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Abstract

We consider quantum field theory with selfinteractions in various patches of Minkowski and de Sitter space-times. Namely, in Minkowski space-time we consider separately right (left) Rindler wedge, past wedge and future wedge. In de Sitter space-time we consider expanding Poincare patch, static patch, contracting Poincare patch and global de Sitter itself. In all cases we restrict our considerations to the isometry invariant states leading to maximally analytic propagators. We prove that loop corrections in right (left) Rindler wedge, in the past wedge (of Minkowski space-time), in the static patch and in the expanding Poincare patch (of de Sitter space-time) respect the isometries of the corresponding symmetric space-times. All these facts are related to the causality and analyticity properties of the propagators for the states that we consider. At the same time in the future wedge, in the contracting Poincare patch and in global de Sitter space-time infrared effects violate the isometries.
1 Introduction

In the study of various phenomena in strong background gravitational fields one frequently has to consider quantum field theory within patches (aka regions or wedges, or charts) of entire space-times rather than within whole space-times themselves. E.g. in the study of the Unruh effect [1] one considers the right Rindler wedge, which is a quarter of the entire Minkowski space-time. At the same time, in the study of inflation [2–5] one restricts the consideration to the expanding Poincare patch, which is a half of the entire de Sitter space-time [2–5].

Unruh effect originates from the fact that Poincare invariant state (so called Minkowski vacuum) is seen as the thermal state (i.e. with the planckian distribution for the exact modes) from the point of view of the Rindler (eternally accelerated) observer. In the study of the inflation one also frequently restricts the consideration to the de Sitter isometry invariant states or to such states which inevitably rapidly approach the invariant states [6–8]. See, however, e.g. [9] for an alternative proposition: to check the destiny of a generic Hadamard states under the time evolution and see whether equilibration happens first or the backreaction leads to a strong deformation of the geometry and only then the equilibration happens.

For the isometry invariant states the tree-level propagators are functions of the invariants (geodesic distances and signs of the time differences) rather than functions of each their arguments separately. However, in the loops, if one restricts the integration over vertices to a patch of entire space-time, the correction naively seems to violate the isometry invariance. In fact, the measure of integration associated with vertices violates the invariance, because there are generators of the symmetry group of the entire space-time which move the patch.

Our goal here is to address the question of the isometry invariance of the loop corrections to correlation functions in various patches of Minkowski and de Sitter space-times. Such a question was already addressed by several authors in the right Rindler wedge and in the expanding Poincare patch [10–12]. We extend those considerations to the future (or upper) and past (or lower) wedges of Minkowski space-time, to the contracting Poincare patch of the global de Sitter space-time and to the global de Sitter itself. We also use a different way of reasoning and by product prove several statements concerning the Schwinger-Keldysh and Feynman techniques in the patches and in general situations.

The deeper reason why we consider quantum field theory in such an unusual circumstances is as follows. We still do not really know what was the initial state of our Universe at the start of the inflation (if the inflationary epoch did really take place). Namely we do not know the geometry of the initial Cauchy surface, the basis of modes and even whether one should use for the quantization the basis in the entire space-time or on the initial Cauchy surface only. It is very hard to address such a problem in full generality. To keep task small it is meaningful to consider various initial Hadamard states (including initial Cauchy surfaces of different geometry) and start from simple symmetric situations. In this note we show that even for such situation the quantum field theory dynamics strongly depends on the geometry of the initial Cauchy surface and infrared effects play the key role. At the same time we study the dynamics in various patches of Minkowski space-time just as a simple training example.

In the standard cases (right Rindler wedge and expanding Poincare patch) we confirm the previously made observations. Namely, we show that for the maximally analytic invariant propagators loop corrections respect the isometry. However, in some of the new cases (in the future wedge, in the contracting Poincare patch and in the global de Sitter space-time) we find that loop corrections violate the corresponding isometry symmetry due to infrared effects. We summarize our results and clarify their physical meaning in the concluding section.
2 Right Rindler wedge

In this section we consider interacting massive real scalar field theory in the \(d\)-dimensional Rindler wedge of Minkowski space-time:

\[
S = \int d^d X \sqrt{|g|} \left[ \frac{1}{2} \left( \partial_\mu \phi \right)^2 - \frac{m^2}{2} \phi^2 - \frac{\lambda}{n!} \phi^n \right].
\]  

(2.1)

Here \(n \geq 3\) and in our study the possible non-renormalizability or stability of this theory is not important. We are interested in the properties of the loop corrected correlation functions under the action of the Poincare symmetry. While a similar question was addressed in [12], we will present a different analysis which does not use the momentum space and, hence, can be generalised to curved spaces. Besides that, using the same method we will also consider other charts of the Minkowski space-time and of the de Sitter space-time as well.

The relation between Minkowskian, \(X^\mu, \mu = 0, \ldots, d-1\), and the Rindler right wedge, \(X^1 \geq |X^0|\), coordinates is as follows:

\[
X^0 = e^\xi \sinh \tau, \quad X^1 = e^\xi \cosh \tau, \quad (2.2)
\]

the other \(d-2\) coordinates \(X^a, a = 2, \ldots, d-1\) are unchanged. We use the standard euclidean metric for them. The corresponding Rindler metric induced from the Minkowskian one is

\[
ds^2 = e^{2\xi} (d\tau^2 - d\xi^2) - (dX^a)^2. \quad (2.3)
\]

We consider the Rindler thermal state with the inverse temperature \(\beta = 2\pi\) in units of acceleration [1, 13–17]. Namely in the Feynman and Wightman propagators,

\[
F(X, X') = \langle T\phi(X)\phi(X') \rangle_0, \quad W(X, X') = \langle \phi(X)\phi(X') \rangle_0,
\]

correspondingly, the expectation value is taken over the state that respects the Poincare isometry of the flat space-time. As a result, for such a state \(F\) and \(W\) are functions of the geodesic distance between \(X\) and \(X'\) and of the sign of the time difference rather than of each their argument separately. This is the standard state to consider in high energy particle physics.

The correlator with the reverse time-ordering, as well as the Wightman function with swapped points can be expressed via (2.4) by the complex conjugation:

\[
\bar{F}(X, X') = \langle T\bar{\phi}(X)\phi(X') \rangle_0, \quad W(X', X) = \bar{W}(X, X'). \quad (2.5)
\]

For the Poincare invariant state these propagators are also functions of the geodesic distance and of the sign of the time difference.

2.1 The Feynman perturbation theory does not work

Let us consider for the beginning the standard Feynman’s diagrammatic technique in the right Rindler wedge, \(X^1 \geq |X^0|\), with the propagator given by (2.4). Our goal is to show that it gives an incorrect result in the circumstances under consideration. In the next subsection we will show that the Schwinger-Keldysh technique provides the correct result.

Consider a Feynman diagram and an internal vertex \(Y\) in it connected with \(n\) external points \(X_1, \ldots, X_n\). In \(x\)-space the contribution of this vertex to the diagram is given by the following integral:

\[
I(X_1, \ldots, X_n) = \int d^d Y \theta(Y^1 - Y^0) \theta(Y^1 + Y^0) \prod_{j=1}^n F(Y, X_j).
\] 

(2.6)
The $\theta$-functions restrict the integration region to the right wedge, we also assume that $X_i$ belong to the wedge as well.

We wish to check whether $I$ is Poincare-invariant or not, i.e. does the result of the integration over the internal vertex $Y$ in the last equation depend only on invariant quantities such as geodesic distances and signs of the time differences or not.

To do the check one can calculate the variation of $I$ under an infinitesimal coordinate transformation. For instance, consider the following translation, which moves the right wedge:

$$Y^1 \rightarrow Y^1 + a.$$  \hspace{1cm} (2.7)

The coordinates $X_i$, $i = 1, \ldots, n$ are changed as well accordingly, such that the Feynman propagators under the integral do not change. The whole integral then changes as follows:

$$\delta_a I(X_1, \ldots, X_n) = a \int d^dY \left[ \delta(Y^1 - Y^0)\theta(Y^1 + Y^0) + \delta(Y^1 + Y^0)\theta(Y^1 - Y^0) \right] \prod_{j=1}^n F(Y, X_j). \hspace{1cm} (2.8)$$

To proceed, we need to take into account that $F(Y, X_j)$ are functions of the intervals $(Y - X_j)^2$ and are defined as the lower boundary value of an analytic function in the lower half-plane:

$$F(Y, X_j) = \mathfrak{Re}((Y - X_j)^2 - i\epsilon). \hspace{1cm} (2.9)$$

Explicit form of this function is not relevant for our considerations, but it is not hard to find out that in flat space-time it is proportional to one of the Hankel functions.

It is also important to note that strictly speaking $F(Y, X_j)$ is a distribution rather than a function, and the limit $\epsilon \rightarrow 0$ should be taken in a distributional sense (see [18] for a review). Besides that, this limit is defined in the complex plane of time coordinate, which we will discuss in more detail in section 2.3 (see e.g. fig. 3). Hence, in all subsequent expressions terms with $i\epsilon$-prescriptions should be understood as such distributional limits. Note that outside of singular points at the light cone they nevertheless admit representations in terms of ordinary functions. Furthermore, the Pauli-Villars regularization, which we discuss in appendix B, removes all the singularities and the propagator becomes well-defined everywhere on the real line.

The interval itself can be expressed as follows:

$$(Y - X_j)^2 = (Y^0 - Y^1)(Y^0 + Y^1) - (Y^0 - Y^1)(X^0_j + X^1_j) - (Y^0 + Y^1)(X^0_j - X^1_j) - (Y^a)^2 + 2X^a_jY^a + (X_j)^2. \hspace{1cm} (2.10)$$

Taking the integral over $Y^1$ in (2.8) we find:

$$\delta_a I(X_1, \ldots, X_n) = a \int d^{d-1}Y \theta(Y^0) \left[ \prod_{j=1}^n \mathfrak{Re} \left[ (X^0_j + X^1_j)(2Y^0 - X^1_j - X^0_j - i\epsilon) - (Y^a - X^a_j)^2 \right] + \prod_{j=1}^n \mathfrak{Re} \left[ (X^0_j - X^1_j)(2Y^0 - X^1_j + X^0_j - i\epsilon) - (Y^a - X^a_j)^2 \right] \right], \hspace{1cm} (2.11)$$

where $d^{d-1}Y = dY^0dY^2 \ldots dY^{d-1}$ and we used that $X^1_j + X_j^0 > 0$, $X^1_j - X^0_j > 0$, because all points that we consider here are in the right wedge. Also, we have changed $-Y^0 \rightarrow Y^0$ in the second term under the integral. The integrand is a lower boundary value of an analytic function of $Y^0$, but due to the presence of $\theta(Y^0)$ the contour of integration cannot be closed (unlike e.g. the case considered in [19] for the Feynman technique in the Poincare region of the anti de Sitter space-time). Also note that the two terms in the brackets cannot cancel each other, as the first one is a function of $X^1_j - X_j^0$, while the second one is a function of $X^1_j + X_j^0$. 


In all, $I(X_1, \ldots, X_n)$ is not Poincaré-invariant, because it changes under the action of the generators of the corresponding group. This is just a revelation of the fact, as we discuss in the next subsection, that the standard stationary perturbation theory (Feynman diagrammatic technique) is not applicable in the case under consideration. One has to apply the Schwinger-Keldysh perturbation theory.

### 2.2 The Schwinger-Keldysh time contour

As was mentioned above, we consider a thermal state in Rindler wedge of the Minkowski spacetime. Hence, it is appropriate to use the Schwinger-Keldysh diagrammatic technique rather than the Feynman one. That is the reason why we have found problems with loop corrections in the previous subsection. Similar observations for de Sitter space were made in e.g. [20, 21].

In the Schwinger-Keldysh technique one has to use the double time contour going from the past infinity (in the case of an equilibrium state) to the future infinity and then backwards [22–24]. As the result, one should assign to each internal vertex either $\langle +\rangle$ or $\langle -\rangle$, depending to which part of the countour it belongs to, and use the following propagators to compute diagrams:

$$G_{-+}(X, Y) = F(X, Y), \quad G_{+-} = W(X, Y), \quad G_{-+} = W(Y, X), \quad G_{++}(X, Y) = \bar{F}(X, Y), \quad (2.12)$$

where $F$ and $W$ are the two–point functions which were defined at the beginning of this section.

To calculate the contribution of a diagram one has to take the sum over the signs of internal vertices. Also, each $\langle -\rangle$ vertex has an additional $-1$ multiplier. Let us consider a part of a diagram in which the external vertices $X_1, \ldots, X_k$ are of $\langle -\rangle$ type, while the rest of them $(X_{k+1}, \ldots, X_n)$ are of $\langle +\rangle$ type. Let all these vertices be connected to an internal vertex $Y$. Then the contribution of the part of the diagram under consideration corresponds to the integral over the vertex $Y$ with the summation over its signs and has the following form (up to a common factor $(-1)^k$):

$$I_K(X_1, \ldots, X_n) = \int d^4Y \theta(Y^1 - Y^0) \theta(Y^1 + Y^0) \left[ \prod_{j=1}^k F(Y, X_j) \prod_{j=k+1}^n \bar{W}(Y, X_j) - \prod_{j=1}^k W(Y, X_j) \prod_{j=k+1}^n \bar{F}(Y, X_j) \right]. \quad (2.13)$$

The loop integrals of course contain standard UV divergences which have to be regularized. We assume the Pauli-Villars regularization scheme, in which from the propagators defined in (2.4) and (2.5) one subtracts a sufficient number of propagators of massive fields to get a finite expression for the diagram. For our further considerations it is important that the expressions we use in the diagrams instead of $F$ and $W$ have exactly the same analytic properties as functions of geodesic distances. Thus, below we assume the Pauli-Villars regularization scheme, but use the same notations $F$ and $W$ for the subtracted two-point functions. More details are provided in the appendix B for the case of the de Sitter space-time.

Also note that the expression for $I_K$ does not include tadpoles. However, they will not change any of our considerations. Namely, the contribution of a tadpole connecting $Y$ with itself to the integrand of (2.13) consists of an additional factor $F(Y, Y)$ in the first summand and $\bar{F}(Y, Y)$ in the second one. These functions are constants due to Lorentz-symmetry, which become finite after the regularization. To ensure the cancellation of vacuum bubbles the constants $F(Y, Y)$ and $\bar{F}(Y, Y)$ should coincide\(^1\), i.e. $\text{Im} F(Y, Y) = 0$. It means that the contribution of tadpoles to the whole diagram is just a constant factor, which is irrelevant for our considerations.

\(^1\)Note that this condition can be violated only in a non-stationary situation for the in-out Feynman propagator. But we consider here in-in Feynman propagators only (see e.g. [25, 26] for a related discussion in de Sitter space-time).
Let us consider now the transformation of $I_K(X_1, \ldots, X_n)$ under the action of the same translation (2.7) as in the previous subsection. We will show now that $\delta_i I_K(X_1, \ldots, X_n) = 0$. The same can be shown for other generators of the Poincare group. I.e. by showing that $I_K(X_1, \ldots, X_n)$ is invariant we prove that it is a function of such isometry invariants as geodesic distances and signs of time differences.

To start the proof we should express the Wightman function in terms of the boundary value of a complex function $\tilde{F}$ of a complex variable as follows:

$$W(Y, X) = \tilde{F}[(Y - X)^2 - i \epsilon \text{sign}(Y^0 - X^0)].$$

(2.14)

Here we use the same function as the one that we used to express the Feynman in (2.9). Explicit form of this function is not relevant for our considerations. It is important that it is an analytic function on the cutted complex plane of the geodesic distance. The cut is going along such values of the geodesic distance, which corresponds to time-like separations between $X$ and $Y$ and starts with the light-cone separation. As a result $\text{Im} \tilde{F} \neq 0$ on the cut and the commutator of the field operators $\phi(X)$ and $\phi(Y)$ is not zero for time-like separations, as it should be on the physical grounds. In fact, this way one obtains a non-zero classical retarded propagator in the field theory under consideration. At the same time the function $\tilde{F}$ is real for space-like separations. That is necessary to fulfil the condition of causality and to have the commutator of the field operators zero for spatial separations. Finally the written above $i \epsilon$-prescriptions in the expressions for $W$ and $F$ just specifies which side of the cut should be taken to define the propagator for time-like separations.

To proceed with the proof it is convenient to introduce the following notations for the squares of geodesic distances if $Y$ is on the boundary of the wedge:

$$d_1(Y, X_j) = (X_j^1 - X_j^0)(2Y^0 - X_j^1 - X_j^0) - (Y^a - X_j^a)^2,$$

$$d_2(Y, X_j) = (X_j^1 + X_j^0)(2Y^0 - X_j^1 + X_j^0) - (Y^a - X_j^a)^2.$$  

(2.15)

In the first expression we assume that $Y^0 = Y^1$ and in the second one that $Y^0 = -Y^1$. We also changed $Y^0 \rightarrow -Y^0$ in $d_2$ for future convenience. Then we find that the transformation of $I_k$ under the translation (2.7) can be written as:

$$\delta_0 I_K(X_1, \ldots, X_n) = a(\delta^{(1)} I_K + \delta^{(2)} I_K),$$

(2.16)

where

$$\delta^{(1)} I_K = \int d^{d-1}Y \theta(Y^0) \left\{ \prod_{j=1}^k \tilde{F} \left[ d_1(X_j, Y) - i \epsilon \text{sign}(Y^0 - X_j^0) \right] - \prod_{j=1}^k \tilde{F} \left[ d_1(X_j, Y) + i \epsilon \text{sign}(Y^0 - X_j^0) \right] \right\},$$

$$\delta^{(2)} I_K = \int d^{d-1}Y \theta(Y^0) \left\{ \prod_{j=1}^k \tilde{F} \left[ d_2(X_j, Y) - i \epsilon \text{sign}(Y^0 + X_j^0) \right] - \prod_{j=1}^k \tilde{F} \left[ d_2(X_j, Y) + i \epsilon \text{sign}(Y^0 + X_j^0) \right] \right\}.$$  

(2.17)

Let us start with the consideration of $\delta^{(1)} I_K$. Note that the integrand in the corresponding expression vanishes, when $Y_0$ is larger than all $X_j^0$. In fact, in such a case the $i \epsilon$-prescriptions in the first and second terms under the integral coincide, because $\text{sign}(Y^0 - X_j^0) = 1$. Hence, when $Y_0$ is larger than all $X_j^0$ we find that $\delta^{(1)} I_K = 0$. 


Now assume that $Y^0 < X^0_j$ for some $j$, then we have\footnote{We can use strict inequalities as the sets of zero measure obviously do not contribute to the integrals.}:

$$X^0_j > Y^0 > 0,$$

where the restriction $Y^0 > 0$ appears due to the theta-function under the integral in (2.17). From (2.15) we see that then $d_1(Y, X_j) < 0$, because inside the Rindler wedge $X^0_j > X^0_0$. Therefore the interval between $X_j$ and $Y$ is space-like, so $i\epsilon$-prescription does not matter, because the function $\bar{f}$ is real for such an argument: for space-like separations all four propagators from (2.12) with $X = X_j$ coincide. Hence, the integrand in $\delta^{(1)}I_K$ vanishes and again we find that $\delta^{(1)}I_K = 0$. This essentially completes the proof that for the transformation in question $\delta^{(1)}I_K$ is always zero due to the analytic properties of the propagators.

![Figure 1: The integration contour for $\delta^{(2)}I_K$ (blue), the branch cut is shown in red.](image)

The case of $\delta^{(2)}I_K$ is slightly more complicated. The signs of $i\epsilon$-prescriptions in two terms in $V$ coincide if $\text{sign}(Y^0 + X^0_j) = -1$, i.e. when

$$X^0_j < -Y^0 < 0.$$  

(The second inequality again appears due to the presence of the step function under the corresponding integral for $\delta^{(2)}I_K$.) In such a case the integrand of $\delta^{(2)}I_K$ obviously vanishes.

From (2.19) it also follows that $d_2(Y, X_j) < 0$, i.e. the interval is space-like if $\text{sign}(X^0 + X^0_j) = -1$. It means that if the interval is time-like, $\text{sign}(Y^0 + X^0_j) = 1$ and the $i\epsilon$-prescriptions in two terms in $\delta^{(2)}I_K$ are different — it is the opposite situation to what we have observed for the case of $\delta^{(1)}I_K$. As $i\epsilon$-prescription is irrelevant when the interval is space-like, we can replace $\text{sign}(Y^0 + X^0_j)$ with 1 for all $X^0_j$ and obtain that:

$$\delta^{(2)}I_k = \int d^{d-1}Y \theta(Y^0) \left\{ \prod_{j=1}^n \bar{f} \left[ d_2(X_j, Y) - i\epsilon \right] - \prod_{j=1}^n \bar{f} \left[ d_2(X_j, Y) + i\epsilon \right] \right\}.$$  

(2.20)

Now let us consider the properties of the product $\prod_{j=1}^n F \left[ d_2(X_j, Y) \right]$ as the function on the complex plane of $Y^0$. It is straightforward to see from (2.15) that $d_2(X_j, Y) < 0$ if $Y^0 \leq 0$ (assuming that $X_j$
belongs to the right Rindler wedge). The interval first becomes light-like for some \( Y^0 > 0 \), which is the lowest value of \( Y^0 \) such that \( d_2(Y, X_j) = 0 \) for some of the \( j \)'s. Hence, \( \prod_{j=1}^{n} \mathcal{F}[d_2(X_j, Y)] \) has a cut along the half-line \( (Y^0, +\infty) \), where \( Y^0 \) is the smallest solution of the equations \( d_2(Y, X_j) = 0 \).

Now, similarly to (2.11) we can attribute \( i\epsilon \)-prescription in (2.20) to the complex plane of \( Y^0 \) itself rather than to the complex plane of \( d_2(X_j, Y) \). It means that the r.h.s. of (2.20) is nothing but the integral around the cut, as is shown on the Fig. 1. We can close this contour by a circle of the infinitely large radius going clockwise, on which the propagator vanishes. As a result, we obtain that \( \delta^{(2)} I_K = 0 \), because the integrand in (2.20) is analytical inside the closed contour.

In all, we have shown that \( I_K(X_1, \ldots, X_n) \) is invariant with respect to the translations along \( X_1 \). In the same way one can show that \( I_K(X_1, \ldots, X_n) \) remains intact under all other transformations of the Poincare group.

Furthermore, note that by the translations along \( X_1 \) we can move the hyperplane \( X^1 = X^0 = 0 \), which is the edge of the right Rindler wedge, to \(-\infty\). The loop integral does not change under such a move. It means that extending the integration region outside the Rindler wedge does not change the integral. Hence, the integration over the Rindler wedge inside the loop integrals in the Schwinger-Keldysh technique is equivalent to the integration over the entire Minkowski space-time. At the same time, the Schwinger-Keldysh technique in the whole Minkowski space-time for the Poincare invariant state provides the same answer for the loop integrals as the Feynman technique: the contribution of the backward going part of the time contour just cancels the vacuum bubble diagrams. We explain these points in greater details in the next subsections.

### 2.3 Analytical continuation to the euclidean time contour

There is another way to show that the Schwinger-Keldysh technique provides isometry-invariant expressions for the loop corrected correlation functions over the Poincare invariant state. Furthermore, this way directly shows that for the Poincare invariant state in the right Rindler wedge the Schwinger-Keldysh technique provides the same answer for the loop corrections as the Feynman technique in the entire Minkowski space-time.

This way is based on the analytical continuation to the euclidean signature directly from the Rindler wedge. Namely, note that the coordinate change \( \tau = -i\kappa \) connects the right wedge (2.3) with the euclidean space \( \mathbb{R}^d \) with polar coordinates in the \((\kappa, \xi)\)-plane, i.e. with the coordinate \( \kappa \) being \( 2\pi \)-periodic. In other words, this leads to the same result as the standard Wick rotation \( X^0 = -iX^d \) of the whole Minkowski space-time. Furthermore, as we pointed out above, the Minkowski vacuum (Poincare invariant state) is a thermal state, when expressed via exact modes in Rindler coordinates. Hence, the analytically continued Feynman propagator \( \mathcal{F} \) (or Matsubara propagator) is \( 2\pi \)-periodic in imaginary time.

To perform the analytical continuation from the Rindler wedge to the Euclidean space in the loop integrals, we need to understand the analytic properties of the propagator \( \mathcal{F} \) in the complex plane of the time \( \tau \). For simplicity let us consider the function \( \mathcal{F}[(X - Y)^2] \) when \( X^0 = 0 \), i.e. when \( \tau_X = 0 \), while \( \tau = \tau_Y \). Also note that \( \mathcal{F} \) depends only on the difference \( \tau_X - \tau_Y \) as the metric (2.3) is \( \tau \)-independent, i.e. static.

The analytic structure of \( \mathcal{F} \) is shown on the Fig. 2. We assume that \( \xi \) (the corresponding spatial Rindler coordinate of \( Y \)) and \( Y^a \) are fixed, and \( \tau_T \) is the time coordinate when the interval is light-like (with \( \tau_T > 0 \)). The propagator has the usual cuts along the lines \((\tau_T, \infty)\) and \((-\infty, -\tau_T)\), which correspond to the time-like separations between \( Y \) and \( 0 \). The \( 2\pi i \)-periodicity means that \( \mathcal{F} \) also has additional branching points at \( \pm \tau_T + 2\pi i k, k \in \mathbb{Z} \) with the corresponding cuts, as it is illustrated on the

---

It is worth stressing that for such manipulations with the contour we need only the convergence of \( Y^0 \) integrals, which is much weaker condition than the complete convergence.
Fig. 2. Hence, the Feynman’s integration contour over the $\tau$ (polar) coordinate in the loop integrals cannot be simply rotated to the imaginary axis as it is usually done in Cartesian coordinates\textsuperscript{4}. Thus, again we see that in the Rindler wedge loop corrections in the Feynman diagrammatic technique in $x$-space representation cannot be mapped to the integrals in the euclidean space.

Let us consider the situation in the case of the Schwinger-Keldysh time contour and of the corresponding diagrammatic technique. Our analysis will be more or less similar to the one presented in [11] for the static patch of the de Sitter space-time. Let us consider the same vertex integral $I_K$ as in (2.13) with $\tau$ being the Rindler time of the $Y$ coordinate. We need to represent it as a contour integral in the complex plane of $\tau$ rather than of $Y_0$. The propagators can be represented as boundary values of the analytic functions $\mathfrak{F}[(Y - X_j)^2]$ as in (2.9), (2.14). The cuts and contours are depicted on Fig. 3 for the case when $\tau_j = 0$. Extra cuts coming from the periodicity in $\tau$ are omitted to simplify the picture. Note that the case with $\tau_j \neq 0$ can be simply obtained via the translation $\tau \to \tau + \tau_j$ ($\tau_j$ is a Rindler time of $X_j$) on the Fig. 3. In such a case the center of the line segment whose endpoints are branching points is shifted to $\tau_j$ from 0.

The representation of eq. (2.13) in terms of a contour integral can be achieved if we represent its integrand as a boundary value of some analytic function similarly to the case of (2.20). It is convenient to split $I_K$ and its integrand into two parts:

$$
\hat{F}_n^- = \prod_{j=1}^{k} F(Y, X_j) \prod_{j=k+1}^{n} W(Y, X_j), \quad \hat{F}_n^+ = \prod_{j=1}^{k} W(Y, X_j) \prod_{j=k+1}^{n} \bar{F}(Y, X_j);
$$

$$
I_K^+ = \int d^d y \sqrt{-g(y)} \hat{F}_n^+, \quad I_K^- = \int d^d y \sqrt{-g(y)} \hat{F}_n^-,
$$

(2.21)

where $y^\mu$ are the Rindler coordinates of $Y$ with $y^0 = \tau$ and $g_{\mu\nu}$ is the Rindler metric defined in (2.3). Note that the determinant of the metric $g(y)$ is independent of $\tau$.

Next, one can define the following function $\mathfrak{F}_n (Y | X_1, \ldots, X_n)$ on the complex $\tau$-plane:

$$
\mathfrak{F}_n (Y | X_1, \ldots, X_n) = \prod_{j=1}^{n} \mathfrak{F}[(Y - X_j)^2].
$$

(2.22)

\textsuperscript{4}Such a simple rotation is performed when one does the analytical continuation in the Feynman’s technique from the entire Minkowski space-time to the euclidean space in Cartesian coordinates.

Figure 2: The analytic structure of the thermal propagator in Rindler wedge. Red lines are the cuts in the complex $\tau$-plane.
Figure 3: The propagators as boundary values; the red lines are the cuts; the blue lines depict the sides of the cut where the corresponding propagators are defined. We depict only those contours and cuts which are laying in the stripe $\text{Im } \tau \in (-\pi, \pi)$.

Evidently the cuts of this function are defined as the union of the cuts of the functions in the product on the right hand side (RHS), which were described above. Of course the cuts associated with different $X_j$ overlap if all of $\tau_j$ are real. To avoid such an overlapping we can assign infinitesimal imaginary parts to $\tau_j$: $\text{Im } \tau_j = \epsilon_j$, where $\epsilon_j$ are pairwise distinct. Then $\hat{F}_n^+$ and $\hat{F}_n^-$ can be represented as their boundary values using the way of defining propagators via $\hat{F}[\ldots] \text{ presented on the Fig. } 3$. Namely, according to (2.21) we find that in the case of $\hat{F}_n^-$ we should take the lower value for the cuts associated with $\text{--}$ vertices $X_j$ (e.g. $j \leq k$) such that $\tau \geq \tau_j$ and the upper value for the rest of the cuts. Similarly, for $\hat{F}_n^+$ we should take the upper value for the cuts associated with $\text{++}$ vertices $X_j$ (e.g. $j > k$) such that $\tau \geq \tau_j$ and the lower value for the rest of the cuts.

The integrals $I_K^-$ and $I_K^+$ from (2.21) are contour integrals if the sides of the cuts where $\hat{F}_n^-$ and $\hat{F}_n^+$ are defined can be connected by a single curve which does not cross the cuts. The definition of such a contour leads to a condition on $\epsilon_j$: $\epsilon_i > \epsilon_j$ if one of the following conditions is satisfied:

- $\tau_i < \tau_j$ and $X_i, X_j$ are $\text{--}$ vertices;
- $\tau_i > \tau_j$ and $X_i, X_j$ are $\text{++}$ vertices;
- $X_i$ is a $\text{--}$ vertex and $X_j$ is a $\text{++}$ vertex.

The possible choice is $\epsilon_j = \pm i\epsilon (1 - \tanh \tau_j)$, where the $\text{++}$ sign should be used for $\text{--}$ vertices and vice versa. The contours $C^\pm$ for $I_K^\pm$ which go along the branch cuts as explained above can be defined via the same prescription $\tau \rightarrow \tau \pm i\epsilon (1 - \tanh \tau)$, where the sign of the $i\epsilon$-term is opposite to the sign of the vertex $Y$. Note that $i\epsilon$-prescription for each vertex among $Y$ and $X_j$ depends only on the vertex itself, but not on their relative configuration. It means that we can apply the prescription to the whole diagram simultaneously rather than just to the subdiagram under consideration. This yields a representation of the whole diagram in terms of a multiple contour integral.

As $I_K = I_K^- - I_K^+$, it can be represented as an integral over the contour $C = C^- - C^+$. This contour is depicted on the Fig. 4 (a) for the case of two $\text{--}$ points $X_1, X_2$ and two $\text{++}$ points $X_3, X_4$. For convenience we deformed the contour in the region $\text{Re } \tau > \tau_j$ for all $j$, as the corresponding parts of $C^-$ and $C^+$ do not go around any cuts or poles. A similar contour for an expanding Poincare patch of de Sitter space is shown in [27].
Figure 4: An example of the contour in the loop integral when there are four external points. The contours of $\tau$ integration: (a) the points $\tau_j$ have small imaginary shifts, which we depict for clarity as finite shifts; the forward going part of the contour (along the real axis), $C_-$, corresponds to the first summand in (2.13), while the backwards going part, $C_+$, to the second one (its the negative sign is accounted for by the orientation w.r.t. $C_+$); (b) $\tau_j$ are analytically continued from the complex plane to the imaginary axis in the interval $(i\pi, -i\pi)$. The external points $X_1$ and $X_2$ have $\pm -$ sign while $X_3$ and $X_4$ have $\pm +$ sign.

Now we can perform the analytical continuation to the euclidean theory using this contour integral representation. Due to $2\pi$-periodicity in imaginary time, we can assume that the time coordinates of the euclidean vertices belong to the line segment $(-i\pi, i\pi)$ along the imaginary time axis. To obtain the continuation of $I_K$ as a function of $X_j$, we need to move the time coordinates of $X_j$ to this line segment in such a way that the cuts do not cross each other. The contour $C$ then can be represented as a union of oriented line segments $(-\infty + i\pi, i\pi)$, $(i\pi, -i\pi)$ and $(-i\pi, -\infty - i\pi)$, where $\infty$ is the real infinity. The resulting position of the external points of the diagram and of the contour is depicted on the Fig. 4 (b). In particular, due to the $2\pi i$-periodicity the contributions from $(-\infty + i\pi, i\pi)$ and $(-i\pi, -\infty - i\pi)$ cancel each other, and we are left with the integration over the $(i\pi, -i\pi)$ segment along the imaginary time axis. This is precisely the correct euclidean contour with $\kappa \in (-\pi, \pi)$ for the euclidean or Matsubara diagrammatic technique.

In all, the Schwinger-Keldysh technique in Rindler wedge can be analytically continued to the standard perturbation theory in euclidean space $\mathbb{R}^d$. This, once again, proves the Poincare invariance of loop corrected correlation functions for the thermal state with the canonical temperature ($\beta = 2\pi$ in the units of acceleration). All this is true despite the fact that one integrates in the loop integrals over the Rindler wedge in the vertices rather than over the entire Minkowski space-time. Besides that, our observations show that loop corrections in the Rindler wedge coincide with those in the
Feynman technique calculated in the entire Minkowski space-time for the Poincare invariant state. In fact, the latter can be as well analytically continued to the euclidean space $\mathbb{R}^d$.

This observation completes our considerations of the right Rindler wedge.

### 3 Causality of the Schwinger-Keldysh technique

Before we proceed with other charts of the Minkowski and de Sitter space-times, let us discuss one important property of the Schwinger-Keldysh diagrammatic technique. Namely, consider an arbitrary diagram with external points $E_1, \ldots, E_m$ — a contribution to the $m$-point correlator. A property which we will refer to as causality is as follows: *The integration over the internal vertices in the diagram can be restricted to the interior of the union of the past light-cones emanating from $E_1, \ldots E_m$, as shown on the Fig. 5.*

![Figure 5: The union of past ligh cones of external points of a diagram: (a) in Minkowski space-time; (b) on the Penrose diagram of the two-dimensionsl de Sitter space-time; the blue line shows the boundary between expanding and contracting Poincare patches.](image)

Note that for regularized propagators one obtains that $F(Y, Y) = \bar{F}(Y, Y)$. Hence, the commutator $\langle [\phi(X), \phi(Y)] \rangle$ vanishes not only for space-like, but also for light-like separations between $X$ and $Y$. As in the proof below we will relay only on causal properties of propagators, it is convenient to treat light-like separations similarly to space-like ones. Also from now on by saying «light-cone» we will actually mean its interior.

To prove the statement in the first paragraph of this section, let us start from a convenient observation. Consider a vertex $Y$ connected with $n$ points $X_j$, similarly to the subsection 2.2. Note that we do not specify whether $X_j$ are internal or external vertices of the entire diagram (they are external vertices only for the part of the diagram under consideration). Thus, we deal with the integral of such a form as (2.13). Consider its integrand:

$$\hat{F}_n(X_1, \ldots, X_n, Y) = \prod_{j=1}^{k} F(Y, X_j) \prod_{j=k+1}^{n} \bar{W}(Y, X_j) - \prod_{j=1}^{k} W(Y, X_j) \prod_{j=k+1}^{n} \bar{F}(Y, X_j). \quad (3.1)$$

First of all, if $Y$ is outside of all the light-cones emanating from $X_j$ (both past and future), this expression vanishes, because the Feynman and Wightman propagators coincide. In fact, the propagators are real functions for space-like separations between their arguments and the $i\epsilon$–prescriptions in $F$’s and $W$’s in (3.1) are irrelevant. Hence, the integration over $Y$ in (2.13) can be restricted to the union of the light-cones with the vertices at $X_j$, $j = 1, \ldots, n$.

Next, assume that $Y$ does not belong to the union of past light-cones. Let $\mathcal{G}$ be the set of all such indices that for $j \in \mathcal{G}$ we have $X_j^0 \geq Y^0$ (the set obviously can be empty). It means that $Y^0$
cannot be in the future light-cone of \( X^0_j \), and by our assumption it cannot be in the past light-cone as well. So for all \( j \in \mathcal{S} \) the vertex \( Y \) is outside of the light-cone of \( X_j \). Let us define the following auxiliary objects:

\[
\hat{F}^-_{n,\mathcal{S}} = \prod_{j=1, j \in \mathcal{S}}^{k} F(Y, X_j) \prod_{j=k+1, j \in \mathcal{S}}^{n} \hat{W}(Y, X_j), \quad \hat{F}^+_{n,\mathcal{S}} = \prod_{j=1, j \notin \mathcal{S}}^{k} W(Y, X_j) \prod_{j=k+1, j \notin \mathcal{S}}^{n} \hat{F}(Y, X_j),
\]

\[
\hat{F}^-_{n,\mathcal{S}} = \prod_{j=1, j \notin \mathcal{S}}^{k} F(Y, X_j) \prod_{j=k+1, j \notin \mathcal{S}}^{n} \hat{W}(Y, X_j), \quad \hat{F}^+_{n,\mathcal{S}} = \prod_{j=1, j \notin \mathcal{S}}^{k} W(Y, X_j) \prod_{j=k+1, j \notin \mathcal{S}}^{n} \hat{F}(Y, X_j).
\]

Then \( \hat{F}_n \) from (3.1) can be expressed as follows:

\[
\hat{F}_n(X_1, \ldots, X_n, Y) = \hat{F}^-_{n,\mathcal{S}} \hat{F}^+_{n,\mathcal{S}} - \hat{F}^-_{n,\mathcal{S}} \hat{F}^+_{n,\mathcal{S}}.
\]

If \( j \in \mathcal{S} \), the interval between \( X_j \) and \( Y \) is space-like as we have just assumed and all of the propagators between these points coincide, hence \( \hat{F}^-_{n,\mathcal{S}} = \hat{F}^+_{n,\mathcal{S}} \). On the other hand, if \( j \notin \mathcal{S} \), then \( Y^0 > X^0_j \), therefore \( F(Y, X_j) = W(Y, X_j) \) and \( \hat{F}(Y, X_j) = \hat{W}(Y, X_j) \). It means that \( \hat{F}^-_{n,\mathcal{S}} = \hat{F}^+_{n,\mathcal{S}} \).

Thus, from (3.3) we obtain that \( \hat{F}_n = 0 \) and we conclude that the integrand of the loop correction can be nonzero only if \( Y \) belongs to the union of past light-cones of \( X_j \) for all \( j \).

Now consider the integrand of the entire graph whose vertices are \( V_l, l = 1, \ldots, N \). The external ones among them we denote as \( E_j, j = 1, \ldots, m \) just as at the beginning of this subsection. We will use the notation \( V_l \prec V_K \) if \( V_l \) is in the past light-cone of \( V_K \). Note that the relation \( \prec \) defines the strict ordering as we consider only the light-cone interiors: \( V_K \not\prec V_K \) and if \( V_K \prec V_L \) and \( V_L \prec V_M \) then obviously \( V_K \prec V_M \) due to the structure of light-cones.

Let \( V_{J_{l_1}} \) be an arbitrary internal vertex of the graph. For the integrand of the graph to be nonzero it can be connected only with such an other vertex \( V_{J_{l_2}} \) that \( V_{J_{l_1}} \prec V_{J_{l_2}} \), as we have shown above in this section. If \( V_{J_{l_1}} \) is an internal vertex, the chain of relations can be extended further: \( V_{J_{l_1}} \prec V_{J_{l_2}} \prec V_{J_{l_{l_3}}} \). Due to the properties of \( \prec \), \( J_3 \) is distinct from \( J_1 \) and \( J_2 \). If \( V_{J_{l_3}} \) is internal, we can continue the extension process: \( V_{J_{l_1}} \prec V_{J_{l_2}} \prec V_{J_{l_3}} \prec \cdots \prec V_{J_{l_l}} \) for some \( l \) with pairwise distinct \( J_1, \ldots, J_l \). Note that all vertices here except for \( V_{J_{l_i}} \) are necessarily internal. Assume that \( V_{J_{l_i}} \) is a terminal vertex, e.g. there is no vertex \( V_{J_{l_{i+1}}} \) such that \( V_{J_{l_i}} \prec V_{J_{l_{i+1}}} \). If \( V_{J_{l_i}} \) is internal it implies that the integrand is zero. Hence, it should be external for the integrand to be non-zero. Thus, e. g. \( V_{J_{l_i}} = E_m \) for some \( m \).

In all, the above defined causality property of the Schwinger-Keldysh technique is proved. Note that to prove this statement we have used only analytic properties of the propagators, which are related to the presence of the cuts along the time-like separations of their arguments. We did not use in the prove the fact that the space-time is flat. Hence, the statement formulated at the beginning of this section is true for any space-time including the de Sitter one.

4 Other charts of Minkowski space-time and causality

The property of the causality, that we have discussed in the previous subsection, is very useful for the consideration of various patches of Minkowski space-time. To see that let us prove the Poincare invariance of the loop integrals in the case when there is only one theta-function in (2.13), which restricts to a half of the entire Minkowski space-time rather than to a quarter (quadrant or wedge). In particular, let it be \( \theta(Y^0 + Y^1) \), i.e. we have the restriction \( Y^0 > -Y^1 \) and consider half of the entire flat space-time cut off by the light-like surface \( Y^0 = -Y^1 \). This region is somewhat similar to the expanding Poincare patch of de Sitter space-time which we will consider in the section 5.1 below. At the same time the right Rindler wedge is similar to the static patch of the de Sitter space-time.
The de Sitter invariance of the loop corrections for the Bunch-Davies state in Poincare patch was discussed in e.g. [28, 29] with the use of the same methods as we apply here.

The variation of the analog of $I_K$, in which there is only one $\theta(Y^0 + Y^1)$ rather than two, is simply $\delta^2 I_K$ from (2.17) without $\theta(Y^0)$. Of course, we also remove the condition $X_j^1 > X_j^0$ on the external points as well assuming only that $X_j^1 > -X_j^0$. Let us show that the variation can again be represented as an integral around the cut. First, we can rewrite $d_2(Y, X_j)$ form (2.15) as follows:

$$d_2(Y, X_j) = (X_j^1 + X_j^0) \left[ 2(Y^0 + X_j^0) - (X_j^1 + X_j^0) \right] - (Y^a - X_j^a)^2. \quad (4.1)$$

Let us analyze the connection between the sign of the geodesic distance $d_2$ and signs of $i\epsilon$-prescriptions in (2.17) as in the subsection 2.2. Let us start from the region where $i\epsilon$-prescriptions in the first and second summands associated with $X_j$ have the same sign, i.e sign$(Y^0 + X_j^0) = -$. It is easy to see that then $d_2(Y, X_j) < 0$ — the interval is space-like. Furthermore, it follows that if $d_2(Y, X_j) > 0$, then sign$(Y^0 + X_j^0) = +$ and the corresponding $i\epsilon$-prescriptions in the two terms under the integral in (2.17) are different from each other.

In all, we have a situation similar to the one at the end of subsection 2.2: the variation can be expressed as in (2.20) but without $\theta(Y^0)$. Hence the first summand of the variation can be represented as the integral along the real line going below the cut, and the second one — going above the cut. Both of these contours can be closed by infinite semicircles, so both summands in (2.20) (without $\theta(Y^0)$) vanish independently.

Similarly one can prove the Poincare invariance of the integral (2.13) when only $\theta(Y^1 - Y^0)$ is present instead of $\theta(Y^1 + Y^0)$. As in the subsection 2.2 one can use the translations moving the surface $Y^1 = 0$ to $Y^1 \to -\infty$ to show the coincidence with the perturbation theory in the whole Minkowski space-time.

Having these observations in mind, the Poincare invariance of the loop integrals in the Rindler wedge can also be derived from the causality property: the intersection of the past light-cone of any point in the wedge with the wedge itself is the same as the intersection of the same light-cone with the half of Minkowski space-time, $Y^1 > -Y^0$ containing the wedge. So, the result of any calculation in the Schwinger-Keldysh technique in the right wedge coincides with the result of the similar calculation in the half containing the wedge. The analysis of the subsection 2.2 is, however, still instructive, as it will help us to consider the situation in the future (or upper) wedge, $X^0 > |X^1|$, of Minkowski space-time.

In the same manner one can show the Poincare invariance of the loop integrals in the left wedge ($Y^1 < -|Y^0|$). Furthermore, note that a past light-cone of any point in the past wedge $Y^0 < -|Y^1|$ is contained in this wedge, so the the Schwinger-Keldysh perturbation theory there also coincides with one in the entire Minkowski space-time due to the causality property and, hence, is Poincare-invariant.

The only remaining part is the future wedge $X^0 > |X^1|$ of Minkowski space-time. This case is more complicated: an intersection of any past light-cone with this wedge cannot be represented as its intersection with any half of the entire space-time. Also it can be shown that unlike any other wedge, intersection of the past light-cone of any point in the future wedge with the wedge itself has a finite volume. It means that due to causality there should be no infrared divergences even for massless theories, unlike the situation in the whole Minkowski space-time. So one needs to consider the future wedge separately.

### 4.1 Future or upper wedge

In the future wedge, $X^0 > |X^1|$, the following local coordinates can be introduced:

$$X^0 = e^\tau \cosh \xi, \quad X^1 = e^\tau \sinh \xi. \quad (4.2)$$
Then, the corresponding induced metric,
\[ ds_F^2 = e^{2\tau} (d\tau^2 - d\xi^2) - (dX^a)^2, \]  
(4.3)
depends on time. Hence, the free Hamiltonian is also time dependent. This is another reason why one has to use the Schwinger-Keldysh technique to do loop calculations in the patch under consideration. The Minkowski (Poincare symmetric) propagator corresponds to a specific choice of the basis of modes in the patch, which was found e.g. in [30]. Note that while such a state is not stationary in the future wedge, as the free Hamiltonian in that region depends on time, those modes still diagonalize it in the infinite past and by definition describe the exact quantum evolution of the free theory. In the section 5 we will see that the modes which do not diagonalize the free Hamiltonian in the past lead to severe IR problems.

We want to check whether loop corrections respect the Poincare isometry or not. Similarly to the subsection 2.2 we need to consider construction (a part of a loop integral) of the following form:

\[
I_F^F(X_1, \ldots, X_n) = \int d^dY \theta(Y^0 - Y^1) \theta(Y^0 + Y^1) \left[ \prod_{j=1}^k F(Y, X_j) \prod_{j=k+1}^n \bar{W}(Y, X_j) - \prod_{j=1}^k W(Y, X_j) \prod_{j=k+1}^n \bar{F}(Y, X_j) \right].
\]  
(4.4)

The step functions now restrict the integration region to the future wedge, and we should assume that all \( X_i \)'s, \( i = 1, \ldots, n \), are in the same wedge as well.

The variation of \( I_F^F \) under the time translation \( Y^0 \to Y^0 + \epsilon \) can be represented as \( \delta I_F^F = \epsilon(\delta^{(1)}I_K^F + \delta^{(2)}I_K^F) \) similarly to (2.16). Consider, for instance, \( \delta^{(1)}I_K^F \). It coincides with \( \delta^{(1)}I_K \) from (2.17):

\[
\delta^{(1)}I_K^F = \int d^{d-1}Y \theta(Y^0) \left\{ \prod_{j=1}^k \mathfrak{F} d_1(X_j, Y) - i\epsilon \mathfrak{F} d_1(X_j, Y) + i\epsilon \text{sign}(Y^0 - X_j^0) \right\} - \prod_{j=1}^k \mathfrak{F} d_1(X_j, Y) - i\epsilon \text{sign}(Y^0 - X_j^0) \mathfrak{F} d_1(X_j, Y) + i\epsilon \right\}. 
\]  
(4.5)
Note that $d_1(X_j, Y)$ from (2.15) can be rewritten as follows:

$$d_1(Y, X_j) = (X_j^0 - X_j^0) \left[ 2(Y^0 - X_j^0) + X_j^0 - X_j^0 \right] - (Y^a - X_j^a)^2. \quad (4.6)$$

Let us repeat the analysis of $i\epsilon$-prescriptions once again. As before, we will start with the region where $i\epsilon$-prescriptions of two terms of the integrand of (4.5) have the same signs, e.g. $\text{sign}(Y^0 - X_j^0) = +$. It follows from the definition of the upper wedge and from (4.6) that $d_1(Y, X_j) < 0$. So just as in the case considered above we can write:

$$\delta^{(1)} I^F_K = \int d^{d-1} Y \theta(Y^0) \left\{ \prod_{j=1}^n \Im \left[ d_1(X_j, Y) - i\epsilon \right] - \prod_{j=1}^n \Im \left[ d_1(X_j, Y) + i\epsilon \right] \right\}. \quad (4.7)$$

However, the key difference from the cases considered above in this section and in the subsection 2.2 is a position of the cut. From (4.6) it is clear that $d_1(Y, X_j) > 0$ if $Y^0$ is negative and $|Y^0| \gg 1$, meaning that the cut is going along $(-\infty, Y_t^0)$. Here $Y_t^0$ is the highest value of $Y^0$ such that $d_1(Y, X_j) = 0$ for some $j$. Note that $d_1(Y, X_j) = (X_j^0)^2 - (X_j^1)^2 - (Y^2 - X_j^a)^2$ if $Y^0 = 0$. It can be positive for some values of $X_j^\mu$ and $Y^a$ and in such cases $Y_t^0 > 0$. This situation is shown on the Fig. 6. Note that the integration goes around only a part of the cut $(-0, Y_t^0)$. Hence it cannot be properly closed by an infinite circle and is not zero in generic situations.

The same way one can show that $\delta^{(2)} I^F_K \neq 0$ in generic situations. So the Schwinger-Keldysh technique in the future wedge does not provide the isometry invariant expressions. The reason why we encounter the differences between loop calculations in the entire Minkowski space-time and in the future wedge, although we use the same tree-level propagators, is as follows: Cauchy surfaces in the entire Minkowski space-time and in the future wedge have different geometry. That results in different infrared effects in these different charts, as these effects are sensitive to the boundary and initial conditions. We will encounter a similar situation in various patches in de Sitter space-time below.

Let us demonstrate the violation of the isometry-invariance in the future wedge on a simple example. Note that if the correlation functions in the theory are Poincare-invariant, they should coincide with those in the theory in the entire Minkowski space-time as we can move the surface $Y^0 = 0$ to $-\infty$ via time translations (part of the Poincare group). So it is enough to show that the result of some calculation is different in entire Minkowski space-time and in the future wedge. Consider the massless scalar field theory in $d = 4$. Its Wightman function is as follows:

$$W(X, Y) = \frac{1}{(X - Y)^2 - i\epsilon \text{sign}(X^0 - Y^0)}. \quad (4.8)$$

We can add the mass term $\mu^2$ to the lagrangian as a perturbation and consider the first-order correction $F^{(1)}(0, X)$ to the Feynman propagator $F(0, X)$, where $X^\mu = (t, 0, 0, 0)$. Of course the point $0$ is on the boundary of the right wedge, but it can be considered as a limit of some sequence of points inside the wedge. In the entire Minkowski space-time we can use the standard Feynman perturbation theory to express the correction:

$$F^{(1)}_M(0, X) = -im^2 \int d^4 Y \frac{1}{(Y^2 - i\epsilon)((Y - X)^2 - i\epsilon)}. \quad (4.9)$$

The Schwinger-Keldysh technique in the entire Minkowski space-time for the static state that we consider here will give the same result.

In the future wedge we have to use the Schwinger-Keldysh technique, as was explained above. First, note that for the points under consideration $F(Y, 0) = W(Y, 0)$ as in the future wedge $Y^0 > 0$. Then, note that

$$F(Y, X) - W(Y, X) = \frac{1}{(Y - X)^2 - i\epsilon} - \frac{1}{(Y - X)^2 - i\epsilon \text{sign}(Y^0 - t)} = 2i\pi \theta(t - Y^0) \delta[(Y - X)^2]. \quad (4.10)$$
As a result, in the future wedge the correction to the propagator for the two points under consideration is as follows:

$$F^{(1)}_F(0, X) = 2\pi m^2 \int_{|Y^1|<Y^0<ct} d^4 Y \frac{\delta[(Y-X)^2]}{(Y^2 - i\epsilon)}.$$  \(4.11\)

The integrals (4.9) and (4.11) are calculated in the appendix A. The results are:

$$F^{(1)}_M(0, X) = -\pi^2 m^2 \log \frac{\Lambda^2}{-t^2}, \quad F^{(1)}_F(0, X) = i\pi^2 m^2,$$  \(4.12\)

where \(\Lambda\) is an IR cutoff. The results are clearly different (but their imaginary parts, however, do coincide). In the entire Minkowski space-time for the massless theory there is an IR divergence which becomes stronger with the increase of the order of perturbation theory. So one has to sum the whole series to obtain the correct result, which is divergence-free and non-analytic in \(m^2\).

On the other hand the intersection of the future wedge with past light-cone of an arbitrary point in it has a finite volume as we pointed out above. Hence, due to the causality property even the massless theory in this chart is free from the IR divergences. This is definitely the case for \(1\), as one can see from the result. Hence, the theory in the future wedge cannot be Poincare-invariant.

It is also worth stressing that the consideration above also works in the case of massive theory with mass \(\mu\) such that \(t \ll \frac{1}{\mu}\), as \(\frac{1}{\mu}\) is a natural cutoff scale in this case. The characteristic size of the past light-cone of \(X\) is \(\sim t\), so the theory is effectively massless and the expression for \(F^{(1)}_F(0, X)\) from (4.12) is still valid. On the other hand, we can consider \(F^{(1)}_F(X_1, X_2)\), where \(X_1 = (t, 0, 0, 0)\) and \(X_2^\mu = (T + t, 0, 0, 0)\) with \(T \gg \frac{1}{\mu}\). The principal contribution to the integral in the perturbation theory comes from the region around \(X_1\) and \(X_2\) of the size \(\sim \frac{1}{\mu}\), which is entirely contained in the intersection of the past light-cone of \(X_2\) with the future wedge. Hence one can use the Minkowski space-time calculation and the first-order correction is given by \(F^{(1)}_M\) from (4.12) where \(\Lambda\) is replaced with \(\frac{1}{\mu}\). Now we explicitly see the violation of the isometry. In particular, it follows that an adiabatic change of the mass in the past moves the system from the isometry-invariant state to some other state. Similar effects in the case of the global de Sitter space-time were observed in [31].

Another interesting consideration is that one can modify the Schwinger-Keldysh technique to make the corrections under consideration to be isometry-invariant. Namely, the arguments about analytic continuation from the subsection 2.3 work in the whole Minkowski space-time as well, but one can move the horizontal parts of the contour \(C\) from the Fig. 4 to positive and negative imaginary infinities. This is possible as there is no periodicity in imaginary time and therefore no additional cuts from the Fig. 2 and we simply obtain the perturbation theory in the euclidean \(\mathbb{R}^d\). However, while on the Fig. 2.3 the euclidean contour is closed in the left half plane, one can close it in the right half plane as well. This allows us to redefine the calculations in such a way that future and past infinities are effectively interchanged. The contour now starts at future infinity above all cuts and returns to it below them.

Thus, in this modification of the Schwinger-Keldysh technique one exchanges the future and past infinities in the calculations, effectively mapping the calculation from the future wedge to the one in the past wedge. Namely the \(\leftrightarrow\) and \(\leftrightarrow\) parts of the contour change their directions (\(\leftrightarrow\) part goes from future to past and \(\leftrightarrow\) part from past to future). It means that we should assign \(-1\) multipliers to \(\leftrightarrow\) vertices instead of \(\leftrightarrow\) ones. Besides that, \(G_{--}(Y, X_j)\) is now below the cut if \(Y^0 < X^0_j\) and above it if \(Y^0 > X^0_j\) — the \(\leftrightarrow\) part is above cuts in the future as we discussed. Hence, we need to conjugate it and define \(G_{--}(Y, X_j) = \bar{F}(Y, X_j)\). In the same way \(G_{++}(Y, X_j) = F(Y, X_j)\). Functions \(G_{--}(Y, X_j)\) and \(G_{++}(Y, X_j)\) are still above and below the cut respectively, so they are unchanged.

Using the argument similar to the one in the section 3 one can show that the integration regions for internal vertices can be restricted to the union of future light-cones emanating from the external points. Hence, this technique in the upper wedge is the same as in the entire Minkowski space-time.
(with the reversed time) and is Poincare-invariant as a result. However, unlike the case with the usual Schwinger-Keldysh formalism it is questionable whether such a technique has some sensible physical interpretation.

It is also instructive to note that one might choose different modes than in [30]. However, as we will discuss below in the section 5, another choice of the basis of modes might lead to additional UV problems or the corresponding Fock space ground state will violate the isometry. Besides that, the proof of causality property above is based on the fact that the commutator of the field operators vanishes outside the light cone. The commutator is the c-numbers in the free theory, so it does not depend on the choice of the basis of modes. Hence, the causality always holds, so the argument regarding the finite volume of the past light cone always holds and we will never get IR divergences in the future wedge. Therefore, any choice of modes cannot lead to the same one-loop result as in the entire Minkowski space-time, which has IR divergences in the massless theory.

Finally, one can consider the following euclidean version of the metric (4.3):

$$ds_{F,E}^2 = e^{-2i\kappa}(d\kappa^2 + d\xi^2) + (dX^a)^2.$$  

(4.13)

It is $2\pi$-periodic in $\kappa$ just as the usual static Rindler metric, but also it is complex valued. The question whether a space with a complex euclidean metric admits a sensible quantum field theory in static sense was addressed in [32, 33]. The criterion formulated by Kontsevich and Segal is as follows: if the metric has a form

$$ds^2 = \sum_{i=1}^{d} \lambda_i dx_i^2,$$  

(4.14)

then the inequality $\sum_{i=1}^{d} |\text{Arg} \lambda_i| < \pi$ where arguments are defined in $(-\pi, \pi)$ should be satisfied in each point of the manifold. This is clearly not the case for (4.13) if e.g. $\kappa = \frac{\pi}{2}$, so the QFT in the upper wedge does not have a euclidean version.

5 Charts of the de Sitter space-time

In this section we will consider various patches of the $d$-dimensional de Sitter (dS) space-time. Our presentation in the expanding Poincare patch in many respects repeats that of [11, 15].

dS space-time is defined as a hypersurface embedded in the $(d+1)$-dimensional Minkowski space-time with coordinates $X^I$, $I = 0, \ldots, d$ whose metric has signature $(+, -, \ldots, -)$. The equation defining the hypersurface of unit curvature is as follows:

$$X_I X^I = -1.$$  

(5.1)

It admits the following global coordinates:

$$X^0 = \sinh t, \quad X^\sigma = \psi^\sigma \cosh t, \quad \sigma = 1, \ldots, d,$$  

(5.2)

where $\psi^\sigma$ are components of a vector on a $(d-1)$-dimensional sphere: $(\psi^\sigma)^2 = 1$. The corresponding metric is as follows:

$$ds^2 = dt^2 - \cosh^2 t d\Omega_{d-1}^2, \quad \Omega_{d-1}^2$$  

(5.3)

here $d\Omega_{d-1}^2$ is a metric on a $(d-1)$-dimensional unit sphere. It is also convenient to introduce the geodesic parameter $\zeta(X, Y) = -X_I Y^I$ which is invariant with respect to the dS space-time isometries — the Lorentz group of the embedding Minkowski space-time. The sign is chosen in such a way that $\zeta(X, Y) = \frac{(X-Y)^2}{2} + 1$. So the interval between $X$ and $Y$ is space-like if $\zeta < 1$ and time-like if $\zeta > 1$. In global coordinates we have that

$$\zeta(X, X') = \cosh(t - t') - (1 - \psi^\sigma \psi'^\sigma) \cosh t \cosh t'.$$  

(5.4)
Hence, the standard $i\epsilon$-prescription $t - t' - i\epsilon$ for the Wightman function translates into $\zeta(X, X') - i\epsilon \text{sign}(t - t')$, which is similar to $i\epsilon$-prescription in the Minkowski space-time of the interval squared. Also note that $\text{sign}(t - t') = \text{sign}(X^0 - X'^0)$.

As before, we consider the scalar QFT in different patches of dS space-time and check whether it is isometry-invariant on the loop level if one chooses invariant states (and, correspondingly, propagators) at tree-level. The isometries in this case are given by the connected component of unity of the Lorentz group $SO(d - 1, 1)$ of the embedding Minkowski space-time. As the metric (5.3) is time-dependent, there is no canonical choice of positive energy modes. However, there is one particular choice that corresponds to a state in which isometry-invariant correlators are related to similar correlators in the euclidean theory on $S^d$ via analytic continuation. In such a state correlation functions obey the Hadamard conditions, i.e. behave as in flat space-time for short separations.

This maximally-analytic state is usually referred to as the Bunch-Davies (BD) vacuum [6]. To simplify notations we will denote the corresponding Wightman function by $W(X, X')$ as before in the case of Minkowski space-time. It is as follows [7, 8, 26, 29, 34]:

$$W(X, X') = \frac{\Gamma\left(\frac{d-1}{2} + i\mu\right) \Gamma\left(\frac{d-1}{2} - i\mu\right)}{(4\pi)^{\frac{d}{2}} \Gamma\left(\frac{d}{2}\right)} \, _2F_1\left(\frac{d-1}{2} + i\mu, \frac{d-1}{2} - i\mu, \frac{d}{2}, 1 + \zeta - i\epsilon \text{sign}(t - t')\right),$$

where

$$\mu^2 = m^2 - \frac{(d-1)^2}{4}$$

and $\, _2F_1(a, b, c; x)$ is a standard hypergeometric function with the branch cut along $(1, +\infty)$. For more details about analytic properties of this propagator see e.g. [34–36]. Here $m$ is the mass of the scalar field measured in units of dS curvature, which we set to be one. Such a Wightman function is clearly isometry-invariant. As $\zeta(X, X') = \frac{(X - X')^2}{2} + 1$, the expression in terms of analytic function of the embedding Minkowski space-time interval (2.14) can be used as well.

This is not the only choice of modes which leads to the isometry-invariant propagators in the dS space-time. In fact, there is a continuous family of so-called alpha states respecting the symmetry [7, 8]. The corresponding Wightman functions can be expressed in terms of the BD one (5.5) [37]:

$$W^{(\alpha)}(X, X') = \cosh^2 \alpha \, W(X, X') + \sinh^2 \alpha \, W(X', X) + \sinh \alpha \cosh \alpha \left[ W(X, -X') + W(-X, X') \right].$$

In the case $\alpha = 0$ it coincides with the BD Wightman function, but for generic values of $\alpha$ it has different analytic properties and does not obey the Hadamard conditions. For instance, unlike $W(X, X')$ it does not admit the representation of the form (2.14): $W(X, X')$ and $W(X', X)$ have opposite $i\epsilon$-prescriptions. As we will discuss in the subsection 5.1, this fact has drastic consequences in perturbation theory.

In loop integrals we need to use the dS-invariant volume form, $d\text{Vol}_{dS}$, defined by the metric (5.3). It is, however, more convenient for our purposes to write all integrals in terms of the embedding Minkowski space-time coordinates $Y^i$ inserting $\delta(Y^2 + 1)$ into the integrand. More precisely, we can use the following expression for the volume form:

$$d\text{Vol}_{dS} = 2\delta(Y^2 + 1)d^{d+1}Y.$$
5.1 Loop corrections in the Expanding Poincare and static patches

The expanding Poincare patch (EPP) is a half of entire dS space-time defined e.g. by the condition \( X^0 > -X^d \). It admits the following local coordinates:

\[
X^0 = \sinh \tau + \frac{(x^i)^2}{2} e^{\tau}, \quad X^i = x^i e^\tau, \quad X^d = \cosh \tau - \frac{(x^i)^2}{2} e^\tau, \quad i = 1, \ldots, d - 1, \tag{5.9}
\]

the metric for \( x^i \) is \( \delta_{ij} \). The induced metric on EPP from the ambient one is as follows:

\[
ds^2 = d\tau^2 - 2 \tau (dx^i)^2. \tag{5.10}
\]

Usually the conformal time \( \eta = e^{-\tau} \) is used instead of of the proper one \( \tau \) as then the metric becomes conformally-flat:

\[
ds^2 = \frac{d\eta^2 - (dx^i)^2}{\eta^2}. \tag{5.11}
\]

For explicit expressions of modes corresponding to BD and alpha states in the EPP see e.g. [26].

We want to check whether the Schwinger-Keldysh technique for the BD state in the EPP is isometry-invariant. In the section 4 we have considered the half of Minkowski space-time defined by the similar condition \( X^0 > -X^1 \). As we noted above, the BD propagators have the same analytic representations (2.14) as in the Minkowski space-time, so the only modification to the analysis from the section 4 is the use of the measure (5.8) instead of \( d^{d+1}X \). We also need to consider the Lorentz transformations of the ambient space-time instead of translations, but the variation of \( \theta(Y^0 + Y^d) \) defining the EPP is still proportional to \( \delta(Y^0 + Y^d) \). Note that this \( \delta \)-function turns \( \delta(Y^2 + 1) \) into \( \delta[1 - (Y^1)^2] \), which does not affect the \( Y^0 \) integration domain and analytic properties of the integrand with respect to \( Y^0 \). Therefore one can perform the same contour manipulations as in the sections 2.2 and 4 and find that the Schwinger-Keldysh perturbation theory in EPP is isometry-invariant.

Another interesting region is the static patch (SP) \( X^d > |X^0| \) — it is defined in a similar way as the right Rindler wedge of the Minkowski space-time considered in the section 2. The SP is half of EPP and, hence, is quarter of the whole dS space-time. The local coordinates in the patch are as follows:

\[
X^0 = \sin \theta \sinh t, \quad X^i = \cos \theta \psi^i, \quad X^d = \sin \theta \cosh t, \quad \theta \in [0, \pi/2], \quad (\psi^i)^2 = 1. \tag{5.12}
\]

The main advantage of these coordinates is that the corresponding metric

\[
ds^2 = \sin^2 \theta \, dt^2 - d\theta^2 - \cos^2 \theta \, d\Omega^2_{d-2} \tag{5.13}
\]

is time-independent, so we can define positive energy modes and thermal states. Besides that, the change \( t = -i\kappa \) with \( \kappa \in (-\pi, \pi) \) transforms (5.13) into the metric on euclidean \( S^d \) of unit radius. It is somewhat similar to the Rindler space being analytic continuation of the euclidean space \( \mathbb{R}^d \).

It turns out that the BD propagator corresponds to the thermal state in the static patch with the inverse temperature \( \beta = 2\pi [34, 38–40] \) — another similarity with the Rindler space. So as the metric is time-independent one can use exactly the same method as in the subsection 2.3 to show that the Schwinger-Keldysh technique for BD propagators in the SP is the analytic continuation of the euclidean perturbation theory on \( S^d \). Hence, the diagrammatic technique for BD state in the SP is manifestly isometry-invariant.

Moreover, light-cones in dS space-time are just intersections of ambient space-time light-cones with the dS manifold itself. It means that the causality argument, regarding the wedges \( Y^1 > |Y^0| \) and \( Y^1 > -Y^0 \) of the Minkowski space-time from the section 4, also works in the dS space-time. Namely, the past light-cone of a point in SP coincides with the past light-cone of the same point in EPP, so the Schwinger-Keldysh perturbation theories for BD states in these charts of dS space-time
exactly coincide. In particular, we can use the analytic continuation to $S^d$ for the BD state in the EPP as well. Some concrete computations of loop corrections in euclidean signature with subsequent analytic continuation can be found in [41–43].

Finally, we can consider the Schwinger-Keldysh technique for the alpha states with $\alpha \neq 0$. But as we discussed, the propagator (5.7) cannot be represented as the boundary value of an analytic function of $\zeta$, so the arguments with contour deformations from the sections 2.2 and 4 do not work. In particular, let us look at $\delta^{(2)}I_K$ from (2.17). In the subsection 2.2 we argued that it can be represented as the integral around the cut as the $ie$ prescriptions of all propagators in each summand were the same (but different for each of the two summands). On the other hand, if we use the propagator (5.7) instead of the BD one, additional terms appear where some of the functions $F$ have reversed $ie$-prescriptions. Hence, e.g. in the first summand some of the propagators are above the cut and not below it. It means that we cannot close the contour at all and $\delta^{(2)}I_K$ is not zero.

Besides that, it was crucial for our argument that all of the external points belong to the same patch, but (5.7) also contains terms of the form $W(X, -X')$ and $-X'$ is in a different patch. Hence, the perturbation theory for alpha states in patches of the dS space-time is not isometry-invariant and an adiabatic change of the mass term or turning on the interaction moves the system away from the invariant state.

Another problem of alpha states is the possible appearance of terms like $W(X, X')W(X', X)$ as integrands in the perturbation theory. As it was shown in [19], such terms can lead to sever non-local UV divergences in the effective action which span along the whole light-cone of the point $Y$. This is another revelation of the fact that alpha states have problems with the UV renormalization.

5.2 One-loop correction in the contracting Poincare patch

The contracting Poincare patch (CPP) is just the time reversal of EPP and its complement within the global dS space-time: it is defined by the condition that $X^0 < -X^d$. The local coordinates are very similar to (5.9):

$$X^0 = \sinh \tau - \frac{(x^t)^2}{2} e^{-\tau}, \quad X^i = x^i e^\tau, \quad X^d = -\cosh \tau + \frac{(x^t)^2}{2} e^{-\tau}, \quad i = 1, \ldots, d-1.$$  (5.14)

The conformal time is now $\eta = e^\tau$, so it flows from $\eta = 0$ to $\eta = +\infty$ (in the reverse direction wrt the EPP time), the metric in the conformal time is the same as (5.11).

In principle, the Schwinger-Keldysh technique for the BD state in the CPP should be manifestly isometry-invariant: due to causality the integration domains in vertices can be extended to the whole dS space-time. However as it was demonstrated in [28, 29, 44, 45] infrared divergences at $\eta \to 0$ appear even if we use the BD propagator for massive theories.

In this subsection we will show that even the first loop correction in the CPP breaks the dS isometry due to explicit IR divergences. As we will see, they are present for all values of the mass. Note that if the mass is sufficiently small, IR divergences of a different kind appear even in EPP. They are, however, similar to the usual IR divergences in massless theories in Minkowski space and admit a systematic treatment [46–50]. To regularize the standard UV divergences just as before we assume to work with Pauli-Villars regularization defined in the appendix B, which respects the analytic properties of the propagators.

The version of the Schwinger-Keldysh perturbation theory with $\leftrightarrow$ and $\rightarrow$ vertices is rather

---

5Here we ignore the fact that for alpha states the leading UV renormalization in dS space-time is different form the one in Minkowski space-time. This means that alpha states are not physically meaningful in the bare UV theory, because otherwise by just measuring the running of coupling constants in local experiments one can sense that one lives in the huge dS space-time.
inconvenient for practical computations, so let us perform the Keldysh rotation as in [22, 29]:

$$\phi_{cl} = \frac{\phi_- + \phi_+}{2}, \quad \phi_+ = \phi_-. \quad (5.15)$$

After such a rotation the one loop correction to the Keldysh propagator in the \( \phi^3 \) theory is as follows (see [29, 51, 52], for the details):

$$D^K_1(p|\eta_1, \eta_2) = \lambda^2 \int \frac{d^{d-1}q_1 d^{d-1}q_2}{d(2\pi)^{2(d-1)}} \int_{\eta_0}^{\infty} \frac{d\eta_3 d\eta_4}{(\eta_3 \eta_4)^d} \delta(\vec{p} + \vec{q}_1 + \vec{q}_2) \left[ D^R_0(p|\eta_1, \eta_3) D^K_0(q_1|\eta_3, \eta_4) D^K_0(q_2|\eta_3, \eta_4) D^K_0(p|\eta_4, \eta_2) + 2 D^R_0(p|\eta_1, \eta_3) D^K_0(q_1|\eta_3, \eta_4) D^K_0(q_2|\eta_3, \eta_4) D^K_0(p|\eta_4, \eta_2) + 2 D^K_0(p|\eta_1, \eta_3) D^K_0(q_1|\eta_3, \eta_4) D^K_0(q_2|\eta_3, \eta_4) D^K_0(p|\eta_4, \eta_2) - \frac{1}{4} D^R_0(p|\eta_1, \eta_3) D^K_0(q_1|\eta_3, \eta_4) D^K_0(q_2|\eta_3, \eta_4) D^K_0(p|\eta_4, \eta_2) - \frac{1}{4} D^K_0(p|\eta_1, \eta_3) D^K_0(q_1|\eta_3, \eta_4) D^K_0(q_2|\eta_3, \eta_4) D^K_0(p|\eta_4, \eta_2) \right], \quad (5.16)$$

where \( \eta_0 \) is the moment after which the self-interactions are adiabatically turned on, \( 0 < \eta_0 < \eta_1, \eta_2 < +\infty, \) i.e. \( \eta_0 \) is the position of the initial Cauchy surface. In the above expression we use spatially Fourier transformed Keldysh, retarded and advanced propagators, which have the following form:

$$D^K_0(p|\eta_1, \eta_2) = (\eta_1 \eta_2)^{-\frac{d+1}{2}} \text{Re} \left[ h(p \eta_1) \tilde{h}(p \eta_2) \right],$$

$$D^K_0(p|\eta_1, \eta_2) = 2 \theta(\eta_1 - \eta_2)(\eta_1 \eta_2)^{-\frac{d+1}{2}} \text{Im} \left[ h(p \eta_1) \tilde{h}(p \eta_2) \right], \quad (5.17)$$

$$D^K_0(p|\eta_1, \eta_2) = -2 \theta(\eta_2 - \eta_1)(\eta_1 \eta_2)^{-\frac{d+1}{2}} \text{Im} \left[ h(p \eta_1) \tilde{h}(p \eta_2) \right],$$

where \( h(p \eta) = \frac{\sqrt{\pi}}{2} e^{\frac{\eta}{2}} H^{(2)}_{\mu}(p \eta) \) is the Hankel function, which defines the BD modes.

In the limit \( \eta_0 \to 0 \) and \( \sqrt{\eta_1 \eta_2} \equiv \eta \gg \eta_1, \eta_2 \) the leading one-loop contribution to \( D^K_1(p|\eta_1, \eta_2) \) can be expressed as:

$$D^K_1(p|\eta_1, \eta_2) \approx (\eta_1 \eta_2)^{\frac{d-1}{2}} \left[ h(p \eta_1) \tilde{h}(p \eta_2) n_p(\eta) + h(p \eta_1) h(p \eta_2) \kappa_p(\eta) + \text{c.c.} \right], \quad (5.18)$$

where \( \text{c.c.} \) means complex conjugated terms, meanwhile:

$$n_p(\eta) \approx \frac{8 \lambda^2}{(2\pi)^2(d-1)} \int d^{d-1}q_1 d^{d-1}q_2 \int_{\eta_0}^{\eta} d\eta_3 d\eta_4 (\eta_3 \eta_4)^{\frac{d-3}{2}} \delta(\vec{p} + \vec{q}_1 + \vec{q}_2) \times \tilde{h}(p \eta_1) h(q_1 \eta_3) h(q_1 \eta_4) \tilde{h}(q_2 \eta_3) h(q_2 \eta_4), \quad (5.19)$$

and

$$\kappa_p(\eta) \approx -\frac{16 \lambda^2}{(2\pi)^2(d-1)} \int d^{d-1}q_1 d^{d-1}q_2 \int_{\eta_0}^{\eta} d\eta_3 \int_{\eta_0}^{\eta} d\eta_4 (\eta_3 \eta_4)^{\frac{d-3}{2}} \delta(\vec{p} + \vec{q}_1 + \vec{q}_2) \times \tilde{h}(p \eta_3) h(q_1 \eta_3) h(q_1 \eta_4) \tilde{h}(q_2 \eta_4) h(q_2 \eta_4). \quad (5.20)$$

For the scalar field with such a mass that \( m > (d - 1)/2 \) in the limit \( p \eta_{3,4} \ll \mu \) we can use the following asymptotic expansion of the Hankel function:

$$h(p \eta_{3,4}) \approx A_+(p \eta_{3,4}) e^{i \mu} + A_-(p \eta_{3,4}) e^{-i \mu}, \quad (5.21)$$
where $A_\pm$ are some known complex constants whose explicit form is not important for our consideration at this point. We will see now that even for the heavy fields in the CPP and global dS one encounters infrared divergences.

Then the largest contribution to $n_p(\eta)$ and $\kappa_p(\eta)$ in the limit under consideration comes from the region where $q_{1,2} \gg p$, because for $q_{1,2} \lesssim p$ the integrals are finite. Hence, we neglect $p$ in $\delta$-functions under the integrals on the RHS of (5.19) and (5.20). Then we make the following change of variables under the integrals: $u = \eta_0 q_4$, $v = \frac{\eta_0}{m_4}$, $\vec{x}_1 = \eta_0 \vec{q}_1$, $\vec{x}_2 = \eta_0 \vec{q}_2$ and take the integrals over $\vec{q}_2$. As the result we obtain:

$$n_p(\eta) \approx \frac{8\lambda^2 S_{d-2}}{(2\pi)^{2(d-1)}} \int_{\eta_0^2}^{\min[\eta^2, p^2/\mu^2]} \frac{du}{u} \int dx_1 \int \frac{dv}{v^{d+1}} \left[ |A_+|^2 v^{-i\mu} + |A_-|^2 v^{i\mu} \right] \left[ \hbar(x_1) h(x_1 v^{-1}) \right]^2$$

(5.22)

and

$$\kappa_p(\eta) \approx -\frac{16\lambda^2 S_{d-2}}{(2\pi)^{2(d-1)}} A_+ A_- \int_{\eta_0^2}^{\min[\eta^2, p^2/\mu^2]} \frac{du}{u} \int dx_1 \int \frac{dv}{v^{d+1}} \left[ v^{-i\mu} + v^{i\mu} \right] \left[ \hbar(x_1) h(x_1 v^{-1}) \right]^2,$$

(5.23)

where $S_{d-2}$ is the volume of the $(d-2)$-dimensional sphere and $\min[\eta^2, \mu^2/p^2]$ means the smallest value among $\eta^2$ and $\mu^2/p^2$.

There are two possible limits for the integration over $du$: for $p\eta < \mu$ the contributions to $n_p$ and $\kappa_p$ are proportional to $\ln(\eta/\eta_0)$, while for $p\eta > \mu$ they are proportional to $\ln(\mu/p\eta_0)$. In both situations we cannot take $\eta_0$ to the past infinity due to the explicit infrared divergence in $n_p$ and $\kappa_p$. It is not very hard to trace that one encounters such divergences in CPP for the same reason as why loop corrections in EPP do grow with time (see e.g. [29] for a review). To cut the divergence in the loop integrals one has to keep the initial Cauchy surface at $\eta_0$, which explicitly breaks the dS isometry. In the EPP the initial Cauchy surface can be safely taken to the past infinity ($\eta_0 \to \infty$ in the EPP) because due to such a shift of the surface every physical momentum on it experiences a blue shift. Meanwhile the highly blue shifted BD modes behave as in flat space-time and do not sense the background geometry, as it should be expected on general physical grounds. But in the CPP the movement towards the past infinity results in the infrared shift of the physical momentum. Hence, for the same reason as why one gets secular growth in the EPP one obtains the secular infrared divergence in the CPP. Note that this divergence is present for any value of mass.

At the same time, the situation in the global dS is similar to the one in the CPP if one restricts attention to the infrared divergences. In fact, the global dS contains simultaneously the CPP and EPP. An approach to this IR problem typically employed in literature is just to calculate all loop corrections in euclidean dS space with subsequent analytic continuation to lorentzian signature [41–43]. One can think of this as of preparing the interacting theory in a maximally analytic state akin to the BD one. However, we cannot use euclidean theory at all for non-equilibrium processes for a generic initial state, so the study of lorentzian situation is also very important. The IR divergences we encountered then mean that the theory is unstable under small time-dependent perturbations happening in the past.

5.3 Adiabatic switching vs $i\epsilon$-prescription

So far we have performed the Keldysh rotation (5.15) without thinking about $i\epsilon$-prescription which was relevant in the previous sections. We did not need it as we imposed a hard cutoff at some finite time and calculated only the most divergent part. This is possible to do in the Schwinger-Keldysh
approach. However, as it was pointed out in e.g. [53] and as we discuss in appendix C, there is a different softer regularization scheme. Instead, one can modify the modes as

$$ h \rightarrow h_{e} = e^{\epsilon \tau} h $$

(5.24)

and integrate along the entire time line without any past cutoff. Note that it is only necessary to regularize in $\tau \rightarrow -\infty$ region as in Schwinger-Keldysh formalism we always have a natural upper cutoff for time integration. Two approaches, with the sharp and soft cutoffs are possible in nonstationary situations with the use of the Schwinger-Keldysh technique. They describe two different physical situations and have different consequences. We do our best to consider both situations separately.

In [53] it was shown that in EPP regularization (5.24) is equivalent to using the standard $i\epsilon$-prescription like the one shown on fig. 3. However, the situation is different in CPP. The free Wightman function in terms of the modes is expressed as follows:

$$ W_{0}(p | \eta_{1}, \eta_{2}) = (\eta_{1} \eta_{2})^{\frac{d-1}{2}} h(p \eta_{1}) \bar{h}(p \eta_{2}). $$

(5.25)

For regularization of the time integrals we only care about regions in the past, so we assume $\tau_{j} < 0$ with $\eta_{j} = e^{\tau_{j}}$ as usual. Then the standard prescription $\tau_{1} - \tau_{2} - i\epsilon$ can be achieved if we shift $\tau_{1} \rightarrow \tau_{1} + i\epsilon \tau_{1}$, $\tau_{2} \rightarrow \tau_{2} - i\epsilon \tau_{2}$. If the modes have only positive energy exponentials, $h \sim e^{-i\alpha \tau}$ with $\alpha > 0$, then such shifts are clearly equivalent to (5.24). However, from (5.21) we see that this is not the case in CPP as $h \rightarrow A_{+} e^{i\mu \tau} e^{-\epsilon \tau} + A_{-} e^{-i\mu \tau} e^{\epsilon \tau}$. The first term has ill-defined behavior at past infinity, so the regularization based on analytic properties is not suitable. This is to be expected: in EPP the BD modes diagonalize the Hamiltonian $H$ at past infinity and have positive energy [29], so we can use the standard Minkowski space trick with shifting $\tau \rightarrow \tau + i\epsilon \tau$ in the expression $e^{-iH\tau}$ in the past to select the interacting vacuum [54]. In CPP, however, the free Hamiltonian is not diagonalized by the BD modes, so such a shift does not have a clear physical meaning.

Nevertheless, the regularization (5.24) still admits a physical interpretation. Namely, instead of assigning $e^{\epsilon \tau}$ factor to the modes we can assign it to the interaction term $L_{\text{int}}$ in the Lagrangian:

$$ L_{\text{int}} \rightarrow L_{\text{int}} e^{\epsilon \tau} $$

(5.26)

It simply means that the interaction is slowly turned on starting from the time $\tau \sim -\frac{1}{\epsilon}$. It is a well-known fact that for usual stationary QFT this adiabatic approach yields the same results as the analytic $i\epsilon$-prescription [22, 23]. As in our case the latter is inapplicable, we will stick to this approach. Besides, it will allow us to practically resum all loops in the next subsection by computing the exact modes.

Next, while the analysis of [53] used the \{cyrillic double quote -cyrillic double quote\} representation of the diagrams, the Keldysh rotation described in the above subsection is just its linear transformation. Hence it should yield the same results as long as we use the regularization (5.26) — note that then we always integrate over real $\tau$ without any imaginary shift. Such a prescription makes integrals of oscillating exponentials convergent at $-\infty$ and well-defined in the limit $\epsilon \rightarrow 0$ (we will return to this in the next subsection). However, if there is no oscillating part the limit is still divergent: $\int_{-\infty}^{0} e^{\epsilon \tau} = \frac{1}{\epsilon}$. This is exactly what we get in (5.22) and (5.23) if we use this prescription instead of the hard cutoff and change $u = e^{\tau}$. Hence the divergent part was computed correctly in the previous subsection. There were also oscillating exponentials of the form $u^{\pm 2i\mu}$ which we did not include in (5.22) and (5.23). The corresponding integrals are technically cutoff dependent but bounded in the case of the hard cutoff, but there are no problems in the adiabatic regularization scheme.

Finally, as this regularization is not connected with analytic properties, we cannot expect any resemblance with the euclidean theory. This is precisely what we observed: in euclidean signature there are no IR divergences.
5.4 Tree-level infrared divergences in the contracting Poincare Patch

The infrared divergences for the BD state discussed in the previous subsection are, in fact, not a property just of loop corrections. In this subsection we will show that somewhat similar problems for the BD state are present even on the tree-level, but they can be solved by choosing a different Hadamard initial state, which however violates the dS isometry on the tree-level.

To show the origin of the tree-level divergence, let us consider the scalar theory with the following lagrangian:

$$L = \frac{1}{2} \left[ g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - m^2 \phi^2 - a f(\tau) \phi^2 \right], \quad (5.27)$$

where $f(\tau) \geq 0$ is a function which slowly changes from $f(\tau \to -\infty) \to 0$ at past infinity to $f(\tau) \to 1$ at $\tau \approx -\Lambda$, where $\Lambda \gg 1$ has a meaning of the infrared cutoff. It is responsible for the adiabatic switching described in the previous subsection. It is convenient to define this $\Lambda$ as follows:

$$\Lambda = \int_{-\infty}^{0} f(\tau) d\tau. \quad (5.28)$$

For instance, we can use $f(\tau) = e^{\gamma \tau}$ if we wish to consider the evolution till the point $\tau_0$ such that $|\tau_0|\gamma \ll 1$ so $e^{\gamma \tau_0} \approx 1$. In this case $\Lambda = \frac{1}{\gamma}$.

Note that within the Schwinger-Keldysh technique there is no particular physical restriction to change the mass adiabatically. Namely, in Minkowski space we use adiabaticity to keep the system in the stationary Poincare-invariant ground state, while the dS states that we consider are not stationary in usual sense. However, we can think of the maximally-analytic BD state as an analog of Minkowski vacuum in the sense that in it all correlation functions depend only on the geodesic distances rather than on each their argument separately and have well-defined analytic properties. So it is natural to check whether or not the maximal analyticity is preserved under the adiabatic change of the mass term. Besides that, in appendix C we discuss that the instant change of the mass term causes even more sever peculiarities.

Let us first consider the perturbation theory in $a$. After the Keldysh rotation of the fields (5.15) the lagrangian takes the following form:

$$L = g^{\mu\nu} \partial_\mu \phi_\text{cl} \partial_\nu \phi_\text{cl} - m^2 \phi_\text{cl}^2 - a f(\tau) \phi_\text{cl}^2. \quad (5.29)$$

Treating the last term as the vertex, we can compute the first-order correction to the Keldysh propagator:

$$D^K_{1}(p|\eta_1,\eta_2) = a \int_{0}^{\infty} \frac{d\xi}{\xi^D} f(\log \xi) \left[ D^K_0(p|\eta_1,\xi)D^K_0(p|\xi,\eta_2) + D^K_0(p|\eta_1,\xi)D^A_0(p|\xi,\eta_2) \right]. \quad (5.30)$$

Here we assume that $|\log \eta_1,\eta_2| \ll \Lambda$. Due to the presence of $\theta$-functions in $D^K_0$ the upper limit of integration is actually $\eta_1$ for the first summand and $\eta_2$ for the second one. Note that a finite change of the upper limit shifts the integral by a finite value when $\Lambda \to \infty$. As we are only interested in the most divergent contribution $D^K_{1,\text{IR}}$, we can for simplicity fix it at, say, $\xi = 1$ and forget about $\theta$-functions. Using the expressions for the propagators via the modes (5.17), we find that the leading infrared contribution to $D^K_{1}$ is contained in the expression:

$$D^K_{1}(p|\eta_1,\eta_2) \approx a(\eta_1,\eta_2)^{\frac{1}{2}} \int_{-\infty}^{0} d\tau f(\tau) \left[ \frac{h(p\eta_1)h(p\eta_2)}{i} + \text{c.c.} \right], \quad (5.31)$$
where we have made the change of variables as follows: $\xi = e^\tau$.

As the divergence may occur at $\tau \to -\infty$, we can use the asymptotic expansion for $h(p\xi)$ from (5.21). Note that in the discussion of this subsection so far we did not explicitly used the fact that $h(p\xi)$ are BD modes: (5.21) can be used for any choice of modes. The only nontrivial condition comes from the canonical commutation relations [26]:

$$|A_-|^2 - |A_+|^2 = \frac{1}{2\mu}, \quad (5.32)$$

For instance, in the case of BD modes these coefficients are as follows:

$$A_{-BD} = \frac{\sqrt{\pi} e^{\frac{\pi}{2}\tau}}{2^{1+i\mu}\Gamma(1 + i\mu) \sinh \pi\mu}, \quad A_{+BD} = -\frac{\sqrt{\pi} e^{-\frac{\pi}{2}\tau}}{2^{1-i\mu}\Gamma(1 - i\mu) \sinh \pi\mu}. \quad (5.33)$$

Returning to our situation, not all contributions from the expansion (5.21) produce divergent terms in (5.31). Namely, the integral of $f(\tau)e^{i\alpha\tau}$ is finite and well-defined when $\Lambda \to \infty$ for $\alpha \neq 0$ due to the properties of $f(\tau)$. For example,

$$\lim_{\gamma \to 0} \int_{-\infty}^{0} d\tau e^{\gamma\tau} e^{i\alpha\tau} = \frac{1}{i\alpha}. \quad (5.34)$$

(This property is definitely not the case if $f$ changes rapidly, e.g. if $f(\tau) = 0$ for $\tau < -\Lambda$ and $f(\tau) = 1$ for $\tau > -\Lambda$.) Therefore, to pick up the leading divergence we only need to consider the terms without oscillating exponentials. Using (5.28) we find:

$$D_K^1 \approx 2a\Lambda (\eta_1 \eta_2)^{D-1} \left[ \frac{h(p\eta_1)h(p\eta_2)\bar{A}_+ \bar{A}_-}{i} + \text{c.c.} \right]. \quad (5.35)$$

It is evidently divergent when $\Lambda \to \infty$. In the last expression we simply picked out the most singular term of (5.31) and (5.30).

It is interesting that according to (5.18) this correction corresponds to the generation of a non-trivial anomalous average $\kappa_p = \frac{2\lambda A_0 \bar{A}_-}{\mu}$ with respect to the initial state. Of course the mass of the state is changed by $a$ when $\tau > -\Lambda$, but we can take $a \to 0$, $\Lambda \to \infty$ in such a way that $a\Lambda = \text{const}$. Effectively it means that in the CPP the BD state acquires a finite anomalous average and, hence, is destroyed by an infinitesimal change of the mass if the cutoff is taken to infinity.

The only alpha state which has the immunity to this effect is the one with $A_+ = 0$. The modes then are given by $h(x) = \sqrt{\frac{\pi}{\sinh \pi\mu}} J_{-i\mu}(x)$ which corresponds to the In- state in CPP [26]. However, it is an alpha state with $\alpha \neq 0$ and therefore has UV problems in perturbation theory, which were discussed in the subsection 5.1.

It is worth noting that our consideration is not always applicable if the cutoff is finite. Namely, it can be used if the expansion of $h(p\xi)$ from (5.21) is valid near the cutoff scale, i.e. when $\xi \sim e^{-\Lambda}$. It means that $p \ll \mu e^\Lambda$. On the other hand, when $p \gg \mu e^\Lambda$, we need to use a different asymptotic expansion:

$$h(x) = B_+ \frac{e^{ix}}{\sqrt{x}} + B_- \frac{e^{-ix}}{\sqrt{x}}, \quad x \gg \mu. \quad (5.36)$$

For the BD state $B_+ = 0$ and, hence, $\bar{h}^2(p\xi)$ contains only oscillating terms.

In all, the modes with high enough momentum do not feel the correction (5.35) if the cutoff is finite. It means that if one chooses such modes that behave as In-modes in the CPP when $p \ll \mu e^\Lambda$ and as the BD modes when $p \gg \mu e^\Lambda$, then correlation functions have the same UV-behavior as BD state and at the same time are not sensitive to a small change of the mass term that we are discussing.
in this subsection. It is possible to choose such modes by considering a linear combination of the BD modes with momentum-dependent coefficients. Namely, one can choose as the mode functions the following canonically transformed expressions:

$$g_p(\eta, \vec{x}) = \eta^{D-1}_q \int d^{D-1} \eta \left[ \alpha_{pq} h(q \eta) e^{i\vec{q} \vec{x}} + \beta_{pq} \bar{h}(q \eta) e^{-i\vec{q} \vec{x}} \right],$$

(5.37)

where the complex $\eta$-independent coefficients $\alpha$ and $\beta$ should obey certain conditions to fulfill canonical commutation relations for the field operator and the corresponding conjugate momentum and for the ladder operators. Also one can impose such conditions on $\alpha$ and $\beta$ that the corresponding correlation functions for the Fock space ground state will obey the Hadamard conditions. E.g. one can take $\alpha_{pq} = \alpha_p \delta(\vec{p} - \vec{q})$ and $\beta_{pq} = \beta_p \delta(\vec{p} - \vec{q})$ so the modes $g_p$ are still given in a Fourier basis and interpolate between ones with $A_+ = 0$ for small $p$ and BD modes for large $p$. However, the corresponding correlation functions, which are build with the use of the Fock space ground state for these modes, will explicitly violate the dS isometry already at the tree-level.

A sumilar calculation for the global dS space was performed in [55] in one- and two-loop orders. However, the two propagators in each product in the integrand of the first-order similar to (5.30) had different mass parameters $\mu_1$ and $\mu_2$. Hence, the terms with oscillating exponentials of either $\mu_1 + \mu_2$ or $\mu_1 - \mu_2$ were always present, so IR divergences did not appear. Besides that, we will now show a rather simple way to resum all of the loops.

For the lagrangian (5.27) the straightforward resummation of the infrared divergences is possible. Let us perform it to conclude this subsection. Instead of dealing with diagrammatic series, it is much easier to explicitly solve the quadratic theory defined by (5.27) in the WKB approximation. The equation for exact modes $\hat{h}_a(\tau)$ is as follows:

$$\left[ \delta^2 + p^2 e^{2\tau} + \mu^2 + af(\tau) \right] \hat{h}_a(\tau) = 0.$$

(5.38)

Due to the properties of $f(\tau)$ solutions of this equation are modes for the theory with the mass parameter $\mu$ when $\tau \to -\infty$ and with the mass parameter $\sqrt{\mu^2 + a}$ when $|\tau| \ll \Lambda$ or $\tau > 0$. Let us for simplicity perform the computation in the following limit:

$$a \to 0, \quad \Lambda \to \infty, \quad a\Lambda = \text{const.} \quad (5.39)$$

Then the modes when $\tau < 0$, $|\tau| \ll \Lambda$ or when $\tau > 0$ correspond to the theory with the mass parameter $\mu$ as well:

$$\hat{h}_a(\tau) = \begin{cases} h(p e^{\tau}), & \tau \to -\infty \\ \tilde{h}(p e^{\tau}), & |\tau| \ll \Lambda \text{ or } \tau > 0. \end{cases} \quad (5.40)$$

We assume that the modes $h(x)$ are given (i.e. we know $A_+$ and $A_-$ in the expansion of $h$) and we need to find $\tilde{h}$.

It is more convenient to work in the region where $pe^{\tau} \ll 1$, so (5.21) can be used. We can then neglect the term $p^2 e^{2\tau}$ in (5.38). As $f$ changes slowly, the solution of the resulting equation can be found in the WKB approximation:

$$\hat{h}_a(\tau) = C_1 \exp \left( \int_0^\tau \sqrt{\mu^2 + af(\tau')}d\tau' \right) + C_2 \exp \left( -i \int_0^\tau \sqrt{\mu^2 + af(\tau')}d\tau' \right).$$

(5.41)

Here we preserved $a$-terms only in the exponents, where $a\Lambda$ combination may arise, neglecting them in the preexponential factor $\frac{1}{(\mu^2 + af(\tau))^{1/4}}$ which also appears in WKB solutions. Let us also expand the square roots in the exponents to the first order in $a$. When $\tau < 0$ and $|\tau| \gg \Lambda$ we find:

$$\hat{h}_a(\tau) = C_1 e^{-i\delta} e^{i\mu \tau} + C_2 e^{i\delta} e^{-i\mu \tau}, \quad \delta = \frac{a\Lambda}{2\mu}.$$

(5.42)
Here we used that \( f(\tau) = 0 \) for \( \tau < 0 \) and \( |\tau| \ll \Lambda \), so \( \int_{0}^{\tau} f(\tau') d\tau' = \int_{-\infty}^{\tau} f(\tau') d\tau' = -\Lambda \). The second-order terms in the square root expansion lead to the correction to the phase \( \delta \) of the order \( a^2 \Lambda \), which is zero in our limit. Using (5.21) and (5.40) we find:

\[
C_1 = A_+ p^{i\mu} e^{i\delta}, \quad C_2 = A_- p^{-i\mu} e^{-i\delta}.
\]

On the other hand, when \( \tau < 0 \), \( |\tau| \ll \Lambda \) (it intersects with the region \( pe^\tau \ll 1 \) for sufficiently large \( \Lambda \)) we have:

\[
\hat{h}_a(\tau) = C_1 e^{i\mu \tau} + C_2 e^{-i\mu \tau},
\]

as a \( \int_{0}^{\tau} f(\tau') d\tau' \) can be neglected after (5.39). Assuming that \( \hat{A}_+ \) and \( \hat{A}_- \) are coefficients in the expansion (5.21) of \( \hat{h} \) and using (5.43) we obtain:

\[
\hat{A}_+ = A_+ e^{i\delta}, \quad \hat{A}_- = A_- e^{-i\delta}.
\]

In particular, it means that

\[
\hat{h}(x) \approx \frac{|A_+|^2 e^{i\delta} - |A_-|^2 e^{-i\delta}}{|A_+|^2 - |A_-|^2} h(x) + \frac{2i A_+ A_- \sin \delta}{|A_-|^2 - |A_+|^2} \hat{h}(x),
\]

as this holds for asymptotic expansions, and the relation of \( \hat{h} \) with \( h \) and \( \hat{h} \) should be linear. Using (5.32) we can simplify the last expression to:

\[
\hat{h}(x) \approx (e^{-i\delta} - 4i \mu |A_+|^2 \sin \delta) h(x) + 4i \mu A_+ A_- \sin \delta \hat{h}(x).
\]

We can use this relation to express the propagators \( \tilde{D}^{K/R/A} \) (5.17) for the modes \( \tilde{h} \) in terms of \( D_0^{K/R/A} \) for the modes \( h \). Retarded and advanced propagators are defined in terms of the field commutator, so they do not depend on the choice of the basis of modes and stay the same, while the Keldysh propagator acquires the form:

\[
\tilde{D}^K(p|\eta_1, \eta_2) \approx D_0^K(p|\eta_1, \eta_2) + (\eta_1 \eta_2)^{p=1} \left[ 8 \mu (|A_+|^2 + 2 \mu |A_+|^2) \sin^2 \delta h(p\eta_1) h(p\eta_2) - \right. \\
- 4 \mu \tilde{A}_+ \tilde{A}_- \sin \delta (ie^{-i\delta} + 4 \mu |A_+|^2 \sin \delta) h(p\eta_1) h(p\eta_2) + c.c. \right].
\]

We see that infrared divergence turned into the phase \( \delta \), which is a rather standard phenomenon for such situations. When \( \delta \to 0 \) one can easily see that the perturbative answer (5.35) is reproduced.

By finding the exact modes we effectively resummed all orders of perturbation theory. Hence this computation shows that IR divergences do not completely disappear even after such a resummation if \( A_+ \neq 0 \). While the result is no longer divergent, there is no well-defined limit \( \Lambda \to \infty \) as the cutoff scale only enters the phase terms. On the other hand, the limit that makes sense is \( \Lambda \to \infty \), \( a \to 0 \), \( a \Lambda = \text{const} \) and the corresponding correction to the Keldysh propagator does not vanish in this limit. It means that the initial state acquires a non-vanishing particle density and anomalous averages under an infinitesimal shift of the mass term as long as \( A_+ \neq 0 \).

Hence, we once again find that the BD state in the CPP is unstable and we need to explicitly break the dS isometry symmetry by introducing some form of cutoff and changing low-momentum modes to improve the situation. Besides that, note that this consideration is somewhat universal. Namely, if we have a theory with the modes behaving as (5.21) at past infinity, i.e. satisfying the wave equation with mass parameter \( \mu \), we can reconstruct the WKB solutions to it in the same way and obtain (5.47). This is the case in e.g. global dS space, so just as we noted in the subsection 5.2 the global dS space also suffers from the IR divergences.
6 Conclusions

We consider loop corrections to tree-level correlation functions in various patches (regions, wedges or charts) of Minkowski and de Sitter space-times for the isometry invariant states. Namely in Minkowski space-time we consider Poincare invariant state, while in de Sitter space-time we mainly consider the Bunch-Davies state. We essentially use the consideration of various patches of Minkowski space-time as model examples for the study of the patches in de Sitter space-time.

Our main goal is to find out if the loop corrections respect the isometries or not and to check if the loop integrals can be mapped to the euclidean signature via analytical continuation of the propagators and rotations of the integration contours in the loop corrections. By product we prove that the Feynman technique does not provide correct answers for the loop integrals, if one integrates in the vertices over the regions rather than over the entire space-times. That is true even if one restricts the consideration to the static charts. Our consideration was rather general; in the case of de Sitter space it was pointed out in \[20, 21\]. Furthermore, we prove that the Schwinger-Keldysh technique is causal: the integration over the vertices in the loops can be restricted to the union of the past light cones of the external vertices of the correlation functions. The integrals beyond the past light-cones provide vanishing contributions. This fact is mentioned in e.g. \([11, 28]\) without a formal proof, so we find it instructive to provide one. We use these observations to prove our statements.

Using method similar to one of \([11]\), we prove that for the Poincare invariant state the loop corrections in the left and right Rindler wedges of Minkowski space-time can be mapped to the integrals over the euclidean space. Hence, loop corrections in such cases respect the Poincare isometry. Besides that, we give a simple proof of isometry-invariance which is not related to analytic continuation. While a similar result was proven in \([12]\), it used an explicit momentum-space representation. We use a more general coordinate-space approach which is based solely on analytic properties and provides a simpler proof. The same is true for the past or lower wedge. However, in the future wedge loop corrections do not respect the isometry.

These all observations are heavily relying on the analytic properties of the propagators and on the causality of the Schwinger-Keldysh technique. Thus, obviously although we consider the same tree-level invariant propagators loop corrections still depend on the choice of the patch. Namely, loop corrections strongly depend on the choice of the geometry of the initial Cauchy surface. In other words they depend on the choice of the initial state. That is due to infrared effects, which are sensitive to the initial and/or boundary conditions.

Similar situation we encounter in the patches of de Sitter space-time. Namely, for the Bunch-Davies state (for the massive scalar field) we show that loop corrections in the static patch and in the the expanding Poincare patch respect the isometry and can be mapped to the calculation on the sphere. While the analysis of the static patch case is close to the one of \([11]\), we prove the EPP isometry-invarince independently using arguments similar to those in \([28, 29]\). Then we show that for generic alpha states loop corrections violate the de Sitter isometry. That is related to the analytic properties of the propagators for generic alpha states as opposed to those for the Bunch-Davies state.

Furthermore, we show that loop corrections for the Bunch-Davies state in the contracting Poincare patch and in global de Sitter space-time contain infrared divergences. Namely, even after the subtractions of the UV divergences loop integrals are infinite, if the initial Cauchy surface is placed at past infinity. They are also present for all values of the mass, unlike the usual IR divergences studied in \([46–50]\). Our results include 1-loop corrections studied before in \([28, 55]\), but we also compute an exact correction for \(\phi^2\)-theory. To remove the divergence one has to keep the initial Cauchy surface at a finite initial time \(t_0\). But such a cutoff violates the de Sitter isometry, because there are generators of the latter symmetry that can move the position, \(t_0\), of the initial Cauchy surface. Another way considered in the literature is based on the analytical continuation of the euclidean theory \([41–43]\), but it is not suitable for a generic non-equilibrium initial states. And, as we see, does not lead to
the same result obtained in the lorentzian signature for adiabatic evolution in the future Minkowski wedge, contracting Poincare patch and global de Sitter space-time.

Moreover, we show that in the contracting Poincare patch and in global de Sitter space-time one has to consider initial non-invariant Hadamard states to avoid some (but not all) of the infrared problems at every perturbative order. To study the destiny of the other infrared contributions one has to resumm at least the leading loop corrections. The physical reasons of the violation of the isometry in the loops in the patches of de Sitter space-time are discussed in [52] in detail. Briefly speaking, in the simplest situations the violation of the isometry appears due to the fact that in non-stationary situations level populations and anomalous averages are changing in time, while in stationary situations they remain zero.

The violation of the dS isometry at the loop level potentially may have strong physical consequences. In fact, if the isometry is not broken then the expectation value of the stress-energy tensor of the quantum field theory on the background in question is proportional to the metric tensor with the constant coefficient of proportionality. Then the result of the backreaction of quantum fluctuations is just a renormalization of the cosmological constant. However, if the isometry is broken then in the renormalization one can potentially obtain a screening in time of the cosmological constant, which is similar to the screening of strong electric fields in QED. The latter may happen due to the generation of non-trivial stress-energy fluxes caused the change in time of level populations and anomalous averages.
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A The corrections to the propagator in the future wedge and in the Minkowski space

We wish to compute the integrals (4.9) and (4.11). Let us start from the first one. As the integration goes over the whole Minkowski space-time, we can use the analytic continuation to the euclidean space $\mathbb{R}^4$ with $Y^0 = -iY^4_E$ to obtain:

$$F^{(1)}_E(0, X_E) = -m^2 \int d^4Y_E \frac{1}{Y_E^2(Y_E - X_E)^2} = -m^2 \int_0^1 du \int d^4Y_E \frac{1}{[(1-u)Y_E^2 + u(Y_E - X_E)^2]^2} =$$

$$= -\pi^2m^2 \int_0^1 du \int_0^{+\infty} \frac{vdv}{[v + u(1-u)X_E^2]^2} = -\pi^2m^2 \left( \log \frac{\Lambda^2}{X_E^2} - 1 \right) = -\pi^2m^2 \log \frac{\Lambda^2}{X_E^2},$$

(A.1)

here $\Lambda$ is an IR cutoff scale. Here we have made the following changes: $Y_E \rightarrow Y_E - uX_E$, $Y^4_E = v$ and $\Lambda \rightarrow e^{-1/2}\Lambda$. As we use in Minkowski space-time such a signature that space-like intervals have negative squares, we find that:

$$F^{(1)}_M(0, X) = -\pi^2m^2 \log \frac{\Lambda^2}{X^2} = -\pi^2m^2 \log \frac{\Lambda^2}{\ell^2}. \quad (A.2)$$

Now let us move on with the calculation in the future wedge of the integral (4.11). It is convenient
to represent the $\delta$-function as follows:

$$
\delta[(Y - X)^2] = \frac{1}{2|Y_0 - t|} \left[ \delta(Y^0 - r - t) + \delta(Y^0 + r - t) \right],
$$

(A.3)

where $r^2 = (Y^i)^2$, $i = 1, \ldots, 3$. Note that the first $\delta$-function on the RHS is always zero as in the integration region $Y^0 < t$. It is convenient to switch from $Y^i$ to spherical coordinates with angles $\theta$, $\phi$ and $Y^1 = r \cos \theta$. Then we have:

$$
F^{(1)}_F(0, X) = 2\pi m^2 \int_{|Y^1| < Y^0 < t} d^4 Y \, \delta[(Y - X)^2] = 2\pi m^2 \int_{r \cos \theta < t - r} dr \, d(cos \theta) \, \frac{r^2}{r(t^2 - 2tr - i\epsilon)} = 2\pi m^2 \int_{t/2}^{t/2} dr \, \frac{r}{t^2 - 2tr - i\epsilon} + \int_{t/2}^{t} dr \, \frac{r}{t^2 - 2tr - i\epsilon} \int_{-(t-r)/r}^{(t-r)/r} d(cos \theta).
$$

(A.4)

In the second integral one can change $r \to t - r$ to obtain that

$$
F^{(1)}_F(0, X) = 8i\pi m^2 \int_0^{t/2} dr \, \frac{r\epsilon}{\epsilon^2 + t^2(t - 2r)^2} = i\pi^3 m^2.
$$

(A.5)

### B Pauli-Villars regularization

In this paper we use the Pauli-Villars regularization to deal with UV divergences in the loop integrals. I.e. we introduce several massive fields to replace the original Green function by the regularized one of the form:

$$
\tilde{G}(\zeta) = G(\zeta, m) + \sum_{i=1}^{[D/2]} \alpha_i G(\zeta, m_i),
$$

(B.1)

where $\alpha_i$ are constants, $m_i$ are masses of additional fields and $\zeta$ is the dS or Poincare invariant, depending on whether we are dealing with dS or Minkowski space-time.

For the BD state in dS space-time the propagator $G(\zeta)$ has a singularity at $\zeta = 1$, which is the standard UV divergence. In the limit $\zeta \to 1$ the BD propagator can be represented as:

$$
G(\zeta, m_i) = \sum_{n=0}^{[D/2]-1} \frac{g_n(m_i)}{(1 - \zeta)^{\frac{D}{2} - n}} + g(m_i) \log(1 - \zeta) + f(\zeta),
$$

(B.2)

where $g_n(m_i)$ and $g(m_i)$ are constants that depend on the masses and Hubble constant, $f(\zeta)$ is a de Sitter invariant bounded function that has well-defined finite limit as $\zeta \to 1$ and branch cut from 1 to $+\infty$. The logarithmic term in (B.2) is present only in even dimensions.

Hence to make $\tilde{G}(\zeta)$ well-defined finite function in the limit $\zeta \to 1$, $\alpha_i$ should obey the following relations:

$$
g_n(m) + \sum_{i=1}^{[D/2]} \alpha_i g_n(m_i) = 0, \quad \text{for} \quad n = 0, 1, \ldots, [D/2] - 1
$$

(B.3)

and

$$
g(m) + \sum_{i=1}^{[D/2]} \alpha_i g(m_i) = 0.
$$

(B.4)
After this regularization the propagator \( \tilde{G} \) is still dS invariant, since each propagator in (B.1) is separately dS invariant, and has the same analytic properties in the complex \( \zeta \)-plane as the original propagator. We suppose that \( m_i \gg 1 \) in the units of the dS curvature. In this paper we assume that all propagators are regularized in the described here way.

C Change of the mass term in Minkowski space-time

To illustrate the situation with switching on the mass term in CPP on a simple example in this appendix we consider the case when the mass is changed rapidly in Minkowski space-time and compare it with the adiabatic case. The modes in Minkowski space-time are just the standard plane waves, but we choose them mixed:

\[
g_p(t) = B_+ \frac{e^{i\omega_p t}}{\sqrt{2\omega_p}} + B_- \frac{e^{-i\omega_p t}}{\sqrt{2\omega_p}}, \quad \omega_p = \sqrt{m^2 + p^2}, \quad |B_-|^2 - |B_+|^2 = 1. \tag{C.1}
\]

The last condition is needed to satisfy the canonical commutation relations. Of course the standard choice of positive energy modes is \( B_+ = 0, B_- = 1 \), but the situation with non-zero \( B_+ \) mimics the one we encounter for the BD modes in the CPP.

The Wightman function for the Fock space ground state for these modes is as follows:

\[
W_g(X, X') = |B_-|^2 W(X, X') + |B_+|^2 W(X_t, X_t') + B_- \tilde{B}_+ W(X, X_t') + B_- \tilde{B}_+ W(X_t, X'). \tag{C.2}
\]

Here \( X_t \) is \( X \) with the reversed time: \( X_t^0 = -X^0, X_t^i = X^i \) and \( W(X, X') \) is the standard Wightman function for the scalar field theory with mass \( m \). From here it is clear that such states are not Poincare-invariant\(^6\) if \( B_+ \neq 0 \). We will still consider them, however, to compare with the CPP case.

Now let us assume that at \( t = -\Lambda \) the mass is instantaneously changed as follows: \( m^2 \to \tilde{m}^2 \). It means that the exact modes \( \tilde{g}_p \) satisfy the following equation:

\[
\left[ \partial_t^2 + p^2 + m^2 + (\tilde{m}^2 - m^2)\theta(t + \Lambda) \right] \tilde{g}_p(t) = 0. \tag{C.3}
\]

Assuming that \( g(t) \) is defined by (C.1) when \( t < -\Lambda \), one can easily find the modes when \( t > -\Lambda \):

\[
\tilde{g}_p(t) = \tilde{B}_+ \frac{e^{i\tilde{\omega}_p t}}{\sqrt{2\tilde{\omega}_p}} + \tilde{B}_- \frac{e^{-i\tilde{\omega}_p t}}{\sqrt{2\tilde{\omega}_p}};
\]

\[
\tilde{B}_+ = \frac{B_+(\tilde{\omega}_p + \tilde{\omega}_p)e^{i\Lambda(\tilde{\omega}_p - \omega_p)} + B_-(\tilde{\omega}_p - \omega_p)e^{i\Lambda(\tilde{\omega}_p + \omega_p)}}{2\sqrt{\omega_p\tilde{\omega}_p}};
\]

\[
\tilde{B}_- = \frac{B_-(\tilde{\omega}_p + \tilde{\omega}_p)e^{-i\Lambda(\tilde{\omega}_p - \omega_p)} + B_+(\tilde{\omega}_p - \omega_p)e^{-i\Lambda(\tilde{\omega}_p + \omega_p)}}{2\sqrt{\omega_p\tilde{\omega}_p}}, \tag{C.4}
\]

here \( \tilde{\omega}_p = \sqrt{\tilde{m}^2 + p^2} \). Note that the first summands in the equations defining \( \tilde{B}_+ \) and \( \tilde{B}_- \) are expressions which appear in the WKB approximation (although with different pre-exponential factors), while the second ones do not appear in the WKB approximation. In particular, even in the case of invariant vacuum \( B_+ = 0 \) we have \( \tilde{B}_+ \neq 0 \). It is not surprising, because an instant change of the mass term should move the theory away from the vacuum state.

Now let us find the Keldysh propagator. It is convenient to express \( \tilde{g}_p(t) \) when \( t > -\Lambda \) in terms of the modes \( \tilde{g}_p \) defined for the mass \( \tilde{m} \) with \( B_+ \) and \( B_- \) being the same:

\[
\tilde{g}_p(t) = B_+ \frac{e^{i\tilde{\omega}_p t}}{\sqrt{2\tilde{\omega}_p}} + B_- \frac{e^{-i\tilde{\omega}_p t}}{\sqrt{2\tilde{\omega}_p}}. \tag{C.5}
\]

\(^6\)Furthermore, these propagators do not obey the proper UV Hadamard behaviour. To obtain the propagator with the proper Hadamard behaviour one should take such \( B_{\pm} \) which depend on \( p \) and \( B_{\pm} (p) \to 0 \) as \( |p| \to \infty \).
We find:
\[
\hat{g}_p(t) = \frac{\tilde{g}_p(t)}{2\sqrt{\omega_p\omega_p}} ([\omega_p + \tilde{\omega}_p] (|B_-|^2 e^{-i\Lambda(\tilde{\omega}_p - \omega_p)} - |B_+|^2 e^{i\Lambda(\tilde{\omega}_p - \omega_p)}) + \\
+ (\tilde{\omega}_p - \omega_p) (B_+\tilde{B}_- e^{-i\Lambda(\tilde{\omega}_p + \omega_p)} - B_-\tilde{B}_+ e^{i\Lambda(\tilde{\omega}_p + \omega_p)})] + \\
+ \frac{\tilde{g}_p(t)}{2\sqrt{\omega_p\omega_p}} ([\tilde{\omega}_p - \omega_p] (B_+^2 e^{i\Lambda(\tilde{\omega}_p + \omega_p)} - B_-^2 e^{-i\Lambda(\tilde{\omega}_p + \omega_p)}) + \\
+ (\omega_p + \tilde{\omega}_p)B_+\tilde{B}_- (e^{i\Lambda(\tilde{\omega}_p - \omega_p)} - e^{-i\Lambda(\tilde{\omega}_p - \omega_p)})].
\] (C.6)

Now the Keldysh propagator at \( t > -\Lambda \) can be expressed as follows:
\[
\hat{D}_K^p(p|t_1, t_2) = \hat{D}_K^p(p|t_1, t_2) + [\tilde{g}_p(t_1)\tilde{g}_p(t_2)n_p + \tilde{g}_p(t_1)\tilde{g}_p(t_2)\kappa_p + \text{c.c.}],
\] (C.7)

where \( \hat{D}_K^p(p|t_1, t_2) \) is the Keldysh propagator for the modes \( \tilde{g}_p \) and
\[
n_p = \frac{1}{4\omega_p\omega_p} \left\{ (\omega_p - \omega_p)^2 \left[ 1 - (\tilde{B}_+^2 B_+ e^{2i\Lambda(\tilde{\omega}_p - \omega_p)} + \text{c.c.}) + \\
2|B_+ B_-|^2 \left[ (\omega_p^2 + \omega_p^2) - (\omega_p + \omega_p)^2 \cos[2\Lambda(\tilde{\omega}_p - \omega_p)] \right] - \\
(\tilde{m}_v^2 - m^2) \left[ (|B_-|^2 + |B_+|^2)\tilde{B}_+ B_- (e^{2i\Lambda\tilde{\omega}_p} - e^{2i\Lambda\omega_p}) + \text{c.c.} \right] \right\} ;
\]
\[
\kappa_p = \frac{1}{4\omega_p\omega_p} \left\{ (\omega_p + \omega_p)^2 \tilde{B}_+ B_- (|B_-|^2 e^{-2i\Lambda(\omega_p - \omega_p)} - |B_+|^2) (1 - e^{2i\Lambda(\tilde{\omega}_p - \omega_p)}) + \\
(\tilde{m}_v^2 - m^2) \left[ (|B_-|^2 + |B_+|^2) (\tilde{B}_+^2 e^{-2i\Lambda\tilde{\omega}_p} + \tilde{B}_-^2 e^{2i\Lambda\omega_p}) - 2\tilde{B}_- B_+ (\tilde{B}_+ B_- e^{2i\Lambda\omega_p} + \text{c.c.}) \right] \right\} .
\] (C.8)

These expressions define particle density and anomalous averages with respect to the state with the mass \( \tilde{m} \) and modes (C.5). Note that they have terms which do not vanish when \( \tilde{m} \to m \) and \( \Lambda(\tilde{m}_v^2 - m^2) = \text{const} \) and the limit \( \Lambda \to \infty \) is undefined.

For comparison let us also find these coefficients in the adiabatic case. In the same way as in the subsection 5.4 we find the relevant modes:
\[
\tilde{g}_p^{\text{ad}}(t) = B_+ e^{i\Lambda(\tilde{\omega}_p - \omega_p)} \frac{e^{i\tilde{\omega}_p t}}{2\tilde{\omega}_p} + B_- e^{-i\Lambda(\tilde{\omega}_p - \omega_p)} \frac{e^{-i\tilde{\omega}_p t}}{2\tilde{\omega}_p};
\] (C.9)

Then the particle density and anomalous averages are as follows:
\[
\begin{align*}
n_p^{\text{ad}} &= 4|B_+|^2|B_-|^2 \sin^2[\Lambda(\tilde{\omega}_p - \omega_p)] \\
\kappa_p^{\text{ad}} &= -2i\tilde{B}_+ B_- (|B_-|^2 e^{-i\Lambda(\tilde{\omega}_p - \omega_p)} - |B_+|^2 e^{i\Lambda(\tilde{\omega}_p - \omega_p)}) \sin[\Lambda(\tilde{\omega}_p - \omega_p)].
\end{align*}
\] (C.10)

We see that these expressions are much simpler than those from (C.8). First, all the phases here are proportional to \( \Lambda(\tilde{\omega}_p - \omega_p) \), while in (C.8) some of them are proportional to \( \Lambda(\tilde{\omega}_p + \omega_p) \). From the perturbation theory perspective, it happens because when we integrate \( e^{i\alpha x} \) with a hard cutoff at \( -\Lambda \) instead of a soft one as in (5.34) there is a nonzero contribution from the lower limit. Second, \( n_p^{\text{ad}} = \kappa_p^{\text{ad}} = 0 \) for the invariant vacuum \( B_+ = 0 \) and \( B_- = 1 \), which is not the case for \( n_p \) and \( \kappa_p \).

Let us denote the latter by \( n_p^- \) and \( \kappa_p^- \). They have the following form:
\[
\begin{align*}
n_p^- &= \frac{(\tilde{\omega}_p - \omega_p)^2}{4\omega_p\tilde{\omega}_p}, \\
\kappa_p^- &= \frac{\tilde{m}_v^2 - m^2}{4\omega_p\tilde{\omega}_p} e^{-2i\Lambda\tilde{\omega}_p}.
\end{align*}
\] (C.11)

It is something to be expected as an instant change of the mass term should distort the ground state.

Finally, it is instructive to compare the result with the case of CPP. The modes in the past are still oscillating exponential, so the similar analysis is applicable. However the crucial difference is
that the momentum in the equation (5.38) is exponentially suppressed, so the frequencies of the modes at the past infinity are momentum-independent ($\mu$ when $\tau < -\Lambda$ and $\bar{\mu}$ when $\tau > -\Lambda$) as long as $pe^{-\Lambda} \ll \mu$. Hence the phases in CPP computation are proportional to $\Lambda(\bar{\mu} - \mu)$ and $\Lambda(\bar{\mu} + \mu)$ (if the mass is rapidly changed). When $\Lambda \to \infty$, the frequencies of all modes become constant.

On the other hand, the momentum dependence of $\omega_p$ in Minkowski space becomes relevant when we do the Fourier transformation to the coordinate space. Then we can treat $\tilde{D}_K^\Lambda(p|t_1, t_2)$ not as a function of momentum $p$, but as a distribution, so the limit $\Lambda \to \infty$ becomes well-defined in some cases. Namely, the terms with phases proportional to $\Lambda(\omega_p + \bar{w}_p)$, $\omega_p$ and $\bar{\omega}_p$ are suppressed as $\Lambda \to \infty$, as they effectively restrict the momentum integration region to $p \lesssim \sqrt{\frac{\pi}{\Lambda}}$. For instance, $\kappa_p$ vanishes as a distribution, but $n_p$ is $\Lambda$-independent. Thus, the invariant vacuum state is still distorted after the rapid change of the mass term even if we take the limit $\Lambda \to \infty$ in the generalized sense. The correction, however, is of the order $(\tilde{m} - m)^2$.

The situation with phases proportional to $\Lambda(\bar{\omega}_p - \omega_p)$ is more interesting. Let us consider the following integral in the case $d = 4$:

$$I(\vec{x}) = \int d^3 p \frac{e^{i\Lambda(\bar{\omega}_p - \omega_p) + i\vec{p}\vec{x}}}{\bar{\omega}_p}. \quad (C.12)$$

We will find its asymptotic form when $\Lambda \to \infty$ using the steepest descent method. As we will show, the stationary point is at $|\vec{p}| \gg m$ if $\Lambda$ is sufficiently large (we assume that $\tilde{m} \sim m$), so we can use the relevant expansions of $\bar{\omega}_p$ and $\bar{\omega}_p$. Assuming that $\vec{x} = (x, 0, 0)$ with $x > 0$ and integrating over the angular variables we find:

$$I(\vec{x}) = \frac{2\pi}{i x} \left( \int_0^{+\infty} dp e^{\frac{i\hat{a}}{p} + ipx} - \int_0^{-\infty} dp e^{\frac{i\hat{a}}{p} - ipx} \right), \quad \hat{a} = \frac{m^2 - m^2}{2}, \quad (C.13)$$

where we assume that $\hat{a} > 0$. It is now straightforward to find stationary points: they are $\pm \sqrt{\frac{\Lambda}{x}}$ for the first and second integral, correspondingly. The second point, however, does not belong to the interval $(0, +\infty)$. Hence, the second integral is suppressed — we only need to consider the contribution of $p_0 = \sqrt{\frac{\Lambda}{x}}$. Just as we assumed, $p_0 \gg m$ if $\Lambda$ is sufficiently large, e.g. $x \ll \frac{\Lambda}{m^2}$. We have:

$$I(\vec{x}) \approx \frac{2\pi}{i x} e^{2i\sqrt{\Lambda} x} \int_{-\infty}^{+\infty} dq e^{iq^2 \frac{3}{2}} \int_{-\infty}^{+\infty} dp e^{\frac{i\hat{a}}{p} + ipx} = \frac{2\pi^{3/2}(\hat{a}\Lambda)^{1/4}}{\sqrt{\pi} x^{7/4}} e^{2i\sqrt{\Lambda} x}. \quad (C.14)$$

Note that this expression is divergent when $\Lambda \to \infty$ — there is a large region near $p_0$ where the phase is almost constant. Hence, the corrections to the Keldysh propagator are actually divergent in coordinate space if $B_+ \neq 0$. For instance, the correction $D_n^{K, ad}(\vec{x}|0, 0)$ to the Keldysh propagator with $t_1 = t_2 = 0$ in the adiabatic case which comes from $n_p^{ad}$ (C.10) has the following large $\Lambda$ asymptotic:

$$D_n^{K, ad}(\vec{x}|0, 0) \approx \frac{(2\hat{a}\Lambda)^{1/4}}{2\pi^{3/2} x^{7/4}} |B_+ + B_-|^2 |B_+|^2 |B_-|^2 \sin \left[2\sqrt{2\Lambda \hat{a}|\vec{x}|} - \frac{3\pi}{4} \right]. \quad (C.15)$$

This expression is evidently divergent in $\Lambda$. Besides that, unlike the usual propagator, it is not exponentially suppressed when $|\vec{x}| \gg \frac{1}{m}$. As we have noted above, in the CPP the wave frequencies are momentum-independent when $pe^{-\Lambda} \ll 1$, and for large momenta the corrections are suppressed, as we discussed. Hence, similar effect does not occur in CPP. However, it is still interesting to see that in Minkowski space-time even after the resummation of the IR divergences, while they contribute to phases in momentum representation, they are still evident in coordinate representation. Also we see that only the states with $B_+ = 0$ have the well-defined behavior when the mass is changed in the past, and only if the change is adiabatic.
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