RGB-D SLAM with moving object tracking in dynamic environments
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Abstract
Simultaneous localization and mapping methods are fundamental to many robotic applications. In dynamic environments, SLAM methods focus on eliminating the influence of moving objects to construct a static map since they assume a static world. To improve localization robustness in dynamic environments, an RGB-D SLAM method is proposed to build a complete 3D map containing both static and dynamic maps, the latter of which consists of the trajectories and points of the moving objects. Without any prior knowledge of the moving targets, the proposed method uses only the correlation between map points to discriminate between the static scene and the moving objects. After the static points are determined, camera motion estimation is performed only on reliable static map points to eliminate the influence of moving objects. The motion of the moving objects will then be estimated with the obtained camera motion by tracking their dynamic points in subsequent frames. Moreover, multiple groups of dynamic points that belong to the same moving object are fused by a volume overlap checking step. Experimental results are presented to demonstrate the feasibility and performance of the proposed method.

1 | INTRODUCTION

In recent years, simultaneous localization and mapping (SLAM) methods [1–3] have played an essential role in robot navigation, thanks to low-cost and lightweight cameras, especially the advent of RGB-D sensors [4]. In dynamic environments where there are moving objects in front of the static background, most existing SLAM methods still assume a static or mostly static environment. In practice, these methods will underperform or even fail due to the moving objects in the field of view (FOV) [5, 6], for the reason that the map points on the same moving object have the same motion pattern, which influences the robust estimation methods, such as random sample consensus (RANSAC).

To improve the robustness in dynamic environments most SLAM methods treat moving objects as outliers and utilise static scenes to estimate the camera’s motion [7, 8]. Nonetheless, some existing SLAM methods show that tracking moving objects and SLAM are mutually beneficial [9]. If the moving objects can be tracked successfully their corresponding image regions can be determined to eliminate their adverse influence on camera motion estimation. Meanwhile, good dynamic point tracking performance relies on the accuracy of camera motion estimation. Most state-of-the-art methods are built upon detection tools that require prior knowledge [10, 11]. Even though these detection tools can directly estimate the boundary or mask of movable objects in the image, they have shortcomings, one of which is that they cannot recognise the objects not included in the training set or without a 3D shape model, limiting the application of these methods to general scenarios.

In this paper, to facilitate robust camera motion estimation, a SLAM method that does not require prior knowledge is proposed to track a moving object in dynamic environments. The map points on the moving objects and the static scene are named dynamic and static points, respectively. To distinguish between these two types of points, point-correlation-based segmentation is used, leveraging the property that the relative
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position between static points is consistent over time but inconsistent between dynamic and static points and hence there should be no correlation between the measurements of dynamic and static points. After the segmentation, camera motion estimation is performed using only those reliable static map points, thus ensuring the robustness of the camera motion estimation. With accurate camera motion estimation results the motion of moving objects is then estimated by tracking corresponding dynamic points. Meanwhile, the 3D volume overlap checking is also computed to fuse multiple dynamic points that belong to the same moving object.

The main contribution of this paper is as follows:

- A SLAM method which can track a moving object in dynamic environments is proposed.
- A volume overlap checking method is developed to fuse the dynamic map points that belong to the same moving object.
- The proposed method can track unknown moving objects without prior knowledge.

The rest of the paper is organised as follows. Related work is reviewed in Section 2. Details of the proposed SLAM system are presented in Section 3. Experimental results are discussed in Section 4 and conclusions are drawn in Section 5.

2 RELATED WORK

Visual SLAM methods use images as input to compute the camera motion and map the static scene simultaneously. These methods can be categorised into filter-based [12, 13] and factor-graph-optimization-based [14, 15] methods. Since the latter are more accurate than the former most of the advanced visual methods fall into this category [16]. The methods in this category can be further divided into two subcategories: direct [17, 18] and indirect (feature-based) methods [19–21]. Since these methods assume that the world is static, so their robustness in highly dynamic environments has been challenged. The key to eliminating the influence of moving objects is to distinguish between them and the static background [22].

Most methods can locate the dynamic points with the same motion pattern on the same moving object. The reprojection difference between consecutive frames is used to determine the dynamic image regions from the static background in most works [23, 24]. Similarly, in study [25], by using the information from the Inertial Measurement Unit (IMU), incorrect visual information from the moving objects can be filtered out directly. Besides locating the whole dynamic image region some methods also seek to extract features on the moving objects [26, 27].

Different from RGB images depth images can reflect the difference between the foreground and background [28, 29]. Hence, if the foreground is treated as a moving object, the dynamic image regions can be determined using image segmentation methods.

Most of the recent frameworks utilise object detection methods. These methods employ deep-learning-based detection or segmentation approaches to provide 2D bounding boxes [10] or masks [30, 31]. Moreover, if the target’s 3D object model is known, the object can be detected directly [32, 33]. Based on the prior knowledge, this type of approach works well in environments that only contain known objects but will usually fail when encountering unknown objects.

The above methods can provide notable performance in dynamic environments, but the moving objects’ dynamic information is only treated as outliers and not further exploited. Apart from the static information in the environment, moving objects are also essential components that have not been well explored in SLAM. Moreover, most of these methods only apply to RGB-D sensors, which can provide 3D perception directly.

To utilise the information from moving objects, some methods try to track these objects after they are detected. For this purpose two challenges need addressing. On the one hand, the camera motion estimation will be influenced adversely by or even fail due to the unrecognised dynamic image regions associated with the moving objects. On the other hand, to determine these dynamic image regions on the same object from different images is challenging. Therefore, most frameworks use learning-based methods to solve both challenges. With the 2D masks or bounding boxes obtained from these methods, 3D box inference can be further made [10, 11]. The features extracted from the bounding can be used to track the targets [34–36]. Moreover, some end-to-end learning methods can be applied with SLAM to track moving objects directly [37–39].

3 RGB-D SLAM WITH MOVING OBJECTS TRACKING IN DYNAMIC ENVIRONMENTS

The proposed method is developed based on a classical feature-based SLAM method [20] with added steps to track dynamic points, as depicted in Figure 1. In addition to maintaining a static map the proposed method can also construct object targets. Similar to a static map which contains all camera keyframes and static points for camera motion estimation, each object target consists of its corresponding dynamic points and keypoints to represent a moving object.

The proposed framework consists of front-end tracking and back-end optimization. The tracking component uses consecutive images to estimate camera motion and track object targets based on back-end segmentation results. Similar to the definition of a keyframe, to improve object mapping efficiency, an object pose that significantly differs from the previous one is defined as a keypose. The back-end optimization includes two parts: static scene optimization and object optimization. The former focuses on obtaining the optimal static map with global consistency, where the local mapping thread optimises the static world map using multiple keyframes. If there are moving objects in the static map, the segmentation thread will then partition the corresponding dynamic points from the static points and create a new object target to represent the moving object. In the object optimization, object mapping
optimises both the keyposes and the structure of the object targets based on dynamic points. Besides, an overlap checking is conducted to determine whether multiple object targets belong to the same moving object.

3.1 | Notations

Before the proposed method is discussed in detail, notations and symbols are defined first, as shown in Figure 2. For the k-th data frame, the pose of the camera frame and the g-th object target are represented as $T_k^c$ and $T_k^g$, respectively. $p^i$ is the i-th homogeneous point denoting the position of the i-th static point, and $p^g_j$ is the j-th homogeneous point associated with the g-th object target. All position states of the static points are denoted by $P^s$, and all position states of the dynamic points associated with the g-th object target are denoted by $P^d$. $O$ denotes the set of all object targets.

The i-th 3D point $p^i$ in the world frame is projected to the k-th frame coordinates with a transformation $T_{k,w} \in SE(3)$ using

$$y_{ik} = g(T_k \cdot p^i) + n_{ik}, \quad (1)$$

where $y_{ik}$ represents the measurement result of the i-th point in the k-th frame, $g(\cdot)$ is the RGB-D camera observation model and $n_{ik} \sim (0, C_{ik})$ is an additive Gaussian noise. Since the RGB-D sensor can capture 3-D information, we have $y_{ik} = \{u, v, d\}^T$, where $(u, v)$ is the corresponding feature position in the RGB image and $d$ is the corresponding depth measurement.

3.2 | Segmentation and object target creation

Before a moving object can be tracked, the associated dynamic points must be identified in the constructed map. For that purpose, a point-correlation-based segmentation method [40]
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**Figure 1** System overview. The steps and map resources in red blocks are added to track moving objects. Besides, those in green are implemented using classic feature-based methods [20] for camera motion estimation and static scene mapping.
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**Figure 2** Notations of frames and points at time k is employed to isolate dynamic points from static ones, and the segmented dynamic points with the same motion pattern are treated as a new moving target.

The segmentation runs within the static scene optimization process to differentiate between dynamic and static points. Meanwhile, the segmentation is also applied to camera tracking to ensure that the dynamic points with fast motion can be identified in time. Therefore, the object targets with dynamic points are created in both parts of the system.

As shown in Figure 3, the segmentation method has three steps: (1) a graph is built to represent the correlations of adjacent map points; (2) inconsistent edges without point correlations in the graph are removed in the optimization process; and (3) a search is conducted to check the connectedness of the graph to identify the segmented static and dynamic points. As a result, those points in the same point group will have motion consistency, while those in different groups do not.

3.2.1 | Building a graph

In this step, a graph is built based on the current static points. To avoid the complexity of checking point correlations between all point pairs, the Delaunay Triangulation [41] is applied on $P^d$ to build a graph $\mathcal{G}$ considering only correlations between adjacent points. In this graph, each edge is indexed as a
state set $l_{ij}$ to represent the potential correlation between $p^i_j$ and $p^j_i$:

$$l_{ij} = \{p^i_j, p^j_i\}. \quad (2)$$

Meanwhile, these edges will be checked in the following step.

### 3.2.2 Removing inconsistent edges

In this step, the inconsistent edges will be removed through optimization based on point correlations. The states to be optimised are $P^i$ and all the measurements in $K$ data frames can be denoted by

$$z = \{z_{ijk}\}, \quad (3)$$

where $k = 1, ..., K$, and $ij$ corresponds to $l_{ij} \in \mathcal{S}$. Each measurement of the point correlation $l_{ij}$ can be calculated by

$$z_{ijk} = y_{ijk} - y_{jk}. \quad (4)$$

After all available measurements have been captured an optimization problem can be formulated as

$$\min_{p^i} \sum_{z_{ijk} \in \mathcal{S}} \|z_{ijk} - [g(T^i_k p^i_j) - g(T^i_k p^j_i)]\|_\delta, \quad (5)$$

where $\|\cdot\|_\delta$ is the Huber norm. This residual is defined as the sum of the error, which is the difference between the reprojected distance and the observed feature distance.

During the optimization iterations the measurements with a large error are considered outliers and removed. When the optimization completes, if all measurements of an edge in $\mathcal{S}$ are removed as outliers, this edge will be considered as an inconsistent edge and removed from $\mathcal{S}$. After all inconsistent edges have been removed, if there are still dynamic points in the map, the remaining graph should be divided into multiple connected components to represent the segmentation result.

### 3.2.3 Creating object targets

After $\mathcal{S}$ has been divided, the deep-first-searching algorithm is used to determine the connected components. Among all connected components, the one with the largest volume is kept as static points while the remaining points in all other connected components are classified as dynamic points. Each connected component containing dynamic points will be created as a new object target to represent moving objects and added to $O$. Meanwhile, the centre of these dynamic points are used to initialise the pose of this object target. The initial pose of the $g$-th object target is denoted by $T^0_g$.

Different point groups obtained from the same moving object may represent different object targets temporally and will be integrated by the subsequent volume overlap checking step. Based on the segmentation result, the camera motion estimation is only applied to static points to eliminate the moving objects’ influence. Once the correct camera poses are obtained, the poses of the object targets will be estimated by object-level bundle adjustment using the matching results of dynamic points and image features.

### 3.3 Camera and object tracking

Figure 4 depicts the two tasks in the front-end tracking: camera tracking and object tracking. The former aims to estimate the camera motion and the latter is to estimate the motion of the object targets. When new images are coming from the camera, feature matching is applied to obtain correspondences from the tracked points of the previous frame. The matching results contain two types of features: the correspondences with static points and with dynamic points, respectively.

#### 3.3.1 Camera tracking

For camera tracking, only matched static points are used to estimate the camera’s initial pose for the current frame. Using
the segmentation method introduced in Section 3.2 with two-frame data, if there are new moving objects, the dynamic points will be determined, and a new object target will be created after the segmentation. Then, camera tracking is conducted to optimise the camera’s latest pose with supplementary static points from the local map. Finally, a keyframe check step will decide if this frame should be created as a new keyframe and added to the map. In the camera tracking, the camera pose $T_k$ is estimated with $I$ tracked map points in the $k$-th data frame using motion-only bundle adjustment, which can be formulated as

$$T_k = \arg \min_{T_k} \sum_i \| y_{ik} - g(T_k p_i^k) \|_\delta,$$

where $i = 1, ..., I$, and $\| \cdot \|_\delta$ is the Huber norm.

3.3.2 | Object tracking

For object tracking, once the camera’s initial pose is obtained, the matched dynamic points will be used to compute their corresponding object target pose. After that, combining the latest camera pose, the object target’s pose can be optimised with supplementary dynamic points on the same object target. Finally, if the tracked features change significantly in the current frame, this newest pose will be marked as a keypose and added to the object optimization. Similar to motion-only bundle adjustment, the tracking of the $g$-th object target with $N$ tracked map points in the $k$-th frame can be defined as

$$T_k^g = \arg \min_{T_k^g} \sum_n \| y_{nk} - g(T_k^g (T_k^0)^{-1} T_k^g p_n^g) \|_\delta.$$

where $n = 1, ..., N$, and $T_k^0$ is the initial pose of the $g$-th object target when it is created. This process can be named as motion-only object-level bundle adjustment.

3.4 | Static scene optimization

The static scene optimization estimates the optimal static local map. Since there might be slow-moving objects, the point-correlation-based segmentation method introduced in Section 3.2 is also used here to determine static points. Moreover, local mapping and loop closing are also conducted to keep the global consistency of the static map.

3.4.1 | Local mapping

After the dynamic points have been identified, the remaining static points are used to estimate the camera motion and construct the static scene map. If there are $K$ frames and $M$ points in the map, the states to be estimated can be represented as

$$x = \{ T_1, ..., T_K, p_1^i, ..., p_M^i \}. \quad (8)$$

Then the bundle adjustment problem of estimating $x$ can be formulated as a nonlinear least-square problem:

$$\min_x \sum_{i,k} \| y_{ik} - g(T_k p_i^k) \|_\delta. \quad (9)$$

The visual residual is defined as the sum of the reprojection error between all the projected 3D map points and the observed 2D features with depth information.
In the implementation, full bundle adjustment is used to optimise the local map in the static scene optimization within co-visibility keyframes. The optimization can reduce the drift of estimation and ensure the accuracy of the full system. In the camera tracking, the more efficient motion-only bundle adjustment is used to estimate each frame pose.

3.5 | Object optimization

The shape and trajectory of the moving object are optimised with the full object-level bundle adjustment. Because the FOV of the camera changes, some features on the moving objects are being created repeatedly. Therefore, an overlap checking is proposed to check the collision among different object targets and merge them.

3.5.1 | Object mapping

Since the moving object targets consist of dynamic points, tracking these points can help estimate the motion of these object targets. This process is called object-level bundle adjustment, assuming that the moving object is rigid. It should be noted that the states of the object targets’ poses and of the corresponding dynamic points are estimated simultaneously. Since the estimated camera poses are used to estimate the object targets’ poses the accuracy of the camera motion also influences that of the object tracking.

For the g-th object target, if there are K frames and N corresponding dynamic points, then alright the states to be estimated are defined as follows:

\[ x^g = \{T^g_1, \ldots, T^g_K, P^g_1, \ldots, P^g_N \}. \]  

(10)

With \( x^g \), the full object-level bundle adjustment problem can also be formulated as a nonlinear least-squares problem as

\[ \min_{x^g} \sum_{n,k} \left\| y^g_{nk} - g(T^g_k(T^g_k)^{-1}T^g_0P^g_n) \right\|^2_{\varepsilon}, \]  

(11)

where \( k = 1, \ldots, K \), \( n = 1, \ldots, N \), and \( y^g_{nk} \) is the measurement of the \( n \)-th dynamic point in the \( k \)-th image frame. \( T^g_0 \) is obtained from the reference frame where this object target was created. The residual is still defined as the sum of the reprojection error between the projected 3D map points and the observed 2D features with depth information.

3.5.2 | Overlap checking

The new points on the moving objects are first initialised as static points and then determined as dynamic points in the segmentation discussed in Section 3.2. However, features that are not successfully tracked on the same moving object are repeatedly created as new static points and added to the map. These new map points may be created as new object targets in the subsequent segmentation. Hence, it is essential to propose a mechanism to check whether a new object target belongs to the existing ones since prior knowledge is unavailable. In this process, the object targets that are part of the same object will be merged to achieve object construction and motion estimation.

In practice, the duplicate creation of map points is caused by the change of the object’s viewpoint in the camera. Since the image texture at the same 3D position changes, the previously constructed features cannot produce a good matching performance. Consequently, as shown in Figure 5(a), the duplicate object targets that belong to the same object will overlap in the 3D volume. If \( V^g \) denotes the 3D volume of the Delaney triangulation using the points of the g-th object target, then the mechanism for checking the overlap of two targets can be defined as

\[ d = V^g + V^{g+1} - V^{g+1}, \]  

(12)

where \( V^{g+1} \) denotes the 3D volume of the Delaney triangulation using the points of both the g-th and the (g+1)-th object target. If \( d > 0 \), there is overlap; otherwise, there is not. Based on this formulation, if a new object target overlaps with an existing one, it will be fused into the existing one to obtain a more integrated object target, as shown in Figure 5(a,b).

4 | EXPERIMENTS

In the following experiments the proposed method will be evaluated in indoor environments. These experiments aim to verify that the proposed algorithm can estimate camera motion under the influence of moving objects. Furthermore, they also demonstrate that the method provides a feasible solution to tracking. Since the proposed method assumes that the moving object is rigid, the TUM RGB-D benchmark [42], which contains persons but does not provide the ground-truth of the person, cannot be used for evaluation. Meanwhile, there are no existing similar formulations or datasets. Therefore, the estimated camera poses will be evaluated against the ground truth obtained from the OptiTrack system. The tracking result of the moving objects will be compared with the ARUCO marker [43].

The RGB-D sensor used here is an Asus Xtion Pro, which can capture both RGB and depth images. Since the feature-based motion estimation needs at least 20 inliers in practice, the object cannot be too far away from the camera. Meanwhile, due to the limited number of OptiTrack cameras available, the camera can only move in a minimal space. In this setup, the object and the camera are moved by a person’s two hands.

4.1 | Quantitative evaluation

This experiment is conducted to show the accuracy of the proposed method. In this experiment, the moving object is a
marker, as shown in Figure 6. The target and the camera are moving simultaneously.

To compare the tracking results with the ground truth from the OptiTrack system, the estimated camera trajectory is aligned with the ground truth. As shown in Figure 7, the absolute trajectory error (ATE) result is 0.0221 m. For comparison, the ORB-SLAM2 method [20], originally designed for static environments and based on which the current method was developed, is employed as a reference result. The ATE of ORB-SLAM2 is 0.1359 m. The result shows that the proposed method with object tracking can provide robust performance in dynamic environments.

For object tracking, the result of the proposed method is compared with the ground truth obtained from the ARUCO marker with the OptiTrack system, as shown in Figure 8. The ATE result is 0.0333 m. Generally, the accuracy of object tracking depends on the accuracy of camera tracking. Since object tracking is based on camera motion estimation, the proposed 6-DoF object tracking performance is acceptable. Figure 8 also shows that the proposed method produces an unbroken trajectory using overlapping checking, indicating its robustness.

4.2 Tracking unknown objects

As shown in Figure 9, this experiment is used to prove that the proposed method can track unknown objects in the environment. In this experiment, a book was randomly chosen. The camera and the book were moved manually in the environment.

This experiment proves that the proposed method does not require any prior knowledge for detection. Meanwhile, the feasibility of the proposed overlap checking mechanism is also demonstrated. As shown in Figure 10, since the new map points are fused into the
existing object in the system, there is only one trajectory in blue in the space.

4.3 Analysis of the real-time performance

In this section, the statistics of runtime are presented to evaluate the efficiency of the object-level bundle adjustment. The experiment was performed on a desktop computer with Intel Core i9-9900k processor and 32 GB RAM. Since the running time of the bundle adjustment is related to the amount of data, the time required for each bundle adjustment optimization and the number of corresponding map points used in the optimization were collected.

As shown in Table 1, the conventional local bundle adjustment (local mapping), which optimises the static points and camera poses, needs more computational resources compared to the object-level bundle adjustment (object mapping). The reason is that the local bundle adjustment optimises much more variables than the object bundle adjustment. Therefore, to show the real-time performance of these two types of optimization using the same number of map points, we evaluated the efficiency of the object-level bundle adjustment by measuring the time cost concerning the number of map points. As shown in Figure 11, using the same number of points, since the observation model used by object BA is three-dimensional mapping rather than reprojections, the
efficiency of object BA is still better than local bundle adjustment. The figure also shows that the trends of the two lines are close, implying similar real-time performance of the two methods.

5 | CONCLUSIONS

In this paper, a new SLAM method with moving object tracking using RGB-D cameras was proposed. The creation, tracking, and fusion of object targets can be completed without prior knowledge. With the tracking of moving objects, the camera motion estimation will not be influenced by them. Experimental results demonstrated an acceptable estimation accuracy of the proposed method. Besides, tracking an unknown moving object can also be achieved.

However, the proposed method still has limitations: (1) since the proposed method assumes that the moving objects are rigid, it is not easy to apply in the environments where non-rigid objects exist; (2) the proposed method does not build a detailed dynamic point management mechanism or an object-level loop-closing detection method, so it is challenging for the proposed method to track objects for a long time in a large-scale environment.

5 | CONCLUSIONS

In this paper, a new SLAM method with moving object tracking using RGB-D cameras was proposed. The creation, tracking, and fusion of object targets can be completed without prior knowledge. With the tracking of moving objects, the camera motion estimation will not be influenced by them. Experimental results demonstrated an acceptable estimation accuracy of the proposed method. Besides, tracking an unknown moving object can also be achieved.

However, the proposed method still has limitations: (1) since the proposed method assumes that the moving objects are rigid, it is not easy to apply in the environments where non-rigid objects exist; (2) the proposed method does not build a detailed dynamic point management mechanism or an object-level loop-closing detection method, so it is challenging for the proposed method to track objects for a long time in a large-scale environment.

In future work, object-level loop closure will be implemented to further improve the accuracy and robustness, and a detailed dynamic point maintenance mechanism can be designed to make the system maintain a compact map of moving objects.
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