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ABSTRACT

Breathing Rate (BR) is a key physiological parameter measured in a wide range of clinical settings. However, it is still widely measured manually. In this paper, a novel framework is proposed to estimate the BR from an electrocardiogram (ECG), a photoplethysmogram (PPG), or a blood pressure (BP) signal. The framework uses Empirical Mode Decomposition (EMD) and Discrete Wavelet Transform (DWT) methods to extract respiratory signals, taking advantage of both time and frequency domain information. An Extended Kalman Filter (EKF), incorporating a Signal Quality Index (SQI), enabled our method to achieve acceptable performance even for significantly distorted periods of the signals. Using state vector fusion, the output signals are combined and finally the BR is estimated. The framework was tested on two publicly available clinical databases: the MIT-BIH Polysomnographic and BIDMC databases. Performance was evaluated using the mean absolute percentage error (MAPE). The results indicated high accuracy: MAPEs on the two databases of 3.9% and 3.6% for ECG signals, 6.0% for PPG, and 5.0% for BP signals. The results also indicated high robustness to noise down to 0 dB. Therefore, this framework may have utility for BR monitoring in high noise settings.
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I. INTRODUCTION

Breathing Rate (BR) is a valuable physiological marker measured from patients in a wide range of settings including emergency departments, intensive care units and hospital wards. BR has been shown to be a sensitive indicator of patient deterioration. For instance, elevated BRs may precede cardiac arrest or respiratory dysfunction [1]. BR can also be used as a predictive index of in-hospital mortality [2]. In addition, BR is used in the diagnosis of several diseases such as pneumonia and sepsis [3]. Sensors are available for direct respiratory monitoring based on techniques such as spirometry, pneumography or plethysmography. However, these sensors can influence breathing patterns and can be obtrusive, and so their use is limited to specific clinical scenarios such as stress testing and sleep apnea diagnosis [4]. Less obtrusive respiratory monitoring techniques may be more acceptable to patients, and consequently could be used in a wider range of clinical settings.

Breathing can influence several commonly monitored physiological signals such as the electrocardiogram (ECG), the photoplethymogram (PPG), and the blood pressure (BP) signal. Physiological mechanisms of respiration can modulate ECG, PPG, and BP signals in three different ways: baseline wander (BW), amplitude modulation (AM) and frequency modulation (FM) [5], [6]. Consequently, a wide range of algorithms have been proposed to extract respiratory signals from ECG, PPG, and BP signals, and to subsequently estimate BR, as reviewed in [7].

In this paper, we present a new framework to estimate BR from ECG, PPG, and BP signals. The engineering techniques used in this framework are now introduced. The Discrete
Wavelet Transform (DWT) and Empirical Mode Decomposition (EMD) can be used to decompose a signal into a set of signals, allowing one to extract a respiratory signal (herein referred to as ECG-Derived Respiration (EDR), PPG-Derived Respiration (PDR), or BP-Derived Respiration (BDR) signals [8]). They have been widely applied to ECG signals [9], [10]. Since EMD and DWT methods are not absolutely superior to each other, we have used both of them simultaneously to improve the performance of the estimator. Having obtained a respiratory signal, Power Spectral Density (PSD), a measure of a signal’s power across the range of frequency content, has been widely used to estimate BR [3], [4]. The Welch periodogram is a technique for estimating the PSD [11] which averages power spectra calculated from shorter segments of the input signal to provide increased robustness to noise. PSD is widely used in algorithms to estimate BR, such as from ECG and PPG signals measured during exercise in [12] and [13], respectively.

A signal quality index (SQI) is an index or algorithm used to assess the quality of a signal segment. The quality assessment can increase the accuracy of BR estimation using Kalman Filter (KF) or other algorithms, to reduce or eliminate the impact of low-quality segments on estimated BRs [14], [15]. This reduces the impact of noise, artifact or other disturbances. For example, the Signal Purity Index (SPI) uses Hjorth descriptors to assess signal quality by assuming that a perfect signal is a pure sinusoid [16]. The KF can be used to calculate a BR estimate from current and previous estimates weighted by their signal quality [4], [17]. The conventional KF assumes a linear model for the system dynamics, while most systems are nonlinear in nature. The linearization of the nonlinear model will be accompanied by errors, for which the Extended Kalman Filter (EKF) is used [18]. If BRs are obtained from multiple respiratory signals, then state vector fusion can be used to fuse the BRs to provide a single output. State vector fusion works based on the error covariance matrix [4].

In this paper, we propose an efficient algorithm to estimate BR, which employs promising methods in both time and frequency domains, while addressing their limitations. Multiple respiratory signals (EDRs, PDRs, or BDRs) are extracted from either an ECG, a PPG, or a BP signal using multiple methods (DWT and EMD methods). The respiratory signals are filtered using a KF, and then fused to produce a single respiratory signal. The BR is then estimated from this fused signal. The novelty of the proposed framework is that it creates a versatile structure that can use several methods for signal decomposition synchronously, evaluate the signal quality parameter to reduce the role of low quality parts of signal in estimation with help of EKF, and fuse the EDRs, PDRs, or BDRs to obtain a unique EDR, PDR, or BDR to estimate the BR. The paper is organized as follows. Section II describes the proposed algorithm, and the experimental methodology used to assess its performance. Section III presents the results, and the implications of these results are discussed in Section IV.
respiratory signals were extracted using the EMD method, and four were extracted using the DWT method. The EMD and DWT methods are now described.

i. Methods based on EMD

EMD is an adaptive fully data-driven method for analyzing non-linear and non-stationary signals [19]. By exploiting both local temporal and structural characteristics, time series are decomposed into individual components by expressing the original signal as a linear combination of zero-mean amplitude and frequency modulated functions called Intrinsic Mode Functions (IMFs), and a residual. Each IMF satisfies the following conditions: (1) the number of zero-crossings and positive/negative peaks should either be equal or at most differ by one; and (2) the mean of upper and lower envelopes must be zero [19].

The mode mixing problem arises when the signal contains intermittent processes. Mode mixing is defined as a single IMF containing signals of widely disparate scales or a signal of a similar scale residing in different components. This phenomenon makes the physiological meaning of individual IMFs unclear. To alleviate this problem a Noise-Assisted Data Analysis (NADA) method is proposed.

The Ensemble Empirical Mode Decomposition (EEMD) is based on the fact that the white noise could provide a uniformly distributed scale in time-frequency space. The EEMD method adds white noise to the signal to cause the components of a signal of different scales to automatically project onto proper scales of reference established by the white noise in the background [20].

The Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN), has been proven to be an important improvement on EEMD. The advantages of CEEMDAN over EEMD are that it achieves a negligible reconstruction error and solves the problem of different number of modes for different realizations of signal plus noise. EEMD and CEEMDAN methods are described further in [20]. The steps of the EEMD and CEEMDAN methods, are shown in the two flowcharts in Figs.2 and 3, respectively.

To determine which IMFs contain respiratory content, the PSD of each IMF is calculated, and the dominant frequency band of each IMF is identified as the 6dB bandwidth around the highest amplitude of the PSD. Afterwards, the IMF with the closest frequency band to the respiratory frequency band (6 to 33 bpm [0.10Hz, 0.55Hz]) is chosen as the EDR, PDR, or BDR signal.

Figs.4 and 5 show EDR and PDR signals extracted from a 60-second window of ECG and PPG signals respectively (from BIDMC01). These were extracted using EMD, EEMD and CEEMDAN methods. The dashed red and green lines indicate the dominant frequency ranges of the reference respiratory signal and EDR/PDR signals, respectively. The dominant frequency bands of both extracted EDR and PDR signals by CEEMDAN method are the closest to the dominant frequency band of the reference respiratory signal.

ii. Discrete Wavelet Transform:

The Wavelet Transform (WT) is a time-frequency signal analysis methods that offers simultaneous interpretation of the signal in both time and frequency domains, allowing local transient or intermittent components to be elucidated [21]. The WT and inverse transform can be computed discretely, quickly and without loss of signal information by considering the multiresolution algorithm. In this study, respiratory components of ECG, PPG, or BP signals were extracted using the DWT with four different mother wavelet functions: Daubechies of 4th and 8th order and Symlet of...
4th and 8th order [22], [23]. After applying the DWT with these wavelet functions, the PSDs of each detail signal were calculated. To identify the detail signal containing respiratory content, the dominant frequency bands of the obtained PSDs were compared to the frequency band of respiration ([0.10Hz, 0.55Hz]).

Figs. 6 and 7 show EDR and PDR signals extracted from 60 second windows of ECG and PPG signals (from BIDMC01) by applying the DWT with four different wavelet functions. As can be seen in Fig. 6, the EDRs obtained by Symlet and Daubechies 8th have the closest dominant frequency bands to the dominant frequency range of the reference respiratory signal. This indicates their better performance than Symlet and Daubechies 4th. The performance details of both mentioned wavelet functions with 4th and 8th orders are shown in the Results section as well. According to Fig. 7, the dominant frequency bands of obtained PDRs for all four mentioned mother wavelets are not very different and their performance is lower than EDRs.

3) SIGNAL QUALITY ASSESSMENT

Hjorth parameters were originally proposed to extract features from the spectrum of the Electroencephalographic (EEG) signal by calculating moments of the EEG signal power spectrum [24]. The nth order spectral moment of a signal, \( \bar{w}_n \), is defined as [16]:

\[
\bar{w}_n = \int_{-\pi}^{\pi} \omega^n P(\omega) d\omega
\]  

where \( P(\omega) \) is the power spectrum of the signal as a function of angular frequency \( \omega = 2\pi f \), with \( f \) in cycles/second. By averaging in the time domain, the spectral moments of a
signal can be estimated using a shifting overlapping window as follows [16]:

\[
\tilde{w}_i \approx \frac{2\pi}{L} \sum_{k=n-(L-1)}^{n} (x^{(i)}(k))^2 ,
\]

(2)

where \(x^{(i)}(k)\) is the \(i/2\) derivative of \(x(k)\) and \(L\) is the window duration (\(L = 4s\) here). The SPI uses the Hjorth descriptors to calculate an index for assessing the quality of signals [16]. Here we have used SPI as an SQI to assess the quality of signals as follows:

\[
\Gamma_{SPI}(n) = \frac{\tilde{w}_2(n)^2}{\tilde{w}_0(n)\tilde{w}_4(n)} .
\]

(3)

\(\Gamma_{SPI}\) varies between 0 (corresponding to complete noise) and 1 (corresponding to a pure sinusoid), indicating low and high signal quality respectively. For instance, Fig.8 shows the variation of \(\Gamma_{SPI}\) for the PPG signal of BIDMC01, which...
approaches 0 during low quality periods and 1 during high quality periods.

4) EXTENDED KALMAN FILTER

At this stage of the proposed algorithm, there are 7 respiratory signals, each with an accompanying SQI parameter. In this stage, the quality of the respiratory signals is improved by applying either a KF or EKF to them. Both a KF and an EKF can de-noise a signal and reconstruct the signal using a dynamic model. However, an EKF is able to accept a nonlinear dynamic model, whereas a KF is only able to accept a linear model. The process of linearizing a model for use with a KF can reduce its accuracy and consequently an EKF can provide better performance than a KF. In this work, the SQI parameter is used to optimize the EKF. Details are now provided on the use of the KF and EKF.

The KF is a well-known optimal state estimation method that has been proven to be the optimal filter in the Minimum Mean Square Error (MMSE) sense [25]. In practice, most systems exhibit non-linearity, and to apply the KF to nonlinear systems, the dynamical model must be first approximated to linear form, reducing the estimation accuracy. The EKF is an extension of the normal KF which considers nonlinear dynamic estimation of the states of a stochastic signal. The dynamic equations used as the state model in this paper are proposed by McSharry et al. [26]. The dynamic model consists of three coupled ordinary differential equations. The details of the EKF can be found in [18].

At the time propagation stage, the EKF estimates the state vector by using the original nonlinear dynamical model of the signal. To estimate the state vector in each iteration, the EKF makes an interaction between dynamical model and measurements, which is created by Kalman Gain (KG). KG has an inverse relation with the value of the measurement noise covariance ($R$). Therefore, low quality measurements, which have higher $R$ values, consequently have lower KG values. Decreasing the value of KG for each iteration reduces the effect of measurements in estimation and vice versa. A modification of $R$ by a multiplicative factor is represented as [17]:

$$R_n \rightarrow R_n e^{(SQI_n - 2 - 1)}$$  \hspace{1cm} (4)

where $SQI_n$ is the SQI of the $n^{th}$ sample of data which is replaced by SPI in this paper, as follows:

$$SQI_n = \Gamma_{SPI}[n]$$  \hspace{1cm} (5)

For low-quality parts of the signal, the value of $\Gamma_{SPI}[n]$ tends to zero. As a result, the value of $R_n$ tends to infinity, and KG approaches zero. This indicates that the estimation for the low-quality parts of the signal is performed based on the dynamical model. This feature of the EKF enables us to have an acceptable estimation even for parts of the signal which are significantly distorted.

5) STATE VECTOR FUSION

At this stage of the proposed algorithm, there are 7 respiratory signals. State vector fusion is then used to fuse the 7 signals to provide a single respiratory signal. By considering the state error covariance matrices that are achieved from EKF, local estimate signals are combined in a MMSE sense [27], as follows:

$$\hat{x}_n = \left( \sum_{j=1}^{J} (P_n^j)^{-1} \right)^{-1} \sum_{j=1}^{J} [(P_n^j)^{-1} \hat{x}_n^j]$$  \hspace{1cm} (6)

where $\hat{x}_n$ is the global estimate of state at each time $n$. $J$ represents the number of signals that must be fused, which in our case is equal to 7 ($J = 7$). The $(P_n^j)^{-1}$ and $\hat{x}_n^j$, respectively are the inverses of the state error covariance matrices and the local state vector estimate for each of the 7 respiratory signals. According to this, respiratory signals with better performance contribute more to obtaining the state vector. In accordance to (6), for each sample of the 7 respiratory signals a global estimate of state is obtained as a single fused signal.

6) ESTIMATING BREATHING RATES

The method presented in [28] was used to detect the peaks in the fused respiratory signal. The BR was then estimated by counting the number of peaks within a time period, and expressed as beats per minute (bpm).

B. DATABASES

Two publicly available databases were used to assess the proposed algorithm when applied separately to ECG, PPG, and BP signals. Each database contains real-world physiological signals acquired during routine clinical practice. The databases contain real-world noise, including motion artifact, and periods of missing data. They also contain a range of BRs, ensuring that the signals used in this study are representative of those acquired in routine practice (the BR for each subject is provided in Tables 6 and 7 in the Appendix).

The first database was the MIT-BIH Polysomnographic Database [30], [31]. It contains 16 recordings from male subjects undergoing polysomnography (sleep assessment). Each recording is between 2 and 7 hours in duration and contains several physiological signals including the ECG, BP, and reference respiratory signals (mostly obtained using a nasal thermistor), which are sampled at 250Hz.
The second database was the BIDMC Database [31], [32]. It contains 53 recordings from critically-ill patients at the Beth Israel Deaconess Medical Centre (Boston, MA, USA). Each recording has a duration of 8 minutes, and contains several physiological signals including the ECG, PPG, and thoracic impedance (reference) respiratory signal, which are sampled at 125 Hz. The short recordings in this database were extracted from longer recordings in the MIMIC II Database, which were acquired during routine clinical practice.

Reference BRs for both databases were calculated by using a peak detection method to identify individual breaths in the reference respiratory signals.

C. COMPARISON OF ALGORITHMS

The proposed framework was applied to 60-second windows of ECG, PPG, and BP signals from each dataset. Its performance was compared to the following additional algorithms (which were each used firstly with an ECG as the input, secondly with a PPG as the input, and finally with a BP signal as the input):

- KF: the method summarised in Fig.1 but without including the SQI parameter and its effect on KF,
- EKF: the method summarised in Fig.1 but without including the SQI parameter and its effect on EKF,
- Smart Fusion Algorithm (SFA) [3],
- Autoregressive (AR) analysis [33],
- Principle Component Analysis (PCA) [34], and
- Kernel Principle Component Analysis (kPCA) [35].

D. ADDITION OF NOISE

The robustness of the proposed framework to noise was assessed by adding different levels of white noise to the input ECG, PPG, and BP signals and repeating the BR estimation. Five levels of noise were added to generate signals with a signal-to-noise ratio (SNR) of $SNR_{dB} = \{0, 5, 10, 20, 40\}$, where

$$SNR_{dB} = 10 \log_{10} \frac{\sum_{n=1}^{N} x[n]^2}{\sum_{n=1}^{N} (y[n] - x[n])^2}$$  
(7)

E. STATISTICAL ANALYSIS

The performance of BR algorithms was assessed by calculating three metrics.

- The Coverage Probability $CP_{\delta}$: is the proportion of errors which fall within pre-defined bounds, $\delta$. In this work an acceptable absolute error was defined as <2bpm. The non-parametric form of $CP_{\delta}$, expressed as a percentage, was calculated using the empirical cumulative distribution of the absolute error [36] with $\delta$ set at 2 bpm [6].
- The Mean Absolute Error (MAE):

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |\hat{\mu}_{BR}(i) - \mu_{ref}(i)|, \text{ (bpm)}$$  
(8)

where $\hat{\mu}_{BR}(i)$ and $\mu_{ref}(i)$ represent the estimated BR and reference BR, respectively, and $N$ is the number of windows over the entire database [37].
The Mean Absolute Percentage Error (MAPE):

\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\mu_{BR}(i) - \mu_{ref}(i)}{\mu_{ref}(i)} \right| \times 100, \%
\]  

(9)

The quality of each subject’s ECG, PPG, or BP signals was assessed using a parameter called \( Q \), which is the percentage ratio of the number of low quality windows \( N_l \) to the total number of windows \( N_T \) of each signal:

\[
Q = \frac{N_l}{N_T} \times 100\% .
\]  

(10)

Windows were deemed to be of low quality if the average of \( \Gamma_{SPI} \) in that window was lower than 0.5.

Throughout the analysis windows of 60 seconds duration with 50\% overlap were used.

### III. RESULTS

#### A. COMPARISON OF CEEMDAN AND DWT METHODS

In this section, we compare the performances of the DWT and CEEMDAN methods for estimating BR, considering overall performances, and performances across different BR ranges. Table 1 shows the MAPE for CEEMDAN and DWT methods for ECG, PPG, and BP signals in each dataset. According to Table 1, the CEEMDAN method performed better than DWT method at lower BRs < 16 bpm, with the exception of PPG data from the BIDMC database. At higher BRs > 16 bpm, the DWT method performed better.

Fig. 9 shows a comparison of the performances of CEEMDAN and DWT methods across different BR ranges. For BRs lower than 16 bpm, the CEEMDAN method performed best, and for BRs higher than 16 bpm, the DWT method performed best. This suggests that neither method is superior to the other. A comparison of performance between ECG, PPG, and BP signals shows the best results are obtained from ECG signals, although the differences are not substantial. The PPG signal is often easier to obtain than ECG and BP signals, so may still be advantageous in several settings.

#### B. THE PERFORMANCE OF THE PROPOSED FRAMEWORK

The average MAPEs of BR estimation on the MIT-BIH Polysomnographic and BIDMC databases were 3.9\% and 3.6\% for ECG signals, 6.0\% for PPG, and 5.0\% for BP signals.
signals (patient-level data are provided in Tables 6 and 7 in the Appendix). The proposed framework for estimating BR performed well even in the presence of a high volume of the noise and artifacts. For instance, subject BIDMC40 had a $Q_{PPG}$ value of 74.3%, indicating that their signals were generally of low quality, yet a MAPE of only 11.8%, demonstrating the ability of the method to perform well even with low quality signals (see Table 7 for details).

As noted in Table 7, BRs could not be estimated from subject BIDMC32’s ECG due to the lack of respiratory content in this signal.

Table 2 shows the overall performances of methods for the ECG, PPG and BP signals on the BIDMC and MIT-BIH databases, assessed using $CP_2$, MAE, and MAPE.

### C. THE IMPACT OF NOISE

The proposed framework’s robustness to noise was assessed in two steps. Firstly, performance was assessed with and without the framework’s SQI parameter. Secondly, performance was assessed in the presence of different levels of added noise. In order to evaluate the proposed method, different portions of white Gaussian noises have been added to ECG, PPG, and BP signals from BIDMC and MIT-BIH databases. The results for ECG, PPG, and BP signals are shown in Tables 3, 4, and 5, respectively.

BRs were estimated using the proposed framework with and without the SQI parameter (described in Section II-A3) in order to assess the importance of the signal quality assessment step. According to the results in Tables 3 and 4, PCA and kPCA algorithms performed better than AR and SFA methods at a low level of noise. However, the PCA and kPCA algorithms were very sensitive to noise and their performance declined at higher noise levels. AR analysis (a frequency domain method) was more robust against additive noise.

A comparison of results obtained using EKF (without the SQI) and our proposed framework can further explain the role of the SQI in improving performance. For example, for the BR range of 16 – 20 bpm with $SNR = 40$ dB (Table 4), our framework showed 0.8% improvement compared to EKF.

### TABLE 5. Overall performance summary of methods applied to BP signals of the MIT-BIH Polysomnographic database in the presence of added noise, expressed as MAPE.

| Algorithm | $SNR = 40$, $30$, $20$, $15$, $0$ (dB) | $SNR = 40$, $30$, $20$, $15$, $0$ (dB) | $SNR = 40$, $30$, $20$, $15$, $0$ (dB) | $SNR = 40$, $30$, $20$, $15$, $0$ (dB) |
|-----------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| SFA       | 8.9, 8.3, 8.8, 9.0, 9.2          | 7.4, 7.0, 6.6, 6.3, 6.5          | 6.6, 6.2, 5.9, 5.6, 5.3          | 6.4, 6.0, 5.7, 5.4, 5.1          |
| AR        | 9.4, 9.0, 8.7, 8.3, 8.0          | 7.5, 7.1, 6.8, 6.5, 6.2          | 6.7, 6.3, 6.0, 5.7, 5.4          | 6.5, 6.1, 5.8, 5.5, 5.2          |
| PCA       | 8.3, 8.0, 7.7, 7.4, 7.2          | 7.2, 6.8, 6.5, 6.2, 6.0          | 6.5, 6.2, 5.9, 5.6, 5.3          | 6.4, 6.1, 5.8, 5.5, 5.2          |
| kPCA      | 8.1, 7.8, 7.5, 7.2, 7.0          | 7.1, 6.7, 6.4, 6.1, 5.8          | 6.4, 6.1, 5.8, 5.6, 5.3          | 6.3, 6.0, 5.7, 5.5, 5.2          |
| EMD       | 9.5, 9.1, 8.7, 8.4, 8.1          | 8.2, 7.8, 7.5, 7.2, 6.9          | 7.5, 7.2, 6.9, 6.6, 6.3          | 7.3, 7.0, 6.7, 6.4, 6.1          |
| EBMDN     | 8.3, 7.9, 7.5, 7.2, 6.9          | 7.0, 6.7, 6.4, 6.1, 5.8          | 6.3, 6.0, 5.7, 5.5, 5.2          | 6.1, 5.8, 5.5, 5.3, 5.0          |
| CEEMDN    | 7.6, 7.2, 6.9, 6.6, 6.3          | 6.5, 6.2, 5.9, 5.6, 5.3          | 5.9, 5.6, 5.3, 5.1, 4.9          | 5.7, 5.4, 5.1, 4.9, 4.6          |
| DWT (512) | 9.1, 8.7, 8.3, 8.0, 7.7          | 7.7, 7.3, 7.0, 6.7, 6.4          | 6.9, 6.5, 6.2, 5.9, 5.6          | 6.7, 6.3, 6.0, 5.7, 5.4          |
| DWT (256) | 8.2, 7.8, 7.4, 7.1, 6.8          | 7.3, 6.9, 6.6, 6.3, 6.0          | 6.5, 6.2, 5.9, 5.6, 5.3          | 6.3, 6.0, 5.7, 5.5, 5.2          |
| DWT (128) | 8.3, 7.9, 7.5, 7.2, 6.9          | 7.0, 6.7, 6.4, 6.1, 5.8          | 6.3, 6.0, 5.7, 5.5, 5.2          | 6.1, 5.8, 5.5, 5.3, 5.0          |
| KF        | 7.8, 7.4, 7.0, 6.7, 6.3          | 6.4, 6.0, 5.7, 5.4, 5.1          | 5.7, 5.4, 5.1, 4.9, 4.6          | 5.5, 5.2, 4.9, 4.6, 4.3          |
| EKF       | 7.0, 7.6, 7.2, 6.9, 6.5          | 6.1, 5.7, 5.4, 5.1, 4.8          | 5.4, 5.1, 4.8, 4.5, 4.2          | 5.2, 4.9, 4.6, 4.3, 4.0          |
| Our Framework | 6.8, 6.4, 6.0, 5.7, 5.3 | 5.9, 5.5, 5.2, 4.9, 4.6 | 5.1, 4.8, 4.5, 4.2, 3.9 | 4.9, 4.6, 4.3, 4.0, 3.7 |

**Average** | 8.2, 7.9, 7.6, 7.3, 7.0 | 7.4, 7.0, 6.7, 6.4, 6.1 | 6.6, 6.2, 5.9, 5.6, 5.3 | 6.4, 6.0, 5.7, 5.4, 5.1 |

### FIGURE 10. The performance of methods applied to ECG signals of the MIT-BIH Polysomnographic and BIDMC databases in the presence of added noise, expressed as MAPE. (a) $SNR = 40$ dB, (b) $SNR = 10$ dB, (c) $SNR = 0$ dB.

Changing the SNR value from 40 to 0 dB, the average MAPE increased less for our framework (6.4% − 4.2% = 2.2%).
A. Adami et al.: New Framework to Estimate BR From ECG, PPG, and BP Signals

FIGURE 11. The performance of methods applied to BP signals of the MIT-BIH Polysomnographic database in the presence of added noise, expressed as MAPE. (a) SNR = 40 dB, (b) SNR = 10 dB, (c) SNR = 0 dB.

In the following, the advantage of the CEEMDAN method over EMD and EEMD methods in accuracy and robustness can be observed. In Table 3 the changes in MAPE for EMD and CEEMDAN methods in the range of 12 – 16 bpm are (from SNR = 40dB to SNR = 0dB), 12.2% (18.9% – 6.7%) and 8.6% (13.5% – 4.9%) respectively (which are similar to those of other BR ranges). The performance of the DWT method is close to that of the CEEMDAN method but the results show that CEEMDAN is more robust to additive noise than DWT.

The improvement in performance when using a fusion method (either EKF or our framework) compared to using a single respiratory signal (EMD, EEMD, CEEMDAN or DWT) demonstrates the importance of the fusion part of the algorithm. The EKF and state vector fusion in our algorithm resulted in significant reduction in MAPE.

Comparison of the performance of the mentioned methods is illustrated in Figs.10 and 11. Fig.10 represents the results which have been obtained from ECG signals and Fig.11 shows the results for BP signals. The KF method showed a poorer performance than EKF method which can be explained by the impact of approximation for linearization of the nonlinear signal model. On the other hand, the performance difference between KF and EKF is due to the linear and nonlinear consideration of the model. In estimating the BR from a respiratory signal, the effect of detecting a false peak is lower for higher reference BRs. This may explain the general trend of lower MAPEs at higher BRs in Fig.10 and 11.

According to these two figures, our framework has shown the best performance and highest resistance to noise than other methods.

IV. DISCUSSION AND CONCLUSION

In this study we proposed a framework to estimate BR from ECG, PPG, or BP signals. The performance of the framework was assessed on two publicly available datasets, and compared to that of previously proposed methods. The results indicate that our proposed framework shows high accuracy, and good robustness even in presence of noise.

Our framework uses both EMD and DWT methods to extract respiratory signals, obtain the advantages of each. This study did not investigate which had better performance for extracting EDR, PDR, and BDR signals, although the superior EMD and DWT methods (CEEMDAN and db8) gave broadly similar performance.

The EKF method, taking into account the dynamical model for the EDR, PDR, and BDR signals, gave the framework the ability to work well even in low quality parts of ECG, PPG, or BP signals. The inclusion of the SQI parameter in the EKF increased performance.

Finally, considering the method of state vector fusion in our framework, give this capability to our framework to increase the effect of better estimation on output, which results in a single output with high precision.

| Patients | Age | Sex | BR | Q_{BP} | E_{BP} | Q_{ECG} | E_{ECG} |
|----------|-----|-----|----|-------|-------|---------|---------|
| SLP01a   | 44  | M   | 12 | 0     | 1.1   | 0.1     | 1.3     |
| SLP01b   | 44  | M   | 12 | 0.7   | 2.5   | 0.1     | 3.6     |
| SLP02a   | 38  | M   | 23 | 12.4  | 8.3   | 1.3     | 2.5     |
| SLP03    | 51  | M   | 16 | 3.4   | 4.5   | 9.8     | 6.7     |
| SLP04    | 40  | M   | 10 | 1.0   | 3.1   | 5.1     | 3.7     |
| SLP14    | 37  | M   | 18 | 4.6   | 5.4   | 7.9     | 4.9     |
| SLP16    | 33  | M   | 24 | 13.9  | 8.9   | 10.4    | 5.3     |
| SLP32    | 54  | M   | 7  | 0.2   | 3.7   | 4.1     | 5.6     |
| SLP37    | 39  | M   | 15 | 0.1   | 5.5   | 0.7     | 4.2     |
| SLP41    | 45  | M   | 8  | 0.1   | 5.4   | 0       | 1.9     |
| SLP45    | 42  | M   | 14 | 0.2   | 6.2   | 5.3     | 4.9     |
| SLP48    | 56  | M   | 11 | 0     | 3.8   | 0.1     | 2.9     |
| SLP59    | 41  | M   | 13 | 4.6   | 7.4   | 0       | 3.5     |
| SLP60    | 49  | M   | 13 | 5.2   | 3.8   | 2.1     | 3.2     |
| SLP61    | 32  | M   | 21 | 0.1   | 4.0   | 0.9     | 4.2     |
| SLP66    | 33  | M   | 20 | 0.1   | 5.7   | 0       | 3.9     |

Average: 14.8 2.9 5.0 3.0 3.9
Some previously proposed methods showed lower robustness to additive noise, especially the methods of PCA and kPCA. This may be because these methods involve identifying fiducial points, such as QRS-complexes in ECG signals, or systolic peaks in PPG signals, which can be confounded by noise. Although SFA also involves identifying fiducial points, it showed better performance in presence of noise. The AR method was also less sensitive to noise, although it is based on the assumption of a relatively constant BR in each window of ECG, PPG, or BP signals.

In our new framework (summarised in Fig.1), we utilized time and frequency domain methods to increase the accuracy of BR estimation and also make the algorithm robust in presence of noise. The most important advantage of our framework is that it has a regular and stable structure which is able to estimate BR from ECG, PPG, or BP signals with different morphologies completely automatically. The structure is designed to select the best extracted EDR, PDR, or BDR signal, and estimate the BR based on that signal, which improves the performance of our proposed method. Furthermore, using the modified EKF with SQI, it can automatically recover parts of respiratory signals that have been distorted. Despite these advantages, the simultaneous use of several methods increases the complexity of the algorithm. Nevertheless, it could be advantageous in scenarios with greater levels of noise and artifact, such as during exercise. Further work is required to investigate whether it does indeed confer benefit in these scenarios.

In the future, we plan to test our proposed framework on stress data which will pose greater challenges. The performance of the framework should also be assessed in the presence of arrhythmias such as atrial fibrillation, and with very noisy signals, to determine whether it provides reliable BR estimates in such scenarios. In addition, the framework may have other applications to estimate parameters from physiological signals, such as measuring the depth of anesthesia from EEG signals. Future work should also consider assessing the performance of BR algorithms when run in real-time, considering the limited computational and memory specifications of wearable sensors.

APPENDIX. PATIENT-LEVEL RESULTS

Patient-level results for the proposed method on the MIT-BIH Polysomnographic and BIDMC databases are shown in Tables.6 and 7 respectively. BR represents the mean of reference BR of each record. As described in section II-E, \(Q_{ECG}\), \(Q_{PPG}\), and \(Q_{BP}\) indicate the percentage of low quality windows. \(E_{ECG}\), \(E_{BP}\), and \(E_{PPG}\) indicate the MAPE for ECG, BP, and PPG signals respectively.
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