Learning Visual Styles from Audio-Visual Associations

Tingle Li\textsuperscript{1,3}, Yichen Liu\textsuperscript{1},
Andrew Owens\textsuperscript{2}, and Hang Zhao\textsuperscript{1,3}

\textsuperscript{1}Tsinghua University \textsuperscript{2}University of Michigan \textsuperscript{3}Shanghai Qi Zhi Institute

\url{https://tinglok.netlify.com/files/avstyle}

Abstract. From the patter of rain to the crunch of snow, the sounds we hear often convey the visual textures that appear within a scene. In this paper, we present a method for learning visual styles from unlabeled audio-visual data. Our model learns to manipulate the texture of a scene to match a sound, a problem we term audio-driven image stylization. Given a dataset of paired audio-visual data, we learn to modify input images such that, after manipulation, they are more likely to co-occur with a given input sound. In quantitative and qualitative evaluations, our sound-based model outperforms label-based approaches. We also show that audio can be an intuitive representation for manipulating images, as adjusting a sound’s volume or mixing two sounds together results in predictable changes to visual style.
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\caption{Audio-driven image stylization. We manipulate the style of an image to match a sound. After training with an unlabeled dataset of egocentric hiking videos, our model learns visual styles for a variety of ambient sounds, such as light and heavy rain, as well as physical interactions, such as footsteps.}
\end{figure}

1 Introduction

Recent work has proposed a variety of methods for manipulating the style \cite{59,19} of an input image. In these methods, the desired style is specified using other example images \cite{27,19,33,30} and, more recently, through human language, such as
through semantic labels, text, or scene graphs [56,34,4,55]. While this approach has been effective, it requires human-provided annotations and hence implicitly relies on a “human in the loop.” This supervision is often expensive to collect and may fail to capture important scene properties.

We propose to address these problems by learning stylization from unlabeled audio-visual data. Many scene properties, such as weather conditions, produce highly distinctive sights and sounds. Training a model to estimate visual information from audio requires it to identify these scene structures and, in the process, learn which visual textures are associated with a sound.

Inspired by this idea, we introduce a model for performing audio-driven image stylization. Given an input image and a target sound, our model manipulates the textures within the image such that it better matches the sound, while preserving the image’s structural content. Through this process, our model learns a variety of visual styles, each of which can be specified by a sound — e.g., bird chirps and blue skies, crunching footsteps and snow, rain and dark skies (Figure 1).

Audio naturally comes paired with visual data, and thus provides a free learning signal, complementing human-provided supervision like labels and text. It also conveys important distinctions between scenes that often may not be evident in pre-existing text or label sets. For example, asking a model to generate images depicting a “rainy” scene can be ambiguous. Providing the sound of rain, on the other hand, specifies whether the rain is light or heavy, as well as whether the image is likely to contain dark, stormy skies. Finally, audio can be used as a natural representation for specifying image styles, as intuitive changes to the audio, such as adjusting the volume or mixing two sounds together, result in predictable visual changes.

Our model combines conditional generative adversarial networks [22] and contrastive learning [23], following the recent approach of Park et al. [50]. We use an audio-visual discriminator to determine whether the generated image and target audio are likely to co-occur, with the goal of converting the source image’s style. We also use an multi-scale patch-wise structure discriminator [50] that maximizes the mutual information between the source and generated images in order to preserve the structural content of the scene. We train the model on a dataset of egocentric hiking videos collected from the internet.

After training, our model can manipulate images to match a variety of visual styles, each specified using sound. Through quantitative evaluations and human perceptual studies, we demonstrate the effectiveness of our model’s ability to stylize images. We also provide qualitative results showing how that straightforwardly modifying the audio, by mixing it or changing its volume, leads to corresponding changes in image style. Through our evaluations, we show:

- Unlabeled audio provides supervision for learning visual styles.
- Our proposed model learns to perform audio-driven stylization from in-the-wild audio-visual data.
- Adjusting the volume of a sound or mixing it with other sounds lead to predictable changes in image style.
2 Related Work

**Image translation.** Paired image translation [32] frames the image prediction problem as a straightforward supervised learning task, which corresponding input and target images. Unpaired image translation [22,70,63,35,50] learns to transform images between two different domains, without ground-truth correspondences. We take inspiration from work [38] that manipulates the global appearance of a scene, such as through labels indicating the desired weather. A variety of methods have been proposed generate or manipulate images based on text [56,13,46,4,55]. In particular, our approach is closely related to Fu et al. [15], which stylizes images based on text. However, text- and label-based methods either require “weak” supervision [42,54] from humans (e.g., paired text and images from webpages) or explicit image descriptions (e.g., text describing an image as a line drawing) [61]. These descriptions may not capture the full range of image styles, and it requires significant effort from humans (including implicit effort through weak supervision). Our approach, by contrast, uses audio to learn styles, without any form of human labeling. It therefore provides a complementary learning signal to text and labels.

**Audio-visual correspondence.** Audio and visual signals naturally co-occur when they are recorded as video. In order to leverage this natural correspondence, researchers have introduced various tasks, such as representation learning [57,47,2,37,48,45], source separation [66,65,14,17], audio source grounding [6,24], audio spatialization [18,44,62], visual speech recognition [1], and scene classification [7,20]. Inspired by these works that use audio-visual correspondence, we propose a novel task termed audio-driven image stylization, aiming to conduct image translation using sounds like birds chirping, rain and footsteps.

**Audio-visual synthesis.** A variety of methods have been proposed for synthesizing images from sound or vice versa. One line of work has generated sounds from video, such as impact sounds [49,64], natural sounds [69,31], or human speech [29,52]. Another line of work has created models that synthesize images from sound, such as by generating talking heads [11,68,53], pose [58,16,41,21], synchronizing rigid body animations with contact sounds [39], estimating depth from ambient sound [9], predicting future video frames [5]. Unlike these works, we concentrate on restyling plausible images using the source image and natural sounds. In concurrent work, Lee et al. [40] used sound to guide a text-based image manipulation method based on CLIP [54]. In contrast, our model learns image styles solely from unlabeled audio-visual data.

3 Audio-driven Image Stylization

We take inspiration from the fact that audio can convey distinctions that may not be obvious from semantic categories. For example, consider the images shown in Figure 2. While these videos have the same category (e.g., rain), their visual style significantly varies (e.g., heavy or light rain). This distinction, however,
is easily captured by the corresponding sound. We propose audio-driven image stylization (ADIS) as a novel multi-modal generation task for learning these styles.

We pose this problem as learning a mapping from a source image domain $\mathcal{X}$ to a target domain $\mathcal{Y}$ using an input sound from the audio domain $\mathcal{A}$. To achieve this goal, we propose a self-supervised learning approach that can be trained on unpaired videos. This can be accomplished through two distinct training objectives.

**Texture conversion via adversarial training.** We introduce an audio-visual adversarial objective that discriminates whether an image is co-occurred with a given audio. Under this training scheme, the generated image is encouraged to match the target audio. Specifically, the generator $G$ consists of two components, an encoder $G_{\text{enc}}$ followed by a decoder $G_{\text{dec}}$. For a given dataset of unpaired image instances $X = \{x \in \mathcal{X}\}$, $Y = \{y \in \mathcal{Y}\}$, and the audios $A_Y = \{a_Y \in \mathcal{A}\}$ corresponding to $Y$, $G_{\text{enc}}$ and $G_{\text{dec}}$ are applied sequentially to generate the output image $\hat{y} = G_{\text{dec}}(\text{concat}(G_{\text{enc}}(x), f(a_Y)))$, where $f$ is a audio feature extractor.

The audio-visual adversarial loss [22] is then applied to increase the association between $\hat{y}$ and $a_Y$:

$$L_{\text{GAN}}(G_{X \rightarrow Y}, D_Y) = \mathbb{E}_{y \sim Y} \log D(y, a_Y) + \mathbb{E}_{x \sim X} \log (1 - D(G(x, f(a_Y)), a_Y))$$

where $D$ is the discriminator. In our model, $D$ performs early fusion, where the spectrogram of $a_Y$ is directly concatenated to $\hat{y} = G(x, a_Y)$ before feeding into $D$. We empirically found that this fusion strategy yields better results in terms of visual quality.

**Structure preservation via contrastive learning.** In this task, a successfully restyled image should be equipped with the texture that can be interpreted by the target audio, while fully preserving the structure of the source image. However, both information, *i.e.*, texture and structure information, are inherently entangled within the learned feature, and adversarial training can only convert texture. One trivial solution could be that we get the same image for any inputs. Therefore, as shown in Figure 3, we introduce the second training objective based on noise contrastive estimation (NCE) [23], which aims to preserve structure information by establishing mutual correspondence between the source and generated images, $x$ and $\hat{y}$ respectively. Note that this training
Fig. 3: **Model architecture.** The multi-scale patch-wise structure discriminator \[50\] is used to preserve the scene structure, while the audio-visual texture discriminator is used to convert the scene texture. This is an example where sunny forest is converted to snowy counterpart. The **generated snow patch** should match its corresponding **input dirt patch**, in comparison to other **random patches**. Note that the MLP component is not used during inference.

The objective is only employed to the encoder network \(G_{\text{enc}}\), which is a multi-layer convolutional network that transforms the source image into feature stacks at each layer. In this way, we encourage \(G_{\text{enc}}\) to abandon the texture of the source image while preserving the structure, and then the job of the decoder network \(G_{\text{dec}}\) is to integrate the target texture to the source image.

Given a “query” vector \(q\), the objective in contrastive learning is to optimize the probability of selecting the corresponding “positive” sample \(v^+\) among \(N\) “negative” samples \(v^-\). The query, positive and \(N\) negatives are mapped to \(M\)-dimensional vectors by a MLP, i.e., \(q, v^+ \in \mathbb{R}^M\) and \(v^- \in \mathbb{R}^{N \times M}\). This problem setting can be expressed as a multi-classification task with \(N + 1\) classes:

\[
\ell(q, v^+, v^-) = -\log \left( \frac{\exp(q \cdot v^+/\tau)}{\exp(q \cdot v^+/\tau) + \sum_{n=1}^{N} \exp(q \cdot v^-_n/\tau)} \right)
\]

where \(v^-_n\) denotes the \(n\)-th negative sample and \(\tau\) is a temperature parameter, as suggested in SimCLR [8], that scales the similarity distance between \(q\) and other samples. The cross-entropy term in Eq.(2) represents the probability of matching \(q\) with the corresponding positive sample \(v^+\). Thus, iteratively minimizing the negative log-cross-entropy is equivalent to establishing mutual correspondence between the query and sample spaces.

In our task, we draw the \(N + 1\) positive/negative samples from the source image \(x \in X\), and the query \(q\) is selected from the generated image \(\hat{y}\). From Figure 3, it can be seen that the selected samples are “patches” that capture local
information among the image features. This setup is motivated by the logical assumption that the global correspondence between \( \mathbf{x} \) and \( \hat{\mathbf{y}} \) is determined by the local, i.e., patch-wise, correspondences.

Since the encoder \( G_{\text{enc}} \) is a multi-layer convolutional network that maps \( \mathbf{x} \) into feature stacks after each layer, we choose \( L \) layers and pass their feature stacks through a small MLP network \( P \). The output of \( P \) is \( P(G_{\text{enc}}^l(\mathbf{x})) = \{v_1^l, ..., v_N^l, v_{N+1}^l\} \), where \( l \in \{1, 2, ..., L\} \) denotes the index of the chosen encoder layers and \( G_{\text{enc}}^l(\mathbf{x}) \) is the output feature stack of the \( l \)-th layer. Similarly, we can obtain the query set by encoding the generated image \( \hat{\mathbf{y}} \) into \( \{q_1^l, ..., q_N^l, q_{N+1}^l\} = P(G_{\text{enc}}^l(\hat{\mathbf{y}})) \). Now we let \( v_n^l \in \mathbb{R}^M \) and \( v_{(N+1)}^l \) denote the corresponding positive sample and the \( N \) negative samples, respectively, where \( n \) is the sample index and \( M \) is the channel size of \( P \). By referring to Eq.(2), our second training objective can be expressed as:

\[
L_{\text{NCE}}(G_{\text{enc}}, P, X) = \mathbb{E}_{x \sim X} \frac{1}{L} \sum_{l=1}^{L} \sum_{n=1}^{N+1} \ell(q_n^l, v_n^l, v_{(N+1)}^l)^n
\]

which is the average NCE loss from all \( L \) encoder layers.

**Overall objective.** In addition to the two objectives discussed above, we have also employed an identity loss \( L_{\text{identity}} = L_{\text{NCE}}(G_{\text{enc}}, P, Y) \) which also leverages the NCE expression in Eq.(3). By taking the NCE loss on the identity generation process, i.e., generating \( \hat{\mathbf{y}} \) from \( \mathbf{y} \), we are likely to prevent the generator from making unexpected changes. Now we can define our final training objective as:

\[
L_{\text{final}} = L_{\text{GAN}}(G_{X \rightarrow Y}, D_Y) + \lambda L_{\text{NCE}}(G_{\text{enc}}, P, X) + \mu L_{\text{NCE}}(G_{\text{enc}}, P, Y)
\]

where \( \lambda \) and \( \mu \) are two parameters for adjusting the strengths of the NCE and identity loss.

### 4 Experiments

#### 4.1 Experimental Setup

**Dataset.** We perform ADIS with two different datasets: **Greatest Hits** and **Into the Wild**. The former provides impact sounds from different materials, while the latter is a new dataset of egocentric hiking videos.  

- **Into the Wild dataset**: We collect a new dataset to study the audio-visual associations that one would encounter on a hike (Figure 4). These include sounds that are related to seasonal variations, rainfall, animal vocalizations, and footsteps. We collect 94 untrimmed egocentric videos from YouTube, ranging from 1.5 to 130 minutes long (50 hours in total). We chose videos that only contain sounds naturally present in the scene (e.g., no background music). See Appendix A.1 for more dataset details.
• **The Greatest Hits dataset** [49]: The Greatest Hits dataset contains a drum-stick hitting, scratching, and poking different objects in both indoor and outdoor scenes. There are 977 videos in total, including both indoor (64%) and outdoor scenes (36%). However, since this dataset was originally gathered for sound generation, each video more or less contains visual noise, making it challenging to perform ADIS. For example, ceramic bowls have different colors but the hitting sounds are similar across all bowls. It can be sometimes difficult for the model to determine the texture of a material with different colors. To alleviate this issue, we manually select some outdoor scene videos with less diverse backgrounds, such as dirt, water, gravel and grass.

**Network architecture.** The encoder and decoder of the GAN generator are 2D fully convolutional networks, with 9 layers of ResNet-based CNN bottlenecks [33] in between. Except for the first CNN layer with a kernel size of $7 \times 7$, the others are $3 \times 3$, and the stride size is determined by whether downsampling is required. We used the PatchGAN architecture [32] for the discriminator. A ResNet18 backbone [25] is also used for extracting audio features before feeding them into the decoder of the GAN generator. Furthermore, before computing the NCE loss, we extract intermediate features from the encoder of the generator with five different scales, and then apply a 2-layer MLP with 256 units to map each feature.

**Training details.** For training efficiency, we devise the following pre-processing paradigm: i) before saving as images, each video is interpolated to $512 \times 512$ scale and uniformly sampled 8 frames from it; ii) each audio is randomly truncated or tiled to a fixed duration of 3 seconds, then converted to 16 kHz and 32-bit precision in floating-point PCM format; iii) nnAudio [10] is used for conducting a 512-point discrete Fourier transform with a frame length of 25 ms and a frame-shift of 10 ms. For the hyperparameters, both $\lambda$ and $\mu$ in Eq.(4) are set to 0.5. We also employ random crop and horizontal flip as data augmentation. Our model is trained using the Adam optimizer [36] with a batch size of 16 and an initial learning rate of $2 \times 10^{-4}$ over 50 epochs. Other training strategies are described in Appendix A.2.

**Evaluation metrics.** To get a better understanding of why audio is important, we quantitatively compare our model to several label-based baselines, using both objective and subjective metrics (see Appendix A.3 for more evaluation details):
• **Audio-visual Correspondence (AVC)** [2]: AVC measures the correlation between audio and image. In our case, we extract audio and visual features using OpenL3 [12], a variant of L3-Net [2] pre-trained on AudioSet [20], and then use those features to compute the average cosine similarity. A higher correlation is associated with a higher AVC score.

• **Fréchet Inception Distance (FID)** [28]: FID estimates the distribution of real and generated image activations using trained network and measures the divergence between them. A lower FID score indicates that real and generated images are more relevant.

• **Amazon Mechanical Turk (AMT)**: We use human participants to evaluate the audio-visual correlations (i.e., via a subjective evaluation). Each participant is asked to rank the quality of the correlation between a sound and the images generated by various methods. The scores range from 1 (indicating low correlation) to 4 (high correlation).

• **Contrastive Language-Image Pretraining (CLIP)** [54]: CLIP is a network trained using contrastive learning to associate corresponding image and text pairs. In order to provide an additional evaluation metric that captures semantics, we use the keywords from the title of each video as text inputs to CLIP, then measure the text-image similarity. A higher CLIP score indicates a better correlation between a given text and image.

**Baselines.** We adopt two label-based methods for comparison. For both of them, Word2Vec [43] is used for generating the class embeddings, which is incorporated with the input image and serves as a textual condition. In addition, we create an image-conditioned baseline.

• **Class Pred.** [51]: we use YAMNet, a state-of-the-art audio classification network [26] trained on AudioSet [20], to calculate the class logits. It is employed as an auto-labeling method to yield the semantic labels for all the audio clips.

• **Keyword**: Keyword is a human-labeling method in which each audio class is manually labeled with keywords from the video title, thereby conveying the information provided in the video metadata.

• **AdaIN** [30]: AdaIN is an image-conditioned arbitrary stylization method that incorporates the adaptive instance normalization to fuse the content image and the style one. It takes two images as input and restyles one to match the other. Note that the style image is picked at random from the video frames corresponding to the selected audio.

4.2 **Comparison to Baselines**

**Quantitative results.** Since the diverse hitting and scratching sounds are not well-modeled by AudioSet [20], which L3-Net [2] is trained on, we cannot meaningfully evaluate the Greatest Hits with the AVC metric. As a result, we only provide quantitative results yielded from the Into the Wild dataset. Table 1 shows the quantitative comparisons between our model and label/image-conditioned baselines. For objective evaluation, our model outperforms three baselines across the AVC, FID, and CLIP metrics, suggesting that our model can generate more
Table 1: Evaluation results on the Into the Wild dataset. The subjective AMT metric is presented with 95% confidence intervals.

| Method       | Evaluation Metrics |          |          |          |
|--------------|--------------------|----------|----------|----------|
|              | AVC (↑)            | FID (↓)  | AMT (↑)  | CLIP (↑) |
| Target       | 0.842              | /        | /        | 0.247    |
| Class Pred.  [51] | 0.801              | 91.417   | 1.833 ± 0.042 | 0.228    |
| AdaIN [30]   | 0.812              | 62.851   | 2.269 ± 0.044 | 0.232    |
| Keyword      | 0.809              | 38.066   | 2.626 ± 0.045 | 0.236    |
| Ours         | **0.820**          | **34.139** | **3.273 ± 0.046** | **0.238** |

Table 2: AVC metric of specific scenes under our model and label-based baselines on the Into the Wild dataset.

| Method       | Audio-visual Correspondence (↑) |
|--------------|---------------------------------|
|              | Sunny-to-Rainy  | Snowy-to-Sunny | Sunny-to-Snowy |
| Class Pred.  [51] | 0.819              | 0.796          | 0.793          |
| Keyword      | 0.827              | 0.802          | 0.808          |
| Ours         | **0.831**          | **0.820**      | **0.816**      |

realistic images. In particular, our method outperforms AdaIN [30], despite the fact that AdaIN has already been pre-trained using ImageNet while ours is trained from scratch. We find that Keyword outperforms Class Pred., perhaps due to errors introduced by automatic labeling. Notably, Class Pred. contains 132 label classes from AudioSet, whereas Keyword only has 3 classes (sunny, snowy and rainy), which are all closely related to the scenes in Into the Wild. We also observe that the CLIP metric for our model is on par with Keyword, which also indicates the benefit of using audio over labels. For human evaluation, we randomly select 1000 images from the test set, and ask participants to assess the level of the audio-visual correlation. It turns out that they consistently preferred our model’s results, as shown in the penultimate column of Table 1, which is consistent with the objective evaluation results.

To gain a better understanding of our model’s performance, we divide the entire test set into three categories: sunny, rainy, and snowy and report results on each subset. In this experiment, as shown in Table 2, our model still holds the best performance compared to label-based baselines. Furthermore, we observe that when the target scene is sunny, the disparity between our model and Keyword (0.018) is larger than that of other scenes (0.004 & 0.008). This may be because the ambient sounds in sunny forests are highly varied (e.g., crunching gravel/leave, birds chirping, etc.).

**Qualitative results.** We show qualitative results in Figure 5 and provide additional results in the Appendix A.4. We note that all of the results are produced
Fig. 5: Qualitative comparison of baselines, ablations, and our model on audio-visual texture conversion. For reference, we also show driving audios as well as their corresponding images in the last column.

by a single model, i.e., through “one-to-many” conversion. We observe that the AdaIN model sometimes cannot reliably preserve the input image’s content (the first row of first input image). The Keyword model can generate plausible images that match the class of the target audio, but with apparent flaws when converting between the same scene categories (the second row of the second input image). For the YAMNet model, the generated images occasionally match the target images, but this does not happen in all cases. This may be because the success of a stylization is strongly dependent on whether the labels inferred by YAMNet are correct. Our model, by comparison, can capture the subtle distinctions within the same scene class. For example, our model can adjust the hue of the snow, when given a wind-and-footstep sound (which is not successfully captured by other models).

4.3 Ablation Study and Analysis

We conduct an ablation study to test various settings and ablations of our model, summarized in Table 3. By default, we use the architecture and loss function above. We also try to use: i) the forward cycle-consistency loss \cite{zhu2017align} instead of NCE loss, termed as CycleGAN; ii) late fusion discriminator \cite{kim2018animating} to incorporate audio and visual features rather than early fusion one; iii) without the identity loss; iv) a pre-trained audio-visual self-supervised method, i.e., SeLaVi \cite{li2022self}, as
Table 3: Quantitative results for ablations on *Into the Wild* dataset.

| Ablation                  | Objective Evaluation |
|---------------------------|----------------------|
|                           | AVC (↑)  | FID (↓) | CLIP (↑) |
| CycleGAN [70]             | 0.812    | 35.244  | 0.232    |
| Late Fusion [60]          | 0.811    | 54.025  | 0.230    |
| w/o ID Loss               | 0.810    | 41.019  | 0.236    |
| Ours                      | 0.820    | 34.139  | 0.238    |
| + Pre-training [3]        | **0.822** | **32.882** | **0.242** |

the initial weight for the audio network in addition to training from scratch. Besides, we show qualitative examples and additional pre-training comparisons in Figure 5 and Appendix A.4 respectively.

**NCE loss is a strong substitute for cycle-consistency loss.** Our model employs NCE loss following CUT [50]. As a baseline, cycle-consistency loss [70] can also preserve the image structure. As shown in Table 3, our model achieves comparable results to its counterpart, CycleGAN, implying that it can generate realistic images like CycleGAN. Figure 5 also shows some qualitative results that support this. Besides, CycleGAN involves the joint learning of two generators, while our model only requires one, which can reduce training time [50].

**Late fusion discriminators are more likely to collapse.** In audio-visual learning, the late fusion architecture [60] is commonly used, in which two unimodal encoders are employed to extract features, followed by a classifier (discriminator). We also take into account this architecture in ablations, with the results shown in Table 3 and Figure 5. We find that leveraging this type of discriminator induces the model to collapse, which means the generator would eventually become too weak to sustain the image structure, resulting in unsatisfactory results.

**Identity loss helps to capture nuances.** Given an image from the output domain, the identity loss [70] pushes the generator to leave the image unchanged with our patch-based contrastive loss. We also test a variant without this loss, as depicted in Table 3. We find that the variation of the model without identity loss tends to has worse performance. We further investigate by presenting qualitative results in Figure 5. In the first row of the second example, in particular, when the conversion is from sunny to rainy forest, it is unsuccessful for the one without identity loss, whilst the one with succeeds. As a result, we propose that employing such a loss as a regularizer might be beneficial in capturing nuances, particularly when converting between similar landscapes, such as forest-to-forest and snow-to-snow conversions.

**Self-supervised pre-training improves stylization.** We ask whether models pre-trained to solve audio-visual self-supervised learning tasks will result in performance gains. Table 3 shows that fine-tuning our task using a pre-trained ScLaVi model [3] yields a small improvement.
4.4 Audio Manipulation for Image Manipulation

Sound provides a natural “embedding space” for image manipulation, since intuitively manipulating the audio leads to corresponding changes in the images. We ask whether changing the volume of the sound or mixing two sounds together will result in corresponding visual changes. We also evaluate out-of-distribution images and audio.

**Changing sound volumes.** A qualitative comparison using a sound at various volumes is shown in Figure 6. This is accomplished by simply rescaling the input waveform. Regardless of whether the input image is snowy or sunny forest, we observe that the texture in the image becomes more prominent as the sound gradually increases, indicating that our model implicitly learns to predict the prominence of the texture according to the volume.

**Mixing sounds.** We create sound mixtures by taking convex combinations of input sounds. The qualitative results are presented in Figure 7. In the third row, for example, we can see that the snowy texture will be gradually erased while mixing a crunching snow sound with a muddy footstep sound from small to large. Furthermore, it appears to be a balanced state with both snowy and sunny features in the middle, *i.e.*, white and green hues coexist. Surprisingly, such mixed audio is not available when our model is being trained. This linear
additivity finding shows that audio cues have a prospective advantage over label ones for image translation.

**Generalization to other datasets.** We ask whether our model can generalize to out-of-distribution data. We consider restyling images from the Places dataset [67] and audio from the VGG-Sound dataset [7] to examine our model’s generalization performance. In Figure 8, we use crunching snow, rain and birds chirping sounds with a high probability of a class deduced by YAMNet [51]. Our model generates plausible images that match the content of in-the-wild audio.

**Adjusting an image’s style through its sound.** We apply our method to a task inspired by video editing: adjusting an image’s appearance by manipulating its *existing* sound. We take a video frame, manipulate its corresponding sound, and then resynthesize its video frames to match. This allows a user to make *consistent* changes to the two modal-

Fig. 8: **Qualitative generalization results.** We restyle images from Places [67] using crunching snow and rain sounds taken from VGG-Sound [7].

Fig. 9: **Failure cases.** Our model fails to manipulate the style of the scene, perhaps due to the presence of speech in the sound (left). It also fails to learn how to style certain objects in a scene (right).
We restyle videos from VGG-Sound [7] by adjusting the volume of their already-existing soundtracks. Figure 10 shows qualitative examples obtained by increasing the volume of videos recorded during light rain. As expected, the resulting images contain significantly more rain.

5 Discussion and Limitations

Despite the fact that our model can yield promising results in various cases, the results are far from uniformly positive. Because ambient sounds in real life are diverse, our model can be easily upset with unexpected sounds. Figure 9 shows some typical failure cases. Specifically, if the sound is interfered by human speech, the learned translation will devolve to making minor adjustments to the input. As a result, handling a greater spectrum of mixture sound, particularly urban sound, will become increasingly important in the future. Another potential concern is that our model’s performance will be suffered if the proportion of the scene to be converted is too small. In the lower right of Figure 9, for example, the trees and sky each account for half of the input image, resulting in an odd conversion. This is because the model is unable to detect the region of the scene that needs conversion, but instead converts the entire scene. Nevertheless, as paired audio-visual data is ubiquitous in our daily life, this paper paves the way for image translation under the audio-visual context.

6 Conclusion

In this paper, we introduce a novel task called audio-driven image stylization, which aims to learn the visual styles from paired audio-visual data. To study this task, we propose a contrastive-based audio-visual GAN model, together with an unlabeled egocentric hiking dataset named Into the Wild. Experimental results show that our model outperforms label and image conditioned baselines in both quantitative and qualitative evaluations. We also empirically find that changing the audio volume and mixture results in predictable visual changes. We hope our work will shed new light on cross-modal image synthesis.
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