Abstract—Precise indoor localization is one of the key requirements for fifth Generation (5G) and beyond, concerning various wireless communication systems, whose applications span different vertical sectors. Although many highly accurate methods based on signal fingerprints have been lately proposed for localization, their vast majority faces the problem of degrading performance when deployed in indoor systems, where the propagation environment changes rapidly. In order to address this issue, the crowdsourcing approach has been adopted, according to which the fingerprints are frequently updated in the respective database via user reporting. However, the late crowdsourcing techniques require precise indoor floor plans and fail to provide satisfactory accuracy. In this paper, we propose a low-complexity self-calibrating indoor crowdsourcing localization system that combines historical with frequently updated fingerprints for high precision user positioning. We present a multi-kernel transfer learning approach which exploits the inner relationship between the original and updated channel measurements. Our indoor laboratory experimental results with the proposed approach and using Nexus 5 smartphones at 2.4GHz with 20MHz bandwidth have shown the feasibility of about one meter level accuracy with a reasonable fingerprint update overhead.
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I. INTRODUCTION

Among the technical requirements for fifth Generation (5G) wireless communications, and their late demanding provisions for 6G, belong the precise indoor localization, which can bring, as representative applications, accurate navigation experience in shopping malls and seamless tracking requirements in smart factories. Different from the outdoor localization process, where the combination of the global navigation satellite system (GNSS) with the inertial navigation system (INS) provides satisfying accuracy, there are still diversified solutions in the indoor case, such as those based on the low-cost Bluetooth Low Energy (BLE), the increasingly popular 3GPP LTE/5G, and the widely deployed WiFi technologies. Nevertheless, signal fingerprinting approaches, including large scale received signal strength indicator (RSSI), reference signal received power (RSRP), or small-scale channel state information (CSI), are usually recognized as the most efficient solutions for high accuracy indoor localization.

Many methods based on signal fingerprints, e.g., and [9], have achieved record-breaking localization results. Those methods target at extracting the intrinsic features of wireless signals in the training phase, which are then utilized in the online operating phase to predict the user location in conjunction with real-time measurements. The RSSI and RSRP metrics have been proven to be highly correlated with the spatial locations, and thus, deployed for improving the localization accuracy to the level of a meter in indoor and outdoor scenarios, respectively. Furthermore, CSI measurements, which are frequently reported in [7]–[11], have managed to improve the localization accuracy. Those measurements have complex structure and more dimensions than traditional fingerprints. The probabilistic models between the collected CSI and the candidate locations are established through some classifiers, such as deterministic k-nearest neighbor (KNN) clustering, probabilistic Bayes rule algorithms, and deep learning based algorithms. The above fingerprint based solutions have been shown to be able to achieve sub-meter, even decimeter level accuracy, if CSI from multiple APs, multiple frequency bands, and/or multiple antennas can be fused together.

The availability of timely and accurate signal fingerprint maps is of paramount importance for the aforementioned highly accurate localization approaches. However, the collection of fingerprint maps is often considered as a labor-intensive task. Furthermore, fingerprint maps can be easily corrupted by the fluctuations in the wireless channels, due to human movement or time-varying scattering and reflections. It was shown in [13] that those factors can gradually, over time, degrade the localization accuracy. In order to solve this problem, [14] proposed to regularly update the fingerprint database in order to maintain the positioning accuracy without deterioration. However, the associated system maintenance costs were inevitably expensive. Recently, a low cost alternative scheme named crowdsourcing has been proposed to keep the fingerprint database fresh via collaborative user reporting. With the aid of floor plans, the existing crowdsourcing systems can update the fingerprint database by matching the mobile users’ zigzag routing, estimated by inertial measurement unit (IMU) results for a period of time with the pre-acquired floor plan. However, the above method suffers from the inaccurate location information of crowdsourcing users, which often results in error accumulating events, as shown in [16]. In addition, the localization approaches only update the fingerprint
Fig. 1. The proposed crowdsourcing system includes one or more reporters, a server, and a requester. The system operator designs the initial fingerprint database at the server, and the reporter provides frequently updates on its fingerprints with location labels. Based on this information, the server keeps updating the relationship between the database with the fingerprints and the requester locations. In the online phase, the requester leverages the latter updated mapping to obtain its precise localization.

database by newly collected fingerprints using conventional multi-dimensional scaling (MDS) \cite{17} or marginalized particle filtering (MPF) \cite{18} schemes, which has been shown to exhibit poor localization accuracy.

To address the aforementioned issues with the crowdsourcing approaches, we present in this paper a novel self-calibrating indoor localization system that is based on a WiFi fingerprint database. By efficiently utilizing the dynamically updated fingerprints from crowdsourcing, we introduce the maximum mean discrepancy (MMD) to describe the differences of their distributions, which is further extended to multi-kernel MMD (MK-MMD) by incorporating the conditional CSI distributions. Furthermore, a combined loss function for the proposed deep transfer learning framework is designed to balance the localization accuracy and the MK-MMD distances. The proposed scheme attains to keep the WiFi fingerprint database as well as the neural network models updated, in order to efficiently track the variations of the wireless channel for long time periods, while exhibiting reasonable implementation complexity. Our experimental results in an indoor laboratory environment have showcased that the proposed localization scheme can achieve mean localization errors as low as one meter.

The rest of this paper is organized as follows. In Section II, we introduce our proposed crowdsourcing indoor localization system. We then present the considered problem formulation and the implementation details of the proposed deep transfer learning approach in Section III. Our experimental results are discussed in Section IV, while Section V concludes this paper.

II. SYSTEM MODEL

In this section, we present the proposed crowdsourcing system architecture, which is depicted in Fig. 1 and discuss the initialization of the architecture’s fingerprint database as well as its updating procedure via crowdsourcing.

A. Fingerprint Database Initialization

The initial fingerprint database, whose content is denoted as $DB_0$, stores the CSI samples from $N_R$ discrete grid locations, e.g., \{\$A_m, \forall m \in [1, \ldots, N_R]\}. We make use of the notation $H(A_m, T_0) \in \mathbb{C}N_{sc} \times N_s$ for the aggregated channel response of $N_{sc}$ subcarriers and $N_s$ consecutive orthogonal frequency division multiplexing (OFDM) symbols in grid area $A_m$ at the initial time instant $T_0$. The entire fingerprint database is initialized as follows,

$$DB_0 = \{(m, H(A_m, T_0)), \forall m \in [1, \ldots, N_R]\}. \quad (1)$$

In practice, it is in general hard to obtain the channel responses of the entire grid area. For our fingerprint database initialization, the CSI samples at the center locations \{\$L_m, \forall m \in [1, \ldots, N_R]\} of each grid area (see the red points in our laboratory experimental results, as illustrated later on in Fig. 3), are considered as the regional CSI, $H(A_m, T_0)$, and CSI at the reference point $L_m$, e.g., $H(L_m, T_0)$, can be obtained via a standard MMSE detection algorithm, as discussed in \cite{19}.

B. Fingerprint Database Update

For each duration between the time instants $T_n$ and $T_{n+1}$, we assume $N_{r+1}$ reporters are transmitting their respective location information \{\$L_{r+1}(i)\} and collected CSI $\{H(L_{r+1}(i), T_{n+1})\}$, where $i \in [1, \ldots, N_{r+1}]$, to the central server. In order to obtain the accurate location $L_{r+1}(i)$, we utilize the WiFi, GPS receiver and IMU sensors, as shown in Fig. 1. Let us denote by $\Omega_i(A_m)$ the set of reports in the area $A_m$, e.g., $\Omega_i(A_m) = \{i, \forall i \text{satisfies } L_{r+1}(i) \in A_m\}$. We can update the fingerprint $H(A_m, T_{n+1})$ by averaging the collected CSI within the area $A_m$ in order to eliminate occasional measurement errors, which is given by

$$H(A_m, T_{n+1}) = \left\{ \frac{1}{|\Omega_i(A_m)|} \sum_{i \in \Omega_i(A_m)} H(L_{r+1}(i), T_{n+1}), \Omega_i(A_m) \neq \emptyset, \right\}$$

$$\left\{ H(A_m, T_{n+1}), \Omega_i(A_m) = \emptyset \right\}.$$  

where $|\cdot|$ denotes the cardinality of the inner set and $\emptyset$ denotes the empty set. The fingerprint database at $T_{n+1}$, i.e., $DB_{n+1}$, is thus given by,

$$DB_{n+1} = \{(m, H(A_m, T_{n+1})), \forall m \in [1, \ldots, N_R]\}. \quad (2)$$

It is well known that GPS is currently the most widely applied GNSS service in the world, and deployed on most mobile terminals. However, indoor GPS signals are usually considered too weak for indoor localization. Actually, our smartphones often receive strong GPS signals and acquire accurate positioning coordinates in some non-closed places such as positions by the windows. In this way, opportunistic GPS localization can be accessible to annotate the newly collected fingerprint. In order to make sure the received signals are strong enough to provide accurate locations, we have designed detectors to help assess the signal quality\footnote{More details about the detectors will be provided in the extended version of this paper.} only when the signal quality meets...
the requirements in several tests, we record the prior position \(L_0\). To further obtain the user traces, we apply an offline pedestrian dead reckoning (PDR) algorithm applied on the collected IMU sensor data, including accelerometer, gyroscope and magnetometer as mentioned in [20]. The whole process consists of step detection \(N_s\), step length estimation \(L_k\), and heading direction estimation \(\alpha_k\), and the PDR displacement in a very short time period is described as,

\[
\Delta L = \sum_{k=1}^{N_k} \alpha_k \cdot L_k,
\]

where \(L_k\) is the \(k^{th}\) step length of reporter. A particle filter is utilized to reduce IMU distance errors during this process. Through this approach, we can obtain the reporter’s location by \(L^*_{n+1}(i) = L_0 + \Delta L\) and the corresponding CSI, \(H(L^*_{n+1}(i), T_{n+1})\).

### III. Proposed Deep Transfer Learning Scheme

In this section, we present the considered crowdsourcing localization problem formulation and devise a deep transfer learning scheme for the fingerprint database update. In particular, we present a MK-MMD minimization optimization framework, based on which a novel neural network structure and loss function are designed to exploit the inner relationship between the original and updated CSI measurements.

#### A. Problem Formulation

We apply a general optimization framework to describe the localization problem. Denote \(L^*_n\) and \(\hat{L}^*_n\) to be the ground-truth and the predicted locations of the \(k^{th}\) target at \(T_n\), respectively, and the corresponding mean distance error (MDE) performance over \(K\) sampling positions is given by \(\frac{1}{K} \sum_{k=1}^{K} \| \hat{L}^*_n - L^*_n \|_2\), where \(\| \cdot \|_2\) represents the vector \(l_2\) norm as defined in [21]. With the above notation, we can describe the MDE minimization problem using the following optimization framework.

**Problem 1 (MDE Minimization)**

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{N} \frac{1}{K} \sum_{k=1}^{K} \sum_{n=1}^{N} \| \hat{L}^*_n - L^*_n \|_2 \\
\text{subject to} & \quad \hat{L}^*_n = (p^k_n)^T \cdot L_c, \\
& \quad p^k_n = g_n(H(L^*_n), DB_n), \forall n, \\
& \quad p^k_n \in [0, 1]^{N_s}, \forall n, k,
\end{align*}
\]

where \(N\) is the total number of localization time instants, as well as \(L_c = [L^*_0, \ldots, L^*_m, \ldots, L^*_N]\) and \(p^k_n\) denote the central grid positions and the position likelihood distribution of the \(k^{th}\) target at \(T_n\) with respect to all the possible \(A_m\), respectively. The function \(g_n\) represents the unknown mapping relationship between the measured CSI \(H(L^*_n)\) and \(p^k_n\).

In order to minimize the localization errors, it is necessary to estimate \(p^k_n\) by fitting the \(g_n(\cdot)\) function, and further obtain a recursive relation with the new function \(g_{n+1}(\cdot)\), which is represented as,

\[
P^k_{n+1} = g_{n+1}(H(L^*_{n+1}), DB_{n+1}).
\]

Considering that part of fingerprints in \(DB_{n+1}\) are updated compared with \(DB_n\), it is unnecessary to fit the \(g_{n+1}(\cdot)\) function using the entire \(DB_{n+1}\). In order to reduce the computational complexity of the fingerprint database update, we propose to apply transfer learning for fingerprint transfer. Due to the complexity of the fingerprint database update, we propose to use an improved multi-kernel solution, namely MK-MMD [22], defined as follows.

\[
D_{\text{MK-MMD}}(DB_n, DB_{n+1}) = \sum_{m=1}^{N_m} \| \Phi (H(A_m, T_n)) - \Phi (H(A_m, T_{n+1})) \|^2_{\mathcal{H}},
\]

where \(\| \cdot \|_{\mathcal{H}}\) are and the vector norm operation in RKHS. With the above manipulation, we are required to fit the optimal mapping function \(\Phi(\cdot)\) to update the function \(g_{n+1}(\cdot)\), that is minimize MMD. Then we can transform the original MDE minimization problem into the following MMD minimization problem.

**Problem 2 (MMD Minimization)**

\[
\begin{align*}
\text{minimize} & \quad D_{\text{MMD}}(DB_n, DB_{n+1}) \\
\text{subject to} & \quad (6), (8),
\end{align*}
\]

Although the aforementioned MMD considers the distribution differences of CSI between \(\text{Pr}(H(A_m, T_n))\) and \(\text{Pr}(H(A_m, T_{n+1}))\), the conditional probability distributions of specific areas, e.g., \(\text{Pr}(H(A_m, T_n)\mid A_m)\) and \(\text{Pr}(H(A_m, T_{n+1})\mid A_m)\), are ignored. Since this feature provides additional correlation information in different areas, we propose to use an improved multi-kernel solution, namely MK-MMD [22], defined as follows.

\[
D_{\text{MK-MMD}}(DB_n, DB_{n+1}) = \sum_{m=1}^{N_m} \lambda \| \Phi (H(A_m, T_n)) - \Phi (H(A_m, T_{n+1})) \|^2_{\mathcal{H}} \\
+ \mu \| \Phi (H(A_m, T_n)\mid A_m) - \Phi (H(A_m, T_{n+1})\mid A_m) \|^2_{\mathcal{H}},
\]

where \(\lambda, \mu \in [0, 1]\) denote a fine-tuning coefficient indicating the data similarity between \(DB_n\) and \(DB_{n+1}\), for which it holds \(\lambda + \mu = 1\). With the proposed MK-MMD metric, we define the MK-MMD minimization problem to better fit the optimal mapping function \(\Phi(\cdot)\) and update the function \(g_{n+1}(\cdot)\) as follows.

**Problem 3 (MK-MMD Minimization)**

\[
\begin{align*}
\text{minimize} & \quad D_{\text{MK-MMD}}(DB_n, DB_{n+1}) \\
\text{subject to} & \quad \lambda + \mu = 1, \quad (6), (8).
\end{align*}
\]
It is noted that in the conventional methods, such as joint distribution adaptation (JDA) [23], the objective is usually to find a transformation matrix to represent the transfer mapping function $\Phi(\cdot)$. In the above MK-MMD formulation, a simply transformation matrix is insufficient, as mentioned in [22], which motivates us to apply deep neural networks for the transfer function representation, as described in the sequel.

### B. Neural Network

To address the mentioned Problem 3 we design a deep transfer learning network for fingerprint adaptation. As shown in Fig. 2, we start with a deep convolutional neural network (CNN), which is a common structure to fulfill the complex signal feature extraction and dimension reduction tasks. Since the convolutional layers only learns generic features in the related data sets, we only impose the MK-MMD domain adaptation in the final fully connected (FC) layer. This is because the unique characteristics of different data sets begin to appear when the structure of neural networks is deep enough [22]. Motivated by this fact, we design the neural network structure with five convolutional layers and one average pooling layer to obtain the feature vectors. An FC layer with softmax output [24] is used to provide the normalized probability. The detailed configuration and parameters of the proposed neural networks are listed in Table 1 which is designed with reference to the commonly used transfer learning neural network. Meanwhile, in the neural network design, we also propose to use a joint loss measure, which considers both the cross-entropy measure to describe the differences between the normalized output probability $\hat{p}^k_n$ and the ground true label vector $p^k_n$ and the MK-MMD based loss, $D_{\text{MK-MMD}}(DB_n, DB_{n+1})$. The parameters in the network can be adjusted by minimizing the loss function, which can be written as,

$$L = - \sum_{m=1}^{N_R} p^k_{n,m} \log \hat{p}^k_{n,m} + D_{\text{MK-MMD}}(DB_n, DB_{n+1}),$$

where $p^k_{n,m}$ and $\hat{p}^k_{n,m}$ are the normalized probability for the $m^{th}$ grid area. In addition, we train the parameters of deep neural networks with Adam optimizer to minimize the above loss function in the training stage.

### Table I

| Module | Layers | Parameters |
|--------|--------|------------|
| CNNs   | conv−1 | $112 \times 112 \times 1$ |
|        | conv−2 | $56 \times 56 \times 64$ |
|        | conv−3 | $28 \times 28 \times 128$ |
|        | conv−4 | $14 \times 14 \times 256$ |
|        | conv−5 | $7 \times 7 \times 512$ |
|        | average pooling | $1 \times 1 \times 512$ |
|        | FC | $1 \times 1 \times 512$ |
| Output | Softmax | $15 \times 1$ |

In the operating stage, users ask for their position information by reporting their real-time CSI to the server. The trained neural network with the updated parameters outputs a probability vector $\hat{p}^k_{n+1,m}$, which is utilized to obtain the final estimation location $\hat{L}^k_{n+1}$. The corresponding mathematical expression is given by,

$$\hat{L}^k_{n+1} = \sum_{m=1}^{N_R} \hat{p}^k_{n+1,m} \cdot L^m.$$

### IV. Experiment Results

In this section, we provide some numerical results to show the necessity of the fingerprint database and effectiveness of the proposed deep transfer learning based approach for neural networks update. To be more specific, we compare the proposed schemes with two baselines, e.g., Baseline 1: non-updated KNN based scheme and Baseline 2: JDA based transfer scheme, in terms of effectiveness and complexity. We implement our localization system using a TP-LINK wireless router as the AP and two Nexus 5 smartphones as the reporter and requester respectively. The whole system works at 2.4 GHz with the bandwidth of 20MHz. Nexus 5 with Nexmon [25] software installed overhears the user datagram protocol (UDP) frames transmitted by the AP and then extracts the CSI from them. We verify the proposed scheme in the laboratory environment, where the layout of testing scenarios are shown in Fig. 3. With laboratory equipment, furniture, and people movements in the real situation, the tested wireless fading conditions cover most of the daily indoor scenarios with mixed LOS and NLOS paths.

#### A. Localization Accuracy

In this experiment, we investigate on the effect of fingerprint database update. We compared the proposed schemes with the above baselines by measuring the cumulative distribution function (CDF) [26] of distance error in the test scenario. Fig. 4 describes CDF of the localization distance error during the
operating stage. The proposed regression based algorithms show superior localization accuracy over Baseline 1 and Baseline 2.

By comparing JDA based approach (red solid curves) and deep transfer learning based approach (black solid curves) with non-update KNN based scheme, we can find the fingerprint transfer based schemes have a better localization performance. By comparing JDA based approach and deep transfer learning based approach, the latter one achieves the mean errors of 1.08 m for the test scenarios, which shows better localization accuracy than 1.37 m of the former one. This is due to the fact that deep transfer learning based approach is able to utilize the complex structure of neural network to better minimize MK-MDD and build the relationship between the updated fingerprint database and locations, while the transfer ability of transfer matrix in JDA based approach is very limited.

B. Fingerprint Database Update

In this experiment, we investigate the test localization accuracy with different percentage of newly collected samples in the original dataset, considering that not all the CSI samples can be updated through crowdsourcing technology. Based on this consideration, we can figure out the time period of performing a fingerprint transfer to make sure the neural network to be updated. To this end, percentage of newly collected samples are set to be 30%, 50% and 70%, respectively. Localization errors under different new CSI samples percentage are illustrated in Fig. 5, where the corresponding average localization errors are 1.36 m (blue solid curves), 1.08 m (black solid curves) and 0.85 m (red solid curves), respectively. It is worth noting that when the size is changed from 30% to 70%, the localization errors reduce to the half at the cost of approximately two times the data collection and labelling. Based on the above results, we believe if half of the fingerprint database can be updated by the newly collected samples, the crowdsourcing localization system can provide accuracy of about one meter.

C. Computational Complexity

Although in terms of localization errors, the proposed schemes provide a satisfactory performance, the implementation complexity is still uncertain. Therefore, in the second experiment, we show the effectiveness of proposed schemes by comparing the computational time cost with the above baseline schemes.

| Samples Number | Baseline 1 | Baseline 2 | Proposed Method |
|----------------|-----------|-----------|-----------------|
| 1              | 0.01s     | 13.9s     | 0.6s            |
| 100            | 0.02s     | 15.9s     | 4.7s            |
| 1000           | 0.1s      | 31.6s     | 5.61s           |
In Table II we compare the total running time of different schemes with different number of test samples on the same experimental platform. As shown in Table II, KNN based scheme (Baseline 1) cost the least time, regardless of the number of samples, because only the matching and classification processes are conducted, instead of complex fingerprint transfer process. For JDA based scheme (Baseline 2), most of calculation time is used to complete the iterative process to find the suitable transfer matrix. That’s why JDA algorithm cost the most running time regardless of the samples number. Thanks to the parameter storage capacity of the neural network architecture, the trained network help to quickly calculate the position information of the test signal in the online phase. Compared with two baseline methods, our proposed deep transfer learning based method provides high positioning accuracy with low computational complexity, which reduces the calculation overload of the localization system.

V. CONCLUSION

In this paper, we presented a self-calibrating crowdsourcing localization system that is based on multi-kernel deep transfer learning for efficiently exploiting the availability of frequently updated fingerprinting signals. The proposed system simultaneously updates the fingerprint database and the corresponding localization function, enabling the utilization of both historical as well as updated fingerprint information for high precision localization. The presented indoor laboratory experimental results with the proposed system using two Nexus 5 smartphones at 2.4GHz with 20MHz bandwidth have shown that the proposed framework achieves about one meter level accuracy with relatively low computational complexity. This performance is achieved with 50% of the fingerprint update needed in the conventional transfer matrix based method.
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