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Abstract:
This paper considers and proposes new estimators that depend on the sample and on prior information in the case that they either are equally or are not equally important in the model. The prior information is described as linear stochastic restrictions. We study the properties and the performances of these estimators compared to other common estimators using the mean squared error as a criterion for the goodness of fit. A numerical example and a simulation study are proposed to explain the performance of the estimators.
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Introduction:
The linear regression model is given as the follows:
\[ Y = X\beta + \varepsilon, \quad \text{(1)} \]
where \( Y \) is an \( n \times 1 \) column of observations that explain the dependent variable, \( X \) is an \( n \times p \) matrix of observations on \( p \) independent variables, \( \beta \) is a \( p \times 1 \) column of unknown parameters and \( \varepsilon \) is an \( n \times 1 \) column of residuals, with an expected value equal to zero and a variance – covariance matrix equal to \( \sigma^2 I_n \).

When all the assumptions of the linear model in (1) have been satisfied, the ordinary least squares estimator, denoted (OLS), will be the best linear unbiased estimator for (1) and is given as follows:
\[ \hat{\beta} = S^{-1}X'Y, \quad \text{(2)} \]

where \( S = X'X \). The OLS estimator is not always be a good estimator when the multicollinearity is present; consequently, the goodness of the OLS estimator will be missed. Neter, (1) said that in the process of fitting regression model, when one independent variable is nearly combination of other independent variables and this will affect parameter estimates. Multicollinearity may cause serious difficulties.

Variance of parameter estimates may be unreasonably large, parameter estimates may not be significant and a parameter estimate may have a sign different from what is expected.

Thus, the detection of multicollinearity has to be made to reduce the effect on the estimation.

The measures most applied to detect multicollinearity are the Variance Inflator Factor (VIF) and the Condition Number (CN) and the researchers are still working for this subject (2).

To reduce the effect of this problem, the biased estimation technique has been developed. Therefore, many new biased estimators have been proposed, such as the RR estimator (3). From the theory that the combination of two different estimators might inherit the advantages of both estimators, Liu (4) combined the Stein estimator with the RR estimator and proposed the Liu estimator (LE) as follows:
\[ \hat{\beta}_{LE}(d) = (S + dI)^{-1}(X'Y + d\hat{\beta}), \quad \text{(3)} \]

where \( 0 < d < 1 \). Fela O. and Selahattin k. (5) discussed the predictive performance of the Liu estimator comparing it with ordinary least squares, principal components and Ridge regression estimators. Also Sivarajah and Pushpakanthe (6) proposed a new biased estimator namely modified almost unbiased Liu estimator by combining almost unbiased Liu estimator (AULE) and ridge estimator (RE) in a linear regression model when multicollinearity is present among the independent variables.
In addition to the sample information, some exact or stochastic restrictions may be available for the unknown parameter of the model under consideration, then this will help to overcome the multicollinearity problem. Therefore, suppose that we have some prior information about \( \beta \) in the form of stochastic linear restrictions as follows:

\[
\begin{align*}
\mathbf{h} = \mathbf{H}\beta + \mathbf{e} \sim (0, \mathbf{\Psi}) ,
\end{align*}
\]

where \( \mathbf{h} \) is a \( 1 \times 1 \) matrix that may be interpreted as a random vector with \( \mathbb{E}(\mathbf{h}) = \mathbf{H}\beta \). \( \mathbf{H} \) is a \( 1 \times p \) known matrix and \( \mathbf{V} \) is assumed to be a known and positive definite (pd). Additionally, it is assumed that \( \mathbf{e} \) is stochastically independent of \( \mathbf{e} \).

Theil and Goldberger (7,8) introduced the mixed estimation technique by unifying the sample and the prior information in equation (4) in a common model. These authors introduced what they called the ordinary mixed estimator (OME) as follows:

\[
\hat{\beta}_m = \left( S + H'V^{-1}H \right)^{-1} (X'Y + H'S^{-1}h) \quad \cdots (5)
\]

To improve the performance of OME estimator, Hu Yang and Jianwen Xu (9) introduced what they called the stochastic restricted Liu estimator by combining the OME and LE as follows:

\[
\hat{\beta}_{\text{SRLTE}}(d) = \hat{\beta}_m + S^{-1}H' (V + HS^{-1}h)^{-1} (\mathbf{h} - H\hat{\beta}_m) \quad \cdots (6)
\]

Nilgün Yıldız (10) provided a new alternative estimator, the stochastic restricted Liu-type estimator, which is obtained by combining the OME and Liu-type estimator in the following way:

\[
\hat{\beta}_{\text{SRLTE}}(k, d) = S_k^{-1} (S - dI)(S + H'V^{-1}H)^{-1} (X'Y + H'V^{-1}h) \quad \cdots (7)
\]

When the sample information given by (1) and the prior information presented by (4) are assigned as not equally important, Schffrin and Toutenburg (11) introduced the weighted mixed estimator (WME) as follows:

\[
\hat{\beta}_w = \left( S + wH'V^{-1}H \right)^{-1} (X'Y + wH'V^{-1}h), \quad \cdots (8)
\]

where \( w \) is a nonstochastic scalar weight, with \( 0 \leq w \leq 1 \).

Weibing Zuo (12) proposed a new weighted stochastic restricted Liu estimator (WSLE) as follows:

\[
\hat{\beta}_{\text{wSLE}}(d) = \left( F_d^{-1}S + wH'V^{-1}H \right)^{-1} (X'Y + wH'V^{-1}h) \quad \cdots (9)
\]

Additionally, Hu Yang et al. (13) introduced a weighted mixed Liu estimator as follows:

\[
\hat{\beta}_w(d) = \left( S + wH'V^{-1}H \right)^{-1} (F_d X'Y + wH'V^{-1}h) \quad \cdots (10)
\]

Nilgün Yıldız (14) introduced the weighted mixed Liu-type estimator (WMLTE) based on the weighted mixed and Liu-type estimator (LTE) in linear regression model as follows:

\[
\hat{\beta}_w (w, k, d) = \hat{\beta}_{\text{LTE}}(k, d) + S_k^{-1} H' (V + HS_k^{-1}H')^{-1} (\mathbf{h} - H\hat{\beta}_{\text{LTE}}(k, d)) \quad \cdots (11)
\]

Where \( \hat{\beta}_{\text{LTE}}(k, d) = (S + kI)^{-1} (X'Y - d\hat{\beta}) \) is the Liu-type estimator.

Additionally, Nimet Özbay and Selahattin Kaçıranlar (15) introduced a new two-parameter-weighted mixed estimator (TPWME) by unifying the weighted mixed estimator in (7) and the two-parameter estimator (TPE) of Özkale and Kaçıranlar (16) as follows:

\[
\hat{\beta}_w(k, d) = \hat{\beta}(k, d) + S_k^{-1} H' (V + HS_k^{-1}H')^{-1} (\mathbf{h} - H\hat{\beta}(k, d)) \quad \cdots (12)
\]

where \( \hat{\beta}(k, d) = S_k^{-1} (X'Y + k d\hat{\beta}) \).

We want to mention here, that there are many authors who are working in biased estimation methods in regression models with prior information or without, see, for example Özkale (17), Huang and Yang (18), Kristofer M., Kibria G. B.M. and Shukur G. (19) and Özbay and Kaçıranlar (20).

As it can be observed, all the estimators in (5) to (10) are still dealing with the \( S^{-1} \) matrix. Therefore, if there is severe multicollinearity, then the estimators will be obtained but with high variance.

For this reason, the goal of this paper is to propose new types of stochastic-restricted Liu estimators in the case of the prior and the sample information being either equally important or not which does not deal with \( S^{-1} \) only.

This paper is organized as follows. In Section 2, the statistical model and the new weighted and non-weighted mixed Liu estimators are introduced. Then, in Section 3, the superiority of the proposed estimator compared with some related estimators is given, and we list some lemmas needed for the theoretical discussions. Finally, a numerical example and a simulation study are provided to illustrate some of the theoretical results in Section 5.

### The Proposed Estimators

#### Case of the prior and sample information are equally important

By augmenting model (1) with \( d\hat{\beta} = I\hat{\beta} + \mathbf{e} \), we get

\[
\begin{pmatrix}
\mathbf{y} \\
\frac{d\beta}{d\beta} \\
\end{pmatrix} = \mathbf{X}'\beta + \begin{pmatrix}
\mathbf{e} \\
\mathbf{e} \\
\end{pmatrix}, \quad \mathbf{e} \sim (0, \mathbf{\Psi}) \] or

\[
\mathbf{Y}^* = \mathbf{X}'\beta + \mathbf{e}^* \quad \cdots (13)
\]

By using the mixed estimation method suggested by Thiel and Goldberger (7), the estimation (13) subject to (4), gives the following:

\[
\begin{pmatrix}
\mathbf{y} \\
\mathbf{e} \\
\end{pmatrix} = \mathbf{X}'\beta + \begin{pmatrix}
\mathbf{e} \\
\mathbf{e} \\
\end{pmatrix} \quad \cdots (14)
\]
In another form, (14) can be rewritten as follows:

$$\tilde{\beta} = \tilde{X}\hat{\beta} + \tilde{\epsilon}, \quad \ldots \ (15)$$

where $$E(\tilde{\epsilon}) = 0$$, $$V(\tilde{\epsilon}) = \sigma^2 \tilde{V} = \sigma^2 \left( I_n \ 0 \right)$$. Model (15) combines the prior information in (5) and the sample information in (13). Since V is positive definite (pd), $$\tilde{V}$$ will be positive definite; therefore, there exists a non-singular symmetric matrix W, such that $$\tilde{V} = W'W$$ (21). By premultiplying both sides of (15) by $$W^{-1}$$, we get the following:

$$\tilde{Y}' = X'W^{-1}\tilde{\beta} + \tilde{\epsilon}', \quad \ldots \ (16)$$

where $$Y' = W^{-1}\tilde{y}, X' = W^{-1}\tilde{x},$$ and $$\epsilon' = W^{-1}\tilde{\epsilon}$$. From (16), the variance of $$\epsilon'$$ will be equal to $$\sigma^2 I$$ (i.e., $$V(\tilde{\epsilon}') = \sigma^2 I$$). This means that the errors $$\tilde{\epsilon}$$ are uncorrelated and that (16) represents the classic linear model. Therefore, by fitting model (16) using the least square method, we obtain the new proposed estimator as follows:

$$\hat{\beta}_m(d) = (S + I + H'V^{-1}H)^{-1}(X'Y + d\hat{\beta} + H'V^{-1}h) \quad \ldots \ (17)$$

The following facts give another form of $$\hat{\beta}_m(d)$$ in (17).

**Lemma 1** (21): Suppose that the square matrices $$E: n \times n$$ and $$C: n \times n$$ are not singular, and let $$B: p \times n$$ and $$D: n \times p$$ be any two matrices. Then, $$(E + BCD)^{-1} = E^{-1} - E^{-1}B(C^{-1} + DE^{-1}B)^{-1}DE^{-1}$$. If $$E = S + I$$, $$B = H'$$, $$C = V^{-1}$$, and $$D = H$$, then by Lemma 1, we can rewrite (17) as follows:

$$\hat{\beta}_m(d) = \hat{\beta}(d) + S^{-1}(I)H'(V + HS^{-1}(I)H')^{-1}(h - H\hat{\beta}(d)), \ldots \ (18)$$

where $$S^{-1}(I) = (S + I)^{-1}$$. We call this estimator the stochastic restricted Liu-type estimator (SRLTE).

**Case of the prior and sample information are not equally important**

As mentioned in section (2-1), the proposed estimator is as follows:

$$\hat{\beta}_{wrm}(d) = (S + I + wH'V^{-1}H)^{-1}(X'Y + d\hat{\beta} + wH'V^{-1}h) \quad \ldots \ (19)$$

where $$G_d = (I + dS^{-1})$$. It is called the weighted mixed Liu-type estimator (WMLTE).

In fact, $$\hat{\beta}_{wrm}(d)$$ is a general estimator, which includes the OLS, LE and SRLTE estimators as special cases. This estimator is as follows.

If $$w = 0$$ and $$d = I$$, then

$$\hat{\beta}_{gw}(1) = \hat{\beta}$$

If $$w = 0$$ or $$H = 0_{q \times p}$$, then

$$\hat{\beta}_{gw}(d) = \hat{\beta}_{wsm}(d) = \hat{\beta}_{wsm}(d)$$

If $$w = 1$$, then

$$\hat{\beta}_m(d) = \hat{\beta}_m(d)$$

**The properties of the proposed estimators**

The properties of the proposed estimator in (19) will be obtained, and then the estimator is generalized using the proposed estimator in (17), by setting $$w = I$$.

It is well known that the performance of any estimator $$\hat{\beta}^*$$ for $$\beta$$ depends on its properties. Therefore, it is necessary to study the properties of the proposed estimator as well as those of other estimators.

The expected value and the variance - covariance matrices of the WME and WSLE estimators are given as follows:

$$E(\hat{\beta}_{wrm}) = \beta, \quad \ldots \ (20)$$

$$\text{Cov}(\hat{\beta}_{wrm}) = \sigma^2 A^*(S + w^2H'V^{-1}H)A^*, \ldots \ (21)$$

where $$A^* = (S + w^2H'V^{-1}H)^{-1}$$. Furthermore, $$(S + w^2H'V^{-1}H)A^* = (S + dS^{-1} + w^2H'V^{-1}H)A^*$$.

Additionally, the expected value and the variance - covariance matrix of the WMLTE are as follows:

$$E(\hat{\beta}_{wsm}(d)) = \beta + (d - 1)A\hat{\beta}, \ldots \ (23)$$

$$\text{Cov}(\hat{\beta}_{wsm}(d)) = \sigma^2 A(S + dS^{-1} + w^2H'V^{-1}H)A, \ldots \ (24)$$

where $$A = (S + I + wH'V^{-1}H)^{-1}$$.

If we are dealing with the biased estimators, the mean squared error matrix is the best criterion that can provide good information about the performance of an estimator. This matrix can describe the variance - covariance matrix and the biased vector of an estimator simultaneously as follows:

$$\text{MSE}(\hat{\beta}^*) = \text{Cov}(\hat{\beta}^*) + \text{Biased}(\hat{\beta}) \cdot \text{Biased}(\hat{\beta})'$$

Therefore, $$(S + dS^{-1} + w^2H'V^{-1}H)A^* \ldots \ (26)$$

$$\text{MSE}(\hat{\beta}_{wsm}(d)) = \sigma^2 A(S + dS^{-1} + w^2H'V^{-1}H)A + B_1B_1', \ldots \ (27)$$

where $$B_1 = (d - 1)A\hat{\beta}$$.

$$\text{MSE}(\hat{\beta}_{wsm}(d)) = \sigma^2 A(S + dS^{-1} + w^2H'V^{-1}H)A + B_1B_2', \ldots \ (28)$$
where $B_2 = A^*(F_d - I)SB_2$.

**Superiority of the Proposed Estimator**

In this section, the superiority of $\hat{\beta}_{wle}(d)$ will be studied to the other estimators by using the mean squared error matrix. Before that, to clarify the discussion, a definition and some lemmas are listed.

**Definition:** (22):

Let $A: n \times n$ and $B: n \times n$ be any two matrices. Then, the roots $\lambda_i = B_i^*(A)$ of the equation $|A - B| = 0$ are called the eigenvalues of $A$ in the metric $B$.

It is clear from the above definition that the roots of $B_i^*(A)$ are the usual eigenvalues of the matrix $B_i^{-1}AB_i^{-1}$.

**Lemma 2** (22):

Let $B$ be a positive definite matrix and $A$ be a positive semi definite matrix denoted by $A = \text{diag}(\lambda_i)$, which is the diagonal matrix of the eigenvalues of $A$ in the metric $B$. Then, there exists a nonsingular matrix $Q$ such that $B = Q^TQ$ and $A = QAQ^T$.

**Lemma 3** (21):

Let $\beta_1$ and $\beta_2$ be two estimators, and let $D = \text{Cov}(\beta_1) - \text{Cov}(\beta_2)$ be a positive definite matrix. Then, $\Delta(\beta_1, \beta_2) = \text{MSE}(\beta_1) - \text{MSE}(\beta_2)$ is a positive definite if and only if $d'_{ij} (D + d'_{ij})^{-1}d_{ij} < 1$.

**Lemma 4** (23):

Let $M$ and $N$ be two $n \times n$ matrices, such that $M$ is a positive definite and $N$ is a non-negative definite. Then, $M-N$ is a positive definite if and only if $\lambda_i(N^{-1}) < 1$.

**Superiority of $\hat{\beta}_wm(d)$ compared to $\hat{\beta}_wle(d)$**

Let $D_1 = \text{Cov}(\hat{\beta}_wm) - \text{Cov}(\hat{\beta}_wle(d)) = \sigma_i^2A^*(S + w^2R'V^{-1}R)A^* - \sigma_i^2A(S + dS^{-1} + w^2H'V^{-1}H)A$.

By lemma 2, let $Q$ be a nonsingular matrix, such that $\sigma_i^2A^*(A + w^2R'V^{-1}R)A^* = Q'Q$ and $\sigma_i^2A(S + dS^{-1} + w^2H'V^{-1}H)A = Q'\Lambda Q$.

Therefore, $D_1 = Q'Q - Q'\Lambda Q = Q'(I - \Lambda)Q$.

Let $x' x = x'Q'(I - \Lambda)Q x = y'(I - \Lambda)y = \sum (1 - \lambda_i)\sigma_i^2A^*(A + w^2R'V^{-1}R)A^*\sigma_i^2A(S + dS^{-1} + w^2H'V^{-1}H)A)$ $y_i^2$.

where $y = Qx$.

It is clear that $x' D_1 x$ is p.d. if and only if $\lambda_i\sigma_i^2A^*(A + w^2R'V^{-1}R)A^*\sigma_i^2A(S + dS^{-1} + w^2H'V^{-1}H)A) < 1$.

Therefore, by lemma 3, the following result can be stated.

**Theorem 1:** If $\lambda_i^2\sigma_i^2A^*(A + w^2R'V^{-1}R)A^*\sigma_i^2A(S + dS^{-1} + w^2H'V^{-1}H)A < 1$ for some $i$, then $\Delta_i = \text{MSE}(\hat{\beta}_wm) - \text{MSE}(\hat{\beta}_wle(d))$ is a positive definite if and only if $B_1 D_1^{-1}B_1 < 1$.

**Superiority of $\hat{\beta}_wm(d)$ compared to $\hat{\beta}_wle(d)$**

To compare these estimators, we similarly consider the difference $\text{MSE}(\hat{\beta}_wle(d)) - \text{MSE}(\hat{\beta}_wm(d))$ as follows:

$\text{MSE}(\hat{\beta}_wle(d)) - \text{MSE}(\hat{\beta}_wm(d)) = \sigma_i^2D_2 + B_2B_2^T - B_1B_1^T$.

where $D_2 = \sigma_i^2A^*(F_d S F_d + w^2H'V^{-1}H)A^* - \sigma_i^2A(S + dS^{-1} + w^2H'V^{-1}H)A$.

According to lemma 4, $D_2$ is a positive definite if and only if $\lambda_i(\sigma_i^2A(S + dS^{-1} + w^2H'V^{-1}H)A) < 1$.

Now, the following result can be stated.

**Theorem 2:**

If $\lambda_i^2\sigma_i^2A(S + dS^{-1} + w^2R'V^{-1}R)A\sigma_i^2A^*(F_d S F_d + w^2R'V^{-1}R)A^*) < 1$, then the weighted-mixed Liu-type estimator $\hat{\beta}_{wle}(d)$ is superior to the weighted-stochastic-restricted Liu-type estimator $\hat{\beta}_{wm}(d)$ in the mean squared error matrix if and only if $B_1'(D + B_2B_2^T - B_1B_1^T) < 1$.

**Optimal biased parameter $d$ for $\hat{\beta}_{wm}(d)$**

The least mean squared error of $\hat{\beta}_{wm}(d)$ can be obtained by finding the optimal value of the biased parameter $d$. Therefore, we have to find the $d$ that achieves the desired performance.

Model (1) can be written in the canonical form as follows:

$Y = Z\beta + \epsilon$

where $Z = XP, \beta = P'\beta$ and $P$ is a $p \times p$ orthogonal matrix, such that $P'X'XP = \Lambda, \Lambda$ is a $p \times p$ diagonal matrix and its elements $\lambda_1, \lambda_2, \ldots, \lambda_p$ are the eigenvalues of $Z'Z$, such that $\lambda_1 > \lambda_2 > \cdots > \lambda_p$ and $\Lambda P'H'V^{-1}HP = \Gamma = \text{diag}[\nu_1, \cdots, \nu_p]$.

Therefore, the MSE of the proposed estimator is as follows:
The optimal value of the biased parameter $d$ that minimizes $MSE(\hat{a}_{wym}(d))$, let $w$ be fixed, minimize the trace of the $MSE(\hat{a}_{wym}(d))$ as a function and calculate the derivative with respect to $d$ as follows:

$$mse = tr(MSE(\hat{a}_{wym}(d)))$$

$$= \sum_{i=1}^{p} \frac{\sigma^2(\lambda_i + d\lambda_i^{-1} + w^2\nu_i) + (d-1)^2\alpha_i^2}{(\lambda_i + 1 + w\nu_i)^2}$$

Thus,

$$\frac{\partial mse}{\partial d} = \sum_{i=1}^{p} \frac{\sigma^2\lambda_i^{-1} + 2(d-1)\alpha_i^2}{(\lambda_i + 1 + w\nu_i)^2} = 0$$

After some simplifications, the optimal $d$ will be given as follows:

$$d = 1 - \frac{\sigma^2\sum_{i=1}^{p} \lambda_i^{-1}}{2\sum_{i=1}^{p} \alpha_i^2}$$

The optimal value of $d$ in (26) depends on two unknown parameters, $\sigma^2$ and $\alpha_i^2$. Therefore, these parameters are replaced with their unbiased estimators $\hat{\sigma}^2$ and $\hat{\alpha}_i^2$ to get the following (see (24)):

$$d = 1 - \frac{\hat{\sigma}^2\sum_{i=1}^{p} \lambda_i^{-1}}{2\sum_{i=1}^{p} \hat{\alpha}_i^2}$$

### Numerical Example and Simulation Study

In this section, the performance of the new estimator is explained compared to the other estimators (WME and WSLE) using the scalar mean squared error (mse). We use the dataset on Portland Cement originally attributed to Woods et al. (25), which several researchers used in their studies, including Hu Yang and Jianwen Xu (9), Hu Yang et al. (26). Our computations were all performed using Matlab R2010b.

The following stochastic linear restriction is considered to improve estimator:

$$\lambda = H\beta + e$$

- **The performance of WMLTE with respect to $w$.**

From Tables 1,2,3 for different values of $w$, in most cases (when $d < 0.35$), the WMLTE is better than the other estimators, which can be observed in Figures 1-5.

- **The performance of WMLTE with respect to $d$.**

The minimum mse value for the WMLTE is when $d=0.01$, but this is not the case for the WML and WSLE. Furthermore, when $d=0.99$, the mse of WMLTE is its maximum value, and the other estimators are superior. These results are clear by looking at Tables 1-3. Therefore, we can say that there is a relation between the performance of the WMLTE and $d$, where if $d$ increases, then the mse of WMLTE will decrease and vice versa. Figures 2,3,4,5 show the performance of the WMLTE with respect to $d$ for different values of $w$.

### Table 1. The scalar mean squared error for the WME, WMLTE and WSLE when $w=0.05$ and $w= 0.1$

|        | $w=0.05$ |        | $w=0.1$ |        |        |        |        |        |        |        |        |        |
|--------|----------|--------|---------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $d$    | $w$      | $d$    | $w$     | $d$    | $w$    | $d$    | $w$    | $d$    | $w$    | $d$    | $w$    | $d$    | $w$    |
|        |          |        |         |        |        |        |        |        |        |        |        |        |        |
| 0.5584 | 0.4942   | 0.4808 | 0.573   | 0.4641 | 0.4428 | 0.4325 | 0.4224 | 0.4123 | 0.4026 | 0.3929 | 0.3832 | 0.3735 |
| 0.6666 | 0.573   | 0.5264 | 0.5527  | 0.496  | 0.4748 | 0.4661 | 0.4488 | 0.4325 | 0.4123 | 0.4026 | 0.3929 | 0.3832 |
| 0.7449 | 0.5392  | 0.4828 | 0.5257  | 0.496  | 0.4748 | 0.4661 | 0.4488 | 0.4325 | 0.4123 | 0.4026 | 0.3929 | 0.3832 |
| 0.8199 | 0.5264  | 0.5264 | 0.5257  | 0.496  | 0.4748 | 0.4661 | 0.4488 | 0.4325 | 0.4123 | 0.4026 | 0.3929 | 0.3832 |
| 0.7777 | 0.5859  | 0.73    | 0.7896  | 0.805  | 0.805  | 0.805  | 0.805  | 0.805  | 0.805  | 0.805  | 0.805  | 0.805  |
| 0.4088 | 0.4663  | 0.4644 | 0.4727  | 0.4942 | 0.5285 | 0.5584 | 0.6038 | 0.6465 | 0.7349 | 0.7349 | 0.7349 | 0.7349 |
Table 2. The scalar mean squared error for the WME, WMLTE and WSLE when w=0.35 and w=0.75

| w=0.75 | w=0.35 |
|--------|--------|
| d      | d      |
| mse(WMLE) | mse (WME) | d | mse (WSLE) | mse (WMLTE) | mse (WME) | d |
| 0.01   | 0.01   | 0.2426 | 0.14124 | 0.7181 | 0.01 |
| 0.09   | 0.09   | 0.3029 | 1.2076 | 0.7181 | 0.09 |
| 0.15   | 0.15   | 0.35   | 1.0712 | 0.7181 | 0.15 |
| 0.2    | 0.2    | 0.3968 | 0.9688 | 0.7181 | 0.2 |
| 0.26   | 0.26   | 0.4409 | 0.8593 | 0.7181 | 0.26 |
| 0.3    | 0.3    | 0.4753 | 0.7945 | 0.7181 | 0.3 |
| 0.44   | 0.44   | 0.6018 | 0.6192 | 0.7181 | 0.44 |
| 0.5    | 0.5    | 0.6588 | 0.5686 | 0.7181 | 0.5 |
| 0.56   | 0.56   | 0.7175 | 0.5326 | 0.7181 | 0.56 |
| 0.62   | 0.62   | 0.7779 | 0.5114 | 0.7181 | 0.62 |
| 0.67   | 0.67   | 0.8295 | 0.5049 | 0.7181 | 0.67 |
| 0.73   | 0.73   | 0.8929 | 0.5106 | 0.7181 | 0.73 |
| 0.79   | 0.79   | 0.9581 | 0.531 | 0.7181 | 0.79 |
| 0.83   | 0.83   | 1.0025 | 0.5528 | 0.7181 | 0.83 |
| 0.88   | 0.88   | 1.059 | 0.5891 | 0.7181 | 0.88 |
| 0.92   | 0.92   | 1.105 | 0.6256 | 0.7181 | 0.92 |
| 0.99   | 0.99   | 1.1875 | 0.7052 | 0.7181 | 0.99 |

Table 3. The scalar mean squared error for the WME, WMLTE and WSLE when w=0.95

| w=0.95 |
|--------|
| d      |
| mse(WMLE) | mse (WMLTE) | mse (WME) | d |
| 1.5376  | 0.2351  | 0.7159  | 0.01 |
| 1.3145  | 0.2963  | 0.7159  | 0.09 |
| 1.1654  | 0.344   | 0.7159  | 0.15 |
| 1.0529  | 0.3851  | 0.7159  | 0.2 |
| 0.9321  | 0.4358  | 0.7159  | 0.26 |
| 0.8601  | 0.4706  | 0.7159  | 0.3 |
| 0.7799  | 0.515   | 0.7159  | 0.35 |
| 0.7235  | 0.5514  | 0.7159  | 0.39 |
| 0.6626  | 0.5979  | 0.7159  | 0.44 |
| 0.6038  | 0.6551  | 0.7159  | 0.5 |
| 0.5605  | 0.714   | 0.7159  | 0.56 |

Figure 1. The mean squared error of the WME, WMLTE and WSLE for w=0.05
Figure 2. The mean squares error of the WME, WMLTE and WSLE for w=0.1

Figure 3. The mean squared error of the WME, WMLTE and WSLE for w=0.35

Figure 4. The mean squared error of the WME, WMLTE and WSLE for w=0.75
For further explanation regarding the behaviour of the new estimator, a Monte Carlo simulation experiment was performed. Following Kibria and Banik (24) and Hua Huang et al. (18) to achieve various degrees of collinearity, the explanatory variables are generated by using the following equation:

\[ x_{ij} = (1 - \rho^2)^{\frac{1}{2}}z_{ij} + \rho z_{i5}, \quad i = 1, 2, ..., n, \quad j = 1, ..., p, \]

where \( z_{ij} \) are independent standard normal pseudorandom numbers, \( p=4 \) is the number of the explanatory variables, \( n=100 \) and \( 500 \), and \( \rho \) is specified so that the correlation between any two explanatory variables is given by \( \rho^2 \). The observations of the dependent variable are then generated by the following:

\[ y_i = \beta_1 x_{i1} + \beta_2 x_{i2} + \beta_3 x_{i3} + \beta_4 x_{i4} + \epsilon_i, \quad i = 1, 2, ..., n, \]

where \( \epsilon_i \) are independent normal pseudorandom numbers, with a mean of zero and a variance \( \sigma^2 \). In this study, we choose \( \beta = (\beta_1, \beta_2, \beta_3, \beta_4)' = (1,2,3,4)', \( \sigma^2 = 1 \) and \( \rho = 0.85, 0.95 \) and \( 0.99 \). The experiment is replicated 2000 times by generating new error terms. The MSE for the estimators is calculated as follows:

\[ \beta^* = \frac{1}{2000} \sum_{i=1}^{2000} (\beta_{ij}^* - \beta_i)^2, \]

where \( \beta_{ij}^* \) is the estimator of the \( i \)th parameter in the \( j \)th replication and \( \beta_i \) is the true parameter value.

### Table 4. The estimated MSE for the WME, WMLTE and WSLE when n=100

| \( \rho = 0.85 \) | \( \rho = 0.95 \) | \( \rho = 0.99 \) |
|------------------|------------------|------------------|
| \( w \) | WME | WSLE | WMLTE | WME | WSLE | WMLTE | WME | WSLE | WMLTE |
| 0.05 | 0.21117 | 0.21169 | 0.21032 | 0.23003 | 0.23089 | 0.22515 | 0.2522 | 0.25474 | 0.24033 |
| 0.1 | 0.21283 | 0.21334 | 0.20963 | 0.23378 | 0.23464 | 0.22468 | 0.25458 | 0.25746 | 0.2398 |
| 0.35 | 0.2183 | 0.2188 | 0.20906 | 0.23932 | 0.24028 | 0.22524 | 0.25664 | 0.2599 | 0.24057 |
| 0.75 | 0.22133 | 0.22184 | 0.21024 | 0.24113 | 0.24213 | 0.22737 | 0.25713 | 0.26048 | 0.243 |
| 0.95 | 0.22205 | 0.22257 | 0.21083 | 0.24149 | 0.24251 | 0.22821 | 0.25722 | 0.26059 | 0.24392 |

### Table 5. The estimated MSE for the WME, WMLTE and WSLE when n=500

| \( \rho = 0.85 \) | \( \rho = 0.95 \) | \( \rho = 0.99 \) |
|------------------|------------------|------------------|
| \( w \) | WME | WSLE | WMLTE | WME | WSLE | WMLTE | WME | WSLE | WMLTE |
| 0.05 | 0.21485 | 0.21495 | 0.21256 | 0.2308 | 0.231 | 0.22385 | 0.2453 | 0.24619 | 0.23033 |
| 0.1 | 0.21725 | 0.21735 | 0.21209 | 0.23481 | 0.23502 | 0.2235 | 0.24752 | 0.24849 | 0.23012 |
| 0.35 | 0.22353 | 0.22363 | 0.21226 | 0.24036 | 0.24058 | 0.22345 | 0.24942 | 0.25046 | 0.23157 |
| 0.75 | 0.2266 | 0.2267 | 0.21393 | 0.24208 | 0.24232 | 0.22683 | 0.24987 | 0.25092 | 0.23424 |
| 0.95 | 0.2273 | 0.22741 | 0.21465 | 0.24243 | 0.24267 | 0.22773 | 0.24995 | 0.25101 | 0.2352 |

Table 4 and Table 5 show that the WMLTE estimator is better than the other estimators for different values of correlation and for both cases \( (n=100 \) and \( n=500 \)). This result supports the goal of this article for finding or improving an estimator that is more accurate compared to other estimators. It is clear that the new estimator is meaningful in practice.
Conclusion:
In this paper, a new version of the weighted-mixed Liu-type estimator is introduced for the vector of parameters in a linear regression model by unifying the sample and the prior information in the case that they either are equally or are not equally important. Furthermore, the new estimator is superior to the weighted-mixed estimator and the weighted-stochastic-restricted Liu-type estimator in the mean squared error matrix under certain conditions. The optimal value of the biased parameter for the proposed estimator are obtained. Finally, a numerical example and a simulation study are given for the comparison of the new estimator with other estimators in this study.
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אירופה إصدارات جديدة لمقدّر ليو- تايب في نموذج الانحدار المختلط المرجح وغير المرجح

مصطفى اسماعيل نايف الهبتي
قسم الرياضيات، كلية التربية للعلوم الصرفة، جامعة الانبار، الابنبر، العراق.

الخلاصة:
هذا البحث يصف ويقترح مقدرين جديدين بالاعتماد على معلومات العينة وكذلك المعلومات الأولية في حالة كانت هذه المعلومات متساوية من ناحية الاهمية في بناء النموذج أم غير متساوية. لقد كانت المعلومات الأولية موصوفة كغيثود تصادفية خطية. سنقوم بدراسة خواص وإعداد هذه المقدرات المقترحة مقارنة مع مقدرات أخرى معروفة وذلك من خلال استخدام متوسط مربعات الخطأ كمعيار لجودة التقدير. مثال عددي وكذلك دراسة محاكاة تم اقتراحهما لتوضيح سلوك وإعداد المقدرات المقترحة في هذا البحث.

الكلمات المفتاحية: مقدر ليو، مصفوفة متوسط مربعات الخطأ، مقدر ليو المقيد التصادفي، مقدر ليو المختلط المرجح، تصنيف موضوع الرياضيات: اولي 62J05; ثانوي 62J07