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Abstract

Control of the cytoskeleton and mechanical contacts with the extracellular environment are essential component of motility in eukaryotic cells. In the absence of signals, cells continuously rebuild the cytoskeleton and periodically extend pseudopods or other protrusions at random membrane locations. Extracellular signals bias the direction of movement by biasing the extension of protrusions, but this involves another layer of biochemical networks for signal detection, transduction, and control of the rebuilding of the cytoskeleton. Here we develop a model for the latter processes that centers on a Ras-based module that adapts to constant extracellular signals and controls the downstream PI3K–PIP₃-based module responsible for amplifying a spatial gradient of the signal. The resulting spatial gradient can lead to polarization, which enables cells to move in the preferred direction (up gradient for attractants and down-gradient for repellents). We show that the model can replicate many of the observed characteristics of the responses to cAMP stimulation for Dictyostelium, and analyze how cell geometry and signaling interact to produce the observed localization of some of the key components of the amplification module. We show how polarization can emerge without directional cues, and how it interacts with directional signals and leads to directional persistence. Since other cells such as neutrophils use similar pathways, the model is a generic one for a large class of eukaryotic cells.

Author Summary

Eukaryotic cells move in response to extracellular signals in a variety of contexts, including the immune response, the formation of vascular networks during development, and metastasis of tumor cells in cancer. The transduction of extracellular signals into changes in the cellular cytoskeleton, which is an essential component of directed movement, is a complex process that involves several layers of control that we partition into modules based on the biochemical steps and their purpose. To enable cells to respond to a wide range of signals cells detect changes in the signal and ignore constant background signals, and this is encapsulated in a Ras-based module in our model. However, extracellular signals are frequently weak, and therefore reliable control of the motile machinery requires amplification of the extracellular signal, and this is performed by an application module based on PI3K, a protein kinase that controls the phosphorylation of certain membrane lipids. The model can replicate much of the observed response of the cellular slime mold Dictyostelium to changes in cAMP, which is the signaling molecule.
Introduction

Cell and tissue movement is an integral part of many biological processes, such as large-scale tissue rearrangements or translocations that occur during embryogenesis, wound healing, angiogenesis, and axon growth and migration. Individual cells such as bacteria migrate toward better environments by a combination of taxis and kinesis, and macrophages and neutrophils use these same processes to find bacteria and cellular debris as part of the immune response. Our understanding of signal transduction and motor control in flagellated bacteria such as *E. coli* that move by swimming and bias their movement by control of their run lengths is quite advanced [1] compared with our understanding of how amoeboid cells such as macrophages crawl through tissues. The fundamental issues in the latter context include how directional information is extracted from the extracellular signals, how cells develop and maintain polarity, how cells exert traction on their environment, and how adhesion to substrates or other cells is controlled.

The cellular slime mold *Dictyostelium discoideum* (Dd) is an amoeboid cell that is widely-used as a model system for studying signal transduction, chemotaxis, and cell motility. After starvation triggers the transition from the vegetative to the aggregation phase, Dd uses 3'-5' cyclic adenosine monophosphate (cAMP) as a messenger for signaling by pacemaker cells to control cell movement in various stages of development [2]. The production and relay of cAMP pulses by cells that are excitable but not oscillatory, coupled with chemotactic movement toward the source of cAMP, facilitates the organization of large territories. In early aggregation the cells move autonomously, but in late aggregation they form connected streams that migrate toward the pacemaker (reviewed in [2]).

Cell motion in Dd consists of the alternating extension of pseudopods and retraction of trailing parts of the cell [3]. Not all extensions are persistent, in that they must anchor to the substrate or to another cell, at least temporarily, in order for the remainder of the cell to follow [4]. In the absence of cAMP stimuli, unpolarized Dd cells extend pseudopods in random directions, presumably in order to determine a favorable direction in which to move. Polarized cells have a high propensity to extend new pseudopods on alternate sides at the leading edge, which facilitates maintenance of their direction of movement [5–7]. Aggregation-competent cells respond to cAMP stimuli with characteristic changes in their morphology. The first response is suppression of existing pseudopods and rounding up of the cell (the ‘cringe response’), which occurs within about 20 s and lasts about 30 s [8,9]. Under uniform elevation of the ambient cAMP this is followed by extension of pseudopods in various directions, and an increase in the motility [10,11] and polarity [12,13]. A localized application of cAMP elicits the cringe response followed by a localized extension of a pseudopod near the point of application of the stimulus [14]. This type of stimulus is similar, although it varies more rapidly, to that a cell experiences in cAMP waves during aggregation. Cells undergo periodic shape changes from rounded to elongated in response to waves during aggregation [15], and waves elicit the cringe response [16]. Both polarized and unpolarized cells are able to detect and respond to shallow chemoattractant gradients of the order of a 2% concentration difference between the anterior and posterior of the cell [17]. While unpolarized cells are sensitive to directional cues at all points along the perimeter, polarized cells are more sensitive at their leading edge. Directional changes of a shallow gradient induces reorientation of polarized cells, whereas large changes
in the attractant lead to retraction of a pseudopod and formation of a new one in the direction of the stimulus [18, 19].

Cells also respond to static gradients of cAMP. Fisher et al. [20] showed that cells move faster up a cAMP gradient than down, and that the majority of turns made by a cell are spontaneous (although there is a reduction in the frequency of turns when the cell moves up the gradient). However, the magnitude and direction of a turn is strongly influenced by the gradient in that there is a strong tendency to move up the gradient. This was also demonstrated under treatment of latrunculin A (latA), where immobilized cells polarize their filamentous actin (F-actin) localization towards a directional cue [17]. Furthermore, aggregation is not affected by the absence of relay (treating cells with caffeine suppresses relay but does not impair their chemotactic ability [21, 22]).

In addition to responding to changes in cAMP, due for example to movement in a static gradient, local application of a stimulus, or the stimulus that results from cAMP waves in aggregation fields, cells also adapt to constant background levels of cAMP, which means that they respond to transient changes in the stimulus, but not to constant stimuli. This ability to adapt to the mean stimulation level over several orders of magnitude allows cells to respond to repeated stimulation’s and develop sensitivity to small difference in the cAMP level across the cells [23, 24]. Detailed mathematical models based on the cAMP signal transduction pathway can reproduce this behavior [25, 26], and a cartoon model that illustrates the essential dynamics of excitation and adaptation is given in [2]. In any case, is should be noted that not all state variables return to pre-stimulus levels in systems that adapt – some state variables must change in order to compensate for changes in the background stimulus level [2].

The spatio-temporal chemotactic activities in Dd have been visualized by localization of tagged F-actin and other molecules within the chemotactic pathway, such as phosphatidylinositol-3,4,5-trisphosphate (PIP$_3$) and active Ras. The first phase of the response, which corresponds to ‘cringing’, is characterized by uniform and transient localization of these molecules along the cell periphery within 10 s. Then activity at the cell membrane drops after 30$–$50 s and is followed by the second phase of the response that involves localized membrane activity towards directional cues or in newly created pseudopods [27–29].

Many components in the signal transduction pathway governing chemotaxis in Dd have been identified. Ras is a family of small G-proteins whose two members, RasC and RasG, are the common regulators of parallel pathways that control chemotactic activities and are necessary for chemotaxis and relay of the cAMP signal in Dd [30]. They are also the most upstream molecules within the chemotactic pathway whose activity adapts [30, 31]. RasG is a primary regulator of phosphatidylinositol-3 kinase (PI3K), which converts phosphatidylinositol-4,5-diphosphate (PIP$_2$) into PIP$_3$, while RasC regulates activity of the target of rapunycin complex 2 (TORC2), a parallel pathway that regulates chemotaxis and signal relay. PIP$_3$ is a membrane lipid which contains a specific site that binds and activates many effectors containing a pleckstrin homology domain (PH domain). Its direct and indirect effectors include proteins such as RacB, RacC, and WASP that lead to F-actin polymerization, proteins such as PKB/Akt and PhdA that regulate cell polarity and chemotaxis, and the cytosolic regulator of adenylyl cyclase (CRAC), which is necessary for cAMP production. The PI3K activity is crucial for polarity, chemotaxis in a shallow gradient, and stimulus-dependent increase in motility and pseudopod generation [19, 32, 33]. Sasaki et al. [28, 34] showed that there is positive feedback between PI3K, F-actin, and Ras, and this feedback is
necessary for spontaneous generation of pseudopods in the absence of external stimuli. In fibroblasts, PI3K stabilizes membrane protrusions. Exogenous Rac activation drives creation of new pseudopods, but the activity is not sustained in the absence of PI3K activity [35].

Although the biochemistry underlying the Ras–PI3K–F-actin network has been well-studied, the mechanism leading to spontaneous pseudopod formation and robust biphasic responses to stimuli remains elusive. Early models addressed cAMP relay [25, 36] and spontaneous pseudopod formation [37]. More recently, a biochemical-based model [38] and an abstract model [39, 41] that exhibit the biphasic response have been proposed. The former was drawn from parametric optimization on an extensive signaling network where it is difficult to develop intuition and understand the underlying mechanisms. The latter provided an abstract model in which the signal adapts within an upstream network due to a feedforward mechanism. In this model detection of spatial gradients involves an activator-inhibitor mechanism [40], renamed as the local-excitation-global-inhibition (LEGI) network [39, 41], which is structurally similar to an earlier cAMP relay model [25]. However the LEGI model is formal, and no attempt has been made to identify the components with the known components of the signal transduction network. A recent study of Ras activity showed that adaptation occurs at this regulation step and argued that adaptation is due to feedforward control [24]. In addition, there are models that address polarization and spontaneous local PIP\(_3\) activity, which may also be induced by external stimulation [42–44]. Jilkine and Edelstein-Keshet [45] give a more detailed account of existing directional sensing and polarization models, but despite extensive theoretical studies on the pathway, the roles of various molecular players in driving the processes that lead to robust and highly sensitive directional responses and cell polarity are not well understood. Further remarks on existing models are relegated to the discussion.

Here we propose a model based on known biochemistry that exhibits robust adaptation and amplification of extracellular signals, and for which the predictions match experimental observations. It consists of two modules: (i) an upstream module structurally similar to the biochemical model in [24] which regulates Ras activity by a feedforward control and is responsible for adaptation to the mean stimulus level and (ii) a downstream module which controls PIP\(_3\) activity and amplifies subtle spatial gradients of Ras activity. In this model, detection of spatial gradients via the upstream module depends on the assumption that the characteristic decay length \(L_d \equiv \sqrt{D_{(\cdot)}/k_{(\cdot)}}\), wherein \((\cdot)\) denotes the species label, of RasGAP exceeds that of RasGEF. We later assume equal diffusion coefficients for RasGEF and RasGAP and the numerical values used for the decay constants lead to a ratio of \(\sqrt{2}\) for the characteristic lengths. Thus this assumption is less restrictive than the assumption on diffusion coefficients needed in the LEGI framework, which requires the activator to be local and the inhibitor to diffuse rapidly [46]. Using this model, we study drivers for the first and second peaks of the actin response to stimulation, and the factors that control cell responsiveness to changes of the gradients and to the reapplication of uniform stimulation. We show that cell polarity regulates directional responses via cell geometry, and that the internal signal integrates with extracellular stimulation via the activity of RasGEF and RasGAP, the regulators of Ras. This unified framework exhibits dependence of polarization degree on the level of the stimulus, infers modes of migration, and explains directional persistence in polarized cells. Furthermore, it suggests positive feedback between cell shape and biochemical signaling that may lead to random pseudopodia extension and polarization, which is dependent on PI3K activity, and a potential role of cAMP secretion
in progressive development of cell polarity through the developmental cycle.

**Biochemical pathways leading to PIP₃ responses**

The first step in *Dictyostelium* chemotaxis involves binding of cAMP to CARs, G-protein coupled receptors (GPCRs) that transduce signals by activating heterotrimeric G proteins [47]. A cAMP-bound GPCR acts as a guanine nucleotide exchange factor (GEF) for the $G_\alpha$ subunit of the heterotrimeric G protein, causing dissociation of the activated $G_\alpha$ subunit and the $G_\beta\gamma$ subunit. Hydrolysis of GTP in the $G_\alpha$ subunit induces reassociation, which diminishes active G-protein subunits when external cAMP is removed. Activation of the heterotrimeric G-proteins is enhanced by resistance to inhibitors of cholinesterase 8 (Ric8), a non-receptor independent GEF for $G_\alpha$, which is specific to free $G_\alpha$ subunits [48]. Free $G_\beta\gamma$, of which there is only one type in *Dictyostelium*, is involved in activating the downstream PI3K chemotactic responses via RasGEF and ElmoE, as shown in Figure 1.

---

**Figure 1. PI3K signaling pathway.** Interconversion between different forms of the same molecule is denoted by solid arrows while positive regulation and promotion of a particular species and process are denoted by dashed arrows. Membrane-bound species are shown in bold while other species reside in the cytosol.

The first module in the network involves Ras, which acts as a molecular switch that cycles between an
active GTP-bound form and an inactive GDP-bound form. Conversion between the GTP and GDP-bound states is controlled by GTP exchange factors (GEFs), and GTPase activating proteins (GAPs). GEF proteins activate Ras by catalyzing the exchange of bound GDP with GTP, whereas GAPs inactivate Ras by increasing their rate of GTP hydrolysis. There are many GEFs in Dictyostelium, of which RasGEFA and RasGEFR, are involved in chemotaxis. GEFs are normally in the cytosol, but are recruited to the membrane in response to stimuli [49]. Active RasGEFA is responsible for activating RasC, while active RasGEFR is responsible for the majority of RasG activity [50]. RasC and RasG together are necessary for chemotactic responses at the leading edge and the trailing edge, as well as for cAMP secretion and cGMP production. RasC is necessary for the activity of the target of rapamycin complex 2 (TORC2) pathway, while RasG is uniformly distributed along the plasma membrane and directly activates PI3K [30, 51–53]. The only known RasGAP related to chemotaxis is DdNF1, which is partly responsible for RasG deactivation, and may be involved in detection of directed stimuli [31].

The activation of PI3K by active RasG depends on its localization at the membrane, and membrane localization of PI3K depends on F-actin activity [28, 51]. Active PI3K phosphorylates the membrane lipid PIP$_2$ into PIP$_3$ and the PI3K activity is balanced by phosphatase and tensin homolog (PTEN), which is recruited to the plasma membrane by PIP$_2$ and converts PIP$_3$ into PIP$_2$. Due to its specific PH domain, PIP$_3$ has many downstream effectors, including RacB and possibly RacC, and the activity of both Rac proteins ultimately leads to F-actin polymerization [54, 55]. In addition, RacB may be activated independently of the PI3K pathway via ElmoE, which is another effector downstream of G$_{\beta\gamma}$ [56] (Figure 1). Although F-actin is still polarized by a cAMP gradient when PI3K activity is inhibited by LY294002, the PI3K activity is necessary for formation of random pseudopods and for the second peak of the F-actin activity under uniform cAMP stimulation. In fibroblasts, pseudopods formed by photo-activation of Rac are not stabilized in the absence of PI3K activity [27, 32, 34, 57].

Many positive feedback steps have been identified in the PI3K pathway, including the actin-dependent localization of PI3K at the membrane. Moreover, unstimulated cells, as well as g$_{\beta\gamma}$ null mutants, exhibit spontaneous localization of F-actin, PIP$_3$, PI3K, and Ras activity to regions of the cell membrane that coincide with pseudopod formation. Inhibition of either PI3K activity or F-actin leads to disruption of this spontaneous activity, although small pseudopodial projections are observed in the absence of PI3K activity. Interestingly, the local activity does not depend on the TORC2 pathway and substrate attachment. Moreover, disruption of RasG only leads to mild defects in the spontaneous activity [28, 34]. In addition, F-actin positively regulates Rap1, a Ras-subfamily protein that directly activates PI3K, via deactivation of RapGAP1. Ctx, an actin bundling protein, sequesters RapGAP1 and promotes Rap1 activity at the leading edge [58–60]. Studies have shown that the distribution of cAMP receptors remains uniform under stimulation, and localization of free G$_{\beta\gamma}$ closely follows cAMP stimulation, suggesting that adaptation does not occur at this level [29, 61, 62]. Since Ras activity adapts to uniform stimuli while RasGEF remains active, adaptation of the chemotactic response probably occurs at this step. Membrane localization of ElmoE also adapts, and since its activity is independent of Ras activity, adaptation probably occurs here as well. From these observations it follows that the PI3K chemotactic pathway consists of a self-sustainable network of interconnected feedback loops whose inputs are upstream signals that adapt at the level of Ras and ElmoE.
To understand how the fundamental processes in the Ras and PI3K modules contribute to cellular response to stimuli, we first study a network that maintains key characteristics of the full pathway, namely, adapted input and positive feedback. We construct a model by selecting a minimal set of well-understood components of the network that is capable of producing the biphasic response that adapts to the mean stimulation level and amplifies spatial gradients of directional cues. The model includes the activity of RasGEF, RasGAP, Ras, PI3K, PTEN, and PIP$_3$, as shown in Figure 2. Because the heterotrimeric

![Figure 2. A simple model of the PI3K-signaling pathway. Membrane species are shown in bold.](image)

G-protein activity closely reflects extracellular cAMP concentration at the membrane, we identify local membrane density of free $G_{\beta\gamma}$ as the input. Two-dimensional domains which represent cross sections of cells parallel to the substrate are employed for numerical simulations. As chemotactic responses in Dd are normally studied in latA-treated immobile cells which assume a circular cell shape, we first study the system on a 2D disk of 8 $\mu$m radius. Later we study the response to stimuli in more realistic cell shapes. A detailed description of the reactions involved and the evolution equations for the various species in the model is given in Methods section.

## Results

### Adaptation to uniform stimuli

As previously noted, Takeda et al. [24] suggested that adaptation in Ras activity is due to feedforward adaptation via activation and inactivation of Ras by RasGEF and RasGAP, both of which are activated by cAMP binding to CAR. They monitored Ras activation via membrane localization of Ras-binding domain (RBD), which diffuses freely in the cytosol and is localized to the membrane by binding to active Ras. We show the comparison between their observations and our model predictions in Figure 3, which shows the simulated bound RBD compared with the observations. The authors noted that the steady-
Uniform stimulation causes a transient decrease in the average cytosolic concentration of RBD. The stimulus is applied at $t = 0 \text{ s}$ and response is measured over the physiological range of cAMP concentration. Simulation results (left) are compared to experimental measurements (right) from [24]. Here and hereafter simulation results are based on parameters in Table 1.

State Ras activity monitored drops below the basal level when the system becomes saturated at around 1 µM cAMP, and the figure shows that the model captures all aspects of the observed transient behavior, including more rapid adaptation at higher stimulus levels. Note that an undershoot of bound RBD – i.e., a level below 1 – corresponds to an overshoot of the average cytosolic RBD shown in the figure. Our model, which is based on the measurements of cytosolic RBD intensity to determine rate constants given in Table 1 and used in the Ras module (Equations (1)–(7)), differs from those proposed earlier [24, 41] in that we allow both RasGEF and RasGAP to diffuse in the cytosol and maintain conservation of these proteins. It is precisely the conservation condition that leads to saturation of RasGEF and RasGAP activity at a high cAMP level.

| Parameter   | Value       | Description                                      | References |
|-------------|-------------|--------------------------------------------------|------------|
| $R$         | 8 µm        | Cell radius                                      |            |
| $\delta$    | 10 nm       | Effective length for membrane reactions          |            |
| $\text{RasGEF}_0$ | 0.1 µM   | Average RasGEF cytosolic concentration          | [88]       |
| $\text{RasGAP}_0$ | 0.1 µM   | Average RasGAP cytosolic concentration          | [88]       |
| $\text{Ras}_0$ | 2000 #/µm$^2$ | Membrane density of Ras                          | [38]       |
| $\text{PI3K}_0$ | 0.1 µM   | Average PI3K cytosolic concentration            | [88]       |
| $\text{PTEN}_0$ | 0.1 µM   | Average PTEN cytosolic concentration            | [88]       |
| $\text{PIP}_0$ | 1000 #/µm$^2$ | Membrane density of PIP$_2$ and PIP$_3$        | [42, 88]   |
| $D_{\text{RasGEF}}$ | 10 µm$^2$/s | Diffusion constant for RasGEF                   | [89]       |
| $D_{\text{RasGAP}}$ | 10 µm$^2$/s | Diffusion constant for RasGAP                   | [89]       |
| $D_{\text{PI3K}}$ | 10 µm$^2$/s | Diffusion constant for PI3K                     | [89]       |
| $D_{\text{PTEN}}$ | 10 µm$^2$/s | Diffusion constant for PTEN                     | [89]       |
| $k_{\text{RasGEF}}$ | 93.75 (#/µm$^2$)$^{-1}$µm/s | RasGEF activation by G$\beta\gamma$            |            |
| $k_{\text{RasGEF}}$ | 0.25 s$^{-1}$ | Spontaneous RasGEF* deactivation                |            |
### Table 1. Parameter values used in the model of the PI3K-signaling pathway.

| Parameter | Value | Description | References |
|-----------|-------|-------------|------------|
| $k_{\text{RasGAP}^*}$ | $1.5 \text{ (#/µm}^2\text{)}^{-1} \mu m/s$ | RasGAP activation by $G\beta\gamma$ | |
| $k_{\text{RasGAP}}$ | $0.12 s^{-1}$ | Spontaneous RasGAP* deactivation | |
| $k_{\text{Ras}}$ | $800 \mu M^{-1}s^{-1}$ | Ras activation by RasGEF* | |
| $k_{\text{Ras}^*}$ | $2.5 \times 10^6 \mu M^{-1}s^{-1}$ | Ras* deactivation by RasGAP* | |
| $k_{s,\text{Ras}^*}$ | $3.14 \times 10^{-4} s^{-1}$ | Spontaneous Ras activation | |
| $k_{s,\text{Ras}}$ | $0.03s^{-1}$ | Spontaneous Ras* deactivation | |
| $k_{\text{PI3K}^*}$ | $18.75 \text{ (#/µm}^2\text{)}^{-1}s^{-1}$ | PI3K activation by Ras* | |
| $k_{d,\text{PI3K}^*}$ | $0.844 s^{-1}$ | Spontaneous PI3K* deactivation | |
| $k_{\text{PI3K}_c}$ | $3 \times 10^5 s^{-1}$ | Spontaneous PI3K membrane dissociation | |
| $k_{\text{PI3K}_m}$ | $1500 \mu M^{-1}s^{-1}$ | PI3K membrane binding induced by PIP_3 | |
| $k_{\text{PIP}_3}$ | $720 \text{ (#/µm}^2\text{)}^{-1}s^{-1}$ | PIP_3 production by PI3K | |
| $k_{\text{PIP}_2}$ | $1050 \text{ (#/µm}^2\text{)}^{-1}s^{-1}$ | PIP_3 dephosphorylation by PTEN | |
| $k_{s,\text{PI3K}_m}$ | $1500 s^{-1}$ | Spontaneous PI3K membrane binding | |
| $k_{\text{PTEN}_m}$ | $0.75 \mu M^{-1}s^{-1}$ | PI3K membrane binding induced by PIP_2 | |
| $k_{\text{PTEN}_c}$ | $0.375 s^{-1}$ | Spontaneous PTEN membrane dissociation | |

In more detail, the transient decrease in cytosolic RBD observed experimentally corresponds to an increase in Ras activity, which is due to faster activation of RasGEF than RasGAP. Further, notice that the peak of Ras activity increases, whereas the activation time and the adaptation time decrease with increases in the cAMP level up to $\sim 10 \text{ nM}$. The model predicts a similar trend in the response times, and shows that the rates of Ras activation and inactivation by RasGEF and RasGAP are strongly stimulus dependent. Moreover, return to the basal Ras activity in the model is ensured when both RasGEF and RasGAP activity is unsaturated, for then their steady-state activities are proportional, which renders the steady-state Ras activity independent of stimulation, provided spontaneous Ras activation and deactivation are negligible. Saturation of RasGEF and RasGAP leads to under- and over-activation of Ras at the steady state. In the simulation, RasGEF becomes saturated before RasGAP, resulting in a lower Ras activity and more free RBD.

**Detection of spatial gradients by PI3K-PIP_3 feedback loop**

To determine how well the model predicts the response to directional cues, we compare the predictions with the measured PIP_3 activity at the front and the back of an immobilized latA-treated cell reported in [29]. There the cell was subject to cAMP application from a micropipette and exhibited a biphasic response as shown in Figure 4. We simulated the experimental stimulation by a step change in cAMP concentration from a uniform basal level to a static spatial gradient with a mean level of 100 nM, which simplifies the spatio-temporal profile of cAMP experienced by the cell. In reality cAMP reaches the leading edge faster the trailing edge, as shown in [26]. The step stimulation is applied to a circular cell whose upstream Ras module was described earlier and downstream network comprises the PI3K–PIP_3
Figure 4. PIP\(_3\) responses to a static cAMP gradient. (Upper left) The response at the front and the back of a cell to a cAMP gradient created by a micropipette. The cell is treated with latA and assumes a circular shape while the responses are measured by the local PH\(_{Crac}\)-GFP concentration [29]. (Upper right) The simulated PIP\(_3\) response on a circular domain subject to a cAMP gradient with 50% front-to-back difference. (Lower) Dynamics of the PIP\(_3\) response along the cell membrane, starting and ending at a location with the mean cAMP level. The static gradient is applied to a resting cell at 0 s.

amplification module shown in Figure 2 (Equations (8)–(15)).

Under a directional cue, the localization of steady-state Ras activity is determined by the ratio between the local activities of RasGEF and RasGAP on the membrane. Degradation of active RasGEF and RasGAP, which are activated at the membrane, is characterized by the characteristic decay length \( L_d = \sqrt{D/k} \) defined earlier. Differences in the \( L_d \) of active RasGEF and RasGAP leads to differences in their spatial profiles and results in localization of Ras activity. In particular, when \( L_{d,RasGAP} > L_{d,RasGEF} \), RasGAP is more evenly distributed than RasGEF in the cytosol, with its level lower than that of RasGEF at the front and higher at the rear. This establishes a steady-state gradient of Ras activity that follows the directional cue. On the other hand, if \( L_{d,RasGAP} < L_{d,RasGEF} \) the gradient is reversed. If the diffusion of RasGAP is large compared with that of RasGEF then RasGAP is essentially spatially uniform, and in this case the ratio between Ras activity at the anterior and the posterior, normalized by the ratio in cAMP levels approaches 1.

The PI3K–PIP\(_3\) amplification module combines positive feedback via membrane recruitment of PI3K
and cooperativity due to separate PI3K recruitment and activation steps, and is capable of significantly amplifying the weakly localized Ras activity, which is shown in [63]. Parameters for the PI3K–PIP₃ subnetwork are obtained by matching the dynamics of PIP₃ response at the front and the back of the cell with an observation in [29], where a 20 % cAMP gradient across the cell diameter induces ~180% change in the PIP₃ gradient. Figure 4 displays the PIP₃ dynamics around the membrane of a cell that experiences ~50% front-to-back difference in cAMP concentration, and compares the numerical simulation to the experimentally-observed PIP₃ activity of a cell subject to cAMP released from a micropipette.

The response displays the distinctive biphasic behavior characteristic of a cringe, which occurs in response to directional cues as well as uniform stimuli. Upon stimulation, PIP₃ density over the entire cell membrane increases rapidly, reaching the first peak within 10 s. Then the PIP₃ density drops throughout the membrane before it starts to rise selectively at membrane locations above the mean of the cAMP gradient after ~50 s, which establishes cell orientation. The first peak is due to the transient Ras activity that adapts to the mean cAMP level, as the PIP₃ response does not exhibit the transient peak in response to stimulation with a constant mean cAMP level. On the other hand, the spatial sensitivity displayed by steady-state PIP₃ localization at the leading and trailing edges is due to significant amplification of small differences in local Ras activity by the PI3K–PIP₃ subnetwork. This process is slower than activation and adaptation to the new cAMP level, thereby producing a distinctive drop in PIP₃ level before the separation between the front and the back sets in. Notice that the observed first peak at the trailing edge is lower than the peak at the leading edge while the simulated response exhibits almost identical peaks. This could be due to delayed exposure to cAMP experienced by the trailing edge [26], which was omitted in the simulation.

Uniform stimulation with repeated increases in cAMP concentration produces adapting PIP₃ responses that are identical in the front and the back of the cell, as shown in Figure 5. The combined adaptation-amplification mechanism allows consistent localization of PIP₃ activity over several orders of magnitude in mean cAMP concentration. Thus this direction-sensing model can be used to study reorientation, polarization, and the roles of PI3K in motility and spontaneous activity in Dc cells. Note that in our simplified model shown in Figure 2 the experimentally-observed positive feedback from F-actin to Ras activation has been omitted, allowing independent analysis of the effects of ‘upstream’ Ras activation.

Figure 5. PIP₃ response to repeated stimulation. PIP₃ localization at two opposite points on the membrane of a circular cell subjected to successive steps of spatially uniform stimulation. The stimulation is represented by the local level of free $G_{\beta\gamma}$ which reflects 0.1 nM and 100 nM cAMP at 25 s and 150 s respectively. The responses at the two sites are nearly identical.
and ‘downstream’ PIP₃ activity. One can include positive feedback to Ras so that its activity is sensitive to spatial gradients, while maintaining adaptation to the mean cAMP level, and this will be discussed later.

It is known that Dd cells are able to reorient themselves when a cAMP gradient is reversed. Meier et al. [16] observed that the ability to reorient is limited by polarization dynamics, and Dictyostelium cells become trapped under stimulus gradients with rapidly changing direction. Chemotaxing cells move up the cAMP gradient with reduced speed when subjected to alternating cAMP gradients with a period of 120 s compared to 600 s. They are completely stalled and trapped within the alternating gradient when the period is 20 s. Figure 6 displays simulations of PIP₃ dynamics under alternating gradients at 20 % difference with periods of 20, 120, and 300 seconds, which agree well with the experimental observations. The response develops a very small front-to-back gradient at the highest frequency, which explains its inability to polarize under the rapidly-alternating gradient. As the frequency decreases, stronger PIP₃ localization gradients are allowed, leading to the experimentally-observed increase in the chemotaxis speed.

The roles of cellular shapes in polarization and motility

Polarized cells are elongated and have a well-defined anterior and posterior. In the absence of directional stimulation, they move persistently in the direction of their anterior and only change direction significantly every 9 minutes on average. They migrate by alternately splitting left and right pseudopods from their leading edge, between 40° and 70° to their polarization axis, and occasionally develop de novo pseudopods which cause abrupt changes in the movement direction [6, 7, 19]. Experimental observations suggest that the polarization of Dd and neutrophils depends on PI3K activity and that these cells become more polarized at higher levels of persistent uniform stimulation [5, 64–66]. To study the PI3K activity in polarized cells, we apply various types of cAMP stimulation to 2D simulation domains which resemble the shape of polarized cells on the substrate surface. Since shape changes are slower than biochemical re-polarization, we study the chemotactic responses in frozen domains as a first step to approximate the dynamics of signaling proteins in motile cells. Recent work [67] on the network downstream of PIP₃ that leads to F-actin polymerization will be discussed later.
Our simulation results suggest that biochemical polarization is at least partly determined by the spatial configuration of the cell, particularly the curvature of the membrane. Figure 7 depicts the steady-state PIP$_3$ localization of polarized cells subject to uniform stimulation. PIP$_3$ is localized strongly at the left and right protrusions at the leading edge of the moderately polarized cell, with stronger PIP$_3$ localization in the right pseudopod, in good agreement with observations which show that pseudopod extension occurs at the left and the right of the leading edge [7]. On the other hand, PIP$_3$ is strongly localized at all anterior protrusions in the strongly polarized cell, suggesting a more unimodal distribution in the direction of pseudopod extension. Interestingly, PIP$_3$ is also localized, moderately and strongly, at the trailing edge of the moderately and strongly polarized cells, respectively. Simulated PIP$_3$ localization in cells polarized in the direction of increasing cAMP is consistent with observed localization of many signaling molecules within the pathway, including F-actin, PI3K, PIP$_3$, and RacB, in cells migrating towards directional cues [31,54,68]. Figure 8 compares the simulated PIP$_3$ localization to the experimental observations.

Simulated PIP$_3$ activity influenced by the cell shape tends to localize in re-entrant regions of the boundary, such as tips or narrow tethers, in good agreement with measurement of PIP$_3$ localization in fibroblasts [69]. Examination of Ras activity, which exhibits subtle localization under uniform stimulation, suggests that the pronounced PIP$_3$ localization is due to amplification of the active Ras spatial profile. Figure 9 displays the spatial localization of RasGEF and RasGAP activities and their ratio at the steady state. Both activated RasGEF and activated RasGAP are localized in re-entrant regions, but activated RasGAP is more uniformly distributed. Their ratio at the boundary, which determines the Ras activity at the membrane, is also higher in these regions than elsewhere. To rationalize the PIP$_3$ localization caused by Ras activity, which is in turn regulated by active RasGEF and RasGAP, we sought to understand how the cell shape affects localization of RasGEF and RasGAP activities under uniform stimulation. We analyzed the steady-state activation profiles of a membrane-activated molecule in a 3D shell and a thin strip to better understand the effect of the mean curvature of the domain and the distance between boundaries, respectively, on localization. These cartoon descriptions allow for analytical solutions (see Figure 9).
Figure 8. Localization of signaling molecules in highly polarized cells migrating towards cAMP sources. The directions of cAMP gradients are indicated by arrows. Stars indicate tips of micropipettes. (Left panel) PI3K localization (top) and F-actin activity (bottom) are the highest at the posterior and at protrusions and membrane ruffles near the anterior [68]. (Middle panel, top) RacB activity, which is downstream of PI3P, is high at the front and noticeable at the back of the cell [54]. (Middle panel, bottom) F-actin (green) and PI3P (red) activities are highest near the micropipette. The activity at the back of the cell is also above the normal level [31]. (Right panel) Simulated PI3P activity under a 50% front-to-back gradient is the highest at the anterior. There is also significant PI3P activity at the posterior.

In the case of the 3D shell, the difference in curvature contributes to the difference in the activity at the inner and outer membrane, where the convex (viewed from the interior of the shell) outer membrane is less exposed to the bulk cytosol than the concave inner membrane, leading to higher activity at the outer membrane. The ratio between the outer and inner activity depends on the difference in curvature and the distance between the inner and outer membrane. For an infinite strip, the membrane activity decreases as the strip becomes wider because the activity at one boundary has less effect on the other side. It approaches a constant when a molecule activated at one side fails to reach the other side before it becomes inactive. If we subtract the asymptotic (in the width) amplitude from the result in the lower right, and fit the remainder with an exponential, the decay constant in membrane activity as a function of the domain width approximately coincides with $L_d$. In summary, we found that membrane along a thin region may have much higher activity than membrane within the same cell that is well exposed to cytosol, and that membrane curvature contributes to its cytosolic exposure. Moreover, an exposed membrane region may also have high activity if it is in close proximity to a region with high activity.

Ras and PI3P localization follows the localization of active RasGEF and RasGAP, since $L_{d,RasGAP} > L_{d,RasGEF}$, and small variations in RasGEF and RasGAP activity may ultimately lead to highly-polarized PI3P activity due to amplification by the PI3K–PI3 subnetwork. Thus when a cell is subjected to a directional cue, the spatial distributions of active RasGEF and RasGAP are dictated by both cell shape and stimulation, in effect integrating the intrinsic polarity with the external information to produce
Figure 9. The steady-state activities of RasGEF and RasGAP under uniform stimulation.

‘biased’ PIP$_3$ polarization. This intrinsic polarity that derives from the cell shape is in contrast to explicit polarity studied in [70, 71].

The shape-induced polarization of PIP$_3$ is dependent on the mean cAMP level, as shown in Figure 11 for spatially-uniform stimulation at various cAMP levels. The dependence arise from the balance between spontaneous GTP hydrolysis and turnover of Ras and cAMP-dependent RasGEF and RasGAP activities, which are affected by cell shape. One can see that the degree of polarization is an increasing function of the stimulus level except at 1 µM, where RasGEF begins to saturate (cf. Figure 3). Wang et al. [72] observed that removal of the stimulus leads to a transient decrease in the PIP$_3$ level, which is consistent with the recovery time of approximately 3 minutes that is required before fully-adapted Dd cells become responsive to new stimulation at the previous cAMP level [62, 72, 73]. While a simple feedforward control leads to slow recovery after cAMP removal, which depends on the cAMP level, the modulation between spontaneous and cAMP-induced regulation of Ras ensures the recovery period for the signaling pathway is consistent with in vivo observations. Note that although PIP$_3$ activity is high at many locations along the cell membrane, total PIP$_3$ activity may drop slightly compared with the pre-stimulation level because saturation causes lower average activity within the cell, as observed in vivo [27].

Figure 12 displays average PIP$_3$ dynamics within 180 s after uniform stimulation.

In the absence of directional cues, polarized cells migrate persistently in the direction of their polarity. Our model suggests that there is positive feedback between cell polarity encoded by the cell shape and intracellular signaling that leads to F-actin localization and promotes pseudopod extension. Small protrusions at the anterior induces localization of PIP$_3$ and F-actin, which in turn drive the extension, contributing to directional persistence. Moreover, in moderately polarized cells, PIP$_3$ tends to localize within the protrusion at the left and right ends of the anterior, where membrane length per cytosolic area is the highest. This selective localization leads to high propensity of extending new pseudopods at an angle to the polarization axis. If there is a slow negative feedback to the F-actin localization process, due for example to scarcity of Arp2/3 and G-actin, as described in [67, 74] that causes retraction of older pseudopods, the overall process could result in the characteristic zig-zag movement observed in vivo [6, 7, 19].

When subject to a directional cue, RasGEF and RasGAP activity is determined by both the cAMP
gradient and shape-induced polarity. Unlike a rounded latA-treated cell, which reorients its PIP$_3$ localization directly upwards a cAMP gradient, a polarized cell exhibits PIP$_3$ localization that is influenced by both factors. Usually, polarized cells maintain their polarity and make gradual turns towards the cAMP source and reorient themselves only when they are subjected to a strong cAMP gradient [5, 19, 27]. We can determine the chemotactic responses in polarized cells predicted by the model by applying cAMP gradients at different levels and directions. Figure 13 displays the steady-state PIP$_3$ localization biased by the gradients. Under uniform stimulation, the PIP$_3$ localization is the highest at the right pseudopod. Figure S1 depicts the localization dynamics. A 50%-gradient towards the top induces a clear directional bias for the left pseudopod. A 20% backward gradient cannot overcome intrinsic polarity and the PIP$_3$ localization at the right pseudopod remains the strongest. At steeper gradients, PIP$_3$ localization directly orients towards the back of the cell. Taken together, the numerical results suggest that a directional gradient normal to the polarity axis induces a turn towards the cAMP source by extending a pseudopod from the anterior at the position closest to the source. The cell gradually turns around maintaining its anterior and posterior under a shallow gradient that directs backwards while it reorganizes a new anterior directly at the back when subject to a strong backward gradient. Figure S2 shows PIP$_3$ localization dynamics corresponding to Figure 13b. In the first phase, PIP$_3$ localization peaks throughout the membrane due...
to adaptation to the mean cAMP level. Then the PIP₃ level drops and selectively localizes at the top of the leading edge, implying the cell will continue migrating forward, with an upward bias.

An interesting experiment by Houk et al. [75] suggests that membrane tension, and not protein regulation, plays the role of global inhibitor for local protrusion. In this experiment, cells were subject to a heat shock, causing them to assume an irregular shape where the front and the back were separated by a long and narrow tether. Under the hypotheses of the biochemical model, activator and inhibitor would have been trapped in the front and the back respectively, the back should not have been able to resume spontaneous protrusion. However, after the tether is severed, the former back resumes spontaneous pseudopod extension, suggesting that the inhibition is not biochemical. We investigate if our signal transduction model is able to explain this interesting behavior. In our simulations, less than 20% of PI3K and PTEN is bound to the membrane while total concentration of RasGEF and RasGAP is uniform in the cytosol. Therefore, by separating the front and the back, only the concentration of PI3K and PTEN will change. According to our model, the change in PI3K and PTEN density alter the sensitivity curve for PIP₃ localization. The former front will generally have more PIP₃ activity while the former back will have less PIP₃ activity. Nevertheless, both halves are still capable of forming spontaneous protrusions. In fact, this agrees well with the observations in [75] as the former front undergoes excessive protrusions after it becomes free. Note that while the cell assumes the tethered shape, membrane tension could indeed play a major role in restricting protrusions within the tether and the back.

Figure 11. The steady-state PIP₃ localization in a moderately polarized cell at different levels of uniform stimulation.
Figure 12. Dynamics of overall PIP$_3$ responses in wild-type cells. Uniform stimulation with 1 µM cAMP is applied at 0 s. (Left) Experimental measurement in wild-type (WT) and LY294002-treated cells [27]. (Right) Simulation of the moderately polarized cell.

Discussion

We developed a modular model for the network involved in signal transduction and the first steps in control of the actin network in eukaryotic cells. The model incorporates biochemical interactions that are well-established in *Dictyostelium* and captures many aspects of its responses to cAMP stimulation. The model consists of adaptation and amplification modules that are responsible for regulation of Ras and PIP$_3$ activities, respectively. Simulations of this model give insights into dependence of cell polarization on mean stimulus levels, how it is embedded in cell shapes, how it influences pseudopod extension and creates zig-zag movement pattern, and how it integrates with directional signals and gives directional persistence.

The adaptation module leads to rapid excitation and slower adaptation of Ras activity by feedforward regulation of its activator (RasGEF) and its inhibitor (RasGAP) over the relevant range of cAMP stimuli. Although it is unclear how RasGAP is activated by the external stimulus, the feedforward regulation is a simple scheme which serves well for adaptation of a molecular switch like Ras. Ras activity is able to adapt to repeated uniform stimulation, and the extent of adaptability is determined by saturation of either RasGEF or RasGAP activity. Recently-observed over-adaptation of Ras activity at high cAMP levels indicates that the inhibition signal is not downstream of Ras, and supports a control scheme such as we use, in which RasGEF activity is saturated before RasGAP activity [24]. Over-adaptation serves a useful purpose in that it serves to prevent elevated F-actin activity at saturating cAMP levels. When a stimulus is removed, there is an under-shoot of the Ras activity [39], and a recovery period is required before the cell becomes fully active to the previous stimulation level. This recovery time is dependent on the spontaneous GTP hydrolysis activity of Ras.

We found that the observed transient peak in F-actin shortly after the stimulus is applied is largely due to the adaptation mechanism, while the second, less-pronounced, phase of the chemotactic activity is due to amplification of small spatial variations of Ras activity along the membrane. In the feedforward model, the transient peak in Ras activity is caused by fast activation of RasGEF and slow activation of RasGAP. In the presence of a cAMP gradient, the assumption that RasGAP has a longer decay length that RasGEF leads to a stable gradient in Ras activity that mirrors the cAMP gradient. Our model
Figure 13. The steady-state PIP$_3$ localization of a polarized cell induced by static cAMP gradients. (a) A polarized cell subjected to uniform stimulation displays highest PIP$_3$ localization at the lower pseudopod. (b) A 50% cAMP gradient across the cell, along the $y$-axis, biases the localization towards the upper pseudopod. (Lower row) PIP$_3$ localization subject to backward cAMP gradient, along the negative $x$-axis, at different levels suggests distinct modes of movement. (c) Biased movement induced by 20% gradient across the cell. (d) and (e) The cell reorient its front under large cAMP gradients.

differs from the activator-inhibitor type in that we do not assume that RasGEF diffuses much more rapidly than RasGAP – in fact they have equal diffusion coefficients in our simulations.

The amplification module involves the regulation of PIP$_3$ by PI3K and PTEN, and positive feedback that is sensitive to latA (which suggests dependence on F-actin). The activity of PI3K depends on both its membrane localization due to the F-actin activity and subsequent activation by Ras [32]. This two-stage activation of PI3K is sufficient to induce a greatly-amplified spatial gradient of PIP$_3$ activity without the usual assumptions of cooperative binding. Analysis shows that this network structure allows a sigmoidal response with arbitrarily high amplification [63]. Therefore small variations in Ras activity can be amplified into significant PIP$_3$ gradients along the membrane, thereby ensuring a suitable directional response. The biphasic response is a result of distinct time scales for adaptation and the PIP$_3$ dynamics, which becomes apparent after $\sim$50 s and takes several minutes to fully develop. The time scale for developing PIP$_3$ orientation coincides with the ability of Dictyostelium to reorient and migrate under rapidly alternating cAMP gradients, suggesting an important role for PIP$_3$ activity in cell orientation [16].

In this work we incorporated only the structure necessary to produce the observed responses, and have omitted positive feedback that affects Ras activity and causes localization of RBD to spontaneously-extended pseudopodia [34]. In fact, this second positive feedback loop (see Figure 1) is also needed to
produce significant Ras localization under directional stimulation. If Ras activation via this positive feedback loop acts independently of activation by the external stimulus, for example by independent sites on Ras, adaptation will be preserved under suitable conditions on the feedback. In this case, any activity of PIP₃ and F-actin that occurs spontaneously will be observed in Ras as well. An analysis of adaptation with positive feedback from F-actin under the foregoing condition is given in the Methods section, and more detailed descriptions of the pathway are the subject of future work. Although this work is focused on the Ras–PI3K interaction (see Figure 2), there may be other inputs for the PI3K pathway such as Rac activation via ElmoE. Each input may trigger the feedback network shown in Figure 1 and cause directed migration. For example, photoactivation of Rac can direct neutrophil migration and it was demonstrated that PI3K is critical to this activity. [76]

We have shown that asymmetric cell shapes can lead to spatially non-uniform Ras activity, which is then amplified into PIP₃ gradients. In this case, PIP₃ localization is determined by a combination of chemotactic and geometric factors, the latter of which can be considered an intrinsic polarization of the cells. In narrow regions of a cell, activated RasGEF is more localized near the boundary than activated RasGAP, causing higher than average local Ras activity. This integration of cell polarity with localization of PIP₃ and its effectors suggests a role for membrane ruffles within the cell anterior in maintaining polarity of the cells. Similarly, filopodia may serve as precursors for pseudopodia. Moreover, because PIP₃ tends to localize more strongly in regions where the membrane curvature is large, this may cause polarized cells to preferentially extend pseudopodia at a large angle to the polarization axis if small regions of high curvature develop there. If these extensions in a hypothetical cell are out of phase, the cell could alternately extend pseudopod branches and display the zig-zag migration pattern observed in Dictyostelium chemokinesis [6, 7]. In contrast, more polarized cells without ruffles or other local small protrusions have PIP₃ concentrated throughout the leading edge, and will migrate more directly toward the stimulus. Because PIP₃ localization amplifies the Ras distribution, which is a combination of intrinsic polarity and external stimulation, the balance between them determines modes of directed migration. In a shallow cAMP gradient, polarized cells turn towards the stimulus source slowly, while maintaining their leading edge. On the other hand, when the directional cue overcomes the bias, PIP₃ is most strongly oriented towards the source, causing the cells to develop new anterior in this direction.

Neutrophils and starved Dictyostelium cells become more polarized and have increased motility under uniform stimulation [12, 13, 65]. These behaviors are dependent on PI3K activity [32, 33, 66], and our model suggests that such activity can be a result of modulation between small spontaneous self-activation and actively-regulated Ras activity, and that the polarity of the PIP₃ signal is dependent on the cell conformation, creating a positive feedback between biochemical and physical attributes of the cell. The implications of this are two-fold. Firstly, this positive feedback could potentially lead to spontaneous pseudopodia extension. The onset of spontaneous protrusions could be the result of F-actin waves, which perturb membrane conformation. In fact, observations in Dictyostelium, neutrophils, and fibroblasts suggest that pseudopod extension frequency is dependent on the stimulation through the PI3K pathway and that breaking the feedback loop by PI3K inhibition disrupts the ability to sustain polarity, even when local protrusions are induced by photo-activation of Rac, which is downstream of PIP₃ [35, 65, 76]. Secondly, the fact that polarization of Dictyostelium is dependent on the external cAMP level may link
polarity to signal relay in starved \textit{Dictyostelium} cells, where secretion of cAMP serves as a means to develop self-induced polarity [13].

In this work, we elucidated how the cell shape and intracellular signaling are related to cell motility and polarization. In future work, we will incorporate cell movement into the current model to better understand the interplay between signaling and the cell shape and how this determines extension and survival of pseudopods. Spontaneous actin waves associated with PI3K activity as well as spontaneous PIP$_3$–PTEN dynamics have been observed in \textit{Dictyostelium} and could play roles in driving spontaneous pseudopod extensions and retractions [77, 78]. Our signaling model incorporates neither the positive feedback through Ras nor the cooperativity within the PI3K feedback loop due to branching of F-actin and is not excitable, despite exhibiting high gradient amplification. We have studied the actin waves using a model which incorporates F-actin branching [67] while PI3K-based models which include cooperativity have been proposed to study the PIP$_3$–PTEN dynamics [78, 79]. However, external stimulation has not been incorporated in these models. A more comprehensive picture of signaling dynamics regulating cell polarization and movement will likely integration of all these aspects of the system.

Because of its simplicity, our model cannot account for some aspects of the chemotactic responses. It is known that latA treatment leads to suspended spherical cells that have minimal F-actin activity. When we substantially reduce the positive feedback from PIP$_3$ to PI3K localization, the spatial sensitivity is diminished, but is recovered when we adjust system parameters so that the system relies on the positive feedback between PTEN and PIP$_2$. It may be possible to obtain a parameter set which fully utilizes both feedback loops so that the system remains highly sensitive to spatial gradients even when the F-actin activity is severely reduced. Furthermore, the F-actin branching process possesses intrinsic cooperativity and positive feedback which can provide additional amplification to the PI3K–PIP$_3$ feedback loop. An additional positive feedback from F-actin activity to Ras activation has been observed and can contribute to the sensitivity of the PI3K pathway. Next, after cAMP removal, \textit{Dictyostelium} cells become insensitive to stimulation up to the previous level for several minutes. This is likely due to a negative feedback from the downstream circuit to the adaptation module. This negative feedback could also explain the transient polarity reversal observed when uniform stimulation is applied shortly after removal of a static cAMP gradient [62]. However, currently there is no plausible candidate which negatively links the downstream activities to Ras activation.

Another aspect of signaling and network dynamics that has not been addressed here concerns the role of stochastic fluctuations. We have assumed that the system is deterministic, but certainly the number of cAMP molecules near a cell fluctuates, hence the number of bound receptors and downstream components all fluctuate. Estimates reported in [2] show that if the number of molecules in a ‘capture region’ surrounding a cell is in the hundreds, which obtains at low signal levels, the fluctuations in receptor occupancy will be significant, but at high signal levels they will not be important. In any case, small numbers of molecules of components in the downstream pathway may be significant. In fact, it has been shown that the stochastic version of the actin wave model described above gives rise to most of the phenomena observed during the re-building of the actin network following treatment with latA, and this suggests that stochastic effects may be important in the random extension of pseudopods in the absence of directed signals. We are however some distance from a stochastic model that integrates signaling and
mechanics.

In summary, many aspects of the chemotaxis responses can be explained by a simple model which encompasses known interactions between components of the pathway. The model also illuminates an important role of the cell morphology in affecting how \textit{Dictyostelium} cells react to external stimulation. It also suggests a possible function of membrane ruffles and filopodia at the leading edge of \textit{Dictyostelium} cells. Recent studies have linked PLA2 and sGC to directional persistence [7, 83], and it is possible that they are involved in formation of these irregular membrane structures. The dose-dependent polarity indicated by the model also suggests a new role of \textit{Dictyostelium} cAMP secretion in self polarity enhancement. However, future studies are needed to understand more subtle behaviors such as the transient inverse polarization and how intracellular signaling interacts with cell movement. After all, the PI3K pathway is only one of the parallel pathways that contribute to the overall chemotactic responses. It remains to be determined how concerted activities of these pathways lead to chemotactic behaviors of \textit{Dictyostelium} cells, and models will play an important role in understanding this.
Methods

The model for PIP₃ adaptation and gradient amplification

The biochemical network underlying the model consists of an adaptation subnetwork and an amplification subnetwork, as shown in Figure 2, whose outputs are Ras activity and PIP₃ activity, respectively. The input to the model is free $G_{\beta\gamma}$ density on the membrane. For simplicity, we assume that 50%, or 1000 #/µm², of total $G_{\beta\gamma}$ is free under uniform stimulation at 1 µM cAMP and that free $G_{\beta\gamma}$ density is linearly dependent on cAMP concentration [38]. Interconversion between different forms of the same molecule is denoted by solid arrows while positive regulation and promotion of a particular species and process are denoted by dashed arrows. In Figure 2, membrane-bound species are written in bold while other species are located in the cytosol. The inactive forms of RasGEF and RasGAP are part of the model but are omitted from the diagram as their conversion from active forms into inactive forms is spontaneous. In this model, all spontaneous activation and inactivation are assumed to be negligible unless these activities are important to the response. We explicitly include spontaneous activation and inactivation of Ras, which lead to polarity-induced PIP₃ localization, and spontaneous membrane binding of PI3K, which is crucial for high spatial sensitivity of the PIP₃ response. Note that contribution of these spontaneous interconversions are very small compared to that of their regulated activation and inactivation. In reality, a regulator forms a complex with its substrate before it may convert or activate the substrate. We assume for simplicity that all complex formation is fast and negligible amount of molecules is in the complex form so that the conversion rate of the substrate is proportional to the product of regulator and substrate densities. This assumption applies to membrane reactions, cytosolic reactions, and reactions at the cytosol-membrane interface. This simplification is discussed in a later section. Since diffusion of cytosolic species is significantly faster than diffusion of membrane-bound species, we assume no membrane diffusion.

The numerical simulations of model dynamics are done on 2D domains ($\Omega$) including a circular disk and more realistic cell shapes (cf. Figure 7). We assume conservation of signaling molecules and that they are initially uniformly distributed. This assumption implies that the sums of active and inactive forms of RasGEF and RasGAP remain uniform throughout the simulations when the active and inactive forms diffuse equally fast. For each simulation, we apply low basal level of input, which is equivalent to 0.1 pM cAMP and allow the system to reach its equilibrium before applying stimulation. A full set of
reactions which describe our model for PIP₃ activity consists of

\[
\begin{align*}
G_{\beta\gamma} + \text{RasGEF} & \xrightarrow{k_{\text{RasGEF}}^{+}} G_{\beta\gamma} + \text{RasGEF}^* & \text{on } \partial\Omega & \quad (1) \\
\text{RasGEF}^* & \xrightarrow{k_{\text{RasGEF}}^-} \text{RasGEF} & \text{in } \Omega & \quad (2) \\
G_{\beta\gamma} + \text{RasGAP} & \xrightarrow{k_{\text{RasGAP}}^{+}} G_{\beta\gamma} + \text{RasGAP}^* & \text{on } \partial\Omega & \quad (3) \\
\text{RasGAP}^* & \xrightarrow{k_{\text{RasGAP}}^-} \text{RasGAP} & \text{in } \Omega & \quad (4) \\
\text{RasGEF}^* + \text{Ras} & \xrightarrow{k_{\text{Ras}}} \text{RasGEF}^* + \text{Ras}^* & \text{on } \partial\Omega & \quad (5) \\
\text{RasGAP}^* + \text{Ras}^* & \xrightarrow{k_{\text{Ras}}} \text{RasGAP}^* + \text{Ras} & \text{on } \partial\Omega & \quad (6) \\
\text{Ras} & \xrightarrow{k_{\text{Ras}}^{+}} \text{Ras} & \text{on } \partial\Omega & \quad (7) \\
\text{PIP}_3 + \text{PI}_3K_c & \xrightarrow{k_{\text{PI}_3K_m}} \text{PIP}_3 + \text{PI}_3K_m & \text{on } \partial\Omega & \quad (8) \\
\text{PI}_3K_c & \xleftarrow{k_{\text{PI}_3K_c}^-} \text{PI}_3K_m & \text{on } \partial\Omega & \quad (9) \\
\text{Ras}^* + \text{PI}_3K_m & \xrightarrow{k_{\text{PI}_3K_m}} \text{Ras}^* + \text{PI}_3K_m^* & \text{on } \partial\Omega & \quad (10) \\
\text{PI}_3K_m^* & \xrightarrow{k_{\text{PI}_3K_m}^-} \text{PI}_3K_m & \text{on } \partial\Omega & \quad (11) \\
\text{PI}_3K_m^* + \text{PIP}_2 & \xrightarrow{k_{\text{PIP}_2}} \text{PI}_3K_m^* + \text{PIP}_3 & \text{on } \partial\Omega & \quad (12) \\
\text{PTEN}_m + \text{PI}_3 & \xrightarrow{k_{\text{PTEN}_m}} \text{PTEN}_m + \text{PI}_3 & \text{on } \partial\Omega & \quad (13) \\
\text{PI}_3 + \text{PTEN}_m & \xrightarrow{k_{\text{PTEN}_m}} \text{PI}_3 + \text{PTEN}_m & \text{on } \partial\Omega & \quad (14) \\
\text{PTEN}_m & \xrightarrow{k_{\text{PTEN}_m}} \text{PTEN}_m & \text{on } \partial\Omega & \quad (15)
\end{align*}
\]
whose evolution can be described by a system of reaction-diffusion equations

\[
\begin{align*}
\frac{\partial \text{RasGEF}^*}{\partial t} &= D_{\text{RasGEF}} \nabla^2 \text{RasGEF}^* - k_{\text{RasGEF}} \text{RasGEF}^* \quad \text{in } \Omega \\
\frac{\partial \text{RasGAP}^*}{\partial t} &= D_{\text{RasGAP}} \nabla^2 \text{RasGAP}^* - k_{\text{RasGAP}} \text{RasGAP}^* \quad \text{in } \Omega \\
\frac{\partial \text{PI3K}_c}{\partial t} &= D_{\text{PI3K}} \nabla^2 \text{PI3K}_c \quad \text{in } \Omega \\
\frac{\partial \text{PTEN}_c}{\partial t} &= D_{\text{PTEN}} \nabla^2 \text{PTEN}_c \quad \text{in } \Omega \\
\frac{\partial \text{Ras}^*}{\partial t} &= (k_{\text{Ras}^*} \text{RasGEF}^* + k_{s, \text{Ras}^*}) \cdot \text{Ras} - (k_{\text{Ras} \text{RasGAP}^*} + k_{s, \text{Ras}}) \cdot \text{Ras}^* \quad \text{on } \partial \Omega \\
\frac{\partial \text{PI3K}_m}{\partial t} &= \delta k_{b, \text{PI3K}_m} \text{PI3K}_c + k_{\text{PI3K}_m} \text{PIP}_3 \cdot \text{PI3K}_c + k_{d, \text{PI3K}_m} \text{PI3K}_m^* \\
&\quad - k_{\text{PI3K}_m} \text{Ras}^* \cdot \text{PI3K}_m - k_{d, \text{PI3K}_m} \text{PI3K}_m^* \quad \text{on } \partial \Omega \\
\frac{\partial \text{PTEN}_m}{\partial t} &= k_{\text{PTEN}_m} \text{PIP}_2 \cdot \text{PTEN}_c - k_{\text{PTEN}_m} \text{PTEN}_m \quad \text{on } \partial \Omega \\
\frac{\partial \text{PIP}_3}{\partial t} &= k_{\text{PI3K}_m} \text{PI3K}_c - k_{d, \text{PI3K}_m} \text{PI3K}_m^* \quad \text{on } \partial \Omega \\
\end{align*}
\]

with the following boundary conditions for the cytosolic species

\[
\begin{align*}
D_{\text{RasGEF}} \frac{\partial \text{RasGEF}^*}{\partial n} &= k_{\text{RasGEF}, G_{\beta \gamma}} \cdot \text{RasGEF} \\
D_{\text{RasGAP}} \frac{\partial \text{RasGAP}^*}{\partial n} &= k_{\text{RasGAP}, G_{\beta \gamma}} \cdot \text{RasGAP} \\
D_{\text{PI3K}} \frac{\partial \text{PI3K}_c}{\partial n} &= k_{\text{PI3K}} \text{PI3K}_m - k_{d, \text{PI3K}_m} \text{PI3K}_m^* - \delta k_{b, \text{PI3K}_m} \text{PI3K}_c \\
D_{\text{PTEN}} \frac{\partial \text{PTEN}_c}{\partial n} &= k_{\text{PTEN}_m} \text{PTEN}_m - k_{\text{PTEN}_m} \text{PIP}_2 \cdot \text{PTEN}_c
\end{align*}
\]

on \( \partial \Omega \), where \( \partial/\partial n \) denotes the outward normal derivative, and conservation laws

\[
\begin{align*}
\text{RasGEF} + \text{RasGEF}^* &= \text{RasGEF}_0 \quad \text{in } \Omega \\
\text{RasGAP} + \text{RasGAP}^* &= \text{RasGAP}_0 \quad \text{in } \Omega \\
\text{Ras} + \text{Ras}^* &= \text{Ras}_0 \quad \text{on } \partial \Omega \\
\text{PIP}_2 + \text{PIP}_3 &= P_0 \quad \text{on } \partial \Omega
\end{align*}
\]

The justification for the form of the boundary conditions for RasGEF* and RasGAP* is given in the following section.
Simplification of membrane activation of cytosolic species

We begin with a full description for RasGEF activity, which involves the spontaneous deactivation in the cytosol.

\[
\frac{\partial \text{RasGEF}^*}{\partial t} = D_{\text{RasGEF}} \nabla^2 \text{RasGEF}^* - k_{\text{RasGEF}} \text{RasGEF}^*
\]

\[
\frac{\partial \text{RasGEF}}{\partial t} = D_{\text{RasGEF}} \nabla^2 \text{RasGEF} + k_{\text{RasGEF}} \text{RasGEF}^*
\]

in \( \Omega \) with boundary conditions

\[
D_{\text{RasGEF}} \frac{\partial \text{RasGEF}}{\partial n} = -k_b G_{\beta\gamma} \cdot \text{RasGEF} + k_{ub}[G_{\beta\gamma} \text{RasGEF}]
\]

\[
D_{\text{RasGEF}} \frac{\partial \text{RasGEF}^*}{\partial n} = k_{act}[G_{\beta\gamma} \text{RasGEF}]
\]

on \( \partial \Omega \). These equations account for binding to and activation by \( G_{\beta\gamma} \) and the dynamics of the membrane complex, given by

\[
\frac{d[G_{\beta\gamma} \text{RasGEF}]}{dt} = k_b G_{\beta\gamma} \cdot \text{RasGEF} - (k_{ub} + k_{act})[G_{\beta\gamma} \text{RasGEF}]
\]

on \( \partial \Omega \). If we assume that the complex is in a quasi steady state, i.e. \( \frac{d[G_{\beta\gamma} \text{RasGEF}]}{dt} = 0 \), then we have

\[
[G_{\beta\gamma} \text{RasGEF}] = \frac{k_b}{k_{ub} + k_{act}} G_{\beta\gamma} \cdot \text{RasGEF}
\]

and

\[
D_{\text{RasGEF}} \frac{\partial \text{RasGEF}}{\partial n} = -D_{\text{RasGEF}} \frac{\partial \text{RasGEF}^*}{\partial n} = -\frac{k_b k_{act}}{k_{ub} + k_{act}} G_{\beta\gamma} \cdot \text{RasGEF}
\]

By defining \( k_{\text{RasGEF}^*} = \frac{k_b k_{act}}{k_{ub} + k_{act}} \), we obtain the simplified form used in the model. A similar analysis applies to GAP*.

Parameters and details of the simulations

Parameters used in the simulations are listed in Table 1. The surface densities of the membrane species in the model are taken from the literature. Typical values of concentrations and diffusion constants, which are 0.1 \( \mu M \) and 10 \( \mu m^2/s \), respectively, are used for the cytosolic species. The reaction-rate constants are chosen to match experimentally-observed dynamics. In particular, the dynamics of the cytosolic Ras-binding domain (RBD) reported in [24] is used to match the responses at different levels of uniform stimulation, while the responses to static cAMP gradients are matched with the dynamics of PHCrac-GFP,
a PIP3 reporter, at the front and the back of a live cell [29]. The RBD dynamics is described by

$$\frac{\partial \text{RBD}_c}{\partial t} = D_{\text{RBD}} \nabla^2 \text{RBD}_c$$

in $\Omega$

$$D_{\text{RBD}} \frac{\partial \text{RBD}_c}{\partial n} = k_{\text{RBD}_c} \text{RBD}_m - k_{\text{RBD}_m} \text{Ras}^* \cdot \text{RBD}_c$$
on $\partial \Omega$

$$\frac{\partial \text{RBD}_m}{\partial t} = k_{\text{RBD}_m} \text{Ras}^* \cdot \text{RBD}_c - k_{\text{RBD}_c} \text{RBD}_m$$
on $\partial \Omega$

with the following parameters: $D_{\text{RBD}} = 10 \, \mu m^2/s$, $\text{RBD}_0 = 0.1 \, \mu M$, $k_{\text{RBD}_c} = 7.5 \, s^{-1}$, and $k_{\text{RBD}_m} = 1200 \, \mu M^{-1}s^{-1}$.

The system is solved numerically on two-dimensional domains by a finite element method with backward differentiation formula for time stepping, which is implemented in the COMSOL Multiphysics package. For each simulation, the system is first simulated with uniform basal cAMP concentration until it reaches a steady state. Then a stimulus is introduced by changing the external cAMP profile. The cAMP level is represented by the surface density of free G$_{\beta\gamma}$, which is the forcing function of the system. We assume that the free G$_{\beta\gamma}$ density is proportional to the cAMP level and that half of the heterotrimeric G protein on the membrane (with the total density of 2000 #/µm$^2$ [38]) is activated at 1 µM cAMP.
Adaptation of Ras activity with positive feedback from F-actin

In this section we show that Ras activity still adapts under positive feedback from F-actin under mild assumptions, given that the activation via cAMP and F-actin is independent. Note that here we only give an analysis for the local dynamics and assume that spontaneous activation and inactivation of Ras are negligible.

Suppose that Ras can be activated at two sites via cAMP and F-actin, respectively and that these activations are independent, i.e. the activation state at one site does not affect the activation/deactivation rates at the other site. The activation diagram of Ras is shown in Figure 14 where $A$ is F-actin concentration.

![Figure 14. An adapting Ras activation model with positive feedback from F-actin.](image)

The dynamics of Ras is given by

$$
\begin{align*}
\frac{dRas}{dt} &= -k_{Ras,A} \cdot Ras + k_{Ras,\#} \cdot Ras \cdot RasGEF^* \cdot Ras + k_{Ras,A} Ras + k_{Ras,GAP^*} \cdot Ras^* \\
\frac{dRas\#}{dt} &= k_{Ras,A} \cdot Ras + k_{Ras,GAP^*} \cdot Ras\# - k_{Ras,\#} Ras - k_{Ras,GEF^*} \cdot Ras^* \\
\frac{dRas^*}{dt} &= k_{Ras,GAP^*} \cdot Ras + k_{Ras,A} Ras^* - k_{Ras,GAP^*} \cdot Ras^* - k_{Ras,A} \cdot Ras^* \\
\frac{dRas\#^*}{dt} &= -k_{Ras,A} Ras\#^* + k_{Ras,GAP^*} \cdot Ras\#^* + k_{Ras,GAP^*} \cdot Ras^* + k_{Ras,GAP^*} \cdot Ras
\end{align*}
$$

where we have conservation $Ras_{total} = Ras + Ras\# + Ras^* + Ras\#^*$. At steady state we have

$$
\begin{pmatrix}
  k_{Ras,A} + k_{Ras,GEF^*} \\
  0 \\
  -k_{Ras,GEF^*}
\end{pmatrix}
\begin{pmatrix}
  Ras\# \\
  Ras^* \\
  Ras\#^*
\end{pmatrix}
= \begin{pmatrix}
  k_{Ras,GEF^*} \\
  k_{Ras,GAP^*} \\
  0
\end{pmatrix}
$$

So

$$
\begin{pmatrix}
  Ras\# \\
  Ras^* \\
  Ras\#^*
\end{pmatrix}
= Ras
\begin{pmatrix}
  (k_{Ras,\#}/k_{Ras,A})A \\
  (k_{Ras,GAP^*}/k_{Ras,\#})RasGEF^* \cdot RasGAP^* \\
  (k_{Ras,A}/k_{Ras,\#}) Ras \cdot RasGEF^* \cdot RasGAP^*
\end{pmatrix}
$$
and

\[ \text{Ras} = \frac{\text{Ras}_{\text{total}}}{(1 + (k_{\text{Ras}}/k_{\text{Ras,A}})A)(1 + (k_{\text{Ras}^*}/k_{\text{Ras}})\text{RasGEF^*}/\text{RasGAP}^*)} \]

Assume that \( \text{RasGEF}^*/\text{RasGAP}^* = c \) is a constant at steady state independently of cAMP concentration. Then

\[
\begin{bmatrix}
\text{Ras} \\
\text{Ras}^# \\
\text{Ras}^* \\
\text{Ras}^{##}
\end{bmatrix} = \frac{\text{Ras}_{\text{total}}}{(1 + (k_{\text{Ras}}/k_{\text{Ras,A}})A)(1 + (k_{\text{Ras}^*}/k_{\text{Ras}})c)}
\begin{bmatrix}
1 \\
(k_{\text{Ras}^#}/k_{\text{Ras,A}})A \\
(k_{\text{Ras}^*}/k_{\text{Ras}})c \\
(k_{\text{Ras}^{##}}k_{\text{Ras},A}k_{\text{Ras}})cA
\end{bmatrix}
\]

Therefore, a downstream activity of \( \text{Ras} f(\text{Ras}, \text{Ras}^#, \text{Ras}^* \text{Ras}^{##}) \) is dependent on the positive feedback from F-actin but not on cAMP concentration.
The effect of cell shape on activity of membrane-activated proteins

An infinite strip

Consider activity of a protein which is activated at the boundary of a infinite strip of \([0, L] \times \mathbb{R}\) and spontaneously deactivated within the domain

\[
\begin{align*}
\frac{\partial E^*}{\partial t} &= D\nabla^2 E^* - k_1 E^*, \quad \text{in } (0, L) \times \mathbb{R} \\
D \frac{\partial E^*}{\partial n} &= k_2 S(E_0 - E^*), \quad \text{on } \{0, L\} \times \mathbb{R}
\end{align*}
\]

We want to solve for the steady-state enzyme activity at the membrane. First, we can normalize the length \(\theta = x/L\) so that the normalized domain is \([0, 1] \times \mathbb{R}\) and \(D\) and \(k_2\) are replaced by \(D^+ = D/L^2\) and \(k_2^+ = k_2/L\). Since the problem is symmetric along the \(y\)-axis, \(\partial E^*/\partial y = 0\) and we can omit dependence on \(y\). At the steady-state we have

\[
D^+ \frac{\partial^2 E^*}{\partial \theta^2} = k_1 E^*, \quad \text{in } \theta \in (0, L)
\]

whose solution is

\[
E^* = c_1 \cosh \left( \theta/L_d^+ \right) + c_2 \sinh \left( \theta/L_d^+ \right)
\]

with

\[
\frac{\partial E^*}{\partial x} = \frac{1}{L_d^+} \left( c_1 \sinh \left( \theta/L_d^+ \right) + c_2 \cosh \left( \theta/L_d^+ \right) \right)
\]

where \(L_d^+ = \sqrt{D^+/k_1}\) is normalized characteristic degradation length. We assume symmetry across the midline, and then the boundary conditions are

\[
\begin{align*}
-D^+ \frac{c_2}{L_d^+} &= k_2^+ S(E_0 - c_1) \\
D^+ \left( c_1 \sinh \left( 1/L_d^+ \right) + c_2 \cosh \left( 1/L_d^+ \right) \right) &= k_2^+ S(E_0 - c_1)
\end{align*}
\]

at \(\theta = 0, 1\) respectively. Hence

\[
\begin{align*}
c_1 &= E_0 \left/ \left( 1 + \frac{D^+}{k_2^+ L_d^+ S} \frac{\sinh(1/L_d^+)}{1 + \cosh(1/L_d^+)} \right) \right. \\
c_2 &= -E_0 \left/ \left( \frac{1 + \cosh(1/L_d^+)}{\sinh(1/L_d^+)} + \frac{D^+}{k_2^+ L_d^+ S} \right) \right.
\end{align*}
\]
Define $L_a^+ = \frac{D^+}{k_2^+ S}$ as normalized characteristic activation length. Then

$$E^*(\theta) = \left( \frac{E_0}{1 + \frac{L_a^+ \sinh(1/L_d^+)}{1 + \cosh(1/L_d^+)} } \right) \left( \cosh\left(\frac{\theta}{L_d^+}\right) - \frac{\sinh(1/L_d^+)}{1 + \cosh(1/L_d^+)} \sinh\left(\frac{\theta}{L_d^+}\right) \right)$$

The activity at either boundary ($\theta = 0, 1$) is

$$E^* = E_0 \left/ \left(1 + \frac{L_a^+}{L_d^+} \frac{\sinh(1/L_d^+)}{1 + \cosh(1/L_d^+)} \right) \right.$$  

### 3D shell

Next, consider activity of the membrane-activated protein in a 3D shell $\Omega = \{ (x, y, z) \in \mathbb{R}^3 | l \leq x^2 + y^2 + z^2 \leq L \}$. The activity is described by

$$\frac{\partial E^*}{\partial t} = D \nabla^2 E^* - k_1 E^*, \quad \text{in } \Omega$$

$$D \frac{\partial E^*}{\partial n} = k_2 S (E_0 - E^*), \quad \text{on } \partial \Omega$$

In spherical coordinates, we have at steady state, by radial symmetry,

$$\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial E^*}{\partial r} \right) = k_1 E^*, \quad \text{in } r \in (l, L)$$

Following [90], let

$$f = r E^*$$

so that

$$f_{rr} = \frac{k_1}{D} f = f / L_d^2,$$

where $L_d = \sqrt{D/k_1}$ is the characteristic degradation length, which leads to a general solution

$$E^* = \frac{1}{r} (c_1 \cosh(r/L_d) + c_2 \sinh(r/L_d))$$

with

$$\frac{\partial E^*}{\partial r} = \frac{1}{r^2} \left( c_1 \left[ \frac{r}{L_d} \sinh(r/L_d) - \cosh(r/L_d) \right] + c_2 \left[ \frac{r}{L_d} \cosh(r/L_d) - \sinh(r/L_d) \right] \right)$$

Recall boundary conditions

$$\frac{\partial E^*}{\partial r}(l) = \frac{1}{L_a} (E_0 - E^*(l))$$

$$\frac{\partial E^*}{\partial r}(L) = \frac{1}{L_a} (E_0 - E^*(L))$$
The expression can be simplified as

\[
\begin{align*}
c_1 &= \frac{E_0}{L_a \Pi} \left[ \frac{L_1}{L_a} (l \cosh(L/L_d) + L \cosh(l/L_d)) + \frac{L_1}{L_a} (l \sinh(L/L_d) - L \sinh(l/L_d)) - l^2 \sinh(L/L_d) - L^2 \sinh(l/L_d) \right] \\
c_2 &= \frac{E_0}{L_a \Pi} \left[ -\frac{L_1}{L_a} (l \sinh(L/L_d) + L \sinh(l/L_d)) - \frac{L_1}{L_a} (l \cosh(L/L_d) - L \cosh(l/L_d)) + l^2 \cosh(L/L_d) + L^2 \cosh(l/L_d) \right]
\end{align*}
\]

where

\[
\Pi = \frac{L_1}{L_a} \left[ \frac{1}{L_a} \cosh((L - l)/L_d) + \frac{1}{L_d} \sinh((L - l)/L_d) \right] + \frac{L_1}{L_a} \left[ \frac{1}{L_a} \cosh((L - l)/L_d) + \frac{1}{L_d} \sinh((L - l)/L_d) \right]
\]

\[
+ (L - l) \left[ \frac{1}{L_d} \cosh((L - l)/L_d) + \frac{1}{L_a} \sinh((L - l)/L_d) \right] - \sinh((L - l)/L_d)
\]

and

\[
E^*(r) = \frac{E_0}{L_a \Pi r} \left\{ \frac{L_1}{L_d} [l \cosh((L - r)/L_d) + L \cosh((r - l)/L_d)] + \frac{L_1}{L_a} [l \sinh((L - r)/L_d) + L \sinh((r - l)/L_d)] \right. \\
- l^2 \sinh((L - r)/L_d) + L^2 \sinh((r - l)/L_d) \right\}
\]

The expression can be simplified as

\[
E^*(r) = \begin{cases} 
E_0 \frac{KL[\cosh((L - r)/L_d + \phi) + \cosh((r - l)/L_d + \phi)] - l^2 \sinh((L - r)/L_d) + L^2 \sinh((r - l)/L_d)}{L_a r} & \text{for } L_d < L_a \\
E_0 \frac{KL[\cosh((L - l)/L_d + \phi) + \cosh((L - l)/L_d + \phi)] - l^2 \sinh((L - r)/L_d) + L^2 \sinh((r - l)/L_d)}{2(L_1/L_d)r e^{(L - r)/L_d} + ((L - l)/L_d) e^{(L - l)/L_d} - \sinh((L - l)/L_d)} & \text{for } L_d = L_a \\
E_0 \frac{KL[\cosh((L - r)/L_d + \phi) + \cosh((r - l)/L_d + \phi)] - l^2 \sinh((L - r)/L_d) + L^2 \sinh((r - l)/L_d)}{L_a r} & \text{for } L_d > L_a
\end{cases}
\]

where

\[
K = \sqrt{\frac{1}{L_d^2} - \frac{1}{L_a^2}} \quad \text{and} \quad \phi = \begin{cases} 
\tanh^{-1}(L_d/L_a) & \text{for } L_d < L_a \\
\tanh^{-1}(L_a/L_d) & \text{for } L_d > L_a
\end{cases}
\]
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Supporting information

Figure S1. **PIP$_3$ localization dynamics under uniform stimulation.** A resting cell is subject to 0.1 µM cAMP at 0 s.

Figure S2. **PIP$_3$ localization dynamics under an upward gradient.** A resting cell is subject to a directional cue in the direction of the $y$-axis with 50% difference in cAMP levels across the cell. The mean cAMP level is 0.1 µM.