Segmentation and ABCD rule extraction for skin tumors classification
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Abstract

During the last years, computer vision-based diagnosis systems have been widely used in several hospitals and dermatology clinics, aiming at the early detection of malignant melanoma tumor, which is among the most frequent types of skin cancer. In this work, we present an automated diagnosis system based on the ABCD rule used in clinical diagnosis in order to discriminate benign from malignant skin lesions. First, to reduce the influence of small structures, a preprocessing step based on morphological and fast marching schemes is used. In the second step, an unsupervised approach for lesion segmentation is proposed. Iterative thresholding is applied to initialize level set automatically. As the detection of an automated border is an important step for the correctness of subsequent phases in the computerized melanoma recognition systems, we compare its accuracy with growcut and mean shift algorithms, and discuss how these results may influence in the following steps: the feature extraction and the final lesion classification. Relying on visual diagnosis four features: Asymmetry (A), Border (B), Color (C) and Diversity (D) are computed and used to construct a classification module based on artificial neural network for the recognition of malignant melanoma. This framework has been tested on a dermoscopic database [16] of 320 images. The classification results show an increasing true detection rate and a decreasing false positive rate.
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1. Introduction

Melanoma is one of the most dangerous diseases, and its frequency is rising in many countries. The rising rate of skin cancer is a growing concern worldwide [1-2]. Mass screening for melanoma and other cutaneous malignancies has been advocated for early detection and effective treatment [3]. Thus, the development of a non-invasive imaging and analysis method could be beneficial in the early detection of cutaneous melanoma. Dermatologists use the ABCD rule (Asymmetry, Border, Colors, and Diameter) to characterize skin lesions [4-5-6-7]. The choice of this rule is based on dermatology criteria: shape, color and symmetry. Thus, there has been an increasing interest in computer-aided systems for the clinical diagnosis of melanoma as a support for dermatologists in different analysis steps, such as lesion boundary detection, extraction of the ABCD parameters and classification into different types of lesions.

Many works have been presented in this field in order to improve the early detection of melanomas. Most of these studies have suggested attributes that do not admit an accurate evaluation to differentiate benign lesions from malignant tumors. We can note that Lee [10] considers only the contour irregularity. This algorithm starts with a segmentation method, followed by a smoothing operation done by a fixed grain Gaussian filter and a growing standard deviation. We must also note that in the work of K.M. Clawson [11], the authors use the radial distribution of pigments along the contours in order to evaluate the asymmetry parameter. The sensitivity of the ABCD rule is reported to be between 59% and 88% in the works [8, 9]. In [12] the authors investigate melanoma diagnosis based on texture analysis and classified by ANN build up upon a database of 102 dermoscopic images (51 images for malignant melanoma and 51 images for benign nevi). Results show that their algorithm is able to classify malignant melanoma with 92% accuracy of the test set. In [13] the statistical textural features extraction derived from GLCM for classification of skin tumors are used. The results of this study are consistent with theory that using photographic image instead of dermoscopic images is promising as it provides high accuracy rates. In [14] many segmentation techniques have been compared in order to identify the more accurate, and the authors discuss how these results may influence the feature extraction and the final lesion classification. In [15] the authors proposed a framework based on a combination of segmentation methods in order to develop an interface that can assist dermatologists in the diagnostic phase. The experiment uses 40 images containing suspicious melanoma skin cancer; the accuracy of the system reported is 92%. In this purpose, a variety of image segmentation methods have been proposed, such as GrowCut (GC) [17] and Mean shift (Ms) algorithms [18]. All these works demonstrate that the separation of lesion from background is a critical early step in the analysis of dermatoscopic imagery.
In this work we propose a new segmentation algorithm and characterization approach of specific attributes that can be used for computer-aided diagnosis of melanoma. The automatic diagnosis system is made of four main modules. The first module aims at removing artifacts on the original images such as hair that may influence the detection of skin lesion. The second module is a segmentation algorithm that identifies the lesion boundaries assuming that skin lesions are darker than healthy skin. The third module inspired by the ABCD rule based on visual diagnosis compute a set of four parameters Asymmetry (A), Border (B), Color (C) and Diversity (D) that allows to discriminate melanoma and benign lesions. Finally after extracting these features that characterize each image, a classification process is used to obtain a diagnosis of the imaged lesion.

To summarize, the main contribution of this work is twofold. First of all, we propose an unsupervised segmentation algorithm, based on thresholding [19] and on level-sets [20]. We show that this method is more efficient than prominent segmentation methods such as the GrowCut algorithm [17] and the Mean shift approach [18]. Upon comparison, the proposed method demonstrates good performance in achieving an automatic segmentation on various real skin data downloaded from public database [16].

Secondly we define and investigate a set of robust parameters based on the ABCD rule in order to discriminate efficiently melanoma and benign lesions. Regarding asymmetry, which is one of the clinical feature suggestive of malignancy, a set of techniques used for the detection of asymmetry are evaluated and a new method for quantifying asymmetry is proposed. Furthermore, we present a new method to measure the border irregularity. It relies on a hybrid approach, which consists on generating a circle whose shape is indicative of pixel distribution inside the lesion to quantify the border. Another objective of this work is the detection of the color information contained in the lesion, which is considered as an important feature used to identify skin tumors. For this part, we use texture parameters for the extraction of color information’s. The last feature that we consider is the diameter because melanomas usually start with a diameter of more than 6–7 mm.

The rest of this paper is organized as follows: in section 2, we present the pre-processing step that we implemented in order to remove surrounding hair. In section 3, we recall briefly the GrowCut algorithm [17] and the Mean shift approach [18] together with the proposed segmentation approach. Furthermore we present the results of an extensive comparative evaluation of the proposed scheme. In section 4, we present the sequences of transformations that we propose to apply in order to measure the set of attributes (A: asymmetry, B: border, C: color and D: diameter) characterizing the image. In section 5 we present the experimental results of an artificial neural network classification process used to differentiate malignant tumors from benign lesions. We conclude the paper in section 6.

2. Pre-processing

Dermatologists can achieve an early detection of the skin tumor by studying the medical history of the patient, and also by examining the lesion in term of edge, shape, texture and color. Before such an examination, it is necessary to start with pre-processing and segmenting the skin tumor image. There are technical difficulties concerning the image segmentation in term of variations of the brightness, presence of artifacts (the hair) and the variability of edges. Therefore, filtering the noised image is necessary.

In this section we present a hair-removal algorithm that does not interfere with the tumor’s texture [21]. This approach restores the information occluded by hairs of any thickness. The algorithm is divided into three steps: (a) hair detection with the use of a derivative of Gaussian [22], (b) refinement by morphological techniques and (c) then hair repair by fast marching image inpainting [23] technique. The schematic of the proposed hair removal algorithm is displayed in fig. 1.

![Figure 1](image1.png)

**Figure 1.** Systematic flow diagram of the proposed hair-occluded information repair algorithm.

Figure 2 is a typical example of the hair removing process. We can notice, according to fig. 2(c), that the images including thick hairs with color hue similar to the one of the lesion are removable by this method.
3. Tumors border detection

The quality of interpretation of a color image depends heavily on the segmentation process, which plays a major role in image processing and computer vision. It must achieve the difficult task of extracting useful information to locate and delineate the regions digital images. For this purpose, three different approaches (GrowCut, Mean shift and our approach) have been used for the segmentation of 320 dermatoscopic images selected randomly from the clinical database [16].

3.1 GrowCut method

This method utilizes statistical seed distributions to overcome the local bias seen in the traditional cellular automata framework [24]. We take an intuitive user interaction scheme - user specifies certain image pixels (seed pixels) that belong to objects that should be segmented from each other. The task is to assign labels to all other image pixels automatically, preferably achieving the segmentation result the user is expecting to get. This method uses cellular automaton to solve the pixel-labeling task. Commonly used neighborhood systems $N$ is the von Neumann (equation 1) [17]:

$$N(p) = \{q \in Z^n: \|p - q\| := \sum_{i=1}^{n} |p_i - q_i| = 1\}$$

The cell state $S_p$ in our case is actually a triplet $(l_p, \theta_p, \overrightarrow{C_p})$ the Label $l_p$ of the current cell, ‘strength’ of the current cell $\theta_p$ and cell feature vector $\overrightarrow{C_p}$, defined by the image. Without loss of generality we will assume $\theta_p \in [0, 1]$. When user starts the segmentation by specifying the segmentation seeds, the seeded cells labels are set accordingly, while their strength is set to the seed strength value. This sets the initial state of the cellular automaton [17]. An example of an image segmentation obtained with the growcut algorithm is shown in figure 3.

3.2 Mean shift

Mean shift method is a non-parametric technique to examine a complex multi-modal feature space and to classify feature clusters. Size and shape of the region of interest are the only free parameters in this method. A two step sequence of discontinuity preserving filtering and mean shift clustering is utilized in this segmentation technique [25]. Starting from an initial estimate, the mean shift is calculated as below.

$$m_{h,\sigma}(x) = \frac{\sum_{i=1}^{n} x_i \theta \left( \frac{\|x - x_i\|}{h} \right)^2}{\sum_{i=1}^{n} \theta \left( \frac{\|x - x_i\|}{h} \right)} - x \tag{2}$$

Here, $x_i$ is the initial estimate of this iterative method, $g \left( \|\frac{x - x_i}{h}\| \right)$ can be considered as the kernel function which determines the weight of nearby points for re-estimation of the mean. This algorithm places $x \leftarrow m_{h,\sigma}(x)$ and iterates until $m_{h,\sigma}(x)$ converges to $x$. An example of an image segmentation using the mean shift algorithm is shown in figure 4.
3.3 The proposed method using unsupervised approach

For automatic border detection, our approach consists in two steps. In the first step, all images are rescaled to a standard size. In the second step, a segmentation algorithm based on thresholding and on level-sets is applied on the gray scale converted color image. The flow diagram of this unsupervised border detection method is shown in (Fig. 5).

In particular, the evolution of $\Phi$ is totally determined by the numerical level set equation:

$$\frac{\partial \Phi}{\partial t} = g|\nabla \Phi| (\text{div} (\frac{\nabla \Phi}{|\nabla \Phi|}) + ν),$$  \hspace{1cm} (5)

Where $|\nabla \Phi|$ denotes the normal direction, $\Phi_0(x,y)$ is the initial contour and $F$ represents the comprehensive forces [26]. The advancing force $F$ has to be regularized by an edge indication function $g$ in order to stop the level set evolution near the optimal solution:

$$g = \frac{1}{1 + |\nabla (G_σ*I)|^2},$$  \hspace{1cm} (4)

Where $G_σ*I$ is the convolution of the image $I$ with a smoothing Gaussian kernel $G_σ$. A popular formulation for level set segmentation is [27]:

$$\frac{\partial \Phi}{\partial t} = g|\nabla \Phi| (\text{div} (\frac{\nabla \Phi}{|\nabla \Phi|}) + ν),$$  \hspace{1cm} (5)

Where $\text{div} (\frac{\nabla \Phi}{|\nabla \Phi|})$ approximates mean curvature $k$ and $ν$ is a customizable balloon force.

$$\Phi_0(x,y) = \begin{cases} -C, & \Phi_0(x,y) < 0 \\ C, & \text{otherwise} \end{cases}$$  \hspace{1cm} (6)

$$\Phi^{k+1}(x,y) = \Phi^k(x,y) + τ[\muζ(\Phi^k) + ξ(g, \Phi^k)].$$  \hspace{1cm} (7)

In general, the level set segmentation algorithm start by using an arbitrary boundary initialization corresponding to a binary region. The thresholding algorithm proposed in this paper, automates the initialization and the parameter configuration of the level set segmentation phase [28]. It is therefore convenient to initiate the level set function as:

$$\Phi_0(x,y) = -ε(0.5 - B_k)$$  \hspace{1cm} (8)

Where $ε$ is a constant regulating the Dirac function and $B_k$ is a binary image obtained [28]. The Dirac function is then defined as follows:

$$δ_ε(x) = \begin{cases} 0, & |x| > ε \\ \frac{1}{2ε} \left[1 + \cos \left(\frac{πx}{ε}\right)\right], & |x| \leq ε \end{cases}$$  \hspace{1cm} (9)
Given the initial level set function $\Phi_0$ from thresholding as in Eq. (8), it is convenient to estimate the length $\ell$ and the area $\alpha$ by:

$$
\ell = \int_1 \delta(\Phi_0) \, dx \, dy; \quad (10)
$$

$$
\alpha = \int_1 H(\Phi_0) \, dx \, dy; \quad (11)
$$

Where the Heaviside function $H(\Phi_0)$ is:

$$
H(\Phi_0) = \begin{cases} 1, & \Phi_0 \geq 0 \\ 0, & \Phi_0 < 0 \end{cases} \quad (12)
$$

The advantages of using this approach for skin lesion segmentation is that it has capabilities to separate heterogeneous objects, insensitive to noise, and automatic convergence along with control of overlapping contours into some extent.

The lesion is segmented with the initial detection of a lesion shape within a skin image by performing a thresholding method on the luminance values of the original color image. It is performed by calculating the mini–max intensity histograms on this luminance image. Finally, by using these mini–max intensity values, it computes threshold values used for detection of a lesion shape. Figure 6 illustrates this process. First we convert the RGB color image 6(a) into the grey scale image 6(b). By calculating the histogram thresholding, we obtain the segmented binary image as shown in Fig. 6(c). In this image, the tumors represent 0 intensity values, while a background is represented by 1 value. Therefore, we can initialize a level set curve closer towards the tumors as displayed in Fig. 6(d).

**3.4 Comparison of Segmentation Methods Based on Experimental Results**

We use for our experiments, 320 color images representing melanoma and benign lesions [16]. This clinical online database of dermoscopic and clinical view lesion images were obtained from various sources but most images came from the Department of Dermatology, Health Waikato New Zealand [16]. The images have been stored in the RGB color format of variable dimensions. The database is subdivided into six categories: 50 benign melanocytic lesions, 70 malignant melanoma lesions, 40 basal cell carcinoma lesions, 40 merkel cell carcinoma lesions, 90 seborrhoic keratosis lesions and 30 non-melanocytic lesions. We implemented the pre-processing method to the image database in order to reduce the influence of small structures, hairs and bubbles,

**Figure 7.** Segmentation of a dermatoscopic images by the Mean shift (red), GrowCut algorithm (green) and unsupervised approach (blue)

Segmentation has been performed using the GrowCut method (GC), Mean shift algorithm (Ms) and the proposed approach (UA). In order to compare the performances of the three segmentation methods presented above, we use the same image dataset [16] that has been manually segmented. The segmentation results are evaluated quantitatively using the classical error metric given by the following equation [29] [30] that measures the discrepancy between automatic and manual borders:
where A is a binary image such that all pixels inside the curves are produced by a clinical expert and B is the set of all lesion pixels labeled by a segmentation algorithm. B ⊗ A represents the differential segmentation obtained by the manual and automatic borders using XOR operation, and Area. ( . ) denotes the number of pixels in the binary images of A and B ⊗ A.

Table 1 reports the performance of the three segmentation methods (Mean shift, GrowCut method and unsupervised approach) according to the clinical evaluation (manual method). The mean border error together with the results and a subjective evaluation by an expert are given. Indeed, each segmentation result has been evaluated by a dermatologist and rated in one of four possible labels: Vg-very good, G-good, Av-average, B-bad. Along with border error, table 1 presents the number of cases rated in each of the four classes by the different segmentation methods and the percentage of images rated very good. Results demonstrate that UA method outperforms both Mean Shift and Growcut. Note that the difference with Growcut is less pronounced. Globally, the proposed method is adapted to this problem due to its simplicity, computational efficiency, and excellent performance on a variety of image domains. The result of the mean border error corroborates the expert ones. Indeed, for this performance criterion, the best result is obtained by the UA with a score of 4.48% (Table 1).

4. Feature Extraction for Skin Lesion Discrimination

This step aims to design a set of robust parameters that accurately describe each lesion and thus in order to ensure that melanoma and benign lesions can be distinguished. We mimic the ABCD rule used by physicians in order to distinguish between different tumors [31].

4.1 Asymmetry index

Asymmetry (A) is one of the more important parameters used in differentiating malignant tumors from benign lesions. An asymmetry index based on the principal axes of the lesion, was proposed by Stoecker [32]. In this method, an asymmetry index is calculated from the smallest difference between the image area of the lesion and the image of the lesion reflected from the principal axis (Fig. 8). According to dermatologists, four axes are sufficient to determine the rate of symmetry (vertical, horizontal and two diagonal axes). To calculate this parameter, we determine the symmetry rotation of tumor through a 180° angle from first axe and second axe. Let A(x, y) be the initial surface, and B(x, y) the surface we obtained after symmetry rotation. The ratio between the intersection of A(x, y) surfaces and B(x, y) surfaces and their merging quantifies the recovery rate of the two surfaces, and therefore the degree of symmetry (equation 14). The calculation of this index is illustrated in Fig. 9, where the region in blue refers to the intersection of the surfaces and the external line defines their merging. The more the index approaches 1, the more the lesion will be considered as symmetrical.

\[ IS = \frac{A \cap B}{A \cup B} \] (14)

![Figure 8. Principal axis illustration.](image1)

![Figure 9. Example of a mask overlaid on its symmetrical (180° center rotation).](image2)
4.2 Border irregularity

We can also use the border irregularity in order to give an overview of the edge type that can be found. The irregularity parameter in a lesion is a very important factor when evaluating a malignant lesion. We use four special features to quantify irregular edges: compactness, fractal dimension, radial variance and extraction of small changes in the contour.

4.2.1 Index compact and fractal dimension

The compactness is implemented according to equation (15). It is evaluated on circles of different sizes. The compactness \( c \) of circle is equal to 1.

\[
c = \frac{p^2}{4\pi a}
\]  (15)

Where \( p \) and \( a \) represent the perimeter and area of the lesion respectively. The lesion borders \( L \) are also evaluated using the fractal dimension \( D \) [33-34]. The lesion (\( L \)) is represented by a binary mask. Consequently the object is designated by 1, and the bottom by 0. The fractal dimension method is used to count the number of boxes \( N(r) \) contained in the border. The value \( D \) is estimated using two terms \( (r \) and \( N(r) \)) presented by equation (16) written as follows:

\[
\log(N(r)) = D \times \log(r) + C_{ste}
\]  (16)

A circle of radius 100 pixels is used to test the fractal dimension (DF). The result obtained by the DF is equal to 99%, which signify that the error is 1% (the theoretical value of the DF is equal to 100%). Figures 10.a and 10.b represent the compactness and the DF for malignant and benign tumors, respectively.

![Figure 10. Examples of applications, a: melanoma, b: benign tumor](image)

4.2.2 Radial variance

A lesion with irregular border has a large variance in the radial distance. The border irregularity is estimated by the variance of the radial distance distribution [35]:

\[
Ed = \frac{1}{P} \sum_{P} PECC(d(p,G)-m)^2
\]  (17)

Where \( m \) presents the average distance \( d \) between the boundary points and the centroid G. From the distance \( Ed \), we draw a circle that represents the radial distribution of the tumor. To quantify the border parameter, we calculate the ratio between the area of the new circle and the surface of the tumor (Fig.11).

![Figure 11. Draw of the new circle, a: new circle, b: superposition of the two edges (new circle and the initial contour).](image)
4.2.3 Our method for extraction of Small changes

Lesion irregularity is a very important factor for skin tumors evaluation. In this work, we use the Lee's algorithm [10] in order to quantify the irregularity of the contour. This algorithm starts by the boundary extraction in the image using equation 18.

\[ L_0 = \{x(t), y(t)\} \]  

(18)

In a second step, the initial contour \( L_0 \) is smoothed using a Gaussian filter (g). When \( \sigma \) is increased the border is more smoothed.

\[ L(t, \sigma) = L_0(x(t), y(t)) \otimes g(t, \sigma) \]  

With \( g(t, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-t^2/2\sigma^2} \)  

(19)

The image resulting is obtained by the convolution of the coordinates of the original image by a Gaussian filter (Fig. 12). As it is mentioned previously, when we increase the \( \sigma \) value, the nodulations are detected accurately.

![Image](image.png)

**Figure 12.** Image smoothing by a Gaussian filter, a: original image, b: original contour, c: smooth contour after 12 iterations.

To compute the irregularity index, it is sufficient to calculate the ratio between initial and resulting images contours. In order to quantify the contour irregularity parameter, and to solve the problem of the smoothing operation, we propose in this paper a method that integrates the two algorithms used by Lee et al. [10] and Clawson et al [11]. This algorithm exploits the information contained in gray scale images. After gray scale inversion, for each radial path (from the lesion centroid to its boundary points) the mean gray scale value, \( A_{v!} \), along that path is defined as:

\[ A_{v!} = \frac{\sum_{k=1}^{N_i} r_{ik}}{N_i} \]  

(20)

Where \( r_{ik} \) is the value of pixel \( k \) along the radial path corresponding to boundary point \( i \), and \( N_i \) is equal to the number of pixels along the radial path from lesion centroid to boundary point \( i \). A per-lesion indication of grayscale distribution can then be calculated as:

\[ A_L = \frac{\sum_{i=1}^{N} A_{vi}}{N} \]  

(21)

Where \( N \) is the number of lesion boundary points. Finally, for each boundary point, a Normalized color Distance (NCD) is derived using:

\[ NCD = A_{v!} \left(\frac{100}{A_L}\right) \]  

(22)

Our set of NCD values may then be used to generate a new contour, the shape of which is indicative of pigment distribution within the lesion.

So, ultimately our algorithm is summarized as follows:

For each image:

- **Smoothing the image**
  - Calculation of the average along the path \( A_L = \frac{\sum_{i=1}^{N} A_{vi}}{N} \) and \( NCD = A_{v!} \left(\frac{100}{A_L}\right) \)
  - Generate a new contour with a radius NCD

- **Test operation**
  - Calculate and draw a circle for each smoothed contour (using operations 1 and 2)
  - Calculate the tumor and circle compactness’s (\( C_{tumor}, C_{circle} \))
  - Define a stopping criterion \( S_i \) \{ ( \( C_{tumor}, C_{circle} < \varepsilon \) ) \} ( \( \varepsilon \): the smallest possible difference)
End For each image

\[ I_g = \frac{\text{Contour}(C_{\text{tumor}} - C_{\text{cercle}})}{\text{Contour initial}} \]

\[ \text{End For} \]

Our methodology integrates the two previous algorithms in order to estimate the irregularity index. Figure 13 and figure 14 show the obtained results after the smoothing operation. At each iteration, we estimate the difference between compactness of the tumor and the compactness of the new obtained circle. In this example, after the 16th smoothing operation, the compactness’s are nearly equal and the irregularity index (Ir) of this image was computed equal to 82.19%.

4.3 Color criterion

Our objective in this section is to detect the color information contained in the lesion. The methodology that we propose embraces texture and form parameters in order to achieve better classification results. Texture information is an important and efficient measure used to estimate the structure, orientation, roughness, or regularity of various regions in a set of images that enables us to distinguish between different objects [36]. In our work, we selected four parameters from the 14 proposed by Haralick [37]:

**Correlation:** This attribute evaluates the color distribution on the lesion.

\[ \text{Cor} = \sum_{i=0}^{N_i} \sum_{j=0}^{N_j} \frac{(i-\mu_i)(j-\mu_j)}{\sigma_i^2} p(i,j) \]  

(23)

**Homogeneity:** This parameter indicates the grey levels uniformity measure in the image.

\[ \text{CH} = \sum_{i=0}^{N_i} \sum_{j=0}^{N_j} \frac{p(i,j)}{1+|i-j|} \]  

(24)

**Energy:** This parameter presents a low value when the p(i, j) values are very close, and corresponds to a high value when some values are large and the other small.

\[ E_n = \sum_{i=0}^{N_i} \sum_{j=0}^{N_j} [p(i,j)]^2 \]  

(25)

**Contrast:** This parameter measures the local variations present in the image.

\[ \text{Contr} = \sum_{i=0}^{N_i} \sum_{j=0}^{N_j} (i-j)^2 p(i,j) \]  

(26)
4.4 Diameter

The diameter (long axis of the lesion) is one of the ABCD criteria. The algorithm that we propose for calculating the diameter is presented as follows:

- Image segmentation (edge extraction)
- Determine the coordinates (x, y) of each pixel of the lesion perimeter
- Calculate the distance between each pair of points
- The maximum of these distances is the diameter

![Figure 15. Original image with its diameter](image)

5. Lesions classification and experimental results

We have seen that, in addition to the difficulty of standardizing the diagnostic criteria and the wide variability of the encountered structures, discrimination of certain types of lesion remains problematic. A classification system that allows tumors discrimination and analysis would be useful, especially for general practitioners who do not often observe melanomas. Such a system is introduced in figure 16, which presents a general methodology based on the extraction of pertinent parameters. In order to classify the tumor as melanoma or benign, a multilayer neural network with supervised learning algorithms is used [38].

![Figure 16. Classification algorithm of tumor skin](image)

The network architecture input’ is defined by ten entry units. They represent different attributes describing the tumors (Asymmetry index, Asymmetry, Compactness, Radial variance, Irregularity index, Correlation, Colors homogeneity, Energy, Contrast and Diameter). The learning algorithm of multilayer networks, known as the back-propagation algorithm, requires that the activation functions of neurons are continuous and derivable [40-41]. The classifier differentiates between benign lesions and malignant tumors. In this case, the back-propagation algorithm minimizes the squared error $\epsilon_r$ between the desired output and the input. The classification process can study and acquire experience on melanomas and benign lesions. There are a number of arbitrary parameters whose values must be defined for the network to get good performances, in particular, the number of hidden layers and the number of iterations. In our case, the errors $\epsilon_r$ are less than 0.1 and the number of iterations, which assure the convergence of the network, is equal to 100 iterations. To assess the performance of the network, we chose to use training and testing. To evaluate the classifier performance of the designed perceptron, we used the holdout method with is the simplest kind of cross validation models. This method indicates how well the classifier will do when it is asked to make new predictions for data it has not already seen. It consists in separating the images data set into two disjoint and independent sets, called the training set and the testing set. The classification function approximator fits a function using the training set only. Then, the function approximator is asked to predict the output values for the data in the testing set. The errors it makes are accumulated as before to give the mean absolute test set error, which is used to evaluate the classifier performance. On the one hand, the size of the training set should be large enough to ensure a good classification rate. On the other hand, the size of testing set should be also large enough to increase the confidence in the results (Table 2).
The obtained results are summarized in table 2 for different numbers of hidden units (n) so that the effect of architecture on the performance could be assessed. This table records correct detection rates, using the perceptron classifier on training set. Accuracy of classification on the testing set is evaluated in terms of sensitivity Sn (percentage of malignant lesions correctly classified) and specificity Sp (percentage of benign lesions correctly classified). For each (n), the network weights are initialized randomly over [0, 1] in every execution. The final results, given in table 2, are calculated as the average over a set of 100 executions. In conclusion, given the disposed database, the perceptron with two hidden layers leads to better results with correct classification rate (TCR) of 87.32%, sensitivity (Sn) of 90.34% and specificity (Sp) of 33.29%.

| N | Sn(%) | Sp(%) | TCR(%) |
|---|-------|-------|--------|
| 1 | 82.22 | 20    | 81.11  |
| 2 | 84    | 22.22 | 78     |
| 1 | 83.34 | 31.33 | 81     |
| 2 | 90.34 | 33.29 | 87.32  |

6. Conclusion

In this paper, we presented different algorithms (segmentation and characterization) used for classification of pigmented skin lesion from a macroscopic image. Given the acquired color image, we started with a pre-processing step based on a marching scheme technique for its ability to remove the noise. In the second step, we have introduced a new unsupervised approach segmentation algorithm for segmenting skin lesions in dermoscopy images. Experimental results on a large dataset of 320 dermoscopy images have shown that the proposed segmentation technique is capable of providing more accurate segmentation results than methods like GrowCut algorithm [17] and Mean shift approach [18]. Then, a new system for characterizing digital images of skin lesions has been presented. A sequence of transformation has been applied to extract different attributes (ABCD). Transformations series have been performed to calculate the asymmetry parameter for digital images of skin lesions. We proposed a method that integrates two algorithms (Lee et al. [10] and Clawson et al. [11]) to measure the irregularity index parameter. Furthermore, measures of the color information contained in the lesion and diameter are proposed. Finally, all these features are used to construct a classifier allowing the diagnosis to be evaluated. The results of this study are significant and quite promising for the future. Future work will be directed towards the detection of regions inside the lesion with significant coloring.
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