Considerations for evaluating thermodynamic properties with hybrid quantum-classical computing work-flows
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Abstract

Quantum chemistry applications on quantum computers currently rely heavily on the variational quantum eigensolver (VQE) algorithm. This hybrid quantum-classical algorithm aims at finding ground state solutions of molecular systems based on the variational principle. VQE calculations can be systematically implemented for perturbations to each molecular degree of freedom, generating a Born-Oppenheimer potential energy surface (PES) for the molecule. The PES can then be used to derive thermodynamic properties, which are often desirable for applications in chemical engineering and materials design. It is clear from this process that quantum chemistry applications contain a substantial classical computing component in addition to steps that can be performed using a quantum computer. In order to design efficient work-flows that take full advantage of each hardware-type, it is critical to consider the entire process so that the high-accuracy electronic energies possible from quantum computing are not squandered in the process of calculating thermodynamic properties. We present a summary of the hybrid quantum-classical work-flow to compute thermodynamic properties. This work-flow contains many options that can significantly affect the efficiency and the accuracy of the results, including classical optimizer attributes, number of ansatz repetitions, and how the vibrational Schrödinger equation is solved to determine vibrational modes. We also analyze the effects of these options by employing robust statistics along with simulations and experiments on actual quantum hardware. We show that through careful selection of work-flow options, nearly order-of-magnitude increases in accuracy are possible at equivalent computing time.

I. INTRODUCTION

Thermodynamic properties of molecules and their mixtures are vital to process modeling, design, and control [1]. These properties can sometimes be determined experimentally, however this is often difficult or expensive, which makes quantum mechanical prediction of thermodynamic properties attractive. Gas phase processes, such as thermal cracking, pyrolysis, and combustion, are particularly amenable to modeling with these methods, and development of theories and software to carry this out is an active area of research [2].
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Calculation of thermodynamic properties from quantum mechanical calculations typically requires several steps: (i) calculation of the Born-Oppenheimer potential energy surface (PES); (ii) determination of intramolecular vibrational modes; and (iii) calculation of the partition function and thermodynamic observables as a function of temperature and pressure. Typically, the first step is a computational bottleneck since it requires solving the electronic Schrödinger equation for several sets of fixed nuclear coordinates that span relevant conformations of the molecular system on its PES.

Quantum computers provide a new framework that can be useful for this first step and have potential to accelerate this task compared to classical computers [3–14]. In addition, within a selected basis set the solution that could be obtained by a quantum calculation is the full configuration interaction (FCI) result because all possible combinations of the single particle basis functions [15] can be included in the most general case. Indeed, developing practical methods to approach FCI-accuracy is a goal of substantial research in theoretical chemistry (see also review of Ref. [16]). If quantum computers are able to achieve this for systems of relevant size, it will represent a paradigm shift in computational chemistry.

However, FCI-accuracy electronic structure calculations must also be accompanied by improved downstream work-flows that take advantage of these calculations when thermodynamic property predictions are required. Such is the case, for example, in modeling reaction kinetics and process engineering. Areas that will need to be considered towards such an effort are approaches to solving the vibrational Schrödinger equation (to obtain the molecular vibrational energy levels), and statistical mechanics methods (to compute thermodynamic properties).

Using classical computers to compute PESs has evolved over decades, but using quantum computers to aid in this task is a new area of research [5, 6, 8, 17]. Traditionally, computational chemists rarely needed to worry about reproducibility, since on classical computers the results of a calculation are deterministic. However, the statistical noise inherent to quantum computing algorithms means that each measurement of an electronic energy will not necessarily be identical. This is even more the case on the noisy quantum devices available today, where certain experiment parameters can lead to quantum circuits that are wide (many qubits) or deep (circuits consisting of many operations that can take a long time to execute relative to the decoherence time of qubits) and can give rise to errors with broad distributions [18, 19]. These noisy predictions of electronic energy are then propagated
into the PES, the vibrational energy levels, and ultimately, the predicted thermodynamic properties.

For computing electronic energies, the variational quantum eigensolver (VQE) is a promising quantum algorithm that can be implemented on near-term noisy quantum computers since it can approximate solutions to the Schrödinger equation using a hybrid quantum-classical approach that requires only few qubits and relatively shallow circuits \[6, 20\]. Other approaches, such as the quantum phase estimation algorithm \[21\] can also be used to approximate solutions to the Schrödinger equation. Unfortunately, the high requirements in terms of gate operations (and consequently decoherence time) to implement this algorithm limits its application on currently available hardware \[22\]. For this reason, we will focus on the VQE algorithm in the forthcoming discussion.

When implementing the VQE algorithm, the molecular system is described with a fermionic Hamiltonian in the second-quantized form using one- and two-body integrals in a specified basis set. This fermionic Hamiltonian is then properly mapped into a qubit Hamiltonian using appropriate fermion-to-qubit transformations \[23–25\]. Estimation of the expectation value of such a qubit Hamiltonian for a trial quantum state provides the energy of the molecular system with respect to the quantum state. In the VQE algorithm, a trial quantum state ansatz is created as a quantum circuit with quantum gates (typically decomposed into single and two qubit operations). An ansatz contains tunable circuit parameters which are optimized classically during the VQE algorithm such that the energy of the system evaluated on a quantum processor with respect to the ansatz is minimized. Increasing the number of these tunable parameters can increase the flexibility of the ansatz to represent the ground-state wavefunction \[26\] describing the system under consideration.

There are two main approaches for constructing an ansatz to represent the target wavefunction. The ansatz can be constructed based on physical insight of the electronic structure, such as the Unitary Coupled Cluster (UCC) ansatz \[7, 9, 20\] or the variations of the method \[27−29\], that exploit coupled-cluster theory to describe the wavefunction \[16\]. Unfortunately, the implementation of UCC ansatz on quantum hardware requires quantum circuits with excessive circuit depth that cannot be executed effectively on near-term quantum hardware (although, UCCSD ansatz based VQE experiments have been demonstrated for HeH+ ion using trapped-ion quantum computing architecture \[30\]). To account for this limitation, Kandala et al. \[6\] proposed the second popular approach, an ansatz that can be constructed
by leveraging the native basis gate set and topology of the selected quantum computer. In this way the depth of the circuit can be significantly reduced to the point that can be executed on currently available hardware.

Being able to calculate the ground state energies for different molecular geometries gives us access to the PES and eventually to the computation of vibrational energy levels. Computing vibrational energy levels from the PES can be approached in several ways. The least complex way is by choosing a potential with analytical eigenvalues (e.g., the harmonic or Morse [31] potential) and fitting it to each degree of freedom on the PES. The eigenvalues will then correspond to the intramolecular vibrational modes. However, this method suffers from two main drawbacks: the PES may not be accurately represented by the chosen potential, and it assumes that the degrees of freedom are uncoupled. In fact, if we eliminate these drawbacks by fitting an arbitrary functional form to the PES (e.g., a spline) and use a numerical eigensolver to compute the vibrational modes of this fully coupled surface, it is equivalent to solving the vibrational Schrödinger equation for the vibrational degrees of freedom. This, however, leads to the same issues with scaling as are prevalent in the electronic Schrödinger equation (although, vibrational calculations remain tractable for slightly larger molecules than the electronic ones since the number of electrons increases much faster than the number of nuclei). The calculation of the vibrational energy levels constitutes an important step since they are the main input to the vibrational partition function, which allows computing thermodynamic properties of molecules (more details on this are discussed later).

In this work we re-evaluate the overall hybrid quantum-classical computing work-flow for calculation of thermodynamic properties, and highlight some of the more common approximations and potential accuracy losses. This includes calculating electronic energies, construction of the PES, solving the vibrational Schrödinger equation, and using statistical mechanics to compute thermodynamic properties. We use the VQE algorithm and devise a work-flow that allow the results to be reproducible within the statistical uncertainty of the quantum computation. This work-flow is demonstrated for the LiH molecule modelled using the minimal basis. Finally, we discuss applying our findings to computing the PES of LiH on the ibmq_rome [32] quantum computer with IBM Quantum Falcon processor—a superconducting transmon quantum device with 5-qubits. We show that by careful selection of work-flow options, it is possible to obtain high-accuracy thermodynamic properties based on
VQE-calculated electronic energies and a numerical solution of the vibrational Schrödinger equation.

II. THEORY AND METHODS

A. Variational quantum eigensolver

The variational quantum eigensolver algorithm introduced in Ref. 20 is a hybrid quantum-classical algorithm based on the variational principle, which is used to approximate the lowest eigenvalue of a given Hamiltonian, $\mathcal{H}$. The procedure comprises choosing a parameterized wavefunction, $|\psi(\theta)\rangle$, to minimize the expectation value $E_{\mathcal{H}}(\psi(\theta)) = \langle \psi(\theta) | \mathcal{H} | \psi(\theta) \rangle$. This wavefunction is represented by a parameterized quantum circuit and a quantum computer is used to efficiently estimate the expectation value. Note that, since quantum states are normalized, $E_{\mathcal{H}}(\psi)$ is just the Rayleigh quotient of the complex Hermitian matrix, $\mathcal{H}$, and a non-zero vector $\psi$. It is clear that the lowest possible value for $E_{\mathcal{H}}$ is the smallest eigenvalue, $\lambda_0$, of $\mathcal{H}$ obtained when $|\psi\rangle = |\psi_0\rangle$ is the corresponding eigenstate. The set of parameters $\theta$, also called variational parameters, are varied through a classical optimization loop until the expectation value converges to the minimum.

The simplicity of the theory behind the VQE algorithm is somewhat deceptive. In practice, to guarantee that one has indeed succeeded in accurately computing $\lambda_0$, two conditions must hold. First, whatever ansatz one uses needs to be good enough to obtain (or, at the very least, reasonably approximate) the eigenstate $|\psi_0\rangle$, which is a-priori unknown. Second, assuming that there are indeed parameters $\theta_0$ such that $|\psi(\theta_0)\rangle \approx |\psi_0\rangle$, the minimization algorithm used needs to be robust enough to find those optimal parameters. As a further complication, without using some application-specific knowledge, it might be hard to satisfy both of these conditions at once, as they are, in a sense, at odds with each other. For example, increasing the dimension of the parameterization space, and thus making the ansatz more expressive, might make it easier to satisfy the first condition, but it almost certainly makes satisfying the second condition harder. The importance of choosing the right ansatz and optimizer is paramount for the success of VQE in practice.

a. Hamiltonian mapping and trial wavefunctions for LiH. The first step in computing the electronic energy is the specification of the basis set and fermion-to-qubit mapping
scheme to represent the electronic structure Hamiltonian.

For the case of LiH, there are six spatial orbitals in STO-3G basis set, out of which five belong to Li (1s, 2s, 2px, 2py and 2pz), and one to H (1s). These 6 spatial orbitals correspond to a total of 12 spin orbitals. We assume that the core orbital, 1s, of Li is kept frozen at the Hartree-Fock level which is a standard practice when using minimal basis sets. To further reduce the number of qubits required to represent the molecule, we freeze orbitals 2py and 2pz on Li (for LiH oriented along x axis) at the Hartree-Fock level. An average error of 0.7mHa across the LiH bond dissociation profile was obtained on freezing these two orbitals for the range of bond lengths considered in this paper (compared to results without freezing the orbitals). Using parity fermion-to-qubit mapping on the remaining 6 spin orbitals, each mapped qubit now represents the parity, i.e., presence of odd or even number of particles up to the spin orbital in consideration. Because the operators corresponding to total number of spin up electrons and total number of spin down electrons commute with the Hamiltonian, the number of spin up and spin down electrons are independently conserved. In the parity mapping, the qubits that represent the sum of all spin up electrons and the sum of all electrons (spin up + spin down) remain unchanged during the calculation and can be removed. Therefore, we can reduce the number of qubits required from 6 to 4 by using the intrinsic properties of the parity fermion-to-qubit mapping.

Following the approach introduced in Ref. [6], the trial wavefunction can be represented by

\[ |\psi(\theta)\rangle = U_{HF} U_{N+1}(\theta) U_{ENT} U_{N}(\theta) \ldots U_{ENT} U_{1}(\theta) |0\ldots0\rangle \]  

(1)

where the \( U_i(\theta) \) are parameterized unitary operations and \( U_{ENT} \) is a block of entangling gates consisting of two-qubit operations. Layers of \( U_i(\theta) \) and \( U_{ENT} \) are repeated \( N \) times and a last block of parameterized operations \( U_{N+1}(\theta) \) is applied. This is followed by \( U_{HF} \), a unitary that maps the \( |0\ldots0\rangle \) state to the initial Hartree-Fock state. Figure [1] shows the form of these operations in more detail; each \( U_i(\theta) \) operation consists of parameterized \( R_Y \) gates and only depends on a subset of the variational parameters, while the entanglement block \( U_{ENT} \) consists of controlled-\( X \) (cNOT) operations between pairs of qubits. \( U_{HF} \) is implemented with the two final \( X \) gates on the first and second qubits.

Note that when all the variational parameters are set to zero, this variational ansatz produces the Hartree-Fock state, \( U_{HF} |0\ldots0\rangle \). While it is possible to place \( U_{HF} \) at the
beginning of the circuit (as the first operator), the action of the controlled-X gates would alter the state even when variational parameters are set to zero. It is less obvious what the resulting state is, or how to set the ansatz parameters so that a meaningful reference state is obtained when using a heuristic trial wavefunction. Knowing precisely how to prepare the Hartree-Fock state proves valuable to improving the accuracy of the ground state estimates and eventually for the calculation of the PES.

b. Classical optimizer  The choice of the classical optimizer is of paramount importance in the VQE algorithm, as shown in Refs. 33, 34. In this work we use stochastic gradient descent (SGD), following the implementation and augmentations to the method discussed in Ref. 34. The details related to the implementation of the method and a summary of the techniques is provided in Appendix A.

As a local optimization method, the performance of SGD is very sensitive to the initial value of the ansatz parameters \( \theta \). However, in the broader context of applying VQE to calculate a PES, there are techniques to avoid this limitation. See Section II B for a detailed discussion.

B. Accurately computing the PES

Although the PES is simply a collection of ground state electronic energies for different molecular geometries, calculating it with VQE and the noisy energy estimates that come from a quantum computer pose certain challenges. To account for the effect of noise and statistical uncertainty, and to boost the performance of the VQE algorithm we apply certain techniques described below.
a. **Bootstrapping**  As a gradient-based method, the performance of SGD can be very sensitive to the choice of initial ansatz parameters. A poor choice of initial parameters can cause SGD to converge to a local minimum of the objective function $E_H(ψ(·))$ that does not approximate the smallest eigenvalue. In the context of computing a PES, however, the sequence of optimization problems that result from applying VQE at various molecular degrees of freedom are related. One can take advantage of this to use previously determined optimal ansatz parameters as the initial choice in a new application of VQE. In this work, we simply look at the closest previously computed molecular degree of freedom (if one exists) and use the corresponding optimal ansatz parameter values as the initial guess for the current one.

b. **Initialization**  To begin this bootstrapping procedure, we start the calculation of the PES at the equilibrium geometry and set the initial ansatz parameters to zero. As discussed earlier, when the ansatz parameters are set to zero our choice of ansatz produces the Hartree-Fock state. At the equilibrium geometry, the Hartree-Fock state is a reasonable approximation to the ground state, since electron-electron correlations are lower. In this way, we begin the calculation of the PES with good ansatz parameters, and subsequently we move outward towards shorter and longer bond lengths so that the bootstrapping procedure continues to use high-quality initial ansatz parameters.

c. **Resampling**  One final consideration is how to obtain an accurate estimate of the final, optimized expectation, which is our estimate of the minimum eigenvalue. While SGD can converge with very noisy gradient estimates, this level of noise is often unacceptable for the final PES. Consequently, one can follow the procedures in Ref. 6 (Section V.A) or Ref. 35 to estimate the variance of the estimator of $f = E_H(ψ(·))$. Assuming this variance is $σ^2$, we can get an estimate of $f$ with standard deviation less than or equal to $ε_r$ by taking the average of $N_r$ repeated independent estimators, with $N_r > σ^2/ε_r^2$. This resampling only needs to be applied once for each molecular geometry, after the optimized ansatz parameters have been found.

C. **Calculating Thermodynamic Observables**

For the calculation of thermodynamic observables we need to estimate the vibrational energy levels and the system partition function. Once the partition function is acquired
the calculation of the internal energy of the system and the enthalpy can be estimated. In this section we elaborate on the classical work-flow from the calculation of the PES to the thermodynamic observable calculation.

a. Computing vibrational energy levels of the PES. The vibrational Schrödinger equation is given as:

\[
\left(-\frac{\hbar^2}{2m_R} \nabla^2 + V(r)\right) \Psi_n(r) = \epsilon_n \Psi_n(r),
\]

where \( m_R \) is the relevant reduced mass, \( \hbar \) is the reduced Planck’s constant, \( V(r) \) is the potential energy function representing the PES, and \( \Psi_n(r) \) represents the \( n^{th} \) eigen-function as a function of the positions of the nuclei. Our goal is to find the eigenvalues, \( \epsilon_n \), of this equation for a given functional form of PES. The obtained eigenvalues are then used in the computation of the vibrational partition function and eventually, thermodynamic properties.

Fitting the PES with different functional forms can lead to significant differences in the calculation of the vibrational energy levels. Using the harmonic potential, the Morse potential, and an arbitrary cubic spline fit to get predicted vibrational modes, and subsequently predicted thermodynamic properties can illustrate these variations.

A detailed description of molecular vibrational modes obtained from harmonic, Morse and cubic spline fits of PES can be found in Appendix B and Ref. 36.

b. The partition function. The partition function for a molecule is the product of contributions from translational, rotational, vibrational, electronic, and nuclear degrees of freedom, as shown in equation (3), where \( V \) and \( T \) are volume and temperature, respectively.

\[
q(V,T) = q_{\text{translation}} q_{\text{rotation}} q_{\text{vibration}} q_{\text{electronic}} q_{\text{nuclear}}.
\]

We assume that the electronic and nuclear contributions are unity since, for LiH, we do not consider excited electronic or nuclear states.

The calculation of the individual contributions to the molecular partition function are described in detail in Ref. 37 and details pertinent to our analysis are highlighted in Appendix C.

c. Thermodynamics. Once \( q(V,T) \) has been determined as a function of temperature, the internal energy, \( U \), can be obtained via differentiation (at constant \( V \))

\[
U = k_B T^2 \left. \frac{\partial \ln q(V,T)}{\partial T} \right|_V.
\]
The enthalpy, $H$, and constant-pressure heat capacity, $C_p$, are then easily computed as

$$H = U + PV \quad \text{and} \quad C_p = \left. \frac{\partial H}{\partial T} \right|_{N,P},$$

where $PV = k_B T$.

### III. RESULTS AND DISCUSSION

In the following section we present the attributes of the calculations performed with the hybrid quantum-classical work-flow for estimating the thermodynamic properties of LiH. We analyze the requirement of resources when the problem is executed on a quantum computer, i.e., the number of ansatz repetitions in the quantum circuit and how many measurement shots are required to achieve reliable results. In addition, we also compare the three functional forms of the potential, discussed in Section II C, and how they affect the accuracy of the vibrational energy levels and calculated thermodynamic properties.

For the resource analysis we use simulations of quantum devices in lieu of actual hardware using the *qasm_simulator* available via Qiskit[32]. The finite sampling of the probability distribution of possible outcomes that results from measuring the qubits after the circuit has been executed introduces statistical noise (that we refer to as *shot noise*). Within this particular framework, we investigate the effect of different approaches (bootstrapping, resampling) used with the VQE algorithm and consequently for the calculation of the PES. Experiments performed on real quantum computing devices also suffer from additional types of noise beyond the statistical noise. In consideration of near-term noisy devices, we also evaluate and validate our work-flow on IBM Quantum hardware. The results obtained from simulations and hardware experiments provide a good benchmark for the calculation of thermodynamic observables implemented using the hybrid quantum-classical work-flow.

#### A. The effect of ansatz repetitions and shots on the PES

A key step in using a quantum computer to perform VQE is to determine the operating parameters under which results are reliable and the calculation is efficient. Since measurements on quantum computers are probabilistic and subject to noise, analyzing the number
of circuit evaluations (shots) used to evaluate expectation values is vital to achieve accurate results. At the same time, the ability of the ansatz to represent the molecular system is also important to obtain meaningful results. As discussed earlier, the entangling and $R_Y$ blocks of the ansatz chosen in this study can be replicated multiple times to increase the number of parameters used in VQE, but this makes it more difficult for the optimizer to converge to a global minimum.
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**FIG. 2:** (a) the MAE of the PES as a function of ansatz repetitions and measurement shots. (b) shows the computed $C_p$ for each PES. (c) is the total number of shots used in each calculation, which includes shots used in the resampling procedure. (d-g) representative PESs corresponding to selected numbers of measurement shots and ansatz repeats.
Figure 2(a) shows the mean absolute error (MAE) obtained over 5 independent batches of the PES for different combinations of ansatz repetitions and shots. Each batch consists of 3 repeats of VQE energies for every geometry, which were then averaged. For the VQE procedure, the SGD classical optimizer algorithm was used with bootstrapping and resampling, which will be discussed in detail later. More details on how the analysis was performed can be found in Appendix D.

For our 4-qubit ansatz, $N = 3$ to 7 repetition of layers (refer Equation 1) corresponds to 16, 20, 24, 28, and 32 tunable variational parameters, respectively. Figure 2(a) shows that using more than five ansatz repetitions results in higher MAE, which is likely due to the difficulty of optimizing more parameters. This illustrates an important point that increasing the complexity of the ansatz does not guarantee good VQE performance.

In Figure 2(c), we show the total number of shots used to construct three replicates of the PES, averaged over the five batches. Here as well, it is clear that as the number of ansatz repetitions increases and so does the number of variational parameters, and additional shots are needed by the optimizer to converge.

Figure 2(b) shows the MAE of the constant pressure heat capacity, $C_p$, with respect to exact reference calculations, for different combinations of ansatz repetitions and shots. It is evident from this analysis that using too few shots results in poor accuracy for any number of ansatz repetition of blocks studied. In this case, at least 64 shots are necessary to achieve low MAE for the PES and $C_p$.

Comparing Figure 2(a and b) with Figure 2(c) we observe that beyond 64 shots, the MAE of the PES and $C_p$ does not improve substantially, but the number of total shots required to generate the PES grows rapidly.

To illustrate the features of the PES obtained from VQE energies, we show representative PESs corresponding to selected number of ansatz repetitions and measurement shots in Figure 2(d-g). We show the PESs for only one of the 5 batches for clarity.

Figure 2(d) corresponds to four ansatz repetitions ($N=4$) and eight measurement shots. This PES exhibits much larger MAE when compared to Figure 2(f) with 512 measurement shots. In Figure 2(c) we observe that with three ansatz repetitions and 512 measurement shots, the MAE is comparable with that obtained for four ansatz repetitions and same number of shots. However, Figure 2(b) shows that the $C_p$ computed from the PES obtained with three ansatz repetitions exhibits higher MAE. In general the MAE of $C_p$ using three repe-
tions is higher than when four or more are used (with a sufficient number of measurement shots for each respective case).

Inspection of the PES in Figure 2(e), which corresponds to three ansatz repetitions shows a bulge around 2.5 - 3 Å where the VQE-computation does not converge to the FCI value. This observation holds for nearly all of the computed PESs with this combination of shots and ansatz repetitions. This is likely a result of the insufficient number of parameters available with three ansatz repetitions to represent the wavefunction of electronic configurations in this area of the PES. This observation was also reported in Ref. 6 for a similar ansatz, but with a less efficient optimizer, reinforcing our conclusion that this is due to an insufficient number of variational parameters. Figure 2(g) also has a slight bulge in 2.5 - 3 Å area, however this bulge is only present in about half of the computed cases. In view of the results for the four ansatz repetitions, we expect that the number of variational parameters existing in five or more repetition blocks should also be capable of representing the wavefunction with good accuracy. Therefore, the bulge seen intermittently with five ansatz repetitions is likely due to the optimizer struggling with more parameters, or the surface of the parameter space exhibiting local minima, which impede reliable convergence.

The VQE-computed PES in Figure 2(f) with four ansatz repetitions and 512 measurement conforms well to the reference FCI calculation and the MAE of $C_p$ is also low. We conclude that four ansatz repetitions are likely sufficient to represent the wavefunction. We will use this combination for further discussion.

From these results, it is evident that the optimization of the calculation parameters (e.g. ansatz repetition blocks, number of variational parameters, number of measurements) is of critical importance for chemical calculations on near-term quantum computers. To derive the calculation parameters, exploratory experiments are needed.

B. Computing the PES by VQE

The classical optimizer is a critical component of VQE. We now discuss the results obtained on augmenting SGD with bootstrapping and resampling, which is thought to have an advantage for computing electronic energies with VQE compared to traditional optimizers [34, 38].

The results shown in Figure 3 support this conclusion. In this figure we report data from
one of the five batches of 512 shots and 4 ansatz repetitions seen in Figure 2. In Figure 3(a) the PES corresponds to the SGD optimizer without bootstrapping or resampling, and (b) corresponds to the baseline procedure we use with both resampling and bootstrapping included. Figure 3(c) includes bootstrapping, and since bootstrapping uses optimal parameters from the previous point, this information assists VQE in converging to the global minima (the ground state energy) rather than a local minima.

In the Figure 3(c) bootstrapping is enabled, but resampling is disabled. Here, the VQE algorithm is able to converge to the correct ground state energy but since the objective function is not sampled enough times to reduce its standard deviation, the reproducibility of each of the three replicates within that batch at each interatomic distance is poor.

Of particular importance is that, in Figure 3(a and d) the PES without bootstrapping exhibits a bulge around 2.5 to 4.0 Å, which was also observed in Figure 2(g). This is a clear indication that the limitation is not imposed by the number of repetition blocks, but is an artifact from the failure of the classical optimizer to converge without bootstrapping.

In addition to increased accuracy, resampling and bootstrapping improve the efficiency of the VQE algorithm. Table I shows the number of shots required to construct the PESs discussed above and shown in Figure 3. First, we see that because resampling is only performed on the converged parameters of the ansatz, it adds a minimal number of shots to the total required to generate the PES (i.e., the total number of shots required at each iteration of VQE is large compared to the number of additional shots required to resample the converged parameters).

Next, we see that in the cases of bootstrapping only (SGD+B) and with bootstrapping and resampling (SGD+BR) the bootstrapping procedure reduces the number of shots required to construct the PES. This is a result of providing the optimizer a good initial guess, which reduces the number of iterations required to converge to the optimal ansatz parameters.

This study shows that including resampling and bootstrapping strategies together is important for getting an accurate and precise PES, as shown by the lower MAE for SGD+BR in table I. Furthermore, these procedures provide these improvements while also decreasing the number of shots required to construct the PES.
FIG. 3: Comparison of four implementations of the VQE classical optimizer algorithm. (a) Steepest gradient descent without bootstrapping or resampling (SGD); (b) with bootstrapping and resampling (SGD+BR); (c) with bootstrapping only (SGD+B); (d) with resampling only (SGD+R). The simulations include shot noise only and include four ansatz repetitions and 512 measurement shots.

TABLE I: Shots required to generate the example PESs shown in Figure 3 using the listed classical optimizer algorithms. Mean absolute errors (MAE) of the PESs are also shown. Confidence intervals are at the 95% level and are determined from five replicates.

| Optimizer | PES Shots (millions) | PES MAE (mHa) |
|-----------|----------------------|----------------|
| SGD       | 77.8 ± 2.3           | 9.6 ± 0.9      |
| SGD+R     | 79.8 ± 1.6           | 7.9 ± 0.2      |
| SGD+B     | 62.6 ± 1.7           | 2.8 ± 0.8      |
| SGD+BR    | 66.4 ± 0.6           | 1.6 ± 0.3      |

C. Computing eigenvalues of the PES

After computing the PES using the `qasm_simulator` we fit them to a functional form in order to be able to compute vibrational energy levels and thermodynamic properties. To illustrate the differences in methods for fitting the PES to a functional form and determining its eigenvalues, high-accuracy quantum mechanical calculations were performed on a classical computer. These were then used in our work-flow to compute vibrational energy levels and
thermodynamic properties as an accurate benchmark. For the LiH system, the PES was constructed at the FCI/cc-pVDZ level of theory [39] at intervals of 0.05 Å from 1 to 5 Å using Psi4 [40]. The cc-pVDZ basis set was chosen since it can capture the vibrational spectrum and geometry of the LiH system well [41]. In the top panel of Figure 4, we demonstrate the results of this classical calculation as a benchmark and fit the PES with a harmonic, Morse, and cubic spline (without smoothing). To achieve a reasonable fit for the harmonic potential only five points on either side of the equilibrium geometry were used for the fit, which produces the most accurate vibrational levels and thermodynamic estimates possible for that potential. The harmonic potential, of course, only has reasonable fit in the vicinity of the equilibrium geometry where the bond-stretching potential is nearly parabolic. The Morse potential fit provides good results, but under-predicts the energy in the region around 3.5 Å and over-predicts the energy around 4.5 Å. By definition, the cubic-spline fits the computed PES perfectly at the chosen points.

From the fits of the PES, eigenvalues were computed analytically for the harmonic and Morse potentials, and numerically for the spline. The eigenvalues of the PES correspond to vibrational energy levels, which were shifted by their zero-point-energy (the zeroth vibrational level), as show in the middle panel of Figure 4.

The bottom panel of Figure 4 shows the constant pressure heat capacity that has been computed from the partition function using the vibrational energy levels from the methods described above. Since the numerical eigenvalues from the cubic spline are very likely the most accurate representation of the eigenvalues of the true underlying PES, we will use these as our reference case. Note that $C_p$ computed from the cubic spline fit is also the best match to experimental data from NIST [42].

We should notice that the harmonic levels are evenly spaced, which is not realistic. As a result, energy levels of the harmonic potential quickly diverge from those of the cubic spline. In addition, the harmonic potential fit results in inaccurate prediction of $C_p$, which diverges from the experimental data substantially as temperature increases. This is likely a result of the evenly spaced energy levels, for which the error becomes greater as the energy (temperature) increases. Although the Morse potential exhibits energy levels with the correct decrease in spacing as a function of energy, they also diverge from the cubic spline at higher energy levels. $C_p$ computed from the Morse potential is much better than the harmonic potential, but still diverges from the experimental and spline based calculation.
FIG. 4: Comparison of harmonic, Morse, and spline fits of a classically computed FCI/cc-pVDZ PES. The top panel shows the fits of the PES. The middle panel shows vibrational energy levels as horizontal lines, which have been shifted to zero by their zero-point-energies. The bottom panel shows predicted heat capacity and experimental data as green plus-signs.
as temperature increases. The prediction of $C_p$ from the cubic spline is very accurate, when compared to experimental data. Although it too diverges at high temperature, the cubic spline is significantly better than the other fits of the PES. In this case, the divergence of $C_p$ from experimental data is likely due to limitations in the methods of statistical mechanics used to estimate thermodynamic properties, rather than inaccurate vibrational energy levels.

Possible sources of high temperature error from the statistical mechanical methods are that as temperature increases the forces generated from the rotational speed of the molecule begin to stretch the bond between Li and H — a phenomena called centrifugal distortion. Corrections to this phenomena, and similar effects of temperature extremes, are beyond the scope of this work, but Ref. 43 describes methods to perform these corrections, and their influence on prediction thermodynamic properties. It should also be noted that our treatment of the partition function assumes that the contributions (translation, rotation, vibration, etc.) are separable, which may not be true for all temperatures. In addition, as temperature increases excited electronic states will become accessible, which makes our assumption that $q_{\text{electronic}} = 1$ invalid.

Nonetheless, the accuracy of the spline fit compared to other methods underpins our assertion that large improvements are possible in prediction of thermodynamic properties at minimal additional computational cost (comparing the numerical eigenvalues of the cubic spline to the harmonic or Morse potential). Regarding the accuracy of our calculations, the cubic spline is a much more flexible method that will enable its use for bending modes (where the Morse potential will not work), and perhaps rotational modes (where neither the Morse or harmonic potentials will work).

D. Experimental results on a quantum computer

Following the results described in the previous sections, we implemented our work-flow on a superconducting transmon quantum device with 5-qubits, called *ibmq_rome*. We chose four ansatz repetitions as shown in Figure 5 and 512 measurement shots to evaluate its expectation value at each iteration of the VQE algorithm. Although 64 shots seem to be effective in simulations, we found that for real hardware 512 shots were required to achieve reasonable accuracy due to additional sources of noise. For the optimizer, a tolerance for the convergence of the objective function of $10^{-3}$ Ha was used. Even though resampling was
enabled, the standard deviation threshold of $10^{-2}$ Ha required to activate resampling was not reached, so resampling did not occur during these experiments.

Figure 6 shows the results of the full work-flow based on hardware experiments with ibmq_rome. The top panel shows the PES constructed using fewer points than used in the simulations. Although there is a positive energy offset compared to the FCI/STO-3G reference calculation due to hardware noise, this offset does not affect the resulting vibrational energy levels.

The center panel shows the vibrational energy levels computed by fitting the data to the Morse potential and cubic spline. These values are compared to the FCI/STO-3G energies cubic spline. Due to the sparsity of data, fitting a harmonic potential was problematic, so it was omitted from this comparison.

Results show that the cubic spline based values match the baseline FCI spline vibrational energy levels better than the Morse potential. Nonetheless, if the data were very noisy, or more sparse, the Morse potential may prove useful since its functional form constrains the shape of the curve to mimic bond stretching, which would be more robust when fitting noisy data.

Finally the lower panel of Figure 6 demonstrates the constant pressure heat capacity. The vibrational energy levels from the experiment on ibmq_rome were able to produce a reasonable prediction of $C_p$, compared to the FCI/STO-3G spline fit, and experimental data. We note that although the spline-based prediction appears closer to experimental data, this is a coincidence, since if the calculation on ibmq_rome was error free, it would match the FCI/STO-3G reference calculation exactly.
FIG. 6: Results from *ibmq_rome* for LiH. The PES, vibrational energy levels, and $C_p$ are shown in the top, middle, and bottom panels, respectively. Green “plus signs” are experimental data. The spline fits of the *ibmq_rome* data were smoothed to enable a better fit to the sparse data.
IV. CONCLUSIONS

In this work we introduced a robust statistical procedure to evaluate ground state energies and estimate the PES of molecular systems. Our approach is dictated from the need to create a work-flow for more accurate calculations of thermodynamic observables. Based on this we use the accuracy in the calculation of thermodynamic quantities as a metric for the evaluation of hybrid quantum/classical schemes.

For the calculation of the PES, we highlight that plain implementation of the VQE can be restrictive and advanced schemes can provide significant benefit. Namely, resampling protocols improve the reproducibility of the PES, and bootstrapping enables convergence to the minimum eigenvalue by providing better initial conditions at each point along the PES. In addition, these procedures increase the efficiency of VQE and allow construction of the PES using fewer measurement shots. We notice that for the starting point in the PES the equilibrium geometry is a good starting point, since it exhibits low electron correlation and is represented well by the HF state.

Determining the vibrational energy levels from the PES is another important aspect of the work-flow to calculate thermodynamic observables. We noticed substantial improvements in the predicted thermodynamic properties when we use an arbitrary functional form (cubic spline) and numerical eigensolver, compared to the commonly used harmonic or Morse potential and their analytical eigenvalues. While this approach is limiting for bigger molecules, where the decoupling of modes will be needed to reduce the dimensionality of PES, it serves as an example of the kind of improvements that would be needed to fully take advantage of the accurate electronic energies available from quantum computing algorithms.

Beyond the simulation of the work-flow we execute experiments on state-of-the-art IBM quantum hardware (ibmq_rome) that highlight the need of optimizing the work-flow and show good agreement with the findings of our simulations. In conclusion, we show that using our work-flow we are capable of predicting thermodynamic properties with high accuracy compared to reference calculations and experimental data.
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Appendix A: VQE Classical Optimizer

For SGD is an optimization method defined by the iteration

$$
\theta^{k+1} = \theta^k - \gamma^k g^k.
$$

Here at iteration $k$, $\gamma^k$ is the step length, and $g^k$ is the estimate of the gradient of the objective function, i.e. the expectation value $f = E_H(\psi(\cdot))$, at $\theta^k$. Gradient estimates are obtained using the parameter shift rule [44, 45] (other techniques for estimating gradients are discussed in Ref. 46). These estimates are noisy, but unbiased (which is why we refer to this method specifically as “stochastic” gradient descent). We use a step length $\gamma^k$ equal to 1 for the first ten iterations, then decrease it by setting it to $1/(k-10)$, for $k > 10$; this is consistent with most convergence theories for SGD [47]. We use a termination criterion based on the change in windowed averages of the objective function and ansatz parameter values. Specifically, the candidate ansatz parameter values $\theta^k$ and objective estimates $\hat{f}^k$ from the last 10 iterations are saved and the method terminates when we have either

$$
\frac{1}{10} \| \hat{f}^k - \hat{f}^{k-10} \| \leq \varepsilon_f \quad \text{or} \quad \frac{1}{10} \| \theta^k - \theta^{k-10} \| \leq \varepsilon_\theta,
$$

for given tolerances $\varepsilon_f$ and $\varepsilon_\theta$.

Appendix B: Calculation of Vibrational Energy Levels

Vibrational energies for the harmonic and Morse potential can be expressed analytically. The harmonic potential is given as

$$
V_h(r) = \frac{1}{2}kr^2
$$

(B1)
where $V_h(r)$ is the potential energy, $r$ is the bond length, and the parameter is $k$, analogous to a spring constant. The fundamental frequency of this potential is
\[
\omega_0 = \frac{1}{2\pi} \sqrt{\frac{k}{m_R}},
\]
where $m_R$ is the reduced mass. The harmonic potential has analytical eigenvalues
\[
\epsilon_n = h\omega_0(n + \frac{1}{2}), \quad n = 0, 1, 2, \ldots,
\]
where $h$ is Planck’s constant.

The Morse potential is
\[
V_M(r) = D_e(1 - e^{-\alpha(r-r_0)})^2,
\]
where $V_M(r)$ is the potential energy \[^{[31]}\]. The parameters are potential energy well depth, $D_e$, the width of the potential energy well, $\alpha$, which is related to the force constant between the atoms, and the equilibrium bond length $r_0$. The eigenvalues $\epsilon_n$ of the Morse potential are
\[
\epsilon_n = h\nu_0(n + 1/2) - \frac{(h\nu_0(n + 1/2))^2}{4D_e}, \quad n = 0, 1, 2, \ldots, n_{\text{max}},
\]
where $\nu_0$ is the fundamental vibrational frequency, which is related to the parameters of the Morse potential by
\[
\nu_0 = \frac{\alpha}{2\pi} \sqrt{\frac{2D_e}{m_R}}.
\]

Finally, numerical techniques for partial differential equations were used to compute the vibrational energies, without confining the PES to a specified analytic function. This was done by using cubic splines to represent the PES, discretizing \[^{[48]}\] the Schrödinger PDE using a finite difference scheme, and numerically computing the eigenvalues of the resulting discrete operator. We used the `splrep` function in SciPy for the spline and `eigvalsh_tridiagonal` for computing the eigenvalues \[^{[49]}\].

**Appendix C: Calculation of the partition function**

After evaluating the vibrational energies, the next step is to calculate the partition function. The calculation of the individual contributions to the molecular partition function are
described in detail in Ref. [37] and details pertinent to our analysis are highlighted here. The
translational partition function can be calculated classically as

\[
q_{\text{translation}} = \left( \frac{2 \pi m_R k_B T}{\hbar^2} \right)^{3/2} V, \tag{C1}
\]

where volume, \( V \), is obtained from the ideal gas law, \( V = k_B T/P \).

The rotational partition function for a heteronuclear diatomic molecule, is calculated as

\[
q_{\text{rotational}}^{\text{equilib}}(T) = \sum_{J=0}^{J_{\text{max}}} (2J + 1)e^{-\Theta_r J(J+1)/T} \tag{C2}
\]

where \( J \) is the rotational mode (an integer), and the rotational temperature, \( \Theta_r \), is

\[
\Theta_r = \frac{\hbar^2}{2I_M k_B}. \tag{C3}
\]

where \( I_M \) is the moment of inertia at the equilibrium bond length. The energy of each
rotational mode, \( \epsilon_{\text{rot}} \), is

\[
\epsilon_{\text{rot}} = \frac{\hbar^2}{2I_M} J(J + 1). \tag{C4}
\]

The vibrational partition function is computed from the Boltzmann summation of the
vibrational energy levels from the PES:

\[
q_{\text{vibrational}} = \sum_{n} e^{-\epsilon_n/k_B T}. \tag{C5}
\]

Appendix D: Statistical analysis of the PES and thermodynamic predictions

To evaluate the accuracy of VQE calculations and predicted thermodynamic properties
we performed simulations of the quantum computer (with only shot noise included) and
compared the results to the exact calculations (FCI/STO-3G) for the LiH system. The
procedure used is described here.

1. The PES was constructed using VQE algorithm as described in the main text using
the SGD+BR classical optimizer. Ground state energy of LiH at interatomic distances
from 1 to 5 Å with intervals of 0.1 Å were computed. The energy at the equilibrium
geometry (about 1.5 Å) was evaluated first. Optimized parameters from this geometry
were used as initial parameters for geometries proceeding outward toward longer and shorter bond lengths and the process was continued. This process of PES generation was repeated 15 times overall, in 5 batches of 3 repeats.

2. A cubic spline was then fit to the mean value of the three repeats from each batch obtained for every geometry. This yielded five determinations of the spline fit for the PES. Averaging over the three repeats in each batch helped mitigate the noise present in the PES construction.

3. Using the spline fit, a numerical eigensolver was used to compute the vibrational energy levels for each of the five PES, as discussed in Section III C.

4. From the vibrational energy levels and subsequently, the partition function, constant pressure heat capacity ($C_p$) was then calculated as described in Section II C. This yielded five independent determinations of $C_p$, from which statistics were calculated.

A corresponding reference calculation was also performed with Psi4 using intervals of 0.05 Å and the same basis set (i.e., FCI/STO-3G). The procedure to compute vibrational levels and $C_p$ was similarly also applied to the reference calculation.

From these calculations, the mean absolute error (MAE) was computed for the PES as follows:

$$MAE_{PES} = \frac{1}{n} \sum |PES_{VQE} - PES_{FCI/STO-3G}|$$  \hspace{1cm} (D1)

where $n$ is the number of points in the PES. $PES_{VQE}$ and $PES_{FCI/STO-3G}$ refer to the PES as computed by VQE and the reference calculation, respectively. The reported MAE was calculated over the 5 replicates of the PES. For $C_p$, the MAE was computed over the temperature range 2000 - 6000 K, at an interval of 5 K from the five independent replicates. This corresponds to the temperature range for which gas-phase heat capacity data from NIST was available for comparison.
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