Real-time performance assessment using fast interrupt request on a standard Linux kernel
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Summary
This article presents the use of ARM’s fast interrupt request (FIQ) to accomplish better jitter performance on real-time drivers without using patches for real-time extensions on the native Linux kernel code. Writing an FIQ interrupt handler is challenging due to the lack of Linux kernel support and the need to avoid page faults exception during its execution. We investigate and evaluate a mechanism that employs static mapping for peripherals and changes on the Linux kernel code to allow the FIQ interrupt handler to be written in the C language. Furthermore, the FIQ performance was evaluated by comparing it with a timer Interrupt Request on Linux PREEMPT-RT in full CONFIG_PREEMPT_RT mode. Both were applied on a Linux driver for data acquisition of a pipeline inspection gauge system. Results show that the FIQ approach was able to reduce in 97.49% the interrupt jitter and, as a result, allowed an increase in the data acquisition frequency from 1024 Hz to 2048 Hz, showing that the FIQ approach can be considered for real-time applications without resorting to real-time extensions.
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1 INTRODUCTION

Real-time applications are widely employed by several industrial sectors, such as robotics,¹ aerospace,² and automotive,³ using real-time operating systems (RTOSs). The timing correctness of systems is traditionally guaranteed by the worst-case execution time (WCET) analysis. The purpose of this analysis is to determine if the system meets its real-time constraints, that is, short response time of a task, short execution time of the interruption, and among others. Usually, the WCET analysis is mandatory for hard-real time systems,⁴ however, other real-time applications can be less demanding regarding accomplishments of the real-time constraints, and their performance can be evaluated according to their latency and jitter.⁵ Jitter caused by both hardware (caches and pipelines) and software effects (disabled interrupts and mechanisms for synchronizing processes) is typically in the order of microseconds, which can be long enough to affect a real-time application. For instance, in real-time control systems, feedback control loops are implemented as execution of periodic tasks. The impact of jitter on such application is typically analyzed to ensure control system's stability.⁶-⁸ Latency is defined as the time elapsed between the occurrence of an external event and the correct reaction to that
event, whereas jitter is a random deviation from the ideal timing of the event. Therefore, jitter can be measured by the standard deviation of the latency. Ensuring low jitter and low latency is crucial for real-time measurements systems. Since, in our real-time application, jitter is a critical parameter, we evaluated the performance of our system in terms of it.

In the Oil & Gas industry, a pipeline inspection gauge (PIG) is commonly used to identify defects in pipes. PIGs are devices which are inserted into, and travel throughout the length of a pipeline, driven by the product flow. They usually carry a set of sensors and a real-time data acquisition system can be used to perform the characterization of pipeline defects while travelling along it. The resulting interrupt latency and jitter affects the acquisition system in such a way that the larger the jitter or latency, the lower the resolution and the accuracy of the pipe characterization that the sensing tool can provide. Therefore, jitter and the latency become critical parameters when the system needs to ensure reliability and quality in a high-frequency data acquisition scenario, such as monitoring systems that are in constant motion, like PIGs. For example, a 200-microsecond jitter for an acquisition frequency of 2048 Hz (equivalent to a 488-microsecond acquisition period) has a severe impact on the performance of the system, since 40.98% of the time is wasted by the jitter. This low performance makes it impractical to use acquisition frequencies at this order or higher. In this article, we investigate the use of ARM’s fast interrupt request (FIQ) feature as a mechanism to allow real-time applications in an industrial-related system. The data acquisition system under study here is a geometric feeler PIG that uses a real-time driver running on a standard Linux kernel version 4.9.66. In this system, it is currently impossible to ensure low response time and high reliability for an acquisition rate of 2048 Hz with its 130 multiplexed sensors. Without FIQ, the system could only reliably operate up to 1024 Hz, because the jitter is too high (over 130 microseconds). Hence, the interrupt jitter is the most critical parameter to be examined.

2 | LINUX KERNEL IN EMBEDDED SYSTEMS

The use of the Linux OS in embedded systems is motivated by its free distribution and its hardware portability. It has compatibility with a wide range of architectures, including the popular ARM, PowerPC, SPARC, x86, and MIPS, and offers a vast number of libraries and drivers with source code available for modification. This amount of implemented code can reduce development efforts, time, and cost, making Linux a strong alternative to the development of specialized approaches for the embedded systems community. However, Linux is not originally designed to support real-time tasks. To reduce the overall latency and make certain classes of real-time applications feasible on Linux, kernel version 2.6 introduced the possibility of preempting the kernel code itself, besides the usual user-space preemption, by enabling the CONFIG_PREEMPT option. However, the preemptible kernel still contains long critical sections that may cause long interrupt latencies. In order to allow their usage in real-time applications with lower latency, the embedded systems community usually develops support features or applies patch sets, such as PREEMPT_RT, Xenomai, and RTAI. The PREEMPT_RT patchset adds preemption to most of the kernel critical section mechanisms, like spinlocks, while deferring interrupt code execution to the so-called “Interrupt Request (IRQ) thread” that runs in process context. Only interrupt handlers that specifically ask to be executed in hardware-interrupt context will remain preemptible, therefore effectively reducing the true critical sections to a minimum. With most of the kernel code running as threads and processes, the RT-aware scheduler is then able to arbitrate the priorities based on real-time requirements. Real-time drivers, however, may still require a further patch set such as Xenomai, which adds a dual kernel configuration to avoid the latency due to the last bits of nonpreemptible interruption code and the scheduler itself.

Similar to Xenomai, the RTAI patch is also a dual-kernel approach where a nanokernel hardware abstraction layer is installed between the hardware and the OS to add hard real-time support to Linux. The RTAI has a slightly different layout from Xenomai in what concerns interrupt reception. In the latter, those are managed by the nanokernel, whereas in the former by its core. If an event of receiving an interrupt is associated with a real-time application, the RTAI core handles it immediately. When an interrupt is not interesting to RTAI, it is sent to the Linux kernel using the nanokernel. That structure offers better performance than Xenomai since it avoids the latency introduced by the nanokernel. However, Xenomai offers support for a larger amount of architecture. Both of these dual-kernel approaches require the real-time driver to be written using a specific API, different from the Linux standard one.

Lelli et al discussed another approach that also aims at offering real-time support for the Linux kernel: the real-time scheduler SCHED_DEADLINE. This feature is available in the baseline Linux kernel since kernel version 3.14. On its scheduling policy, it is mandatory to specify the period of the task execution and the amount of CPU time needed to execute
a task every period, that is, the runtime. With these parameters, the scheduler ensures that each task has its execution limited by the runtime in every period. Its algorithm computes a scheduling deadline every time the task wakes up. The scheduling deadline parameter corresponds to a time limit beyond which one cannot go over to accomplish a task. It is used to sort the ready queue in such a way that the task with the highest priority is the one which has a deadline closest to the current time, meaning that this mechanism dynamically assigns priorities to tasks. By sizing these three parameters properly, each task can meet the timing constraints of the real-time application.

The coexistence of a general purpose OS and a real-time OS on multi-core platforms is a recent trend in real-time solutions. It is possible through the use of virtual machine monitors, that manages shared computational resources to provide an isolated virtual environment. This approach allows executing less critical tasks on a general purpose OS, such as a Linux guest, benefitting from the availability of rich libraries and drives. The critical tasks are executed by a dedicated core running a real-time OS to guarantee timing constraints of the real-time application. Also, within the context of multiple OSs, the real-time task can be handled by a single core running a bare-metal implementation in place of the RTOS. The bare-metal approach runs directly on the physical hardware platform and, consequently, allows direct access to the hardware resources. Under the bare-metal concept, there are no system calls and the application can perform I/O accesses in a timely, deterministic manner. However, this approach requires the ability to code in a very low-level, which makes the code development hard and time-consuming for complex tasks. In contrast, the RTOS offers an interface to simplify the application code with little overhead imposed by the system calls.

Real-time performance has been previously assessed by several authors. Brown and Martin evaluated three cases, namely the performance of a baseline Linux kernel, the performance of the same kernel with the PREEMPT_RT patches, and the performance of this kernel with the Xenomai patches, by measuring the latency interrupt and the jitter of a periodic task. Qualitative tests were performed using an Atmel AVR microcontroller as platform. For the Linux kernel space, they implemented a periodic task employing hrtimers to toggle a GPIO pin. In their work, jitter was measured for two categories of real-time, specifically the 95% hard real-time and the 100% hard real-time, where “the real-time requirements should be met at least 95%, and 100%, respectively, of the time”. They concluded that in the kernel space, the native Linux code has better performance for the 95% hard real-time category and Xenomai is the best for the 100% hard real-time category. Arm et al analyzed the real-time capabilities for the RTAI Linux real-time extension, which is also a dual kernel approach, on LinuxCNC. In industrial applications, the LinuxCNC is offered to operate Computer Numerical Control machines. It is available as packages for the Ubuntu and Debian distributions. The authors used the RTAI interrupt latency as one of the evaluation parameters. The AMD Athlon XP 3000+ processor was employed as a hardware platform. Interrupt latency and jitter are also relevant issues in RTOS. In order to minimize the interrupt latency, Zhang et al have developed a method that protects critical sections without disabling interrupts on the SmartOSEK RTOS. While this approach reduces interrupt latency, it also increases the execution time for system services. Barbalace et al compared Xenomai, RTAI, and the baseline Linux kernel (v 2.6) in terms of interrupt latency and jitter. A test program was integrated to a Linux module and was run on a Motorola MVME5500 single-board computer. The test's results showed that the maximum latency, 73.2 microseconds, was obtained with Xenomai and the minimum, 71.8 microseconds, with RTAI. The baseline Linux produced the maximum jitter value, 0.40 microseconds, while the RTAI reported the minimum, 0.15 microseconds. The RTAI real-time extension outperformed Xenomai and the Linux in both cases. The authors stated that Xenomai is slightly less performing than RTAI due to its layered approach, which introduces some overhead in interrupt management.

Unlike the previously mentioned works, in this work real-time performance with native Linux code has been achieved without applying patches for real-time extensions. FIQ is the highest priority interrupt request in an ARM CPU and, while restricted to this specific architecture, it is technically very similar to the nonmaskable interrupt signal available in other architectures. The Linux kernel neither uses nor disables FIQ interrupts in its system services, consequently, an FIQ event can preempt any running Linux code. In our experiments, the FIQ interrupt allowed for real-time driver latencies as good as, or better than the more complex dual-kernel approaches. However, the lack of Linux kernel support comes at a price and some restrictions have to be enforced to use this mechanism.

In the next sections, we present the FIQ interrupt feature, the challenges of using this interrupt in the Linux kernel, two strategies to allow the FIQ usage and the resulting evaluation of the FIQ performance, on a standard Linux kernel, over the IRQ, on Linux PREEMPT-RT, in a PIG’s data acquisition system.
3 | FAST INTERRUPT REQUEST

There are two types of hardware interrupts in an ARM CPU: the FIQ for low interrupt latency and the IRQ for general purpose. A hardware interrupt occurs whenever a device sends an electrical signal to a specific interrupt line. The AT91SAM9G25 processor has one line for the IRQ and another one for the FIQ, denoted as nIRQ and nFIQ, respectively. The FIQ has a higher priority than the IRQ. Therefore, when the nFIQ line is activated by some device, the processor serves this interrupt even if the highest priority IRQ handler is running. When the processor responds to an FIQ interrupt, it jumps into a processor mode called FIQ mode and disables the FIQ and IRQ interrupt requests. The processor mode defines access rights to the system resources. For example, the FIQ mode allows read/write access to the Current Program Status Register (CPSR) (privileged mode) and provides a set of associated registers known as banked registers that are multiple copies of a register at the same address. In addition to the priority level difference, the FIQ mode has seven registers banked into the system (r8-r14) while the IRQ mode has two banked registers (r13-r14). A large number of banked registers in the FIQ mode reduces the number of cycles on entry and exit to the interrupt service routine (ISR) code, since the processor needs to save fewer registers on the stack, decreasing the number of push and pop operations to the ISR. The last entry of the interrupt vector table is associated with the FIQ interrupt and has the address 0x1C. Being the last entry means that the ISR can be placed directly at this address, avoiding the need for a branch instruction and allowing a faster service of the FIQ interrupt.

When the core responds to an FIQ interrupt, the processor mode changes to FIQ mode and the core executes the following steps: (i) saves the CPSR value into SPSR_FIQ (saved processor status register); (ii) saves the PC value into r14_FIQ (link register); (iii) sets the PC register to 0x1C address (FIQ exception vector address); and (iv) runs the interrupt handler. When the core exits an FIQ handler, it performs the following two steps: (i) updates the PC with r14_FIQ minus four (offset value of the FIQ interrupt) and (ii) moves back the SPSR_FIQ to the CPSR. This operation automatically changes back the processor mode to the previous one.

3.1 | FIQ in the Linux kernel

The Linux kernel provides some functions to facilitate FIQ manipulation. They can be seen in the file /arch/arm/fiq.h. Listing 1 shows the four steps needed to initialize the FIQ interrupt, which can be summarized as: (i) request of the FIQ interrupt by calling the function claim_fiq (line 7); (ii) registering the stack used by the FIQ to save the registers of the interrupted process (line 12); (iii) registering the interrupt handler through the function set_fiq_handler (line 14); and (iv) enabling the FIQ interrupt (line 15). The function set_fiq_handler copies the handler code directly to the FIQ vector (at 0x1C address). The ARM architecture has designed the FIQ interrupt vector as the last entry in the vector table to increase the execution speed by removing the need for a branch and associated delays.

When compiling the application, option "config FIQ" in file /arch/arm/Kconfig must be set to "y" (yes). Because it is currently not possible to modify this value via a "make menuconfig" option, we needed to apply a patch for this modification.

```
static u8 fiqstack[4096];
static struct fiq_handler fh= {.name = "kpig_fiq"};
static int fiq_init( void ){
    struct pt_regs fiqregs;
    if (claim_fiq(&fh)){
        pr_crit( "Error in claim_fiq \n");
        return -EBUSY;
    }
    fiqregs.ARM_sp = (u32)&fiqstack[sizeof(fiqstack)];
    set_fiq_regs (&fiqregs);
    set_fiq_handler((void *)fiqhandler , 8);
    enable_fiq(ID_FIQ)
    return 0;
}
```

Listing 1: The FIQ init function
3.1.1 FIQ handler in the C language

The GCC compiler provides the directive `__attribute__((interrupt("FIQ")))` to facilitate the writing of the FIQ interrupt handler in C. This attribute indicates to the compiler how the prologue and epilogue of an FIQ interrupt routine should be handled. Because the FIQ mode has seven banked registers (r8-r14), the compiler automatically manages the storage of values from registers r0 to r7. Both the restoration of these registers and the return address are managed by the compiler as well.

The function `set_fiq_handler` takes as parameters a pointer to the handler routine and the handler routine size. Using `memcpy`, it copies the handler routine to a reserved area of approximately five hundred bytes. Listing 2 illustrates the definition of an FIQ interrupt handler in C using an assembly wrapper.

```
1 u32 fiqhandler_asm[2];
2 fiqhandler_asm[0] = 0xE51FF004; /* ldr pc, [pc, #-4] */
3 fiqhandler_asm[1] = (u32) fiqhandler_c;
4 set_fiq_handler ((void*)fiqhandler_asm, 8);
```

Listing 2: Assembly wrapper for the FIQ interrupt handler in C

In this strategy, the ISR consists of a jump to the C handler as shown in Listing 3. Notice that this frees us from the need to specify the size of the C interrupt handler, at the price of delaying its execution because of the execution of an extra jump instruction.

```
1 0x001C: ldr pc, [pc, #-4]
2 0x0020: .word fiqhandler_c
```

Listing 3: FIQ interrupt handler form

In Linux, writing an FIQ handler in C is not as simple as writing an IRQ handler. Most kernel APIs internally depend on scheduler functions and spinlocks to manage concurrent accesses, which are strictly forbidden in FIQ code because the FIQ code needs to be fast and nonblocking. Typically, it is necessary to either write or rewrite drivers to have the same functionalities that the API offers without blocking operations. In addition, we must also ensure that all resources accessed from the FIQ handler are already mapped into the process memory in order to avoid page faults, since the CPU does not support handling page faults in FIQ mode. In fact, most kernel developers assert that FIQ can only be implemented by a code that is statically linked to the kernel and executed early in the boot process. In the next section, we discuss the strategies to avoid page faults occurrences when the FIQ handler is running from a loadable kernel module (LKM).

4 AVOIDING PAGE FAULTS IN FIQ HANDLER

Writing the FIQ handler into a Linux LKM is convenient, since it is not necessary to reboot the system to insert and remove the module during the testing stage. The `vmalloc` function allocates the LKM on the kernel Module Space area by applying the Demand Paging technique, which consists in delaying the page frame allocation until a process requires access to a page that is not currently mapped in memory. Access to a nonmapped memory region causes a page fault exception that must be handled by the kernel, which then loads the requested memory page and resumes the execution transparently. Therefore, any code residing in kernel Module Space may produce unpredictable page faults at the time it gets executed or accessed. When a page fault occurs in an FIQ handler, the OS gets a kernel Panic due to the kernel's incapacity to interrupt the FIQ in order to handle this exception. This is further complicated by the fact that page mapping is a per-process structure, so even if the requested data are already loaded into the physical memory, that does not mean
that all processes have a valid page mapping for it. When dealing with FIQ interruptions, one is never able to predict which process will be running at the moment the FIQ interrupt takes place.

The kernel Panic occurrence crashes the entire system. It is unacceptable that a system presents such a behavior. For this reason, the FIQ handler cannot require access to a memory area allocated by the \texttt{vmalloc} function. Hence, the usage of the \texttt{vmalloc} function by an FIQ handler is not allowed. Over the following subsections, we discuss two strategies to avoid the occurrence of a page fault inside the FIQ handler, namely, allocating all memory demanded by the LKM using \texttt{kmalloc} and creating a static mapping of the physical address for peripherals. The complete patch set of the Linux kernel can be found our repository.\textsuperscript{35}

\section{Changing the LKMs allocation for use \texttt{kmalloc}}

All memory demanded by the LKM must be allocated using \texttt{kmalloc} because this function allocates contiguous pages and returns a logical address, which is mapped directly to a physical address,\textsuperscript{36} meaning that there is no need to update pages on demand. Therefore, we modified the original kernel allocation function that loads the LKM into the kernel Module Space area using \texttt{vmalloc} to use the \texttt{kmalloc} function. As a consequence, we also had to modify the kernel function that frees memory so as to use \texttt{kfree}.

\section{Static mapping for peripherals}

In embedded software, it is usual to deal with peripherals inside the interrupt handlers. In our data acquisition system, the FIQ handler needs to access peripherals, such as a Serial Peripheral Interface (SPI), a Timer Counter (TC), and a Direct Memory Access (DMA) controller to perform writing and reading operations. The function \texttt{ioremap} does the dynamic mapping of a given physical address and returns the virtual address base that allows both read and write accesses. The memory area returned by this function corresponds to the same memory area returned by the \texttt{vmalloc} function.\textsuperscript{36} Therefore, there is no guarantee that the use of this virtual address will not result in a page fault during the FIQ execution. The static mapping technique solves this problem since it statically defines and associates a virtual address and the physical address of the peripheral. The kernel performs this type of mapping during the boot phase, ensuring that the virtual address is already mapped for any process that will ever be created during the system execution. Whenever a physical address is statically mapped to a virtual address, the function \texttt{ioremap} returns the virtual address already defined, instead of adopting the dynamic mapping.

\subsection{Choosing the virtual address}

Once mapped, the virtual address for the static mapping cannot be mapped to another physical address. Hence, one needs to choose a memory area that is known to be available and not used by the system. Therefore, we chose the virtual address area destined to the Instruction Tightly-Coupled Memory (ITCM) feature to define the virtual address for the static mapping, since it has fixed virtual addresses and this processor feature was not used by our system. Using this memory area for the peripheral mapping is convenient because it ensures that such addresses will not be used by the kernel for any other functions.

\subsection{Creating static mapping in Linux kernel}

The Linux kernel defines memory mappings through an array of \texttt{map_desc} structs. Hence, we defined a \texttt{map_desc} termed \texttt{at91_iomap_desc} according to the peripherals accessed by the FIQ handler (i.e., SPI, TC, and DMA). We then created a static mapping function \texttt{at91_map_io} that calls \texttt{iotable_init} with the \texttt{map_desc} struct to map through the \texttt{create_mapping} call. It was also necessary to modify the initialization of the \texttt{DT_MACHINE_START} macro by adding a static mapping function \texttt{at91_map_io}, since this macro loads the information about the kernel initialization on the host board (available on the \texttt{at91sam9.c} file of the 4.9.66 kernel).
At the booting stage, the kernel performs the following steps for static mapping:37

- In the directory /arch/arm/kernel/setup.c, the setup_arch() routine calls paging_init;
- paging_init executes the devicemaps_init function;
- devicemaps_init does the static mapping by calling mdesc->map_io(). This call uses the at91_iomap_desc registered from DT_MACHINE_START macro;

Once the static mapping is performed early in the boot process, any kernel code is able to use it by requesting its virtual address from ioremap as usual. The Linux ioremap is smart enough to check if a given physical address is already statically mapped before performing the dynamic allocation. Essentially, all necessary changes on the Linux kernel code to allow the FIQ usage can be summarized as follows:

1. Enabling the FIQ feature by modifying the Kconfig file located in arch/arm/.
2. Modifying the LKM allocation method to use the kmalloc function instead of the vmalloc.
3. Adding a static mapping function to the map_desc struct of the target board.

5 | LIMITATIONS OF THE FIQ IN THE PROPOSED APPROACH

The proposed approach was designed for systems that have one real-time task. Thus, some limitations may arise when applying the proposed approach to solve different real-time problems. These limitations are discussed below and summarized in Table 1.

5.1 | Single FIQ source

Usually, the FIQ feature has a single high-priority interrupt source connected to the nFIQ line because it was designed to quickly serve a specific critical task. With a single source, it is not necessary to determine the source of the interrupt.38 Therefore, the ISR can be executed directly. In our system, we have precisely one interrupt source associated with the FIQ line. However, some applications may need to deal with multiple sources and, consequently, require a mechanism to identify the interrupt source and establish a priority, which increases the FIQ response time. Further studies would be necessary to determine whether the use of FIQ could be advantageous in these scenarios.

5.2 | Incompatibility with Linux kernel synchronization primitives

Because the FIQ handler should execute as fast as possible, no blocking operation can occur within the handler. To use any Linux kernel API functions inside the handler, the programmer must make sure that these functions do not

| Limitation                                      | Description                                                      |
|------------------------------------------------|------------------------------------------------------------------|
| Single FIQ source                              | The proposed design was evaluated considering only one interrupt source. |
| Incompatibility with Linux kernel synchronization primitives | Linux kernel synchronization primitives are strictly forbidden in FIQ code. |
| Unavailability of the ITCM feature             | The virtual address area reserved for ITCM is used to create the static mapping for peripherals. |
| Size of the FIQ module                         | The kernel modules are allocated with kmalloc instead of vmalloc. Hence, the size of the FIQ module depends on the amount of memory that kmalloc can allocate. |
contain spinlocks or schedulers. Whenever a data structure needs to be shared between FIQ handlers and other code, the programmer can resort to a data structure that allows unidirectional communication between the real-time process and the normal process [for instance, a lock-free first in first out (FIFO)] or disabling the FIQ as a mean of synchronization. The latter is a simpler solution but it risks of increasing the response time of real-time task if competition is frequent. The use of the former technique is usually restricted to cases when there is only one real-time process accessing the data structure. In our application, the FIQ interrupt accesses and modifies a FIFO structure that is shared with normal code. If we had used some kernel synchronization primitive to protect this access, we would have risked blocking the FIQ handler. To allow the real-time process to share this data structure, we could use a lock-free queue or temporarily disable the FIQ interrupt within the normal code whenever it needs to access the shared structure.

5.3 | Unavailability of the ITCM feature

In Section 3.1, we loaded a jump instruction on the FIQ vector table entry to jump where the FIQ handler code is located. We could have considered using the ITCM feature to locate our FIQ handler rather than using the ITCM mapping area to map our peripherals. That would probably improve the time determinism of the FIQ handler by avoiding caches and DRAM latencies. However, in our application, using the FIQ interrupt without adding other approaches that tend to reduce time, was enough to meet the applications' timing constraints. Hence, the usage of ITCM mapping area to meet our need for a fixed virtual address is much more attractive than using the ITCM feature to increase speed performance.

5.4 | Size of the FIQ module

In Section 4.1, the kernel modules are allocated with kmalloc instead of vmalloc. By adopting this strategy, every LKM will reside in a contiguous area of physical memory regardless of being an FIQ module. It can be hard to find a physically contiguous block of memory for large allocations because the physical memory space is much smaller than the virtual memory space. Thereby, the size of the FIQ module is limited by the physical memory available in the system. Because the FIQ handler is usually in the order of 100 B, the LKM module dedicated to the FIQ does not usually demand a large memory space and can be conveniently allocated by the kmalloc function. Note that the aforementioned LKM loading strategy may not be suitable for applications requiring the allocation of a large number of LKM or large memory space for any LKM. For these cases, it is more appropriate to allocate only the FIQ module using kmalloc and to use vmalloc for the other LKMs. Another alternative would be to try to get the contiguous area of physical memory for the LKM and if it fails, use the vmalloc function.

6 | EVALUATION OF THE FIQ APPROACH

The evaluation of the FIQ approach was divided into two parts. First, the interrupt jitter for the FIQ and IRQ approaches was measured to evaluate the jitter reduction when replacing the timer IRQ handler on Linux PREEMPT-RT with the FIQ handler on a standard Linux without applying any real-time patch. Then the performance of our data acquisition system was evaluated for both interrupts in order to quantify the performance improvements of the acquisition system when using the FIQ. The time effectively used for acquisition and the available time (AT) were used as metrics.

6.1 | Measuring the interrupt jitter

We have measured the FIQ and IRQ interrupt jitter using a TC inside their respective handlers at a frequency of 2048 Hz. We defined a vector with 6000 elements to store the counter values immediately after calling the FIQ and IRQ interrupts. The clock value assigned to the TC channel has the highest possible frequency, namely, MCK/2.\(^\text{39}\) For our system, this corresponds to 66.5 MHz. Thus, we have a high-precision timer to record the instant
Table 2: The standard deviation and the maximal jitter value in the IRQ and the FIQ interrupts

| Test load | Standard deviation IRQ (μs) | Standard deviation FIQ (μs) | Max IRQ (μs) | Max FIQ (μs) |
|-----------|-----------------------------|-----------------------------|--------------|--------------|
| CPU       | 38.54                       | 0.877                       | 136.60       | 3.42         |
| I/O       | 10.20                       | 0.42                        | 28.60        | 2.04         |
| MEMORY    | 7.194                       | 1.03                        | 59.23        | 2.84         |
| TIMER     | 27.61                       | 1.03                        | 95.38        | 2.88         |

Abbreviations: FIQ, fast interrupt request; IRQ, interrupt request.

in which the interrupt handler starts its execution. The precision is 15.03 nanoseconds, which is equal to the clock period.

First, a consecutive subtraction of each vector element is performed to get the number of clocks within each call of the interrupt handler. Next, these values are multiplied by the clock period in order to express its value in seconds. The jitter is calculated by subtraction between these values and their average. It is worth mentioning that this proposed methodology is unfit for measuring any constant latency, since only the elapsed time between handling two consecutive interrupts is recorded. Any supposedly constant delay between the hardware requesting the interrupt and execution of the handling code would be cancelled by the subtraction and, therefore, cannot be detected this way. That is, this methodology is only able to record jitter, not absolute latency.

6.1.1 Load test

In order to stress different code paths inside the kernel, exercising different exclusion and locking mechanisms, four intensive load tests were designed to measure the jitter by using the stress-ng tool.

1. The CPU stresser loads the CPU at 95% by executing the command `stress-ng -c 1 -l 95` while running the interrupt handler at 2048 Hz.
2. The I/O stresser creates four processes to stress the hardware I/O by executing the following command, `stress-ng –ionice-class realtime –ionice-level 0 -i 10`, which flushes the cached data to disk and sets the I/O scheduling class as realtime and the priority level as the highest.
3. The memory stresser calls the mmap/munmap for 900 KB and keeps on rewriting to the allocated memory by executing the following command `stress-ng –vm-bytes 900k –vm-keep -m 1`.
4. The timer stresser creates timer events at a rate of 10 MHz by executing the command `stress-ng –timer-freq 10000000 -T 1`.

Each test was performed five times. These tests were designed considering the possibility of dispute with the interrupts to require high-level attention of the processor in order to create concurrency with the interrupt handler. Figure 1 shows the distribution of the jitter in logarithmic scale for the worst result among the five executions of the four test loads. Note that the scale of the horizontal axis is different for the IRQ and FIQ plots. Table 2 summarizes the test results. The FIQ interrupt provided much lower jitter than the IRQ for all tests. However, values virtually equal to zero were expected for the execution of the load tests because the kernel code does not disable the FIQ interrupt and it has higher priority than the IRQs. These noneffectively zero jitter values are probably related to core hardware operations, which delay the FIQ interrupt response.

Running the IRQ and the FIQ interrupts at an acquisition frequency of 2048 Hz (ie, a period of 488 microseconds) showed that the worst case for the IRQ was the CPU stress test (Figure 1A), which presented 27.99% of wasted acquisition time, due to the jitter. For the FIQ this rate was only 0.70% (Figure 1B). This means that the FIQ interrupt allowed a 97.49% reduction of the interrupt jitter. Therefore, the FIQ usage provided a better performance than the IRQ by a drastic reduction of the wasted acquisition time. High jitter values for the IRQ interrupt were expected since the kernel disables interrupts in some parts of the code to keep the data structure’s consistency; for example, the scheduler code in the file `kernel/sched/core.c`. The rise of the interrupt latency exposed during the load test is related to the increase of code disabling interrupts. Consequently, it is expected that certain tasks may increase the latency when compared to idle values.
FIGURE 1  Jitter measuring for the IRQ, on Linux PREEMPT-RT, and the FIQ, on a standard Linux, concerning the four tests load, namely, CPU stress test (A and B), I/O stress test (C and D), memory stress test (E and F), and timer stress test (G and H). On the left column, the IRQ data are shown (A, C, E, and G). On the right column, the FIQ data are shown (B, D, F, and H).
### 6.2 Performance assessment of data acquisition of an instrumented PIG

In order to evaluate the data acquisition performance, it is convenient to define two quantities, namely the effective time (ET) and the AT. The latter is the overall AT to perform the acquisition, and the former is the portion of AT in which the system is effectively acquiring data. Thus,

\[ ET = AT - T_{\text{overhead}} \]  

where \( T_{\text{overhead}} \) is the overhead time. For a system with periodic data acquisition, we can define the AT as the acquisition period, that is, \( AT = 1/f \), where \( f \) is the acquisition frequency, in hertz. The relative effective time, \( T_{\text{Rel}} \), is defined as the ET to AT ratio. \( T_{\text{Rel}} \) quantifies how much the software takes advantage of the AT for the acquisition. Using Equation 1, the theoretical value for the \( T_{\text{Rel}} \) is given by

\[ T_{\text{Rel, Theo}} = \frac{AT - T_{\text{overhead}}}{AT} = 1 - \left( \frac{T_{\text{overhead}}}{f} \right) . \]  

Note that, ideally, in the absence of the overhead time, \( T_{\text{Rel}} \) equals to 1, which implies that the software takes advantage of 100% of AT to complete the data acquisition.

Experimentally, the relative effective time can be calculated through:

\[ T_{\text{Rel, Exp}} = \frac{f \times N}{f_S} . \]  

where \( N \) is the number of samples acquired at each acquisition, and \( f_S \) is the system sampling rate, in samples per second. Note that, as for the theoretical effective time, ideally, the product of the acquisition frequency by the number of samples should result in the sampling rate of the A/D. Nevertheless, jitter and latency negatively influence the time that the system is capable to spend acquiring data. Hence, it is expected that \( f \times N \leq f_S \) and, therefore, \( T_{\text{Rel, Exp}} \leq 1 \). In our system, we use an A/D converter with 12-bits precision and \( f_S = 480 \) k samples/s to convert the analog signal obtained from the sensor channels. Four acquisition frequencies were used, namely, 256 Hz, 512 Hz, 1024 Hz, and 2048 Hz. For each acquisition frequency, we have experimentally tried the maximum number of sensor channels (\( N \)) that we may use with the A/D converter without overrun errors, for both timer IRQ and FIQ interrupts. \( T_{\text{Rel, Exp}} \) is summarized in Table 3 for the FIQ and IRQ interrupts.

In order to calculate the theoretical value \( T_{\text{Rel, Theo}} \), we consider as part of the \( T_{\text{overhead}} \), the maximum jitter value shown in Table 2, that is, 136.60 microseconds and 3.42 microseconds for the IRQ and FIQ interrupts, respectively. The interrupt handler executes a code snippet needed for specific settings in our architecture before starting the acquisition. Hence, it was necessary to compute this fixed latency to add it to the \( T_{\text{overhead}} \). This latency was measured with the help of an oscilloscope. One oscilloscope channel was used to show when the interrupt handler was serviced by the processor and another channel was used to show when the A/D clock started to be serviced by the interruption code. In both cases, we control a GPIO pin to raise the measured level. The difference in time between the moment when the interrupt is serviced and the moment the A/D clock starts is the code latency. Considering the worst-case scenario, we measured 16.55 microseconds of latency.

Figure 2 shows the theoretical and experimental relative effective time, expressed as percentages, using solid lines and dot symbols, respectively. The linear fit of the experimental points is shown by the dotted lines. The coefficient of

| \( f \) (Hz) | AT (μs) | ET (IRQ) (μs) | N (IRQ) | \( T_{\text{Rel, Exp}} \) (IRQ) | ET (FIQ) (μs) | N (FIQ) | \( T_{\text{Rel, Exp}} \) (FIQ) |
|---|---|---|---|---|---|---|---|
| 256 | 3906.25 | 3729.17 | 1790 | 95.47% | 3822.92 | 1835 | 97.87% |
| 512 | 1953.12 | 1791.67 | 860 | 91.73% | 1897.92 | 911 | 97.17% |
| 1024 | 976.56 | 845.83 | 406 | 86.61% | 931.25 | 447 | 95.36% |
| 2048 | 488.28 | 354.17 | 170 | 72.53% | 447.92 | 215 | 91.73% |

Abbreviations: FIQ, fast interrupt request; IRQ, interrupt request.
determination of the linear fit is 0.95294 and 0.9804 for the FIQ and IRQ approaches, respectively, which indicates that the experimentally measured relative effective time is highly linear, as expected by the theoretical relationship of Equation 2. The linearity of $T_{\text{Rel}}$ decreases with the frequency increase because the jitter and latency code snippets are not influenced by the value of acquisition frequency.

Hardware operations, not assessed in this study, can result in additional overhead which was not considered in Equation 2. This reflects the difference between the theoretical slope value and the experimental slope value in Figure 2. In general, the FIQ approach is more efficient since the system is acquiring data more than 90% of the time at all the evaluated acquisition rates. Moreover, it allowed us to increase the acquisition frequency up to 2048 Hz, which was not possible using an IRQ. At this frequency, $T_{\text{Rel}}^{\text{Exp}}$ is excessively low with IRQ (72.53%), due to the high amount of wasted time due to jitter.

7 | CONCLUSION

A new mechanism that employs static mapping for peripherals and changes on the Linux kernel was proposed and evaluated in order to allow the FIQ interrupt handler to be written in the C language. Its performance was assessed by comparing it with a timer IRQ on Linux PREEMPT-RT in full CONFIG_PREEMPT_RT mode. The proposed approach is suitable for systems with exactly one real-time task and that do not use the ITCM area.

The results showed that the FIQ approach achieved a 97.49% reduction of the interrupt jitter when compared to the load test file transfer applied to a timer interrupt (IRQ). Thanks to the large jitter reduction, the system became highly efficient. For instance, at 1024 Hz, the system can use 86.61% of the AT for data acquisition using IRQ, while with the FIQ approach the utilization is up to 95.36%. This shows an increase of 9.17% in the use of acquisition time. Furthermore, it becomes feasible to set the acquisition frequency up to 2048 Hz since the system takes advantage of 91.73% of AT instead of just 72.53%. It is worth to emphasize that in a moving acquisition system such as a PIG, to be able to increase the acquisition frequency is an extremely welcome feature. The results indicate that the FIQ approach deserves to be considered for real-time applications since its efficiency was high enough to achieve real-time driver performance without the need to apply real-time extensions to the Linux kernel.
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