Annual modulation of event rate and electron recoil energy in inelastic scattering direct detection experiments
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Abstract

In 2020 the XENON1T experiment observed an excess of events with an electron recoil energy \(E_R\) in the range of 2–3 keV. Such an excess can arise from a variety of sources such as solar axions or a neutrino magnetic moment, but also from inelastic scattering of dark matter off the xenon atoms. The recoil energy of the electron then depends on the mass difference of the dark particles. In this paper we show that the annual modulation of both the event rate and the electron recoil energy provide important additional information that allows to distinguish among different theoretical explanations of the signal. To this end, we first extend the formalism of annual modulation to electronic recoils, inelastic dark matter scattering and the electron recoil energy. We then study a concrete theoretical model with two Dirac fermions and a dark photon. We take into account all relevant cosmological and experimental constraints on this model and apply it to the XENON1T and XENONnT experiments with realistic detection thresholds, efficiencies and energy resolutions, fitting the main physical parameters of the model, i.e. the mass splitting and the electron scattering cross section. The discriminatory power of the additional information from the annual modulation of both the signal rate and the electron recoil energy is then demonstrated for XENONnT with a simplified model based on these main physical parameters. This more sensitive procedure compared to time-only modulation analyses can also serve as a template for other theoretical models with different dark matter candidates, mediators and cosmology. For the \(U(1)\) model with two Dirac fermions fitting the XENON1T excess and the experimental conditions of XENONnT, taking into account the annual variation of the signal rate and recoil energy allows for a faster and more precise determination of the free model parameters.
1 Introduction

Recently the XENON Collaboration has analyzed 0.65 tonne-years of XENON1T detector data in the electron recoil energy range of 1–30 keV [1]. An excess of electron recoil events over the background was observed in the energy range of 2–3 keV. The collaboration analyzed several possible sources to account for the excess which included axion couplings and a neutrino magnetic moment as possible sources. These, however, appear to be in tension with stellar constraints. The possibility that the excess could be due to contamination by traces of tritium in xenon at the level of \((6.2 \pm 2.0) \times 10^{-25}\) mol/mol was also investigated, but this possibility was neither confirmed nor excluded by the collaboration. There has been a large number of theory papers following the XENON1T results (see ref. [3] and the references therein). In this work we wish to focus on the possibility of observing annual modulations in the XENON1T and XENONnT detectors. In addition to analyzing the annual modulation in the event rates, we propose that modulations in electron recoil energy would be an additional important signal for dark matter (DM). We show that the amplitude of the recoil energy fluctuation can provide a direct measurement of the DM mass.

Annual modulations arise due to the relative motion of the Earth around the Sun. One of the key advantages of this method to detect DM is that the background from known sources is largely insensitive to modulation and this reduction in the background makes annual modulation of DM event rates an attractive possibility (for a comprehensive review of annual modulation see ref. [4]). The utility of the annual modulation for detecting DM has a well established history. DAMA and DAMA-LIBRA have reported a strong modulation signal for many years [5–8], but these results are disputed, partly because they have not been confirmed by other experiments. CoGENT [9] and CRESST-II [10] have also claimed modulation signals, although the results are uncorroborated, and COSINE-100 [11] performed a modulation analysis with an inconclusive result. Annual modulation has also been considered in various other DM experimental searches [12–19] and theoretical considerations [20–26].
In this work we discuss the annual modulation of the DM signal arising from the inelastic scattering process 
\(e + X_2 \rightarrow e + X_1\) where the dark particle \(X_2\) down scatters from an electron to a dark particle \(X_1\) which is less massive than \(X_2\) giving an excess energy to the recoiling electron. Our analysis is in the framework of ref. [3] which can explain the excess seen in ref. [1]. We extend the analysis of annual modulation of the event rate to electronic recoils and inelastic scattering and point out that also the electron recoil energy is modulated. A measurement of this modulation can then lead to a direct determination of the DM mass.

The outline of the paper is as follows: In section 2 we present a derivation of the modulation in event rate and event rate for electronic recoils and inelastic scattering. In section 3 we introduce the specific model used in this analysis and calculate the corresponding DM relic density. The XENON1T and XENONnT experiments are discussed in section 4, together with the fits of our model to the excess in electron recoil energy observed in XENON1T. In section 5 we then propose a simplified annual modulation model, which can also serve as a template for other DM models. Our analysis methods, sensitivity studies and numerical results are given in section 6. Conclusions are given in section 7. Further details regarding the model, DM inelastic scattering and calculations of the event rate are given in appendices A, B and C.

2 Modulation in recoil energy and event rate

We discuss first a model-independent inelastic scattering process. Let us consider two dark particles \(X_1\) and \(X_2\) with masses \(m_1\) and \(m_2\) and a small mass splitting \(\Delta m = m_2 - m_1 > 0\). In this case, when the dark particle \(X_2\) hits a bound electron in a xenon atom, it produces, in an exothermic process, a recoil electron with excess energy, i.e.,

\[
e + X_2 \rightarrow e + X_1,
\]

where the final electron receives an extra boost in energy from the mass difference \(\Delta m\). Now the recoil energy of the scattered electron can exhibit an annual modulation effect which arises due to the motion of the Earth around the Sun. The velocity of the Earth with respect to the DM halo is given by

\[
v_{EH}(t) = \sqrt{v_{ES}^2 + v_{SH}^2 + 2v_{ES}v_{SH} \cos \gamma \cos(2\pi t - \phi)},
\]

where \(\phi\) is the phase on June 2nd so that \(\phi = 2.61\) (with \(\phi = 0\) being on January 1) and \(\cos \gamma \simeq 0.5\). The speed of the Earth relative to the Sun is \(v_{ES} = 29.8\) km/s and the speed of the Sun relative to the halo is \(v_{SH} = 233\) km/s. The electron recoil energy also has a velocity-dependent effect which is subject to annual modulation, because of Eq. (2.2), i.e.,

\[
E_R(t) = \Delta m + \frac{1}{2} m_2 v_{EH}^2(t),
\]

where \(v_{EH}(t)\) is given by Eq. (2.2). The variation in \(E_R\) over the course of one year is then given by

\[
\Delta E_R = 2m_2 v_{SH} v_{ES} \cos \gamma.
\]

Remarkably, Eq. (2.4) is largely a model-independent result with the only model dependence coming from the mass \(m_2\) of the dark particle \(X_2\). Of course the resulting event rates will be model-dependent and it is of interest to compute the size of the recoil energy modulation \(\Delta E_R\) in concrete particle physics models which accommodate the excess seen by the XENON1T experiment and to assess if such a modulation can be seen in future XENONnT experiment. To give a concrete example, using Eq. (2.3), we find a variation of 1–3% in the recoil energy over the course of one year for a DM mass in the range 0.3 GeV–1.0 GeV. However, larger DM masses compatible with the relic density constraint could achieve larger variations. Thus, a 10 GeV DM particle would lead to a 30% variation in the recoil energy.

Next, we calculate the basic equations needed in our analysis to study the annual modulations in the event rate as well as in the recoil energy. It is a generalization of the analysis in ref. [3] where the time component is added to model the effect of annual modulations.
In the inelastic scattering of Eq. (2.1), the incident DM has mass \( m_2 \) and momentum \( \mathbf{p} \) and the scattered DM has mass \( m_1 \) and momentum \( \mathbf{p} - \mathbf{q} \), where \( \mathbf{q} \) is the momentum transfer. Energy conservation gives

\[
E_R - \Delta m \left[ 1 - \frac{1}{2} \left( \frac{m_2}{m_1} \right)^2 v^2 \right] = \left( \frac{m_2}{m_1} \right) \mathbf{v} \cdot \mathbf{q} - \frac{q^2}{2\mu_{1N}},
\]

where the DM-nucleus reduced mass is \( \mu_{1N} = m_1m_N/(m_1 + m_N) \). Taking \( m_1 \approx m_2 \approx m_D \), the range of momentum transfer is given by

\[
q_\pm = \left\{ m_D v \pm \sqrt{m_D^2v^2 - 2m_D(E_R - \Delta m)}, \right. \quad \text{for } E_R > \Delta m, \\
\left. \pm m_D v \sqrt{m_D^2v^2 - 2m_D(E_R - \Delta m)}, \quad \text{for } E_R < \Delta m. \right. 
\]

The velocity-averaged differential cross-section for inelastic DM scattering is

\[
\frac{d\langle \sigma v \rangle}{dE'} = \frac{\sigma_e}{2m_e} \eta(v_{\text{min}}, t) \int_{q_-}^{q_+} dq a_0^2 q K(E', q),
\]

where the Bohr radius \( a_0 = 1/(\alpha_{\text{em}}m_e) \) (\( \alpha_{\text{em}} \approx 1/137 \)) and \( K(E, q) \) is the atomic factorization factor. The quantity \( \eta(v_{\text{min}}, t) \) holds all astrophysical information and is given by

\[
\eta(v_{\text{min}}, t) = \int_{v_{\text{min}}}^{v_{\text{max}}} \frac{f(\mathbf{v} + \mathbf{v}_{\text{EH}})}{v} d^3v,
\]

where the Boltzmann velocity distribution of DM, \( f(\mathbf{v} + \mathbf{v}_{\text{EH}}) \), is written after a Galilean boost \( \mathbf{v} \rightarrow \mathbf{v} + \mathbf{v}_{\text{EH}} \) from the DM rest frame to the lab frame, with \( \mathbf{v}_{\text{EH}} \) being the velocity of the Earth with respect to the DM halo, so that \( \mathbf{v}_{\text{EH}}(t) = \mathbf{v}_{\text{ES}}(t) + \mathbf{v}_{\text{SH}}(t) \). Here \( \mathbf{v}_{\text{ES}} \) is the velocity of the Earth with respect to the Sun and \( \mathbf{v}_{\text{SH}} \) is the velocity of the Sun with respect to the halo. Therefore we have

\[
f(\mathbf{v} + \mathbf{v}_{\text{EH}}) = \frac{1}{N_{\text{esc}}} (\pi v_0^2)^{-3/2} e^{-|\mathbf{v} + \mathbf{v}_{\text{EH}}|^2/v_0^2},
\]

where the normalization factor is given by

\[
N_{\text{esc}} = \text{Erf} \left( \frac{v_{\text{esc}}}{v_0} \right) - \frac{2v_{\text{esc}}}{\sqrt{\pi}v_0} e^{-v_{\text{esc}}^2/v_0^2},
\]

with \( v_0 = 220 \text{ km/s} \) being the most probable velocity and \( v_{\text{esc}} = 544 \text{ km/s} \) the escape velocity. The minimum velocity is taken to be

\[
v_{\text{min}}(E') = \sqrt{\max \left\{ \frac{2}{m_2} (E' - \Delta m), 0 \right\}},
\]

and \( v_{\text{max}} = v_{\text{EH}}(t) + v_{\text{esc}} \). Using Eqs. (2.9) and (2.2), we evaluate Eq. (2.8) to get

\[
\eta(E', t) = \frac{1}{2N_{\text{esc}}v_{\text{EH}}(t)} \left[ \text{Erf} \left( \frac{v_{\text{EH}}(t) + v_{\text{min}}(E')}{v_0} \right) + \text{Erf} \left( \frac{v_{\text{EH}}(t) - v_{\text{min}}(E')}{v_0} \right) - \frac{4v_{\text{EH}}(t)}{\sqrt{\pi}v_0} e^{-v_{\text{esc}}^2/v_0^2} \right]
\approx \frac{1}{2v_{\text{EH}}(t)} \left[ \text{Erf} \left( \frac{v_{\text{EH}}(t) + v_{\text{min}}(E')}{v_0} \right) + \text{Erf} \left( \frac{v_{\text{EH}}(t) - v_{\text{min}}(E')}{v_0} \right) \right],
\]

where the approximation in the last step is in the limit \( v_{\text{esc}} \to \infty \) which implies \( N_{\text{esc}} \to 1 \).

In Eq. (2.7), the integral on \( dq \), i.e.,

\[
K'(E', t) \equiv \int_{q_-}^{q_+} dq a_0^2 q K(E', q),
\]

can be parameterized by

\[
K'(E', t) = \frac{a_0^2}{w^2} e^{-\frac{(E' - E_R(t))^2}{w^2}},
\]

where \( w = \sqrt{v_0^2 - 4v_{\text{esc}}^2} \).
where \( E_R(t) \) is given by Eq. (2.3) and a fitting to the integrated atomic ionization factor for xenon [27] gives \( w \simeq 0.046 \). Due to the modulating nature of \( E_R(t) \), this function exhibits a narrow peak whose position is slightly shifted away from \( \Delta m \).

The resulting energy spectrum and event rates have to be corrected for detector effects such as the detection threshold, detection efficiency and energy resolution. Here we follow a similar approach as the XENON experiment [1]. The detector resolution is given by

\[
\sigma_E(E') = a \sqrt{E'} + b \ E',
\]

(2.15)

with the detector-dependent parameters \( a \) and \( b \) as given in section 4. The DM detection rate is given by

\[
\frac{dR}{dE dt}(E,t) = n_{Xe} \frac{\rho_2}{m_2} \int \frac{d(\sigma v)}{dE} R_S(E,E_v) dE_v \\
= n_{Xe} \frac{\rho_2}{m_2} \frac{\hat{e}}{2m_e} \int \eta(E_v,t) K'(E_v,t) R_S(E,E_v) dE_v,
\]

(2.16)

where \( n_{Xe} \simeq 4.2 \times 10^{27}/\text{ton} \) is the number of xenon atoms in the detector and \( \rho_2 \simeq 0.15 \text{ GeV/cm}^3 \) assuming that \( X_2 \) makes half the amount of the observed relic density (see below). The integral in Eq. (2.16) is carried over the entire energy spectrum \( E_v \). We assume the resolution function is a Gaussian of the form

\[
R_S(E,E_v) = \frac{1}{\sqrt{2\pi}\sigma_F(E_v)} \exp \left[ -\frac{(E - E_v)^2}{2\sigma_F^2(E_v)} \right] \alpha(E),
\]

(2.17)

where \( \alpha(E) \) is the detector efficiency discussed in section 4.

3 Model-dependent analysis

3.1 The model

In this section we present the model we will use in the analysis of the annual modulations of the event rate as well as the recoil energy. The proposed model consists of two Dirac particles in the hidden sector with an extra \( U(1) \) gauge symmetry which interact with the visible sector via gauge interactions involving a dark photon \( \gamma' \) and the \( Z \) boson. The extra \( U(1) \) has kinetic mixing [28] with the visible sector and gains mass via the Stueckelberg mechanism [29–32]. In the basis where the kinetic and mass terms are canonically normalized, the interactions of the dark photon \( \gamma' \) with mass \( m_{\gamma'} \) and of the \( Z \) boson with the dark Dirac fermions \( D'_1 \) with mass \( m_1 \) and \( D'_2 \) with mass \( m_2 > m_1 \) are given by

\[
-\mathcal{L}^\text{int}_D = \frac{1}{2} (Q_1 + Q_2) \left( \bar{D}_1' \gamma^\mu D_1' + \bar{D}_2' \gamma^\mu D_2' \right) (g_X A^\gamma_\mu + g_Z Z_\mu) \\
+ \frac{1}{2} (Q_1 - Q_2) \left( \bar{D}_1' \gamma^\mu D_2' + \bar{D}_2' \gamma^\mu D_1' \right) (g_X A^\gamma_\mu + g_Z Z_\mu),
\]

(3.1)

where \( g_X^\gamma \) and \( g_Z^\gamma \) are the gauge coupling constants and \( Q_1, Q_2 \) are the \( U(1)_X \) charges defined in Appendix A, where the details of the deduction of Eq. (3.1) are given. Here from Eq. (3.1) and Eq. (A.3) we find that the dark photon has couplings with both the visible sector and the hidden sector. Thus the dark photon couples with quarks and leptons in the visible sector and with \( D'_1, D'_2 \) in the dark sector. We note here that the DM-nucleon elastic scattering cross-section against a nucleus with mass number \( A \) and proton number \( Z \) is given by

\[
\sigma_{\text{DN}} = \frac{g_X^2 (Q_1 + Q_2)^2 g_Z^2 v_f^2 \mu_{\text{DN}}^2}{16\pi \cos^2 \theta} \left( \frac{Z}{A} \right)^2,
\]

(3.2)

where \( \theta \) is the weak mixing angle in the extended model (see Appendix A for further details), \( \mu_{\text{DN}} \) is the DM-nucleon reduced mass, and \( v_f \) enters in the coupling of the dark photon with the visible sector as given in Appendix A. In the analysis we choose \( Q_1 + Q_2 = 0 \) and thus the DM-nucleon cross section vanishes for this case. However, the DM can also scatter off a bound electron in the xenon atom by elastic and inelastic
scattering. The elastic scattering of DM with a bound electron in the xenon atom can deliver only a few eV to the electron which is not sufficient to explain the XENON1T excess. However, an inelastic exothermic down-scattering can impart a recoil energy to the electron equivalent to the mass difference between the incoming and outgoing DM particles. The model considered here allows for the desired small mass splitting between the two Dirac fermions $D_1'$ and $D_2'$ so that the heavier fermion $D_2'$ down-scatters to $D_1'$. Under the assumption that the dark photon mass is much greater than the momentum transfer, one has the following inelastic scattering cross-section of the process $D_2' (\vec{p}_2) + e(\vec{p}_1) \rightarrow D_1' (\vec{p}_4) + e' (\vec{p}_3)$,
\[
\sigma_e \sim \frac{g_X^2 g_2^2}{4\pi\cos^2\theta} \frac{\mu_{D_1}}{m_{\gamma'}^2} v_f^2.
\] Details of the analysis are given in Appendix B. One finds that the cross-section depends on the gauge coupling in the dark sector and on the kinetic mixing which enters in the expression through $v_f'$. Such quantities are constrained by experiment.

3.2 Dark matter relic density

The size of the coupling between DM and SM particles in this model is determined by the kinetic mixing parameter $\delta$ and the dark coupling $g_X$. For a fixed $g_X \sim O(10^{-5})$, a kinetic mixing $\delta \lesssim 10^{-7}$ implies that the visible and hidden sectors are feebly coupled. Therefore there is no a priori reason to assume an initial thermal distribution of DM in the early universe. DM particles may have been negligible in the early universe but despite the feeble couplings with the SM, the DM population can still grow from SM particle annihilation to DM particles through the $Z$ and $\gamma'$ portals. As the number density of dark particle species increases the universe cools to the point where the injection processes become inefficient and DM freezes-in. The freeze-in mechanism [33] can be seen as the opposite of the standard freeze-out mechanism where the latter assumes a weak scale coupling between the DM particles and the SM. Much larger values of $\delta$ can bring about more complicated dynamics where both the freeze-in and freeze-out mechanisms play an essential role in determining the DM relic density. This range of $\delta$ has been explored in previous works, see refs. [32,34–37]. Furthermore, the dark sector and the visible sector can be at different initial temperatures. The evolution of the dark species’ number densities is coupled to the dark and visible temperatures. A generalization of this scheme to $n$ dark sectors is given in ref. [38].

In this work we assume a negligible initial abundance of the dark sector species and that the visible and dark sectors are at the same temperature. We focus on the evolution of the DM number density which is produced by $2 \rightarrow 2$ processes involving SM annihilation to DM. The dark photon is produced via $2 \rightarrow \gamma'\gamma'$ processes from the SM. It will eventually decay back to the SM and so it’s final yield has no contribution to the relic density. One should note that $D\bar{D} \rightarrow \gamma'\gamma'$ plays a role in DM depletion as well as in bringing the dark sector species into thermal equilibrium.

To calculate the DM relic density of $D_1'$ and $D_2'$, we assume $m_1 \approx m_2 \approx m_D$ and write only one Boltzmann equation for the dark fermion. In this limit, we have
\[
\frac{dY_D}{dx} \approx -1.32M_{P1} \frac{h_{\text{eff}}(T)}{g_{\text{eff}}^{1/2}(T)} \frac{m_D}{x^2} \left( -\langle \sigma v \rangle_{D\bar{D} \rightarrow \gamma'\gamma'} Y_D^{\text{eq}} + \langle \sigma v \rangle_{D\bar{D} \rightarrow \gamma'\gamma'} Y_D^2 \right),
\] where $Y_D = n/s$ is the comoving number density (or yield) of DM, $h_{\text{eff}}$ and $g_{\text{eff}}$ are the entropy and energy density numbers of degrees of freedom, $M_{P1}$ is the reduced Planck mass ($M_{P1} \sim 2.4 \times 10^{16}$ GeV) and $x = m_D/T$. The first term on the right-hand-side of Eq. (3.4) is responsible for DM production from the SM while the second term depletes the DM through annihilation to dark photons. Here the thermally averaged cross-section is given by
\[
\langle \sigma v \rangle_{D\bar{D} \rightarrow ab}(x) = \frac{x}{8m_D^2 K_2^2(x)} \int_{4m_D^2}^{\infty} ds \frac{\sigma(s)\sqrt{s}(s-4m_D^2)K_1(\frac{\sqrt{s}}{m_D}x)}{m_D},
\]
while the equilibrium yield is given by

$$Y_{eq}^D(x) = \frac{45}{4\pi^4} \frac{g_D}{\hbar_{\text{eff}}(T)} x^2 K_2(x).$$

(3.6)

Here $g_D$ is the dark fermion number of degrees of freedom, $K_1$ and $K_2$ are the modified second order Bessel functions of degree one and two. The Boltzmann equation Eq. (3.4) is solved numerically to determine the yield at the present time $Y_{\infty}$ which gives us the relic density

$$\Omega h^2 = \frac{m_D Y_{\infty} s_0 h^2}{\rho_c},$$

(3.7)

where $s_0$ is today’s entropy density, $\rho_c$ is the critical density and $h = 0.678$ denotes the present Hubble expansion rate in units of 100 km s$^{-1}$ Mpc$^{-1}$. In our analysis we require that the DM relic density satisfies, within theoretical uncertainties, the experimental value from the Planck Collaboration [39]

$$\Omega h^2_{\text{Planck}} = 0.1198 \pm 0.0012.$$  

(3.8)

We assume that the DM relic density is shared equally between $D_1'$ and $D_2'$. A priori, the ratio of the number densities of $D_1'$ and $D_2'$ is Boltzmann suppressed, i.e., $n_2/n_1 \sim \exp(-\Delta m/T_c)$, where $T_c$ is the temperature below which conversion processes shut off. However, since the cross section of the conversion process, $D_2' \bar{D}_2' \leftrightarrow D_1' \bar{D}_1'$, is proportional to $(Q_1 + Q_2)^2$, which we take to be zero, such a process does not exist. Apart from conversion, the dark fermion $D_2'$ can only decay to $D_1'$. The only decay channel would be $D_2' \to D_1' \bar{\nu} \nu$, which is suppressed by the dark photon coupling to the neutrinos which is proportional to the kinetic mixing, and further the decay is phase-space suppressed because of the small mass gap $\Delta m \sim \mathcal{O}(\text{keV})$. To lowest order in $\Delta m$, the decay width is given by

$$\Gamma_{D_2' \to D_1' \nu \bar{\nu}} \approx \frac{2 \pi^2 (\Delta m)^5}{40 \pi^4 m_{\gamma'}^4},$$

(3.9)

where for a small gauge kinetic mixing, $g_{\gamma'}^X \approx g_X$ and

$$x_{\nu} \sim g_X g_{\gamma'} (Q_1 - Q_2) \left( \frac{m_{\gamma'}}{m_Z} \right) \delta.$$  

(3.10)

In this work we are interested in $\Delta m \sim 3 \text{ keV}$ and $\delta \sim 10^{-5}$ which results in a decay lifetime of $D_2'$ of order $10^{13}$ years. This implies that $D_2'$ is stable over the lifetime of the universe. Thus, in this model dark matter is equally constituted of two dark fermions with essentially degenerate masses which are of order 1 GeV.

4 The XENON1T and XENONnT experiments and fits to the electron recoil excess

The expected number of detected electron recoil events for the theoretical model described in section 3 can be calculated for the XENON1T and XENONnT experiments by adding the actual and predicted detector response and scaling with the total exposure.

The XENON1T experiment performed data taking from February 2017 to February 2018 during science run 1 (SR1) [1] which has a total duration of 372 days. Data taking breaks and mostly periodic calibrations interrupted the background data taking resulting in an effective live time of 226.9 days. Those interruptions in the background data taking lasted several hours to a few days as reported in ref. [40]. The exact time ranges of good data taking are not known so that we opted to use an effective approach within this framework. The fraction of good data taking over the full SR1 is determined to be 0.61 which is used to scale the detector live time of each day during the modeled science run. This approach neglects the impact of longer interruptions in the background data taking by distributing them uniformly and reduces the impact on the sensitivity to modulations. The result of the actual XENON1T experiment could exhibit a bias in a way that the detector
was not taking data during periods in which the recoil rate as determined from the theoretical model was at the maximum. This framework is therefore following a more conservative approach. A publication of the data taking time ranges for the XENON1T experiment would allow for a more robust estimation of the sensitivity. The total xenon mass of the XENON1T experiment that was used after Fiducial Volume (FV) considerations during SR1 is 1042 kg [1]. Electronic recoil energy spectra are corrected for detector effects such as efficiencies and energy resolution. The selection and detection efficiencies given as $\alpha(E)$ are taken from Fig. 2 of ref. [1] while the energy resolution is modeled by Eq. (2.15) using $a = (0.310 \pm 0.004) \sqrt{\text{keV}}$ and $b = 0.0037 \pm 0.0003$ [1]. The resulting expectation from the theoretical annual modulation model from section 3 for the XENON1T experiment is shown in Fig. 1. Here, $m_2 = 0.3 \text{ GeV}$, $\Delta m = 2.23 \text{ keV}$ and $\bar{\sigma}_e = 3.36 \times 10^{-44} \text{ cm}^2$ are used to illustrate an annual modulation signal strength similar to the excess of electronic recoil events observed in ref. [1]. An annual modulation in the total event rate $\frac{dR}{dE dt}(E, t)$ over time as well as in the mean recoil energy can be observed. 

![Figure 1: Electronic recoil energy spectrum and detected event rates given by $\frac{dR}{dE dt}(E, t)$ without (left) and with (right) detector corrections such as efficiencies and energy resolution for the SR1 of the XENON1T experiment as modeled within this framework. The model parameters are set to $m_2 = 0.3 \text{ GeV}$, $\Delta m = 2.23 \text{ keV}$ and $\bar{\sigma}_e = 3.36 \times 10^{-44} \text{ cm}^2$. The dashed red line indicates the maximum event rate over time. Please note that the vertical energy scales of the left and right panels differ significantly.](image)

The XENONnT experiment has not published information about their running parameters yet. Studies of the expected sensitivity and performance reported in ref. [41] are used to model the electronic recoil response within this framework. These predictions also rely on the efficiencies and energy resolution from the SR1 of XENON1T. These assumptions are expected to change when XENONnT reports their first results. It is expected that XENONnT will be an improvement from its predecessor so that this framework is therefore following the conservative approach of ref. [41]. The expected live time of the first science run of XENONnT is not known. Several possible total live times starting from the approximate end of commissioning of the XENONnT detector in June 2021 are assumed: 1 year, 3 years and 5 years. The XENONnT experiment will also need to characterize their detector response using calibrations similar to XENON1T so that the effective live time of background data taking can be assumed to be similar to XENON1T which amounts to a fraction of 0.61. An upper bound on the sensitivity estimates can be determined by assuming an effective live time fraction of 1.0 which corresponds to background data taking only with no calibrations during the science run of XENONnT. The live time fraction scales the exposure of the detector and would correspond to a longer overall measurement duration with calibration time included. The targeted FV of XENONnT is 4000 kg. Changes in the actual FV will scale the exposure and have a similar impact on the estimations as shown by the effective live time fractions, assuming that the electronic recoil backgrounds in each FV are comparable. The resulting expectation from the theoretical annual modulation model from section 3 for the XENONnT experiment over three years with an effective live time fraction of 0.61 is shown in Fig. 2.
The electronic recoil background components of the XENON1T and XENONnT experiments are modeled using the same considerations as the theoretical annual modulation model. The framework used here has the ability to model each background according to its energy spectrum and time dependence. Due to the lack of information on the time dependence for each background component in XENON1T and using predictions of XENONnT only, combined background expectations are considered in this study. The combined expectations summed over all components are modeled as stable in time although the XENON1T experiment observed time-dependent backgrounds such as $^{83m}$Kr, $^{133}$Xe, $^{131m}$Xe and $^{125}$I. This study conservatively assumes that the time-dependent backgrounds can be fully modeled and do not impact the detection of signal events so that backgrounds which are stable in time will result in a similar sensitivity to signal events. The exact knowledge of the time-dependent backgrounds would be needed for time and energy fits of the XENON1T excess data if XENON1T would publish the timestamps of all electronic recoil events. In addition, the energy range of interest is reduced to 0–30 keV in this framework in order to minimize the impact of other background sources and focus on the signal region which is expected to be below 5 keV depending on the choice of signal model parameters.

The background models for the XENON1T experiment are taken from ref. [1]. This work focuses on using the combined background model called $B_0$ [2] which is interpolated and scaled over the energy range of 0 to 30 keV. The resulting estimated event rate from the model implementation is 66.32 detected events/(tonne × year × keV) or 74.5 events/(tonne × year × keV) after efficiency correction (meaning that all efficiencies are removed) while ref. [1] reports 76 ± 2 events/(tonne × year × keV) for the same region of interest. The XENONnT background model was built using the background spectra of ref. [41] for each component. The given spectra were converted and/or calculated from their theoretical predictions and smeared using the given detector resolution yielding an average background level of about 12 events/(tonne × year × keV) at low electron recoil energies.

The annual modulation signal and combined background model predictions used in this analysis are given in Fig. 3 for a specific set of theoretical model parameters. The rate of detected background events/(tonne × year × keV) for XENONnT is predicted to be about an order of magnitude smaller than XENON1T while the annual modulation signal strength is the same in both experiments due to the assumed detector response.
The background and theoretical annual modulation models for the XENON1T experiment implemented in this framework can be used to describe the excess of electronic recoil events as reported in ref. [1]. The electronic recoil event list from ref. [2] only contains information about the energy of each event that occurred during the SR1 of XENON1T within a certain energy range but does not report the specific timestamp of an event. Thus, fitting the excess in energy and time is not possible. One can still exploit the energy space and obtain potential parameters of the theoretical annual modulation model which would fit the excess energy spectrum. This approach neglects the additional sensitivity from the time-dependent features of the modulation model presented in this work but allows one to reduce the parameter space. In sections 2 and 6 we highlight the time-dependent modulation features in event rate and energy. Further reduction of the parameter space would be possible by exploiting also the time information.

The models described earlier are summed over the time dimension in order to perform an unbinned extended likelihood fit of the electronic recoil energy spectrum from SR1 of XENON1T. To perform the fit, we follow the same approach as presented in section 6. Seven different dark matter masses $m_2$ are selected as benchmark points and the free parameters $\Delta m$ and $\bar{\sigma}_e$ are fitted. The results are reported in table 1 and Fig. 4. As seen in section 2, higher values of the dark matter mass $m_2$ will shift the peak position to higher recoil energies which can be compensated for by adjusting the mass difference $\Delta m$ to smaller values. This dependence is given by

$$\Delta m = E_{\text{Excess}} - \frac{1}{2} m_2 (v_{ES}^2 + v_{SH}^2),$$

where $E_{\text{Excess}} = 2.32 \text{keV}$ is the maximum electron recoil energy. Therefore one can find for each dark matter mass $m_2$ a corresponding mass difference $\Delta m$ value which results in a mean energy peak position in agreement with the electronic recoil excess reported by XENON1T. The dark matter electron scattering cross section $\bar{\sigma}_e$ enters the $\frac{dR}{dE dt}(E, t)$ calculation as a scaling factor and compensates for the change in the dark matter mass $m_2$.

This approach of only using the energy space is not sensitive to the energy modulation given in Eqs. (2.2) and (2.3). The modulation of the electronic recoil energy would result in a broadening of the energy spectrum much smaller than the detector resolution at low energies. However, access to the time information of the electronic recoils would allow to further characterize the dark matter mass $m_2$ space.
Table 1: Results for energy-only fits of the XENON1T SR1 electronic recoil data [1] using this framework. The dark matter mass $m_2$ is fixed and $\Delta m$ and $\bar{\sigma}_e$ are fitted using the theoretical annual modulation model.

| Model | $m_2$ [GeV] | $\Delta m$ [keV] | $\bar{\sigma}_e$ [cm$^2$] |
|-------|-------------|-----------------|--------------------------|
| I     | 0.1         | 2.30            | $1.09 \times 10^{-44}$   |
| II    | 0.3         | 2.23            | $3.36 \times 10^{-44}$   |
| III   | 0.5         | 2.16            | $5.66 \times 10^{-44}$   |
| IV    | 1.0         | 2.01            | $1.14 \times 10^{-43}$   |
| V     | 1.5         | 1.86            | $1.71 \times 10^{-43}$   |
| VI    | 3.5         | 1.25            | $4.03 \times 10^{-43}$   |
| VII   | 6.0         | 0.50            | $7.07 \times 10^{-43}$   |

5 Simplified annual modulation model

The calculation of the fully featured theoretical annual modulation model described in section 2 is computationally expensive and the provided level of precision is not needed for most experiments. Here, a simplified annual modulations model is proposed which incorporates the important time and energy signatures which drive the sensitivity. The aim of the simplified model is to test if a certain annual modulation signature in energy or time is present in the experimental data which would indicate the usage of the full theoretical model.

Therefore, the simplified model only describes the shape of the signal and all quantities that scale the overall detected event rate $\frac{dR}{dE, dt}(E, t)$ are combined in a single scaling parameter $N$. The electronic recoil energy spectrum defined by $\eta(E_v, t) K'(E_v, t)$ in Eq. (2.16) exhibits a narrow peak with a width of $\sim 0.1$ keV and will be modeled by a mono-energetic energy deposition. The width of the theoretical energy spectrum is much smaller than the typical detector resolution $\sigma_E(E)$ at low energies for liquid xenon dual phase time projection chambers. As a consequence, the smeared energy spectra of the full and simplified theoretical models are comparable. The simplified model is not applicable at the detection threshold where detector efficiencies would alter the Gaussian shape of the full theoretical energy spectrum and thus impact the overall scaling.
The proposed simplified model can be written as

\[
\frac{dR}{dE dt}(E,t) = N R_S(E,t) [1 - 2A \cos(2\pi t - \phi)],
\]

\[
R_S(E,t) = \frac{1}{\sqrt{2\pi\sigma_E(E_p(t))}} \exp \left[ -\frac{(E - E_p(t))^2}{2\sigma_E^2(E_p(t))} \right] \alpha(E),
\]

\[
E_p(t) = E_0 [1 + E_A \cos(2\pi t - \phi)],
\]

where the scaling parameter \(N\) corresponds to the number of events in 1 tonne \(\times\) year exposure after efficiency correction, \(R_S(E,t)\) gives the energy spectrum incorporating the detector resolution and detector efficiencies, and \(E_p(t)\) is the modulating recoil energy. The central electronic recoil energy of \(R_S(E,t)\) is given by \(E_0\) and the modulation amplitude in energy by \(E_A\). The fractional event rate modulation amplitude is given by \(A\). The quantities \(\phi, \sigma_E(E)\) and \(\alpha(E)\) are the same as described in sections 2 and 4. The detector resolution \(\sigma_E(E)\) has to be treated as a free parameter if the width of the theoretical energy spectrum is of similar size at the energies of interest.

It is possible to directly link the physical parameters \(\Delta m\) and \(m^2\) to the shape parameters \(E_0, E_A\) and \(A\) of the simplified model in Eqs. (5.1) and (5.3). The central electronic recoil energy \(E_0\) and the modulation amplitude in energy \(E_A\) can be directly isolated in the formulae given in section 2, so that

\[
E_0 = \Delta m + \frac{1}{2} m^2 (v_{ES}^2 + v_{SH}^2),
\]

\[
E_A = \frac{m^2 v_{ES} v_{SH} \cos \gamma}{E_0}.
\]

The fractional event rate modulation amplitude \(A\) was found to be only dependent on \(m^2\) in energy ranges where the simplified model is applicable. Therefore, the theoretical model was evaluated at benchmark points spanning the full possible range of dark matter masses \(m^2\) as shown in Fig. 5. An empirical model was used to parameterize the obtained dependence given by

\[
A = \frac{y}{1 + e^{-z(m^2 - k)}} + r e^{s m^2},
\]

where \(y = 0.0615, z = 19.0225/\text{GeV}, k = 0.0373 \text{GeV}, r = 0.0133\) and \(s = -5.0639/\text{GeV}\).

**Figure 5:** Fractional modulation amplitude \(A\) versus the dark matter mass \(m^2\) calculated using the full theoretical annual modulation model as given in section 2 (red dots). An empirical model (blue line) is used as a parameterization.

The parameters \(E_0, E_A\) of the simplified model illustrate the possibility of the full theoretical model to constrain the dark matter mass \(m^2\) directly from the modulation in the electronic recoil energy spectrum.
In this analysis, we use the unbinned profile likelihood method. The likelihood is constructed as

\[ L(\mu_b, \mu_s, \theta) = \text{Poiss}(N[(\mu_b + \mu_s)]) \times \prod_{i} \left( \frac{\mu_b}{(\mu_b + \mu_s)} f_b(\vec{p}_i) + \frac{\mu_s}{(\mu_b + \mu_s)} f_s(\vec{p}_i, \theta) \right), \quad (6.1) \]

where \( \mu_b \) and \( \mu_s \) are the expected total number of signal and background events, the index \( i \) runs over the total number of observed events in data \( N \) and \( f_b \) and \( f_s \) are the probability density functions of the signal and background models. The nuisance parameters of the full model, \( m_2, \Delta m \text{ and } \sigma_e \), and the simplified model, \( N, E_b, E_A \text{ and } A \), are embedded in \( \theta \). The framework incorporates the possibility to utilize the signal and background models in a 2-dimensional or 1-dimensional space where \( \vec{p}_i \) consists of the energy \( E_i \) and/or timestamp \( t_i \) of the \( i \)th event.

Searches for annual modulations are often carried out in time space only \([8,42]\). Annual modulation models usually consist of a sinusoidal modulation on top of a constant offset for the detected signal event rate. These modulation searches combine the parts of the signal and background components which are constant in time and perform a free fit to the sum. The knowledge of the background components from the full energy spectrum which extend into the signal region are neglected. This methodology reduces the sensitivity for modulation signals to only the fraction of the event rate which shows modulations in time over the signal energy range. Time-only studies within this framework will make use of the background information from the full available energy space and thus profit from an increased sensitivity by also including the constant signal offset in the modelling. A two-step approach is utilized where the background models in the time-only likelihood are constrained by the energy range outside of the signal region. The likelihoods for the time-only studies are constructed as

\[ L_E(\mu_{b_E}) = \text{Poiss}(N[(\mu_{b_E})]) \times \prod_{i} f_b(E_i), \quad (6.2) \]

\[ L_t(\mu_b, \mu_s, \bar{\theta}) = \text{Poiss}(N[(\mu_b + \mu_s)]) \times \prod_{i} \left( \frac{\mu_b}{(\mu_b + \mu_s)} f_b(t_i) + \frac{\mu_s}{(\mu_b + \mu_s)} f_s(t_i, \bar{\theta}) \right) \times C_{\mu_{b_E}}, \quad (6.3) \]

where \( \mu_{b_E} \) is number of expected background events and \( C_{\mu_{b_E}} \) the corresponding constraint. The likelihood \( L_E(\mu_{b_E}) \) is applied in the background region from 5 to 30 keV and \( L_t(\mu_b, \mu_s, \bar{\theta}) \) in the signal energy range from 0 to 5 keV. This methodology is illustrated in Fig. 6 using simulated data (ToyMCs) drawn from the background and signal distribution, \( f_b \) and \( f_s \), for a specific amount of expected events and set of nuisance parameters. The background expectation \( \mu_{b_E} \) from the background energy region is used to constrain the number of background events in the signal region. This approach assumes that all backgrounds can be sufficiently described outside the signal energy range. It is shown that a constrained background-only fit in the signal energy range underestimates the number of detected events compared to \( L_t(\mu_b, \mu_s, \bar{\theta}) \). This method has the advantage of utilizing the increase in constant event rates but neglects the time-dependent energy modulations which are only accessible using \( L(\mu_b, \mu_s, \bar{\theta}) \) from Eq. (6.1) with \( \vec{p}_i = (E_i, t_i) \).

Studies carried out in the energy and time space are performed using Eq. (6.1) where \( f_s \) corresponds to specific annual modulation model given by \( \frac{dR}{dE \, dt}(E, t) \) or \( \frac{dR}{dE \, dt}(E, t) \). Time-only estimates are derived with
The sensitivities of the XENON1T and XENONnT experiments are obtained by likelihood ratio tests using the test statistic

$$q(\mu_s) = -2 \ln \left( \frac{\mathcal{L}_E(\hat{\mu}_b, \hat{\mu}_s, \hat{\bar{\sigma}})}{\mathcal{L}_E(\hat{\mu}_b, \hat{\mu}_s, \hat{\bar{\sigma}})} \right),$$

(6.4)

where quantities with a single hat denote the set of parameters which correspond to the unconditional maximum of the likelihood while double-hatted quantities denote the set of parameters maximizing the conditional likelihood. Parameters without a hat are fixed to their true value.

Under certain conditions the test statistic, $q(\mu_s)$, follows an asymptotic distribution which is given by a $\chi^2$ distribution with one degree of freedom [43]. The distribution of $q(\mu_s)$ is estimated using ToyMCs drawn from the background and signal distribution, $f_b$ and $f_s$, to validate the assumption of asymptoticity. The sensitivities of the XENON experiments are derived as 90% CL upper limits by performing likelihood scans over the range of dark matter masses $m_2$ and mass differences $\Delta m$ for various combinations of live times. The limit is obtained by the intersection of the likelihood scans with the 90% quantile of a $\chi^2$ with one degree of freedom at $q(\mu_s) = 2.71$.

As described in previous sections, the observed rate and energy modulation shape is driven by the parameter $m_2$ and the number of detected signal events driven by $\bar{\sigma}_e$. The parameter $\Delta m$ is only shifting the energy
spectrum and does not impact the sensitivity if the signal is observed above the detection threshold of the experiment. The results of the profile likelihood scan for the selected benchmarks are given in Fig. 7. The true values for $m_2$ and $\Delta m$ are selected to describe the XENON1T excess in electronic recoil events given in section 5 and converted into the corresponding parameters of the simplified modulation model using Eqs. (5.4), (5.5) and (5.6). The number of signal events $N$ of the simplified model is inferred from the full theoretical model using the truth value of $\bar{\sigma}_e$ in order to directly compare the sensitivity of both models. The number of detected signal events is mostly driven by $\bar{\sigma}_e$. Each likelihood scan over $\bar{\sigma}_e$ consists of 30 points sampled in equal distance on a logarithmic scale. Each point corresponds to the result of $q(\mu_s)$ obtained from 1000 ToyMCs from which the mean likelihood ratio and 1σ range are calculated. The results for XENON1T and XENONnT are given for effective live time fractions of 0.61. The 90 % CL upper limit is indicated by the red line at $q(\mu_s) = 2.71$. Scans with the full theoretical model show the same sensitivity as the simplified model so that the results are not differentiated in the following. As a comparison, a time-only scan is added for the XENON1T case in which the background was constrained following the methodology described above. The simplified model was used for this comparison and similar results can be achieved with the full theoretical model.

Figure 7: Results of the profile likelihood scans over $\bar{\sigma}_e$ for $m_2 = 0.1 \text{ GeV}$ and $\Delta m = 2.30 \text{ keV}$ for various running conditions of the XENON1T and XENONnT experiments. Scans with the full theoretical model (solid), the simplified model (dashed) and the 1.5 times less sensitive time-only (dotted) are evaluated. The 90 % CL upper limit on $\bar{\sigma}_e$ at $q(\mu_s) = 2.71$ is indicated by the red line.

Limits derived from the time-only method are consistently by a factor 1.5 times lower than the full two-dimensional models indicating that the knowledge of the energy spectrum as well as its time modulations will boost the achieved sensitivities. This translates to a smaller exposure as kg × days of data to achieve the same level of sensitivity. XENONnT will already exhibit an improvement in sensitivity compared to the SR1 of XENON1T after a few months of live time depending on the specific date range due to the dependence on the maximum event rate for annual modulations. The sensitivity of XENONnT after 1 year of data taking and 222.65 days of live time is a factor five lower than for the SR1 of XENON1T. The obtained results can be illustrated in the $m_2$ and $\bar{\sigma}_e$ space as given in Fig. 8, assuming that $\Delta m$ has no influence on the limit setting as described above.
Figure 8: Result for the 90% CL upper limit on $\bar{\sigma}_e$ versus the dark matter mass $m_2$ for ToyMC data for various running conditions of the XENON1T and XENONnT experiments. Scans with the full theoretical or simplified model (solid) are evaluated and their 1$\sigma$ statistical uncertainty on the 90% CL upper limits are given as shaded regions. The energy-only best fit curve as described in section 5 and the result for the about 1.5 times less sensitive time-only scan are given as reference.

The 90% CL fit curve from the energy-only fit as described in section 5 and the result for the time-only scan are given as reference. The results for the 90% CL upper limit on $\bar{\sigma}_e$ can also be converted into the space of dark photon mass $m_{\gamma'}$ and kinetic mixing $\delta$ using Eq. (3.3), given in Fig. 9.

An annual modulation fit in energy and time of actual data from the XENON1T and XENONnT experiments would allow to reduce the dark matter mass $m_2$ parameter space due to direct dependence of energy and time modulation on $m_2$ as seen in Eqs. (2.16), (6.2) and (6.3). The performance of such fits is evaluated using ToyMCs injecting an annual modulation signal similar to the one observed in XENON1T SR1 data fulfilling Eq. (4.1). The simulated events are freely fitted using Eq. (6.1) and the best-fit values for the parameters $m_2$, $\Delta m$ and $\bar{\sigma}_e$ are obtained. The best-fit values of the dark matter mass $m_2$ parameter in the case of XENON1T SR1 simulations exhibits a broad distribution around the true value with a 1$\sigma$ uncertainty of 5.65 GeV which spans the entire investigated parameter space. One year of data from XENONnT would allow to consistently recover the true value of the ToyMCs in the fits and reduce the uncertainty to 2 GeV. It is possible to obtain the dark matter mass $m_2$ with an uncertainty of 1 GeV over the planned XENONnT lifespan of five years. Simulations for $m_2$ masses below 0.3 GeV exhibits an additional distribution of fits centered around $m_2 = 0$ indicating that further improvements of the statistical treatment for low $m_2$ masses are needed.

The two-dimensional fits as well as fits in the time-only space to actual data obtained from an experiment can only be performed if the periods of good data taking are published alongside with the event lists containing the energy and time information. In addition, the live time efficiency for each data period is needed which is comparable to the detection efficiency in the energy space.
Figure 9: Result for the 90% CL upper limit on $\sigma_\epsilon$ in the space of dark photon mass $m_{\gamma'}$ and kinetic mixing $\delta$. The shaded regions around the diagonal lines indicate the 1σ statistical uncertainty. Here we take $g_X = 0.01$ and $m_2$ and $\Delta m$ values are indicated in the legends of each plot. Constraints on the dark photon from beam dump experiments and others are obtained from darkcast [44]. The solid black line corresponds to regions of the parameter space satisfying the DM relic density.

Let us now explain the other features of Fig. 9. The black curves shown in both panels indicate the parts of the parameter space where the DM relic density is satisfied. For $m_2 > m_{\gamma'}$, the DM relic density is mostly set by the annihilation process $DD \rightarrow \gamma'\gamma'$ which is controlled only by $g_X$. Notice in the left panel of Fig. 9 how the black curve remains almost horizontal for small $m_{\gamma'}$ and the relic density barely changes since $g_X$ is fixed. The curve then experiences a sudden rise as $m_2$ becomes close to $m_{\gamma'}$. In this case, DM annihilation into SM particles, $DD \rightarrow \gamma' \rightarrow f\bar{f}$, becomes relevant and a larger $\delta$ is required to deplete the relic density. The rise is followed by a sudden drop forming a funnel-like region in the vicinity of $m_{\gamma'} = 2m_2$, i.e. near resonance. Since the DM annihilation cross section blows up, a smaller $\delta$ is required to maintain the correct relic density. As we move away from the resonance region, i.e. for $m_2 < m_{\gamma'}$, larger $\delta$ values are again required to deplete the DM abundance via annihilation to the SM. In the right panel, the same funnel-like shape is seen close to 1 GeV which is again indicative of DM depletion near resonance. Several parts of the parameter space satisfying the DM relic density are allowed by constraints on the dark photon from beam dump experiments and others. The constraints shown in Fig. 9 are derived from several experiments such as the electron and muon $g - 2$ [45], BaBar [46], CHARM [47–49], NA48 [50], E137 [51, 52], NA64 [53, 54], E141 [55], $\nu$-CAL [48, 56, 57] and LHCb [58, 59]. These limits are also shown in the left panel of Fig. 10 along with the region of the parameter space allowed by the DM relic density (light purple region). This region is obtained for a range of DM masses while still taking $g_X = 0.01$. The value of $g_X$ is constrained by the Planck experiment [60, 61] via the annihilation channel $DD \rightarrow \gamma'\gamma' \rightarrow 4e$. The recast limits are shown in the right panel of Fig. 10 for three values of $m_D$. 

\[ m_2 = 0.1 \text{ GeV}, \Delta m = 2.30 \text{ keV} \]

\[ m_2 = 0.5 \text{ GeV}, \Delta m = 2.16 \text{ keV} \]
Figure 10: Left panel: The region of allowed DM relic density for a range of DM masses and with $g_{X} = 0.01$ in the kinetic mixing—dark photon mass plane. Other experimental constraints on the dark photon similar to Fig. 9 are shown. Right panel: Constraints on the dark gauge coupling from Planck recast to our model parameters in the DM annihilation to $4e$ channel. The limits are shown for three choices of DM mass.

7 Conclusions

While the existence of DM is now well established, its precise identification such as its mass, spin and other properties still remain unknown. In particular, the search for DM in the GeV and sub-GeV mass regimes has gained interest in view of many possible candidates in this category which include axions, sterile neutrinos and dark photons. The XENON1T results have recently indicated an excess rate in the 2–3 keV energy region of the electron recoil band, which can, among other possibilities, be explained by inelastic DM scattering processes. Here, a dark particle down scatters from a bound electron in a xenon atom to another lighter dark particle close in mass and an ejected recoil electron with excess energy equal to the mass difference of the initial heavier and final lighter dark particle. In this paper, we focused on annual modulation of a possible DM signal, which is now a standard tool utilized in experimental DM searches. We pointed out that not only the rate, but also the recoil energy exhibits an annual modulation, which is proportional to the DM mass, so that a measurement of the recoil energy modulation would allow for a direct determination of the DM mass. We proposed to analyze the annual modulation using both time and recoil energy as variables rather than time only and carried out simulations for the running conditions of the XENON1T and XENONnT experiments. We found that the new proposed technique allows for a factor 1.5 times larger sensitivity to DM detection over the conventional one. In particular, the DM mass could be determined over the projected lifespan of XENONnT with a precision of about 1 GeV. The analysis was carried out using a dark photon model proposed recently for the analysis of the observed XENON1T signal. However, our proposed technique to use both recoil energy and time of each event in an unbinned two-dimensional fit is valid for a large class of models that might provide an explanation of the XENON1T excess or for analyses of inelastic and elastic DM detection processes in general.
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A Details of the dark photon model

The model used in the analysis was proposed in ref. [3]. Here we give a brief summary and note the relevant formulae used in the analysis. The proposed model of inelastic dark matter scattering extends the Standard
Model (SM) gauge group by an extra $U(1)_X$ under which the SM is neutral. The extra gauge field $C^\mu$ mixes with the SM $U(1)_Y$ hypercharge $B^\mu$ via kinetic mixing [28]. Further, we use the Stueckelberg mechanism [29] to generate mass for the gauge boson of the hidden sector. The total Lagrangian is then given by

$$\mathcal{L} = \mathcal{L}_{SM} + \Delta \mathcal{L},$$

$$\Delta \mathcal{L} \supset -\frac{1}{4} C_{\mu\nu}C^{\mu\nu} - \frac{\delta}{2} C_{\mu\nu}B^{\mu\nu} + g_X J_X^a C_\mu - \frac{1}{2} (\partial_\mu \sigma + M_1 C_\mu + M_2 B_\mu)^2 + \mathcal{L}_D,$$

(A.1)

where $g_X$ is the gauge coupling in the hidden sector, $J_X$ is the hidden sector current and $\sigma$ is a pseudoscalar field which is absorbed in a gauge-invariant way via the Stueckelberg mechanism to give mass to the extra neutral gauge boson which we call $\gamma'$ (the dark photon). Further one may introduce matter in the hidden sector which is neutral under $U(1)_Y$ but charged under $U(1)_X$ [29, 30]. More generally one may have both kinetic mixing and mass mixing [31]. The $\mathcal{L}_D$ contains the kinetic, mass and interaction of Dirac fermions. It arises as follows: we assume that the hidden sector where $C^\mu$ resides contains two mass degenerate Dirac fermions $D_1$ and $D_2$ with the common mass $\mu$ which, however, carry different charges $Q_1$ and $Q_2$ under the $U(1)_X$ gauge group. The interaction Lagrangian for the hidden sector is then given by [3]

$$\mathcal{L}_D^{int} = -g_X Q_1 \bar{D}_1 \gamma^\mu D_1 A^\mu_1 - g_X Q_2 \bar{D}_2 \gamma^\mu D_2 A^\mu_2 - g_X Q_1 \bar{D}_1 \gamma^\mu D_1 Z_\mu + g_X Q_2 \bar{D}_2 \gamma^\mu D_2 Z_\mu,$$

(A.2)

with $g_X' = g_X (R_{11} - s_\delta R_{21})$ and $g_X^Z = g_X (R_{12} - s_\delta R_{22})$, where $R_{ij}$ are elements of the matrix in [3, 31] and $s_\delta = \sinh \delta$. The coupling of the dark photon with the visible sector is given by

$$\mathcal{L}_{SM} = \frac{g_2}{2 \cos \theta} \bar{\psi}_f \gamma^\mu \left( (v' + \gamma_5 a' f) A^\mu_2 \right) \psi_f,$$

(A.3)

where $f$ runs over all SM fermions and

$$v' = -\cos \psi ((\tan \phi \sin \theta) T_{3f} - 2 \sin^2 \theta \epsilon \csc \theta + \tan \psi) Q_f,$$

$$a' = -\cos \psi (\tan \phi \epsilon \sin \theta) T_{3f},$$

(A.4)

where $T_{3f}$ is the third component of the isospin, $Q_f$ is the electric charge and $\epsilon = \epsilon \cosh \delta - \sinh \delta$. Three angles $\theta, \phi, \psi$ appear in the diagonalization of the $3 \times 3$ gauge boson mass matrix [31] and are defined so that

$$\tan \theta = \frac{g_Y}{g_2} \cosh \delta \cos \phi, \quad \tan \phi = \bar{\epsilon}, \quad \tan 2\psi \simeq \frac{2 \bar{\epsilon} m_2^2 \sin \theta}{m_2^2 - m_2^2 + (m_2^2 + m_2^2 - m_W^2)\epsilon^2}.$$  

(A.5)

The angle $\theta$ that appears in Eq. (A.3) is essentially the weak angle in the extended model and in the standard model limit it is defined by $\tan \theta = g_Y/g_2$ since $\delta, \phi \to 0$ in that limit as can be seen from Eq. (A.5).

To generate inelastic scattering we need to split the masses of the $D$-fermions. To this end we add a $U(1)_X$ gauge violating mass terms $\Delta \mu (\bar{D}_1 D_2 + \text{h.c.})$ so that the Lagrangian for the $(D_1, D_2)$ mass terms is given by

$$\mathcal{L}_{D \text{mass}}^{int} = -\mu (\bar{D}_1 D_1 + \bar{D}_2 D_2) - \Delta \mu (\bar{D}_1 D_2 + \bar{D}_2 D_1).$$

(A.6)

We can now go to the mass diagonal basis with Dirac fermions $D'_1$ with mass $m_1 = \mu - \Delta \mu$ and $D'_2$ with mass $m_2 = \mu + \Delta \mu$ and we assume $m_2 > m_1$ so $D'_2$ is the heavier of the two dark fermions.

### B Details of the inelastic $D'_2(p_2) + e(p_1) \to D'_1(p_4) + e'(p_3)$ cross-section

Here we give details of the inelastic scattering cross-section of the process described $D'_2(p_2) + e(p_1) \to D'_1(p_4) + e'(p_3)$. Assuming the dark photon mass is much greater than the momentum transfer, the averaged matrix element squared for this process is given by

$$|M|^2 = \frac{2 g_Y^2 g_2^2}{m_\gamma^2 \cos^2 \theta} \left\{ \frac{1}{2} (a'^2_f - v'^2_f) \left[ (m_1 - m_2)^2 - (t + 2m_1 m_2) \right] m_e^2 + \frac{1}{4} (v'^2_f + a'^2_f) \left[ (m_2^2 + m_2^2 - u) \times (m_1^2 + m_1^2 - u) + (s - m_1^2 - m_2^2)(s - m_1^2 - m_2^2) - 2m_1 m_2 (2m_2^2 - t) \right] \right\},$$

(B.1)
where $\tilde{g}_X = \frac{1}{2} g_X (Q_1 - Q_2)$ and $s, t, u$ are the Mandelstam variables. The directional matrix element for free electron-DM scattering is given by
\[
|\mathcal{M}(q)|^2 = |\mathcal{M}(q)|^2 \times |F_{DM}(q)|^2,
\] where the form factor $F_{DM}(q)$ can be taken as 1 for a small momentum transfer. The electron-DM scattering differential cross-section is given by
\[
\frac{d\sigma_e}{dt} = \frac{1}{64\pi^2 s} \left| \frac{\tilde{p}_1}{|p_1|} |\mathcal{M}(q)|^2 \right|.
\] Keeping the velocity dependence in the Mandelstam variables, we have
\[
t = -q^2 \approx -\Delta m \left( 1 - \frac{2m_e v^2}{\Delta m} \cos \theta_{CM} \right), \quad s \sim (m_2 + m_e)^2 \left( 1 + \frac{\mu_{De}}{m_2 + m_e} v^2 \right),
\] and integrating over $\theta_{CM}$, the scattering angle in the CM frame, and over $\phi$, we get for the DM-e scattering cross-section
\[
\tilde{\sigma}_e \approx \frac{\tilde{g}_X^2 g_2^2}{16\pi m_e^2 \cos^2 \theta} \left( \frac{4\mu_{De}}{m_2 + m_e} v^2 \right) \left[ v_f^2 + (v_f^2 + q^2) v^2 \right],
\] where $\mu_{De} = \frac{m_2 m_e}{m_2 + m_e}$ is the dark matter-electron reduced mass. For $v \sim 10^{-3}$, one can discard the velocity-dependent piece which gives the cross-section of Eq. (3.3).

C Approximate equations for the event rate

Knowing that $|v + v_{EH}| \ll v_{esc}$ and that $v_{esc} > v_{EH}$, we have
\[
\eta(E, t) = \int_{|v + v_{EH}| > v_{min}}^v \frac{f(v + v_{EH})}{v} d^3v
\]
\[
= \frac{1}{2N_{esc}v_{EH}(t)} \left[ \text{Erf} \left( \frac{v_{EH}(t) + v_{min}(t)}{v_0} \right) + \text{Erf} \left( \frac{v_{EH}(t) - v_{min}(t)}{v_0} \right) - \frac{v_{EH}(t)}{\sqrt{\pi} v_0} e^{-v_{esc}/v_0^2} \right].
\] In the limit $v_{ES} \ll v_{SH}, v_{EH}$, we can rewrite Eq. (2.2) as $v_{EH}(t) \approx u + \Theta(t)$, where
\[
u = (v_{ES}^2 + v_{SH}^2)^{1/2},
\]
\[
\Theta(t) = \frac{v_{ES}v_{SH}}{2(v_{ES}^2 + v_{SH}^2)^{1/2}} \cos(2\pi t - \phi).
\] For $v_{esc} \to \infty, N_{esc} \to 1$ and using Eq. (C.2), we expand Eq. (2.8) in $\Theta(t)$ to get
\[
\eta(E', t) \approx P(E') + Q(E') \cos(2\pi t - \phi),
\] where
\[
P(E') = \frac{1}{2u} \left[ \text{Erf} \left( \frac{u - v_{min}(E')}{v_0} \right) + \text{Erf} \left( \frac{u + v_{min}(E')}{v_0} \right) \right],
\]
\[
Q(E') = \frac{v_{ES}v_{SH}}{2u^2} \left[ \frac{1}{\sqrt{\pi} v_0} \left( e^{-(u-v_{min})^2/v_0^2} + e^{-(u+v_{min})^2/v_0^2} \right) - P(E') \right].
\] The event rate is given by
\[
\frac{dR}{dE dt}(E, t) = n_{Xe} \frac{\rho_2}{m_2} \frac{\tilde{\sigma}_e}{2m_e} \int \eta(E, t) K'(E, t) R_S(E, E_v) dE_v
\]
\[
\simeq W(E, t) + Z(E, t) \cos(2\pi t - \phi),
\] where
\[
W(E, t) = n_{Xe} \frac{\rho_2}{m_2} \frac{\tilde{\sigma}_e}{2m_e} \int P(E_v) K'(E_v, t) R_S(E, E_v) dE_v,
\]
\[
Z(E, t) = n_{Xe} \frac{\rho_2}{m_2} \frac{\tilde{\sigma}_e}{2m_e} \int Q(E_v) K'(E_v, t) R_S(E, E_v) dE_v.
\]
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