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Abstract—Flying drones can be used in a wide range of applications and services from surveillance to package delivery. To ensure robust control and safety of drone operations, cellular networks need to provide reliable wireless connectivity to drone user equipments (UEs). To date, existing mobile networks have been primarily designed and optimized for serving ground UEs, thus making the mobility support in the sky challenging. In this paper, a novel handover (HO) mechanism is developed for a cellular-connected drone system to ensure robust wireless connectivity and mobility support for drone-UEs. By leveraging tools from reinforcement learning, HO decisions are dynamically optimized using a Q-learning algorithm to provide an efficient mobility support in the sky. The results show that the proposed approach can significantly reduce (e.g., by 80\%) the number of HOs, while maintaining connectivity, compared to the baseline HO scheme in which the drone always connects to the strongest cell.

I. INTRODUCTION

Owing to their mobility, agility, and flexibility, drones are widely used in various applications. In particular, drone user equipments (UEs) play a key role in a number of scenarios such as package delivery, remote sensing, and surveillance applications \textsuperscript{[1, 2]}. For sustainable operation, flying drones need to be supported via cellular infrastructure (a.k.a. cellular-connected drones) to ensure seamless connectivity and low-latency communications. Cellular technologies such as Long-term Evolution (LTE) and the fifth-generation New Radio (5G NR) offer wide-area, high-speed, and secure wireless connectivity \textsuperscript{[3, 4]}, which can provide robust control and safety for drone operations. In this regard, there are several challenges in supporting drone-UEs in a cellular network. First, drones can move in three-dimensions (3D), and their arbitrary trajectory and high speed result in rapid changes in received signal strength. Second, due to line-of-sight (LOS) propagation conditions, drones may suffer from strong uplink and downlink interference from neighboring cells \textsuperscript{[5]}. Third, terrestrial base stations (BSs) are mainly designed to serve ground users and hence their antennas are down-tilted. The main lobe of a BS antenna thus covers a large part of the surface area of the cell to improve performance for terrestrial UEs. Accordingly, at ground level the strongest site is typically the closest one. A drone-UE on the other hand may be frequently served by the sidelobes of BS antennas \textsuperscript{[5]}, which have low antenna gain compared to the main lobe of the antennas. The coverage areas of the sidelobes may be small and the signals at the edges may drop sharply due to deep antenna nulls. At a given location, the strongest signal might come from a faraway BS, if the sidelobes of the BSs closer to the drone-UE is significantly weaker. Additionally, the sidelobes of BSs may not fully cover the sky and there can be coverage holes (space without coverage service) in the sky that can cause connectivity failure. Meanwhile, the fragmented coverage area provided by different BSs hardens the mobility support in the sky and can result in frequent handovers (HOs). This, in turn, leads to significant signaling overhead and radio link failure (RLF) due to undesired ping-pong HOs. Therefore, there is a need for efficient HO mechanisms for drone mobility management to provide reliable communications between drones and BSs.

A. Related Work

In the Third-generation partnership project (3GPP) Release 15, the potential support of LTE for providing drone connectivity was studied \textsuperscript{[6]}. The results of this study showed that mobility support for drones is one of the challenging aspects in using existing LTE networks to serve drone-UEs. The work in \textsuperscript{[7]} identified key challenges associated with supporting drone connectivity in LTE networks. In \textsuperscript{[8]}, the performance of a cellular-connected drone network was evaluated in terms of RLF and the number of HOs. In \textsuperscript{[9]}, a handover optimization scheme was proposed for ground UEs in a 5G cellular network using reinforcement learning (RL). In \textsuperscript{[10]}, the authors proposed a handover mechanism based on deep learning to improve the reliability and latency in terrestrial millimeter-wave mobile systems. While previous work has studied various other challenges related to drone communications, the problem of handover optimization for drone-UEs in the sky remains an open problem.

B. Contributions

In this paper, we propose a novel HO optimization mechanism for a cellular-connected drone system to ensure robust wireless connectivity for drone-UEs. By using tools from RL \textsuperscript{[11]}, HO decisions are dynamically optimized using Quality-learning (Q-learning) to provide an efficient mobility support in the sky. The proposed framework leverages the reference signal received power (RSRP) data and the drone’s trajectory information to provide effective HO rules for seamless drone
connectivity while considering HO signaling overhead. Furthermore, our results depict the inherent trade-off between the number of HOs and the serving cell RSRP in the considered cellular-connected drone system.

The rest of this paper is organized as follows. Section II presents the system model. A brief background of RL relevant to our model is introduced in Section III. In Section IV we present our RL-based HO scheme. The simulation results are provided in Section V. Section VI concludes the paper.

II. SYSTEM MODEL

We consider the scenario illustrated in Fig. 1 where drone-UEs are served by a terrestrial cellular network consisting of K ground BSs. We assume that a drone-UE moves along a two-dimensional (2D) trajectory at a fixed altitude which is known to the network. To maintain reliable connectivity, the drone may perform one or more HOs during flight which changes BS-drone association. Therefore, the drone may connect to different BSs along its route. We consider predefined locations along the drone trajectory where it can perform a handover. At each such location, the drone decides: 1) whether to do a HO, and 2) the new serving BS in case a HO is needed. As illustrated in Fig. 2, HO process typically involves several steps and signaling between drone and BSs such as measurement report, HO commands and admission control [12]. Several factors govern the outcome of a HO process such as BS distribution, received signal strength characteristics, drone speed and flight trajectory.

In general, always connecting to the strongest BS (i.e., that provides maximum RSRP) may be detrimental for drone connectivity and HO signaling overhead. On the one hand, HO decision solely based on the current maximum RSRP can trigger many subsequent HOs during drone flight, which is not efficient. On the other hand, it can cause ping-pong HOs and connectivity failures as the signal strength fluctuates rapidly during a drone flight [12]. This motivates the need of an efficient HO mechanism which accounts for the mobility challenges facing a drone-UE in a terrestrial cellular network. Let us use RSRP as a proxy for reliable connectivity and the number of HOs as a measure of the HO signalling overhead. Intuitively, a desirable HO mechanism will maintain a sufficiently large RSRP while incurring a small number of HOs during a flight.

In this paper, we propose a RL-based framework to determine the optimal sequential HO decisions for a drone-UE to enable reliable connectivity while accounting for the HO overhead. To this end, in our proposed RL-based HO framework, we consider two key factors in the objective function: 1) serving cell RSRP values, and 2) cost (or penalty) for performing a HO. From a design perspective, it is desirable to strike a balance between maximizing the RSRP values and minimizing the number of HOs. Furthermore, to flexibly adjust the impact of the number of HOs and serving cell RSRP values in the HO decisions, we consider \( w_{HO} \) and \( w_{RSRP} \) as the weights of number of HOs and serving cell RSRP.

III. BACKGROUND OF RL

RL is a learning algorithm where an agent interacts with an environment by taking actions based on the current state and the anticipated future rewards. As illustrated in Fig. 3, the agent observes state \( S_t \) and takes action \( A_t \) at time \( t \). It receives feedback in the form of a reward \( R_t \) and chooses subsequent actions to maximize the expected reward accumulated over time. RL is often described using a Markov decision process characterized by a tuple \( (S, A, \{P_{sa}\}, \lambda, R) \), where \( S \) is a set of states, \( A \) denotes the set of actions, \( P_{sa} \) gives the state transition probabilities for a state \( s \in S \) and action \( a \in A \), \( \lambda \in [0, 1) \) gives the discount factor, and \( R : S \times A \rightarrow \mathbb{R} \) denotes the reward function. With this information, the Markov decision process can be solved to get the optimal policy, i.e., the action to take at each state such that the expected sum of discounted rewards is maximized.

Q-learning [13] is a type of model-free RL where the goal is to learn the optimal policy for the given Markov process in the absence of \( \{P_{sa}\} \) and \( R \). Let us define the Q-value \( Q^\pi(s, a) \) for a policy \( \pi \) as the expected sum of discounted rewards when the agent takes an action \( a \) in state \( s \) and chooses actions according to the policy \( \pi \) thereafter. Using an iterative process, the agent will eventually learn the optimal Q-values \( Q^\pi(s, a) \) over time. The actions with the highest Q-values for each state constitute the optimal policy [11][13]. With a slight abuse of notation, we use \( Q_t(s, a) \) to denote the Q-value at time \( t \) during the iterative process. When the agent performs an action \( a \) in a state \( s \) at time \( t \), it receives an immediate reward \( R_{t+1} \) and transitions to state \( s' \). The new Q-value can
Algorithm 1 Q-value iteration for drone HO scheme using Q-learning

1: Initialize input parameters:
   Drone trajectory $\mathcal{R} = \{P_i| i = 0, 1, ..., l - 1\}$;
   Set $Q ← 0_{k×k};$ $\text{HO}_{s,s'} ← 0_{k×k};$
   Set $w_{HO}, w_{RSRP}, \epsilon, \alpha, \lambda;$
   $C_{k} ← k$ strongest cells at starting waypoint $P_0$;
2: for $i$ in length($\mathcal{R}$)−1 do
3:    $C_{k,i} ← k$ strongest cells at waypoint $P_{i+1}$;
4:    $\text{RSRP}_{k,i} ← \text{RSRP}$ values for cells in $C_{k,i};$
5:    $\forall j \in \mathcal{I}_k,$ set $Q[i, j, y] ← w_{RSPR} \cdot \text{RSRP}_{k,i};$
6:    Binary matrix $\text{HO}_{s,a,i} ← C_{k,i} \neq C_{k,j};$
7:    $Q[i, j, y] ← Q[i, j, y] - w_{HO} \cdot \text{HO}_{s,a,i};$
8:    $C_{k} ← C_{k,i};$
9: end for
10: Reward matrix $R ← Q;
11: \text{while} \ \epsilon \text{-greedy training step} < n \ \text{do}
12: \ \ \ j = 0;
13: \text{for} \ \ i \ \ \in \text{length}(\mathcal{R})-1 \ \ \text{do}
14: \ \ \ \ \ \ \ \ \text{if} \ \ \epsilon > \text{uniform random value on interval } [0, 1] \ \ \text{then}
15: \ \ \ \ \ \ \ \ \ \ \ j_{\text{new}} ← \arg\max_u \{Q[i, j, u];
16: \ \ \ \ \ \ \ \ \ \ \ \ \ \ \\text{else}
17: \ \ \ \ \ \ \ \ \ \ \ j_{\text{new}} ← \text{pick a random number from } \mathcal{I}_k;\n18: \text{end if}
19: \text{Update Q-values:}
20: \ \ Q = \{Q[i, j, j_{\text{new}}];
21: \ \ Q = (1 - \alpha) \cdot Q + \alpha \cdot R[i, j, j_{\text{new}}]
22: \ \ \ + \alpha \lambda \arg\max_{v \in \mathcal{I}_k} Q[i + 1, j_{\text{new}}, v];\n23: \text{end for}
24: \ \ j = j_{\text{new}};\n25: \text{return } Q\n
be evaluated using

$$Q_{t+1}(s,a) \leftarrow (1-\alpha) \cdot Q_t(s,a) + \alpha \left[ R_{t+1} + \lambda \max_{a' \in A} Q_t(s', a') \right]$$

where $\alpha$ is the learning rate. With this approach, Q-learning computes the optimal values for all states at once using successive approximations [11][13].

IV. RL-BASED HO OPTIMIZATION FRAMEWORK

In this section, we formally define the state, action and reward for the considered scenario. The objective is to determine the HO decisions for each waypoint along the given route. We also propose an algorithm based on Q-learning to obtain optimal HO decisions for the given route. In Table I, we list the main parameters used in the proposed RL-based HO optimization framework.

### A. Definitions

**State:** The state of a drone represented by $S = [x_s, y_s, \theta_s, c_s]$ consists of the drone’s position $P_s: (x_s, y_s)$, its movement direction $\theta_s \in \{k\pi/4, k = 0, ..., 7\}$, and the currently connected cell $c_s \in C$, where $C$ is the set of all candidate cells. We describe how a drone trajectory is generated in our model given an initial location $P_a$ and a final location $P_e$ of the drone. At the initial location, the movement direction resulting in the shortest path to the final location is selected. The drone moves in the selected direction for a fixed distance until it reaches the next waypoint. The same procedure is repeated at each waypoint until it reaches closest to the final location. We note that the resulting drone trajectory is not necessarily a straight line due to a finite number of possible movement directions in our model. We recall that the RL-based HO algorithm merely expects that the drone trajectory is known beforehand. That is, it is not significant how the fixed trajectories are generated but we describe the methodology for the sake of completeness.

**Action:** The drone’s action $A_s$ at current state $s$ corresponds to choosing a serving cell for the next state $s'$. For example, as shown in Fig. 3, if $A_4 = 4$, then at state $s'$, the drone switches to the cell $c_{s'} = 4$.

**Reward:** We now define a reward function to encourage the desired HO behavior. As shown in Fig. 3, the serving cells need to be decided along the trajectory and the goal is to reduce the number of HOs as well as maintain reliable connectivity. During a flight, the drone need not only focus on the signal strength at the current location. Rather, it might as well connect to a cell with a lower RSRP at one waypoint that

| Label | Definition |
|-------|------------|
| $\mathcal{I}(HO)$ | HO cost |
| $w_{HO}$ | Weight for HO cost |
| $w_{RSPR}$ | Weight for serving cell RSRP |
| $R$ | Reward defined as the weighted combination of HO cost and RSRP |
| $S$ | State defined as $[x_s, y_s, \theta_s, c_s]$ |
| $(x_s, y_s)$ | Position coordinate at state $S = s$ |
| $\theta_s$ | Movement direction at state $S = s$ |
| $c_s$ | Serving cell at state $S = s$ |
| $S'$ | Next state of $S$ |
| $A$ | Action performed at state $S$ |
| $A'$ | Action performed at state $S'$ |
| $Q(s,a)$ | Q-value of taking action $a$ at state $s$ |
| $\alpha$ | Learning rate |
| $\lambda$ | Discount factor |
| $\epsilon$ | Exploration coefficient |
| $n$ | Number of training episodes |

**TABLE I:** Definitions in our model related to RL.
results in fewer HOs at the subsequent waypoints. To achieve a balance between the two conflicting goals, our model considers a weighted combination of the HO cost and the serving cell RSRP at future state as the reward function

\[ R = -w_{HO} \times I(HO) + w_{RSRP} \times RSRP_{s'}, \quad (2) \]

where \( w_{HO} \) and \( w_{RSRP} \) respectively denote the weights for the HO cost and the RSRP, while \( I(HO) \) is the indicator function for HO, i.e., \( I(HO) = 1 \) when the serving cells at states \( s \) and \( s' \) are different and \( I(HO) = 0 \) otherwise.

B. Algorithm of HO Scheme using Q-learning

For complexity reduction, the action space \( A \) in our model is restricted to the strongest \( k \) candidate cells for every state. Let us define a set \( I_k = \{0, 1, \ldots, k - 1\} \). For a trajectory with \( l \) waypoints, the resulting Q-table \( Q \in \mathbb{R}^{l \times k \times k} \) is stored in memory and updated according to (1). The stepwise iterative process is given in Algorithm 1. The algorithm complexity is \( O(cn) \), where \( n \) is the total number of training episodes and the constant \( c \) is given by the route length \( l \). The initial Q-table for the given trajectory is generated in steps 2-9. In step 6, a binary square matrix of size \( k \) is generated such that its \((p,q)\)-th entry is 0 if the \( p \)-th strongest cell at state \( s \) is the same as the \( q \)-th strongest cell in state \( s' \), and it is 1 otherwise. The Q-value iterations for each training episode are performed in step 11-24, where steps 14-18 perform the \( \epsilon \)-greedy exploration [11] while step 20 implements (1). Finally, values for choosing different actions are stored in \( Q \) where the highest value represents the optimal choice. Hence, a sequence of HO decisions for the waypoints of the given route can be obtained according to the maximal Q-value at each state.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed RL-based HO mechanism. For performance comparison, we consider a greedy HO scheme as the baseline in which the drone always connects to the strongest cell. For each flight trajectory, we calculate a performance metric called HO ratio which we define as the ratio of the number of HOs using the proposed scheme to that for the baseline scheme. Thus, the HO ratio is always 1 for the baseline case. To depict the tradeoff between the number of HOs and the observed RSRP values, we evaluate the performance for different weight combinations of \( w_{HO} \) and \( w_{RSRP} \) in the reward function. For the special case when there is no HO cost, the proposed RL-based HO scheme is equivalent to the baseline. As the ratio \( \frac{w_{HO}}{w_{RSRP}} \) increases, the number of HOs decreases and the HO ratio approaches zero.

A. Data Pre-processing

In our simulations, we consider a deployment of 7 BSs in a 2D geographical area of \( 6 \times 5 \) km\(^2\) where each BS has 3 cells or sectors. We collect 10000 samples of RSRP values corresponding to each of these 21 cells for different UE locations at an altitude of 50 m, as shown in Fig. 5. For normalization, the RSRP samples thus obtained are linearly transformed to the interval \([0, 1]\). To further quantize the considered space, as shown in Fig. 6 we partition the area into bins of size \( 50 \times 50 \) m\(^2\). For each bin, we calculate the representative RSRP value for a cell as the average of the RSRP samples in that bin.

B. Results using Q-learning

We simulate the performance using 2000 runs for the proposed and baseline schemes. For each run, the testing route is generated randomly as explained in Section IV. As an illustrative example, Fig. 7 shows a portion of the drone
Fig. 5: Strongest cell association map of RSRP samples without quantization.

Fig. 6: Cell association map based on collected RSRP samples after quantization.

Fig. 7: A zoomed snapshot of a drone trajectory along with the serving cells.

trajectory along with the strongest cell at each waypoint. In our simulations, we set $n = 1000$, $\lambda = 0.3$, $\alpha = 0.5$, and $\epsilon = 0.2$.

In Fig. 8 we plot the average number of per-flight HOs for different weight combinations. The proposed scheme is equivalent to the baseline when there is no HO cost. By increasing $\frac{w_{HO}}{w_{RSRP}}$, the cost of HO increases and our approach avoids
unnecessary HOs. For instance, compared to the baseline, the RL-based HO scheme can reduce the number of HOs by 82.9% when \( \frac{w_{HO}}{w_{RSRP}} = 1 \).

In Fig. 9 we plot the cumulative distribution function (CDF) of the number of HOs in a flight. For the special case \( w_{HO} = 0 \), we observe that the CDF for the proposed approach coincides with that of the baseline. Moreover, by properly adjusting the weights for the HO cost and RSRP, the RL-based scheme can significantly reduce the number of HOs. Similar trends can be observed for the HO ratio in Fig. 10. For example, for \( \frac{w_{HO}}{w_{RSRP}} = \frac{1}{9} \), the number of HOs can be reduced by at least 50% with a probability 0.8.

In Fig. 11 we plot the CDF of the RSRP seen by the drone-UE for various HO costs. As expected, the RL-based HO scheme is equivalent to the baseline in terms of the RSRP distribution when there is no cost associated with a HO. This is because for the baseline case, the drone always connects to the cell offering the largest RSPR during its flight. As noted previously, the proposed RL-based scheme is flexible in that it allows reducing the ping-pong HOs (and resulting signalling overheads) at the expense of a lower RSRP. For example, when \( \frac{w_{HO}}{w_{RSRP}} = 1 \), a (worst-case) 5th-percentile UE incurs an RSPR loss of around 4.5 dB relative to the baseline. Setting \( \frac{w_{HO}}{w_{RSRP}} = \frac{1}{9} \) suffers from only a small loss in RSRP. As evident from Fig. 11 and Fig. 9, both choices significantly reduce the number of HOs compared to the baseline. Such a tradeoff may still be acceptable depending on the operating conditions. For instance, the minimum serving cell RSRP in our results is always greater than -85 dBm (or 28 dB signal-to-noise ratio (SNR) assuming a bandwidth of 1 MHz and a noise power of -113 dBm), which is typically sufficient to provide reliable connectivity. Depending on the specific scenario, the network may configure the parameters accordingly to operate at an acceptable RSRP but with a reduced HO overhead.

VI. CONCLUSIONS

In this work, we have proposed an RL-based HO mechanism to achieve robust drone connectivity in a cellular-connected drone network. Leveraging a Q-learning framework, we have provided a flexible way for HO decision making for a given flight trajectory. We have shown how the network can trade-off the number of HOs with the received signal strength by adjusting the respective weights of these quantities in the reward function. The simulation results have revealed that the proposed approach can significantly reduce the number of HOs while maintaining reliable connectivity, compared to the baseline HO scheme in which the drone always connects to the strongest cell.

There are several potential directions for future research. First, the existing framework considers drone mobility in 2D. A natural extension will be to allow for 3D drone mobility. Second, the testing area and flying routes considered in this work are rather limited. It will be worth investigating whether our findings hold for larger testing areas and/or longer flying routes with a larger pool of candidate cells. Third, the proposed model and resulting simulations are based on the RSRP metric. Another notable contribution will be to enrich the model with additional parameters.
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