Neural network modelling methods for creating digital twins of real objects
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Abstract. The new approach to the development of digital twins model of physical objects is presented. In the previous papers, we proposed two approaches. The first is based on the unified process of constructing approximate neural network solutions of boundary value problems for equations of mathematical physics. The second approach is based on the construction of multilayer models using differential equations, which makes it possible to dispense with the time-consuming procedure for training neural networks. This paper proposes a third approach based on the construction of multi-row differential equations. We are confident that the approaches we have proposed allow us to significantly simplify and unify the creation and adaptation (keeping up to date) of the digital twins of real objects of various kinds, e.g. technical, biological, socio-economic ones.

1. Introduction
A computer model that copies the behavior of a physical object is called a digital twin [1-3]. The model simulates all possible modes of operation of an object during its life, takes into account the influence of external factors and allows predicting the future behavior of a physical object. In our sight, this digital twin should be based on artificial intelligence technology.

When modeling complex technical objects, the computer analysis based on the engineering software, using the finite element method (FEM) is usually applied. However, modeling a real object with FEM method oneinvolves a number of fundamental difficulties. First, accurate information about the differential equations describing the behavior of an object is usually absent due to the complexity of describing the processes occurring in it. Secondly, the necessity to know the initial and boundary conditions, which is usually less available and less accurate. Thirdly, the properties, the characteristics and the parameters of real object are continuously changed during the operation time. This requires appropriate adaptation of the model, which is difficult to carry out with a model built on the basis of the FEM.

In this case the adaptive model for each element of the physical object seems to be more promising. The model can be refined and rebuilt in accordance with the continuously enlarged observations of the object. This model is most convenient to build in the form of a artificial neural network (ANN). Therefore, the urgent task is the development of modeling technology, a more complete account of historical and newly received data, the improvement of methods for automatic adjustment of the architecture and model parameters, methods of classification and prediction. The set of tasks facing
the digital twin model can be solved using a team of neural networks, each of which displays a certain fragment (element, process) of the object

2. Methods

The first approach, based on the unified process of constructing approximate neural network solutions of boundary value problems for equations of mathematical physics, can be found in [1–7].

Let the corresponding element (process) be described as an initial or a boundary value problem for a differential equation (ordinary or in partial derivatives). We are looking for an approximate solution of the problem in the form of the output of an ANN of a given architecture \( u(x, w) = \sum_{i=1}^{m} c_i \nu(x, a_i) \).

Here \( w = [w_1, w_2, ..., w_m] \) is the weight vector \( w_i = \{c_i, a_i\} \), which aggregates linearly parameters \( c_i \) and nonlinear parameters \( a_i \). The basic neuroelement is represented by the function \( \nu \) depending on the type of neural network and the neuron activation function.

The ANN weights \( w \) vector is in the process of epoch-by-epoch network training, purposely to minimize error functional. For the problem in question the error functional:

\[
J(w) = J_1 + \partial J_2,
\]

where \( J_1 \) expresses the satisfaction score for the equation, \( J_2 \) it is a boundary condition. The component \( J_2 \) may include terms that are responsible for other conditions of the statement: symmetry, relations at the interfaces, the equation of state. Since the digital twin must take into account the current observations of the target physical object, a term \( \tilde{\delta}J_3 \) is added to the functional \( J(w) \). It takes into consideration the accuracy of meeting these conditions.

The first approach has significant drawbacks, such as a long training procedure and the single-layer nature of the neural network. To avoid these disadvantages we have developed a second approach [8–14], which allows us to develop a fairly accurate multilayer ANN solution of a differential equation. Unlike the previous approaches, the method is not based on FEM, but on the finite difference method applied to a variable length interval. The benefit of the suggested method is the automatic inclusion in the final formula of the parameters of the problem. It allows us to avoid multiple re-decisions to investigate the effect of parameters on the obtained solution. This is especially important for building a digital twin of a specific object, taking into account its unique features.

When constructing a differential equation from experimental data, not only the coefficients are unknown beforehand, but also the order and even the structure of the equation are indeterminate. It cause difficulties in creating an accurately model of the physical object. An approach similar to the multi-row algorithm [14, 16] can be used to select a differential model. This approach consists in the selection of complex models. It is essential that the coefficients of the models and their structure are determined by the optimization of various functional.

We begin with the simplest problem of creating a model in the form of a linear homogeneous ordinary differential equation with constant coefficients. If it is required to select the differential equation

\[
a_0 y^{(n)} + \ldots + a_{n-1} y' + a_n y = 0 \]

using data acquisition \( y(x_1) = f_1, y(x_2) = f_2, \ldots, y(x_p) = f_p \) in the best possible way, then a multi-row algorithm can be applied. Algorithm allows us to consider the selected model on each row

\[
y_{l+1} = w_{i,l} y_{i,l} + w_{j,l} y_{j,l} + w_{k,l} \frac{d}{dx}(y_{k,l}).
\]

In this case, a first fraction of the data is used to construct a functional and adjust the weights, a second fraction is available to another functional
creation and the third fraction - for the selection of the best trained models. The accuracy of satisfying the equation can be checked in the required number of points.

As an illustration, we will describe a multi-row algorithm for creation a model based on linear differential equations with constant coefficients:

1. The whole set of experimental data is divided into two fractions.

2. Consider the set of the models of the first row selection $y(1) = w(1)y + w_d(1) \frac{d}{dx}(y)$. The coefficients of these models are adjusted by minimizing the discrepancy between the solutions of the equations and the first part of the experimental data.

3. From these models, we select the best ones according to the accuracy of the second part of the experimental data.

4. From $m$ the resulting models we build models of the second row of the species selection adjusting coefficients for the first fraction of the experimental data.

$$y(2) = w_i(2)y_i(1) + w_j(2)y_j(1) + w_{d,k}(2) \frac{d}{dx}(y_k(1)) \quad i, j, k = 1, \ldots, m,$$  \hspace{1cm} (2)

5. Repeat the selection process as many times as necessary. In the last step, the unique best model is selected.

We can build a more complex model for which the coefficients of the equation are some neural network functions. At the same time, the second and fourth steps of the above algorithm vary significantly. The main problem that manifests itself in this case is that the resulting non-linear differential equation cannot be solved analytically.

The way out of the situation is to use an iterative algorithm that combines the steps of selecting weights of the networks corresponding to the coefficients of the models and the stage of constructing an approximate solution of the corresponding equations, based on minimizing the obviously modified functional (1). To determine the structure of these functions, we can use any genetic algorithm. Similarly, we consider a heterogeneous equation with an unknown right side, which is sought in the class of some neural network functions.

A fundamentally new class of models arises if we consider a multi-row algorithm, in which a new selection series is determined by the equality

$$y_{i+1} = w_i y_{i,l} + w_j(2)y_{j,l} + w_{q,k}\phi(y_{k,l}) + w_{d,k} \frac{d}{dx}(y_{l,k}) \quad i, j, k, l = 1, \ldots, m,$$  \hspace{1cm} (3)

where $\phi$ is some non-linear activation function (we choose the sigmoid type). To construct each such model, it is necessary to determine only four coefficients, which are linearly input, although the result is a very complex non-linear model. It is fundamentally important that the construction of such a model is performed using the same algorithm as for a linear model with variable coefficients.

Even more complex models arise, if we consider $[w_i, w_j, w_{q,k}, w_{d,k}]$ as not a constants, but functions that can be represented by neural networks. To determine the structure of such models, we can propose a double multi-row algorithm, which consists in the following. Each stage of determining the basic model is that a set of linear models of the structure defined above is considered, the coefficients $[w_i, w_j, w_{q,k}, w_{d,k}]$ each of which are neural network functions and the structure of these functions can also be determined by a multi-row algorithm (or another, for example, genetic algorithm or error clustering). Thus, at each stage of the main algorithm, several auxiliary stages are implemented and the number of stages itself can be selected using genetic algorithm.
You can immediately consider such a multi-row model, when the result of the action of a linear differential operator is fed to the input of a layer of neurons at the outputs of the previous layer and the activation function can be just a sigmoid function or some non-linear operator (linear "in small" and having a limited image "in large"). An example of such an operator is the mapping,
\[
K : y(x) \mapsto \left( K(y) \right)(x) = \int \kappa \left( x, y(x'), x \right) dx',
\]
where \( \kappa \) is a bounded function differentiated at zero by the second argument and having the necessary smoothness properties by the first.

Similarly, one can consider the multi-layer model with partial derivatives. The multi-row algorithm for constructing such a model does not practically differ from the one discussed above, only on each selection row should the models of the type be considered
\[
y_{l+1} = w_i y_{i,l} + w_j y_{j,l} + w_{q,l} \phi \left( y_{k,l} \right) + w_{p,k} \frac{\partial}{\partial x_p} \left( y_{k,l} \right),
\]
(4)

3. Conclusion
Methods for solving differential equations of mathematical physics, using RBF ANN, are the basis for creating dynamic twin models of physical and technical objects. The paper proposes a new class of mathematical models, combining the properties of neural networks and differential (integro-differential) equations. Algorithms for the formation of such models based on experimental data are considered. Such models may be interesting in a situation where standard mathematical models are inadequate to the studied physical processes.
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