K-THEORETIC CHERN CLASS FORMULAS FOR VEXILLARY DEGENERACY LOCI
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Abstract. Using raising operators and geometric arguments, we establish formulas for the $K$-theory classes of degeneracy loci in classical types. We also find new determinantal and Pfaffian expressions for classical cases considered by Giambelli: the loci where a generic matrix drops rank, and where a generic symmetric or skew-symmetric matrix drops rank.

In an appendix, we construct a $K$-theoretic Euler class for even-rank vector bundles with quadratic form, refining the Chow-theoretic class introduced by Edidin and Graham. We also establish a relation between top Chern classes of maximal isotropic subbundles, which is used in proving the type D degeneracy locus formulas.

Introduction

Given a map of vector bundles $\varphi: E_p \to F_q$ on a variety $X$ (with subscripts indicating ranks), an old and natural problem is to determine the class of the degeneracy locus $\Omega_r \subseteq X$ where $\text{rk} \varphi \leq r$. The prototypical setting is where $X$ is projective space and the vector bundles are sums of line bundles: then $\varphi$ is represented as a $q \times p$ matrix of homogeneous forms, and one asks for the class of the locus where this matrix drops rank. In this language, the problem was considered by nineteenth-century mathematicians. (Cayley wrote about the $2 \times 3$ case; Salmon and Roberts treated the case of sub-maximal rank.) It was solved by Giambelli in 1904, who gave the answer in the form of a determinant in the homogeneous degrees of the entries of the matrix.

The modern version of this problem asks for formulas in terms of Chern classes. Porteous’s formula expresses Giambelli’s determinant in the general setting of cohomology classes of degeneracy loci, and this was extended by Kempf and Laksov to loci that include all Schubert varieties in a Grassmann bundle [KL]. A more detailed history can be found in Fulton [F2], who also gives a further generalization of the determinantal formula to vexillary Schubert varieties in flag bundles.
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Perhaps surprisingly, analogous determinantal formulas for the $K$-theory classes of degeneracy loci (i.e., their structure sheaves) were obtained only very recently. To my knowledge, the first explicitly stated determinant appears in the remarkable paper of Hudson, Ikeda, Matsumura, and Naruse [HIMN]. (Some precursors can be found in work of Lascoux [L1, L2], Lenart [Le], Sam [S], and Kirillov [Ki], as well as in the Porteous and Jacobi-Trudi formulas of Buch [B].)

For symplectic degeneracy loci—or, locally, symmetric matrices—the story is somewhat parallel, but its culmination has been reached only very recently. Here one has a vector bundle $V$ of even rank, equipped with a symplectic form, along with isotropic subbundles $E$ and $F$, and the problem is to express the class of the locus where $\dim(E \cap F) \geq k$. Again, Giambelli (in 1906) was one of the first to give a general formula, expressed as a determinant. Other determinantal formulas for cohomology classes of symplectic degeneracy loci were found in the late twentieth century, but in hindsight these were coincidences: as Pragacz discovered, the formulas are better expressed as Pfaffians (which happen to equal determinants in the special cases considered by Giambelli and others). Pragacz also brought the formalism of Young’s raising operators into this subject [P1, P2]. On the geometric side, Kazarian found the most natural extension of the Kempf-Laksov argument to the symplectic (and orthogonal) setting, and gave elegant proofs of Pfaffian formulas [Kaz]. This technique was profoundly refined by Buch, Kresch, and Tamvakis, who introduced and studied theta- and eta-polynomials as representatives for Schubert classes in the cohomology of isotropic Grassmannians [BKT1, BKT2]. “Double” versions of these polynomials were defined and shown to represent equivariant Schubert classes and degeneracy loci in [Wi, IM, TW, AF2, T1].

Formulas for cohomology classes are intimately related to special polynomials in algebraic combinatorics, and often the combinatorial constructions precede the geometric ones. This was the case for the Schubert polynomials introduced by Lascoux and Schützenberger in 1982 as representatives for type A Schubert classes. Analogues for other types begin with Billey and Haiman’s work [BH]. Ikeda, Mihalcea, and Naruse defined double versions representing equivariant classes [I, IN1, IMN]. These polynomials all share the key feature of stability: they are independent of the rank of the ambient vector bundle. More detailed accounts of this story can be found in [AF1] and [T2].

The main aim of this article is to prove determinantal and Pfaffian formulas for the $K$-theory classes of degeneracy loci. A special case of our results directly generalizes Giambelli’s formula: given a map $\varphi: E \to F$
of vector bundles on $X$, the locus $\Omega_r$ where $\text{rk}(\varphi) \leq r$ has $K$-theory class

\[(O_{\Omega_r}) = \det \left( \sum_{m \geq 0} \binom{q - r + m - 1}{m} (-1)^m c_{q-r+j-i+m}(F-E) \right)_{1 \leq i,j \leq p-r}.\]

Here $p$ and $q$ are the ranks of $E$ and $F$, respectively, and $c(F-E)$ is the $K$-theoretic Chern class. The leading term, where $m = 0$, is precisely Giambelli’s determinantal formula in cohomology.\(^1\)

We will prove similar formulas for vexillary degeneracy loci, incorporating the stability properties of the cohomology formulas.\(^2\) Our results generalize the formulas of [HIMN] for types A, B, and C. In general, the loci are described by conditions of the form $\dim(E_{p_i} \cap F_{q_i}) \geq k_i$, and the results of [HIMN] are recovered as the special case where $k_i = i$ and $p_i = p$ for all $i$.

We also find formulas for the more difficult type D loci. These require the introduction of the Euler class in $K$-theory. This is a characteristic class for even-rank vector bundles with quadratic form which extends the Chow-theoretic Euler class defined by Edidin and Graham [EG]. The key observation is that an Euler class should be defined up to unit. (For the Chow ring, the homogeneous units are only $\{\pm 1\}$, and indeed the Edidin-Graham Euler class is defined up to sign—but in $K$-theory there are more units.) In contrast to the Edidin-Graham Euler class, one must invert 2 to construct the $K$-theoretic Euler class, even if one restricts attention to bundles which are Zariski-locally trivial. The construction of this class is described in Appendix B, along with some fundamental properties of Chern classes of maximal isotropic subbundles. This appendix should be of independent interest.

Since degeneracy loci are ubiquitous in algebraic geometry, applications of these determinantal and Pfaffian formulas should be abundant. For instance, variants of the formula (1) and those of [HIMN] have been used to compute the holomorphic Euler characteristics of Brill-Noether loci in Jacobians of curves [ACT]. In fact, Kempf and Laksov state that their formula was motivated by applications to the study of exactly such loci, and

\(^1\)Using some algebraic identities, one can deduce (1) from other formulas in the literature—for example, it is equivalent to a special case of [HIMN, (1.2)], but their formula uses a complete filtration of $F$ by quotient bundles. I do not know of a reference where it is clearly stated in terms of only the virtual bundle $F - E$, although [L1, Corollaire 4.5] is close.

\(^2\)In their recent preprint, Hudson and Matsumura also give determinantal formulas for vexillary loci in type A [HM3]. They carry out some computations in algebraic cobordism, but so far no determinantal expressions have been found in that generality.
their paper was immediately followed by a computation of the cohomology class of a Brill-Noether locus [KIL].

Both the proofs and the formulas themselves simplify considerably by employing the methods of [AF2]. The vexillary formulas are not merely a generalization from the Grassmannian case—including vexillary loci streamlines the argument, even for Grassmannians. Furthermore, our formulas are written in terms of $K$-theoretic Chern classes, rather than the useful but less familiar Segre classes of [HIMN]. (See Remark 1.1 for the translation between the two.) Perhaps more significantly, the same method leads directly to both the discovery and the proof of the type D formulas.

The essential idea of the proof is to reformulate the techniques of Kempf-Laksov and Kazarian in terms of raising operators, using only basic properties of Chern classes and pushforwards via projective bundles. The extra flexibility gained by including the vexillary loci (instead of only Grassmannian loci) allows one to separate the geometry from the algebra. There are four main steps. First, one identifies a product formula for the class of a simple kind of vexillary degeneracy locus, called “dominant”—these loci are never Grassmannian, except in trivial cases. Second, by using the algebra of raising operators, one transforms this product into a determinant (in type A) or Pfaffian (in other types). Third, one constructs a resolution of any vexillary degeneracy locus by a dominant one, via a tower of projective bundles; a special case of the desired formula is deduced by pushing forward the determinantal or Pfaffian formula for the dominant locus. A final algebraic manipulation produces the general formula, using some universal relations among Chern classes in types B, C, and D.

The determinantal formula for type A is Theorem 1, and the Pfaffian formulas for type C, B, and D are Theorems 2, 3, and 4, respectively. Theorems 5C, 5B, and 5D provide “$\beta$-theta” and “$\beta$-eta polynomial” formulas for loci involving conditions on coisotropic bundles; these are notationally more cumbersome than the Pfaffian formulas, but conceptually very similar. Extensions of Giambelli’s formula for symmetric and skew-symmetric matrices, parallel to (1), are stated in Corollaries 2.2 and 4.3.

As in cohomology, the $K$-theoretic degeneracy locus formulas are related to algebraic combinatorics. In type A, these are the Grothendieck polynomials of Lascoux and Schützenberger. Corresponding polynomials in other classical types have been introduced recently by Ikeda, Kirillov, and Naruse [IN2, KN]. By replacing Chern classes with appropriately specialized variables, the results presented here lead to determinantal and Pfaffian—or more generally, raising-operator—formulas for the Grothendieck polynomials of vexillary permutations.
In a sense, the \( K \)-theory formulas proved here are the most general ones of their kind: a theorem of Bressler and Evens shows that Schubert classes are sensitive to the choice of desingularization in all cohomology theories beyond \( K \)-theory \([BE]\). Several authors have made significant progress in understanding generalized cohomology theories of flag varieties and the related degeneracy loci (see \([HM1, HM2, CPZ, CZZ]\) and references therein). Formulas in this context must necessarily be of a different flavor, however.
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Conventions. Throughout, \( X \) is an irreducible variety over an algebraically closed field. In the body of the paper, the results are expressed in connective \( K \)-theory, \( CK^*(X) \), which is a graded algebra over \( \mathbb{Z}[\beta] \) interpolating \( K^*(X) \) and the Chow ring \( A^*(X) \). A digest of the relevant facts, along with a short development of the foundations, can be found in Appendix A.

I am deliberately avoiding the issue of interpreting degeneracy locus formulas. To a first approximation, the standard constructions of intersection theory give meaning to the class \([\Omega]\); more details are given in \([HIMN]\) and \([ACT]\). The reader may assume \( X \) is smooth to simplify matters, and see also Remark 1.2. (An expert reader may notice that I have abused notation for degeneracy locus classes if \( X \) is singular: more precisely, the Chern class formulas should be transported to homology by capping with the fundamental class \([X]\).)

1. Type A degeneracy loci

Given two flags vector bundles on \( X \),

\[
E_{p_1} \subseteq \cdots \subseteq E_{p_s} \subseteq V
\]

and

\[
F_{q_1} \subseteq \cdots \subseteq F_{q_s} \subseteq V,
\]
with $\text{rk}(E_{p_i}) = p_i$ and $\text{rk}(V/F_{q_i}) = q_i$, we consider degeneracy loci corresponding to \textbf{triples} $\tau = (k, p, q)$, defined by

$$\Omega_{\tau} = \{ x \in X \mid \dim (E_{p_i} \cap F_{q_i}) \geq k_i \text{ for } 1 \leq i \leq s \}$$

$$= \{ x \in X \mid \text{rk}(E_{p_i} \to \widetilde{F}_{q_i}) \leq r_i \text{ for } 1 \leq i \leq s \},$$

where $\widetilde{F}_{qi} = V/F_{qi}$ and $r_i = p_i - k_i$.

In order for the rank conditions to be feasible and nontrivial, we must require some inequalities on the triple $\tau$. From the setup, it is clear that $0 < k_1 < \cdots < k_s$, $0 < p_1 \leq \cdots \leq p_s$, and $q_1 \geq \cdots \geq q_s > 0$. Furthermore, the sequence

$$\lambda_{k_i} = q_i - p_i + k_i$$

must be weakly decreasing—so it can be extended to a partition $\lambda = \lambda(\tau)$ by setting $\lambda_k = \lambda_{k_i}$ whenever $k_{i-1} < k \leq k_i$. For example, if $\tau = (k, p, q) = (1 \ 2 \ 4, 1 \ 3 \ 6, 4 \ 4 \ 4)$, then $\lambda = (4, 3, 2, 2)$.

Such degeneracy loci are called \textbf{vexillary}, because they correspond to Schubert varieties for vexillary permutations, i.e., permutations avoiding the pattern 2 1 4 3. A recipe for writing down the vexillary permutation $w(\tau)$ associated to a triple can be found in [AF1].

An equivalent point of view is as follows: start with maps of bundles,

$$E_{p_1} \to E_{p_2} \hookrightarrow \cdots \hookrightarrow E_{p_s} \xrightarrow{\varphi} \widetilde{F}_{q_1} \to \widetilde{F}_{q_2} \to \cdots \to \widetilde{F}_{q_s},$$

of ranks indicated by the subscripts, and define the locus $\Omega_{\tau}$ according to the second description above. (The previous situation is recovered by setting $V = E_{p_s} \oplus \widetilde{F}_{q_1}$ and considering the graph of $\varphi$.)

Schubert loci in Grassmann bundles are a notable special case. Here we start with a vector bundle $V$ on a variety $Y$, and set $X = \text{Gr}(p, V)$. Taking all $p_i = p$, and the single bundle $E = E_p \subset V$ to be the tautological subbundle on $X$, the locus $\Omega_{\tau}$ is exactly the Schubert variety $\Omega_\lambda$ as defined in [HIMN].

More generally, when $X = \text{Fl}(V)$ is a (partial or complete) flag bundle, with the $E_{p_i}$ forming the tautological flag, the loci $\Omega_{\tau}$ coincide with Schubert loci $\Omega_{w(\tau)}$ for an associated \textbf{vexillary permutation}, as explained in [AF1]. These are the universal cases for degeneracy locus problems, and as such they play a role in interpreting the formulas we give.

\textbf{Theorem 1.} In $CK^*(X)$, we have

$$[\Omega_{\tau}] = \Delta_{\lambda(\tau)}(c(1), \ldots, c(k_s); \beta)$$

$$:= \det \left( \sum_{m \geq 0} \binom{\lambda_i + m - 1}{m} \beta^m c_{\lambda_i-i+j+m}(i) \right)_{1 \leq i, j \leq k_s},$$
where \( c(k_i) = c(V - E_{p_i} - F_{q_i}) = c(\widetilde{F}_{q_i} - E_{p_i}) \) for \( 1 \leq i \leq s \), and \( c(k) = c(k_i) \) when \( k_{i-1} < k \leq k_i \).

Specializing \( \beta = 0 \) immediately recovers the classical determinantal formulas in cohomology, and setting \( \beta = -1 \) yields the formula (1) of the introduction, for the triple \( \tau = (p - r, p, q) \).

The point of view we emphasize here is that raising operators simplify the formulas. Let \( T_i \) be the operator which raises the index of \( c(i) \) by one, and write \( R_{ij} = T_i / T_j \). The \((i, j)\) entry of the determinant in the theorem can be written compactly as

\[
(1 - \beta T_i)^{-\lambda_i} \cdot c_{\lambda_i - i + j}(i),
\]

using the generalized binomial coefficient identity \((-\lambda\brace m) = (-1)^m (\lambda + m - 1\brace m)\). Using the Vandermonde identity, the determinant itself can be expressed as

\[
\left( \prod_{1 \leq i < j \leq k_s} (1 - R_{ij}) \right) \cdot \left( \prod_{i=1}^{k_s} (1 - \beta T_i)^{-\lambda_i} c_{\lambda_i}(i) \right).
\]

(We leave this simple exercise in matrix algebra to the reader.) In fact, it is this formulation which we will prove.

\textit{Proof.} The proof directly follows the outline of [AF2].

\textbf{Basic case.} First we examine the simplest locus, where \( s = 1, p_1 = 1, \) and \( k_1 = 1 \). (This means \( \lambda_1 = q_1 \).) So \( E_1 \) is a line bundle, and the degeneracy locus \( \Omega_\tau \) is defined by \( E_1 \subseteq F_{q_1} \), or equivalently, \( E_1 \to \widetilde{F}_{q_1} \) is zero. By basic properties of Chern classes (Property (a) in Appendix A), we have

\[
[\Omega_\tau] = c_{q_1}(\widetilde{F}_{q_1} \otimes E_1^*) = (1 - \beta T)^{-q_1} c_{q_1}(\widetilde{F}_{q_1} - E_1),
\]

as desired.

\textbf{Dominant case.} Next we establish a product formula for the case where \( p_i = k_i = i \) for all \( i \). (This means \( \lambda_i = q_i \) for all \( i \).) The locus is defined by requiring \( E_i \subseteq F_{q_i} \) for all \( i \), or equivalently, requiring \( E_i / E_{i-1} \to \widetilde{F}_{q_i} \) to
be zero. So by repeated application of the basic case, we see
\[
[\Omega_\tau] = \prod_{i=1}^{s} (1 - \beta T_i)^{-q_i} c_{q_i} (\tilde{F}_{q_i} - E_i/E_{i-1}) \\
= \prod_{i=1}^{s} (1 - \beta T_i)^{-q_i} \prod_{i=1}^{s} c_{q_i} (\tilde{F}_{q_i} - E_i/E_{i-1}) \\
= \left( \prod_{i=1}^{s} (1 - \beta T_i)^{-q_i} \right) \left( \prod_{1 \leq i < j \leq s} (1 - R_{ij}) \right) \cdot c_{q_1}(1) \cdots c_{q_s}(s),
\]
which is the required formula.

(The equality
\[
\prod_{i=1}^{s} c_{q_i} (\tilde{F}_{q_i} - E_i/E_{i-1}) = \left( \prod_{1 \leq i < j \leq s} (1 - R_{ij}) \right) \cdot c_{q_1}(1) \cdots c_{q_s}(s),
\]
used between the second and third lines, is formal algebra. Setting \(t_i = -c_1(E_i/E_{i-1})\), the Whitney formula lets us write
\[
\prod_{i=1}^{s} c_{q_i} (\tilde{F}_{q_i} - E_i/E_{i-1}) = \prod_{i=1}^{s} \left( 1 - t_i \right) \cdot c_{q_1}(1) \cdots c_{q_s}(s)
\]
now argue by induction on \(s\) to obtain (3), using Property (b) from Appendix A. This is the same argument as in [AF2].)

Main case. Now we push forward the above expression to obtain the formula for the case where \(k_i = i\). (So \(\lambda_i = q_i - p_i + i\).) This is done by resolving the locus \(\Omega_\tau\), via exactly the same Kempf-Laksov-type resolution described in [AF1], [AF2] and [HIMN].

Specifically, we form a sequence of projective bundles
\[
X = X_0 \overset{\pi^{(1)}}{\leftarrow} X_1 = \mathbb{P}(E_{p_1}) \overset{\pi^{(2)}}{\leftarrow} X_2 = \mathbb{P}(E_{p_2}/D_1) \leftarrow \cdots \overset{\pi^{(s)}}{\leftarrow} X_s = \mathbb{P}(E_{p_s}/D_{s-1}),
\]
where \(D_i/D_{i-1} \subseteq E_{p_i}/D_{i-1}\) is the tautological line bundle on \(X_i\). Let \(\pi: X_s \to X\) be the composition of all these maps.

On \(X_s\), there is the locus \(\tilde{\Omega}\) where \(D_i/D_{i-1} \to \tilde{F}_{q_i}\) is zero for all \(i\).

This is an instance of the dominant case, with \(\tilde{\lambda}_i = q_i\) for all \(i\), and \(\tilde{c}(i) = c(F_{q_i} - D_i)\), so we have
\[
[\tilde{\Omega}] = \left( \prod_{i=1}^{s} (1 - \beta T_i)^{-q_i} \right) \left( \prod_{1 \leq i < j \leq s} (1 - R_{ij}) \right) \cdot \tilde{c}_{q_1}(1) \cdots \tilde{c}_{q_s}(s)
\]
in \(CK^*(X_s)\).
We need to compute $\pi_*[\tilde{\Omega}]$. To do this, first use the Whitney formula to write
\[ \tilde{c}(i) = c(\tilde{F}_{q_i} - D_i) = c(\tilde{F}_{q_i} - E_{p_i}) \cdot c(E_{p_i} - D_i) = c(i) \cdot c(E_{p_i}/D_i). \]

Next, observe that $E_{p_i}/D_i$ is the tautological quotient bundle for the projective bundle $\pi(i): X_i \to X_{i-1}$, and $c(i)$ is pulled back from $X$.

We claim that
\[ \pi_*[(1 - \beta T_i)^{-q_i} \cdot \tilde{c}_{q_i}(i)] = (1 - \beta T_i)^{-q_i - p_{i-1}} \cdot c_{q_i - p_{i-1} + i}(i) = (1 - \beta T_i)^{-\lambda_i} \cdot c_{\lambda_i}(i). \]

To see this, let us write
\[ (1 - \beta T_i)^{-q_i} \cdot \tilde{c}_{q_i}(i) = [(1 - \beta)^{-q_i} \cdot \tilde{c}(i)]_{q_i} = [(1 - \beta)^{-q_i} \cdot c(i) \cdot c(E_{p_i}/D_i)]_{q_i}. \]

The pushforward $\pi_*[(1 - \beta)^{-q_i} c(i) \cdot c(E_{p_i}/D_i)]_{q_i} = [(1 - \beta)^{-q_i} \cdot c(i) \cdot \pi_*[(1 - \beta)^{-q_i} \cdot c(E_{p_i}/D_i)]_{q_i-p_{i-1}+i} = [(1 - \beta)^{-q_i} \cdot c(i) \cdot (1 - \beta)^{p_{i-1}}]_{q_i-p_{i-1}+i} = (1 - \beta T_i)^{-q_i + p_{i-1}} \cdot c_{q_i-p_{i-1}+i}(i), \]
as claimed.

Applying this calculation to (4) (for each $i$ from $s$ to 1), we find
\[ [\Omega] = \pi_*[\tilde{\Omega}] = \left( \prod_{i=1}^s (1 - \beta T_i)^{-\lambda_i} \right) \left( \prod_{1 \leq i < j \leq s} (1 - R_{ij}) \right) \cdot c_{\lambda_1}(1) \cdots c_{\lambda_s}(s), \]
as required.

**General case.** Given a general triple $\boldsymbol{\tau} = (\mathbf{k}, \mathbf{p}, \mathbf{q})$, one can “inflate” it by adding entries to obtain a triple $\boldsymbol{\tau}' = (\mathbf{k}', \mathbf{p}', \mathbf{q}')$ having $k'_i = i$, without essentially changing the corresponding degeneracy locus. This is done just as in [AF2, §1.4] (cf. [M, (3.6)]). Suppose $k_i - k_{i-1} > 1$, and note that $q_{i-1} > q_i$ or $p_{i-1} < p_i$; we consider the latter case, the former being similar. Insert $(k_i - 1, p_i - 1, q_i)$ between $(k_{i-1}, p_{i-1}, q_{i-1})$ and $(k_i, p_i, q_i)$, to obtain a new triple $\boldsymbol{\tau}'$ having $\lambda(\boldsymbol{\tau}') = \lambda(\boldsymbol{\tau})$; note that $\lambda_{k_i-1} = \lambda_{k_i}$. The condition $\dim(E_{p_i} \cap F_{q_i}) \geq k_i$ (from $\boldsymbol{\tau}$) implies the only new condition in $\boldsymbol{\tau}'$, namely $\dim(E_{p_{i-1}} \cap F_{q_i}) \geq k_i - 1$, so the degeneracy locus is the same.

The entries of the determinant do change when passing from $\boldsymbol{\tau}$ to $\boldsymbol{\tau}'$, but the determinant itself does not, by the algebraic identity of [AF2, App. A.3, Lemma 1]. Let us explain this lemma in the case described above, so $\boldsymbol{\tau}'$ comes from $\boldsymbol{\tau}$ by inserting $(k_i - 1, p_i - 1, q_i)$. The difference in
the matrices appears in rows \((k_i - 1) + 1\) through \((k_i - 1)\), where the classes \(c(k_i) = c(V - E_{p_i} - F_q)\) are replaced by \(c(k_i - 1) = c(V - E_{p_{i-1}} - F_q) = c(k_i) \cdot c(E_{p_i} / E_{p_{i-1}})\). So
\[
c_m(k_i - 1) = c_m(k_i) + a c_m - 1(k_i)
\]
for all \(m\), where \(a = c_1(E_{p_i} / E_{p_{i-1}} - 1)\).

Writing \(\ell = \lambda_{k_i - 1} = \lambda_{k_i}\), and focusing on the rows \(k_i - 1\) and \(k_i\), the determinant for \(\tau'\) appears as
\[
\begin{vmatrix}
\ldots & c_\ell(k_i - 1) & c_\ell+1(k_i - 1) & \ldots \\
\ldots & c_\ell-1(k_i) & c_\ell(k_i) & \ldots \\
\end{vmatrix}
\]
\[
= \begin{vmatrix}
\ldots & c_\ell(k_i) + ac_\ell - 1(k_i) & c_\ell+1(k_i) + ac_\ell(k_i) & \ldots \\
\ldots & c_\ell-1(k_i) & c_\ell(k_i) & \ldots \\
\end{vmatrix}
\]
\[
= \begin{vmatrix}
\ldots & c_\ell(k_i) & c_\ell+1(k_i) & \ldots \\
\ldots & c_\ell-1(k_i) & c_\ell(k_i) & \ldots \\
\end{vmatrix} + \begin{vmatrix}
\ldots & ac_\ell - 1(k_i) & ac_\ell(k_i) & \ldots \\
\ldots & c_\ell-1(k_i) & c_\ell(k_i) & \ldots \\
\end{vmatrix}
\]
\[
= \begin{vmatrix}
\ldots & c_\ell(k_i) & c_\ell+1(k_i) & \ldots \\
\ldots & c_\ell-1(k_i) & c_\ell(k_i) & \ldots \\
\end{vmatrix} + 0,
\]
with both rows multiplied by \((1 - \beta T)^{-\ell}\), so this equals the determinant for \(\tau\). \(\square\)

**Remark 1.1.** In [HIMN], the determinantal formula is given in terms of *Segre classes* in \(CK\)-theory. Since these are somewhat less standard than Chern classes, we have preferred to avoid them in the main formulas. They are defined in [HIMN] by setting
\[
s(E^* - F^*; u) = \frac{1}{1 + u - \beta} c(F - E; u + \beta),
\]
where \(s(V; u) = \sum s_m(V) u^m\) and \(c(V; u) = \sum c_m(V) u^m\) are the Segre and Chern polynomials, respectively. To simplify the notation a bit, let us write \(c'_m(F | E) = s_m(E^* - F^*)\). (Warning: These Segre classes can be nonzero in negative degree. And while these classes are well-defined for virtual bundles \(E^* - F^*\), they are not compatible with the Whitney sum formula.) In this notation, [HIMN, Theorem 3.10] says
\[
(6) \quad [\Omega_\tau] = \det \left( \sum_{m \geq 0} \binom{i - j}{m} \beta^m c'_{\lambda_i - i - j + m}(F_q | E) \right)_{1 \leq i, j \leq p},
\]
for \(E = E_p\), with \(\tau\) having \(k_i = i\) for \(1 \leq i \leq p\), and all \(p_i = p\).
In fact, our formula is equivalent to the natural generalization of (6) to vexillary loci,

\[ \Omega_{\tau} = \det \left( \sum_{m \geq 0} \binom{i-j}{m} \beta^m c_{\lambda_i-i+j+m}(\tilde{F}_q|E_p) \right)_{1 \leq i, j \leq k}, \]

for any triple \( \tau \).

To see this is equal to the formula of Theorem 1, first observe

\[ c_m'(F|E) = \sum_{i=0}^{\infty} \binom{m-1+i}{i} \beta^i c_{m+i}(F-E) \]

\[ = \sum_{i=0}^{\infty} \binom{-m}{i} (-\beta)^i c_{m+i}(F-E) \]

\[ = (1 - \beta T)^{-m} \cdot c_m(F-E), \]

where \( T \) is the operator raising the index of \( c(F-E) \) by one. So the \((i, j)\) entry of the matrix in (7) is

\[ \sum_{m \geq 0} \binom{i-j}{m} \beta^m c_{\lambda_i-i+j+m}(\tilde{F}_q|E_p) \]

\[ = \sum_{m \geq 0} \binom{i-j}{m} \beta^m (1 - \beta T)^{-\lambda_i+i-j-m} \cdot c_{\lambda_i-i+j+m}(\tilde{F}_q - E_p) \]

\[ = \sum_{m \geq 0} \binom{i-j}{m} \beta^m \sum_{l \geq 0} \binom{-\lambda_i+i-j-m}{l} (-\beta)^l \cdot c_{\lambda_i-i+j+m+l}(\tilde{F}_q - E_p) \]

\[ = \sum_{m \geq 0} \sum_{l \geq 0} \binom{i-j}{m} \binom{\lambda_i-i+j+m-1}{l} \beta^l c_{\lambda_i-i+j+l}(\tilde{F}_q - E_p) \]

\[ = \sum_{l \geq 0} \binom{\lambda_i+t-1}{t} \beta^l c_{\lambda_i-i+j+t}(\tilde{F}_q - E_p), \]

which is the \((i, j)\) entry of Theorem 1. (The last line uses the Cauchy identity

\[ \sum_{a+b=c} \binom{p}{a} \binom{q}{b} = \binom{p+q}{c}, \]

valid for generalized binomial coefficients.)

**Remark 1.2.** As in cohomology, the degeneracy locus formulas require either some genericity hypothesis, or some interpretation. We briefly describe the situation for our purposes, which is a variation on the standard construction in intersection theory [F1, §14]; a more detailed treatment is in [HIMN] and [ACT, §1]. The universal case for these formulas is that of
a flag bundle $\mathbf{Fl}(V) \to X$, with the tautological flag $S_\bullet$ playing the role of $E_\bullet$, and with $F_\bullet$ being a flag of bundles pulled back from $X$. The locus $\Omega_\tau$ is identified with a Schubert variety $\Omega_{w(\tau)} \subseteq \mathbf{Fl}(V)$, for a vexillary permutation $w(\tau)$. The fact that Schubert varieties have rational singularities means that the resolution $\pi : \tilde{\Omega} \to \Omega$ constructed in the “main case” of the proof does in fact satisfy $\pi^*[\tilde{\Omega}] = [\Omega]$.

In general, the meaning of $[\Omega]$, for a degeneracy locus $\Omega \subseteq X$, is the pullback of the corresponding locus in $\mathbf{Fl}(V)$ via the section $X \to \mathbf{Fl}(V)$ determined by the given flag $E_\bullet$.

The same comments apply to the symplectic degeneracy loci of the following sections, with the type C, B, or D flag bundles in place of $\mathbf{Fl}(V)$.

2. Type C degeneracy loci

Here $V$ is a vector bundle of rank $2n$, equipped with a symplectic form, as well as two flags of isotropic subbundles

$$V \supset E_{p_1} \supseteq E_{p_2} \supseteq \cdots \supseteq E_{p_s}$$

and

$$V \supset F_{q_1} \supseteq F_{q_2} \supseteq \cdots \supseteq F_{q_s},$$

with $E_{p_i}$ and $F_{q_i}$ having rank $n + 1 - p_i$ and $n + 1 - q_i$, respectively. The degeneracy locus associated to a (type C) triple $\tau = (k, p, q)$ is defined as in type A,

$$\Omega_\tau = \{x \in X \mid \dim(E_{p_i} \cap F_{q_i}) \geq k_i \text{ for } 1 \leq i \leq s \},$$

but the inequalities required on $\tau$ are different: the setup demands $0 < k_1 < \cdots < k_s$, $p_1 \geq \cdots \geq p_s > 0$, and $q_1 \geq \cdots \geq q_s > 0$, and we also require that

$$k_i - k_{i-1} < (p_{i-1} - p_i) + (q_{i-1} - q_i)$$

for $2 \leq i \leq s$. This means the sequence

$$\lambda_{k_i} = p_i + q_i - 1$$

is strictly decreasing, and can be extended to a strict partition $\lambda = \lambda(\tau) = (\lambda_1 > \lambda_2 > \cdots > \lambda_{k_s} > 0)$, by setting $\lambda_k = \lambda_{k_i} - (k_i - k)$ for $k_{i-1} < k \leq k_i$.

Theorem 2. In $CK^*(X)$, we have

$$[\Omega_\tau] = Pf_{\lambda(\tau)}(c(1), \ldots , c(k_s); \beta)$$

$$:= Pf(M),$$
where \( c(k_i) = c(V - E_{p_i} - F_{q_i}) \) for \( 1 \leq i \leq s \), \( c(k) = c(k_i) \) if \( k_{i-1} < k \leq k_i \), and \( M = (m_{ij}) \) is the skew-symmetric matrix with entries

\[
m_{ij} = \left( \frac{1 - R_{ij}}{1 + R_{ij} - \beta T_i} \right) \cdot ((1 - \beta T_i)^{-\lambda_i} \cdot c_{\lambda_i}(i)) \cdot ((1 - \beta T_j)^{-\lambda_j} \cdot c_{\lambda_j}(j))
\]

for \( 1 \leq i < j \leq k_s \), with \( m_{ji} = -m_{ij} \) and \( m_{ii} = 0 \). (If \( k_s \) is odd, augment the matrix by a 0th row and column, setting \( m_{0j} = (1 - \beta T_j)^{-\lambda_j} \cdot c_{\lambda_j}(j) \).)

Specializing \( \beta = 0 \) recovers the cohomological Pfaffian formulas of [Kaz, AF1].

The matrix entries can be written out explicitly by expanding the raising operator. It is not hard to check the identity

\[
\frac{1 - R_{ij}}{1 + R_{ij} - \beta T_i} = 1 + \sum_{m>0} \beta^m T_i^m
\]

\[
\quad \quad + \sum_{\ell>0} (-1)^\ell \sum_{m\geq 0} \left( \binom{\ell + m - 1}{m} + \binom{\ell + m}{m} \right) \beta^m c_{\lambda_i+\ell+m}(i) c_{\lambda_j}(j),
\]

so writing

\[
m'_{ij} = c_{\lambda_i}(i) c_{\lambda_j}(j) + \sum_{m>0} \beta^m c_{\lambda_i+m}(i) c_{\lambda_j}(j)
\]

\[
\quad \quad + \sum_{\ell>0} \sum_{m\geq 0} (-1)^\ell \left( \binom{\ell + m - 1}{m} + \binom{\ell + m}{m} \right) \beta^m c_{\lambda_i+\ell+m}(i) c_{\lambda_j-\ell}(j),
\]

we have \( m_{ij} = \left( (1 - \beta T_i)^{-\lambda_i+1} (1 - \beta T_j)^{-\lambda_j} \right) \cdot m'_{ij} \). Note that the matrix can also be written as \( M = S \cdot M' \cdot S^t \), where \( M' = (m'_{ij}) \) and \( S \) is a diagonal matrix with \( i^{th} \) entry \( (1 - \beta T_1) \cdots (1 - \beta T_{i-1}) (1 - \beta T_i)^{-\lambda_i} \).

Using Knuth’s identity [Kn, (4.3)],

\[
\prod_{i<j} \frac{T_i^{-1} - T_j^{-1}}{T_i^{-1} + T_j^{-1} - \beta} = \operatorname{Pf} \left( \frac{T_i^{-1} - T_j^{-1}}{T_i^{-1} + T_j^{-1} - \beta} \right),
\]

together with the general identity \( \operatorname{Pf}(S \cdot M \cdot S^t) = \det(S) \cdot \operatorname{Pf}(M') \), the Pfaffian in the theorem can be written more compactly in terms of raising operators:

\[
[\Omega_\tau] = R^{(k_s)} \cdot \left( \prod_{i=1}^{k_s} (1 - \beta T_i)^{-\lambda_i} c_{\lambda_i}(i) \right),
\]
where
\[
R^{(k_s)} = \left( \prod_{1 \leq i < j \leq k_s} \frac{1 - R_{ij}}{1 + R_{ij} - \beta T_i} \right) \cdot \left( \prod_{i=1}^{k_s} (1 - \beta T_i)^{k_s-i} \right).
\]

As in type A, it is the formulation of (10) that we will prove.

**Proof.** Again, the proof follows the same structure as in [AF2]. The main difference between type C and type A appears in the “dominant” case, where the Vandermonde product is replaced by the Schur Pfaffian product.

**Basic case.** This is the same as in type A, with only notational changes. We consider \( s = 1, p_1 = n, \) and \( k_1 = 1, \) so \( \lambda_1 = n + q_1 - 1, \) \( E_n \) is a line bundle, and the degeneracy locus \( \Omega \tau \) is defined by \( E_n \subseteq F_{q_1}. \) Noting that the rank of \( V/F_{q_1} \) is equal to \( \lambda_1 = n + q_1 - 1, \) we have
\[
[\Omega \tau] = c_{n+q_1-1}(V/F_{q_1} \otimes E_n^*) = (1 - \beta T)^{-\lambda_1}c_{\lambda_1}(V - F_{q_1} - E_n).
\]

**Dominant case.** Next is the case where \( k_i = i \) for all \( i, \) and \( p_i = n + 1 - i, \) so \( \lambda_i = n - i + q_i. \) Let us write \( D_i = E_{n+1-i}, \) so \( D_i \) has rank \( i. \) The locus can be defined by requiring \( D_i \subseteq F_{q_i} \) for all \( i, \) or equivalently, \( D_i/D_{i-1} \subseteq F_{q_i}/D_{i-1}. \) Using the fact that the bundles are isotropic, this is the same as requiring \( D_i/D_{i-1} \to D_{i-1}^*/F_{q_i} \) to be zero for all \( i. \) Noting that \( \lambda_i = \text{rk}(D_{i-1}^*/F_{q_i}), \) and applying the basic case, we find a product of factors of the form \( (1 - \beta T_i)^{-\lambda_i}c_{\lambda_i}(D_i/D_{i-1} - F_{q_i}/D_{i-1}). \) Here we use the symplectic form again to identify \( D_{i-1}^*/V/D_{i-1}^* \), and also \( V^* = V, \) so
\[
c(D_{i-1}^*/D_{i-1} - F_{q_i}/D_{i-1} - D_i/D_{i-1}) = c(V - D_i - F_{q_i})c(D_{i-1} - D_{i-1}^*).
\]

Writing \( t_i = -c_1(D_i/D_{i-1}), \) one has
\[
c(D_{i-1}^*) = \prod_{j=1}^{i-1} \frac{1 + t_j - \beta t_j}{1 - \beta t_j},
\]
so
\[
c(D_{i-1} - D_{i-1}^*) = \prod_{j=1}^{i-1} \frac{(1 - t_j)(1 - \beta t_j)}{1 + t_j - \beta t_j}.
\]
Putting these together, and using Property (b),

\[
\Omega_{\tau} = \prod_{i=1}^{s}(1 - \beta T_i)^{-\lambda_i} c_{\lambda_i} (D_{i-1}/D_{i-1} - F_{q_i}/D_{i-1} - D_i/D_{i-1})
\]

\[
= \prod_{i=1}^{s}(1 - \beta T_i)^{-\lambda_i} \prod_{i=1}^{s} \left[ c(V - D_i - F_{q_i}) \prod_{j=1}^{i-1} \frac{(1 - t_j)(1 - \beta t_j)}{1 + t_j - \beta t_j} \right]_{\lambda_i}
\]

\[
= \left( \prod_{i=1}^{s}(1 - \beta T_i)^{-\lambda_i + s - i} \right) \left( \prod_{1 \leq i < j \leq s} \frac{1 - R_{ij}}{1 + R_{ij} - \beta T_i} \right) \cdot c_{\lambda_i}(1) \cdots c_{\lambda_i}(s)
\]

\[
= R(s) \cdot \left( \prod_{i=1}^{s}(1 - \beta T_i)^{-\lambda_i} c_{\lambda_i}(i) \right),
\]

as claimed.

**Main case.** The argument for this case, where \( k_i = i \) for all \( i \), is similar to the corresponding case in type A. Following Kazarian, we resolve the locus \( \Omega_{\tau} \) via a tower of projective bundles,

\[
X = X_0 \xleftarrow{\pi^{(1)}} X_1 = \mathbb{P}(E_{p_1}) \xleftarrow{\pi^{(2)}} X_2 = \mathbb{P}(E_{p_2}/D_1) \xleftarrow{\cdots} \xleftarrow{\pi^{(s)}} X_s = \mathbb{P}(E_{p_s}/D_{s-1}),
\]

with \( D_i/D_{i-1} \subseteq E_{p_i}/D_{i-1} \) being the tautological line bundle on \( X_i \), and \( \pi: X_s \to X \) the composition.

Consider the locus \( \tilde{\Omega} \subseteq X_s \) where \( D_i \subseteq F_{q_i} \) for all \( i \), an instance of the dominant case, with \( \pi: \tilde{\Omega} \to \Omega \) birational. Letting \( \tilde{\lambda}_i = n - i + q_i \) and \( \tilde{c}(i) = c(V - D_i - F_{q_i}) \), we have

\[
\tilde{\Omega} = R(s) \cdot \left( \prod_{i=1}^{s}(1 - \beta T_i)^{-\lambda_i} c_{\lambda_i}(i) \right)
\]

by the dominant case. Just as in type A (see (5)), the application of Property (c) to the pushforward \( \pi^{(i)} \) yields

\[
\pi_*^{(i)} [(1 - \beta T_i)^{-\lambda_i + s - i} \cdot c_{\lambda_i}(i)] = (1 - \beta T_i)^{-\lambda_i + s - i} \cdot c_{\lambda_i}(i).
\]

Putting these together, we find the desired formula:

\[
\pi_* [\tilde{\Omega}] = R(s) \cdot \left( \prod_{i=1}^{s}(1 - \beta T_i)^{-\lambda_i} c_{\lambda_i}(i) \right).
\]

**General case.** As in type A, we inflate \( \tau = (k, p, q) \) to a triple \( \tau' = (k', p', q') \) with \( k'_{\ell} = i \), to reduce to the main case. Suppose, for some \( \ell \), that \( k_\ell - k_{\ell - 1} > 1 \) and \( p_{\ell - 1} > p_\ell \). (The case \( q_{\ell - 1} > q_\ell \) is similar.) Inserting
\((k_\ell - 1, p_\ell + 1, q_\ell)\) between \((k_{\ell - 1}, p_{\ell - 1}, q_{\ell - 1})\) and \((k_\ell, p_\ell, q_\ell)\) produces a triple \(\tau'\) with \(\lambda(\tau') = \lambda(\tau)\), and note in particular that
\[
\lambda_{k_{\ell - 1}} = \lambda_{k_\ell} + 1.
\]

Since \(\dim(E_{p_\ell} \cap F_{q_\ell}) \geq k_\ell\) implies \(\dim(E_{p_{\ell + 1}} \cap F_{q_\ell}) \geq k_\ell - 1\), the degeneracy locus is unchanged.

The Pfaffian formula is also invariant under the substitution of \(\tau'\) for \(\tau\), although the entries of the matrix are different. This identity requires a bit more algebra than before. Let
\[
c'(k_\ell - 1) = c(V - E_{p_{\ell + 1}} - F_{q_\ell}) = c(k_\ell - 1) \cdot c(E_{p_\ell}/E_{p_{\ell + 1}}),
\]
and \(c'(k) = c(k)\) for all \(k \neq k_\ell - 1\). (Repeating this argument to change each \(k\) from \(k_{i - 1} + 1\) through \(k_i - 1\) produces the Chern classes appearing in the formula associated to \(\tau'\).) With \(a = c_1(E_{p_\ell}/E_{p_{\ell + 1}})\), we have
\[
c'_m(k_\ell - 1) = c_m(k_\ell - 1) + ac_{m-1}(k_\ell - 1).
\]

We wish to show that
\[
R^{(k_\ell)} \cdot \left( \prod_{i=1}^{k_\ell} (1 - \beta T_i)^{-\lambda_i} c_{\lambda_i}(i) \right)
\]
\[
= R^{(k_\ell)} \cdot \left( \prod_{i=1}^{k_\ell} (1 - \beta T_i)^{-\lambda_i} c'_{\lambda_i}(i) \right),
\]
assuming inductively that \([\Omega]\) is given by the RHS. In view of (12), the RHS of (13) is equal to the LHS, plus
\[
a \cdot \prod (1 - \beta T_i)^{-\lambda_i} \cdot R^{(k_\ell)} \cdot (\cdots c_{\lambda_{k_{\ell - 1} - 1}}(k_\ell - 1) c_{\lambda_{k_\ell}}(k_\ell) \cdots).
\]

Since \(\lambda_{k_{\ell - 1} - 1} = \lambda_{k_\ell}\) and \(c(k_\ell - 1) = c(k_\ell)\), this term is the Pfaffian of a matrix whose \((k_{\ell - 1})^{st}\) and \(k_{\ell}^{th}\) rows (and columns) are identical, and it therefore vanishes. (The only nontrivial part of this observation is that the \((k_{\ell} - 1, k_{\ell})\) entry is zero; this is the content of Lemma 2.1, below.)

In contrast with the type A situation, there are universal relations among Chern classes for bundles equipped with a symplectic form. The relations needed to prove the general case of the theorem are stated in the following lemma, whose proof uses special instances of the dominant and main cases of the theorem.

**Lemma 2.1.** Let \(c(1) = c(2) = c(V - E_p - F_q)\), and \(\lambda = p + q - 1\). Then
\[
(1 - \beta T_1)^{-\lambda} (1 - \beta T_2)^{-\lambda} \frac{1 - R_{12}}{1 + R_{12} - \beta T_1} c_\lambda(1) c_\lambda(2) = 0.
\]
Proof. We will use the geometric arguments from the “main” and “dominant” cases of the previous proof.

Let \( \Omega \) be the locus defined by \( \dim(E_p \cap F_q) \geq 2 \). Without changing the locus, include the redundant condition \( \dim(E_{p+1} \cap F_q) \geq 1 \). Set the following notation:

\[
\begin{align*}
\lambda_1' &= (p + 1) + q - 1 = \lambda_1 + 1,
\lambda_2' &= p + q - 1 = \lambda_2,
\end{align*}
\]

where \( a = c_1(E_p/E_{p+1}) \), and also write \( R = \frac{1 - R_1}{1 + R_2 - \beta T_1} \). By the main case of the previous proof, we have

\[
[\Omega] = (1 - \beta T_1)^{-\lambda_1'}(1 - \beta T_2)^{-\lambda_2'} \cdot R \cdot c_{\lambda_1'}(1) c_{\lambda_2'}(2),
\]

which can be rewritten as

(14) \[
[\Omega] = (1 - \beta T_1)^{-\lambda_1}(1 - \beta T_2)^{-\lambda_2} \cdot R \cdot (T_1 + a) c_{\lambda_1}(1) c_{\lambda_2}(2).
\]

On the other hand, applying the main case construction to the “improper triple” \((1 2, p p, q q)\), we form a diagram

\[
\begin{array}{ccc}
X_1 &=& \mathbb{P}(E_p) \\
\pi^{(1)} \quad & \quad \pi^{(2)} \\
X & \xymatrix{\overline{X}} & \Gr(2, E_p) \quad \ar[l]_{\varphi^{(2)}} \ar[r]_{\varphi^{(1)}} & X_2 = \mathbb{P}(E_p/D_1) = \text{Fl}(1, 2; E_p) \quad \ar[l]_{\overline{\varphi}^{(2)}} \ar[r]_{\overline{\varphi}^{(1)}} & \overline{X} \\
\Omega & \xymatrix{\overline{\Omega}} & \overline{\Omega} \\
\end{array}
\]

where \( \overline{\Omega} = \{D_1 \subseteq F_q, D_2 \subseteq F_q\} \) (as in the previous proof), and \( \overline{\Omega} = \{D_2 \subseteq F_q\} \). Note that \( \varphi^{(1)} \) maps \( \overline{\Omega} \) birationally to \( \Omega \), so \( \varphi^{(1)}_*[\overline{\Omega}] = [\Omega] \). But \( \varphi^{(2)} \) is a \( \mathbb{P}^1 \) bundle, and so is its restriction to \( \overline{\Omega} \), since \( \overline{\Omega} = (\varphi^{(2)})^{-1}[\overline{\Omega}] \). Therefore \( \varphi^{(2)}_*[\overline{\Omega}] = -\beta[\overline{\Omega}] \), by property (c) of Appendix A. It follows that \( \pi_*[\overline{\Omega}] = -\beta[\overline{\Omega}] \), where \( \pi : X_2 \to X \) is the composition.

Applying the same algebra as in the main and dominant cases to compute \( \pi_* \), we find

(15) \[
-\beta[\overline{\Omega}] = (1 - \beta T_1)^{-\lambda_1 + 1}(1 - \beta T_2)^{-\lambda_2} \cdot R \cdot c_{\lambda_1}(1) c_{\lambda_2}(2).
\]
Adding $\beta$ times the RHS of (14) to the RHS of (15) yields the relation

$$0 = (1 - \beta T_1)^{-\lambda_1} (1 - \beta T_2)^{-\lambda_2} R \cdot c_{\lambda_1}(1) c_{\lambda_2}(2)$$

$$- \beta T_1 (1 - \beta T_1)^{-\lambda_1} (1 - \beta T_2)^{-\lambda_2} R \cdot c_{\lambda_1}(1) c_{\lambda_2}(2)$$

$$+ \beta a (1 - \beta T_1)^{-\lambda_1} (1 - \beta T_2)^{-\lambda_2} R \cdot c_{\lambda_1}(1) c_{\lambda_2}(2)$$

$$+ \beta T_1 (1 - \beta T_1)^{-\lambda_1} (1 - \beta T_2)^{-\lambda_2} R \cdot c_{\lambda_1}(1) c_{\lambda_2}(2)$$

$$= (1 + \beta a) (1 - \beta T_1)^{-\lambda_1} (1 - \beta T_2)^{-\lambda_2} R \cdot c_{\lambda_1}(1) c_{\lambda_2}(2).$$

Since $a = c_1(E_p/E_{p+1})$ is nilpotent, the factor $(1 + \beta a)$ is a unit, and the lemma follows.

As a special case, we obtain a formula extending Giambelli's formula for symmetric matrices. Consider a symmetric morphism $\varphi: W \to W^*$, i.e., one so that the dual $\varphi^*: W^{**} = W \to W^*$ is equal to $\varphi$, and suppose $W$ has rank $n$. Let $c = c(W^* - W)$, and write

$$c_m' = (1 - \beta T)^{-1} \cdot c_m = \sum_{k \geq 0} \beta^k c_{m+k}$$

for any $m \in \mathbb{Z}$.

**Corollary 2.2.** The locus $\Omega_r$ where $\text{rk}(\varphi) \leq r$ has class

$$[\Omega_r] = \text{Pf}_{(n-r-1)}(c, \ldots, c; \beta)$$

$$= \text{Pf}(m_{ij})_{1 \leq i, j \leq n-r},$$

where

$$m_{ij} = c_{\lambda_i}' c_{\lambda_j}' + \sum_{m > 0} \beta^m c_{\lambda_i+m}' c_{\lambda_j}$$

$$+ \sum_{\ell > 0} \sum_{m \geq 0} (-1)^{\ell} \left( \binom{\ell + m - 1}{m} + \binom{\ell + m}{m} \right) \beta^m c_{\lambda_i+\ell+m}' c_{\lambda_j-\ell},$$

and $\lambda_i = n - r + 1 - i$ for $1 \leq i \leq n - r$.

Setting $\beta = -1$ produces a formula for $[\mathcal{O}_{\Omega_r}]$ in $K^\circ(X)$.

**Proof.** Let $V = W \oplus W^*$, equipped with the canonical symplectic form (as in [FP, §6.2]): $\langle v \oplus f, w \oplus g \rangle = f(w) - g(v)$. The condition that the morphism $\varphi$ be symmetric is equivalent to requiring that its graph $E = \Gamma_\varphi \subseteq V$ be isotropic with respect to this form. Let $F = W \oplus 0 \subseteq V$, another isotropic subbundle. Then $\text{rk}(\varphi) \leq r$ is equivalent to $\dim(E \cap F) \geq n - r$, so the locus $\Omega_r$ is the degeneracy locus associated to $\mathbf{\tau} = (n - r, 1, 1)$.

The formula of the corollary now follows from that of the theorem, with a little explanation. The Chern classes are $c(V - E - F) = c(V/E - F) = \ldots$
$c(W^* - W)$, since $E$ and $F$ are both isomorphic to $W$. Some flexibility in the form of the matrix $M = (m_{ij})$ is allowed by the congruence relation: with $M'$ as in the theorem, take $S$ to be the diagonal matrix with entries $(1 - \beta T_i)^{-1}$.

\[ \square \]

### 3. Type B degeneracy loci

A similar argument establishes a Pfaffian formula for odd-orthogonal degeneracy loci. Here $V$ has rank $2n + 1$ and is equipped with a nondegenerate quadratic form, and the isotropic subbundles $E_{p_i}$ and $F_{q_i}$ have rank $n + 1 - p_i$ and $n + 1 - q_i$, respectively. The triple $\tau = (k, p, q)$ and associated strict partition $\lambda(\tau)$ are the same as in type C, as is the definition of the degeneracy locus $\Omega_\tau$.

We will assume there exists a maximal isotropic subbundle $F \supseteq F_{q_1}$, and let $M = F^\perp / F$. This line bundle is independent of the choice of $F$, since $M \cong \det(V)$, and furthermore, the identification $V \cong V^*$ means that $M^2$ is trivial.

In order to have Chern class formulas for orthogonal degeneracy loci, one needs to invert 2, so from now on we work with $\text{CK}^*(X)[\frac{1}{2}]$. This makes $c_1(M) = 0$, since

\[ 0 = c_1(M^2) = c_1(M) \cdot (2 + \beta c_1(M)), \]

and $(2 + \beta c_1(M))$ is now a unit. However, we will continue to include $M$ in the formulas, as an indication of the underlying geometry.

Let $c(k_i) = c(V - E_{p_i} - F_{q_i} - M)$ for $1 \leq i \leq s$, and $c(k) = c(k_i)$ for $k_{i-1} < k \leq k_i$.

**Theorem 3.** In $\text{CK}^*(X)[\frac{1}{2}]$, we have

\[ [\Omega_{\tau}] = \text{Pf}^B_{\lambda(\tau)}(c(1), \ldots, c(k_s); \beta), \]

where $\text{Pf}^B_{\lambda(\tau)}(c(1), \ldots, c(k_s); \beta)$ is the Pfaffian of the skew symmetric matrix $M = (m_{ij})$ having entries

\[ m_{ij} = \left( \frac{1 - R_{ij}}{1 + R_{ij} - \beta T_i} \right) \cdot \left( \frac{(1 - \beta T_i)^{-\lambda_i + 2}}{2 - \beta T_i} \cdot c_{\lambda_i}(i) \right) \quad \left( \frac{(1 - \beta T_j)^{-\lambda_j + 1}}{2 - \beta T_j} \cdot c_{\lambda_j}(j) \right), \]

augmented by a 0th row and column in case $k_s$ is odd, with entries $m_{0j} = (1 - \beta T_j)^{-\lambda_j + 1} (2 - \beta T_j)^{-1} \cdot c_{\lambda_j}(j)$.

As before, this is equivalent to a raising operator formula:

\[ [\Omega_{\tau}] = R^{(k_s)} \cdot \left( \prod_{i=1}^{k_s} \frac{1 - \beta T_i}{2 - \beta T_i} (1 - \beta T_i)^{-\lambda_i} c_{\lambda_i}(i) \right). \]
The only difference between this and the type C situation arises in the basic case. Here we need a computation.

**Lemma 3.1.** Let $\Omega = \Omega_{(1,n,q)}$ be the locus where $E_n = D_1 \subseteq F_q$. Then

$$[\Omega] = \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{n+q-1} \cdot c_{n+q-1}(V - D_1 - F_q - M),$$

where $T^k \cdot c_m(V - D_1 - F_q - M) = c_{m+k}(V - D_1 - F_q - M)$.

This is equivalent to [HIMN, Corollary 7.4], or its integral form [HIMN, Lemma 7.3].

The proof of Theorem 3 now proceeds exactly as for Theorem 2, using Lemma 3.1 to treat the basic case.

### 4. Type D Degeneracy Loci

As usual, the case where $V$ has rank $2n$ and is equipped with a non-degenerate quadratic form presents the most complications. We will use the notation of [AF2], so the isotropic bundles $E_{p_i}$ and $F_{q_i}$ have ranks $n - p_i$ and $n - q_i$, respectively. A **type D triple** is $\tau = (k, p, q)$ with $0 < k_1 < \cdots < k_s$, $p_1 \geq \cdots \geq p_s \geq 0$, and $q_1 \geq \cdots \geq q_s \geq 0$, satisfying inequalities which can be expressed simply as follows: if $\tau^+$ is formed by adding 1 to each $p_i$ and each $q_i$, then $\tau^+$ is a type C triple.

The degeneracy locus is defined similarly, by

$$\Omega_\tau = \{ x \in X \mid \dim(E_{p_i} \cap F_{q_i}) \geq k_i \},$$

but one should take care when interpreting the scheme structure; this should be interpreted as the closure of the locus where equality holds (see [FP, §6] or [T2, §6.3.2]). We also have a strict partition $\lambda = \lambda(\tau)$ defined by

$$\lambda_{k_i} = p_i + q_i,$$

with other parts filled in minimally. In contrast to the previous cases, it may happen that $\lambda_{k_s} = 0$, and this is included in the data. In this case, the definition of $\Omega_\tau$ includes the condition that $\dim(E_0 \cap F_0) \geq k_s$; being the closure of the locus where equality holds means that $\dim(E_0 \cap F_0) \equiv k_s \pmod{2}$ on all of $\Omega_\tau$.

The formulas require a bit more setup, both algebraically and geometrically. On the algebraic side, we will use elements $c_\alpha(i)$, $e_\alpha(i)$, and $d_\alpha(i) = c_\alpha(i) + \sigma(i)c_\alpha(i)$, where $\sigma(i) \in \{1, 0, -1\}$, and operators $\delta_i$ will act by sending $\sigma(i)$ to 0. This action extends to monomials $d_\alpha(1) \cdots d_\alpha(s)$, with the effect of replacing $d_\alpha(i)$ by $c_\alpha(i)$. Further details about this algebra can be found in [AF2, Appendix A] (with slightly different notation).
The geometry involves Euler classes $e(E_p, F_q)$ for isotropic subbundles $E_p$ and $F_q$. Choosing maximal isotropic bundles $E \supseteq E_p$ and $F \supseteq F_q$, these can be written as

$$e_m(E_p, F_q) = \begin{cases} (-1)^{\dim(E \cap F)} \gamma(E, F) c_{p+q}(E/E_p + F/F_q) & \text{if } m = p + q; \\ 0 & \text{if } m \neq p + q, \end{cases}$$

where $\gamma(E, F) \in CK^0(X)$ is the canonical square root of $c(V - E - F; \beta)$ defined in Appendix B. Results from the appendix also show that $e(E_p, F_q)$ is independent of the choice of $E$ and $F$.

For $1 \leq i \leq s$, let $c(k_i) = c(V - E_{p_i} - F_{q_i})$ and $e(k_i) = e(E_{p_i}, F_{q_i})$; for $k_{i-1} < k \leq k_i$, set $c(k) = c(k_i)$ and $e(k) = e(k_i)$. We will write $d(i) = c(i) + (-1)^i e(i)$.

**Theorem 4.** In $CK^*(X)[\frac{1}{T}]$, we have

$$[\Omega_*] = \text{Pf}_{\lambda(\tau)}(d(1), \ldots, d(k_s); \beta) = \text{Pf}(M),$$

where $M = (m_{ij})$ is the skew-symmetric matrix with entries

$$m_{ij} = \frac{1 - \delta_i \delta_j R_{ij}}{1 + \delta_i \delta_j (R_{ij} - \beta \bar{T}_i)} \cdot \frac{(1 - \beta \bar{T}_i)^{-\lambda_i + 2}}{2 - \beta \bar{T}_i} \cdot \frac{(1 - \beta \bar{T}_j)^{-\lambda_j + 1}}{2 - \beta \bar{T}_j} \cdot (c_{\lambda_i}(i) - (-1)^k e_{\lambda_i}(i))(c_{\lambda_j}(j) + (-1)^k e_{\lambda_j}(j)), \quad (18)$$

where $\bar{T}_i = \delta_i T_i$. (When $k_s$ is odd, the matrix is augmented by a 0th row and column, setting $m_{0j} = (1 - \beta \bar{T}_j)^{-\lambda_j + 1}(2 - \beta \bar{T}_j)^{-1} \cdot (c_{\lambda_j}(j) + e_{\lambda_j}(j)).$)

As before, specializing $\beta = 0$ recovers the cohomology formulas from [Kaz, AF2].

Let us unpack the definition of $m_{ij}$ by writing

$$m'_{ij} = (c_{\lambda_i}(i) - (-1)^k e_{\lambda_i}(i))(c_{\lambda_j}(j) + (-1)^k e_{\lambda_j}(j)) + \sum_{m>0} \beta^m c_{\lambda_i+m}(i) c_{\lambda_j}(j)$$

$$+ \sum_{\ell>0} \sum_{m>0} (-1)^\ell \left( \binom{\ell + m - 1}{m} + \binom{\ell + m}{m} \right) \beta^m c_{\lambda_i+\ell+m}(i) c_{\lambda_j-\ell}(j).$$

Then

$$m_{ij} = \frac{(1 - \beta \bar{T}_i)^{-\lambda_i + 2} (1 - \beta \bar{T}_j)^{-\lambda_j + 1}}{2 - \beta \bar{T}_i} \cdot m'_{ij}.$$ 

As in type C, we can write $M = S \cdot M' \cdot S^t$, where $M' = (m'_{ij})$ and $S$ is diagonal with $t$th entry $(1 - \beta \bar{T}_i) \cdots (1 - \beta \bar{T}_{i-1})(1 - \beta \bar{T}_i)^{-\lambda_i + 1}(2 - \beta \bar{T}_i)^{-1}$. 


As usual, we will prove an equivalent raising operator formula:

\[
[\Omega_\tau] = \tilde{R}^{(k_s)} \cdot \left( \prod_{i=1}^{k_s} \frac{1 - \beta \tilde{T}_i}{2 - \beta \tilde{T}_i} (1 - \beta \tilde{T}_i)^{-\lambda_i d_{\lambda_i}(i)} \right),
\]

where

\[
\tilde{R}^{(k_s)} = \left( \prod_{1 \leq i < j \leq k_s} \frac{1 - \delta_i \delta_j R_{ij}}{1 + \delta_i \delta_j (R_{ij} - \beta T_i)} \right) \left( \prod_{i=1}^{k_s} (1 - \beta \tilde{T}_i)^{k_s - i} \right).
\]

To see that this is equivalent to Theorem 4, one uses results of [AF2, Appendix A] to show that the raising operator \( \tilde{R}^{(k_s)} \) can be expressed as a Pfaffian. For this, it suffices to check that the operators

\[
H_{xy} = \frac{T_y - \delta_x \delta_y T_x}{T_y + \delta_x \delta_y T_x (1 - \beta T_y)}
\]

satisfy the identity

\[
H_{xy} H_{xz} H_{yz} = H_{yz} - (2 \delta_x - 1)(2 \delta_y - 1)H_{xz} + (2 \delta_x - 1)(2 \delta_y - 1)H_{xy}
\]

modulo relations \( \delta_i^2 = \delta_i \), which is easily done using computer algebra.

The proof of Theorem 4 follows the same pattern as in other types. We will need a lemma for the basic case.

**Lemma 4.1.** Let \( \Omega = \Omega_{(1,n-1,q)} \) be the locus where \( E_{n-1} = D_1 \subseteq F_q \). Then

\[
[\Omega] = \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-n+1-q} \cdot c_{n-1+q}(V - D_1 - F_q) - \frac{1}{2} e(D_1, F_q),
\]

where

\[
e(D_1, F_q) = (-1)^{\dim(E \cap F)} \gamma(E, F)c_{n-1+q}(E/D_1 + F/F_q)
\]

for maximal isotropic bundles \( E \supseteq D_1 \) and \( F \supseteq F_q \).

**Proof.** Consider the quadric bundle \( \pi: Q(V) \to X \), and let \( S \subseteq V \) be the tautological line bundle. As in [AF2, Appendix B], we have

\[
[\Omega] = \pi_* (c_{n-1}(E/D_1 \otimes S^*)c_q(F/F_q \otimes S^*)e f),
\]

where \( e = [\mathbb{P}(E)] \) and \( f = [\mathbb{P}(F)] \) in \( CK^*(Q(V)) \). Letting \( h = c_1(S^*) \) and \( c = c(V - E - F) \), we will use the formulas

\[
\pi_* \left( \frac{h^k}{(1 + \beta h)^{k-a}} e f \right) = \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-a} c_k
\]
for $k > 0$ and $a \geq 0$, and
\[
\pi_*(e_f) = 1 - \frac{1}{2}(1 + (-1)^{\dim(E \cap F)})\gamma(E, F)
\]
\[
= \frac{1 - \beta T}{2 - \beta T} \cdot c_0 - \frac{1}{2}(-1)^{\dim(E \cap F)}\gamma(E, F).
\]

Their proofs are given in Appendix B.

Now we compute:

\[
[\Omega] = \pi_*(c_{n-1}(E/D_1 \otimes S^*)c_q(F/F_q \otimes S^*)e_f)
\]
\[
= \pi_* \left( \sum_{k=0}^{n-1+q} c_{n-1+q-k}(E/D_1 + F/F_q) \left( \frac{h^k}{(1 + \beta h)^k-n+1-q} \right) e_f \right)
\]
\[
= \sum_{k=0}^{n-1+q} c_{n-1+q-k}(E/D_1 + F/F_q) \pi_*(\left( \frac{h^k}{(1 + \beta h)^k-n+1-q} \right) e_f)
\]
\[
= c_{n-1+q}(E/D_1 + F/F_q) \pi_*((1 + \beta h)^{n-1+q} e_f)
\]
\[
+ \sum_{k=1}^{n-1+q} c_{n-1+q-k}(E/D_1 + F/F_q) \left( \frac{1 - \beta T}{2 - \beta T} \right) (1 - \beta T)^{-n+1-q} c_k.
\]

The claim is then proved by expanding the factor

\[
\pi_*((1 + \beta h)^{n-1+q} e_f) = \pi_*(e_f) + \sum_{k=1}^{n-1+q} \binom{n-1+q}{k} \beta^k \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-k} c_k
\]
\[
= \sum_{k=0}^{n-1+q} \binom{n-1+q}{k} \beta^k \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-k} c_k
\]
\[
- \frac{1}{2}(-1)^{\dim(E \cap F)}\gamma(E, F)
\]
\[
= \frac{1 - \beta T}{2 - \beta T}(1 - \beta T)^{-n+1-q} c_0 - \frac{1}{2}(-1)^{\dim(E \cap F)}\gamma(E, F)
\]
and recombining terms.

Now we prove the theorem, focusing on the points where the argument differs from other types.

Proof of Theorem 4. The basic case is precisely Lemma 4.1, so we start with the dominant case, where the main new features arise. Here $k_i = i$ for all $i$, and $p_i = n - i$, so $\lambda_i = n - i + q_i$. Let $D_i = E_{n-i}/E_{n-1-i}$. As in type C, we obtain a product of factors coming from iterations of the basic
case: $[\Omega] = \zeta_1 \cdots \zeta_s$, where the $i^{th}$ factor is
\begin{equation}
\zeta_i = \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-\nu_i - q_i} c_{n_i + q_i} \left( D_{i-1}^\perp / D_{i-1} - D_i / D_{i-1} - F_{q_i} / D_{i-1} \right) \\
- \frac{1}{2} (-1)^{\dim(E/D_{i-1} \cap F/D_{i-1})} \gamma(E/D_{i-1}, F/D_{i-1}) c_{n_i + q_i} (E/D_i + F/F_{q_i}).
\end{equation}

First, we claim that for $a \geq 1$,
\[ t^a_i \cdot \zeta_i = \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-\nu_i - q_i} c_{n_i + q_i + a} (D_{i-1}^\perp / D_{i-1} - D_i / D_{i-1} - F_{q_i} / D_{i-1}), \]
where $t_i = -c_1 (D_i / D_{i-1})$. This will show that $t_i$ acts as $\delta_i T_i$ on the factor $\zeta_i$.

It suffices to treat the case $i = 1$, since one can replace $V$ by $D_{i-1}^\perp / D_{i-1}$.

We may also assume $a = 1$, since for $a > 1$ we have $t_{i-1}^a \cdot c_{n+q_1} (V - D_1 - F_{q_1}) = c_{n+q_1 + a-1} (V - D_1 - F_{q_1})$, by property (b) of Appendix A. Now we compute:
\[
\begin{align*}
t_1 \cdot \zeta_1 &= \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-\nu_1 - q_1} \sum_{k=1}^{n+q_1} t_1^k c_{n+q_1-k} (V/F_{q_1}) \\
&+ \frac{1}{2} (-1)^{\dim(E \cap F)} \gamma(E, F) c_{n+q_1} (E + F/F_{q_1}) \\
&= \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-\nu_1 - q_1} c_{n+q_1} (V - D_1 - F_{q_1}) - \frac{1}{2} c_{n+q_1} (V/F_{q_1}) \\
&+ \frac{1}{2} (-1)^{\dim(E \cap F)} \gamma(E, F) c_{q_1} (F/F_{q_1}) \\
&= \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-\nu_1 - q_1} c_{n+q_1} (V - D_1 - F_{q_1}) - \frac{1}{2} c_{n+q_1} (V/F_{q_1}) \\
&+ \frac{1}{2} c_n (F^*) c_{q_1} (F/F_{q_1}) \\
&= \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-\nu_1 - q_1} c_{n+q_1} (V - D_1 - F_{q_1}),
\end{align*}
\]
using the relation
\[ c_n (F^*) = (-1)^{\dim(E \cap F)} \gamma(E, F) c_n (E) \]
in the penultimate line. This establishes the claim.

Next, using the identity
\[ c(D_{i-1}^\perp / D_{i-1} - D_i / D_{i-1} - F_{q_i} / D_{i-1}) = c(V - D_i - F_{q_i}) \cdot c(D_{i-1} - D_{i-1}^*) \]
\[ = c(i) \prod_{j=1}^{i-1} \frac{(1 - t_j)(1 - \beta t_j)}{1 + t_j - \beta t_j}, \]
as in type C, together with the fact that \( \dim(E/D_{i-1} \cap F/D_{i-1}) = \dim(E \cap F) - i + 1 \) and the identity
\[
\gamma(E/D_{i-1}, F/D_{i-1}) = \gamma(E, F) \cdot c(D_{i-1}; \beta)
\]
\[
= \gamma(E, F) \prod_{j=1}^{i-1} (1 - \beta t_j),
\]
the factor \( \zeta_i \) can be written
\[
\prod_{j=1}^{i-1} (1 - \beta t_j) \left( \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-\lambda} \left[ c(i) \prod_{j=1}^{i-1} \frac{1 - t_j}{1 + t_j - \beta t_j} \right] + \frac{1}{2} (-1)^i e(i) \right).
\]
Combined with the calculation of \( t_i \cdot \zeta_i \), this proves the formula in the dominant case.

The main case, where \( k_i = i \) for all \( i \), is deduced from the dominant case exactly as in type C. Passing from this case to the general case is similar, using the relation provided by Lemma 4.2.

**Lemma 4.2.** Let \( c(1) = c(2) = c(V - E_p - F_q) \) and \( e(1) = e(2) = e(E_p, F_q) \), so \( d(1) = c(1) - e(1) \) and \( d(2) = c(2) + e(2) \). Then
\[
\frac{1 - \delta_1 \delta_2 R_{12}}{1 + \delta_1 \delta_2 (R_{12} - \beta T_1)} \frac{(1 - \beta T_1)^{-\lambda}}{2 - \beta T_1} \frac{(1 - \beta T_2)^{-\lambda+1}}{2 - \beta T_2} \cdot d_{\lambda}(1) d_{\lambda}(2) = 0,
\]
where \( \lambda = p + q \). The same holds with \( \tilde{d}(1) = c(1) + e(1) \) and \( \tilde{d}(2) = c(2) - e(2) \) in place of \( d(1) \) and \( d(2) \).

**Proof.** To pass between \( d \) and \( \tilde{d} \), multiply the formula by the unit \( (2 \delta_1 - 1)(2 \delta_2 - 1) \), which has the effect of switching the signs on \( e(1) \) and \( e(2) \). Geometrically, this toggles between the cases where \( \dim(E \cap F) \) is even or odd. Let us assume the former, so \( (-1)^{\dim(E \cap F)} = 1 \).

In the case \( \lambda = 0 \), so \( p = q = 0 \), then writing \( \gamma = \gamma(E, F) \), the relation becomes
\[
\frac{1 - \delta_1 \delta_2 R_{12}}{1 + \delta_1 \delta_2 (R_{12} - \beta T_1)} \frac{1 - \beta T_1}{2 - \beta T_1} \frac{1 - \beta T_2}{2 - \beta T_2} \cdot (c_0 - \gamma(E, F))(c_0 + \gamma(E, F))
\]
\[
= \frac{1}{2 - \beta T_1} \frac{1 - \beta T_2}{2 - \beta T_2} (c_0 - \gamma)(c_0 + \gamma)
\]
\[
= \left( \frac{1}{2} c(\beta/2) - \frac{1}{2} \gamma \right) \left( 1 - \frac{1}{2} \gamma(\beta/2) + \frac{1}{2} \gamma \right)
\]
\[
= 0 \cdot 1 = 0,
\]
as claimed. The argument for the case where \( \lambda > 0 \) proceeds just as in type C. \( \Box \)
We obtain a formula for skew-symmetric morphisms similar to the one for symmetric morphisms. Consider a morphism $\varphi: W \to W^*$ so that the dual $\varphi^\vee: W^{**} \to W^*$ is equal to $-\varphi$, and suppose $W$ has rank $n$. Let $c = c(W^* - W)$, and write

$$c'_m = c_m - \frac{1}{2} \beta c_{m+1} - \frac{1}{4} \beta^2 c_{m+2} - \frac{1}{8} \beta^3 c_{m+3} - \cdots$$

for any $m \in \mathbb{Z}$. Since $c(W^* - W; \beta) = c(W^*; \beta)^2$, its canonical square root is $c(W^* - W; \beta/2) = c(W^*; \beta)$. This means $c'_0 = 2 - c(W^*; \beta)$, and for $m < 0$, $c'_m = -(\beta/2)^{-m} c(W^*; \beta)$.

**Corollary 4.3.** The locus $\Omega_r$ where $\text{rk}(\varphi) \leq r$ has class

$$[\Omega_r] = \frac{1}{2^{n-r}} \text{Pf} (m_{ij})_{1 \leq i < j \leq n-r},$$

where $\lambda_i = n - r - i$ for $1 \leq i \leq n-r$;

$$m_{ij} = c'_{\lambda_i} c'_{\lambda_j} + \sum_{m>0} \beta^m c'_{\lambda_i+m} c'_{\lambda_j}$$

$$+ \sum_{\ell>0} \sum_{m \geq 0} (-1)^\ell \left( \binom{\ell + m - 1}{m} \beta^m c'_{\lambda_i+\ell+m} c'_{\lambda_j-\ell} \right)$$

for $j < n-r$; and

$$m_{i,n-r} = (2 - c(W^*; \beta)) \sum_{m \geq 0} \left( \frac{\beta}{2} \right)^m c_{\lambda_i+m} + c(W^*; \beta) c'_{\lambda_i}$$

$$- c(W^*; \beta) \sum_{\ell>0} \sum_{m \geq 0} \left( -\frac{1}{2} \right)^\ell \left( \binom{\ell + m - 1}{m} + \binom{\ell + m}{m} \right) \beta^{\ell+m} c'_{\lambda_i+\ell+m}.$$ 

The proof is very similar to that of Corollary 2.2.

**Proof.** Let $V = W \oplus W^*$, equipped with the canonical symmetric form, $\langle v \oplus f, w \oplus g \rangle = f(w) + g(v)$, so the morphism $\varphi$ is skew-symmetric if and only if its graph $E = \Gamma_\varphi \subseteq V$ is isotropic. Letting $F = W \oplus 0 \subseteq V$, we see $\text{rk}(\varphi) \leq r$ is equivalent to $\dim(E \cap F) \geq n - r$, so the locus $\Omega_r$ is the degeneracy locus associated to $\tau = (n - r, 0, 0)$. The partition is $\lambda = (n - r - 1, \ldots, 1, 0)$, i.e., $\lambda_i = n - r - i$, for $1 \leq i \leq n - r$.

It is easiest to deduce the corollary from the raising operator version (20) of Theorem 4. This formula reduces to

$$\left( \prod_{1 \leq i < j \leq n-r} \frac{1 - \delta_i \delta_j R_{ij}}{1 + \delta_i \delta_j (R_{ij} - \beta T_i)} \right) \left( \prod_{i=1}^{n-r} \frac{1 - \beta T_i}{2 - \beta T_i} d_{\lambda_i}(i) \right),$$
which is the Pfaffian of a matrix whose \((i, j)\) entry is
\[
\frac{1 - \delta_i \delta_j R_{ij}}{1 + \delta_i \delta_j (R_{ij} - \beta T_i)} \cdot \frac{1 - \beta \tilde{T}_i}{2 - \beta \tilde{T}_i} \cdot \frac{1 - \beta \tilde{T}_j}{2 - \beta \tilde{T}_j} \cdot d_{\lambda_i}(i) d_{\lambda_j}(j).
\]
The Chern classes are 
\[
c(V - E - F) = c(V/E - F) = c(W^* - W).
\]
The Euler class is 
\[
e = (-1)^{n-r} \gamma(E, F) = (-1)^{n-r} c(W^*; \beta),
\]
and it only appears in \(m_{ij}\) when \(j = n-r\). Using \(c'_0 = 2 - c(W^*; \beta)\), the factor \((c'_0 + (-1)^{n-r} e_0)\) reduces to 2. From the definition,
\[
\frac{1}{2} c'_m = \frac{1 - \beta T}{2 - \beta T} c_m,
\]
so for \(j < n - r\), the entry (22) is
\[
\frac{1 - R_{ij}}{1 + R_{ij} - \beta T_i} \cdot \frac{1}{4} c'_m(i) c'_m(j),
\]
which equals \((1/4) m_{ij}\). For \(j = n - r\), one obtains \((1/4) m_{i,n-r}\) using
\[
\frac{1 - \beta \tilde{T}}{2 - \beta \tilde{T}} \cdot d_0 = \frac{1}{2} (c'_0 + (-1)^{n-r} e_0)
\]
\[
= 1
\]
and
\[
\sum_{m \geq 0} \beta^m c'_{\lambda_i+m} = \sum_{m \geq 0} \left( \frac{\beta}{2} \right)^m c_{\lambda_i+m}.
\]
5. \(\beta\)-THETA AND \(\beta\)-ETA POLYNOMIALS

The above Pfaffian formulas for vexillary degeneracy loci of types B, C, and D do not include all loci coming from isotropic Grassmannians. In general, in addition to conditions on intersections between two isotropic subspaces, one must impose conditions of the form
\[
\dim(E_p \cap F_q) \geq k,
\]
where \(E_p\) is isotropic and \(F_q\) is coisotropic—that is, \(F_q \supseteq F_q^\perp\).

Conditions involving coisotropic subspaces introduce another layer of complication. The main difficulty lies in deciding which conditions are allowed, and which are redundant. In the isotropic Grassmannian case, where \(p\) is fixed, the loci can be indexed by \(p\)-strict partitions, following [BKT1, BKT2]. The more general loci we consider here might be called “weakly vexillary”. They are described by certain triples \(\tau = (k, p, q)\), where \(k\) and \(p\) are as before, but \(q\) is allowed to include negative entries—corresponding to the coisotropic bundles. The requirements on \(\tau\) and the definition of the loci \(\Omega_\tau\) are the same as in [AF2]. We will quickly review the setup below, referring to [op. cit.] for further explanation.
The Chern class formulas we obtain for weakly vexillary loci naturally extend the cohomology formulas from [AF2], which are recovered by taking $\beta = 0$. In types $B$ and $C$, the “main cases” of the Grassmannian formulas (where $k_i = i$ and $p_i = p$ for all $i$) again recover the results of [HIMN]. The “general case” is new, as are the type $D$ formulas.

Once one knows the formulas, the proofs are straightforward combinations of the arguments from [AF2] and the methods used in proving Theorems 1–4 above, so here I will only give a very quick indication of the main point.

5.1. **Type C.** First we will describe the algebra, and then the geometry.

Given a sequence $\rho = (\rho_1, \ldots, \rho_\ell)$ of nonnegative integers, let $\rho' = (\rho'_1, \ldots, \rho'_\ell)$ be the sequence defined by

$$\rho'_i = \# \{ j \mid \rho_j \geq i \}.$$ 

(This is borrowed from notation for conjugate partitions.) We will assume there is a distinguished index $k$ such that $\rho$ satisfies

$$\rho_j = j - 1 \quad \text{for } j \leq k$$

and

$$\rho_k \geq \rho_{k+1} \geq \cdots \geq \rho_\ell \geq 0,$$

and then define a raising operator

$$R^{(\rho)} = \prod_{1 \leq i \leq \rho_j < j \leq \ell} \frac{1 - \beta T_i}{1 + R_{ij} - \beta T_i} \cdot \prod_{1 \leq i < j \leq \ell} (1 - R_{ij})$$

$$= \prod_{j=1}^\ell (1 - \beta T_j)^{\rho'_j} \cdot \prod_{j=k+1}^\ell \frac{\prod_{i=1}^k (1 - R_{ij})}{\prod_{i=1}^\ell (1 + R_{ij} - \beta T_i)} \cdot \prod_{1 \leq i < j \leq k} \frac{1 - R_{ij}}{1 + R_{ij} - \beta T_i} \cdot \prod_{k \leq i < j \leq \ell} (1 - R_{ij}).$$

(The second formulation appears longer, but it is useful in exhibiting the Pfaffian and determinantal factors, as the two products on the last line.)

A $\rho$-strict partition is a partition $\lambda = (\lambda_1, \ldots, \lambda_\ell)$ such that $\lambda + \rho = (\lambda_1 + \rho_1, \ldots, \lambda_\ell + \rho_\ell)$ is also a partition. The $\beta$-theta polynomial for a $\rho$-strict partition is defined as

$$\Theta^{(\rho)}_\lambda (c(1), \ldots, c(\ell); \beta) := R^{(\rho)} \cdot \prod_{i=1}^\ell (1 - \beta T_i)^{-\lambda_i} c_{\lambda_i}(i),$$

where $c(i) = 1 + c_1(i) + c_2(i) + \cdots$ are indexed variables on which the operator $T_i$ acts.
For the geometry, we need to say what triples are allowed. As defined in [AF2], a **triple** is \( \tau = (k,p,q) \), where the sequences

\[
0 < k_1 < \cdots < k_s, \\
p_1 \geq \cdots \geq p_s > 0, \quad \text{and} \\
q_1 \geq \cdots \geq q_s
\]
satisfy several conditions. The \( q_i \) may not be zero, so there is a distinguished index \( a \) so that \( q_a > 0 > q_{a+1} \). If \( p_s = 1 \), then all \( q \)'s must be positive.

For each \( i \leq a \), let \( m(i) = \min\{m \mid q_i + (k_i - k_{i-1} - 1) \geq q_m \} \). Then the negative values

\[
-q_i, -q_i - 1, \ldots, -q_i - (k_i - k_{m(i)} - 1)
\]
may not occur among the \( q_j \), for \( j > a \).

For each \( i > a \), define \( \rho_{k_i} := k_j \), where \( j \) is the index so that \( q_j > -q_i > q_{j+1} \). This is filled out to a sequence \( \rho = \rho(\tau) \) by setting \( \rho_k = k - 1 \) for \( k \leq k_a \), and \( \rho_k = \rho_{k_i} \) for \( k > k_a \) and \( k_{i-1} < k \leq k_i \).

Finally, we define a partition \( \lambda = \lambda(\tau) \) by

\[
\lambda_{k_i} = \begin{cases} 
p_i + q_i - 1 & \text{if } i \leq a; \\
p_i + q_i + k_i - 1 - \rho_{k_i} & \text{if } i > a,
\end{cases}
\]
and filling in other parts minimally, subject to the requirement

\[
\lambda_1 > \cdots > \lambda_{k_a} > \lambda_{k_{a+1}} \geq \cdots \geq \lambda_{k_s} > 0.
\]
The final condition on \( \tau \) requires that \( \lambda \) be a \( \rho \)-strict partition.

Now let \( V \) be a vector bundle of rank \( 2n \), with a symplectic form. Associated to a triple \( \tau \), we have flags of subbundles

\[
E_{p_1} \subseteq \cdots \subseteq E_{p_s} \quad \text{and} \quad F_{q_1} \subseteq \cdots \subseteq F_{q_s},
\]
where \( E_{p_i} \) is isotropic and has rank \( n + 1 - p_i \) for all \( i \); \( F_{q_i} \) is isotropic when \( q_i > 0 \), and has rank \( n + 1 - q_i \) in this case; and \( F_{q_i} \) is coisotropic when \( q_i < 0 \), and has rank \( n - q_i \) in this case. The degeneracy locus is defined as usual:

\[
\Omega_\tau = \{ x \in X \mid \dim(E_{p_i} \cap F_{q_i}) \geq k_i \text{ for } 1 \leq i \leq s \}\.
\]

Here is the formula.

**Theorem 5C.** Given a triple \( \tau \), let \( \rho = \rho(\tau) \) and let \( \lambda = \lambda(\tau) \) be the corresponding \( \rho \)-strict partition. In \( CK^*(X) \), we have

\[
[\Omega_\tau] = \Theta_\lambda^\rho(c(1), \ldots, c(k_s); \beta),
\]
where \( c(k_i) = c(V - E_{p_i} - F_{q_i}) \), and \( c(k) = c(k_i) \) when \( k_{i-1} < k \leq k_i \).
The proof is a modification of the proof of Theorem 2 along the lines of the argument for [AF2, Theorem 2]. The key step is the dominant case, where one finds

$$[\Omega] = \prod_{j=1}^{s} (1 - \beta T_j)^{-\lambda_j} c_{\lambda_j}(D_{\rho_j}^+/D_{j-1} - D_j/D_{j-1} - F_{q_j}/D_{j-1}).$$

Manipulating the Chern classes $c((D_{\rho_j}^+/D_{j-1} - D_j/D_{j-1} - F_{q_j}/D_{j-1})$ as in the proof of Theorem 2 leads to the raising operator $R(\rho)$.

5.2. **Type B.** Here $V$ has rank $2n + 1$ and is equipped with a nondegenerate quadratic form. The conditions on subbundles $E_{p_i}$ and $F_{q_i}$ are the same as in type C, as is the definition of a triple $\tau$, partition $\lambda = \lambda(\tau)$, and associated degeneracy locus $\Omega_{\tau}$. The formula is similar to the type C formula, when 2 is inverted.

**Theorem 5B.** With notation as above, in $CK^*(X)[\frac{1}{2}]$ we have

$$[\Omega_{\tau}] = \left( \prod_{i=1}^{k_a} \frac{1 - \beta T_i}{2 - \beta T_i} \right) \cdot \Theta_\lambda^{(\rho)}(c(1), \ldots, c(k_s); \beta),$$

where $c(k_i) = c(V - E_{p_i} - F_{q_i} - M)$ if $i \leq a$, $c(k_i) = c(V - E_{p_i} - F_{q_i})$ if $i > a$, and $c(k) = c(k_i)$ when $k_{i-1} < k \leq k_i$.

(As noted in §3, the line bundle $M = \det(V)$ is included mainly to indicate its role in the geometry: its Chern class is 2-torsion, so it vanishes in $CK^*(X)[\frac{1}{2}]$.)

5.3. **Type D.** As defined in [AF2], a **triple** of type D is $\tau = (k, p, q)$, with the sequences

$$0 < k_1 < \cdots < k_s,$$

$$p_1 \geq \cdots \geq p_s \geq 0,$$

$$q_1 \geq \cdots \geq q_s$$

satisfying conditions similar to the type C case. The requirements can be quickly described as follows: the value $-1$ is prohibited for the $q$’s, and if one forms a new triple $\tau^+$ by replacing each $p_i$ by $p_i + 1$ and each nonnegative $q_i$ by $q_i + 1$, then $\tau^+$ is a type C triple.

As before, there is an index $a$ such that $q_a > -1 > q_{a+1}$. The sequence $\rho = \rho(\tau)$ is defined similarly: For $i > a$, $p_{k_i} = k_j$, where $j$ is the index such that $q_j \geq -q_i > q_{j+1} + 1$. For $k \leq k_a$, $p_k = k - 1$, and the rest of the entries are filled out by setting $\rho_k = \rho_{k_i}$ for $k_{i-1} < k \leq k_i$. 

The partition \( \lambda = \lambda(\tau) \) is defined by

\[
\lambda_{k_i} = \begin{cases} 
  p_i + q_i & \text{if } i \leq a; \\
  p_i + q_i + k_i - \rho_{k_i} & \text{if } i > a,
\end{cases}
\]

and then filling in other parts minimally so that \( \lambda_1 > \cdots > \lambda_{k_a} > \lambda_{k_a+1} > \cdots \geq \lambda_{k_s} \geq 0 \).

The formulas will be in terms of \( \beta \)-eta polynomials. Given \( \rho \), with a distinguished index \( k \) so that \( \rho_j = j - 1 \) for all \( j \leq k \), we define the raising operator

\[
\tilde{R}^{(\rho)} = \prod_{j=1}^{\ell} \left( 1 - \beta \tilde{T}_j \right)^{\rho_j} \cdot \prod_{j=k+1}^{\ell} \prod_{i=1}^{k} \frac{1 - \delta_i \delta_j R_{ij}}{1 + \delta_i \delta_j (R_{ij} - \beta T_i)}
\]

\[
\times \prod_{1 \leq i < j \leq k} \frac{1 - \delta_i \delta_j R_{ij}}{1 + \delta_i \delta_j (R_{ij} - \beta T_i)} \cdot \prod_{k \leq i < j \leq \ell} (1 - \delta_i \delta_j R_{ij}).
\]

Given \( \rho \) with distinguished index \( k \), and a \( \rho \)-strict partition \( \lambda \), the \( \beta \)-eta polynomial is

\[
\mathcal{H}^{(\rho)}_{\lambda}(d(1), \ldots, d(\ell); \beta) := \left( \prod_{i=1}^{k} \frac{1 - \tilde{T}_i}{2 - \tilde{T}_i} \right) \cdot \tilde{R}^{(\rho)} \cdot \prod_{i=1}^{\ell} (1 - \tilde{T}_i)^{-\lambda_i} d_{\lambda_i}(i),
\]

where the variables \( d(i) = c(i) \pm e(i) \) are as in §4, and for \( i > k \), we set \( e(i) = 0 \).

The vector bundle \( V \) has rank \( 2n \) and a nondegenerate quadratic form. The isotropic bundles \( E_{p_i} \) and \( F_{q_i} \) (with \( p_i, q_i \geq 0 \)) are as in §4, and for \( q_i < 0 \), the bundle \( F_{q_i} \) is coisotropic of rank \( n - q_i \). The degeneracy locus is

\[
\Omega_\tau = \{ x \in X \mid \dim(E_{p_i} \cap F_{q_i}) \geq k_i \text{ for } 1 \leq i \leq s \},
\]

as usual, with the same caveat about interpreting this as in §4.

**Theorem 5D.** Given a type D triple \( \tau \), with \( \rho = \rho(\tau) \) and \( \lambda = \lambda(\tau) \), we have

\[
[\Omega_\tau] = \mathcal{H}^{(\rho)}_{\lambda}(d(1), \ldots, d(k_s); \beta)
\]

in \( CK^*(X)[\frac{1}{2}] \). Here \( d(k) = c(k) + (-1)^k e(k) \) for \( k \leq k_a \) and \( d(k) = c(k) \) for \( k > k_a \), where the Chern classes are \( c(k_i) = c(V - E_{p_i} - F_{q_i}) \) and \( e(k_i) = e(E_{p_i}, F_{q_i}) \), setting \( c(k) = c(k_i) \) and \( e(k) = e(k_i) \) for \( k_{i-1} < k \leq k_i \).
Appendix A. Connective $K$-theory

Connective $K$-theory for schemes was introduced by Cai [C], and an alternative version adapted to motivic homotopy theory was studied by Dai and Levine [DL]. These authors construct functors which extend Quillen’s higher algebraic $K$-theory. A simpler development is possible if one is concerned only with Grothendieck and Chow groups, which suffices for many applications to degeneracy loci. The direct approach has the added benefit of requiring neither quasi-projective hypotheses (imposed in [C]) nor an appeal to resolution of singularities and moving lemmas (used in [DL]).

This appendix begins with a summary of the basic properties, especially those needed for degeneracy loci. Precise definitions and an outline of the construction follow. This material seems hard to find in the literature, so I have included a fair amount of detail.

A.1. Basic properties. All schemes are assumed to be separated and of finite type over a field. Flat morphisms are assumed to have constant relative dimension, as in [F1]. We will follow the sign conventions of [HIMN] (which differ from those of [C, DL]).

Homology. For a scheme $X$, $CK_*X$ is a graded module over $\mathbb{Z}[\beta]$, with $\beta$ in degree 1, and with $CK_iX = 0$ for $i < 0$. This is covariant for proper maps: if $f: X \to Y$ is proper, then there are homomorphisms $f_*: CK_iX \to CK_iY$, compatible with the $\mathbb{Z}[\beta]$-module structure. For $X = \text{pt}$, there is a natural identification $CK_*(\text{pt}) = \mathbb{Z}[\beta]$, the standard module.

In general, there is a natural identification $CK_{\dim X}X = K_\circ X$, and multiplication by $\beta$ determines isomorphisms $CK_iX \cong CK_{i+1}X \cong K_\circ X$ for all $i \geq \dim X$.

There is a fundamental class $[X] \in CK_{\dim X}X$, defined to be the class corresponding to $[\mathcal{O}_X] \in K_\circ X$ under the identification $CK_{\dim X}X = K_\circ X$. More generally, if $V \subseteq X$ is a closed subscheme of dimension $d$, then there is a class $[V] \in CK_dX$ obtained by pushforward from $CK_dV$. The classes $[V]$ of subvarieties generate $CK_*X$ as a $\mathbb{Z}[\beta]$-module. If $f: X' \to X$ is a proper map, restricting to a birational map of subvarieties $V' \to V$, and if both $V'$ and $V$ have rational singularities, then $f_*[V'] = [V]$ in $CK_dX$.

The functor $CK_*$ interpolates between Chow groups and Grothendieck groups, in that there are functorial isomorphisms

$$(CK_*X)/(\beta) \cong A_*X \quad \text{and} \quad (CK_*X)[\beta^{-1}] \cong (K_\circ X)[\beta, \beta^{-1}].$$

That is, setting $\beta = 0$ recovers Chow, and setting $\beta = -1$ recovers $K$-theory.
Cohomology. The connective $K$-cohomology $CK^*X$ is a graded algebra over $\mathbb{Z}[\beta]$, with $\beta$ in degree $-1$, and with $CK^iX = 0$ for $i > \dim X$. This is contravariant for arbitrary maps. It acts on homology, making $CK^*X$ a graded $CK^*$-module, via the cap product

$$CK^iX \otimes CK^jX \to CK^{j-i}X.$$ 

The cap product is functorial via the projection formula: if $f: X \to Y$ is proper, then $f_*(f^*c \cap \alpha) = c \cap f_\* \alpha$, for $c \in CK^*Y$ and $\alpha \in CK_*X$.

When $X$ is smooth, there are Poincaré isomorphisms

$$CK^iX \cong CK_{\dim X - i}X$$

given by $c \mapsto c \cap [X]$.

The functor $CK^*$ interpolates between (operational) Chow and $K$-cohomology: there are functorial isomorphisms

$$(CK^*X)/(\beta) \cong A^*X \quad \text{and} \quad (CK^*X)[\beta^1] \cong (\op K^\circ X)[\beta, \beta^{-1}],$$

where $A^*X$ is the Fulton-MacPherson Chow ring, and $\op K^\circ X$ is the operational $K$-theory defined in [AP]. (When $X$ is smooth, one has $\op K^\circ X \cong K^\circ X$, and in this case, our version of $CK^*X$ agrees with the one defined in [DL].)

Chern classes. Connective $K$-theory is equipped with a theory of Chern classes. The only properties we need are the following.

- For a vector bundle $E$ of rank $e$ on $X$, there are Chern classes $c_i(E) \in CK^i(X)$, with $c_0(E) = 1$, and with $c_i(E) = 0$ unless $0 \leq i \leq e$.

- Chern classes satisfy the Whitney formula: given a short exact sequence $0 \to E' \to E \to E'' \to 0$, one has $c(E) = c(E') \cdot c(E'')$. Chern classes of virtual bundles are defined by extending the Whitney formula: $c(E - F)$ is defined as $c(E)/c(F)$.

- First Chern classes of line bundles satisfy

$$c_1(L \otimes M) = c_1(L) + c_1(M) + \beta c_1(L) c_1(M).$$

Together with the fact that the first Chern class of the trivial line bundle is zero, means that

$$c_1(L^*) = \frac{-c_1(L)}{1 + \beta c_1(L)}.$$ 

- If $Z$ is the zero locus of a regular section of $E$, then $[Z] = c_e(E) \cap [X]$ in $CK_{\dim X - e}X$.

For a vector bundle $E$ of rank $e$, and a line bundle $L$, three main properties are particularly useful for degeneracy locus formulas:
(a) We have

\[ c_e(E \otimes L^*) = \sum_{k \geq 0} \binom{-e}{k} (-\beta)^k c_{e+k}(E - L) \]

\[ = (1 - \beta T)^{-e} c_e(E - L), \]

where \( T \) is the operator which adds 1 to the index of the Chern class—i.e., \( T \cdot c_i(E - L) = c_{i+1}(E - L) \). (The generalized binomial coefficient is defined by \( (1 + x)^m = \sum_{k \geq 0} \binom{m}{k} x^k \) for any \( m \in \mathbb{Z} \). The identity is easy to prove by using the splitting principle for \( E \) together with the formula relating the first Chern class of a line bundle with that of its dual. Alternatively, see [HIMN, Lemma 2.1].)

(b) For any \( a \geq 0 \) and \( b \geq e \),

\[ (-c_1(L))^a \cdot c_b(E - L) = c_{a+b}(E - L). \]

(This is a formal consequence of the Whitney sum formula.)

(c) For the projective bundle \( \mathbb{P}(E) \overset{\pi}{\to} X \), with \( Q = \pi^*E/\mathcal{O}(-1) \) the tautological quotient of rank \( e - 1 \), we have

\[ \pi_* (c(Q) \cap [\mathbb{P}(E)]) = (1 - \beta)^{e-1}[X]. \]

This includes the formula \( \pi_*[\mathbb{P}(E)] = (-\beta)^{e-1}[X] \).

When \( X \) is smooth, one often tacitly invokes the Poincaré isomorphism identifying \( CK^i(X) = CK_{\dim X - i}X \). This allows one to speak of the fundamental class \([V] \in CK^dX\) for a subvariety \( V \) of codimension \( d \).

A.2. Definitions and constructions. Let \( \mathcal{M}_i(X) \) be the category of coherent sheaves on \( X \) whose support has dimension at most \( i \), so there are natural inclusions \( \mathcal{M}_i(X) \hookrightarrow \mathcal{M}_{i+1}(X) \). Following Cai, we define

\[ CK_i(X) := \text{im} \left( K_0(\mathcal{M}_i(X)) \to K_0(\mathcal{M}_{i+1}(X)) \right). \]

Two observations are immediate from the definition. First, \( CK_i(X) = 0 \) if \( i < 0 \). Second, there are natural homomorphisms \( CK_i(X) \to CK_{i+1}(X) \), which are isomorphisms whenever \( i \geq \dim X \), and \( CK_i(X) \cong K_0(X) \) in this case. A third fact comes easily from dévissage: \( CK_i(X) \) is generated by classes \([\mathcal{O}_V]\), where \( V \subseteq X \) is a subvariety of dimension at most \( i \).

We will define the \( \mathbb{Z}[\beta] \)-algebra structure on \( CK_* \) by letting \( -\beta \) act as the homomorphism \( CK_i \to CK_{i+1} \). (Soon this will be given a geometric interpretation. The sign of \( \beta \) agrees with [HIMN], and is chosen to eliminate signs in other formulas.) The evident isomorphism of graded groups \( CK_*(pt) \cong \mathbb{Z}[\beta] \) is therefore compatible with the standard structure of \( \mathbb{Z}[\beta] \) as a \( \mathbb{Z}[\beta] \)-module.
The key fact about $CK_\ast$ is that it is a \textit{refined oriented Borel-Moore} functor, or ROBM, in the terminology of [GK]. This means it has certain pushforwards and pullbacks which satisfy natural compatibility axioms, and it guarantees that the associated operational cohomology theory has good properties.

\textit{Pushforwards for proper maps.} If $f : X \to Y$ is proper, then $f_\ast : CK_iX \to CK_iY$ is defined by

$$f_\ast[\mathcal{F}] := \sum_{p \geq 0} (-1)^p [R^p f_\ast \mathcal{F}],$$

for $\mathcal{F}$ in $\mathcal{M}_i X$. (Note that the support of $R^p f_\ast \mathcal{F}$ is contained in the image of the support of $\mathcal{F}$.) These are functorial for the same reason as for the usual pushforwards in $K \circ$. Furthermore, $f_\ast$ is a homomorphism of graded $\mathbb{Z}[\beta]$-modules: multiplication by $-\beta$ simply means regarding $\mathcal{F}$ as determining a class in $K_\circ(M_{i+1}X)$, and similarly $R^p f_\ast \mathcal{F}$ determines a class in $K_\circ(M_{i+1}Y)$.

The isomorphism $CK_\ast(pt) = \mathbb{Z}[\beta]$ identifies $-\beta$ with the class in $CK_1(pt)$ represented by $O_{pt}$, which is equal to $(-\beta) \cdot [pt] = -\beta$. This provides a geometric characterization of $\beta$: writing $\pi : \mathbb{P}^1 \to pt$, we have $-\beta = \pi_*[\mathbb{P}^1]$ (and more generally, $(-\beta)^n = \pi_*[\mathbb{P}^n]$).

\textit{Refined Gysin pullbacks.} The most delicate part of the theory is the construction of pullbacks. One situation is easy: if $f : X \to Y$ is flat of relative dimension $d$, then there is a pullback $f^\ast : CK_iY \to CK_{i+d}X$, defined simply by $f^\ast[\mathcal{F}] = [f^\ast \mathcal{F}]$.

Before turning to the more general lci pullbacks, a few particular instances of flat pullback are worth noting. First, fundamental classes of pure-dimensional schemes can be characterized by flat pullback: if $\pi : X \to pt$ is the projection, then $\pi^*[pt] = [X]$ in $CK_{\dim X}X$. Next, the localization sequence for Grothendieck groups implies a corresponding sequence in $CK_\ast$: if $Z \subseteq X$ is closed, with open complement $U = X \setminus Z$, then the proper pushforward and flat pullback fit together in exact sequences

$$CK_iZ \to CK_iX \to CK_iU \to 0.$$  

Finally, there is a homotopy-invariance property: if $\pi : E \to X$ is a vector bundle of rank $e$, then $\pi^\ast : CK_iX \to CK_{i+e}E$ is an isomorphism for all $i$.

Now suppose we have a fiber square

$$
\begin{array}{ccc}
\mathcal{X} & \longrightarrow & \mathcal{Y} \\
\downarrow & & \downarrow \sigma \\
\mathcal{X} & \to & \mathcal{Y}
\end{array}
$$

Finally, there is a homotopy-invariance property: if $\pi : E \to X$ is a vector bundle of rank $e$, then $\pi^\ast : CK_iX \to CK_{i+e}E$ is an isomorphism for all $i$.
with $f$ lci of relative codimension $d$. Then there is a Gysin homomorphism $f^! : CK_i(Y') \to CK_{i-d}(X')$.

Since smooth pullback has already been defined, it will suffice to consider the case when $f$ is a regular embedding. One may hope to define $f^![\mathcal{F}] = \sum_{p \geq 0} (-1)^p [\text{Tor}_p^Y (\mathcal{O}_X, \mathcal{F})]$ just as the Gysin pullback is defined for $K$ (see [AP])—but in general these Tor sheaves may have support of dimension larger than $i - d$. To work around this, we use the Fulton-MacPherson deformation to the normal cone. We first need to define the pullback for divisors in two very special cases. Let $\iota : D \hookrightarrow Y$ be the inclusion of a Cartier divisor, defined by a section of a line bundle $L$ on $Y$.

The first case is where the normal bundle $L|_D$ is trivial. Let $V \subseteq Y$ be a subvariety with $\dim V \leq i$; it suffices to define $\iota^* : CK_i Y \to CK_{i-1} D$ for the classes $[\mathcal{O}_V]$ determined by such $V$. If $V \subseteq D$, define $\iota^*[\mathcal{O}_V] = [\mathcal{O}_V \otimes \mathcal{O}_D]$. (This sheaf has support of dimension at most $i - 1$, and since $\text{Tor}_1^Y (\mathcal{O}_V, \mathcal{O}_D) = 0$ for $V \not\subseteq D$, the definition agrees with the naive one.) If $V \subseteq D$, then $\iota^*[\mathcal{O}_V] = 0$. (This also agrees with the naive definition, since one can write $\mathcal{O}_D = 1 - [L^*]$ in $K$ and then $\iota^*[\mathcal{O}_V] = (1 - [L^*]) \cdot [\mathcal{O}_V] = [\mathcal{O}_V] - [L^*] = 0$.) It follows that the composition $\iota^* \iota^* : CK_i D \to CK_{i-1} D$ is zero in this case.

The second case is where the normal bundle $L|_D$ is trivial. Let $V \subseteq Y$ be a subvariety with $\dim V \leq i$; it suffices to define $\iota^* : CK_i Y \to CK_{i-1} D$ for the classes $[\mathcal{O}_V]$ determined by such $V$. If $V \subseteq D$, define $\iota^*[\mathcal{O}_V] = [\mathcal{O}_V \otimes \mathcal{O}_D]$. (This sheaf has support of dimension at most $i - 1$, and since $\text{Tor}_1^Y (\mathcal{O}_V, \mathcal{O}_D) = 0$ for $V \not\subseteq D$, the definition agrees with the naive one.) If $V \subseteq D$, then $\iota^*[\mathcal{O}_V] = 0$. (This also agrees with the naive definition, since one can write $\mathcal{O}_D = 1 - [L^*]$ in $K$ and then $\iota^*[\mathcal{O}_V] = (1 - [L^*]) \cdot [\mathcal{O}_V] = [\mathcal{O}_V] - [L^*] = 0$.) It follows that the composition $\iota^* \iota^* : CK_i D \to CK_{i-1} D$ is zero in this case.

Finally, let $N = g^* N_{X/Y}$, so this is a vector bundle of rank $d$ on $X'$, and $j : C' \hookrightarrow N$ embeds as a closed subscheme. The Gysin homomorphism $f^!$ is defined as the composition

$$CK_i Y' \xrightarrow{\sigma} CK_i C' \xrightarrow{j^*} CK_i N \xrightarrow{\delta^*} CK_{i-d} X',$$

where the top row is the localization exact sequence. The flat pullback $p^*$ lifts to a well-defined specialization homomorphism $\sigma$ for the reasons given in [F1, §5].

Finally, let $\sigma : CK_i Y' \to CK_i C'$ be the specialization homomorphism. The Gysin homomorphism $f^!$ is defined as the composition

$$CK_i Y' \xrightarrow{\sigma} CK_i C' \xrightarrow{j^*} CK_i N \xrightarrow{\delta^*} CK_{i-d} X',$$
where $s$ is the zero section and $s^* = (\pi^*)^{-1}$ is the pullback defined via homotopy invariance.

**Specializing to $A_* X$ and $K_\circ X$.** As explained in [C, Theorem 7.1], the Brown-Gersten-Quillen spectral sequence induces functorial isomorphisms

$$(CK_i X)/(\beta CK_{i-1} X) \to A_* X.$$  

(See also [We, §V.9], where $X$ is only required to be a noetherian scheme.) This isomorphism is compatible with refined Gysin homomorphisms. Indeed, the above construction for $CK_*$ specializes to the one for $A_*$ given in [F1].

On the other hand, inverting $\beta$ produces isomorphisms

$$(CK_\circ X)[\beta^{-1}] \to (K_\circ X)[\beta, \beta^{-1}],$$

as also shown in [C, Theorem 7.1]. This is compatible with the refined Gysin homomorphisms for $K_\circ$ defined via alternating Tor sheaves, as in [AP]. In fact, the Gysin homomorphism $\tilde{f}^!: CK_i Y' \to CK_{i-d} X'$ can be computed as

$$\tilde{f}^! [\mathcal{F}] = \sum_{p \geq 0} (-1)^p [\text{Tor}_p^Y (\mathcal{O}_X, \mathcal{F})]$$

whenever $i - d \geq \dim X'$. Indeed, the right-hand side defines a class in $CK_{i-d} X'$ in this case. It agrees with the general construction because the Koszul resolution of $\mathcal{O}_X$ as an $\mathcal{O}_Y$-module, pulled back to $Y'$ and deformed to $N$, also computes the homomorphism $CK_i N \to CK_{i-d} X'$.

Since the refined Gysin homomorphisms for $CK_*$ agree with those for $A_*$ and $K_\circ$, they automatically satisfy various functoriality and commutativity properties proved in [F1, §6] and [AP, §3].

**Operational cohomology.** To define $CK^* X$, we apply the bivariant construction introduced by Fulton and MacPherson to the homology theory $CK_*$. Given a morphism $f: X \to Y$, a bivariant class $c \in CK^i (X \xrightarrow{f} Y)$ is a collection of homomorphisms $c_g: CK_j Y' \to CK_{j-i} X'$, one for each morphism $g: Y' \to Y$, with $X' = X \times_Y Y'$ the fiber product. These are required to satisfy various compatibility axioms; a good general reference for the construction in this context is [GK]. The cohomology theory is defined to be $CK^* X = CK^* (X \xrightarrow{id} X)$. This is contravariant in $X$ (for arbitrary morphisms of schemes).

The properties of the refined Gysin pullbacks for $CK_*$ amount to the statement that this forms a ROBM homology theory. As shown in [GK], it follows that there are Poincaré isomorphisms $CK^i X \tilde{\sim} CK_{\dim X - i} X$ when $X$ is smooth. In particular, $CK^*(\text{pt})$ is isomorphic to $\mathbb{Z}[[\beta]]$, but with the opposite grading, so $\beta$ has degree $-1$. 
There are Kimura exact sequences for $CK^*$, as in [AP]. If $p: X' \to X$ is an envelope, meaning that every subvariety of $X$ is the birational image of a subvariety of $X'$, then the sequence

$$0 \to CK^*X \xrightarrow{p^*} CK^*(X') \xrightarrow{p_1^* - p_2^*} CK^*(X' \times_X X')$$

is exact, where $p_1$ and $p_2$ are the two projections. Similarly, if the fiber square

$$\begin{array}{ccc}
E & \xrightarrow{=} & X' \\
\downarrow & & \downarrow \\
S & \xrightarrow{=} & X
\end{array}$$

is an abstract blowup square, meaning that the induced map $X' \setminus E \to X \setminus S$ is an isomorphism, then the sequence

$$0 \to CK^*X \to CK^*S \oplus CK^*X' \to CK^*E$$

is exact.

In a category that admits resolution of singularities, the Kimura sequences imply that $CK^*$ is the (right) Kan extension of the same functor defined on smooth schemes. Concretely, this means that if $L^*$ is any cohomology theory which agrees with $CK^*$ on smooth schemes, then there are natural homomorphisms $L^*X \to CK^*X$. In particular, there are natural homomorphisms

$$CK^*_{DL}X \to CK^*X,$$

where $CK^*_{DL}$ is the connective $K$-cohomology constructed by Dai and Levine, and these are isomorphisms when $X$ is smooth.

Chern classes. If $L$ is a line bundle on $X$, with zero section $s: X \to L$, the homomorphism $s^*s_*: CK_1X \to CK_{i-1}X$ defines the first Chern class operator $c_1(L) \in CK^1X$. Via the usual Grothendieck construction, this extends canonically to a theory of Chern classes for vector bundles. The argument given in [C, Theorem 6.4] shows that the group law for $CK^*$ is as claimed above: $c_1(L \otimes M) = c_1(L) + c_1(M) + \beta c_1(L)c_1(M)$.

More generally, for any rank $e$ vector bundle $E$ and any section $s$, one has $c_e(E) = s^*s_*: CK_eX \to CK_{i-1}X$. If the section is regular, with zero locus $Z$, then $[Z] = c_e(E) \cap [X]$. (These facts are proved by the same arguments as for Chow groups, given in §6 and §14 of [F1].)
Appendix B. Euler classes and quadric bundles

In this appendix we develop a $K$-theoretic extension of some results of Edidin and Graham about characteristic classes for quadratic forms \[EG\]. Specifically, we construct an Euler class for an even rank vector bundle $V$ with a nondegenerate quadratic form $q$, in the case $(V, q)$ is locally trivial in the Zariski topology. We also prove several formulas illustrating the properties of Euler classes, and which are useful for degeneracy loci.

The key insight is that while the Chow Euler classes of \[EG\] are defined up to sign, Euler classes in $CK^*$ are defined up to unit in $CK^0$. Since classes in $CK^>$ are nilpotent, the units in $CK^0$ are $\pm 1 + \beta CK^1$. (The units in $A^0$ are just $\pm 1$, so this is a direct generalization from \[EG\].) On the other hand, we will see that it is necessary to invert 2 to construct Euler classes in general—even when the pair $(V, q)$ is locally trivial in the Zariski topology.

Throughout this appendix, let $V$ be a vector bundle of rank $2n$ over a variety $X$, equipped with a nondegenerate quadratic form $q$, so that the pair $(V, q)$ is locally trivial in the Zariski topology.

Definition. An Euler class for $(V, q)$ is a class $\varepsilon$ in $CK^n(X)$ such that for any $f: X' \to X$ and any maximal isotropic subbundle $E \subseteq f^*V$, we have $f^*\varepsilon = a \cdot c_n(E)$, for some unit $a \in CK^0(X')$.

Theorem B.1. Let $E$ and $F$ be two maximal isotropic subbundles of $V$.

(i) The class $c(\beta)$ has a unique functorial square root $\gamma(E, F)$ in $CK^0(X)$ which evaluates to 1 at $\beta = 0$. (Functoriality means that $f^*\gamma(E, F) = \gamma(f^*E, f^*F)$ for any $f: X' \to X$.)

(ii) If $D$ is a vector bundle contained in $E \cap F$, then $\gamma(E/D, F/D) = \gamma(E, F) \cdot c(D; \beta)$ is the canonical square root of $c(D^\perp/D - E/D - F/D; \beta)$.

(iii) We have $c_n(F^*) = (-1)^{\dim(E \cap F)} \gamma(E, F) c_n(E)$.

Proof. The class $\gamma(E, F)$ will be constructed below, using Theorem B.2. We will prove the other properties, assuming $\gamma(E, F)$ exists.

First, functoriality guarantees that $\gamma(E, F)$ is unique if it exists. Suppose 2 is not a zerodivisor in $CK^*(X)$. If $x, y \in CK^0(X)$ are such that
\[
x^2 = y^2 \text{ and } x \equiv y \equiv 1 \pmod{\beta}, \text{ then } x + y \equiv 2 \pmod{\beta}, \text{ so } x + y \text{ is not a zerodivisor, and it follows that } x - y = 0. \text{ In general, one can find a scheme } X' \text{ with morphisms } f : X' \to X \text{ and } g : X' \to Y, \text{ so that } f^* \text{ is injective on } CK^*, \text{ 2 is not a zerodivisor in } CK^*(Y), \text{ and } f^*E = g^*E' \text{ and } f^*F = g^*F' \text{ for some bundles } E' \text{ and } F' \text{ on } Y. \text{ (See [To2, Lemma 1.6], or the final paragraph of [G]).}
\]

To see (ii), use \( D^+ \cong (V/D)^* \) and \( V \cong V^* \) to write \( c(D^+/D - E/D - F/D) = c(V - E - F) \cdot c(D) = c(V - E - F) \cdot c(D)^2. \)

To prove (iii), one can assume that \( F = L_1 \oplus \cdots \oplus L_n \) splits as a direct sum of line bundles. (Indeed, there is a morphism \( f : X' \to X \) so that \( f^* \) is injective on \( CK^* \) and so that \( f^*F \) splits; now replace \( X \) by \( X' \).) Furthermore, the maximal isotropic subbundle \( E \subseteq V \) determines a section of the Grassmann bundle \( OG(n, V) \) parametrizing isotropic subbundles \( E' \subseteq V \) such that \( \dim(E' \cap F) \equiv \dim(E \cap F) \pmod{2} \). Replacing \( X \) by \( OG(n, V) \), we may assume \( E \) is the tautological subbundle on \( OG(n, V) \).

The claim now follows by an equivariant localization argument. With \( F \) splitting as above, let \( z_i = c_1(L_i) \). For each \( I \subseteq \{1, \ldots, n \} \) of cardinality congruent to \( \dim(E \cap F) \) mod 2, there is a point \( p_I \) of \( OG(n, V) \), namely, the section corresponding to the isotropic subbundle \( \bigoplus_{i \in I} L_i \oplus \bigoplus_{i \notin I} L_i^* \). Each restriction \( F_I := E|_{p_I} \) satisfies (iii), because

\[
(-1)^{\dim(F_I \cap F)} \gamma(F_I, F) \ c_n(F_I) = (-1)^{|I|} \sqrt{\frac{c(F^*; \beta)}{c(F; \beta)}} \left( \prod_{i \in I} z_i \right) \frac{\prod_{i \notin I} -z_i}{\prod_{i \notin I} 1 + \beta z_i} \times \sqrt{\prod_{i=1}^n \frac{1}{1 + \beta z_i} \prod_{i \in I} \frac{1}{1 + \beta z_i} \prod_{i \notin I} (1 + \beta z_i)}
\]

\[
= (-1)^n c_n(F) \left( \prod_{i \notin I} \frac{1}{1 + \beta z_i} \right) \sqrt{\prod_{i \in I} \frac{1}{1 + \beta z_i} \prod_{i \notin I} (1 + \beta z_i)^2}
\]

\[
= c_n(F^*).
\]

It follows that \( E \) satisfies (iii).

It remains to construct the class \( \gamma(E, F) \). For this, we use a pushforward formula.

**Theorem B.2.** Let \( E \) and \( F \) be maximal isotropic subbundles of \( V \), and let \( \pi : Q(V) \to X \) be the quadric bundle. Let \( e = [\mathbb{P}(E)] \) and \( f = [\mathbb{P}(F)] \)
be the classes in \( CK^{n-1}(Q(V)) \). Then

\[
\pi_*(ef) = \begin{cases} 
1 & \text{if } \dim(E \cap F) \text{ is odd;} \\
1 - \gamma(E, F) & \text{if } \dim(E \cap F) \text{ is even,}
\end{cases}
\]

where \( \gamma(E, F) \) is the canonical square root of \( c(\beta) \).

That is, when \( \dim(E \cap F) \) is even, \( 1 - \pi_*(ef) \) squares to \( c(V - E - F; \beta) \) and reduces to 1 mod \( \beta \).

This constructs \( \gamma(E, F) \) when \( E \cap F \) is even-dimensional. For the case where \( \dim(E \cap F) \) is odd, take a line bundle \( L \) on \( X \), endow \( V \oplus L \oplus L^* \) with the standard quadratic form, and consider \( E' = E \oplus L \) and \( F' = F \oplus L \). Then \( \dim(E' \cap F') \) is even, and by (ii) of Theorem B.1, we have

\[
\gamma(E, F) = \left(1 + 2c_1(L)\right)^{\beta E \cap F}.
\]

Proof of Theorem B.2. This is another localization argument. As in the proof of Theorem B.1(iii), we may assume \( F = L_1 \oplus \cdots \oplus L_n \), and replace \( X \) by the Grassmann bundle \( OG(n, V) \) and \( E \) by the tautological subbundle. The pushforward \( \pi_*: CK^*(Q(V)) \to CK^*(X) \) can be computed by an Atiyah-Bott-Berline-Vergne summation.

Fix a set \( I \subseteq \{1, \ldots, n\} \) with \( |I| \) having the same parity as \( \dim(E \cap F) \). As before, it suffices to show that the formula holds for each restriction \( F_I = E|_{p_I} \). That is, we compute \( \pi_*(f_I \cdot f) \), where \( f_I = [\mathbb{P}(F_I)] \).

For each \( i \in \{1, \ldots, n\} \), there are points \( p_i \) and \( p_{-i} \) of \( Q \), namely, the sections corresponding to the isotropic line bundles \( L_i \) and \( L_i^* \), respectively. One has \( p_i \in \mathbb{P}(F_I) \) iff \( i \in I \), and \( p_{-i} \in \mathbb{P}(F_I) \) iff \( i \not\in I \). The localization formula computes \( \pi_*(f_I \cdot f) \) as

\[
\pi_*(f_I \cdot f) = \sum_{i=1}^n \left( \frac{f_{|i} \cdot f_{|i}}{c_{2n-2}(T_i Q)} + \frac{f_{|-i} \cdot f_{|-i}}{c_{2n-2}(T_{-i} Q)} \right).
\]

Since \( p_{-i} \not\in \mathbb{P}(F) \), we have \( f_{|-i} = 0 \) for all \( i \), and similarly \( f_{|i} = 0 \) unless \( i \in I \). The sum can therefore be written as

\[
\pi_*(f_I \cdot f) = \sum_{i \in I} \frac{f_{|i} \cdot f_{|i}}{c_{2n-2}(T_i Q)}.
\]

The tangent bundle to \( Q \) at \( p_i \) is

\[
T_i Q = \text{Hom}(L_i, V/(L_i \oplus L_i^*)),
\]

and for \( i \in I \), the normal bundle to \( \mathbb{P}(F_I) \) at \( p_i \) is

\[
N_i = \text{Hom}(L_i, V/(F_I \oplus L_i^*)),
\]

It follows that

\[
\frac{f_{|i} \cdot f_{|i}}{c_{2n-2}(T_i Q)} = \prod_{j \in I, j \neq i} \frac{-z_i - z_j - \beta z_i z_j}{(1 + \beta z_j)(z_j - z_i)}.
\]
Summing over $i$, one has the formal identity
\[
\sum_{i \in I} \prod_{j \in I, j \neq i} \frac{-z_i - z_j - \beta z_i z_j}{(1 + \beta z_j)(z_j - z_i)} = \begin{cases} 
1 & \text{if } |I| \text{ is odd;} \\
1 - \frac{1}{\prod_{i \in I}} \frac{1}{1 + \beta z_i} & \text{if } |I| \text{ is even.}
\end{cases}
\]

Since $c(V - F_I - F) = \left( \prod_{i \in I} \frac{1}{1 + \beta z_i} \right)^2$, the claim is proved. \hfill \Box

We will need a relation among Chern classes of $V$, in the presence of isotropic subbundles. Let $E$ and $F$ be maximal isotropic, and $c(u) = c(V - E - F; u)$.

**Lemma B.3.** We have $c(u) \cdot c(\beta - u) = c(\beta)$.

**Proof.** The quadratic form identifies $V/E \cong E^*$, so
\[
c(u) = c(V - E - F; u) = \frac{c(E^*; u)}{c(F; u)} = \frac{c(F^*; u)}{c(E; u)}.
\]

Using the general formula
\[
c(E^*; u) = \frac{c(E; \beta - u)}{c(E; \beta)},
\]
we can write
\[
c(u) \cdot c(\beta - u) = \frac{c(E^*; u)}{c(F; u)} \cdot \frac{c(F^*; \beta - u)}{c(E; \beta - u)}
\]
\[
= \frac{c(E^*; u)}{c(E; \beta)} \cdot \frac{c(F^*; u) c(F^*; \beta)}{c(E^*; u) c(E; \beta)}
\]
\[
= \frac{c(F^*; \beta)}{c(E; \beta)}
\]
\[
= c(\beta),
\]
as claimed. \hfill \Box

Specializing $u = \beta/2$ gives the formula
\[
(23) \quad \gamma(E, F) = c(\beta/2)
\]
in $CK^*(X)[\frac{1}{2}]$. Indeed, the lemma shows $c(\beta/2)^2 = c(\beta)$, and since $c(\beta/2)$ evaluates to 1 at $\beta = 0$, it must equal $\gamma(E, F)$ by Theorem B.1. (The proof of Lemma B.3 shows that these relations hold when $V$ has a symplectic form, or indeed any nondegenerate bilinear form. What is special about even orthogonal bundles is that the class $\gamma(E, F)$ exists integrally.)

Now we can prove the existence of Euler classes.

**Theorem B.4.** For any even-rank bundle with quadratic form $(V, q)$ which is trivial in the Zariski topology, there is an Euler class $\varepsilon \in CK^*(X)[\frac{1}{2}]$. 
Proof. If $V$ has a maximal isotropic subbundle $E$, then $\varepsilon = c_n(E)$ is an Euler class. Indeed, this satisfies the defining condition: if $F$ is another maximal isotropic bundle, then $c_n(F) = \pm \gamma(E, F^*) c_n(E)$, so $c_n(E)$ and $c_n(F)$ agree up to units.

In general, let $p: OG(n, V) \to X$ be the Grassmann bundle parametrizing one family of maximal isotropic subspaces. Since $V$ is locally trivial, this is an envelope, and there is a Kimura exact sequence

$$0 \to CK^*(X) \xrightarrow{p^*} CK^*(OG) \xrightarrow{p_1^* - p_2^*} CK^*(OG \times_X OG),$$

where $p_1$ and $p_2$ are the two projections. Let $E \subseteq V$ be the tautological bundle on $OG$, and let $E_1 = p_1^*E_1$ and $E_2 = p_2^*E_2$ be the two tautological bundles on the product. Since $c_n(E_1) = \gamma(E_1^*, E_2) \cdot c_n(E_2)$ by Theorem B.1(iii), and

$$\gamma(E_1^*, E_2) = c(V - E_1^* - E_2; \beta/2) = \frac{c(E_2^*; \beta/2)}{c(E_1^*; \beta/2)},$$

the class $c(E^*; \beta/2) \cdot c_n(E)$ lies in the kernel of $p_1^* - p_2^*$, and is therefore the pullback of a class in $CK^*(X)[\frac{1}{2}]$.

It is in fact necessary to invert 2 to construct $\varepsilon$. For bundles $(V, q)$ which are not Zariski locally trivial, Totaro gave an example showing that there is no integral Euler class in the Chow ring [To1, Proof of Theorem 5.1]. In $K$-theory, integrality already fails for bundles which are Zariski-locally trivial, and the reason is simpler. The first nontrivial example shows why this is so.

**Example B.5** (cf. [EG, Example, p. 293]). First, we observe that in the above construction, the choice of $c(E^*; \beta/2)$ as the coefficient of $c_n(E)$ on $OG$ is essentially unique, up to a unit which is pulled back from $X$. Indeed, suppose $\alpha \in CK^0(OG)$ is a unit so that $\alpha \cdot c_n(E)$ is pulled back from $X$. Writing $\alpha_i = p_1^*\alpha$ for $i = 1, 2$, after inverting 2 we must have $\alpha_1/\alpha_2 = c(E_1^*; \beta/2)/c(E_2^*; \beta/2)$. Equivalently, $\alpha_1/c(E_1^*; \beta/2) = \alpha_2/c(E_2^*; \beta/2)$, so by the Kimura sequence, the ratio $\alpha/c(E^*; \beta/2)$ is pulled back from $X$.

To show that inverting 2 is necessary, it will suffice to produce an example where the Chern classes of the dual tautological bundle $E^*$ are not divisible by 2, and cannot be made divisible after multiplying by a unit pulled back from $X$.

Now let $X \subseteq \mathbb{P}^5$ be a smooth quadric hypersurface, with tautological line bundle $U \subset \mathbb{C}^6$. We will show that the rank 4 bundle $V = U^\perp/U$ has no integral Euler class. As shown in [EG], $V = U^\perp/U$ has no isotropic subbundle of rank 2. This will also follow from our computation, since a
bundle which admits a maximal isotropic subbundle does have an integral Euler class, the top Chern class of the maximal isotropic subbundle.

Choose one of the maximal orthogonal Grassmann bundles \( p: OG(V) \to X \), and let \( E \subseteq p^*V \) be the tautological rank 2 bundle. Observe that \( X \cong Gr(2, \mathbb{C}^4) \), and under this isomorphism \( U \cong \wedge^2 S_2 \) and \( \mathbb{C}^6 \cong \wedge^2 \mathbb{C}^4 \), where \( S_2 \subset \mathbb{C}^4 \) is the tautological bundle. The bundle \( OG(V) \to X \) is isomorphic to \( Fl(2, 3; \mathbb{C}^4) \to Gr(2, \mathbb{C}^4) \), and \( E \) is identified with \( \wedge^2 S_3/\wedge^2 S_2 \), where \( S_3 \supset S_2 \) is the tautological rank 3 bundle.

One has presentations

\[
CK^*(Gr(2, \mathbb{C}^4)) = \mathbb{Z}[\beta] [c_1, c_2, d_1, d_2]/I \quad \text{and} \quad CK^*(Fl(2, 3, \mathbb{C}^4)) = \mathbb{Z}[\beta] [c_1, c_2, x_3, x_4]/J,
\]

where \( c_i = c_i(S^*_2) \), \( d_i = c_i((\mathbb{C}^4/S^*_2)^*) \), \( x_3 = c_1((S^*_3/S^*_2)^*) \), and \( x_4 = c_1((\mathbb{C}^4/S^*_3)^*) \), and the relations are

\[
I = \left((1 + c_1 + c_2)(1 + d_1 + d_2) - 1\right) \quad \text{and} \quad J = \left((1 + c_1 + c_2)(1 + x_3)(1 + x_4) - 1\right).
\]

(These are the same as the Chow or cohomology presentations, for the same reasons. See [Kar, §IV.3].) Since \( \beta \) does not appear in the relations, we can temporarily give these rings alternative gradings by setting its \( \deg(\beta) = 0 \). One sees that \( c_1 \) and \( x_3 \) form a \( \mathbb{Z}[\beta] \)-basis for \( CK^1(Fl) \) (in this grading), and \( c_2 \), \( c^2_1 \), and \( c_1x_3 \) form a \( \mathbb{Z}[\beta] \)-basis for \( CK^2(Fl) \). Using the relations, one computes the Chern polynomial of \( E^* \) as

\[
c(E^*; u) = 1 + (c_1 + 2x_3)u + (c_2 + c_1x_3 + x^2_3)u^2
= 1 + (c_1 + 2x_3)u + (2c_2 - c^2_2)u^2.
\]

Returning to the usual grading on \( CK^* \), let \( \alpha = 1 + a_1 \beta + a_2 \beta^2 + O(\beta^3) \) be a unit in \( CK^0(Gr)[\frac{1}{2}] \). Using the fact that \( c_1 \) and \( x_3 \) are an integral basis, if \( p^*\alpha \cdot c(E^*; \beta/2) \) is to be integral, we must have \( a_1 = -c_1/2 \). But then

\[
p^*\alpha \cdot c(E^*; \beta/2) = 1 + x_3 \beta + \left(\frac{1}{2}c_2 - \frac{1}{2}c^2_1 - \frac{1}{2}c_1x_3 + p^*a_2\right) \beta^2 + O(\beta^3),
\]

which cannot be integral for any choice of \( a_2 \in CK^2(Gr) \), since the classes \( c_2 \), \( c^2_1 \), and \( c_1x_3 \) are a basis for \( CK^2(Fl) \) and \( p^*a_2 \) lies in the span of \( c_2 \) and \( c^2_1 \).

Finally, we establish two formulas useful for degeneracy loci.

**Proposition B.6.** Let \( E \) and \( F \) be maximal isotropic subbundles of \( V \), and \( \pi: Q(V) \to X \) the quadric bundle. Let \( c(u) = c(V - E - F; u) \), and let \( h = c_1(S^*) \), where \( S \subseteq V \) is the tautological line bundle on \( Q(V) \).
In $CK^*(X)[\frac{1}{2}]$, we have

$$\frac{1 - \beta T}{2 - \beta T} \cdot c_0 = 1 - \frac{1}{2} \gamma(E, F),$$

and

$$\pi_* \left( \frac{h^k}{(1 + \beta h)^{k-a} e^f} \right) = \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-a} c_k,$$

for $k > 0$ and $a \geq 0$, where $T$ is the operator acting by $T^i \cdot c_m = c_{m+i}$.

**Proof.** The first formula follows by writing

$$\frac{1 - \beta T}{2 - \beta T} = 1 - \frac{1}{2} \left( \frac{1}{1 - (\beta/2)T} \right),$$

and using (23) to write $c(\beta/2) = \gamma(E, F)$.

The general case of the second formula is easily deduced from the case $a = k$. To establish this case, let $\iota: Q(V) \hookrightarrow \mathbb{P}(V)$ be the inclusion. We have two expressions for $\iota^* \iota_*(f)$:

$$\iota^* \iota_*(f) = c_1(S^2) \cdot f = h(2 + \beta h)f$$

and

$$\iota^* \iota_*(f) = \iota^*[\mathbb{P}(F)] = c_n(V/F \otimes S^*) = (1 - \beta T)^{-n} c_n(V - S - F).$$

Using $2 + \beta h = (2 + \beta t)(1 + \beta t)^{-1}$, where $t = c_1(S)$, and noting that $t$ acts as $-T$ on $c(V - S - F)$, we obtain

$$h \cdot f = \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-n} c_n(V - S - F).$$

Multiplying this by $h^{k-1} = (-t)^k / (1 + \beta t)^k$ gives

$$h^k \cdot f = \frac{1 - \beta T}{2 - \beta T} (1 - \beta T)^{-n+1-k} c_{n-1+k}(V - S - F).$$

The formula for $\pi_*(h^k e^f)$ follows, by factoring the projection $\rho: \mathbb{P}(E) \to X$ into the inclusion $\mathbb{P}(E) \hookrightarrow Q(V)$ and the projection $\pi: Q(V) \to X$. □
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