Circumventing additivity in molecular mechanics with conformationally-dependent surface hopping
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Classical molecular dynamics strategies are inherently limited by the molecular-mechanics basis set employed. Here we extend the concept of multisurface dynamics, initially developed to describe electronic transitions in chemical reactions, to sample the conformational ensemble of a classical system in equilibrium. In analogy to describing different electronic configurations, a surface-hopping scheme couples distinct conformational basins. A structural criterion for the surface selection effectively introduces coupling beyond the additivity of the Hamiltonian. We illustrate the method through a systematic coarse-graining of two molecular systems that give rise to notoriously challenging many-body potentials of mean force. Incorporating more surfaces leads systematically towards unimodal distributions within each basin, resulting in structural improvements that also yield kinetic consistency.

Computer simulations of condensed-matter systems have had enormous impact in the last decades, rising as a complementary pillar to experiments and analytical theory [1, 2]. While hardware and algorithmic developments have vastly improved our ability to sample conformational space, the molecular-mechanics functional forms of most simulation studies have remained roughly the same for the last 40 years [3, 4]. Going beyond standard additive force fields can prove extremely beneficial, as demonstrated by recent developments in polarizable models [5]. Unfortunately, expanding the molecular-mechanics basis set often remains computationally prohibitive. Alternative avenues using machine learning show significant promise, but remain challenging for accurate treatment of long-range interactions [6–8]. In this Letter, we present a unique strategy for generating complex cross-correlations between interaction terms of a force field, while retaining the simplicity of the conventional molecular-mechanics basis set.

Limitations of the molecular-mechanics basis set have long been addressed for chemical reactions by methods such as empirical valence bond [9], its multisurface extension [10], and surface-hopping schemes [11]. In these approaches, reactions are effectively decomposed into surfaces with distinct electronic configurations, such as the two bonded states for a proton transfer. The limitations of the basis set are overcome by coupling distinct potential-energy surfaces through surface-hopping dynamics.

In the classical simulation community, researchers have coupled distinct force fields to describe internal-state conversions of coarse-grained units [12], entanglement in polymer melts [13], and large-scale conformational transitions of biomolecules [14]. In the case that the force field interaction functions can be expressed analytically as a function of a continuous order parameter, e.g., in dissipative particle dynamics models with local density-dependent potentials [15], no explicit hopping protocol is required, as the dynamics along the continuous hypersurface of force fields is well-defined by the normal integration scheme. On the other hand, if switching between force fields is discrete and, in particular, if a timescale separation exists between force field transitions and the local motion of particles, Monte Carlo provides a robust route for instantaneous switching between force fields. Voth and coworkers have recently laid out an elegant “ultra coarse-graining” framework in this context, where conversions between discrete internal states are modeled by stochastic transitions between distinct force fields [16, 17].

In the present work, we expand upon previous efforts by considering the common situation where significant coupling between local degrees of freedom in the simulation model are essential for accurate modeling of the structural ensemble. To address this challenge, we draw an analogy between electronic transitions and transitions between conformational basins, in the context of surface-hopping techniques. Instead of matching the potential-energy surface due to different types of electronic configurations, we aim to reproduce features of distinct conformational basins of the underlying free-energy surface. Thus, we assign distinct force fields to conformations belonging to a given basin, and hop between conformationally-dependent surfaces. Rather than hop between surfaces in a stochastic manner, we ascribe a continuous-switching scheme, motivated by the classical description of the problem. In contrast to previous studies employing discrete transitions between distinct force fields, the transitions between local conformational basins considered in this work occur on comparable timescales to the local dynamics, discouraging the use of the Monte Carlo approaches. Surface-hopping schemes for chemical reactions typically weight each surface according to solutions of the Schrödinger equation, effectively leading to a strong dependence on the relative energies. Because we aim at reproducing the free energy of each conformational basin, we require an integrated measure. As such we define the weights using a structural criterion: a metric depending collec-
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tively on the instantaneous values of the order parameters governing each interaction. Despite retaining the standard molecular-mechanics form of individual force fields, the conformationally-dependent surface hopping generates complex cross-correlations between local degrees of freedom, as we will demonstrate below.

To test the ability of our methodology to recover cross-correlations beyond the additivity limit of standard force fields, we focus on notoriously challenging problems from structure-based coarse-graining (CG) [18–21]. Instead of targeting a potential energy surface, averaging over degrees of freedom leads to a many-body potential of mean force (MB-PMF) [22, 23]. While several systematic methods exist to target the MB-PMF [22, 24–26] their accuracy tends to be limited not by the performance of the method, but rather by the molecular-mechanics basis used to approximate the MB-PMF. Several recent attempts have been made at expanding the basis set [27–29], illustrating the need for more accurate models.

We demonstrate the surface-hopping methodology by coupling several interactions together: bond with bending angle for a three-bead hexane molecule in vacuum, and bending-angle with dihedral for an implicit-solvent, four-bead tetraalanine peptide. By optimizing the potentials over subsets of the conformational ensemble, we show that the method provides a significant increase in structural accuracy compared to state-of-the-art structure-based CG methods. The structural improvements are such that the model recovers kinetic consistency, as measured by its long timescale dynamical properties.

**Methodology.** The procedure consists of modeling a molecular system by means of $n$ force fields that collectively describe conformational space. Each force field is optimized to reproduce only a subset of conformational space, obtained from a density-based cluster analysis performed on the mean-centered, normalized distributions along the order parameters governing each interaction term in the CG potential [30]. The initial clusters were systematically coarsened to generate representations from 1 to $n$ clusters. Each force field is then built from the relevant sub-trajectories parsed according to cluster identities.

The cluster $C_i$ aims at coupling a set of $k$ interactions $\zeta_1^{i}, \zeta_2^{i}, \ldots, \zeta_k^{i}$ (Fig. 1). We further define the cluster center, $\mu_i = (\mu_1^{i}, \mu_2^{i}, \ldots, \mu_k^{i})$, corresponding to a local maximum of probability density across each variable. Similarly, we define the spatial extent of the cluster by means of its standard deviation, $\sigma_i = (\sigma_1^{i}, \sigma_2^{i}, \ldots, \sigma_k^{i})$. We apply a linear transformation on the clusters to enhance their isotropy: $\mathbf{\sigma}^{(i)} = (\sigma_1^{(i)}, \sigma_2^{(i)}, \ldots, \sigma_k^{(i)})$.

Force field $i$ is characterized by its potential energy, $U_i(\mathbf{R})$, and corresponding force $f_{i,\alpha}(\mathbf{R}) = -\nabla_{\alpha}U_i(\mathbf{R})$ along component $\alpha$. Force field $i$ is assigned a coefficient $w_i$ that weights its instantaneous contribution. This contribution depends on the set of $k$ interactions $\{\zeta_j\}_{j=1}^k$ included in cluster $C_i$, such that $w_i = w_i(\{\zeta_j(\mathbf{R})\}_{j=1}^k)$. The force on any particle is then a weighted sum over all force fields

$$f_{\alpha}(\mathbf{R}) = \sum_{i=1}^n w_i f_{i,\alpha}(\mathbf{R}).$$  (1)

The weight $w_i$ of force field $i$ is determined by the distance of the instantaneous collective variable, $z = (z_1, z_2, \ldots, z_k)$, to the center of cluster $C_i$

$$d^2(\mathbf{z}, \mu_i) = \sum_{j=1}^k \left( \frac{z_j - \mu_{j}^{(i)}}{\sigma_{j}^{(i)}} \right)^2,$$  (2)

where the scaling by $\mathbf{\sigma}_j$ normalizes the contribution of each interaction. This distance is compared to the spatial extent of cluster $C_i$, defined from the L2-norm $|\mathbf{\sigma}_j|$. The weight is defined as

$$w_i = \begin{cases} 1, & \text{if } d(z, \mu_i) \leq |\mathbf{\sigma}_j| \\ \exp\left(-\frac{d(z, \mu_i) - |\mathbf{\sigma}_j|}{\alpha}\right), & \text{otherwise.} \end{cases}$$  (3)

The scaling factor $\alpha$ smoothly dampens the contribution of force field $i$ to avoid numerical instabilities upon integrating the equations of motion. A value of $\alpha$ that is small compared to the spatial extent of any cluster center avoids the blurring of the different potential energy surfaces.

The mixing of several force fields, as described in Eqn. 1, can easily lead to unphysical behavior, even from a weak contribution of a surface containing large restoring forces. To avoid such a behavior, we restrict the mixing as much as possible. This is achieved by defining the first $n - 1$ surfaces that are localized to a cluster

![FIG. 1. The conformational space of the system is projected onto the interactions $\{\zeta_j\}$ and subdivided into regions of high density. Each one is identified by a cluster $C_j$, with center $\mu_j^{(i)}$ and size $\sigma_j^{(i)}$. To each cluster is associated a local force field. The system then hops between force fields—or surfaces. The remaining white region is modeled by a general, fallback force field.](image-url)
center, while the last force field \( n \) embodies the default option. This fallback surface is thus not associated to any cluster center, but instead parametrized from the rest of the trajectory that has not yet been considered. We compute the weights \( w_i \) (Eqn. 3) for the first \( n - 1 \) surfaces, keep only the one with the largest contribution \( w_1 = \max_{n < i \leq n} w_i \), and assign the rest of the weight to the fallback surface, \( w_n = 1 - w_1 \). As such, the surface mixing described in Eqn. 1 is always limited to the closest cluster center and the fallback force field. When the system is far from any cluster center, it relies solely on the cluster center and the fallback force field. When the system described in Eqn. 1 is always limited to the closest cluster center and the fallback force field. When the system is far from any cluster center, it relies solely on the cluster center and the fallback force field. When the system is far from any cluster center, it relies solely on the cluster center and the fallback force field.

While the algorithm described above yields surface hopping, it doesn’t ensure the correct probabilities of sampling each surface. To this end, the ultra coarse-graining framework matches the transition rates through a self-consistent optimization [17]. Here we simply enforce the system to sample each surface \( i \) such that the time average \( \langle w_i \rangle \), taken as a proxy of its canonical probability, matches the target probability \( p_i \) available upon partitioning of the conformational space. The matching is enforced by locking the system that is currently visiting surface \( i \) on that force field until \( \langle w_i \rangle \approx p_i \). In practice, we let the system escape from surface \( i \) once \( \langle w_i \rangle \geq 0.98 p_i \). While we only constrain a lower bound on sampling each surface, our experience so far indicates that it is sufficient to recover the right probabilities.

All simulation details are described in the Supporting Information (SI). An ESPResSo++ [31] implementation of the surface-hopping scheme is available online [32], as well as all simulation and analysis scripts [33].

**Hexane.** We first consider a 3-site representation for hexane, which represents subsequent pairs of carbon atoms with a CG site. The CG potential employed bonded interactions between subsequent pairs of sites along the chain and an angle-bending interaction between the three CG sites. This CG model was first described in Rühle et al. [34]. The force-matching-based multiscale coarse-graining (MS-CG) method applied to the reference atomistic (AA) trajectory led to significant structural discrepancies, as seen in the 1-dimensional bending-angle distribution (Fig. 2b). MS-CG overpopulates small-angle states \((100^\circ < \theta < 120^\circ)\), while underpopulating the high-angle states \( (\theta > 150^\circ) \). Rudzinski and Noid later demonstrated that these discrepancies arise due to bond-angle cross-correlations that cannot be reproduced with the molecular-mechanics interaction set [35]. They applied an iterative generalized Yvon-Born-Green (iter-gYBG) scheme to reproduce the independent bond and bending-angle reference AA distributions, albeit at the cost of accuracy in the cross-correlations. The discrepancies in the cross-correlations between bond and bending angle generated by these models is illustrated by the free-energy surfaces (FESs) in Fig. 3. The AA model displays a complex surface made of four major minima, located asymmetrically on the surface. The symmetry of the iter-gYBG model, on the other hand, clearly illustrates the additivity of the interactions in the Hamiltonian: all large-bond states are more populated than the small-bond states, irrespective of the angle.

A clustering of conformational space in two surfaces (i.e., 2S model) leads to: (2S-1) the highest angle state coupling to the large bond state (cluster center: \( b = 0.26 \) nm, \( \theta = 170^\circ \)) and the fallback surface (2S-2). Fig. 2a shows how a 3-state CG model discriminates between: (3S-1) the highest angle state—identical to 2S-1; (3S-2) two intermediate angles \((\theta \approx 125^\circ, \theta \approx 155^\circ)\) with large bond; and the fallback surface (3S-3): an intermediate and a low angle state \((\theta \approx 155^\circ, \theta \approx 105^\circ)\) around both small and large bond states.

Fig. 2b displays the bending-angle canonical distributions for the different CG models. We find that 2S and 3S systematically refine the agreement with the AA distribution as compared to MS-CG: they lower the artificially large populations of small-angle states and increase the artificially-low populations of high-angle states. The 3S model reproduces the AA angle distribution remarkably accurately, with only a slightly-low population around \( \theta \approx 105^\circ \). In addition, the interaction potentials become more localized: while the MS-CG potential is extremely broad, the different 3S potentials are better confined.

The effect of the surface hopping technique is even more apparent in the FES. The 2S model demonstrates significant improvement relative to the standard
molecular-mechanics force field by more accurately representing the heterogeneous populations of high-angle states. The 3S model further corrects the populations, especially for the low-angle states.

Tetraalanine: As a second system, we consider an implicit-solvent, 1-site-per-amino-acid representation for Ala$_4$ [36]. Each bead was placed at the position of the alpha carbon on the peptide backbone. The CG force field employed bonded interactions between subsequent pairs of sites along the peptide chain, two angle-bending interactions, a dihedral interaction, $\psi$, and an additional effective bond between the terminal beads of the chain, $R_{1-4}$.

Both MS-CG and iter-gYBG models displayed two notable discrepancies on the FES (Fig. 4 and SI): a spurious region of intermediates ($\psi \approx 90^\circ$, $R_{1-4} \approx 0.9$ nm) and the extended state stabilized at too large dihedrals ($\psi \approx -90^\circ$, $R_{1-4} \approx 0.6$ nm). Surface-hopping models with 2 and 3 surfaces suppress both regions. Further, a 4S model (SI) shows structural accuracy on par with 3S.

Beyond structural properties, the dynamics also show significant improvements. We monitor the transition kinetics between the helical (H) and extended (E) metastable basins (Fig. 5a), identified from a Markov state model analysis [37, 38] of the reference AA simulation [36, 39]. We focus on ratios of mean-first-passage times to factor out any homogeneous speedup factor due to coarse-graining. While the MS-CG and iter-gYBG models display serious discrepancies, the surface hopping schemes are significantly closer to the AA result (Fig. 5b). We observe a systematic improvement as a function of the number of surfaces, where 4S reproduces the reference AA observable virtually quantitatively. Division of the MB-PMF into distinct regions results in a simplification of the individual target structures that can be more accurately described with a conventional molecular mechanics force field. As a consequence, the surface-hopping technique not only improves the description of the basin minima, but also the free-energy barriers between basins and, thus, also the slow kinetic processes, up to an arbitrary speedup factor [40].

The systems considered in this work highlight the capability of the surface-hopping scheme: to introduce cross-correlations between interaction terms beyond the additivity assumption of the Hamiltonian. Our results demonstrate improved structural and kinetic accuracy for CG models beyond state-of-the-art techniques. This improvement is due not only to the introduction of cross-
correlations between interactions, but also to the simplification of the target surface when determining each force field. In particular, we have found that as the number of surfaces increases, the distributions within each basin become increasingly unimodal, resulting in very simple interaction potentials and systematically improving the accuracy of the model. Alternative strategies to our method could include: a potential expressed as the product of multiple interactions or a new interaction acting as a proxy for the cross-correlations between existing terms. While the former would likely require significant reference sampling, identifying suitable candidates makes the latter approach challenging. Furthermore, the flexibility of coupling any set of interactions makes our approach amenable to scaling up to larger systems. Beyond our results, we expect the accurate description of cross-correlations between interaction terms to have broad impact for condensed-matter modeling across scales.
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