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Abstract. In this paper, we study the action of diamond operators on Hilbert modular forms with coefficients in a general commutative ring. In particular, we generalize a result of Chai on the surjectivity of the constant term map for Hilbert modular forms with nebentype to the setting of group ring valued modular forms. As an application, we construct certain Hilbert modular forms required for Dasgupta–Kakde’s proof of the Brumer–Stark conjecture at odd primes. Since the forms required for the Brumer–Stark conjecture live on the non-PEL Shimura variety associated to the reductive group $G = \text{Res}_{F/Q}(\text{GL}_2)$, as opposed to the PEL Shimura variety associated to the subgroup $G^* \subset G$ studied by Chai, we give a detailed explanation of theory of algebraic diamond operators for $G$, as well as how the theory of toroidal and minimal compactifications for $G$ may be deduced from the analogous theory for $G^*$.

1. Introduction

1.1. The Brumer–Stark conjecture. Ribet’s method is a powerful technique that allows one to relate special values of $L$-functions to certain associated Galois cohomology classes and thereby make progress on Bloch–Kato type conjectures. Beyond Ribet’s original work [22], the technique was used by Mazur–Wiles [18] and Wiles [28] to prove the Iwasawa main conjecture for Hecke characters of totally real fields; by Skinner–Urban [25] to prove the Iwasawa main conjecture for elliptic curves over $\mathbb{Q}$; and by Darmon, Dasgupta, Kakde, Pollack, and Ventullo to prove the Gross–Stark conjecture [6], [5]. In each case one begins with a suitable automorphic form whose constant terms at a certain cusp are equal to, or at least divisible by, the $L$-function under study. This automorphic form is typically an Eisenstein series. One then proves that this Eisenstein series is congruent to a cuspidal form modulo the $L$-value. The construction of this cusp form is a delicate process, and provides the motivation for the study undertaken in this paper.

In recent work [7], Dasgupta and Kakde prove the Brumer–Stark conjecture away from $p = 2$. In a sequel, they prove an exact $p$-adic analytic formula for Brumer–Stark units that had been conjectured earlier by Dasgupta, thereby making progress on Hilbert’s 12th problem [8]. Both of these papers apply suitable generalizations of Ribet’s method. In this context, the relevant automorphic forms are group ring valued Hilbert modular forms for $F$. The purpose of the present paper is to prove the existence of certain Hilbert modular forms that are applied in those works.

One result of this paper is the existence of a group ring valued modular form with constant terms 1—or more generally any possible system of constant terms—at all $p$-unramified cusps. This is a generalization of a result of Chai [2] used by Wiles to prove the Iwasawa Main Conjecture [28]. Another result is the existence of a Hilbert modular form $V$ lifting the Hasse invariant, a mild generalization of a result of Hida [27, Lemma 1.4.2].

1.2. Statement of results. Let $F$ be a totally real field and $n \subset \mathcal{O}_F$ an ideal. We consider Hilbert modular forms for the group $G = \text{Res}_{F/Q}(\text{GL}_2)$. More precisely, following Shimura [24], let $M_k(n, \mathbb{C})$ denote the space of Hilbert modular forms of weight $k$ and level $\Gamma_1(n)$. Let $G_n^+$ denote
the narrow ray class group of conductor $n$, and consider a character $\psi: G_n^+ \to \mathbb{C}^\times$. There is an action of $G_n^+$ on $M_k(n, \mathbb{C})$ such that that $\psi$-isotypic component, $M_k(n, \psi, \mathbb{C}) := M_k(n, \mathbb{C})^\psi$, consists of those modular forms of nebentype $\psi$.

There is a $G_n^+$-equivariant constant term map

$$\text{const}: M_k(n, \mathbb{C}) \to C_k(\mathbb{C}),$$

where $C_k(\mathbb{C}) \cong \bigoplus_{\text{Cusp}(n)^*} \mathbb{C}$, although this identification is not entirely canonical, as we will discuss.

Here $\text{Cusp}(n)^* \subset \text{Cusp}(n)$ are the admissible cusps for the weight $k$, defined in §4.6. Using the theory of algebraic modular forms and their $q$-expansions, one can define for any ring $R$ the modules $M_k(n, R), C_k(R)$, as well as a constant term map $\text{const}: M_k(n, R) \to C_k(R)$.

Now fix a prime $p$, let $R$ be a $\mathbb{Z}_{(p)}$-algebra, and consider a character $\psi: G_n^+ \to R^\times$. By restricting the constant term map to only the admissible cusps $\text{Cusp}(n)^*_p$ which are “$p$-unramified” (§4.6), we obtain a $G_n^+$-equivariant constant term map:

$$\text{const}_p: M_k(n, R) \to C_{p, k}(R) \cong \bigoplus_{\text{Cusp}(n)^*_p} R.$$

In §8.2 we prove:

**Theorem 1.** For $k$ sufficiently large, $\text{const}_p$ is surjective. Moreover, the restriction of $\text{const}_p$ to the $\psi$-isotypic components,

$$M_k(n, R)^\psi \to C_{p, k}(R)^\psi,$$

is also surjective.

This theorem is the main input to [7], [8] proven in this paper. The proof of Theorem 1 follows that of an analogous theorem of Chai [2] Proposition in §4.5, using the interpretation of $M_k(n, R)^\psi$ as the space of global sections of a certain line bundle on a projective scheme.

Let us highlight three differences between our result and that of Chai. (1) We work with $R$-valued modular forms, rather than classical forms over $\mathbb{Z}$. (2) We work with Hilbert modular forms associated to the reductive group $G = \text{Res}_{F/\mathbb{Q}} \text{GL}_2$, while Chai works with those associated to a certain subgroup $G^* \subset G$. Here $G^*$ is the algebraic subgroup of $G$ whose $\mathbb{Q}$-points are the matrices in $\text{GL}_2(F)$ with determinant lying in $\mathbb{Q}$. This means that we are studying a different space of modular forms than in [2]. More importantly, this allows us to incorporate the full group of diamond operators $G_n^+$, rather than the kernel of the canonical map $G_n^+ \to G_n^+$ as in [2]. (3) As $R$ is assumed to be a $\mathbb{Z}_{(p)}$-algebra, we are able to include all of the $p$-unramified cusps $\text{Cusp}_p(n) \subset \text{Cusp}(n)$ rather than the smaller set of unramified cusps $\text{Cusp}_\infty(n) \subset \text{Cusp}(n)$ considered in [2]. This is an important generalization because the diamond operators do not act freely on $\text{Cusp}_p(n)$, making certain computations more involved than the analogous ones in [2]. All of these generalizations are essential in the applications in [7] and [8].

In §8.3 we prove a lifting result under certain restrictive hypotheses. Suppose that $R$ is a good ring (see Definition 8.7). In particular, $2N_{F/\mathbb{Q}}(n)$ is invertible in $R$. Fixing an ideal $I \subset R$, there is a reduction map

$$M_k(n, R) \to M_k(n, R/I)$$

compatible with the reduction of constant terms $C_k(R) \to C_k(R/I)$.

**Theorem 2.** For $k$ sufficiently large, the cokernel of $M_k(n, R) \to M_k(n, R/I)$ equals the cokernel of

$$C_k(R) \to C_k(R/I).$$
Moreover, the restriction to the $\psi$-isotypic components

$$M_k(n, R)^\psi \to M_k(n, R/I)^\bar{\psi}$$

has cokernel equal to the cokernel of $C_k(R)^\psi \to C_k(R/I)^\bar{\psi}$. In particular, the reduction of cusp forms with fixed nebentype, $S_k(n, R)^\psi \to S_k(n, R/I)^\bar{\psi}$, is surjective.

The requirement that $N_{F/Q}(n)$ is invertible in $R$ is quite restrictive, but we expect this requirement can be weakened. The method of proof, involving the computation of the action of $G_1^+$ on $q$-expansions at all cusps, may be of independent interest.

In §8.4 we prove the following result, which is a mild generalization of a result of Hida whose statement and proof appear in Lemma 1.4.2 of the paper [27] of Wiles. Let $p$ be a prime. We denote by $M_k((1), 1, \mathbb{Z}(p))$ the space of modular forms over $(\mathbb{Z}(p))$ of weight $k$, level 1, and trivial nebentype.

**Theorem 3.** Fix $n > 0$. For $k$ sufficiently large and divisible by $(p - 1)$, there exists a form $V \in M_k((1), 1, \mathbb{Z}(p))$ whose $q$-expansions (at all cusps) are congruent to 1 modulo $p^n$.

This form $V$ is needed for the applications of [7], [8]. The Hida–Wiles version of this result does not require $V$ to have level 1 and trivial nebentype; their construction uses the theta series associated to a certain cyclotomic extension of $F$. One could deduce our strengthening from their result by averaging, but this would require an understanding of the $q$-expansion of the theta series at all cusps. It is more convenient to prove the existence of a modular form with $q$-expansion congruent to 1 mod $p$ at all cusps via a geometric argument by lifting the Hasse invariant, as in [1]. This is the strategy that we employ.

1.3. Exposition. In some sense, much of this paper is expository. However, many of the results in the literature are not in the form necessary to be applied to [7], [8]. This is because many results are proven only for Hilbert modular forms for the group $G^*$ instead of $G$, but also because careful descriptions relating classical cusps and $q$-expansions to the algebraic theory defined by Rapoport [21] are not available.

We have used the language of analytic and algebraic stacks in this paper (see Appendix A for details). Much of the literature avoids this via the use of auxiliary level structures. However, in this paper, we cannot simply prove results for modular forms of level $\Gamma_1(n) \cap \Gamma(M)$, for some $M > 3$ coprime to $n$, and then formally descend these results to level $\Gamma_1(n)$. Our results are sensitive to $p$-integral structures, so we would need to choose $M$ such that $\text{SL}_2(\mathcal{O}/\mathcal{M}\mathcal{O})/\{\pm I\}$ has order coprime to $p$, and this is not possible for small $p$.

There are many foundational works on algebraic Hilbert modular forms for $G^*$ (e.g. [21], [14], [2], [9]), as well as more recent works which study algebraic Hilbert modular forms for $G$ (e.g. [15], [10]). Unlike these works, we study algebraic Hilbert modular forms for $G$ by directly working with the Shimura variety associated to $G$, instead of the PEL type Shimura variety associated with $G^*$. This requires the use of certain stacks which are not Deligne–Mumford, as their inertia groups are infinite discrete groups (see §3.1, §3.3). However, this excursion into non-algebraic stacks is merely an intermediate step in the definition of algebraic stacks, whose algebraicity is verified, by descent, from the algebraic stacks constructed by Rapoport [21]. Despite this complication, the use of these stacks is not difficult, makes many constructions more canonical, and eliminates the need to keep track of polarizations. For example, the use of $G$-Shimura varieties and the language of stacks helps in:

1. comparing Shimura normalizations for $q$-expansions ([24], used in Dasgupta–Kakde [7], [8]) with that used in the algebraic literature (Rapoport [21], Chai [2]);
(2) discussing the simple moduli-theoretic interpretation of \( G \)-Shimura varieties in terms of unpolarized complex tori with real multiplication;
(3) describing the \( G_n^+ \)-action on toroidal compactifications and \( q \)-expansions.

We thank Samit Dasgupta and Mahesh Kakde for carefully explaining their work, and for many other conversations regarding this paper. We thank Brian Conrad for helpful conversations during the writing of this paper. We thank Matthieu Romagny and Ching-Li Chai for their comments.

Notation

Throughout this paper, \( F \) denotes a totally real number field, \( \mathfrak{n} \subset \mathcal{O}_F \) an ideal, \( U^+ \) the totally positive units, and \( U_{1,n} \) the units congruent to 1 modulo \( n \). We define \( D_n = U^+/\langle U_{1,n} \rangle^2 \).

In §3, we introduce the Shimura varieties \( \text{Sh}_{G^*,K_\lambda} \) and \( \text{Sh}_{G,K} \), while in §6 we introduce their algebraic counterparts, the algebraic stacks \( \tilde{M}_{\mathcal{P}} \) and \( \tilde{M} \). In both the analytic and algebraic settings, \( \omega \) denotes the Hodge line bundle. The coarse moduli space of \( \tilde{M} \) is denoted by \( \tilde{M} \), the partial toroidal compactification by \( \tilde{M}_{\text{partial}} \), and the minimal compactification by \( \tilde{M}_{\text{min}} \).

The connected components of \( \tilde{M} \) are indexed by “component labels” (§4.2), typically denoted by \( \alpha \), while the cusps of \( \tilde{M} \) are indexed by “cusp labels” (§4.4), typically denoted by \( C \). The modules of \( q \)-expansions and constant terms at a cusp label \( C \) are denoted \( Q_{k,C} \) and \( C_{k,C} \) respectively.
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2. Analytic Hilbert modular forms for \( G \)

2.1. Class groups. We consider the groups \( G_n^+ = \text{Cl}^+(F,\mathfrak{n}) \) and \( G_n = \text{Cl}(F,\mathfrak{n}) \), the narrow and wide ray class groups of conductor \( \mathfrak{n} \), respectively.

Let \( I_n \) denote the group of prime-to-\( \mathfrak{n} \) fractional ideals \( N \subset F \). Let \( (F_{1,n})^+ \subset F^* \) denote the subgroup of totally positive elements, coprime to \( \mathfrak{n} \), and \( \equiv 1 \) (mod \( \mathfrak{n} \)). Let \( U_{1,n}^+ \) denote the group of totally positive units of \( \mathcal{O}_F \) congruent to 1 (mod \( \mathfrak{n} \)). There is an exact sequence

\[
0 \to U_{1,n}^+ \to (F_{1,n}^*)^+ \to I_n \to G_n^+ \to 0.
\]
Let $I_{pn}$ denote the group of prime-to-$pn$ fractional ideals $N \subset F$. Let $(F^*)' \subset F^*$ denote the subgroup of totally positive elements, coprime to $pn$, and $\equiv 1 \mod n$. There is an exact sequence

$$0 \to U_{1,n}^+ \to (F^*)' \to I_{pn} \to G_n^+ \to 0.$$  

2.2. **Algebraic Hecke characters.** Let $S_\infty$ denote the set of infinite places. For any place $v \not\in S_\infty$, let $\mathcal{O}_v^+ \subset \mathcal{O}_v$ denote the subgroup of elements congruent to 1 (mod $n\mathcal{O}_v$). Of course, this is just $\mathcal{O}_v^*$ if $v \mid n$. Consider the complex Lie group

$$H_n := F^*/(A_F^* \times (F \otimes \mathbb{C})^*)/ \prod_{v \not\in S_\infty} \mathcal{O}_v^+ \backslash (I_n \times (F \otimes \mathbb{C})^*).$$

There is an exact sequence

$$0 \to (\mathbb{C} \otimes F)^*/U_{1,n} \to H_n \to G_n \to 0.$$  

Consider an (algebraic) Hecke character of $F$, i.e. a holomorphic character $\chi: H_n \to \mathbb{C}^*$. The restriction

$$\chi_\infty := \chi|_{(\mathbb{C} \otimes F)^*}: (\mathbb{C} \otimes F)^* \to \mathbb{C}^*$$

must be $U_{1,n}$-invariant. In particular, $\chi_\infty = N_{F/Q}^k$ for some $k \in \mathbb{Z}$, for the norm character $N_{F/Q}: (\mathbb{C} \otimes F)^* \to \mathbb{C}^*$. Define $\chi_f: G_n^+ \to \mathbb{C}^*$ by

$$\chi_f(a) := \chi|_{I_n}(a) \cdot |N_{F/Q}(a)|^k.$$  

**Lemma 2.1.** The Hecke characters $\chi: H_n \to \mathbb{C}^*$ are in bijection with the pairs

$$(k \in \mathbb{Z}, \chi_f: G_n^+ \to \mathbb{C}^*)$$

such that $\chi_f((\alpha)) = \text{sgn}(N_{F/Q}(\alpha))^k$ for all $\alpha \in F_{1,n}^*$.  

Note that this condition implies that $N_{F/Q}(U_{1,n})^k = 1$, since $\chi_f(U_{1,n}) = 1$.

**Proof.** As the restriction of $\chi$ to $(\mathbb{C} \otimes F)^*/U_{1,n}$ is a power of the norm, $\chi$ factors through the group $H_n'$, defined to be the push-out of $H_n$ along $N_{F/Q}$:

$$
\begin{array}{c c}
0 & \to (\mathbb{C} \otimes F)^*/U_{1,n} \\
\text{N}_{F/Q} & \downarrow \\
0 & \to (\mathbb{C} \otimes F)^*
\end{array}
\quad
\begin{array}{c c c c c c c}
\to H_n & \to G_n & \to 0 \\
\downarrow & \downarrow & \\
\to H_n' & \to G_n & \to 0.
\end{array}
$$

There is an isomorphism

$$H_n' = (I_n \times \mathbb{C}^*)/F_{1,n}^* \cong (G_n^+ \times \mathbb{C}^*)/F_{1,n}^*,$$

defined by $(a, z) \mapsto (a, |N_{F/Q}(a)|^{-1}z)$. Note that, for $\alpha \in F_{1,n}^*$, the isomorphism sends $(\alpha, N_{F/Q}(\alpha))$ to $(\alpha, \text{sgn}(N_{F/Q}(\alpha)))$. Therefore the algebraic characters of $H_n'$ are in bijection with the algebraic characters $G_n^+ \times \mathbb{C}^* \to \mathbb{C}^*$, $(a, z) \mapsto \chi_f(a)^k z^k$, subject only to the requirement that

$$\chi_f((\alpha))\text{sgn}(N_{F/Q}(\alpha))^k = 1$$

for all $\alpha \in F_{1,n}^*$.

We say that such a character $\chi_f$ is *compatible* with the weight $k$. Given any character $\chi_f: G \to \mathbb{C}^*$, we say $\text{sgn}(\chi_f) = (-1)^k$ if $\psi$ is compatible with the weight $k$.

**Definition 2.2.** A weight $k$ is *admissible* if $N_{F/Q}(U_{1,n})^k = 1$. Equivalently, $k$ is admissible if there exists a character $\chi_f$ compatible with $k$.  

\[ \square \]
2.3. Adelic Hilbert modular forms. Define $K_f = \prod_{v \notin S_{\infty}} K_v \subset \text{GL}_2(\mathcal{O}_F)$ to be the pre-image, under reduction mod $n$, of \[
\begin{pmatrix} * & * \\ 0 & 1 \end{pmatrix} \in \text{GL}_2(\mathcal{O}_F/n).
\]

Consider the space
\[
X_n := \text{GL}_2^+(F)\backslash \text{GL}_2(\mathbb{A}_F^f) \times \text{GL}_2^+(F \otimes \mathbb{R})/K_f.
\]

Let $\text{Isom}_{F \otimes \mathbb{R}}((F \otimes \mathbb{R})^2, F \otimes \mathbb{C})$ denote the set of $(F \otimes \mathbb{R})$-isomorphisms $(F \otimes \mathbb{R})^2 \cong F \otimes \mathbb{C}$. This set has a natural complex-analytic structure. Fixing an isomorphism $(F \otimes \mathbb{R})^2 \cong F \otimes \mathbb{C}$ by sending $e_1 \rightarrow 1 \otimes i$ and $e_2 \rightarrow 1 \otimes 1$, one obtains an isomorphism $\text{GL}_2(F \otimes \mathbb{R}) \cong \text{Isom}_{F \otimes \mathbb{R}}((F \otimes \mathbb{R})^2, F \otimes \mathbb{C})$. In this way, $\text{GL}_2^+(F \otimes \mathbb{R})$ is given a complex-analytic structure. Moreover, the group $(F \otimes \mathbb{C})^*$ acts holomorphically on $\text{GL}_2^+(F \otimes \mathbb{R})$, via scaling on $F \otimes \mathbb{C}$.

Viewing $(\mathbb{A}_F^f)^*$ as scalar matrices in $\text{GL}_2(\mathbb{A}_F^f)$, the group $H_n$ acts holomorphically on $X_n$ via right-multiplication.

There is an identification
\[
\mathcal{H}^n = \{ z \in (\mathbb{C} \otimes F)^* : \text{Im}(z) \in (\mathbb{R} \otimes F)^+ \},
\]
where $n = [F : \mathbb{Q}]$, using a fixed ordering of the infinite places of $F$. We will never reference this ordering, and always work with the more canonical space on the right of this equation. The group $\text{GL}_2^+(F \otimes \mathbb{R})$ acts on $\mathcal{H}^n$ via fractional linear transformations.

We also consider the space
\[
Y_n := \text{GL}_2(\mathbb{A}_F^f) \times \mathcal{H}^n/K_f.
\]

For a function $f : Y_n \rightarrow \mathbb{C}$, an element $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2^+(F \otimes \mathbb{R})$, and weight $k \in \mathbb{N}$, define the \textbf{weight $k$ slash operator} $f|_{k,g}(gf,z) = N_F/\mathbb{Q}(cz+d)^{-k}f(gf, \frac{az+b}{cz+d})$. There is a bijection between
\[
\{ f : Y_n \rightarrow \mathbb{C} : f|_{k,g} = f \forall g \in \text{GL}_2^+(F) \}
\]
and
\[
\{ \varphi : X_n \rightarrow \mathbb{C} : \varphi(gx^{-1}) = N_{F/\mathbb{Q}}(x)\varphi(g) \forall g \in \text{GL}_2^+(\mathbb{A}_F), \ x \in (F \otimes \mathbb{C})^* \},
\]
given by sending $f$ to the function $\varphi(gf, g) := f|_{k,g}(gf, (i, \ldots, i))$.

Fix a character $\chi : H_n \rightarrow \mathbb{C}^*$, corresponding to the pair $(k \in \mathbb{N}, \chi_f : G_n^+ \rightarrow \mathbb{C}^*)$.

**Definition 2.3.** A \textbf{holomorphic Hilbert modular form} of level $\Gamma_1(n)$, parallel weight $k$, and \textbf{central character} $\chi|_{\mathbb{A}_F^f}$ is a function $\varphi : X_n \rightarrow \mathbb{C}$ such that $\varphi(g \cdot h^{-1}) = \chi(h)\varphi(g)$ for all $g \in \text{GL}_2^+(\mathbb{A}_F), h \in H_n$. In particular, there exists a function $f : Y_n \rightarrow \mathbb{C}$ corresponding to $\varphi$ via the weight $k$ slash operation. We further require that for fixed $gf \in \text{GL}_2(\mathbb{A}_F^f)$ the function $z \mapsto f(gf, z)$ is holomorphic, and of \textbf{moderate growth} as $N_{F/\mathbb{Q}}(\text{Im}(z)) \rightarrow \infty$.

**Remark 2.4.** We will not discuss the growth condition until §4 where it will be precisely the condition required to ensure that $q$-expansions have only non-negative terms. In fact, when $F \neq \mathbb{Q}$, the Koecher principle implies that the growth condition is automatic.

These functions are said to have \textbf{nebentype} $\psi = \chi_f^{-1}$. We denote the space of such functions by $M_k(n, \psi, \mathbb{C})$. Similarly, define $M_k(n, \mathbb{C})$ as the as the set of functions $\varphi$ such that $\varphi(g \cdot h^{-1}) = \chi(h)\varphi(g)$ for all $h \in (F \otimes \mathbb{C})^*$, with the same additional conditions of holomorphy and growth. Since $M_k(n, \mathbb{C})$ is finite-dimensional, any such function decomposes into eigenfunctions for the larger group $H_n$, and hence
\[
M_k(n, \mathbb{C}) = \oplus_{\psi} M_k(n, \psi, \mathbb{C}).
\]
Remark 2.5. For $k > 0$, the central characters $\chi|_{A_F^+}$ we are considering are not unitary, as $\chi_\infty|_{(F \otimes \mathbb{R})^*} = N_F^k/\mathbb{Q}$. The space of holomorphic modular forms with central character $(x_f, x_\infty) \mapsto \chi(x_f, x_\infty)$ can be related to a similarly defined space of functions with unitary central character $(x_f, x_\infty) \mapsto \chi(x_f, x_\infty)N_F/Q(x_\infty)^k$, by sending $\varphi$ to the function 

$$(g_f, g_\infty) \mapsto N_F/Q(|\det(g_\infty)|)^{-k/2}\varphi(g_f, g_\infty).$$

In terms of functions on $Y_n$, this unitary normalization corresponds to using a different slash operation $f|_{k,g} := N_F/Q(|\det(g)|)^{k/2}f|_{k,g}$.

We denote the respective spaces of functions by $M_k^{\text{hol}}(n, C)$ and $M_k^{\text{uni}}(n, C)$, and the twist defined above yields an isomorphism $M_k^{\text{hol}}(n, C) \cong M_k^{\text{uni}}(n, C)$.

Remark 2.6. As we have mentioned, $X_n$ is naturally a complex-analytic space, and holomorphic Hilbert modular forms are (certain) holomorphic functions on $X_n$. One advantage of studying the complex-analytic space $X_n$, as opposed to the Shimura variety $Sh_{G,K}$ discussed in §3.1 below, is that Hilbert modular forms of non-parallel weight are naturally sections of certain holomorphic line bundles on $X_n$, while only those HMFs of parallel weight are sections of holomorphic line bundles on $Sh_{G,K}$. We will not consider non-parallel weights in this paper.

2.4. Classical Hilbert modular forms. For each class $\lambda$ in the narrow class group $Cl^+(F)$, we choose a representative fractional ideal $t_\lambda$. Let $n \subset O_F$ be an ideal, and assume that the representative ideals $t_\lambda$ have been chosen to be relatively prime to $n$. Define the groups

$$\Gamma_{0,\lambda}(n) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2^+(F) : a, d \in O_F, c \in t_\lambda n, b \in (t_\lambda n)^{-1}, ad - bc \in O_F^* \right\},$$

$$\Gamma_{1,\lambda}(n) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_{0,\lambda}(n) : d \equiv 1 \pmod{n} \right\}.$$

Here $\mathfrak{d}$ denotes the different ideal of $F$.

By the strong approximation theorem,

$$X_n = \prod_{\lambda \in Cl^+(F)} \Gamma_{1,\lambda}(n) \backslash GL_2^+(F \otimes \mathbb{R}).$$

More precisely, there exist elements $g_\lambda := \begin{pmatrix} x_\lambda & 0 \\ 0 & 1 \end{pmatrix} \in GL_2(A_F^+)$ such that:

- The subgroup of $GL_2^+(F)$ preserving $\coprod_v \{g_\lambda\} K_v \subset GL_2(A_F^+)$ equals $\Gamma_{1,\lambda}(n)$.
- The inclusion $\coprod_v \Gamma_{1,\lambda}(n) \backslash \{(g_\lambda\} K_v \times GL_2^+(F \otimes \mathbb{R})) \simeq X_n$ is a bijection.

These elements $x_\lambda = (x_{\lambda,v})$ are defined by requiring, for all finite places $v$, that 

$$(t_\lambda \mathfrak{d})^{-1}O_{F,v} = x_{\lambda,v}O_{F,v}$$

as fractional ideals of $O_{F,v}$.

This construction implies that $M_k(n, C)$ is in bijection with tuples of functions

$$(f_\lambda : \mathcal{H}^n \to C)_{\lambda \in Cl^+(F)}$$

such that:

1. $f_\lambda$ is holomorphic,
2. $f_\lambda|_{k,\alpha} = f_\lambda$ for all $\alpha \in \Gamma_{1,\lambda}(n)$,
3. $f_\lambda|_{k,\alpha}$ is of moderate growth for all $\alpha \in GL_2^+(F)$. 

Remark 2.7. We further elaborate on the relationship between the “holomorphic” and “unitary” normalizations of the central character mentioned in Remark 2.5.

Shimura [21] defines Hilbert modular forms of level $\Gamma_1(n)$ via a similar definition instead using the modified slash operator $||_{k,g}$, and so the HMFs appearing there agree with what we refer to as the unitary normalization, $M^\text{uni}(n,\mathbb{C})$. The two different slash operators $f|_{k,g}$ and $f||_{k,g}$ agree for $g \in \Gamma_{1,\lambda}(n)$, and so the resulting spaces of classical modular forms, $M^\text{hol}(n,\mathbb{C}) = M_k(n,\mathbb{C})$ and $M^\text{uni}(n,\mathbb{C})$, are equal. However, we will never use this equality, as it is not the isomorphism described in Remark 2.5. The correct isomorphism

$$M^\text{hol}(n,\mathbb{C}) \cong M^\text{uni}(n,\mathbb{C})$$

is given in classical terms by

$$(f_\lambda) \mapsto (|N_F/\mathbb{Q}(t_\lambda d)|^{k/2} f_\lambda).$$

This isomorphism identifies our $M^\text{hol}(n,\psi,\mathbb{C})$ with Shimura’s $M^\text{uni}(n,\psi,\mathbb{C})$.

3. Analytic Hilbert modular varieties

3.1. Hilbert modular varieties. Consider the reductive algebraic group $G = \text{Res}_{F/\mathbb{Q}} \text{GL}_2$. The determinant defines a map

$$\det: G \to \text{Res}_{F/\mathbb{Q}} G_m.$$ 

By taking the preimage of $G_m \subset \text{Res}_{F/\mathbb{Q}} G_m$, define

$$G^* := \det^{-1}(G_m) \subset G.$$ 

We now introduce certain Shimura varieties associated to $G$ and $G^*$. The $G^*$ Shimura varieties are not needed for the analytic theory, and aside from defining them shortly, will not arise for the remainder of §3.

Recall the subgroups $K_\psi \subset \text{GL}_2(F_\psi)$ defined in §2.3 as well as $K_f = \prod K_\psi$. Given the choice of fractional ideal $t_\lambda$ representing $\lambda \in \text{Cl}^+(F)$, there are associated subgroups

$$K_{f,\lambda} := g_\lambda K_f g_\lambda^{-1} \cap \det^{-1}(A^*_\mathbb{Q}) \subset \text{GL}_2(A_F) \cap \det^{-1}(A^*_\mathbb{Q}) = G^*(A_\mathbb{Q})$$

where $g_\lambda \in \text{GL}_2(A_F)$ are the elements defined in §2.4.

These level structures $K_f$ and $K_{f,\lambda}$ define Shimura varieties

$$Sh'_{G,K} = \text{GL}_2(F)^+/(\text{GL}_2(A^*_F) \times \mathcal{H}^n)/K_f$$

$$\cong \prod_{[\lambda] \in \text{Cl}^+(F)} \Gamma_{1,\lambda}(n) \backslash \mathcal{H}^n.$$ 

$$Sh_{G^*,K_{\lambda}} = G^*(Q)^+/(G^*(A^*_Q) \times \mathcal{H}^n)/K_{f,\lambda}$$

$$\cong (\Gamma_{1,\lambda}(n) \cap \det^{-1}(Q)) \backslash \mathcal{H}^n.$$ 

We consider these not as algebraic varieties, but as stacks over the category of complex-analytic spaces (§A.1), defined as the stack quotient of $(\text{GL}_2(A^*_F) \times \mathcal{H}^n)/K_f$ by $\text{GL}_2(F)^+$ (resp. $(G^*(A^*_Q) \times \mathcal{H}^n)/K_{f,\lambda}$ by $G^*(Q)^+$). In particular, the inertia group at a point $x$ equals the stabilizer of $x$ in $\Gamma_{1,\lambda}(n)$ (resp. $\Gamma_{1,\lambda}(n) \cap \det^{-1}(Q)$). The stack $Sh'_{G,K}$ is not rigid, as every point has inertia group containing $Z := U_{1,n}$ = center of $\Gamma_{1,\lambda}(n)$. For this reason, it will also be useful to consider the rigidified stack

$$Sh_{G,K} := \prod_{[\lambda] \in \text{Cl}^+(F)} P\Gamma_{1,\lambda}(n) \backslash \mathcal{H}^n.$$ 

(5)
where $P\Gamma_{1,\lambda}(n) := \Gamma_{1,\lambda}(n)/Z$.

There is a surjective covering map

$$\coprod_{[\lambda] \in \text{Cl}^+(F)} \text{Sh}(G^{r,K_{\lambda}}) \to \text{Sh}(G,K).$$

Since $U^+ = \det(\Gamma_{1,\lambda}(n))$, it is easy to see that the group $U^+$ acts on $\text{Sh}(G^{r,K_{\lambda}})$, so that

$$\text{Sh}(G,K) = \coprod_{[\lambda] \in \text{Cl}^+(F)} \text{Sh}(G^{r,K_{\lambda}})/U^+.$$  \hspace{1em} (6)

Passing to the rigidification, we find that

$$\text{Sh}(G,K) = \coprod_{\lambda} \text{Sh}(G^{r,K_{\lambda}})/D_n,$$  \hspace{1em} (7)

where $D_n := U^+/(U_{1,n})^2$.

**Remark 3.1.** The stack $\text{Sh}(G^{r,K_{\lambda}})$ depends on the fractional ideal $t_{\lambda}$; if $[\lambda_1] = [\lambda_2] \in \text{Cl}^+(F)$, there is a non-canonical isomorphism $\text{Sh}(G^{r,K_{\lambda_1}}) \cong \text{Sh}(G^{r,K_{\lambda_2}})$. However, two such isomorphisms differ by the action of $U^+$, and so $\text{Sh}(G^{r,K_{\lambda}})/U^+$ and $\text{Sh}(G^{r,K_{\lambda}})/D_n$ depend only on the class $[\lambda] \in \text{Cl}^+(F)$ up to canonical isomorphism.

### 3.2. Moduli interpretation.

Let $H$ be a locally free $\mathcal{O}_F$-module of rank $2$, and let

$$\text{Isom}_{\mathbb{R} \otimes \mathcal{O}_F}(\mathbb{C} \otimes \mathbb{Z} F, H \otimes \mathbb{R})$$

denote the space parametrizing $\mathbb{R} \otimes \mathcal{O}_F$-module isomorphisms $h_\infty : \mathbb{C} \otimes F \cong H \otimes \mathbb{R}$. This space has a natural complex-analytic structure.

**Theorem 3.2.** The groupoid $\text{Sh}^{r}_{G,K}(C)$ is equivalent to the groupoid whose objects are triples $(H, \gamma, \bar{h}_\infty)$, where:

- $H$ a locally free, rank $2$ $\mathcal{O}_F$-module;
- $\gamma : \mathcal{O}_F / n\mathcal{O}_F \hookrightarrow H / nH$ is an injective $\mathcal{O}_F$-module homomorphism;
- $\bar{h}_\infty$ is an equivalence class modulo $(\mathbb{C} \otimes F)^*$ of $\mathbb{R} \otimes \mathcal{O}_F$-module isomorphisms

$$h_\infty : \mathbb{C} \otimes F \cong H \otimes \mathbb{R},$$

and whose morphisms are $\mathcal{O}_F$-module isomorphisms $H_1 \cong H_2$ compatible with the extra structures.

More generally, for simply-connected complex analytic spaces $S$, the groupoid $\text{Sh}^{r}_{G,K}(S)$ is equivalent to the groupoid whose objects are triples

$$(H, \gamma, h_\infty, S) : S \to \text{Isom}_{\mathbb{R} \otimes \mathcal{O}_F}(\mathbb{C} \otimes \mathbb{Z} F, H \otimes \mathbb{R})/(\mathbb{C} \otimes F)^*.$$  \hspace{1em} (8)

**Proof.** As this type of result is standard (for example, [21] 1.2.5), we will limit our discussion to the case $S = \mathbb{C}$, in order to define terminology and conventions for later.

Note that the groupoid of triples $(H, \gamma, \bar{h}_\infty)$ is equivalent to the groupoid of triples $(H, \gamma, \bar{h}_\infty)$ such that $H$ is required to be a lattice in $F \oplus F$, i.e. $H \otimes \mathcal{O}_F F = F \oplus F$. We will prove that this latter groupoid is equal to the groupoid quotient (see [4, A.3]) of the set $(\text{GL}(2) \times H)/K_f$ by the left-action of $\text{GL}(2)(F)^+$.  

Consider a triple $(H, \gamma, h_\infty)$ such that $H \otimes \mathcal{O}_F F = F \oplus F$. For each finite place $v$, choose $h_v : (F_v)^2 \to (F_v)^2$ so that:

1. $h_v(\mathcal{O}_{F,v}) = H \otimes \mathcal{O}_{F,v}$;
(2) \( \gamma \otimes O_{F,v} \) equals the composition \( 0 \oplus O_{F,v}/n \xrightarrow{\oplus} O_{F,v}^2 \xrightarrow{h_r \mod n} H/n \otimes O_{F,v} \).

Together with the element \( h_\infty \), this defines an element of \( GL_2(A_F^f) \times GL_2(F \otimes R) \). Note that we view \( h_\infty \) as a matrix via the identification \( i(R \otimes F) \oplus R \otimes F = C \otimes Z F \), and that this identification also gives an inclusion \( (C \otimes F)^* \subset GL_2(F \otimes R) \).

This element \((h_v, h_\infty)\) is well-defined modulo the right-action of \( \prod_{v \notin S_\infty} K'_v \), where \( K'_v \) is the subgroup of \( GL(H \otimes O_{F,v}) \) fixing \( \gamma \otimes O_{F,v} \). This defines a bijection
\[
\{(H, \gamma, h_\infty) : H \otimes F = F \oplus F\} \cong \frac{GL_2(A_F)}{\prod_{v \notin S_\infty} K'_v}.
\]

However, this is not the correct bijection to use - we must replace the matrices \( h_v, h_\infty \) with their inverse-transpose, which we will denote \( g_v, g_\infty \). We obtain a bijection
\[
\{(H, \gamma, h_\infty) : H \otimes F = F \oplus F\} \cong \frac{GL_2(A_F)}{K_f},
\]
where \( K_f = \prod_{v \notin S_\infty} K_v \), as the inverse-transpose of \( K'_v \subset GL_2(F_v) \) equals the subgroup \( K_v \) defined §2.3.

There is a map \( GL_2(A_F)/K_f \rightarrow GL_2(A_F^f) \times H^*_\pm /K_f \), where \( g \in GL_2(F \otimes R) \) is sent to \( g \cdot (i, \ldots, i) \in H^*_\pm \). We obtain a map of sets
\[
\{(H, \gamma, h_\infty) : H \otimes F = F \oplus F\} \rightarrow GL_2(A_F^f) \times H^*_\pm /K_f.
\]

If \( h_\infty : C \otimes F \cong (F \oplus F) \otimes R \) has \( h_\infty^{-1}(e_1) = z_1 \in (C \otimes F)^* \) and \( h_\infty^{-1}(e_2) = z_2 \in (C \otimes F)^* \), that \( g_\infty \cdot (i, \ldots, i) = z_{1}/z_{2} \in (H^*_\pm)^n \).

Isomorphisms of triples \((H, \gamma, h_\infty)\) correspond to the action of \( GL_2(F) \) on the set \( GL_2(A_F^f) \times H^*_\pm /K_f \). Hence, considering the groupoid \( \mathcal{C} \) whose objects are
\[
\{(H, \gamma, h_\infty) : H \otimes F = F \oplus F\},
\]
we obtain an isomorphism of groupoids
\[
\mathcal{C} \cong GL_2(F)/(GL_2(A_F^f) \times H^*_\pm /K_f).
\]

\[\square\]

In fact, the proof above gives:

**Theorem 3.3.** The set \( X_n(C) \) is equivalent to the groupoid whose objects are triples
\[
(H, \gamma, h_\infty : C \otimes Z F \cong H \otimes R),
\]
and whose morphisms are \( O_F \)-module isomorphisms \( H_1 \cong H_2 \) compatible with the extra structures.

More generally, for simply-connected complex analytic spaces \( S \), the set \( X_n(S) \) is equivalent to the groupoid whose objects are triples \((H, \gamma, h_\infty,S) : S \rightarrow Isom_{R\otimes ZO_F}(C \otimes Z F, H \otimes R)) \).

We reinterpret this lattice-theoretic moduli in terms of complex tori.

**Definition 3.4.** An RM **torus** is a compact complex torus \( T \) of complex dimension \( n \), equipped with a map \( \iota : O_F \hookrightarrow \text{End}(T) \).

**Remark 3.5.** Any RM torus is of the form \((C \otimes Z O_F)/H, \) for \( H \) a locally free, rank 2 \( O_F \)-module such that \( H \otimes Z R \cong C \otimes Z O_F \) as \( R \otimes Z O_F \)-modules.
Define a complex-analytic stack \( \mathcal{N}' \) as follows. For each complex-analytic space \( S \), \( \mathcal{N}'(S) \) equals the groupoid whose objects are pairs \((T, \gamma)\), where \( T \to S \) is a family of RM tori, and \( \gamma: (\mathcal{O}_F/\mathfrak{n})_S \to T[\mathfrak{n}] \) is an injection of \( \mathcal{O}_F \)-modules over \( S \).

There is a universal complex torus \( T \to \mathcal{N}' \), with Lie algebra \( \text{Lie}(T) \to \mathcal{N}' \). The sheaf of sections of this vector bundle sends pairs \((T \to S, \gamma)\) to the locally free \( \mathcal{O}_S \)-module \( \text{Lie}_S(T) \). There is an open substack \( \text{Lie}(T)^* \subset \text{Lie}(T) \), defined by triples \((T \to S, \gamma, v)\) such that \((\mathcal{O}_S \otimes F)v = \text{Lie}_S(T)\).

**Proposition 3.6.** The stack \( \text{Sh}'_{G,K} \) is equivalent to \( \mathcal{N}' \), and the complex-analytic space \( X_n \) is equivalent to \( \text{Lie}(T)^* \).

**Proof.** We define an equivalence \( X_n(C) \cong \text{Lie}(T)^*(C) \). The same argument would work for any simply-connected complex-analytic space \( S \) in place of \( C \), giving the result.

We first apply Theorem 3.2 so that instead of \( X_n(C) \), we may consider the groupoid of triples \((H, \gamma, h_\infty)\). Given a triple \((H, \gamma, h_\infty)\), define a triple \((T = H \otimes \mathbb{R}/H, \gamma, v) \in \text{Lie}(T)^*(C)\) as follows. The isomorphism \( h_\infty: C \otimes \mathbb{Z} F \cong H \otimes \mathbb{R} \) makes \( H \otimes \mathbb{R} \) into a \( C \otimes F \)-module. In other words, it endows \( H \otimes \mathbb{R} \) with a complex structure such that the action of \( F \) on \( H \otimes \mathbb{R} \) is holomorphic. Hence \( H \otimes \mathbb{R}/H \) is an RM torus \( T \), with \( \text{Lie}(T) = H \otimes \mathbb{R} \). Morover, \( v := h_\infty(1 \otimes 1) \) defines an element \( v \in \text{Lie}(T)^* \).

3.3. The action of \( H_n \). We define a (non-strict) action of \( I_n \) on \( \mathcal{N}' \) by \( N \cdot (T \to S, \gamma) = (T \otimes N \to S, \gamma N) \).

- If \( S = * \), then \( T \otimes F, N := (\text{Lie}(T) \otimes F, N)/(H \otimes \mathcal{O}_F, N) \). This construction extends in an obvious manner to families.
- The map \( \gamma_N \) is defined as \( \mathcal{O}_F/N \cong N/\mathfrak{n} \gamma N \to H/\mathfrak{n} \otimes N = (H \otimes N)/\mathfrak{n} \), where the first map comes from the fact that \( N \otimes \mathcal{O}_{F,n} = \mathcal{O}_{F,n} \) as submodules of \( F_n \).

We extend this definition to a (non-strict) action of \( I_n \times (F \otimes C)^* \) on the stack \( \text{Lie}(T) \). For a complex analytic space \( S \), consider triples \((T \to S, \gamma, v)\), with \( v \in \text{Lie}_S(T) \). The group \( (F \otimes \mathcal{O}_S)^* \) acts on \( v \in \text{Lie}_S(T) \), keeping \((T, \gamma)\) fixed. For any \( N \in I_n \), define \( N \cdot (T, \gamma, v) := (T \otimes N, \gamma_N, v_N) \). The element \( v_N \in \text{Lie}(T \otimes N) \) corresponds to \( v \) under \( \text{Lie}(T \otimes N) \cong \text{Lie}(T) \otimes N \cong \text{Lie}(T) \), where the second isomorphism is induced by \( N \otimes Q = F \otimes Q \).

**Remark 3.7.** This non-strictness arises because the stack \( \text{Lie}(T)^* \) is not equal to the complex analytic space \( X_n \) on which the group \( F_{i,n}^* \) acts, merely equivalent. In fact, \( \text{Lie}(T)^* \) is a non-strict \( (I_n \times (F \otimes C)^*, F_{i,n}^*) \)-stack in the sense of [A2]. To define a trivialization of the action of \( F_{i,n}^* \), we must specify, for \( N = (\alpha) \), an isomorphism \((T \otimes N, \gamma_N, \alpha \cdot v_N) \cong (T, \gamma, v) \). This is the isomorphism given by “division by \( \alpha \”).

**Lemma 3.8.** Under the equivalence \( \text{Lie}(T)^* \cong X_n \), the action of \((N, \alpha_\infty) \in I_n \times (F \otimes C)^* \) is identified with the action, via right-multiplication, of the the matrix

\[
\begin{pmatrix}
\alpha_v^{-1} & 0 \\
0 & \alpha_v^{-1}
\end{pmatrix} \in \text{GL}_2(A^1_F) \times \text{GL}_2(F \otimes \mathbb{R}),
\]

where \( \alpha_v \mathcal{O}_{F,v} = N \otimes \mathcal{O}_{F,v} \) for all finite places \( v \).

**Proof.** This follows easily from the definition of the equivalence \( \text{Lie}(T)^* \cong X_n \) (see the proof of Theorem 3.2). The appearance of an inverse is related to the inverse-transpose appearing in that proof.
From now on, we will use the moduli-theoretic action of $I_n \times (F \otimes C)^*$ on $\text{Lie}(T)^*$ defined above, which is the inverse of the action on $X_n$ considered in §2.3. In particular, for this moduli-theoretic action, modular forms with central character $\chi$ (corresponding to $(k, \chi_f)$) are equal to

$$M_k(n, \chi_f^{-1}) = H^0(X_n, O_{X_n})^{\chi^{-1}}_{\text{mod}}.$$  

3.4. Hodge line bundles and diamond operators. We can view Hilbert modular forms of fixed weight as global sections of a line bundle in the following way. Given a character $\chi : (F \otimes C)^* \rightarrow C^*$, we define a holomorphic line bundle $\omega_{\chi}$ on $Sh_{G,K}$ (or more precisely, on the equivalent stack $N'$), by defining $\omega_{\chi}(T \rightarrow S, \gamma)$ to be the set of functions

$$f : \text{Lie}_S(T)^* \rightarrow O_S$$

such that $f(wv) = \chi(w)f(v)$ for all $w \in (O_S \otimes F)^*$. Here, for a complex analytic space $S$, we use the character $\chi : (O_S \otimes F)^* \rightarrow O_S^*$ extending $\chi : (C \otimes F)^* \rightarrow C^*$. This line bundle is $I_n$-equivariant, using the action of $I_n$ on $\text{Lie}(T)$.

Global sections of this line bundle are given by

$$H^0(Sh_{G,K}'; \omega_{N'_F/Q}) = H^0(\text{Lie}(T)^*, O_{\text{Lie}(T)^*})^{N_F/Q}.$$  

If we restrict to sections with moderate growth,

$$H^0(Sh_{G,K}'; \omega_{N'_F/Q})_{\text{mod}} = M_k(n, C).$$  

Note that $\omega_{N'_F/Q} \cong \omega^\otimes k$, for $\omega$ the line bundle on $Sh_{G,K}'$ sending $(T \rightarrow S, \gamma)$ to the $O_S$-module $\text{det} \text{Lie}_S(T)^* \otimes \chi$. For an admissible weight $k$, the line bundle $\omega^\otimes k$ (on $Sh_{G,K}'$) descends to a line bundle on $Sh_{G,K}$. Hence, for any admissible weight $k$,

$$H^0(Sh_{G,K}; \omega^\otimes k)_{\text{mod}} = M_k(n, C).$$  

The action of $I_n$ on $Sh_{G,K}'$ induces an action of $G^+_n$ on $Sh_{G,K}$. The line bundle $\omega^\otimes k$ on $Sh_{G,K}$ can be made $G^+_n$-equivariant by twisting the action of $I_n$:

$$N : (T \rightarrow S, \gamma, f) = ((T \otimes N) \rightarrow S, \gamma_N, f(v_N)/|N_F/Q(N)|^\otimes k).$$  

The above discussion implies:

**Proposition 3.9.**

1. For any admissible weight $k \in \mathbb{N}$,

$$M_k(n, C) = H^0(Sh_{G,K}; \omega^\otimes k)_{\text{mod}}.$$

2. For any weight $k \in \mathbb{N}$ and compatible $\chi_f : G^+_n \rightarrow C^*$,

$$M_k(n, \chi_f^{-1}, C) = H^0(Sh_{G,K}; \omega^\otimes k)^{\chi_f^{-1}}_{\text{mod}}.$$  

In particular, the group $G^+_n$ acts on $M_k(n, C)$ via the classical action of diamond operators, with a fractional ideal $N \in I_n$ acting via Shimura’s operator $S_n(N)$ ([24] pg. 648).

4. Components, cusps, and $q$-expansions

In this section, we introduce module-theoretic terminology for studying the connected components and cusps of $Sh_{G,K}$, similar to that used by Rapoport [21] for the cusps of $Sh_{G^*,K, \lambda}$.
4.1. \( \mathcal{O}_F \)-modules with positivity. Consider pairs \((A, \bar{h}_A)\), where

1. \( A \) is an free, rank 1 \( F \otimes R \)-module.
2. \( \bar{h}_A \) is an equivalence class of isomorphisms \( h_A : F \otimes R \cong A \), where equivalence is up to the the action of \((F \otimes R)^+ \cong \prod R_{>0}\).

The equivalence class \( \bar{h}_A \) is determined by the subset \( A^+ \subset A \) induced by \( h_A \). We say that \( A \) is an \( F \otimes R \)-module with positivity.

**Definition 4.1** [*21]*. An invertible \( \mathcal{O}_F \)-module with positivity is a pair \((N, N_R^+)\), where \( N \) is an invertible \( \mathcal{O}_F \)-module and \( N_R^+ \subset N_R \) is a positivity on \( N_R \).

**Remark 4.2.** Given an invertible \( \mathcal{O}_F \)-module \( N \), \( N^\otimes 2 \) is canonically equipped with a positivity \((N_R^+)\otimes 2\), given by choosing any notion of positivity for \( N \).

**Remark 4.3.** Given an invertible \( \mathcal{O}_F \)-module \( N \) (with positivity), the group \( \text{Hom}_Z(N, Z) \) is canonically isomorphic, as an \( \mathcal{O}_F \)-module (with positivity), to \( N^{-1} \otimes \mathfrak{d}^{-1} \).

For an invertible \( \mathcal{O}_F \)-module \( N \), define \( N_F/Q(N) := \text{det}_Z(N) \). If \( N \) has a positivity, then \( N_F/Q(N) \) has a canonical generator, \( |N_F/Q(N)| \in N_F/Q(N) \). Of course, if \( N \subset F \) is a fractional ideal, then \( |N_F/Q(N)| \in N_F/Q(N) \subset Q \) is the norm of \( N \).

4.2. Component labels. There is an orientation of \( C \) as an \( R \)-vector space given by \( R_{>0}(i \wedge 1) \subset \text{det}_R(C) \). Using this, one may define a positivity \( \text{det}_{R \otimes F}(C \otimes F)^+ \subset \text{det}_{R \otimes F}(C \otimes F) \) on \( \text{det}_{R \otimes F}(C \otimes F) \).

A triple \((H, \gamma, \bar{h})\) as in §3.2 determines a triple

\[
(H, \gamma, \text{det}_{\mathcal{O}_F}(H)^+_R).
\]

Here \((\text{det}_{\mathcal{O}_F}(H), \text{det}_{\mathcal{O}_F}(H)^+_R)\) is an invertible \( \mathcal{O}_F \)-module with positivity, defined by transporting the positivity from \( \text{det}_{R \otimes F}(C \otimes F) \) along \( h_\infty : C \otimes F \cong H \otimes R \).

**Definition 4.4.** A component label is a triple \( \alpha = (H, \gamma, \text{det}_{\mathcal{O}_F}(H)^+_R) \), where

- \( H \) is a locally free rank 2 \( \mathcal{O}_F \)-module.
- \( \gamma : \mathcal{O}_F/n\mathcal{O}_F \hookrightarrow H/nH \) is an injective \( \mathcal{O}_F \)-module homomorphism,
- \( \text{det}_{\mathcal{O}_F}(H)^+_R \subset \text{det}_{\mathcal{O}_F}(H)_R \) is such that \((\text{det}_{\mathcal{O}_F}(H), \text{det}_{\mathcal{O}_F}(H)^+_R)\) is an invertible \( \mathcal{O}_F \)-module with positivity.

There is a notion of isomorphism of component labels, given by isomorphisms \( H_1 \cong H_2 \) compatible with the additional structures.

**Lemma 4.5.**

1. Component labels such that \( H \otimes F = F \oplus F \) are in bijection with \( \text{GL}_2(A_F^+)/K_f \).
2. Isomorphism classes of component labels are in bijection with \( \text{GL}_2^+(F)\backslash \text{GL}_2(A_F^+)/K_f \).
3. The automorphism group of a component label equals its stabilizer in \( \text{GL}_2^+(F) \).
4. The connected components of \( \text{Sh}_{G,K} \) are in bijection with the isomorphism classes of component labels.

**Proof.** The same proof as in Theorem 3.2 works. Note the inverse transpose that occurs in the construction, as it will be relevant to Lemma 4.9. \( \square \)
Definition 4.6. The standard component label associated to \( \lambda \in \Cl^+(F) \) equals
\[
\alpha_\lambda = (H_\lambda, \gamma_\lambda, \det_{\mathcal{O}_F}(H_\lambda)^+),
\]
where:
1. \( H_\lambda = t_\lambda \mathfrak{d} \oplus \mathcal{O}_F \).
2. \( \gamma_\lambda : \mathcal{O}_F/\mathfrak{n} \rightarrow (t_\lambda \mathfrak{d})/\mathfrak{n} \oplus \mathcal{O}_F/\mathfrak{n} \) the inclusion of the second factor.
3. \( \det_{\mathcal{O}_F}(H_\lambda)^+ = (t_\lambda \mathfrak{d})^+ \).

By Lemma 4.5 we have an inclusion \( \Aut(\alpha_\lambda) \subset \GL_2^+(F) \). The standard component label is defined so that \( \Aut(\alpha) = \Gamma_{1,\lambda}(\mathfrak{n}) \) as subgroups of \( \GL_2^+(F) \).

Lemma 4.7. Any component label is isomorphic to the standard component label for a unique \( \lambda \in \Cl^+(F) \).

4.3. Evaluation of HMFs at component labels. Fix a component label \( \alpha = (H, \gamma, \det_{\mathcal{O}_F}(H)^+) \) with \( H \otimes \mathcal{O}_F F = F \otimes F \).

We define an RM torus over \( \mathcal{H}^n \), depending on \( \alpha \). Recall that we have identified
\[
\mathcal{H}^n = \{ z \in (\mathbb{C} \otimes F)^* : \text{Im}(z) \in (\mathbb{R} \otimes F)^+ \}
\]
using a fixed ordering of the infinite places of \( F \). For \( z \in \mathcal{H}^n \), define \( h_{\infty}^{-1} : H_{\mathbb{R}} \rightarrow \mathbb{C} \otimes F \) sending \( e_1 \mapsto z \otimes 1, e_2 \mapsto 1 \otimes 1 \). This defines a lattice \( H \subset \mathbb{C} \otimes F \). The pair \( (H \subset \mathbb{C} \otimes F, \gamma) \) defines an RM torus with \( \Gamma_1(\mathfrak{n}) \)-structure. In this way, we obtain an RM torus \( T_\alpha \rightarrow \mathcal{H}^n \), as well as a map \( p_\alpha : \mathcal{H}^n \rightarrow \text{Sh}_{G,k} \). The Lie algebra \( \text{Lie}(T_0) \) has a canonical trivialization, \( \text{Lie}(T_\alpha) = (\mathbb{C} \otimes F) \times \mathcal{H}^n \).

In particular, there is an isomorphism \( t_\alpha^k : \omega_{T_\alpha}^{\otimes k} \cong \mathcal{O}_{\mathcal{H}^n} \) of sheaves on \( \mathcal{H}^n \).

Given \( f \in M_k(\mathfrak{n}, \mathbb{C}) = H^0(\text{Sh}_{G,k}^{\otimes k}, \omega_{T_\alpha}^{\otimes k}) \), we obtain a holomorphic function
\[
f_\alpha := t_\alpha(p_\alpha^*(f)) : \mathcal{H}^n \rightarrow \mathbb{C}.
\]
This construction gives an interpretation of classical modular forms \( f = (f_\lambda : \mathcal{H}^n \rightarrow \mathbb{C}) \) as follows.

Proposition 4.8. Let \( \alpha \) be a component label such that \( H \otimes F = F \otimes F \).

1. The isomorphism \( H^0(\text{Sh}_{G,k}^{\otimes k}, \omega_{T_\alpha}^{\otimes k})_{\text{mod}} \cong M_k(\mathfrak{n}, \mathbb{C}) \) sends \( f \) to \( (f_{\alpha,\lambda})_{\lambda \in \Cl^+(F)} \), the evaluations at the standard component labels.
2. For \( g \in \GL_2^+(F) \), \( f_{g^{-1} \cdot \alpha} = f_{\alpha|k,g} \). In particular, \( f|_{k,g} = f \) for \( g \in \Aut(\alpha) \subset \GL_2^+(F) \).

Proof. (1): This follows from the adelic description of component labels given in Lemma 4.5. In particular, considering \( f \) as a function on pairs \( (\alpha, h_{\infty}) \), we have
\[
f_\alpha(z) = f(\alpha, h_{\infty,z}),
\]
where \( h_{\infty,z} \) is the isomorphism \( \mathbb{C} \otimes F = zF_{\mathbb{R}} + F_{\mathbb{R}} \cong F_{\mathbb{R}}^2 \).

(2): Using (1), we compute:
\[
f_{g^{-1} \cdot \alpha}(z) = f(g^{-1} \cdot \alpha, h_{\infty,z})
= f(\alpha, g \cdot h_{\infty,z})
= f(\alpha, C \otimes F \cong (az + b)F_{\mathbb{R}} + (cz + d)F_{\mathbb{R}})
= N_{F/\mathbb{Q}}(cz + d)^{-k} f(\alpha, C \otimes F \cong \frac{az + b}{cz + d}F_{\mathbb{R}} + F_{\mathbb{R}})
= f_{\alpha|k,g}(z).
\]
The second equality holds because \((g^{-1} \cdot \alpha, h_{\infty,z}) \cong (\alpha, g \cdot h_{\infty,z})\). The factor of \(N_{F/\mathbb{Q}}(cz+d)^{-k}\) arises from the transformation property of \(f\) under the action of \((\mathbb{C} \otimes F)^*\), since dividing the chosen basis vectors by \((cz+d)\) is equivalent to multiplying \(\mathbb{C} \otimes F\) by \((cz+d)\).

Let \(L_0 := F \oplus 0 \subset F \oplus F\), and \(L_\infty := 0 \oplus F \subset H \otimes F = F \oplus F\). Consider the fractional ideal \(H \cap L_\infty \subset F\). Define

\[
f_{\alpha, \text{norm}}(z) := |N_{F/\mathbb{Q}}(H \cap L_\infty)|^{-k} f_{\alpha}: \mathcal{H}^n \to \mathbb{C}.
\]

This satisfies a modified transformation property:

\[
f_{g^{-1} \cdot \alpha, \text{norm}}(z) = C_{\alpha,g} \cdot f_{\alpha, \text{norm}}|_{k,g}(z)
\]

for a constant \(C_{\alpha,g} \in \mathbb{Q}\) which we now determine in certain cases.

**Lemma 4.9.** Consider a component label \(\alpha\) such that

\[H \otimes F = F \oplus F, \quad H = (H \cap L_0) + (H \cap L_\infty),\]

and write \(a = H \cap L_\infty, \ b = H \cap L_0\). Given a matrix \(g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2^+(F)\), define a fractional ideal \(J_{\alpha,g} = \det(g)^{-1}(a + cb^{-1}a)\). Then

\[
f_{g^{-1} \cdot \alpha, \text{norm}}(z) = |N_{F/\mathbb{Q}}(J_{\alpha,g})|^{-k} f_{\alpha, \text{norm}}|_{k,g}(z).
\]

**Proof.** The component label \(g^{-1} \cdot \alpha\) has lattice \(g^t(H) \subset F \oplus F\), hence

\[
f_{g^{-1} \cdot \alpha, \text{norm}}(z) = |N_{F/\mathbb{Q}}(g^t(H) \cap L_\infty)|^{k} N_{F/\mathbb{Q}}(H \cap L_\infty)|^{-k} f_{\alpha, \text{norm}}|_{k,g}(z).
\]

We need to compute the fractional ideal \(I_{\alpha,g} := g^t(H) \cap L_\infty \subset F\).

In fact we will show

\[
I_{\alpha,g} = \det(g)ba(ab + ca)^{-1}.
\]

This will complete the proof since \(J_{\alpha,g} = I_{\alpha,1}/I_{\alpha,g}\).

Consider the exact sequence

\[0 \to (g^t(H) \cap L_\infty) \to g^t(H) \to g^t(H)/(g^t(H) \cap L_\infty) \to 0.\]

The lattice \(g^t(H)\) equals \((b(a,c) + a(c,d))\). Projecting mod \(L_\infty\) gives the ideal \((ab + ca)\). The ideal \(\det_{\mathcal{O}_F}(g^t(H))\) equals \(\det(g)ab\). This implies that the ideal \(H \cap L_\infty \subset F\) equals \(I_{\alpha,g} = \det(g)ba(ab + ca)^{-1}\).

**Remark 4.10.** For the standard component label \(\alpha_\lambda\),

\[J_{\alpha_\lambda,g} = \det(g)(a + c\lambda^{-1}d^{-1})^{-1}.
\]

4.4. Cusp labels.

**Definition 4.11.** A cusp label is a pair \(C = (\alpha, L)\), where

- \(\alpha = (H, \det_{\mathcal{O}_F}(H)^+, \gamma)\) is a component label.
- \(L \subset H \otimes F\) is a 1-dimensional \(F\)-subspace, i.e. an element of \(\mathbb{P}(H \otimes F)\).
There is a notion of isomorphism of cusp labels, given by isomorphisms of $O_F$-modules $H_1 \cong H_2$ compatible with the additional structures. In particular, $\text{Aut}(C) \subset \text{GL}(H)$. The cusps are the isomorphism classes of cusp labels, denoted

\[(16) \quad \text{Cusp}(n) := \{(\alpha, L)\}/\text{isom}.\]

We will often write $\text{Cusp} = \text{Cusp}(n)$ when $n$ can be understood from the context.

For a fixed $\alpha_0$, we have bijections

\[(17) \quad \{(\alpha_0, L)\} = \mathbf{P}(H \otimes F),\]

\[(18) \quad \{(\alpha_0, L)\}/\text{isom} = \text{Aut}(\alpha_0) \backslash \mathbf{P}(H \otimes F).\]

Lemma 4.7 says that any component label is isomorphic to a unique standard component label—hence any cusp label is isomorphic to a cusp label of the form $(\alpha, L)$ for a unique $\lambda \in \text{Cl}^+(F)$.

**Corollary 4.12.**

1. For $C = (\alpha, L)$, $\text{Aut}(C) = \text{Stab}_L(\Gamma_{1,\lambda}(n))$.
2. $\text{Cusp}(n) = \prod_{\lambda \in \text{Cl}^+(F)} \Gamma_{1,\lambda}(n) \backslash \mathbf{P}^1(F)$.

We introduce some notation for certain $O_F$-modules and subgroups of the group $\text{Aut}(C)$ associated to a cusp label $C$. Associated to any cusp label $C$, we have invertible $O_F$-modules $a$, $b$ defined by $a = H \cap L$, $b = H/(H \cap L)$, fitting into an exact sequence

\[0 \rightarrow a \rightarrow H \rightarrow b \rightarrow 0.\]

Fixing a splitting $H \cong a \oplus b \subset F \otimes F$, we obtain an inclusion $\text{Aut}(C) \subset \text{GL}(a \oplus b) \hookrightarrow \text{GL}_2(F)$, whose image we denote by $P_C \subset \text{GL}_2(F)$. The group $P_C$ is a subgroup of the upper-triangular matrices in $\text{GL}(a \oplus b)$. We now define:

- $M_C^\vee$ is the subgroup of matrices in $P_C \subset \text{GL}_2(F)$ of the form $\begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix}$. As the strictly upper triangular matrices of $\text{GL}(a \oplus b)$ are identified with $\text{Hom}_{O_F}(b, a) = b^{-1}a$, we can view $M_C^\vee$ as a fractional ideal of $F$ such that $M_C^\vee \subset b^{-1}a$.
- $M_C := \text{Hom}(M_C^\vee, \mathbb{Z})$ is the $\mathbb{Z}$-linear dual of $M_C^\vee$. Via the trace pairing $\text{tr}_{F/\mathbb{Q}} : F \otimes F \rightarrow \mathbb{Q}$, we can view $M_C$ as a fractional ideal such that $M_C \supset ba^{-1}b^{-1}$.
- $U_C$ is the image of the conjugation map $P_C \rightarrow \text{Aut}_{O_F}^+(M_C^\vee) = U^+$, i.e. the map sending $\begin{pmatrix} u_1 & n \\ 0 & u_2 \end{pmatrix} \in P_C$ to the automorphism

\[
\begin{pmatrix} 1 & m \\ 0 & 1 \end{pmatrix} \mapsto \begin{pmatrix} u_1 & n \\ 0 & u_2 \end{pmatrix} \begin{pmatrix} 1 & m \\ 0 & 1 \end{pmatrix} \begin{pmatrix} u_1 & n \\ 0 & u_2 \end{pmatrix}^{-1} = \begin{pmatrix} 1 & u_1u_2^{-1}m \\ 0 & 1 \end{pmatrix}.
\]

The kernel of the conjugation map equals $\{(u \begin{pmatrix} m & \ast \\ 0 & u \end{pmatrix} : u \in U_{1,\alpha}, m \in M_C^\vee \} \subset P_C$.

- If $U_{1,\alpha} \subset \ker(N_{F/\mathbb{Q}})$, so that odd weights $\lambda$ are admissible, there is a character $\epsilon_C : U_C \rightarrow \{\pm 1\}$ defined by $\begin{pmatrix} u & n \\ 0 & v \end{pmatrix}$ mod $U_{1,\alpha} \mapsto N_{F/\mathbb{Q}}(v) = N_{F/\mathbb{Q}}(u)^{-1}$.

**Remark 4.13.** For a component label $\alpha$ such that $H \otimes F = F \oplus F$, we introduced an inclusion $\text{Aut}(\alpha) \subset \text{GL}_2^+(F)$. For any cusp label $(\alpha, L)$, this gives an inclusion $\text{Aut}(C) \subset \text{Aut}(\alpha) \subset \text{GL}_2^+(F)$. This is not the same as the inclusion $\text{Aut}(C) \subset \text{GL}(a \oplus b) \subset \text{GL}_2(F)$ discussed above—for example, the latter inclusion is *always* upper-triangular, while the former is only upper-triangular for $L = L_\infty$. 
Even when \((H \cap L_0) \oplus (H \cap L_\infty) = b \oplus a \subset H\) (as was our convention in §4.3), so that these two inclusions both land in the upper-triangular matrices, they are still not equal, essentially because \(a\) and \(b\) are in the reversed order. For example, the elements of \(\text{Aut}(\alpha)\) that fix the line \(a \otimes F\), and act on it by the scalar \(d^{-1}\), are identified with \(\left\{ \begin{pmatrix} d^{-1} & * \\ 0 & * \end{pmatrix} \right\}\) as a subgroup of \(\text{GL}(a \oplus b)\), but with \(\begin{pmatrix} * & * \\ 0 & * \end{pmatrix}\) as a subgroup of \(\text{GL}_+^+(F)\).

4.5. Action of \(G_n^+\) on the cusps. We define an action of prime-to-\(n\) fractional ideals \(N \subset F\) on cusp labels. For such an \(N\), the cusp label \(C \otimes N\) is defined by

- the \(O_F\)-module \(H \otimes N\),
- the line \(L \otimes N \subset (H \otimes N) \otimes F\),
- the positivity \(\det_{O_F}(H)^+ \otimes (N^{\otimes 2})^+ \subset \det_{O_F}(H \otimes N) \otimes R\),
- the homomorphism \(\gamma_N: O_F/nO_F \cong N/nN \xrightarrow{\sim} H/nH \cong (H \otimes N)/n(H \otimes N)\).

This defines an action of \(G_n^+\) on \(\text{Cusp}(n)\). There are isomorphisms

\[
M_C^N \cong M_{C \otimes N}, \quad M_C \cong M_{C \otimes N},
\]

compatible with positivity. For example, if \(n = 1\), the first isomorphism is given by the natural map \(\text{Hom}_{O_F}(b, a) \cong \text{Hom}_{O_F}(b \otimes N, a \otimes N)\).

We now define two characters of the stabilizer \(\text{Stab}_{[C]} := \text{Stab}_{[C]}(G_n^+)\):

\[
\psi_C: \text{Stab}_{[C]} \to U^+/U_C, \\
\text{sgn}_C: \text{Stab}_{[C]} \to \{\pm 1\}.
\]

Suppose that we have a specified isomorphism \(\varphi: C \otimes N \cong C\), verifying that \([N] \in G_n^+\) represents an element of \(\text{Stab}_{[C]}\). The composition \(M_C \cong M_{C \otimes N} \cong M_C\) gives rise to an element of \(\text{Aut}_{O_F}(M_C) = U^+\). As this depends on the choice of \(\varphi\), this gives rise to a well-defined element \(\psi_C([N]) \in U^+/U_C\).

On the other hand, \(a \otimes N \cong a\) implies that \([N] = 1\) as an element of \(\text{Cl}(O_F)\). Thus there is a map \(\text{Stab}_{[C]} \to \ker(\text{Cl}^+(O_F) \to \text{Cl}(O_F)) \subset (\mathbb{Z}/2\mathbb{Z})^n\). Composing with the character \(\text{sgn}: (\mathbb{Z}/2\mathbb{Z})^n \to \{\pm 1\}\), we obtain \(\text{sgn}_C: \text{Stab}_{[C]} \to \{\pm 1\}\).

4.6. Types of cusps.

**Definition 4.14.** A cusp label \(C\) is **unramified** if \(\gamma(O_F/n) \subset H/nH\) is equal to \((H \cap L)/n(H \cap L) \subset H/nH\).

**Definition 4.15.** For a given prime \(p\), a cusp label \(C\) is **\(p\)-unramified** if, for \(\mathfrak{P} \subset O_F\) the \(p\)-part of \(n\), \(\gamma(O_F/n) \mod \mathfrak{P} \subset H/\mathfrak{P}H\) is equal to \((H \cap L)/\mathfrak{P}(H \cap L) \subset H/\mathfrak{P}H\). Equivalently, a cusp is \(p\)-unramified if and only if its image under \(\text{Cusp}(n) \to \text{Cusp}(\mathfrak{P})\) is unramified.

**Definition 4.16.** A cusp label \(C\) is **admissible** (for the weight \(k\)) if \(\epsilon_C = 1\) (see §4.4 for the definition of \(\epsilon_C: U_C \to \{\pm 1\}\)).

These notions only depend on the cusp, not the representative cusp label. We denote the set of unramified cusps by \(\text{Cusp}_\infty(n)\), the set of \(p\)-unramified cusps by \(\text{Cusp}_p(n)\), and the set of admissible cusps (resp. admissible unramified, admissible \(p\)-unramified) by \(\text{Cusp}(n)^*\) (resp. \(\text{Cusp}_\infty(n)^*\), \(\text{Cusp}_p(n)^*\)), where the relevant weight \(k\) should be clear from the context.
Remark 4.17. Note that unramified cusps are admissible (for the weight \(k\)) if and only if \(k\) is an admissible weight, i.e. \(N_{F/Q}(U_{1,n})^k = 1\). If \(k\) is not an admissible weight, then no cusps are admissible for the weight \(k\).

We verify that these notions agree with those defined in [4] (where unramified cusps are denoted \(C_\infty(n)\), \(p\)-unramified cusps are denoted \(C_\infty(Q, n)\), and admissible cusps are denoted \(\text{cusp}^*(n)\)).

Lemma 4.18.

1. This definition of admissible cusp agrees with the definition in [4].
2. The set of unramified cusps equals \(G_n \cdot \{([\alpha_L, L_\infty]) : \lambda \in \text{Cl}^+(F)\} \subset \text{Cusp}(n)\).
3. The set of \(p\)-unramified cusps equals the pre-image of \(\text{Cusp}_{\infty}(Q)\) along the map \(\text{Cusp}(n) \to \text{Cusp}(\mathfrak{P})\).

Proof. (1) This agrees with the definition of admissible cusps in [4] by [4] Theorem 3.3.3.

(2) This follows from that fact that, for \(n = 1\), \(G_1 \cdot \{([\alpha_L, L_\infty]) : \lambda \in \text{Cl}^+(F)\} = \text{Cusp}(1)\) gives all cusps ([4 Corollary 3.12]). The group \(\ker(G_n \to G_1) = (\mathcal{O}_F/n)^* / \mathcal{O}_F^*\) acts freely and transitively on the fibers of \(\text{Cusp}_{\infty}(n) \to \text{Cusp}(1)\), hence \(G_n \cdot \{([\alpha_L, L_\infty]) : \lambda \in \text{Cl}^+(F)\} = \text{Cusp}_{\infty}(n)\).

(3) This is clear, as the map \(\text{Cusp}(n) \to \text{Cusp}(\mathfrak{P})\) sends the cusp label \((H, L, \gamma : \mathcal{O}/n \to H \mod nH)\) to \((H, L, \gamma \mod \mathfrak{P} : \mathcal{O}/\mathfrak{P} \to H/\mathfrak{P}H)\). \(\square\)

4.7. \(q\)-expansions and constant terms.

4.7.1. Formal \(q\)-expansions. Define

\[
Q_{C,k} := (N_{F/Q}(a)^{\infty})^k \otimes (\prod_{\alpha \in M_C^+ \cup \{0\}} \mathbb{Z}q^\alpha))^{\text{Aut}(C)},
\]

the module of integral \(q\)-expansions. Note that the action of \(\text{Aut}(C)\) factors through \(\text{Aut}(C) \to U_C\). More generally, for any abelian group \(B\), define

\[
Q_{C,k}(B) := (N_{F/Q}(a)^{\infty})^k \otimes (\prod_{\alpha \in M_C^+ \cup \{0\}} Bq^\alpha))^{\text{Aut}(C)},
\]

There is an injective homomorphism \(Q_{C,k}(\mathbb{Z}) \otimes B \hookrightarrow Q_{C,k}(B)\).

The module \(Q_{C,k}\) is, in an appropriate sense, independent of the representative cusp label \(C\) for a cusp \([C] \in \text{Cusp}(n)\). If \([C_1] = [C_2] \in \text{Cusp}(n)\), choose an isomorphism \(\varphi : C_1 \cong C_2\), giving \(a_1 \cong a_2, M_{C_1} \cong M_{C_2}\). We obtain an isomorphism

\[
N_{F/Q}(a_1)^{\infty} \otimes \prod_{b \in M_{C_1}^+ \cup \{0\}} C_b^h \cong N_{F/Q}(a_2)^{\infty} \otimes \prod_{b \in M_{C_2}^+ \cup \{0\}} C_b^h.
\]

By taking \(U_{C_1}\)-invariants on the left and \(U_{C_2}\)-invariants on the right, this becomes independent of the choice of \(\varphi\).

For this reason, we may define

\[
Q_{[C],k} := \lim_{C' \in [C]} Q_{C',k},
\]

the module of compatible \(q\)-expansions for every cusp label \(C'\) in the isomorphism class \([C]\), and

\[
Q_k := \oplus_{[C] \in \text{Cusp}(n)} Q_{[C],k}.
\]

Similarly, let \(Q_{\infty,k}\) (resp. \(Q_{p,k}\)) denote the module of \(q\)-expansions at the unramified (resp. \(p\)-unramified) cusps.
4.7.2. The \(q\)-expansion of HMFs. We now define the \textbf{analytic \(q\)-expansion at a cusp \([C]\)},

\[
\text{qexp}_{[C]}: M_k(n, C) \to Q_{[C],k}(C).
\]

It suffices to define \(\text{qexp}_{C}(f) \in Q_{C,k}(C)\) for cusp labels \(C = (\alpha, L_\infty)\) such that \(H \otimes F = F \oplus F\) and \(L_\infty = 0 \oplus F \subset F \oplus F\). For such a cusp label, we have an associated function \(f_\alpha: H^n \to C\) (see \S\ref{sec:fourier}).

For \(g = \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in P_C \subset \text{GL}_2^+(F)\), \(f_\alpha|_{g,k}(z) = N_{F/Q}(d)^{-k} f(g \cdot z)\). In particular, \(f_\alpha\) is invariant by translations \(z \mapsto z + M_C^\vee\), hence its Fourier expansion is contained in \(\prod_{b \in M_C^\vee \cup \{0\}} Cq^b\), where

\[
q^b = e^{2\pi i \text{tr}_{F/Q}(bz)} = e^{2\pi i \sum b_i z_i}.
\]

Moreover, the growth condition implies that its Fourier expansion is contained in \(\prod_{b \in M_C^\vee \cup \{0\}} Cq^b\).

Viewing \(g\) as an element of \(\text{Aut}(C)\), the isomorphism \(g: N_{F/Q}(a)^{\otimes -k} \cong N_{F/Q}(a)^{\otimes -k}\) is given by multiplication by \(N_{F/Q}(d)^k\) (see Remark \ref{rem:iso}). This implies that the element

\[
\text{qexp}_{C}(f) := 1 \otimes f_\alpha \in N_{F/Q}(a)^{\otimes -k} \otimes \prod_{b \in M_C^\vee \cup \{0\}} Cq^b
\]

is in fact \(\text{Aut}(C)\)-invariant (noting that \(a\) is canonically a fractional ideal for such a cusp label, and so \(1 \in N_{F/Q}(a)^{-k} \otimes \mathbb{Q} = \mathbb{Q}\)), hence is contained in \(Q_{C,k}(C)\).

4.7.3. The action of diamond operators.

We describe the action of diamond operators on \(q\)-expansions. Given a fractional ideal \(N\) and a cusp label \(C\), there is an isomorphism

\[
Q_{C \otimes N^{-1},k}(C) \cong Q_{C,k}(C),
\]

given by multiplication by \(|N_{F/Q}(N)|^k\), as well as the isomorphism \(M_C \cong M_C \otimes N^{-1}\) as invertible \(\mathcal{O}_F\)-modules with positivity. This defines an action of \(G_n^+\) on

\[
Q_k(C) = \bigoplus_{[C] \in \text{Cusp}(a)} Q_{[C],k}(C),
\]

where \([N] \in G_n^+\) acts via \([C] \mapsto [C \otimes N^{-1}]\) on the summands.

\textbf{Theorem 4.19.} The \textit{total \(q\)-expansion map}

\[
\text{qexp}: M_k(n, C) \hookrightarrow Q_k(C) = \bigoplus_{[C] \in \text{Cusp}(a)} Q_{[C],k}(C)
\]

is \(G_n^+\)-equivariant.

We will not prove this theorem now, as we will prove it more generally for the algebraic \(q\)-expansions in \S\ref{sec:algebraic}. However, it would not be difficult to prove this analytically.
4.7.4. Constant terms. Define

\[ C_{C,k} := (N_{F/Q}(a)^{\otimes -k})^{\text{Aut}(C)}, \]

the module of integral constant terms for a cusp label \( C \). For any abelian group \( B \), define

\[ C_{C,k}(B) := (N_{F/Q}(a)^{\otimes -k} \otimes B)^{\text{Aut}(C)}. \]

Note that \( C_{C,k} = N_{F/Q}(a)^{\otimes -k} \) if \( C \) is admissible for the weight \( k \), and 0 otherwise. However, \( C_{C,k}(\mathbb{Z}/2\mathbb{Z}) \) is non-zero for all \( k \). We define

\[ C_{[C],k} := \lim_{C' \in [C]} C_{C',k}, \quad C_{k} := \oplus_{[C] \in \text{Cusp}(n)} C_{[C],k}. \]

For each cusp \([C]\), we have a constant term map:

\[ \text{const}_{[C]} : M_{k}(n, C) \to C_{[C],k} \]

given by the \( q^0 \)-coefficient of the \( q \)-expansion \( \text{qexp}_{[C]}(f) \).

The action of \( G_{n}^{+} \) on \( Q_{k}(C) \) induces an action on \( C_{k}(C) \). By Theorem \ref{cor:total_constant_term_map}, we obtain:

**Corollary 4.20.** The total constant term map

\[ \text{const} : M_{k}(n, C) \to C_{k}(C) = \oplus_{[C] \in \text{Cusp}(n)} C_{[C],k}(C) \]

is \( G_{n}^{+} \)-equivariant, where \([N] \in G_{n}^{+} \) acts via \([C] \mapsto [C \otimes N^{-1}] \) on \( \text{Cusp}(n) \), and \( \text{Stab}_{[C]} \) acts on the \([C]\)-summand via the character \( \text{sgn}^{k}_{[C]} \).

4.7.5. Comparison with \[4\]. We explain how these definitions of constant terms and \( q \)-expansions compare to those of \[4\]. This comparison is the only reason we needed to introduce classical HMFs \((f_{\lambda} : \mathcal{H}^{n} \to C)\), the unitary normalization, and the evaluation at the standard component labels. Recall that \( M_{k}(n, C) = M_{k}^{\text{hol}}(n, C) \), and let \( f^{\text{hol}} \) denote an element of \( M_{k}^{\text{hol}}(n, C) \), corresponding to \( f^{\text{uni}} \) under the isomorphism \( M_{k}^{\text{hol}}(n, C) \cong M_{k}^{\text{uni}}(n, C) \).

**Proposition 4.21.**

1. The normalized Fourier expansion of \(|N_{F/Q}(a)|^{-k/2}f^{\text{uni}} \) at \( A = (\lambda, I) \) (in the sense of \[4\] §2.3) equals the \( q \)-expansion \( \text{qexp}_{[C]}(f^{\text{hol}}) \), where \( C_{\lambda} := (\alpha_{\lambda}, L_{\infty}) \).

2. The normalized constant term of \(|N_{F/Q}(a)|^{-k/2}f^{\text{uni}} \) at the pair \( A = (\lambda, A) \) (in the sense of \[4\] §2.2) equals \(|N_{F/Q}(a)|^{k}\text{const}_{C^{(\lambda,\lambda)}}(f^{\text{hol}}) \in C \), where \( C_{(\lambda,\lambda)} := (A^{-1}\alpha_{\lambda}, L_{\infty}) \).

**Proof.** (1) is clear - the normalization on the unitary side arises from the factors in the isomorphism \( M_{k}^{\text{uni}}(n, C) \cong M_{k}^{\text{hol}}(n, C) \).

(2) Taking into account the bijection \( M_{k}^{\text{uni}}(n, C) \cong M_{k}^{\text{hol}}(n, C) \) and the difference between the slash operators \( ||_{k,A} \) and \(|_{k,A} \), we see that the normalizing factor on the unitary side matches with the normalizing factor on the holomorphic side computed in Lemma \ref{lem:unitary_normalization}. □

5. Algebraic Hilbert modular varieties

Having reviewed the analytic theory of Hilbert modular forms for the group \( G \), we now describe the algebraic theory, using the algebraic theory for \( G^{*} \) due to Rapoport \[21\] and Deligne–Pappas \[9\]. We will make use of many standard facts about abelian schemes; see \[20\] for reference.
5.1. Real multiplication abelian schemes.

**Definition 5.1.** An RM abelian scheme (over $S$) is a pair $(A, \iota)$, for $A \to S$ an abelian scheme of relative dimension $[F : \mathbb{Q}]$, and $\iota: \mathcal{O}_F \to \text{End}_S(A)$ a group homomorphism.

Given an invertible $\mathcal{O}_F$-module $N$, and an RM abelian scheme $A$, there is another RM abelian scheme $A \otimes \mathcal{O}_F N$, whose construction ([9] 2.6) we now recall. Given an $S$-scheme $T$, define $(A \otimes \mathcal{O}_F N)^{pre}(T) := A(T) \otimes_{\mathcal{O}_F} N$. Then $A \otimes \mathcal{O}_F N$ is the sheafification of $(A \otimes \mathcal{O}_F N)^{pre}$, considered as a pre-sheaf on the big étale site of $S$.

**Remark 5.2.** Over $\mathbb{C}$, $A(\mathbb{C}) = \text{Lie}(A)/H$ and $(A \otimes \mathcal{O}_F N)(\mathbb{C}) = (\text{Lie}(A) \otimes \mathcal{O}_F N)/(H \otimes \mathcal{O}_F N)$.

We consider $\text{Lie}_S(A)$ as an $\mathcal{O}_F$-module, via $\iota$. This allows us to view $\text{Lie}_S(A)$ as an $(\mathcal{O}_F \otimes \mathcal{O}_S)$-module. There are natural isomorphisms

$$\text{Lie}_S(A \otimes N) \cong \text{Lie}_S(A) \otimes_{\mathcal{O}_F \otimes \mathcal{O}_S} N,$$

$$\text{Lie}_S(\mathcal{O}_F N) \cong \text{Lie}(\mathcal{O}_F) \otimes_{\mathcal{O}_S} N,$$

for an ideal $a \subset \mathcal{O}_F$. Recall that

$$A[a] := \bigcap_{\alpha \in a} \ker(\iota(\alpha): A \to A).$$

Let $(\mathcal{P}, \mathcal{P}^+)$ be an invertible $\mathcal{O}_F$-module with positivity.

**Definition 5.3 ([9]).** An RM abelian scheme $A$ is $\mathcal{P}$-polarized if it is equipped with an isomorphism

$$\varphi: (\mathcal{P}, \mathcal{P}^+) \cong (\text{Hom}_{\mathcal{O}_F}(A, A^\vee)_{\text{sym.isog.}, \mathcal{O}_F-\text{polarizations}})$$

of $\mathcal{O}_F$-modules with positivity, such that the induced map $A \otimes \mathcal{P} \to A^\vee$ is an isomorphism.

**Definition 5.4.** An RM abelian scheme is RM-polarizable if it admits a $\mathcal{P}$-polarization for some $(\mathcal{P}, \mathcal{P}^+)$. We recall some fundamental properties:

**Theorem 5.5 ([21] 1.25).** Any RM complex torus is the analytification of an RM abelian variety.

**Theorem 5.6 ([21] 1.25).** Any RM abelian scheme $A/\text{Spec}(\mathbb{C})$ is RM-polarizable.

**Proposition 5.7 ([21] 1.17).** Given an RM abelian scheme $A/S$, the functor

$$(\text{Sch}/S)^{\text{op}} \to \text{Set}, \quad T \mapsto \{\text{RM polarizations of } A_T\}$$

is a sheaf on the big étale site of $S$. On each connected component of $S$, it is either empty or an étale $U^+$-torsor.

As all étale $U^+$-torsors over a normal noetherian ring are trivial:

**Corollary 5.8.** Any RM abelian scheme over a normal noetherian ring $R \subset \mathbb{C}$ is RM-polarizable.

Given an invertible $\mathcal{O}_F$-module $N$, and an $\mathcal{P}$-polarized RM abelian scheme $A$, the RM abelian scheme $A \otimes N$ is canonically $\mathcal{P} \otimes N^{\otimes -2}$-polarized, using the canonical positivity structure on $N^{\otimes -2}$. 

5.2. The moduli problem for $G^*$. Let $({\mathcal{P}}, {\mathcal{P}}^+)$ be an $O_F$-module with positivity. There is a stack $\tilde{M}_P$ such that the objects of the groupoid $\tilde{M}_P(S)$ are triples $(A, \varphi, x)$, where

1. $A \to S$ is an RM abelian scheme;
2. $\varphi$ is a $P$-polarization of $A$;
3. $x: (\overline{O_F/nO_F})(1) \to A[n]$ is an embedding of $O_F$-module schemes, where $O_F/nO_F$ is a constant group scheme over $S$.

Here $G(1) := G \otimes \mathbb{Z}(1)$, where $\mathbb{Z}(1) = \lim \mu_n$.

Remark 5.9. This stack may not be rigid: if $1 \equiv -1 \pmod{n}$, the automorphism $-1 \in \text{Aut}_S(A)$ acts as an automorphism of all triples $(A, \varphi, x)$.

For any component label $\alpha$, define $P_\alpha := \text{Hom}_\mathbb{Z}(\det_{O_F}(H), \mathbb{Z}) = \det_{O_F}(H)^{\otimes -1} \otimes_{O_F} \mathfrak{o}^{-1}$.

This is an $O_F$-module with positivity $(P_\alpha, P_\alpha^+)$. For the standard component label $\alpha_\lambda$, we have $P_{\alpha_\lambda} = t_\lambda^{-1} \mathfrak{o}^{-2}$.

Theorem 5.10 ([21], [9]).

1. $\tilde{M}_P$ is a geometrically normal Deligne–Mumford stack over $\text{Spec}(\mathbb{Z})$. It is smooth over $\text{Spec}(\mathbb{Z}[1/\mathfrak{o}])$.
2. $\tilde{M}_{\alpha,C}^{an} \cong Sh_{G^*,K_\lambda}$ (depending on a choice of isomorphism $O_F/n \cong O_F/n(1)$).
3. $\tilde{M}_P$ is irreducible.
4. For all primes $p$, $\tilde{M}_{P,F_p}$ is geometrically irreducible.

Let $M_P$ denote the stack in the case $n = 1$. This theorem was proven by [21] and [9] for $M_P$, and the results for $\tilde{M}_P$ can immediately be deduced via the étale morphism $M_P \to \text{M}_P$.

5.3. The moduli problem for $G$. The group $U^+ = \text{Aut}(P, P^+)$ acts on $\tilde{M}_P$ by precomposition with the polarization $\varphi$. This action of $U^+$ on $\tilde{M}_{P,C}^{an} \cong Sh_{G^*,K_\lambda}$ agrees with the action introduced in [3, 1]. Motivated by the identification $Sh_{G,K} = \prod_{\lambda \in \text{Cl}^+(F)} Sh_{G^*,K_\lambda}/D_n$ given in (7), we might want to define an algebraic stack $\tilde{M}$ via

$$\tilde{M} " = " \coprod_{[P] \in \text{Cl}^+(F)} \tilde{M}_P/D_n.$$ 

However, it is somewhat inconvenient to directly define an action of $D_n$ on $\tilde{M}_P$, as $(U_{1,n})^2 \subset U^+$ does not actually act trivially on the groupoids $\tilde{M}_P(S)$. For this reason, we will define $\tilde{M}$ via a moduli problem. We first define a stack $\tilde{M}'$. Consider, for any scheme $S$, the groupoid $\tilde{M}'(S)$ of pairs $(A, x)$ such that:

1. $A \to S$ is an RM abelian scheme.
2. $A$ is étale locally RM-polarizable.
3. $x: (\overline{O_F/nO_F})(1) \to A[n]$ is an embedding of $O_F$-module schemes.

This data is not rigid—every such pair $(A, x)$ has automorphisms by $\iota(U_{1,n}) \subset \text{Aut}_S(A)$. We define $\tilde{M}$ to be the rigidification of $\tilde{M}'$ (see [3, 1]).

Lemma 5.11. The categories fibered in groupoids $\tilde{M}'$ and $\tilde{M}$ are both stacks.
Proof. The main thing which must be checked is étale descent for the objects \((A, x) \in \tilde{\mathcal{M}}'\). If “scheme” in condition (1) were replaced by “algebraic space”, this would be automatic. But it is a deep result of of Raynaud that any “abelian algebraic space” over a scheme \(S\) is in fact an abelian scheme ([11] I.1.6). We leave the remaining details to the reader. \(\square\)

Note that \(\tilde{\mathcal{M}}'\) is not an algebraic stack, merely a stack in the category of algebraic spaces, as its inertia groups are infinite discrete groups.

**Proposition 5.12.**

1. \(\tilde{\mathcal{M}}'\) equals the stack quotient \(\prod \tilde{\mathcal{M}}_\mathcal{P}/U^+\).
2. \(\tilde{\mathcal{M}}\) is a Deligne–Mumford stack, and the natural map \(\prod \tilde{\mathcal{M}}_\mathcal{P} \to \tilde{\mathcal{M}}\) is an étale \(\mathcal{D}_n\)-torsor.

**Remark 5.13.** To be precise, the fibers of \(\prod \tilde{\mathcal{M}}_\mathcal{P} \to \tilde{\mathcal{M}}\) are, étale locally on the base, equal to the groupoid quotient (see [A.3]) of the set \(U^+\) by the group \((U_1, n)^2\). This groupoid is equivalent to the set \(\mathcal{D}_n = U^+/(U_1, n)^2\).

**Proof.** This essentially follows from Proposition 5.7 and we omit the details. \(\square\)

One can also consider the “universal RM abelian scheme” \(\mathcal{A} \to \mathcal{M}'\) defined by
\[
\mathcal{A}(S) = \{(A, x, y) \mid (A, x) \in \mathcal{M}'(S), y \in A(S)\}.
\]
Of course, \(\mathcal{A}\) is not actually a scheme, but this abuse of terminology is standard.

Despite \(\mathcal{M}'\) and \(\mathcal{A}\) not being algebraic stacks, there is no difficulty in defining the analytifications \((\mathcal{M}'_\mathcal{C})^{\operatorname{an}}\) and \((\mathcal{A}_\mathcal{C})^{\operatorname{an}}\) in the usual way, and we have:

**Proposition 5.14.**

1. \((\mathcal{M}'_\mathcal{C})^{\operatorname{an}} \cong \operatorname{Sh}'_{G,K}\), and \((\mathcal{A}_\mathcal{C})^{\operatorname{an}} \cong \mathcal{T}\).
2. \((\mathcal{M}_\mathcal{C})^{\operatorname{an}} \cong \operatorname{Sh}_{G,K}\).

**Proof.** The isomorphism \((\tilde{\mathcal{M}}_{\mathcal{P}_\infty, \mathcal{C}})^{\operatorname{an}} \cong \operatorname{Sh}_{G^r,K\lambda}\) studied in [21] is \(U^+\)-equivariant. Moreover, this isomorphism identifies the analytification of the universal \(\mathcal{P}\)-polarized RM abelian scheme with the universal \(\mathcal{P}\)-polarized RM torus. Just as \(\mathcal{M}' = (\prod \mathcal{M}_{\mathcal{P}})/U^+\), the analytic stack \(\operatorname{Sh}'_{G,K}\) is the quotient of \(\prod \operatorname{Sh}_{G^r,K\lambda}\) by \(U^+\). The result immediately follows. \(\square\)

### 5.4. Elliptic Points

We discuss the closed points of the stack \(\tilde{\mathcal{M}}\) with non-trivial inertia group, the **elliptic points**. We give bounds on these inertia groups, as well as conditions on \(n\) for which they are trivial. These can be deduced from well-known results for the stacks \(\tilde{\mathcal{M}}_{\mathcal{P}}\), but we find it easier to prove them directly, as opposed to studying the action of \(\mathcal{D}_n = U^+/(U_1, n)^2\) on \(\tilde{\mathcal{M}}_\mathcal{P}\).

**Lemma 5.15.** For all sufficiently divisible \(n\), \(\tilde{\mathcal{M}}\) is an algebraic space.

**Proof.** By the theory of lifting of CM abelian varieties, any closed point of \(\mathcal{M}\) with non-trivial inertia group is defined over a finite field \(\mathbf{F}_q\), and for some number ring \(\mathcal{O}_E\) and maximal ideal \(\mathfrak{m}\), equals the reduction modulo \(\mathfrak{m}\) of a point of \(\mathcal{M}(\mathcal{O}_E)\) that also has non-trivial inertia group. Hence it suffices to show that, for \(n\) sufficiently divisible, the automorphisms of a point \((A \mod U^+) \in \mathcal{M}(\mathcal{C})\) do not lift to automorphisms of any point \((A, \gamma : \mathcal{O}_F/n(1) \to A[n]) \mod U_1, n \in \tilde{\mathcal{M}}(\mathcal{C})\) lying over \((A \mod U^+)\).

Fixing a \(\Gamma(1)\) component label \((H, \det_{\mathcal{O}_F}(H)^+)\), the automorphisms of objects of \(\mathcal{M}(\mathcal{C})\) are in bijection with elements \(\tilde{x} \in \mathbf{GL}^+(H)/\mathcal{O}_F^*\), such that choosing a representative \(x \in \mathbf{GL}^+(H)\), the ring \(\mathcal{O}_F[x]\) is an order in a CM field \(K\) and \(x \in \mathcal{O}_F[x]^* \subset \mathcal{O}_K^*\). We will show that there exists an
ideal $n \subset \mathcal{O}_F$ (independent of $x$) such that the action of $x$ on the set $B := \{\gamma: \mathcal{O}_F/n \to H/nH\}$ has no fixed points.

Dirichlet’s unit theorem implies that $\mathcal{O}_K^* = \mu(K) \times U'$, for $U'$ containing $U^+$ as a finite-index subgroup. We consider two cases:

1. $x = \zeta u$ for some $u \in U'$, $\pm 1 \neq \zeta$ in $\mu(K)$
2. $x = \pm u$ for some $u \in U'$.

**Case 1:** By replacing $x$ with $x^k$, we may assume that $u \in U^+$.

As there are only finitely many possible CM extensions $K/F$ containing additional roots of unity, we may choose a prime $p \subset \mathcal{O}_F$ that is inert in all of them. The element $x \in \text{GL}(H \otimes \mathcal{O}_{F,p}) \cong \text{GL}_2(\mathcal{O}_{F,p}) \subset \text{GL}_2(F_p)$ has eigenvalues $(\zeta u, \zeta^{-1} u)$. By the choice of $p$, and the fact that $\mathcal{O}_K = \mathcal{O}_F[\zeta]$, the element $\zeta \in \mathcal{O}_K/p\mathcal{O}_K$ is not contained in $\mathcal{O}_F/p\mathcal{O}_F$. Hence the eigenvalues of $x$ (mod $p$) $\in \text{GL}_2(\mathcal{O}_F/p)$ are $\neq 1$, and so $x$ has no fixed points in the set $B$.

**Case 2:** By taking the minimal $k$ so that $x^k \in U^+$, we may assume that $x^k$ is at worst a square in $U^+$, that is, $x^k$ is non-zero in $U^+ \otimes \mathbb{Z}/\ell\mathbb{Z}$ for all primes $\ell \neq 2$.

It is possible to choose an ideal $n$, and a prime $\ell$, so that $U^+ \otimes \mathbb{Z}/\ell\mathbb{Z} \to (\mathcal{O}_F/n\mathcal{O}_F)^* \otimes \mathbb{Z}/\ell\mathbb{Z}$ is injective (note that this does not depend on $x$). In particular, the image of $x^k$ in $(\mathcal{O}_F/n\mathcal{O}_F)^*$ is non-zero. As $x^k$ acts on $H/nH$ by a non-zero element of $\mathcal{O}_F/n\mathcal{O}_F$, we find that $x^k$ has no fixed points in the set $B$, and so neither does $x$.

The proof above shows that, for any ideal $n$ satisfying

1. $n$ is divisible by a prime $p$, such that any CM extension $K_i/F$ containing an additional root of unity is inert at $p$,
2. there exists a prime $\ell \neq 2$ such that $U^+ \otimes \mathbb{Z}/\ell\mathbb{Z} \to (\mathcal{O}_F/n\mathcal{O}_F)^* \otimes \mathbb{Z}/\ell\mathbb{Z}$ is injective,

the level $\Gamma(n)$ moduli stack $\widehat{\mathcal{M}}_{\mathbb{Z}(p)}$ is an algebraic space.

**Lemma 5.16.** Fix an ideal $n \subset \mathcal{O}_F$ such that:

1. $n \cap \mathbb{Z}$ is divisible by a prime $> 2[F: \mathbb{Q}]$,
2. there exists a prime $\ell \neq 2$ such that $U^+ \otimes \mathbb{Z}/\ell\mathbb{Z} \to (\mathcal{O}_F/n\mathcal{O}_F)^* \otimes \mathbb{Z}/\ell\mathbb{Z}$ is injective.

The moduli stack $\mathcal{M}(n)$ with $\Gamma(n)$ level structure, parametrizing pairs $(A, (\mathcal{O}_F/n\mathcal{O}_F)^2 \cong A[n])$, is an algebraic space.

**Proof.** The proof of this is similar to the proof as the previous lemma, where instead of requiring that $x$ has no fixed points in the set $B$, we require that $x \neq 1 \mod n$. Thus we can weaken the requirement that a prime $p \mid n$ where all possible roots of unity are inert at $p$, to merely require that no possible roots of unity are congruent to $1$ modulo $p$. 

If we want the inertia groups of $\mathcal{M}(n)$ to be $2$-groups, instead of being trivial, there is a much simpler condition:

**Lemma 5.17.** For any ideal $n$, such that $n \nmid (2)$, the inertia groups of $\mathcal{M}(n)$ are subgroups of $U_{1,n}^+/(U_{1,n})^2$.

**Proof.** As in Lemma 5.15 we reduce to the complex-analytic question.

If $x \in \ker(\text{GL}(H) \to \text{GL}(H/nH))$ such that $\mathcal{O}_F[x]$ is an order in a CM field, we find that $N_{K/F}(x) \in U_{1,n}^+$. If $N_{K/F}(x) = u^2 \in (U_{1,n})^2$, then $N_{K/F}(x/u) = 1$. 

Note that $(O_K^*)^{N_{K/F}=1} = \mu(K)$, and that $\text{SL}(H) \to \text{SL}(H/nH)$ is injective on finite-order elements for $n \nmid (2)$ (from the well-known fact that $\text{SL}_n(\mathbb{Z}) \to \text{SL}_n(\mathbb{Z}/n\mathbb{Z})$ is injective on finite-order elements for $n \geq 3$), to conclude.

If $n$ is coprime to $p$, the map $\mathcal{M}((\mathbb{Z})_p^r) \to M_{\mathbb{Z}_p^r}$ is finite étale with Galois group

$$G = \text{GL}_2(\mathcal{O}_F/n\mathcal{O}_F)/\mathcal{O}_F^*,$$

so that $M_{\mathbb{Z}_p^r} \cong \mathcal{M}((\mathbb{Z})_p^r)/G$. This implies that:

**Corollary 5.18.** The level $\Gamma(1)$ moduli stack $M_{\mathbb{Z}((p))}$ has inertia groups of order dividing

$$|U_{1,n}^*/(U_{1,n})^2|\text{GL}_2(\mathcal{O}_F/n\mathcal{O}_F)/\mathcal{O}_F^*|$$

for any ideal $n$ coprime to $p$, such that $n \nmid 2$.

### 6. Algebraic Hilbert modular forms for $G$

**Definition 6.1.** The Hodge bundle $\omega$ is the line bundle on $\tilde{M}'$ defined by

$$(A \to S, x) \mapsto \omega_A := \det_{\mathcal{O}_S}(\text{Lie}(S)^\vee).$$

To verify that this defines a line bundle on the stack $\tilde{M}'$, note that $\omega_A$ is compatible with arbitrary base-change: for $g: S' \to S$, $\omega_{A_S'} = g^*(\omega_A)$.

**Lemma 6.2.** Suppose that $A/S$ is (étale locally) RM-polarizable. For $\alpha \in \mathcal{O}_F$, the map $i(\alpha)^*: \omega_A \to \omega_A$ equals multiplication by $N_{F/Q}(\alpha) \in \mathcal{O}_S$.

**Proof.** If $S = \text{Spec}(\mathbb{C})$, the analytic uniformization of RM abelian varieties implies that $\text{Lie}(A) = \mathcal{O}_F \otimes \mathbb{C}$ as an $\mathcal{O}_F \otimes \mathbb{C}$-module, from which the result easily follows. In general, it follows from [21], [9], that the (strictly Henselian) local rings $\mathcal{O}_x$ of the stack $M_{\mathcal{F}}$ at all closed points $x$ can be embedded in $\mathbb{C}$.

Hence, if a weight $k \in \mathbb{N}$ is admissible, i.e. if $U_{1,n} \subset \ker(N_{F/Q}^k)$, the line bundle $\omega^\otimes k$ descends to a line bundle on the rigidification $\tilde{M}$ of $\tilde{M}'$.

**Theorem 6.3.** For any admissible weight $k$, there is an action of $G_\mathbb{A}^+$ on $(\tilde{M}, \omega^\otimes k)$ such that the analytification map

$$H^0(\tilde{M}_\mathbb{C}, \omega^\otimes k) \to M_k(n, \mathbb{C})$$

is an isomorphism of $G_\mathbb{A}^+$-modules.

The remainder of §6.1 will be devoted to: defining the action of $G_\mathbb{A}^+$, defining the analytification map, and proving Theorem 6.3.

Fix a prime $p$. We now define an action of $I_{pn}$ on $\tilde{M}'_{\mathbb{Z}((p))}$, and an action of

$$I_{pn} \times \text{Res}_{\mathcal{O}_F((p))/\mathbb{Z}((p))}G_m, \mathbb{Z}((p))$$

on the vector bundle $\text{Lie}(A)_{\mathbb{Z}((p))} \to \tilde{M}'_{\mathbb{Z}((p))}$.

For any $\mathbb{Z}((p))$-scheme $S$, there is an action of $I_{pn} \times \text{Res}_{\mathcal{O}_F/ZG_m}(S)$ on $\text{Lie}(A)_{\mathbb{Z}((p))}(S)$. For $N \in I_{pn}$, $\alpha \in (\mathcal{O}_S \otimes \mathbb{Z} \mathcal{O}_F)^*$, and $(A, x, v) \in \text{Lie}(A)_{\mathbb{Z}((p))}(S)$, this action is defined by

$$(28) \quad (N, \alpha) \cdot (A, x, v) := (A \otimes N, x_N, \alpha \cdot v_N),$$

where:
• the torsion point $x_N$ is defined by the composition

$$x_N: \mathcal{O}_F/n(1) \cong \mathcal{O}_F/N \xrightarrow{x \otimes N} A[n] \otimes N \cong (A \otimes N)[n];$$

• the element $v_N \in \text{Lie}_S(A \otimes N)$ is the image of $v$ along the isomorphism

$$\text{Lie}_S(A) \cong \text{Lie}_S(A) \otimes N \cong \text{Lie}_S(A \otimes N),$$

where the first isomorphism exists since $N \otimes \mathbb{Z}(p) = \mathcal{O}_F \otimes \mathbb{Z}(p)$.

As in the analytic setting, there is a sheaf $\omega_{\chi_{\infty}}$ on $\widetilde{\mathcal{M}}$ defined by

$$(A \to S, \gamma) \mapsto \{\text{functions } f: \text{Lie}_S(T) \to \mathcal{O}_S \text{ s.t. } f(wv) = \chi_{\infty}(w)f(v) \text{ for all } w \in (\mathcal{O}_S \otimes F)^*\},$$

such that $H^0(\text{Lie}(A), \mathcal{O}_{\text{Lie}(A)})^{\chi_{\infty}} = H^0(\widetilde{\mathcal{M}}, \omega_{\chi_{\infty}})$. Moreover for $\chi_{\infty} = N_{F/Q}^k$ where $k$ is an admissible weight, $\omega_{\chi_{\infty}}$ descends to $\widetilde{\mathcal{M}}$. After base-change to $\mathbb{Z}(p)$, $\omega_{\chi_{\infty}}$ is a $(I_{pn}, (F^*_1)^+/U_{1,n})$-equivariant line bundle on the stack $\widetilde{\mathcal{M}}\mathbb{Z}(p)$ (see §A.2), which we abbreviate to calling a $G_n^+$-equivariant line bundle.

**Remark 6.4.** We do not define the analog of $\text{Lie}(T)^* \subset \text{Lie}(T)$ in this setting, as $\text{Lie}_S(A)$ may not be a locally free $(\mathcal{O}_S \otimes \mathbb{O}_F)$-module of rank 1 when the discriminant is not invertible in $\mathcal{O}_S$.

For the same reason, it need not be the case that the sheaf $\omega_{\chi_{\infty}}$ is a line bundle!

**Proposition 6.5.** For any algebraic Hecke character $\chi: I_n \times \text{Res}_{F \otimes C}/C \mathbb{G}_{m,C} \to G_{m,C}$, the analytification map

$$H^0(\text{Lie}(A)_C, \mathcal{O}_{\text{Lie}(A)})^{\chi_{\infty}} \to H^0(\text{Lie}(T), \mathcal{O}_{\text{Lie}(T)})^{(\chi_{\infty})^{-1}}_{\text{mod}}$$

is an isomorphism, compatible with the action of $I_n$. In particular,

$$H^0(\text{Lie}(A)_C, \mathcal{O}_{\text{Lie}(A)})^{\chi_{\infty}} \to H^0(\text{Lie}(T), \mathcal{O}_{\text{Lie}(T)})^{(\chi_{\infty})^{-1}}_{\text{mod}},$$

is an isomorphism.

**Proof.** The main point is that the isomorphism $\text{Lie}(A)^{an} \cong \text{Lie}(T)$ is compatible with the action of $I_n \times \text{Res}_{F \otimes C}/C \mathbb{G}_{m,C}$, so that the analytification map in question is well-defined.

It remains to show that, for a fixed weight $\chi_{\infty}$, the map

$$H^0(\text{Lie}(A)_C, \mathcal{O}_{\text{Lie}(A)})^{\chi_{\infty}}_{\text{mod}} \to H^0(\text{Lie}(T), \mathcal{O}_{\text{Lie}(T)})^{(\chi_{\infty})^{-1}}_{\text{mod}}$$

is an isomorphism. First, note that

- $H^0(\widetilde{\mathcal{M}}_C, \omega_{\chi_{\infty}}) = \oplus H^0(\widetilde{\mathcal{M}}_{\mathcal{P}, C}, \omega_{\chi_{\infty}})^{U^+}$,
- $H^0(\text{Sh}_{G,K}^*, \omega_{\chi_{\infty}})_{\text{mod}} = \oplus H^0(\text{Sh}_{G,K}^*, \omega_{\chi_{\infty}})^{U^+}_{\text{mod}}.$

The analytification map $H^0(\widetilde{\mathcal{M}}_{\mathcal{P}, C}, \omega_{\chi_{\infty}}) \to H^0(\text{Sh}_{G,K}^*, \omega_{\chi_{\infty}})_{\text{mod}}$ is known to be an isomorphism (the proof follows from the Koecher principle as well as GAGA applied to certain sheaves on the minimal compactification of $\mathcal{M}_{\mathcal{P}, C}$).

The following is an immediate consequence of Proposition 6.5.

**Corollary 6.6.** For an admissible weight $k$, the sheaf $\omega_{N_{F/Q}^k}$ on $\widetilde{\mathcal{M}}$ is $G_n^+$-equivariant, such that the analytification $H^0(\widetilde{\mathcal{M}}_C, \omega_{N_{F/Q}^k}) \to M_k(n, C)$ is an isomorphism of $G_n^+$-modules.

It is easy to see that $\omega^{\otimes k} \subset \omega_{N_{F/Q}^k} \otimes C$ is a $G_n^+$-equivariant subsheaf, and that $\omega^{\otimes k} \otimes C = \omega_{N_{F/Q}^k} \otimes C$. With the above corollary, this completes the proof of Theorem 6.3.
6.2. Modular forms with coefficients. For any abelian group $B$, define Hilbert modular forms with coefficients in $B$ by:

$$M_k(n, B) := H^0(\widetilde{\mathcal{M}}, \omega^\otimes k \otimes \mathbb{Z} \otimes B).$$

The main case of interest is for rings $R$, where $M_k(n, R) = H^0(\widetilde{\mathcal{M}}_R, \omega^\otimes R)$, but this additional generality is convenient.

Given a ring $R$, a character $\psi: G^+_n \to R^*$, and an $R$-module $B$, define Hilbert modular forms with coefficients in $B$ and generalized nebentype $\psi$ by:

$$M_k(n, \psi, B) := M_k(n, B)^\psi = (M_k(n, B) \otimes_R R(\psi^{-1}))^{G^+_n}.\)$$

Note that

$$M_k(n, B) = \bigcup_{B' \subset B \text{ t. gen.}} M_k(n, B'), \quad M_k(n, B_1 \oplus B_2) = M_k(n, B_1) \oplus M_k(n, B_2).$$

In this way, we can often reduce proofs to the cases of $R = \mathbb{Z}$ or $R = \mathbb{Z}/p^k\mathbb{Z}$. For example, this reduction immediately implies that if $B$ is torsion-free, then $M_k(n, B) \cong M_k(n, \mathbb{Z}) \otimes B$. In particular,

$$M_k(n, C) = M_k(n, \mathbb{Z}) \otimes C.$$ 

**Definition 6.7.** A cusp $[C]$ is defined over a ring $R \subset C$ if the image of $M_k(n, R) \to M_k(n, C) \to Q_{[C],k}(C)$ is contained in $Q_{[C],k}(R)$ for all weights $k$.

Let $\mu_m \subset C$ be sufficiently many roots of unity to define a $O_F$-linear isomorphism $O_F/n \cong O_F/n(1)$ of $\text{Gal}(\overline{Q(\mu_m)}/Q(\mu_m))$-modules. For a prime $p$, let $\mu_{mp}$ be subgroup of prime-to-$p$ roots of unity in $\mu_m$. Define $\mathcal{O} = Z_{(p)}[\mu_{mp}]$.

**Theorem 6.8** (21, 2).

1. The unramified cusps are defined over $\mathbb{Z}$.
2. The p-unramified cusps are defined over $\mathcal{O}$.

(Note that (1) follows from (2), as unramified cusps are $p$-unramified for all $p$.)

**Theorem 6.9** (q-expansion principle, 21 Thm. 6.7). There exists, for any abelian group $B$ and any unramified cusp $[C]$, a q-expansion map

$$qexp_{[C]}: M_k(n, B) \to Q_{[C],k}(B).$$

These maps are functorial in $B$. If $\{[C_i]\}$ is a collection of unramified cusps meeting every component, then $M_k(n, B) \to \oplus_i Q_{[C_i],k}(B)$ is injective.

In §7.1, we will deduce these theorems from the analogous results for $\widetilde{\mathcal{M}}_p$, due to 21, 2.

**Corollary 6.10.** $M_k(n, \mathbb{Z})$ is the subset of $M_k(n, C)$ consisting of HMFs whose q-expansions at all unramified cusps have coefficients in $\mathbb{Z}$.

**Corollary 6.11.** For any inclusion $B_1 \subset B_2$ of abelian groups, $M_k(n, B_1)$ is the subset of $M_k(n, B_2)$ whose q-expansions at all unramified cusps have coefficients in $B_1$.

**Proof.** If $f \in M_k(n, B_2)$ has q-expansions contained in $B_1$, then its image in $M_k(n, B_2/B_1)$ is zero, by Theorem 6.9.

By considering the long exact sequence associated to the exact sequence of sheaves

$$0 \to \omega^\otimes k \otimes B_1 \to \omega^\otimes k \otimes B_2 \to \omega^\otimes k \otimes B_2/B_1 \to 0,$$
we see that
\[ M_k(n, B_1) = \ker(M_k(n, B_2) \to M_k(n, B_2/B_1)). \]

\[ \square \]

**Remark 6.12.** In the above corollaries, one may replace “at all unramified cusps” with “a collection of unramified cusps meeting every component”. The set of cusps \{(\alpha, L_\infty)\}_{\lambda \in \Gamma^*(F)}; the “standard \infty-cusps”, are one such collection, and it is with these cusps that the corollaries are applied in [7].

**Remark 6.13.** Similar statements about \( p \)-unramified cusps and \( \mathcal{O} \)-modules \( B \) are also true. For example, \( M_k(n, \mathcal{O}) \) is the subset of \( M_k(n, \mathbb{C}) \) consisting of HMFs whose \( q \)-expansions at all \( p \)-unramified cusps have coefficients in \( \mathcal{O} \).

7. **Toric and minimal compactifications**

7.1. **Partial toroidal compactifications.** The purpose of this section is to explain the theory of algebraic \( q \)-expansions of HMFs at \( p \)-unramified cusps. Most results will be easily deduced from analogous results for \( \mathcal{M}_F \) due to Rapoport [21]. We also prove that the action of \( G_\mathbb{A}^+ \) extends to the partial toroidal compactification \( \mathcal{M}_{\partial} \), and use this to give an algebraic proof of Theorem 4.19.

7.1.1. **Toric charts and formal \( q \)-expansions.** We briefly recall the construction of the “toric charts” associated to a cusp \([C] \in \text{Cusp}(n)\) following [21], although our notation is not quite the same.

Let \( R_C^0 = \mathbb{Z}[M_C] = \oplus_{b \in M_C} \mathbb{Z}^b \), and \( S^0(C) = \text{Spec}(R_C^0) \). Write \( \beta = (C, \sigma) \), for \( \sigma \subset (M_\mathbb{C})^+ \cup \{0\} \) a rational polyhedral cone. The scheme \( S(\beta) = \text{Spec}(\mathbb{Z}[\sigma^\vee]) = \text{Spec}(R_\beta) \) contains \( S^0(C) \) as a dense open. These \( S(\beta) \) are functorial in \( \sigma \), in the sense that \( \sigma_1 \subset \sigma_2 \) corresponds to an open embedding \( S(C, \sigma_1) \subset S(C, \sigma_2) \). Let \( S^\infty(\beta) = S(\beta) - S^0(C) \), let \( \tilde{S}(\beta) = \text{Spf}(\tilde{R}_\beta) \) denote the formal scheme obtained by completing \( S(\beta) \) along \( S^\infty(\beta) \), and let \( \tilde{S}(\beta)_\text{alg} = \text{Spec}(\tilde{R}_\beta) \).

It is possible to choose a smooth, rational polyhedral cone decomposition \( \Sigma_C \) of \( (M_\mathbb{C})^+ \cup \{0\} \), functorial in \( C \). This is obtained by choosing, for a fixed \( C \) in each isomorphism class, a \( U_C \)-admissible, smooth, rational polyhedral cone decomposition. We in fact require \( \Sigma_C \) to be admissible for the larger group \( U^+ \subset \text{Aut}(M_\mathbb{C}) \).

Fixing a cone \( C \), and varying over \( \sigma \in \Sigma_C \), we glue together the schemes \( S(\beta) = S((C, \sigma)) \) to obtain a scheme \( S_C \). Similarly we obtain a formal scheme \( \tilde{S}_C \) whose underlying reduced scheme we denote \( \Sigma_C^\infty \).

The quotient \( \tilde{Z}_C := \tilde{S}_C/U_C \) exists as a formal scheme. Let \( Z_C := S_C^\infty/U_C \) denote the underlying reduced scheme of \( \tilde{Z}_C \). As \( \tilde{Z}_C \) depends only on \([C]\), up to canonical isomorphism, we can define \( \tilde{Z}_{[C]} = \lim_{\sigma' \in [C]} \tilde{Z}_{C} \).

**Theorem 7.1** ([21] §4). The morphism \( Z_{[C]} \to \text{Spec}(\mathbb{Z}) \) is proper and geometrically connected.

Define
\[ (29) \quad \omega := N_{F/\mathbb{Q}}(\mathfrak{a})^{\otimes -1} \otimes \mathcal{O}^\sim_{\tilde{S}_C}, \]
a trivial line bundle on \( \tilde{S}_C \). The sheaf \( \omega \) is \( \text{Aut}(C) \)-equivariant (being defined canonically in terms of \( C \)), and the center \( U_{1,n} \subset \text{Aut}(C) \) acts trivially on \( \omega^{\otimes k} \) if \( k \) is an admissible weight. Therefore, for \( k \) admissible, \( \omega^{\otimes k} \) descends to a (possibly non-trivial) line bundle on \( \tilde{Z}_C \).

**Theorem 7.2** ([21] §4). For any abelian group \( B \),
$$H^0(\hat{Z}_C, \omega^\otimes k \otimes \mathbb{Z} B) = Q_{[C], k}(B),$$
$$H^0(\hat{Z}_C, \omega^\otimes k \otimes \mathbb{Z} B) = C_{[C], k}(B).$$

### 7.1.2. The action of $G^+_n$ on formal $q$-expansions.

There is an action of the group $G^+_n$ on the pair $(\hat{Z}, \omega^\otimes k)$.

First, we define an action of $I_n$ on the pairs $\beta = (C, \sigma), \ N \cdot (C, \sigma) := (C \otimes N, \sigma_N)$. The cusp label $C \otimes N$ was defined in §7.1.1. The cone $\sigma_N \in \Sigma_{C \otimes N}$ is defined to be the image of $\sigma$ under the isomorphism $M'_C \cong M'_{C \otimes N}$.

By picking a $U^+$-admissible cone decomposition for representatives of $\text{Cusp}^+/G^+_n$, and defining the remaining cone decompositions $\Sigma_C$ via the action of $I_n$, this defines an action of $I_n$ on $\hat{S}_{\text{alg}} = \bigsqcup_{[C] \in \text{Cusp}} \hat{S}_C, \text{alg}$ and an action of $G^+_n$ on $\hat{Z} = \bigsqcup_{[C] \in \text{Cusp}} \hat{Z}_C$. Note that an element $G^+_n$ acts on the irreducible components of $\hat{Z}_C$ through the homomorphism $\psi_C : G^+_n \to U^+ / U_C$. This is why we required $U^+$-admissibility — to ensure that $U^+/U_C$ acted on the irreducible components of $\hat{Z}_C$.

The line bundle $\omega^\otimes k$ on $\bigsqcup_{[C] \in \text{Cusp}} \hat{S}_C, \text{alg}$ can be made $I_n$-equivariant by, for $N$ a prime-to-$n$ fractional ideal, using the isomorphism

$$[N]^*(\omega^\otimes k_{S_{\text{alg}}}) \cong N_{F/\mathbb{Q}}(a)^{\otimes -k} \otimes [N]^* \mathcal{O}_{\hat{S}_{\text{alg}}},$$

$$\cong N_{F/\mathbb{Q}}(a)^{\otimes -k} \otimes \mathcal{O}_{\hat{S}_{\text{alg}}(C \otimes N, \sigma_N)}$$

$$\cong N_{F/\mathbb{Q}}(aN)^{\otimes -k} \otimes \mathcal{O}_{\hat{S}_{\text{alg}}(C \otimes N, \sigma_N)}$$

$$\cong \omega^\otimes k_{\hat{S}_{\text{alg}}(C \otimes N, \sigma_N)},$$

where the third isomorphism is given by multiplication by $|N_{F/\mathbb{Q}}(N)|^{-k}$. This descends to a $G^+_n$-equivariant structure on $(\hat{Z}, \omega^\otimes k)$.

This defines an action of $G^+_n$ on $H^0(\hat{Z}, \omega^\otimes k) = Q_k$, which can be easily seen to agree with the action defined in §7.1.1.

Now fix a weight $k$, and define $\hat{Z}^* = \bigsqcup_{[C] \in \text{Cusp}} \hat{Z}_C \subset \hat{Z}$, the formal scheme corresponding to the $k$-admissible cusps. The group $G^+_n$ acts on $\hat{Z}^*$, and hence $\mathcal{O}_{\hat{Z}^*}$ is a $G^+_n$-equivariant line bundle. Define an alternate $G^+_n$-equivariant structure on this line bundle, denoted $\mathcal{O}_{\hat{Z}^*}(\text{sgn})$, where we twist by the sign character $\text{sgn}_{[C]}$ of each stabilizer $\text{Stab}_{[C]}$.

It is easy to see that:

$$(30) \quad \omega^\otimes k_{\hat{Z}^*} \cong \mathcal{O}_{\hat{Z}^*}(\text{sgn})$$

as $G^+_n$-equivariant sheaves, where this isomorphism depends on a choice of representatives for the quotient $\text{Cusp}^*/G^+_n$.

### 7.1.3. Mumford’s construction.

Mumford’s construction of semi-abelian schemes gives rise to the following data (§7.1.1). Functionally associated to pairs $\beta = (C = (\alpha, L), \sigma)$, where $C$ is a $p$-unramified cusp label and $\sigma \in \Sigma_C$ is a cone in the cone decomposition chosen in §7.1.1, there exists:

1. a semi-abelian scheme
   $$A(\beta) \to \hat{S}(\beta)_{\text{alg}}$$
   with real multiplication $\iota : \mathcal{O}_F \to \text{End}_{\hat{S}(\alpha)_{\text{alg}}}(A(\beta))$, whose restriction to $\hat{S}^0(\beta)_{\text{alg}}$, denoted $A^0(\beta)$, is abelian, and whose restriction to $\hat{S}^\infty(\beta)$ equals the constant torus $\mathbb{G}_m \otimes \mathbb{Z} \alpha$;
2. a torsion point $x_{\beta} : (\mathcal{O}_F/\mathfrak{n}(1))_\mathcal{O} \to A^0(\beta)[\mathfrak{n}]_\mathcal{O}$;
(3) a map \( \hat{S}^0(\beta)_{\text{alg},\mathcal{O}} \to \hat{M}_{\mathcal{P},\mathcal{O}} \) such that \( (A^0(\beta), x_\beta) \) is pulled back from the universal abelian scheme (with its torsion point) on \( \hat{M}_{\mathcal{P},\mathcal{O}} \);
(4) an isomorphism \( \omega_{A(\beta)} \cong N_{\mathbb{P}/\mathbb{Q}}(\mathfrak{a})^\otimes -1 \otimes \mathcal{O}_{\hat{S}(\beta)_{\text{alg}}} \).

**Example 7.3.** In the analytic setting, it is easy to define an RM torus over an open subdomain of \( S^0(\mathbb{C})_{\text{an}} = M^\partial_{\mathbb{C}} \otimes \mathbb{C}^* \), analogous to \( A^0(\beta) \to \hat{S}^0(\beta)_{\text{alg}} \).

Consider \( \tau \in M^\partial_{\mathbb{C}} \otimes \mathbb{C} = \text{Hom}_{\mathbb{Q}}(\mathbb{b}, \mathbb{C} \otimes \mathfrak{a}) \) such that \( \text{Im}(\tau) \) is contained in \( (M^\partial_{\mathbb{C}})^+ \). Taking the exponential \( q = e^{2\pi i \tau} \), we obtain a homomorphism \( q : \mathbb{b} \to \mathbb{C}^* \otimes \mathfrak{a} \) which in fact has discrete image. For such \( q \), we have an associated RM torus
\[
A(\mathbb{C})_q = (\mathbb{C}^* \otimes \mathfrak{a})/q(\mathbb{b}).
\]

These define a family of RM tori over an open subdomain of \( S^0(\mathbb{C})_{\text{an}} \).

**7.1.4. Partial toroidal compactification.** Fix a prime \( p \), let \( \mathcal{O} = \mathbb{Z}((\psi))[\mu_{m_p}] \) be as in §6.2 and fix an embedding \( \mathcal{O} \hookrightarrow \mathbb{C} \). Define \( \hat{Z}_p = \coprod_{[C] \in \text{Cusps}_p} \hat{Z}_p[C] \), the disjoint union of the formal models of the \( p \)-unramified cusps.

Using Artin’s Approximation Theorem, it is possible to glue the formal models \( \hat{Z}_p \) onto \( \hat{M} \), where the gluing occurs along algebraic models of the charts \( \hat{S}^0(\beta)_{\text{alg},\mathcal{O}} \) arising in Mumford’s construction. In this way, one obtains a partial compactification \( \hat{M}^\partial \) of \( \hat{M} \). More precisely:

**Theorem 7.4.** There exists an algebraic stack \( \hat{M}^\partial \) over \( \mathbb{Z}((\psi)) \) and a line bundle \( \omega_{\text{can}} \) on \( \hat{M}^\partial \) such that

1. \( \hat{M}_{\mathbb{Z}((\psi))} \) is a dense open substack of \( \hat{M}^\partial \);
2. \( \hat{M}^\partial_{\mathcal{O}} - \hat{M}_{\mathcal{O}} \cong \mathbb{Z}_{p,\mathcal{O}} \);
3. the formal scheme given by completing \( \hat{M}^\partial_{\mathcal{O}} \) along \( \mathbb{Z}_{p,\mathcal{O}} \) is isomorphic to \( \hat{Z}_{p,\mathcal{O}} \);
4. the restriction of \( \omega_{\text{can}} \) to \( \hat{Z}_{p,\mathcal{O}} \) is isomorphic to \( \omega \).

**Proof.** We begin by sketching a proof of the analogous theorem for \( \hat{M}_{\mathbb{P}} \subset \hat{M}^\partial_{\mathbb{P}} \), originally due to Rapoport [21 Thm 6.18], although we instead use the technique of Faltings–Chai [11].

Recall that \( \hat{S}(\beta)_{\text{alg}} = \text{Spec}(\hat{R}_{\beta}) \), where \( \hat{R}_{\beta} \) is the algebraic completion of \( R_{\beta} \) along the closed subscheme \( S^\infty_{\beta} \). As an application of the Artin approximation theorem, there exists a ring \( R_{\beta}^{\text{approx}} \), such that:

- \( R_{\beta} \subset R_{\beta}^{\text{approx}} \subset R_{\beta}^{\text{alg}} \);
- \( \text{Spec}(R_{\beta}^{\text{approx}}) \to \text{Spec}(R_{\beta}) \) is an étale morphism whose image equals an open neighborhood of \( S^\infty_{\beta} \);
- Mumford’s construction \( A(\beta) \to \hat{S}(\beta)_{\text{alg}} \) (along with all auxiliary data) descends to a semiabelian scheme \( A(\beta)^{\text{approx}} \) over \( \text{Spec}(R_{\beta}^{\text{approx}}) \), in the sense that
\[
A(\beta) = A(\beta)^{\text{approx}} \times_{\text{Spec}(R_{\beta}^{\text{approx}})} \text{Spec}(R_{\beta}^{\text{alg}}).
\]

These algebraic models can be glued onto \( \hat{M}_{\mathbb{P}} \) to define the algebraic stack \( \hat{M}^\partial_{\mathbb{P}} \). See [11] pg. 109 for details of this construction in the case of Siegel moduli space (which does not include \( \hat{M}_{\mathbb{P}} \)), or [10] §6 for the general setting of PEL Shimura varieties (which includes \( \hat{M}_{\mathbb{P}} \)).

The group \( U^+ \) acts on \( \hat{M}^\partial_{\mathbb{P}} \) (in fact on the semi-abelian variety over \( \hat{M}^\partial_{\mathbb{P}} \)), extending the action on \( \hat{M}_{\mathbb{P}} \) discussed in §5.3. We then define \( \hat{M}^\partial \) to be the rigidification of \( \coprod \hat{M}^\partial_{\mathbb{P}} / U^+ \).
To see that the boundary of $\tilde{M}_{\partial}$ is as claimed, we consider the action of the group $D_n$ on $\tilde{M}_{\partial} - M = \bigcap Z_C$. Here $C$ runs over $\bigcap (\Gamma_1, \lambda(n) \cap \det^{-1}(Q)) \setminus P^1(F)$. We must verify that $D_n$ acts freely on $\bigcap Z_C$. A cusp $C$ for $\tilde{M}_P$ has a formal scheme $\tilde{Z} = \tilde{S}(C)/U_C'$, for $U_C' := \{ \left( \begin{array}{ll} u & 0 \\ 0 & u^{-1} \end{array} \right) \in \text{Aut}(C) \}/Z \subset U_C$. The stabilizer of the cusp $C$ for $\tilde{M}_P$, in $D_n$, is equal to $P_C/(Z \cap (P_C \cap \det^{-1}(Q))) = \text{im}(P_C \to \text{Aut}(M))/\text{im}(P_C \cap \det^{-1}(Q) \to \text{Aut}(M)) = U_C/U_C'$.

Then, by assumption of $U_C$-admissibility, this group acts freely on the set of irreducible components of $Z_C$ (such that $g \cdot W \cap W = \emptyset$ for any irreducible component $W$), with quotient equal to $Z_C$, and $\tilde{Z}_C' / \text{Stab}_{C}(D_n) = \tilde{Z}_C$.

Remark 7.5. If one restricts to the unramified cusps, the analogous result can be stated over $Z$, with no need for base-change.

Remark 7.6. When $p \nmid n$, $\tilde{M}_{\partial}$ is proper.

Rapoport [21] proved the following version of the Koecher principle:

**Theorem 7.7.** For any abelian group $B$,

$$H^0(\tilde{M}_{\partial}, \omega_{\text{can}} \otimes B) \cong H^0(\tilde{M}, \omega_{\text{can}} \otimes B).$$

**Proof.** The general case reduces to the cases $B = Z$ or $B = Z/p^nZ$. These cases were proven by Rapoport ([21], Prop. 4.9) for $\tilde{M}_P$, but the same proof works for $\tilde{M}_{\partial}$. □

Associated to $[C] \in \text{Cusp}_p$ is a boundary divisor $i_{[C]} : Z_{[C], O} \to \tilde{M}_O$, with formal neighborhood $\tilde{Z}_{[C], O}$. For any $O$-module $B$, the composition

$$H^0(\tilde{M}_O, \omega_{\text{can}} \otimes B) \cong H^0(\tilde{M}_{\partial}, \omega_{\text{can}} \otimes B) \xrightarrow{\tilde{r}_C} H^0(\tilde{Z}_{[C], O}, \omega_{\text{can}} \otimes O B) \to Q_{C, k}(B)$$

defines an **algebraic $q$-expansion**

$$q_{\text{exp}_{[C]}} : M_k(n, B) \to Q_{[C], k}(B).$$

When $B = C$:

**Theorem 7.8 ([21], [17]).** The algebraic and complex-analytic $q$-expansions (3.4.7) at the cusp $[C]$ are equal.

**Proof.** This was originally proven in [21] §6.13, for the level $\Gamma(n)$ stack $\tilde{M}(\Gamma(n))_p$, and one can deduce the result for $\tilde{M}_P$ from this. Alternately, one can use [17] Thm. 5.3.5, which proves a general result for PEL Shimura varieties, of which the result for $\tilde{M}_P$ is a special case. The equality of $q$-expansions for $\tilde{M}$ may be checked after pullback to $\bigcap_\partial \tilde{M}_P$.

This immediately proves Theorem 6.8 that the image of the classical $q$-expansion $M_k(n, O) \to Q_{[C], k}(C)$ is contained in $Q_{[C], k}(O)$.

**Proposition 7.9.** The action of $G_n^+$ on $(\tilde{M}_O, \omega_{\text{can}})$ extends to $(\tilde{M}_O, \omega_{\text{can}})$, compatible with the action on $(\tilde{Z}_p, \omega_{\text{can}})$ described in 4.1.1.
Proof. We begin by introducing the charts which are used in the construction of \( \widetilde{\mathcal{M}}_{O}^{\text{partial}} \).

The construction of the toroidal compactification of \( \widetilde{\mathcal{M}}_p \), via Mumford’s construction of semi-abelian schemes, gives rise to the following data. Functorially associated to pairs \( \beta = (C = (\alpha, L), \sigma) \), where \([C] \in \text{Cusp}_p \) and \( \sigma \in \Sigma_C \), there exists:

1. a semi-abelian scheme 
   \[ A(\beta) \to \tilde{S}(\beta)_{\text{alg}} \]
   with real multiplication \( \iota : \mathcal{O}_F \xhookrightarrow{} \text{End}_{\tilde{S}(\alpha)_{\text{alg}}}(A(\beta)) \), whose restriction to \( \tilde{S}^0(\beta)_{\text{alg}} \), denoted \( A^0(\beta) \), is abelian, and whose restriction to \( S^\infty(\beta) \) equals the constant torus \( \mathbb{G}_m \otimes \mathbb{Z} \alpha \);
2. a torsion point \( x_\beta : (\mathcal{O}_F / n(1))_\mathcal{O} \to A^0(\beta)[n]_\mathcal{O} \);
3. a map \( \tilde{S}^0(\beta)_{\text{alg}, \mathcal{O}} \to \tilde{\mathcal{M}}_{\mathcal{P}_\alpha, \mathcal{O}} \) such that \( (A^0(\beta), x_\beta) \) is pulled back from the universal abelian scheme (with its torsion point) on \( \tilde{\mathcal{M}}_{\mathcal{P}_\alpha, \mathcal{O}} \);
4. an isomorphism \( \omega_{A(\beta)} \cong N_{F / \mathbb{Q}}(\alpha)^{-1} \otimes \mathcal{O} \tilde{S}(\beta)_{\text{alg}} \).

The map \( \tilde{S}^0(C, \sigma)_{\text{alg}, \mathcal{O}} \to \tilde{\mathcal{M}}_{\mathcal{P}_\alpha, \mathcal{O}} \to \tilde{\mathcal{M}}_{\mathcal{O}} \) extends to a map \( \tilde{S}(C, \sigma)_{\text{alg}, \mathcal{O}} \to \tilde{\mathcal{M}}_{\mathcal{O}}^{\text{partial}} \), such that restriction to \( S^\infty(C, \sigma)_{\mathcal{O}} \) equals \( S^\infty(C, \sigma)_{\mathcal{O}} \to \mathbb{Z} C, \sigma \) \( \subset \tilde{\mathcal{M}}_{\mathcal{O}}^{\text{partial}} \).

Let \( N \in I_p, n \) be a prime-to-\( p \)-unramified ideal. We claim that 
\[
A(C, \sigma) \otimes N \xrightarrow{\cong} A(C \otimes N, \sigma_N) \quad \tilde{S}(C, \sigma)_{\text{alg}} \xrightarrow{\cong} \tilde{S}(C \otimes N, \sigma_N)_{\text{alg}}
\]
and that \( x(C, \sigma) \otimes N \) is identified with \( x(C \otimes N, \sigma_N) \). The former follows from Mumford’s construction. The identification of torsion points is a bit subtle - it follows from the fact that these torsion points are chosen in order to make Theorem 7.5 hold.

This implies that \( \tilde{S}^0(\beta)_{\text{alg}, \mathcal{O}} \to \tilde{\mathcal{M}}_{\mathcal{O}} \to \tilde{\mathcal{M}}_{\mathcal{O}} \) equals \( \tilde{S}^0(N : \beta)_{\text{alg}, \mathcal{O}} \to \tilde{\mathcal{M}}_{\mathcal{O}} \).

We have shown that there is an action of \( I_p, n \) on the scheme \( \coprod \tilde{S}(\beta)_{\text{alg}, \mathcal{O}} \) such that the morphism \( \coprod \tilde{S}(\beta)_{\text{alg}, \mathcal{O}} \to \tilde{\mathcal{M}}_{\mathcal{O}} \) is \( I_p, n \)-equivariant. Although the construction of \( \tilde{\mathcal{M}}_{\mathcal{O}}^{\text{partial}} \) involves choosing “approximations” of these schemes and morphisms, it is not difficult to see that the resulting stack \( \tilde{\mathcal{M}}_{\mathcal{O}}^{\text{partial}} \) is independent of such choices. Hence the group \( I_p, n \) acts on \( \tilde{\mathcal{M}}_{\mathcal{O}}^{\text{partial}} \).

The fact that \( \omega_{\text{can}} \vert_{\tilde{\mathcal{P}}_{\mathcal{O}}} \) agrees with the line bundle \( \omega_{\mathcal{O}} \otimes k \) we defined directly on \( \tilde{\mathcal{Z}} \) follows from property 4 of \( A(C, \sigma) \). We omit the proof that the line bundle \( \omega_{\text{can}} \otimes k \) is \( I_p, n \)-equivariant, and that \( \omega_{\text{can}} \) is an \( (I_p, (F^*)' )\)-equivariant line bundle (in the sense of 4.1).

This implies:

**Corollary 7.10.** For any \( \mathcal{O} \)-module \( B \), the \( q \)-expansion at the \( p \)-unramified cusps,
\[
M_k(n, B) \hookrightarrow Q_{p, k}(B)
\]
is \( G_n^+ \)-equivariant, for the action of \( G_n^+ \) described in 7.1.2.

Choosing \( p \) coprime to \( n \), so that \( \text{Cusp}_p = \text{Cusp} \), and taking \( B = \mathbb{C} \), viewed as an \( \mathcal{O} \)-module via the fixed \( \mathcal{O} \subset \mathbb{C} \), this proves Theorem 4.19.
7.1.5. Proof of the q-expansion principle. The following argument is identical to the one given by Rapoport (21 Thm. 6.7) for the stack \( \mathcal{M}(\Gamma(n))_p \), and we include it for the sake of exposition.

For the moment, consider the partial toroidal compactification \( \widetilde{\mathcal{M}}_{\text{partial}} \) over \( \mathbb{Z} \), whose boundary components correspond to the unramified cusps.

We obtain, for any abelian group \( B \), and any unramified cusp \( [C] \), a q-expansion map
\[
M_k(n, B) = H^0(\widetilde{\mathcal{M}}, \omega \otimes \mathbb{Z} B) = H^0(\widetilde{\mathcal{M}}_{\text{partial}}, \omega \otimes \mathbb{Z} B) \rightarrow H^0(\tilde{Z}_{[C]}, \omega \otimes \mathbb{Z} B) = Q_{[C], k}(B).
\]
This is clearly functorial in \( B \). To prove the q-expansion principle, it remains to show that, if the collection of cusps \( \{|C_i|\} \) meets every component, \( M_k(n, B) \rightarrow \bigoplus_i Q_{[C_i], k}(B) \) is injective. As \( B \) is a union of its finitely generated subgroups, we reduce to the case \( B = \mathbb{Z} \) or \( B = Z/p^nZ \).

Suppose \( R = Z/p^nZ \) or \( R = \mathbb{Z} \), and consider sections of the line bundle \( \omega \otimes \mathbb{Z} B \) over \( \widetilde{\mathcal{M}}_R^{\text{partial}} \). If a section of a line bundle is zero in any stalk of an irreducible noetherian algebraic stack, then it is zero. The result then follows from the fact that every irreducible component of \( \tilde{M}^{\text{tor}}_{\text{Spec}(R)} \) contains some divisor \( Z_{[C_i]} \); since, by Theorem 5.10, the connected components of \( \tilde{M}^{\text{tor}} = (\tilde{M}^{\text{tor}}_{\text{Spec}(R)} / D_{\eta}) \) are the same as the irreducible components.

7.2. The minimal compactification. In this section, we define the minimal compactification of \( \tilde{M} \), a projective scheme \( \tilde{M}^{\text{min}} \) compactifying the coarse moduli space \( \tilde{M} = [\tilde{M}] \). We closely follow Chai [2], who constructed the minimal compactification for \( \tilde{M}_p \) as an application of the more general techniques developed in Faltings–Chai [11]. We then define coherent sheaves on \( \tilde{M}^{\text{min}} \) whose sections are Hilbert modular forms. Finally, we check a compatibility between the constant term map and the evaluation of HMFs at cusp points in \( \tilde{M}^{\text{min}} \).

7.2.1. Positivity of the Hodge bundle.

**Theorem 7.11** ([19] Ch. IX, Thm. 2.1). Consider a semi-abelian scheme \( A \rightarrow S \) over a normal, excellent, noetherian base \( S \), such that \( A \) is abelian over a dense open subspace of \( S \). Then \( \omega_A \) is a semi-ample line bundle.

According to Faltings–Chai [11] (Ch. 5, Prop. 2.1), the same proof works more generally for \( S \) an algebraic space covered by normal, excellent, noetherian schemes. We will need this stronger result.

**Theorem 7.12** ([11] Ch. 5, Prop. 2.2). Suppose \( S \) is a proper curve over an algebraically closed field, and \( A \rightarrow S \) is a semi-abelian scheme, abelian over a dense open subspace of \( S \). If \( \deg(\omega_A) \leq 0 \), then \( A \rightarrow S \) is isotrivial and is abelian over \( S \).

7.2.2. Minimal compactification at prime-to-p level. In this section, assume that \( \mathfrak{n} \) is relatively prime to a fixed prime \( p \). Let \( \mathcal{O} \) be the ring defined in [26, 2] a \( \mathbb{Z}_p \)-algebra containing enough roots of unity. All stacks/schemes will be \( \mathbb{Z}_p \)-schemes.

Since \( \mathfrak{n} \) is relatively prime to \( p \), all cusps in \( \text{Cusp}(\mathfrak{n}) \) are \( p \)-unramified, and so:

**Theorem 7.13** ([21]). \( \tilde{M}_{\text{partial}} \) is proper over \( \text{Spec}(\mathbb{Z}_p) \).

Hence we write \( \tilde{M}^{\text{tor}} := \tilde{M}_{\text{partial}} \). Define \( \tilde{M}^{\text{min}} = \text{Proj}(\oplus_{k \geq 0} H^0(\tilde{M}^{\text{tor}}, (\omega_{\text{can}}) \otimes k)) \).
Theorem 7.14 ([2]).

1. For some \( k_0 > 0 \), the line bundle \( \omega_{\text{can}}^{\otimes 2k_0} \) on \( \mathcal{M}^\text{tor} \) is globally generated.
2. The ring \( \oplus_{k \geq 0} H^0(\mathcal{M}^\text{tor}, (\omega_{\text{can}}^{\otimes 2})^{\otimes k}) \) is a finitely generated \( \mathbb{Z}_p \)-algebra.
3. \( \mathcal{M}^\text{min} \) is a normal, projective scheme of finite type over \( \text{Spec}(\mathbb{Z}_p) \).
4. There is a map \( \tilde{f}: \mathcal{M}^\text{tor} \to \mathcal{M}^\text{min} \) such that the restriction of \( \tilde{f} \) to \( \mathcal{M} \) is identified with the coarse moduli space map \( \tilde{M} \to \tilde{M} := [\tilde{M}] \).
5. The map \( \tilde{f} \) contracts the toroidal boundary \( \mathcal{M}^\text{tor} - \mathcal{M} \) to points. More precisely, after base-change to \( O \),

\[
\tilde{f}((\mathcal{M}^\text{tor} - \mathcal{M})_O) = (\mathcal{M}^\text{min} - \mathcal{M})_O = \coprod_{\text{Cusp}(\Gamma_1(n))} \text{Spec}(O).
\]

6. The push-forward \( \omega_{\text{can}}^{\otimes 2k_0} := \tilde{f}_*(\omega_{\text{can}}^{\otimes 2k_0}) \) is an ample line bundle on \( \mathcal{M}^\text{min} \).

Proof. By Corollary B.5, it suffices to test the semi-ampleness of \( \omega_{\text{can}}^{\otimes 2} \) after pullback along a surjective finite étale morphism, for example \( \coprod_{\text{Cl}(\mathcal{P})} \mathcal{M}^\text{tor}_\mathcal{P} \to \mathcal{M}^\text{tor} \). By adding auxiliary \( \Gamma(m) \)-level to the moduli stacks \( \mathcal{M}_\mathcal{P} \), for \( m \geq 3 \) coprime to \( p \), we obtain an algebraic space \( \mathcal{M}_\mathcal{P}(m) \) and finite étale surjective morphism \( \mathcal{M}_\mathcal{P}(m) \to \mathcal{M}_\mathcal{P} \). Then apply Theorem 7.11 to the semi-abelian space \( A \to \mathcal{M}_\mathcal{P}(m) \) to deduce that \( \omega_{\text{can}}^{\otimes 2} \) on \( \mathcal{M}_\mathcal{P}(m) \) is semi-ample.

We apply Proposition B.2 to the semi-ample \( L = \omega_{\text{can}}^{\otimes 2} \) on \( \mathcal{M}^\text{tor} \), and (2), (3), (6) follow immediately.

To deduce that \( \tilde{f} := f_L \) (in the notation of B.3) is the coarse moduli space map upon restriction to \( \mathcal{M} \), use Theorem 7.12. To deduce that \( \tilde{f} \) contracts \( \mathcal{M}^\text{tor} - \mathcal{M} \) to points, use that

\[
H^0((\mathcal{M}^\text{tor} - \mathcal{M})_O, \omega_{\text{can}}^{\otimes 2k} |_{\mathcal{M}^\text{tor} - \mathcal{M}}) \cong \oplus_{[C] \in \text{Cusp}(\Gamma_1(n))} \mathcal{N}_F/Q(\mathcal{a})^{\otimes -k} \otimes O,
\]

hence all global sections of \( \omega_{\text{can}}^{\otimes 2k} \) are constant along each connected component of \( \mathcal{M}^\text{tor} - \mathcal{M} \). As the fibers of \( \tilde{f} \) are connected (by Prop. B.2), the scheme-theoretic image \( \tilde{f}((\mathcal{M}^\text{tor} - \mathcal{M})_O) \) equals \( \coprod_{\pi_0(\mathcal{M}^\text{tor} - \mathcal{M})} \text{Spec}(O) \).

In particular, for any \( n \), there is a full toroidal compactification \( \mathcal{M}^\text{tor}_Q \) over \( Q \), a projective minimal compactification \( \mathcal{M}^\text{min}_Q \), and a morphism \( \tilde{f}_Q: \mathcal{M}^\text{tor}_Q \to \mathcal{M}^\text{min}_Q \).

7.2.3. Minimal compactification in general. Now, suppose that \( \gcd(n, p) \neq 1 \). We will define the minimal compactification \( \mathcal{M}^\text{min} \), a projective scheme over \( \mathbb{Z}_p \).

Let \( \mathcal{M} \) denote the level \( \Gamma(1) = \Gamma_1(1) \) moduli stack over \( \text{Spec}(\mathbb{Z}_p) \). By the theory of compactification at prime-to-\( p \) level, there is a proper toroidal compactification \( \mathcal{M}^\text{tor} \), a proper minimal compactification \( \mathcal{M}^\text{min} \), and a surjective morphism \( f: \mathcal{M}^\text{tor} \to \mathcal{M}^\text{min} \).

Consider the \( \Gamma_1(n) \) moduli stack \( \mathcal{M} \). Define the scheme \( \mathcal{M}^\text{min} \) as the normalization of \( \mathcal{M}^\text{min} \) relative to the \( G^+_n \)-equivariant morphism \( \mathcal{M}_\text{partial} \to \mathcal{M}^\text{tor} \to \mathcal{M}^\text{min} \). This gives \( G^+_n \)-equivariant morphisms

\[
\tilde{f}: \mathcal{M}_\text{partial} \to \mathcal{M}^\text{min}, \quad h: \mathcal{M}^\text{min} \to \mathcal{M}^\text{min},
\]

where \( h \) is a finite morphism, and \( \mathcal{O}_{\mathcal{M}^\text{min}} \) is integrally closed in \( \tilde{f}_*(\mathcal{O}_{\mathcal{M}_\text{partial}}) \). Define \( \mathcal{M}_\text{partial} \subset \mathcal{M}^\text{min} \) to be the scheme-theoretic image of \( \tilde{f} \).

As \( \mathcal{M}^\text{min} \) is a scheme, \( \tilde{f}_*[\mathcal{M}] \) factors through the coarse moduli space \( \mathcal{M} \to [\mathcal{M}] \to \mathcal{M}^\text{min} \), where \( [\mathcal{M}] \to \mathcal{M}^\text{min} \) is in fact an open embedding. In this way, \( \mathcal{M}^\text{min} \) is a compactification of \( \mathcal{M} := [\mathcal{M}] \).
7.3. Integral models for Hodge sheaves. For $k$ an admissible weight (for level $\Gamma_1(n)$), define
\begin{equation}
\mathcal{L}_{k,Q} := (\tilde{f}_Q)_*(\omega_{\text{can}}^\otimes k)_{\mathcal{Q}},
\end{equation}
a coherent sheaf on $\tilde{M}_{\mathcal{Q}}^{\text{min}}$. There exists $k_0 > 0$ such that $\mathcal{L}_{k_0,Q}$ is an ample line bundle.

Remark 7.15. Although $(\omega_{\text{can}}^{\otimes k_1})_{\mathcal{Q}} \otimes \mathcal{O}_{\tilde{M}_{\mathcal{Q}}^{\text{min}}} (\omega_{\text{can}}^{\otimes k_2})_{\mathcal{Q}} \to (\omega_{\text{can}}^{\otimes k_1+k_2})_{\mathcal{Q}}$ is an isomorphism, the maps $\mathcal{L}_{k_1,Q} \otimes \mathcal{O}_{\tilde{M}_{\mathcal{Q}}^{\text{min}}} \mathcal{L}_{k_2,Q} \to \mathcal{L}_{k_1+k_2,Q}$ need not be isomorphisms.

In the following lemma, we will define sheaves $\mathcal{L}_k$ on $\tilde{M}_{\mathcal{Q}}^{\text{min}}$ whose pull-back to the generic fiber $\tilde{M}_{\mathcal{Q}}^{\text{min}}$, which we will denote $\mathcal{L}_k \otimes \mathcal{Q}$, equals $\mathcal{L}_{k,Q}$.

Lemma 7.16. For each admissible $k \geq 0$, there exists a $G_n^+$-equivariant coherent sheaf $\mathcal{L}_k$ on $\tilde{M}_{\mathcal{Q}}^{\text{min}}$ such that:

1. $\mathcal{L}_k \otimes \mathcal{Q} = \mathcal{L}_{k,Q}$;
2. $\mathcal{L}_k|_{\tilde{M}_{\partial}} = \tilde{f}_k(\omega_{\text{can}}^{\otimes k})|_{\tilde{M}_{\partial}}$;
3. $H^0(M^{\text{min}}, \mathcal{L}_k) \subset H^0(M, \omega_{\text{can}}^{\otimes k}) = M_k(n, Z(\rho));$
4. if $k = i + jk_0$, $\mathcal{L}_k \cong \mathcal{L}_{i} \otimes (\mathcal{L}_{k_0})^{\otimes j};$
5. $\mathcal{L}_{k_0}$ is an ample line bundle.

These are all maps of $G_n^+$-modules/$G_n^+$-equivariant sheaves.

Proof. Note that, if $k = i + jk_0$,
\begin{equation}
\mathcal{L}_{k,Q} \cong \mathcal{L}_{i,Q} \otimes (\mathcal{L}_{k_0,Q})^{\otimes j}.
\end{equation}
It will suffice to define $\mathcal{L}_k$ for $k = 1, \ldots, k_0$, as if $k = i + jk_0$ for $j \geq 1$, we may define $\mathcal{L}_k := \mathcal{L}_i \otimes (\mathcal{L}_{k_0})^{\otimes j}$, so that property (4) holds by definition.

Choose an $m > 0$, coprime to $pn$, such that $M(\Gamma(m))^{\text{min}}$ has no elliptic points or non-admissible cusps (see Lemma 5.16). Let $\Gamma' = \Gamma(m), \Gamma'' = \Gamma(m) \cap \Gamma_1(n)$. We have morphisms $g, h$:
\begin{align*}
M(\Gamma')^{\text{min}} \overset{g}{\longrightarrow} M(\Gamma'')^{\text{min}} \overset{h}{\longrightarrow} M(\Gamma_1(n))^{\text{min}}.
\end{align*}
We also have morphisms:
\begin{align*}
f' : M(\Gamma')^{\text{tor}} &\longrightarrow M(\Gamma')^{\text{min}},
\quad f'' : M(\Gamma'')^{\text{partial}} \longrightarrow M(\Gamma'')^{\text{min}},
\quad \tilde{f} : M(\Gamma_1(n))^{\text{partial}} \longrightarrow M(\Gamma_1(n))^{\text{min}}.
\end{align*}
Define $\mathcal{L}'_k := f'_k(\omega_{\text{can}}^{\otimes k}), \mathcal{L}_k' := g^*(\mathcal{L}'_k), \mathcal{L}_k := h_*(\mathcal{L}_k')^{\text{GL}_2(O/mO)}$. The condition on $m$ ensures that:
- $\mathcal{L}_k'$ is a line bundle;
- the restriction of $g$ to $M(\Gamma'')^{\text{partial}} \subset M(\Gamma'')^{\text{min}}$ is a finite morphism, ramified only at the cusps.

One can then verify that $\mathcal{L}'_k \otimes \mathcal{Q} = \mathcal{L}_k'\mathcal{Q}$ (where $\mathcal{L}'_k\mathcal{Q}$ is the push-forward of a sheaf on $M(\Gamma'')^{\text{tor}}$) and that $f''(\omega_{\text{can}}^{\otimes k})$ equals the restriction of of $\mathcal{L}'_k$ to $M(\Gamma'')^{\text{partial}}$. Taking $\text{GL}_2(O/mO)$-invariants gives properties (1) and (2) for the sheaves $\mathcal{L}_k$, and (3) follows immediately from (2).

We give an equivalent definition of $\mathcal{L}_{k_0}$. Write
\begin{align*}
r : M(\Gamma_1(n))^{\text{min}} &\longrightarrow M(\Gamma(1))^{\text{min}},
\quad f : M(\Gamma(1))^{\text{tor}} \longrightarrow M(\Gamma(1))^{\text{min}}.
\end{align*}
Then
\[ L_{k_0} = r^*(f_*(\omega_{\text{can}}^{\otimes k_0})). \]
Since \( r \) is a finite morphism, and \( f_*(\omega_{\text{can}}^{\otimes k_0}) \) is an ample line bundle, the same is true for \( L_{k_0} \). This proves (5).

\[ \square \]

7.4. Constant terms and cusp points. Fix a weight \( k \geq 0 \). For any \( p \)-unramified \( k \)-admissible cusp \( [C] \in \mathrm{Cusp}_p(n)^* \), corresponding to the cusp point \( x_C[\cdot]: \text{Spec}(O) \to \tilde{M}^{\text{min}}_O \), we consider the restriction map \( x^*_C: L_k \to x^*_C(L_k) \). We want to relate this to analogous map for the toroidal compactification, \( i^*_C: \omega_{\text{can}}^{\otimes k} \to i^*_C(\omega_{\text{can}}^{\otimes k}) \), and hence to constant terms of HMFs.

**Lemma 7.17.** The base-change map \( x^*_C f_*(\omega_{\text{can}}^{\otimes k}) \to f_* i^*_C(\omega_{\text{can}}^{\otimes k}) \) is an isomorphism of sheaves on \( \tilde{M}^{\text{partial}}_O \).

**Proof.** After passing to the formal completion along \( x_C \), this map is identified with \( Q_{C,k}(O) \otimes Q_{C,0}(O)/J_C \to C_{C,k}(O) \), where \( J_C \subset Q_{C,0}(O) \) is ideal \( J_C = \ker(Q_{C,0}(O) \to C_{C,0}(O)) \). As \( C \) is \( k \)-admissible, \( Q_{C,k}(O) \cong N_{F/Q}(a)^{\otimes -k} \otimes Q_{C,0}(O) \) and \( C_{C,k}(O) \cong N_{F/Q}(a)^{\otimes -k} \otimes C_{C,0}(O) \).

It is clear that the following diagram commutes:

\[
\begin{array}{cccc}
H^0(M^{\text{min}}_O, L_k) & \xrightarrow{x_C^*} & H^0(\text{Spec}(O), x^*_C L_k) \\
\downarrow & & \downarrow \\
H^0(\tilde{M}^{\text{partial}}_O, L_k) & \xrightarrow{x^*_C} & H^0(\text{Spec}(O), x^*_C L_k) \\
\downarrow & & \downarrow \\
H^0(\tilde{M}^{\text{partial}}_O, \omega_{\text{can}}^{\otimes k}) & \xrightarrow{i^*_C} & H^0(Z_C, i^*_C \omega_{\text{can}}^{\otimes k}) \\
\downarrow & & \downarrow \\
M_k(n, O) & \xrightarrow{\text{const}_C} & C_{C,k}(O)
\end{array}
\]

Moreover, all of the vertical arrows in the right column are isomorphisms - for \( \tilde{f}^* \), this follows from the above lemma.

**Corollary 7.18.** For any \( k \)-admissible \( p \)-unramified cusp label \( C \), and any \( O \)-module \( B \), there is an identification \( H^0(\tilde{M}^{\text{min}}_O, x^*_C(L_k \otimes B)) \cong C_{C,k}(B) \) such that \( x^*_C: H^0(\tilde{M}^{\text{min}}_O, L_k \otimes B) \to C_{C,k}(B) \) factors as
\[
H^0(\tilde{M}^{\text{min}}_O, L_k \otimes B) \subset M_k(n, B) \xrightarrow{\text{const}_C} C_{C,k}(B).
\]

**Proof.** When \( B = O \), this follows from the above discussion. The general case uses \( x^*_C(L_k \otimes O B) \cong x^*_C(L_k) \otimes O B \), which follows from the fact that \( L_k \) is locally free when localized to an admissible cusp.

**Remark 7.19.** For cusp \( [C] \) which is not admissible for the weight \( k \), the evaluation map
\[
x^*_C: H^0(\tilde{M}^{\text{min}}_O, L_k) \to x^*_C(L_k)
\]
is not related to constant terms.
8. Main results

8.1. Equivariant lifting results. We now state two propositions, Prop. 8.2 and Prop. 8.3 which are “abstract” versions of two of our main theorems, Theorem 8.4 and Theorem 8.8 (i.e. not in the setting of Hilbert modular varieties). The former proposition is used in the proof of Theorem 8.4 and hence we will give a proof. For technical reasons, the latter proposition is not actually used in the proof of Theorem 8.8, and so we do not give the proof.

Let $X \rightarrow \text{Spec}(R)$ be a projective scheme over a noetherian ring $R$, equipped with an ample line bundle $L$. Let $\{x_j\}$ be a finite set of pairwise disjoint $R$-points, and let

$$i : Z := \coprod x_j \hookrightarrow X$$

denote the closed embedding. A classical result is:

**Theorem 8.1.** For any coherent $O_X$-module $F$, there exists $k_0 > 0$ such that for all $k \geq k_0$, the map

$$H^0(X, L^\otimes k \otimes F) \rightarrow H^0(Z, i^*(L^\otimes k \otimes F))$$

is surjective.

Suppose that a finite group $G$ acts on $X$, such that $L$ is a $G$-equivariant ample line bundle and $Z$ is $G$-stable. Let $I$ be the ideal sheaf defining $Z$, and let $\hat{O}_Z := \lim O_X/I^n$ denote the completion at $I$.

**Proposition 8.2.** With notation as above, let $F$ be a $G$-equivariant coherent sheaf on $X$. Suppose that:

1. $H^0(X, F \otimes \hat{O}_Z) \rightarrow H^0(Z, i^*(F))$ is $G$-equivariantly split, and
2. $H^0(X, L \otimes \hat{O}_Z) \rightarrow H^0(Z, i^*(L))$ is $G$-equivariantly split.

Then there exists $k_0 > 0$ such that for all $k \geq k_0$ and all characters $\psi : G \rightarrow R^\ast$, the map

$$H^0(X, L^\otimes k \otimes F)^{\psi} \rightarrow H^0(Z, i^*(L^\otimes k \otimes F))^{\psi}$$

is surjective.

**Proof.** As $X$ is projective, the schematic quotient $Y := X/G$ exists, with finite quotient map $p : X \rightarrow Y$. For any coherent sheaf $F$ on $X$, define $F^G := p_* (F)^G$, a coherent sheaf on $Y$. Also, for any character $\psi : G \rightarrow R^\ast$, define $F^\psi = (F \otimes R(\psi^{-1}))^G$.

Replacing $L$ with $L^{\otimes |G|}$ and replacing $F$ with $L \otimes F, \ldots, L^{\otimes |G|-1} \otimes F$, we may assume by Lemma B.6 that

1. $L = p^*(L^G)$, and
2. $L^G$ is an ample line bundle on $Y$.

The fact that this new pair $L, F$ still satisfies conditions 1 and 2 may be deduced from the affineness of the scheme $Z$.

We consider the exact sequence of sheaves

$$0 \rightarrow (L^\otimes k \otimes F)_0 \rightarrow L^\otimes k \otimes F \xrightarrow{i^*} i^*(L^\otimes k \otimes F) \rightarrow 0,$$

where the subscript $(-)_0$ indicates the kernel of $i^*$. Note that since $L$ is locally trivial, $(L^\otimes k \otimes F)_0 = L^\otimes k \otimes F_0$. We apply $\psi$ to the sequence (34), to obtain

$$0 \rightarrow (L^\otimes k \otimes F)^\psi_0 \rightarrow (L^\otimes k \otimes F)^\psi \xrightarrow{i^*(L^\otimes k \otimes F)^\psi} 0.$$
The final map is in fact surjective, even though \((-\)^\psi \) is not a right-exact functor. Note that \((-\)^\psi \) commutes with arbitrary flat base change, in particular with localization and completion of coherent sheaves. Since \(i^*(L^{\otimes k} \otimes F)\) is supported on the subscheme \(Z\), we can check the surjectivity after tensoring with the localization \(O_{X,Z}\) along \(Z \subset X\). Since the completed semi-local ring \(\hat{O}_Z\) is faithfully flat over \(O_{X,Z}\), it will suffice to show that the following map is surjective:

\[
H^0(X, (L^{\otimes k} \otimes F) \otimes \hat{O}_Z)^\psi \to H^0(Z, i^*(L^{\otimes k} \otimes F))^\psi.
\]

Since \(L\) is locally free, the surjectivity of \((35)\) is equivalent to that of

\[
\left( H^0(X, L \otimes \hat{O}_Z)^{\otimes k} \otimes H^0(X, F \otimes \hat{O}_Z) \right)^\psi \to \left( H^0(Z, i^*(L))^{\otimes k} \otimes H^0(Z, i^*(F)) \right)^\psi.
\]

By assumptions (1) and (2), the surjective map

\[
H^0(X, L \otimes \hat{O}_Z)^{\otimes k} \otimes H^0(X, F \otimes \hat{O}_Z) \to H^0(Z, i^*(L))^{\otimes k} \otimes H^0(Z, i^*(F))
\]

is \(G\)-equivariantly split, hence remains surjective upon passing to \(\psi\)-invariants, and so \((36)\) is surjective.

The projection formula implies that \((L^{\otimes k} \otimes F_0)^\psi = (L^G)^{\otimes k} \otimes F_0^\psi\). For \(k\) sufficiently large, \(H^1(Y, (L^G)^{\otimes k} \otimes F_0^\psi) = 0\), and so the map

\[
H^0(Y, (L^{\otimes k} \otimes F)^\psi) \to H^0(Z/G, (i^*(L^{\otimes k} \otimes F))^\psi)
\]

is surjective.

\[\square\]

**Proposition 8.3.** Let \(X/\text{Spec}(R)\), \(G\), and \(L\) be as above. Moreover, fix an ideal \(I \subset R\) and a character \(\psi: G \to R^*\), with reduction \(\bar{\psi}: G \to (R/I)^*\). Let \(H \subset G\) denote the subgroup of elements which act trivially on \(X\). Suppose that \(|H| \) is invertible in \(R\), and suppose that any element of \(G/H\) fixes only finitely many points of \(X\).

Fix a \(G\)-equivariant coherent sheaf \(F\) on \(X\). For \(k\) sufficiently large, the cokernel of

\[
H^0(X_R, L^{\otimes k} \otimes F)^\psi \to H^0(X_{R/I}, L^{\otimes k} \otimes F \otimes R/I)^{\bar{\psi}}
\]

equals the cokernel of

\[
\oplus_{x \in |X|} (L^{\otimes k} \otimes F_x)^{\psi|\text{Stab}_x(G)} \to \oplus_{x \in |X|} (L^{\otimes k} \otimes F_x \otimes R/I)^{\bar{\psi}|\text{Stab}_x(G)}.
\]

This sum may be taken over the finitely many closed points \(x \in |X|\) where \(\text{Stab}_x(G/H) \neq 0\).

As noted at the beginning of this section, we omit the proof of this result, as it will not be used later.

### 8.2. Equivariant surjectivity of the constant term.

Fix a prime \(p\), and let \(\mathcal{O} = \mathbb{Z}_{(p)}[\mu_m]\) as in §6.2. The ideal \(n \subset \mathcal{O}_F\) need not be relatively prime to \(p\). Let \(R\) be a noetherian \(\mathcal{O}\)-algebra, and let \(\psi: G_n^+ \to R^*\) be any character. We do not require \(R\) to be \(\mathbb{Z}\)-flat. Let \(B\) be an arbitrary \(R\)-module.

Consider the total constant term at the the \(p\)-unramified cusps, for modular forms with coefficients in \(B\), denoted

\[
\text{const}_p: M_k(n, B) \to C_{p,k}(B).
\]

By Corollary 7.10, \(\text{const}_p\) is \(G_n^+\)-equivariant. Defining \(C_{p,k}(\psi, B) := C_{p,k}(B)^\psi\), and taking \(\psi\)-isotypic components, we obtain a map \(\text{const}_p: M_k(n, \psi, B) \to C_{p,k}(\psi, B)\).
Theorem 8.4. With hypotheses as above, and for all \( k \) sufficiently large, the map
\[
\text{const}_p: M_k(n, \psi, B) \to C_{p,k}(\psi, B)
\]
is surjective.

Proof. Since \( B \) is a union of its finitely-generated submodules \( B' \), and we have \( M_k(n, \psi, B) = \bigcup_{B'} M_k(n, \psi, B') \) as well as \( C_{p,k}(\psi, B) = \bigcup_{B'} C_{p,k}(\psi, B') \), we reduce to the case that \( B \) is a finitely-generated \( R \)-module.

Fix a parity \( \epsilon = (-1)^k \), so that we may talk about the subset of admissible cusps \( \text{Cusp}_p(n)^* \subset \text{Cusp}(n) \) as we vary \( k \).

Recall the line bundles \( L_k \) on \( \widetilde{M}^{\min} \) defined by Lemma 7.16. We apply Proposition 8.2 to the space \( \widetilde{M}^{\min}_R \), with \( G_n^+ \)-equivariant ample line bundle \( L_k_{x_0} \), coherent sheaf \( F = L_i \otimes_R B \), and with the finite collection of points in \( \widetilde{M}^{\min}_R \) corresponding to the cusps \( \text{Cusp}_p(n)^* \subset \text{Cusp}(n) \). The condition of \( G_n^+ \)-equivariant splittings follows from (30) and Theorem 7.4.

As \( L_k \otimes_R B \cong L_{k_0} \otimes_R (L_i \otimes_R B) \) for some \( i = 0, \ldots, k_0 - 1 \), we conclude that
\[
H^0(\widetilde{M}^{\min}_R, L_k \otimes_R B)^\psi \to (\oplus_{[C] \in \text{Cusp}_p(n)^*} H^0(\text{Spec}(R), \mathcal{F}^\ast \mathcal{L}_k \otimes_R B))^\psi \cong C_{p,k}(\psi, B)
\]
is surjective for all \( k \) sufficiently large. This map factors through \( \text{const}_p: M_k(n, \psi, B) \to C_{p,k}(\psi, B) \) (by Corollary 7.18), proving the surjectivity. \( \square \)

8.3. Equivariant lifting of modular forms. We first prove a result on the lifting of modular forms at prime-to-\( p \) level:

Theorem 8.5. Fix a prime \( p \), and fix an ideal \( n \subset O_F \) coprime to \( p \), such that \( \widetilde{M} = \mathcal{M}_1(n) \) is an algebraic space. Let \( R \) be a noetherian \( \mathbb{Z}_{(p)} \)-algebra, and let \( I \subset R \) be any ideal. If \( k \) is sufficiently large (and, if \( p = 2 \), even), the reduction
\[
M_k(n, R) \to M_k(n, R/I)
\]
is surjective.

Remark 8.6. This result holds for any prime-to-\( p \) level structure \( \Gamma \) such that \( \mathcal{M}_\Gamma \) is an algebraic space.

Proof. We may assume that \( R \) is \( \mathbb{Z}_{(p)} \)-flat, as any noetherian \( \mathbb{Z}_{(p)} \)-algebra is the quotient of a flat noetherian \( \mathbb{Z}_{(p)} \)-algebra.

Recall the morphism \( \tilde{f}: \widetilde{M}^{\text{tor}} \to \widetilde{M}^{\text{min}} \) of Theorem 7.14. We have an exact sequence
\[
0 \to I \tilde{f}_s(\omega_{\text{can}}^k) \to \tilde{f}_s(\omega_{\text{can}}^k) \to \tilde{f}_s(\omega_{\text{can}}^k \otimes R/I) \to 0.
\]

Localizing at the cusp points, we see that \( \tilde{f}_s(\omega_{\text{can}}^k) \otimes R/I \to \tilde{f}_s(\omega_{\text{can}}^k \otimes R/I) \) has cokernel the same as \( \oplus_{\text{Cusp}} Q_{[C],k}(R) \to Q_{[C],k}(R/I) \), which is zero as long as either \( p \neq 2 \) or \( k \) is even. As \( I \) is \( \mathbb{Z}_{(p)} \)-flat, \( I \tilde{f}_s(\omega_{\text{can}}^k) = \tilde{f}_s(I \omega_{\text{can}}^k) \). The above exact sequence is then the same as
\[
0 \to \tilde{f}_s(I \omega_{\text{can}}^k) \to \tilde{f}_s(\omega_{\text{can}}^k) \to \tilde{f}_s(\omega_{\text{can}}^k \otimes R/I) \to 0.
\]

Taking global sections gives:
\[
0 \to IM_k(n, R) \to M_k(n, R) \to M_k(n, R/I) \to H^1(\widetilde{M}^{\min}_R, \tilde{f}_s(I \omega_{\text{can}}^k)).
\]

There exists a \( k_0 > 0 \) such that \( \tilde{f}_s(\omega_{\text{can}}^{k_0}) \) is ample, and if \( k = i + j k_0 \), we have
\[
\tilde{f}_s(I \omega_{\text{can}}^{k_0}) = \tilde{f}_s(I \omega_{\text{can}}^i) \otimes \tilde{f}_s(\omega_{\text{can}}^{k_0})^\otimes j.
\]

Hence, for \( k \) sufficiently large, \( H^1(\widetilde{M}^{\min}_R, \tilde{f}_s(I \omega_{\text{can}}^k)) = 0. \) \( \square \)
We now prove a variant of this lifting result which takes the action of $G^+_n$ into account. Fix a noetherian $\mathcal{O}$-algebra $R$ and an ideal $I \subset R$.

**Definition 8.7.** A noetherian $\mathcal{O}$-algebra $R$ is good if $2N_F/\mathbb{Q}(n)$ is invertible in $R$, as are the orders of all inertia groups of $\mathcal{M}$ (see Corollary 5.18 for a bound on these orders).

Fix a sign $\epsilon = \pm 1$, and consider a character $\psi: G^+_n \to R^*$ such that $\text{sgn}(\psi) = \epsilon$. Denote the reduction of $\psi$ by $\bar{\psi}: G^+_n \to (R/I)^*$. Recall that $M_k(n, \psi, R) = M_k(n, R)_\psi$, and similarly define $C_k(\psi, R)$, $Q_k(\psi, R)$, $S_k(n, \psi, R)$ to be the $\psi$-isotypic component of the constant terms, $q$-expansions, and cusp forms of weight $k$.

**Theorem 8.8.** Assume that $R$ is good. For $k$ sufficiently large with $(-1)^k = \epsilon$, the map

$$M_k(n, \psi, R) \to M_k(n, \bar{\psi}, R/I)$$

has the same cokernel as

$$C_k(\psi, R) \to C_k(\bar{\psi}, R/I).$$

In particular, the reduction of cusp forms, $S_k(n, \psi, R) \to S_k(n, \bar{\psi}, R/I)$, is surjective.

**Remark 8.9.** It seems likely that the hypothesis on the primes invertible in $R$ can be weakened if the values of modular forms at elliptic points, as well as at the cusps, are taken into account.

**Proof.** It is easy to reduce to the case that $R$ is a $\mathbb{Z}_{(p)}$-algebra, where $p$ is relatively prime to $2N_F/\mathbb{Q}(n)$. As in [7.22], the toroidal compactification $\tilde{M}_{\text{tor}}^{\text{tor}}_{\mathbb{Z}_p}$ constructed in Theorem 7.4 is proper, as is the morphism $\tilde{f}: \tilde{M}_{\text{tor}}^{\text{tor}} R \to \tilde{M}_{\text{tor}}^{\text{min}} R$. There is a map $f': \tilde{M}_{\text{tor}}^{\text{tor}} R/G_n \to \tilde{M}_{\text{tor}}^{\text{min}} R/G_n$ where $\tilde{M}_{\text{tor}}^{\text{tor}} R/G_n$ is the quotient stack, while $\tilde{M}_{\text{tor}}^{\text{min}} R/G_n$ is the schematic quotient of a projective scheme.

The line-bundle $\omega^{\otimes k}_{\text{can}} \otimes R(\psi)$ on $\tilde{M}_{\text{tor}}^{\text{tor}} R$ is $G^+_n$-equivariant, descending to a line bundle $\mathcal{F}_R$ on $(\tilde{M}_{\text{tor}}^{\text{tor}} R/G_n)$. If $(-1)^k = \epsilon$, this line bundle in fact is pulled back from a line bundle on the rigidification $\tilde{M}_{\text{tor}}^{\text{tor}} G_n$, which we will also denote $\mathcal{F}_R$. If we did the same construction over the ring $R/I$, we would obtain a line bundle $\mathcal{F}_{R/I}$ on $(\tilde{M}_{\text{tor}}^{\text{tor}} R/G_n)_{R/I}$. They are compatible with base-change: $\mathcal{F}_R \otimes_R R/I = \mathcal{F}_{R/I}$, hence there is an exact sequence of sheaves

$$0 \to I\mathcal{F}_R \to \mathcal{F}_R \to \mathcal{F}_{R/I} \to 0$$

on the stack $\tilde{M}_{\text{tor}}^{\text{tor}} R/G_n$, whose global sections give

$$0 \to M_k(n, \psi, I) \to M_k(n, \psi, R) \to M_k(n, \psi, R/I).$$

Consider the pushforward

$$0 \to f'_*(I\mathcal{F}_R) \to f'_*(\mathcal{F}_R) \to f'_*(\mathcal{F}_{R/I}).$$

Let $\mathcal{G} = f'_*(\mathcal{F}_{R/I})$ denote the image of the final map. The same argument as in Theorem 5.5 then applies to

$$0 \to f'_*(I\mathcal{F}_R) \to f'_*(\mathcal{F}_R) \to \mathcal{G} \to 0,$$

using the ampleness of $f'_*(\omega^{\otimes k}_{\text{can}})$ to conclude that $H^0(f'_*(\mathcal{F}_R)) \to H^0(\mathcal{G})$ is surjective for $k$ sufficiently large.

It remains to show that the cokernel of

$$M_k(n, \psi, R/I) = H^0(f'_*(\mathcal{F}_R)) \to H^0(\mathcal{G}) \to H^0(f'_*(\mathcal{F}_{R/I})) = M_k(n, \psi, R/I)$$

equals the cokernel of

$$C_k(\psi, R) \to C_k(\bar{\psi}, R/I).$$
The map $f'$ fails to be an isomorphism at the cusp points $W := \tilde{M}^{\text{min}}/G_n - \tilde{M}/G_n$ and at the closed points in $|\tilde{M}/G_n|$ whose preimage in $|\tilde{M}/G_n|$ has non-trivial inertia group, i.e. the elliptic points.

The order of the inertia groups of $\tilde{M}/G_n$ are invertible in $R$, since $\tilde{M}/G_n \to \mathcal{M}/G_1$ is a finite étale morphism, and up to stabilizers of exponent 2, $G_1$ acts freely on the connected components of $\mathcal{M}$. We have assumed that 2, and the orders of the inertia groups of $\mathcal{M}$, are invertible in $R$.

As the orders of the inertia groups of $\tilde{M}/G_n$ are invertible in $R$, and $f'|_{\tilde{M}/G_n} : \tilde{M}/G_n \to \tilde{M}/G_n$ is the coarse moduli space map, we find that $f'_n(\mathcal{F}_R)|_{\tilde{M}/G_n} \to f'_n(\mathcal{F}_R/I)|_{\tilde{M}/G_n}$ is surjective. Thus the cokernel of $\mathcal{G} \to f'_n(\mathcal{F}_R/I)$ is supported on $W$, and so the cokernel of $H^0(\mathcal{G}) \to H^0(f'_n(\mathcal{F}_R/I))$ equals the cokernel of $f'_n(\mathcal{F}_R)_W \to f'_n(\mathcal{F}_R/I)_W$ (the localization at $W$).

This cokernel can be computed after passing to the formal completion along $W$. Hence the cokernel of $f'_n(\mathcal{F}_R)_W \to f'_n(\mathcal{F}_R/I)_W$ (after tensoring with $Q_0(R)$) equals the cokernel of

$$Q_k(\psi, R) \to Q_k(\tilde{\psi}, R/I).$$

The stabilizer $\text{Stab}_C \subset G_n^+$ acts freely on $M_n^+/U[C] - 0$. Since $M_n^+/U[C] - 0$ indexes the non-constant terms of the $q$-expansions in $Q[C], k$, it follows that

$$\ker(Q_k(\psi, R) \to C_k(\psi, R)) \to \ker(Q_k(\tilde{\psi}, R/I) \to C_k(\tilde{\psi}, R/I))$$

is surjective. Hence the cokernel of $f'_n(\mathcal{F}_R)_W \to \mathcal{G}_W \subset f'_n(\mathcal{F}_R/I)_W$ is the same as that of

$$C_k(\psi, R) \to C_k(\tilde{\psi}, R/I).$$

Taking global sections of the exact sequence of sheaves

$$0 \to \mathcal{G} \to f'_n(\mathcal{F}_R/I) \to \ker(C_k(\psi, R) \to C_k(\tilde{\psi}, R/I)) \to 0,$$

we obtain

$$0 \to M_k(n, \psi, R) \otimes R/I \to M_k(n, \tilde{\psi}, R/I) \to \ker(C_k(\psi, R) \to C_k(\tilde{\psi}, R/I)).$$

Theorem 8.4 implies that $M_k(n, \tilde{\psi}, R/I) \to C_k(\psi, R/I)$ is surjective for $k$ sufficiently large, hence the final map in the above exact sequence is surjective. This proves the result.

\[\square\]

8.4. Lifting the Hasse invariant. In this section we prove the existence of a Hilbert modular form in level 1 with trivial nebentype that is $p$-adically very close to 1. Results in this direction have appeared in the literature in several places; see for instance [27], [26], and [1]. Unfortunately, none of these lemmas proves the exact result we need as stated—that the form we desire exists in level 1 and has trivial nebentype. Therefore, for completeness, we give a complete proof.

We begin by describing what we mean by having $q$-expansion equal to 1, in terms of $q$-expansions at cusps $[C] \in \text{Cusp}(1)$. Given an even integer $k$, and a cusp label $C$, the module $N_{F/Q}(a)^{\otimes k}$ has a canonical generator, denoted $[N_{F/Q}(a)]^{\otimes k}$, given by taking the $k$-th power of either generator of $N_{F/Q}(a) \cong \mathbb{Z}$. This defines an element $[N_{F/Q}(a)]^{\otimes k} \otimes 1 \in C_{C,k}(\mathbb{Z}) \subset Q_{C,k}(\mathbb{Z})$, and taking this over all cusps, define

$$f_k := ([N_{F/Q}(a)]^{-k} \otimes 1)_{[C] \in \text{Cusp}} \in \oplus_{C_{\text{Cusp}}(1)} C_{[C],k}(\mathbb{Z}) \subset \oplus_{C_{\text{Cusp}}(1)} Q_{[C],k}(\mathbb{Z}).$$

This element $f_k \in Q_k(\mathbb{Z})$ is $G_1^+$-invariant. There is also a $G_1^+$-invariant element

$$f_1 \in \oplus_{C_{\text{Cusp}}C_{[C],k}(\mathbb{F}_2) \subset \oplus_{C_{\text{Cusp}}} Q_{[C],k}(\mathbb{F}_2),$$
whose square is the reduction of $f_2$. Thus, for all even weights, and for odd weights in characteristic 2, there is a notion of having a $q$-expansion equal to 1.

The Hasse invariant $H \in M_{p-1}(1, \mathbb{Z}/p\mathbb{Z})$ is defined as follows. We define it as an element of $H^0(M_{p}^{F_p}, \omega_A^{\otimes p-1})$. Consider a morphism $S \to M_{p}^{F_p}$, corresponding to an étale-locally RM-polarizable abelian scheme $A$ over an $F_p$-scheme $S$. There is a Verschweiss isogeny $V: A \to A^{(p)}$, giving $V^*: \omega_A \to \omega_{A^{(p)}} \cong \omega_A^{\otimes p}$, hence an $O_S$-linear map $h: O_S \to \omega_A^{\otimes p-1}$. The restriction of $H$ to $S$ is defined to be $h(1) \in H^0(S, \omega_A^{\otimes p-1})$.

The Hasse invariant has been defined in many contexts, and in those settings the fact that it has $q$-expansion equal to 1 is well-known. That the same is true for our $H$ can be verified via pull-back to $\prod M_p$, adding auxiliary level, and applying (I 7.14). As the $q$-expansion map is injective, this verifies that $H$ has trivial nebentype, i.e. $H \in M_{p-1}(1, (1), \mathbb{Z}/p\mathbb{Z})$.

**Theorem 8.10.** Fix a prime $p$ and an integer $m > 0$. For $k$ sufficiently large, even, and divisible by $p - 1$, there exists a form $A \in M_k((1), 1, \mathbb{Z}(p))$ whose $q$-expansion (at all cusps) is equivalent to 1 modulo $p^m$.

While this lifting of the Hasse invariant may seem like an application of Theorem 8.8 it is not, as $\mathbb{Z}(p)$ is not necessarily a good ring for $n = (1)$ due to the existence of elliptic points. The following proof, avoiding this difficulty, was suggested to us by Samit Dasgupta.

**Proof.** By Lemma 5.16 we may choose $N > 0$, coprime to $p$, such that the full level $N$ moduli stack $M(N)\mathbb{Z}[\zeta_N]$ is an algebraic space. The morphism $c: M(N)\mathbb{Z}[\zeta_N] \to M\mathbb{Z}[\zeta_N]$ is finite étale, with Galois group $\text{GL}_2(\mathcal{O}_F/\mathcal{O}_F^*)$. Theorem 8.5 implies that, for $k$ sufficiently large, $c^*(H)^k$ is the reduction modulo $p$ of a form $A \in M_{k(p-1)}(\Gamma(N), \mathbb{Z}(p)[\zeta_N]) = H^0(M(N)\mathbb{Z}[\zeta_N], \omega_A^{\otimes p-1})$. By increasing $k$, we can further assume that

$$q\exp(A) \equiv 1 \mod p^{1 + \text{ord}_p((\text{GL}_2(\mathcal{O}_F/\mathcal{O}_F^*)) + \text{ord}_p((\mathcal{G}_1^+)) + \text{ord}_p(\text{Gal}(\mathbb{Q}(\zeta_N)/\mathbb{Q}))}.$$  

We will now average the form $A$ in a few ways, with the additional congruence of $\mathbb{Z}$ cancelling with the $p$-power denominators incurred by averaging. First, average $A$ over the group $\text{GL}_2(\mathcal{O}_F/\mathcal{O}_F^*)$ to obtain an element of $M_{k}((1), \mathbb{Z}(p)[\zeta_N])$, and then average over $\mathcal{G}_1^+$ to obtain an element of $M_{k}((1), 1, \mathbb{Z}(p)[\zeta_N])$. As all cusps of $M$ are defined over $\mathbb{Z}$ (Theorem 6.8), we can further average by $\text{Gal}(\mathbb{Q}(\zeta_N)/\mathbb{Q})$ to obtain an element of $M_{k}((1), 1, \mathbb{Z}(p))$. The $q$-expansion of this averaged lift is congruent to 1 modulo $p^m$, as the element $1 \in Q_{k(p-1)}(\mathbb{Z}/p^m) \subset Q_{k(p-1)}(\mathbb{Z}[\zeta_N]/(p^m))$ is invariant under the action of the groups $\text{GL}_2(\mathcal{O}_F/\mathcal{O}_F^*, \mathcal{G}_1^+, \text{Gal}(\mathbb{Q}(\zeta_N)/\mathbb{Q}))$.

□

### 8.5. Application to group ring forms.

Write $G = G_n^+$. Fix a sign $\epsilon = \pm 1$. Let $\mathcal{O}$ denote the ring of integers of a finite extension of $\mathbb{Q}_p$ containing the values of all characters $\psi \in \hat{G}$. Let $R$ denote the image of $\mathcal{O}[G] \to \prod_{\text{sgn}(\psi) = \epsilon} \mathcal{O}$. We denote by $\psi: G \to R^*$ the canonical character. Given a character $\psi \in \hat{G}$ of $\text{sgn}(\psi) = \epsilon$, there is a corresponding map $\psi: R \to \mathcal{O}$. Let $(\#G)e_\psi \in R$ denote the image of the element $\sum_{\psi(g) = \epsilon} [g] \in \mathcal{O}[G]$, with

$$\psi((\#G)e_\psi) = \#G, \quad \psi^\prime((\#G)e_\psi) = 0 \text{ if } \psi \neq \psi^\prime.$$  

A form $h(\psi) \in M_k(n, \psi, R)$ is a **group ring form**. For any character of $G$ of $\text{sgn} = \epsilon$, there is a corresponding ring homomorphism $\psi: R \to \mathcal{O}$, and specialization map $M_k(n, \psi, R) \to M_k(n, \psi, \mathcal{O})$, and $h(\psi)$ is the specialization of $h(\psi)$, the image of $h(\psi)$ under $\psi: R \to \mathcal{O}$. 

An immediate consequence of Theorem 8.4 is:

**Theorem 8.11.** With notation as above, for $k$ sufficiently large and $(-1)^k = \epsilon$, the map

$$M_k(n, \psi, R) \to C_{p,k}(\psi, R),$$

is surjective.

We will construct a specific constant term, and use the above theorem to lift it to a group ring valued form:

**Theorem 8.12.** For sufficiently large positive integers $k$ with $(-1)^k = \epsilon$, there exists a group ring valued form $G_k(\psi) \in M_k(n, \psi, R)$ with normalized constant terms at cusp labels $C_{(A,\lambda)} = (A^{-1}\alpha, L_\infty)$ with $[C_{(A,\lambda)}] \in \text{Cusp}_\infty(n)$ equal to $\psi(\det(A)^{-1}(a + ct_\lambda^{-1}d))$, and normalized constant terms at cusps in $\text{Cusp}_p(n) \setminus \text{Cusp}_\infty(n)$ equal to 0.

**Proof.** Write $C_\lambda = (\alpha, L_\infty)$ for $\lambda \in \text{Cl}^+(F)$. The cusp label $C_\lambda \otimes N^{-1}$ has associated fractional ideal $a = N$, and so $C_{\lambda \otimes N^{-1}, k}(R) = N_{F/\mathbb{Q}}(N)^{\otimes k} \otimes R$. By Lemma 4.18 every unramified cusp label is isomorphic to $C_\lambda \otimes N^{-1}$ for some $\lambda$ and $N$.

We define a constant term $B = (B[C])_{[C]} \in C_{p,k}(R) = \oplus_{[C] \in \text{Cusp}_p(n)} C_{[C],k}(R)$ as follows. If $[C] \in \text{Cusp}_p - \text{Cusp}_\infty$, we let $B[C] = 0$. If $C = C_\lambda \otimes N^{-1}$, we let

$$B[C] := |N_{F/\mathbb{Q}}(N)|^{k} \otimes \psi(N) \in N_{F/\mathbb{Q}}(N)^{\otimes k} \otimes R = C_{[C],k}(R).$$

**Well-defined:**

If $C_{\lambda_1} \otimes N_1^{-1} \cong C_{\lambda_2} \otimes N_2^{-1}$, then $N_1 = \alpha N_2$ for some $\alpha \in F_{1,n}^*$. Thus $|N_{F/\mathbb{Q}}(N_1)|^k \otimes \psi(N_1)$ is sent, under $C_{\lambda_1 \otimes N_1^{-1}, k}(R) \cong C_{\lambda_2 \otimes N_2^{-1}, k}(R)$, to

$$|N_{F/\mathbb{Q}}(N_1)|^k N_{F/\mathbb{Q}}(\alpha)^{-k} \otimes \psi(N_1) = |N_{F/\mathbb{Q}}(N_2)|^k \text{sgn}(N_{F/\mathbb{Q}}(\alpha)^{-k}) \psi(N_1) = |N_{F/\mathbb{Q}}(N_2)|^k \psi(N_2),$$

where the final equality holds as $\text{sgn}(N_{F/\mathbb{Q}}(\alpha)^{-k}) = \psi(\alpha)$ for $\alpha \in F_{1,n}^*$ by assumption.

**$\psi$-isotypic:**

Recall the action of $G_{n}^+$ on constant terms, described in §1.2. Given $[N] \in G_{n}^+$, $[N] \cdot B = (B[C \otimes N^{-1}])_{[C]}$, where we consider $B[C \otimes N^{-1}] \in C_{[C \otimes N^{-1}],k}(R)$ as an element of $C_{[C],k}(R)$ via the isomorphism $N_{F/\mathbb{Q}}(\alpha N^{-1})^{-k} \otimes R \cong N_{F/\mathbb{Q}}(\alpha)^{-k} \otimes R$ given by division by $|N_{F/\mathbb{Q}}(N)|^k$.

For $C = C_\lambda \otimes N^{-1}$,

$$B_{C \otimes (N')^{-1}} = |N_{F/\mathbb{Q}}(NN')|^{\otimes k} \otimes \psi([NN']) \in N_{F/\mathbb{Q}}(NN')^{\otimes k} \otimes R$$

corresponds to the element

$$|N_{F/\mathbb{Q}}(N)|^{\otimes k} \otimes \psi([NN'])^{-1} = \psi([N'])B[C] \in N_{F/\mathbb{Q}}(N)^{\otimes k} \otimes R = C_{[C],k}(R).$$

Therefore $[N'] \cdot B = \psi([N'])B$, as desired.

**Formula for $B$:**

We verify that

$$B_{C_{(A,\lambda)}} = |N_{F/\mathbb{Q}}(a)|^{\otimes -k} \otimes \psi(\det(A)^{-1}(a + ct_\lambda^{-1}d^{-1})).$$

We have $C_{(A,\lambda)} = C_\lambda \otimes N^{-1}$ for some $[\lambda] \in \text{Cl}^+(F)$ and some $N$. This cusp label has associated fractional ideal $a = N^{-1}$. For the cusp labels $C_{(A,\lambda)}$, we calculated $a = \det(A)(a + ct_\lambda^{-1}d^{-1})^{-1}$ in Lemma
Therefore, for the constant term $B$ defined above, $B_{C_t(A,\lambda)} = |N_{F/Q}(a)|^{\circ-k} \otimes \psi(\det(A)^{-1}(a + ct^{-1}b^{-1}))$.

**Construction of $G_k(\psi)$:**

Apply Theorem 8.11 to the constant term $B \in C_p(k, R)$ defined above to construct the form $G_k(\psi)$.

\begin{proof}
Recall that $\text{const}_p: M_k(n, O) \to C_p(k, O)$ denotes the total constant term map at all $p$-unramified (admissible) cusps. Write $\Psi = \text{gcd}(n, p^\infty)$.

**Theorem 8.13.** Fix a positive integer $m \geq \text{ord}_p(\#G)$. The following holds for all sufficiently large odd integers $k$. Let $f_\psi \in M_k(n, \psi, O)$ be a collection of modular forms for the characters $\psi$ of $G$ of $\text{sgn}(\psi) = -1$, with the property that $\text{const}_p(f_\psi) \in p^m C_p(n, \psi, O)$. There exists a group ring form $h(\psi) \in M_k(n, \psi, R)$ such that each specialization $h(\psi)$ satisfies the property that

$$\tilde{f}_\psi = f_\psi - (p^m/\#G)h(\psi)$$

has constant term 0 at all cusps in $\text{Cusp}_p(n)$. If $\Psi = 1$, then $\tilde{f}_\psi$ is cuspidal. If $\Psi \neq 1$, then the ordinary projection $e_\Psi^{\text{ord}}(\tilde{f}_\psi)$ is cuspidal.

We will not recall the definition of the ordinary projector $e_\Psi^{\text{ord}}$ here—see [4], §5 for the definition of $e_\Psi^{\text{ord}}$.

\begin{proof}
There is an element of $\sum_\psi \frac{\#G}{p^m} e_\psi \text{const}_p(f_\psi) \in C_p(k, \psi, R)$ whose specialization to $C_p(k, \psi, R)$ equals $\frac{\#G}{p^m} \text{const}_p(f_\psi) \in C_p(k, \psi, R)$ for all $\psi$ (of $\text{sgn}(\psi) = -1$). Apply Theorem 8.11 to obtain a form $h(\psi) \in M_k(n, \psi, R)$ such that $\text{const}_p(h(\psi)) = \frac{\#G}{p^m} \text{const}_p(f_\psi) \in C_p(k, \psi, R)$.

Then $h(\psi)$ has the desired property, that $\tilde{f}_\psi$ has constant term 0 at all cusps in $\text{Cusp}_p(n)$. If $\Psi = 1$, then $\text{Cusp}_p(n) = \text{Cusp}(n)$ so $\tilde{f}_\psi$ is cuspidal. If $\Psi \neq 1$, Theorem 5.1 of [4] gives the desired result.
\end{proof}

**Appendix A. Background on stacks**

A.1. **Stacks.** Let $\text{AlgSp}/S_0$ (resp. $\text{AnSp}/S_0$) denote the category of algebraic spaces (resp. analytic spaces) over a fixed algebraic (resp. analytic) space $S_0$. For us, $S_0$ will always be an affine scheme (resp. $S_0 = \ast$ a point). We will discuss stacks in both algebraic spaces and complex-analytic spaces over a base $S_0$, i.e categories fibered in groupoids $\mathcal{X} \to \text{AlgSp}/S_0$ or $\mathcal{X} \to \text{AnSp}/S_0$, satisfying descent in the étale/classical topology. In particular, a stack $\mathcal{X}$ associates, to any space $S/S_0$, a groupoid $\mathcal{X}(S)$. We will define stacks by simply describing $S \mapsto \mathcal{X}(S)$, as the fiber structure will always be clear. To define a stack, it suffices to define it on a basis for the Grothendieck topology on $\text{AlgSp}/S_0$ (resp. $\text{AnSp}/S_0$), such as $\text{Sch}/S_0 \subset \text{AlgSp}/S$. For $S_0 = \ast$, we can choose the basis consisting of the simply-connected complex analytic spaces in $\text{AnSp}_{\ast}$.

An **algebraic stack** $\mathcal{X}$ is a stack over $\text{AlgSp}$ such that:

1. the diagonal $\Delta: \mathcal{X} \to \mathcal{X} \times \mathcal{X}$ is representable, quasi-compact, and separated;
2. there exists a scheme $X$ and a surjective smooth morphism $X \to \mathcal{X}$.
A Deligne–Mumford algebraic stack is an algebraic stack with a surjective étale morphism from a scheme. There is a similar notion of a Deligne–Mumford analytic stack, admitting a surjective étale morphism from a complex-analytic space.

There is a notion of equivalence of stacks, $\mathcal{X}_1 \cong \mathcal{X}_2$, corresponding to an equivalence between the underlying categories fibered in groupoids. An equivalence of stacks gives rise to equivalences of categories $\mathcal{X}_1(S) \to \mathcal{X}_2(S)$ for all $S$. We will describe equivalences of stacks by describing these equivalences of categories. We will frequently treat equivalent stacks as if they are identical.

Suppose that one is given a group $U$, as well as maps $\iota_x : U \to \text{Aut}(x)$ for all $x \in \mathcal{X}(S)$, such that for all $f : x \to y$, $\iota_x \circ f = f \circ \iota_y$ (also satisfying certain compatibilities with morphisms $S' \to S$). The rigidification $\mathcal{X} // U$ is defined by

$$\text{Ob}(\mathcal{X} // U)(S) := \text{Ob}(\mathcal{X})(S), \quad \text{Mor}(\mathcal{X} // U)(x, y) := \text{Mor}_{\mathcal{X}(S)}(x, y)/U.$$  

When $U$ is a finite group, this in fact defines a stack (23.5.1).

For the rigidifications we care about, however, $U$ is an infinite group. Nevertheless, this defines a stack – this is a consequence of the fact that, for these rigidifications, a finite index subgroup of $U$ acts trivially on $\mathcal{X}$, in the sense of Definition A.1 below.

Most of the stacks we consider will be either Deligne–Mumford stacks (in either AlgSp or AnSp), or stacks whose rigidification is Deligne–Mumford. The main exception will be the stack $\text{Lie}(T)$ over AnSp (5.1) and an analogous algebraic stack $\text{Lie}(A)$ over AlgSp (6.1). These stacks are the quotient of a complex-analytic space/Z-scheme by the action of an infinite group $U^+$, and they fail to be Deligne–Mumford since the diagonal is not quasi-compact.

We will discuss the analytification of Deligne–Mumford algebraic stacks, as well as the analytification of quotients of such stacks by group actions. In our situation, there is no difficulty seeing that the necessary quotients commute with analytification. (We are not aware of any general statement in this direction.)

Given an element $x \in \mathcal{X}(S)$, the inertia group at $x$ is defined to be the automorphism group $\text{Mor}_{\mathcal{X}(S)}(x, x)$. If a Deligne–Mumford algebraic stack has all inertia groups trivial, then it is in fact an algebraic space. In fact, it suffices to check that all inertia groups at geometric points are trivial (3 Thm. 2.2.5).

A.2. Group actions on stacks. We will consider the action of group spaces on stacks. A reference for this is in the algebraic setting is Romagny [23], but the analytic setting is entirely similar. Roughly, a group space $G$ acting on a stack $\mathcal{X}$ is given by specifying, for all $S$ and all $g \in G(S)$, an isomorphism of groupoids $g_* : \mathcal{X}(S) \to \mathcal{X}(S)$. There is a technical distinction between a strict action, where $g_*h_* = (gh)_*$, and a non-strict action, where one specifies natural isomorphisms $t_{g,h} : g_*h_* \cong (gh)_*$ between these functors, satisfying an additional compatibility relating $t_{g_1g_2g_3}$ and $t_{g_1g_2,g_3}$.

If a group $G$ acts on a stack $\mathcal{X}$, and we have an equivalence of stacks $\mathcal{X}' \to \mathcal{X}$, there may not be a natural action of $G$ on $\mathcal{X}'$.

For example, in [33], we will have a complex analytic space $X_n$ on which a complex Lie group $H_n = F^{1,n}_n \setminus (I_n \times (F \times C)^*)$ acts (necessarily strictly). We will have an equivalence $\text{Lie}(T)^* \cong X_n$, and we will define a non-strict action of $I_n \times (F \times C)^*$ on $\text{Lie}(T)^*$, which is equivalent to the corresponding action on $X_n$. However, it is not the case that this non-strict action literally factors through the quotient by $F^{1,n}_n$! Nevertheless, any $\alpha \in F^{1,n}_n$ will act by sending objects $x \in \text{Ob}(\text{Lie}(T)^*(S))$ to isomorphic objects, where we specify the isomorphism $x \cong \alpha_*(x)$.

We base the following definition off of the example above.
Definition A.1. A non-strict action of a group $H$ on a stack $\mathcal{X}$ is **trivialized**, if for all $h \in H$, there is a natural isomorphism $v_h : h_* \to id$ between the functors $h_* : \mathcal{X} \cong \mathcal{X}$ and $id : \mathcal{X} \cong \mathcal{X}$, such that:

- $v_h$ is compatible with the fiber structure, restricting to a natural isomorphism between the functors $h_* , id : \mathcal{X}(S) \to \mathcal{X}(S)$ for $S/S_0$;
- for all $g, h \in H$, $v_g \circ (v_h)^g \circ t_{g,h} = v_{gh}$, where $v_h^g : g_* h_* \to g_*$ is the natural transformation which associates to $x \in \text{Ob}(\mathcal{X})$ the isomorphism $v_h^g(x) : g_* h_* (x) \xrightarrow{g_* (v_h)(x))} g_* (x)$.

We refer to a $G$-stack with a trivialized normal subgroup $H$ as a $(G,H)$-**stack**. It is possible to replace a $(G,H)$-stack $\mathcal{X}$ by an equivalent strict $G$-stack $\mathcal{X}'$, such that the action of $G$ on $\mathcal{X}'$ factors through $G/H$, as follows. First, replace $\mathcal{X}$ with the equivalent strict $G$-stack $\mathcal{X}'^{\text{str}}$ (23 1.5). The group $G$ acts freely on $\text{Ob}(\mathcal{X}'^{\text{str}}(S))$, and the action of $H$ on $\mathcal{X}'^{\text{str}}$ is still trivialized. Given a groupoid $\mathcal{C}$ on which $H$ acts strictly, freely on objects, and with a trivialization, there is a quotient groupoid $\mathcal{C}/H$, with $\text{Ob}(\mathcal{C}/H) = \text{Ob}(\mathcal{C})/H$. The morphisms are defined by

$$\text{Mor}_{\mathcal{C}/H}(x \mod H, y \mod H) = \text{Mor}_{\mathcal{C}}(x,y)$$

for any $x \in (x \mod H), y \in (y \mod H)$. To see that this is well-defined and to define a composition of morphisms, use the trivialization of the action of $H$. The functor $\mathcal{C} \to \mathcal{C}/H$ is an equivalence of categories. We define the desired stack by $\mathcal{X}'(S) = \mathcal{X}'^{\text{str}}(S)/H$.

A.3. **Quotient stacks**. Given a stack $\mathcal{X}$ in $\text{AlgSp}$ on which a group $G$ acts strictly, the **quotient stack** $\mathcal{X}/G$ is defined by

$$\mathcal{X}/G(S) = \{(p,f) : p : P \to S, f : P \to \mathcal{X}\},$$

where $p$ is an étale $G$-torsor over $S$ and $f$ is a $G$-equivariant morphism. Recall that an étale $G$-torsor is a morphism of algebraic spaces, where $G$ acts on $P$, $p \circ g = p$, and for some surjective étale morphism $S' \to S$, there is a $G$-equivariant isomorphism $P \times_S S' \cong G \times S'$.

If $G$ is a finite group, and $\mathcal{X}$ is an algebraic stack, then $\mathcal{X}/G$ is an algebraic stack (23 Thm 4.1).

A similar notion of quotient stack may be defined for stacks in $\text{AnSp}$.

If the groupoid $\mathcal{X}(S)$ “is a set” (i.e. the only morphisms are the identity morphisms), and if $S$ is a space such that every $G$-torsor $P \to S$ is trivial, then $(\mathcal{X}/G)(S)$ equals the **groupoid quotient** of the set $\text{Ob}(\mathcal{X}(S))$ by the group $G$. Given a set $Y$ and a group $G$, the groupoid quotient $[Y/G]$ is the groupoid defined by

$$\text{Ob}([Y/G]) := Y, \quad \text{Mor}_{[Y/G]}(x_1, x_2) := \{g \in G : x_1 = g(x_2)\} \subset G.$$

For example, if $X$ is a complex-analytic space, and $G$ is a group acting on $X$, the quotient stack $[X/G]$ has $\mathbb{C}$-points equal to $[X(\mathbb{C})/G]$. More generally, for any simply-connected complex analytic space $S$, we have $[X/G](S) = [X(S)/G]$.

A.4. **Equivariant line bundles**. We discuss **line bundles** on stacks, i.e. locally free $\mathcal{O}_X$-modules of rank 1. To define a line bundle on a stack $\mathcal{X}/S_0$, we need, for each $S_0$-space $S$, a map of groupoids

$$\mathcal{X}(S) \to \text{Pic}(S) = \{\text{invertible } \mathcal{O}_S\text{-modules}\},$$

compactible with $S \to S'$. In other words, for each object $x \in \mathcal{X}(S)$, we must specify an invertible $\mathcal{O}_S$-module $\mathcal{L}(x)$; given a morphism $f : (S', x') \to (T, x)$ in $\mathcal{X}$, there must be a specified base-change isomorphism $f^* (\mathcal{L}(x')) \cong \mathcal{L}(x)$, compatible with composition in $\mathcal{X}$.
Definition A.2. Given a group $G$, a $G$-equivariant line bundle $\mathcal{L}$ on a $G$-stack $\mathcal{X}$ is a line bundle $\mathcal{L}$ such that, for each $g \in G$ and each $x \in \mathcal{X}(S)$, we specify an $\mathcal{O}_S$-linear isomorphism $g^* : \mathcal{L}(g_*(x)) \cong \mathcal{L}(x)$. Via the isomorphism

$$\text{Hom}_{\mathcal{O}_S}(\mathcal{L}(g_*h_*(x)), \mathcal{L}(x)) \cong \text{Hom}_{\mathcal{O}_S}(\mathcal{L}((gh)_*(x)), \mathcal{L}(x))$$

defined using $t_{g,h} : g_*h_* \cong (gh)_*$, $h^*g^*$ must be sent to $(gh)^*$. Moreover, the isomorphisms $g^*$ must be compatible with base-change. To be precise, given a morphism $f : (S', x') \to (T, x)$ in $\mathcal{X}$, the following diagram must commute:

$$\begin{array}{ccc}
\mathcal{L}(g_*(x)) & \xrightarrow{g^*} & \mathcal{L}(x) \\
\downarrow & & \downarrow \\
\mathcal{L}^f(g_*(x')) & \xrightarrow{\mathcal{L}^f(g^*)} & \mathcal{L}^f(x')
\end{array}$$

where the vertical arrows are the base-change isomorphisms associated to $g_*(f) : (S', g_*(x')) \to (T, g_*(x))$ and $f : (S', x') \to (T, x)$ respectively.

If $\mathcal{L}$ is a $G$-equivariant line bundle, then $H^0(\mathcal{X}, \mathcal{L})$ is a $G$-module, where $g \in G$ acts on a section $s \in H^0(\mathcal{X}, \mathcal{L})$ via

$$g \cdot s := (g^{-1})^*(s).$$

If $G$ were abelian, one could instead consider the action $g \circ s := g^*(s)$. Even though $G$ is abelian in our cases of interest, we do not use this action.

Given a line bundle $\mathcal{L}$ on $\mathcal{X}$, its total space $\text{Tot}(\mathcal{L})$ is the stack

$$S \mapsto \{ (x, v) : x \in \mathcal{X}(S), v \in \mathcal{L}(x) \}.$$  

If $G$ acts on the line bundle $\mathcal{L}$, then $G$ acts on the stack $\text{Tot}(\mathcal{L})$, and $\text{Tot}(\mathcal{L}) \to \mathcal{X}$ is a morphism of $G$-stacks.

Suppose that the action of a normal subgroup $H \subset G$ on $\text{Tot}(\mathcal{L})$ admits a trivialization. We refer to such a line bundle as a $(G, H)$-equivariant line bundle. Then the procedure that gives a stack $\mathcal{X}'$ on which $G/H$ acts strictly also gives a $G/H$-equivariant line bundle $\mathcal{L}'$ on $\mathcal{X}'$, such that $H^0(\mathcal{X}', \mathcal{L}') = H^0(\mathcal{X}, \mathcal{L})$ as $G$-modules. In particular, $H^0(\mathcal{X}, \mathcal{L})$ is naturally a $G/H$-module.

Appendix B. Background on ample line bundles

Let $R$ be a noetherian ring.

Definition B.1. A line bundle $\mathcal{L}$ on an algebraic stack $X \to \text{Spec}(R)$ is:

1. **globally generated** if the natural map $H^0(X, \mathcal{L}) \otimes_R \mathcal{O}_X \to \mathcal{L}$ is surjective, (or equivalently, if for all geometric points $x : \text{Spec}(k) \to X$ there exists $s \in H^0(X, \mathcal{L})$ such that $x^*(s) \in x^*(\mathcal{L})$ is non-zero),

2. **semi-ample** if $X$ is proper over $\text{Spec}(R)$, and $\mathcal{L} \otimes_{k_0}$ is globally generated for some $k_0 > 0$.

We will not consider any notion of ampleness on algebraic stacks, only the usual notion for proper schemes.

Globally generated line bundles give rise to maps $X \to \text{Proj}(\text{Sym}^*(H^0(X, \mathcal{L} \otimes_{k_0})))$. If $X$ is proper and normal, semi-ample line bundles give rise to maps $f_\mathcal{L} : X \to X_\mathcal{L}$, where $X_\mathcal{L}$ is a certain projective scheme and $f_\mathcal{L}$ has connected fibers. More precisely:
Proposition B.2 (\cite{16} §7.2.2, 7.2.3). Consider a semi-ample line bundle \( L \) on a proper, normal algebraic stack \( X \to \text{Spec}(R) \), such that \( L^{\otimes k_0} \) is globally generated. Then:

1. \( \oplus_{k \geq 0} H^0(X, L^{\otimes k}) \) is a finitely generated \( R \)-algebra.
2. The map \( X \to \text{Proj}(\text{Sym}^n(H^0(X, L^{\otimes k_0}))) \) factors through a map 
   \[ f_L: X \to X_L := \text{Proj}(\oplus_{k \geq 0} H^0(X, L^{\otimes k})), \]
   and the map \( X_L \to \text{Proj}(\text{Sym}^n(H^0(X, L^{\otimes k_0}))) \) has finite fibers.
3. \( X_L \) is a normal projective scheme of finite-type over \( \text{Spec}(R) \).
4. \( f_L \) has connected fibers.
5. \( (f_L)_*(L^{\otimes k_0}) \) is an ample line bundle on \( X_L \) and \( f_L^*(f_L)_*(L^{\otimes k_0}) = L^{\otimes k_0} \).

Remark B.3. Note that \((f_L)_*(L)\) is not necessarily a line bundle.

The above result is an application of Stein factorization and Zariski’s connectedness theorem.

Lemma B.4. Let \( R \) be a (noetherian) \( W(\mathbb{F}_p) \)-algebra. Consider a normal algebraic stack \( X \), proper over \( \text{Spec}(R) \). If \( L \) is a semi-ample line bundle on \( X \), then there exists \( m > 0 \) such that, for all finite sets \( \{x_i\} \) of geometric points of \( X \), there exists \( s \in H^0(X, L^{\otimes m}) \) such that \( x_i^*(s) \in x_i^*(L^{\otimes m}) \) is non-zero for all \( i \).

Proof. By Proposition B.2 (5), it suffices to check this for a very ample line bundle \( L \) on a normal proper scheme \( X \to \text{Spec}(R) \). For any \( x_i \) the map \( H^0(X, L) \to x_i^*(L) \) is non-zero. Let \( s_i \) denote a section with \( x_i^*(s_i) \neq 0 \).

A simple inductive argument shows that there exists roots of unity \( u_i \in W(\mathbb{F}_p) \) such that \( s = \sum u_is_i \) is the desired section. \( \square \)

This implies:

Corollary B.5. Let \( X \) be a normal algebraic stack, proper over \( \text{Spec}(R) \), and let \( L \) be a line bundle on \( X \). If there exists a surjective finite étale morphism \( f: X' \to X \) such that \( f^*(L) \) is semi-ample, then \( L \) is semi-ample.

Proof. As semi-ampleness can be tested after a faithfully flat base-change 
\[ \prod_i \text{Spec}(R_i) \to \text{Spec}(R), \]
we may assume \( R \) is a \( W(\mathbb{F}_p) \)-algebra. Since the pull-back of a semi-ample line bundle is semi-ample, we can replace \( X' \) by its Galois closure, and assume that \( f: X' \to X \) is a finite étale Galois morphism with Galois group \( G \).

Given a geometric point \( x \) of \( X \), write \( f^{-1}(x) = \{x_1, \ldots, x_n\} \). By Lemma B.4 there is a section \( s' \in H^0(X', f^*(L)^{\otimes m}) \) such that \( x_i^*(s') \neq 0 \). Then the norm  
\[ \prod_{g \in G} g^*(s') \in H^0(X', f^*(L)^{\otimes |G|m}) \]
is \( G \)-invariant, and thereby descends to a section \( s \in H^0(X, L^{\otimes |G|m}) \). Clearly \( x^*(s) \neq 0 \). \( \square \)

We will also want the following facts about quotients of projective schemes. Recall that if \( X \to \text{Spec}(R) \) is a quasiprojective scheme on which a finite group \( G \) acts, there exists a quotient scheme \( X/G \) and a finite morphism \( p: X \to X/G \). The map \( p \) induces the quotient map on the underlying topological spaces, and \( \mathcal{O}_{X/G} = p_*(\mathcal{O}_X)^G \). More can be said when \( X \) is projective:
Lemma B.6 [12] 4.1, 5.1. Let $X \to \text{Spec}(R)$ be a projective scheme on which a finite group $G$ acts, and let $\mathcal{L}$ be an ample line bundle on $X$. Define $N_G(\mathcal{L}) = \bigotimes_{g \in G} g^*(\mathcal{L})$. Then:

1. $X/G$ is projective;
2. $\mathcal{L}' := (p_*(N_G(\mathcal{L})))^G$ is an ample line bundle on $X/G$;
3. $N_G(\mathcal{L}) = p^*(\mathcal{L}')$.

Note that if $\mathcal{L}$ is $G$-equivariant, then $N_G(\mathcal{L}) \cong \mathcal{L}^\otimes |G|$.
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