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Abstract
In this paper we give solutions to Hamburger moment problems with missing entries. The problem of completing partial positive sequences is considered. The main result is a characterization of positive definite completable patterns, namely patterns that guarantee the existence of Hamburger moment completion of a partial positive definite sequence. Moreover, several patterns which are not positive definite completable are given.
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1. Introduction

A Hamburger moment sequence of a given nondecreasing function $\sigma$ on $(-\infty, \infty)$ is defined by

$$s_k := \int_{-\infty}^{\infty} x^k d\sigma(x) \quad \text{for all } k \in \mathbb{N}_0,$$

assuming the integrals converge.

Definition 1.1. An infinite sequence $\{s_k\}_{k \in \mathbb{N}_0}$ is positive if the quadratic forms

$$\sum_{i,j=0}^{n} x_i x_j s_{i+j} \geq 0 \quad \forall n \in \mathbb{N}_0, \ x_0, \ldots, x_n \in \mathbb{R}.$$ 

This is equivalent to the fact that Hankel matrices

$$H_n := \begin{bmatrix}
s_0 & s_1 & \cdots & s_n \\
s_1 & s_2 & \cdots & s_{n+1} \\
\vdots & \vdots & \ddots & \vdots \\
s_n & s_{n+1} & \cdots & s_{2n}
\end{bmatrix} \quad (1.1)$$
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are positive semidefinite for all \( n \in \mathbb{N}_0 \).

In 1920-21, Hamburger proved the following remarkable theorem.

**Theorem 1.2** (The classic Hamburger moment problem). *Given an infinite sequence of real numbers \( \{s_k\}_{k \in \mathbb{N}_0} \), a necessary and sufficient condition for the existence of a nondecreasing \( \sigma \) on \((-\infty, \infty)\) such that

\[
s_k = \int_{-\infty}^{\infty} x^k d\sigma(x) \quad \text{for all } k \in \mathbb{N}_0
\]

is that \( \{s_k\}_{k \in \mathbb{N}_0} \) is positive.*

*Proof.* See ([1], Theorem 2.1.1) or ([2], Theorem 2.7.1).

**Definition 1.3.** Let \( \{s_k\}_{k \in \mathbb{N}_0} \) be a positive sequence.

i) A sequence \( \{s_k\}_{k \in \mathbb{N}_0} \) is **positive definite** if the Hankel matrix \( H_n \) is positive definite for all \( n \in \mathbb{N}_0 \).

ii) A sequence \( \{s_k\}_{k \in \mathbb{N}_0} \) is **positive semidefinite** if it is not positive definite.

Observe that if a sequence is positive semidefinite, then the Hankel matrix \( H_n \) is positive semidefinite for all \( n \in \mathbb{N}_0 \) and at least one of them is singular. In fact, once one of the finite Hankel matrix is singular, all the following ones are also singular. Based on this definition, the sets of positive definite sequence and positive semidefinite sequence are mutually disjoint.

Numerous applications of moment problems, relying on a complete set of moments or truncated moment sequences, have been identified [11]. For practical implementation of moment problems, it is vital to be able to deal with missing moment data since data obtained from physical experiments and phenomena are often corrupt or incomplete. Moment problems with missing entries are closely related to Hankel matrix completion problems (see [2] and [17]).

A **partial sequence** is a sequence in which some terms are specified, while the remaining terms are unspecified and may be treated as free real variables. A **partial positive (semi)definite sequence** is a partial sequence if each of its fully specified principal submatrices of the Hankel matrix \( H_n \) is positive (semi)definite for all \( n \in \mathbb{N}_0 \). A **Hamburger moment completion** (or a **positive completion**) of a partial sequence is a specific choice of values for the unspecified terms resulting in a positive (semi)definite sequence. Note that a partial positive definite sequence may have either a positive definite completion or a positive semidefinite completion. A **Hamburger moment completion problem** asks whether a given partial sequence has a Hamburger moment completion. A **pattern** of a partial sequence is the set of positions of the specified entries. Denote the pattern of a partial sequence by the set of positive integers

\[
P = \{ k \in \mathbb{N}_0 : s_k \text{ is specified} \}.
\]
We say that a pattern \( P \) is positive (semi)definite completable if every partial positive (semi)definite sequence with pattern \( P \) has a positive completion, respectively.

Since every principal submatrix of a positive semidefinite matrix is positive semidefinite, it is trivial that a partial sequence has a positive completion only if it is a partial positive sequence.

**Example 1.4.** The following is not a partial positive definite sequence.

\[
1, ?, \frac{1}{3}, \frac{1}{7}, \frac{1}{10}, ?, ?, ?, ?, \ldots, \quad (1.2)
\]

where all entries only except \( s_0, s_2, s_3, \) and \( s_4 \) are unspecified, denoted by \( ? \). Since the principal submatrix of the Hankel matrix \( H_2 \) corresponding to (1.2)

\[
\begin{bmatrix}
1 & \frac{1}{3} \\
\frac{1}{3} & \frac{1}{10}
\end{bmatrix}
\]

has a negative determinant, the sequence (1.2) has no positive definite completion.

Thus, partial positivity is a necessary condition for the existence of a positive completion. However, there exist a partial positive (semi)definite sequence which have no positive (semi)definite completion, respectively. In other words, partial positivity does not guarantee that there is a positive definite completion.

**Example 1.5.** The following partial positive semidefinite sequence has no positive semidefinite completion:

\[
1, 1, 1, ?, 1, -1, ?, ?, ?, \ldots, \quad (1.3)
\]

where only \( s_0, s_1, s_2, s_4, \) and \( s_5 \) are specified entries and denote missing entries by \( ? \). Let’s check the Hankel matrix

\[
H_b = \begin{bmatrix}
1 & 1 & 1 & ? & 1 & -1 & ? \\
1 & 1 & ? & 1 & -1 & ? & ? \\
1 & ? & 1 & -1 & ? & ? & ? \\
? & 1 & -1 & ? & ? & ? & ? \\
1 & -1 & ? & ? & ? & ? & ? \\
-1 & ? & ? & ? & ? & ? & ? \\
? & ? & ? & ? & ? & ? & ?
\end{bmatrix}
\]

Since fully specified principal submatrices of Hankel matrices corresponding to (1.3) are only \( H_b[\{1, 2\}] \) and \( H_b[\{1, 3\}] \), which are positive semidefinite, the partial sequence (1.3) is a partial positive semidefinite. However, since principal submatrices \( H_b[\{1, 2, 3\}] \) and \( H_b[\{2, 3, 4\}] \) cannot be positive semidefinite simultaneously, it has no positive semidefinite completion. Thus, the pattern \( P = \{0, 1, 2, 4, 5\} \) is not positive semidefinite completable.
Example 1.6. Note that the partial sequence

\[ 1, ?, \frac{1}{2}, ?, \frac{1}{3}, ?, \frac{1}{4}, ?, \frac{1}{5}, ?, \frac{1}{6}, ?, \cdots \]  

is partial positive definite since the Hilbert matrix is totally positive (all of its minors are positive). Since the subsequence \( \left\{ \frac{1}{k+1} \right\}_{k=0}^{\infty} \) is positive definite, by Theorem 1.2 there exists a nondecreasing function \( \sigma(x) \) on \((-\infty, \infty)\) such that

\[ \frac{1}{k+1} = \int_{-\infty}^{\infty} x^k \, d\sigma(x) \quad \text{for all } k \in \mathbb{N}_0. \tag{1.5} \]

However, the sequence (1.5) is not a positive definite completion of (1.4), i.e., it does not mean that there exists a nondecreasing function \( \tilde{\sigma}(x) \) on \((-\infty, \infty)\) such that

\[ \frac{1}{k+1} = \int_{-\infty}^{\infty} x^{2k} \, d\tilde{\sigma}(x) \quad \text{for all } k \in \mathbb{N}_0. \]

In fact, by Corollary 4.2 the partial sequence (1.4) has a positive definite completion.

In this paper we characterize the partial positive (semi)definite sequences that admit positive (semi)definite completions. After a series of preliminary definitions and results in Section 2 that will be used throughout this paper, in Section 3, we identify patterns that have positive definite Hankel matrix completions. The main result of this section shows that a pattern that is a subset of odd positive integers is positive definite completable. These results suggest that positive definite completable sequences can be quite sparse. Also, any fully specified truncated pattern is positive definite completable. In Section 4, we show that any pattern that is an arithmetic progression, with an even offset, is positive semidefinite completable. Surprisingly, to prove this result our key observation reduced the Hamburger moment completion problem to the Stieltjes moment completion problem, and using an integral representation, we were able to construct the completion of the sequence.

In Section 5, we show that if a sequence is positive semidefinite completable, then it is positive definite completable, but not conversely. Also, we characterize partial positive sequences that have positive definite completions but not positive semidefinite completions. Finally, by considering \( 3 \times 3 \) and \( 4 \times 4 \) positive definite completable Hankel matrices, in Section 6, we characterize general partial Hankel matrices that do not have positive definite Hankel matrix completions.

2. Preliminaries

In this section, we gather a series of results that will be used throughout this paper. While primarily focused on the Hamburger moment problem, the Stieltjes and the trigonometric (Carathéodory) moment problems make appearances
in the analysis. We recall that if the function \( \sigma(x) \) is supported on the non-negative real line and on \([-\pi, \pi]\), the moment problem is the Stieltjes moment problem and the Carathéodory moment problem, respectively. Two fundamental theorems of Schur provide criteria for positivity that will be used repeatedly throughout the results sections. It is worthwhile to point out that there is a significant difference between the definite and semidefinite character of moment sequences in their integral representations.

**Theorem 2.1** ([15], Theorem 12a). A necessary and sufficient condition that there exists a non-decreasing function \( \sigma(x) \) with infinitely many points of increase (with a finite number of points of increase) such that

\[
s_k = \int_{-\infty}^{\infty} x^k \, d\sigma(x) \quad \text{for all } k \in \mathbb{N}_0
\]  

(2.1)

is that the sequence \( \{s_k\}_{k \in \mathbb{N}_0} \) is positive definite (semidefinite), respectively.

The following statement is a special case of the Hamburger problem which is called the Stieltjes moment problem.

**Theorem 2.2** (The classic Stieltjes moment problem). A necessary and sufficient condition that there exists a non-decreasing function \( \sigma(x) \) with infinitely many points of increase (with a finite number of points of increase) such that

\[
s_k = \int_{0}^{\infty} x^k \, d\sigma(x) \quad \text{for all } k \in \mathbb{N}_0
\]  

(2.2)

is that the sequences \( \{s_k\}_{k \in \mathbb{N}_0} \) and \( \{s_k\}_{k \in \mathbb{N}} \) are positive definite (the sequences \( \{s_k\}_{k \in \mathbb{N}_0} \) or \( \{s_k\}_{k \in \mathbb{N}} \) is all positive, at least one of them being positive semidefinite), respectively.

**Proof.** See ([15], Theorem 13a, 13b, and 13c)

Note that in addition to the positive definiteness of the sequence \( \{s_k\}_{k \in \mathbb{N}_0} \), the auxiliary condition of positive definiteness of the shifted sequence \( \{s_k\}_{k \in \mathbb{N}} \) is added here.

Let \( \text{PSD}_n \) be the set of all \( n \times n \) positive semidefinite matrices. If \( A, B \in \text{PSD}_n \), then \( A \circ B \in \text{PSD}_n \), where \( \circ \) is the Hadamard product or the Schur product (See [2], Theorem 7.5.3). Furthermore, any nonnegative linear combination of positive semidefinite matrices is also positive semidefinite. Thus, \( \text{PSD}_n \) is a positive cone in the vector space of all Hermitian matrices (See [2], Lemma 1.1.3). Therefore, the following statements are trivial.

**Proposition 2.3.** (1) If \( \{s_n\} \) and \( \{t_n\} \) are positive (semi)definite sequences, then \( \{\alpha s_n + \beta t_n\} \) is a positive (semi)definite sequence for \( \alpha > 0, \beta > 0 \) respectively;

(2) Term-wise product of two positive (semi)definite sequences is a positive (semi)definite sequence, respectively.
It follows that if \( \{s_k\}_{k \in \mathbb{N}_0} \) is positive (semi)definite and if \( f(x) = \sum_{n=0}^{\infty} c_n x^n \) with \( c_n \geq 0 \) for all \( n \), then so is \( \{f(s_k)\}_{k=0}^{\infty} \). The converse of this theorem is due to Rudin ([13]).

Note that \( H_n \) is positive semidefinite if and only if it is Hermitian and all its principal minors are nonnegative. Given a Hankel matrix \( H_n \) corresponding to a positive sequence \( \{s_k\}_{k \in \mathbb{N}_0} \), consider a principal submatrix \( H_n[\alpha] \), where \( \alpha = \{\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_r\} \subseteq \mathbb{N}_0 \). Then, \( H_n[\alpha] \) is positive semidefinite. However, \( H_n[\alpha] \) may not be a Hankel matrix. For \( H_n[\alpha] \) to be a Hankel matrix we require that for any \( k \),

\[
\alpha_k = \frac{\alpha_k - 1 + \alpha_k + 1}{2} \tag{2.3}
\]

and \( H_n[\alpha] \) has (1,1) entry \( s_{2\alpha_0} \). Thus, one gets the following theorem.

**Theorem 2.4.** Let \( \{s_k\}_{k \in \mathbb{N}_0} \) be a positive sequence. Then, a subsequence \( \{s_{l_k}\}_{k \in \mathbb{N}_0} \) of \( \{s_k\}_{k \in \mathbb{N}_0} \) is positive if

\[
l_k = kd + l_0, \tag{2.4}
\]

where \( d \in \mathbb{N} \) and \( l_0 \in 2\mathbb{N}_0 \).

However, there are, of course, many positive subsequences that are not of the form as in Theorem 2.4. For example, since \( \{\frac{1}{k+1}\}_{k=0}^{\infty} \) is a positive definite sequence, by Proposition 2.3 (2) its subsequence \( \{\frac{1}{(k+1)^2}\}_{k=0}^{\infty} \) is positive definite, which is not of the form (2.4).

**Definition 2.5.** A trigonometric moment sequence of a nondecreasing function \( \sigma(\theta) \) on \( [-\pi, \pi] \) is defined by

\[
t_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{ik\theta} d\sigma(\theta) \quad \text{for all } k \in \mathbb{Z},
\]

assuming the integrals converge.

The classical trigonometric moment problem states that given an infinite sequence of complex numbers \( \{t_k\}_{k \in \mathbb{Z}} \), a necessary and sufficient condition for the existence of a nondecreasing function \( \sigma(\theta) \) on \( [-\pi, \pi] \) such that

\[
t_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{ik\theta} d\sigma(\theta) \quad \text{for all } k \in \mathbb{Z},
\]
is that all Toeplitz matrices

\[
T_n := \begin{bmatrix}
t_0 & \bar{t}_1 & \cdots & \cdots & \bar{t}_n \\
t_1 & t_0 & \bar{t}_1 & \cdots & \bar{t}_{n-1} \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \bar{t}_1 \\
t_n & t_{n-1} & \cdots & t_1 & t_0
\end{bmatrix}
\]
are positive semidefinite for all \( n \in \mathbb{N}_0 \).

In 1981, H. Dym and I. Gohberg studied extensions of band matrices with band inverses [6]. In 1984, R. Grone, C. R. Johnson, E. M. Sá, and H. Wolkowicz considered positive definite completion of partial Hermitian matrices. They showed that if the undirected graph of the specified entries is chordal, a positive definite completion necessarily exists [8]. C. Johnson studied positive definite Toeplitz matrix completions in 1997. In [10] he proved that a pattern \( P \) of an \((n + 1) \times (n + 1)\) partial Toeplitz matrix is positive (semi)definite completable if and only if \( P = \{k, 2k, \ldots, mk\} \) for some \( m \in \mathbb{N} \) and \( k \in \mathbb{N} \). M. Bakonyi and G. Naevdal gave a characterization of certain class of subsets that guarantee the extension property for trigonometric moments by using matrix extension methods [3]. Also, they characterized all finite subsets of \( \mathbb{Z}^2 \) which is positive (semi)definite completable [4]. Moreover, Bakonyi, Rodman, Spitkovsky, and Woerdeman proved that each infinite band of a certain form is positive (semi)definite completable [5].

The following two facts will be used for the main results of this paper.

**Proposition 2.6.** Let \( M = \begin{bmatrix} A & B \\ B^T & C \end{bmatrix} \) be a symmetric matrix such that \( A \) is invertible and \( S \) is the Schur complement of \( A \) in \( M \), which is \( S = C - B^T A^{-1} B \). Then,
\[
M > 0 \iff A > 0 \text{ and } S > 0.
\]

**Theorem 2.7** (Schur complements and determinant formula). Let \( A = [a_{ij}] \in M_n(\mathbb{C}) \) be given and \( \alpha \subseteq \{1, \ldots, n\} \) be an index set such that \( A[\alpha] \) is nonsingular. Then,
\[
\det A = \det A[\alpha] \det \left( A[\alpha^c] - A[\alpha^c, \alpha] A[\alpha]^{-1} A[\alpha, \alpha^c] \right).
\]

### 3. Positive Definite Hankel Completions

A *partial Hankel matrix* is a partial matrix that is a Hankel matrix to the extent to which it is specified; that is, all specified entries lie along certain specified skew-diagonals (the diagonals perpendicular to the main diagonals). A *positive (semi)definite completion* of a partial Hankel matrix is a specific choice of values for unspecified entries resulting in a positive semidefinite Hankel matrix. A partial matrix is *partial positive (semi)definite* if each of its fully specified principal submatrices is positive (semi)definite. A *pattern* of a partial Hankel matrix is the set of positions of specified entries. Denote the pattern of an \((n + 1) \times (n + 1)\) partial Hankel matrix \( H_n \) by
\[
P = \{k \in \{0, 1, 2, \ldots, 2n\} : s_k \text{ is specified}\}.
\]

We say that a pattern \( P \) of an \((n + 1) \times (n + 1)\) partial Hankel matrix \( H_n \) is *positive (semi)definite completable* if every partial positive (semi)definite Hankel matrix defined on the pattern \( P \) has a positive completion.
In the next series of results, we show that if a pattern \( P \) is any subset of odd integers, then the pattern \( P \) is positive definite completable. In particular, if \( P \) is any subset of all prime numbers, then the pattern \( P \) is positive definite completable. Also, we show that while \( P = 2\mathbb{N}_0 \) is positive definite completable, its subsets may not be completable.

If \( H_n = [s_{i+j}]_{i,j=0,...,n} \) is an \((n+1) \times (n+1)\) (partial) Hankel matrix with entries \( s_0, s_1, \ldots, s_{2n} \), we use \( H_n, H(s_0, s_1, \ldots, s_{2n}) \), or \( H \) interchangeably.

**Lemma 3.1.** Let \( H(s_0, s_1, \ldots, s_{2n+1}, ?) \) be a partial positive definite Hankel matrix with the only missing entry \( s_{2n+2} \), denoted by \(?\). Then, it has a positive definite Hankel completion.

**Proof.** Partition \( H_{n+1} := H(s_0, s_1, \ldots, s_{2n+1}, ?) \) as

\[
H_{n+1} = \begin{bmatrix} H_n & v_n \\ v_n^T & s_{2n+2} \end{bmatrix},
\]

where \( v_n^T = [s_{n+1} \ s_{n+2} \ \cdots \ s_{2n+1}] \). Since \( H_{n+1} \) is a partial positive definite, every fully specified principal submatrix is positive definite matrix, so \( H_n > 0 \). By Proposition 2.6 the following holds:

\[
H_{n+1} > 0 \iff s_{2n+2} - v_n^T H_n^{-1} v_n > 0.
\]

Choosing \( s_{2n+2} > 0 \) such that \( s_{2n+2} > v_n^T H_n^{-1} v_n \), it follows that \( H_{n+1} > 0 \).

**Lemma 3.2.** Let \( H_{n+1} := H(s_0, s_1, \ldots, s_{2n}, ?, s_{2n+2}) \) be a partial Hankel matrix with the only missing entry \( s_{2n+1} \), denoted by \(?\). A necessary and sufficient condition that \( H_{n+1} \) is a partial positive definite matrix is

\[
H_n > 0 \text{ and } s_{2n+2} - w_n^T H_{n-1}^{-1} w_n > 0,
\]

where \( w_n^T = [s_{n+1} \ s_{n+2} \ \cdots \ s_{2n}] \).

**Proof.** Consider the matrix

\[
H_{n+1} = \begin{bmatrix} s_0 & s_1 & \cdots & s_{n-1} & s_n & s_{n+1} \\ s_1 & s_2 & \cdots & s_n & s_{n+1} & s_{n+2} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ s_{n-1} & s_n & \cdots & s_{2n-2} & s_{2n-1} & s_{2n} \\ s_n & s_{n+1} & \cdots & s_{2n-1} & s_{2n} & ? \\ s_{n+1} & s_{n+2} & \cdots & s_{2n} & ? & s_{2n+2} \end{bmatrix}.
\]

Note that all principal submatrices of \( H_{n+1} \) can be classified with respect to the last two columns and rows as follows:

\[
H_{n+1}[\alpha], \quad H_{n+1}[\alpha \cup \{n + 1\}], \quad H_{n+1}[\alpha \cup \{n + 2\}], \quad H_{n+1}[\alpha \cup \{n + 1, n + 2\}]
\]

for any \( \alpha \subseteq \{1, \cdots, n\} \). Note that both of \( H_{n+1}[\alpha] \) and \( H_{n+1}[\alpha \cup \{n + 1\}] \) are principal submatrices of \( H_n \) and that \( H_{n+1}[\alpha \cup \{n + 1, n + 2\}] \) is not a
fully specified principal submatrix. Thus, all principal submatrices of $H_{n+1}$ are positive definite if and only if $H_n > 0$ and $H_n[[1, \cdots, n, n+2]] > 0$. By Proposition 2.6 it follows that

$$H_n[[1, \cdots, n, n+2]] > 0 \iff s_{2n+2} - w_n^T H_{n-1}^{-1} w_n > 0.$$ 

\[\square\]

**Lemma 3.3.** Let $H(s_0, \ldots, s_{2n}, ?, s_{2n+2})$ be a partial positive definite Hankel matrix with the only missing entry $s_{2n+1}$, denoted by ?. Then, it has a positive definite Hankel completion.

**Proof.** Partition $H_{n+1} := H(s_0, s_1, \ldots, s_{2n}, ?, s_{2n+2})$ as

$$H_{n+1} = \begin{bmatrix} H_{n-1} & v_{n-1} & w_n \\ v_{n-1}^T & s_2 & s_{2n+1} \\ w_n^T & s_{2n+1} & s_{2n+2} \end{bmatrix}.$$ 

By Proposition 2.6 it follows that

$$H_{n+1} > 0 \iff \begin{bmatrix} s_{2n} & s_{2n+1} \\ s_{2n+1} & s_{2n+2} \end{bmatrix} - \begin{bmatrix} v_{n-1}^T \\ w_n^T \end{bmatrix} H^{-1}_{n-1} \begin{bmatrix} v_{n-1} & w_n \end{bmatrix} > 0 

\iff \begin{bmatrix} s_{2n} - v_{n-1}^T H^{-1}_{n-1} v_{n-1} & s_{2n+1} - v_{n-1}^T H^{-1}_{n-1} w_n \\ s_{2n+1} - w_n^T H^{-1}_{n-1} v_{n-1} & s_{2n+2} - w_n^T H^{-1}_{n-1} w_n \end{bmatrix} > 0.$$ 

Since $H_{n} > 0$, $s_{2n} - v_{n-1}^T H^{-1}_{n-1} v_{n-1} > 0$. By Lemma 3.2 $s_{2n+2} - w_n^T H^{-1}_{n-1} w_n > 0$. Take $s_{2n+1} = v_{n-1}^T H^{-1}_{n-1} w_n$. \[\square\]

**Theorem 3.4.** Let $H(s_0, \ldots, s_{2n}, ?, ?)$ be a partial positive definite Hankel matrix with the only missing entries $s_{2n+1}$ and $s_{2n+2}$, denoted by ?. Then, it has a positive definite Hankel completion.

**Proof.** Since $H(s_0, \ldots, s_{2n}, ?, ?)$ is partial positive definite, $H_{n-1} > 0$, implying $w_n^T H_{n-1}^{-1} w_n > 0$. Then one can find $s_{2n+1}$ such that $s_{2n+2} - w_n^T H_{n-1}^{-1} w_n > 0$. Then, by Lemma 3.2 the partial Hankel matrix $H(s_0, \ldots, s_{2n}, ?, s_{2n+2})$ is partial positive definite. Thus, by Lemma 3.3 there is $s_{2n+1} \in \mathbb{R}$ such that $H(s_0, \ldots, s_{2n}, s_{2n+1}, s_{2n+2}) > 0$. \[\square\]

**Theorem 3.5.** A pattern $P \subset 2\mathbb{N}_0 + 1$ is positive definite completable.

**Proof.** Let $P \subset 2\mathbb{N}_0 + 1$ be any pattern and $\{s_k\}_{k \in \mathbb{N}_0}$ be a partial positive sequence with the pattern $P$. Note that any Hankel matrix $H_n$ defined on $P$ has no fully specified principal submatrices for $n \in \mathbb{N}_0$. Assume $s_0 = 1$. When $1 \in P$, i.e., $s_1$ is specified, then one can find $s_2 > 0$ such that $H_1 > 0$. When $1 \notin P$, choose any arbitrary $s_1 \in \mathbb{R}$ and then find $s_2 > 0$ such that $H_1 > 0$. Suppose that $s_0, s_1, s_2, \cdots, s_2n$ are given such that $H_n(s_0, s_1, \ldots, s_{2n}) > 0$ for some $n \in \mathbb{N}$. There are two different possibilities: (i) When $2n + 1 \in P$, since $H_{n+1}(s_0, s_1, \ldots, s_{2n}, s_{2n+1})$ is a partial positive definite Hankel matrix,
by Lemma 3.1 there exists $s_{2n+2} > 0$ such that $H_{n+1} > 0$. (ii) When $2n+1 \notin P$, since $H_{n+1}(s_0, s_1, \ldots, s_{2n}, \ldots, ?) = 0$ is a partial positive Hankel matrix, by Theorem 3.4, there exists $s_{2n+1} \in \mathbb{R}$ and $s_{2n+2} > 0$ such that $H_{n+1} > 0$. Thus, there exists $s_0, s_1, \ldots, s_{2n+2}$ such that $H_{n+1}(s_0, s_1, \ldots, s_{2n}, s_{2n+1}, s_{2n+2}) > 0$. Thus, by induction there exists a positive definite sequence $\{s_k\}_{k \in \mathbb{N}_0}$. Therefore, the pattern $P$ is positive definite completable.

It is easy to extend Theorem 3.5 somewhat.

**Corollary 3.6.** Let $P \subset 2\mathbb{N}_0 + 1$. Then the pattern $P \cup \{0, 1, \ldots, m\}$ is positive definite completable.

**Proof.** Let $\{s_k\}_{k \in \mathbb{N}_0}$ be a partial positive sequence with the pattern $P \cup \{0, 1, \ldots, m\}$.

(i) When $m = 2n+1$, the corresponding Hankel matrix $H_{n+1}(s_0, s_1, \ldots, s_{2n+1}, ?)$ is partial positive definite. By Lemma 3.1 it follows that there exists $s_{2n+2} > 0$ such that $H_{n+1} > 0$. Next there are two different possibilities: $2n + 3 \in P$ and $2n + 3 \notin P$. When $2n + 3 \in P$, since $H_{n+2}(s_0, s_1, \ldots, s_{2n+2}, s_{2n+3}, ?)$ is a partial positive definite Hankel matrix, by Lemma 3.1, there exists $s_{2n+4} > 0$ such that $H_{n+2} > 0$. When $2n + 3 \notin P$, since $H_{n+2}(s_0, s_1, \ldots, s_{2n+2}, ?, ?)$ is a partial positive definite Hankel matrix, by Theorem 3.4 there exists $s_{2n+3} \in \mathbb{R}$ and $s_{2n+4} > 0$ such that $H_{n+2} > 0$. Thus, there exists $s_0, s_1, \ldots, s_{2n+4}$ such that $H_{n+2}(s_0, s_1, \ldots, s_{2n+3}, s_{2n+4}) > 0$. Thus, by induction there exists a positive definite completion.

(ii) When $m = 2n$, if $2n + 1 \in P$ then by Lemma 3.1 there exists $s_{2n+2} > 0$ such that $H_{n+1} > 0$. If $2n+1 \notin P$ then by Theorem 3.4 there exists $s_{2n+1} \in \mathbb{R}$ and $s_{2n+2} > 0$ such that $H_{n+1} > 0$. By induction there exists a positive definite completion.

Therefore, by (i) and (ii) the pattern $P \cup \{0, 1, \ldots, m\}$ is positive definite completable.

The following example is quite interesting and suggests that patterns can be quite complicated.

**Corollary 3.7.** Let $P$ be the set of all prime numbers. Then the pattern $P$ is positive definite completable.

**Proof.** Note that $P - \{2\} \subset 2\mathbb{N}_0 + 1$. Let $\{s_k\}_{k \in \mathbb{N}_0}$ be a partial positive sequence with the pattern $P$. Assume $s_0 = 1$. Since $s_2 > 0$, there exists $s_1 \in \mathbb{R}$ such that $H_1(s_0, s_1, s_2, ?) > 0$. Since $H_2(s_0, s_1, s_2, s_3, ?)$ is a partial positive definite Hankel matrix, by Lemma 3.1 one can choose $s_4 > 0$ such that $H_2 > 0$. Apply the proof of Theorem 3.5.

**Remark 3.8.** By Theorems 3.5 and 4.1, the pattern $P = 2\mathbb{N}_0 + 1$ and $P = 2\mathbb{N}_0$ are positive definite completable. Moreover, the patterns $\{2, 4, \ldots, 2n\}$ and $\{1, 3, \ldots, 2n + 1\}$ are positive definite completable as well. However, a pattern $P \subset 2\mathbb{N}_0$ may or may not be positive definite completable. For example, the
pattern $P = \{0, 2, 8\} \subset 2\mathbb{N}_0$ is not positive definite completable. By Theorem 6.3 the following partial positive definite sequence has no positive definite completion.

$$1, ?, \frac{1}{2}, ?, ?, ?, ?, \frac{1}{16}, ?, ?, ?, \ldots,$$

where only $s_0$, $s_2$, and $s_8$ are specified entries and ? denotes missing entries.

**Corollary 3.9.** The pattern $P = \{0, 1, 2, \ldots, m\}$ is positive definite completable.

**Proof.** Case 1: When $m = 2n + 1$, let $\{s_k\}_{k \in \mathbb{N}_0}$ be a partial positive definite sequence with the pattern $P$. Since $H_{n+1}(s_0, s_1, \ldots, s_{2n+1}, ?)$ is partial positive definite, by Lemma 5.1 $H_{n+1}$ has a positive definite completion, say $s_{2n+2}$. Then the partial Hankel matrix $H_{n+2}(s_0, s_1, \ldots, s_{2n+2}, ?, ?)$ is partial positive definite. By Theorem 3.4 there exist $s_{2n+3} \in \mathbb{R}$ and $s_{2n+4} > 0$ such that $H_{n+2} > 0$. Continue this process by induction.

Case 2: When $m = 2n$, let $\{s_k\}_{k \in \mathbb{N}_0}$ be a partial positive definite sequence with the pattern $P$. Since $H_{n+1}(s_0, s_1, \ldots, s_{2n}, ?)$ is partial positive definite, by Theorem 3.4 there exist $s_{2n+1} \in \mathbb{R}$ and $s_{2n+2} > 0$ such that $H_{n+1} > 0$. Continue this process.

**Remark 3.10.** By Corollary 3.9 for the given real numbers $s_0$, $s_1$, $\ldots$, $s_m$, a sufficient condition for the existence of a nondecreasing function $\sigma$ on $(-\infty, \infty)$ such that

$$s_k = \int_{-\infty}^{\infty} x^k d\sigma(x) \quad \text{for all} \quad 0 \leq k \leq m$$

is that the partial sequence $s_0$, $s_1$, $\ldots$, $s_m$, $?$, $?$, $\ldots$ is partial positive definite. However, the $P = \{0, 1, 2, \ldots, m\}$ is not positive semidefinite completable. M. Bakonyi and H. Woerdeman give an extra condition for the pattern $P$ to have a positive semidefinite completion ([2], Theorem 2.7.5).

### 4. Hamburger Moment Completions

For positive semidefinite completable patterns, arithmetic progression patterns play a crucial role. The following theorem is the main result of this section.

**Theorem 4.1.** If the pattern $P = d\mathbb{N}_0 + l_0$ for some $d \in \mathbb{N}$ and $l_0 \in 2\mathbb{N}_0$, then $P$ is positive semidefinite completable.

**Proof.** Let $P = d\mathbb{N}_0 + l_0$ be the pattern with $d \in \mathbb{N}$ and $l_0 \in 2\mathbb{N}_0$. Suppose that $\{s_k\}_{k \in \mathbb{N}_0}$ is a partial positive semidefinite sequence with the pattern $P$. Then, by Theorem 2.4 its subsequence $\{s_{dk+l_0}\}_{k \in \mathbb{N}_0}$ is a positive semidefinite sequence. By Theorem 2.4, there exists a non-decreasing function $\sigma(x)$ ($-\infty < x < \infty$) with finitely many points of increase such that

$$s_{dk+l_0} = \int_{-\infty}^{\infty} x^k d\sigma(x) \quad \text{for all} \quad k \in \mathbb{N}_0. \quad (4.1)$$
Let $\lambda_0 < \lambda_1 < \ldots < \lambda_n$ be the points of increase of $\sigma(x)$ with

$$
\mu_i := \sigma(\lambda_i + 0) - \sigma(\lambda_i - 0) \quad \text{for all } 0 \leq i \leq n.
$$

Without loss of generality we assume $\lambda_i \neq 0$. If we exclude the point of increase $\lambda_i = 0$ for some $0 \leq i \leq n$, then the function $\sigma$ may change, but the integrals (4.1) remain invariant. Then, by the definition of Stieltjes integral

$$
s_{dk+l_0} = \sum_{i=0}^{n} \mu_i \lambda_i^k \quad \text{for all } k \in \mathbb{N}_0. \tag{4.2}
$$

Define $\phi : \mathbb{R} \to \mathbb{R}$ by

$$
\phi(x) = \sqrt{x}.
$$

Define $\tilde{\sigma} : \mathbb{R} \to \mathbb{R}$ as a non-decreasing function with finitely many points of increase,

$$
\phi(\lambda_0) < \phi(\lambda_1) < \phi(\lambda_2) < \cdots < \phi(\lambda_n) \tag{4.3}
$$

with

$$
\eta_i := \frac{\mu_i}{\phi(\lambda_i)^2} = \tilde{\sigma}(\phi(\lambda_i) + 0) - \tilde{\sigma}(\phi(\lambda_i) - 0) \quad \text{for all } 0 \leq i \leq n.
$$

Since $l_0 \in 2\mathbb{N}_0$, $\eta_i > 0$ for all $0 \leq i \leq n$. When $d \in 2\mathbb{N}_0 + 1$, $\phi(\lambda_i)$ is well-defined. Since $\phi$ is an increasing function, (4.3) holds, i.e., the function $\tilde{\sigma}$ is well-defined. When $d \in 2\mathbb{N}$, not only by hypothesis the sequence $\{s_{dk+l_0}\}_{k \in \mathbb{N}_0}$ is positive semidefinite, but also the sequence $\{s_{dk+l_0}\}_{k \in \mathbb{N}}$ is positive semidefinite. By Theorem 2.2 it follows that the points of increase of $\sigma(x)$ are all positive, i.e., $\lambda_i > 0$ for all $i$. Hence, $\phi(\lambda_i)$ is well-defined and (4.3) holds. Define the sequence $\{\tilde{s}_k\}_{k \in \mathbb{N}_0}$ by

$$
\tilde{s}_k := \int_{-\infty}^{\infty} x^k d\tilde{\sigma}(x) \quad \text{for all } k \in \mathbb{N}_0. \tag{4.4}
$$

We claim that $\{\tilde{s}_k\}_{k \in \mathbb{N}_0}$ is a positive semidefinite completion of the partial sequence $\{s_k\}_{k \in \mathbb{N}_0}$. Indeed, by the definition of Stieltjes integral one gets that

$$
\tilde{s}_k = \sum_{i=0}^{n} \eta_i (\phi(\lambda_i))^k. \tag{4.5}
$$

By (4.2) it follows that $\tilde{s}_{dk+l_0} = s_{dk+l_0}$ for all $k \in \mathbb{N}_0$. Hence, $\{s_k\}_{k \in \mathbb{N}_0}$ has a positive semidefinite completion.

It is interesting to note that in the case when $d$ was even in the above theorem, the Hamburger moment completion problem is converted to a Stieltjes moment completion problem. Here one readily gets that not only the original sequence is positive semidefinite, but the shifted sequence is also positive semidefinite.

The following corollary shows that if $l_0 = 0$, then the partial positive pattern $P$ is actually positive definite completable. The proof is very similar to the previous proof, but it is sufficiently different that for clarity we present it here.
Corollary 4.2. If the pattern $P = d\mathbb{N}_0$ for some $d \in \mathbb{N}_0$, then $P$ is positive definite completable.

Proof. Let $P = d\mathbb{N}_0$ be the pattern with $d \in \mathbb{N}$. Suppose that $\{s_k\}_{k \in \mathbb{N}_0}$ is a partial positive definite sequence with the pattern $P$. Then, by Theorem 2.4 its subsequence $\{s_{dk}\}_{k \in \mathbb{N}_0}$ is a positive definite sequence. By Theorem 2.1 there exists a non-decreasing function $\sigma(x)$ ($-\infty < x < \infty$) with infinitely many points of increase such that

$$s_{dk} = \int_{-\infty}^{\infty} x^k d\sigma(x) \quad \text{for all } k \in \mathbb{N}_0. \quad (4.6)$$

Let $\lambda_0 < \lambda_1 < \ldots < \lambda_n < \cdots$ be the points of increase of $\sigma(x)$ with

$$\mu_i := \sigma(\lambda_i + 0) - \sigma(\lambda_i - 0) \quad \text{for all } i \in \mathbb{N}_0.$$ 

Without loss of generality we assume $\lambda_i \neq 0$. Then, by the definition of Stieltjes integral

$$s_{dk} = \sum_{i=0}^{\infty} \mu_i \lambda_i^k \quad \text{for all } k \in \mathbb{N}_0. \quad (4.7)$$

Define $\phi : \mathbb{R} \to \mathbb{R}$ by

$$\phi(x) = \sqrt{x}.$$ 

Define $\tilde{\sigma} : \mathbb{R} \to \mathbb{R}$ as a non-decreasing function with infinitely many points of increase at

$$\phi(\lambda_0) < \phi(\lambda_1) < \phi(\lambda_2) < \cdots < \phi(\lambda_n) < \cdots \quad (4.8)$$

with

$$\mu_i = \tilde{\sigma}(\phi(\lambda_i) + 0) - \tilde{\sigma}(\phi(\lambda_i) - 0) \quad \text{for all } n \in \mathbb{N}_0.$$ 

Referring to the definition of $\eta_i$ in Theorem 4.1 since $0 = l_0 \in 2\mathbb{N}_0$, $\eta_i > 0$ for all $i \in \mathbb{N}_0$. When $d \in 2\mathbb{N}_0 + 1$, $\phi(\lambda_i)$ is well-defined and since $\phi$ is an increasing function, (4.8) holds, i.e., the function $\tilde{\sigma}$ is well-defined. When $d \in 2\mathbb{N}$, not only by hypothesis the sequence $\{s_{dk}\}_{k \in \mathbb{N}_0}$ is positive definite, but also the sequence $\{s_{dk}\}_{k \in \mathbb{N}_0}$ is positive definite. By Theorem 2.2 it follows that the points of increase of $\sigma(x)$ are all positive, i.e., $\lambda_i > 0$ for all $i$. This reduces the Hamburger moment sequence to the Stieltjes moment sequence. Hence, $\phi(\lambda_i)$ is well-defined and (4.8) holds. Define the sequence $\{\tilde{s}_k\}_{k \in \mathbb{N}_0}$ by

$$\tilde{s}_k := \int_{-\infty}^{\infty} x^k d\tilde{\sigma}(x) \quad \text{for all } k \in \mathbb{N}_0. \quad (4.9)$$

We claim that $\{\tilde{s}_k\}_{k \in \mathbb{N}_0}$ is a positive definite completion of the partial sequence $\{s_k\}_{k \in \mathbb{N}_0}$. Indeed, by the definition of Stieltjes integral one gets that

$$\tilde{s}_k = \sum_{i=0}^{\infty} \mu_i (\phi(\lambda_i))^k. \quad (4.10)$$
Note that the series (4.10) are convergent for each \( k \in \mathbb{N}_0 \) since

\[
\left| \sum_{i=0}^{\infty} \mu_i(\phi(\lambda_i))^k \right| \leq \left| \sum_{|\lambda_i| \geq 1} \mu_i(\phi(\lambda_i))^k \right| + \left| \sum_{|\lambda_i| < 1} \mu_i(\phi(\lambda_i))^k \right|
\leq \left| \sum_{|\lambda_i| \geq 1} \mu_i \right| + \left| \sum_{0 < |\lambda_i| < 1} \mu_i \right|
\leq |skd| + s0
\]

By (4.7) it follows that \( \tilde{s} \) is positive definite completion.

Remark 4.3. (i) There are positive definite completable patterns that are not of the form as in Corollary 4.2. For example, any pattern \( P \subset 2\mathbb{N}_0 + 1 \) is positive definite completable.

(ii) If the pattern \( P = d\mathbb{N} + l_0 \) for \( d \in \mathbb{N} \) and \( l_0 \in 2\mathbb{N} \), then the pattern \( P \) is not positive definite completable. Let \( \{s_k\}_{k \in \mathbb{N}_0} \) be a partial positive definite sequence with the pattern \( P \). Consider the \( 2 \times 2 \) principal submatrix of the partial Hankel matrix \( H_{l_0+dm} \) corresponding to \( s \) for some \( k \in \mathbb{N}_0 \)

\[
A_m := \begin{bmatrix} s_0 & s_{l_0+dm} \\ s_{l_0+dm} & s_{2l_0+2dm} \end{bmatrix},
\]

where \( s_0 \) is missing and the remaining entries are given. Note that \( \det A_m > 0 \) is necessary condition for the pattern \( P \) to be positive definite completable. Thus,

\[
s_0 > \frac{(s_{l_0+dm})^2}{s_{2(l_0+dm)}} \quad \text{for all } m \in \mathbb{N}_0.
\]

If the value on the right hand side is increasing with respect to \( m \), then there exists no \( s_0 \in \mathbb{R} \).

Theorem 4.4. A pattern \( P \) is positive semidefinite completable if and only if

\[
dP + l_0 = \{dk + l_0|k \in P\}
\]

is positive semidefinite completable for all \( d \in \mathbb{N} \) and \( l_0 \in 2\mathbb{N}_0 \).

Proof. Let \( \{s_k\}_{k \in \mathbb{N}_0} \) be a partial positive semidefinite sequence with the pattern \( dP + l_0 \). Then, \( \{s_{kd+l_0}\}_{k \in \mathbb{N}_0} \) is a partial positive semidefinite sequence with the pattern \( P \). Since the pattern \( P \) is positive semidefinite completable, \( \{s_{kd+l_0}\}_{k \in \mathbb{N}_0} \) has a positive semidefinite completion. Then using the completion \( \{s_k\}_{k \in \mathbb{N}_0} \) is a partial positive semidefinite sequence with the pattern \( d\mathbb{N}_0 + l_0 \). By Theorem 4.4, \( \{s_k\}_{k \in \mathbb{N}_0} \) has a positive semidefinite completion. Show the converse. Let \( \{s_k\}_{k \in \mathbb{N}_0} \) be a partial positive semidefinite sequence with the pattern \( P \). Let \( \{t_k\}_{k \in \mathbb{N}_0} \) be a partial sequence such that \( t_{dk+l_0} = s_k \) for all \( k \in P \) and the remaining are all missing. Since \( \{t_k\}_{k \in \mathbb{N}_0} \) is a partial positive semidefinite sequence with the pattern \( dP + l_0 \), it has a positive semidefinite completion, say \( \{t_k\}_{k \in \mathbb{N}_0} \). Then, the subsequence \( \{t_{dk+l_0}\}_{k \in \mathbb{N}_0} \) is a positive semidefinite completion of \( \{s_k\}_{k \in \mathbb{N}_0} \).
Corollary 4.5. A pattern $P$ is positive definite completable if and only if a pattern $dP$ is positive definite completable for all $d \in \mathbb{N}$.

By the preceding Theorem and Corollary and by Corollary 3.9 and Remark 3.10, one can check if truncated arithmetic progression patterns are positive completable as follows:

Theorem 4.6. Let $P = \{0, 1, \ldots, m\}$ and $d \in \mathbb{N}$, and $l_0 \in 2\mathbb{N}_0$. Then the pattern $dP + l_0$ is not positive semidefinite completable and the pattern $dP$ is positive definite completable.

5. Positive semidefinite completion

While quite natural, the connection between positive semidefinite completable and positive definite completable Hankel matrix patterns has not been clarified. Here we show that if a pattern $P$ is positive semidefinite completable, then $P$ is positive definite completable. We also characterize certain patterns that do not have positive semidefinite completions, while having positive definite completions.

The following elementary observation is important to characterize positive semidefinite sequences.

Proposition 5.1. Suppose $\{s_k\}_{k \in \mathbb{N}_0}$ is a positive semidefinite sequence. Let $H_n$ be a Hankel matrix corresponding to $\{s_k\}_{k \in \mathbb{N}_0}$. Let $S := \{n \in \mathbb{N} \mid H_n \text{ is singular}\}$. Then, $S = \{N, N+1, N+2, \ldots\}$ for some $N \in \mathbb{N}_0$. In other words, if $D_0 > 0$, $D_1 > 0$, $\cdots$, $D_{N-1} > 0$ and $D_N = 0$ for some $N \in \mathbb{N}$, then $D_n = 0$ for all $n \geq N$. Here $D_n := \det H_n$.

Proof. From Definition 1.3, it is clear that $S \neq \emptyset$. Put $N = \min \{k : k \in S\}$. Then $H_n > 0$ for all $n < N$ and $H_N \geq 0$, implying that all eigenvalues of $H_{N-1}$ are positive, say that

$$0 < \lambda_0(H_{N-1}) \leq \lambda_1(H_{N-1}) \leq \lambda_2(H_{N-1}) \leq \cdots \leq \lambda_{N-1}(H_{N-1}).$$

Partition $H_N$ as

$$H_N = \begin{bmatrix} H_{N-1} & v_{N-1} \\ v_{N-1}^T & s_{2N} \end{bmatrix},$$

where $v_n^T = [s_N \ s_{N+1} \ \cdots \ s_{2N-1}]$. By Cauchy’s Interlace Theorem, one gets that

$$0 \leq \lambda_0(H_N) \leq \lambda_0(H_{N-1}) \leq \lambda_1(H_N) \leq \cdots \leq \lambda_{N-1}(H_{N-1}) \leq \lambda_N(H_N).$$

Since $H_N \geq 0$, $\lambda_0(H_N) = 0$, which means $H_N$ has only one zero eigenvalue. Moreover, it follows that

$$0 \leq \cdots \leq \lambda_0(H_{N+3}) \leq \lambda_0(H_{N+2}) \leq \lambda_0(H_{N+1}) \leq \lambda_0(H_N) = 0,$$

implying $\lambda_0(H_n) = 0$ for all $n \geq N$. Therefore, $H_n$ is positive semidefinite and singular for all $n \geq N$. \qed
The following is about the positive semidefinite completion of the truncated geometric sequence.

**Lemma 5.2.** Let $a, ar, ar^2, \ldots, ar^{2n}$ be given real numbers with $n \geq 1$, $a > 0$, and $r \in \mathbb{R}$. Then, this sequence has a positive semidefinite completion. Furthermore, there uniquely exists the completion which is $s_k = ar^k$ for all $k \in \mathbb{N}_0$. In fact, if $\sigma(x) (-\infty < x < \infty)$ is a step function with only one point of increase value $a$ at $x = r$, then

$$ar^k = \int_{-\infty}^{\infty} x^k \sigma(x) \quad \text{for all } k \in \mathbb{N}_0.$$

**Proof.** Let $H = H(a, ar, \ldots, ar^{2n}, ?, ?, ?, ?)$ be a partial Hankel matrix with missing entries $s_{2n+1}, s_{2n+2}, s_{2n+3}, s_{2n+4}$, denoted by $\?$. Note the $4 \times 4$ principal submatrix of $H$

$$H[\{n, n + 1, n + 2, n + 3\}] = \begin{bmatrix} ar^{2n-2} & ar^{2n-1} & ar^{2n} & s_{2n+1} \\ ar^{2n-1} & ar^{2n} & s_{2n+1} & s_{2n+2} \\ ar^{2n} & s_{2n+1} & s_{2n+2} & s_{2n+3} \\ s_{2n+1} & s_{2n+2} & s_{2n+3} & s_{2n+4} \end{bmatrix} \geq 0$$

if and only if every principal minor of $H$ is nonnegative. Then it follows that

$$-(s_{2n+1} - ar^{2n+1})^2 \geq 0,$$

implying that $s_{2n+1} = ar^{2n+1}$. Then, one gets

$$-r^{2n-2}(s_{2n+2} - ar^{2n+2})^2 \geq 0,$$

so $s_{2n+2} = ar^{2n+2}$. By induction, the positive semidefinite completion of the given sequence is $\{ar^k\}_{k \in \mathbb{N}_0}$. \qed

**Theorem 5.3.** Let $P$ be a pattern of a partial Hankel matrix. If $P$ is positive semidefinite completable, then $P$ is positive definite completable.

**Proof.** Suppose that a pattern $P$ is positive semidefinite completable. Let $A$ be a $(n + 1) \times (n + 1)$ partial positive definite Hankel matrix with the pattern $P$. Define the partial Hankel matrix $B(t_0, t_1, \ldots, t_{2n})$ by

$$t_k = \begin{cases} 1/(k + 1) & \text{if } k \in P, \\ \text{missing} & \text{if } k \notin P \end{cases} \quad \text{for all } 0 \leq k \leq 2n.$$

Choose $\varepsilon > 0$ such that $A - \varepsilon B$ is a partial positive definite Hankel matrix. Since the partial Hankel matrix $A - \varepsilon B$ is defined on the pattern $P$, it has a positive semidefinite completion, say $C$. Let $D$ be an $(n + 1) \times (n + 1)$ Hilbert matrix such that $D_{ij} = 1/(i + j + 1)$. Then the $(n + 1) \times (n + 1)$ Hankel matrix $C + \varepsilon D$ is a positive definite completion of $A$. \qed
Note that if a pattern $P$ is not positive definite completable, then $P$ is not positive semidefinite completable. For example, by Theorem 5.3 the pattern $P = \{0, 1, 3, 4\}$ of $H_2$ is not positive definite completable. Thus, it is not positive semidefinite completable.

However, the converse of Theorem 5.3 is not true. By Corollary 3.9 and Remark 3.10 the truncated pattern $P$ is positive definite completable, but it is not positive semidefinite completable. Also, the following is another example.

**Lemma 5.4.** Suppose that a partial Hankel matrix
\[
\begin{bmatrix}
  s_0 & s_1 & s_2 \\
  s_1 & s_2 & s_3 \\
  s_2 & s_3 & ?
\end{bmatrix}
\]
is partial positive semidefinite. Then, it has no positive semidefinite completion.

**Proof.** Consider the following positive partial Hankel matrix
\[
\begin{bmatrix}
  1 & 1 & 1 \\
  1 & 1 & 2 \\
  1 & 2 & ?
\end{bmatrix}
\]
Then it is partial positive semidefinite, but there is no positive completion. □

That is, the pattern $P = \{0, 1, 2, 3\}$ of $H_2$ is not positive semidefinite completable. However, by Lemma 5.1 the pattern $P = \{0, 1, 2, 3\}$ of $H_2$ is positive definite completable. In similar, the $P = 1, 2, 3, 4$ of $H_2$ is not positive semidefinite completable.

6. Positive Hankel matrix completion

In this section we provide a complete characterization of all $3 \times 3$ partial positive definite Hankel matrices that have positive definite completions. There are only three patterns that do not admit such completions. For $4 \times 4$ partial positive Hankel matrices, there are many more patterns that are not completable. While over 30 of these patterns have been checked a complete list of non-completable patterns (among 128 possible patterns) does not follow any obvious symmetry. Using these two cases, the last theorem of this section extends these sets of results to all $n \times n$ matrices.

We begin with $3 \times 3$ Hankel matrix completions.

**Lemma 6.1.** Suppose that a partial Hankel matrix
\[
H = \begin{bmatrix}
  s_0 & s_1 & s_2 \\
  s_1 & s_2 & ? \\
  s_2 & ? & s_4
\end{bmatrix}
\]
is partial positive definite. Then, it has a positive definite completion. Furthermore, the missing entry $s_3$ satisfies the following inequality:

$$-\sqrt{P_1 P_2 + s_1 s_2} s_0 < s_3 < \sqrt{P_1 P_2 + s_1 s_2} s_0,$$

where

$$P_1 = \det \begin{bmatrix} s_0 & s_1 \\ s_1 & s_2 \end{bmatrix} \quad \text{and} \quad P_2 = \det \begin{bmatrix} s_0 & s_2 \\ s_4 & s_4 \end{bmatrix}.$$

In addition, if partial Hankel matrices

$$\begin{bmatrix} s_0 & ? & s_2 \\ ? & s_2 & ? \\ s_2 & ? & s_4 \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} s_0 & ? & s_2 \\ ? & s_2 & ? \\ ? & s_4 & ? \end{bmatrix},$$

are partial positive definite, then they have positive definite completions.

**Proof.** Since the Hankel matrix $H$ is partial positive definite, $P_1 > 0$ and $P_2 > 0$. The inequality comes from $\det H$. Note that $H > 0$ if and only if all leading principal minors are positive. \hfill \Box

**Remark 6.2.** The following fact is useful:

$$\begin{bmatrix} s_0 & s_1 & s_2 \\ s_1 & s_2 & s_3 \\ s_2 & s_3 & s_4 \end{bmatrix} > 0 \iff \begin{bmatrix} s_4 & s_3 & s_2 \\ s_3 & s_2 & s_1 \\ s_2 & s_1 & s_0 \end{bmatrix} > 0,$$

since two matrices are unitarily similar. For example, the following partial Hankel matrices can be checked whether they have positive definite completions in the same way.

$$\begin{bmatrix} s_0 & ? & s_2 \\ ? & s_2 & s_3 \\ s_2 & s_3 & s_4 \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} s_4 & s_3 & s_2 \\ s_3 & s_2 & ? \\ s_2 & ? & s_0 \end{bmatrix}$$

**Theorem 6.3.** For $3 \times 3$ partial Hankel matrices $H_2$, the following patterns are not positive definite completable.

$$\{0, 1, 3, 4\}, \{0, 1, 4\}, \{0, 3, 4\}$$

**Proof.** Consider the following positive partial Hankel matrix

$$H = \begin{bmatrix} 1 & \frac{1}{2} & ? \\ \frac{1}{2} & ? & ? \\ ? & ? & \frac{1}{15} \end{bmatrix}.$$

Since the $2 \times 2$ principal submatrices $H[\{1, 2\}]$ and $H[\{1, 3\}]$ cannot have positive definite completions at the same time, $H$ does not have positive definite completion. \hfill \Box
Remark 6.4. In fact, all patterns $P \subset \{0,1,2,3,4\}$ of a partial Hankel matrix $H_2$ are positive definite completable except the above three patterns.

Now consider $4 \times 4$ Hankel matrix completions.

**Theorem 6.5.** For $4 \times 4$ partial Hankel matrices the following patterns is not positive definite completable:

\[ P = \{0,1,2,4,5,6\} \]

**Theorem 6.6.** If a partial positive definite Hankel matrix has a $3 \times 3$ or $4 \times 4$ principal submatrix with one of the previous pattern which is not positive definite Hankel completable, then the matrix has no positive definite Hankel completion.

**Example 6.7.** The partial positive Hankel matrix

\[
H = \begin{bmatrix}
  s_0 & s_1 & ? & s_3 & s_4 \\
  s_1 & ? & s_3 & s_4 & ? \\
  ? & s_3 & s_4 & ? & s_6 \\
  s_3 & s_4 & ? & s_6 & s_7 \\
  s_4 & ? & s_6 & s_7 & ? \\
\end{bmatrix}
\]

may not have a positive definite completion since by Theorem 6.3 the $3 \times 3$ principal submatrix $H[1,2,3]$ may not have a positive definite completion.
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