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Abstract
This paper presents a number of new findings about the canonical change point estimation problem. The first part studies the estimation of a change point on the real line in a simple stump model using the robust Huber estimating function which interpolates between the $\ell_1$ (absolute deviation) and $\ell_2$ (least squares) based criteria. While the $\ell_2$ criterion has been studied extensively, its robust counterparts and in particular, the $\ell_1$ minimization problem have not. We derive the limit distribution of the estimated change point under the Huber estimating function and compare it to that under the $\ell_2$ criterion. Theoretical and empirical studies indicate that it is more profitable to use the Huber estimating function (and in particular, the $\ell_1$ criterion) under heavy tailed errors as it leads to smaller asymptotic confidence intervals at the usual levels compared to the $\ell_2$ criterion. We also compare the $\ell_1$ and $\ell_2$ approaches in a parallel setting, where one has $m$ independent single change point problems and the goal is to control the maximal deviation of the estimated change points from the true values, and establish rigorously that the $\ell_1$ estimation criterion provides a superior rate of convergence to the $\ell_2$, and that this relative advantage is driven by the heaviness of the tail of the error distribution. Finally, we derive minimax optimal rates for the change plane estimation problem in growing dimensions and demonstrate that Huber estimation attains the optimal rate while the $\ell_2$ scheme produces a rate sub-optimal estimator for heavy tailed errors. In the process of deriving our results, we establish a number of properties about the minimizers of compound Binomial and compound Poisson processes which are of independent interest.

1 Introduction

In the canonical change-point or change-boundary estimation problem, one posits a regression (or a classification) model in which the conditional distribution of the response given the covariate(s) changes from a constant value on one side of an unknown boundary in covariate space to another on the opposite side. Within the genre of regime change problems, the canonical model is a particularly convenient formulation for investigating the fundamentals of estimation and inference, and the challenges involved therein. In particular, in the one-dimensional case, this gives us the so-called ‘stump model’:

\[ Y = \alpha_0 1(X \leq d_0) + \beta_0 1(X > d_0) + \epsilon \]
with $\alpha_0 \neq \beta_0$, where $X$ assumes values in $\mathbb{R}$. In the multidimensional scenario with a $p$-dimensional covariate $X$, a natural extension is given by

$$Y = \alpha_0 1(\psi(X,d_0) \leq 0) + \beta_0 1(\psi(X,d_0) > 0) + \epsilon,$$

where $\psi(X,d_0) = 0$ defines a low dimensional smooth surface in $\mathbb{R}^p$.

This paper deals with the estimation of change parameters in such models under different estimating functions in both fixed and growing dimensions along with the calibration of minimax optimal rates. The use of a variety of robust estimating functions is necessitated by the fact that heavy-tailed errors frequently drive data generating mechanisms associated with change-point problems in applications pertaining to finance ([10]), hydrology ([5]), climate and environmental science ([32]), internet data ([16]) and genetics ([28]). We show in this paper that such robust criteria are essential for attaining optimal convergence rates when the number of parameters diverges with sample size. We also show that in the fixed dimension scenario the choice of the criterion function does not affect the convergence rate but does affect the tails of the limit distribution of the estimated change-point in a way that makes the use of robust criteria more profitable for thick-tailed errors.

We next focus on the organization of the manuscript and articulate the contributions of each section. But before that, we take a moment to introduce the (scaled) Huber estimating function (HEF) which is referred to below and used throughout the manuscript. The scaled HEF is defined as $\tilde{H}_k(x) := ((k + 1)/k)H_k(x)$ where:

$$H_k(x) = \begin{cases} x^2, & \text{if } |x| \leq k \\ k \left(|x| - \frac{k^2}{2}\right), & \text{otherwise} \end{cases}.$$

The cost function corresponding to $\tilde{H}_k$ in a generic statistical problem can be written as $C_k(Z,\theta) := \tilde{H}_k(g(Z) - h(Z,\theta))$ where $g(Z)$ is some functional of the data vector $Z$ (say, the real-valued response in a regression model) and $h(Z,\theta)$ is some known function of $Z$ and the parameter $\theta$ (say, the regression function). Note that as $k \to 0$, we have $\tilde{H}_k(x) \to |x|$ and for $k \to \infty$, $\tilde{H}_k(x) = x^2/2$, therefore $C_k$ interpolates between the $\ell_1$ and $\ell_2$ cost functions via the parameter $k$. The function $H_k$ was introduced in the pioneering work of Peter Huber [] for the robust estimation of parameters in presence of outliers. The key idea here is the observation that $\ell_1$ discrepancy is more robust to outliers than the $\ell_1$ discrepancy, whereas $\ell_2$ discrepancy has other attractive features like differentiability with constant curvature. The Huber function seeks to combine these two discrepancies and utilize the best of both worlds.

Section 2 presents a treatment of the canonical stump model with a one-dimensional covariate under HEF optimization as well as its limiting incarnations (the $\ell_1$ and the $\ell_2$ criteria) and provides explicit statements of asymptotic distributions which are seen to be the minimizers of various compound Poisson processes. While the limiting behavior under $\ell_2$ has been long known in the literature, the study of the asymptotic properties under robust criteria is new. More interestingly, we are able to characterize the tail behaviors of
the limit distributions in terms of the tail-indices of the corresponding error distributions which, to the best of our knowledge, was previously unknown. We demonstrate that under the $\ell_2$ criterion the tail index of the error adversely affects the tail of the minimizer of the corresponding compound Poisson process: errors with polynomial decay of tails lead to polynomially decaying tails for the limit; while under HEF (including the $\ell_1$ criterion) the tail of the limit distribution is unaffected by the tail of the error and is necessarily sub-exponential. This has direct implications for the construction of asymptotic confidence intervals as we discuss later.

Section 3 explores the canonical problem for a growing number of change-point parameters. The first part pertains to situations where multiple change-point parameters are estimated in parallel from separate data-sources, and this number is allowed to grow with the total sample size. The second version is the change-boundary problem alluded to at the beginning of our narrative. We explore, specifically, the case of a linear boundary, i.e. a model of the form

$$ Y = \alpha_0 \mathbb{1}(X^T d_0 \leq 0) + \beta_0 \mathbb{1}(X^T d_0 > 0) + \epsilon, $$

with $\|d_0\|_2 = 1$ (to enforce identifiability) and a $p$-dimensional covariate $X$. This is the so-called change-plane model which captures the core features of the change-boundary problem. Our motivation for studying change plane problems stems from the recent use of change-plane models in personalized medicine and related problems [31], [13], as well as the use of change-plane models in econometrics (e.g. see [27], [21] and references therein). We assume that $n$ i.i.d. observations are available from this model and that either $p = o(n)$ or $p \gg n$ with the number of non-zero co-ordinates of $d_0$ constrained to be appropriately small. We show that in both the parallel change point and high dimensional change plane problems, the $\ell_2$ criterion based estimator suffers from the curse of dimensionality unlike its robust counterparts.

Section 4 presents a range of simulation studies in the 1-dimensional case that compare the quantiles of the limit distributions under $\ell_1$ and $\ell_2$ criteria and discusses the observed patterns. Section 5 concludes, providing among other things an exposition of future challenges in this area.

2 Robust change point estimation in one dimension

In this section we analyze the following canonical change point model in one dimension:

$$ Y_i = \alpha_0 \mathbb{1}_{X_i \leq d_0} + \beta_0 \mathbb{1}_{X_i > d_0} + \xi, $$

for $1 \leq i \leq n$. The least squares estimators of the parameters of this model have been well-explored in the literature, but quite surprisingly, nothing is known about its robust variant, and the trade-offs between the two approaches. To understand the difference, consider an even simpler model:

$$ Y_i = \mathbb{1}_{X_i > d_0} + \xi_i. $$
where $X_i \in \mathbb{R}$ is a real covariate and $\xi_i$ is a mean 0 error independent of $X_i$. Here $d_0$ is the parameter of interest, i.e. the change point in the space of covariates. Traditionally, one minimizes the squared-error loss to obtain an estimator of $d_0$:

$$d_{\ell^2} = \text{mid argmin}_{d \in I} \frac{1}{n} \sum_{i=1}^{n} (Y_i - 1_{X_i > d})^2$$

$$= \text{mid argmin}_{d \in I} \frac{1}{n} \sum_{i=1}^{n} \left( Y_i - \frac{1}{2} \right) 1_{X_i \leq d}$$

$$:= \text{mid argmin}_{d \in I} f(d).$$

for some compact interval $I \subset \mathbb{R}$. Note that the function $f(d)$ is a right continuous step function with respect to $d$, therefore its minimizer is not unique, in fact it is an interval. By mid argmin, we denote the midpoint of the corresponding interval. (See Figure 1 for an illustration.) The statistical properties of this estimator are well-known; e.g. see Chapter 14 of [19] or Proposition 1 of [20] and its preceding discussion. For example, if $X$ is compactly supported with density bounded away from 0 and $\infty$ on its support, then:

$$n \left(d_{\ell^2} - d_0\right) \xrightarrow{\mathcal{L}} \text{mid argmin}_{t \in \mathbb{R}} M(t)$$

where $M(t)$ is a two-sided compound Poisson process with drift described thus: Let $N(t)$ be a homogeneous Poisson process with intensity parameter $f_X(d_0)$ on $[0, \infty)$ where $f_X(\cdot)$ is the density of $X$. Define two independent stochastic processes $V^+(t)$ on $[0, \infty)$ and $V^-(t)$ on $(-\infty, 0]$ as follows:

$$V^+(t) = \sum_{i=1}^{N_1(t)} \left( \xi_i + \frac{1}{2} \right)$$

$$V^-(t) = \sum_{i=1}^{N_2(-t)} \left( \xi_i - \frac{1}{2} \right)$$

where $\{\xi_i\}_{i \in \mathbb{Z} \setminus \{0\}}$ are i.i.d. from the distribution of $\xi$ and $N_1(t), N_2(t)$ are i.i.d copies of $N(t)$, and are independent of the $\xi_i$’s. Then

$$M(t) = V^{+}(t) 1_{t \geq 0} - V^{-}(t) 1_{t < 0}.$$
is a two sided compound Poisson process on the real line (we denote it by $CPP(\xi + 1/2, f_X(\theta_0))$) that drifts off to $\infty$ on either side, and is minimized almost surely on an interval of points. Taking the mid-argmin of this process ensures symmetry of the limiting distribution under the symmetry of the distribution of $\xi$.

The asymptotics above require only a second moment for the errors and therefore are valid for many heavy-tailed errors. However, heavy tailed errors enlarge the spread of the limit distribution, resulting in wider confidence intervals for the change-point parameter. This is because the compound Poisson process is closely related to the two sided random walk on $\mathbb{Z}$ with step distribution given by $(\xi + 1/2)$ to the right of 0 and $(-\xi + 1/2)$ to its left. We quantify later in this section how the tail of the distribution of the minimizer of this compound Poisson process depends on the tail index of the error distribution with heavy tailed errors corresponding to a heavier tail for the minimizer which, in turn, implies a wider asymptotic confidence interval.

The natural question, then, is what happens if one were to compute $d_0$ via the robust HEF, in particular, say the $\ell_1$ criterion, and whether asymptotic efficiency relative to the $\ell_2$ criterion would accrue as a result in the case of heavy-tailed errors. So, consider:

$$d_1 = \text{mid argmin}_{d \in I} \frac{1}{n} \sum_{i=1}^{n} |Y_i - 1_{X_i \geq d}|.$$

For consistency of $d_1$ we need the assumption that $\text{med}(\xi) = 0$. Since the $\ell_2$ criterion requires $E(\xi) = 0$, the rest of the paper will be developed for symmetric errors which simplifies the discussion without compromising conceptual issues. We show later (see Theorem 2.2) that

$$n \left( d_1 - d_0 \right) \to \text{mid argmin}_{t \in \mathbb{R}} M_R(t)$$

where $M_R(t)$ is, again, a two sided compound Poisson process with intensity parameter $f_X(\theta_0)$ and the step-distribution given by that of $|\epsilon + 1| - |\epsilon|$. Observe that the random variable $|\epsilon + 1| - |\epsilon|$ is bounded in absolute value by 1 irrespective of the tail index of the error and consequently sub-gaussian. This translates to a sub-exponential tail for the asymptotic distribution, resulting in a tighter asymptotic confidence interval than the one obtained via minimizing squared error loss.

We next present our main results for more general stump model described in equation (2.1). Minimizing the Huber estimating function yields the following estimator:

$$\left( \hat{\alpha}_k, \hat{\beta}_k, \hat{d}_k \right) = \text{mid argmin}_{\alpha, \beta, d} \frac{1}{n} \sum_{i=1}^{n} \tilde{H}_k (Y_i - \alpha 1_{X_i \leq d} - \beta 1_{X_i > d})$$

where, as mentioned earlier, we consider the midpoint of the minimizing interval of $d_0$. We next present the asymptotic distributions of $(\hat{\alpha}_k, \hat{\beta}_k, \hat{d}_k)$ upon proper centering and scaling.
Theorem 2.1. Suppose $\theta_0 \in I$ for some compact interval $I \subset \mathbb{R}^3$. Assume that the density of $X$ is continuous and strictly positive at $d_0$. Then the estimators $(\hat{\alpha}_k, \hat{\beta}_k, \hat{d}_k)$ obtained in equation (2.2) are asymptotically independent and satisfy:

\[ \sqrt{n}(\hat{\alpha}_k - \alpha_0) \overset{d}{\to} N \left( 0, \frac{\sigma^2_k}{\mu_k^2 F_X(d_0)} \right), \]
\[ \sqrt{n}(\hat{\beta}_k - \beta_0) \overset{d}{\to} N \left( 0, \frac{\sigma^2_k}{\mu_k^2 F_X(d_0)} \right), \]
\[ n(\hat{d}_k - d_0) \overset{d}{\to} \text{mid argmin}_{t \in \mathbb{R}} \text{CPP} \left( \tilde{H}_k (\xi + |\alpha_0 - \beta_0|) - \tilde{H}_k (\xi), f_X(\theta_0) \right), \]

where the parameters $\mu_k$ and $\sigma_k$ are:

\[ \mu_k = \frac{k+1}{k} \mathbb{P}(-k \leq \xi \leq k) \]
\[ \sigma^2_k = \left( \frac{k+1}{k} \right)^2 \left( \mathbb{E} [\xi^2 \mathbb{1}_{-k \leq \xi \leq k}] + 2k^2 \mathbb{P}(\xi > k) \right). \]

Note that if $k \to 0$, then $\mu_k \to \mu^{\xi_1} = 2f^{(0)}(0)$ and $\sigma^2_k \to (\sigma^{\xi_1})^2 = 1$. One the other hand, if $k \to \infty$, then $\mu_k \to \mu^{\xi_2} = 1$ and $\sigma^2_k \to (\sigma^{\xi_2})^2 = \sigma^2_0$, as long as $E(\xi^2)$ is finite, which is a requirement for the $\ell_2$ based estimation strategy to work. The following two theorems present the asymptotic distribution of the estimated parameters (upon proper centering and scaling) for these special cases: $\ell_1$ and $\ell_2$ criteria, where we see that the limiting parameters are indeed $\mu^{\xi_1}, \sigma^{\xi_1}$ and $\mu^{\xi_2}, \sigma^{\xi_2}$ respectively. We note that the proofs do not directly follow by taking the limit of $k$ in the proof of Theorem 2.1, but rely on similar techniques.

Theorem 2.2. Consider minimizing the $\ell_1$ criterion function to obtain:

\[ \hat{\theta}^{\xi_1} = \arg \min_{\theta \in I} \frac{1}{n} \sum_{i=1}^n |Y_i - \alpha_1 T_{X_i \leq d} - \beta_1 T_{X_i > d}| \]

Then, under the assumptions of Theorem 2.1, we have:

\[ \sqrt{n}(\hat{\alpha}^{\xi_1} - \alpha_0) \overset{d}{\to} N \left( 0, \frac{1}{4f^{(0)}(0) F_X(d_0)} \right), \]
\[ \sqrt{n}(\hat{\beta}^{\xi_1} - \beta_0) \overset{d}{\to} N \left( 0, \frac{1}{4f^{(0)}(0) F_X(d_0)} \right), \]
\[ n(\hat{d}^{\xi_1} - d_0) \overset{d}{\to} \text{mid argmin}_{t \in \mathbb{R}} \text{CPP} \left( |\xi + |\alpha_0 - \beta_0|| - |\xi|, f_X(\theta_0) \right), \]

and the estimates of the parameters are asymptotically independent.

Theorem 2.3. Consider minimizing the $\ell_2$ criterion function to obtain:

\[ \hat{\theta}^{\xi_2} = \arg \min_{\theta} \frac{1}{n} \sum_{i=1}^n (Y_i - \alpha_1 T_{X_i \leq d} - \beta_1 T_{X_i > d})^2 \]
Then, under the assumptions of Theorem 2.1, we obtain:

\[ \sqrt{n}(\hat{\alpha} - \alpha_0) \xrightarrow{d} N \left( 0, \frac{\sigma_\xi^2}{F_X(d_0)} \right), \]

\[ \sqrt{n}(\hat{\beta} - \beta_0) \xrightarrow{d} N \left( 0, \frac{\sigma_\xi^2}{F_X(d_0)} \right), \]

\[ n(\hat{d} - d_0) \xrightarrow{d} \text{mid argmin}_{t \in \mathbb{R}} CPP \left( \xi + \frac{|\alpha_0 - \beta_0|}{2}, f_X(\theta_0) \right), \]

and the estimates of the parameters are asymptotically independent.

Observe from the above results that the asymptotic distributions of \( \sqrt{n}(\hat{\alpha} - \alpha_0) \) and \( \sqrt{n}(\hat{\beta} - \beta_0) \) are normal irrespective of the estimating function used for estimation, but the asymptotic variance depends upon the estimating function.

The more interesting part is how the asymptotic distributions of \( n(\hat{d} - d_0) \) changes from the \( \ell_1 \) to the \( \ell_2 \) estimating function. In either case, the asymptotic distribution is characterized as the minimizer of a compound Poisson process, but the step-size is sensitive to the criterion. This has a bearing on the tail-behavior of the minimizer when \( \xi \) is heavy-tailed as articulated below in Theorem 2.4. For notational simplicity, define \( F_{\ell_i} \) as the limiting distribution of \( n(\hat{d} - d_0) \) under the \( \ell_i \) estimating function for \( i \in \{1, 2\} \):

\[ F_{\ell_1}(x) = \mathbb{P} \left( \text{mid argmin}_{t \in \mathbb{R}} CPP \left( |\xi + |\alpha_0 - \beta_0|| - |\xi|, f_X(\theta_0) \right) \leq x \right). \]

\[ F_{\ell_2}(x) = \mathbb{P} \left( \text{mid argmin}_{t \in \mathbb{R}} CPP \left( \xi + \frac{|\alpha_0 - \beta_0|}{2}, f_X(\theta_0) \right) \leq x \right). \]

As we are working with the mid argmin, both \( F_{\ell_1} \) and \( F_{\ell_2} \) are symmetric around 0 [e.g. see the discussion in Section 4.2 of [20]].

To compare the tail properties of \( F_{\ell_1} \) and \( F_{\ell_2} \) in presence of heavy tailed error, we assume the following distribution of \( \xi \) in our subsequent analysis:

\[ \mathbb{P} \left( |\xi| > x \right) = \frac{1}{1 + x^\gamma} \quad (2.3) \]

and \( \xi \) is symmetric around 0. This ensures that \( \mathbb{E}[|\xi|^{\gamma-\nu}] < \infty \) for all \( 0 < \nu \leq \gamma \). We next present a theorem which quantifies the tails of the asymptotic distribution of \( n(\hat{d} - d_0) \) under the \( \ell_1 \) and \( \ell_2 \) estimating functions for the above heavy-tailed errors.

**Theorem 2.4.** In our change point model equation (2.1), under the error distribution specified in equation (2.3), we have for all \( x \geq k_0 \):

\[ \bar{F}_{\ell_2}(x) = 1 - F_{\ell_2}(x) \geq \frac{c_0}{2f_X(d_0)} x^{-\gamma}. \]

for some constants \( k_0, c_0, \mu_0 \) explicitly mentioned in the proof. On the other hand, we have for all \( x > 0 \):

\[ \bar{F}_{\ell_1}(x) = 1 - F_{\ell_1}(x) \leq \frac{p^*}{\mu_0^2} \exp \left( -x f_X(d_0) \left( 1 - e^{-\frac{\mu_0^2}{8(\alpha_0 - \beta_0)^2}} \right) \right), \]
where \( p^* = \mathbb{P}\left( \min_{1 \leq i < \infty} \sum_{j=1}^{i} (|\xi_j| + |\alpha_0 - \beta_0| - |\xi_j|) > 0 \right) > 0. \)

From Theorem 2.4, it is immediate that the asymptotic distribution of \( n(\hat{d}_2 - d_0) \) is affected by the tail index of the error distribution of \( \xi \): it can not decay faster than \( x^{-\gamma} \), whereas the asymptotic distribution of \( n(\hat{d}_1 - d_0) \) has a sub-exponential tail. Therefore for all large \( x \), we have:

\[
\mathbb{P}(-x \leq D_{\ell_2} \leq x) \leq \mathbb{P}(-x \leq D_{\ell_1} \leq x),
\]

where \( D_{\ell_2} \) (resp. \( D_{\ell_1} \)) is the limit of \( n(\hat{d}_{\ell_2} - d_0) \) (resp. \( n(\hat{d}_{\ell_1} - d_0) \)). Therefore, it is preferable to use the change point estimator \( \hat{d}_{\ell_1} \) to \( \hat{d}_{\ell_2} \) for constructing an asymptotic confidence interval for all large enough levels of confidence. To the best of our knowledge, this is the first result characterizing the tail behavior of limiting compound Poisson processes, and can be expected to be of independent interest. More detailed empirical comparisons are presented in Section 4.

Proof idea: We now present a brief sketch of the proof of Theorem 2.4. In Theorems 2.2 and 2.3, we established the limiting distribution of \( n(\hat{d}_{\ell_1} - d_0) \) and \( n(\hat{d}_{\ell_2} - d_0) \) respectively. Both distributions are compound Poisson processes but with different step distributions: for the limit of the \( \ell_2 \) estimator, the step distribution is \( \xi + 1/2 \) and for the \( \ell_1 \) estimator, the step distribution is \( |\xi + |\alpha_0 - \beta_0|| - |\xi| \). Hence, if \( \xi \) is heavy-tailed (resp. light tailed), so is the step distribution of the limit of the \( \ell_2 \) estimator, whereas the steps of the limit of the \( \ell_1 \) estimator are bounded (and therefore sub-gaussian) irrespective of the tail of \( \xi \).

As a compound Poisson process is closely related to the random walk corresponding to its step-size, we first establish that the tail of the minimizer of the random walk depends on that of the error distribution. In particular, in Lemmas A.2 and A.3, we show that if \( \xi \) has a power tail structure, i.e. \( \mathbb{P}(|\xi| > t) \sim t^{-\gamma} \) for some \( \gamma > 0 \), then the tail of the minimizer of the random walk is also lower bounded by \( x^{-\gamma} \). This lower bound can be translated to a lower bound on the minimizer of the compound Poisson process. On the other hand, for the limit distribution of the \( \ell_1 \) estimator of the change point, the step distribution is sub-gaussian. Therefore, we first establish an exponential upper bound on the tail of the minimizer of a random walk with bounded steps and use it to obtain an exponential tail bound for a compound Poisson process with bounded steps. Details of the proof of Theorem 2.4 can be found in Appendix.

Remark 2.5. Although we have assumed a specific distribution for \( \xi \) to establish our results, an inspection of the proofs shows that the only fact essential to the calculations is the power tail structure of \( \xi \), i.e. \( \mathbb{P}(|\xi| > x) \sim x^{-\gamma} \) for some \( \gamma > 0 \). Our assumed functional form simply facilitates some routine computations and can be easily extended to the more general case. Therefore, the first conclusion of Theorem 2.4 is valid as long as \( \xi \) has power tail with index \( \gamma \). The second conclusion of Theorem 2.4 is agnostic to the tail index of \( \xi \) and continues to hold for any \( \xi \), as long as it has finite variance. In fact, the broad conclusions of the above theorem are true for any Huber estimating function \( \tilde{H}_k \)

\footnote{Some of the constants involved in the sub-exponential tail bound of course depend on the distribution of \( \xi \).}
for $0 \leq k < \infty$: any such Huber function based estimate yields a sub-exponential tail for
the limiting minimizer.

**Remark 2.6.** By using similar arguments to the proof of the above theorem, we can show
that for a sub-gaussian $\xi$, both $\ell_1$ and $\ell_2$ criteria yield the sub-exponential concentration
bound. Therefore, there is no significant gain in using robust criteria in comparison to the
$\ell_2$ criterion in the presence of sub-gaussian errors.

### 3 Estimation in multidimensional change-problems

In the previous section, we have seen that with one-dimensional change point estimation,
the advantage of using the more robust $\ell_1$ estimating function is expected to confer effi-
ciency in terms of the spread of the limiting distribution (i.e. the length of the asymptotic
confidence interval), but the rate of convergence is invariant to the estimating function
used. In fact, this rate can be shown to be minimax optimal, i.e. one cannot get a better rate
without any further assumptions. However, the effect of using a robust estimating function is more striking when the number of change points to be estimated grows with
increasing sample size.

In this section, we present two scenarios: one with many one-dimensional change points
and the other with a high dimensional change-boundary, in both of which we estimate a
diverging number of parameters and establish that it is possible to achieve faster rates of
convergence in these situations in the presence of heavy-tailed errors using robust criteria,
and in particular, the $\ell_1$ criterion.

#### 3.1 Parallel change point estimation

Suppose we have $m$ parallel processes of one-dimensional change point models, with each
process having $n$ independent observations. Specifically, the $i^{th}$ process carries $n$ pairs of
covariate-response pairs from the following model:

$$Y_{i,j} = 1_{X_{i,j}>d_{0,i}} + \xi_{i,j},$$

for $1 \leq j \leq n$ and $1 \leq i \leq m$. Here, as before, we assume that $\{(X_{i,j}, \xi_{i,j})\}_{i,j}$ are i.i.d.,
$\xi_{i,j} \perp \perp X_{i,j}$ and $\xi_{i,j}$ is symmetric around 0. Furthermore, we assume that all $nm$ pairs of
observations are independent. The $\{d_{0,i}\}_{i=1}^m$’s are free parameters to be estimated from
the data. Due to the independence among the samples, $d_{0,i}$ is estimated only from the $n$
observations for the $i^{th}$ problem. Define $\hat{d}_{i,1}$ and $\hat{d}_{i,2}$ to be the smallest argmin estimators
obtained for the $i^{th}$ problem by minimizing the $\ell_1$ and $\ell_2$ criteria respectively. We would
like to control the estimation errors across the different problems simultaneously, hence
the natural metric to consider is the maximal loss over the $m$ problems. Specifically, we
want to quantify the order of

$$\max_{1 \leq i \leq m} \left| \hat{d}_{i,k} - d_{0,i} \right|, \quad k = 1, 2.$$
We prove below that, for an appropriate growth rate of \(n\) relative to \(m\), the maximal error only inherits the slow factor \(\log m\) for the robust estimators (i.e. \(\{\hat{d}_{i,1}\}_{i=1,...,p}\)) irrespective of the tail of the error, whereas a factor of \(m^{1/\gamma}\) in unavoidable with the \(\ell_2\) estimates when \(P(|\xi| \geq t) \sim t^{-\gamma}\).

We now present our theorem. As before, the distribution of \(\xi\) is assumed to be symmetric and \(|\xi|\) is distributed as:

\[
P(|\xi| \geq t) = \frac{1}{1 + t^\gamma},
\]

for all \(t \geq 0\). Echoing Remark 2.5, the core arguments of our proof only require the power tail structure of \(\xi\), i.e. \(P(|\xi| > t) \sim t^{-\gamma}\). The following theorem highlights the disparity between the rates of convergence of the maximal deviations of the \(\ell_2\) and \(\ell_1\) based estimators.

**Theorem 3.1.** Suppose the change point estimator \(\hat{d}^{\ell_2}_i\) for the \(i^{th}\) problem is obtained by minimizing the squared error loss. If \(n/m^{1/\gamma} \to \infty\), then for any \(t > 0\):

\[
\liminf_{n \to \infty} P \left( \max_{1 \leq i \leq m} \frac{n}{m^{1/\gamma}} \left| \hat{d}^{\ell_2}_i - d_{0,i} \right| > t \right) \geq c(t) > 0,
\]

where \(c(t)\) is some positive constant depending on \(t\) and other model parameters. On the other hand, if we obtain \(\hat{d}^{\ell_1}_i\) by minimizing the \(\ell_1\) estimating function, then we have:

\[
P \left( \frac{n}{\log m} \max_{1 \leq i \leq m} \left| \hat{d}^{\ell_1}_i - d_{0,i} \right| > t \right) \leq \frac{2e^{-c}}{1 - e^{-e}} e^{-\log m \left( \frac{t}{1} \right) \left( 1 - e^{-e} \right)} - 1,
\]

as long as \(n/\log m \to 0\) for some constant \(c\) explicitly mentioned in the proof.

**Proof idea:** We document the main ideas behind the proof of Theorem 3.1. The first part of the theorem establishes a lower bound on the rate of convergence of the \(\ell_\infty\) error of all estimated change points across all the problems. The main idea of the proof is that, for a finite sample of size \(n\), the distribution of \(n(\hat{d}^{\ell_2}_i - d_{0,i})\) (for any \(1 \leq i \leq m\)), is given by that of the minimizer of a compound binomial process defined as below:

\[
n(\hat{d}^{\ell_2}_i - d_{0,i}) \overset{d}{=} \text{mid argmin}_n \sum_{k=1}^{N_{n,+}(t)} \left( \varepsilon_k + \frac{1}{2} \right) \mathbb{1}_{t \geq 0} + \sum_{k=1}^{N_{n,-}(t)} \left( \tilde{\varepsilon}_k + \frac{1}{2} \right) \mathbb{1}_{t < 0},
\]

where the binomial processes \(N_{n,+}\) and \(N_{n,-}\) are defined as:

\[
N_{n,+}(t) = \sum_{i=1}^{n} \mathbb{1}_{d_{0,i} \leq X_{i,j} \leq d_{0,i} + \frac{t}{n}} \sim \text{Bin} \left( n, F_X \left( d_{0,i} + \frac{t}{n} \right) - F_X (t) \right) \quad \forall \ t > 0,
\]

\[
N_{n,-}(t) = \sum_{i=1}^{n} \mathbb{1}_{d_{0,i} + \frac{t}{n} \leq X_{i,j} \leq d_{0,i}} \sim \text{Bin} \left( n, F_X (t) - F_X \left( d_{0,i} + \frac{t}{n} \right) \right) \quad \forall \ t < 0,
\]
Theorem 3.3. Consider the above scenario of \( \{ \varepsilon_k \} \) are the \( \xi_{i,j} \)'s corresponding to the \( X_{i,j} \)'s satisfying \( d_0 \leq X_{i,j} \leq d_0 + \frac{1}{n} \) and the \( \{ \hat{\varepsilon}_k \} \) are the \( -\xi_{i,j} \)'s corresponding to the \( X_{i,j} \)'s satisfying \( d_0 + \frac{1}{n} \leq X_{i,j} \leq d_0 \).

The distribution of \( n(\hat{d}_i^2 - d_{i,0}) \) is closely related to a random walk with step distribution \( \xi + 1/2 \), where the number of steps is derived from the binomial processes. Therefore, we first establish a lower bound on the tail of the minimizer of the random walk and then translate that lower bound to the tail of the distribution of \( n|\hat{d}_i^2 - d_{i,0}| \) (see Lemma A.5). Finally, we use the fact for any set of independent random variables \( Z_1, \ldots, Z_m \):

\[
\mathbb{P} \left( \max_{1 \leq i \leq m} Z_i > t \right) = 1 - \Pi_{i=1}^m F_{Z_i}(t) = 1 - \Pi_{i=1}^m \left( 1 - \mathbb{P}(Z_i > t) \right).
\]

Hence, any lower bound on the tail of \( Z_i \) yields a lower bound on the tail of \( \max_{1 \leq i \leq m} Z_i \).

Taking \( Z_i = n|\hat{d}_i^2 - d_{i,0}| \) and converting the lower bound on the tail of \( n|\hat{d}_i^2 - d_{i,0}| \) to the tail of \( \max_{1 \leq i \leq m} n|\hat{d}_i^2 - d_{i,0}| \) concludes the first part of the proof.

The proof of the second part is similar to the first, where instead of the lower bound we establish an upper bound on the tail of the \( n|\hat{d}_i^1 - d_{0,i}| \). Note that, in case of \( \ell_1 \) criterion:

\[
n \left( \hat{d}_i^1 - d_{0,i} \right) \overset{d}{=} \arg \min_1 \sum_{t=1}^{N_{n,t}(t)} (|\xi_t + 1| - |\xi_t|) \mathbb{1}_{t \geq 0} + \sum_{t=1}^{N_{n,t}(t)} (|\xi_t + 1| - |\xi_t|) \mathbb{1}_{t < 0}
\]

The steps now are uniformly bounded and therefore sub-gaussian. Following the same line of arguments as in the first part of the proof, we first establish an upper bound on the tail of the minimizer of the random walk with bounded steps which is then translated to an upper bound on the tail of the \( n|\hat{d}_i^1 - d_{i,0}| \) (see Lemma A.6) and finally to the tail of the \( \max_{1 \leq i \leq m} n|\hat{d}_i^1 - d_{0,i}| \) using a union bound. The detailed proof can be found in Appendix.

Remark 3.2. The above theorem shows the detrimental effect of the \( \ell_2 \) estimating function under heavy-tailed errors owing to the growing number of estimated parameters. The \( \ell_1 \) based estimator is only marginally affected (by the \( \log m \) factor). While we don’t establish this in the paper, the HEf based estimator used in the previous section will also yield the same rate of convergence as the \( \ell_1 \) based estimator. Further, the results are easily generalizable to the generic stump model with unknown levels on either side of the change-point with some standard technical modifications to our current proof.

Finally we show that the rate obtained above (i.e. \( n/\log m \)) cannot be improved in general, even in the case of the zero error situation, i.e. this rate is minimax optimal, provided that we don’t have any background information about the spread of the change points \( \{d_{0,i}\}_{1 \leq i \leq m} \).

Theorem 3.3. Consider the above scenario of \( m \) independent change point problems where for the \( i \)'th problem the observations are generated from the following stump model:

\[
Y_{i,j} = \mathbb{1}_{X_{i,j} > d_{0,i}} + \xi_{i,j}.
\]
Denote by \( P_{d_0,i} \), the joint distribution of \((X,Y)\) or equivalently \((X,\xi)\) of the observations in \(i\)th problem which satisfies the conditions \( \xi \perp X \) and \( \xi \) has symmetric distribution around origin. Then we have:

\[
\lim \inf_{n \to \infty} \frac{n}{\log m} \inf_{1 \leq i \leq m} \sup_{1 \leq \omega \leq m} \mathbb{E} \left[ \max_{1 \leq i \leq m} \left| \hat{d}_i - d_{i,0} \right| \right] \geq C > 0 ,
\]

for some universal constant \( C \).

### 3.2 Estimation of a change plane in growing dimensions

As described in Section 1, a multi-dimensional version of the canonical stump model is the so-called 'change-plane' problem:

\[
Y_i = \alpha_0 \mathbb{I}_{X_i^\top d_0 \leq 0} + \beta_0 \mathbb{I}_{X_i^\top d_0 > 0} + \xi_i .
\]  

(3.1)

where \( X_i, d_0 \in \mathbb{R}^p \) and \( p \) is assumed growing with \( n \). As \( d_0 \) is only identifiable up to its scale, we assume \( d_0 \in \mathbb{S}^{p-1} \). As before, we assume that \( \{(X_i,\xi_i)\}_{i=1}^n \) are i.i.d and that \( \xi_i \) is independent of \( X_i \) with a symmetric distribution around the origin. We analyze the above canonical change plane model in two regimes: (i) when \( p/n \to 0 \) (Subsection 3.2.1) and (ii) when \( p \gg n \) (Subsection 3.2.2). In both regimes, the dimension of \( d_0 \) is increasing with sample size, but with one fundamental difference: when \( p/n \to 0 \), we have many more samples than parameters and should therefore be able to estimate \( d_0 \) consistently, whereas when \( p \gg n \), the problem is ill-posed and as is customary in the high dimensional literature, we need to impose a sparsity assumption on \( d_0 \): i.e. an upper bound on the number of its non-null entries. Mathematically speaking, we assume that \( \|d_0\|_0 \leq s_0 \) for some unknown \( s_0 \) which satisfies \( (s_0 \log p)/n \to 0 \). Our aim is to recover the non-zero signals in \( d_0 \) consistently. We show that the rate of convergence of the change plane estimator obtained by minimizing the HEF (apart from \( k=\infty \), i.e. the squared error loss) is minimax optimal in both the scenarios and is independent of the tail of the error distribution, whereas the \( \ell_2 \) criterion based analysis yields a slower convergence rate for heavy tailed errors, which depends on the tail index of the error.

#### 3.2.1 When \( d/n \to 0 \)

In the change plane estimation problem, we consider the semi-metric:

\[
\text{dist}((\alpha_1, \beta_1, d_1), (\alpha_2, \beta_2, d_2)) = \sqrt{(\alpha_1 - \alpha_2)^2 + (\beta_1 - \beta_2)^2 + \mathbb{P}(\text{sign}(X_i^\top d_1) \neq \text{sign}(X_i^\top d_2))},
\]

which is motivated by the one used by (17, see Chapter 14) with the only difference being that instead of considering the Euclidean distance between two candidate change-plane vectors \( d_1 \) and \( d_2 \) we use the mass of the wedge bounded by the two corresponding corresponding hyperplanes to define a metric. This particular metric is geometrically convenient to analyze in the change-plane problem as will be seen in our subsequent computations and can be easily related to the \( \ell_2 \) distance under an additional condition which
is satisfied under various distributional assumptions on the covariate $X$.

Define $\theta = (\alpha, \beta, d)$. In the growing dimension regime, the rates of convergence of the estimates are affected by the underlying dimension. We show later in this section (see Theorem 3.6) that for HEF with $0 \leq k < \infty$ (i.e. excluding squared error loss), the corresponding Huber estimator satisfies:

$$
\frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \text{dist}^2 \left( (\hat{\alpha}, \hat{\beta}, \hat{d}), (\alpha_0, \beta_0, d_0) \right) = O_p(1).
$$

The above rate can be converted to a rate of convergence of the $\ell_2$ estimation error $\| \hat{d} - d_0 \|$ of the change plane parameter via Assumption 3.5 stated below. In contrast, the rates for the least squares estimators are found to be slower and are non-trivially affected by the tail of the error distribution. Although the rate in equation (3.2) is shown to be minimax optimal for the change plane estimator (Theorem 3.7), the rate of convergence of the one dimensional parameters $(\alpha_0, \beta_0)$ can be further boosted to $\sqrt{n}$ provided that the estimation error of the change plane estimator is smaller than $n^{-1/2}$ (i.e. $p \leq \sqrt{n}/\log{(n/p)}$) using the following two step procedure:

1. Get initial estimates of $(\alpha_0, \beta_0)$ and an estimate of $d_0$ as follows:

$$(\hat{\alpha}^{\text{init}}, \hat{\beta}^{\text{init}}, \hat{d}^k) = \arg\min_{\alpha, \beta, d} \sum_i \tilde{H}_k \left( Y_i - \alpha \mathbb{I}_{X_i \cdot d \leq 0} - \beta \mathbb{I}_{X_i \cdot d > 0} \right).$$

2. Update the estimates of $\alpha_0, \beta_0$ obtained in the previous step as follows:

$$(\hat{\alpha}^k, \hat{\beta}^k) = \arg\min_{\alpha, \beta} \sum_i \tilde{H}_k \left( Y_i - \alpha \mathbb{I}_{X_i \cdot \hat{d}^k \leq 0} - \beta \mathbb{I}_{X_i \cdot \hat{d}^k > 0} \right).$$

The intuition for this rate acceleration is the following: if $\hat{d}^k$ converges to $d_0$ at a faster rate than $\sqrt{n}$, then we can re-estimate $(\alpha_0, \beta_0)$ at $\sqrt{n}$ - rate from the following surrogate model:

$$Y_i = \alpha_0 \mathbb{I}_{X_i \cdot \hat{d}^k \leq 0} + \beta_0 \mathbb{I}_{X_i \cdot \hat{d}^k > 0} + \xi_i,$$

where we simply replace $d_0$ by its estimate $\hat{d}^k$. If the estimation error of $\hat{d}^k$ is larger than $n^{-1/2}$, it is not possible to recover the parametric convergence rate for estimates of $(\alpha_0, \beta_0)$.

We now state our assumptions and the theorems. For technical simplicity, as before, we assume that $(\alpha_0, \beta_0) \in \Omega$ for a compact subset $\Omega \subseteq \mathbb{R}^2$ and for purposes of identifiability that $\alpha_0 > \beta_0$:

**Assumption 3.4.** Our parameter space $\Omega$ for $(\alpha, \beta)$ is a compact subset of $\mathbb{R}^2$ such that for any $(\alpha, \beta) \in \Omega$, $\alpha > \beta$. The hyperplane parameter $d_0 \in S_{p-1}$.

Our next assumption (henceforth referred as wedge assumption) relates the probability of $X$ lying in between two hyperplanes to the angle between those two hyperplanes.
Assumption 3.5. We assume there exists some \( \delta > 0 \) such that:
\[
\mathbb{P} \left( \text{sign}(X^\top d) \neq \text{sign}(X^\top d_0) \right) \geq c \|d - d_0\|_2
\]
\[
\mathbb{P} \left( X^\top d \land X^\top d_0 \geq 0 \right) \geq C_1
\]
\[
\mathbb{P} \left( X^\top d \lor X^\top d_0 \leq 0 \right) \geq C_2
\]
for all \( \|d - d_0\| \leq \delta \), where the constants \( c, C_1, C_2, \delta \) do not depend on \( n \).

The first condition can be interpreted as saying that if we choose two hyperplanes \( X^\top d = 0 \) and \( X^\top d_0 = 0 \) the probability of \( X \) falling in between these hyperplanes is bounded below, up to a constant, by the angle between the hyperplanes. This assumption can be thought as an analogue of the restricted eigenvalue assumption frequently used in the analysis of the high dimensional linear model (especially LASSO, see e.g. [6]) to obtain the estimation error from the prediction error and was also used in earlier work by the authors [24], where it was shown that the condition is satisfied by several classes of distributions (e.g. under elliptical symmetry, log-concavity of densities). The second and third inequalities are weak assumptions, which ensure that the support of \( X \) is not restricted to the one side of the hyperplane. A sufficient condition for the above assumption is that the density of \( X \) is uniformly bounded away from 0 on a ball of fixed radius around the origin, where the uniformity is over the dimension.

We next state our theorems for this regime:

Theorem 3.6 (Rate of convergence). Suppose we estimate \( \theta_0 = (\alpha_0, \beta_0, d_0) \) using the two-shot approach described above, i.e. by minimizing the scaled HEF and then re-estimating \( (\alpha_0, \beta_0) \). Then, under Assumptions 3.4-3.5, we have for \( 0 \leq k < \infty \):
\[
\sqrt{n} \land \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \left( \hat{\alpha}_k - \alpha_0 \right) = O_p(1), \quad \sqrt{n} \land \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \left( \hat{\beta}_k - \beta_0 \right) = O_p(1),
\]
\[
\frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \mathbb{P} \left( \text{sign}(X^\top \hat{d}_k) \neq \text{sign}(X^\top d_0) \right) = O_p(1),
\]
which along with Assumption 3.5 yields:
\[
\frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \| \hat{d}_k - d_0 \|_2 = O_p(1).
\]

For \( k = \infty \), i.e. under squared error loss we have:
\[
\sqrt{n} \land \frac{n}{p \|\xi\|_{n,L_1}} \left( \log \frac{n}{p \|\xi\|_{n,L_1}} \right)^{-1} \left( \hat{\alpha}_2 - \alpha_0 \right) = O_p(1)
\]
\[
\sqrt{n} \land \frac{n}{p \|\xi\|_{n,L_1}} \left( \log \frac{n}{p \|\xi\|_{n,L_1}} \right)^{-1} \left( \hat{\beta}_2 - \beta_0 \right) = O_p(1)
\]
\[
\frac{n}{p \|\xi\|_{n,L_1}} \left( \log \frac{n}{p \|\xi\|_{n,L_1}} \right)^{-1} \| \hat{d}^2 - d_0 \|_2 = O_p(1).
\]
where \( \|\xi\|_{n,L_1} = \mathbb{E} \left[ \max_{1 \leq i \leq n} |\xi_i| \right] \).

Like the results of the previous subsection, Theorem 3.6 shows that in a growing dimension setting the rate of convergence of the Huber estimator for any \( 0 \leq k < \infty \) is faster than using the standard squared error loss: the rate of the least squares estimator of \( d_0 \) suffers from an additional factor \( \|\xi\|_{n,L_1} \), which depends on the tail of the distribution of \( \xi \). We note that this is not that an isolated phenomenon, e.g. in non-parametric regression, the rate of convergence of the least square estimators is similarly affected by the tail of the error, e.g. see [15]. Note that in the fixed \( p \) regime this factor can be ignored via a different maximal inequality which, when used in growing dimensional regime, yields the rate \( n/p^2 \).

More specifically, consider Lemma 2.14.1 of [29], which we state here for the ease of our readers:

\[
\mathbb{E} \left[ \sqrt{n} \sup_{f \in \mathcal{F}} \left| (\mathbb{P}_n - P)f \right| \right] \lesssim \mathbb{E} \left[ J(\theta_n, \mathcal{F}) \|\mathcal{F}\|_{2,n} \right] \lesssim J(1, \mathcal{F}) \sqrt{\mathbb{E}[\mathcal{F}^2]},
\]

where \( F \) is the envelope of \( \mathcal{F} \) and \( J \) quantifies the complexity of \( \mathcal{F} \) as follows:

\[
J(\delta, \mathcal{F}) = \sup_Q \int_0^\delta \sqrt{1 + \log N(\epsilon\|\mathcal{F}\|_{Q,2}, \mathcal{F}, L_2(Q))} \, d\epsilon.
\]

and \( \theta_n = \sup_{f \in \mathcal{F}} \|f/F\|_{2,n} \) (with the convention \( 0/0 = 0 \)). The rate of convergence of the least squares estimator in Theorem 3.6 is obtained via a modified version of the first inequality (details can be found in the proof), whereas one may also use the weaker second inequality which, in this case, yields the rate \( (n/p^2) \). Combining this with the rate obtained in Theorem 3.6 leads to the following modified rate of convergence:

\[
\left\| \hat{d}^{\ell_2} - d_0 \right\|_2 = O_p \left( \frac{p \|\xi\|_{n,L_1}}{n} \log \frac{n}{p \|\xi\|_{n,L_1}} \wedge \frac{p^2}{n} \right).
\]

When \( p \) is fixed, the second weaker inequality yields a better rate of convergence as the factor \( p^2 \) is a constant. In the growing dimension regime, the VC dimension of the underlying function class is growing with the sample size, hence the interplay between the ambient dimension \( p \) and the tail of the error distribution starts affecting the rate of convergence of the least squares estimator. However, the tail factor \( \|\xi\|_{n,L_1} \) does not appear in the rate of the other Huber estimators, as the criterion function becomes bounded irrespective of the thickness of tail of the distribution.

To summarize, we have established in Section 2 that the robust Huber estimators (for any \( 0 \leq k < \infty \)) yield a more concentrated limiting distribution than the squared error loss, whereas in the growing dimension regime, the effect is more prominent: robust Huber estimators yield a faster rate of convergence, which is also minimax optimal as shown in our next theorem. This underscores the necessity of using robust estimators in high dimensional change plane problems, especially in presence of heavy tailed errors.
Theorem 3.7 (Minimax lower bound). Suppose \( \mathcal{P} = \{ P_d : d \in S^{d-1} \} \) is the collection of all change plane models such that the distribution \( P_d \) of \( (X,Y) \) or equivalently the distribution of \( (X,\xi) \) satisfies the following:

\[
Y = 1_{X^\top d > 0} + \xi
\]

where \( X \) is independent of \( \xi \) and \( \xi \) is symmetric around the origin. Then we have:

\[
\inf_{d} \sup_{P_d} \mathbb{E}_{d} \left( \text{dist}^2(d,d) \right) \geq K \frac{P}{n} \left( 1 + \log \frac{P}{n} \right),
\]

where the semi-metric \( \text{dist} \) is defined as:

\[
\text{dist}(d_1, d_2) = \sqrt{\mathbb{P}(\text{sign}(X^\top d_1) \neq \text{sign}(X^\top d_2))}.
\]

Hence, the change plane estimator obtained in Theorem 3.6 via the Huber estimating equation \( \hat{H}_k \) for \( 0 \leq k < \infty \) (i.e., excluding squared error loss) is minimax optimal.

Remark 3.8. Notice that we restrict our minimax calculation only to the change plane parameter \( d_0 \) assuming we know \( (\alpha_0, \beta_0) \) (in fact, without loss of generality we assume \( \alpha_0 = 0, \beta_0 = 1 \)), as the minimaxity of the rate of convergence of \( (\alpha_0, \beta_0) \) is immediate and not interesting. Theorem 3.7 indicates that any Huber estimator for \( 0 \leq k < \infty \) is minimax optimal. The proof of this theorem relies on a clever construction of the local alternatives and an application of Fano's inequality (e.g., see [33]).

3.2.2 When \( p \gg n \)

In this section, we present our analysis of the change plane estimator in the regime \( p \gg n \), i.e., the HDLSS (high dimension low sample size) setting. As is true for any high dimensional model, consistent estimate of \( d_0 \) is not information theoretically possible without further restrictions on the parameter space. A typical condition frequently imposed on the parameter space is that of sparsity: there exists some (unknown) \( s \) such that only \( s \) many elements of \( d_0 \) are non-zero, where \( s \) may also increase with the sample size. We summarize this in the following assumption:

Assumption 3.9. The true change plane direction \( d_0 \) is sparse, i.e., there exists \( s \) such that \( \|d_0\|_0 \leq s \) where \( s \) may slowly grow with \( n \), satisfying \( (s \log p)/n \to 0 \).

To estimate \( d_0 \) under this sparsity constraint, we follow the structural risk minimization method, an idea originally from [30] and later implemented in a series of work (e.g., [22], [3], [4] and references therein). The key idea is to use a penalty function to balance the bias-variance trade-off. To understand this, consider our stump model:

\[
Y_i = \alpha_0 1_{X_i^\top d_0 \leq 0} + \beta_0 1_{X_i^\top d_0 > 0} + \xi_i.
\]

Define \( \mathcal{F}_m \) to be set of all hyperplanes with sparsity at-most \( m \), i.e.:

\[
\mathcal{F}_m = \{ f_\theta(X) = \alpha 1_{X^\top d \leq 0} + \beta 1_{X^\top d > 0} : (\alpha, \beta) \in \Omega, \|d\|_0 \leq m \},
\]
for $1 \leq m \leq p$. Now for each $m$, we define the empirical minimizer \( \hat{\theta}_m \) as:

\[
\hat{\theta}_m = \arg \min_{\theta : f_\theta \in \mathcal{F}_m} \frac{1}{n} \sum_{i=1}^{n} \tilde{H}_k (Y_i - f_\theta (X_i))
\]

\[
= \arg \min_{\theta : f_\theta \in \mathcal{F}_m} \frac{1}{n} \sum_{i=1}^{n} \left[ \tilde{H}_k (Y_i - f_\theta (X_i)) - \tilde{H}_k (Y_i - f_{\theta_0} (X_i)) \right]
\]

\[
= \arg \min_{\theta : f_\theta \in \mathcal{F}_m} \frac{1}{n} \sum_{i=1}^{n} \left[ \tilde{H}_k (Y_i - f_\theta (X_i)) - \tilde{H}_k (\xi_i) \right]
\]

for $0 \leq k \leq \infty$. The corresponding population minimizer is defined as:

\[
\hat{\theta}_m = \arg \min_{d : f_d \in \mathcal{F}_m} \mathbb{E} \left[ \tilde{H}_k (Y - f_\theta (X)) - \tilde{H}_k (\xi) \right].
\]

Note that, the larger the $m$, the more complex is the function class $\mathcal{F}_m$ (as $\mathcal{F}_{m_1} \subseteq \mathcal{F}_{m_2}$ for any $m_1 \leq m_2$), and consequently, the variance starts dominating the bias for large values of $m$. In other words, $\hat{\theta}_m$ has smaller training error, but larger generalization error for large values of $m$. Therefore, to choose an optimal model $m$, we add a penalty pen($m$) (which quantifies the complexity of the model $\mathcal{F}_m$ and is increasing in $m$) to the training error of $\hat{\theta}_m$ and choose the one which minimizes the penalized training error:

\[
\hat{m}^k = \arg \min_{1 \leq m \leq p} \frac{1}{n} \sum_{i=1}^{n} \left[ \tilde{H}_k (Y_i - f_{\hat{\theta}_m} (X_i)) - \tilde{H}_k (\xi_i) \right] + \text{pen}(m).
\]

and set the final estimator as $\hat{\theta}_{\hat{m}^k}$. The penalty function should be chosen carefully depending on the complexity of the underlying function class to balance the bias-variance tradeoff. We quantify the complexity of $\mathcal{F}_m$ using its VC dimension. It follows from Lemma 1 of [1] that the VC dimension of $\mathcal{F}_m$ is,

\[
V_m = \text{VC} (\mathcal{F}_m) \propto m \log \frac{ep}{m}.
\]

Based on the above notion of complexity, we use the following penalty function:

\[
\text{pen}(m) = \kappa \left( \frac{V_m \log (n/V_m)}{n} \right).
\]

for some constant $\kappa$ independent of $n$, while using HEF $\tilde{H}_k$ for $0 \leq k < \infty$. For $k = \infty$, i.e. while using the least squares estimator, we use a slightly different penalty (see Theorem 3.14 for more details). Therefore, our pen function is the VC dimension of the model under consideration (up to a constant and a log factor). Finally, we can accelerate the rate of convergence of $(\alpha_0, \beta_0)$ by following the same procedure as prescribed in Subsection 3.2.1: i.e., first estimate $d_0$ by minimizing the penalized criterion function, then re-estimate $(\alpha_0, \beta_0)$ using $\hat{d}_{\hat{m}^k}$ as a proxy for $d_0$. Henceforth, we denote by $(\hat{\alpha}^k, \hat{\beta}^k, \hat{d}_{\hat{m}^k})$ as these final estimators obtained via the two-shot procedure.

Our next theorem presents the rate of convergence of the above estimates for $0 \leq k < \infty$:
**Theorem 3.10.** Under Assumptions 3.4, 3.5, and 3.9 and using the penalty introduced in (3.4) we have:

\[
\left(\sqrt{n} \wedge \frac{n}{V_s \log \frac{n}{V_s}}\right)(\hat{\alpha} - \alpha_0) = O_p(1),
\]

\[
\left(\sqrt{n} \wedge \frac{n}{V_s \log \frac{n}{V_s}}\right)(\hat{\beta} - \beta_0) = O_p(1),
\]

\[
\frac{n}{V_s \log \frac{n}{V_s}} \|\hat{d} - d_0\|_2 = O_p(1).
\]

**Remark 3.11.** From equation (3.3), it is readily seen that the rate of convergence of the change plane estimator \(\hat{d}\) is:

\[
\|\hat{d} - d_0\|_2 = O_p\left(\frac{s \log (ep/s)}{n} \log \left(\frac{n}{s \log (ep/s)}\right)\right)
\]

i.e. up to a log factor, the rate if \(s \log p/n\), which can be thought as the high dimensional analogue of \(1/n\) (the rate obtained for the change point estimator in finite dimension) in presence of sparsity.

We now present our results regarding the minimax lower bound for this change plane problem in this HDLSS scenario under the sparsity constraint. As before, we restrict our attention to the parameter of interest \(d_0\) and assume we know \(\alpha_0, \beta_0\), in particular setting \(\alpha_0 = 0, \beta_0 = 1\).

**Theorem 3.12.** Assume \(\mathcal{P} = \{P_d : d \in S_s^{p-1}\}\) is the collection of all change plane models with \(S_s^{p-1}\) being the set of all unit vectors in dimension \(p\) with sparsity at-most \(s\), where the distribution \(P_d\) of \((X,Y)\) or equivalently the distribution of \((X,\xi)\) satisfies the following:

\[
Y = 1_{X^\top d > 0} + \xi,
\]

where \(X\) is independent of \(\xi\) and \(\xi\) is symmetric around the origin. Then we have:

\[
\inf_{\hat{\theta}} \sup_{P_\theta} E_{P_\theta} \left(\|\hat{d} - d_0\|^2\right) \geq K \left(\frac{s \log (ep/s)}{n}\right)^2.
\]

**Squared error loss:** The rate of convergence of the least squares estimator for this regime is also compromised by the tail of the error distribution, which is in agreement with our findings in Subsection 3.2.1. To establish the theoretical properties of the LSE, we slightly strengthen our sparsity assumption below:

**Assumption 3.13.** The true change plane direction \(d_0\) is sparse, i.e. there exists \(s\) such that \(\|d_0\|_0 \leq s\) where \(s\) may slowly grow with \(n\), satisfying

\[
\frac{s (\log p)^{(1+\delta)} \|\xi\|_{n,2}}{n} \to 0
\]

where \(\|\xi\|_{n,2} = \sqrt{\mathbb{E} \max_{1 \leq i \leq n} \xi_i^2}\).
Two comments on this modified sparsity assumption are in order: first note that, we need a slightly higher power of $\log p$ in comparison to its counterpart in Assumption 3.9. This is likely a technical artifact and possibly avoidable with more tedious analysis. Next, we also have an additional term $\|\xi\|_{n,2}$ which captures the effect of the tail of the error distribution in the rate of the LSE, similar to what we see in Theorem 3.6. This modified assumption necessitates changing our penalty to:

$$\text{pen}(m) = V_m (\log p)^{\delta} \frac{\|\xi\|_{n,2}}{n} \log \frac{n}{V_m}$$

where, as before, $V_m$ is the VC dimension of $F_m$. The following theorem establishes the rate of convergence of the LSE.

**Theorem 3.14.** Suppose we estimate $\theta_0 = (\alpha_0, \beta_0, d_0)$ using the two-shot procedure under squared error loss. Then under Assumptions 3.4, 3.5 and 3.13 we obtain:

$$\sqrt{n} \wedge \frac{n}{s(\log p)^{(1+\delta)} \|\xi\|_{n,2}} \left( \log \frac{n}{s \log p} \right)^{-1} \left( \hat{\alpha} - \alpha_0 \right) = O_p(1),$$

$$\sqrt{n} \wedge \frac{n}{s(\log p)^{(1+\delta)} \|\xi\|_{n,2}} \left( \log \frac{n}{s \log p} \right)^{-1} \left( \hat{\beta} - \beta_0 \right) = O_p(1),$$

$$\frac{n}{s(\log p)^{(1+\delta)} \|\xi\|_{n,2}} \left( \log \frac{n}{s \log p} \right)^{-1} \left\| \hat{d} - d_0 \right\|_2 = O_p(1).$$

**Remark 3.15.** A remark similar to Remark 3.8 is in order: Theorem 3.12 conveys a similar message as Theorem 3.7, i.e. any Huber-estimator for $0 \leq k < \infty$ is minimax optimal up to a log factor, whereas the least squares estimator is not (as seen above), especially when the distribution of $\xi$ has a heavy tail. Therefore, as in the previous subsection, robust Huber-estimators are preferable to the least squares estimator in this high dimensional regime.

4 An empirical study of the quantiles of the limiting distributions

In this section we present tables of quantiles of the limit distributions of change point estimator under both the $\ell_1$ and $\ell_2$ criteria. In Section 2, we established theoretically (Theorem 2.2 and 2.3) that in the presence of heavy tailed errors, the limiting distribution of the change point estimator under $\ell_1$ criterion has a thinner tail (i.e. more concentrated asymptotic confidence interval) than the change point estimator under $\ell_2$ criterion. We provide some illustrations of this phenomenon in our simulations below.

We generate data from the following stump model:

$$Y_i = \mu \mathbb{1}_{X_i \geq d_0} + \xi_i.$$
where we have assumed $d_0 = 0$, $X_i \sim \mathcal{N}(0, 1)$. Recall that the limiting distribution of $\hat{d}^{\ell_1}$ is (see Theorem 2.2):

$$n(\hat{d}^{\ell_1} - d_0) \xrightarrow{d} \text{mid argmin}_{t \in \mathbb{R}} \text{CPP}(|\xi + \mu| - |\xi|, f_X(d_0))$$

and the limiting distribution of $\hat{d}^{\ell_2}$ is (see Theorem 2.3):

$$n(\hat{d}^{\ell_2} - d_0) \xrightarrow{d} \text{mid argmin}_{t \in \mathbb{R}} \text{CPP}\left(\xi + \frac{\mu}{2}, f_X(d_0)\right)$$

For $\xi$, we consider seven different distributions: standardized $T_3, T_4, T_5, T_6, T_{10}, T_{15}$ (i.e. var = 1) and $\mathcal{N}(0, 1)$, while for the signal $\mu$ we consider four different values $\mu = 0, 0.1, 0.5, 1, 2$. We present here 8 different tables: two tables ($\ell_1$ and $\ell_2$ quantiles) for each value of $\mu$. Each table consists of five different one sided quantiles (90%, 95%, 97.5%, 99%, 99.5%) for each of the five different distributions of $\xi$ (calculated using $10^6$ monte-carlo iterations).

Recall that as we compute the mid argmin change-point estimator, the limit distributions are symmetric and it suffices to report the upper quantiles. The percentages presented inside the brackets following the quantiles in the even-numbered tables show the relative change in the $\ell_2$ based quantile as compared to the $\ell_1$ based counterpart.

Table 1: Quantiles of asymptotic distribution under $\ell_1$ criterion using $\mu = 0.1$

| Distributions | 90%   | 95%   | 97.50% | 99%   | 99.50% |
|---------------|-------|-------|--------|-------|--------|
| $T_3$         | 717.0 | 1152.3| 1600.1 | 2100.3| 2324.8 |
| $T_4$         | 943.7 | 1470.5| 1924.0 | 2308.9| 2432.3 |
| $T_5$         | 1062.0| 1611.0| 2045.6 | 2366.8| 2460.7 |
| $T_6$         | 1133.6| 1690.1| 2110.6 | 2389.5| 2475.5 |
| $T_{10}$      | 1247.8| 1808.5| 2196.3 | 2419.7| 2489.5 |
| $T_{15}$      | 1294.4| 1859.2| 2229.8 | 2433.0| 2499.5 |
| Normal        | 1381.6| 1944.1| 2278.8 | 2449.6| 2509.1 |

Table 2: Quantiles of asymptotic distribution under $\ell_2$ criterion using $\mu = 0.1$

| Distributions | 90%   | 95%   | 97.50% | 99%   | 99.50% |
|---------------|-------|-------|--------|-------|--------|
| $T_3$         | 1045.7(+45.8%) | 1584.7(+37.5%) | 2029.7(+26.8%) | 2358.3(+12.3%) | 2457.6(+5.7%) |
| $T_4$         | 1050.1(+11.3%) | 1598.2(+8.7%)  | 2034.3(+5.7%)  | 2355.6(+2%)    | 2456.3(+1%)   |
| $T_5$         | 1055.6(-0.6%)  | 1600.9(-0.6%)  | 2040.0(-0.3%)  | 2364.6(-0.1%)  | 2461.0(-0.01%)|
| $T_6$         | 1056.2(-5.1%)  | 1601.2(-5.3%)  | 2043.0(-3.2%)  | 2366.0(-1%)    | 2461.1(-0.6%) |
| $T_{10}$      | 1052.5(-15.6%) | 1593.9(-11.9%) | 2038.0(-7.2%)  | 2363.0(-2.3%)  | 2460.05(-1.2%)|
| $T_{15}$      | 1054.8(-18.5%) | 1601.0(-13.9%) | 2046.2(-8.2%)  | 2366.1(-2.75%) | 2461.0(-1.5%) |
| Normal        | 1051.4(-24%)   | 1600.9(-17.6%) | 2044.5(-10.3%) | 2363.9(-3.49%) | 2460.0(-2%)   |
Table 3: Quantiles of asymptotic distribution under $\ell_1$ criterion using $\mu = 0.5$

| Distributions | 90%  | 95%  | 97.50% | 99%  | 99.50% |
|---------------|------|------|--------|------|--------|
| $T_3$         | 28.5 | 46.8 | 67.7   | 98.1 | 122.5  |
| $T_4$         | 38.2 | 62.7 | 89.9   | 129.7| 162.2  |
| $T_5$         | 44.5 | 73.1 | 104.8  | 150.7| 188.1  |
| $T_6$         | 48.3 | 78.9 | 113.5  | 163.3| 203.6  |
| $T_{10}$      | 55.7 | 90.7 | 130.6  | 187.4| 233.4  |
| $T_{15}$      | 59.0 | 97.0 | 139.7  | 200.5| 250.0  |
| Normal        | 66.1 | 108.3| 155.7  | 224.8| 279.9  |

Table 4: Quantiles of asymptotic distribution under $\ell_2$ criterion using $\mu = 0.5$

| Distributions | 90%  | 95%  | 97.50% | 99%  | 99.50% |
|---------------|------|------|--------|------|--------|
| $T_3$         | 45.8 (+60.7%) | 77.3 (+65.2%) | 113.5 (+67.6%) | 166.9 (+70.1%) | 207.7 (69.5%) |
| $T_4$         | 47.3 (+23.8%)  | 78.3 (+24.9%)  | 113.3 (+26%)    | 163.5 (+26.1%) | 204.5 (+26.1%) |
| $T_5$         | 48.1 (+8.1%)   | 78.9 (+7.9%)   | 113.0 (+7.8%)   | 163.3 (+8.4%)  | 202.7 (+7.8%)  |
| $T_6$         | 48.3 (+0%)     | 79.0 (+0.1%)   | 113.5 (+0%)     | 162.8 (-0.3%)  | 203.1 (-0.25%) |
| $T_{10}$      | 48.6 (-12.7%)  | 79.1 (-12.8%)  | 113.3 (-13.2%)  | 162.6 (-13.2%) | 202.4 (-13.3%) |
| $T_{15}$      | 48.8 (-17.3%)  | 79.3 (-18.2%)  | 113.7 (-18.6%)  | 162.8 (-18.8%) | 203.2 (-18.72%)|
| Normal        | 48.8 (-26.2%)  | 79.4 (-26.7%)  | 113.8 (-27%)    | 163.0 (-27.5%) | 202.7 (-27.6%) |

Table 5: Quantiles of asymptotic distribution under $\ell_1$ criterion using $\mu = 1$

| Distributions | 90%  | 95%  | 97.50% | 99%  | 99.50% |
|---------------|------|------|--------|------|--------|
| $T_3$         | 8.4  | 13.5 | 19.2   | 27.6 | 34.4   |
| $T_4$         | 10.5 | 16.9 | 24.0   | 34.3 | 42.7   |
| $T_5$         | 11.7 | 18.7 | 26.8   | 38.2 | 47.5   |
| $T_6$         | 12.5 | 20.2 | 28.9   | 41.2 | 51.3   |
| $T_{10}$      | 14   | 22.7 | 32.4   | 46.4 | 57.8   |
| $T_{15}$      | 14.7 | 23.9 | 34.1   | 48.9 | 60.9   |
| Normal        | 16.1 | 26.2 | 37.2   | 53.7 | 66.7   |
Table 6: Quantiles of asymptotic distribution under $\ell_2$ criterion using $\mu = 1$

| Distributions | 90%         | 95%         | 97.50%      | 99%         | 99.50%      |
|---------------|-------------|-------------|-------------|-------------|-------------|
| $T_3$         | 11.8(+40.5%)| 20.3(+50.4%)| 30.7(+59.9%)| 46.1(+67.0%)| 59.3(+72.4%)|
| $T_4$         | 12.7(+21%)  | 21.0(+24.3%)| 30.5(+27.1%)| 44.6(+30.1%)| 56.0(+31.1%)|
| $T_5$         | 13.0(+11.1%)| 21.3(+14%)  | 30.5(+13.8%)| 44.0(+15.2%)| 55.0(+15.8%)|
| $T_6$         | 13.1(+4.8%) | 21.4(+5.9%) | 30.6(+5.9%) | 44.0(+6.8%) | 55.0(+7.2%)  |
| $T_{10}$      | 13.4(-4.28%)| 21.5(-5.29%)| 30.7(-5.25%)| 43.8(-5.6%) | 54.1(-6.4%)  |
| $T_{15}$      | 13.4(-8.8%) | 21.6(-9.6%) | 30.7(-10%)  | 43.9(-10.2%)| 54.0(-11.3%)|
| Normal        | 13.5(-16.1%)| 21.7(-17.2%)| 30.6(-17.1%)| 43.5(-19%)  | 54.0(-19%)   |

Table 7: Quantiles of asymptotic distribution under $\ell_1$ criterion using $\mu = 2$

| Distributions | 90% | 95% | 97.50% | 99% | 99.50% |
|---------------|-----|-----|--------|-----|--------|
| $T_3$         | 1.7 | 4.8 | 7.5    | 11.1| 13.8   |
| $T_4$         | 2.7 | 5.7 | 8.5    | 12.3| 15.3   |
| $T_5$         | 3.1 | 6.1 | 9.0    | 13.0| 16.0   |
| $T_6$         | 3.3 | 6.3 | 9.3    | 13.2| 16.4   |
| $T_{10}$      | 3.6 | 6.7 | 9.8    | 14.0| 17.2   |
| $T_{15}$      | 3.8 | 6.9 | 10.0   | 14.3| 17.6   |
| Normal        | 4.0 | 7.2 | 10.3   | 14.7| 18.1   |

Table 8: Quantiles of asymptotic distribution under $\ell_2$ criterion using $\mu = 2$

| Distributions | 90%         | 95%         | 97.50%      | 99%         | 99.50%      |
|---------------|-------------|-------------|-------------|-------------|-------------|
| $T_3$         | 2.2(+29.4%) | 5.9(+23%)   | 9.5(+26.7%) | 15.0(+35.1%)| 19.8(+43.5%)|
| $T_4$         | 2.9(+7.4%)  | 6.2(+8.8%)  | 10.0(+17.6%)| 14.3(+16.3%)| 18.2(+19%)  |
| $T_5$         | 3.2(+3.2%)  | 6.4(+3.3%)  | 9.6(+6.7%)  | 14.2(+9.2%) | 17.8(+11.25%)|
| $T_6$         | 3.3(+0%)    | 6.4(+1.6%)  | 9.6(+3.2%)  | 14.0(+6.1%) | 17.5(+6.7%) |
| $T_{10}$      | 3.5(-2.8%)  | 6.6(-1.5%)  | 9.7(-1%)    | 14.0(+0%)   | 17.4(+1.2%) |
| $T_{15}$      | 3.6(-5.3%)  | 6.6(-4.3%)  | 9.7(-3%)    | 13.9(-2.8%) | 17.3(-1.7%) |
| Normal        | 3.7(-7.5%)  | 6.7(-7%)    | 9.7(-5.8%)  | 13.9(-5.4%) | 17.1(-5.5%) |

From the above tables, it is immediate that if the error distribution has heavy tails, say, $T_3, T_4$, it is preferable to use $\hat{d}^{\ell_1}$ to $\hat{d}^{\ell_2}$ as the former has tighter limiting confidence interval for any of the levels presented in our tables. On the other hand, if the error distribution is normal, then the $\ell_2$ estimator is more efficient in terms of the width of the asymptotic confidence interval, as it is maximum likelihood estimator of $d_0$. In fact, the $\ell_2$ estimator starts becoming efficient for $T$ distributions with higher degrees of freedom as is already evident from the above tables where we see a reduction is some of the $\ell_2$ quantiles for certain values of $\mu$ with $T_6$ error, and a systematic reduction with $T_{10}$ and $T_{15}$ errors.
5 Conclusion

In this paper, we have analyzed various estimators in the standard change point model and its multi-dimensional analogue by minimizing HEFs, especially in the presence of heavy tailed errors. We note that the robust Huber-estimators show varying degrees of advantage over the least squares estimator, depending on the dimensionality of the problem.

1. In one dimension, all estimators achieve the same rate of convergence, whereas the limiting distributions for the robust criteria based estimators are more concentrated around 0 than that of the least squares estimator. This effect diminishes as the tail of the error distribution becomes lighter: in particular, for normal errors the least squares estimator has a narrower asymptotic confidence interval in comparison to the robust estimators. We believe a similar phenomenon will arise in the change-plane problem for fixed $p$ (where again, all the Huber estimators and the LSE will converge at rate $n$), but the limit distributions in the multidimensional case are expected to be multidimensional analogues of compound Poisson processes with extremely involved characterizations. Almost nothing is known about these objects and their study constitutes a highly non-trivial project in its own right.

2. In growing dimensions, the robust estimators attain faster rates of convergence than the least squares estimator, in particular attaining the minimax rate which does not depend upon the tail of the error, whilst the rate of convergence of the least squares estimator is dampened by the tail of the error distribution.

We now briefly discuss some variants of the problem considered above as well as possible directions for future research.

5.1 Binary response model:

A natural variant of the change plane model analyzed in Subsection 3.2 is the following binary response model:

$$X \sim P, \quad P(Y = 1 \mid X) = \alpha_0 1_{X^\top d_0 \leq 0} + \beta_0 1_{X^\top d_0 > 0},$$

where $0 < \alpha_0 \neq \beta_0 < 1$. One may minimize the squared error loss to estimate the unknown parameters:

$$(\hat{\alpha}, \hat{\beta}, \hat{d}) = \arg\min_{\alpha, \beta, d} \frac{1}{n} \sum_{i=1}^{n} \left( Y_i - \alpha 1_{X_i^\top d \leq 0} - \beta 1_{X_i^\top d > 0} \right)^2 = \arg\min_{\alpha, \beta, d} P_n f_{\alpha, \beta, d}.$$

As in Subsection 3.2 the change plane parameter $d_0$ here is also identified up to its direction and the level parameters $(\alpha_0, \beta_0)$ are identified up to their order, so we assume $|d_0| = 1$ and $\alpha_0 < \beta_0$. The loss function $f_{\alpha, \beta, d}$ is uniformly bounded by 1, hence the techniques used to prove the first part of Theorem 3.6 yield:

$$\left( \sqrt{n} \wedge \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \right) (\hat{\alpha} - \alpha_0) = O_p(1), \quad \left( \sqrt{n} \wedge \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \right) (\hat{\beta} - \beta_0) = O_p(1),$$

$$\frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} P \left( \text{sign}(X^\top \hat{d}) \neq \text{sign}(X^\top d_0) \right) = O_p(1).$$
Furthermore, the rate obtained above can be shown to be minimax optimal (up to a log factor) by following a similar line argument as in the proof of Theorem 3.7.

5.2 More general regression functions:

We have analyzed in this paper a stump based change point model: The model analyzed in this paper can be easily generalized to one where the levels \( (\alpha_0, \beta_0) \) on either side of the boundary are replaced by some unknown functions of \( X \). As an example, one may fit the following non-parametric model:

\[
Y_i = f(X_i) \mathbb{1}_{X_i \leq d_0} + g(X_i) \mathbb{1}_{X_i > d_0} + \xi_i
\]

where both \( f, g \) are smooth and \( f(d_0) \neq g(d_0) \). One may estimate \( f, g, d_0 \) using the following HEF:

\[
(f_k, g_k, d_k) = \arg \min_{f,g,d} \frac{1}{n} \sum_{i=1}^{n} \hat{H}_k (Y_i - f(X_i) \mathbb{1}_{X_i \leq d} - g(X_i) \mathbb{1}_{X_i > d}),
\]

with \( (f, g) \) restricted to an appropriate class of functions (depending upon the underlying application). This model is well investigated in the literature using the squared error loss \([\text{refer}]\), however the properties of the robust estimators (i.e. estimators obtained by minimizing HEF) are still largely unknown and worthy of investigation in the presence of heavy tailed errors.

5.3 Smoothed change plane problem:

The change plane estimators analyzed in Subsection 3.2 are NP-hard to compute as HEF is discontinuous at the change boundary. One may replace the indicator function involved in HEF by a smooth sigmoid function to estimate the unknown parameters as follows:

\[
(\hat{\alpha}_k, \hat{\beta}_k, \hat{d}_k) = \arg \min_{\alpha,\beta,d} \frac{1}{n} \sum_{i=1}^{n} \hat{H}_k \left( Y_i - \alpha - (\beta - \alpha) \frac{e^{X_i^\top d_0/n} - 1}{e^{X_i^\top d_0/n}} \right)
\]

for some bandwidth parameter \( \sigma_n \to 0 \) as \( n \to \infty \). The sigmoid function converges to the indicator function as \( n \to \infty \) and is differentiable with respect to \( (\alpha, \beta, d) \), therefore one may employ gradient descent to estimate the parameters; however, as the loss function is non-convex, there is no guarantee that gradient descent type techniques initiated from a random point on the parameter surface will converge to a global minimum. One way to address this issue is to replace the indicator function by a convex surrogate (i.e. logit function as in logistic regression, exponential function as in adaboost), but as the convex function does not converge to the indicator function, it is unclear whether this method will lead to a consistent estimator of \( d_0 \). However, such methods merit deeper investigation as they may facilitate efficient computation of the change plane estimator.
A Proofs of selected Theorems

For all proofs below we will assume $\alpha_0 > \beta_0$ for simplicity of presentation. The derivations all go through for the reverse inequality upon minor adjustments of the proofs presented in the paper.

A.1 Proof of Theorem 2.4

We divide the whole proofs into few supplementary lemmas, whose proofs can be found in Appendix B. Our first lemma provides a lower bound on the the probability of a random walk staying always positive. We believe that this lemma has been proved before, but we were unable to find a proper source to cite. Hence we will provide our own proof in Appendix B.

Lemma A.1. Suppose $\{S_i\}_{i \geq 0}$ is a positively drifted random walk (i.e. $S_i = \sum_{j=1}^{i} (X_i + \mu)$, $\mathbb{E}(X) = 0, \mu > 0$) with $S_0 = 0$. Then we have:

$$P \left( \max_{1 \leq i \leq n} S_i < 0 \right) \geq \frac{1}{n} P (S_n < 0).$$

The compound Poisson process is essentially a two sided random walk where are number of steps till time $t$ follows a Poisson process. Therefore, we start by establishing tail bound on the minimizer of the random walk and then relate it to the tail of minimizer of the compound Poisson process. Our next lemma establishes that if the step distribution of a random walk follows a Pareto distribution, then the minimizer of the random walk is also heavy-tailed:

Lemma A.2. Suppose $\xi_1, \xi_2, \ldots$ i.i.d. random variables with the following distribution:

$$P (|\xi| > t) = \frac{1}{1 + t^\gamma}$$

and $P (\xi > t) = 1 - P (\xi \leq -t)$ for all $t > 0$. Define $X_i = \xi_i + \mu$ for some $\mu > 0$ and a random walk based on $X_i$'s, i.e $S_n = \sum_{i=1}^{n} X_i$. Suppose $M$ denotes the minimizer of the random walk on $\mathbb{Z}^+$. Then we have:

$$P (M \geq k) \geq \frac{c_1 c_2 p^*}{\gamma} \times \frac{1}{k^\gamma} := c_0 k^{-\gamma},$$

for all $k \geq k_0 := 1 \lor \lfloor \mu^{-\gamma/\gamma} \rfloor$, where:

1. $p^* = P (S_i > 0 \ \forall \ i \in \mathbb{N}) = P (M = 0)$.
2. $c_1 = \frac{1}{2(1 + \mu^{-\gamma})(1 + \mu)^\gamma}$.
3. $c_2 = \inf_{x \geq 1} \left(1 - \frac{1}{1 + x}\right)^{x-1}.$
The previous lemma indicates that the minimizer of the random walk with a heavy tailed step distribution is also heavy tailed. As the compound Poisson process is a two sided process (i.e. supported on entire real line), we next extend our lower bound on the tail of the minimizer of random walk obtained in previous lemma for a two sided random walk in the following lemma:

**Lemma A.3.** Under the same structure as of Lemma A.2, we consider a two sided random walk with independent component on the either side. Define by $M_{ts}$ as the minimizer of the two sided random walk and by $M_{os}$ as the minimizer of one-sided random walk. Then we have:

$$
\mathbb{P}(\{|M_{ts}| \geq k\} \geq 2p^*c_0k^{-\gamma})
$$

for all $k \geq k_0$, where $p^*, k_0, c_0$ are same as defined in Lemma A.2.

Finally, we translate the lower bound on the tail of the minimizer of the two-sided random walk to the two sided compound Poisson process in the following lemma:

**Lemma A.4.** Consider a two sided independent compound Poisson process with increment independent of the steps. More specifically, let $\{X_i\}_{i \in \mathbb{N}}$ be same as defined in Lemma A.2. Suppose $\{X'_i\}_{i \in \mathbb{N}}$ be an independent copy of $\{X_i\}_{i \in \mathbb{N}}$. Also suppose $N_1(t)$ and $N_2(t)$ are two independent Poisson process on $\mathbb{R}^+$ with some intensity function $\Lambda(t)$. The two sided independent compound Poisson process on $\mathbb{R}$ is defined as:

$$
X(t) = \begin{cases} 
\sum_{i=1}^{N_1(t)} X_i, & \text{if } t > 0 \\
\sum_{i=1}^{N_2(-t)} X'_i, & \text{if } t < 0 \\
0, & \text{if } t = 0.
\end{cases}
$$

Let $M$ be the mid-argmin of $X(t)$ over $\mathbb{R}$. Then we have for all $x > (k_0 + \gamma + \log 2)/f_X(d_0)$:

$$
\mathbb{P}(M_{ts, CPP} > x) \geq c_0 \frac{2^{f_X(d_0)}}{x^{-\gamma}},
$$

where $c_0, k_0$ are same constants as defined in Lemma A.2.

Combining Lemma A.2, A.3 and A.4, we conclude the proof of of lower bound on $F_{\ell_2}$.

Now to prove the upper bound for $F_{\ell_1}$ we modify our arguments in the previous lemmas. Note that $F_{\ell_1}$ is the distribution of the minimizer of the following compound Poisson process:

$$
CPP(t) = \sum_{i=1}^{N_+(t)} (\xi^* + \mu_0) 1_{t \geq 0} + \sum_{i=1}^{N_-(t)} (\xi^* + \mu_0) 1_{t < 0}
$$

with $CPP(t) = 0$, $N_+$ and $N_-$ are two independent Poisson processes as before and:

$$
\xi^* \leftarrow \{\xi + (\alpha_0 - \beta_0)| - |\xi|\} - \mathbb{E}[|\xi + (\alpha_0 - \beta_0)| - |\xi|]
$$
with \( \mu_0 = \mathbb{E} [ |\xi + (\alpha_0 - \beta_0) - |\xi| ] > 0 \). Before going into the details of the proof, we state Hoeffding’s inequality bound:

\[
\mathbb{P} (S_n < 0) = \mathbb{P} \left( \sum_{i=1}^{n} \xi_i^* < -n\mu_0 \right)
= \mathbb{P} \left( \tilde{\xi}_n^* < -\mu_0 \right) \leq e^{-\frac{n\mu_0^2}{8(\alpha_0 - \beta_0)^2}}.
\]

Here we will highlight the steps where a modification is needed. First note that, in case of one sided random walk (same situation as in Lemma A.2) we obtain the upper bound as follows:

\[
P(M_{os} \geq k) = \sum_{j \geq k} \mathbb{P} (M_{os} = j)
= p^* \sum_{j \geq k} \mathbb{P} \left( \max_{1 \leq i \leq j} S_i < 0 \right)
\leq p^* \sum_{j \geq k} \mathbb{P} (S_j < 0)
\leq p^* \sum_{j \geq k} e^{-\frac{j\mu_0^2}{8(\alpha_0 - \beta_0)^2}}
= \frac{p^*}{1 - e^{-\frac{k\mu_0^2}{8(\alpha_0 - \beta_0)^2}}} \tag{A.1}
\]

We now translate the tail bound on the minimizer of the one sided random walk to the minimizer of the two sided random walk as below:

\[
\mathbb{P} (M_{ts} = k) = \mathbb{P} \left( S_K \leq S_i \ \forall \ 0 \leq i \leq k-1, S_k \leq S_i \ \forall \ k+1 \leq i < \infty, S_k \leq \inf_{j \geq 1} S_{-j} \right)
\leq \mathbb{P} (S_K \leq S_i \ \forall \ 0 \leq i \leq k-1, S_k \leq S_i \ \forall \ k+1 \leq i < \infty)
= \mathbb{P} (M_{os} = k).
\]

This, along with the upper bound on the tail of the one-sided random walk implies:

\[
\mathbb{P} (M_{ts} \geq k) \leq \frac{p^*}{1 - e^{-\frac{k\mu_0^2}{8(\alpha_0 - \beta_0)^2}}} e^{-\frac{k\mu_0^2}{8(\alpha_0 - \beta_0)^2}}.
\]

Next, we translate the bound for the minimizer of a one-sided random walk to a one-sided compound Poisson process with steps \( \xi^* + \mu_0 \):

\[
P(M_{os,CPP} > x) = \sum_{k=0}^{\infty} \mathbb{P} (M_{os,CPP} > x | N_1(x) = k) \mathbb{P} (N_1(x) = k)
= \sum_{k=0}^{\infty} \mathbb{P} (\arg \min_{i \geq 0} S_i > k) \mathbb{P} (N_1(x) = k)
\]
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\[ \leq \frac{p^*}{1 - e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \sum_{k=0}^{\infty} e^{-\frac{(k+1)\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \mathbb{P}(N_1(x) = k) x \] 
\[ = \frac{p^*}{1 - e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}}} e^{\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \sum_{k=0}^{\infty} e^{-\frac{k\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \frac{e^{-\Lambda(x)} \Lambda(x)^k}{k!} \] 
\[ = \frac{p^*}{1 - e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}}} e^{\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} (e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \Lambda(x) \sum_{k=0}^{\infty} \frac{e^{-\frac{k\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \Lambda(x)}{k!}) \] 
\[ = \frac{p^*}{1 - e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}}} e^{\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \exp \left( -\Lambda(x) \left( 1 - e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \right) \right) \] 
\[ = \frac{p^*}{1 - e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}}} e^{\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \exp \left( -xf_X(d_0) \left( 1 - e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \right) \right), \] 

and consequently for the two sided compound Poisson process:

\[ \tilde{F}_{\ell_1}(x) = \mathbb{P}(M_{ts,CPP} > x) = \sum_{k=0}^{\infty} \mathbb{P}(M_{ts,CPP} > x \mid N_1(x) = k) \mathbb{P}(N_1(x) = k) \] 
\[ = \sum_{k=0}^{\infty} \mathbb{P}(M_{ts} > x) \mathbb{P}(N_1(x) = k) \] 
\[ \leq \sum_{k=0}^{\infty} \mathbb{P}(M_{os} > x) \mathbb{P}(N_1(x) = k) \] 
\[ = \mathbb{P}(M_{os,CPP} > x) \] 
\[ \leq \frac{p^*}{1 - e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}}} e^{\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \exp \left( -xf_X(d_0) \left( 1 - e^{-\frac{\mu_0^2}{s(\alpha_0 - \beta_0)^2}} \right) \right). \]

A.2 Proof of Theorem 3.1

Proof of lower bound: The following lemma, which is a finite sample analogue of the first conclusion of Theorem 2.4, is essential to establish the lower bound of Theorem 3.1.

Lemma A.5. Suppose, for a fixed \( n \), \( F_{n,\ell_2} \) denotes the distribution of \( n(d_i^2 - d_{0,i}) \). Then we have for all \( 2\gamma/f_{X}(d_0) \leq |x| \leq (\delta_1 \wedge \delta_2)n \) (for some constants \( \delta_1, \delta_2 \) independent of \( n \) defined explicitly in the proof):

\[ 1 - F_{n,\ell_2}(x) = \mathbb{P} \left( \left| n(d_i^2 - d_{0,i}) \right| \geq x \right) \geq c_1c_2(p^*)^2 \times \left( \frac{f_{X,\max}}{1 - f_{X}(d_0)} \right)^{-\gamma} \times x^{-\gamma} \]

where \( f_{X,\max} \) is the maximum value of the density of \( X \) and \( c_1, c_2, p^* \) are same as defined in Lemma A.2.
The proof of the Lemma can be found in Appendix B. For notational simplicity, set:

\[ C = \frac{c_1c_2(p^*)^2}{\gamma^2\gamma + 2} \times \left( \frac{f_{X_{\max}}}{1 - F_X(d_0)} \right)^{-\gamma}. \]

Using the above lemma we have:

\[
P\left( \max_{1 \leq i \leq m} \frac{n}{m^{1/\gamma}} |\hat{d}^{\ell_2}_i - d_{0,i}| > t \right) = 1 - P\left( \max_{1 \leq i \leq m} \frac{n}{m^{1/\gamma}} |\hat{d}^{\ell_2}_i - d_{0,i}| \leq t \right)
\]

\[
= 1 - \left( F_{n,\ell_2}(tm^{1/\gamma}) \right)^m \\
= 1 - \left( 1 - F_{n,\ell_2}(tm^{1/\gamma}) \right)^m \\
\geq 1 - \left( 1 - C(tm^{1/\gamma})^{-\gamma} \right)^m \\
= 1 - (1 - Cm^{-1}t^{-\gamma})^m \\
\rightarrow 1 - e^{-Ct^{-\gamma}}
\]

Note that Lemma A.5 is applicable here as for any fixed \( t \), \( tm^{1/\gamma} \ll n \) because \( m^{1/\gamma} \ll n \) and as \( m \uparrow \infty \), \( tm^{1/\gamma} \geq 2\gamma/f_X(d_0) \) for all large \( m \). This completes the proof.

**Proof of upper bound:** The proof of upper bound relies on the following Lemma, which is a analogue of Lemma A.5, where we establish an upper bound on the finite sample distribution of \( n(d_i - d_{i,0}) \) with bounded supported error distribution \( \xi \):

**Lemma A.6.** Let \( F_{n,\ell_1} \) denotes the distribution of \( \left| n(d_{i}^{\ell_1} - d_{0,i}) \right| \). Then we have for \( 0 \leq |x| \leq n\delta_1 \) (for some constant \( \delta_1 \) defined explicitly in the proof):

\[
1 - F_{n,\ell_1}(x) = P\left( \left| n(d_{i}^{\ell_1} - d_{0,i}) \right| \geq x \right) \leq \frac{2e^{-c}}{1 - e^{-c}} e^{-x f_X(d_0)/2 (1 - e^{-c})},
\]

where \( c = \mu^2/4b^2 \), \( \mu = E[|\xi + (\alpha_0 - \beta_0)| - |\xi|] \) and \( b \) is the range of the random variable \( (|\xi + (\alpha_0 - \beta_0)| - |\xi|) - \mu \).

Using the above lemma we have:

\[
P\left( \max_{1 \leq i \leq m} \frac{n}{\log m} |\hat{d}^{\ell_1}_i - d_{0,i}| > t \right) \leq \sum_{i=1}^{m} P\left( n |\hat{d}^{\ell_1}_i - d_{0,i}| > t \log m \right)
\]

\[
\leq \frac{2e^{-c}}{1 - e^{-c}} me^{-t \log m f_X(d_0)/2 (1 - e^{-c})} \\
\leq \frac{2e^{-c}}{1 - e^{-c}} e^{-\log m (f_X(d_0)/2 (1 - e^{-c}) - 1)}.
\]

This completes the proof.
To prove the lower bound, we consider a simple model: Assume that, for each problem, the true change point is 0 (i.e. $d_{i,0} = 0$ for all $i$), the covariates $X_{i,j}$s are all i.i.d. Uniform $(-1, 1)$ and error distribution is normal. We first observe that for any estimator $\hat{d}_i$ of $d_{i,0}$ we have:

$$|\hat{d}_i - d_{i,0}| \geq \min_{1 \leq j \leq n} |X_{i,j} - d_{i,0}|,$$

i.e. we can’t estimate a change point better than its closest order statistic. Note that when $d_{i,0} = 0$, we have:

$$|\hat{d}_i| \geq \min_{1 \leq j \leq n} |X_{i,j}| = \min_{1 \leq i \leq n} U_i$$

where $U_1, \ldots, U_n \sim U(0, 1)$. Hence to prove the theorem, all we need to show is that:

$$\lim \inf_{n,m \to \infty} \frac{1}{\log m} \mathbb{E} \left[ \max_{1 \leq i \leq m} n Z_{i;n} \right] \geq C > 0$$

where $Z_{i;n}$ are i.i.d with the common distribution being that of the minimum of $n$ uniform $(0, 1)$ random variables. Note that for any $0 \leq t \leq n$:

$$\mathbb{P}(nZ_{i;n} \geq t) = \mathbb{P} \left( \min_{1 \leq i \leq n} U_i \geq \frac{t}{n} \right) = \left(1 - \frac{t}{n}\right)^n$$

$$\Rightarrow \mathbb{P}(nZ_{i;n} \leq t) = 1 - \left(1 - \frac{t}{n}\right)^n := F_{nZ_{1;n}}(t).$$

Therefore we have:

$$\frac{1}{\log m} \mathbb{E} \left[ \max_{1 \leq i \leq m} n Z_{i;n} \right] = \frac{1}{\log m} \int_0^n \mathbb{P} \left( \max_{1 \leq i \leq m} n Z_{i;n} \geq t \right) dt$$

$$= \frac{1}{\log m} \int_0^n \left[ 1 - \mathbb{P} \left( \max_{1 \leq i \leq m} n Z_{i;n} \leq t \right) \right] dt$$

$$= \frac{1}{\log m} \int_0^n \left[ 1 - F_{nZ_{1;n}}^m(t) \right] dt$$

$$= \frac{1}{\log m} \int_0^n \left[ 1 - \left(1 - \left(1 - \frac{t}{n}\right)^n\right)^m \right] dt \quad (A.2)$$

Next using the following inequality:

$$\left(1 + \frac{t}{n}\right)^n \geq e^t \left(1 - \frac{t^2}{n}\right) \quad \forall \ |t| \leq n,$$

we obtain from equation (A.2):

$$\frac{1}{\log m} \mathbb{E} \left[ \max_{1 \leq i \leq m} n Z_{i;n} \right] \geq \frac{1}{\log m} \int_0^n \left[ 1 - \left(1 - e^{-t} + e^{-t\frac{t^2}{n}}\right)^m \right] dt$$
\[
\begin{align*}
\frac{1}{\log m} & \int_0^n \left[ 1 - \sum_{i=0}^m \left( \begin{array}{c} m \\ i \end{array} \right) \left( e^{-t} \right)^i \left( 1 - e^{-t} \right)^{m-i} \right] dt \\
& = \frac{1}{\log m} \int_0^n \left[ 1 - (1 - e^{-t})^m \right] dt \\
& \quad - \frac{1}{\log m} \int_0^n \sum_{i=1}^m \left( \begin{array}{c} m \\ i \end{array} \right) \left( e^{-t} \right)^i \left( 1 - e^{-t} \right)^{m-i} dt \\
& = \frac{1}{\log m} \int_0^\infty \left[ 1 - (1 - e^{-t})^m \right] dt \\
& \quad - \frac{1}{\log m} \int_0^n \left[ 1 - (1 - e^{-t})^m \right] dt \\
& \quad \quad - \frac{1}{\log m} \int_0^n \sum_{i=1}^m \left( \begin{array}{c} m \\ i \end{array} \right) \left( e^{-t} \right)^i \left( 1 - e^{-t} \right)^{m-i} dt \\
& := a_{m,1} - a_{m,2} - a_{m,3}
\end{align*}
\]

We next show that \( a_{m,2}, a_{m,3} \to 0 \) and \( a_{m,1} \to 1 \) as \( m \to \infty \), as long as \( n \geq 2m \). We start with \( a_{m,3} \):

\[
\begin{align*}
a_{m,3} &= \frac{1}{\log m} \int_0^n \sum_{i=1}^m \left( \begin{array}{c} m \\ i \end{array} \right) \left( e^{-t} \right)^i \left( 1 - e^{-t} \right)^{m-i} dt \\
& \leq \frac{1}{\log m} \int_0^n \sum_{i=1}^m \left( \begin{array}{c} m \\ i \end{array} \right) \left( e^{-t} \right)^i \left( 1 - e^{-t} \right)^{m-i} dt \\
& = \frac{1}{\log m} \sum_{i=1}^m \left( \begin{array}{c} m \\ i \end{array} \right) \int_0^n \left( e^{-t} \right)^i dt \\
& = \frac{1}{\log m} \sum_{i=1}^m \left( \begin{array}{c} m \\ i \end{array} \right) \frac{1}{i^n} \int_0^n t^{2i} e^{-it} dt \\
& \leq \frac{1}{\log m} \sum_{i=1}^m \left( \begin{array}{c} m \\ i \end{array} \right) \frac{1}{i^n} \int_0^\infty t^{2i} e^{-it} dt \\
& = \frac{1}{\log m} \sum_{i=1}^m \left( \begin{array}{c} m \\ i \end{array} \right) \frac{(2i)!}{(i)!^2} \\
& = \frac{1}{\log m} \sum_{i=1}^m \frac{(m-i+1) \cdots m \ (i+1) \cdots (i+i)}{i^n i^{i} \cdot i^i} \\
& \leq \frac{1}{\log m} \sum_{i=1}^m \frac{(m-i+1) \cdots m}{i \ (\frac{n}{2})^i i^i} \\
& \leq \frac{1}{\log m} \sum_{i=1}^m \left( \frac{2m}{n} \right)^i \frac{1}{i^{i+1}} \leq \frac{1}{\log m} \sum_{i=1}^m \frac{1}{i^{i+1}} \to 0.
\end{align*}
\]
For the other term $a_{n,2}$:

$$|a_{n,2}| = \left| \frac{1}{\log m \ln n} \int_{n}^{\infty} \left[ 1 - (1 - e^{-t})^m \right] \, dt \right|$$

$$= \left| \frac{1}{\log m \ln n} \int_{n}^{\infty} \left[ 1 - \sum_{i=0}^{m} \binom{m}{i} e^{-it(-1)^i} \right] \, dt \right|$$

$$= \left| \frac{1}{\log m \ln n} \sum_{i=1}^{m} \binom{m}{i} e^{-it(-1)^{i+1}} \, dt \right|$$

$$\leq \frac{1}{\log m \ln n} \sum_{i=1}^{m} \binom{m}{i} \int_{n}^{\infty} e^{-it} \, dt$$

$$= \frac{1}{\log m \ln n} \sum_{i=1}^{m} \binom{m}{i} \frac{e^{-ni}}{i}$$

$$= \frac{2^m}{\log m} \mathbb{E} \left[ \frac{e^{-nX X \geq 1}}{X} \right] \quad [X \sim \text{Bin}(n, p)]$$

$$\leq \frac{2^m}{\log m} \mathbb{E} \left[ \frac{e^{-2mX X \geq 1}}{X} \right] \quad [: n \geq 2m]$$

$$\leq \frac{2^m}{\log m} \mathbb{E} \left[ e^{-2mX} \right] \quad [: n \geq 2m]$$

$$= \frac{2^m}{\log m} \left( \frac{1}{2} e^{-2m} + \frac{1}{2} \right)^m$$

$$= \frac{1}{\log m} \left( e^{-2m} + 1 \right)^m \to 0.$$

Now the calculation of $a_{n,1}$ is similar by replacing $n$ with 0. We have:

$$a_{n,1} = \frac{1}{\log m \ln n} \int_{0}^{\infty} \left[ 1 - (1 - e^{-t})^m \right] \, dt$$

$$= \frac{1}{\log m \ln n} \int_{0}^{\infty} \sum_{i=1}^{m} \binom{m}{i} e^{-it(-1)^{i+1}} \, dt$$

$$= \frac{1}{\log m \ln n} \sum_{i=1}^{m} \binom{m}{i} \frac{(-1)^{i+1}}{i}$$

$$= \frac{1}{\log m \ln n} \sum_{i=1}^{m} \frac{1}{i} m^{-\infty} 1.$$

where the last equality follows from the representation of Harmonic number. Therefore from equation (A.3) we conclude:

$$\lim \inf_{m,n \to \infty} \frac{1}{\log m} \mathbb{E} \left[ \max_{1 \leq i \leq m} n Z_{i,n} \right] \geq 1.$$

This concludes the proof.
A.4 Proof of Theorem 3.6

A.4.1 Case 1: $0 \leq k < \infty$

We first establish the rate of convergence of $(\hat{\alpha}_{\text{init}}, \hat{\beta}_{\text{init}}, \hat{d})$. Towards that direction, we use the following semi-metric over the parameter space $\Theta$:

$$\text{dist}(\theta_1, \theta_2) = \sqrt{(\alpha_1 - \alpha_2)^2 + (\beta_1 - \beta_2)^2 + \mathbb{P}(\text{sign}(X^\top d) \neq \text{sign}(X^\top d_0))}$$

The curvature of the population score function $\mathbb{M}(\theta)$ around its value at minimizer $\mathbb{M}(\theta_0)$ is obtained via the similar calculation as in the proof of Theorem 2.1 (specifically equation (A.14)). Consider all $\theta \in \Theta$ such that $\text{dist}(\theta, \theta_0) \leq \delta$ where $\delta$ is such that $|\alpha_0 - \beta_0| > 2\delta$. For such that $\theta$ we have:

$$\mathbb{M}(\theta) - \mathbb{M}(\theta_0) = \mathbb{E} \left[ \left( \tilde{H}_k (\xi_i + \alpha_0 - \alpha) - \tilde{H}_k (\xi_i) \right) \mathbb{P} \left( X^\top d \lor X^\top d_0 \leq 0 \right) \right] + \mathbb{E} \left[ \left( \tilde{H}_k (\xi_i + \alpha_0 - \beta) - \tilde{H}_k (\xi_i) \right) \mathbb{P} \left( X^\top d_0 < 0 < X^\top d \right) \right] + \mathbb{E} \left[ \left( \tilde{H}_k (\xi_i + \beta_0 - \alpha) - \tilde{H}_k (\xi_i) \right) \mathbb{P} \left( X^\top d < 0 < X^\top d_0 \right) \right] + \mathbb{E} \left[ \left( \tilde{H}_k (\xi_i + \beta_0 - \beta) - \tilde{H}_k (\xi_i) \right) \mathbb{P} \left( X^\top d_0 > 0 \right) \right] \geq C_k \left[ (\alpha_0 - \beta_0)^2 \mathbb{P} \left( X^\top d \lor X^\top d_0 \leq 0 \right) + (\beta_0 - \beta)^2 \mathbb{P} \left( X^\top d \land X^\top d_0 > 0 \right) \right] + \mathbb{P}(\text{sign}(X^\top d) \neq \text{sign}(X^\top d_0)) \{ 2(\alpha_0 - \beta_0 - \delta)^2 \} \tag{A.4}$$

**Consistency:** We use argmin continuous mapping theorem (Theorem 3.2.2 of [29]) to establish the consistency of the initial estimator. As the parameter space is bounded, our estimates are by default tight. As the process $\mathbb{M}(\theta) - \mathbb{M}(\theta_0)$ is continuous with respect to $\theta$ and has a clear minima at $\theta = \theta_0$ all we need to show for any compact subset $K \subseteq \Theta$:

$$\sup_{\theta \in K} |(\mathbb{M}_n(\theta) - \mathbb{M}_n(\theta_0)) - (\mathbb{M}(\theta) - \mathbb{M}(\theta_0))| = o_p(1).$$

Consider a collection of functions $\mathcal{F} = \{ f_\theta : \theta \in \Theta \}$ where the individual functions $f_\theta(X, \xi)$ is defined as:

$$f_\theta(X, \xi) = \left( \tilde{H}_k (\xi + \alpha_0 - \alpha) - \tilde{H}_k (\xi) \right) \mathbb{1}_{X^\top d \lor X^\top d_0 \leq 0} + \left( \tilde{H}_k (\xi + \alpha_0 - \beta) - \tilde{H}_k (\xi) \right) \mathbb{1}_{X^\top d_0 \leq 0 < X^\top d} + \left( \tilde{H}_k (\xi + \beta_0 - \alpha) - \tilde{H}_k (\xi) \right) \mathbb{1}_{X^\top d \leq 0 < X^\top d_0} + \left( \tilde{H}_k (\xi + \beta_0 - \beta) - \tilde{H}_k (\xi) \right) \mathbb{1}_{X^\top d \land X^\top d_0 > 0} := \sum_{i=1}^{4} g_i^\theta(\xi) h_i^\theta(X)$$
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This establishes the consistency of \( \hat{\alpha} \). Therefore

\[
\frac{1}{n} \log \left( \sup_{Q} N(\epsilon \| F \|_{Q,1}, \mathcal{F}, L_1(Q)) \right) \to 0. 
\]

This along with the fact \( p/n \to 0 \) implies:

\[
\frac{1}{n} \log \left( \sup_{Q} N(\epsilon \| F \|_{Q,1}, \mathcal{F}, L_1(Q)) \right) \to 0. 
\]

Therefore \( \mathcal{F} \) is Glivenko-Cantelli class of functions and using Theorem 2.4.3 of [29] we conclude that:

\[
\sup_{\theta \in K} |(M_n(\theta) - M_n(\theta_0)) - (\bar{M}(\theta) - \bar{M}(\theta_0))| = ||(\mathbb{P}_n - P)||_{\mathcal{F}} = o_p(1). 
\]

This establishes the consistency of \( (\hat{\alpha}_{\text{init}}, \hat{\beta}_{\text{init}}, \hat{d}) \).
Rate of convergence of initial estimators: So far we have established the quadratic curvature of $M(\theta)$ around its unique minimizer $\theta_0$ and also the consistency of $\hat{\theta}_{init} = (\hat{\alpha}_{init}, \hat{\beta}_{init}, \hat{d})$. In this section we show that:

$$\sqrt{n} \left( \frac{n}{p} \right)^{-\frac{1}{2}} \text{dist}(\hat{\theta}_{init}, \theta_0) = O_p(1)$$

which (along with Assumption 3.5) implies:

$$\frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \left[ (\hat{\alpha}_{init} - \alpha_0)^2 + (\hat{\beta}_{init} - \beta_0)^2 + \|\hat{d} - d_0\| \right] = O_p(1).$$

To establish the rate, all is left to do is to find a bound on the modulus of continuity of the empirical process $M_n(\theta)$, i.e we need to find $\phi_n(\delta)$ such that:

$$E \left[ \sup_{d(\theta, \theta_0) \leq \delta} |(M_n - M)(\theta_0) - (M_n - M)(\theta)| \right] \leq \frac{\phi_n(\delta)}{\sqrt{n}}. \quad (A.5)$$

Towards that end, define a local collection of functions $F_\delta = \{f_\theta : d(\theta, \theta_0) \leq \delta\}$. Note that when $d(\theta, \theta_0) \leq \delta$ we have:

$$\max \left\{ |\alpha - \alpha_0|, |\beta - \beta_0|, \sqrt{P(\text{sign}(X^\top d) \neq \text{sign}(X^\top d_0))} \right\} \leq \delta.$$

For any such $\theta$ we have:

$$E \left[ f_\theta(X, \xi)^2 \right] = E \left( \tilde{H}_k(\xi + \alpha_0 - \alpha) - \tilde{H}_k(\xi) \right)^2 P(X^\top d \lor X^\top d_0 \leq 0)$$

$$+ E \left( \tilde{H}_k(\xi + \beta_0 - \beta) - \tilde{H}_k(\xi) \right)^2 P(X^\top d_0 \leq 0 < X^\top d)$$

$$+ E \left( \tilde{H}_k(\xi + \beta_0 - \beta) - \tilde{H}_k(\xi) \right)^2 P(X^\top d \leq 0 < X^\top d_0)$$

$$+ E \left( \tilde{H}_k(\xi + \beta_0 - \beta) - \tilde{H}_k(\xi) \right)^2 P(X^\top d \land X^\top d_0 > 0)$$

$$\lesssim C_k \left[ \delta^2 + P(\text{sign}(X^\top d) \neq \text{sign}(X^\top d_0)) \right]$$

$$\lesssim C_k \delta^2$$

Hence applying Theorem 8.7 of [26] we conclude:

$$E \left[ \sup_{d(\theta, \theta_0) \leq \delta} |(M_n - M)(\theta_0) - (M_n - M)(\theta)| \right] \lesssim \sqrt{\frac{p}{n}} \delta \sqrt{\log \frac{1}{\delta} \lor \frac{p}{n} \log \frac{1}{\delta}}$$

Therefore a valid choice of $\phi_n$ in equation (A.5) is:

$$\phi_n(\delta) = \sqrt{p} \delta \sqrt{\log \frac{1}{\delta} \lor \frac{p}{\sqrt{n}} \log \frac{1}{\delta}}.$$
Using this $\phi_n$ in Theorem 3.4.1 of [29] we conclude that:

$$\sqrt{n/p} \left( \log n/p \right)^{-\frac{1}{2}} d(\hat{\theta}_{\text{init}}, \theta_0) = O_p(1).$$

Finally, as the function class under consideration $\mathcal{F} = \{ f_\theta : \theta \in \Omega \times S^{p-1} \}$ is uniformly bounded, an application of Theorem 2 of [23] yields:

$$P \left( n/p \left( \log n/p \right)^{-1} d(\hat{\theta}_{\text{init}}, \theta_0) \geq t \right) \leq C_k e^{-c_k t}$$

(A.6)

for some constants $C_k, c_k > 0$ which depends on $k$. This in particular implies that:

$$E \left[ n/p \left( \log n/p \right)^{-1} P \left( \sign(X_\top \hat{d}) \neq \sign(X_\top d_0) \right) \right] \leq C_k$$

(A.7)

for some constant $C_k > 0$ depends on $k$.

**Rate of convergence of the final estimators:** We now present the proof that the rate of convergence of the final estimator. The proof for $\hat{\alpha}$ and $\hat{\beta}$ are similar and therefore we only the present the proof for $\hat{\alpha}$. Before delving into the technical details, we introduce some notation:

$$M_n(\alpha, d) = \frac{1}{n} \sum_{i=1}^{n} \tilde{H}_k(Y_i - \alpha) 1_{X_\top d \leq 0}$$

$$R_n(\alpha, d_1, d_2) = \frac{1}{n} \sum_{i=1}^{n} \tilde{H}_k(Y_i - \alpha) \left( 1_{X_\top d_1 \leq 0} - 1_{X_\top d_2 \leq 0} \right)$$

$$M(\alpha) = E[M_n(\alpha, d)] = E \left[ \tilde{H}_k(Y - \alpha) 1_{X_\top d \leq 0} \right].$$

From Lemma [A.8] we have for all $|\alpha - \alpha_0| \leq \eta$ (for some small enough $\eta > 0$):

$$M(\alpha, d_0) - M(\alpha_0, d_0) \geq C_k (\alpha - \alpha_0)^2$$

In terms of the processes introduced above, we can write our final estimator $\hat{\alpha}$ as:

$$\hat{\alpha} = \arg \min_{\alpha} \frac{1}{n} \sum_{i=1}^{n} \tilde{H}_k(Y_i - \alpha) 1_{X_\top d \leq 0}$$

$$\hat{\alpha} = \arg \min_{\alpha} M_n(\alpha, \hat{d})$$

$$\hat{\alpha} = \arg \min_{\alpha} \left[ M_n(\alpha, d_0) + R_n(\alpha, \hat{d}, d_0) \right]$$

(A.8)

Consistency of the above estimator follows from the similar calculation as of its previous incarnation, hence we skip it here for brevity. The remainder term $R_n$ can be bounded as:

$$\sup_{\alpha : |\alpha - \alpha_0| \leq \delta} \left| R_n(\alpha, \hat{d}, d_0) - R_n(\alpha_0, \hat{d}, d_0) \right| \leq \frac{k \delta}{n} \sum_{i=1}^{n} 1_{\sign(X_i \top d) \neq \sign(X_i \top d_0)}$$
\[ k\delta \mathbb{P}_n f_d = k\delta \left[ (\mathbb{P}_n - P) f_d + Pf_d \right] \]

Fix \( \epsilon > 0 \). Previously, we have established that:

\[ Pf_d = O_p \left( \frac{p}{n} \log \frac{n}{p} \right). \]

Therefore we can find \( t_0 \) such that for all \( t > t_0 \):

\[ \mathbb{P} \left( Pf_d > t_0 \frac{p}{n} \log \frac{n}{p} \right) \leq \epsilon. \]

Next we bound the fluctuation of the centered empirical process.

\[
\begin{aligned}
&\mathbb{P} \left( \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} (\mathbb{P}_n - P) f_d > t \right) \\
\leq &\mathbb{P} \left( \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} (\mathbb{P}_n - P) f_d > t, Pf_d \leq t_0 \frac{p}{n} \log \frac{n}{p} \right) + \mathbb{P} \left( Pf_d > t_0 \frac{p}{n} \log \frac{n}{p} \right) \\
\leq &\mathbb{P} \left( \sup_{d: Pf_d \leq t_0 \frac{p}{n} \log \frac{n}{p}} \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \| (\mathbb{P}_n - P) f_d \| > t \right) + \epsilon \\
\leq &\frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \times \frac{1}{t} \mathbb{E} \left[ \sup_{d: Pf_d \leq t_0 \frac{p}{n} \log \frac{n}{p}} \| (\mathbb{P}_n - P) f_d \| \right] + \epsilon \\
\leq &\frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \times \frac{\sqrt{t_0} \sqrt{\log (n/p) - \log (t_0 \log (n/p))}}{t} + \frac{1}{t} \left( \log (n/p) \right)^{-1} + \epsilon \\
= &\frac{\sqrt{t_0}}{t} \sqrt{\log (n/p) - \log (t_0 \log (n/p))} + \frac{1}{t} \left( \log (n/p) \right)^{-1} + \epsilon \\
\end{aligned}
\]

Therefore we have:

\[ \limsup_{n \to \infty} \mathbb{P} \left( \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} (\mathbb{P}_n - P) f_d > t \right) \leq \frac{\sqrt{t_0}}{t} + \frac{1}{t} + \epsilon, \]

which implies that for any fixed \( \epsilon > 0 \), we can \( t \) large enough to ensure that:

\[ \limsup_{n \to \infty} \mathbb{P} \left( \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} (\mathbb{P}_n - P) f_d > t \right) \leq 2\epsilon \]

Hence we have:

\[ \sup_{|\alpha - \alpha_0| \leq \delta} \left| \mathbb{R}_n (\alpha, \hat{d}, d_0) - \mathbb{R}_n (\alpha_0, \hat{d}, d_0) \right| = \delta \times O_p \left( \frac{p}{n} \log \frac{n}{p} \right). \]
Again fix $\epsilon > 0$ and choose $t_0 > 0$ such that:

$$\limsup_{n \to \infty} \mathbb{P} \left( \frac{n}{p} \left( \log \frac{n}{p} \right)^{-1} \sup_{|\alpha - \alpha_0| \leq 0} \left| R_n(\alpha, \hat{d}, d_0) - R_n(\alpha_0, \hat{d}, d_0) \right| \geq \delta t_0 \right) \leq \epsilon.$$ 

Also note that this $t_0$ only depends on $\epsilon$, not $\delta$. Henceforth define $r_n = \sqrt{n} \wedge (n/p)(\log (n/p))^{-1}$, the desired rate of convergence for the second stage estimator for notational simplicity. Further, by an application of Lemma 2.14.1 of [29] we have for any $\delta > 0$:

$$\mathbb{E} \left[ \sup_{|\alpha - \alpha_0| \leq \delta} |(M_n - M)(\alpha, d_0) - (M_n - M)(\alpha_0, d_0)| \right] \leq \frac{\delta}{\sqrt{n}}. \quad (A.9)$$

Using a shelling type of argument, we have for any $t > 0$:

$$\mathbb{P} (r_n |\hat{\alpha} - \alpha_0| > t)$$

$$\leq \mathbb{P} (r_n |\hat{\alpha} - \alpha_0| > t, |\hat{\alpha} - \alpha_0| \leq \eta) + \mathbb{P} (|\hat{\alpha} - \alpha_0| > \eta)$$

$$\leq \mathbb{P} \left( \sup_{|\alpha - \alpha_0| \leq \eta} \left\{ M_n(\alpha, d_0) + R_n(\alpha_0, \hat{d}, d_0) - M_n(\alpha, d_0) - R_n(\alpha, \hat{d}, d_0) \right\} \geq 0 \right) + \epsilon$$

$$\leq \mathbb{P} \left( \sup_{|\alpha - \alpha_0| \leq \eta} \left\{ M_n(\alpha, d_0) + R_n(\alpha_0, \hat{d}, d_0) - M_n(\alpha, d_0) - R_n(\alpha, \hat{d}, d_0) \right\} \geq 0, \right.$$ 

$$\mathbb{P}_n f_d \leq t_0 \frac{p}{n} \log \frac{n}{p} \right) + \epsilon$$

$$\mathbb{P} f_d \leq t_0 \frac{p}{n} \log \frac{n}{p} \right) + \epsilon$$

$$\leq \sum_{j=1}^{\log_2 (r_n/t)} \mathbb{P} \left( \sup_{|\alpha - \alpha_0| \leq \eta} \left\{ M_n(\alpha_0, d_0) + R_n(\alpha, \hat{d}, d_0) - M_n(\alpha, d_0) - R_n(\alpha, \hat{d}, d_0) \right\} \geq 0, \mathbb{P}_n f_d \leq t_0 \frac{p}{n} \log \frac{n}{p} \right) + 2\epsilon$$

$$\leq \sum_{j=1}^{\log_2 (r_n/t)} \mathbb{P} \left( \sup_{|\alpha - \alpha_0| \leq \eta} \left\{ M_n(\alpha_0, d_0) - M_n(\alpha, d_0) \right\} \right.$$

$$+ \sup_{2j-1 < |\alpha - \alpha_0| \leq 2j} \left| R_n(\alpha, \hat{d}, d_0) - R_n(\alpha, \hat{d}, d_0) \right| \geq 0, \mathbb{P}_n f_d \leq t_0 \frac{p}{n} \log \frac{n}{p} \right) + 2\epsilon$$

$$\leq \sum_{j=1}^{\log_2 (r_n/t)} \mathbb{P} \left( \sup_{|\alpha - \alpha_0| \leq \eta} \left\{ M_n(\alpha_0, d_0) - M_n(\alpha, d_0) \right\} + 2j \frac{p}{n} \log \frac{n}{p} \geq 0 \right) + 2\epsilon$$
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Taking $t$ large enough we conclude:

$$\limsup_{n \to \infty} \mathbb{P}(r_n | \hat{\alpha} - \alpha_0| > t) \leq 3\epsilon$$

This completes the proof.

### A.4.2 Case 2: $k = \infty$, i.e. squared error loss

The proof for $k = \infty$ is similar to that of $0 \leq k < \infty$, the only difference is that the collection of functions $F$ defined in the proof of the previous part is no longer bounded. Hence we need to modify some parts of the proof carefully to take care of that.

**Consistency:** Consider the same function class $F$ as in paragraph [A.4.1] Note that now any individual function $f_\theta$ is:

$$f_\theta(X, \xi) = \left( \xi(\alpha_0 - \alpha) + \frac{1}{2}(\alpha_0 - \alpha)^2 \right) 1_{X^\top d \nu X^\top d_0 \leq 0}$$
\[
\left( \xi (\alpha_0 - \beta) + \frac{1}{2}(\alpha_0 - \beta)^2 \right) \mathbb{1}_{X_d \leq 0 \land X_d^\top d > 0} \\
+ \left( \xi (\beta_0 - \alpha) + \frac{1}{2}(\beta_0 - \alpha)^2 \right) \mathbb{1}_{X_d \leq 0 \land X_d^\top d > 0} \\
+ \left( \xi (\beta_0 - \beta) + \frac{1}{2}(\beta_0 - \beta)^2 \right) \mathbb{1}_{X_d \leq 0 \land X_d^\top d > 0}
\]

The envelope function \( F \) of \( \mathcal{F} \) is as follows:

\[
\sup_{\theta \in \Theta} |f_{\theta}(X, \xi)| \leq \sup_{(\alpha, \beta) \in \Omega} \left[ |\xi| \max \{ |\alpha - \alpha_0|, |\alpha - \beta_0|, |\beta - \alpha_0|, |\beta - \beta_0| \} \right] \\
+ \frac{1}{2} \left( \max \{ |\alpha - \alpha_0|, |\alpha - \beta_0|, |\beta - \alpha_0|, |\beta - \beta_0| \} \right)^2 \\
\leq C|\xi| + \frac{C^2}{2} := F(X, \xi)
\]

The envelope function is integrable and following same analysis as of paragraph A.4.1 we conclude:

\[
\sup_{Q} Q \left( \epsilon \|F\|_{Q,1}, \mathcal{F}, L_1(Q) \right) \leq K^4 \left( \frac{16e}{\epsilon} \right)^{v+p}.
\]

Hence \( \mathcal{F} \) is a Glivenko-Cantelli class of functions and consistency follows from Theorem 2.4.3 of [29].

**Rate of convergence of the initial estimate:** To control the modulus of continuity, we can no longer apply Theorem 8.7 of [26] directly here as the functions are not uniformly bounded. Here we use the following modified version of Theorem 1 of [15]:

**Proposition A.7.** Suppose \( \{\xi_1, \ldots, \xi_n\} \) are independent of random variables of \( \{X_1, \ldots, X_n\} \) and moreover \( \{X_1, \ldots, X_n\} \) are permutation invariant. Assume further that there exists a non-decreasing concave function \( \varphi_n : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) with \( \varphi_n(0) = 0 \) and constant \( b_n > 0 \) such that for \( 1 \leq k \leq n \):

\[
\mathbb{E} \left\| \sum_{i=1}^{k} \epsilon_i f(X_i) \right\|_{\mathcal{F}} \leq \varphi_n(k) + b_n.
\]

for some i.i.d Rademacher random variables \( \epsilon_1, \ldots, \epsilon_n \). Then we have:

\[
\mathbb{E} \left\| \sum_{i=1}^{n} \xi_i f(X_i) \right\|_{\mathcal{F}} \leq 4 \int_{0}^{\infty} \varphi_n \left( \sum_{i=1}^{n} \mathbb{P} (|\xi_i| > t) \right) dt + 2b_n \mathbb{E} \left[ \max_{1 \leq i \leq n} |\xi_i| \right].
\]

The proof of this proposition can be found in the Appendix [B]. To apply the above proposition, we define

\[
f_{\theta}(X_i, \xi_i) = \xi_i f_{\theta,1}(X_i) + f_{\theta,2}(X_i)
\]

where:

\[
f_{\theta,1}(X_i) = (\alpha_0 - \alpha) \mathbb{1}_{X_d \leq 0 \land X_d^\top d \leq 0} + (\alpha_0 - \beta) \mathbb{1}_{X_d \leq 0 \land X_d^\top d > 0}
\]
Ignoring constants (as they won’t effect the rate of convergence) we can take  \( \phi \).

For the collection  \( F \) Theorem 3.4.1 of [29] as:

Therefore combining equation (A.11) and (A.12) we conclude:

Both the collections  \( F_1 = \{ f_{\theta,1} : d(\theta, \theta_0) \leq \delta \} \) and  \( F_2 = \{ f_{\theta,2} : d(\theta, \theta_0) \leq \delta \} \) are uniformly bounded with VC dimension of the order  \( p \). It is also immediate that  \( P f_{\theta,j}^2 \leq \delta^2 \) for all \( \theta : d(\theta, \theta_0) \leq \delta \), for  \( j \in \{1, 2\} \). Hence we have from Theorem 8.7 of [26] for any  \( 1 \leq k \leq n \) and  \( \epsilon_1, \ldots, \epsilon_n \) i.i.d Rademacher random variables:

for some constants  \( L > 0, A > \epsilon^2 \) and  \( U \) is the uniform bounds on the individual functions and  \( \varphi_n(k) = L \delta \sqrt{k} \sqrt{p \log \left( AU / \delta \right)} \) and  \( b_n = pU \log \left( AU / \delta \right) \). Therefore using Proposition A.7,

For the collection  \( F_2 \) we can directly use equation (A.10) for  \( k = n \) we obtain:

Therefore combining equation (A.11) and (A.12) we conclude:

Ignoring constants (as they won’t effect the rate of convergence) we can take  \( \phi_n(\delta) \) is Theorem 3.4.1 of [29] as:

Finally solving the equation the equation  \( r_n^2 \phi_n(1/r_n) \leq \sqrt{n} \) we conclude the rate of convergence.
Rate of convergence of the final estimators: The calculation is exactly same as in Paragraph A.4.1 and hence skipped.

A.5 Proof of Theorem 2.1

To establish the rate of convergence and the asymptotic distribution of the change point estimators obtained via Huber loss, we first need to establish a curvature of the population loss function around its unique minimizer. The following lemma is imperative to that end:

Lemma A.8. If $\xi$ follows a symmetric distribution around the origin with with continuous density $f_\xi$ satisfying $f_\xi(0) > 0$, then for any $k > 0$, $|\mu| < 2k$, we have:

$$
\mathbb{E} \left[ \bar{H}_k(\xi + \mu) - \bar{H}_k(\xi) \right] \geq \frac{\mu^2}{2} \mathbb{P}(-k \leq \xi \leq k - \mu) \geq \frac{\mu^2}{2} \mathbb{P}(-k \leq \xi \leq 0).
$$

For $k = 0$, if we choose $\delta$ such that for all $|x| \leq \delta$, $f_\xi(x) \geq f_\xi(0)/2$, then we have for $|\mu| \leq \delta$:

$$
\mathbb{E} \left[ \bar{H}_k(\xi + \mu) - \bar{H}_k(\xi) \right] \geq \frac{\mu^2}{2} f_\xi(0).
$$

The proof of the above lemma can be found in Appendix B. Now set $\delta > 0$ such that $\beta_0 + \delta < \alpha_0$. Define the empirical stochastic process $M_n(\theta)$ as:

$$
M_n(\theta) \equiv M_n(\alpha, \beta, d) = \frac{1}{n} \sum_{i=1}^{n} \bar{H}_k \left( Y_i - \alpha 1_{X_i \leq d} - \beta 1_{X_i > d} \right)
$$

$$
= \frac{1}{n} \sum_{i=1}^{n} \bar{H}_k (\xi_i + \alpha_0 1_{X_i \leq d_0} + \beta_0 1_{X_i > d_0} - \alpha 1_{X_i \leq d} - \beta 1_{X_i > d})
$$

$$
= \frac{1}{n} \sum_{i=1}^{n} \bar{H}_k (\xi_i + \alpha_0 - \alpha) 1_{X_i \leq d_0 \land d} + \frac{1}{n} \sum_{i=1}^{n} \bar{H}_k (\xi_i + \alpha_0 - \beta) 1_{d < X_i \leq d_0}
$$

$$
+ \frac{1}{n} \sum_{i=1}^{n} \bar{H}_k (\xi_i + \beta_0 - \alpha) 1_{d_0 < X_i \leq d} + \frac{1}{n} \sum_{i=1}^{n} \bar{H}_k (\xi_i + \beta_0 - \beta) 1_{X_i > d \lor d_0}
$$

This implies the centred empirical stochastic process is:

$$
M_n(\theta) - M_n(\theta_0) = \mathbb{E} [M_n(\theta) - M_n(\theta_0)]
$$

$$
= \frac{1}{n} \sum_{i=1}^{n} \left( \bar{H}_k (\xi_i + \alpha_0 - \alpha) - \bar{H}_k (\xi_i) \right) 1_{X_i \leq d_0 \land d}
$$

$$
+ \frac{1}{n} \sum_{i=1}^{n} \left( \bar{H}_k (\xi_i + \alpha_0 - \beta) - \bar{H}_k (\xi_i) \right) 1_{d < X_i \leq d_0}
$$

$$
+ \frac{1}{n} \sum_{i=1}^{n} \left( \bar{H}_k (\xi_i + \beta_0 - \alpha) - \bar{H}_k (\xi_i) \right) 1_{d_0 < X_i \leq d}
$$

$$
+ \frac{1}{n} \sum_{i=1}^{n} \left( \bar{H}_k (\xi_i + \beta_0 - \beta) - \bar{H}_k (\xi_i) \right) 1_{X_i > d \lor d_0}
$$
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and the corresponding population deterministic process:

\[
\mathbb{M}(\theta) - \mathbb{M}(\theta_0) = \mathbb{E} \left[ \left( \tilde{H}_k (\xi_i + \alpha_0 - \alpha) - \tilde{H}_k (\xi_i) \right) \mathbb{P} (X \leq d \land d_0) \right. \\
+ \mathbb{E} \left[ \left( \tilde{H}_k (\xi_i + \alpha_0 - \beta) - \tilde{H}_k (\xi_i) \right) \mathbb{P} (d_0 < X < d) \right. \\
+ \mathbb{E} \left[ \left( \tilde{H}_k (\xi_i + \beta_0 - \alpha) - \tilde{H}_k (\xi_i) \right) \mathbb{P} (d_0 < X < d) \right. \\
+ \mathbb{E} \left[ \left( \tilde{H}_k (\xi_i + \beta_0 - \beta) - \tilde{H}_k (\xi_i) \right) \mathbb{P} (X > d \lor d_0) \right. \\
\left. \right] \left( \alpha - \alpha_0 \right)^2 \mathbb{P} (X \leq d \land d_0) + (\beta_0 - \beta)^2 \mathbb{P} (X > d \lor d_0) \\
\left. \right] + |d - d_0| \{2(\alpha_0 - \beta_0 - \delta)^2\} \\
\geq C_k \left[ (\alpha_0 - \alpha)^2 + (\beta_0 - \beta)^2 + |d - d_0| \right] (A.14)
\]

for all \(|\alpha - \alpha_0| \leq \delta, |\beta - \beta_0| \leq \delta\), where the penultimate inequality follows from Lemma A.8. Also note that the definition of \(C_k\) is different in the last two lines, but as they are constant, we refrain ourselves from using different notations in each line.

**Consistency:** We have established that \(\mathbb{M}(\theta)\) has local quadratic curvature with respect to \((\alpha, \beta)\) in a \(\delta\)-neighbourhood around the truth. Now to establish the rate of convergence, we first need to establish the consistency of our estimator. To that end, we use Theorem 3.2.2 of [29]. That the process \(\mathbb{M}(\theta) - \mathbb{M}(\theta_0)\) is continuous with respect to \(\theta\) and has a clear minima at \(\theta = \theta_0\) is immediate from the definition. Also the tightness of the minimizer \(\hat{\theta} = (\hat{\alpha}, \hat{\beta}, \hat{d})\) follows directly from our assumption of the compact parameter space \(\Theta\). Therefore, all we need to show is that for any compact subset \(K \subseteq \Theta\):

\[
\sup_{\theta \in K} |(\mathbb{M}_n(\theta) - \mathbb{M}_n(\theta_0)) - (\mathbb{M}(\theta) - \mathbb{M}(\theta_0))| = o_p(1).
\]

Towards that direction, define the function \(f_{\theta}(X, \xi)\) as:

\[
f_{\theta}(X, \xi) = \left( \tilde{H}_k (\xi + \alpha_0 - \alpha) - \tilde{H}_k (\xi) \right) \mathbb{I}_{X \leq d_0 \land d} \\
\left( \tilde{H}_k (\xi + \alpha_0 - \beta) - \tilde{H}_k (\xi) \right) \mathbb{I}_{d < X \leq d_0} \\
+ \left( \tilde{H}_k (\xi + \beta_0 - \alpha) - \tilde{H}_k (\xi) \right) \mathbb{I}_{d_0 < X \leq d} \\
+ \left( \tilde{H}_k (\xi + \beta_0 - \beta) - \tilde{H}_k (\xi) \right) \mathbb{I}_{X > d \lor d_0}
\]

It is immediate from the definition of \(f_{\theta}(X, \xi)\) that the collection of functions:

\[
\mathcal{F}_K = \{f_{\theta} : \theta \in K\}
\]

has finite VC dimension. Furthermore, as \(K\) is compact, there exist \(c\) such that:

\[
\max_{\theta \in K} \{|\alpha|, |\beta|, |d|\} \leq c.
\]
Note that the Huber function $H_k$ is Lipschitz with the Lipschitz constant being $k$. Therefore we have for any $\mu > 0$:

$$
|\bar{H}_k(\xi + \mu) - \bar{H}_k(\xi)| = \frac{k+1}{k} |H_k(\xi + \mu) - H_k(\xi)| \leq k|\mu|.
$$

(A.15)

This implies that the function of $F$ are uniformly bounded. Hence using Glivenko-Cantelli theorem (e.g. see Theorem 2.8.1 of [29]) we conclude that:

$$
\sup_{\theta \in \mathcal{K}} |(\bar{M}_n(\theta) - \bar{M}_n(\theta_0)) - (\bar{M}(\theta) - \bar{M}(\theta_0))| = \|P_n - P\|_{\mathcal{F}} = o_p(1).
$$

This establishes the consistency.

**Tightness upon proper scaling:** We next show that:

$$
\max \left\{ \sqrt{n} (\hat{\alpha} - \alpha_0), \sqrt{n} (\hat{\beta} - \beta_0), n (\hat{d} - d_0) \right\} = O_p(1).
$$

Here we apply Theorem 3.2.5 of [29]. Define a semi-metric on $\Theta$ as:

$$
d(\theta_1, \theta_2) = \sqrt{(\alpha_1 - \alpha_2)^2 + (\beta_1 - \beta_2)^2 + |d_1 - d_2|}
$$

From (A.14) we have $\bar{M}(\theta) - \bar{M}(\theta_0) \geq C_k d^2(\theta, \theta_0)$. To establish asymptotic equicontinuity of the process we need to bound:

$$
\mathbb{E} \left[ \sup_{d(\theta, \theta_0) \leq \delta} |(\bar{M}_n(\theta) - \bar{M}_n(\theta_0) - (\bar{M}(\theta) - \bar{M}(\theta_0))| \right]
$$

where we define the collection $\mathcal{F}_\delta$ as $\mathcal{F}_\delta = \{f_\theta : d(\theta, \theta_0) \leq \delta\}$. The envelope function of $\mathcal{F}_\delta$ is defined as:

$$
\sup_{\theta : d(\theta, \theta_0) \leq \delta} \left| \bar{H}_k (\xi + \alpha_0 - \alpha) - \bar{H}_k(\xi) \right| 1_{X \leq d_0} \wedge d
$$

$$
+ \left| \bar{H}_k (\xi + \alpha_0 - \beta) - \bar{H}_k(\xi) \right| 1_{d < X \leq d_0}
$$

$$
+ \left| \bar{H}_k (\xi + \beta_0 - \alpha) - \bar{H}_k(\xi) \right| 1_{d_0 < X \leq d}
$$

$$
+ \left| \bar{H}_k (\xi + \beta_0 - \beta) - \bar{H}_k(\xi) \right| 1_{X > d \vee d_0}
$$

$$
\leq C_k (2\delta + 1_{d < X \leq d_0} + 1_{d_0 < X \leq d})
$$

$$
\leq 2C_k (2\delta \vee 1_{d < X \leq d_0} + 1_{d_0 < X \leq d}) := F_\delta(X, \xi)
$$

Hence the $L_2(P)$ norm of the envelope function:

$$
\sqrt{PF_\delta^2} \leq 2C_k \left( 2\delta \vee \sqrt{P}(d_0 < X < d) + \sqrt{P}(d < X < d_0) \right) \leq 4C_k \delta := \phi_n(\delta).
$$

Hence an application of Theorem 3.2.5 of [29] yields $\sqrt{n} d(\hat{\theta}, \theta_0) = O_p(1)$, which completes the proof.
**Asymptotic distribution:** In the final paragraph we establish the asymptotic distribution of $\sqrt{n} (\hat{\alpha} - \alpha_0)$, $\sqrt{n} (\hat{\beta} - \beta_0)$ and $n (\hat{d} - d_0)$. Towards that end, we largely follow the approach of Subsection 14.5.1 of [17]. For any $\mathbf{h} := (h_1, h_2, h_3) \in \mathbb{R}^3$ define a parameter vector $\theta_{n, h} = \alpha_0 + \frac{h_1}{\sqrt{n}}, \beta_0 + \frac{h_2}{\sqrt{n}}, d_0 + \frac{h_3}{n}$. Define a stochastic process $Q_n$ on $\mathbb{R}^3$ as:

$$Q_n(h_1, h_2, h_3) = n \times P_n(f_{\theta_{n, h}} - f_{\theta_0})$$

$$= \sum_{i=1}^{n} \left( \tilde{H}_k \left( \frac{\xi_i}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \mathbb{1}_{X_i \leq d_0}$$

$$+ \sum_{i=1}^{n} \left( \tilde{H}_k \left( \frac{\xi_i + \alpha_0 - \beta_0 - \frac{h_2}{\sqrt{n}}}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \mathbb{1}_{d_0 < X_i \leq d_0 + \frac{h_2}{n}}$$

$$+ \sum_{i=1}^{n} \left( \tilde{H}_k \left( \frac{\xi_i + \beta_0 - \alpha_0 - \frac{h_1}{\sqrt{n}}}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \mathbb{1}_{d_0 < X_i \leq d_0 + \frac{h_1}{n}}$$

$$+ \sum_{i=1}^{n} \left( \tilde{H}_k \left( \frac{\xi_i + \frac{h_2}{\sqrt{n}}}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \mathbb{1}_{X_i > d_0}$$

$$:= Q_{n,1}(h) + Q_{n,2}(h) + Q_{n,3}(h) + Q_{n,4}(h).$$

It is immediate from the definition of $Q_n(h)$ that:

$$\hat{\mathbf{n}} := \left( \sqrt{n} (\hat{\alpha} - \alpha_0), \sqrt{n} (\hat{\beta} - \beta_0), n (\hat{d} - d_0) \right) = \text{mid argmin}_{\mathbf{h} \in \mathbb{R}^3} Q_n(h).$$

We next show that there exist a stochastic process $\mathcal{Q}$ on $\mathbb{R}^3$ such that for any compact rectangle $I = I_1 \times I_2 \times I_3 \subset \mathbb{R}^3$:

$$Q_{n|I} \Rightarrow \mathcal{Q}|I.$$ 

where the process $\mathcal{Q}$ is defined as:

$$\mathcal{Q}(\mathbf{h}) = \left( h_1 \sigma_k \sqrt{F_X(d_0)} \times Z_1 + \frac{h_1^2}{2} \mu_k F_X(d_0) \right)$$

$$+ \left( h_2 \sigma_k \sqrt{F_X(d_0)} \times Z_2 + \frac{h_2^2}{2} \mu_k F_X(d_0) \right)$$

$$+ \text{CPP} \left( \tilde{H}_k (\xi_i + (\alpha_0 - \beta_0)) - \tilde{H}_k(\xi_i), f_X(\theta_0) \right).$$

with $Z_1, Z_2 \overset{i.i.d.}{\sim} \mathcal{N}(0, 1)$ and CPP is (as defined in the main paper) compound Poisson process. Note that the stochastic process $Q_n$ is continuous with respect to its first two coordinates and cadlag (right continuous with left limit) with respect to its third coordinate. Hence to establish the convergence of $\{Q_{n|I}\}_{n \in \mathbb{N}}$ we need to use Skorohod topology. We mainly use Theorem 13.5 of [7] to establish the convergence result. Towards that end, define:

$$\check{\xi}_{i, h_1} = \left( \tilde{H}_k \left( \frac{\xi_i + h_1}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) - \mathbb{E} \left[ \left( \tilde{H}_k \left( \frac{\xi_i + h_1}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \right]$$

45
\[ \hat{\xi}_{i,h_2} = \left( \tilde{H}_k \left( \xi_i + \frac{h_2}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) - \mathbb{E} \left[ \left( \tilde{H}_k \left( \xi_i + \frac{h_2}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \right] \]

and another stochastic process \( \tilde{Q}_n(h) \) as:

\[
\tilde{Q}_n(h) = \sum_{i=1}^{n} \hat{\xi}_{i,h_1} I_{X_i \leq d_0 \wedge d_1 + \frac{h_3}{n}} + \sum_{i=1}^{n} \left( \tilde{H}_k \left( \xi_i + (\alpha_0 - \beta_0) \right) - \tilde{H}_k(\xi_i) \right) I_{d_0 + \frac{h_3}{n} < X_i \leq d_0} + \sum_{i=1}^{n} \left( \tilde{H}_k \left( \xi_i + (\beta_0 - \alpha_0) \right) - \tilde{H}_k(\xi_i) \right) I_{d_0 < X_i \leq d_0 + \frac{h_3}{n}} + \sum_{i=1}^{n} \hat{\xi}_{i,h_2} I_{X_i > d_0 \vee d_0 + \frac{h_3}{n}} := \tilde{Q}_{n,+}(h) I_{h_3 \geq 0} + \tilde{Q}_{n,-}(h) I_{h_3 < 0}.
\]

Hence we have the following decomposition:

\[
Q_n(h) = \tilde{Q}_n(h) + \mathcal{E}_n(h) + \mathcal{R}_n(h) \tag{A.16}
\]

where:

\[
\mathcal{R}_n(h) = \sum_{i=1}^{n} \left( \tilde{H}_k \left( \xi_i + (\alpha_0 - \beta_0) - \frac{h_2}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) I_{d_0 + \frac{h_3}{n} < X_i \leq d_0} + \sum_{i=1}^{n} \left( \tilde{H}_k \left( \xi_i + (\beta_0 - \alpha_0) - \frac{h_1}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) I_{d_0 < X_i \leq d_0 + \frac{h_3}{n}}
\]

and

\[
\mathcal{E}_n(h) = \mathbb{E} \left[ \left( \tilde{H}_k \left( \xi_i + \frac{h_3}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \right] \sum_{i=1}^{n} I_{X_i \leq d_0 \wedge d_1 + \frac{h_3}{n}} + \mathbb{E} \left[ \left( \tilde{H}_k \left( \xi_i + \frac{h_2}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \right] \sum_{i=1}^{n} I_{X_i > d_0 \vee d_1 + \frac{h_3}{n}}
\]

We next show \( \mathcal{R}_n(h) \) is \( o_p(1) \) uniformly over a compact set:

\[
|\mathcal{R}_n(h)| = \left| \sum_{i=1}^{n} \left( \tilde{H}_k \left( \xi_i + (\alpha_0 - \beta_0) - \frac{h_2}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) I_{d_0 + \frac{h_3}{n} < X_i \leq d_0} + \sum_{i=1}^{n} \left( \tilde{H}_k \left( \xi_i + (\beta_0 - \alpha_0) - \frac{h_1}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) I_{d_0 < X_i \leq d_0 + \frac{h_3}{n}} \right| 
\]

\[
\leq \sum_{i=1}^{n} \left| \tilde{H}_k \left( \xi_i + (\alpha_0 - \beta_0) - \frac{h_2}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right| I_{d_0 + \frac{h_3}{n} < X_i \leq d_0}
\]
Now suppose $h \in \mathbb{I}$. There $|h_1| \vee |h_2| \vee |h_3| \leq K$ for some $K > 0$. Hence we have:

$$
\sup_{h \in \mathbb{I}} |\mathcal{R}_n(h)| \leq \frac{(k + 1)K}{\sqrt{n}} \left[ \sum_{i=1}^{n} 1_{d_0 - \frac{K}{n} < X_i \leq d_0} + \sum_{i=1}^{n} 1_{d_0 < X_i \leq d_0 + \frac{K}{n}} \right]
$$

as we know:

$$
\sum_{i=1}^{n} 1_{d_0 - \frac{K}{n} < X_i \leq d_0 + \frac{K}{n}} \xrightarrow{d} \text{Pois}(K f_X(d_0))
$$

we conclude that:

$$
\sup_{h \in \mathbb{I}} |\mathcal{R}_n(h)| = O_p(n^{-1/2}) = o_p(1).
$$

We now establish the convergence of $\mathcal{E}(h)$:

$$
\mathcal{E}_n(h) = \mathbb{E} \left[ \left( \tilde{H}_k \left( \frac{\xi_i + h_1}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \right] \sum_{i=1}^{n} 1_{X_i \leq d_0 \land d_0 + \frac{h_3}{n}}
$$

+ $\mathbb{E} \left[ \left( \tilde{H}_k \left( \frac{\xi_i + h_2}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right) \right] \sum_{i=1}^{n} 1_{X_i > d_0 \lor d_0 + \frac{h_3}{n}}$

$$
= \frac{k + 1}{k} \left\{ \frac{h_1^2}{2n} P \left( -k \leq \xi \leq k - \frac{h_1}{\sqrt{n}} \right) + \mathbb{E} \left[ \left( \frac{h_1}{\sqrt{n}} k - \frac{h_1}{\sqrt{n}} \xi - \frac{1}{2}(\xi - k)^2 \right) 1_{k - \frac{h_1}{\sqrt{n}} \leq \xi \leq k} \right] \right\}
$$

+ $\mathbb{E} \left[ \left( \xi + \frac{h_1}{\sqrt{n}} + k \right)^2 1_{-k - \frac{h_1}{\sqrt{n}} \leq \xi \leq -k} \right] \sum_{i=1}^{n} 1_{X_i \leq d_0 \land d_0 + \frac{h_3}{n}}$

+ $\frac{k + 1}{k} \left\{ \frac{h_2^2}{2n} P \left( -k \leq \xi \leq k - \frac{h_2}{\sqrt{n}} \right) + \mathbb{E} \left[ \left( \frac{h_2}{\sqrt{n}} k - \frac{h_2}{\sqrt{n}} \xi - \frac{1}{2}(\xi - k)^2 \right) 1_{k - \frac{h_2}{\sqrt{n}} \leq \xi \leq k} \right] \right\}
$$

+ $\mathbb{E} \left[ \left( \xi + \frac{h_2}{\sqrt{n}} + k \right)^2 1_{-k - \frac{h_2}{\sqrt{n}} \leq \xi \leq -k} \right] \sum_{i=1}^{n} 1_{X_i > d_0 \lor d_0 + \frac{h_3}{n}}$

$$
= \frac{n k + 1}{k} \left\{ \frac{h_1^2}{2n} P \left( -k \leq \xi \leq k - \frac{h_1}{\sqrt{n}} \right) + \mathbb{E} \left[ \left( \frac{h_1}{\sqrt{n}} k - \frac{h_1}{\sqrt{n}} \xi - \frac{1}{2}(\xi - k)^2 \right) 1_{k - \frac{h_1}{\sqrt{n}} \leq \xi \leq k} \right] \right\}
$$

+ $\mathbb{E} \left[ \left( \xi + \frac{h_1}{\sqrt{n}} + k \right)^2 1_{-k - \frac{h_1}{\sqrt{n}} \leq \xi \leq -k} \right] \sum_{i=1}^{n} 1_{X_i \leq d_0 \land d_0 + \frac{h_3}{n}}$

+ $n \frac{k + 1}{k} \left\{ \frac{h_2^2}{2n} P \left( -k \leq \xi \leq k - \frac{h_2}{\sqrt{n}} \right) + \mathbb{E} \left[ \left( \frac{h_2}{\sqrt{n}} k - \frac{h_2}{\sqrt{n}} \xi - \frac{1}{2}(\xi - k)^2 \right) 1_{k - \frac{h_2}{\sqrt{n}} \leq \xi \leq k} \right] \right\}
$$

+ $\mathbb{E} \left[ \left( \xi + \frac{h_2}{\sqrt{n}} + k \right)^2 1_{-k - \frac{h_2}{\sqrt{n}} \leq \xi \leq -k} \right] \sum_{i=1}^{n} 1_{X_i > d_0 \lor d_0 + \frac{h_3}{n}}$
For the other terms in the expectation:

\[ \frac{k+1}{k} \left\{ \frac{h_1^2}{2} \mathbb{P} \left( -k \leq \xi \leq k - \frac{h_1}{\sqrt{n}} \right) + n \mathbb{E} \left[ \left( \frac{h_1}{\sqrt{n}} k - \frac{h_1}{\sqrt{n}} \xi - \frac{1}{2} (\xi - k)^2 \right) 1_{k-\frac{h_1}{\sqrt{n}} \leq \xi \leq k} \right] \right\} \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{X_i > d_0 \vee d_0 + \frac{h_1}{n}} \]

\[ = \frac{k+1}{k} \left\{ \frac{h_1^2}{2} \mathbb{P} \left( -k \leq \xi \leq k - \frac{h_1}{\sqrt{n}} \right) + n \mathbb{E} \left[ \left( \frac{h_1}{\sqrt{n}} k - \frac{h_1}{\sqrt{n}} \xi - \frac{1}{2} (\xi - k)^2 \right) 1_{k-\frac{h_1}{\sqrt{n}} \leq \xi \leq k} \right] \right\} \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{X_i > d_0 \vee d_0 + \frac{h_2}{n}} \]

From strong law of large numbers we have:

\[ \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{X_i \leq d_0 \wedge d_0 + \frac{h_1}{n}} \xrightarrow{p} \mathbb{P}(X \leq d_0), \quad (A.18) \]

\[ \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{X_i > d_0 \vee d_0 + \frac{h_1}{n}} \xrightarrow{p} \mathbb{P}(X > d_0), \quad (A.19) \]

For the other terms in the expectation:

\[ \frac{h_1^2}{2} \mathbb{P} \left( -k \leq \xi \leq k - \frac{h_1}{\sqrt{n}} \right) \longrightarrow \frac{h_1^2}{2} \mathbb{P} (-k \leq \varepsilon \leq k), \quad (A.20) \]

\[ \frac{h_1^2}{2} \mathbb{P} \left( -k \leq \xi \leq k - \frac{h_2}{\sqrt{n}} \right) \longrightarrow \frac{h_2^2}{2} \mathbb{P} (-k \leq \varepsilon \leq k). \quad (A.21) \]

For the other terms:

\[ n \mathbb{E} \left[ \left( \frac{h_2}{\sqrt{n}} k - \frac{h_2}{\sqrt{n}} \xi - \frac{1}{2} (\xi - k)^2 \right) 1_{k-\frac{h_2}{\sqrt{n}} \leq \xi \leq k} \right] \]

\[ = n \int_{k-\frac{h_2}{\sqrt{n}}}^{k} \left( \frac{h_2}{\sqrt{n}} k - \frac{h_2}{\sqrt{n}} \xi - \frac{1}{2} (\xi - k)^2 \right) f_{\xi}(x) \, dx \]

\[ = n \left[ \frac{h_2}{\sqrt{n}} \int_{k-\frac{h_2}{\sqrt{n}}}^{k} (k-x) f_{\xi}(x) \, dx - \frac{1}{2} \int_{k-\frac{h_2}{\sqrt{n}}}^{k} (x-k)^2 f_{\xi}(x) \, dx \right] \]

\[ = n \left[ \frac{h_2}{\sqrt{n}} \int_{0}^{\frac{h_2}{\sqrt{n}}} z f_{\xi}(z-k) \, dz - \frac{1}{2} \int_{-\frac{h_2}{\sqrt{n}}}^{0} z^2 f_{\xi}(z+k) \, dz \right] \]

\[ \leq C n \left[ \frac{h_2}{\sqrt{n}} \int_{0}^{\frac{h_2}{\sqrt{n}}} z \, dz + \frac{1}{2} \int_{-\frac{h_2}{\sqrt{n}}}^{0} z^2 \, dz \right] \quad [C = \max_{x} f_{\xi}(x)] \]

\[ = n \times O(n^{-3/2}) = o(1). \quad (A.22) \]
\[ n \mathbb{E} \left[ \frac{1}{2} \left( \xi + \frac{h_2}{\sqrt{n}} + k \right)^2 \mathbb{I}_{-k - \frac{h_2}{\sqrt{n}} \leq \xi \leq -k} \right] \\
= n \int_{-k - \frac{h_2}{\sqrt{n}}}^{0} \frac{1}{2} \left( x + \frac{h_2}{\sqrt{n}} + k \right)^2 f_\xi(x) \, dx \\
= \frac{h_3^2}{6n^{1/2}} f_\xi(k) + o(1) = o(1). \quad (A.23) \]

Similar calculation holds for the terms involving \( h_1 \). Hence we conclude combining equations \( (A.18) \) - \( (A.23) \) we conclude:

\[ e_n(h) \xrightarrow{p} \frac{k + 1}{k} \left[ \frac{h_2^2}{2} \mathbb{P}(-k \leq \epsilon \leq k) F_X(d_0) + \frac{h_2^2}{2} \mathbb{P}(-k \leq \epsilon \leq k) \bar{F}_X(d_0) \right]. \quad (A.24) \]

Finally we show the weak convergence of \( \bar{Q}_n(h) \) to \( Q(h) \), for which we need to show that the collection \( \{ \bar{Q}_n(h) \}_{n \in \mathbb{N}} \) is tight with respect to appropriate topology and every finite dimensional projection of \( \bar{Q}_n(h) \) converges to that of \( Q(h) \). We embark on by showing that for any fixed \( h \), \( \bar{Q}_n(h) \) converges to \( Q(h) \) in distribution. Towards that direction, fix \( h_3 > 0 \):

\[ \mathbb{E} \left[ \exp(i t \bar{Q}_n(h)) \right] = \mathbb{E} \left[ \mathbb{E} \left[ \exp(i t \bar{Q}_n(h)) \mid X_1, \ldots, X_n \right] \right] \\
= \mathbb{E} \left[ \mathbb{E}_X \left[ \exp(i t \bar{Q}_n(h)) \right] \right]. \]

We start with analyzing the inner expectation \( \mathbb{E}_X \left[ \exp(i t \bar{Q}_n(h)) \right] \):

\[ \mathbb{E}_X \left[ \exp(i t \bar{Q}_n(h)) \right] = \mathbb{E}_x \left[ \exp \left\{ \left( it \sum_{i=1}^{n} \tilde{\xi}_{i,h_1} \mathbb{I}_{X_i \leq d_0} \right. \right. \\
+ \sum_{i=1}^{n} \left( \tilde{H}_k(\xi_i + (\alpha_0 - \beta_0)) - \tilde{H}_k(\xi_i) \right) \mathbb{I}_{d_0 < X_i \leq d_0 + \frac{h_3}{n}} \right. \right. \\
+ \sum_{i=1}^{n} \tilde{\xi}_{i,h_2} \mathbb{I}_{X_i > d_0 + \frac{h_3}{n}} \left. \right\} \right] \\
= \left( \phi_{\tilde{\xi}_{h_1}}(t) \right)^{\sum_{i=1}^{n} \mathbb{I}_{X_i \leq d_0}} \times \left( \phi_{\tilde{\xi}_{h_2}}(t) \right)^{\sum_{i=1}^{n} \mathbb{I}_{X_i > d_0 + \frac{h_3}{n}}} \\
\times \left( \phi_{\bar{H}_k(\xi_i + (\alpha_0 - \beta_0)) - \bar{H}_k(\xi_i)}(t) \right)^{\sum_{i=1}^{n} \mathbb{I}_{d_0 < X_i \leq d_0 + \frac{h_3}{n}}} \\
= \left( \phi_{\tilde{\xi}_{h_1}}(t) \right)^{n \times \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{X_i \leq d_0}} \times \left( \phi_{\tilde{\xi}_{h_2}}(t) \right)^{n \times \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{X_i > d_0 + \frac{h_3}{n}}} \\
\times \left( \phi_{\bar{H}_k(\xi_i + (\alpha_0 - \beta_0)) - \bar{H}_k(\xi_i)}(t) \right)^{\sum_{i=1}^{n} \mathbb{I}_{d_0 < X_i \leq d_0 + \frac{h_3}{n}}} \quad (A.25) \]
To show the convergence of the characteristic function of $\tilde{\xi}_{h_1}$ (and similarly for $\tilde{\xi}_{h_2}$) we first note that the variance of $\tilde{\xi}_1$ for $h_1 > 0$ is:

$$\text{var} \left( \tilde{\xi} \right) = \text{var} \left( \tilde{H}_k \left( \xi_i + \frac{h_1}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right)$$

$$= \mathbb{E} \left[ \left( \tilde{H}_k \left( \xi_i + \frac{h_1}{\sqrt{n}} \right) - \tilde{H}_k(\xi_i) \right)^2 \right] + O(n^{-2}) \quad [O(n^{-2}) \text{ follows from the analysis of } \mathcal{E}_n(h)]$$

$$= \left( \frac{k + 1}{k} \right)^2 \left\{ \mathbb{E} \left[ \left( \frac{h_1}{\sqrt{n}} \xi + \frac{h_1^2}{2n} \right)^2 1_{-k \leq \xi \leq -\frac{h_1}{\sqrt{n}}} \right] \right.$$

$$+ \mathbb{E} \left[ \left( \frac{1}{2} \left( \xi + \frac{h_1}{\sqrt{n}} + k \right)^2 - \frac{h_1}{\sqrt{n}} \right)^2 1_{-\frac{h_1}{\sqrt{n}} \leq \xi \leq -k} \right]$$

$$+ \mathbb{E} \left[ \left( - \frac{1}{2} (\xi - k)^2 + k \frac{h_1}{\sqrt{n}} \right)^2 1_{-k \leq \xi < k} \right]$$

$$+ \frac{k^2 h_1^2}{2n} \left\{ \mathbb{P} (\xi > k) + \mathbb{P} \left( \xi < -k - \frac{h_1}{\sqrt{n}} \right) \right\} + O(n^{-2}) \}$$

$$= \left( \frac{k + 1}{k} \right)^2 \left( \frac{h_1^2}{n} \mathbb{E} \left[ \xi^2 1_{-k \leq \xi \leq k} \right] + \frac{k^2 h_1^2}{2n} \left\{ \mathbb{P} (\xi > k) + \mathbb{P} (\xi < -k) \right\} \right) + o(n^{-1})$$

$$= \left( \frac{k + 1}{k} \right)^2 \left( \frac{h_1^2}{n} \mathbb{E} \left[ \xi^2 1_{-k \leq \xi \leq k} \right] + \frac{2k^2 h_1^2}{n} \mathbb{P} (\xi > k) \right) + o(n^{-1})$$

$$:= \frac{h_1^2 \sigma_k^2}{n} + o(n^{-1}).$$

where the variance parameter $\sigma_k^2$ is defined as:

$$\left( \frac{k + 1}{k} \right)^2 \left( \mathbb{E} \left[ \xi^2 1_{-k \leq \xi \leq k} \right] + 2k^2 \mathbb{P} (\xi > k) \right).$$

Similar calculation holds for $h_1 < 0$ and for $h_2$. Hence going back to equation (A.25) we have:

$$\mathbb{E}_X \left[ \exp \left( it \tilde{Q}_n(h) \right) \right] = \left( 1 - \frac{t^2 h_1^2 \sigma_k^2}{2n} + o(n^{-1}) \right)^{n \times \frac{1}{n} \sum_{i=1}^{n} 1_{X_i \leq d_0}}$$

$$\times \left( \phi \tilde{H}_k(\xi_i + (\alpha_0 - \beta_0)) - \tilde{H}_k(\xi_i) (t) \right)^{\sum_{i=1}^{n} 1_{d_0 < X_i \leq d_0 + \frac{h_3}{2}}}$$

$$\times \left( 1 - \frac{t^2 h_2^2 \sigma_k^2}{2n} + o(n^{-1}) \right)^{n \times \frac{1}{n} \sum_{i=1}^{n} 1_{X_i > d_0 + \frac{h_3}{2}}}$$

As

$$\frac{1}{n} \sum_{i=1}^{n} 1_{X_i \leq d_0} \xrightarrow{a.s.} F_X(d_0)$$
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\[
\frac{1}{n} \sum_{i=1}^{n} 1_{X_i > d_0 + \frac{h_n}{n}} \xrightarrow{a.s.} \bar{F}_X(d_0)
\]
we conclude:
\[
\left( 1 - \frac{t^2 h_n^2 \sigma_k^2}{2n} + o(n^{-1}) \right)^{\frac{1}{n} \left( \sum_{i=1}^{n} 1_{X_i \leq d_0} \right)} \xrightarrow{a.s.} e^{-\frac{t^2 h_n^2 \sigma_k^2}{2} \bar{F}_X(d_0)}
\]
\[
\left( 1 - \frac{t^2 h_n^2 \sigma_k^2}{2n} + o(n^{-1}) \right)^{\frac{1}{n} \left( \sum_{i=1}^{n} 1_{X_i > d_0 + \frac{h_n}{n}} \right)} \xrightarrow{a.s.} e^{-\frac{t^2 h_n^2 \sigma_k^2}{2} \bar{F}_X(d_0)}
\]
Also we know:
\[
\sum_{i=1}^{n} 1_{d_0 < X_i \leq d_0 + \frac{h_n}{n}} \xrightarrow{d} \text{Pois}(f_X(d_0) h_3)
\]
which further implies:
\[
\left( \phi \bar{H}_k(\xi_i + (\alpha_0 - \beta_0)) - \bar{H}_k(\xi_i) \right) \sum_{i=1}^{n} 1_{d_0 < X_i \leq d_0 + \frac{h_n}{n}} \xrightarrow{d} \left( \phi \bar{H}_k(\xi_i + (\alpha_0 - \beta_0)) - \bar{H}_k(\xi_i) \right) \text{Pois}(f_X(\theta_0) h_3)
\]
Hence combining these we conclude:
\[
\mathbb{E}_X \left[ \exp(it \bar{Q}_n(h)) \right] = \left( \phi_{\xi_{h_1}}(t) \right)^{\frac{1}{n} \sum_{i=1}^{n} 1_{X_i \leq d_0}} \times \left( \phi_{\xi_{h_2}}(t) \right)^{\frac{1}{n} \sum_{i=1}^{n} 1_{X_i > d_0 + \frac{h_n}{n}}}
\]
\[
\quad \times \left( \phi \bar{H}_k(\xi_i + (\alpha_0 - \beta_0)) - \bar{H}_k(\xi_i) \right) \sum_{i=1}^{n} 1_{d_0 < X_i \leq d_0 + \frac{h_n}{n}} \xrightarrow{d} e^{-\frac{t^2 h_n^2 \sigma_k^2}{2} \bar{F}_X(d_0)} \times e^{-\frac{t^2 h_n^2 \sigma_k^2}{2} \bar{F}_X(d_0)}
\]
\[
\quad \times \left( \phi \bar{H}_k(\xi_i + (\alpha_0 - \beta_0)) - \bar{H}_k(\xi_i) \right) \text{Pois}(f_X(d_0) h_3)
\]
Applying DCT and taking expectation on the both side we conclude:
\[
\mathbb{E} \left[ \exp(it \bar{Q}_n(h)) \right] \xrightarrow{d} e^{-\frac{t^2 h_n^2 \sigma_k^2}{2} \bar{F}_X(d_0)} \times e^{-\frac{t^2 h_n^2 \sigma_k^2}{2} \bar{F}_X(d_0)}
\]
\[
\quad \times \mathbb{E} \left[ \left( \phi \bar{H}_k(\xi_i + (\alpha_0 - \beta_0)) - \bar{H}_k(\xi_i) \right) \text{Pois}(f_X(d_0) h_3) \right].
\]
This concludes that \( \bar{Q}_n(h) \xrightarrow{d} Q(h) \). The proof of the fact that for any finite collection \((h_1, \ldots, h_l)\):
\[
\left( \bar{Q}_n(h_1), \ldots, \bar{Q}_n(h_l) \right) \xrightarrow{d} \left( Q(h_1), \ldots, Q(h_l) \right)
\]
is similar (same analysis of characteristic function) and hence skipped for brevity. Interested readers can take a look at the proof of Lemma 3.2 of [20] or the proof of Theorem 5 of [13] for more details of this type of calculations. We next establish the tightness of the process. Define another process \( \bar{\xi}_{\tilde{Q}}_n(h) \) as:
\[
\bar{\xi}_{\tilde{Q}}_n(h) = \sum_{i=1}^{n} \xi_{i,h_1} 1_{X_i \leq d_0}
\]
\[ + \sum_{i=1}^{n} \left( H_k (\xi_i + (\alpha_0 - \beta_0)) - \tilde{H}_k (\xi_i) \right) 1_{d_0 + \frac{h_1}{n} < X_i \leq d_0} \]
\[ + \sum_{i=1}^{n} \left( H_k (\xi_i + (\alpha_0 - \beta_0)) - \tilde{H}_k (\xi_i) \right) 1_{d_0 < X_i \leq d_0 + \frac{h_1}{n}} \]
\[ + \sum_{i=1}^{n} \tilde{\xi}_{i,h_2} 1_{X_i > d_0} \]
\[ := \tilde{Q}_{n,1}(h) + \tilde{Q}_{n,2}(h) + \tilde{Q}_{n,3}(h) + \tilde{Q}_{n,4}(h) \tag{A.27} \]

We now show that \( \tilde{Q}_n(h) \) uniformly approximate \( \tilde{Q}_n(h) \) over compact sets:

\[
\mathbb{E} \left[ \sup_{h \in \mathbb{I}} \left| \tilde{Q}_n(h) - \tilde{Q}_n(h) \right| \right] \\
\leq \mathbb{E} \left[ \sup_{h \in \mathbb{I}} \left\{ \sum_{i=1}^{n} \tilde{\xi}_{i,h_1} \left[ 1_{X_i \leq d_0} - 1_{X_i \leq d_0 \wedge d_0 + \frac{h_1}{n}} \right] \right\} + \sum_{i=1}^{n} \tilde{\xi}_{i,h_2} \left[ 1_{X_i > d_0} - 1_{X_i > d_0 \vee d_0 + \frac{h_3}{n}} \right] \right\} \right] \\
\leq 2 \mathbb{E} \left[ \sup_{h \in \mathbb{I}} \left\{ \sum_{i=1}^{n} \tilde{\xi}_{i,h_1} \left[ 1_{X_i \leq d_0} - 1_{X_i \leq d_0 \wedge d_0 + \frac{h_1}{n}} \right] \right\} \right] \\
\quad + 2 \mathbb{E} \left[ \sum_{i=1}^{n} \tilde{\xi}_{i,h_2} \left[ 1_{X_i \leq d_0} - 1_{X_i > d_0 \vee d_0 + \frac{h_3}{n}} \right] \right] \\
\leq 2n \mathbb{E} \left[ |\tilde{\xi}_{h_1}| \right] \mathbb{P} \left( d_0 - \frac{K}{n} < X \leq d_0 \right) + 2n \mathbb{E} \left[ |\tilde{\xi}_{h_2}| \right] \mathbb{P} \left( d_0 < X \leq d_0 + \frac{K}{n} \right) \\
\leq 2n \times \left[ \sqrt{\text{Var} (\tilde{\xi}_{h_1})} \times \left( \frac{K}{n} f_x(d_0) + o(n^{-1}) \right) + \sqrt{\text{Var} (\tilde{\xi}_{h_2})} \times \left( \frac{K}{n} f_x(d_0) + o(n^{-1}) \right) \right] \\
= 2n \times \left[ \left( \frac{h_1 \sigma_k}{\sqrt{n}} + o(n^{-1/2}) \right) \times \left( \frac{K}{n} f_x(d_0) + o(n^{-1}) \right) + \left( \frac{h_2 \sigma_k}{\sqrt{n}} + o(n^{-1/2}) \right) \times \left( \frac{K}{n} f_x(d_0) + o(n^{-1}) \right) \right] \\
= O(n^{-1/2}) = o(1). \tag{A.28} \]

Hence from equation (A.28) we conclude:

\[
\sup_{h \in \mathbb{I}} \left| \tilde{Q}_n(h) - \tilde{Q}_n(h) \right| = o_p(1). \tag{A.29} \]

Therefore it is immediate from equation (A.26) that:

\[
\left( \tilde{Q}_n(h_1), \ldots, \tilde{Q}_n(h_l) \right) \leadsto (Q(h_1), \ldots, Q(h_l)). \tag{A.30} \]
Next, we show that tightness \( \{ \tilde{Q}_n(h) \}_{n \in \mathbb{N}} \). As evident from equation (A.27), it is enough to show tightness of \( \{ \tilde{Q}_{n,i}(h) \}_{n \in \mathbb{N}} \) for \( i = 1, 2, 3, 4 \). For \( i = 1 \), the process \( \tilde{Q}_{n,1}(h) \) only depends on \( h_1 \) and hence have continuous paths. Therefore to establish tightness, it is enough to show:

\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{E} \left[ \sup_{|h_1,1| \leq K} \sum_{i=1}^{n} |\xi_{i,h_1,1} - \tilde{\xi}_{i,h_1,1}| \mathbb{1}_{X_i \leq d_0} \right] = 0
\]

Towards that end, define a collection of functions:

\[\mathcal{F}_{1,\delta} = \{ f_{h_1,1,h_1,2} : |h_1,1| \leq K, |h_1,1-h_1,2| \leq \delta \}, \]

where the individual functions \( f_{h_1,1,h_1,2} \) is defined as:

\[
f_{h_1,1,h_1,2}(X, \epsilon) = \left\{ \left( \tilde{H}_k \left( \xi_i + \frac{h_1}{\sqrt{n}} \right) - \tilde{H}_k \left( \xi_i + \frac{h_2}{\sqrt{n}} \right) \right) \right. \\
- \mathbb{E} \left[ \left( \tilde{H}_k \left( \xi_i + \frac{h_1}{\sqrt{n}} \right) - \tilde{H}_k \left( \xi_i + \frac{h_2}{\sqrt{n}} \right) \right) \right] \mathbb{1}_{X \leq d_0}.
\]

Clearly \( \mathcal{F}_{1,\delta} \) has finite VC dimension. Also from equation (A.15) we have:

\[
\left| \tilde{H}_k \left( \xi_i + \frac{h_1}{\sqrt{n}} \right) - \tilde{H}_k \left( \xi_i + \frac{h_2}{\sqrt{n}} \right) \right| \\
\leq k + 1 \left[ 4k \frac{|h_1,1-h_1,2|}{\sqrt{n}} + \frac{1}{2} \frac{(h_1,1-h_1,2)^2}{n} + \left( \frac{|h_1,1-h_1,2|}{\sqrt{n}} \wedge 2k \right)^2 \right] \leq C_k \frac{\delta}{\sqrt{n}}.
\]

Therefore, the envelope function can be taken as:

\[
F_{1,\delta}(X, \epsilon) = \frac{2C_k \delta}{\sqrt{n}}.
\]

Hence using Lemma 2.14.1 of [29] we conclude:

\[
\limsup_{n \to \infty} \mathbb{E} \left[ \sup_{|h_1,1| \leq K} \sum_{i=1}^{n} |\xi_{i,h_1,1} - \tilde{\xi}_{i,h_1,1}| \mathbb{1}_{X_i \leq d_0} \right] \leq \delta
\]

which established tightness of \( \tilde{Q}_{n,1}(h) \). The proof of tightness of \( \tilde{Q}_{n,4}(h) \) is similar and hence skipped. Finally we show the tightness of \( \tilde{Q}_{n,23}(h) = \tilde{Q}_{n,2}(h) + \tilde{Q}_{n,3}(h) \). As these terms only depend on \( h_3 \) which has cadlag paths, we use equation (13.14) of Theorem 13.5 from [7] with \( \beta = 1/2, \alpha = 1 \) and \( F(x) = Cx \) for some constant \( C \). Fix \( h_{3,1} < 0 < h_{3,2} < h_{3,3} \). The other cases (i.e. say \( 0 < h_{3,1} < h_{3,2} < h_{3,3} \)) are similar and hence skipped.

\[
\mathbb{E} \left[ |\tilde{Q}_{n,23}(h_{3,1}) - \tilde{Q}_{n,23}(h_{3,2})| \right] \leq \delta.
\]
This completes the proof of tightness of $\tilde{Q}_n$. Hence using equation (A.30) we conclude:

$$\tilde{Q}_n|\tilde{x} \not\Rightarrow Q|\tilde{x}.$$  

which, along with equation (A.29) implies:

$$\tilde{Q}_n|\tilde{x} \not\Rightarrow Q|\tilde{x}.$$  

Finally, from the decomposition in equation (A.16) and combining our conclusions from equation (A.17), (A.24) and equation (A.31) we have:

$$Q_n|\tilde{x} \not\Rightarrow Q|\tilde{x}.$$  

Next and last step is to invoke argmin continuity mapping theorem to say that:

$$\tilde{h}_n = \left(\sqrt{n} (\hat{\alpha} - \alpha_0), \sqrt{n} (\hat{\beta} - \beta_0), n (\hat{d} - d_0)\right) \not\Rightarrow \text{mid argmin}_{h \in \mathbb{R}^3} Q(h).$$

This will complete the proof. Following the proof of Lemma 3.2 of [20], all we need to establish the joint asymptotic tightness of $\{(Q_n(h), J_n(h))\}_{n \in \mathbb{N}}$ where $J_n(h)$ is the jump process corresponding to $Q_n(h)$, i.e.

$$J_n(h) = \text{sign}(h_3) \sum_{i=1}^{n} \left[ 1_{X_i \leq d_0 + \frac{h_3}{n} } - 1_{X_i \leq d_0 } \right].$$
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As we have already established the tightness of \( \{Q_n(h)\} \), we only need to establish the tightness of \( \{J_n(h)\} \). The proof is very similar to the proof of Lemma 3.2 of [20] and skipped here for the brevity.

### A.6 Proofs of Theorem 2.2 and 2.3

The proofs of Theorem 2.2 and 2.3 are similar to that of Theorem 2.1 by replacing \( \tilde{H}_k \) with \( \ell_1 \) loss function and \( \ell_2 \) loss function respectively and hence skipped.

### A.7 Proof of Theorem 3.7

Here we assume \( \alpha_0 = 0, \beta_0 = 1 \) is known and derive the bound on the \( \hat{d} \). When \( \alpha_0, \beta_0 \) is not known, then the problem becomes harder and rate of convergence obviously can not be faster. Our proof is based on the proof of Theorem 5 of [23]. Consider \( A \) to be the set of all half-spaces, i.e.

\[
A = \{ x^\top d > 0 \} \quad \text{for} \quad d \in S^{p-1}.
\]

Our model is \( X \sim P \) and:

\[
Y = 1_{X^\top d > 0} + \xi
\]

where \( \xi \sim \mathcal{N}(0, 1) \). Now the class of hyperplanes \( \mathcal{A} \) has VC dimension \( p \). From the properties of the hyperplane we know that, given any \( N > p \) (not to be confused with sample size \( n \)) there exist \( x_1, \ldots, x_N \in \mathbb{R}^p \) such that \( \mathcal{A} \) shatters all subsets of \( \{x_1, \ldots, x_N\} \) with cardinality \( k \leq \lfloor p/2 \rfloor : = V \) (e.g. see [12]). Define \( \Theta_{N,V} \) to be the collection of all such \( d \in S^{p-1} \) which shatters all subsets of length \( V \) of \( \{x_1, \ldots, x_N\} \). Hence we have:

\[
\left\{ \left( 1_{x_1^\top d > 0}, \ldots, 1_{x_N^\top d > 0} \right) \right\}_{d \in \Theta_{N,V}} : = B
\]

where:

\[
B = \{0, 1\}_{N,V} = \left\{ b \in \{0, 1\}^N : \sum_{i=1}^{N} b_i = V \right\}.
\]

Henceforth for any \( d \in \Theta_{N,V} \) we denote by \( b_d \) to be the corresponding unique \( b \in B \). Define \( \mu \) to be the uniform measure on \( \{x_1, \ldots, x_N\} \) and for any \( d \in \Theta_{N,V} \) define:

\[
Y = 1_{X^\top d > 0} + \xi.
\]

The loss function we use here is the squared error loss defined as:

\[
\ell(d, d_0) = \mathbb{E} \left[ (Y - 1_{X^\top d > 0})^2 - (Y - 1_{X^\top d_0 > 0})^2 \right]
\]

\[
= \mathbb{E}_X \left[ |1_{X^\top d > 0} - 1_{X^\top d_0 > 0}| \right]
\]

\[
= \left\| 1_{X^\top d > 0} - 1_{X^\top d_0 > 0} \right\|_{L_1(P)}.
\]

The minimax risk is defined as:

\[
R_n = \inf_{d} \sup_{d \in S^{p-1}} \mathbb{E}_d \left[ \ell(\hat{d}, d) \right]
\]
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\[ \begin{align*}
&\geq \inf \sup_{d} \mathbb{E}_d \left[ \ell(\hat{d}, d) \right] \\
&= \inf \sup_{d} \mathbb{E}_d \left[ \| \mathbb{1}_{X^\top \hat{d} > 0} - \mathbb{1}_{X^\top d > 0} \|_{L_1(\mu)} \right] \\
&= \frac{1}{N} \inf \sup_{d} \mathbb{E}_d \left[ \sum_{i=1}^{N} \mathbb{1}_{x_i^\top \hat{d} > 0} - \mathbb{1}_{x_i^\top d > 0} \|_{L_1(\mu)} \right] \tag{A.33}
\end{align*} \]

Now for any \( \hat{d} \in S_{p-1} \), define \( \hat{d}_{\text{new}} \) as:
\[ \hat{d}_{\text{new}} = \arg \min_{d_{\text{new}} \in \Theta_{N,V}} \| \mathbb{1}_{X^\top \hat{d} > 0} - \mathbb{1}_{X^\top d_{\text{new}} > 0} \|_{L_1(\mu)}. \]

Then we have for any \( d \in \Theta_{N,V} \):
\[ \| \mathbb{1}_{X^\top \hat{d}_{\text{new}} > 0} - \mathbb{1}_{X^\top d > 0} \|_{L_1(\mu)} = \| \mathbb{1}_{X^\top \hat{d}_{\text{new}} > 0} - \mathbb{1}_{X^\top \hat{d} > 0} + \mathbb{1}_{X^\top \hat{d} > 0} - \mathbb{1}_{X^\top d > 0} \|_{L_1(\mu)} \leq \| \mathbb{1}_{X^\top \hat{d}_{\text{new}} > 0} - \mathbb{1}_{X^\top \hat{d} > 0} \|_{L_1(\mu)} + \| \mathbb{1}_{X^\top \hat{d} > 0} - \mathbb{1}_{X^\top d > 0} \|_{L_1(\mu)} \leq 2 \| \mathbb{1}_{X^\top \hat{d} > 0} - \mathbb{1}_{X^\top d > 0} \|_{L_1(\mu)}. \]

Putting this bound in equation (A.33) we obtain:
\[ \mathcal{R}_n \geq \frac{1}{N} \inf \sup_{d} \mathbb{E}_d \left[ \sum_{i=1}^{N} \mathbb{1}_{x_i^\top \hat{d} > 0} - \mathbb{1}_{x_i^\top d > 0} \|_{L_1(\mu)} \right] \geq \frac{1}{2N} \inf \sup_{d} \mathbb{E}_d \left[ \sum_{i=1}^{N} \mathbb{1}_{x_i^\top \hat{d}_{\text{new}} > 0} - \mathbb{1}_{x_i^\top d > 0} \|_{L_1(\mu)} \right] = \frac{1}{2N} \inf \sup_{d \in \Theta_{N,V}} \mathbb{E}_d \left[ \sum_{i=1}^{N} \mathbb{1}_{x_i^\top \hat{d} > 0} - \mathbb{1}_{x_i^\top d > 0} \|_{L_1(\mu)} \right] \tag{A.34} \]

Next note that:
\[ \sum_{i=1}^{N} \mathbb{1}_{x_i^\top \hat{d} > 0} - \mathbb{1}_{x_i^\top d > 0} = d_H(\hat{d}, d) \]

where \( d_H \) is the Hamming distance. As \( \Theta_{N,V} \) has a bijection with \( B \) we can write equation (A.34) as:
\[ \mathcal{R}_n \geq \frac{1}{2N} \inf \sup_{b \in B} \mathbb{E}_b \left[ d_H(\hat{b}, b) \right] \geq \frac{1}{2N} \inf \sup_{b \in D} \mathbb{E}_b \left[ d_H(\hat{b}, b) \right] \tag{A.35} \]

for any subset \( D \subseteq B \). We now choose \( D \) carefully. Note that for any \( N \geq 4V \) (i.e. \( N \geq 2p \)), we can choose \( D \) such that (Lemma 8 of [25]):

1. \( d_H(b, b') > \frac{V}{2} \) for all \( b \neq b' \in D \).
2. \( \log |D| \geq pV \log \left( \frac{N}{p} \right) \) with \( p = 0.233 \).
Using this we modify equation (A.35) as follows:

\[ \mathcal{R}_n \geq \frac{1}{2N} \inf_{b \in \mathcal{D}} \sup_{b \in \mathcal{D}} \mathbb{E}_b \left[ d_H \left( \hat{b}, b \right) \right] \]

\[ = \frac{1}{2N} \inf_{b \in \mathcal{D}} \sup_{b \in \mathcal{D}} \mathbb{E}_b \left[ d_H \left( \hat{b}, b \right) \mathbb{1}_{b \neq \hat{b}} \right] \]

\[ \geq \frac{V}{4N} \inf_{b \in \mathcal{D}} \sup_{b \in \mathcal{D}} \mathbb{P}_b \left( \hat{b} \neq b \right) \quad \text{[From point 1. above]} \]

\[ = \frac{V}{4N} \inf_{b \in \mathcal{D}} \left( 1 - \mathbb{P}_b \left( \hat{b} = b \right) \right) \]

\[ = \frac{V}{4N} \inf_{b \in \mathcal{D}} \left( 1 - \min_{b \in \mathcal{D}} \mathbb{P}_b \left( \hat{b} = b \right) \right) \quad \text{(A.36)} \]

Now to further bound the above equation, we use the following lemma (see [8]):

**Lemma A.9.** Let \( m \geq 1, (P_i)_{0 \leq i \leq m} \) be a family of probability distributions and \( (A_i)_{0 \leq i \leq m} \) be a family of disjoint events. Let \( a = \min_{0 \leq i \leq m} P_i(A_i) \). Then setting:

\[ \bar{\mathcal{K}} = \frac{1}{m} \sum_{i=1}^{m} \mathcal{K}(P_i, P_0) \]

where \( \mathcal{K} \) is the Kullback-Liebler divergence, we have:

\[ a \leq \alpha \vee \left( \frac{\bar{\mathcal{K}}}{\log (1 + m)} \right) \]

where \( \alpha = 0.71 \).

We now use this bound in equation (A.36). Fix any \( b_0 \in \mathcal{D} \). Define \( A_i = \left\{ \hat{b} = b_i \right\} \) for all \( b_i \in \mathcal{D} \) which are disjoint events. Hence using Lemma A.9 we obtain:

\[ \min_{b \in \mathcal{D}} P_b \left( \hat{b} = b \right) \leq \alpha \vee \left( \frac{\bar{\mathcal{K}}}{\log |\mathcal{D}|} \right) \quad \text{(A.37)} \]

where:

\[ \bar{\mathcal{K}} = \frac{1}{|\mathcal{D}| - 1} \sum_{b \in \mathcal{D}, b \neq b_0} \mathcal{K} \left( P_{b_0}^\otimes n, P_b^\otimes n \right) = \frac{n}{|\mathcal{D}| - 1} \sum_{b \in \mathcal{D}, b \neq b_0} \mathcal{K} \left( P_b, P_{b_0} \right) . \]

Now note that for any \( d_1, d_2 \) we have:

\[ \mathcal{K} \left( P_{d_1}, P_{d_2} \right) = \mathbb{E}_X \left[ \mathcal{K} \left( P_{d_1}(Y \mid X), P_{d_2}(Y \mid X) \right) \right] \]

\[ = \mathbb{E}_X \left[ \left( \mathbb{1}_{X^\top d_1 > 0} - \mathbb{1}_{X^\top d_2 > 0} \right)^2 \right] \]

\[ = \mathbb{E}_X \left[ \left( \mathbb{1}_{X^\top d_1 > 0} - \mathbb{1}_{X^\top d_2 > 0} \right) \right] \]

\[ = \frac{1}{N} \sum_{i=1}^{N} \left| \mathbb{1}_{x_i^\top d_1 > 0} - \mathbb{1}_{x_i^\top d_2 > 0} \right| \]
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\[ = \frac{1}{N} d_H(b_{d_1}, b_{d_2}). \]

Also by definition for any two \( b, b' \in D \) we have \( d_H(b, b') \leq 2V \). Hence we have:

\[ \bar{K} \leq \frac{2Vn}{N}. \]

This bound along with equation \((A.37)\) modifies the bound of equation \((A.36)\) as:

\[
\mathcal{R}_n \geq \frac{V}{4N} \inf_{b \in D} \left( 1 - \min_{b \in D} \mathbb{P}_b \left( \hat{b} = b \right) \right) \\
\geq \frac{V}{4N} \left( 1 - \left( \alpha \lor \frac{2Vn}{N \log |D|} \right) \right) \\
= \frac{V(1 - \alpha)}{4N} \tag{A.38}
\]

when,

\[ \alpha \geq \frac{2Vn}{N \log |D|}. \]

which holds if:

\[ \alpha > \frac{2Vn}{N\rho V \log (N/V)} \]

i.e. if:

\[ N \log \left( \frac{N}{V} \right) \geq \frac{2n}{\alpha \rho}. \tag{A.39} \]

which is satisfied, if for example:

\[ N = \left\lfloor \frac{4n}{\rho \alpha \left( 1 + \log \left( \frac{\alpha}{\rho} \right) \right)} \right\rfloor. \]

Using this in equation \((A.38)\) we conclude:

\[ \mathcal{R}_n \gtrsim \frac{V}{n} \left( 1 + \log \left( \frac{n}{V} \right) \right) \times \frac{p}{n} \left( 1 + \log \left( \frac{n}{p} \right) \right). \]

as \( V = \lfloor p/2 \rfloor \). We finally need to verify \( N > 4V \) and that it satisfies equation \((A.39)\). The first one is obviously true for all large \( n \) as \( n/p \to \infty \). For the second one, lets forget the \( \lfloor \cdot \rfloor \) in the definition of \( N \) for the time being as it will not affect asymptotically. Then:

\[
N \log \left( \frac{N}{V} \right) \geq \frac{2n}{\alpha \rho} \\
\iff \frac{4n}{\rho \alpha \left( 1 + \log \left( \frac{n}{\rho} \right) \right)} \log \left( \frac{4n}{V \rho \alpha \left( 1 + \log \left( \frac{n}{\rho} \right) \right)} \right) \geq \frac{2n}{\alpha \rho}
\]
Moreover, from equation (A.15) we have:

\[\frac{1}{(1 + \log \left( \frac{n}{V} \right))} \log \left( \frac{4n}{V \rho \alpha \left( 1 + \log \left( \frac{n}{V} \right) \right)} \right) \geq \frac{1}{2}\]

\[\frac{1}{(1 + \log \left( \frac{n}{V} \right))} \left[ \log \left( \frac{n}{V} \right) + \log \left( \frac{4}{\rho \alpha} \right) - \log \left( 1 + \log \left( \frac{n}{V} \right) \right) \right] \geq \frac{1}{2}\]

As \(n/V \to \infty\), LHS converges to 1 and eventually > 1/2. Therefore the choice of \(N\) is valid for all large \(n\).

### A.8 Proof of Theorem 3.10

We first assume that Assumption 3.5 holds globally and our parameter space \(\Omega = \Omega_\alpha \times \Omega_\beta\) for \((\alpha_0, \beta_0)\) is such that:

\[\min_{\alpha \in \Omega_\alpha} |\alpha - \beta_0| \land \min_{\beta \in \Omega_\beta} |\beta - \alpha_0| \geq \delta > 0 .\]

This is just to avoid the issue of consistency. One can relax this assumption with an additionally showing that the estimators are consistent. To prove Theorem 3.10 we use Theorem A.3 of [24]. To match our notation with that theorem, here our loss function \(\gamma(\theta, \cdot)\) is:

\[\gamma(\theta, (X, \xi)) = \tilde{H}_k (\xi + \alpha_0 \mathbb{1}_{X \cdot d_0 \leq 0} + \beta_0 \mathbb{1}_{X \cdot d_0 > 0} - \alpha \mathbb{1}_{X \cdot d_0 \leq 0} - \beta \mathbb{1}_{X \cdot d_0 > 0}) - \tilde{H}_k (\xi)\]

\[= \left( \tilde{H}_k (\xi + \alpha_0 - \alpha) - \tilde{H}_k (\xi) \right) \mathbb{1}_{X \cdot d_0 \leq 0} + \left( \tilde{H}_k (\xi + \alpha_0 - \beta) - \tilde{H}_k (\xi) \right) \mathbb{1}_{X \cdot d_0 \leq 0, X \cdot d > 0}\]

\[+ \left( \tilde{H}_k (\xi + \beta_0 - \alpha) - \tilde{H}_k (\xi) \right) \mathbb{1}_{X \cdot d_0 \leq 0, X \cdot d < 0} + \left( \tilde{H}_k (\xi + \beta_0 - \beta) - \tilde{H}_k (\xi) \right) \mathbb{1}_{X \cdot d_0 \leq 0, X \cdot d > 0}\]

It is immediate from the definition that \(\gamma(\theta_0, (X, \xi)) = 0\). Also from equation (A.15) we know \(\gamma(\theta, \cdot)\) is uniform bounded by some constant only depending on \(k\) and the width of \(\Omega\). Following similar arguments used in the proof of Theorem 3.6 we obtain:

\[\ell(\theta, \theta_0) = \mathbb{E}[\gamma(\theta, (X, \xi))] \geq c_k \text{dist}^2(\theta, \theta_0) ,\]

for some constant \(c_k\) (independent of \(n\)), where the dist function is:

\[\text{dist}(\theta, \theta_0) = \sqrt{(\alpha - \alpha_0)^2 + (\beta - \beta_0)^2 + \mathbb{P} (\text{sign}(X \cdot d) \neq \text{sign}(X \cdot d_0))}\]

Moreover, from equation (A.15) we have:

\[\text{var} (\gamma(\theta, (X, \xi))) \leq \mathbb{E}[\gamma^2(\theta, (X, \xi))] \leq C_k \text{dist}^2(\theta, \theta_0) .\]

Hence this semi-metric \(\text{dist}\) satisfies conditions of Theorem A.3 of [24] with \(\omega(x) = x\). Next we need to bound the modulus of continuity:

\[\sqrt{n} \mathbb{E} \left[ \sup_{\theta : \rho \in \mathcal{F}_m, \text{dist}(\theta, \theta_0) \leq \epsilon} \left| (\mathbb{P}_n - P) (\gamma(\theta, (X, \xi)) - \gamma(\theta, (X, \xi))) \right| \right]\]
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Note that another application of equation (A.15) yields:

$$\sup_{\theta, f_\theta \in F_m \text{ dist}(\theta, \theta_m) \leq \epsilon} E \left[ (\gamma(\theta, (X, \xi)) - \gamma(\theta_m, (X, \xi)))^2 \right] \lesssim \epsilon^2.$$  

Hence applying Theorem 8.7 of [26] we have:

$$\sqrt{n} E \left[ \sup_{\theta, f_\theta \in F_m \text{ dist}(\theta, \theta_m) \leq \epsilon} \| (P_n - P) (\gamma(\theta, (X, \xi)) - \gamma(\theta_m, (X, \xi))) \| \right] \lesssim \sqrt{V_m \log \frac{1}{\epsilon}} \sqrt{\frac{V_m}{n} \log \frac{1}{\epsilon}}$$

$$:= \psi_m(\epsilon).$$  

(A.41)

So a value of $\epsilon_m$ that satisfies $\sqrt{n} \epsilon_m^2 \geq \phi_m(\epsilon_m)$ is:

$$\epsilon_m = \frac{V_m}{n} \log \frac{n}{V_m}.$$  

Therefore we can take $x_m = V_m \log (n/V_m)$ and as $\omega(x) = x$ we have $b(n) = 1$ (see Theorem A.3 of [24] for the exact expression of $\omega(x), b(n)$). Note that, as we are assuming $(s \log p)/n \to 0$ (Assumption 3.9), it is sufficient to search among the models with $1 \leq m \leq C \lfloor (n/\log p) \rfloor$ for any constant $C$. We take $C = 1/4$ here. With these choices, the value of $\Sigma$ (as defined in Theorem A.3 of [24]) is:

$$\Sigma = \sum_{i=1}^{\lfloor \frac{1}{4} \lfloor \log p \rfloor \rfloor} e^{-V_i \log \frac{n}{V_i}}$$

$$\leq \lim_{n \to \infty} \sum_{i=1}^{\lfloor \frac{1}{4} \lfloor \log p \rfloor \rfloor} e^{-V_i \log \frac{n}{V_i}} < \infty.$$  

Hence, an application Theorem A.3 of [24] yields:

$$\mathbb{P} \left( \ell(\hat{\theta}, \theta_0) > C \text{pen}(s) + t \frac{C_1}{n} \right) \leq \Sigma e^{-t}.$$  

This along with the value of $\text{pen}(s)$ from equation (3.4) of the main paper and the lower bound equation (A.40) completes the first part of the proof, i.e.

$$\text{dist}^2 \left( (\hat{\theta}_{\text{init}}, \hat{\beta}_{\text{init}}, \hat{d}), (\alpha_0, \beta_0, d_0) \right) = O_p \left( \frac{V_2}{n} \log \frac{n}{V_s} \right).$$

The acceleration of the rate of $\hat{\alpha}, \hat{\beta}$ via replacing $d_0$ by $\hat{d}$ in the model equation is exactly same as that of Theorem 3.6 and hence skipped.
A.9 Proof of Theorem 3.14

Here again we assume for technical simplicity that the wedge assumption (Assumption 3.5) is valid on entire $S^{p-1}$, although all our arguments can be extended to the case where the assumption is valid only locally along with a separate argument for the consistency of the estimator. We use the same notations as of Theorem 3.10 throughout the proof.

Define
\[ y_m^2 = 2K \frac{V_m \| \xi \|_{n,2}}{n} \log \frac{n}{V_m} \]
for all $m \in M$, where $V_m$ is the VC dimension of model $m$. For any such model $m$ we obtain $\hat{\theta}_m$ as:
\[
\hat{\theta}_m = \arg \min_{\theta \in \Omega \times S_{m^{-1}}^{p-1}} \mathbb{P}_n \{ (Y - \alpha \mathbf{1}_{X^{\top}d \leq 0} - \beta \mathbf{1}_{X^{\top}d > 0})^2 - \xi^2 \}
= \arg \min_{\theta \in \Omega \times S_{m^{-1}}^{p-1}} \left\{ \xi \left( \alpha_0 \mathbf{1}_{X^{\top}d \leq 0} + \beta_0 \mathbf{1}_{X^{\top}d > 0} - \alpha \mathbf{1}_{X^{\top}d \leq 0} - \beta \mathbf{1}_{X^{\top}d > 0} \right) + \frac{1}{2} \left( \alpha_0 \mathbf{1}_{X^{\top}d \leq 0} + \beta_0 \mathbf{1}_{X^{\top}d > 0} - \alpha \mathbf{1}_{X^{\top}d \leq 0} - \beta \mathbf{1}_{X^{\top}d > 0} \right)^2 \right\}
:= \arg \min_{\theta \in \Omega \times S_{m^{-1}}^{p-1}} \mathbb{P}_n f_\theta
\]
\[
:= \arg \min_{\theta \in \Omega \times S_{m^{-1}}^{p-1}} (f_{\theta,1} + f_{\theta,2})
\]
where the functions $f_{d,1}, f_{d,2}$ are defined as:
\[
f_{\theta,1} = \xi \left( \alpha_0 \mathbf{1}_{X^{\top}d \leq 0} + \beta_0 \mathbf{1}_{X^{\top}d > 0} - \alpha \mathbf{1}_{X^{\top}d \leq 0} - \beta \mathbf{1}_{X^{\top}d > 0} \right),
\]
\[
f_{\theta,2} = \frac{1}{2} \left( \alpha_0 \mathbf{1}_{X^{\top}d \leq 0} + \beta_0 \mathbf{1}_{X^{\top}d > 0} - \alpha \mathbf{1}_{X^{\top}d \leq 0} - \beta \mathbf{1}_{X^{\top}d > 0} \right)^2.
\]
The loss function used here is:
\[
\ell(\theta, \theta_0) = \mathbb{P}_n f_\theta \gtrsim \text{dist}^2(\theta, \theta_0),
\]
for all $\theta \in \Omega \in S^{p-1}$ via the global version of Assumption 3.5. From the definition of $\hat{m}$ we have:
\[
\mathbb{P}_n f_{\hat{\theta}_m} + \text{pen}(\hat{m}) \leq \mathbb{P}_n f_{\hat{\theta}_{\theta_0}} + \text{pen}(s_0)
\leq \mathbb{P}_n f_{\theta_{\theta_0}} + \text{pen}(s_0) := \text{pen}(s_0).
\]
Using this we can bound the loss function:
\[
\ell(\hat{\theta}_m, \theta_0) = \mathbb{P}_n f_{\hat{\theta}_m}
= (\mathbb{P} - \mathbb{P}_n) f_{\hat{\theta}_m} + \mathbb{P}_n f_{\hat{\theta}_m}
= (\mathbb{P} - \mathbb{P}_n) f_{\hat{\theta}_m} + \mathbb{P}_n f_{\hat{\theta}_m} + \text{pen}(\hat{m}) - \text{pen}(\hat{m})
\leq (\mathbb{P} - \mathbb{P}_n) f_{\hat{\theta}_m} + \text{pen}(s_0) - \text{pen}(\hat{m})
= \frac{(\mathbb{P} - \mathbb{P}_n) f_{\hat{\theta}_m}}{\ell(\hat{\theta}_m, \theta_0) + y_{\hat{m}}^2} \left( \ell(\hat{\theta}_m, \theta_0) + y_{\hat{m}}^2 \right) + \text{pen}(s_0) - \text{pen}(\hat{m})
\]
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\[ \leq \sup_{\theta \in \Omega \times S_m^{p-1}} \frac{|(P - P_n) f_\theta|}{\ell(\theta, \theta_0) + y_m^2} \left( \ell(\hat{\theta}_m, d_0) + y_m^2 \right) + \text{pen}(s_0) - \text{pen}(m) \]

For the rest of the calculation, define:

\[ \Gamma_m = \sup_{\theta \in \Omega \times S_m^{p-1}} \frac{|(P - P_n) f_\theta|}{\ell(\theta, \theta_0) + y_m^2} \]

\[ = \sup_{\theta \in \Omega \times S_m^{p-1}} \frac{|(P - P_n) (f_{\theta,1} + f_{\theta,2})|}{\ell(\theta, \theta_0) + y_m^2} \]

\[ \leq \sup_{\theta \in \Omega \times S_m^{p-1}} \frac{|(P - P_n) f_{\theta,1}|}{\ell(\theta, \theta_0) + y_m^2} + \sup_{\theta \in \Omega \times S_m^{p-1}} \frac{|(P - P_n) f_{\theta,2}|}{\ell(\theta, \theta_0) + y_m^2} \]

\[ := \Gamma_{m,1} + \Gamma_{m,2}. \]

Next we try to bound \( \Gamma_{\hat{m}} \). More specifically, we bound \( \Gamma_m \) for all \( m \) and then use a union bound to bound \( \Gamma_{\hat{m}} \). Note that, as the function class under the consideration of \( \Gamma_{m,2} \) is bounded we can use similar as of the proof of Theorem A.3 of [24] (i.e. applying Talagrand’s inequality and then bound the expectation and variance) to conclude:

\[ \mathbb{P}(\Gamma_{\hat{m},2} \geq 1/4) = o(1). \] (A.42)

For \( \Gamma_{m,1} \), we first decompose it as follows:

\[ \Gamma_{m,1} \leq \sup_{d \in S_m^{p-1}} \frac{|(P - P_n) (f_{\theta,1} - f_{\theta_m,1})|}{\ell(\theta, \theta_0) + y_m^2} + \sup_{\theta \in \Omega \times S_m^{p-1}} \frac{|(P - P_n) f_{\theta_m,1}|}{\ell(\theta, \theta_0) + y_m^2} \]

\[ \leq \sup_{\theta \in \Omega \times S_m^{p-1}} \frac{|(P - P_n) (f_{\theta,1} - f_{\theta_m,1})|}{\ell(\theta, \theta_0) + y_m^2} + \frac{|(P - P_n) f_{\theta_m,1}|}{\ell(\theta_m, \theta_0) + y_m^2} \]

\[ = \Gamma_{m,11} + \Gamma_{m,12}. \]

Bounding \( \mathbb{E}[\Gamma_{m,12}] \) is straight-forward:

\[ \mathbb{E}[\Gamma_{m,12}] \leq \frac{\sqrt{\text{var}(f_{\theta_m,1})}}{\sqrt{n} (\ell(\theta_m, \theta_0) + y_m^2)} \]

\[ \leq \frac{\|\xi\|_2 \text{dist}(\theta_m, \theta_0)}{\sqrt{n} (\text{dist}^2(\theta_m, \theta_0) + y_m^2)} \]

\[ \leq \frac{\|\xi\|_2 x}{\sqrt{n} \sup_{x \geq 0} x^2 + y_m^2} \leq \frac{\|\xi\|_2}{2} \frac{1}{\sqrt{ny_m}}. \]

To bound \( \mathbb{E}[\Gamma_{m,1}] \) we use the maximal inequality of the weighted empirical process (see Lemma A.5 of [23]), which is a variant of peeling argument. First of all note that, by symmetrization and applying Theorem 8.7 of [26], we have for any \( 1 \leq k \leq n \):

\[
\mathbb{E} \left[ \sup_{\theta \in \Omega \times S_m^{p-1}} \text{dist}(\theta, \theta_m) \leq \epsilon} \sum_{i=1}^{k} \xi_i \left( \alpha_m \mathbb{1}_{X_i^T d_m \leq 0} + \beta_m \mathbb{1}_{X_i^T d_m > 0} - \alpha \mathbb{1}_{X_i^T d_m \leq 0} - \beta \mathbb{1}_{X_i^T d_m > 0} \right) \right]
\]
\[ \lesssim \left( \sigma_\epsilon \sqrt{kV_m \log \frac{1}{\sigma_\epsilon}} \vee V_m \log \frac{1}{\sigma_\epsilon} \right). \]

where the *wimpy variance* \( \sigma_\epsilon^2 \) is defined as:

\[ \sigma_\epsilon^2 = \sup_{\theta: f_\theta \in F_m, \text{dist}(\theta, \theta_m) \leq \epsilon} \sigma_\epsilon^2 \mathbb{E} \left[ \left( \alpha_m \mathbbm{1}_{X_m^d \leq 0} + \beta_m \mathbbm{1}_{X_m^d > 0} - \alpha \mathbbm{1}_{X_m^d \leq 0} - \beta \mathbbm{1}_{X_m^d > 0} \right)^2 \right] \lesssim \epsilon^2. \]

This, along with Proposition A.7 implies:

\[
\begin{aligned}
\mathbb{E} \left[ \left( \mathbbm{1}_{X_m^d \leq 0} + \beta_m \mathbbm{1}_{X_m^d > 0} - \alpha \mathbbm{1}_{X_m^d \leq 0} - \beta \mathbbm{1}_{X_m^d > 0} \right)^2 \right] & \lesssim \epsilon^2.
\end{aligned}
\]

An application of Lemma A.5 of [23] yields:

\[
\begin{aligned}
\mathbb{E} \left[ \left( \mathbbm{1}_{X_m^d \leq 0} + \beta_m \mathbbm{1}_{X_m^d > 0} - \alpha \mathbbm{1}_{X_m^d \leq 0} - \beta \mathbbm{1}_{X_m^d > 0} \right)^2 \right] & \lesssim \frac{\parallel \xi_2 \parallel_1}{\sqrt{n}} \mathbb{E} \left[ \left| \frac{V_m}{n} \log \left( \frac{1}{\epsilon} \right) + \frac{2V_m}{n} \log \left( \frac{1}{\epsilon} \right) \mathbb{E} \left[ \max_{1 \leq i \leq n} \left| \xi_i \right| \right] \right| = \psi_m(\epsilon) \right].
\end{aligned}
\]

which, in turn, yields:

\[
\mathbb{E} \left[ \Gamma_{m,1} \right] \lesssim \frac{\psi_m(2\sqrt{2}y_m)}{\sqrt{ny_m^2}}
\]

which can be made arbitrarily small by making \( \kappa \) arbitrarily large. Next, we bound the fluctuation of \( V_{m,1} \) around its mean using Chebychev inequality:

\[
\begin{aligned}
P \left( \left| \Gamma_{m,1} - \mathbb{E} \left[ \Gamma_{m,1} \right] \right| \geq t \right) & \leq \frac{\mathbb{V} \left[ \Gamma_{m,1} \right]}{t^2}.
\end{aligned}
\]
To bound the variance we use Theorem 11.17 along with Theorem 11.1 of [9]. To match with their notation for the ease of the readers, we have:

\[ X_{i,\theta} = \frac{1}{n} \left[ \frac{\xi_i \left( \alpha_m \mathbb{1}_{X_i^\top d_m \leq 0} + \beta_m \mathbb{1}_{X_i^\top d_m > 0} - \alpha \mathbb{1}_{X_i^\top d \leq 0} - \beta \mathbb{1}_{X_i^\top d > 0} \right)}{\ell(\theta, \theta_0) + y_m^2} - \mathbb{E} \left( \frac{\xi_i \left( \alpha_m \mathbb{1}_{X_i^\top d_m \leq 0} + \beta_m \mathbb{1}_{X_i^\top d_m > 0} - \alpha \mathbb{1}_{X_i^\top d \leq 0} - \beta \mathbb{1}_{X_i^\top d > 0} \right)}{\ell(\theta, \theta_0) + y_m^2} \right) \right] \]

\( = \frac{1}{n} \left[ \frac{\xi_i \left( \alpha_m \mathbb{1}_{X_i^\top d_m \leq 0} + \beta_m \mathbb{1}_{X_i^\top d_m > 0} - \alpha \mathbb{1}_{X_i^\top d \leq 0} - \beta \mathbb{1}_{X_i^\top d > 0} \right)}{\ell(\theta, \theta_0) + y_m^2} \right] \quad \text{[As } \mathbb{E}(\xi) = 0] \]

That \( X_{i,\theta} \) is symmetric follows from the symmetry of \( \xi \). We define \( M \) as:

\[ \max_{1 \leq i \leq n} \sup_{\theta \in \Omega \times S_{m-1}} X_{i,\theta}^2 \lesssim \frac{\max_{1 \leq i \leq n} \xi_i^2}{n^2 y_m^4} \quad := M \]

and the wimpy variance:

\[ \sup_{\theta \in \Omega \times S_{m-1}} \sum_{i=1}^n \mathbb{E}(X_{i,\theta}^2) \leq \frac{2\sigma^2}{n} \frac{\ell(\theta_m, \theta_0)}{\ell(\theta_m, \theta_0) + y_m^2} \leq \frac{2\sigma^2}{n} \sup_{x \geq 0} \frac{x}{(x + y_m^2)^2} \leq \frac{2\sigma^2}{4ny_m^2} := \sigma^2_m. \]

An application of Theorem 11.17 and Theorem 11.1 of [9] yields:

\[ \text{var}(\Gamma_{m,1}) \leq \sigma^2_m + 64\sqrt{\mathbb{E}[M_m]\mathbb{E}[\Gamma_{m,1}] + 18^2\mathbb{E}[M_m]]. \quad \text{(A.44)} \]

Note that we set \( V_m = m(\log p)^{1+\delta} \) (which is slightly larger than the VC dimension) and choose \( y_m^2 \) as:

\[ y_m^2 = 2\frac{V_m ||\xi||^2 n}{n \log n V_m} = 2\text{pen}(m). \]

As per Assumption [3.13], we confine the model selection in \( 1 \leq m \leq (1/4) \lfloor n/\lfloor (log p)^2 \rfloor \rfloor \). To facilitate the union, we next show that \( \sum_{i=1}^M \text{var}(V_{m,i}) \to 0 \) as \( n \to \infty \). We bound each terms on RHS of equation (A.44):

\[ \sum_{i=1}^M \sigma^2_m = \frac{\sigma^2}{4} \sum_{i=1}^M \frac{1}{ny_m^2} = \frac{\sigma^2}{4||\xi||_{n,2}} \sum_{i=1}^M \frac{1}{V_m \log V_m}. \]
\[
\leq \frac{\sigma^2}{4 \log 4 \|\xi\|_{n,2}} \sum_{i=1}^{n/4(\log p)^2} \frac{1}{V_m}
\]
\[
\leq \frac{\sigma^2}{4 \log 4(\log p)^{\delta/2} \|\xi\|_{n,2}} \sum_{i=1}^{n/(4(\log p)^2)} \frac{1}{m(\log m)^{1+\delta/2}}
\]
\[
\leq \frac{\sigma^2}{4 \log 4(\log p)^{\delta/2} \|\xi\|_{n,2}} \sum_{i=1}^{\infty} \frac{1}{m(\log m)^{1+\delta/2}}
\rightarrow 0 \text{ as } n \rightarrow \infty.
\]

Now for the second summand:

\[
64 \sum_{i=1}^{M} \sqrt{\mathbb{E}[M_m] \mathbb{E}[\Gamma_{m,1}]} \leq 16 \sqrt{\mathbb{E}[M_m]}
\]
\[
\lesssim 8 \sum_{i=1}^{M} \sqrt{\frac{\mathbb{E}[\max_{1 \leq i \leq n} \xi_i^2]}{n^2 y_m^4}}
\]
\[
= 8 \sum_{i=1}^{M} \frac{\|\xi\|_{n,2}}{n y_m^2}
\]
\[
\leq \frac{8}{4 \log 4(\log p)^{\delta/2}} \sum_{i=1}^{\infty} \frac{1}{m(\log m)^{1+\delta/2}}
\rightarrow 0 \text{ as } n \rightarrow \infty.
\]

And similarly for the third summand:

\[
18^2 \sum_{i=1}^{M} \mathbb{E}[M_m] = 18^2 \sum_{i=1}^{M} \frac{\mathbb{E}[\max_{1 \leq i \leq n} \xi_i^2]}{n^2 y_m^4}
\]
\[
\leq \frac{18^2}{4 \log 4(\log p)^{\delta}} \sum_{i=1}^{\infty} \frac{1}{m^2(\log m)^{2+\delta}}
\rightarrow 0 \text{ as } n \rightarrow \infty.
\]

Hence taking \( t = 1/8 \) and using the fact that \( \mathbb{E}[\Gamma_{m,1}] \leq 1/8 \) for all \( m \) for our choice of \( \kappa \), we have:

\[
P\left( \Gamma_{m,1} > \frac{1}{4} \right) \rightarrow 0. \quad (A.45)
\]

Therefore, combining equation (A.42) and (A.45) we conclude:

\[
P\left( \Gamma_{\hat{m}} > \frac{1}{2} \right) \rightarrow 0
\]

Hence, on its complement event, we have

\[
\ell(\hat{\theta}_{\hat{m}}, \theta_0) \leq \frac{1}{2} \left( \ell(\hat{\theta}_{\hat{m}}, d_0) + y_{\hat{m}}^2 \right) + \text{pen}(s_0) - \text{pen}(\hat{m})
\]
which further implies,
\[ \ell(\hat{\theta}_m, \theta_0) \leq 2\text{pen}(s_0). \]
This, along with equation (A.40) indicates:
\[ \text{dist}^2\left((\hat{\alpha}_{\text{init}}, \hat{\beta}_{\text{init}}, d), (\alpha_0, \beta_0, d_0)\right) = O_p\left(s_0 (\log p)^{(1+\delta)\|\xi\|_n.2} \left(\log \frac{n}{s_0 \log p}\right)\right). \]

The boosting of the rate of \( \hat{\alpha}, \hat{\beta} \) by replacing \( d_0 \) by \( \hat{d} \) in the model equation is exactly same as that of Theorem 3.6 and hence skipped.

A.10 Proof of Theorem 3.12
For the proof of this theorem we follow the techniques of proof of Theorem 2.18 of [24]. Recall Fano’s inequality: if \( \Theta \subseteq S^{p-1} \) is a finite \( 2\epsilon \) packing set, i.e. for any two \( d_i, d_j \in \Theta \), we have \( \|d_i - d_j\| \geq 2\epsilon \) with \( |\Theta| < \infty \), then based on \( n \) i.i.d. observations \( z_1, \ldots, z_n \) we have the following minimax lower bound in estimating \( d_0 \):
\[
\inf_{\hat{d}} \sup_{P_d} \mathbb{E} \left[ \left\| \hat{d} - d \right\|^2 \right] \geq \epsilon^2 \left( 1 - \frac{n}{M^2} \sum_{i,j:d_i,d_j \in \Theta} KL(P_{d_i} || P_{d_j}) + \log 2 \log \left( |\Theta| - 1 \right) \right)
\]
Next recall Gilbert-Varshamov Lemma: if \( d_H \) is the Hamming distance, i.e. \( d_H(x,y) = \sum_{i=1}^{d} 1(x_i \neq y_i) \) with \( d \) being the ambient dimension. Then given any \( v \) with \( 1 \leq v \leq p/8 \), we can find \( \omega_1, \ldots, \omega_M \in \{0,1\}^{p-1} \) which satisfy the following:

a) \( d_H(\omega_i, \omega_j) \geq \frac{\epsilon}{2} \forall i \neq j \in \{1, \ldots, m\} \).

b) \( \log M \geq \frac{\epsilon}{4} \log \left( 1 + \frac{d}{2v} \right) \).

c) \( \|\omega_j\|_0 = v \forall j \in \{1, \ldots, M\} \).

We choose the appropriate \( \epsilon \) later. First, for a fixed \( 0 < \epsilon < 1 \), we construct the set \( \Theta \) as follows: applying Gilbert-Varshamov Lemma in dimension \( p-1 \) with sparsity \( v = s-1 \), we choose \( \Omega = \{\omega_1, \ldots, \omega_M\} \in \{0,1\}^{p-1} \) which satisfies the above conditions (a) - (c). Then, for each \( \omega_j \in \Omega \) set \( d_j \) as:
\[
d_j = \left(1, \frac{\epsilon}{\sqrt{s-1}} \omega_j \right)_{\sqrt{1+\epsilon^2}}
\]
It is immediate that \( \|d_j\|_2 = 1 \) and \( \|d_j\|_0 = s \). Set \( \Theta = \{d_j : \omega_j \in \Omega\} \). From condition (c) above we have:
\[
|\Theta| := M \geq \frac{s-1}{8} \log \left(1 + \frac{p-1}{s-1}\right).
\]
Further note that for any \( d_i \neq d_j \in \Theta \):
\[
\|d_i - d_j\|^2 = \frac{\epsilon^2}{(s-1)(1+\epsilon^2)} \|\omega_i - \omega_j\|^2 = \frac{\epsilon^2}{(s-1)(1+\epsilon^2)} d_H(\omega_i, \omega_j) = \frac{\epsilon^2}{2(1+\epsilon^2)} \geq \frac{\epsilon^2}{4}.
\]
which proves that $\Theta$ is a $\epsilon/2$ packing set of $S^{p-1}$. On the other hand, from condition (c) above it is immediate that, for any $\omega_i \neq \omega_j \in \Omega$, we have $d_H(\omega_i, \omega_j) \leq 2s$. This implies that for any $d_i, d_j \in \Theta$:

$$\|d_i - d_j\|_2^2 = \frac{\epsilon^2}{(s-1)(1+\epsilon^2)}d_H(\omega_i, \omega_j) \leq 2\epsilon^2.$$ 

Now for each $d_i \in \Theta$ define the distribution $P_{d_i}$ of $(X,Y)$ as: $X \sim N(0,I_p), \xi \sim N(0,1)$, $X$ is independent of $\xi$ and:

$$Y \overset{d}{=} \mathbb{I}_{X^\top d_i > 0} + \xi.$$ 

Hence for any $d_i \neq d_j \in \Theta$, the Kullback-Liebler divergence between $P_{d_i}$ and $P_{d_j}$ is:

$$KL(P_{d_i}||P_{d_j}) = \frac{1}{2} \mathbb{E}_X \left[ \left( \mathbb{I}_{X^\top d_i > 0} - \mathbb{I}_{X^\top d_j > 0} \right)^2 \right]$$

$$= P\left( \text{sign}(X^\top d_i) \neq \text{sign}(X^\top d_j) \right)$$

$$\leq C\|d_i - d_j\|_2 \leq \epsilon \sqrt{2C^2}.$$ 

for some universal constant $C$. Hence applying Fano’s inequality we obtain:

$$\inf_{d_i} \sup_{P_{d_i}} \mathbb{E} \left[ \|\hat{d} - d\|^2 \right] \geq \frac{\epsilon^2}{16} \left( 1 - \frac{n}{(s-1)} \sum_{i,j \neq i,j \in \Theta} KL(P_{d_i}||P_{d_j}) + \log 2 \right)$$

$$\geq \frac{\epsilon^2}{16} \left( 1 - \frac{n\epsilon \sqrt{2C^2} + \log 2}{\log \left( \frac{s-1}{8} \log \left( 1 + \frac{p-1}{s-1} \right) - 1 \right)} \right).$$

Taking $\epsilon = (s \log (1 + p/s))/n$ we conclude the proof.

**B Proof of supplementary lemmas**

**B.1 Proof of Lemma A.8**

As $\xi$ has symmetric distribution around origin, without loss of generality we can assume $\mu > 0$. Hence we have to establish the result for $0 < \mu k$. Note that difference $H_k(\xi + \mu) - H_k(\xi)$ can be decomposed into five terms, depending where $\xi$ lies:

$$H_k(\xi + \mu) - H_k(\xi) = \begin{cases} 
\frac{1}{2} \left( (\xi + \mu)^2 - \xi^2 \right), & \text{if } -k \leq \xi \leq -k - \mu \\
\frac{1}{2}(\xi + \mu)^2 - k \left( |\xi| - \frac{k}{2} \right), & \text{if } -k - \mu \leq \xi \leq -k \\
k \left( |\xi + \mu| - \frac{k}{2} \right) - \frac{\xi^2}{2}, & \text{if } -k - \mu \leq \xi \leq k \\
K \left( |\xi + \mu| - |\xi| \right), & \text{if } \xi > k \text{ or } \xi < -k - \mu \\
\end{cases} \quad \text{(B.1)}$$

Now we inspect the regions individually. Note that when $-k - \mu \leq \xi \leq -k$, we have:

$$H_k(\xi + \mu) - H_k(\xi) = \frac{1}{2}(\xi + \mu)^2 - k \left( |\xi| - \frac{k}{2} \right)$$
\[= \frac{1}{2} (\xi + \mu)^2 + k \left( \xi + \frac{k}{2} \right) \quad [\because |\xi| = -\xi] \]

\[= \frac{\xi^2}{2} + (\mu + k)|\xi| + \frac{\mu^2 + k^2}{2} \]

\[= \frac{1}{2} (\xi + \mu + k)^2 - \mu k \]

When \( k - \mu \leq \xi \leq k := \]

\[H_k(\xi + \mu) - H_k(\xi) = k \left( |\xi + \mu| - \frac{k}{2} \right) - \frac{\xi^2}{2} \]

\[= k \left( |\xi + \mu| - \frac{k}{2} \right) - \frac{\xi^2}{2} \]

\[= -\frac{\xi^2}{2} + k\xi - \frac{k^2}{2} + k\mu \]

\[= -\frac{1}{2} (\xi - k)^2 + k\mu \]

Also, we have:

\[k \left( |\xi + \mu| - |\xi| \right) = \begin{cases} k\mu, & \text{if } \xi > k \\ -k\mu, & \text{if } \xi < -k - \mu. \end{cases} \]

Hence we can modify equation (B.1) as:

\[H_k(\xi + \mu) - H_k(\xi) = \begin{cases} \mu \xi + \frac{\mu^2}{2}, & \text{if } -k \leq \xi \leq k - \mu \\ \frac{1}{2} (\xi + \mu + k)^2 - k\mu, & \text{if } -k - \mu \leq \xi \leq -k \\ -\frac{1}{2} (\xi - k)^2 + k\mu, & \text{if } k - \mu \leq \xi \leq k \\ k\mu, & \text{if } \xi > k \\ -k\mu, & \text{if } \xi < -k - \mu. \end{cases} \quad (B.2) \]

Note that the term \(-\mu k\) is active on the region \( \xi \leq -k \) and \( \mu k \) is active on the region \( \xi \geq k - \mu \). From the symmetry of the distribution of \( \xi \), this effect of \(-\mu k\) and \( \mu k \) on the region \((-\infty, -k)\) and \((k, \infty)\) will cancel each other upon taking expectation and the effect of \( \mu k \) on \((k - \mu, k)\) will remain. Hence we have:

\[E \left[ H_k(\xi + \mu) - H_k(\xi) \right] = \frac{\mu^2}{2} \mathbb{P} (-k \leq \xi \leq k - \mu) + \mu E \left[ \xi \mathbb{1}_{-k \leq \xi \leq k - \mu} \right] \]

\[+ E \left[ \frac{1}{2} (\xi + \mu + k)^2 \mathbb{1}_{-k - \mu \leq \xi \leq -k} \right] + E \left[ -\frac{1}{2} (\xi - k)^2 \mathbb{1}_{k - \mu \leq \xi \leq k} \right] \]

\[= \frac{\mu^2}{2} \mathbb{P} (-k \leq \xi \leq k - \mu) - \mu E \left[ \xi \mathbb{1}_{k - \mu \leq \xi \leq k} \right] \]

\[+ E \left[ \frac{1}{2} (\xi + \mu + k)^2 \mathbb{1}_{-k - \mu \leq \xi \leq -k} \right] + E \left[ \left( \mu k - \frac{1}{2} (\xi - k)^2 \right) \mathbb{1}_{k - \mu \leq \xi \leq k} \right] \]

\[= \frac{\mu^2}{2} \mathbb{P} (-k \leq \xi \leq k - \mu) \quad (\text{B.2}) \]
\[ + \mathbb{E} \left[ \frac{1}{2} (\xi + \mu + k)^2 \mathbbm{1}_{-k - \mu \leq \xi \leq -k} \right] \]
\[ \geq \frac{\mu^2}{2} \mathbb{P} (-k \leq \xi \leq k - \mu) + \mathbb{E} \left[ \left( \mu k - \mu \xi - \frac{1}{2} (\xi - k)^2 \right) \mathbbm{1}_{k - \mu \leq \xi \leq k} \right] \]
\[ \geq \frac{\mu^2}{2} \mathbb{P} (-k \leq \xi \leq k - \mu) \]

where the last inequality follows from the fact:
\[ f(\xi) = \mu k - \mu \xi - \frac{1}{2} (\xi - k)^2 \geq 0 \quad \forall \; \xi \in [k - \mu, k] . \]

observing the fact that:
\[ \mathbb{E} \left[ \tilde{H}_k(\xi + \mu) - \tilde{H}_k(\xi) \right] = \frac{k + 1}{k} \mathbb{E} [H_k(\xi + \mu) - H_k(\xi)] \geq \mathbb{E} [H_k(\xi + \mu) - H_k(\xi)] \]
we complete the proof for all \( k > 0 \). Now for \( k = 0 \) for \( 0 < \mu < \delta \),
\[ \mathbb{E} [\lvert \xi + \mu \rvert - \lvert \xi \rvert] = -\mu \mathbb{P}(\xi \leq -\mu) + \mu \mathbb{P}(\xi > 0) + \mathbb{E} [(2\xi + \mu) \mathbbm{1}_{-\mu \leq \xi \leq 0}] \]
\[ = \mu \mathbb{P}(0 \leq \xi \leq \mu) + \mathbb{E} [(-2\xi + \mu) \mathbbm{1}_{0 \leq \xi \leq \mu}] \]
\[ = \mathbb{E} [(-2\xi + 2\mu) \mathbbm{1}_{0 \leq \xi \leq \mu}] \]
\[ = 2 \int_{0}^{\mu} (\mu - x) f_{\xi}(x) \, dx \]
\[ \geq f_{\xi}(0) \int_{0}^{\mu} (\mu - x) \, dx \]
\[ = \frac{\mu^2}{2} f_{\xi}(0) . \]

This completes the proof.

### B.2 Proof of Lemma A.1

**Proof.** Although we assume continuous steps, our proof can be certainly extended to the case when \( S_n \) takes value 0 with positive probability. The proof critically uses Theorem 4 of Chapter 12 of Volume 2 of [14]. To keep the notational similarity with the book, define:

\[ q_n = \mathbb{P} \left( \max_{1 \leq i \leq n} S_i < 0 \right) \]

and the corresponding generating function \( q(s) \) as:

\[ q(s) = 1 + \sum_{n=1}^{\infty} s^n q_n . \]
Then from equation (7.22) of Theorem 4, Chapter 12, Vol. 2 of [14] we have:

\[
\log q(s) = \sum_{n=1}^{\infty} \frac{s^n}{n} \mathbb{P}(S_n < 0) := f(s) \iff q(s) = e^{f(s)}. \quad (B.3)
\]

Now we need a lower bound on \( q_n \). Note that from the property of the generating function we have:

\[
q_n = n! q^{(n)}(0).
\]

On the other hand from Faa di Bruno’s formula:

\[
q^{(n)}(0) = \frac{d^n}{ds^n} e^{f(s)} \bigg|_{s=0} = \left[ e^{f(s)} \sum \frac{n!}{m_1!m_2! \cdots m_n!} \Pi_{j=1}^{n} \left( \frac{f^{(j)}(s)}{j!} \right)^{m_j} \right] \bigg|_{s=0} = \sum \frac{n!}{m_1!m_2! \cdots m_n!} \Pi_{j=1}^{n} \left( \frac{f^{(j)}(0)}{j!} \right)^{m_j} \quad (B.4)
\]

where the sum runs over all the sequences \( \{m_j\}_{j=1}^{n} \) such that:

\[
\sum_{i=1}^{n} i m_i = n.
\]

Note that \( f^{(j)}(0) \) is non-negative for \( j \). Hence using only one sequence with \( m_1 = \cdots = m_{n-1} = 0 \) and \( m_n = 1 \), equation \( (B.4) \) can lower bounded as:

\[
\frac{d^n}{ds^n} e^{f(s)} \bigg|_{s=0} \geq f^{(n)}(0).
\]

On the from the expression of \( f(s) \) from equation \( (B.3) \) it is immediate that:

\[
f^{(n)}(0) = n! \frac{1}{n} \mathbb{P}(S_n < 0).
\]

Combining our findings we have:

\[
n! q_n = q^{(n)}(0) = \frac{d^n}{ds^n} e^{f(s)} \bigg|_{s=0} \geq f^{(n)}(0) = n! \frac{1}{n} \mathbb{P}(S_n < 0).
\]

This immediately implies \( q_n \geq \mathbb{P}(S_n > 0) / n \) which completes our proof. \( \square \)
B.3 Proof of Lemma A.2

From the definition of distribution of $\xi$ we have:

$$F_\xi(t) = \frac{\frac{1}{2} + t^\gamma}{1 + t^\gamma} \quad t \geq 0,$$

and

$$F_\xi(-t) = 1 - F_\xi(t) = \frac{1}{2(1 + t^\gamma)}.$$  

Hence it is immediate that for any $t_0 > 0$:

$$\frac{1}{2(1 + t_0^{-\gamma})} \leq \sup_{t \geq t_0} t^\gamma \tilde{F}_\xi(t) = \sup_{t \geq t_0} \frac{t^\gamma}{2(1 + t^\gamma)} \leq \frac{1}{2} \quad (B.5)$$

For any fixed $k \geq 1$:

$$\mathbb{P}(M \geq k) = \sum_{j \geq k} \mathbb{P}(M = j)$$

$$= \sum_{j \geq k} \mathbb{P}(S_i > S_j \forall 0 \leq i \leq j - 1, S_i > S_j \forall i \geq j + 1)$$

$$= \mathbb{P}(S_1 > 0, S_2 > 0, \ldots) \sum_{j \geq k} \mathbb{P}\left(\max_{1 \leq i \leq j} S_i < 0\right)$$

$$= p^* \sum_{j \geq k} \mathbb{P}\left(\max_{1 \leq i \leq j} S_i < 0\right) \quad [p^* = \mathbb{P}(S_1 > 0, S_2 > 0, \ldots)]$$

$$\geq p^* \sum_{j \geq k} \frac{1}{j} \mathbb{P}(S_j \leq 0) \quad (B.6)$$

where the last inequality uses Lemma A.1. From the symmetry of the distribution of $\xi$ we have:

$$\mathbb{P}(S_j \leq 0) = \mathbb{P}\left(\sum_{i=1}^{j} \xi_j \leq -j\mu\right) = \mathbb{P}\left(\sum_{i=1}^{j} \xi_j > j\mu\right).$$

Set $a_j = j^{1/\gamma}$. Define the event $A_i$ as:

$$A_i = \{\xi_i > j\mu + (j-1)a_j, \xi_l \in [-a_j, j\mu) \forall 1 \neq l \neq i \leq j\}$$

Clearly $\{A_i\}'s$ are disjoint events and

$$\mathbb{P}\left(\sum_{i=1}^{j} \xi_j > j\mu\right) \geq \mathbb{P}\left(\cup_{i=1}^{j} A_i\right)$$

$$= \sum_{i=1}^{j} \mathbb{P}(A_i)$$
\[ j \hat{F} (j \mu + (j-1)a_j) (F[-a_j, j \mu])^{j-1} = j \hat{F} (j \mu + (j-1)a_j) \left( 1 - \hat{F}(a_j) - \hat{F}(j \mu) \right)^{j-1} \quad (B.7) \]

Next note that, \( j \mu + (j-1)a_j \geq \mu \) for all \( j \geq 1 \). Therefore from equation (B.5) we have for all \( j \geq 1 \):

\[ \hat{F} (j \mu + (j-1)a_j) \geq \frac{(j \mu + (j-1)a_j)^{-\gamma}}{2(1+\mu^{-\gamma})}, \]

which further implies:

\[
\begin{align*}
 j \times \hat{F} (j \mu + (j-1)a_j) & \geq \frac{1}{2(1+\mu^{-\alpha})} \frac{j}{(j \mu + (j-1)a_j)^{\gamma}} \\
 & = \frac{1}{2(1+\mu^{-\gamma})} \left( j \mu + (j-1)a_j \right)^{1/\alpha}^{j-1} \\
 & = \frac{1}{2(1+\mu^{-\gamma})} \frac{1}{j^{\gamma+1}} \left( j^{1/\gamma} \mu + \left( 1 - \frac{1}{j} \right) \right)^{j-1} \\
 & \geq \frac{1}{j^{\gamma}} \frac{1}{2(1+\mu^{-\gamma})} \left( \mu + \frac{1}{(1+j)} \right)^{j-1} \\
 & \geq \frac{c_1}{j^{\gamma}} \left( \inf_{x \geq 1} \left( 1 - \frac{1}{(1+x)} \right)^{x-1} \right) \\
 & := \frac{c_1 c_2}{j^{\gamma}}. \quad (B.8)
\end{align*}
\]

Next observe that \((j \mu)^{\gamma} \geq j\) for all \( j \geq 1 \) if \( \mu > 1 \) or for all \( j \geq \mu^{-\gamma/(\gamma-1)} \) if \( \mu \leq 1 \). Using this in equation (B.7) we have for all \( j \geq 1 \lor \lceil \mu^{-\gamma/(\gamma-1)} \rceil \):

\[
\begin{align*}
 P \left( \sum_{i=1}^{j} \xi_i > j \mu \right) & \geq \frac{c_1}{j^{\gamma}} \left[ (1 - \hat{F}(a_j) - \hat{F}(j \mu))^{j-1} \right] \\
 & \geq \frac{c_1}{j^{\gamma}} \times \left( 1 - \frac{1}{2(1+a_j^{\gamma})} - \frac{1}{2(1+(j \mu)^{\alpha})} \right)^{j-1} \\
 & = \frac{c_1}{j^{\gamma}} \times \left( 1 - \frac{1}{2(1+a_j^{\gamma})} - \frac{1}{2(1+(j \mu)^{\alpha})} \right)^{j-1} \\
 & \geq \frac{c_1}{j^{\gamma}} \times \left( 1 - \frac{1}{(1+j)} \right)^{j-1} \\
 & \geq \frac{c_1}{j^{\gamma}} \times \inf_{x \geq 1} \left( 1 - \frac{1}{(1+x)} \right)^{x-1} \\
 & := \frac{c_1 c_2}{j^{\gamma}}. \quad (B.8)
\end{align*}
\]

Using this in equation (B.6) we obtain:

\[ P (M \geq k) \geq p^* \sum_{j \geq k} \frac{1}{j} P (S_j \leq 0) \]
\[
= p^* \sum_{j \geq k} \frac{1}{j} \left( \sum_{i=1}^{j} \xi_j > j \mu \right)
\]
\[
\geq c_1 c_2 \times p^* \times \sum_{j \geq k} j^{-(\gamma+1)}
\]
\[
\geq c_1 c_2 \times p^* \times \int_{k}^{\infty} x^{-(\gamma+1)} \, dx
\]
\[
\geq c_1 c_2 \times p^* \times \frac{1}{\gamma k^\gamma}.
\]

This completes the proof of lower bound.

B.4 Proof of Lemma [A.3]

We have, by symmetry:

\[
P(\{|M_{ts}| > k\}) = P(M_{ts} > k) + P(M_{ts} < -k) = 2P(M_{ts} > k).\]

Hence, by virtue of Lemma [A.2] all we need to show is:

\[
P(M_{ts} = k) \geq p^* P(M_{os} = k).\]

Towards that end:

\[
P(M_{ts} = k) = P(S_K \leq S_i \forall 0 \leq i \leq k - 1, S_k \leq S_i \forall i \geq k + 1, S_k \leq \inf_{j \geq 1} S_{-j})
\]
\[
= P(S_K \leq S_i \forall 0 \leq i \leq k - 1, S_k \leq \inf_{j \geq 1} S_{-j}) \, P(S_i \geq 0 \forall i \geq 1)
\]
\[
= p^* P(S_K \leq S_i \forall 0 \leq i \leq k - 1, S_k \leq \inf_{j \geq 1} S_{-j})
\]
\[
\geq p^* P(S_K \leq S_i \forall 0 \leq i \leq k - 1, S_k \leq \inf_{j \geq 1} S_{-j} | \inf_{j \geq 1} S_{-j} > 0) \, P(\inf_{j \geq 1} S_{-j} > 0)
\]
\[
= p^* P(\inf_{j \geq 1} S_{-j} > 0) \, P(S_K \leq S_i \forall 0 \leq i \leq k - 1)
\]
\[
= P(\inf_{j \geq 1} S_{-j} > 0) \, P(M_{os} = k)
\]
\[
= p^* P(M_{os} = k).
\]

where the last equality follows from the fact:

\[
P(M_{os} = k) = p^* P(S_K \leq S_i \forall 0 \leq i \leq k - 1)
\]

This completes the proof.
B.5 Proof of Lemma \[\text{A.4}\]

Using same line of arguments as in Corollary 1:

\[
\begin{align*}
P(M_{ts,CPP} = x) & = \sum_{k=0}^{\infty} P(M_{ts,CPP} = x \mid N_1(x) = k) P(N_1(x) = k) \\
& = \sum_{k=0}^{\infty} P(M_{ts} = k) P(N_1(x) = k) \\
& \geq p^* \sum_{k=0}^{\infty} P(M_{os} = k) P(N_1(x) = k) \\
& = P(M_{os,CPP} = x)
\end{align*}
\]

Hence to establish Corollary \[\text{A.4}\] all we need show:

\[
P(M_{os,CPP} > x) \geq \frac{c_0}{2 f_X(d_0)} x^{-\gamma}
\]

for all large \(x\), where \(M\) is the \(\text{argmin}\) of one sided compound Poisson process, namely the minimizer of the following:

\[
X_+(t) = \sum_{i=1}^{N_1(t)} X_i, \quad t \in \mathbb{R}^+.
\]

Now we have:

\[
P(M_{os,CPP} > x) = \sum_{k=0}^{\infty} P(M_{os,CPP} > x \mid N_1(x) = k) P(N_1(x) = k) \\
= \sum_{k=0}^{\infty} P(\text{arg min}_{i \geq 0} S_i > k) P(N_1(x) = k) \\
\geq \sum_{k=0}^{\infty} P(\text{arg min}_{i \geq 0} S_i > k) P(N_1(x) = k) \\
\geq c_0 \sum_{k=0}^{\infty} k^{-\gamma} P(N_1(x) = k) \\
= c_0 \sum_{k=0}^{\infty} e^{-\Lambda(x)} \Lambda(x)^k \\
\geq c_0 \sum_{k=0}^{\infty} \frac{e^{-\Lambda(x)} \Lambda(x)^k}{k!(k + 1)(k + 2)\ldots(k + \gamma)} \\
= c_0 \sum_{k=0}^{\infty} \frac{e^{-\Lambda(x)} \Lambda(x)^k}{(k + \gamma)!}
\]
\[
= c_0 \Lambda(x)^{-\gamma} \sum_{k=k_0+\alpha}^{\infty} \frac{e^{-\Lambda(x)} \Lambda(x)^k}{k!} \\
= c_0 \Lambda(x)^{-\gamma} \mathbb{P}(N_1(x) \geq k_0 + \alpha) \\
\geq \frac{c_0}{2} \Lambda(x)^{-\gamma} = \frac{c_0}{2f_X(d_0)} x^{-\gamma}
\]

where the last inequality is valid as long as \( \text{med}(N_1(X)) \geq k_0 + \gamma \). From [2], we know as \( N_1(x) \sim \text{Poisson}(xf_X(d_0)) \), we have \( \text{med}(N_1(x)) \geq xf_X(d_0) - \log 2 \). Hence the inequality is valid as long as \( x \geq (k_0 + \gamma + \log 2)/f_X(d_0) \). From This completes the proof.

### B.6 Proof of Lemma [A.5]

**Proof.** As per our model description, all the parallel change point processes are i.i.d. Therefore \( n(d_i - d_{0,i}) \) has same distribution across \( 1 \leq i \leq m \). Therefore, we henceforth define \( F_n \) to be the distribution of \( n(d - d_0) \) and drop \( i \) from subscript. From the definition of change point estimator, we have:

\[
n(d - d_0) = \text{mid} \arg\min_t \sum_{i=1}^{n} \left( \xi_i + \frac{1}{2} \right) \left\{ \mathbb{1}_{d_0 \leq X_i \leq d_0 + \frac{t}{n}} \right\} \\
+ \text{mid} \arg\min_t \sum_{i=1}^{n} \left( -\xi_i + \frac{1}{2} \right) \left\{ \mathbb{1}_{d_0 + \frac{t}{n} < X_i \leq d_0} \right\} \\
= \text{mid} \arg\min_t \sum_{i=1}^{N_{n,+}(t)} \left( \xi_i + \frac{1}{2} \right) \mathbb{1}_{t \geq 0} + \sum_{i=1}^{N_{n,-}(t)} \left( -\xi_i + \frac{1}{2} \right) \mathbb{1}_{t < 0}.
\]

Here the count processes \( N_{n,+}(t) \) and \( N_{n,-}(t) \) are defined as follows: For \( t \geq 0 \),

\[
N_{n,+}(t) = \sum_{i=0}^{n} \mathbb{1}_{d_0 \leq X_i \leq d_0 + \frac{t}{n}} \sim \text{Bin} \left( n, F_X \left(d_0 + \frac{t}{n}\right) - F_X(t) \right)
\]

and for \( t < 0 \),

\[
N_{n,-}(t) = \sum_{i=0}^{n} \mathbb{1}_{d_0 + \frac{t}{n} \leq X_i \leq d_0} \sim \text{Bin} \left( n, F_X(t) - F_X \left(d_0 + \frac{t}{n}\right) \right).
\]

These processes can be though as finite sample approximation of Compound Poisson Process, where we have approximated the Poisson random variables by Binomial random variables. It is immediate that:

\[
N_{n,+}(t) \overset{d}{=} \text{Pois} \left(tf(d_0)\right), \\
N_{n,-}(t) \overset{d}{=} \text{Pois} \left(-tf(d_0)\right).
\]

We name the process as compound Binomial process and henceforth denote by CBP:

\[
CBP(t) = \sum_{i=1}^{N_{n,+}(t)} \left( \xi_i + \frac{1}{2} \right) \mathbb{1}_{t \geq 0} + \sum_{i=1}^{N_{n,-}(t)} \left( -\xi_i + \frac{1}{2} \right) \mathbb{1}_{t < 0} \tag{B.9}
\]
Hence we work with the smallest argmin instead of mid-argmin just for some technical simplicity, but all of the following analysis is valid for mid-argmin also. As will be evident later, the thickness of the tail of the distribution $F_n$ (the distribution of $n(\hat{d} - d_0)$) is closely related to the tail of the minimizer of a random walk with finitely many steps. Therefore, we start by establishing a lower bound on the tail of a $n$-step random walk $\{S_i\}_{i=0}^n$ with the usual convention $S_0 = 0$ and step distribution $X_i \overset{d}{=} \xi_i + 1/2$. Let $Z_n$ be the minimizer of this random walk. The random variable $Z_n$ is supported on $\{0, 1, \ldots, n\}$. Then for any $0 \leq k \leq n - 1$:

$$
P(Z_n > k) = \sum_{j=k+1}^{n} P(Z_n = j)$$

$$= \sum_{j=k+1}^{n} P(S_i > S_j \forall 0 \leq i \leq j - 1, S_i > S_j \forall j + 1 \leq i \leq n)$$

$$= \sum_{j=k+1}^{n} P(S_i < 0 \forall 1 \leq i \leq j) P(S_i > 0 \forall 1 \leq i \leq n - j)$$

$$\geq P(S_i > 0 \forall 1 \leq i < \infty) \sum_{j=k+1}^{n} P\left(\max_{1 \leq i \leq j} S_i < 0\right)$$

$$= p^* \sum_{j=k+1}^{n} \left[ P\left(\max_{1 \leq i \leq j} S_i < 0\right) \right]$$

$$\geq p^* \sum_{j=k+1}^{n} \frac{1}{j} P(S_j \leq 0)$$

(\text{B.10})

From equation (B.8) in the proof of Lemma A.2 we conclude for $j \geq 2^{\gamma/(\gamma - 1)} := k_0$:

$$P(S_j \leq 0) \geq \frac{c_1 c_2}{j^\gamma}.$$

Using the above bound in equation (B.10) we conclude:

$$P(Z_n > k) \geq p^* \sum_{j=k+1}^{n} \frac{1}{j} P(S_j \leq 0)$$

$$\geq p^* \sum_{j=k+1}^{n} \frac{1}{j} \frac{c_1 c_2}{j^\gamma}$$

$$= c_1 c_2 p^* \sum_{j=k+1}^{n} \frac{1}{j^{\gamma+1}}$$

$$\geq c_1 c_2 p^* \int_{k+1}^{n+1} x^{-(\gamma+1)} \, dx \quad [\text{Riemann integral lower bound}]$$

$$= \frac{c_1 c_2 p^*}{\gamma} \left[ \frac{1}{(k+1)^\gamma} - \frac{1}{(n+1)^\gamma} \right]$$

(\text{B.11})
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Now we go back to the random variable of interest \( n(d - d_0) \). Let \( X_{(i)} \) denotes the \( i^{th} \) order statistics of \( \{X_i\}_{i \leq n} \). If \( X_{(i)} < d_0 < X_{(i+1)} \), then from the definition of \( n(d - d_0) \), we have a random walk with \( i \) steps on the negative axis and a random walk with \( n - i \) steps on the positive axis. Therefore the number of steps of random walk on either side of origin is equal to the number of \( X_i's \) on the corresponding side of \( d_0 \). Denote by \( R_n \) (and respectively \( L_n \)), the number of \( X_i's \) greater than \( d_0 \) (respectively less than \( d_0 \)). Hence \( R_n \sim \text{Bin}(n, 1 - F_X(d_0)) \) and \( L_n \sim \text{Bin}(n, F_X(d_0)) \) with \( R_n + L_n = n \). Then we have for any \( x > 0 \):

\[
\mathbb{P} \left( n(d - d_0) > x \right) = \sum_{r=0}^{n} \sum_{k=0}^{r} \mathbb{P} \left( n(d - d_0) > x \mid R_n = r, N_{n,+}(x) = k \right) \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r)
\]

Given \( R_n = r \), we have a two sided random walk, with \( r \) steps on the positive real line \( n - r \) steps on the negative real line. Therefore, the event \( n(d - d_0) > x \) given \( N_{n,+}(x) = k \) and \( R_n = r \) is equivalent to the event that in a two sided random walks with \( r \) steps on the right and \( n - r \) steps on the left, the argmin is on the right and it happens after \( k \) steps. More precisely, if we denote by \( S_0 = 0, S_1, \ldots, S_r \) to be the random walk on the right side with step distribution \((\xi + 1/2)\) and \( S'_0 = 0, S'_1, \ldots, S'_{n-r} \) to be random walk on the left with step distribution \((-\xi + 1/2)\), then the above event corresponds that this two sided random walk is minimized at \( S_j \) for some \( k + 1 \leq j \leq r \). Therefore we write:

\[
\mathbb{P} \left( n(d - d_0) > x \right) = \sum_{r=0}^{n} \sum_{k=0}^{r} \mathbb{P} \left( n(d - d_0) > x \mid R_n = r, N_{n,+}(x) = k \right) \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r)
\]

\[
= \sum_{r=0}^{n} \sum_{k=0}^{r} \left[ \mathbb{P}(\text{arg min of twosided RW } > k) \times \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r) \right]
\]

(B.12)

Next, we obtain a lower bound on the tail of the minimizer of the two sided random walk. Note that, we have already established a lower bound on the tail of the minimizer of a one sided random walk in equation \( \text{(B.11)} \), which we exploit here to get a lower bound on the tail of the minimizer of this two-sided incarnation:

\[
\mathbb{P}(\text{arg min twosided RW } > k)
\]

\[
= \sum_{j=k+1}^{r} \mathbb{P}(\text{arg min twosided RW } = j)
\]

\[
= \sum_{j=k+1}^{r} \mathbb{P} \left( S_j < S_0, \ldots, S_j < S_{j-1}, S_j < S_{j+1}, \ldots, S_j < S_r, S_j < \min_{1 \leq i \leq n-r} S'_i \right)
\]

\[
= \sum_{j=k+1}^{r} \mathbb{P} \left( S_j < S_0, \ldots, S_j < S_{j-1}, S_j < \min_{1 \leq i \leq n-r} S'_i \right) \mathbb{P}(S_1 > 0, \ldots, S_{r-j} > 0)
\]
\[
\geq \sum_{j=k+1}^r \mathbb{P} \left( S_j < S_0, \ldots, S_j < S_{j-1}, S_j < \min_{1 \leq i \leq n-r} S_i^t \mid \min_{1 \leq i \leq n-r} S_i^t > 0 \right) \times \\
\mathbb{P} \left( \min_{1 \leq i \leq n-r} S_i^t > 0 \right) \mathbb{P}(S_1 > 0, \ldots, S_{r-j} > 0) \\
\geq p^* \sum_{j=k+1}^r \mathbb{P} \left( S_j < S_0, \ldots, S_j < S_{j-1}, S_j < \min_{1 \leq i \leq n-r} S_i^t \mid \min_{1 \leq i \leq n-r} S_i^t > 0 \right) \times \\
\mathbb{P}(S_1 > 0, \ldots, S_{r-j} > 0) \\
= p^* \sum_{j=k+1}^r \mathbb{P}(S_j < S_0, \ldots, S_j < S_{j-1}) \mathbb{P}(S_1 > 0, \ldots, S_{r-j} > 0) \\
= p^* \mathbb{P} \left( \arg \min \text{ one-sided RW with length } r > k \right) \\
\geq \frac{c_{12}(p^*)^2}{\gamma} \left[ \frac{1}{(k+1)^\gamma} - \frac{1}{(r+1)^\gamma} \right] \quad \text{[From equation (B.11)].}
\]

For the rest of the calculation we assume \( \gamma \) (the number of finite moments of the error distribution \( \xi \)) is an integer, as all our calculation is valid by replacing \( \gamma \) by \( \lfloor \gamma \rfloor \). Define a success probability \( p_{x,n} \) as:

\[
p_{x,n} = \mathbb{P} \left( X \in \left( d_0 + \frac{x}{n}, d_0 \right) \mid X > d_0 \right) = \frac{F_X \left( d_0 + \frac{x}{n}, d_0 \right) - F_X(d_0)}{1 - F_X(d_0)}.
\]

Therefore it is immediate that:

\[
N_{n,+}(x) \mid R_n = r \sim \text{Bin} \left( r, p_{x,n} \right).
\]

As per our assumption \( F_X \) has continuous density \( f_X \) with \( f_X(d_0) > 0 \). Therefore, there exists \( \delta_1 > 0 \) such that \( f_X(t) > f_X(d_0)/2 \) for \( |t - d_0| \leq \delta_1 \). Hence, for any \( 0 \leq x \leq n\delta_1 \), we have:

\[
p_{x,n} \geq \frac{x}{n} \times \frac{f_X(d_0)}{2(1 - F_X(d_0))}.
\] (B.13)

On the other, let \( f_{\max} \) be the upper bound on \( f_X \) on the entire \( \mathbb{R} \). Then, again from the mean value theorem, we have:

\[
p_{x,n} \leq \frac{x}{n} \times \frac{f_{\max}}{2(1 - F_X(d_0))}.
\] (B.14)

Therefore combining equations (B.13) and (B.14), we have:

\[
\frac{x}{n} \times \frac{f_X(d_0)}{2(1 - F_X(d_0))} \leq p_{x,n} \leq \frac{x}{n} \times \frac{f_{\max}}{2(1 - F_X(d_0))}.
\] (B.15)

We will use the above relations in our rest of the calculation. Going back to equation (B.12) we have:

\[
\mathbb{P} \left( n(d - d_0) > x \right)
\]
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\[\sum_{r=1}^{n} \sum_{k=0}^{r} \left[ \mathbb{P}(\text{arg min twosided RW} > k) \times \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r) \right] \]

\[\sum_{r=k_0}^{n} \sum_{k=k_0}^{r} \left[ \mathbb{P}(\text{arg min twosided RW} > k) \times \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r) \right] \]

\[\geq \frac{c_1 c_2 (p^*)^2}{\gamma} \sum_{r=1}^{n} \sum_{k=0}^{r} \left[ \frac{1}{(k+1)^\gamma} - \frac{1}{(r+1)^\gamma} \right] \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r) \]

\[= \frac{c_1 c_2 (p^*)^2}{\gamma} \left[ \sum_{r=k_0}^{n} \sum_{k=k_0}^{r} \frac{1}{(k+1)^\gamma} \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r) \right] \]

\[= \frac{c_1 c_2 (p^*)^2}{\gamma} \left[ \sum_{r=1}^{n} \sum_{k=0}^{r} \frac{1}{(k+1)^\gamma} \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r) \right] \]

\[= \frac{c_1 c_2 (p^*)^2}{\gamma} \left[ \sum_{r=k_0}^{n} \sum_{k=k_0}^{r} \frac{1}{(k+1)^\gamma} \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r) \right] \]

\[= \frac{c_1 c_2 (p^*)^2}{\gamma} \left[ \sum_{r=k_0}^{n} \sum_{k=k_0}^{r} \frac{1}{(k+1)^\gamma} \mathbb{P}(N_{n,+}(x) = k \mid R_n = r) \mathbb{P}(R_n = r) \right] \]

\[\geq \frac{c_1 c_2 (p^*)^2}{\gamma} \left[ \sum_{r=1}^{n} \left\{ \sum_{k=k_0}^{r} \frac{1}{(k+1)^\gamma} \left( \binom{r}{k} p_{x,n}^k (1-p_{x,n})^{r-k} \right) \right\} \mathbb{P}(R_n = r) - \sum_{r=1}^{n} \frac{1}{(r+1)^\gamma} \mathbb{P}(R_n = r) \right] \]

(B.16)

where the last inequality is obtained by replacing \(1 - p_{x,n}\) by its upper bound 1. The inner sum of the above equation can be analyzed as follows:

\[\sum_{k=k_0}^{r} \frac{1}{(k+1)^\gamma} \left( \binom{r}{k} p_{x,n}^k (1-p_{x,n})^{r-k} \right) \]

\[= \sum_{k=k_0}^{r} \frac{1}{(k+1)^\gamma} \frac{r!}{k! (r-k)!} p_{x,n}^k (1-p_{x,n})^{r-k} \]

\[\geq \sum_{k=k_0}^{r} \frac{1}{(k+1)(k+2) \ldots (k+\gamma)} \frac{r!}{k! (r-k)!} p_{x,n}^k (1-p_{x,n})^{r-k} \]
Therefore we have:

\[
np \text{ valid simply replacing } k = k_0 \text{ by } \frac{(r + \gamma)!}{(k + \gamma)!((r - k)!}(1 - p_{x,n})^{r - k}
\]

\[
= \frac{p_{x,n}^r}{(r + 1)(r + 2) \ldots (r + \gamma)} \mathbb{P}(\text{Bin}(r + \gamma, p_{x,n}) \geq k_0 + \gamma).
\]

Putting this back into equation (B.16) we obtain:

\[
\mathbb{P}\left(n(d - d_0) > x\right)
\]

\[
\geq \frac{c_1c_2(p^x)^2}{\gamma} p_{x,n}^\gamma \sum_{r=k_0}^{n} \frac{\mathbb{P}(\text{Bin}(r + \gamma, p_{x,n}) \geq k_0 + \gamma)}{(r + 1)(r + 2) \ldots (r + \gamma)} \mathbb{P}(R_n = r) - \frac{1}{1 + \gamma} \mathbb{P}(R_n = r)
\]

(B.17)

Now from the properties of the inverse moments of the binomial distribution (see e.g. [11]) we have:

\[
\sum_{r=1}^{n} \frac{1}{(r + 1)^\gamma} \mathbb{P}(R_n = r) \leq C(n\bar{F}_X(d_0))^{-\gamma} \quad \text{[Recall } R_n \sim \text{Bin}(n, F_X(d_0))] .
\]

On the other hand we have for all \(r \geq n\bar{F}_X(d_0):

\[
(r + \gamma)p_{x,n} \geq (n\bar{F}_X(d_0) + \gamma) \times \frac{x}{n} \times \frac{f_X(d_0)}{2(1 - F_X(d_0))} \quad \text{[Equation (B.13)]}
\]

\[
\geq \left(\bar{F}_X(d_0) + \frac{\gamma}{n}\right) \times x \times \frac{f_X(d_0)}{2(1 - F_X(d_0))}
\]

\[
\geq \bar{F}_X(d_0) \times x \times \frac{f_X(d_0)}{2(1 - F_X(d_0))} > \gamma + k_0
\]

for all \(x > 2(\gamma + k_0)/f_X(d_0)\). Now we know that the median of \(\text{Bin}(n, p)\) is \([np]\) or \([np]\). For simplicity, we will use the bound here \(\mathbb{P}(\text{Bin}(n, p) \geq np) \geq 1/2\) as it will be valid simply replacing \(np\) by \([np]\) and this will not alter any of our subsequent analysis. Therefore we have:

\[
\sum_{r=k_0}^{n} \frac{\mathbb{P}(\text{Bin}(r + \gamma, p_{x,n}) \geq \gamma + k_0)}{(r + 1)(r + 2) \ldots (r + \gamma)} \mathbb{P}(R_n = r)
\]

\[
\geq \sum_{r=n\bar{F}(d_0)}^{n} \frac{\mathbb{P}(\text{Bin}(r + \gamma, p_{x,n}) \geq \gamma + k_0)}{(r + 1)(r + 2) \ldots (r + \gamma)} \mathbb{P}(R_n = r)
\]

\[
\geq \sum_{r=n\bar{F}(d_0)}^{n} \frac{1}{2(r + 1)(r + 2) \ldots (r + \gamma)} \mathbb{P}(R_n = r)
\]

\[
\geq \frac{1}{2(n + 1)(n + 2) \ldots (n + \gamma)} \sum_{r=n\bar{F}(d_0)}^{n} \mathbb{P}(R_n = r)
\]
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where the last inequality is valid for small enough $\delta$

Therefore we have established that for any $2\gamma/f_x$ we have:

\[
\begin{align*}
\mathbb{P} \left( n(\hat{d} - d_0) > x \right) & \geq \frac{c_1 c_2 (p^*)^2}{\gamma} p_{x,n}^{-\gamma} \left[ \sum_{r=0}^{n} \mathbb{P} \left( \text{Bin}(r+\gamma, p_x,n) \geq \gamma \right) \mathbb{P}(R_n = r) - p_{x,n}^{-\gamma} \right] \\
& \geq \frac{1}{4(n+1)(n+2) \ldots (n+\gamma)} \\
& \geq \frac{1}{4(n+1)(n+2) \ldots (n+\gamma)} - \frac{c_1 c_2 (p^*)^2}{\gamma} p_{x,n}^{-\gamma} C(\hat{F}(d_0))^{-\gamma} \\
& \geq \frac{1}{4(2\gamma)} - (np_{x,n})^{\gamma} C(\hat{F}(d_0))^{-\gamma} \\
& \geq \frac{1}{4(2\gamma)} - \left( x \times \frac{x_{\text{max}}}{1 - F_X(d_0)} \right)^{\gamma} C(\hat{F}(d_0))^{-\gamma} \\
& \geq \frac{1}{4(2\gamma)} - \left( \delta_2 x_{\text{max}} \right)^{\gamma} C(1 - F_X(d_0))^{-\gamma} \\
& \geq \frac{1}{2\gamma + 3} \times x^{-\gamma} \\
& = \frac{c_1 c_2 (p^*)^2}{\gamma^{2\gamma + 3}} \times x^{-\gamma}.
\end{align*}
\]

where the last inequality is valid for small enough $\delta$, i.e. we choose $\delta$ which satisfies:

\[
\frac{1}{2\gamma + 3} - \left( \frac{\delta_2 x_{\text{max}}}{C(1 - F_X(d_0))} \right)^{\gamma} \geq \frac{1}{2\gamma + 3}.
\]

Therefore we have established that for any $2\gamma/f_X(d_0) \leq x \leq (\delta_1 \wedge \delta_2)n$:

\[
\mathbb{P} \left( n(\hat{d} - d_0) > x \right) \leq \frac{c_1 c_2 (p^*)^2}{\gamma^{2\gamma + 3}} \times \left( \frac{x_{\text{max}}}{1 - F_X(d_0)} \right)^{-\gamma} x^{-\gamma}. \quad (B.18)
\]

The calculation for the negative $x$ is similar. As introduced before, $L_n$ denotes the number of $X_i's$ on the left of $d_0$ and $L_n \sim \text{Bin}(n, F(d_0))$. Given $L_n = l$, define $S_0 \equiv 0, S_1, \ldots, S_l$ to be random walk on the left of origin and $S_0 = 0, S_1, \ldots, S_{n-l}$ on the right of origin. Given $L_n = l, N_{n,-}(x) = k'$, the event $n(\hat{d} - d_0) < -x$ is equivalent to the event that in a two sided random walk with $l$ steps on the left and $n - l$ steps on the right, the minima occurs on the left and it occurs at one of the steps among $\{S'_{k'+1}, S'_{k'+2}, \ldots, S_l\}$. Using the similar logic as above we obtain for any $2\gamma/f_X(d_0) \leq x \leq (\delta_1 \wedge \delta_2)n$:

\[
\mathbb{P} \left( n(\hat{d} - d_0) < -x \right) \geq \frac{c_1 c_2 (p^*)^2}{\gamma^{2\gamma + 3}} \times \left( \frac{x_{\text{max}}}{1 - F_X(d_0)} \right)^{-\gamma} x^{-\gamma}. \quad (B.19)
\]
Finally, from equation (B.18) and (B.19) we conclude for any \(2\gamma/f_X(d_0) \leq x \leq (\delta_1 \land \delta_2)n\):

\[
P\left(\left|n(\hat{d} - d_0)\right| > x\right) \geq \frac{c_1c_2(p^*)^2}{\gamma^{2\gamma+2}} \times \left(\frac{f_{X, \text{max}}}{1 - F_X(d_0)}\right)^{-\gamma} \times x^{-\gamma}.
\]

This completes the proof.

**B.7 Proof of Lemma A.6**

We use the same notations as used in the proof of Lemma A.5. As \(\xi_i\)'s are bounded by \(b\) with mean \(\mu > 0\), by applying Hoeffding’s inequality, we have for any \(j \in \mathbb{N}\):

\[
P(\bar{\xi}_j < -\mu) \leq e^{-\frac{\mu^2}{4b^2}} := e^{-cj},
\]

with \(c = \mu^2/4b^2\). As in Lemma A.5, we start with establishing an upper bound on the tail on the minimizer of random walk. Let \(\{S_j\}_{j=0,\ldots,n}\) denotes a \(n\)-step random walk and let \(Z_n\) denotes its minimizer supported on \(\{0, 1, \ldots, n\}\). We then have:

\[
P(Z_n > k) = \sum_{j=k+1}^n P(Z_n = j)
\]

\[
= \sum_{j=k+1}^n P(S_j < 0, \ldots, S_j < S_{j-1}, S_j < S_{j+1}, \ldots, S_j < S_n)
\]

\[
\leq \sum_{j=k+1}^n P(S_j < 0)
\]

\[
= \sum_{j=k+1}^n P(\bar{\xi}_j < -\mu)
\]

\[
\leq \sum_{j=k+1}^n e^{-cj} = e^{-c(k+1)} - e^{-c}.
\]

Going back to distribution of \(n(\hat{d} - d_0)\), as in the proof of Lemma A.5 we have:

\[
P\left(\left|n(\hat{d} - d_0)\right| > x\right)
\]

\[
= \sum_{r=0}^n \sum_{k=0}^r P(n(\hat{d} - d_0) > x \mid R_n = r, N_{n,+}(x) = k) \cdot P(N_{n,+}(x) = k \mid R_n = r) \cdot P(R_n = r)
\]

\[
= \sum_{r=0}^n \sum_{k=0}^r \left[P(\text{arg min two sided RW} > k \mid R_n = r, N_{n,+}(x) = k) \times P(N_{n,+}(x) = k \mid R_n = r) \cdot P(R_n = r)\right]
\]

\[
= \sum_{r=0}^n \sum_{k=0}^r \left[P(\text{arg min two sided RW} > k \mid R_n = r) \times P(N_{n,+}(x) = k \mid R_n = r) \cdot P(R_n = r)\right]
\]

\[(B.20)\]
Upper bounding the argmin of two-sided random walk is relatively easier:

\[
P(\text{arg min twosided RW} > k \mid R_n = r) \\
= \sum_{j=k+1}^{r} P(\text{arg min twosided RW} = j \mid R_n = r) \\
= \sum_{j=k+1}^{r} \left( P\left(S_j < \min_{0 \leq i < j-1} S_i, S_j < \min_{j+1 \leq i < r} S_i, S_j < \min_{1 \leq i \leq n-r} S_i\right) \right) \\
\leq \sum_{j=k+1}^{r} P(S_j < 0) \leq \frac{e^{-c(k+1)}}{1 - e^{-c}}.
\]

Using this bound in equation (B.20) we obtain for any \(0 \leq x \leq n\delta_1\) (where \(\delta_1\) is same as defined in the proof of Lemma A.5, i.e. we choose \(\delta_1 > 0\) such that \(f_X(t) \geq f_X(d_0)/2\) for all \(|t - d_0| \leq \delta_1\):

\[
P\left(n(\hat{d} - d_0) > x\right) \\
= \sum_{r=0}^{n} \sum_{k=0}^{r} [P(\text{arg min twosided RW} > k \mid R_n = r) \\
\times P(N_{n,+}(x) = k \mid R_n = r)] P(R_n = r) \\
\leq \sum_{r=0}^{n} \sum_{k=0}^{r} \frac{e^{-c(k+1)}}{1 - e^{-c}} P(N_{n,+}(x) = k \mid R_n = r) P(R_n = r) \\
\leq \frac{e^{-c}}{1 - e^{-c}} \sum_{r=0}^{n} \left(1 - p_{n,x} + p_{n,x} e^{-c}\right)^r P(R_n = r) \\
= \frac{e^{-c}}{1 - e^{-c}} \left(1 - \hat{F}(d_0) + \hat{F}(d_0) \left(1 - p_{n,x} + p_{n,x} e^{-c}\right)\right)^n \\
= \frac{e^{-c}}{1 - e^{-c}} \left(1 - \hat{F}(d_0) p_{n,x} (1 - e^{-c})\right)^n \\
\leq \frac{e^{-c}}{1 - e^{-c}} \left(1 - \frac{x f_X(d_0)}{2n}\right)^n \\
\leq \frac{e^{-c}}{1 - e^{-c}} e^{-x f_X(d_0)/(2(1-e^{-c}))}.
\]

The calculation for \(P(n(\hat{d} - d_0) < -x)\) for \(x > 0\) is similar and hence skipped for brevity. Therefore we obtain for \(0 \leq |x| \leq n\delta_1\):

\[
P \left( |n(\hat{d} - d_0)| > x \right) \leq \frac{2e^{-c}}{1 - e^{-c}} e^{-x f_X(d_0)/(2(1-e^{-c}))}.
\]

This completes the proof.
B.8 Proof of Proposition [A.7]

From proposition 5 of [15] we have:

\[
E \left\| \sum_{i=1}^{n} \xi f(X_i) \right\|_F \leq E \left[ \sum_{k=1}^{n} (|\eta(k)| - |\eta(k+1)|) \right] E \left\| \sum_{i=1}^{k} \epsilon_i f(X_i) \right\|_F
\]

where \(|\eta(1)| \geq |\eta(2)| \geq \ldots \geq |\eta(n)| \geq |\eta(n+1)| = 0\) are the decreasing order statistics of \(\{\xi_i - \xi_i'\}_{i=1}^{n}\) where \(\{\xi_i\}_{1 \leq i \leq n}\) are i.i.d copy of \(\{\xi_i\}_{1 \leq i \leq n}\). Hence we have:

\[
E \left\| \sum_{i=1}^{n} \xi f(X_i) \right\|_F \leq E \left[ \sum_{k=1}^{n} (|\eta(k)| - |\eta(k+1)|) (\varphi_n(k) + b_n) \right]
\]

\[
= E \left[ \sum_{i=1}^{n} \int_{\eta(k+1)}^{\eta(k)} \varphi_n(k) \ dt \right] + b_n E \left[ |\eta(1)| \right]
\]

\[
\leq E \left[ \int_{0}^{\infty} \varphi_n \left( \sum_{i=1}^{n} P(|\xi_i - \xi_i'| > t) \right) \ dt \right] + 2b_n E \left[ \max_{1 \leq i \leq n} |\xi_i - \xi_i'| \right] \quad \text{[By Jensen’s inequality]}
\]

\[
\leq E \left[ \int_{0}^{\infty} \varphi_n \left( \sum_{i=1}^{n} (P(|\xi_i| > t/2) + P(|\xi_i'| > t/2)) \right) \ dt \right] + 2b_n E \left[ \max_{1 \leq i \leq n} |\xi_i| \right]
\]

\[
= 2 \int_{0}^{\infty} \varphi_n \left( \sum_{i=1}^{n} P(|\xi_i| > t/2) \right) + 2b_n E \left[ \max_{1 \leq i \leq n} |\xi_i| \right]
\]

\[
\leq 4 \int_{0}^{\infty} \varphi_n \left( \sum_{i=1}^{n} P(|\xi_i| > t) \right) + 2b_n E \left[ \max_{1 \leq i \leq n} |\xi_i| \right]
\]

where the last inequality follows from the fact that \(\varphi_n(0) = 0\) and \(\varphi_n\) concave which leads to \(\varphi_n(2x) \leq 2\varphi_n(x)\).
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