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Abstract

This study analyzed the performance of different machine learning methods for winter wheat yield prediction using extensive datasets of weather, soil, and crop phenology. To address the seasonality, weekly features were used that explicitly take soil moisture conditions and meteorological events into account. Our results indicated that nonlinear models such as deep neural networks (DNN) and XGboost are more effective in finding the functional relationship between the crop yield and input data compared to linear models. The results also revealed that the deep neural networks often had a higher prediction accuracy than XGboost.

One of the main limitations of machine learning models is their black box property. As a result, we moved beyond prediction and performed feature selection, as it provides key results towards explaining yield prediction (variable importance by time). The feature selection method estimated the individual effect of weather components, soil conditions, and phenology variables as well as the time that these variables become important. As such, our study indicates which variables have the most significant effect on winter wheat yield.

Keywords: yield prediction, machine learning, deep neural networks, feature selection.
1. INTRODUCTION
The threat to food security from climate change is a critical issue given the world population is expected to reach 9 Billion by 2050. Governments across the globe need to be well-equipped to deal with supply shocks in major cereals (Konduri et al. 2020). Moreover, farmers and growers rely mostly on past experiences and historical time-series data of the crop yields and weather events to make important decisions about agro-management practices in the current year. Crop yield prediction is one of the challenging problems in precision agriculture as the yields depend on several factors such as climate, weather, soil, and crop management (Xu et al., 2019). In this regard, machine learning (ML) is a practical approach that can provide yield predictions and has emerged as promising technology over the past years that can potentially aid farmers’ decision making (Moeinizade et al., 2019; Basso and Liu 2018) and informed actions in real-world scenarios without or with minimal human interventions (Khoda Bakhshi and Ahmed, 2021; Günyay et al., 2020; Haghighat et al., 2020; Parsa A.B. 2020). One of the main advantages of ML approaches is that they are capable of autonomously solving large nonlinear problems using datasets compiled from different sources. It provides a flexible and yet powerful framework for not only data-driven decision-making but also for the incorporation of expert knowledge into the system (Chlingaryan et al., 2018; Bamney et al., 2021). Additionally, the (ML) approaches have emerged as promising alternative and complementary tools to the crop models which are constrained by several challenges including the availability of data to parameterize, calibrate and validate the models before their application (Mupangwa et al. 2020). However, the lack of spatial and temporal data that covers a range of production and management inputs (e.g. planting date, fertilizer application rate) to efficiently train the ML models is a limitation that needs to be overcome (Shahhosseini et al., 2019).

Several machine learning models such as CNN, SVM, OLS (Shahhosseini et al., 2019; Khaki and Wang, 2019; Feng et al., 2020; Kang et al., 2020; Klompenburg et al., 2020; Khaki et al., 2021) are being used in crop detection and yield forecasting. Though high prediction accuracy is the main consideration when using artificial intelligence models, good stability and less computational workload should also be considered (Hassan et al., 2017). Some models are inherently unstable and may produce less accurate estimates when forecasting with new data sets.

Thus, the aims of this study are to (1) evaluate the accuracy and interpretability of ML models for forecasting winter wheat yield; (2) evaluate the effects of different climate variables on crop yield; and (3) establish and evaluate the applicability of the general model in a temperate climate.

2. DATA ACQUISITION
The data analyzed in the current study included yield performance, management, weather, and soil information for the entire territory of Germany.
2.1. **Weather data**

Minimum and maximum temperature, radiation, precipitation, relative humidity, and wind speed data at a daily time scale were obtained from the Deutscher Wetterdienst (DWD) for 41 years (ranging from 1979-2019) and interpolated to a 1km grid as described in Zhao et al. (2015a) and aggregated to weekly values at NUTS3 (Nomenclature of Territorial Units for Statistics (Nomenclature of Territorial Units for Statistics, 2020) level for input to the ML model. For aggregation to NUTS3 level, weights averages were computed using weights corresponding to the fraction of each grid cell that was under agricultural land-use which were assigned based on CORINE Land Cover 2006 land-use data at an original resolution of 250m (CORINE, 2006).

2.2. **Soil data**

For input to the ML model, soils were aggregated to the DWD grids by selecting the majority soil type, considering only soils corresponding to the same agricultural land-use categories from CORINE 2006 used for the climate. The soil data source is the soil reconnaissance map of Germany available at 1:1,000,000 differentiated by land-use commonly known as BÜK1000N (BGR). The soil-related parameters used were soil texture values (e.g. percentage of sand, silt, and clay), crop available water at field capacity, saturation and the wilting point, and bulk density available up to soil depth of 1.3 meters. The spatial resolution of the soil data was 1 km².

2.3. **Crop yield statistics**

Crop yield statistics of about 271 counties at the subnational NUTS3 (NUTS, 2019) level for winter wheat across Germany were analyzed for years 1999 to 2019. The NUTS3 level of Germany equals county (“Kreise”). NUTS3 crop yields were extracted from the regional database of Germany (Regionaldatenbank Deutschland, 2020).

2.4. **Crop phenology data**

Observations of winter wheat sowing, anthesis, and harvest were accessed from the DWD phenology database (DWD). Data at the NUTS3 level were resampled to DWD 1km simulation grids by joining grids to NUTS3 based on their centroid. In the next step, we randomly sampled 50 weather and soil from each county and took the average of these samples to get representative values for both weather and soil (Figure 1). The weather data did not have any missing values, but we found the daily data to be more granular than necessary to reveal the essential information. As a result, we took the weekly average and achieved a 365:52 ratio of dimension reduction. Such preprocessing of the weather data substantially reduced the number of parameters of machine learning methods. Table 1 shows the summary statistics of winter wheat data.
Figure 1: Sampling points for the weather and soil data collection in 271 counties across Germany.

Table 1: Summary statistics of the data used in the study. The unit of yield is tons ha\(^{-1}\).

| Summary Statistics                      | Winter Wheat Data |
|-----------------------------------------|-------------------|
| Total number of locations               | 271               |
| Year range                              | 1999-2019         |
| Mean Yield                              | 6.30              |
| Standard deviation of yield             | 0.98              |
| Minimum yield                           | 2.20              |
| Maximum yield                           | 9.50              |
| Number of weather components            | 6                 |
| Number of soil components               | 7                 |
| Number of phenology components          | 3                 |
| Number of observations                  | 5692              |
There are different sowing/harvest dates for different counties. This results in different growing season lengths. The histogram of growing season length across all counties in 2019 is shown in Figure 2.

![Figure 2: Frequency distribution of growing season length (from sowing to harvest) across the 271 counties in the year 2019.](image)

3. METHODS

3.1. ML models description

**Random forests (RF):** RF includes multiple individual trees and uses Breiman's “bagging” idea to ensemble many decision trees into a single but strong model (Breiman, 2001). It uses the self-help method (i.e., the bootstrap resampling technology) to generate new training sample sets from the original training samples of N by repeatedly selecting random k sets of samples. During the overall selecting process, some samples may be collected more than once. The training sample is used to generate k buffeting the decision or regression trees (CART) for the development of random forests, and then classify the test sample by majority vote decision or use the average as return values. Given the fact that randomness can effectively reduce model variance, random forests, in general, can achieve good generalization ability and low variance resistance without additional pruning.

**k-Nearest Neighbor (kNN):** The k-nearest neighbor (kNN) method is one of the most widely used methods in data mining algorithms in the research community. The method is a long-established non-parametric classifier, introduced by (Cover and Hart 1967). This method is easy to implement and it is
also simple, efficient, intuitive, and competitive. Therefore, it can be used for both classification and regression problems. At the stage of classification for a given test sample, the kNN algorithm directly searches all training examples by computing the distances between the testing sample and all training data to determine the nearest neighbors and produce the classification output. The Euclidean distance function (Equation 1), one of the most widely used distance metric functions in kNN (Hu et al., 2016), was used in this study.

The Euclidean distance equation can be represented as Equation 1 where \( n \) is the total number of data points.

\[
d(p, q) = \sqrt{\sum_{i=1}^{n}(q_i - p_i)^2}
\]

In this formula, \( d \) is the Euclidean distance, \( p \) and \( q \) are the data points consisting of \( N \) dimensions and \( i \) is an index number. In addition to the advantages described above, the kNN method has some disadvantages. The kNN method can take a long time to execute when the training dataset is large. The reason is that each query sample is calculated singularly within each training dataset. Moreover, the kNN algorithm is highly sensitive to redundant and irrelevant features and therefore the quality of the features selection must be done carefully. Otherwise, incorrect classification occurs (Imandoust and Bolandraftar, 2013).

**LASSO and Ridge Regression:** Different variations of linear regression models (Polynomial, Quantile, Elastic Net, Poison, Negative Binomial, Ordinal, Principal Components, Lasso, Ridge, etc) have successfully been used for creating robust prediction models with comparable performance to non-linear models. Lasso and Ridge Regression are two distinct methods of reducing the variance of linear regression models by shrinking their coefficients. The least absolute shrinkage and selection operator (LASSO) is a regularization method that can exclude some of the variables by setting their coefficient to zero (James et al., 2013) and in this manner, Lasso seems like a feature selection algorithm. L1 regularization is added to the linear regression model in LASSO which can shrink coefficients towards zero. On the other hand, Ridge regularization (L2 regularization), although reduces coefficients toward zero, never sets any of them as zero (Hoerl and Kennard, 1970).

**Regression Tree (RT):** A tree is created by splitting the root node of the tree into various partitions that constitute the successor nodes. The process is repeated recursively on each partition known as binary recursive partitioning (Breiman et al., 1984). Initially, all data points are partitioned into the same group. The algorithm begins partitioning the data into binary partitions/branches. Among all the possible binary splits in each of the tree levels, the algorithm selects the split that minimizes the sum of the squared differences from the mean in the two separate partitions. This splitting algorithm is implemented on every new branch. The process continues until each node becomes a terminal node. A terminal node is a node that has a user-specified minimum node size or if the sum of squared difference from the mean in that node is zero (Whichever is reached earlier in the tree).
Support Vector Regression (SVR): SVR uses the support vector machine (a classification algorithm) to predict a continuous variable. SVR tries to fit the best line within a threshold of values (epsilon-insensitive tube) (Cortes & Vapnik 1995). This tube contains the margin of error the model can have. The distance between the data points and the tube is measured and labeled as the support vectors. The objective function of the optimization problem is (Equation 3):

$$\text{Min} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} |\varepsilon_i|$$  \hspace{1cm} (3)

Where $w$ stands for the distance between the support vectors, $C$ is a trade-off parameter defined by the user and $\varepsilon_i$ is the margin of error.

XGBoost: It is an implementation of gradient boosted decision trees designed for speed and performance. XGBoost stands for extreme gradient boosting (improved version of gradient boosting machine) and its inception dates back to a research project by Tianqi Chen in 2016 (Chen and Guestrin, 2016). XGBoost is an ensemble of decision trees; it is a sequential build-off from various decision trees where each tree works to enhance the performance of the prior tree. In XGboost, the training of each tree is parallelized and this significantly boosts the training speed. XGBoost has been widely used for solving machine learning problems in crop yield.

Deep neural networks (DNN): Deep neural networks belong to the class of representation learning methods with multiple levels of abstraction, which can learn the underlying representation of data without the need for handcrafted features (LeCun et al., 2015). Representation learning is a set of methods that allows a model to be fed with raw data and to automatically discover the relationships between inputs and outputs (Khaki and Wang, 2019; Khaki et al., 2021). The DNN model that has been used in this paper is a feedforward neural network that has multiple hidden layers. Deep neural networks apply a nonlinear function to the output of each hidden layer which makes them highly nonlinear. DNN models are trained with gradient-based optimization methods to minimize the desired error function for the task for which they are used (Khaki and Nettleton 2020).

DNN models have recently been used for crop yield prediction which has shown great success by outperforming other traditional machine learning methods (Khaki and Wang, 2019, Khaki et al. 2020a, Khaki et al. 2020b, Khaki et al. 2020c, van Klompenburg 2020, Khaki et al., 2020d).

The traditional neural networks with a single hidden layer have also been widely used to estimate FC and PWP (Merdun et al.; 2006; Lamorski et al., 2008; Ayoubi and Sahrawat, 2011). This method is a mathematical model developed by the inspiration of the structure of the biological brain (Landeras et al., 2008). The method is a supervised model that has skills to learn from a training dataset and store the pattern of the data as a weighted connection of nodes. After the learning process, when the new data is applied to the ANN model, it recognizes the pattern from the data and classifies it. In this way, the method gives results quickly and accurately (Yamaç and Todorovic, 2020; Khaki et al., 2019; Khaki et al., 2020d).
3.2. Model interpretability

Recently, there has been a huge inclination toward applying interpretation tools on tree-based ensemble models (e.g. Random Forest and Gradient Boosting Trees) for developing yield prediction models (Shahhosseini et al., 2019; Kang et al., 2020; Obsie et al., 2020). In general, tree-based ensemble models lead to more accurate results compared to other baseline machine learning models, such as linear regression. However, the black-box nature of the ensemble models does not provide the reason (features) that are important in determining the crop yield values and whether these features are reducing or increasing the yield values. It is vital to maintain a trade-off between model accuracy and interpretability. Therefore, in this study, SHAP, and Shapley values are applied to provide an interpretable measure for the XGboost model. In this way, the model achieves both an optimal accuracy and decent interpretability (Rajabalizadeh, A. et al. 2020).

Shapley values were created based on the game theory (Shapley, 1953). Shapley values show the contribution of each feature in the model’s outcome. In computing the Shapley values, the mean marginal effect of feature values on the prediction results is analyzed by evaluating feature permutations for all the features to calculate their associate Shapley values. More important features are assigned with greater Shapley values due to their higher contribution to the model results. In the literature, there are several methods used for estimating Shapley values, one of which is called SHAP (Shapley Additive exPlanations) which was introduced by Lundberg and Lee as the most efficient and theoretically optimal way of calculating Shapley values in 2016. This paper uses a slight variation of SHAP called TreeSHAP (Lundberg et al., 2018, Sundararajan et al., 2019), as a robust and efficient technique for calculating Shapley values in tree-based models such as gradient boosted trees.

3.3. Input combinations and parameter calibration

A combination of weekly meteorological variables, crop phenological variables (sowing, flowering, and harvest dates), and soil variables for 271 counties from 1999 to 2019 was used in the study. The meteorological variables included the maximum and minimum temperature, precipitation, solar radiation, humidity level, and wind speed. The soil variables included the volumetric (%) crop available water at permanent wilting point (LL), field capacity (DUL), and at the saturation point (SAT), bulk density (BD), percentage of sand, silt, and clay. This results in a total of 5692 instances and 280 column features.

To reach the most optimized parameter setting for each model, a combination of numerous parameter domain values was tested on the validation set to reach the best parameter that results in the lowest test error. The validation dataset is limited to the data from 1999 to 2016. The best parameters setting is chosen by either using a grid search cross-validation or randomized search cross-validation with 1000 iterations on a 3-fold cross-validation setting (3000 trials for each model). The range of tested values for
parameters is chosen based on the domain knowledge. The tested parameters and the resulted best parameter estimation are shown in Table 2.

Table 2: Parameter settings for the machine learning models used for predicting the winter wheat yield.

| Model            | Parameters | Best Parameter |
|------------------|------------|----------------|
| SVR              | C          | 1              |
|                  | Gamma      | 0.01           |
|                  | Kernel type| Rbf            |
|                  | Epsilon    | 0.15           |
| KNN-regression   | Leaf size  | 45             |
|                  | Number of neighbors | 3 |
|                  | P          | 1              |
| Lasso regression | alpha      | 0.0001         |
| Ridge regression | alpha      | 0.01           |
|                  | Solver     | Auto           |
| Regression tree  | Criterion  | Mse            |
|                  | Maximum depth | 8 |
| Random Forest    | Number of estimators | 644         |
|                  | Max. feature numbers | Sqrt |
|                  | Max. depth  | 57             |
|                  | Min. samples split | 5               |
|                  | Min. samples leaf | 1              |
|                  | Bootstrap   | FALSE          |
| XGBoost          | Max. depth  | 11             |
|                  | Objective   | [reg:squared error] |
|                  | regularization alpha | 0.0001 |
|                  | Min. child weight | 5              |
|                  | Gamma       | 0.05           |
|                  | Learning rate| 0.09           |
|                  | Booster     | Gbtree         |
|                  | Subsample   | 0.6            |
|                  | Column sample by tree | 0.9 |
| DNN              | Number of layers | 5             |
|                  | Number of neurons | 50            |
|                  | Optimizer   | Adam           |
|                  | Batch size  | 8              |
|                  | Number of epochs | 50            |
|                  | Activation function | ReLu |
|                  | Learning rate| 0.0003         |

We plotted the ground truth yield and the predicted yield by the XGboost model in Figure 3 to see how close the prediction results are to the ground truth values. As shown in Figure 3, the predicted results of the XGboost and DNN models and the ground truth values have a significantly stronger association compared to the other models. The correlation coefficient of their relationships is 0.71 and 0.70 respectively. In other words, about 50 percent of the variability in the ground truth values can be explained by the predicted results of the XGboost model ($R^2 = 0.49$). As it is observed in the graph, the
range of predicted yield for the SVR model is very narrow which means that SVR model predicts most of the instances to be between 6 and 7 and cannot be a reliable predictor for yield values.

Figure 3: Scatter plot of the predicted winter wheat yield vs. ground truth yield values for the eight models.

3.4. Model evaluation

The performance of models was evaluated using mean absolute error (MAE) (Equation 4), root mean square error (RMSE) (Equation 5), and correlation coefficient r (Equation 6):

\[
MAE = \frac{\sum_{i=1}^{n}|y_i - \hat{y}_i|}{n} \tag{4}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n}} \tag{5}
\]
\[ r = \sqrt{1 - \frac{\sum_{i=1}^{n}(y_i - \hat{y})^2}{\sum_{i=1}^{n}(y_i - y)^2}} \]  

(6)

\( y_i, \hat{y} \) and \( n \) stand for the ground truth and predicted values and the total number of data points respectively.

4. RESULTS

Prediction results

Using the best parameter settings achieved in section 3.2, three models are trained for each of the machine learning methods in the study. One model is trained on the data between 1999 to 2016 and tested on the data of 2017, the other model is trained using the data between 1999 to 2017 and tested in 2018, and the last model is trained on the data between 1999 to 2018 and tested on the data of 2019. The train and test results based on the model evaluation metrics described in section 3.3 are shown in Table 3.

Table 3: Training and validation results (RMSE and \( r \) values) for the machine learning models used for predicting winter wheat yield.

| Results                        | KNN | Random Forest | XGB | Lasso | Ridge | Regression Tree | SVR | DNN |
|--------------------------------|-----|---------------|-----|-------|-------|-----------------|-----|-----|
| Training 1999 to 2016 (RMSE)  | 0.33| 0.04          | 0.18| 0.57  | 0.56  | 0.46            | 0.33| 0.41|
| Test on 2017 (RMSE)           | 0.88| 0.8           | 0.85| 1.19  | 1.05  | 0.85            | 0.86| 0.8 |
| Training 1999 to 2017 (RMSE)  | 0.38| 0.27          | 0.31| 0.61  | 0.62  | 0.54            | 0.38| 0.44|
| Test on 2018 (RMSE)           | 1.06| 1.13          | 0.94| 1.23  | 1.39  | 0.95            | 1.04| 1.00|
| Training 1999 to 2018 (RMSE)  | 0.44| 0.39          | 0.39| 0.67  | 0.71  | 0.59            | 0.44| 0.43|
| Test on 2019 (RMSE)           | 1.07| 0.92          | 0.87| 1.27  | 1.69  | 0.98            | 1.02| 0.74|
| Training 1999 to 2016 (MAE)   | 0.25| 0.03          | 0.14| 0.44  | 0.44  | 0.35            | 0.24| 0.32|
| Test on 2017 (MAE) | 0.67 | 0.66 | 0.68 | 1.03 | 0.88 | 0.69 | 0.71 | 0.66 |
|-------------------|------|------|------|------|------|------|------|------|
| Training 1999 to 2017 (MAE) | 0.27 | 0.18 | 0.22 | 0.47 | 0.48 | 0.41 | 0.27 | 0.35 |
| Test on 2018 (MAE) | 0.88 | 0.9   | 0.77 | 1.03 | 1.16 | 0.78 | 0.82 | 0.81 |
| Training 1999 to 2018 (MAE) | 0.3  | 0.25  | 0.27 | 0.51 | 0.55 | 0.44 | 0.29 | 0.34 |
| Test on 2019 (MAE) | 0.84 | 0.75  | 0.69 | 1    | 1.38 | 0.81 | 0.85 | 0.59 |
| Training 1999 to 2016 (r) | 0.94 | 1    | 0.98 | 0.81 | 0.82 | 0.89 | 0.94 | 0.91 |
| Test on 2017 (r) | 0.3  | 0.47  | 0.54 | 0.41 | 0.43 | 0.57 | 0.35 | 0.60 |
| Training 1999 to 2017 (r) | 0.92 | 0.97  | 0.95 | 0.78 | 0.77 | 0.83 | 0.92 | 0.90 |
| Test on 2018 (r) | 0.3  | 0.15  | 0.47 | 0.15 | 0.03 | 0.48 | 0.28 | 0.39 |
| Training 1999 to 2018 (r) | 0.89 | 0.93  | 0.92 | 0.73 | 0.7  | 0.8  | 0.9  | 0.90 |
| Test on 2019 (r) | 0.49 | 0.5   | 0.64 | 0.44 | 0.46 | 0.57 | 0.45 | 0.73 |

Based on the results shown in this Table 3, XGboost and DNN had a comparable performance while DNN was slightly better than XGboost. DNN outperformed all other models concerning all performance measures except the XGboost model as the DNN model is highly nonlinear and automatically discovers the relationship between the input data and the yield by extracting relevant features from the input data. The linear models such as Lasso and Ridge had a weak performance compared to other models due to their linear modeling structure which fails to capture the nonlinear effects of weather and soil conditions. XGboost performance is better than random forest and regression tree models due to the use of gradient boosted trees which significantly improves its performance. The prediction error for winter wheat yield compared to the ground truth yield data (i.e., the observed yield) across the 271 counties varies from 0.1% to 67.9% in the year 2019 (Figure 4). KNN and SVR models also had a comparable performance and they had a higher prediction accuracy compared to linear models such as Lasso and Ridge due to capturing nonlinear effects of weather and soil data.
The counties in dark grey color indicate that ground truth yields were not available for the year 2019.

5. ANALYSIS

5.1. Feature selection

We have predicted the yield based on weather components and soil conditions. Feature selection is performed on the trained XGBoost model to find the relative importance of each feature. Weather and soil data are generally represented by numerous variables, which do not have equal effect or importance in yield prediction. Thus, it is of paramount importance to find important variables and remove the redundant variables that might decrease the prediction accuracy. In this paper, we used Shapley values to find input variables that have a higher contribution to the model results. Features with large Shapley values are important. The average absolute Shapley value per feature across the data is calculated to find the global importance. The results are shown in Figure 5. Red bars show that features that have a positive correlation with yield impact (thus positively impact the yield value) and blue bars show the features which have a negative correlation with yield impact (thus negatively impact the yield value).
Figure 5: Shapley values for the top 15 features in yield prediction of winter wheat for 2019 (For the weather variables on the vertical axis, the variable name refers to the title of the weather variable plus the week of the year, separated by an underscore sign. (HarvestDOY=Harvest day of the year; LL= crop available water at permanent wilting point; SAT= crop available water at the saturation point; DUL= crop available water at the field capacity; BD=soil bulk density).

In addition, to further dive into understanding the feature effects and their importance, we have created a series of force plots; the plots for the top three important features (refer to Figure 5) in yield prediction are shown in Figure 6, Figure 7, and Figure 8.

Figure 6: Force plot for Harvest day of the year (HarvestDOY, refer to Figure 5) and Predicted yield (in tons ha$^{-1}$) of the year 2019.
Figures 6, 7, and 8 interpret the contribution of the top three important features in modeling the yield prediction. The vertical axes in these plots show the predicted yield value (in tons ha\(^{-1}\)), and the horizontal axes refer to the selected features’ values. The intercept of the vertical and horizontal axis shows the base value of the prediction results. The base value is the average of yield prediction results. Parts of the plots in red show the range of feature values that positively affect the yield value. For instance, Figure 6 shows that harvesting after the 5th day of August positively contributes to the yield values. Also, Figure 7 shows that LL lower than 0.13 negatively affects the yield values, and LL higher
than 0.19 has a significant positive steady effect of boosting yield values. Figure 8 is indeed divided into two parts; wind speed of less than 2.35 in week 41 negatively affects the yield values and vice versa.

Additionally, three instances with the highest, average, and lowest yield values were selected to interpret the effects of their features on the predicted yield values using Shapley values. Force plots are effective in interpreting the prediction value of the XGBoost model in critical instances. The interpretation is conducted using SHAP explanation force plots in Figure 9. Part a, b, and c show the force plots associated with the instances with the lowest, average, and highest yield values respectively. The contribution of each feature to the output value is shown with arrows with their force associated with the Shapley values. Red arrows show features increasing the prediction results (i.e., yield values) to reach the ground-truth value (output value), and blue arrows show the ones decreasing the prediction to reach the same output value. The arrows with positive and negative effects on yield values compensate on a point which is the prediction (output) value. The base value (like Figure 9) is the mean of the ground truth yield values over the entire dataset.

Figure 9: SHAP values to explain the predicted yield values for instances with the minimum (a), average (b), and maximum (c) yield values in 2019.
Figure 10: Estimated effects of six weather components on winter wheat measured for 45 weeks of 2019, starting from late Sept (week 1) and ending in mid-August (week 45). The vertical axes were normalized across all-weather components to make the effects comparable.
Figure 11: Estimated effects of harvesting date on the yield in 2019. The vertical axes are normalized across harvesting dates to make the effects comparable.

Figure 12: Estimated effects of the flowering date on the yield in 2019. The vertical axes are normalized across flowering dates variable to make the effects comparable.

Figures 11 and 12 provide temporal resolutions that allow the determination of critical periods for a deeper understanding of how the intricate agronomic system functions. Out of the six weather variables examined in Figure 10, the temperature (minimum and maximum) and the precipitation have the highest predictive capacity for the yield prediction shown by the sum of the values of the effects 3.71, 3.28, and 3.31 respectively which goes with the findings of earlier studies suggesting that temperature-related indicators have the highest predictive power for crop yields (Vogel et al., 2019). This is reasonable from an agronomic perspective as it is evident from Figure 10, the higher SHAP values for minimum temperature compared to the other weather components around week 36-37 which coincide with the reproductive phase, the most sensitive growth stage to the low temperatures. Additionally, higher SHAP values of minimum temperature at the start of the crop growth period (1-2 weeks) can also affect the crop yield prediction. Several studies have reported that increased minimum temperature reduced the cold injury and frost damage to seedlings (Tao et al., 2017; Chen et al, 2018) leading to increased crop yield and warming-induced enhancement of grain weight (Zheng et al., 2017). The maximum temperature was found most sensitive in yield prediction around week 31 (coinciding with the flowering phase), and around week 36-37 coinciding with the reproductive phase. From an agronomic perspective, the higher maximum temperature can negatively affect winter wheat yield by reducing grain number and grain size (Gibson and Paulsen, 1999; Lobell et al., 2012), and shortening the duration of wheat grain filling (Tashiro and Wardlaw, 1989). Furthermore, the negative yield effects of high temperatures are also associated with the water and heat stress conditions during the sensitive crop growth stages mainly leading to a reduction in photosynthesis rate, increased respiration, accelerated leaf senescence,
and enhanced evapotranspiration finally hampering the grain numbers as well (Wollenweber et al., 2003). Precipitation holds an equally important predictive skill for the crop yield as well in the current study and could be attributed to the fact that under less precipitation, crops exposed to drought stress especially during reproduction, grain yields can be negatively affected due to hampered nutrients uptake, and in combination with a diminished surface cooling, crop canopy temperatures shoot up and lead to further decrease in photosynthetic rates (Mäkinen et al., 2018). Higher SHAP values of the Precipitation around weeks 21-23, a period that could be linked to the stem elongation, compared to all the other weather variables indicated higher predictive skills of winter wheat crop yield as stem elongation is a critical phase for yield formation and water is needed for expansive growth processes of the crop that bring up the spike to the top of the canopy through the unfolding leaf, as well as for spike growth and the cell expansion, pollen ripening or grain growth and filling (Farooq et al., 2011).

In terms of soil variables (see Figures 5), our analysis showed LL, SAT, BD, and DUL to be sensitive to yield prediction. This goes in line with the findings of Peichl et al. (2021) indicating soil moisture to be the most important variable for winter wheat yield prediction. All of these factors are known to affect crop available water which has direct consequences on the growth and development. For instance, sandy soils which are having a lower water holding capacity may result in a water shortage for the winter wheat growth (Rezaei et al., 2018). On the other hand, excessive water in the soil (waterlogged conditions) could lead to aeration stress and thereby damaging the plants resulting in yield losses (Cannell et al., 1980). It is also being reported that excessive soil water encourages the development of pathogens and hurdles the necessary management operations (Gömann, 2018).

5.2. Generalization Power of the XGboost Model

To evaluate the performance of the feature selection method, we obtained prediction results based on a subset of features. As such, we sorted the all features based on their estimated effects and selected 75 percent and 50 percent of the most important components in the data. Table 4 shows the yield prediction performance of the XGboost model using these selected features. The prediction accuracy of XGboost not only did not drop significantly compared to the corresponding results in Table 4 but also got slightly improved which shows that the feature selection method can effectively find the important features. In addition to evaluating the difference between the prediction results of soil and weather variables separately, the XGboost model was trained using only the Weather and Soil variables separately. As expected from Table 4, soil variables are more important features for yield prediction compared to the weather variables.
6. CONCLUSIONS

In this paper, we compared the performances of eight different machine learning methods for winter wheat yield prediction based on weather, soil, and crop phenology data. The machine learning methods included KNN, random forest, XGboost, regression tree, Lasso, Ridge, SVR, and DNN. Our results indicated that nonlinear models such as DNN and XGboost outperform other methods to a varying extent because the crop yield is a highly complex trait that depends on the many interactive factors such as genotype and environmental conditions. As a result, nonlinear models are more effective in finding the functional relationship between the crop yield and input data. The results also revealed that the deep neural networks often had a higher prediction accuracy than XGboost. The linear models such as Lasso and Ridge regression did not perform well due to their linear modeling structure which cannot capture the nonlinear effects of weather and soil variables.

One of the main limitations of machine learning models is their black box property. As a result, we moved beyond prediction and performed feature selection, as it provided key results towards explaining yield prediction (variable importance by time period). The feature selection method estimated the
individual effect of weather components, soil conditions, and phenology variables as well as the time period that these variables become important. As such, our study shows which variables have the most significant effect on winter wheat yield.
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