K-THEORETIC CLASSIFICATION OF INDUCTIVE LIMIT ACTIONS OF FUSION CATEGORIES ON AF-ALGEBRAS
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Abstract. We introduce a K-theoretic invariant for actions of unitary fusion categories on unital C∗-algebras. We show that for inductive limits of finite dimensional actions of fusion categories on AF-algebras, this is a complete invariant. In particular, this gives a complete invariant for inductive limit actions of finite groups on unital AF-algebras. We apply our results to obtain a classification of finite depth, strongly AF-inclusions of unital AF-algebras.
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1. Introduction

Fusion categories are algebraic objects generalizing both finite groups and their representation categories. They have come to play an important role as generalized symmetries in many areas of mathematics and physics, from subfactors to quantum field theory [JMS14, EGNO15, BKLR15]. Underlying many of these applications is the notion of an action of a fusion category C on an algebra A, which is encoded by a unitary tensor functor
Recently, there has been an interest in fusion categorical symmetries of spin chains motivated by the search for exotic conformal field theories [BG17, VLVD+22, HLO+22, BW17, Hol22]. Considering these concepts from an operator algebraic point of view leads directly to the study of inductive limits of fusion category actions on finite dimensional C*-algebras, which we call AF-actions (see Sections 4.2, 4.3 and Definition 4.8). In this paper, we provide a K-theoretic classification of these actions up to an equivalence relation generalizing cocycle conjugacy for group actions. In particular, our K-theoretic invariant is a complete invariant for inductive limit actions of finite groups on (unital) AF-algebras up to cocycle conjugacy.

AF-algebras are inductive limits of finite dimensional C*-algebras. Elliott showed that the triple \((K_0(A), K_0^+(A), [A])\) is a complete invariant for isomorphism classes of AF-algebras [Ell76]. This seminal result initiated the classification program for simple nuclear C*-algebras and their symmetries, which has seen tremendous progress in recent years (see [GLN14, EGLN15, TWW17, Izu11, Izu10, Sza21, GS22] and the references therein). There are several results in the literature which provide K-theoretic classifications of AF-actions of finite groups in certain cases [BEEK91, HR85, Kis90, ES96, LZ13, Wan21]. These results suggest the possibility of a full K-theoretic classification of AF-actions of finite groups and more generally, of fusion categories. The main goal of this paper is to provide such a classification.

Given an action \(\mathcal{C} \rightarrow \text{Bim}(A)\) of a unitary fusion category \(\mathcal{C}\) on a (unital) C*-algebra \(A\), we introduce a K-theoretic invariant \((\hat{F}, [A])\) (see Definition 3.15). As a piece of data, \(\hat{F}\) consists of a finite list of (pre)-ordered abelian groups, and a finite family of positive homomorphisms between them satisfying compositional relations determined by \(\mathcal{C}\), while \([A] \in K_0(A)\) is the usual distinguished element (\(K_0(A)\) is one of the groups in our list). In Section 1.1, we provide an elementary description of this invariant in the special case of ordinary group actions. Before giving a more detailed explanation of the invariant, we record our main result:

**Theorem A.** Suppose \(\mathcal{C} \rightarrow \text{A} \) and \(\mathcal{C} \rightarrow \text{B} \) are AF-actions. Then \((\hat{F}, [A]) \cong (\hat{G}, [B])\) if and only if \(\mathcal{C} \rightarrow \text{A} \) is equivalent to \(\mathcal{C} \rightarrow \text{B} \).

To obtain the invariant \((\hat{F}, [A])\), the idea is straightforward: we first find the simplest invariant that completely classifies finite dimensional actions of fusion categories and their equivariant morphisms, which are well understood algebraically via a unitary version of Ostrik’s Theorem (see Remark 2.7). We then show that the property of being a complete invariant passes to inductive limits, following a slightly modified version of Elliott’s intertwining argument. This approach is closely related to the ideas of [Sza21].

Q-systems are generalizations of finite dimensional C*-algebras, which are internal to a fusion category \(\mathcal{C}\) (see Section 2.1). Q-systems assemble into a category \([\text{QSys}(\mathcal{C})]\), whose objects are Q-systems and morphisms are equivalence classes of bimodule objects in \(\mathcal{C}\). Given an action of a fusion category \(\mathcal{C} \rightarrow \text{A} \), a Q-system can be viewed as precisely the data

---

1 Bim(A) denotes some flavor of monoidal category of bimodules, depending on context.

2 In this paper, we use the finitely generated projective Hilbert module picture of \(K_0\) rather than the projection picture, and thus we denote the distinguished element by the Hilbert \(A\)-module \([A]\) instead of the customary \([1_A]\).
required to form a generalized “crossed product”. For a Q-system $P$, this crossed product is denoted $[P]_F$ and is called the realization of $P$ (see Section 3.1). In previous work, we showed that realization extends to a functor from $[\text{QSys}(\mathcal{C})]$ to the category of (unital) $C^*$-algebras and isomorphism classes of (right finite) correspondences [CHPJP22]. Composing this with the usual $K_0$ functor from $C^*$-algebras to the category of (pre)-ordered abelian groups ($\text{PAbGrp}$) yields a functor $\widehat{F} : [\text{QSys}(\mathcal{C})] \to \text{PAbGrp}$. The natural isomorphism class of $\widehat{F}$ is the main ingredient in our invariant. The other piece of data, $[A]$, simply remembers the class of the trivial Hilbert module in $K_0(A) = \widehat{F}(1_\mathcal{C})$.

While the definitions are phrased in the language of categories and functors, we emphasize that $[\text{QSys}(\mathcal{C})]$ is fundamentally combinatorial and $\widehat{F}$ is K-theoretic in nature. In the next section, we give an explicit, category-free description of the invariant $(\widehat{F}, [A])$ in the case that $\mathcal{C} = \text{Hilb}(G)$ for $G$ a finite group. Nevertheless, computing $[\text{QSys}(\mathcal{C})]$ from the data of $\mathcal{C}$ itself can be fairly involved in general. Even for a finite group $G$, fully expressing the invariant can be complicated (see Section 1.1 and Appendix A). In other cases the invariant is very straightforward. A fusion category $\mathcal{C}$ is called torsion-free [ADC19] if there is only one Morita class of indecomposable Q-system. Examples include the Fibonacci category $\text{Fib}$ and $\text{Hilb}(G, \omega)$, where $[\omega] \in H^3(G, \text{U}(1))$ does not trivialize on any subgroup. In this case, the invariant is just the usual invariant of the $C^*$-algebra $(K_0(A), K_0^+(A), [A])$ viewed as right module over the fusion ring of $\mathcal{C}$. Then an immediate consequence of our classification result is the following:

**Corollary B.** If $\mathcal{C}$ is a torsion-free fusion category and $A$ is an AF $C^*$-algebra with $(K_0(A), K_0^+(A)) \subset (\mathbb{R}, \mathbb{R}^+)$, then there is at most one equivalence class of AF-action of $\mathcal{C}$ on $A$.

We can also consider our results from the perspective of subfactor theory. The study of finite index inclusion of $\text{II}_1$ factors began with the groundbreaking work of V. Jones [Jon83]. Hyperfinite von Neumann algebras are a natural $W^*$-analogue of AF-algebras. Popa’s deep results show that (strongly) amenable inclusions of hyperfinite $\text{II}_1$ factors are uniquely determined by their standard invariant [Pop90, Pop94]. This reduces the classification of finite depth inclusions of hyperfinite $\text{II}_1$ factors to the algebraic problem of classifying their standard invariants ([Pop95, Ocn88, Jon99]), which in turn can be rephrased as a problem about unitary fusion categories and their Q-systems [Müg03, JP19, Bis97]. The algebraic perspective (particularly the framework of V. Jones’ planar algebras) has led to remarkable progress in the small index subfactor classification program (see [JMS14, AMP15] and references therein). The successful reduction of the a-priori analytic problem of subfactor classification to an algebraic one in the hyperfinite, finite depth case motivates the search for similar types of results in the setting of inclusions of AF-algebras.

The philosophy espoused in [CHPJP22] is that classifying “finite index” inclusions of algebras is closely related to classifying tensor category actions, and thus our results should have something to say about this problem. An analogue of a hyperfinite subfactor in the $C^*$-setting is an inclusion $(A \subseteq B, E_A)$ of unital AF-algebras with trivial centers and faithful conditional expectation $E_A : B \to A$. Such an inclusion is called finite depth if $B$, viewed as an $A$-$A$ correspondence, tensor generates a unitary fusion category. The standard invariant of the inclusion is the pair $(\mathcal{C}, Q)$ where $\mathcal{C} := \langle A, B \rangle \subseteq \text{Bim}(A)$ is the fusion category generated by $B$, and $Q = A B A$ is the Q-system in $\mathcal{C}$ corresponding to the
algebra structure on $B$ as in [CHPJP22]. An inclusion $(A \subseteq B, E_A)$ is called strongly AF if the inclusion $F : C \to \text{Bim}(A)$ is an AF-action. The we define the Extended Standard Invariant $\text{ExStd}(A \subseteq B, E_A) := (C, Q, \tilde{F}, [A])$, where $(C, Q)$ is the standard invariant as above, and $(\tilde{F}, [A])$ is the pointed invariant described earlier.

The following classification result, in the spirit of Popa's theorem [Pop90] for finite depth hyperfinite subfactors, is a corollary of our main Theorem.

**Theorem C.** Let $(A \subseteq B, E_A)$ and $(C \subseteq D, E_C)$ be finite depth strongly AF-inclusions of AF $C^*$-algebras. Then $(A \subseteq B, E_A)$ is equivalent to $(C \subseteq D, E_C)$ if and only if $\text{ExStd}(A \subseteq B, E_A) \cong \text{ExStd}(C \subseteq D, E_C)$.

There is one final perspective on our results that we would like to highlight. An action of a fusion category $\mathcal{C}$ on a $C^*$-algebra can be viewed as a special case of a $C^*$-algebra object internal to $\mathcal{C}$ in the sense of [JP17]. There are natural notions of nuclearity for a $C^*$-algebra object, which can be translated into properties of the action. This suggests one may be able to develop a classification program for simple nuclear $C^*$-algebras internal to $\mathcal{C}$, extending the standard version. We believe our work could serve as a starting point for this endeavor.

### 1.1. The invariant for group actions.

Our paper makes heavy use of the language of category and 2-category theory. This is largely unavoidable, since this is the natural setting for fusion category actions on $C^*$-algebras. However, for the reader that is not familiar with these concepts, we want to give a description of our invariant in the case of group actions which can be stated in elementary terms.

In this section let $G$ be a finite group.

**Definition 1.1.** A twisted subgroup is a pair $(H, \mu)$, where $H \leq G$ and $\mu \in Z^2(H, U(1))$. Two twisted subgroups $(H, \mu)$ and $(K, \nu)$ are equivalent if there exists a $g \in G$ such that $gHg^{-1} = K$ and $[\mu^g] = [\nu] \in H^2(K, U(1))$.

In the above and throughout this paper, $Z^2(G, U(1))$ refers to the group of normalized cocycles, i.e. $\mu(1, h) = \mu(h, 1) = 1$ for all $h \in H$. Also $\mu^g \in Z^2(K, U(1))$ is given by $\mu^g(k_1, k_2) := \mu(g^{-1}k_1g, g^{-1}k_2g)$.

Now we recall the twisted crossed product construction. Given an action of $G$ on a $C^*$-algebra $A$, then for any twisted subgroup $(H, \mu)$ we have the crossed product algebra

$$A \rtimes_\mu H = \sum_{h \in H} u_h a_h,$$

where $a_h \in A$, and for $h \in H$, the $u_h$ are unitaries satisfying $au_h = u_h h^{-1}a$ and $u_{hk_1}u_{k_2} = \mu(h_1, h_2)u_{h_1 k_2}$. This is a $C^*$-algebra (note $u_h^* = \mu(h, h^{-1}) u_{h^{-1}}$). There is a standard conditional expectation $E_A : A \rtimes_\mu H \to A$ given by $u_h a_h \mapsto \delta_{h=1} a_h$.

For the trivial action of $G$ on $\mathbb{C}$, the crossed product construction applied to a twisted subgroup $(H, \mu)$ yields the twisted group algebras, denoted $\mathbb{C}_\mu[H]$. These are finite dimensional $C^*$-algebras.

**Definition 1.2.** For two twisted subgroups $(H, \mu)$ and $(K, \nu)$ then a $(H, \mu) - (K, \nu)$ bimodule consists of a finite dimensional Hilbert space $\mathbb{C}_\mu[H] - \mathbb{C}_\nu[K]$ bimodule $X$, equipped with a $G$-grading $X = \bigoplus_{g \in G} X_g$ such that $u_h \triangleright X_g \triangleleft u_k \subseteq X_{hk g}$.

We have the following proposition:
Proposition 1.3. Let $G \to \text{Aut}(A)$ be an action. Then an $(H, \mu) - (K, \nu)$ bimodule defines a bifinite $A \rtimes \mu H - A \rtimes \nu K$ correspondence, and thus induces a positive map $(K_0(A \rtimes \mu H), K_0^+(A \rtimes \mu H)) \to (K_0(A \rtimes \nu K), K_0^+(A \rtimes \nu K))$.

Proof. This follows from our general theory of realization [CHPJP22]. The connections between realization and crossed product is elaborated on in Section 3.1. We will sketch the construction explicitly here for the convenience of the reader.

Let $X$ be an $(H, \mu) - (K, \nu)$ bimodule. Then define the vector space $A \rtimes X := \bigoplus_{g \in G} X_g \otimes \mathbb{C} A$

This has a left $A \rtimes \mu H$ action via

$$(u_h a) \triangleright (x_g \otimes b) := (u_h \triangleright x_g) \otimes g^{-1}(a)b,$$

and right $A \rtimes \nu K$ action via

$$(x_g \otimes b) \triangleleft (u_k a) := (x_g \triangleleft u_k) \otimes k^{-1}(b)a$$

It’s not hard to show that this bimodule can be made into an $A \rtimes \mu H - A \rtimes \nu K$ bifinite correspondence.

Now, given any finitely generated projective Hilbert $A \rtimes \mu H$-module $Y$, then $Y \boxtimes \mathcal{A} \rtimes \mu H$ $A \rtimes X$ is a finitely generated projective right Hilbert $A \rtimes \nu K$ module. Thus $- \boxtimes \mathcal{A} \rtimes \mu H A \rtimes X$ induces a positive map on $K_0$ as desired. \qed

Definition 1.4. (The invariant). Given an action $G \to \text{Aut}(A)$, we define a cocycle conjugacy invariant which consists of

1. For each conjugacy class of twisted subgroup $(H, \mu)$, the pre-ordered abelian group $(K_0(A \rtimes \mu H), K_0^+(A \rtimes \mu H))$
2. For each isomorphism class $(X, \eta)$ of simple $(H, \mu) - (K, \nu)$ bimodule, the induced map $- \boxtimes \mathcal{A} \rtimes \mu H A \rtimes X : K_0(A \rtimes \mu H) \to K_0(A \rtimes \nu K)$
3. For the trivial subgroup class $(1_G, 1)$, the order unit $[A] \in K_0(A)$.

By isomorphism of our invariant, we mean isomorphism pre-order isomorphisms of each of the $K_0$ groups that intertwines the actions of the equivariant correspondences. It turns out our invariant is an invariant up to cocycle conjugacy. A corollary of our main result is the following:

Corollary 1.5. Let $A$ and $B$ be unital AF-algebras, $G \rtimes A$ and $G \rtimes B$ be actions which are both inductive limits of finite dimensional actions. Then $\alpha$ is cocycle conjugate to $\beta$ if and only if the invariants described above are isomorphic.

We prove all these results in the much more general context of AF-actions of fusion categories.

Outline. In Section 2, we give an overview of some of the required preliminaries concerning the relevant categorical algebra. In Section 3, we formally define actions of fusion categories, define our invariant, and prove some basic properties concerning it. In Section 4, we introduce AF-actions, and describe their connection to symmetries of spin chains. We then prove the main Theorem A and Theorem C. Finally, in Section 5 we consider several examples which demonstrate how to compute the invariant in practice.
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2. Preliminaries

In this section we give a brief overview of some basic notions and establish some working notation. For more in-depth descriptions of these topics we refer the reader to [CHPJP22, §2]

Definition 2.1. A C*-category C is a C-linear category satisfying the following conditions:
1. for each pair of objects a, b ∈ C, there is a conjugate-linear involution * : C(a → b) → C(b → a) such that (f ◦ g)* = g* ◦ f*,
2. there is a Banach norm on C(a → b) such that ∥f∥2 = ∥f ◦ f*∥ = ∥f* ◦ f∥, for all f ∈ C(a → b),
3. for each f ∈ C(a → b), there exists g ∈ C(a → a) such that f* ◦ f = g* ◦ g.
4. C is Cauchy complete: there exists unitary direct sums, and every projection splits (see [CHPJP22, Assumption 2.7]).

Definition 2.2. A C*-2-category is a 2-category such that every hom 1-category is equipped with the structure of a C*-category, and the horizontal composition of 2-morphisms is compatible with the *-operations.

For an unpacked version of the above definition, we refer the reader to [CHPJP22, Definition 2.2]. We refer the reader to [JY21] for general references on the theory of 2-categories.

The C*-2-category of unital C*-algebras. The most important C*-2-category in this paper, C*Alg, consists of all unital C*-algebras A, B, . . . as objects, 1-morphisms AXB ∈ C*Alg(A → B) are right C*-correspondences which are finitely generated projective as right Hilbert C*-modules, and 2-morphisms f ∈ C*Alg(AXB ⇒ AYB) are adjointable A-B bimodular maps. The horizontal composition of 1 and 2-morphisms is the relative tensor product of correspondences AX ⊠BY, while vertical composition of 2-morphisms is just ordinary composition.

Definition 2.3. If A is an unital C*-algebra, we define Bim(A) to be the full tensor subcategory of dualizable objects in C*Alg(A → A), and Mod(A) the C*-category C*Alg(C → A).

Note that any dualizable right correspondence admits the structure of a left finitely generated projective Hilbert A-module (see [KPW04]).

Unitary tensor categories. A unitary tensor category C is a semi-simple rigid C*-tensor category with simple unit object 1C. Rigidity means that every object has a unitary dual, and simplicity of the tensor unit is the requirement that EndC(1C) ∼= C. If the isomorphism classes of simple objects in a unitary tensor category form a finite set, we say the category is a unitary fusion category.

Remark 2.4. There is a somewhat confusing issue here that will appear frequently in this paper. Given a C*-2-category with one object *, we can build a C*-tensor category by taking C = Hom(* → *), and defining X ⊗ Y to be the composition of the 1-morphisms X
and $Y$. The problem is that there is an ambiguity since we can compose these 1-morphisms in either order. We will take the convention that our 1-morphisms in a 2-category are always composed from left to right. These seems natural, but there are some unfortunate consequences to this convention. In particular if we take the 2-category of categories, functors and natural transformations, and we consider $\text{End}(\mathcal{M})$ as a tensor category, then by our conventions $F \otimes G := G \circ F$. We urge the reader to keep this in mind.

**Unitary tensor functors.** For unitary tensor categories $\mathcal{C}$ and $\mathcal{D}$, a **unitary tensor functor** is a triple $(F, F^1, F^2)$, where $F : \mathcal{C} \to \mathcal{D}$ is a *-functor, $F^1 : F(1_\mathcal{C}) \to 1_\mathcal{D}$ is a chosen unitary isomorphism, and $F^2 = \{ F^2_{a,b} : F(a) \otimes F(b) \to F(a \otimes b) \}_{a,b \in \mathcal{C}}$ is a natural unitary isomorphism satisfying the standard coherence axioms c.f. [EGNO15, Chapter 2.4]. Notice we don’t require our unitary tensor functors be fully-faithful. In this paper, we will assume our monoidal functors are **strictly unital**, i.e. $F(1_{\mathcal{C}}) = 1_{\mathcal{D}}$ and $F^1 = id_{1_{\mathcal{D}}}$.

**Module categories.** Given a unitary tensor category $\mathcal{C}$, a (right) $\mathcal{C}$-**module category** is a $\mathcal{C}^*$-category $\mathcal{M}$ together with a unitary tensor functor $\mathcal{C} \to \text{End}(\mathcal{M})$. The target category $\text{End}(\mathcal{M})$ is the strict tensor category of all *-endofunctors of $\mathcal{M}$, with the convention that $F \otimes G := G \circ F$ (see Remark 2.4). Given a $\mathcal{C}$-module category $\rho : \mathcal{C} \to \text{End}(\mathcal{M})$, we will often use the notation $m < c := \rho(c)(m)$.

Given module-categories $\mathcal{M}_\mathcal{C}$ and $\mathcal{N}_\mathcal{C}$, a $\mathcal{C}$-**module functor** $F : \mathcal{M} \to \mathcal{N}$ is a *-functor together with a family unitary natural transformations $\{ u_c : F(\cdot < c) \cong F(\cdot) \otimes c | c \in \mathcal{C} \}$ satisfying the obvious coherences (see [EGNO15, Section 7.2])

The collection of $\mathcal{C}$-module categories, $\mathcal{C}$-module functors, and module functor natural transformations assemble into a $\mathcal{C}^*$-2-category.

**Definition 2.5.** If $\mathcal{C}$ is a unitary fusion category, we denote by $\text{Mod}(\mathcal{C})$ the $\mathcal{C}^*$-2-category of right $\mathcal{C}$-module categories, $\mathcal{C}$-module functors and $\mathcal{C}$-module natural transformations. $\text{Mod}_r(\mathcal{C})$ is the full 2-subcategory whose objects are finitely semi-simple as $\mathcal{C}^*$-categories.

2.1. **Q-systems.**

Recall that if $\mathcal{C}$ is a unitary tensor category, a **$Q$-system** is a unitary version of a separable Frobenius algebra object. In particular a (unital) $Q$-system consists of a pair $(Q, m, i)$, where $Q \in \mathcal{C}$ and $m \in \text{C}(Q \otimes Q \to Q)$ and $i \in \text{C}(1_{\mathcal{C}} \to Q)$ satisfying the following equations (with associators/unitors suppressed):

(Q1) (Associativity) $m \circ (id_Q \otimes m) = m \circ (m \otimes id_Q)$.
(Q2) (Unital) $m \circ (i \otimes id_Q) = id_Q = m \circ (id_Q \otimes i)$.
(Q3) (Frobenius) $(m \otimes id_Q) \circ (id_Q \otimes m^*) = m^* \circ m = (id_Q \otimes m) \circ (m^* \otimes id_Q)$.
(Q4) (Separability) $m \circ m^* = id_Q$.

If $P, Q$ are $Q$-systems, a $P - Q$ **bimodule** is an object $X \in \mathcal{C}$ together with maps $\lambda \in \mathcal{C}(P \otimes X \to X)$ and $\rho \in \mathcal{C}(X \otimes Q \to X)$ satisfying the following equations

(B1) (Left $P$-module) $\lambda \circ (id_P \otimes \lambda) = \lambda \circ (m_P \otimes id_X)$.
(B2) (Right $Q$-module) $\rho \circ (\rho \otimes id_Q) = \rho \circ (id_X \otimes m_Q)$.
(B3) (Bimodule) $\rho \circ (\lambda \otimes id_Q) = \lambda \circ (m_P \otimes \rho)$.
(B4) (Unital) $\lambda \circ (id_P \otimes id_X) = id_X = \rho \circ (id_X \otimes i_Q)$.
(B5) (Frobenius) $(id_Q \otimes \lambda) \circ (m^* \otimes id_X) = \lambda^* \circ \lambda, (\rho \otimes id_Q) \circ (id_X \otimes m^*) = \rho^* \circ \rho$.
(B6) (Separability) $\lambda \circ \lambda^* = id_X = \rho \circ \rho^*$

A **bimodule intertwiner** between two $P - Q$ bimodules $X, Y$ is a morphism $f \in \text{C}(X \Rightarrow Y)$ intertwining the $P$ and $Q$ actions; i.e. $f \circ \lambda = \lambda \circ (id_P \otimes f)$, and $f \circ \rho = \rho \circ (f \otimes id_Q)$. 

**Definition 2.6.** Given a unitary fusion category \( C \), we denote by \( \text{QSys}(C) \) the collection of all Q-systems in \( C \), called the \( Q \)-system completion of \( C \), which assembles naturally into a finite rank semisimple \( C^* \) 2-category \([\text{DR18}]\). Namely, \( \text{QSys}(C) \) consists of the following data:

- Objects in \( \text{QSys}(C) \) are are all Q-systems \( P, Q \in C \),
- 1-morphisms \( pX_Q \in \text{QSys}(C)(P \to Q) \) are \( P-Q \) bimodules. Note that the source is the left index and the target is the right index.
- 2-morphisms \( f \in \text{QSys}(C)(X \Rightarrow Y) \) are \( P-Q \) bimodule intertwiners.

For a detailed description of all the higher compositions and coherences, see \([\text{CHPJP22, §3}]\).

Conceptually, the Q-system completion of a unitary tensor category can be thought of a “higher unitary idempotent completion” of \( C \), initially thought of as a \( C^* \) 2-category with one object \([\text{GJF19, Ver21}]\). There are finitely many isomorphism classes (i.e. Morita classes) of indecomposable objects (Q-systems). Indeed, every indecomposable Q-system is Morita equivalent to a connected one, and if \( C \) is fusion there are finitely many of these up to algebra isomorphism \([\text{IK02}]\).

**Remark 2.7 (Unitary Ostrik’s Theorem).** \( \text{QSys}(C) \) is (1-contravariantly) equivalent to the \( C^* \) 2-category \( \text{Mod}_f(C) \) of finitely semisimple unitary \( C \)-module categories, via a unitary version of Ostrik’s theorem \([\text{NY17, Ver21}]\). The 2-functor witnessing this equivalence takes a Q-system \( Q \) and assignments it the right \( C \)-module category \( QC \) of left \( Q \)-modules internal to \( C \). Namely, the equivalence is given by:

\[
\Psi : \text{QSys}(C) \to \text{Mod}_f(C)
\]

\[
Q \mapsto qC
\]

\[
pX_Q \mapsto (pX \otimes_Q - : qC \to pC)
\]

\[
(f : pX_Q \Rightarrow pY_Q) \mapsto f \otimes_Q \text{id}_{qC}.
\]

In this paper we will be interested in \([\text{QSys}(C)]\), the decategorification of the \( C^* \) 2-category \( \text{QSys}(C) \), and much more so when \( C \) is a unitary fusion category.

**Definition 2.8.** We define \([\text{QSys}(C)]\) as the (1) category whose objects \( P, Q, R, \ldots \) are Q-systems in \( C \), and whose morphisms \( [X], [Y] \in [\text{QSys}(C)](P \to Q) \) are isomorphism classes of \( P-Q \) bimodules in \( \text{QSys}(C) \).

For \( X \in \text{QSys}(C)(P \to Q) \), and \( Z \in \text{QSys}(C)(Q \to R) \), define \( [X] \circ [Z] := [X \otimes_Q Z] \).

We remark that the additive structure; i.e. \([X] + [Y] := [X \oplus Y]\), in \([\text{QSys}(C)]\) is inherited from the \( C^* \) 2-category structure of \( C \). Furthermore, composition in \([\text{QSys}(C)]\) is bilinear, namely

\[
([X] + [Y]) \circ [Z] = [X] \circ [Z] + [Y] \circ [Z] \text{ and } [Z] \circ ([X] + [Y]) = [Z] \circ [X] + [Z] \circ [Y].
\]

Thus \([\text{QSys}(C)]\) is enriched in the symmetric monoidal category of abelian monoids. We also note that every \( Q \) system is isomorphic to the direct sum of indecomposables, so it suffices to describe the indecomposables and the morphisms between them when considering \([\text{QSys}(C)]\) (see Section 5 for a more precise statement).

**Example 2.9.** (Pointed fusion categories) We will describe here the objects and morphisms of the category \([\text{QSys}([\text{Hilb}(G, \omega)])]\), where \( G \) is a finite group and \( \omega \in Z^3(G, U(1)) \). We have the following facts about classifying Q-systems:
• Connected Q-systems in \( \text{Hilb}(G, \omega) \) correspond to pairs \((H, \mu)\), where \( H \leq G \) and \( \mu : H \times H \to U(1) \) is a trivialization of \( \omega|_{H} \).

• Two Q-systems \((H, \mu)\) and \((K, \nu)\) are isomorphic if \( H = K \) and \( \mu \) differs from \( \nu \) by a coboundary.

• \((H, \mu)\) and \((K, \nu)\) are Morita equivalent (i.e. isomorphic in \([\text{QSys}]\)) if there exists a \( g \in G \) such that \((H^g, \mu^g)\) is isomorphic to \((K', \nu)\), where \((\cdot)^g\) denotes the conjugation automorphism.

Since every indecomposable Q-system is Morita equivalent to a connected one, and every Q-system is isomorphic to a direct sum of indecomposable Q-systems, to describe all of \([\text{QSys}(\text{Hilb}(G, \omega))]\) it suffices to describe bimodules between connected Q-systems. In the case when \( \omega \) is trivial, there is a very nice description of these in terms of equivariantization which we shall now describe. This is the case that is described in Section 1.1 in more elementary terms.

Let \( C = \text{Hilb}(G) \), and \((H, \mu)\) and \((K, \nu)\) two connected Q-systems. Then from the definitions, a \((H, \mu)-(K, \nu)\) bimodule is an object \( X \in \text{Hilb}(G) \) together with a family of isomorphisms

\[ \alpha_{h,k} : h \otimes (X \otimes k) \cong X \]

such that the following diagram commutes:

\[
\begin{array}{ccc}
  h' \otimes ((h \otimes (X \otimes k)) \otimes k') & \xrightarrow{1_{k'} \otimes \alpha_{h,k} \otimes 1_{k'}} & h' \otimes (X \otimes k') \\
  \cong & & \cong \\
  h'h \otimes (X \otimes kk') & \xrightarrow{\mu(h',h)\nu(k,k')\alpha_{h',h,k'k}} & X \\
\end{array}
\]

We can rephrase this structure as follows: We have a natural \( H \times K^{\text{op}} \) action on \( \text{Hilb}(G) \) (just as a linear category) \( G \) by \((h,k) \cdot X := g \otimes (X \otimes k)\). We define the natural isomorphisms

\[ m_{(h',k'),(h,k)} : (h', k') \cdot ((h, k) \cdot X) = h' \otimes ((h \otimes (X \otimes k)) \otimes k') \to (h'h, kk') \cdot X. \]

The function \( \mu \times \nu^{\text{op}} \) defines a 2-cocycle on \( H \times K^{\text{op}} \), and this assembles into a categorical action of the group \( H \times K^{\text{op}} \) on \( \text{Hilb}(G) \). Then from the above characterization, we see that \((H, \mu)-(K, \nu)\) bimodules are precisely objects in the equivariantization of this \( H \times K^{\text{op}} \) action. This allows us to classify isomorphism classes of simple \((H, \mu)-(K, \nu)\) bimodules, by applying [BN13, Corollary 2.13]:

**Proposition 2.10.** Let \( \Delta \) be the set of \( H-K \) double cosets, and for each \( \Gamma_i \in \Delta \), pick a representative \( g_i \in \Gamma_i \). Then isomorphism classes of irreducible \((H, \mu)-(K, \nu)\) bimodules are parameterized by pairs \((\Gamma_i, \pi)\), where

1. \( \Gamma_i \in \Delta \),
2. \( \pi \) is an irreducible \( \delta \)-projective representation of \( \text{Stab}_{H \times K^{\text{op}}}(g_i) \), where \( \delta = \mu \times \nu^{\text{op}}|_{\text{Stab}(g_i)} \).

It is easy to see from our description here that the data of a bimodule between \((H, \mu)\) and \((K, \nu)\) is precisely a \( G \)-graded \( C_{\mu}[H] - C_{\nu}[K] \) bimodule as in Definition 1.2.

3. **Actions of fusion categories on C*-algebras**

In this section, we define the notion of an action of a fusion category on a C*-algebra, and various notions of equivalence. These ideas arise from subfactor theory, and have
only begun to crystallize in the C∗-context fairly recently. Thus we include full definitions and basic results which maybe well known to experts, but to our knowledge have not appeared precisely in this form in the literature.

**Definition 3.1.** An action of a C∗-tensor category C on a unital C∗-algebra A is a unitary tensor functor \( F : C \to \text{Bim}(A) \subseteq C^\text{Alg}(A \to A) \).

We also use the notation \( C \mathcal{A} \) for an action. We can assemble all the actions of C on C∗-algebra in a 2-category.

**Definition 3.2.** If C is a unitary tensor category, \( C^\text{Alg}_C \) is the C∗ 2-category whose objects are C∗-algebras equipped with a C action, with 1- and 2-morphisms described below:

- If \( C \mathcal{A} \) and \( C \mathcal{B} \) are actions of C on C∗-algebras A and B respectively, then a 1-morphism \( F : A \to B \) consists of an element \( X \in C^\text{Alg}(A \to B) \) and a family of unitary natural \( A-B \) bimodular isomorphisms \( \{ u^c : F(c) \bowtie A X \to X \bowtie_B G(c) \}_{c \in C} \) such that the following diagram (suppressing associators) commutes:

\[
\begin{array}{ccc}
F(a) \bowtie_A F(b) \bowtie_A X & \xrightarrow{F^2_{a,b} \bowtie 1_X} & F(a \otimes b) \bowtie_A X \\
\downarrow_{u^a \bowtie 1_G(v)} & & \downarrow_{u^a \bowtie b} \\
X \bowtie_B G(a) \bowtie_B G(b) & \xrightarrow{1_X \bowtie G^2_{a,b}} & X \bowtie_B G(a \otimes b)
\end{array}
\]

We call such a family a C-equivariant structure on X.

- If \( (X, u), (Y, v) \in C^\text{Alg}_C(F \to G) \), and if \( f : X \Rightarrow Y \) is an \( A-B \) correspondence morphism, we say that \( f \in C^\text{Alg}_C((X, u) \Rightarrow (Y, v)) \) is a 2-morphism if moreover the following diagram commutes for all \( a \in C \):

\[
\begin{array}{ccc}
F(a) \bowtie_A X & \xrightarrow{u^a} & X \bowtie_B G(a) \\
\downarrow_{1_{F(a) \bowtie f}} & & \downarrow_{f \bowtie 1_{G(a)}} \\
F(a) \bowtie_A Y & \xrightarrow{u^a} & Y \bowtie_B G(a)
\end{array}
\]

When referring to a 1-morphism \( (X, u) \) in \( C^\text{Alg}_C \) we sometimes omit the C-equivariant structure \( u \) if it raises no ambiguity.

- Let \( C \mathcal{A}, C \mathcal{B}, \text{and } C \mathcal{C} \) be 0-morphisms in \( C^\text{Alg}_C \). Let \( (X, u) \in C^\text{Alg}_C(F \to G) \) and \( (Y, v) \in C^\text{Alg}_C(G \to H) \) be 1-morphisms. Then the composite 1-morphism is given by

\[
(X \bowtie_B Y, (u \bowtie 1_Y) \circ (1_X \bowtie v))
\]

- Given correspondences \( X, X' \in C^\text{Alg}(A \to B) \), \( Y, Y' \in C^\text{Alg}(B \to C) \) and intertwiners \( f \in C^\text{Alg}_C(X \Rightarrow X') \), and \( g \in C^\text{Alg}_C(Y \Rightarrow Y') \) the horizontal composition of the 2-morphisms \( f \) and \( g \) is defined as the ordinary horizontal product \( f \bowtie_B g \) in \( C^\text{Alg} \).
Remark 3.3. There is another way to thing about this 2-category. Given any two $C^*$ 2-categories $\mathcal{E}$ and $\mathcal{F}$, the collection of unitary 2-functors, $2 - \text{Fun}(\mathcal{E} \to \mathcal{F})$, itself forms a 2-category. If we use $B\mathcal{C}$ to denote the 2-category with one object whose endomorphisms are the $C^*$-tensor category $\mathcal{C}$ then we see

$$2 - \text{Fun}(B\mathcal{C} \to C^*\text{Alg}) = C^*\text{Alg}_C.$$ 

Indeed, the definitions presented above for $C^*\text{Alg}$ are simply an unpacking of the the 2-category structure on $2 - \text{Fun}(B\mathcal{C} \to C^*\text{Alg})$ (e.g. [JY21, Section 4]).

There is another way to describe $C^*\text{Alg}_C$ in terms of $\mathcal{C}$-module categories.

**Proposition 3.4.** The 2-category $C^*\text{Alg}_C$ is equivalent to the 2-category of $\mathcal{C}$-module categories which are singly generated as unitary Cauchy complete categories.

**Proof.** First note that unitary Cauchy complete categories $\mathcal{M}$ which are singly generated are are equivalent to $\text{Mod}(A)$. Indeed, let $x \in \mathcal{M}$ be a generating object and $A := \text{End}(x)$ be the associated unital $C^*$-algebra of endomorphisms. Then any object $c \in \mathcal{M}$ is isomorphic to a summand of $x^{\oplus n}$, and hence corresponds to a projection in $\text{End}(x^{\oplus n}) \cong M_n(\text{End}(x)) = M_n(A)$. Note that every finitely generated projective $A$-module is isomorphic to $pA^n$ for some projection $p \in M_n(A)$. Therefore, $\mathcal{M} \cong \text{Mod}(A)$. Note that $\text{Fun}(\text{Mod}(A) \to \text{Mod}(B)) \cong C^*\text{Alg}(A \to B)$ (see Remark 3.5), so from a tensor functor $F : \mathcal{C} \to \text{End}(\mathcal{M})$, we can construct a tensor functor $\mathcal{C} \to \text{Bim}(\mathcal{A}) \subseteq C^*\text{Alg}(A \to A)$ by conjugating the equivalence, which is a $\mathcal{C}$-action on a $C^*$-algebra as desired. Furthermore, composition of functors is isomorphic to the tensor product of bimodules.

Let $I : \mathcal{M} \to \mathcal{N}$ be a $\mathcal{C}$-module functor. Note that $\mathcal{M} \cong \text{Mod}(A)$ and $\mathcal{N} \cong \text{Mod}(B)$, so the functor $I : \mathcal{M} \to \mathcal{N}$ corresponds to a functor $\text{Mod}(A) \to \text{Mod}(B)$, which gives a $A - B$ correspondence $A X_B$. The $\mathcal{C}$-module structure gives a unitary isomorphism $u^c : X \boxtimes_A F(c) \cong I(-) \lhd c \xrightarrow{\sim} I(- \lhd c) \cong G(c) \boxtimes_B X$.

Conversely, we can realize $C^*\text{Alg}_C$ (contravariantly at the level of 1-morphisms) as the 2-category of right $C^*$ $\mathcal{C}$-module categories that are equivalent to finitely generated projective modules of a unital $C^*$-algebra $A$. The later are precisely the unitary Cauchy complete $C^*$-categories with an additive generator. An action of a fusion category $\mathcal{C}$ on a $C^*$-algebra $A$ is the same data as a $\mathcal{C}$-module category structure on a unitarily Cauchy complete category together with a choice of generator, which, indeed, is $C^*\text{Alg}(\mathcal{C} \to A)$ with right $\mathcal{C}$ action given by $H \lhd c := H \boxtimes_A F(c)$. We call this $\mathcal{C}$-module category as $\mathcal{M}_{A,F}$. \hfill \Box

**Remark 3.5.** Let $\mathcal{M}$ and $\mathcal{N}$ be $C^*$-categories categories which are equivalent to $\text{Mod}(A)$ and $\text{Mod}(B)$ respectively. Then we used in the above proof the well-known fact that if $I : \mathcal{M} \to \mathcal{N}$ is a *-functor, then there is an $A - B$ correspondence $X$ with $I(H) \cong H \boxtimes_A X$. To construct $X$, simply take the right $B$-module $I(A)$, and equip this with a left $A$-action by sending $a \mapsto I(a)$ (where the morphism $a \in \text{End}_{\text{Mod}(A)}(A) \cong A$). Now notice that if $I(A) \cong B$, then the assignment $a \mapsto I(a)$ gives a unital *-homomorphism $\phi : A \to \text{End}_{\text{Mod}(B)}(B) \cong B$. Thus $I$ is represented by the correspondence $\phi B \in C^*\text{Alg}(A \to B)$.

Recall that $\text{Mod}(\mathcal{C})$ denotes the $C^*$ 2-category of finitely semisimple right $\mathcal{C}$-module categories. Let $C^*\text{Alg}^{\text{fd}}_C$ denote the 2-subcategory of $C^*\text{Alg}_C$ with finite dimensional $C^*$-algebras.
Corollary 3.6. $C^*\text{Alg}^\text{fd}_C \cong \text{Mod}_f(C)$.

Proof. Given $C^F \cap A$, since $A$ is finite dimensional, $\text{Mod}(A)$ is finitely semisimple and so is $\mathcal{M}_{A,F}$. Conversely, let $\{m_1, \ldots, m_N\}$ be a list of all non-isomorphic simple objects in $\mathcal{M}$ and $A := \text{End}_\mathcal{M}(\bigoplus_{i=1}^N m_i)$, which is a finite-dimensional $C^*$-algebra. \hfill $\square$

There are a distinguished collection of correspondences which correspond to homomorphisms of $C^*$-algebras.

Definition 3.7. Given a unital $*$-homomorphism $\phi : A \to B$, we define

$$\phi B \in C^*\text{Alg}(A \to B)$$

as the right Hilbert $B$-module $B$, with left action of $A$ given by $a \triangleright b := \phi(a)b$.

Up to isomorphism, the correspondences in the above definition are characterized as those which are isomorphic to $B$ as a right $B$-module. We now discuss how to equip such correspondences with the structure of a 1-morphism in $C^*\text{Alg}_C$.

Lemma 3.8. Let $C^F \cap A$ and $C^G \cap B$ be actions on $C^*$-algebras, and let $\phi : A \to B$ be an injective, unital $C^*$-algebra homomorphism. Then there is a bijection between $C$-equivariant structures on $\phi B$ and a family of linear maps:

$$\{h^c : F(c) \to G(c)\}_{c \in C}$$

such that

1. $h^c(a \triangleright x \triangleleft a') = \phi(a) \triangleright h^c(x) \triangleleft \phi(a')$ for $a, a' \in A$ and $x \in F(c)$;
2. For any morphism $f \in \mathcal{C}(c \to d)$, $G(f) \circ h^c = h^d \circ F(f)$;
3. $\phi(x|y)_A = (h^c(x)h^c(y))_B$ for $x, y \in F(c)$;
4. $h^c(F(c))B = G(c)$;
5. The following diagram commutes:

\[\begin{array}{ccc}
F(c) \otimes F(d) & \longrightarrow & F(c) \boxtimes_A F(d) \\
\downarrow h^c \otimes h^d & & \downarrow h^c \otimes h^d \\
G(c) \otimes G(d) & \longrightarrow & G(c) \boxtimes_B G(d)
\end{array}\]

\[\begin{array}{ccc}
& & F^2(c,d)
\end{array}\]

Furthermore, given a $C^*$-algebra homomorphism $\omega : A \to B$, then two equivariant correspondences of the form $(\phi B, \{h^c\})$ and $(\omega B, \{k^c\})$ are isomorphic if and only if there exists a unitary $v \in B$ such that such that $\text{Ad}(v) \circ \phi = \omega$ and $\text{Ad}(v) \circ h^c = k^c$ for all $c \in C$.

Proof. Given the above $\{h^c\}$ data, we define a $C$-module structure on $- \boxtimes_A \phi B$ by $u^c : F(c) \boxtimes A \phi B \to \phi B \boxtimes B G(c)$ by $u^c(x \boxtimes b) := 1_B \boxtimes_B h^c(x)b$. Property (1) above ensures $u^c$ is $A$-balanced and $A - B$ bimodular. Naturality follows from (2), unitarity from (3) and (4), and (5) gives the extra compatibility condition for the $C$-module structure.

In the other direction, given a family of unitaries $\{u^c : F(c) \boxtimes A \phi B \to \phi B \boxtimes B G(c)\}$, we note that we have a canonical $A - B$ bimodule isomorphism $f : \phi B \boxtimes_B Y \cong \phi Y$, which sends $b \boxtimes y \mapsto b \triangleright y$. Define

$$h^c(x) := f(u^c(x \boxtimes 1_B)).$$
Clearly these two assignments are inverse to each other by construction. It is straightforward to see that $h^c$ satisfies the required criteria.

Note that by directly applying the definition of 2-morphism in $C^\ast\text{Alg}_C$, then $(\omega B, u_k)$ is unitarily isomorphic to $(\phi B, u_b)$ if and only if there is a $A$-$B$ bimodular unitaries $s : \phi B \to \omega B$ satisfying the following equations for all $c \in C$:

\[(s \boxtimes_B \text{id}_{G(c)}) \circ u^c_h = u^c_k \circ (\text{id}_{F(c)} \boxtimes_A s)\]

or equivalently

\[u^c_k = (s \boxtimes_B \text{id}_{G(c)}) \circ u^c_h \circ (\text{id}_{F(c)} \boxtimes_A s^*)\].

Note that since $s : B_B \to B_B$, then there is a unique unitary $v \in B$ such that $s(b) := vb$. Furthermore, since $s$ is also left $A$-modular we obtain

\[v\phi(a)b = s(a \triangleright_\phi b) = a \triangleright_\omega s(b) = \omega(a)vb \implies \text{Ad}(v) \circ \phi(-) = \omega(-).\]

Now applying both sides of the above equation to the vector $x \boxtimes 1_B \in F(c) \boxtimes_B \phi B$ and then composing with $f_c$ yields

\[k^c(x) = f(u^c_k(x \boxtimes 1_B)) = f((s \boxtimes_B \text{id}_{G(c)}) \circ u^c_h \circ (\text{id}_{F(c)} \boxtimes_A s^*)(x \boxtimes 1_B))\]

\[= f((s \boxtimes_B \text{id}_{G(c)}) \circ u^c_h(x \boxtimes v^*)) = f((s \boxtimes_B \text{id}_{G(c)})(1_B \boxtimes h^c(x)v^*))\]

\[= f(v \boxtimes h^c(x)v^*) = v^ch^c(x)v^* = \text{Ad}(v) \circ h^f(x).\]

\[\square\]

We now introduce two notions of equivalence of $C$-actions on $C^\ast$-algebras. Let $C^F \ltimes A$ and $C^G \ltimes B$ be objects in $C^\ast\text{Alg}_C$. An isomorphism from $F$ to $G$ is a 1-morphisms $(X, u) : F \to G$ such that there exists a 1-morphism $(Y, v) : G \to F$ with $X \boxtimes_B Y \cong A^A_A$ and $Y \boxtimes_A X \cong B_B$. An isomorphism $(X, \mu)$ is called a strong isomorphism if there exists an $C^\ast$-algebra isomorphism $\phi : A \to B$ such that $X = \phi B$.

**Definition 3.9.** Let $C$ be a $C^\ast$-tensor category, and $C^F \ltimes A$ and $C^G \ltimes B$ be actions on unital $C^\ast$-algebras $A$ and $B$, respectively. Then we say $F$ and $G$ are

- Morita equivalent if there exists an isomorphism in $C^\ast\text{Alg}_C$ from $F$ to $G$.
- Equivalent if there exists a strong isomorphism in $C^\ast\text{Alg}_C$ from $F$ to $G$.

Morita equivalence of two actions implies that $A$ and $B$ are Morita equivalent as algebras, while equivalence implies $A$ and $B$ are isomorphic as algebras. We note that viewing an action of a finite group on a $C^\ast$-algebra as an action of the fusion category $\text{Hilb}(G)$ as in Section 3.1, then equivalence of two such actions reduces to cocycle conjugacy.

**Remark 3.10.** $\phi B$ is invertible as a 1-morphism if and only if $\phi : A \to B$ is an isomorphism of $C^\ast$-algebras. In light of Lemma 3.8, to describe an equivalence between actions, it is necessary and sufficient to find an isomorphism between the $C^\ast$-algebras and a $C$-equivariant structure.

**Remark 3.11.** If $C^F \ltimes A$ and $C^G \ltimes A$ are two actions on the same algebra, there is an even stronger notion of equivalence, namely we could ask for the functors $F, G : C \to \text{Bim}(A)$ to be unitarily naturally isomorphic. This is the categorical analogue of cocycle equivalence for group actions. This will appear in passing later in the paper, but in general natural isomorphism is too fine of an equivalence relation to have a tractable classification scheme.
3.1. Realization.
Given an action of $\mathcal{C} \curvearrowright A$, there is a canonical realization 2-functor
\[
|\_|_F : \text{QSys}(\mathcal{C}) \to \mathcal{C}^\ast \text{Alg}.
\]
For any Q-system $P$, the realization $|P|_F$ should be thought of as a “generalized crossed-product” [CHPJP22]. It can be defined (as a vector space) as
\[
|P|_F := F(P) \cong \bigoplus_{c \in \text{Irr}(\mathcal{C})} \mathcal{C}(c \to P) \otimes_{\mathcal{C}} F(c).
\]
The product $F(P) \otimes_{\mathcal{C}} F(P) \to F(P)$ is given by the composition
\[
F(P) \otimes_{\mathcal{C}} F(P) \to F(P) \boxtimes_A F(P) \xrightarrow{F^2_{P,F}} F(P \otimes P) \xrightarrow{F(m)_{P,F}} F(P).
\]
In terms of our direct sum decomposition, for homogeneous tensors $x = x_1 \otimes x_2 \in \mathcal{C}(c \to P) \otimes F(c)$ and $y = y_1 \otimes y_2 \in \mathcal{C}(d \to P) \otimes F(d)$ the product becomes
\[
x \cdot y := \sum_{\substack{e \in \text{Irr}(\mathcal{C}) \atop \alpha \in \text{B}(e,cd)}} (m \circ (x \otimes y) \circ \alpha) \otimes_{\mathcal{C}} (F(\alpha^*) \circ F_{c,d}(x_2 \otimes y_2)),
\]
where $B(e,cd)$ is an orthonormal basis for the Hilbert space $\mathcal{C}(e \to c \otimes d)$ with composition inner product. For the norm and $*$-structure, see [CHPJP22, Section 4.1].

Now, if $P, Q$ are two Q-systems and $X \in \text{QSys}(\mathcal{C})(P \to Q)$, then we define the realization as a vector space
\[
|X|_F := F(X) \cong \bigoplus_{c \in \text{Irr}(\mathcal{C})} \mathcal{C}(c \to X) \otimes_{\mathcal{C}} F(c)
\]
with left $|P|_F$ and right $|R|_F$ actions defined similarly as above (for a detailed description together with Hilbert module structure see [CHPJP22, Section 4.2]).

We claim that Q-system realization generalizes the (twisted) crossed-product by a group action. Indeed, let $G$ be a finite group, and suppose we have an action $G \to \text{Aut}(A)$. This defines a unitary tensor functor
\[
F : \text{Hilb}(G) \to \text{Bim}(A)
\]
with tensorator $F^2_{g,h} : F(g) \boxtimes_A F(h) \cong F(gh)
\[
a \otimes b \mapsto h^{-1}(a)b.
\]
Here $gA$ is $A$ as a right Hilbert $A$-module and $a \triangleright b = g^{-1}(a)b$.

Now, consider a connected Q-system $P = (H, \mu) \in \text{Hilb}(G)$, where $\mu \in Z^2(G, U(1))$ is a normalized 2-cocycle. The multiplication $m : P \otimes P \to P$ can be described as
\[
m = \sum_{g,h \in H} \mu(g,h)v_{gh} \circ \alpha_{g,h} \circ (v_g^* \otimes v_h^*),
\]
where $\{v_g \in \text{Hilb}(G)(\mathbb{C}_g \to P)\}_{g \in H}$ are isometries implementing the direct sum decomposition $P = \bigoplus_{g \in H} \mathbb{C}_g$, and $\alpha_{g,h} \in \text{Hilb}(G)(\mathbb{C}_g \otimes \mathbb{C}_h \to \mathbb{C}_{gh})$ are the canonical unitary isomorphisms.

Now we see that
\[
|P|_F \cong \bigoplus_{g \in H} \text{Hilb}(G)(\mathbb{C}_g \to P) \otimes_{\mathbb{C}} gA.
\]
The right Hilbert $A$ module $\text{Hilb}(G)(\mathbb{C} \to P) \otimes_{\mathbb{C}} gA$ has a standard singleton Pimsner-Popa basis, namely $v_g \otimes 1_A$. Thus since $v_g$ is an isometry, every element in $|P|_F$ can be written uniquely as

$$\sum_{g \in H} v_g \otimes a_g,$$

where $a_g \in A$. Then from the definition of the product of the realization, we obtain an isomorphism (ultimately of $\mathcal{C}^*$-algebras)

$$|P|_F \cong A \rtimes_\mu H,$$

where the twisted crossed product $A \rtimes_\mu H$ is as defined in Section 1.1. Furthermore, in that section the realization of bimodules between $Q$-systems is described in elementary terms.

3.2. The invariant.

**Definition 3.12.** $\text{PAbGrp}$ is the category of pre-ordered abelian groups:

- Objects are pairs $(G, G^+)$ where $G$ is an abelian group and $G^+ \subseteq G$ contains 0, and satisfies $G^+ - G^+ = G$ and $G^+ + G^+ = G^+$.  
- Morphisms $(G, G^+)$ to $(H, H^+)$ consist of group homomorphisms $f : G \to H$ such that $f(G^+) \subseteq H^+$.

We call $(G, G^+)$ a pre-ordered abelian group, $G^+$ the positive cone, and the morphism in our category positive homomorphisms. The reason for our terminology is that the relation defined by $a \leq b$ if $b - a \in G^+$ gives a translation invariant pre-order on $G$ (and every translation invariant pre-order is precisely determined by its positive cone). Furthermore positive homomorphisms are precisely the homomorphisms which respect $\leq$.

$\text{PAbGrp}$ is naturally enriched over the symmetric monoidal category of abelian monoids. Indeed, $\text{PAbGrp}((G, G^+) \to (H, H^+))$ naturally has the structure of an abelian monoid: the pointwise sum of two positive homomorphisms is again a positive homomorphism, and the 0 homomorphism is the identity. Furthermore composition is clearly bilinear.

Let $[\mathcal{C}^*\text{Alg}]$ denote the 1-category obtained from the 2-category $\mathcal{C}^*\text{Alg}$ by decategorification (i.e. taking morphisms in the new 1-category to be isomorphism classes of 1-morphisms in the original 2-category). The category $[\mathcal{C}^*\text{Alg}]$ is also enriched in abelian monoids, with $[X] + [Y] := [X \oplus Y]$ and unit $[0]$.

We have the following well-known proposition concerning the familiar $K_0$ group from $\mathcal{C}^*$-algebra theory:

**Proposition 3.13.** $K_0$ defines an additive functor from $[\mathcal{C}^*\text{Alg}] \to \text{PAbGrp}$.

**Proof.** Note that the Grothendieck construction $\mathcal{G}$ (for example, see [RLL00]) is in fact a functor from abelian monoids to pre-ordered abelian groups, where the positive cone is given as the image of the monoid in the group completion. For a given $\mathcal{C}^*$-algebra $A$, the pre-ordered abelian group $(K_0(A), K_0^+(A))$ is defined as the Grothendieck completion of the abelian monoid $[\mathcal{C}^*\text{Alg}](\mathbb{C} \to A) = [\text{Mod}(A)]$, which by definition is the abelian monoid of isomorphism classes of finitely generated projective $A$-modules. Then for a morphism $A[X] \in [\mathcal{C}^*\text{Alg}](A \to B)$, $-\otimes_A [X]$ induces an abelian monoid homomorphism $[\mathcal{C}^*\text{Alg}](\mathbb{C} \to A) \to [\mathcal{C}^*\text{Alg}](\mathbb{C} \to B)$. By functoriality of the Grothendieck construction, this yields a positive homomorphism on the $K_0$ groups. \qed
Recall that $[\text{QSys}(\mathcal{C})]$ is the once decategorified 1-category from Definition 2.8, whose objects are Q-systems in $\mathcal{C}$ and whose morphisms are isomorphism classes of bimodules in $\mathcal{C}$. We then have the following definition:

**Definition 3.14.** Let $\mathcal{C}^F \hookrightarrow \mathcal{A}$ be an action of a fusion category on the $C^*$-algebra $A$. We define the functor

$$\widehat{\mathcal{F}} := K_0\left(\begin{bmatrix} 1 & \mid F \end{bmatrix}\right) : [\text{QSys}(\mathcal{C})] \to \text{PAbGrp}$$

by

$$Q \mapsto \left(K_0(|Q|_F), K^+_0(|Q|_F)\right)$$

and

$$\hat{p}[X]_Q \mapsto - \bigotimes_{|p|_F} \left[|X|_F\right]_{|Q|_F}.$$

The functor $\widehat{\mathcal{F}}$ will be the main ingredient of our invariant.

**Definition 3.15 (Pointed Invariant).** Let $\mathcal{C}^F \hookrightarrow \mathcal{A}$ be an action. Then we define the **pointed invariant** to be the pair $(\widehat{\mathcal{F}}, [\mathcal{A}])$, where $[\mathcal{A}] \in \widehat{\mathcal{F}}(1_c) \cong K_0(\mathcal{A})$. An equivalence of pointed invariants $(\widehat{\mathcal{F}}, [\mathcal{A}])$ and $(\widehat{\mathcal{G}}, [\mathcal{B}])$ is a natural isomorphism $\alpha : \widehat{\mathcal{F}} \cong \widehat{\mathcal{G}}$ such that $\alpha_{1c}([\mathcal{A}]) = [\mathcal{B}]$.

To understand $\widehat{\mathcal{F}}$ better we make the following remarks, leading to Theorem 3.16:

Consider the functor

$$[\text{Mod}(\mathcal{C})(- \to \mathcal{M}_{\mathcal{A},F})] : [\text{Mod}(\mathcal{C})]^\text{op} \to \text{AbMonoid}$$

$$\mathcal{N} \mapsto ([\text{Mod}(\mathcal{C})(\mathcal{N} \to \mathcal{M}_{\mathcal{A},F})], \oplus),$$

which is a contravariant functor from decategorified $\mathcal{C}$-module categories $[\text{Mod}(\mathcal{C})]$ to the category of abelian monoids $\text{AbMonoid}$. Here, $\mathcal{M}_{\mathcal{A},F}$ is a right $\mathcal{C}$-module category whose objects are right fgp $A$-modules with $\mathcal{C}$-action given by $X \triangleleft c := X \boxtimes_A F(c)$. Indeed, since $\mathcal{M}_{\mathcal{A},F} \subset \text{C^*Alg}(\mathcal{C} \to \mathcal{A})$ admits direct sums and has a zero object, then the $[\text{Mod}(\mathcal{C})(\mathcal{N} \to \mathcal{M}_{\mathcal{A},F})]$ becomes an abelian monoid, by defining the sum $\oplus$ of $\mathcal{C}$-module functors object-wisely on $\mathcal{N}$.

**Theorem 3.16.** Given an action $\mathcal{C}^F \hookrightarrow \mathcal{A}$, we have a natural isomorphism

$$\eta : \widehat{\mathcal{F}} \cong \mathcal{G} \circ [\text{Mod}(\mathcal{C})(\Psi(-) \to \mathcal{M}_{\mathcal{A},F})],$$

where $\Psi : \text{QSys}(\mathcal{C}) \to \text{Mod}(\mathcal{C}) \hookrightarrow \text{Mod}(\mathcal{C})$ is the 1-contravariant 2-functor in Remark 2.7.

**Proof.** It suffices to build a natural isomorphism of functors

$$\eta : D(\cdot|_{|F}) \Rightarrow [\text{Mod}(\mathcal{C})(\Psi(-) \to \mathcal{M}_{\mathcal{A},F})],$$

where $D(\cdot)$ denotes the functor from $[\text{C^*Alg}] \to \text{AbMonoid}$ that sends a $C^*$-algebra $A$ to its monoid of equivalence classes of finitely generated projective modules $[\text{C^*Alg}](\mathcal{C} \to \mathcal{A})$, and a $C^*$-correspondence $A[X]_B \mapsto - \bigotimes_A [X]_B$ as in the proof of Proposition 3.13. Then $\widehat{\mathcal{F}} = \mathcal{G}(D(\mid \cdot \mid_F))$, so that the desired natural isomorphism is obtained as $\mathcal{G}(\eta)$.

Let $Q \in \text{QSys}(\mathcal{C})$. We need to define $\eta_Q : D(|Q|_F) \to [\text{Mod}(\mathcal{C})(\Psi(Q) \to \mathcal{M}_{\mathcal{A},F})]$. Let $[Y] \in D(|Q|_F) = [\text{C^*Alg}(\mathcal{C} \to |Q|_F)]$ be an equivalence class of finitely generated by projective $|Q|_F$-module. Recall that $\Psi(Q) = Q\mathcal{C}$ is a right $\mathcal{C}$-module category consists of left $Q$-module objects $(x, \lambda)$, where $\lambda \in \mathcal{C}(Q \otimes x \to x)$ satisfies the left $Q$-module...
compatibility condition (B1) from Section 2.1. The natural (right) \( \mathcal{C} \)-module category structure is given by \((x, \lambda) \triangleleft c := (x \otimes c, \lambda \otimes 1_c)\). Given an \((x, \lambda) \in Q\mathcal{C}\) define the functor \(L_Y : \Psi(Q) \to \text{Mod}(A)\) by

\[
L_Y((x, \lambda)) := Y \boxtimes_{\mathcal{Q}[Q]} |x|_F
\]

Here realization \(|x|_F\) is a \(|Q|_F - A\) bimodule, so \(Y \boxtimes_{\mathcal{Q}[Q]} |x|_F \in \text{Mod}(A)\) which is the category underlying \(\mathcal{M}_{A,F}\). The \(\mathcal{C}\)-module To equip \(L_Y\) with the structure of a \(\mathcal{C}\)-module functor, we use the composite natural isomorphism

\[
L_Y((x, \lambda)) \triangleleft c = Y \boxtimes_{\mathcal{Q}[Q]} (|x \otimes c|_F) \xrightarrow{1_Y \boxtimes |c|_F^{-1}} Y \boxtimes_{\mathcal{Q}[Q]} (|x|_F \boxtimes_A F(c)) \\
\cong_{\text{assoc}} (Y \boxtimes_{\mathcal{Q}[Q]} |x|_F) \boxtimes_A F(c) = L_Y((x, \lambda)) \triangleleft c.
\]

It is easy to see the pair these isomorphisms equip \(L_Y\) with the structure of a \(\mathcal{C}\)-module functor whose isomorphism class only depends on the isomorphism class of \(Y\).

Now we define

\[
\eta_Q([Y]) := [L_Y] \in [\text{Mod}(\mathcal{C})(\Psi(Q) \to \mathcal{M}_{A,F})]
\]

Clearly \(\eta_Q\) is additive, since \(\oplus\) commutes with \(\boxtimes\) up to isomorphism.

To see naturality, for any \(Q, R \in [\mathcal{Q}\text{Sys}(\mathcal{C})]\) and \([X] \in [\mathcal{Q}\text{Sys}(\mathcal{C})](Q \to R)\), then \(|X|_F\) is a \(|Q|_F - |R|_F\) correspondence, and we directly see

\[
\eta_R \circ D([X]|_F)([Y]) = \eta_R([Y \boxtimes_{\mathcal{Q}[Q]} |X|_F]) = L_Y \boxtimes_{\mathcal{Q}[Q]} [X|_F] \\
= (- \circ \Psi(X)) \circ \eta_Q([Y]).
\]

i.e. the following diagram commutes

\[
\begin{array}{ccc}
D([Q|_F]) & \xrightarrow{\eta_Q} & [\text{Mod}(\mathcal{C})(\Psi(Q) \to \mathcal{M}_{A,F})] \\
\downarrow & & \downarrow - \circ \Psi(X) \\
D([R|_F]) & \xrightarrow{\eta_R} & [\text{Mod}(\mathcal{C})(\Psi(R) \to \mathcal{M}_{A,F})]
\end{array}
\]

for any \([Y] \in D([Q|_F]).\) Thus \(\eta\) is natural.

We shall now show \(\eta\) is an isomorphism by building an inverse \(\eta_Q^{-1}\) for each \(Q \in [\mathcal{Q}\text{Sys}(\mathcal{C})]\). For a given \(\mathcal{C}\)-module functor \(I \in \text{Mod}(\mathcal{C})(\mathcal{Q} \to \mathcal{M}_{A,F})\), let \(I((Q, m)) \in \text{Mod}(A)\), but has the additional right \(|Q|_F\)-module structure defined by

\[
I((Q, m)) \boxtimes_A |Q|_F = I((Q, m)) \otimes Q \cong I((Q, m) \otimes Q) = I((Q \otimes Q, m)) \to I((Q, m)),
\]

where the last morphism is \(I(m) : I(Q \otimes Q) \to I(Q)\). Hence we can view \(I((Q, m)) \in \text{Mod}(|Q|_F)\) (cf. [CJP21, Lemma 5.11]). Thus \([I((Q, m))] \in D([Q|_F]).\) Now we define

\[
\eta_Q^{-1}([I]) := [I((Q, m))].
\]

Now we check these are inverses (as set functions): starting with \([Y] \in D([Q|_F]), \eta_Q^{-1} \circ \eta_Q([Y]) = [Y \boxtimes_{\mathcal{Q}[Q]} |Q|_F] \cong [Y].\) In the other direction, let \(I \in \text{Mod}(\mathcal{C})(\mathcal{Q} \to \mathcal{M}_{A,F}),\) and \((x, \lambda) \in \mathcal{Q}\). Then \(\eta_Q \circ \eta_Q^{-1}(I)((x, \lambda)) = I(Q, m) \boxtimes_{\mathcal{Q}[Q]} |x|_F = I(Q \otimes Q (x, \lambda)) \cong I(x, \lambda).\)

We note that Theorem 3.16 can be viewed as a functorial generalization of Julg’s Theorem [Phi87, Theorem 2.6.0] relating equivariant K-theory and the ordinary K-theory of the crossed product. If \(\mathcal{C} = \text{Hilb}(G)\) and \(\mathcal{C}^F \sim A\) arises from a homomorphism \(f : G \to \text{Aut}(A)\), we can consider the \(Q\)-system \(Q := \mathbb{C}[G] \in \text{Hilb}(G)\). The corresponding module
category is Hilb with trivial $G$-action. Then $|Q|_{F} = A \rtimes G$, and $\mathcal{G}(\mathcal{M}(\text{Hilb} \to \mathcal{M}_{A,F}))$ is isomorphic to the equivariant K-theory.

**Corollary 3.17.** Let $\mathcal{C}^F_A$, $\mathcal{C}^G_B$ and $\mathcal{C}^H_C$ be actions. We then have that:

1. For any $[X] \in [\mathcal{C}^\text{Alg}_{C}(F \to G)]$, the positive homomorphism
   $$[- \Box_A X] : (K_0(A), K_0^+(A)) \to (K_0(B), K_0^+(B))$$
   canonically extends to a natural transformation $\theta_X : \hat{F} \Rightarrow \hat{G}$.

2. For the unit correspondence $[A] \in [\mathcal{C}^\text{Alg}_{C}(F \to F)]$, $\theta_A = \text{id}_{\hat{F}}$.

3. If $[Y] \in [\mathcal{C}^\text{Alg}_{C}(G \to H)]$, then $\theta_{X \otimes_{0} Y} = \theta_Y \circ \theta_X$.

4. If $\mathcal{C}^F_A$ is Morita equivalent to $\mathcal{C}^G_B$, then $\hat{F} \cong \hat{G}$.

5. If $\mathcal{C}^F_A$ is equivalent to $\mathcal{C}^G_B$, then there is an isomorphism of pointed invariants
   $$(\hat{F}, [A]) \cong (\hat{G}, [B]).$$

**Proof.** The first three statements say that the assignment $F \mapsto \hat{F}$ and $[\mathcal{C}^\text{Alg}_{C}(F \to G)] \ni [X] \mapsto \theta_X$ is a functor from $[\mathcal{C}^\text{Alg}_{C}]$ to $\text{Fun}_+[\mathcal{C}^\text{Alg}_{C} \to \text{PAbGrp}]$. The fourth and fifth statements follow immediately from the first three.

Given $X \in \mathcal{C}^\text{Alg}_{C}(F \to G)$, then by Proposition 3.4, $R_X := [- \Box_A X] \in \mathcal{M}(\mathcal{C})$. Define $\theta_X$ to be the composition of natural transformations

$$\hat{F} \xrightarrow{\mathcal{G}(\eta)} \mathcal{G} \circ \mathcal{M}(\mathcal{C}(\Psi(-) \to \mathcal{M}_{A,F})) \xrightarrow{\mathcal{G}(\Psi(-) \circ \eta)} \mathcal{G} \circ \mathcal{M}(\mathcal{C}(\Psi(-) \to \mathcal{M}_{B,F})) \xrightarrow{\mathcal{G}(\eta^{-1})} \hat{G},$$

where $\mathcal{G} : \text{AbMonoid} \to \text{PAbGrp}$ denotes the Grothendieck functor as in the proof of the previous theorem. Then the results follow from functoriality of $\mathcal{G}$ and canceling $\eta^{-1} \circ \eta$. \hfill $\square$

### 4. Inductive limit actions on AF $C^*$-algebras

AF-actions are a special class of actions of a fusion category on AF $C^*$-algebras. These are actions which are in a particular sense “inductive limits” of actions on finite dimensional $C^*$-algebras. As the latter are well understood, it is reasonable to expect that we can leverage this knowledge to obtain classifications for inductive limits of finite dimensional actions, in a spirit similar to Elliott’s K-theoretic classification of AF $C^*$-algebras, with the role of $K_0$ played by our $\hat{F}$.

Indeed, as discussed above, one can view the program of classifying AF-actions as a special case of studying AF $C^*$-algebras internal to the fusion category $\mathcal{C}$, in the sense of [JP17]. Thus our arguments will be essentially “c-equvariant” versions of Elliott’s original arguments, with some higher categorical modifications necessary at various points.

The outline of this section is as follows: First, we provide a general framework for inductive limit actions of fusion categories on inductive limit $C^*$-algebras, and show $\hat{F}$ is continuous with respect to inductive limits. Then we describe a framework for enriched Bratteli diagrams, which gives us a way to easily describe an AF-action $\mathcal{C}^F_A$ and compute its invariant $\hat{F}$. Finally, we give a proof that $\hat{F}$ is a complete invariant amongst the class of AF-actions.
4.1. Inductive limit C*-algebras.

**Definition 4.1.** We define a 2-category $\text{IndLimC^*Alg}$ of inductive limit C*-algebras as follows:

1. **Objects** are sequences of unital C*-algebras $\{A_n\}_{n \geq 0}$, together with unital inclusions $i_n^A : A_n \to A_{n+1}$.
2. **1-morphisms** $\{X_n\} : \{A_n\} \to \{B_n\}$ is a sequence $\{X_n\}_{n \geq 0}$ where each $X_n \in \text{C^*Alg}(A_n \to B_n)$, together with a sequence of $\mathbb{C}$-linear maps $j_n^X : X_n \to X_{n+1}$ such that $j_n^X(X_n) < B_{n+1} = X_{n+1}$, and for $a \in A_n$, $b \in B_n$, $x \in X_n$ we have $j_n^X(a \cdot x \cdot b) = i_n^A(a) \cdot j_n^X(x) \cdot i_n^B(b)$ and $i_n^B((x|y)_{B_n}) = (j_n^X(x) | j_n^X(y))_{B_{n+1}}$.
3. **2-morphisms** consist of a norm-bounded sequence of 2-morphisms $\{f_n \in \text{C^*Alg}(X_n \Rightarrow Y_n)\}$ satisfying for all $x_n \in X_n$ $j_n^Y(f_n(x_n)) = f_{n+1}(j_n^X(x_n))$.

- Composition of 1-morphisms $\{X_n\} \in \text{IndLimC^*Alg}(\{A_n\} \to \{B_n\})$ and $\{Y_n\} \in \text{IndLimC^*Alg}(\{B_n\} \to \{C_n\})$ is given by
  $$\{X_n\} \boxtimes \{B_n\} \Rightarrow \{Y_n\} := \{X_n \boxtimes_{B_n} Y_n\}, \quad \text{where} \quad j_n^{X \boxtimes Y} := j_n^X \boxtimes B_n j_n^Y.$$

- Horizontal product of 2-morphisms $\{f_n\}, \{g_n\}$ is given by $\{f_n\} \boxtimes \{g_n\} := \{f_n \boxtimes g_n\}$.

Composition of 2-morphisms is as usual.

Note that in the above definition, $i_n$ above depends on the object $A$ and $j_n$ depends on the 1-morphism $X$, but we will drop this dependence from the notation as it is usually clear from context. Moreover, we write $j_{m,n} := 0$ if $m < n$, $j_{n,n} := \text{id}_{X_n}$, and $j_{m,n} = j_{m-1} \circ \ldots \circ j_n$ for $m > n$, and similarly for the $i_n$ maps.

**Remark 4.2.** We have chosen our connecting maps $i_n, j_n$ to be injective at each level. Therefore, the inclusion maps $i_n$ from (IL0) in Definition 4.1 are necessarily isometric. Moreover, this implies that the maps $j_n$ from (IL1) are isometric as well, since the $B_n$-valued inner products are assumed non-degenerate.

We have the following observations concerning Pimsner-Popa bases of inductive limit correspondences.

**Lemma 4.3.** Let $\{b_i\}_{i=1}^m$ be a Pimsner-Popa basis for $X_n$. Then $\{j_n^X(b_i)\}$ is a Pimsner-Popa basis for $X_{n+1}$.

**Proof.** We must show the equality $\sum_{i=1}^m j_n^X(b_i) \langle j_n^X(b_i) | - \rangle_{B_{n+1}} = \text{id}_{X_{n+1}}$. Since the left hand side is $B_{n+1}$-linear, and $j_n^X(X_n) \subset B_{n+1} = X_{n+1}$ by assumption, it suffices to prove this equality evaluated on the image of $j_n^X$. We compute

$$\sum_{i=1}^m j_n^X(b_i) \langle j_n^X(b_i) | j_n^X(x) \rangle_{B_{n+1}} = \sum_{i=1}^m j_n^X(b_i) i_n^A(\langle b_i | x \rangle_{B_n})$$

$$= \sum_{i=1}^m j_n^X(b_i(\langle b_i | x \rangle_{B_n})) = j_n^X(x). \quad \Box$$

**Proposition 4.4.** There is a natural completion 2-functor

$$\lim_\downarrow : \text{IndLimC^*Alg} \to \text{C^*Alg}.$$
Proof. The inductive limit $A := \lim\downarrow (A_n, i_n, \lambda^n_A)$ is a well-defined familiar $C^*$-algebra, so we will only take care of the higher datum. Here, $\{\lambda^n_A : A_n \to \lim\downarrow A_n\}_n$ are the structure maps. (c.f. [RLL00])

We shall now describe inductive limit correspondences using an “increasing union picture”. Given $\{X_n\} \in \text{IndLim}C^*\text{Alg}(\{A_n\} \to \{B_n\})$, consider the product $\prod_{m=1}^{\infty} X_m$ and $\sum_{m=1}^{\infty} X_m$ of finitely supported sequences as sets. Let $\pi : (\prod_{m=1}^{\infty} X_m) \to (\prod_{m=1}^{\infty} X_m / \sum_{m=1}^{\infty} X_m)$ be the quotient map, and for each $n \in \mathbb{N}$ let $\nu_n : X_n \to \prod_{m=1}^{\infty} X_m$ defined by $x_n \mapsto (j_{n+k,n}(x_n))_{k \geq -n+1}$. Now, define

$$\mu_n := (\pi \circ \nu_n) : X_n \to \left( \prod_{m=1}^{\infty} X_m / \sum_{m=1}^{\infty} X_m \right).$$

By direct inspection, we obtain $\mu_n = \mu_{n+1} \circ j_n$. We now define the increasing union $X_0 := \bigcup_{n \geq 1} \mu_n[X_n]$. Notice that

$$\langle \mu_n(x_n), \mu_m(x_m') \rangle_B := \chi^B_{n+1} \left( \langle j_{n+m,n}(x_n), j_{n+m,m}(x_m') \rangle_{B_{n+m}} \right)$$

is a well-defined $B$-valued inner product on $X_0$. Indeed, this follows since the maps $j_n$ are injective by Remark 4.2. We let $X$ be the completion of $X_0$ with respect to the induced $B$-norm, and refer to $\mu_n$ equivalently as $\mu^n_X$ whenever necessary.

We now equip $X$ with a right $B$-action by bounded operators, and a left $A$-action by right-adjointable operators.

Let $b_m \in B_m$, and let $\mu_n(x_n) \in \mu_n[X_n]$. We define

$$x_n \triangleleft b_m := \mu_n(x_n) \triangleleft b_m := \pi \left( (j_{n+m,k,n}(x_n) \triangleleft i_{n+m+k,m}(b_m))_{k \geq (1-m-n)} \right).$$

This action is well-defined, and also $\|x_n \triangleleft b_m\|_B \leq \|x_n\|_B \|b_m\|$. Continuously extending, we see each $B_m$ acts on the right of $X$ by bounded operators. To extend this to a right $B$-action on $X$: for $x \in X$, and $b \in B$, define $x \triangleleft b := \lim_{m \to \infty} x \triangleleft b_m$, where $b_m$ is any sequence approximating $b$. This is easily seen to be well-defined, and bounded.

Using similar arguments and the positivity of the right $B$-valued inner product will provide us the aforementioned commuting left action of $A$ on $X$ by adjointable operators. Thus, $X := \lim\downarrow X_m$ is an $A$-$B$ correspondence. By Lemma 4.3, $\{\lim\downarrow j^n_A(b_i)\}$ is a Pimsner-Popa basis for $\lim\downarrow X_n$, and thus $X \in C^*\text{Alg}(A \to B)$.

Now let $\{X_n\}, \{Y_n\} \in \text{IndLim}C^*\text{Alg}(\{A_n\} \to \{B_n\})$ and $\{f_n\} \in \text{IndLim}C^*\text{Alg}(\{X_n\} \Rightarrow \{Y_n\})$ and we will obtain a map $\lim\downarrow f_n \in C^*\text{Alg}(X \Rightarrow Y)$. For $\mu_m(x_m) \in X_0$, we define

$$\left( \lim\downarrow f_n \right) (\mu^X_m(x_m)) := \mu^Y_m(f_m(x_m)) = \pi \left( (f_{m+k}(j^X_{m+k,m}(x_m)))_{k \geq -m+1} \right),$$

where the last equality follows by Property (II.2). It is clear that for each $k, n \in \mathbb{N}$, $\lim\downarrow f_n$ is $A_k$-$B_m$ bimodular, and by the isometric properties of connecting maps together with the assumption that $\sup \|f_n\| < \infty$, it follows that we can extend $\lim\downarrow f_n$ to a bounded map on $X$.

The resulting map $\lim\downarrow f_n$ is easily seen to be $A$-$B$ bimodular. To verify adjointability, on $Y_0 \subset Y := \lim\downarrow Y_m$ one can directly define

$$(\lim\downarrow f_n)^*(\mu^Y_m(y_m)) := \mu^X_m(f^*_m(y_m)),$$

which similarly defines an $A_k$-$B_n$ bimodular bounded map $Y \to X$ for any $k, n \in \mathbb{N}$. That these maps are mutual adjoints is a direct computation.
We now describe the compatibility between $\lim (X_m \boxtimes_{B_m} Y_m)$ and $X \boxtimes_B Y$. For each $m \in \mathbb{N}$, we let $\mu_m^{X \boxtimes_B Y} : X_m \boxtimes_{B_m} Y_m \to \lim (X_n \boxtimes_{B_n} Y_n)$ be the structure map, analogous to those above, and detailed below. Now we consider the map

$$\left(\lim_m \right)^2_{X,Y} : \bigcup_m \mu_m^{X \boxtimes_B Y}(X_m \boxtimes_{B_m} Y_m) \to X \boxtimes_B Y$$

$$\mu_m^{X \boxtimes_B Y}(x_m \boxtimes_{B_m} y_m) = \pi^{X \boxtimes_B Y}(\left(j^{X}_{m+k,m}(x_m) \boxtimes j^{Y}_{m+k,m}(y_m)\right)_{k \geq 1-m}) \mapsto \mu_m(x_m) \boxtimes \mu_m(y_m).$$

(Here, $\pi^{X \boxtimes_B Y}$ is the quotient map identifying sequences of tensor products that differ up to a finitely supported sequence, and is analogous to the $\pi$ quotient map from earlier in this proof.) The map is well-defined because each $B_k \subset B$, and it is seen to be isometric and $A_m - C_m$ bimodular by inspection. We can therefore extend this map to an $A-C$ bimodular bounded map on all of $\lim (X_m \boxtimes_{B_m} Y_m)$. One can directly check unitarity of $\left(\lim_m \right)^2_{X,Y}$ by writing the obvious (densely and well-defined, and bounded) inverse, and the naturality in both variables $X$ and $Y$. The remaining coherences for $\left(\lim_m, \lim^2\right)$ are also straightforward.

We will be interested in actions of fusion categories $F : C \to \text{Bim}(A)$ that are built out of functors form $C$ to $\text{IndLimC}^* \text{Alg}$. To describe these we introduce some notation.

**Remark 4.5.** For a given unitary tensor functor $F' : C \to \text{IndLimC}^* \text{Alg}(\{A_n\} \to \{A_n\})$ and $c \in C$, $F'(c) : \{A_n\} \to \{A_n\}$ is a 1-morphism, so $F'(c) = \{F_n(c)\}$ and $F_n(c)$ is an $A_n - A_n$ bimodule with $j^c_n : F_n(c) \to F_{n+1}(c)$ satisfying the conditions (IL1). According to Lemma 3.8, this gives a unitary isomorphism $u^c_n : F_n(c) \boxtimes A_n A_{n+1} \to F_{n+1}(c)$. Clearly $F_n : C \to \text{Bim}(A_n)$ is a unitary tensor functor.

Conversely, for a collection of unitary tensor functors $\{F_n : C \to \text{Bim}(A_n)\}$ with the unitary $u^c_n : F_n(c) \boxtimes A_n A_{n+1} \to F_{n+1}(c)$ satisfying obvious coherence conditions, we can build a unitary tensor functor $C \to \text{IndLimC}^* \text{Alg}(\{A_n\} \to \{A_n\})$. Note by Lemma 3.8, this is equivalent to having a family of linear $j^c_n : F_n(c) \to F_{n+1}(c)$ satisfying the conditions of Lemma 3.8 and the obvious monoidal coherence.

We will use the notation $\{F_n\}$ to indicate a tensor functor $C \to \text{IndLimC}^* \text{Alg}(\{A_n\} \to \{A_n\})$. We denote the resulting composition of $\lim \circ \{F_n\} : C \to \text{Bim}(A)$ by $\lim F_n$ (where $A = \lim A_n$).

One of the main useful features of inductive limit actions is that in principle we can compute invariants –namely $\widehat{F}$– though their inductive building blocks.

**Theorem 4.6.** Let $\{F_n\} : C \to \text{IndLimC}^* \text{Alg}(\{A_n\} \to \{A_n\})$ be a unitary tensor functor and let $Q \in C$ be a $Q$-system. Then $|Q|_{\lim F_n} = \lim |Q|_{F_n}$ as inductive limit of $C^*$-algebras.

**Proof.** Note that by definition for each $m \in \mathbb{N}$, $|Q|_{F_m} = F_m(Q)$ which unitally embeds in $(\lim F_m)(Q) = |Q|_{\lim F_n}$. Thus we have a unital inclusion of the finite dimensional $C^*$-algebra $\nu_m : |Q|_{F_n} \hookrightarrow |Q|_{\lim F_n}$, given by $\nu_m$. Furthermore, the $j^Q_m : |Q|_{F_m} \to |Q|_{F_{m+1}}$ satisfy $\nu_{m+1} \circ j^Q_m = \nu_m$. Thus these assemble into a unique injective $C^*$-algebra homomorphism

$$\lim |Q|_{F_n} \to |Q|_{\lim F_n}.$$
But this is clearly an equivalence at the level of bimodules hence it must be a bijection, hence a C*-algebra isomorphism.

We will now show that our invariant is continuous with respect to inductive limits. First, given a functor \( \{ F_n \} : \mathcal{C} \to \text{IndLim}^* \mathcal{C} \text{Alg}(\{ A_n \} \to \{ A_n \}) \), we consider the inductive system \( \eta_n : \hat{F}_n \to \hat{F}_{n+1} \) defined as follows: Recall that in the structure of \( \{ F_n \} \), the family \( \{ u_n^c \} \) (see Remark 4.5) equips the \( A_n - A_{n+1} \) correspondence \( i_n A_n \to A_{n+1} \) with the structure of a 1-morphism in \( \text{C} \text{Alg} \mathcal{C}(F_n \to F_{n+1}) \). By Corollary 3.17, \( \text{IndLim}^* \mathcal{C} \text{Alg} \mathcal{C}(F_n \to F_{n+1}) \) uniquely extends to a natural transformation

\[
\eta_n : \hat{F}_n \to \hat{F}_{n+1}.
\]

**Corollary 4.7.** Let \( \{ F_n \} : \mathcal{C} \to \text{IndLim}^* \mathcal{C} \text{Alg}(\{ A_n \} \to \{ A_n \}) \) be as in the statement of the previous theorem. Then \( \varinjlim F_n \cong \varprojlim \hat{F}_n \), where the latter is the categorical colimit in \( \text{Fun}_+(\mathcal{C}) \to \text{PAbGrp} \).

**Proof.** We set \( F := \varinjlim F_n \). Notice that the inclusion \( \lambda_n : A_n \to A \) equips the \( A_n - A \) correspondence \( \lambda_n A \) with the structure of a 1-morphism in \( \text{C} \text{Alg} \mathcal{C}(A_n \to A) \). Indeed, the isomorphisms \( u_n^c : F_n(c) \boxtimes A_n \lambda_n A \cong \lambda_n A \boxtimes A F(c) \) arise from applying Lemma 3.8 to the inclusions \( F_n(c) \to F(c) \) defined in the inductive limit functor. Thus by Corollary 3.17 (1), these define natural transformations \( \theta_n : \hat{F}_n \to \hat{F} \). Furthermore, since \( \lambda_n = \lambda_{n+1} \circ i_n \), we get

\[
\theta_n = \theta_{n+1} \circ \eta_n
\]

by Corollary 3.17 (3). By the universal property of inductive limits, this uniquely defines a natural transformation

\[
\theta : \varinjlim \hat{F}_n \to \hat{F}.
\]

But at the level of objects, this is an isomorphism by Theorem 4.6. Thus \( \theta \) is a natural isomorphism. \( \square \)

### 4.2. AF-actions.

We now introduce the main object of study for our paper.

**Definition 4.8.** An action \( F \) of a unitary fusion category \( \mathcal{C} \) on a C*-algebra \( A \) is called an **AF-action** if there exists an object \( \{ A_n \} \in \text{IndLim}^* \mathcal{C} \text{Alg} \) with each \( A_n \) finite dimensional, and a unitary tensor functor \( \{ F_n \} : \mathcal{C} \to \text{IndLim}^* \mathcal{C} \text{Alg}(\{ A_n \} \to \{ A_n \}) \) such that \( F \) is naturally isomorphic to \( \varinjlim F_n \).

We have defined AF-action as a property of an action rather than an additional structure. Our next lemma shows this property is invariant under equivalence.

**Lemma 4.9.** If \( \mathcal{C}^F_A \) and \( \mathcal{C}^G_B \) are equivalent and \( F \) is an AF-action, then \( G \) is an AF-action.

**Proof.** If \( F \) is AF, then there exists \( \{ A_n \} \) finite dimensional with \( \lim A_n = A \), and \( \{ F_n \} : \mathcal{C} \to \text{IndLim}^* \mathcal{C} \text{Alg}(\{ A_n \} \to \{ A_n \}) \) with \( F \) naturally isomorphic to \( \hat{H} = \varprojlim F_n \). Note that \( G \) is equivalent to \( F \) if and only if \( G \) is equivalent to \( H \).

Thus there exists an isomorphism \( \phi : B \to A \) such that the tensor functor \( H^\phi(-) := \phi A \boxtimes A H(-) \boxtimes A \phi^{-1} B \) is unitarily monoidally naturally isomorphic to \( G \). Note that \( H^\phi(c) \cong H(c) \) as a vector space with \( B \) actions \( b \triangleright x \triangleleft b' = \phi(b) \triangleright x \triangleleft \phi(b') \). The right \( B \)-valued inner product is given by \( \langle x | y \rangle_B = \phi^{-1}(\langle x | y \rangle_A) \).
If we define $B_n := \phi^{-1}(A_n)$ then that $B = \varinjlim B_n$, and $\{F_n^\phi\} : \{B_n\} \rightarrow \{B_n\}$, then clearly $H^\phi = \varinjlim F_n^\phi$. Thus $G$ is an AF-action. \hfill \Box

AF-actions of the fusion category $\text{Hilb}(G)$ have been studied previously under the guise of inductive limit actions of finite groups \cite{ES96, LZ13, Wan21}. There is a way to represent AF-actions which is analogous to Bratteli diagrams for AF C*-algebras \cite{Bra72}.

**Definition 4.10.** Let $C$ be a unitary fusion category. An enriched Bratteli diagram $(\mathcal{M}_n, I_n, x_n)_{n \geq 0}$ consists of the following data:

$$(\mathcal{M}_0, x_0) \xrightarrow{I_0} (\mathcal{M}_1, x_1) \xrightarrow{I_1} (\mathcal{M}_2, x_2) \rightarrow \cdots$$

where $\mathcal{M}_n \in \text{Mod}(C)$, $I_n : \mathcal{M}_n \rightarrow \mathcal{M}_{n+1}$ is a $C$-module functor and $x_n \in \mathcal{M}_n$ is a generating object such that $I_n(x_n) \cong x_{n+1}$.

If $C = \text{Hilb}$, then any module category is equivalent to $\text{Hilb}^{\oplus n}$ (with trivial action), and any generating object is specified by a positive integer for each $\text{Hilb}$ summand. A module functor $\text{Hilb}^{\oplus n} \rightarrow \text{Hilb}^{\oplus m}$ is represented by a bi-partite graph with $n$ source vertices and $m$ target vertices. Thus we can recover the usual notion of a Bratteli diagram.

Our claim is that this data characterizes a tensor functor $\{F_n\} : C \rightarrow \text{IndLimC}^*\text{Alg}(\{A_n\} \rightarrow \{A_n\})$ with each $A_n$ finite dimensional.

For a given tensor functor $\{F_n\} : C \rightarrow \text{IndLimC}^*\text{Alg}(\{A_n\} \rightarrow \{A_n\})$, let $\mathcal{M}_n := \mathcal{M}_{A_n,F_n} = \text{Mod}(A_n)$ with $C$-module structure $X \triangleleft c := X \otimes_{A_n} F_n(c)$ (see also Proposition 3.4), and the generating object be $A_n A_n$. Since $A_n$ is finite dimensional, $\mathcal{M}_n$ is finitely semisimple by Corollary 3.6. Let the connecting $C$-module functor $I_n := - \otimes_{A_n} A_{n+1} : \mathcal{M}_{A_n,F_n} \rightarrow \mathcal{M}_{A_{n+1},F_{n+1}}$, where the $C$-module structure is given by $u_n^c$ such that

$I_n(X) \triangleleft c = X \otimes_{A_n} A_{n+1} \otimes_{A_{n+1}} F_{n+1}(c) \xrightarrow{1_X \otimes (u_n^c)^* \sim} X \otimes_{A_n} F_n(c) \otimes_{A_n} A_{n+1} = I_n(X \triangleleft c)$,

for $X \in \text{Mod}(A_n)$. It is also clear that for the generating object,

$I_n(A_n) = A_n \otimes_{A_n} A_{n+1} \cong A_{n+1}$.

Conversely, given an enriched Bratteli diagram $(\mathcal{M}_0, x_0) \xrightarrow{I_0} (\mathcal{M}_1, x_1) \xrightarrow{I_1} (\mathcal{M}_2, x_2) \rightarrow \cdots$, according to Proposition 3.4, we define the finite dimensional $C^*$-algebra $A_n := \text{End}_{\mathcal{M}_n}(x_n)$ such that $\mathcal{M}_n \cong \mathcal{M}_{A_n,F_n}$ for some unitary tensor functor $F_n : C \rightarrow \text{Bim}(A)$. By Remark 3.5, the $C$-module functor $I_n : (\mathcal{M}_n, x_n) \rightarrow (\mathcal{M}_{n+1}, x_{n+1})$ corresponds to the bimodule $A_n A_{n+1} A_{n+1}$ with a unital $*$-homomorphism $i_n : A_n \rightarrow A_{n+1}$. The $C$-module structure on $I_n$ gives a family of $A_n - A_{n+1}$ bimodular unitary isomorphisms

$\{u_n^c : F_n(c) \otimes_{A_n} A_{n+1} \rightarrow F_{n+1}(c)\}_{c \in C}$

satisfying straightforward coherences (See Definition 3.2.) According to Lemma 3.8, this now gives us $h_n^c : F_n(c) \rightarrow F_{n+1}(c)$ defined by $u_n^c(x \otimes 1_{A_{n+1}})$, which clearly satisfy the required Conditions (IL1) to give $\{F_n(c)\}$ the structure of a unitary tensor functor $\{F_n\} : C \rightarrow \text{IndLimC}^*\text{Alg}(\{A_n\} \rightarrow \{A_n\})$.

By composing the lim functor on $\text{IndLimC}^*\text{Alg}$, we can say an enriched Bratteli diagram gives an AF-action. Here, we don’t discuss the “equivalence” between two enriched Bratteli diagrams (or two functors $C \rightarrow \text{IndLimC}^*\text{Alg}(\{A_n\} \rightarrow \{A_n\})$). In fact, not only will two AF-actions given by “the same” (under the obvious notion) Bratteli diagrams
be equivalent, but we will be able to choose the isomorphisms on the AF C*-algebras in such a way as to preserve the choice of finite dimensional filtration. Thus, as in the case for ordinary AF C*-algebras, our enriched Bratteli diagrams are too fine an invariant for classification, but are extremely useful for constructing and representing a given AF-action.

4.3. MPO symmetries of spin chains.

Recently there has been a great deal of interest from physicists in fusion category symmetries of spin chains. If a critical state on a spin chain has a fusion category $\mathcal{C}$ of symmetries, then the emergent CFT is expected to realize this fusion category as symmetry defects. This has provided a starting point for the search for exotic quantum field theories [BG17, VLVD+22, HLO+22, BW17, Hol22]. In addition, fusion categorical symmetry protected topological orders in 1-D have been studied [GRLM22].

Typically fusion category symmetries in the context of physics are described in the language of tensor networks (see [BC17]). In particular, fusion categories act on spin chains via matrix product operators (MPOs). In this section, we will show that a fusion category action via MPOs yields an AF-action on an AF C*-algebra. Thus our classification result can be interpreted as a classification of general fusion category symmetries on spin chains at the kinematical level (i.e. without states or Hamiltonians). This may be utilized as a first step toward a classification of fusion categorical symmetric states, critical or otherwise.

Below we present a version of the MPO formalism that is distilled from the literature to form a mathematically coherent (and convenient) picture. Our formalism can be found either explicitly or implicitly in nearly all applications of MPO symmetry. The connections with subfactor theory and fusion categories have been pointed out in [Kaw20, Kaw21, Hol22].

Let $M$ be an arbitrary monoidal category, and $H \in M$ be an object. We define a new monoidal category $M_H$ as follows:

- Objects are pairs $(K, \rho)$, where $K \in M$ and $\rho : K \otimes H \to H \otimes K$ is a (unitary) isomorphism.
- $M_H((K, \rho) \to (L, \theta)) = \{ f \in M(K \to L) : (1_H \otimes f) \theta = \rho(f \otimes 1_H)\}$
- $(K, \rho) \otimes (L, \theta) := (K \otimes L, (\rho \otimes 1_L) \circ (1_K \otimes \theta))$

It is straightforward to check that $M_H$ assembles into a monoidal category.

Now, let $V$ be a finite set. Then $\text{BigHilb}^V_H$ is the monoidal category of finite dimensional Hilbert spaces bi-graded by a fixed finite set $V$. More specifically:

- Objects are finite dimensional Hilbert spaces with direct sum decomposition $H = \bigoplus_{a,b \in V} H_{ab}$.
- Morphisms are linear operators between Hilbert spaces that preserve the bigrading.
- The monoidal product $H \otimes_V K$ is the bigraded Hilbert space with components $(H \otimes_V K)_{ab} := \bigoplus_{c \in V} H_{ac} \otimes K_{cb}$, where the later tensor product is the tensor product of Hilbert spaces.

We say a $V$ bi-graded Hilbert space is non-degenerate if for each $a$, there is a $b$ with $H_{ab} \neq 0$ and for each $b$, there is a $a$ with $H_{ab} \neq 0$.

**Definition 4.11.** Let $H$ be finite dimensional Hilbert spaces bi-graded by a finite set $V$. We define the monoidal category of matrix product operators by $\text{MPO}(H, V) := \text{BigHilb}^V_H$. 
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If \((K, \rho) \in \text{MPO}(H, V)\), we call \(H\) the physical Hilbert space, \(K\) the virtual Hilbert space, and \(\rho\) the matrix product operator. Our definition is somewhat non-standard, so we will unpack it for the convenience of the reader. Our unpacked version is easily seen to be equivalent to the typical versions that exist in the literature.

If \((K, \rho) \in \text{MPO}(H, V)\), then

- \(K = \bigoplus_{a, b \in V} K_{ab}\) has a bigrading
- \(\rho : K \otimes_{V} H \to H \otimes_{V} K\) is a bigrading preserving morphism such that \(\rho^* \rho = 1_{K \otimes_{V} H}\) and \(\rho \rho^* = 1_{H \otimes_{V} K}\).

Note that \(\rho_{ab} : (K \otimes_{V} H)_{ab} \to (H \otimes_{V} K)_{ab}\). Let \(\rho_{ab}^c : K_{ac} \otimes H_{cb} \hookrightarrow (K \otimes_{V} H)_{ab} \to (H \otimes_{V} K)_{ab}\), and \((\rho_{ab}^c)^* : (H \otimes_{V} K)_{ab} \to (K \otimes_{V} H)_{ab} \to K_{ac} \otimes H_{cb}\), we have

The main difference between our version of MPOs and the ones typically found in the physics literature, is that the bi-grading on the physical and virtual bond spaces are explicit in our formalism, whereas they are typically implicit in the physical formulation. Taking products over the bi-grading is strictly necessary in order to actually obtain fusion category symmetry, and is done implicitly in the literature. We have chosen to make this explicit for the convenience of giving formal definitions of fusion category symmetry.

**Definition 4.12.** Let \(\mathcal{C}\) be a fusion category. Then an MPO-action of \(\mathcal{C}\) on a spin chain with local Hilbert space \(H\) consists of a (unitary) monoidal functor \(\mathcal{C} \to \text{MPO}(H, V)\) for some bi-grading \(V\) on \(H\).

We note that the actual physics of the system is described by much more than just the physical local Hilbert space \(H\). We also need a state for the system. Traditionally this is accomplished by describing a local Hamiltonian, and taking either ground states or equilibrium states for the resulting interaction. Alternate approaches using tensor networks have recently gained traction. In either case, to obtain fusion category symmetry of the low energy effective field theory, we would need to consider the notion of compatibility of states with MPOs (see for example \([\text{GRLM22}]\)).

In this paper, we take an abstract look at fusion category actions on spin chains. The definition given above using MPOs is a natural extension of “on-site” symmetries of group actions. We propose that this sort of symmetry is really a special case of AF-actions of fusion categories, and that the latter notion describes a more robust, “coordinate free”
approach to fusion category actions on spin chains that allows for spatial inhomogeneity. Our main result can then be interpreted as a classification of fusion category actions on spin chains in terms of K-theoretic invariants, and can be used as a starting point for a systematic exploration of the phase space of fusion category symmetries of states.

In the remainder of this section, we will show that MPO-actions of fusion categories on spin chains are really the same data as a homogeneous AF-action. The first step is to define the appropriate AF $C^*$-algebra. In the usual operator algebraic approach to spin systems [BR97], if the local Hilbert space is given by $H$, then we would usually describe the $n$-site Hilbert space $H^\otimes n$, and thus the algebra of operators localized at these $n$-sites would be $B(H^\otimes n) = B(H)^\otimes n$. Then the quasi-local algebra of observables for the system would be the UHF $C^*$-algebra obtained by taking the inductive limit over all finite sites.

However, we now that this algebra cannot be used to host fusion category symmetries in general. There are basic K-theoretic obstructions (e.g. [CHPJP22, §5.1]). At the MPO level, this is reflected by the fact that we have to work with $V$-bigraded Hilbert spaces, rather than ordinary Hilbert spaces, to implement categorical symmetry. In our approach, we will use the quasi-local algebra for the half-infinite lattice.

In particular, the $n$-site Hilbert space should initially be given by $H^\otimes V := H \otimes_V H \otimes_V \cdots \otimes_V H$, i.e. the $n$-fold tensor power internal to the category $\text{BigHilb}^V$. The first obvious candidates for how to define the local algebra arises by simply taking $B(H^\otimes V)$. This suffers from the fact that there is no natural inclusion $B(H^\otimes V) \hookrightarrow B(H^\otimes_{V+1})$ and so we cannot form an inductive limit algebra. Intuitively, what is going on is that the bigrading on $H^\otimes V$ should be thought of as left and right boundary conditions. In order to be consistent when we extend our observables to larger regions, we should preserve boundary conditions. Since we are modeling a half-infinite spin chain (extending to the right), we only need to ask our observables to preserve the right boundary condition, while we fix a left boundary condition. A left boundary condition consists of a right (singly) $V$-graded finite dimensional Hilbert space $H^0 = \bigoplus_{a \in V} H^0_a \in \text{Hilb}(V)$.

Then we define

$$A_n := \{ f \in B(H^0 \otimes_V H^\otimes V) : f((H^0 \otimes_V H^\otimes V)_b) \subseteq (H^0 \otimes_V H^\otimes V)_b \text{ for all } b \in V \}$$

where $H^0 \otimes_V L = \bigoplus_{a,b \in V} H^0_a \otimes L_{ab}$ and $(H^0 \otimes_V L)_b = \bigoplus_{a \in V} H^0_a \otimes L_{ab}$ for $L \in \text{BigHilb}^V$.

Then $A_n$ is a finite dimensional $C^*$-algebra, with

$$A_n \cong \bigoplus_{b \in V} B((H^0 \otimes_V H^\otimes V)_b)$$

We have a natural unital inclusion $A_n \hookrightarrow A_{n+1}$ given by $f \mapsto f \otimes_V 1_H$. Then taking $A_\infty := \lim_{\leftarrow} A_n$ gives an AF $C^*$-algebra which we call the quasi-local $C^*$-algebra.

We say that an enriched Bratteli diagram is homogeneous if $\mathcal{M}_n \cong \mathcal{M}_{n+1} \cong \mathcal{M}$ and $I_n \cong I_{n+1} \cong I$. The examples we have in Section 5.3 are all homogeneous.

**Theorem 4.13.** An MPO-action of a fusion category on a spin chain (up to natural isomorphism) together with a left boundary condition $H^0$ is the same data as a homogeneous enriched Bratteli diagram.
Proof. Given an MPO-action \( \mathcal{C} \to \text{MPO}(H,V) \). Each \( c \in \mathcal{C} \) has an MPO \((K^c, \rho^c)\), where \( K^c \) is a \( V \)-bigraded Hilbert space making \( \text{Hilb}(V) \) into a \( \mathcal{C} \)-module category \( U \lhd c = U \otimes_V K^c \), and \( \rho^c \) assemble to make the functor \( - \otimes_V H \) into a \( \mathcal{C} \)-module functor. The left boundary condition gives the generating object at level zero.

Conversely, given a homogeneous enriched Bratteli diagram \((\mathcal{M}, I, x_0)\). Let \( V := \text{Irr}(\mathcal{M}) \) be the finite set of isomorphism classes of simple objects in \( \mathcal{M} \). Let \( H^0 \) be the \( V \)-graded Hilbert space, where the \( a \)-th component Hilbert space \( H^0_a := \mathcal{M}(a \to x_0) \), \( a \in V \). Let \( H_{ab} \) be the \( V \)-bigraded Hilbert space, where the \((a,b)\)-th component Hilbert space \( H_{ab} := \mathcal{M}(a \to I(b)) \). For \( c \in \mathcal{C} \), let \( K^c \) be a \( V \)-bigraded Hilbert space, where the \((a,b)\)-th component Hilbert space \( K^c_{ab} := \mathcal{M}(a \to b \lhd c) \). In the end, \( \rho^c : K^c \otimes_V H = \mathcal{M}(a \to I(b \lhd c)) \rightarrow \mathcal{M}(a \to I(b \lhd c)) = H \otimes_V K^c \) by using \( I(\cdot \lhd c) \cong I(\cdot) \lhd c \). □

Thus in particular, MPO-actions give rise to AF-actions of fusion categories on AF \( C^* \)-algebras. From the proof above, it is also easy to see that we can interpret non-homogeneous Bratteli diagrams as a kind of MPO-action which is spatially non-homogeneous. Considering these kinds of actions allows us to explore a larger universality class of possible states.

Remark 4.14. The notion of equivalence of actions allows categorical symmetries to be conjugate up to an arbitrary automorphism, which need not reflect spatial structure of the lattice. This is too weak of an equivalence relation from a physical perspective. Indeed by [KOS03], automorphisms of \( C^* \)-algebras act transitively on pure states, so generic automorphisms do not remember even coarse physical information such as the dimensionality of the underlying lattice. Thus it would be interesting to classify AF-actions up to a “locality preserving” version of equivalence.

4.4. Classification.

In this section, we show that the pointed invariant \( \left( \hat{F}, [A] \right) \) is a complete invariant for AF-actions. A key ingredient in Elliott’s original proof for AF algebras is that any positive, pointed homomorphism between \( K_0 \) invariants of finite dimensional \( C^* \)-algebras arises from a unital homomorphism between the algebras, and furthermore any two such homomorphisms are unitarily conjugate [Ell76, §4]. This type of “existence and uniqueness of morphisms” is a crucial in \( C^* \)-algebra classification programs. The next lemma provides an analogue of this result in our setting, which is essentially a converse to Corollary 3.17 in the finite dimensional setting.

Lemma 4.15. Suppose \( A \) and \( B \) are finite dimensional \( C^* \)-algebras with actions \( C \overset{F}{\to} A \) and \( C \overset{G}{\to} B \). Let \( \theta : \left( \hat{F}, [A] \right) \Rightarrow \left( \hat{G}, [B] \right) \) be a pointed natural transformation. Then there exists a unital *-homomorphism \( \phi : A \to B \) together with a \( C \)-equivariant structure \( \{ h^c \} \) on \( \phi B \in C^* \text{Alg}(A \to B) \) such that \( \theta \) is implemented by \(- \otimes_A \phi B \). Furthermore, \((\phi B, \{ h^c \}) \in C^* \text{Alg}_C(F \to G)\) is unique up to unitary isomorphism.

Proof. By Theorem 3.16, we have that

\[
\hat{F} \cong \left[ \text{Mod}(\mathcal{C})(\Psi(-) \to \mathcal{M}_{A,F}) \right] \quad \text{and} \quad \hat{G} \cong \left[ \text{Mod}(\mathcal{C})(\Psi(-) \to \mathcal{M}_{B,G}) \right]
\]
as functors.

Since \( \Psi : [\text{QSys}(\mathcal{C})] \to [\text{Mod}_f(\mathcal{C})] \) is a 1-contravariant equivalence onto \( \text{Mod}_f(\mathcal{C}) \) (see Remark 2.7), and \( \mathcal{M}_{A,F} \) and \( \mathcal{M}_{B,G} \) are objects in \( \text{Mod}_f(\mathcal{C}) \), then by the Yoneda Lemma, there is a unique morphism \([H] \in [\text{Mod}_f(\mathcal{C})(\mathcal{M}_{A,F} \to \mathcal{M}_{B,G})] = [\text{Mod}(\mathcal{C})(\mathcal{M}_{A,F} \to \mathcal{M}_{B,G})] \) such
that $\theta$ is given by post composition with $H$. By Proposition 3.4, $[H]$ uniquely determines an isomorphism class of correspondence $\# X_B \in C^\star Alg_c(A \to B)$ such that $X_B \cong H(A)$ (as right Hilbert $B$-modules). But since $\theta$ is pointed, $H(A) \cong B$ as a right $B$-module, and thus the correspondence defines a unital $\star$-homomorphism $\phi : A \to B$ so that $\theta \cong -\Xi A \phi B$ (see Definition 3.7 and proceeding discussion).

**Lemma 4.16.** Let $\mathcal{D}$ be a category enriched in abelian monoids such that there are finitely many isomorphism classes of indecomposables, and every object can be written as a direct sum of indecomposables. Let $H_n \in \text{Fun}_+(\mathcal{D} \to \text{PAbGrp})$ be an inductive system with $\nu_n : H_n \to H_{n+1}$ injective connecting natural transformations, with $\lambda_n : H_n \to H := \varinjlim H_n$. Let $E \in \text{Fun}_+(\mathcal{D} \to \text{PAbGrp})$ be such that $E(Q)$ is a free abelian group of finite rank. Then for any natural transformation $\alpha : E \Rightarrow H$, there exists $m \in \mathbb{N}$ and a natural transformation $\alpha' : E \Rightarrow H_m$ with $\alpha = \lambda_m \circ \alpha'$.

**Proof.** Let $\text{Indec}(\mathcal{D})$ be a set of representatives of isomorphism classes of indecomposable objects in $\mathcal{D}$. Then for each $P \in \text{Indec}(\mathcal{D})$, there is an $m_P$ such that $\alpha_{P}[E(P)] \subseteq \lambda_{m_P}(H_{m_P}(P))$. Indeed since $E(P)$ is a finite rank free abelian group, $(\alpha_{P})|_{E(P)}$ is completely determined by where it sends generators, each of which occurs at a finite level. Define $m := \max_{P \in \text{Indec}(\mathcal{D})} \{m_P\}$.

Now let $Q \in \mathcal{D}$, and pick a decomposition $Q \cong \bigoplus_{i=1}^{N} P_i$, where each $P_i \in \text{Indec}(\mathcal{D})$ and $v_i : Q \to P_i$ and $v_i^* : P_i \to Q$ in $\mathcal{D}$ such that $v_i v_i^* = \delta_{i,j} \text{id}_P$ and $\sum_i v_i^* v_i = \text{id}_Q$ from an direct sum decomposition of $Q$ in $\mathcal{D}$. Note $E(v_i^*) : E(P_i) \to E(Q)$ is injective, and we have $E(Q) \cong \bigoplus_i E(P_i)$ where the isomorphism from right to left is given by $(x_1, \ldots, x_n) \mapsto \sum_{i=1}^{n} E(v_i^*)(x_i)$. In particular, every $y \in E(Q)$ can be written as

$$y = \sum_i E(v_i^*)(x_i)$$

for uniquely specified $x_i \in E(P_i)$. Then we have

$$\alpha_Q(y) = \sum_i \alpha_Q E(v_i^*)(x_i) = H(v_i^*) \alpha_{P_i}(x_i).$$

But $\alpha_{P_i}(x_i) \in \lambda_m(H_m(P_i))$ and by the definition of inductive limit, for any element $h \in \lambda_m(H_m(P))$,

$$H(v_i^*)(h) = \lambda_m(H_m(v_i^*)(h)).$$

Thus $\alpha_Q(y) \in H_m(Q)$, hence $\alpha_Q(E(Q)) \subseteq \lambda_m H_m(Q)$ as desired.

We’ve show that there exists an $m$ such that for every object $Q \in \mathcal{D}$, $\alpha \circ E(Q) \subseteq \lambda_m(H_m(Q))$. Now by the definition of inductive limit functor, we see that for each morphism $f \in \mathcal{D}(P \to Q)$, $\alpha \circ E(f) = H(f) \circ \alpha = \lambda_m(H_m(f)) \circ \alpha$. Since $\lambda_m : H_m \to H$ is an isomorphism onto it’s image, it has a left inverse $\lambda_m^{-1}$ defined on it’s image. Thus the natural transformation

$$\alpha' := \lambda_m^{-1} \circ \alpha$$

is well defined and satisfies the conclusion of the lemma. \[\square\]

Now we arrive at the main result of our paper. At it’s core, the proof is precisely Elliott’s intertwining argument. The purpose of the paper up to now has been to develop the language and tools required to apply it on setting (particularly Lemma 3.8 and Lemma 4.15).
Theorem (Theorem A). Suppose $\mathcal{C} \bowtie \mathcal{A}$ and $\mathcal{C} \bowtie \mathcal{B}$ are AF-actions. Then $\left(\hat{F}, [A]\right) \cong \left(\hat{G}, [B]\right)$ if and only if $\mathcal{C} \bowtie \mathcal{A}$ is equivalent to $\mathcal{C} \bowtie \mathcal{B}$.

Proof. We only need to prove the forward direction, as the converse was established in Corollary 3.17.

Let $\mathcal{C} \bowtie \mathcal{A}$ and $\mathcal{C} \bowtie \mathcal{B}$ be AF-actions and suppose $\alpha : \hat{F} \Rightarrow \hat{G}$ is a natural isomorphism of functors, with $\alpha_{\left([A]\right)} = [B]$. Moreover, let $\{F_n\} : \mathcal{C} \rightarrow \text{IndLim}^{\mathbb{C}^*}\text{Alg}(\{A_n\} \rightarrow \{A_n\})$ and $\{G_n\} : \mathcal{C} \rightarrow \text{IndLim}^{\mathbb{C}^*}\text{Alg}(\{B_n\} \rightarrow \{B_n\})$ be choices of finite-dimensional approximations for $F$ and $G$, respectively, as in Definition 4.8. Without loss of generality, we can assume $F = \lim F_n$ and $G = \lim G_n$.

If $\nu^F : F_1 \Rightarrow \lim F_n$ denotes the canonical natural transformation, then $\alpha \circ \nu^F : \hat{F}_1 \Rightarrow \hat{G} = \lim \hat{G}_n$. By Lemma 4.16, there exists $m_1$ and a natural transformation $\alpha_1 : \hat{F}_1 \Rightarrow \hat{G}_{m_1}$ such that $\alpha \circ \nu^F = \nu^G_{m_1} \circ \alpha_1$.

Applying the same argument with $\beta := \alpha^{-1}$ gives an $n_1 > 1$ (this strict inequality can be achieved without loss of generality, simply by increasing $n_2$ if necessary and composing with $\nu^F$) and a natural transformation $\beta_1 : \hat{G}_{m_1} \Rightarrow \hat{F}_{n_1}$ with $\beta \circ \nu^G_{m_1} = \nu^F_{n_1} \circ \beta_1$.

Repeating this procedure and setting $n_1 = 1$, we obtain the following commuting diagram of natural transformations:

For notational convenience, we will re-index the subsequences $(n_1, n_2, \ldots)$ and $(m_1, m_2, \ldots)$ by $(1, 2, \ldots)$.

Let us denote by $\{i_n^A, \lambda_n^A\}$ and $\{i_n^B, \lambda_n^B\}$ the inductive limit maps for $A$ and $B$ respectively. By Lemma 4.15, for each $n \in \mathbb{N}$ there exist unital $\ast$-homomorphisms $\phi_n : A_n \rightarrow B_n$, $\psi_n : B_n \rightarrow A_{n+1}$, and $\mathcal{C}$-equivariant structures $\{h_n^c\}$ and $\{k_n^c\}$ for $\phi_n$ an $\psi_n$ respectively, such that the 1-morphisms $(\phi_n B_n, \{h_n^c\})$ and $(\psi_n A_{n+1}, \{h_n^c\})$ in $\mathcal{C}^{\ast}\text{Alg}_{\mathbb{C}}$ implement $\alpha_n$ and $\beta_n$ respectively.

By commutativity of the zig-zag above, $(\psi \circ \phi, A_2, k_1^c \circ h_1^c)$ and $(\phi A_2, j_1^F, c)$ implement the same natural transformation $\eta^F : \hat{F}_1 \Rightarrow \hat{F}_2$ and thus by Lemma 4.15, they are isomorphic in $\mathcal{C}^{\ast}\text{Alg}_{\mathbb{C}}$. But by Lemma 3.8, there exists a unitary $v_1 \in A_2$ with $\text{Ad}(v_1) \circ (\psi \circ \phi) = i_1^A$, and for all $c \in \mathcal{C}$

$$\text{Ad}(v_1) \circ (k_1^c \circ h_1^c) = j_1^{F,c}$$

Thus we can replace $(\psi, k_1^c)$ with the isomorphic equivariant correspondence $(\text{Ad}(v_1) \circ \psi_1, \text{Ad}(v_1) \circ k_1^c)$.
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We continue this procedure inductively to obtain a zig-zag of \( C \)-equivariant homomorphisms

\[
\begin{array}{ccccccc}
A_1 & \rightarrow & A_2 & \rightarrow & \cdots & \rightarrow & A \\
\phi_1 & \rightarrow & \phi_2 & \rightarrow & \cdots & & \\
\psi_1 & \rightarrow & \psi_2 & \rightarrow & \cdots & & \\
B_1 & \rightarrow & B_2 & \rightarrow & \cdots & \rightarrow & B
\end{array}
\]

where the \( \phi_n \) are equipped with the \( C \)-equivariant structures \( \{ h_n^c \} \) and the \( \psi_n \) are equipped with the \( C \)-equivariant structures \( \{ k_n^c \} \). Also, the \( i_n^A \) (resp. \( i_n^B \)) are equipped with \( j_n^F \) (resp. \( j_n^G \)), and the structures commute precisely; namely:

\[
\psi_n \circ \phi_n = i_n^A, \quad \phi_{n+1} \circ \psi_n = i_n^B, \quad \text{and} \quad k_n^c \circ h_n^c = j_n^{F,c}, \quad h_{n+1}^c \circ k_n^c = j_n^{G,c}.
\]

Thus \( \lim \phi_n =: \phi \) and \( \lim \psi_n =: \psi \) extend to mutually inverse \( C^* \)-algebra homomorphisms between \( A \) and \( B \). To equip \( \phi \) with an equivariant structure, we will define \( h^c := \lim h_n^c : F(c) \rightarrow G(c) \). Technically we haven’t made sense of the middle limit yet, since the \( h_n^c \) maps are not morphisms in \( \text{IndLimC^*Alg} \). However, they are isometries by Lemma 3.8.

Note \( \lambda_n^{G(c)} \circ h_n^c : F_n(c) \rightarrow G(c) \) satisfies 3.8 (3), and satisfies \( \lambda_n^{G(c)} \circ h_n^c = \lambda_{n+1}^{G(c)} \circ h_{n+1}^c \circ j_n^{F,c} \). Thus it extends to a bounded map \( h^c : F(c) \rightarrow G(c) \) also satisfying 3.8 (3). It is clear that conditions (1), (2), (4), and (5), which occur at each finite \( n \), will pass to the limit. \( \square \)

Our result in particular restricts to a complete classification of AF-actions of finite groups on (unital) AF-algebras. From this perspective, our results have some overlap with previous results in the literature [BEEK91, HR85, Kis90, ES96, LZ13, Wan21]. A direct comparison with [ES96, LZ13], which deals with the case of \( \mathbb{Z}/p\mathbb{Z} \) actions, is given in Section 5.2. The other results have a different scope: on the one hand, they consider compact group actions rather than just finite groups, but on the other hand restrict the type of action to “matrix summand preserving” actions (see [Wan21] for a summary). It is easy to see how the invariants utilized in these results recover pieces of our invariant in the case of finite group actions.

4.5. Classification of strongly AF-inclusions.

Let \( A \subseteq B \) be an inclusion of unital \( C^* \)-algebras with trivial center, such that \( A' \cap B = \mathbb{C} \), equipped with a faithful conditional expectation \( E_A : B \rightarrow A \). This allows us to equip \( B \) with the structure of an \( A-A \) correspondence, with right \( A \)-valued inner product \( \langle b_1 | b_2 \rangle_A := E_A(b_1^* b_2) \), left and right \( A \)-actions given by multiplication. We say \( (A \subseteq B, E_A) \) finite depth if the \( C^* \)-tensor category tensor generated by \( _A B_A \) is a fusion category. In particular, this implies \( _A B_A \in \text{Bim}(A) \).

Now we have the following definition for an equivalence of inclusions of \( C^* \)-algebras

**Definition 4.17.** An inclusion \( (A \subseteq B, E_A) \) is equivalent to the inclusion \( (C \subseteq D, E_C) \) if there exists a \( C^* \)-algebra isomorphism \( \phi : B \rightarrow D \) such that \( \phi(A) = C \) and \( E_C \circ \phi = \phi \circ E_A \).

Popa’s groundbreaking result in subfactor theory says that equivalence classes of finite depth inclusions of hyperfinite \( \text{II}_1 \) factors are completely determined by their standard invariant [Pop90], which in tensor categorical language is characterized by the fusion
category of bimodules generated by \( A B_A \in \text{Bim}(A) \) [Bis97] together with the Q-system \( A B_A \) [Müg03, JP19, BKLR15].

This motivates the question of classifying inclusions of AF C*-algebras. Obviously the standard invariant (which makes sense in the C*-setting just as well as the W*-setting [CHPJP22]) is a good starting place, however clearly more data will be required. A general classification, even for finite depth inclusions, seems out of reach at the moment. However, if we put additional finite dimensional approximation assumptions on the inclusion, then we can apply our main result Theorem A to obtain a classification. We introduce the following definitions:

**Definition 4.18.** If \( A \) is an AF-algebra, a unitary tensor subcategory of \( \mathcal{C} \leq \text{Bim}(A) \) is called strongly AF if there exists an increasing sequences of finite dimensional subalgebras \( \{A_n\} \subseteq A \) whose union is dense in \( A \) and a unitary tensor functor \( F : \mathcal{C} \to \text{IndLimC}^*\text{Alg}([A_n] \to \{A_n\}) \) such that \( \lim \circ F \) is unitarily monoidally naturally isomorphic to \( \text{id}_\mathcal{C} \).

The strongly AF condition essentially means all the bimodules in the tensor category \( \mathcal{C} \) can be approximately by finite dimensional bimodules simultaneously. This is a fairly strong condition. Note that it also implies that \( \text{id}_\mathcal{C} \cong \lim \circ F : \mathcal{C} \to \text{Bim}(A) \) is an AF-action.

**Definition 4.19.** An inclusion \( (A \subseteq B, E_A) \) of AF-algebras is called a strongly AF-inclusion if the unitary tensor category generated \( A B_A \) is strongly AF.

**Definition 4.20.** Let \( (A \subseteq B, E_A) \) be a finite depth inclusion of unital C*-algebras with trivial center. Then we define the extended standard invariant

\[
\text{ExStd}(A \subseteq B, E_A) := \left( \mathcal{C}, Q, \widehat{F}, [A] \right),
\]

where

- \( \mathcal{C} = \langle A B_A \rangle \) is the fusion subcategory of \( \text{Bim}(A) \) tensor generated by \( A B_A \),
- \( Q = A B_A \in Q\text{Sys}(\mathcal{C}) \) is the Q-system in \( \mathcal{C} \) defined by \( (A \subseteq B, E) \) ([CHPJP22]).
- The pair \( \left( \widehat{F}, [A] \right) \) is the invariant for the action of \( \mathcal{C} \sim A \) induced from the defining inclusion \( F : \mathcal{C} \hookrightarrow \text{Bim}(A) \).

Note that we have simply taken the usual standard invariant \( (\mathcal{C}, Q) \) and appended our invariant \( \left( \widehat{F}, [A] \right) \) for the action \( \mathcal{C} \sim A \). There is a natural notion of equivalence for two such structures. Namely, an isomorphism \( \left( \mathcal{C}, Q, \widehat{F}, [A] \right) \cong \left( \mathcal{D}, R, \widehat{G}, [C] \right) \) consists of a triple \( (H, \omega, \alpha) \),

- \( H : \mathcal{C} \cong \mathcal{D} \) is a unitary equivalence of fusion categories.
- \( \omega \in \mathcal{D}(H(Q) \to R) \) is an isomorphism of Q-systems.
- \( \alpha : \widehat{F} \cong G \circ H \) is a natural isomorphism, such that \( \alpha_{\mathcal{C}}([A]) = [C] \).

**Theorem (Theorem C).** Let \( (A \subseteq B, E_A) \) and \( (C \subseteq D, E_C) \) be strongly AF-inclusions of AF C*-algebras. Then \( (A \subseteq B, E_A) \) is equivalent to \( (C \subseteq D, E_C) \) if and only if \( \text{ExStd}(A \subseteq B, E_A) \cong \text{ExStd}(C \subseteq D, E_C) \).

**Proof.** First suppose \( (A \subseteq B, E_A) \) and \( (C \subseteq D, E_C) \) are equivalent via isomorphism \( \phi : D \to B \), which restricts to an isomorphism \( C \cong A \). Conjugating by the invertible
C-A correspondence \( \phi \) gives an equivalence \( H : \text{Bim}(A) \cong \text{Bim}(C) \), which explicitly sends \( X \in \text{Bim}(A) \) to \( X^\phi := \phi A \otimes_A X \otimes_A \phi B \in \text{Bim}(C) \) (as defined in the proof of Lemma 4.9). Now, consider the Q-system \( A B A \in \text{Bim}(A) \). Then since \( \phi : B \to D \) is an isomorphism of C*-algebras, we see that \( \phi : D \to B^\phi \) is an isomorphism of Q-systems in \( \text{Bim}(C) \). This data assembles into an equivalence of extended standard invariants. Indeed, \( H := H_{(A B A)} : (A B A) \cong (C D C) \) yields a unitary monoidal equivalence. The map \( \omega := \phi^{-1} \) gives an isomorphism of Q-systems \( H(A B A) \) and \( C D C \). Finally, since \( H \) is implemented by conjugation by \( \phi A \), this yields an equivalence of the identity actions \( F : (A B A) \to \text{Bim}(A) \) and \( G \circ H : (A B A) \to \text{Bim}(C) \), which gives an equivalence of invariants \( (\hat{F}, [A]) \cong (G \circ H, [C]) \).

Conversely, suppose \( (H, \omega, \alpha) : (C, Q, \hat{F}, [A]) \cong (D, R, \hat{G}, [C]) \). According to the main Theorem A, the AF-actions \( C^F \mathcal{A} \) and \( C^G H C \) are equivalent. This gives a *-isomorphism \( \varphi : A \to C \) and a family of linear maps \( \{ h^c : F(c) \to G(H(c)) \}_{c \in C} \) satisfying the conditions of Lemma 3.8. Recall from Section 3.1), \( A \cong F(1_c), B \cong F(Q), C \cong G(1_D) \) and \( D \cong G(R) \), with conditional expectations \( E_A \) and \( E_C \) given by \( F(i^*_Q) \) and \( G(i^*_R) \).

Now we show the following diagram commutes:

\[
\begin{array}{c}
F(Q) \xrightarrow{h^Q} G(H(Q)) \xrightarrow{G(\omega)} G(R) \\
\downarrow \quad \downarrow \quad \downarrow \\
F(1_c) \xrightarrow{h^{1_c}} G(H(1_c)) \xrightarrow{G(h^1)} G(1_D)
\end{array}
\]

According to Lemma 3.8(5) and (2), \( h^Q : F(Q) \to G(H(Q)) \) and \( h^{1_c} : F(1_c) \to G(H(1_c)) \) are isomorphisms of C*-algebras such that the left square commutes. Since \( \omega \in \mathcal{D}(H(Q) \to R) \) is an isomorphism of Q-systems, it implies the following square of Q-system isomorphisms commutes:

\[
\begin{array}{c}
H(Q) \xrightarrow{\omega} R \\
\downarrow \quad \downarrow i^*_R \cdot \\
H(1_c) \xrightarrow{h^1} 1_D
\end{array}
\]

After post-composing \( G \), we have the right square of C*-algebra isomorphisms commutes. Thus, \( (A \subseteq B, E_A) \) is equivalent to \( (C \subseteq D, E_C) \) as constructed. \( \square \)

5. Examples

In this section, we will compute our invariant in several examples. \([\text{QSys}(C)]\) itself has infinitely many objects, but it has only finitely many isomorphism classes of indecomposables. (See discussion above Remark 2.7.) Furthermore, every object is a direct sum of these indecomposables. Since our functors \( \hat{F} \) are additive, this means the functor is determined by it’s values on the subcategory of indecomposables. This means we can compare invariants restricted to categories with finitely many objects. We introduce some notation to make this precise.

**Definition 5.1.** Let \( \mathcal{E} \) denote a set consisting of a representative of each isomorphism class of object in \([\text{QSys}(C)]\), such that \( 1_c \) is chosen to represent \([1_c]\). We define \([\text{QSys}(C)]_\mathcal{E} \)
to be the full subcategory of $[\text{QSys}(\mathcal{C})]$, whose objects consist of all isomorphism classes of indecomposable $\mathbb{Q}$-systems in $\mathcal{C}$ modulo Morita equivalence.

Clearly $[\text{QSys}(\mathcal{C})]_\mathcal{E}$ does not depend on the choice of set $\mathcal{E}$ up to natural equivalence. The advantage of $[\text{QSys}(\mathcal{C})]_\mathcal{E}$ is that there are only finitely many objects, and between each pair objects, we have a canonical finite $\mathbb{N}$-basis consisting of isomorphism classes of simple bimodules. The structure of composition is then uniquely determined by a fusion rule between these canonical basis elements, which is a finite list of non-negative integers. Indeed, if $\mathcal{C}$ is torsion-free in the sense of [ADC19], then $[\text{QSys}(\mathcal{C})]_\mathcal{E}$ has a simple description: there is one object, the canonical basis elements correspond to (representatives of isomorphism classes of) simple objects in $\mathcal{C}$, and the fusion rule is the usual one. For explicit examples in the more general case see Example 2.9, and Appendix A.

**Definition 5.2.** For any two categories $\mathcal{C}$ and $\mathcal{D}$ enriched over abelian monoids, we denote the category of additive functors by $\text{Fun}_+(\mathcal{C} \to \mathcal{D})$.

**Lemma 5.3.** Let $\mathcal{D}$ be an abelian monoid-enriched category with direct sums. Then for any $\mathcal{E}$ as in Definition 5.1, the restriction functor gives an equivalence

$$\text{Fun}_+(([\text{QSys}(\mathcal{C})] \to \mathcal{D}) \cong \text{Fun}_+(([\text{QSys}(\mathcal{C})]_\mathcal{E} \to \mathcal{D}).$$

**Proof.** Since $[\text{QSys}(\mathcal{C})]$ has direct sums and every object is isomorphic to a direct sum of indecomposables, the additive (i.e. direct sum) completion $[\text{QSys}(\mathcal{C})]_\mathcal{E}$ is equivalent to $[\text{QSys}(\mathcal{C})]$. In particular, the natural inclusion functor $i : [\text{QSys}(\mathcal{C})]_\mathcal{E} \to [\text{QSys}(\mathcal{C})]$ extends to an equivalence $i^\oplus : [\text{QSys}(\mathcal{C})]_\mathcal{E}^\oplus \to [\text{QSys}(\mathcal{C})]$. Now to show the restriction functor $\text{Fun}_+(([\text{QSys}(\mathcal{C})] \to \mathcal{D}) \to \text{Fun}_+(([\text{QSys}(\mathcal{C})]_\mathcal{E} \to \mathcal{D})$ is an equivalence, we find an inverse. This is given by the composition

$$\text{Fun}_+(([\text{QSys}(\mathcal{C})]_\mathcal{E} \to \mathcal{D}) \cong \text{Fun}_+(([\text{QSys}(\mathcal{C})]_\mathcal{E}^\oplus \to \mathcal{D}) \cong \text{Fun}_+(([\text{QSys}(\mathcal{C})] \to \mathcal{D}),$$

where the first natural isomorphism arises form the universal property of additive completion, and the second is from pre-composing with $(i^\oplus)^{-1}$. \qed

We now have the following version of our main result, that allows us to compare invariants on the finite subcategory $[\text{QSys}(\mathcal{C})]_\mathcal{E}$.

**Corollary 5.4.** Let $\mathcal{E}$ be as in Definition 5.1. Suppose $\mathcal{C}^\mathcal{E} A$ and $\mathcal{C}^\mathcal{E} B$ are AF-actions. Then $\left(\widehat{F}_{|[\text{QSys}(\mathcal{C})]_\mathcal{E}}, [A]\right) \cong \left(\widehat{G}_{|[\text{QSys}(\mathcal{C})]_\mathcal{E}}, [B]\right)$ if and only if $\mathcal{C}^\mathcal{E} A$ is equivalent to $\mathcal{C}^\mathcal{E} B$.

**5.1. Torsion-free fusion categories.**

Following [ADC19], we say a fusion category $\mathcal{C}$ is torsion-free if its only indecomposable $\mathbb{C}$-module category is $\mathcal{C}_\mathcal{C}$. Examples include $\mathbb{Fib}$ and $\mathbb{Hilb}(\mathbb{Z}/p\mathbb{Z}, \omega)$ where $p$ is prime and $[\omega] \in H^3(\mathbb{Z}/p\mathbb{Z}, U(1))$ is non-trivial. In this case, $[\text{QSys}(\mathcal{C})]$ has a single isomorphism class of indecomposable object represented by the trivial $\mathbb{Q}$-system $1_{\mathcal{C}}$. The endomorphism semiring of this object is just the fusion (semi)ring of $\mathcal{C}$. Given an action $F : \mathcal{C} \to \text{Bim}(A)$, we have $\widehat{F}(1_{\mathcal{C}}) = (K_0(A), K_0^+(A))$, and fusion category objects $c \in \mathcal{C}$ act on this by $-\otimes_A F(c)$. In particular, the functor $\widehat{F}$ simply reduces to the (pre)-ordered abelian group $K_0(A)$ equipped by a module structure over the fusion semiring of $\mathcal{C}$.

Our classification result has some immediate consequences for torsion-free fusion categories. We record the following theorem:
Suppose $AF$-action on $A$ (scaled) ordered abelian group. If $C$ is a torsion-free fusion category, there is at most one $AF$-action on $A$.

**Proof.** Suppose $C$ acts on $A$ via $F$. By [CHPJP22, Prop. 5.2], there is a state $\phi$ on $(K_0(A), K_0^+(A))$ such that $\phi([X \boxtimes_A F(a)]) = FPdim(a)[X]$. Since $(K_0(A), K_0^+(A)) \subseteq (\mathbb{R}, \mathbb{R}^+)$, there is a unique state, which corresponds to the inclusion $(K_0(A), K_0^+(A)) \subseteq (\mathbb{R}, \mathbb{R}^+)$. Thus the fusion ring module structure is determined by $[- \boxtimes_A F(a)] = FPdim(a)[-]$. Thus there is a unique module structure. By Corollary 5.4, this is a complete invariant for AF-actions.

### 5.2. Hilb($\mathbb{Z}/p\mathbb{Z}$)-actions.

In this section, we explain our invariant for Hilb($\mathbb{Z}/p\mathbb{Z}$) actions, and the close relation to the invariants of [LZ13, ES96].

Let $p$ be a prime. Then $[QSys(Hilb(\mathbb{Z}/p\mathbb{Z}))]$ has two isomorphism classes of indecomposable objects, which can be represented by the trivial Q-system $Q_1 := 1_{Hilb(\mathbb{Z}/p\mathbb{Z})}$, and the group algebra $Q_2 := \mathbb{C}[\mathbb{Z}/p\mathbb{Z}]$. By Proposition 2.10, the indecomposable bimodules between them are given by

$$[QSys(Hilb(\mathbb{Z}/p\mathbb{Z}))](Q_1 \rightarrow Q_1) \cong N[\mathbb{Z}/p\mathbb{Z}] \supset M_{1-1,g},$$

$$[QSys(Hilb(\mathbb{Z}/p\mathbb{Z}))](Q_2 \rightarrow Q_2) \cong N[\mathbb{Z}/p\mathbb{Z}] \supset M_{2-2},$$

$$[QSys(Hilb(\mathbb{Z}/p\mathbb{Z}))](Q_1 \rightarrow Q_2) \cong N[M_{1-2}],$$

$$[QSys(Hilb(\mathbb{Z}/p\mathbb{Z}))](Q_2 \rightarrow Q_1) \cong N[M_{2-1}].$$

Here $M_{1-2} := \bigoplus_{g \in \mathbb{Z}/p\mathbb{Z}} C_g$ is the only indecomposable $Q_1 - Q_2$ bimodule (up to isomorphism) and $M_{2-1} := \bigoplus_{g \in \mathbb{Z}/p\mathbb{Z}} C_g$ is the only indecomposable $Q_2 - Q_1$ bimodule. The fusion rules are given by

$$M_{1-1,g} \boxtimes Q_1 M_{1-1,h} = M_{1-1,gh},$$

$$M_{2-2,\pi} \boxtimes Q_2 M_{2-2,\delta} = M_{2-2,\pi\delta},$$

$$M_{2-1} \boxtimes Q_1 M_{1-2} = M_{2-1} \boxtimes Q_2 M_{2-1},$$

$$M_{2-1} \boxtimes Q_1 M_{1-2} = \bigoplus_{\pi \in \mathbb{Z}/p\mathbb{Z}} M_{2-2,\pi},$$

$$M_{1-2} \boxtimes Q_2 M_{2-1} = \bigoplus_{g \in \mathbb{Z}/p\mathbb{Z}} M_{1-1,g},$$

$$M_{1-2} \boxtimes Q_2 M_{2-2} = M_{1-2}.$$

Let $G \acts A$ be an action of a finite group $G$ on the unital C*-algebra $A$. Then as described in Section 3.1, this gives an action Hilb($G$) $\acts A$. The invariant in the case that $G = \mathbb{Z}/p\mathbb{Z}$ consists of the following information:

- The (pre)-ordered abelian group $(\tilde{F}(1_{Hilb(\mathbb{Z}/p\mathbb{Z})}), [A]) = (K_0(A), K_0^+(A), [A])$ with order unit $[A]$, equipped with the structure of a $\mathbb{Z}/p\mathbb{Z}$-module.
- The (pre)-ordered abelian group $\tilde{F}(\mathbb{C}[\mathbb{Z}/p\mathbb{Z}]) = (K_0(A \rtimes \mathbb{Z}/p\mathbb{Z}), K_0^+(A \rtimes \mathbb{Z}/p\mathbb{Z}))$, equipped with the structure of a $\mathbb{Z}/p\mathbb{Z}$-module.
\( \hat{F}(M_{1-2}) : \hat{F}(\text{Hilb}(\mathbb{Z}/p\mathbb{Z})) \to \hat{F}(\mathbb{C}[\mathbb{Z}/p\mathbb{Z}]) \), which corresponds to the homomorphism \( K_0(A) \hookrightarrow K_0(A \rtimes \mathbb{Z}/p\mathbb{Z}) \) induced by the natural inclusion.

\( \hat{F}(M_{2-1}) : \hat{F}(\mathbb{C}[\mathbb{Z}/p\mathbb{Z}]) \to \hat{F}(1_{\text{Hilb}(\mathbb{Z}/p\mathbb{Z})}) \), which corresponds to the homomorphism \( K_0(A \rtimes \mathbb{Z}/p\mathbb{Z}) \to K_0(A) \) induced from the standard conditional expectation \( E_A : A \rtimes \mathbb{Z}/p\mathbb{Z} \to A \).

From this description, it is clear that our invariant very closely resembles the invariant utilized in the classification results of [ES96, LZ13] with two minor differences: firstly, we do not require specifying a distinguished order unit in \( K_0(A \rtimes \mathbb{Z}/p\mathbb{Z}) \); and secondly, we require specification of the homomorphism \( K_0(A \rtimes \mathbb{Z}/p\mathbb{Z}) \to K_0(A) \) induced by the conditional expectation.

### 5.3. Computing the invariant in practice.

In this section, we will explain how to use enriched Bratteli diagrams (Definition 4.10) to calculate the invariant \( \hat{F} \). Recall that an (unenriched) Bratteli diagram is simply a sequence of finitely semisimple categories

\[
(N_0, y_0) \xrightarrow{J_0} (N_1, y_1) \xrightarrow{J_1} (N_2, y_2) \to \cdots
\]

where \( N_n \) is a finitely semisimple \( \mathbb{C}^\ast \)-category, \( J_n : N_n \to N_{n+1} \) is an \( \ast \)-functor and \( y_n \in N_n \) is a generating object such that \( J_n(y_n) \cong y_{n+1} \).

This is not the usual description of a (connected) Bratteli diagram so we will briefly record the translation:

- For each \( n \in \mathbb{Z}_{\geq 0} \) set \( V_n \) to be a set of representatives of isomorphism classes of simple objects in \( N_n \).
- There are \( k \) edges with source \( v \in V_n \) and target \( w \in V_{n+1} \), \( k = \dim(N_{n+1}(w \to J_n(v))) \).
- For each \( n \), define the weight function \( l : V_n \to \mathbb{N} \) by \( l(v) = \dim(N_n(v \to y_n)) \).

The above recovers the usual definition of a (connected) Bratteli diagram so we will briefly record the translation:

- For each \( n \in \mathbb{Z}_{\geq 0} \) set \( V_n \) to be a set of representatives of isomorphism classes of simple objects in \( N_n \).
- There are \( k \) edges with source \( v \in V_n \) and target \( w \in V_{n+1} \), \( k = \dim(N_{n+1}(w \to J_n(v))) \).
- For each \( n \), define the weight function \( l : V_n \to \mathbb{N} \) by \( l(v) = \dim(N_n(v \to y_n)) \).

The above recovers the usual definition of a (connected) Bratteli diagram. A Bratteli diagram without a weight function \( l \) is called an \textit{unweighted} Bratteli diagram, which we denote as \( (N_n, J_n)_n \). From this data, one can still compute the ordered \( K \)-group \( K_0((N_n, J_n)_n) \), but without the weight function we lack a distinguished choice of order unit.

Now given an enriched Bratteli diagram

\[
(\mathcal{M}_0, x_0) \xrightarrow{I_0} (\mathcal{M}_1, x_1) \xrightarrow{I_1} (\mathcal{M}_2, x_2) \to \cdots
\]

describing an AF-action \( F \) we want to compute \( \hat{F}(P) \) for any Q-system \( P \). Let \( _p\mathcal{C} \) denote the corresponding \( \mathcal{C} \)-module category of left \( P \)-modules (see Remark 2.7). Then define the finitely semisimple \( \mathbb{C}^\ast \)-categories

\[
\mathcal{M}_n^P := \text{Mod}_f(\mathcal{C})(p\mathcal{C} \to \mathcal{M}_n),
\]

and the functors

\[
I_n^P := I_n \circ - : \mathcal{M}_n^P \to \mathcal{M}_{n+1}^P.
\]
This gives an unweighted Bratteli diagram \((\mathcal{M}_n^P, I_n^P)_n\). Furthermore, according to Corollary 4.7 and Theorem 3.16, we have:

\[
\hat{F}(P) = \lim_{n\to\infty} \hat{F}_n(P) = \lim_{n\to\infty} K_0(\|P\|_{F_n}) \\
\cong \lim_{n\to\infty} \mathcal{G} \circ \text{Mod}_I(\mathcal{C})(\mathcal{M}_n) \\
\cong K_0((\mathcal{M}_n^P, I_n^P)_n).
\]

Now let \(X\) be a \(P - Q\) bimodule. We need to build a positive homomorphism \(\hat{F}([X]) : \hat{F}(P) \to \hat{F}(Q)\). For each \(n\), we have the functor \(L_n^X : \mathcal{M}_n^P \to \mathcal{M}_n^Q\), defined for \(Y \in \mathcal{M}_n^P = \text{Mod}_I(\mathcal{C} \to \mathcal{M}_n)\) and \(QZ \in \mathcal{Q}C\) such that

\[
L_n^X(Y)(QZ) := Y(X \otimes_Q Z).
\]

We obtain a sequence of squares (commuting up to isomorphism):

\[
\begin{array}{ccccccccc}
\mathcal{M}_0^P & \xrightarrow{I_0^P} & \mathcal{M}_1^P & \xrightarrow{I_1^P} & \mathcal{M}_2^P & \xrightarrow{I_2^P} & \cdots & \xrightarrow{} & \hat{F}(P) \\
\downarrow L_0^X & & \downarrow L_1^X & & \downarrow L_2^X & & & & \downarrow \hat{F}([X]) \\
\mathcal{M}_0^Q & \xrightarrow{I_0^Q} & \mathcal{M}_1^Q & \xrightarrow{I_1^Q} & \mathcal{M}_2^Q & \xrightarrow{I_2^Q} & \cdots & \xrightarrow{} & \hat{F}(Q)
\end{array}
\]

The positive homomorphism \(\hat{F}([X]) = \lim[L_n^X]\) can then be explicitly computed from universal properties of inductive limits through this diagram.

We will demonstrate this procedure for \(\text{Hilb}(\mathbb{Z}/4\mathbb{Z})\). Although our formalism for enriched Bratteli diagrams uses the category \([\text{Mod}(\mathcal{C})]\) to decorate data, we prefer for computational reasons to use the category \([Q\text{Sys}(\mathcal{C})]\), which is contravariantly equivalent by Ostrik’s theorem (see Remark 2.7). We choose this example since 4 is the first composite natural. There are three indecomposable Q-systems in \(\text{Hilb}(\mathbb{Z}/4\mathbb{Z})\), which we denote \(Q_1, Q_2, Q_3\). These correspond to the indecomposable Q-systems built from subgroups \(\{0\}, \{0, 2\} \cong \mathbb{Z}/2\mathbb{Z}\), and \(\mathbb{Z}/4\mathbb{Z}\), respectively. The morphisms and fusion rules can be found in Appendix A. Let \(\mathcal{D}\) denote the full subcategory of \([Q\text{Sys}(\text{Hilb}(\mathbb{Z}/4\mathbb{Z}))]\) whose objects are \(Q_1, Q_2, Q_3\) as in Definition 5.1.

At this stage, it might be helpful for the reader to revisit Example 2.9 and Proposition 2.10, and review Appendix A to familiarize with the notation. We now provide an example of three equivalent AF-actions \(\text{Hilb}(\mathbb{Z}/4\mathbb{Z}) \rtimes A\) on the same UHF \(C^*\)-algebra \(A \cong \mathbb{M}_{4^\infty}\) (with \(K_0(A) \cong \mathbb{Z}[\frac{1}{4}]\)) given by the different (homogeneous) enriched Bratteli diagrams:

- For each level, the vertex \(V_n = Q_1\) and edge from \(V_n\) to \(V_{n+1}\) is \(\bigoplus_{g \in \mathbb{Z}/4\mathbb{Z}} M_{1-1,g}\);
- For each level, the vertex \(W_n = Q_2\) and edge from \(W_n\) to \(W_{n+1}\) is \(\bigoplus_{\ell = \text{triv, sign}} M_{2-2,k}^{\ell}\);
- For each level, the vertex \(U_n = Q_3\) and edge from \(U_n\) to \(U_{n+1}\) is \(\bigoplus_{k=0}^{3} M_{3-3,k}^{\chi}\);
From left to right, we can represent each connection in the diagram graphically as

\[
\begin{array}{ccc}
\bigoplus_{g \in \mathbb{Z}/4\mathbb{Z}} M_{1-1,g} & \rightarrow & Q_1 \\
Q_1 & \rightarrow & Q_2 \\
\bigoplus_{\ell = \text{triv, sign}} M_{2-2,k} & \rightarrow & Q_2 \\
Q_2 & \rightarrow & Q_3 \\
\bigoplus_{k = 0} M_{3-3} & \rightarrow & Q_3 \\
\end{array}
\]

We denote \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^E \), \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^G \) and \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^H \) to be the AF-actions induced by above enriched Bratteli diagrams from left to right, respectively. Afterwards, we will introduce a a fourth action denoted by \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^E \), which will turn out to be trivial, and will show none of \( F, G \) or \( H \) are equivalent to \( E \).

Let us compute the invariant \( \widehat{G} \) on all of \( D \); first on the objects:

- For \( Q = Q_1 \): There is only one vertex \( Q_2 \) in each level, i.e., \( M_n = Q_2 \mathcal{C} \), so by Equation (1),

\[
\widehat{G}(Q_1) = \lim_{\to} \mathcal{G} \circ [\text{Mod}(\text{Hilb}(\mathbb{Z}/4\mathbb{Z}))](Q_1 \mathcal{C} \rightarrow Q_2 \mathcal{C}) = \lim_{\to} \mathcal{G} \circ D(Q_2 \rightarrow Q_1),
\]

where the \( n \)-th level \( \mathcal{G} \circ D(Q_2 \rightarrow Q_1) \) has \( \mathbb{Z} \)-basis \( M_{2-1,0} \) and \( M_{2-1,1} \). According to Equation (1), the connecting map \( I_n^Q \) is implemented by

\[
\left( \bigoplus_{\ell = \text{triv, sign}} M_{2-2,k} \right) \otimes Q_2 - : D(Q_2 \rightarrow Q_1)_n \rightarrow D(Q_2 \rightarrow Q_1)_{n+1}.
\]

We now compute the image of this map on the \( \mathbb{Z} \)-basis elements. Note that, by Appendix A, \( M_{2-2,k} \otimes Q_2, M_{2-1,j} = M_{2-1,k+j}, k, j = 0, 1, \ell = \text{triv, sign}, \) and the sum \( k + j \) is meant modulo 2. By looking at the action of the connecting map of the decomposition of the \( n \)-th and \((n + 1)\)-th levels using the given \( \mathbb{Z} \)-basis, we can capture the behavior of the connecting maps using a Bratteli diagram, modulo remembering the labeling of each block:

\[
\begin{array}{cccc}
M_{2-1,1} & \rightarrow & M_{2-1,1} \\
M_{2-1,0} & \rightarrow & M_{2-1,0} \\
\cdots & \Rightarrow & \cdots
\end{array}
\]

According to Equation (1) for \( \widehat{G}(Q_1) \), and the well-known \( K_0 \) computation of this Bratteli diagram, we can define a group isomorphism

\[
\phi_1 : \widehat{G}(Q_1) \rightarrow \mathbb{Z}^{\left\lceil \frac{1}{4} \right\rceil} \\
(x, y) \mapsto 4^{-n} \cdot \frac{x + y}{2}.
\]

Here, we take \( n \) as the first positive integer for which \((x, y) \in \mathcal{G} \circ D(Q_2 \rightarrow Q_1)_n = \mathbb{Z}M_{2-1,0} \oplus \mathbb{Z}M_{2-1,1} \) appears in the inductive system.

- For \( Q = Q_2 \): \( \widehat{G}(Q_2) = \lim_{\to} \mathcal{G} \circ D(Q_2 \rightarrow Q_2) \), where \( \mathcal{G} \circ D(Q_2 \rightarrow Q_2) \) has \( \mathbb{Z} \)-basis \( \{ M_{2-2,k}^\ell \}_{k = 0}^{1,2} \). Similarly as we did above, by decomposing the connecting map, which is given by tensoring by \( \bigoplus_{\ell = \text{triv, sign}} M_{2-2,k}^\ell \) on the left, we obtain the following
Bratteli diagram:

Similarly, we obtain a group isomorphism

\[ \phi_2 : \hat{G}(Q_2) \rightarrow \mathbb{Z}[\frac{1}{4}] \]

\[(x, y, z, w) \mapsto 4^{-n} \cdot \frac{x + y + z + w}{4} \]

Here, \((x, y, z, w) \in G \circ D(Q_2 \rightarrow Q_2)_n = \mathbb{Z}M_{2-2,0}^{\text{triv}} \oplus \mathbb{Z}M_{2-2,1}^{\text{triv}} \oplus \mathbb{Z}M_{2-2,0}^{\text{sign}} \oplus \mathbb{Z}M_{2-2,1}^{\text{sign}}\) and \(n\) corresponds to the level at which these first appear.

- For \(Q = Q_3\): \(\hat{G}(Q_3) = \varprojlim G \circ D(Q_2 \rightarrow Q_3)\), where \(G \circ D(Q_2 \rightarrow Q_3)_n\) has \(\mathbb{Z}\)-basis \(M_{2-3}^{\text{triv}}\) and \(M_{2-3}^{\text{sign}}\). Similarly as we did above, by decomposing the connecting map, which is the same as before, obtain the following Bratteli diagram:

Once again we obtain a group isomorphism

\[ \phi_3 : \hat{G}(Q_3) \rightarrow \mathbb{Z}[\frac{1}{4}] \]

\[(x, y) \mapsto 4^{-n} \cdot \frac{x + y}{2} \]

Here, we take \(n\) as the first positive integer for which \((x, y) \in G \circ D(Q_2 \rightarrow Q_3)_n = \mathbb{Z}M_{2-3}^{\text{triv}} \oplus \mathbb{Z}M_{2-3}^{\text{sign}}\) appears in the inductive system.

Now we compute \(\hat{G}\) of morphisms in \(D\). Again, it suffices to compute \(\hat{G}\) for those indecomposable bimodules.

- For \(M_{1-2,0}\): Note that \(\hat{G}(M_{1-2,0})\) is a group homomorphism from \(\hat{G}(Q_1)\) to \(\hat{G}(Q_2)\), which is given by the inductive limits as shown above. We are going to unpack the Inductive Sequence (2) here. Since we are working with a homogeneous enriched Bratteli diagram, it suffices to discuss the one commuting square between the \(n\)-th level and the \((n+1)\)-th level.

For \(Y \in D(Q_2 \rightarrow Q_1)_n \hookrightarrow \hat{G}(Q_1)\),

\[ L_n^{M_{1-2,0}}(Y) = Y \boxtimes_{Q_1} M_{1-2,0} \in D(Q_2 \rightarrow Q_2)_n \hookrightarrow \hat{G}(Q_2). \]

When picking up the \(\mathbb{Z}\)-basis \(M_{2-1,0}, M_{2-1,1}\) for \(G \circ D(Q_2 \rightarrow Q_1)_n\) and \(\mathbb{Z}\)-basis \(M_{2-2,0}^{\text{triv}}, M_{2-2,1}^{\text{triv}}, M_{2-2,0}^{\text{sign}}, M_{2-2,1}^{\text{sign}}\) for \(G \circ D(Q_2 \rightarrow Q_2)_n\), we have

\[ L_n^{M_{1-2,0}}(M_{2-1,0}) = M_{2-1,0} \boxtimes_{Q_2} M_{1-2,0} = M_{2-2,0}^{\text{triv}} \oplus M_{2-2,0}^{\text{sign}}, \]

\[ L_n^{M_{1-2,0}}(M_{2-1,1}) = M_{2-1,0} \boxtimes_{Q_2} M_{1-2,0} = M_{2-2,1}^{\text{triv}} \oplus M_{2-2,1}^{\text{sign}}. \]
The expressions for $L_n^{M_{1-2.0}}$ are the same as the above. In the diagram below, we depict the commuting diagram from the Inductive Sequence (2) at the levels $n$ and $n+1$, where the actions of $L_n^{M_{1-2.0}}$ and $L_{n+1}^{M_{1-2.0}}$ are depicted by the thick red arrows:

In order to compute $\hat{G}(M_{1-2.0})$, we use the isomorphism $\phi_1 : \hat{G}(Q_1) \rightarrow \mathbb{Z}[\frac{1}{4}]$ and $\phi_2 : \hat{G}(Q_2) \rightarrow \mathbb{Z}[\frac{1}{4}]$ above in order to compute it on the given $\mathbb{Z}$-basis. Let $f : \mathbb{Z}[\frac{1}{4}] \rightarrow \mathbb{Z}[\frac{1}{4}]$ be a group homomorphism such that the following diagram commute:

$$
\begin{array}{ccc}
\hat{G}(Q_1) & \xrightarrow{\hat{G}(M_{1-2.0})} & \hat{G}(Q_2) \\
\phi_1 \downarrow & & \downarrow \phi_2 \\
\mathbb{Z}[\frac{1}{4}] & \xrightarrow{f} & \mathbb{Z}[\frac{1}{4}]
\end{array}
$$

For $(x, y) \in \mathcal{G} \circ \mathcal{D}(Q_2 \rightarrow Q_1)_n = \mathbb{Z}M_{2-1,0} \oplus \mathbb{Z}M_{2-1,1}$, by the previous diagram, we have $\hat{G}(M_{1-2.0})(x, y) = (x, y, x, y) \in \mathcal{G} \circ \mathcal{D}(Q_2 \rightarrow Q_2)_n = \mathbb{Z}M_{2-2.0}^{\text{triv}} \oplus \mathbb{Z}M_{2-2.1}^{\text{triv}} \oplus \mathbb{Z}M_{2-2.0}^{\text{sign}} \oplus \mathbb{Z}M_{2-2.1}^{\text{sign}}$. Recall the isomorphisms $\phi_1$ and $\phi_2$ to $\mathbb{Z}[\frac{1}{4}]$, we can see

$$
\phi_2 \circ \hat{G}(M_{1-2.0})(x, y) = \phi_2(x, y, x, y) = 4^{-n} \cdot \frac{2x + 2y}{4} = \phi_1(x, y) = f \circ \phi_1(x, y).
$$

Therefore, $f$ is an identity map and $\hat{G}(M_{1-2.0}) = \phi_2^{-1} \circ f \circ \phi_1 = \phi_2^{-1} \circ \phi_1$. We say $\hat{G}(M_{1-2.0})$ is induced by an identity map. Similarly, $\hat{G}(M_{1-2.1})$ is induced by an identity map.

- For $M_{1-1,0}$ $M_{2-2,0}^{\text{triv/sign}}$ and $M_{3-3}^{\chi_3}$: Similarly, it is easy to see their $\hat{G}$’s are induced by identity maps.
- For $M_{2-1,0}$: When picking up the $\mathbb{Z}$-basis $M_{2-2,0}^{\text{triv}}, M_{2-2,1}^{\text{triv}}, M_{2-2,0}^{\text{sign}}, M_{2-2,1}^{\text{sign}}$ for $\mathcal{G} \circ \mathcal{D}(Q_2 \rightarrow Q_2)_n$ and $\mathbb{Z}$-basis $M_{2-1,0}, M_{2-1,1}$ for $\mathcal{G} \circ \mathcal{D}(Q_2 \rightarrow Q_1)_n$, we have

$$
L_n^{M_{2-2,0}}(M_{2-2,i}^\ell) = M_{2-2,i}^\ell \boxtimes_{Q_2} M_{2-1,0} = M_{2-1,i} \quad i = 0, 1, \ell = \text{triv/sign}.
$$
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We then obtain the following diagram:

For \((x, y, z, w) \in G \circ D(Q_2 \to Q_1)_n = \mathbb{Z}M_{2-2,0}^{\text{triv}} \oplus \mathbb{Z}M_{2-2,1}^{\text{triv}} \oplus \mathbb{Z}M_{2-2,0}^{\text{sign}} \oplus \mathbb{Z}M_{2-2,1}^{\text{sign}}\),
\(\hat{G}(x, y, z, w) = (x + z, y + w) \in G \circ D(Q_2 \to Q_1)_n = \mathbb{Z}M_{2-1,0} \oplus \mathbb{Z}M_{2-1,1}\). Recalling the isomorphisms \(\phi_1\) and \(\phi_2\) to \(\mathbb{Z}[\frac{1}{4}]\), we can see
\[
\phi_1 \circ \hat{G}(M_{2-1,0})(x, y, z, w) = \phi_1(x + z, y + w) = 4^{-n} \cdot \frac{x + y + z + w}{2} = 2\phi_2(x, y, z, w).
\]

Therefore, \(\hat{G}(M_{2-1,0})\) is induced by a map of multiplication by 2. Similarly, \(\hat{G}(M_{2-1,1})\) is induced by a map of multiplication by 2.

To see the consistency of our computations so far, note that \(M_{1-2,0} \otimes Q_2 M_{2-1,0} = M_{1-1,0} \oplus M_{1-1,2}\) and \(M_{2-1,0} \otimes Q_1 M_{1-2,0} = M_{2-2,0}^{\text{triv}} \oplus M_{2-2,0}^{\text{sign}}\), we can see
\[
\hat{G}(M_{1-2,0} \otimes Q_2 M_{2-1,0}) = \hat{G}(M_{1-1,0}) + \hat{G}(M_{1-1,2}) = \hat{G}(M_{1-2,0}) \circ \hat{G}(M_{2-1,0}),
\hat{G}(M_{2-1,0} \otimes Q_1 M_{1-2,0}) = \hat{G}(M_{2-2,0}^{\text{triv}}) + \hat{G}(M_{2-2,0}^{\text{sign}}) = \hat{G}(M_{1-2,0}) \circ \hat{G}(M_{1-2,0})
\]
as maps of multiplication by 2.

• For \(M_{1-3}\): When picking up the \(\mathbb{Z}\)-basis \(M_{2-1,0}\) and \(M_{2-1,1}\) for \(G \circ D(Q_2 \to Q_1)_n\) and \(\mathbb{Z}\)-basis \(M_{2-3}^{\text{triv}}\) and \(M_{2-3}^{\text{sign}}\) for \(G \circ D(Q_2 \to Q_3)_n\), we have
\[
L_n^{M_{1-3}}(M_{2-1,0}) = M_{2-1,0} \otimes Q_1 M_{1-3} = M_{2-3}^{\text{triv}} \oplus M_{2-3}^{\text{sign}} = L_n^{M_{1-3}}(M_{2-1,1}).
\]

We then obtain the following diagram:

For \((x, y) \in G \circ D(Q_2 \to Q_1)_n = \mathbb{Z}M_{2-1,0} \oplus \mathbb{Z}M_{2-1,1}\), \(\hat{G}(M_{1-3})(x, y) = (2x, 2y) \in G \circ D(Q_2 \to Q_3)_n = \mathbb{Z}M_{2-3}^{\text{triv}} \oplus \mathbb{Z}M_{2-3}^{\text{sign}}\). Recalling the isomorphism \(\phi_1\) and \(\phi_3\) to \(\mathbb{Z}[\frac{1}{4}]\), we can see
\[
\phi_3 \circ \hat{G}(M_{1-3})(x, y) = \phi_3(2x, 2y) = 4^{-n} \cdot \frac{2x + 2y}{2} = 2\phi_1(x, y).
\]
Therefore, \( \hat{G}(M_{1-3}) \) is induced by a map of multiplication by 2.

- For \( M_{3-1} \): Note that \( L_{n}^{M_{3-1}}(M_{2-3}^{\text{triv}}) = M_{2-1,0} \oplus M_{2-1,1} = L_{n}^{M_{3-1}}(M_{2-3}^{\text{sign}}) \), similarly, it is easy to see \( \hat{G}(M_{3-1}) \) is also induced by a map of multiplication by 2.

Note that \( M_{1-3} \otimes Q_{3} M_{3-1} = \bigoplus_{g \in \mathbb{Z}/4\mathbb{Z}} M_{1-1,g} \) and \( M_{3-1} \otimes Q_{1} M_{3-1} = \bigoplus_{k=0}^{3} M_{3-3}^{\chi_{k}} \), we can see

\[
\hat{G}(M_{1-3} \otimes Q_{3} M_{3-1}) = \sum_{g \in \mathbb{Z}/4\mathbb{Z}} \hat{G}(M_{1-1,g}) = \hat{G}(M_{1-3}) \circ \hat{G}(M_{3-1})
\]

\[
\hat{G}(M_{3-1} \otimes Q_{1} M_{3-1}) = \sum_{k=0}^{3} \hat{G}(M_{3-3}^{\chi_{k}}) = \hat{G}(M_{3-1}) \circ \hat{G}(M_{1-3})
\]
as maps of multiplication by 4 as expected.

- For \( M_{3-2}^{\text{triv}} \): When picking up the \( \mathbb{Z} \)-basis \( M_{2-3}^{\text{triv}}, M_{2-3}^{\text{sign}} \) for \( G \circ D(Q_{2} \to Q_{3})_{n} \) and \( \mathbb{Z} \)-basis \( M_{2-2,0}^{\text{triv}}, M_{2-2,1}^{\text{triv}}, M_{2-2,0}^{\text{sign}}, M_{2-2,1}^{\text{sign}} \) for \( G \circ D(Q_{2} \to Q_{2})_{n} \), we have

\[
L_{n}^{M_{2-3}^{\text{triv}}}(M_{2-3}^{\text{triv}}) = M_{2-3} \otimes Q_{3} M_{3-2}^{\text{triv}} = M_{2-2,0}^{\text{triv}} \oplus M_{2-2,1}^{\text{triv}}
\]

\[
L_{n}^{M_{2-3}^{\text{triv}}}(M_{2-3}^{\text{sign}}) = M_{2-3} \otimes Q_{3} M_{3-2}^{\text{sign}} = M_{2-2,0}^{\text{sign}} \oplus M_{2-2,1}^{\text{sign}}
\]

we obtain the following diagram:

For \((x, y) \in G \circ D(Q_{2} \to Q_{3})_{n} = \mathbb{Z}M_{2-3}^{\text{triv}} \oplus \mathbb{Z}M_{2-3}^{\text{sign}} \), \( \hat{G}(M_{3-2}^{\text{triv}})(x, y) = (x, x, y, y) \in G \circ D(Q_{2} \to Q_{2})_{n} = \mathbb{Z}M_{2-2,0}^{\text{triv}} \oplus \mathbb{Z}M_{2-2,1}^{\text{triv}} \oplus \mathbb{Z}M_{2-2,0}^{\text{sign}} \oplus \mathbb{Z}M_{2-2,1}^{\text{sign}} \). Recall the isomorphism \( \phi_{1} \) and \( \phi_{2} \) to \( \mathbb{Z}[\frac{1}{4}] \), we can see

\[
\phi_{2} \circ \hat{G}(M_{3-2}^{\text{triv}})(x, y) = \phi_{2}(x, x, y, y) = 4^{-n} \cdot \frac{2x + 2y}{4} = \phi_{1}(x, y).
\]

Therefore, \( \hat{G}(M_{3-2}^{\text{triv}}) \) is induced by an identity map. Similarly, \( \hat{G}(M_{3-2}^{\text{sign}}) \) is induced by an identity map.

- For \( M_{2-3}^{\text{triv/sign}} \): Similar to the case \( M_{2-1,0} \), \( \hat{G}(M_{2-3}^{\text{triv}}) \) and \( \hat{G}(M_{2-3}^{\text{sign}}) \) are induced by maps of multiplication by 2.

Next, we compute the invariant \( \hat{F} \).

- For \( Q = Q_{1} \): There is only one vertex \( Q_{1} \) in each level, so \( \hat{F}(Q_{1}) = \lim_{g} G \circ D(Q_{1} \to Q_{1}) \), where \( G \circ D(Q_{1} \to Q_{1})_{n} \) has \( \mathbb{Z} \)-basis \( \{M_{1-1,g}\}_{g \in \mathbb{Z}/4\mathbb{Z}} \).
Note that the connecting map is given by \((\bigoplus_{g \in \mathbb{Z}/4\mathbb{Z}} M_{1-1,g}) \boxtimes Q_1 \rightarrow\), we have the following Bratteli diagram:

Similarly, we obtain a group isomorphism

\[
\psi_1 : \hat{F}(Q_1) \rightarrow \mathbb{Z} \left[ \frac{1}{4} \right]
\]

\[
(x, y, z, w) \mapsto 4^{-n} \cdot \frac{x + y + z + w}{4}
\]

Here, \((x, y, z, w) \in \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_1)_n = \mathbb{Z} M_{1-1,0} \oplus \mathbb{Z} M_{1-1,1} \oplus \mathbb{Z} M_{1-1,2} \oplus \mathbb{Z} M_{1-1,3}\) and \(n\) corresponds to the level at which these first appear.

- For \(Q = Q_2\): Similarly, \(\hat{F}(Q_2) = \lim \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_2)_n\), where \(\mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_2)_n\) has \(\mathbb{Z}\)-basis \(M_{1-2,0}\) and \(M_{1-2,1}\). Note that the connecting map is given by \((\bigoplus_{g \in \mathbb{Z}/4\mathbb{Z}} M_{1-1,g}) \boxtimes Q_1 \rightarrow\), we have the following Bratteli diagram:

Similarly, we obtain a group isomorphism

\[
\psi_2 : \hat{F}(Q_2) \rightarrow \mathbb{Z} \left[ \frac{1}{4} \right]
\]

\[
(x, y) \mapsto 4^{-n} \cdot \frac{x + y}{2}.
\]

Here, we take \(n\) as the first positive integer for which \((x, y) \in \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_2)_n = \mathbb{Z} M_{1-2,0} \oplus \mathbb{Z} M_{1-2,1}\) appears in the inductive system.

- For \(Q = Q_3\): Similarly, \(\hat{F}(Q_3) = \lim \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_3)_n\), where \(\mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_3)_n\) has \(\mathbb{Z}\)-basis \(M_{1-3}\). We have the following Bratteli diagram:

we obtain a group isomorphism

\[
\psi_3 : \hat{F}(Q_3) \rightarrow \mathbb{Z} \left[ \frac{1}{4} \right]
\]

\[
x \mapsto 4^{-n} \cdot x.
\]

Here, we take \(n\) as the first positive integer for which \(x \in \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_3)_n = \mathbb{Z} M_{1-3}\) appears in the inductive system.

Now we compute \(\hat{F}\) of morphisms in \(\mathcal{D}\).
• For $M_{1,2,0}$: When picking up the $\mathbb{Z}$-basis $\{M_{1,2,0}\}_{g \in \mathbb{Z}/4\mathbb{Z}}$ for $G \circ D(Q_1 \to Q_1)_n$ and $\mathbb{Z}$-basis $M_{1,2,0}, M_{1,2,1}$ for $G \circ D(Q_1 \to Q_1)_n$, we have
\[
L^{M_{1,2,0}}(M_{1,2,0}/2) = M_{1,0,0}/2 \boxtimes_G M_{1,2,0} = M_{1,2,0} \\
L^{M_{1,2,0}}(M_{1,1,0}/3) = M_{1,1,1}/3 \boxtimes_G M_{1,2,0} = M_{1,2,1}
\]
We obtain the following diagram:

For $(x, y, z, w) \in G \circ D(Q_1 \to Q_1)_n = \mathbb{Z}M_{1,0,0} \oplus \mathbb{Z}M_{1,1,0} \oplus \mathbb{Z}M_{1,2,0} \oplus \mathbb{Z}M_{1,2,1}$, we have $\overline{F}(M_{1,2,0})(x, y, z, w) = (x + z, y + w) \in G \circ D(Q_1 \to Q_1)_n = \mathbb{Z}M_{1,0,0} \oplus \mathbb{Z}M_{1,2,0} \oplus \mathbb{Z}M_{1,2,1}$. Recalling the isomorphism $\psi_1$ and $\psi_2$ to $\mathbb{Z}[\frac{1}{4}]$, we can see
\[
\psi_2 \circ \overline{F}(M_{1,2,0})(x, y, z, w) = \psi_2(x + z, y + w) = 4^{-n} \cdot \frac{x + y + z + w}{2} = 2\psi_1(x, y, z, w).
\]
Therefore, $\overline{F}(M_{1,2,0})$ is induced by a map of multiplication by 2. Similarly, $\overline{F}(M_{1,2,1})$ is induced by a map of multiplication by 2.

• For $M_{2,1,0}$: When picking up the $\mathbb{Z}$-basis $M_{2,1,0}, M_{2,1,1}$ for $G \circ D(Q_1 \to Q_1)_n$ and $\mathbb{Z}$-basis $\{M_{1,1,0}\}_{g \in \mathbb{Z}/4\mathbb{Z}}$ for $G \circ D(Q_1 \to Q_1)_n$, we have
\[
L^{M_{2,1,0}}(M_{2,1,0}) = M_{1,0,0} \boxtimes_G M_{2,1,0} = M_{1,0,0} \oplus M_{1,1,0} \\
L^{M_{2,1,0}}(M_{2,1,1}) = M_{1,1,1} \boxtimes_G M_{2,1,0} = M_{1,1,1} \oplus M_{1,1,2}
\]
we obtain the following diagram:

For $(x, y) \in G \circ D(Q_1 \to Q_1)_n = \mathbb{Z}M_{1,1,0} \oplus \mathbb{Z}M_{1,1,1} \oplus \mathbb{Z}M_{1,1,2} \oplus \mathbb{Z}M_{1,1,3}$, we have $\overline{F}(M_{2,1,0})(x, y) = (x, y, x, y) \in G \circ D(Q_1 \to Q_1)_n = \mathbb{Z}M_{1,1,0} \oplus \mathbb{Z}M_{1,1,1} \oplus \mathbb{Z}M_{1,1,2} \oplus \mathbb{Z}M_{1,1,3}$.
the isomorphism $\psi_1$ and $\psi_2$ to $\mathbb{Z}[\frac{1}{4}]$, we can see

$$\psi_1 \circ \hat{F}(M_{2-1,0})(x, y) = \psi_1(x, y, x, y) = 4^{-n} \cdot \frac{2x + 2y}{4} = \psi_2(x, y).$$

Therefore, $\hat{F}(M_{2-1,0})$ is induced by an identity map. Similarly, $\hat{F}(M_{2-1,1})$ is induced by an identity map.

- For $M_{1-1,g}$, $M_{g/\text{triv}/\text{sign}}^\triangledown$ and $M_{3-3}^\chi$: Similarly, it is easy to see their $\hat{F}$’s are induced by identity maps.

- For $M_{1-3}$: When picking up the $\mathbb{Z}$-basis $\{M_{1-1,g}\}_{g \in \mathbb{Z}/4\mathbb{Z}}$ for $\mathcal{G} \circ \mathcal{D}(Q_1 \to Q_1)_n$ and $\mathbb{Z}$-basis $M_{1-2,0}, M_{1-2,1}$ for $\mathcal{G} \circ \mathcal{D}(Q_1 \to Q_2)_n$, we have

$$L_n^{M_{1-3}}(M_{1-1,g}) = M_{1-1,g} \boxtimes Q_1, M_{1-3} = M_{1-3}, \quad g \in \mathbb{Z}/4\mathbb{Z},$$

we obtain the following diagram:

For $(x, y, z, w) \in \mathcal{G} \circ \mathcal{D}(Q_1 \to Q_1)_n \mathbb{Z}M_{1-1,0} \oplus \mathbb{Z}M_{1-1,1} \oplus \mathbb{Z}M_{1-1,2} \oplus \mathbb{Z}M_{1-1,3}$, $\hat{F}(M_{1-3})(x, y, z, w) = x + y + z + w \in \mathcal{G} \circ \mathcal{D}(Q_1 \to Q_3)_n = \mathbb{Z}M_{1-3}$. Recalling the isomorphism $\psi_1$ and $\psi_3$ to $\mathbb{Z}[\frac{1}{4}]$, we can see

$$\psi_3 \circ \hat{F}(M_{1-3})(x, y, z, w) = \psi_3(x + y + z + w) = 4^{-n} \cdot (x + y + z + w) = 4\psi_1(x, y, z, w).$$

Therefore, $\hat{F}(M_{1-3})$ is induced by a map of multiplication by 4.

- For $M_{3-1}$: When picking up the $\mathbb{Z}$-basis $M_{1-3}$ for $\mathcal{G} \circ \mathcal{D}(Q_1 \to Q_3)_n$ and $\mathbb{Z}$-basis $\{M_{1-1,g}\}_{g \in \mathbb{Z}/4\mathbb{Z}}$ for $\mathcal{G} \circ \mathcal{D}(Q_1 \to Q_1)_n$, we have

$$L_n^{M_{3-1}}(M_{1-3}) = M_{1-3} \boxtimes Q_3, M_{3-1} = \bigoplus_{g \in \mathbb{Z}/4\mathbb{Z}} M_{1-1,g},$$

we obtain the following diagram:
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For \( x \in \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_3)_n = \mathbb{Z}M_{1-3} \), \( \hat{F}(M_{3-1})(x) = (x, x, x, x) \in \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_1)_n = \mathbb{Z}M_{1-1,0} \oplus \mathbb{Z}M_{1-1,1} \oplus \mathbb{Z}M_{1-1,2} \oplus \mathbb{Z}M_{1-1,3} \) corresponds to \( M_{1-1,9} \). Recall the isomorphism \( \psi_1 \) and \( \psi_3 \) to \( \mathbb{Z}[\frac{1}{3}] \), we can see

\[
\psi_1 \circ \hat{F}(M_{3-1})(x) = \psi_1(x, x, x, x) = 4^{-n} \cdot \frac{x + x + x + x}{4} = \psi_3(x).
\]

Therefore, \( \hat{F}(M_{3-1}) \) is induced by an identity map.

- For \( M_{2-3}^{\text{triv}} \): When picking up the \( \mathbb{Z} \)-basis \( M_{1-3} \) for \( \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_3)_n \) and \( \mathbb{Z} \)-basis \( M_{1-2,0} \) and \( M_{1-2,1} \) for \( \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_2)_n \), we have

\[
L_n^{M_{2-3}^{\text{triv}}}(M_{1-2,i}) = M_{1-2,i} \oplus Q_2 M_{2-3}^{\text{triv}} = M_{1-3}, \quad i = 0, 1
\]

We then obtain the following diagram:

![Diagram](image)

For \( (x, y) \in \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_2)_n = \mathbb{Z}M_{1-2,0} \oplus \mathbb{Z}M_{1-2,1} \), \( \hat{F}(M_{2-3}^{\text{triv}})(x, y) = x + y \in \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_3)_n = \mathbb{Z}M_{1-3} \). Recalling the isomorphism \( \psi_2 \) and \( \psi_3 \) to \( \mathbb{Z}[\frac{1}{4}] \), we can see

\[
\psi_3 \circ \hat{F}(M_{2-3}^{\text{triv}})(x, y) = \psi_3(x + y) = 4^{-n} \cdot (x + y) = 2\psi_2(x, y).
\]

Therefore, \( \hat{F}(M_{2-3}^{\text{triv}}) \) is induced by a map of multiplication by 2. Similarly, \( \hat{F}(M_{3-2}^{\text{sign}}) \) is induced by a map of multiplication by 2.

- For \( M_{3-2}^{\text{triv}} \): When picking up the \( \mathbb{Z} \)-basis \( M_{1-3} \) for \( \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_3)_n \) and \( \mathbb{Z} \)-basis \( M_{1-2,0} \) and \( M_{1-2,1} \) for \( \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_2)_n \), we have

\[
L_n^{M_{3-2}^{\text{triv}}}(M_{1-3}) = M_{1-3} \oplus Q_3 M_{3-2}^{\text{triv}} = M_{1-2,0} \oplus M_{1-2,1},
\]

we then obtain the following diagram:

![Diagram](image)

For \( x \in \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_3) = \mathbb{Z}M_{1-3} \), \( \hat{F}(M_{3-2}^{\text{triv}})(x, x) = (x, x) \in \mathcal{G} \circ \mathcal{D}(Q_1 \rightarrow Q_2) = \mathbb{Z}M_{1-2,0} \oplus \mathbb{Z}M_{1-2,1} \). Recall the isomorphism \( \psi_2 \) and \( \psi_3 \) to \( \mathbb{Z}[\frac{1}{4}] \), we can see

\[
\psi_2 \circ \hat{F}(M_{3-2}^{\text{triv}})(x) = \psi_2(x, x) = 4^{-n} \cdot \frac{x + x}{2} = \psi_3(x).
\]

Therefore, \( \hat{F}(M_{3-2}^{\text{triv}}) \) is induced by an identity map. Similarly, \( \hat{F}(M_{3-2}^{\text{sign}}) \) is induced by an identity map.
For convenience, we record the values of \( \hat{F} \) and \( \hat{G} \) on morphisms in the following table, where each entry denotes the corresponding multiplication map \( \mathbb{Z}[\frac{1}{3}] \to \mathbb{Z}[\frac{1}{3}] \):

|       | \( M_{1-1,g} \) | \( M_{1-2,i} \) | \( M_{1-3} \) | \( M_{2-1,i} \) | \( M_{2-2,i}^{\text{triv/sign}} \) | \( M_{2-3}^{\text{triv/sign}} \) | \( M_{3-1} \) | \( M_{3-2}^{\text{triv/sign}} \) | \( M_{3-3}^{\text{triv}} \) |
|-------|-----------------|-----------------|-----------------|-----------------|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| \( \hat{F} \) | 1               | 2               | 4               | 1               | 1                               | 1               | 1               | 1               | 1               |
| \( \hat{G} \) | 1               | 1               | 2               | 2               | 1                               | 2               | 2               | 1               | 1               |

We now construct an explicit natural isomorphism \( \alpha : \hat{F} \Rightarrow \hat{G} \). Let \( \alpha_1 : \hat{F}(Q_1) \to \hat{G}(Q_1) \) be induced by a map of multiplication by 2, and \( \alpha_2 : \hat{F}(Q_2) \to \hat{G}(Q_2) \) and \( \alpha_3 : \hat{F}(Q_3) \to \hat{G}(Q_3) \) be induced by identity maps. Naturality follows from direct computations. One can easily verify that

\[
\begin{array}{ccc}
\hat{F}(P) & \xrightarrow{\hat{F}(M_{P-Q})} & \hat{F}(Q) \\
\alpha_P & \downarrow & \downarrow \alpha_Q \\
\hat{G}(P) & \xrightarrow{\hat{G}(M_{P-Q})} & \hat{G}(Q)
\end{array}
\]

is commutative for all objects \( P, Q \in [\text{QSys}(\text{Hilb}(\mathbb{Z}/4\mathbb{Z}))] \) and morphisms \( M_{P-Q} \). Therefore, \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^F_A \) and \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^G_A \) are equivalent AF-actions by Theorem A.

Verifying that \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^H_A \) and \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^G_A \) are equivalent AF-actions can be done by similar methods.

Finally, we provide an example of \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z}) \) AF-action \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^E_A \) on \( A \cong M_{4 \times 4} \), which is not equivalent to any of \( F, G \) or \( G \) from the previous examples. To construct \( E \) we consider the following homogeneous enriched Bratteli diagram:

\[
\begin{array}{c}
M_{3-3}^{\text{triv} \oplus 4} \\
Q_3 \xrightarrow{M_{3-3}^{\text{triv}}} Q_3
\end{array}
\]

We shall now compute \( \hat{E} \).

- For \( Q = Q_1 \): \( \hat{E}(Q_1) = \lim_G \circ \mathcal{D}(Q_3 \to Q_1) \), where \( G \circ \mathcal{D}(Q_3 \to Q_1)_n \) has \( \mathbb{Z} \)-basis \( M_{3-1}^{\text{triv}} \). Note that \( M_{3-3}^{\text{triv} \otimes Q_3} M_{3-1}^{\text{triv}} = M_{3-1}^{\text{triv}} \), so we have the following Bratteli diagram:

\[
\begin{array}{c}
M_{3-1} \xrightarrow{\downarrow M_{3-1}} M_{3-1} \\
\ldots \hookrightarrow \bullet \ldots \Rightarrow \bullet \ldots \ldots
\end{array}
\]

Computing \( K_0 \) for this Bratteli diagram yields \( \hat{E}(Q_1) \cong \mathbb{Z}[\frac{1}{4}] \).

- For \( Q = Q_2 \): Similarly, \( \hat{E}(Q_2) = \lim_G \circ \mathcal{D}(Q_3 \to Q_2) \), where \( G \circ \mathcal{D}(Q_3 \to Q_2)_n \) has \( \mathbb{Z} \)-basis \( M_{3-2}^{\text{triv}} \) and \( M_{3-2}^{\text{sign}} \). Note that \( M_{3-3}^{\text{triv} \otimes Q_3} M_{3-2}^{\text{triv}} = M_{3-2}^{\text{triv}} \) and \( M_{3-3}^{\text{sign} \otimes Q_3} M_{3-2}^{\text{sign}} = M_{3-2}^{\text{sign}} \). We have the following Bratteli diagram:

\[
\begin{array}{c}
M_{3-2}^{\text{sign} \otimes Q_3} M_{3-2}^{\text{triv} \otimes Q_3} \xrightarrow{\ldots} \bullet \ldots \\
M_{3-2}^{\text{triv} \otimes Q_3} M_{3-2}^{\text{sign} \otimes Q_3} \xrightarrow{\ldots} \bullet \ldots \ldots
\end{array}
\]

Computing \( K_0 \) for this Bratteli diagram yields \( \hat{E}(Q_2) \cong \mathbb{Z}[\frac{1}{4}]^{\oplus 2} \).
• For $Q = Q_3$: Similarly, \( \hat{E}(Q_3) = \limn G \circ D(Q_3 \rightarrow Q_3) \), where \( G \circ D(Q_3 \rightarrow Q_3) \) has \( \mathbb{Z} \)-basis \( M_{3-3}^{\chi_k} \), \( k = 0, 1, 2, 3 \). Note that \( M_{3-3}^{\text{triv}} \otimes Q_3 \cdot M_{3-3}^{\chi_k} = M_{3-3}^{\chi_k} \). We have the following Bratteli diagram:

\[
\begin{array}{c}
M_{3-3}^{\chi_3} \quad M_{3-3}^{\chi_3} \\
M_{3-3}^{\chi_2} \quad M_{3-3}^{\chi_2} \\
M_{3-3}^{\chi_1} \quad M_{3-3}^{\chi_1} \\
M_{3-3}^{\text{triv}} \quad M_{3-3}^{\text{triv}} \\
\end{array}
\]

\[
\Rightarrow
\]

Computing \( K_0 \) for this Bratteli diagram yields \( \hat{E}(Q_3) \cong \mathbb{Z}[\frac{1}{4}]^\oplus 4 \).

Observe that \( \hat{E}(Q_2) \cong \mathbb{Z}[\frac{1}{4}]^\oplus 2 \ncong \mathbb{Z}[\frac{1}{4}] \cong \hat{F}(Q_2) \) and \( \hat{E}(Q_3) \cong \mathbb{Z}[\frac{1}{4}]^\oplus 4 \ncong \mathbb{Z}[\frac{1}{4}] \cong \hat{F}(Q_3) \), so AF-actions \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^E \land A \) and \( \text{Hilb}(\mathbb{Z}/4\mathbb{Z})^F \land A \) are not equivalent. Also note that \( E \)

We will describe all the indecomposable objects and indecomposable morphisms in [QSys(\text{Hilb}(\mathbb{Z}/4\mathbb{Z}))] together with its composition law. There are only three objects in [QSys(\text{Hilb}(\mathbb{Z}/4\mathbb{Z}))], which we denote \( Q_1, Q_2, Q_3 \). These correspond to the Q-systems built from subgroups \( \{0\}, \{0, 2\} \cong \mathbb{Z}/2\mathbb{Z} \), and \( \mathbb{Z}/4\mathbb{Z} \), respectively.

Relying on Proposition 2.10, we shall now describe the isomorphism classes of indecomposable bimodules. Given \( Q, Q_j \in [\text{QSys}(\text{Hilb}(G))] \), a \( Q_i-Q_j \) bimodule is denoted by \( M_{i-j,k}^{\ell} \), where \( k \) ranges over a set of representatives of the double cosets determined by \( Q_i \) and \( Q_j \), and \( \ell \) determines a representation of the corresponding stabilizer subgroup. (Typically, \( \ell = \text{triv}, \text{sign}, \ldots \)) We will omit the super-index \( \ell \) where the only possible representation is trivial, or when it is clear from context. We then have that:

- \( 1 - 1 \) bimodules: \( M_{1-1,0} = V_g \), where \( V_g = \mathbb{C} \) for \( g \in \mathbb{Z}/4\mathbb{Z} \). (\( \mathbb{C} = \mathbb{C}^{\text{triv}} \).)
- \( 1 - 2 \) bimodules: \( M_{1-2,0} = V_0 \oplus V_2 \) and \( M_{1-2,1} = V_1 \oplus V_3 \), where \( V_g = \mathbb{C} \) for \( g \in \mathbb{Z}/4\mathbb{Z} \).
- \( 1 - 3 \) bimodules: \( M_{1-3,0} \oplus V_g \), where \( V_g = \mathbb{C} \) for \( g \in \mathbb{Z}/4\mathbb{Z} \).
- \( 2 - 1 \) bimodules: \( M_{2-1,0} = V_0 \oplus V_2 \) and \( M_{2-1,1} = V_1 \oplus V_3 \), where \( V_g = \mathbb{C} \) for \( g \in \mathbb{Z}/4\mathbb{Z} \).
- \( 2 - 2 \) bimodules: Note that the stabilizer of 0 is \( \text{Stab}_{2 \times 2^{op}}(0) = \{ (0, 0), (2, 2) \} \cong \mathbb{Z}/2\mathbb{Z} \), so there are four indecomposable bimodules. \( M_{2-2,0} = V_0^{\text{triv}} \oplus V_2^{\text{triv}}, M_{2-2,1} = V_1^{\text{triv}} \oplus V_3^{\text{triv}}, M_{2-2,2} = V_1^{\text{sign}} \oplus V_3^{\text{sign}}, M_{2-2,3} = V_0^{\text{sign}} \oplus V_2^{\text{sign}} \).
- \( 2 - 3 \) bimodules: \( M_{2-3,0} = \oplus_{g \in \mathbb{Z}/4\mathbb{Z}} V_g^{\text{triv}} \) and \( M_{2-3,1} = \oplus_{g \in \mathbb{Z}/4\mathbb{Z}} V_g^{\text{sign}} \), where \( V_g^{\text{triv}} = \mathbb{C}^{\text{triv}} \) and \( V_g^{\text{sign}} = \mathbb{C}^{\text{sign}} \).
- \( 3 - 1 \) bimodules: \( M_{3-1} = \oplus_{g \in \mathbb{Z}/4\mathbb{Z}} V_g \), where \( V_g = \mathbb{C} \) for \( g \in \mathbb{Z}/4\mathbb{Z} \).
- \( 3 - 2 \) bimodules: \( M_{3-2} = \oplus_{g \in \mathbb{Z}/4\mathbb{Z}} V_g^{\text{triv}} \) and \( M_{3-2} = \oplus_{g \in \mathbb{Z}/4\mathbb{Z}} V_g^{\text{sign}} \), where \( V_g^{\text{triv}} = \mathbb{C}^{\text{triv}} \) and \( V_g^{\text{sign}} = \mathbb{C}^{\text{sign}} \).
• $3 - 3$ bimodules: Note that the stabilizer of 0 is $\text{Stab}_{3 \times 3}^{op}(0) = \{(g, -g) | g \in \mathbb{Z}/4\mathbb{Z}\} \cong \mathbb{Z}/4\mathbb{Z}$, and there are four irreps of $\mathbb{Z}/4\mathbb{Z}$. $M_{3 - 3}^{\text{triv}} = \bigoplus_{g \in \mathbb{Z}/4\mathbb{Z}} V_{g}^{\text{triv}}$, $M_{3 - 3}^{\text{sign}} = \bigoplus_{g \in \mathbb{Z}/4\mathbb{Z}} V_{g}^{\text{sign}}$, $k = 1, 2, 3$, where $V_{g}^{\text{triv}} = \mathbb{C}^{\text{triv}}$ and $V_{g}^{\text{sign}} = \mathbb{C}^{\text{sign}}$ for $g \in \mathbb{Z}/4\mathbb{Z}$. (Here, $\text{triv} = \chi_0$)

In the following, we describe all the possible composite bimodules in $[\text{QSys}(\text{Hilb}(\mathbb{Z}/4\mathbb{Z}))]$:

First, $M_{7 - 1} \boxtimes Q_1 M_{1 - ?}$:

| $M_{1 - 1}$ | $M_{1 - 2}$ | $M_{1 - 3}$ | $M_{1 - 2}$ | $M_{1 - 3}$ | $M_{1 - 2}$ | $M_{1 - 3}$ |
|------------|------------|------------|------------|------------|------------|------------|
| $M_{1 - 1}$ | $M_{1 - 1}$ | $M_{1 - 3}$ | $M_{1 - 1}$ | $M_{1 - 3}$ | $M_{1 - 1}$ | $M_{1 - 3}$ |
| $M_{1 - 1}$ | $M_{1 - 2}$ | $M_{1 - 2}$ | $M_{1 - 2}$ | $M_{1 - 2}$ | $M_{1 - 2}$ | $M_{1 - 2}$ |
| $M_{1 - 2}$ | $M_{1 - 3}$ | $M_{1 - 3}$ | $M_{1 - 3}$ | $M_{1 - 3}$ | $M_{1 - 3}$ | $M_{1 - 3}$ |
| $M_{2 - 1}$ | $M_{2 - 1}$ | $M_{2 - 1}$ | $M_{2 - 1}$ | $M_{2 - 1}$ | $M_{2 - 1}$ | $M_{2 - 1}$ |
| $M_{2 - 1}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ |
| $M_{2 - 1}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ |

Second, $M_{7 - 2} \boxtimes Q_2 M_{2 - ?}$:

| $M_{2 - 1}$ | $M_{2 - 2}$ | $M_{2 - 3}$ | $M_{2 - 2}$ | $M_{2 - 3}$ | $M_{2 - 2}$ | $M_{2 - 3}$ |
|------------|------------|------------|------------|------------|------------|------------|
| $M_{2 - 1}$ | $M_{2 - 1}$ | $M_{2 - 3}$ | $M_{2 - 1}$ | $M_{2 - 3}$ | $M_{2 - 1}$ | $M_{2 - 3}$ |
| $M_{2 - 1}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ |
| $M_{2 - 1}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ |
| $M_{2 - 1}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ |
| $M_{2 - 1}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ |
| $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ | $M_{2 - 2}$ |
| $M_{2 - 2}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ |
| $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ | $M_{2 - 3}$ |

Third, $M_{7 - 3} \boxtimes Q_3 M_{3 - ?}$:

| $M_{3 - 1}$ | $M_{3 - 2}$ | $M_{3 - 3}$ | $M_{3 - 2}$ | $M_{3 - 3}$ | $M_{3 - 2}$ | $M_{3 - 3}$ |
|------------|------------|------------|------------|------------|------------|------------|
| $M_{3 - 1}$ | $M_{3 - 1}$ | $M_{3 - 3}$ | $M_{3 - 1}$ | $M_{3 - 3}$ | $M_{3 - 1}$ | $M_{3 - 3}$ |
| $M_{3 - 1}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ |
| $M_{3 - 1}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ |
| $M_{3 - 1}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ |
| $M_{3 - 1}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ |
| $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ | $M_{3 - 2}$ |
| $M_{3 - 2}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ |
| $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ | $M_{3 - 3}$ |
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