RIGIDITY OF STABLE MARGINALLY OUTER TRAPPED SURFACES IN INITIAL DATA SETS
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Abstract. In this article we investigate the restrictions imposed by the dominant energy condition (DEC) on the topology and conformal type of possibly non-compact marginally outer-trapped surfaces (thus extending Hawking’s classical theorem on the topology of black holes). We first prove that an unbounded, stable marginally outer trapped surface in an initial data set \((M, g, k)\) obeying the dominant energy condition is conformally diffeomorphic to either the plane \(\mathbb{C}\) or to the cylinder \(\mathbb{A}\) and in the latter case infinitesimal rigidity holds. As a corollary, when the DEC holds strictly this rules out the existence of trapped regions with cylindrical boundary. In the second part of the article, we restrict our attention to asymptotically flat data \((M, g, k)\) and show that, in that setting, the existence of an unbounded, stable marginally outer trapped surface essentially never occurs unless in a very specific case, since it would force an isometric embedding of \((M, g, k)\) into the Minkowski spacetime as a space-like slice.

1. Introduction

In General Relativity, the existence of a closed trapped surface in a space-like slice \((M, g, k)\) of a spacetime \((\mathbb{L}, \gamma)\) is (under certain natural energy and causal conditions) symptomatic of the geodesic incompleteness of the spacetime in question. In physical terms, that spacetime must contain a black hole. However, when considering marginally outer trapped surfaces the a priori restriction to closed submanifolds is no longer completely justified, at least for very general class of data. Indeed, when one considers MOTS as separating elements, namely as boundaries of a trapped region it seems conceivable that complete, unbounded MOTS may arise. To be more specific, let us recall here that given an initial data set \((M, g, k)\) the outer trapped region is the union of all domains bounded by weakly outer trapped surfaces and the, possibly empty, interior boundary of \(M\): it was recently proven by Andersson and Metzger (Theorem 1.3 in [AM09]) that the boundary of the trapped region is a smooth, embedded, outermost MOTS (in fact the only one). In their work, they assumed to deal with a compact ambient manifold with two closed boundary components \(\partial^+ M\) and \(\partial^- M\) so that the boundary of the trapped region had itself to be closed, hence only consisting of spherical and (possibly exceptional) toroidal components by Hawking’s theorem on the topology of black holes (see [Haw72] and [Gal08] for the associated rigidity phenomena). But when the existence assumption on \(\partial^+ M\) is dropped and \(M\) is not compact, then it is a priori possible to deal with unbounded trapped regions for which the conclusion of the theorem by Andersson and Metzger still holds. Hence it becomes relevant to extend the aforementioned topological results to the case of complete (unbounded) stable MOTS. Incidentally, we observe here that while the notion of outward for a non-compact orientable surface is arbitrary, this is not the case for MOTS that arise as boundaries of the trapped region.

The author was partially supported by Stanford University and NSF grant DMS-1105323.
A second very good reason to pursue our study is given by the recent work by Eichmair on the Plateau problem for marginally outer trapped surfaces [Eic09], as complete MOTS naturally arise as limits of MOTS with boundary (because of their curvature and area estimates, the latter being related to their $\lambda$-minimizing properties).

We first prove that in general initial data sets the sole assumption of dominant energy condition forces severe restrictions on the conformal class of a complete, stable MOTS: in fact when $\mu > |J|_g$ strictly that rules out the existence of all types of MOTS but spherical and planar ones, namely those equivalent to $\mathbb{C}$.

**Theorem 1.** Let $(M, g, k)$ be an initial data set of dimension three satisfying the dominant energy condition and let $\Sigma$ be a complete stable MOTS in $M$. Then the following statements hold:

1. If $\Sigma$ is compact, then it is conformally equivalent to the sphere $S^2$ or to the torus $T^2$. Moreover, in the latter case $\Sigma$ is flat, totally geodesic and can be embedded in a smooth local foliation $\{\Sigma_t\}_{t \in (-\epsilon, \epsilon)}$ where each leaf is itself a MOTS. As a result, if $\Sigma$ is outermost then it is conformally equivalent to $S^2$.

2. If $\Sigma$ is not compact, then it is conformally equivalent to the complex plane $\mathbb{C}$ or to the cylinder $A$. Moreover, in the latter case $\Sigma$ is infinitesimally rigid namely
   \[
   K = \chi = \mu + J(\nu) = 0 \text{ identically on } \Sigma.
   \]

If the strict dominant energy condition holds, then only the first alternative can happen (and thus $\Sigma$ is conformally equivalent to $\mathbb{C}$).

The statements collected in (1) are well-known and date back to Hawking (in [Haw72], see also [GS06] for the higher dimensional counterpart), and to Galloway [Gal08] for the part concerning the construction of the foliation $\{\Sigma_t\}_{t \in (-\epsilon, \epsilon)}$: they have been stated here for completeness. Various comments related to Theorem 1 are appropriate. First of all, the proof of the rigidity statement given in part (2) would be relatively simple if one made the assumption that the MOTS $\Sigma$ has finite total curvature (in which case one could easily adapt the argument given, for minimal surfaces, by Fischer-Colbrie and Schoen in [FS80]) or if, alternatively, one assumed the sectional curvature of $(M, g)$ to be bounded (in which case one could combine the argument given by Schoen and Yau in [SY82] with a preliminary deformation by means of Shi’s complete Ricci flow). Instead, we do not make any such assumption here and thus the proof of Theorem 1 requires a combination of various ideas. We also emphasize that in this theorem, the surface $\Sigma$ is not required to be embedded nor to have quadratic area growth and in this generality a rigorous argument is much more delicate than it may look.

We later specify our study to asymptotically flat data and show that, in a wide setting, unbounded stable MOTS do not exist at all unless the spacetime in question is Minkowskian.

**Theorem 2.** Let $(M, g, k)$ be an initial data set of dimension three in boosted harmonic asymptotics. If it contains a complete, properly embedded stable MOTS $\Sigma$, then $(M, g, k)$ isometrically embeds in the Minkowski spacetime as a spacelike slice.

We refer the reader to Section 2 for the precise definition of the class of data mentioned here. In this Introduction, we shall limit ourselves to say that this includes as special cases:
• data in harmonic asymptotics (as defined in [EHLST11]), which were proven to be a dense class in general asymptotically flat initial data sets with respect to the topology of weighted Sobolev spaces (see Section 6 of [EHLST11]);
• the $t = \text{constant}$ slices, in isotropic coordinates, of the Kerr-Newman spacetime (thus including, as special cases, Schwarzschild, Kerr and Reissner-Nordström data) as well as boosts thereof.

It is certainly appropriate to mention here the article [CS14], which is joint work with R. Schoen, where we show that the rigidity Theorem 2 is essentially sharp by constructing asymptotically flat initial data sets that have large ADM energy and momentum and are exactly trivial outside of a solid cone (of given, yet arbitrarily small opening angle) so that they contain plenty of complete, stable MOTS of planar type. A posteriori, this strongly justifies our requirement that the metric $g$ in the previous statement has some nice asymptotics at infinity. Moreover, such flexibility result turns out to allow the construction of new classes of $N$-body solutions of the Einstein constraint equations.

For time-symmetric data, namely when $k = 0$, marginally outer trapped surfaces are nothing but \textit{minimal} surfaces and hence Theorem 2 generalizes the following result, of independent interest.

**Theorem.** [Car13] Let $(M, g)$ be an asymptotically Schwarzschildian 3-manifold of non-negative scalar curvature. If it contains a complete, properly embedded stable minimal surface $\Sigma$, then $(M, g)$ is isometric to the Euclidean space $\mathbb{R}^3$ and $\Sigma$ is an affine plane.

Despite the formal analogy, the proof of Theorem 2 significantly differs from that of its time-symmetric counterpart. Basically, the non-variational nature of MOTS does not allow a direct application of the results concerning isolated singularities of variational problems (see the monograph by L. Simon [Sim85] and reference therein) and thus a more \textit{ad hoc} argument is needed. As a result, the proof in question, though quite lengthy, has two remarkable advantages: firstly, it is self-contained, and secondly it highlights the key role of stability over the inessential variational structures themselves. Thus, the reader shall find here a substantially different proof of the rigidity result in [Car13], at least when the ambient dimension equals three.

Lastly, we mention that the latter rigidity result (Theorem 2) can also be interpreted in terms of restrictions on the blow-up set of Jang’s equation, based on arguments which go back to the proof of the \textit{Positive Energy Theorem} by Schoen-Yau [SYS81] and we refer the reader to the beautiful survey by Andersson, Eichmair and Metzger [AEM11] for further details on this correspondence.
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2. Definitions and notations

We need to start by recalling a few basic definitions.
2.1. Initial data sets.

**Definition 2.1.** Given an integer \( n \geq 3 \), we define an initial data set to be a triple \((M, g, k)\) where:

- \( M \) is a complete \( C^3 \) manifold of dimension \( n \);
- \( g \) is a \( C^2 \) Riemannian metric on \( M \);
- \( k \) is a \( C^1 \) symmetric \((0,2)\) tensor on \( M \).

For an initial data set, we define the mass density \( \mu \) and the current density \( J \) by means of the equations

\[
\begin{align*}
\mu &= \frac{1}{2} \left( R_g + (\text{tr}_g k)^2 - \|k\|_g^2 \right) \\
J &= \text{div}_g (k - (\text{tr}_g k) g).
\end{align*}
\]

We say that \((M, g, k)\) satisfies the dominant energy condition (which we often abbreviate as DEC) if at any point of \( M \)

\[
\mu \geq |J|_g.
\]

When \((M, g, k)\) arises as a space-like slice inside a spacetime \((\mathbb{L}, \gamma)\) the densities \( \mu \) and \( J \) are defined as certain components of the stress-energy tensor \( T \) and thus the equations above should be considered as restrictions deriving from the Gauss and Codazzi equations in \((\mathbb{L}, \gamma)\), known as Einstein constraint equations.

We now restrict our attention to a special subclass of initial data sets, which are the object of study of the second part of this article.

**Definition 2.2.** Given an integer \( n \geq 3 \), an initial data set \((M, g, k)\) is called asymptotically flat if:

1. there exists a compact set \( Z \subset M \) (the interior of the manifold) such that \( M \setminus Z \) consists of a disjoint union of finitely many ends, namely \( M \setminus Z = \bigsqcup_{l=1}^N E_l \) and for each index \( l \) there exists a smooth diffeomorphism \( \Phi_l : E_l \to \mathbb{R}^n \setminus B_l \) for some open ball \( B_l \subset \mathbb{R}^n \) containing the origin so that the pull-back metric \( (\Phi_l^{-1})^* g \) and tensor \( (\Phi_l^{-1})^* k \) satisfy the following conditions:

\[
\begin{align*}
((\Phi_l^{-1})^* g)_{ij} - \delta_{ij} &= p_{ij}, \quad p_{ij}(x) \in O_2(|x|^{-(n-2)}) \\
((\Phi_l^{-1})^* k)_{ij} &= O_1(|x|^{-(n-1)}) \quad \text{as } |x| \to \infty
\end{align*}
\]

2. both the mass density \( \mu \) and the current density are integrable, namely

\[
(\mu, J) \in \mathcal{L}^1(M).
\]

In the time-symmetric case, namely when \( k = 0 \), we will simply refer to \((M, g)\) as an asymptotically flat manifold.

2.2. Boosted harmonic asymptotics. For our purposes, it is appropriate to enlarge the class of data under consideration from those in harmonic asymptotics (see [EHLS11]) to its closure under the operation of relativistic boost (inside a given spacetime), namely when a
transformation of the form
\[
\begin{align*}
(x^0)' &= (1 - \beta^2)^{-1/2} (x^0 - \beta x^1) \\
(x^1)' &= (1 - \beta^2)^{-1/2} (x^1 - \beta x^0) \\
(x^2)' &= x^2 \\
(x^3)' &= x^3
\end{align*}
\]

is performed and the resulting \((x^0)' = 0\) space-like slice is considered. Notice that here \(0 \leq \beta < 1\) is the speed describing the boost (in normalized unit, with \(c = 1\)).

**Definition 2.3.** We say that an initial data set \((M, g, k)\) (see Definition 2.2) is in **boosted harmonic asymptotics** if the metric \(g\) has the form
\[
g(x) = \sum_{l=1}^{n} \left( 1 + \frac{K \beta^2}{|x|^{n-2}} \right) dx^l \otimes dx^l + O_2 \left(|x|^{-(n-1)}\right)
\]
where we have set
\[
|x|_s^2 = \sum_{l=1}^{n} \zeta_l^2 (x^l)^2
\]
for some fixed positive real numbers \(\beta_1, \ldots, \beta_n, \zeta_1, \ldots, \zeta_n\) and non-negative \(K\).

Of course, in the previous definition (for a given such metric \(g\)) the constant \(K\) is only determined up to a positive scaling factor but since we are only concerned about it being (or not being) equal to zero this turns out to be a convenient choice for our treatment. A motivation for the introduction of the class above is given by the following basic example.

**Remark 2.4.** The Schwarzschild spacetime is described in the so-called **isotropic coordinates** (due to Eddington) by
\[
\gamma = -f(x) dt \otimes dt + \left( 1 + \frac{\mathcal{M}}{2 |x|} \right)^4 \delta, \quad f(x) = \left( 1 - \frac{\mathcal{M}}{2 |x|} \right)^2
\]
(where \(\delta\) denotes here the Euclidean metric on \(\mathbb{R}^3\) (in fact, on \(\mathbb{R}^3 \setminus \{|x| \leq r_S\} \) for \(r_S = \mathcal{M}/2\)) and therefore, by restricting to the hypersurface \(t = \beta x^1\) (for some \(0 \leq \beta < 1\)) we get the space-like metric
\[
g = \left[ \left( 1 + \frac{\mathcal{M}}{2 |x|} \right)^4 - \beta^2 f(x) \right] dx^1 \otimes dx^1 + \left( 1 + \frac{\mathcal{M}}{2 |x|} \right)^4 \sum_{i=2,3} dx^i \otimes dx^i
\]
which can be Taylor-expanded as
\[
g = \left[ (1 - \beta^2) + (1 + \beta^2) \left( \frac{2 \mathcal{M}}{|x|} \right) \right] dx^1 \otimes dx^1 + \left( 1 + \frac{2 \mathcal{M}}{|x|} \right) \sum_{i=2,3} dx^i \otimes dx^i + O_2 \left(|x|^{-2}\right).
\]
Therefore, replacing the coordinates \(\{x\}\) by means of **asymptotically flat coordinates** \(\{X\}\)
\[
\begin{align*}
X^1 &= (1 - \beta^2)^{1/2} x^1 \\
X^2 &= x^2 \\
X^3 &= x^3
\end{align*}
\]
we finally get
\[ g = \left[ 1 + \left( \frac{1 + \beta^2}{1 - \beta^2} \right) \left( \frac{2\mathcal{M}}{|X|_*} \right) \right] dX^1 \otimes dX^1 + \left( 1 + \frac{2\mathcal{M}}{|X|_*} \right) \sum_{i=2,3} dX^i \otimes dX^i + O_2 (|X|_*^{-1}) \]
where, in this case
\[ |X|_* = (1 - \beta^2)^{-1} (X^1)^2 + (X^2)^2 + (X^3)^2. \]

2.3. Positive mass theorems and their rigidity statements. We recall the notions of ADM energy and momentum, which arose in the context of the Hamiltonian formulation of General Relativity [ADM59] and were shown to be well-defined in [Bar86].

Definition 2.5. Given an asymptotically flat initial data set \((M, g, k)\) (so that both \(\mu\) and \(|J|_g\) are integrable) one can define the ADM energy \(\mathcal{E}\) and the ADM momentum \(\mathcal{P}\) at each end to be
\[ \mathcal{E} = \frac{1}{2(n-1)\omega_{n-1}} \lim_{r \to \infty} \sum_{i,j=1}^{n} (g_{ij,i} - g_{ii,j}) \nu_0^j dH^{n-1} \]
\[ \mathcal{P}_i = \frac{1}{(n-1)\omega_{n-1}} \lim_{r \to \infty} \sum_{i,j=1}^{n} \pi_{ij} \nu_0^j dH^{n-1} \]
where we have set \(\pi = k - (\text{tr}_g k) g\) (the momentum tensor), \(\nu_0^j = \frac{x^j}{|x|}\) and \(\omega_{n-1}\) is the volume of the standard unit sphere in \(\mathbb{R}^n\). In case of multiple ends, these quantities can be defined by additive extension.

Our second rigidity result is based on the following fundamental theorem.

Theorem 2.6. [SY79, SY81, Wit81, Eic13, EHLS11] Let \((M, g, k)\) be an asymptotically flat initial data set of dimension \(3 \leq n < 8\) satisfying the dominant energy condition. Then \(\mathcal{E} \geq |\mathcal{P}|\). Moreover, \(\mathcal{E} = 0\) if and only if \((M, g, k)\) can be isometrically embedded in the Minkowski spacetime \((\mathbb{M}, \eta)\) as a spacelike hypersurface so that \(g\) is the induced metric from \(\eta\) and \(k\) is the second fundamental form (in particular \(M\) is topologically \(\mathbb{R}^n\)). In the time-symmetric case \(\mathcal{E} \geq 0\) and equality holds if and only if \((M, g)\) is isometric to the Euclidean space \((\mathbb{R}^n, \delta)\).

Thanks to this result, we can define the ADM mass to be the norm (with respect to the Minkowski metric \(\eta\)) of the four-vector \((\mathcal{E}, \mathcal{P})\) namely
\[ \mathcal{M} = \sqrt{\mathcal{E} - |\mathcal{P}|^2}. \]

Various remarks are in order. A first proof of this result was given, in the time-symmetric case, by Schoen and Yau [SY79] using minimal surfaces techniques and extended later, via Jang’s equation, to show that the energy is non-negative for general asymptotically flat data [SY81]. The statement that the mass is non-negative (namely \(\mathcal{E} \geq |\mathcal{P}|\)) was set by Witten in 1981 [Wit81] based on the use of spinors and the Dirac equation and detailed by Parker and Taubes in [PT82]. The Schoen-Yau proof of the rigidity statement corresponding to null energy was gotten under the extra technical assumption that if the dimension of \(M\) equals three then \(\text{tr}_g(k) \leq C|x|^{-3}\), which was later refined by Eichmair [Eic13] to \(\text{tr}_g(K) \leq C|x|^{-\alpha}\) for some \(\alpha > 2\). The spinorial approach does not require this assumption and since all 3-manifolds are spin one can in fact state the theorem in the form we gave above. More
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precisely, for spin manifolds Parker and Taubes proved that if $E = 0$ then the ambient Riemann tensor of the spacetime $Rm = Rm_0$ vanishes identically on $M$, and the same conclusion was also obtained [Yip87, BC96, CM06] for the $\mathcal{M} = 0$ case. At that stage, one can give self-contained arguments proving that $(M, g, k)$ must isometrically embed inside the Minkowski spacetime $(\mathbb{M}, \eta)$ as a space-like slice (see, for instance, [Nar10]).

2.4. Marginally outer trapped hypersurfaces. Let a four dimensional Lorentzian manifold $(\mathbb{L}, \gamma)$ be given and let $(M, g, k)$ be an initial data set inside it. Therefore, if $\nu$ is the future directed time-like unit normal vector field to $M$ we will have $k(X, Y) = \gamma(D_X^\gamma \nu, Y)$ for $X, Y \in \Gamma(TM)$ and $D^\gamma$ the Levi-Civita connection of $\gamma$. In this setting, let $\Sigma \hookrightarrow M$ be a complete, two-sided surface in $M$: we will denote by $\nu$ a (choice of) smooth unit normal vector field of $\Sigma$ in $M$ and, by convention, we will refer to such choice as outward pointing. At this stage, we can define $l_+ = \nu + \nu$ (resp. $l_- = \nu - \nu$) as future directed outward (resp. future directed inward) pointing null vector field along $\Sigma$. The surface $\Sigma$ is a codimension two submanifold of $\mathbb{L}$ and therefore its extrinsic geometry cannot be described in terms of a scalar function. Instead, it is customary in General Relativity to decompose its second fundamental form into two scalar valued null second forms that will be denoted by $\chi_+, \chi_-$ and are associated to $l_+, l_-$ respectively. More precisely, the function $\chi_+$ is defined by

$$\chi_+ : T_p \Sigma \times T_p \Sigma \rightarrow \mathbb{R}, \quad \chi_+(X, Y) = \gamma(D_X^\gamma l_+, Y)$$

and similarly for $\chi_-$. Furthermore, we consider the associated null mean curvatures that are gotten by tracing with respect to the first fundamental form induced on $\Sigma$ by the metric $g$:

$$\theta_\pm = \text{tr}_g \chi_\pm = \text{div}_\Sigma l_\pm.$$

A simple, but useful remark is that in fact the null mean curvatures satisfy the equation

$$\theta_\pm = \text{tr}_Y k \pm H$$

where $H$ denotes the scalar mean curvature of $\Sigma$ in $(M, g)$. We will limit ourselves to recall that $\theta_\pm$ measure the divergence of outgoing and ingoing light rays emanating from $\Sigma$, respectively. In the most trivial example, that of a round sphere in Euclidean slices of Minkowski space, one obviously has $\theta_- < 0$ and $\theta_+ > 0$, but in presence of a gravitational field it might happen that for a given surface $\Sigma$ both $\theta_-$ and $\theta_+$ are negative, in which case we say that $\Sigma$ is a trapped surface.

**Definition 2.7.** Let $(\mathbb{L}, \gamma)$ be a four dimensional Lorentzian manifold, let $(M, g, k)$ be an initial data set (see Definition 2.2) and let $\Sigma$ be a complete surface in $M$. With the notation above we say that $\Sigma$ is outer trapped if $\theta_+ < 0$ on $\Sigma$. Similarly, we say that a complete surface $\Sigma$ is marginally outer trapped if instead the equation

$$\theta_+ = 0$$

is satisfied.

Despite their non-variational nature, MOTS do have a suitable notion of stability as suggested by Andersson, Mars and Simon [AMS08]. For minimal submanifolds (say, for simplicity, of codimension one) the Jacobi operator arises both from the second variation of the area functional and from the (pointwise) first variation of the mean curvature: while the former approach is not applicable to MOTS, the latter can easily be extended. In the setting above, we can consider a normal variation $\{\Sigma_t\}_{t \in (-\varepsilon, \varepsilon)}$ of $\Sigma$ in $M$ described by a vector field
$X = \phi \nu$ for some compactly supported, smooth function $\phi \in C_c^\infty (\Sigma, \mathbb{R})$. For $t \in (-\varepsilon, \varepsilon)$, a suitably small neighbourhood of 0, let $\nu_t$ be the outward normal vector field of $\Sigma_t$ in $M$, set $l_t = \nu + \nu_t$ and let $\theta(t)$ be the corresponding null mean curvature. Notice that, from now onwards, we will systematically omit the $+\varepsilon$ sign while referring to these quantities. It is well-known (see, for instance, Section 2 of [EHLS11]) that the first pointwise variation of the null mean curvature is given by

$$\left. \frac{\partial \theta}{\partial t} \right|_{t=0} = \mathcal{L} (\phi)$$

$\mathcal{L}$ being the operator (for $V = k(\nu, \cdot)_{\Sigma}$)

$$\mathcal{L} (\phi) = \Delta_{\Sigma} \phi - 2g (V, \nabla_{\Sigma} \phi) + \left( (\mu + J(\nu)) + \frac{1}{2} |\chi|^2 - K - \text{div}_\Sigma V + |V|^2 \right) \phi.$$

It is well-known (see, for instance, [AMS08]) that the operator $\mathcal{L}$ is not necessarily self-adjoint, yet its principal eigenvalue $\lambda_1 (\mathcal{L})$ is real (this follows from the Krein-Rutman theorem). As a result, it makes sense to give the following definition.

**Definition 2.8.** In the setting above, we will say that a complete, MOTS is stable if for every regular, relatively compact domain $\Omega$ one has that $\lambda_1 (\mathcal{L}, \Omega) \geq 0$.

The operator $\mathcal{L}$ is significantly more complicated than the Jacobi operator for minimal surfaces and, correspondingly, the associated stability condition is much less useful than the usual stability condition. This obstacle is overcome by introducing the symmetrized operator

$$L (\phi) = \Delta_{\Sigma} \phi + \left( (\mu + J(\nu)) + \frac{1}{2} |\chi|^2 - K \right) \phi$$

for which the following comparison result holds.

**Proposition 2.9.** [GS06] Let $\Sigma$ be a complete MOTS in an initial data set $(M, g, k)$, let $\Omega$ be a relatively compact domain in $\Sigma$ and Let $\lambda_1 (\mathcal{L}, \Omega)$ (resp. $\lambda_1 (L, \Omega)$) be the principal eigenvalue of the operator $\mathcal{L}$ (resp. $L$) on $\Omega$. Then

$$\lambda_1 (L, \Omega) \geq \lambda_1 (\mathcal{L}, \Omega).$$

**Notations.** We denote by $R$ (resp. $\text{Ric}(\cdot, \cdot)$) the scalar (resp. Ricci) curvature of $(M, g)$, by $R_{\Sigma}$ (resp. $K$) the scalar (resp. Gaussian) curvature of $\Sigma \hookrightarrow (M, g)$ and by $\nu$ (a choice of) its unit normal. We let $C$ be a real constant which is allowed to vary from line to line, and we specify its functional dependence only when this is relevant.

3. An extension of Hawking’s theorem on the topology of black holes

This section is devoted to the proof of Theorem 1.

**Proof.** We give here the proof of part (2) and so let $\Sigma$ be a complete, non-compact stable MOTS. Based on the Riemann mapping theorem, the universal cover of $\Sigma$ is conformally equivalent to either $\mathbb{C}$ or the unit disk $\mathbb{D}$. If the latter case happened, we would have a positive solution $w$ on $\mathbb{D}$, endowed with the pull-back metric $\tilde{ds}^2 = \pi^* ds^2$ of the equation

$$\tilde{\Delta} w - K w + \left( \mu + J(\nu) + \frac{1}{2} |\chi|^2 \right) w = 0$$
just gotten by lifting the function on \( \Sigma \) whose existence is guaranteed by Theorem 1 in \([FS80]\) applied to the symmetrized stability operator \( L \) (here we are exploiting the comparison result by Galloway and Schoen, Proposition 2.9). We have denoted by \( ds^2 \) the Riemannian metric on \( \Sigma \), by \( \pi : \mathbb{D} \to \Sigma \) the covering map. Using the dominant energy condition, we know that \( \mu + J(\nu) + |\nu|^2 / 2 \geq 0 \), thus contradicting Corollary 3 in \([FS80]\). It follows that the universal cover of \( \Sigma \) is conformally equivalent to \( \mathbb{C} \) and thus \( \Sigma \) is conformal either to \( \mathbb{C} \) itself or to \( \mathbb{A} \).

Let \( \Sigma \) be a cylindrical MOTS and assume, by contradiction, that the quantity \( Q = \mu + J(\nu) + \frac{|\nu|^2}{2} \) is strictly positive at some point of \( \Sigma \). Similarly to what we just did, thanks to the stability assumption, the comparison Proposition 2.9 and Theorem 1 in \([FS80]\) we can find a smooth positive function \( u \) such that \( Lu = 0 \), where \( L \) is the symmetrized stability operator of \( \Sigma \). If we let \( \theta \) be a coordinate on \( S^1 \) of period one, we define a metric on the 3-manifold \( \bar{M} = \Sigma \times S^1 \) by \( d\bar{s}^2 = ds^2 + u^2 d\theta^2 \). Such manifold is complete, has an obvious circle action and a scalar curvature given by \( Q \). Following the argument by Schoen-Yau \([SY82]\) we can then construct an area-minimizing minimal surface \( \tilde{\Sigma} \) inside \( \bar{M} \) which is invariant under such \( S^1 \)-action. Indeed, such conclusion is implied by finding a properly embedded curve \( \xi : \mathbb{R} \to \Sigma \) which minimizes the functional \( I(\xi) = \int_{\xi} u \) on any compact sub-interval of its domain, which is done by taking the limit of \( I \)-minimizing finite segments with prescribed endpoints diverging on opposite sides of \( \Sigma \). Here and below we are, with abuse of notation, naming \( \Sigma \) a preferred copy \( \Sigma \times \{ \ast \} \hookrightarrow \bar{M} \). If we let \( \Xi \) be the support of \( \xi \), then the surface \( \Sigma = \Xi \times S^1 \) has the desired properties. Now, let \( U \) be the open, \( S^1 \)-invariant region where \( Q > 0 \): if \( \bar{\Sigma} \) intersects \( U \) then we reach a contradiction, because by Miyaoka \([Miy93]\) we know that \( \bar{\Sigma} \) has to be infinitesimally rigid, and in particular \( Q \) must vanish identically on \( \bar{\Sigma} \). The rest of the proof deals with the case when this does not happen and is aimed at embedding \( \bar{\Sigma} \) into a foliation of area-minimizing cylinders.

We let \( p \in \Sigma \cap U \) be a fixed point and consider a length-minimizing geodesic \( \gamma \) joining, inside \( \bar{M} \) (and thus necessarily on \( \Sigma \)), the surface \( \bar{\Sigma} \) to \( p \): the well-known first-order condition for minimality forces such path to meet \( \bar{\Sigma} \) orthogonally with respect to the ambient metric in \( \bar{M} \) (at a point \( p_0 \)). It is possible to find a tubular neighbourhood of (the support of) \( \gamma \) in \( \bar{M} \): thus there exists \( \varepsilon_0 > 0 \) small enough that the map \( \Psi : \mathbb{D}_{\varepsilon_0} \times [0, T] \to \bar{M} \) given by \( \Psi(x, t) = \exp_{\gamma(t)}^{\text{nor}}(x) \) is a diffeomorphism, for \( \exp^{\text{nor}} \) the restriction of the exponential map of \( \bar{M} \) to the normal bundle of the support of \( \gamma \).

For given parameters \( \zeta \) very large, \( \varepsilon \) very small (in fact smaller than \( \varepsilon_0 \) does suffice) and \( t \in [0, T] \) (for \( T \) the length of \( \gamma \)) consider the boundary \( \Gamma = \Gamma(\zeta, \varepsilon, t) \), in \( \bar{M} \), given by the disjoint union of \( \Gamma_1 \) and \( \Gamma_2 \) where:

- \( \Gamma_1 \) is the disjoint union of two circles, gotten by intersecting \( \bar{\Sigma} \) with the boundary of the geodesic ball centered at \( p_0 \) and having radius \( \zeta \);
- \( \Gamma_2 \) is the image of the restricted map \( \Psi : S_\varepsilon \times \{ t \} \to \bar{M} \).

Next, let us denote by \( \Lambda = \Lambda(\zeta, \varepsilon, t) \) a solution (in the setting, say, of integral currents) of the Plateau problem with boundary \( \Gamma \). By following verbatim the argument by Anderson and Rodriguez (see pp. 465–467 in \([AR89]\)), one can prove that for any such \( \zeta, \varepsilon, t \) the surface \( \Lambda(\zeta, \varepsilon, t) \) is connected. Thanks to well-known stability estimates and the local compactness results (see, for instance, \([Whi87]\) we can (for fixed \( t \)) first let \( \zeta \to \infty \) (getting an embedded surface with boundary \( \Lambda(\varepsilon, t) \)) and then \( \varepsilon \to 0 \) getting a punctured surface \( \Lambda(t) \) which
is embedded and not simply connected. By construction, the surface $\Lambda(t)$ is locally area-minimizing (away from $p_t = \gamma(t)$), and $p_t$ belong to its closure: these two facts together imply that it can be extended smoothly to a complete, embedded, not simply connected minimal surface $\tilde{\Sigma}(t)$.

We claim that the family $(\tilde{\Sigma}_t)_{0 < t < T}$ gives a continuous foliation of the open region $U' = \bigcup_{0 < t < T} \tilde{\Sigma}_t$, which is equivalent to saying that such family is made of disjoint leaves and depends continuously on $t$ in the sense of locally smooth convergence. For the first claim, it suffices to observe that if $\tilde{\Sigma}_{t_1}$ intersected $\tilde{\Sigma}_{t_2}$ for some $t_1 \neq t_2$ then the same would be true for $\Lambda(\zeta, \varepsilon, t_1)$ and $\Lambda(\zeta, \varepsilon, t_2)$ (for some large $\zeta$ and $\varepsilon$ small enough), which can be ruled out by a standard cut-and-paste argument, thanks to the area-minimizing assumption on the surfaces in question. For the second claim: as $t_i \to T$, the aforementioned compactness arguments give that a subsequence of $\tilde{\Sigma}_{t_i}$ converge to some surface $\Sigma^*$, and $\Sigma^*$ intersects $\tilde{\Sigma}_T$ only at the point $p_T$ hence by the strong maximum principle (as in Chapter 1 of [CM11]) such two surfaces coincide.

As a final step, we claim that each surface $\tilde{\Sigma}_t$ is in fact locally area minimizing and to prove that we will follow, once again, an idea of Anderson and Rodriguez. If the statement were not true, one could find a compact disk $D \subset \tilde{\Sigma}_t$ and a surface $D'$ with boundary $\partial D = \partial D'$ such that $\mathcal{H}^2(D') < \mathcal{H}^2(D)$. Then one could consider the first intersection point $q_1$ with $D'$ of the normal geodesic emanating from $p_t$ and construct a tiny tubular neighbourhood (of radius, say, $\delta$) of such geodesic: if we let $D_B$ be the intersection of that neighbourhhood with $\tilde{\Sigma}_t$, $D_T$ the connected component containing $q_1$ of the intersection of that neighbourhood with $D'$ and $D_L$ the portion of its boundary comprised between $D_B$ and $D_T$, we conclude that for $\delta$ small enough the surface $D_B \cup D_L \cup D' \setminus D_T$ has smaller area than $D$, which contradicts the definition of $\tilde{\Sigma}_t$.

As a result, we conclude that for any value of $t$ the surface $\tilde{\Sigma}_t$ is a stable minimal cylinder (by [FS80]) and thus infinitesimally rigid (by [Miy93]). But by construction the two open sets $U$ and $U'$ cannot be disjoint so $Q$ cannot be identically null on $\tilde{\Sigma}_{t^*}$ for some $t^* \in (0, T)$. This contradiction shows that indeed $Q$ has to vanish identically on $\Sigma$ and therefore each of its two summand has to be zero at every point, which means that $\chi = 0$ and $\mu + J(\nu) = 0$ identically on $\Sigma$. Lastly, we are in position to follow verbatim the second part of the proof of Theorem 3 in [FS80] to conclude that $\Sigma$ has to be intrinsically flat, and this was the only claim we still had to set.

\[ \square \]

4. ISOMETRIC EMBEDDING IN THE MINKOWSKI SPACETIME

We now turn to the analysis of asymptotically flat data sets. One first needs to gain a nice description at infinity for a complete stable MOTS without making use of the general results for isolated singularities of geometric variational problems, which are not at disposal for this class of surfaces because of their non-variational nature. We shall prove the following statement, of independent interest.

Proposition 4.1. Let $(M, g, k)$ be an asymptotically flat initial data set of dimension three and let $\Sigma \hookrightarrow M$ be a complete, properly embedded stable MOTS. Then each end of $\Sigma$ coincides, outside a compact set, with the graph of a function $u \in C^2(\Pi; \mathbb{R})$ having an expansion
at infinity of the form
\[ u(x') = a_{-1} \log |x'| + a_0 + O(|x'|^{-1}). \]
Here \( \{x\} \) is a set of asymptotically flat coordinates for the corresponding end of the ambient manifold \( M \), \( x' = (x^1, x^2) \) and \( \Pi \) is a linear subspace in those coordinates.

Remark 4.2. Thanks to the conclusion of Theorem 1 we know that \( \Sigma \) is conformally diffeomorphic to either the plane \( \mathbb{C} \) or the cylinder \( \mathbb{A} \) and hence, if properly embedded, it has respectively one or two ends.

Remark 4.3. It is readily checked that our argument shows that in fact the conclusion above applies to every unbounded connected component of \( \Sigma \setminus Z \) provided \( \Sigma \) is an embedded stable MOTS.

For the sake of conceptual clarity, we shall divide the proof of Proposition 4.1 in a few steps, according to the sequence of lemmata below.

**Lemma 4.4.** Every unbounded connected component of \( \Sigma \setminus Z \) (for \( Z \) the core of \( M \)) has finite total curvature and quadratic area growth.

**Proof.** This proof follows the arguments given in the first half of Section 3 of [Car13] rather closely, so we shall limit ourselves to sketch it and emphasize the differences, when they occur.

Let then \( \Sigma^i \hookrightarrow E_j \) be an unbounded connected component of \( \Sigma \setminus Z \) (for \( Z \) as in Definition 2.1). Thanks to the curvature estimates by Andersson and Metzger [AM10], the MOTS equation and decay assumption on the momentum tensor we know that for any subsequence \( \lambda_m \downarrow 0 \) there exists a subsequence (which we do not rename) such that \( \lambda_m \Sigma^i \) converges smoothly in \( \mathbb{R}^3 \setminus \{0\} \) to a stable minimal lamination \( \mathcal{L} \). We have already proven in Section 3 of [Car13] that any such lamination consists of flat planes only, in fact (up to an ambient rotation) \( \mathcal{L} = \mathbb{R}^2 \times Y \) with \( Y \subset \mathbb{R} \) closed. This implies that the decay of the second fundamental form of \( \Sigma \) can be upgraded to \( |A(x)||x| = o(1) \) as \( |x| \to \infty \), which in turn is the key to prove that, possibly removing a larger compact set, \( \Sigma^i \) consists of a finite union of (at most two, by Theorem 1) annular connected components. By this we mean that each such connected component has the topology of a half-cylinder and each large coordinate sphere in the ambient end in question shall intersect that component transversely along a circle. Thus, possibly enlarging the core \( Z \) we can certainly assume we had started with one of those annular components, that is \( \Sigma^i \) itself. Finally, arguing by contradiction by means of blow-down procedure one can see that the total curvature of \( \Sigma^i \) has to be finite and, thanks to the Coarea formula, that \( \Sigma^i \) has quadratic area growth. \(\square\)

Our next goal is to exploit all of this information in order to improve the curvature decay of \( \Sigma \), namely to prove that in fact \( |A(x)| \leq C|x|^{-1-\alpha} \) for some \( \alpha > 0 \) and, at that stage, we shall get the conclusion of Proposition 4.1 in a fairly direct way.

In order to proceed in the argument, we start by observing that the symmetrized stability inequality for \( \Sigma \) implies that given any positive \( \varepsilon \)
\[
\left( 1 - \frac{\varepsilon}{2} \right) \int_\Sigma |A|^2 \xi^2 \, d\mathcal{H}^2 \leq \int_\Sigma |\nabla \xi|^2 \, d\mathcal{H}^2 + \frac{C}{\varepsilon} \int_\Sigma \frac{1}{1 + d(p, p_0)^3} \xi^2 \, d\mathcal{H}^2
\]
for any compactly supported function \( \xi \) of class \( C^1 \).
We let from now onwards be $\Sigma^i$ an annular connected component of $\Sigma \setminus Z$ (based on the above discussion) and $\Sigma^0 \hookrightarrow (\mathbb{R}^3, \delta)$ be the corresponding submanifold in the Euclidean ambient. For simplicity of notation, we shall simply denote it by $\Sigma_0$.

By the usual comparison relation between $A$ and $A_0$, namely

\begin{equation}
|A(x) - A_0(x)|_g \leq \frac{C}{|x|^2} (|x||A(x)|_g + 1)
\end{equation}

one can deduce that in fact

\begin{equation}
(1 - \varepsilon) \int_{\Sigma_0} |A_0|^2 \xi^2 d\mathcal{H}^2 \leq \int_{\Sigma_0} |\nabla_{\Sigma_0} \xi|^2 d\mathcal{H}^2 + \frac{C}{\varepsilon} \int_{\Sigma_0} |x|^{-3} \xi^2 d\mathcal{H}^2.
\end{equation}

Here $\{x\}$ is a set of asymptotically flat coordinates for $M$ along the end in question and of course in the last inequality we are referring to the two-dimensional Hausdorff measure in $(\mathbb{R}^3, \delta)$. Without loss of generality $\Sigma_0 \subset \mathbb{R}^3 \setminus B_{r_0}$ with $\partial \Sigma_0 \subset \partial B_{r_0}$ and, correspondingly, the test function $\xi$ is required to be compactly supported in $\Sigma_0 \setminus \overline{B_{r_0}}$. For reasons that will be clear soon in the proof of the following lemma, we set from now onwards $\varepsilon = \frac{1}{6} = \frac{1}{3(n-1)}$ since $n = 3$.

**Lemma 4.5.** There exists a constant $C > 0$ which only depends on $(M, g, k)$ such that for all functions $\varphi$ that are compactly supported and vanish in a neighbourhood of $\partial B_{r_0} \hookrightarrow \mathbb{R}^3$ we have

\[ \int_{\Sigma_0} |A_0|^2 \varphi^2 d\mathcal{H}^2 \leq C \int_{\Sigma_0} (1 - (\varphi \cdot \nu_0)^2) \left| \nabla_{\Sigma_0} \varphi \right|^2 d\mathcal{H}^2 + C \int_{\Sigma_0} |x|^{-3} \varphi^2 d\mathcal{H}^2 \]

where $\varphi \in \mathbb{S}^2$ is any constant unit vector.

**Proof.** As a first step, let us set $\xi = \varphi (1 - (\varphi \cdot \nu_0)^2)^{1/2}$ in the stability inequality (4.2), with $\varphi \in \mathcal{C}^1$ and compactly supported away from $\partial \Sigma_0$: such function $\xi$ is not $\mathcal{C}^1$ itself, but locally Lipschitz (hence $\mathcal{H}^2$-a.e. differentiable) with $|\nabla_{\Sigma_0} \xi| \leq |A_0|$ and a standard approximation argument justifies its use in (4.2). In this whole proof we will use $\nabla$ in place of $\nabla_{\Sigma_0}$ and $\Delta$ in place of $\Delta_{\Sigma_0}$ in order to make the estimates more readable. Correspondingly, expanding all terms on the right-hand side we get

\[
(1 - \varepsilon) \int_{\Sigma_0} |A_0|^2 (1 - (\varphi \cdot \nu_0)^2) \varphi^2 d\mathcal{H}^2 \leq \int_{\Sigma_0} \left[ (1 - (\varphi \cdot \nu_0)^2) |\nabla \varphi|^2 + \varphi^2 \left| \nabla (1 - (\varphi \cdot \nu_0)^2)^{1/2} \right|^2 \right] d\mathcal{H}^2
\]

\[
+ 2 \int_{\Sigma_0} \varphi (1 - (\varphi \cdot \nu_0)^2)^{1/2} \nabla \varphi \cdot \nabla (1 - (\varphi \cdot \nu_0)^2)^{1/2} d\mathcal{H}^2
\]

\[
+ C \int_{\Sigma_0} |x|^{-3} \varphi^2 d\mathcal{H}^2.
\]

At that stage, we need to write the second summand on the right-hand side in a more useful way. Integration by parts gives

\[ \int_{\Sigma_0} \nabla \varphi^2 \cdot \nabla (1 - (\varphi \cdot \nu_0)^2) d\mathcal{H}^2 = \int_{\Sigma} \varphi^2 \Delta (\varphi \cdot \nu_0)^2 d\mathcal{H}^2 \]

\[ = \int_{\Sigma} \varphi^2 (1 - (\varphi \cdot \nu_0)^2)^{1/2} \left| \nabla (1 - (\varphi \cdot \nu_0)^2)^{1/2} \right|^2 d\mathcal{H}^2 \]

\[ - \int_{\Sigma} \varphi^2 \Delta (\varphi \cdot \nu_0)^2 d\mathcal{H}^2 \]

\[ = \int_{\Sigma} \varphi^2 (1 - (\varphi \cdot \nu_0)^2)^{1/2} \left| \nabla (1 - (\varphi \cdot \nu_0)^2)^{1/2} \right|^2 d\mathcal{H}^2 \]

\[ - \int_{\Sigma} \varphi^2 \Delta (\varphi \cdot \nu_0)^2 d\mathcal{H}^2 \]

\[ = \int_{\Sigma} \varphi^2 (1 - (\varphi \cdot \nu_0)^2)^{1/2} \left| \nabla (1 - (\varphi \cdot \nu_0)^2)^{1/2} \right|^2 d\mathcal{H}^2 \]

\[ - \int_{\Sigma} \varphi^2 \Delta (\varphi \cdot \nu_0)^2 d\mathcal{H}^2 \]

\[ = \int_{\Sigma} \varphi^2 (1 - (\varphi \cdot \nu_0)^2)^{1/2} \left| \nabla (1 - (\varphi \cdot \nu_0)^2)^{1/2} \right|^2 d\mathcal{H}^2 \]

\[ - \int_{\Sigma} \varphi^2 \Delta (\varphi \cdot \nu_0)^2 d\mathcal{H}^2 \]

\[ = \int_{\Sigma} \varphi^2 (1 - (\varphi \cdot \nu_0)^2)^{1/2} \left| \nabla (1 - (\varphi \cdot \nu_0)^2)^{1/2} \right|^2 d\mathcal{H}^2 \]

\[ - \int_{\Sigma} \varphi^2 \Delta (\varphi \cdot \nu_0)^2 d\mathcal{H}^2 \]

\[ = \int_{\Sigma} \varphi^2 (1 - (\varphi \cdot \nu_0)^2)^{1/2} \left| \nabla (1 - (\varphi \cdot \nu_0)^2)^{1/2} \right|^2 d\mathcal{H}^2 \]

\[ - \int_{\Sigma} \varphi^2 \Delta (\varphi \cdot \nu_0)^2 d\mathcal{H}^2 \]
and since (due to the Codazzi equation)
\[ \Delta(\tau \cdot \nu_0)^2 = 2|\nabla \nu_0 \cdot \tau|^2 - 2|A_0|^2(\tau \cdot \nu_0)^2 + 2 \sum_i \tau_i(H_0)(\tau_i \cdot \tau)(\tau \cdot \nu_0) \]
we come up with the functional inequality
\[
(1 - \varepsilon) \int_{\Sigma_0} |A_0|^2 \varphi^2 \, d\mathcal{H}^2 \leq C \int_{\Sigma_0} (1 - (\tau \cdot \nu_0)^2)|\nabla \varphi|^2 \, d\mathcal{H}^2 \\
+ \int_{\Sigma_0} \varphi^2 \left( |\nabla \nu_0 \cdot \tau|^2 + |\nabla (1 - (\tau \cdot \nu_0)^2)^{1/2}|^2 \right) \, d\mathcal{H}^2 \\
+ \int_{\Sigma_0} \varphi^2 \sum_i \tau_i(H_0)(\tau_i \cdot \tau)(\tau \cdot \nu_0) \, d\mathcal{H}^2 + C \int_{\Sigma_0} |x|^{-3} \varphi^2 \, d\mathcal{H}^2.
\]
Notice that here and above \( \{\tau_i\} \) is just a local orthonormal basis for the tangent space to \( \Sigma_0 \). Now, since in fact
\[
|\nabla \nu_0 \cdot \tau|^2 + \left| \nabla (1 - (\tau \cdot \nu_0)^2)^{1/2} \right|^2 = \frac{|\nabla \nu_0 \cdot \tau|^2}{1 - (\nu_0 \cdot \tau)^2}
\]
we can follow, almost verbatim, the proof of Lemma 1 in [SS81] in order to get the pointwise geometric inequality
\[
|A_0|^2 - \frac{|\nabla \nu_0 \cdot \tau|^2}{1 - (\nu_0 \cdot \tau)^2} \geq \frac{1}{n - 1}|A_0|^2 - \frac{2}{n - 1}|A_0||H_0|
\]
(that in our case we specify with \( n = 3 \)) which implies
\[
\frac{1}{3} \int_{\Sigma_0} |A_0|^2 \varphi^2 \, d\mathcal{H}^2 \leq C \int_{\Sigma_0} (1 - (\tau \cdot \nu_0)^2)|\nabla \varphi|^2 \, d\mathcal{H}^2 \\
+ \int_{\Sigma_0} \varphi^2 \sum_i \tau_i(H_0)(\tau_i \cdot \tau)(\tau \cdot \nu_0) \, d\mathcal{H}^2 + \int_{\Sigma_0} |A_0||H_0| \, d\mathcal{H}^2 \\
+ C \int_{\Sigma_0} |x|^{-3} \varphi^2 \, d\mathcal{H}^2.
\]
Integrating by parts the second summand on the right-hand side of the previous inequality and applying the usual algebraic manipulations to absorb the terms involving the second fundamental form \( A_0 \) on the left-hand side we conclude
\[
\int_{\Sigma_0} |A_0|^2 \varphi^2 \, d\mathcal{H}^2 \leq C \int_{\Sigma_0} (1 - (\tau \cdot \nu_0)^2)|\nabla \varphi|^2 \, d\mathcal{H}^2 + C \int_{\Sigma_0} |x|^{-3} \varphi^2 \, d\mathcal{H}^2
\]
which is precisely the inequality we were supposed to prove. \( \square \)

As this point, the strategy is to combine this improved inequality with a Poincaré-type inequality in order to prove that the outer total curvature \( \int_{\Sigma_0 \setminus B_\varepsilon} |A_0|^2 \, d\mathcal{H}^2 \) decays like a negative power of \( \sigma \) as we let \( \sigma \) go to infinity. At that stage, this integral estimate will be turned into a pointwise estimate by means of the De Giorgi lemma.

As a preliminary remark, we observe that the improved decay estimate \( |A_0(x)| \leq o(1)|x|^{-1} \) (which follows from the proof of Lemma 4.4 together with (4.1)) implies via a standard graphicality lemma (as in Chapter 2 of [CM11]) that for any \( \sigma \) large enough \( \Sigma_0 \) can be described, in the Euclidean annulus of radii \( \sigma \) and \( 2\sigma \) as a graph over a coordinate plane.
Specifically, for any such $\sigma$ and there exists a plane $\Pi = \Sigma^{(\sigma)}$ in coordinates $\{x\}$ and a suitably smooth function $v = v^{(\sigma)} : \Pi \to \mathbb{R}$ whose graph coincides with $\Sigma_0$ in the aforementioned ambient annulus.

**Lemma 4.6.** Let $\Sigma_0 \hookrightarrow (\mathbb{R}^3, \delta)$ be as above. Then there exist constants $\alpha > 0$ and $C$ such that

$$J(\sigma) = \int_{\Sigma_0 \setminus B_\sigma} |A_0|^2 \, d\mathcal{H}^2 \leq C\sigma^{-2\alpha}.$$  

**Proof.** Thanks to Lemma A.1 in [Car13] it suffices to show that there exist two constants $\theta \in (0, 1)$ and $\xi > 0$ such that

$$J(2\sigma) \leq \theta J(\sigma) + \xi \sigma^{-1}.$$  

Given any $\sigma > r_0$, we would like to consider the improved stability inequality (Lemma 4.5) with $\varphi_\sigma$ a $C^1$ function which vanishes in $B_\sigma$, is equal to one outside of $B_{2\sigma}$ and increases linearly for $\sigma \leq r \leq 2\sigma$. Obviously, any such function is not compactly supported, yet this choice can easily be justified considering a suitable sequence of functions monotonically increasing to $\varphi_\sigma$ and applying, once again, a logarithmic cut-off trick. This strongly makes use of the conclusion we got in Lemma 4.4, namely quadratic area growth and finiteness of the total curvature. The details are rather standard and we omit them here. As a result, we obtain

$$\int_{\Sigma_0 \setminus B_{\lambda\sigma}} |A_0|^2 \, d\mathcal{H}^2 \leq 2C\sigma^{-2} \int_{\Sigma_0 \cap (B_{2\sigma} \setminus B_\sigma)} \left(1 - (\varphi \cdot v_0)^2\right) \, d\mathcal{H}^2 + C\sigma^{-1}$$  

and our strategy now is to combine it with a Poincaré-Wirtinger inequality.

We can find an upper bound on the first term on the right-hand side as follows: since trivially

$$1 - (\varphi \cdot v_0)^2 = \frac{1}{4} |\varphi - v_0|^2 |\varphi + v_0|^2 \leq |\varphi - v_0|^2,$$

we have

$$\sigma^{-2} \int_{\Sigma_0 \cap (B_{2\sigma} \setminus B_\sigma)} \left(1 - (\varphi \cdot v_0)^2\right) \, d\mathcal{H}^2 \leq \sigma^{-2} \int_{\Sigma_0 \cap (B_{2\sigma} \setminus B_\sigma)} |\varphi - v_0|^2 \, d\mathcal{H}^2.$$  

Let then $v_0^{(\sigma)}$ be the average of $v_0$ on such $\Sigma_0 \cap B_{2\sigma} \setminus B_\sigma$: clearly $v_0^{(\sigma)}$ does not need to be a unit vector in general, but still the following pointwise inequality holds

$$\left|v_0 - \frac{v_0^{(\sigma)}}{\mathcal{V}_0^{(\sigma)}}\right| \leq \left|v_0 - v_0^{(\sigma)}\right| + \left|\frac{v_0^{(\sigma)}}{\mathcal{V}_0^{(\sigma)}} - v_0^{(\sigma)}\right| \leq 2 \left|v_0 - v_0^{(\sigma)}\right|$$  

and therefore (letting $\mathcal{V} = v_0^{(\sigma)}$)

$$\sigma^{-2} \int_{\Gamma^{(i)}} |\mathcal{V} - v_0|^2 \, d\mathcal{H}^2 \leq 4\sigma^{-2} \int_{\Gamma^{(i)}} \left|v_0 - v_0^{(\sigma)}\right|^2 \, d\mathcal{H}^2.$$  

By the Area Formula we can rewrite the previous integral as

$$\int_{\Sigma_0 \cap B_{2\sigma} \setminus B_\sigma} \left|v_0 - v_0^{(\sigma)}\right|^2 \, d\mathcal{H}^2 = \int_{\text{proj}(\Sigma_0 \cap B_{2\sigma} \setminus B_\sigma)} \left|v_0 \circ \nu - v_0^{(\sigma)}\right|^2 \text{Jac}(\nu) \, d\mathcal{L}^2.$$
where $\text{proj} : \Sigma_0 \to \Pi$ is the Euclidean orthogonal projection and clearly for the Jacobian $\text{Jac}(v) = \sqrt{1 + |\nabla v|^2}$. Thanks to the locally uniform bounds for these graphical components (again: as in Chapter 2 of [CM11]), one easily gets that

$$
\int_{\text{proj}(\Sigma_0 \cap B_{2\sigma}\setminus B_{\sigma})} \left| \nu_0 \circ v - \nu_0^{(\sigma)} \right|^2 \text{Jac}(v) \, d\mathcal{L}^2 \leq C \int_{\text{proj}(\Sigma_0 \cap B_{2\sigma}\setminus B_{\sigma})} \left| \nu_0 \circ v - \nu_0^{(\sigma)} \right|^2 d\mathcal{L}^2
$$

$$
\leq C\sigma^2 \int_{\text{proj}(\Sigma_0 \cap B_{2\sigma}\setminus B_{\sigma})} |\nabla \Sigma_0 \nu_0 \circ v|^2 \, d\mathcal{L}^2 \leq C\sigma^2 \int_{\Sigma_0 \cap B_{2\sigma}\setminus B_{\sigma}} |A_0|^2 \, d\mathcal{H}^2
$$

and hence we come to the final estimate

$$
\int_{\Sigma_0 \setminus B_{2\sigma}} |A_0|^2 \, d\mathcal{H}^2 \leq C \int_{\Sigma_0 \cap B_{2\sigma}\setminus B_{\sigma}} |A_0|^2 \, d\mathcal{H}^2 + C\sigma^{-1}.
$$

This is nothing but

$$
J(2\sigma) \leq C \left( J(\sigma) - J(2\sigma) \right) + C\sigma^{-1}
$$

or, equivalently

$$
J(2\sigma) \leq \frac{C}{1 + C} J(\sigma) + \frac{C}{1 + C} \sigma^{-1}
$$

and our claim follows by setting $\theta = \xi = C (1 + C)^{-1}$. \qed

At this point, we want to turn the previous integral estimate into an improved pointwise estimate. To that aim, we need an adaptation of one basic fact of the De Giorgi-Nash theory, the subsolution estimate, which is discussed in Appendix A. In order to apply Proposition A.1 we also recall in Appendix B a general Simons’ type inequality for surfaces in $(\mathbb{R}^3, \delta)$.

We shall now make use of these results in order to complete the proof of Proposition 4.1.

Proof. Thanks to Lemma B.1, the MOTS equation and the Schoen-type decay estimate by Andersson-Metzger we get

$$
\Delta_{\Sigma_0} |A_0|^2 \geq -\frac{C}{|x|^5} - 4 |A_0|^4, \quad \forall \ |x| = r > 2r_*
$$

It follows at once, by trivial manipulations, that one can choose a positive constant $\tilde{C} > 0$ independent of $\tilde{x}$ (and where $\tilde{r} = |\tilde{x}|/2$) such that the function

$$
u = \tilde{r}^{-5/2} + |A_0|^2
$$

satisfies a functional inequality of the form (A.1), specifically

$$
\Delta_{\Sigma_0} u \geq -\tilde{C} \left( \tilde{r}^{-5/2} + |A_0|^2 \right) u, \quad x \in B_{\tilde{r}}(\tilde{x}).
$$

As a result, we are in position to apply our De Giorgi-Nash inequality, Proposition A.1 to the function $u$, for $p = 1$ and $\theta = 1/2$ thus obtaining (via the integral estimate Lemma 4.6) for $\tilde{r} > r_*$

$$
\sup_{B_{\tilde{r}/2}(\tilde{x})} |A_0| \leq C \left( \frac{1}{\tilde{r}^{2}} \int_{B_{\tilde{r}}(\tilde{x})} \left( \tilde{r}^{-5/2} + |A_0|^2 \right) d\mathcal{H}^2 \right)^{1/2} \leq C \tilde{r}^{-1 - \min\{1/4, \alpha\}}.
$$
The crucial remark here is that the constant $C$ in the final estimate can be chosen independently of $\tilde{r}$ (to greater extend of $\dot{r}$) because the same assertion is true for $C'$ (see the statement of Theorem A.1) since

$$\tilde{r}^{2(1-\frac{1}{2+\varepsilon})} \left( \int_{B^0_{\tilde{r}}(\hat{x})} \left( \tilde{r}^{-5/2} + |A_0|^2 \right)^{1+\varepsilon} d\mathcal{H}^2 \right)^{1/(2(1+\varepsilon))}$$

is uniformly bounded as long as $\varepsilon$ is chosen small enough, precisely $\varepsilon < \min \{1/8, \alpha/2\}$. As a result we conclude that

$$\sup_{B^0_{\tilde{r}/2}(\hat{x})} |A_0| \leq C\tilde{r}^{-1-\alpha'}, \quad \alpha' = \min \{1/4, \alpha\}$$

and therefore, as a special case

$$|A_0(x)\hat{x}| \leq C|x|^{-1-\alpha'}, \quad \forall \hat{x} \in \Sigma \setminus B_{2\tilde{r}}.$$

This improved decay estimate on the second fundamental form implies at once (due to its radial integrability) that the tangent cone to $\Sigma$ at infinity is unique and hence, possibly taking a smooth extension inside a compact set, we can assume that there exist $\Pi$ and $u \in C^2(\Pi; \mathbb{R})$ such that $\Sigma_0$ coincides with its graph, at least outside of a suitably large ball. Furthermore, we have that

$$\nabla u = O(|x'|^{-\alpha'}), \quad \nabla^2 u = O(|x'|^{-1-\alpha'}).$$

At this stage a bootstrap argument (as in [Car13]) based on linear PDE theory in $\mathbb{R}^2$ allows first to improve the decay rate up to the optimal threshold $\alpha' = 1$ and second to conclude that indeed

$$u(x') = a_{-1} \log |x'| + a_0 + O(|x'|^{-1})$$

as we let $|x'| \to \infty$. \hfill $\square$

Lastly, we are now in position to give the proof of Theorem 2 and deduce that an initial data set having boosted harmonic asymptotics and containing a properly embedded stable MOTS must isometrically embed in $(\mathbb{M}, \eta)$ as a spacelike slice.

**Proof.** Because of the stability comparison theorem by Galloway-Schoen (Proposition 2.9) we know that for any test function $\phi \in W^{1,2}(\Sigma)$ the following functional inequality is satisfied:

$$\int_{\Sigma} \left[ \mu + J(\nu) + \frac{1}{2} |\chi|^2 \right] \phi^2 d\mathcal{H}^2 \leq \int_{\Sigma} |\nabla_\Sigma \phi|^2 d\mathcal{H}^2 + \int_{\Sigma} K \phi^2 d\mathcal{H}^2.$$

The conclusion of Proposition 4.1 concerning the structure at infinity of $\Sigma$, together with the well-known result by Shiohama [Shi85] concerning the Gauss-Bonnet theorem for open manifolds give that

$$\int_{\Sigma} K = 2\pi [\chi(\Sigma) - N']$$

for $N'$ the total number of ends of $\Sigma$. Applying the logarithmic cut-off trick to our inequality (which is legitimate because of Lemma 3.4) and combining it with the previous equation, we must conclude that $\Sigma \simeq \mathbb{R}^2$, and that $\mu + J(\nu) = 0$, $\chi = 0$ identically on $\Sigma$. That being said, one can follow once more the argument by Fischer-Colbrie and Schoen to get to the
conclusion that Σ has to be intrinsically flat, namely its Gauss curvature is zero at every point.

Let us denote by \( y^1, y^2 \) Euclidean coordinates on \( \Pi \) and let them be completed to an asymptotically flat set of coordinates \( \{ y \} \) for \( \mathbb{R}^3 \). Also, let \( C \in SO(3) \) be the (Euclidean) isometry relating \( \{ x \} \) and \( \{ y \} \), so that the tangent vectors to \( \Sigma \) have \( \{ x \} \)-coordinates given by \( (w_l)^i = c^i_j (v_l)^j \) for \( l = 1, 2 \) where clearly

\[
v_1 = \begin{pmatrix} 1 \\ 0 \\ \partial_y u \end{pmatrix}, \quad v_2 = \begin{pmatrix} 0 \\ 1 \\ \partial_y u \end{pmatrix}.
\]

The metric \( \overline{g} \) induced on \( \Sigma \) by the ambient metric \( g \) has, in terms of the matrix \( C \) (and using the decay properties of \( u \)) an asymptotic expansion of the form

\[
g(v_i, v_j) = \overline{g}_{ij} = \delta_{ij} + \frac{K}{r(y)} \omega_{ij} + O_2(|r(y)|^{-2})
\]

with \( r^2(y) = \sum_{i=1}^2 \zeta_i^2 (y^i)^2 + \zeta_3^2 u^2(y) \) and \( \omega_{ij} = \sum_{i=1}^3 (c^i_l) (c^j_l) \beta_i^3 \). In particular, let us emphasize that \( \omega_{ii} > 0 \) for any choice of the index \( i \) due to the fact that \( C \in SO(3) \). We can easily determine the Christoffel symbols of \( \overline{g} \)

\[
\Gamma^k_{ij} = -\frac{K}{2} \sum_{p=1}^2 \delta^{kp} \left( \frac{\omega_{ip} \zeta_p^2 y^j + \omega_{jp} \zeta_p^2 y^i - \omega_{ij} \zeta_p^2 y^p}{r^3(y)} \right) + O_1(|r(y)|^{-3})
\]

and thus one can differentiate further and get

\[
\Gamma^k_{ij,l} = -\frac{K}{2} \sum_{p=1}^2 \delta^{kp} \left[ \frac{\omega_{ip} \zeta_p^2 \delta_i^l + \omega_{jp} \zeta_p^2 \delta_p^l - \omega_{ij} \zeta_p^2 \delta_p^p}{r^3(y)} - 3 \frac{\omega_{ip} \zeta_p^2 \zeta_l^i y^j y^l + \omega_{jp} \zeta_p^2 \zeta_l^i y^i y^l - \omega_{ij} \zeta_p^2 \zeta_p^2 y^p y^l}{r^5(y)} \right] + O \left(|r(y)|^{-4}\right).
\]

It follows that the expression of the scalar curvature of \( \Sigma \) is given, in these coordinates, by

\[
R_{\Sigma} = \overline{g}^{ij} \left( \Gamma^k_{ij,k} - \Gamma^k_{ik,j} \right) + O(|r(y)|^{-4})
\]

\[
= -K \sum_{i \neq k} \left[ \frac{-\omega_{il} \zeta_l^2}{r^3(y)} - 3 \frac{\omega_{ik} \zeta_k^2 \zeta_l^i y^j y^l - \omega_{il} \zeta_k^2 (y^j)^2}{r^5(y)} \right] + O(|r(y)|^{-4})
\]

so that we can conveniently rewrite it in the final form

\[
R_{\Sigma} = -\frac{K}{r^3(y)} \left[ -\omega_{11} \zeta_2^2 - \omega_{22} \zeta_1^2 - \frac{3}{r^2(y)} \left( 2\omega_{12} \zeta_1^2 \zeta_2 y^1 y^2 - \omega_{11} (\zeta_2 y^2)^2 - \omega_{22} (\zeta_1 y^1)^2 \right) \right] + O(|r(y)|^{-4}).
\]

Now, we know that \( R_{\Sigma} \) is identically equal to zero and therefore this is true, as a special case, on the coordinate line where \( y^2 = 0 \): the expansion of the scalar curvature along that path is given by

\[
R_{\Sigma} = -\frac{K}{r^3(y)} \left[ -\omega_{11} \zeta_2^2 - \omega_{22} \zeta_1^2 + \frac{3}{(\zeta_1 y^1)^2} \left( \omega_{22} (\zeta_1 y^1)^2 \right) \right] + O(|y|^{-4})
\]
so if \( K \) were not zero by letting \( |y| \to \infty \) we would get the algebraic condition \( 2\omega_{22}z_2^2 = \omega_{11}z_1^2 \). Considering, symmetrically, the coordinate line where \( y^1 = 0 \) we would be led to the system

\[
\begin{align*}
2\omega_{11}z_2^2 &= \omega_{22}z_1^2 \\
2\omega_{22}z_1^2 &= \omega_{11}z_2^2
\end{align*}
\]

and hence, by comparison, we would get the conclusion \( \omega_{11}z_2^2 = \omega_{22}z_1^2 = 0 \), contradiction. Thus we necessarily have \( K = 0 \) and then (keeping in mind Definition 2.3) this implies that the ADM energy of the metric \( g \) of the initial data set \((M, g, k)\) is zero and so, thanks to the rigidity statement in Theorem 2.6, this forces \((M, g, k)\) to isometrically embed as a spacelike slice in the Minkowski model \((\mathbb{M}, \eta)\), which is what we had to prove.

\[\square\]

**Appendix A. A De Giorgi-Nash estimate**

We shall state and briefly discuss here an almost immediate adaptation of a fundamental result by De Giorgi and Nash to complete surfaces in the Euclidean that are not necessarily minimal.

**Proposition A.1.** Let \( \Sigma_0 \) be as in Section 4. For \( x_0 \in \Sigma_0 \) and \( r > 2r_0 \), let \( B^{\Sigma_0}_{r}(x_0) \) be the intrinsic ball of center \( x_0 \) with \( |x_0| = 2r \) and radius \( r \) on \( \Sigma_0 \). Suppose \( u \in W^{1,2}(B^{\Sigma_0}_{r}(x_0)) \) is non-negative, locally bounded and weakly satisfies

\[
\Delta_{\Sigma_0} u + au \geq 0
\]

and that there exists \( \varepsilon > 0 \) such that

\[
r^{-2} \int_{B^{\Sigma_0}_{r}(x_0)} |a|^{1/2} \leq C'.
\]

Then there exists \( r_* \) such that when \( r > r_* \) the following statement holds: for every \( \theta \in (0, 1) \) and \( p > 0 \) there exists a constant \( C \) such that

\[
\sup_{B^{\Sigma_0}_{\theta r}(x_0)} u \leq C \left( r^{-2} \int_{B^{\Sigma_0}_{r}(x_0)} u^p \, dH^2 \right)^{1/p}
\]

where \( C = C(\theta, p, C') \).

Let us describe how the general well-known proof for Euclidean balls can be adapted to our setting. The argument to prove Theorem A.1 when \( \Omega \subset \mathbb{R}^d \) a bounded regular domain, is based on the Sobolev inequality

\[
\int_{\Omega} \left( |u|^d \frac{d-p}{d} \right)^{\frac{d-p}{d}} d\mathcal{L}^d \leq C(d, p) \int_{\Omega} |\nabla u|^d \, d\mathcal{L}^d
\]

for \( u \in W^{1,p}_0(\Omega) \). In turn, this general version can easily be deduced from the case \( p = 1 \) namely

\[
\int_{\Omega} \left( |u|^{d-1} \right)^{\frac{d-1}{d}} d\mathcal{L}^d \leq C(d) \int_{\Omega} |\nabla u| \, d\mathcal{L}^d
\]

by replacing the function \( u \) by \( |u|^{(d-1)p} \) and recalling the basic fact that \( D|u| = (\text{sgn} u)|Du| \) for \( \mathcal{L}^d \)-a.e. point \( x \in \Omega \subset \mathbb{R}^d \). When \( \Sigma_0 \hookrightarrow (\mathbb{R}^3, \delta) \) is a minimal surface and \( \Omega = B^{\Sigma_0}_{r}(x) \)
then inequalities like (A.3) (and hence (A.2)) still hold true, while if \( \Sigma_0 \) is only known to be, say, a smooth submanifold (A.3) with locally bounded mean curvature then they should be replaced by the Michael-Simon inequality (see [MS73] and [HS74] for this extended version):

\[
\int_{B^0_{\tau}(x)} (|u|^2)^{1/2} \, d\mathcal{H}^2 \leq C \int_{B^0_{\tau}(x)} (|\nabla_{\Sigma_0} u| + |H_0| |u|) \, d\mathcal{H}^2.
\]

But notice that, by applying the Cauchy-Schwarz inequality on the second summand of the right-hand side we get

\[
\int_{B^0_{\tau}(x)} (|u|^2)^{1/2} \, d\mathcal{H}^2 \leq C \left[ \int_{B^0_{\tau}(x)} |\nabla_{\Sigma_0} u| \, d\mathcal{H}^2 + \left( \int_{B^0_{\tau}(x)} |H_0|^2 \, d\mathcal{H}^2 \right)^{1/2} \left( \int_{B^0_{\tau}(x)} |u|^2 \, d\mathcal{H}^2 \right)^{1/2} \right]
\]

and hence, thanks to the MOTS equation satisfied by \( \Sigma_0 \) and the usual comparison relations for \( H, H_0 \) we can find \( \tau_* \) so that

\[
\int_{B^0_{\tau}(x)} (|u|^2)^{1/2} \, d\mathcal{H}^2 \leq C \int_{B^0_{\tau}(x)} |\nabla_{\Sigma_0} u| \, d\mathcal{H}^2
\]

whenever \( |x| > 2\tau_* \) and \( u \in \mathcal{W}^{1,1}_0 (B^0_{\tau}(x)) \). Therefore, we can deduce (A.2) from this and at that point follow, with very minor variations, the standard Euclidean proof of Theorem A.1 (see, for instance Theorem 5.3.1 in [Mor66]).

**Appendix B. A Simons’ inequality for general surfaces**

**Lemma B.1.** Let \( \Sigma_0 \hookrightarrow (\mathbb{R}^3, \delta) \) any immersed surface. Then

\[
\Delta_{\Sigma_0} |A_0|^2 \geq -2 |\nabla_{\Sigma_0} H_0 | |A_0| - 4 |A_0|^4 + 2 |\nabla_{\Sigma_0} A_0| ^2.
\]

**Proof.** The proof of this Lemma is a variation on the well-known argument by J. Simons. Indeed, working with a local basis \( \{\tau_1, \tau_2\} \) we get by the Gauss and Codazzi equations the identity

\[
a_{ik,jk} = a_{ik,kj} + \sum_m (a_{ki} a_{jm} - a_{ji} a_{km}) a_{mk} + \sum_m (a_{kk} a_{jm} - a_{jk} a_{km}) a_{mi}
\]

and hence

\[
\frac{1}{2} \Delta_{\Sigma_0} |A_0|^2 = \sum_{i,j} a_{ij} \Delta_{\Sigma_0} a_{ij} + \sum_{i,j} |\nabla_{\Sigma_0} a_{ij}|^2 = \sum_{i,j,k} a_{ij} a_{ij,k} + \sum_{i,j,k} a_{ij,k}^2 = \sum_{i,j,k} a_{ij} a_{ik,kj} + \sum_{i,j,k} a_{ij,k}^2
\]

\[
= \sum_{i,j,k} a_{ij} a_{kk,ij} + \sum_{i,j,k,m} a_{ij} (a_{kj} a_{jm} - a_{ji} a_{km}) a_{mk} + \sum_{i,j,k,m} a_{ij} (a_{kk} a_{jm} - a_{jk} a_{km}) a_{mi} + \sum_{i,j,k} a_{ij,k}^2
\]

\[
\geq - |\nabla_{\Sigma_0} \nabla_{\Sigma_0} H_0 | |A_0| - 2 |A_0|^4 + |\nabla_{\Sigma_0} A_0| ^2
\]

where in the last step we have used the Cauchy-Schwarz inequality. The claim follows at once. \( \square \)
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