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ABSTRACT

Fatigue-induced damage is still one of the most uncertain failures in structural systems. Prognostic health monitoring together with surrogate models can help to predict the fatigue life of a structure. This paper demonstrates how to combine data from previously observed crack evolutions with data from the currently observed structure in order to predict crack growth and the total fatigue life. We show the application of one physics-based model, which is based on Paris’ law, and four mathematical surrogate models: recurrent neural networks, Gaussian process regression, k-nearest neighbors, and support vector regression. For a coupon test, we predict the time to failure and the crack growth with confidence intervals. Moreover, we compare the performance of all proposed models by the mean absolute error, coefficient of determination, mean of log-likelihood, and their confidence intervals. The results show that the best mathematical surrogate models are Gaussian process regression and recurrent neural networks. Furthermore, this paper shows that the mathematical surrogate models tend to have conservative confidence intervals, whereas the physics-based model exhibits overly optimistic (too small) confidence intervals.

1. Introduction

Motivation. Fatigue-induced damage is still one of the most uncertain failures in structures [1]. Since this type of damage is difficult to compute precisely, inspection intervals for assuring the health of a structure cannot be scheduled perfectly. As seen recently, a big aircraft manufacturer is facing fatigue problems, where cracks occurred earlier than expected, which led to many recalls for inspection purposes [2]. This example shows that there is a need for methods in order to reduce these fatigue damage uncertainties.

Prognostic health monitoring could help to reduce this problem. The idea is to use machine learning algorithms to learn the fatigue behavior of a structural system through the previously collected data in order to predict the time to failure. Then, with the trained model, inspections can be scheduled for every structure individually and more precisely. However, these models are often not applied yet, e.g. in the aerospace industry.

Purpose and Concept. Figure 1 illustrates the concept of this paper. Herein, the predictions are based on two different types of data: first, data from tests with different specimens covering the entire fatigue life until failure (referred to as data set 1). Second, measurement data of the structure while being monitored (referred to as data set 2). Most publications relate their predictions only on data set 2. However, often there is a data set 1 available, e.g. the collected data during the development process. Since data set 2 provides valuable information about the structural system, we present the application of one physics-based model (PBM) and four mathematical surrogate models, namely recurrent neural networks (RNN), Gaussian process regression (GPR), k-nearest neighbors (KNN), and support vector regression (SVR), which are based on both data set types. After applying the surrogate models to a crack growth data set, we compare the accuracy of them.

For our study, the data set is divided into two sets: the training set, represented by data set 1, which is used to train the models, and the test set, which is data set 2 and considered as the currently collected data for monitoring the structure. This data serves as the input for the models and is also used to quantify the performance of the trained models. Data set 2 can be supplied sequentially to the models, which leads to a continuously updated fatigue life prediction. The models are trained and tested using a set of crack growth measurement data, published by Virkler [3].
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Following this introduction section, the paper presents a literature review and describes the crack growth data set afterwards. In the fourth and the fifth sections, the mathematical surrogate models and the PBM are explained. Section 6 compares the performance of the results. In the last two sections, these results are discussed and summarized.

2. Literature Review

Due to the increasing research in fields such as supervised machine learning, surrogate modeling and uncertainty quantification, many researchers have recently proposed different types of models for predicting fatigue life \[4\]. For example in \[5\], the authors predict the remaining useful life of a turbofan engine with RNN and the authors of \[6\] use RNN in order to predict the fatigue crack growth. In contrast to both papers, we use RNN as a mixture density model \[7\] in order to additionally obtain confidence intervals of the predicted time to failure. In \[8\], RNN is combined with a particle filter which also leads to a probabilistic prediction. However, using a particle filter requires physical knowledge about the structural system. As the estimated parameters of the physical behavior are not updated, and thus differ from the actual ones, the model leads to poor predictions.

The GPR model has recently been used frequently for probabilistic predictions. Mohanty et al. \[9\] measure the fatigue cycles, minimum load, maximum load, and load ratio and uses GPR to predict the current crack length of a compact-tension specimen. They assume a non-stationary multi-layer perceptron covariance function, whose hyperparameters are optimized by minimizing the negative log-likelihood. Moreover, Kwon et al. \[10\] utilize GPR to predict the remaining useful life of solder joints using radio-frequency impedance. They assume a squared exponential covariance function and train it with data set type 2. Hong and Zhou \[11\] also make assumptions about the covariance function (also called kernel). In \[11\], they use three different covariance functions, namely squared exponential, Matern class and a new type based on neural networks, and are able to predict the next period of the system response of a rolling element bearing. All previously mentioned papers have in common that the used GPR models have a limited look-ahead time. Therefore, Liu et al. \[12\] aim to overcome the limited look-ahead time by introducing a linear and a quadratic mean function and predict the health state of a lithium-ion battery using GPR. For this purpose, they add new hyperparameters which have to be optimized. Therefore, they need many current data points before they can start the prediction. In their study, they need 100 data points in order to predict the upcoming 68 events. To overcome the limited look-ahead time and/or a poor prediction quality (which is a result of a poorly prescribed kernel), we additionally consider previous data, which is illustrated in Figure 1. Since we know that the kernel must be different from the ones usually used (see Figure 2), we approximate it by computing the covariance matrix of the previously collected data. This covariance matrix can be interpolated by a mathematical surrogate model for predicting points between the collected input states. Therefore, no assumptions about the kernel need to be made, which leads to an unlimited look-ahead time and to a model that is usable from the first collected data point of type 2.

Additionally, we enable a KNN model \[13\] to predict the probabilistic crack growth behavior. This type of mathematical surrogate model has also been used in the context of health monitoring, e.g. in \[14\] they use KNN in order to detect anomalies in a cooling fan with ball bearings. In \[15\], the author uses KNN to identify five different gear crack levels. However, in the present paper, we use this model to predict the entire crack growth trajectory and the fatigue...
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**Trained squared exponential kernel**
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Figure 2: Comparison of kernels trained on Virkler crack growth data. Trained kernels do not match the computed covariance matrix and thus are not able to represent the system behavior correctly.

Moreover, SVR has been used to predict the fatigue life of a structure. For example in [16], the authors predict the remaining useful life of an aero-propulsion system with SVR, and in [17] they use XFEM and SVR to predict the fatigue crack growth. In the present paper, we combine SVR with a KNN error estimator for additionally obtaining confidence intervals.

3. Sequential Data of Crack Growth

To apply models on a prognostic health monitoring example, a sequential data set, which shows the deterioration of the structure, has to be collected in advance. Methods for sensor placing can be found, for example, in [18, 19, 20] and examples for finding the most appropriate sensors for the condition indicator in [21, 22]. It is possible to combine measurement data into a single condition indicator, a so-called damage index. Herein, a crack growth example is considered, where the crack length $a$ serves as the damage index.

The measurements of the used data set were performed by Virkler in 1977 [3]. The 68 test specimens with a total width of $W = 152.4$ mm were made of aluminum 2024-T3, which is a widely used material in the aerospace industry. The center-cracked plates with an initial half crack length of $a_0 = 9$ mm were tested under a constant amplitude loading with a stress range of $\Delta \sigma_{\infty} = 48.26$ MPa until a final half crack length of $a_f = 49.8$ mm was reached. In this study, the final fracture is assumed to occur at this final crack length. During the test, the number of cycles was measured every $\Delta a = 0.2$ mm until $a = 36.2$ mm, every $\Delta a = 0.4$ mm until $a = 44.2$ mm, and every $\Delta a = 0.8$ mm until $a = 49.8$ mm. Therefore, each crack growth trajectory consists of 164 data points (number of cycles). To reduce the sources of uncertainty, all specimens were taken from the same sheet of aluminum. Moreover, all tests were conducted by one single operator on the same test machine. Due to the scatter in material properties, the number of cycles at the final crack length $N_f$ varied. Figure 3 and 4 show the crack growth data set and the test setting, respectively.

In order to represent data set 1 and 2, the data is split into two sets: a training set (measurements 1-47) and a test set (measurements 48-68) (see Figure 3). Since the specimens were tested in a random order [3], this can be seen as a random choice. Again, the training set, which is used to train the models, represents data set type 1. In contrast, the test set, which is used to predict the fatigue life, represents data set type 2. The test data serves as the sequential input of the
model and is used to evaluate the performance. For two representative test trajectories, #48 and #50, the probabilistic predictions of a slow and a moderate crack growth are visualized. Figure 3 shows these two test trajectories.

4. Mathematical Surrogate Models

All of the presented models gain information from the training data. From this, the current monitored structural system produces more and more data over time. This data can be entered sequentially to the model in order to obtain a new prediction every time step. All proposed models are based on common literature. However, for each model specific extensions are made which are explained in the following.

4.1. Recurrent Neural Network (RNN)

Developed in the 1980s, RNNs are a class of neural networks (NN) that capture time dynamics. They constitute a set of traditional NNs in order to process information across time steps. Due to their internal state memory, they can treat a sequence of inputs [23]. This type of algorithm is regarded as an effective method to address time series [4].

Recently, they have been used in many applications for state predictions, see [6, 24, 25]. Due to the vanishing gradient problem that RNNs face during backpropagation, long short-term memory (LSTM) and gated recurrent units were developed [26, 27, 28]. Again, the idea is to provide more and more input data to the model as time passes. Therefore, a standard LSTM is used in this paper. For example in [6], LSTM is used to predict the crack growth. However, in the present paper the authors combine LSTM with a mixture density network (MDN) in order to obtain probabilistic predictions. This MDN represents the conditional probability density function (PDF) of the target variables [7]. Note, that we use non-italic letters for random variables. In this case, the RNN has two output variables: the mean \( \mu_{N_f} \) and the standard deviation \( \sigma_{N_f} \) of the random variable \( N_f \) (time to failure). A schematic representation of the model is depicted in Figure 5.

\[
\begin{align*}
\hat{\mu}_{N_f,t+2} & \quad \hat{\sigma}_{N_f,t+2} \\
[a_f^i, N_f^i] & \quad [a_{f+1}, N_{f+1}^i] & \quad [a_{f+2}, N_{f+2}^i]
\end{align*}
\]

Figure 5: Schematic representation of the RNN.

As in [29, 30], a normal distribution for the time to failure is assumed:

\[
p(N_f | a_f) = \frac{1}{\sqrt{2\pi\sigma_{N_f}}^2} e^{-\frac{(N_f - \mu_{N_f})^2}{2\sigma_{N_f}^2}} \tag{1}
\]

Like in the traditional NNs, the hidden unit, or rather the neuron in a layer, represents a basis function, which is connected with other neurons of the next layer. The training set serves to train, or rather optimize, the parameters of these basis functions of the NN. The objective function is a log-likelihood function as proposed in [31]. For a batch of one true measurement point and \( n \) prediction distributions, each prediction provides a PDF value and all together a likelihood of the batch

\[
p(N_f | a_f, \hat{\mu}_{N_f}^i, \hat{\sigma}_{N_f}^i) = \prod_{i=1}^{n^j} p(N_f | a_f, \hat{\mu}_{N_f, i}^j, \hat{\sigma}_{N_f, i}^j) \tag{2}
\]

where \( N_f^{i, j} \) is a random variable based on the \( i \)th realization and \( n \) indicates the total number of predictions for the
jth trajectory. In our case it is \( n' = n = 164 \). Due to very small likelihoods and the fact that logarithms transform multiplications to sums, this can be rewritten into

\[
\log(p(N_{j,f} \mid a_f, \mu_{N_f,j}, \sigma_{N_f,j})) = \sum_{i=1}^{n'} \log(N_{t,i} \mid a_f, \mu_{N_f,j}, \sigma_{N_f,j}))
\]

and the log-likelihood over all trajectories to

\[
\log(p(N_{j,f} \mid a_f, \mu_{N_f,j}, \sigma_{N_f,j})) = \sum_{j=1}^{t} \sum_{i=1}^{n'} \log(p(N_{t,i} \mid a_f, \mu_{N_f,j}, \sigma_{N_f,j}))
\]

where \( t \) is the total number of trajectories. Additionally, in order to avoid dependencies on the batch size, or rather the number of predictions and trajectories, the function is averaged

\[
\bar{L} = \log(p(N_{j,f} \mid a_f, \mu_{N_f,j}, \sigma_{N_f,j})) = \frac{1}{t} \sum_{j=1}^{t} \frac{1}{n'} \sum_{i=1}^{n'} \log(p(N_{t,i} \mid a_f, \mu_{N_f,j}, \sigma_{N_f,j}))
\]

which in this paper will be referred to as the mean of the log-likelihood \( \bar{L} \). Herein, this objective function is to be maximized with respect to the parameters of the basis functions. Since the Adam optimizer was proven to outperform other alternatives in [32], it was used in this study. According to [32], the hyperparameters, such as learning rate, number of epochs, exponential decay rate and small value for numerical stability, were set to the recommended default values. After the training process, the model can be used to predict the mean and the standard deviation of the time to failure. This prediction can be done sequentially (see Algorithm 1). The figures in Tables 2 and 3 in the results section visualize the fatigue life prediction of the RNN for trajectories #48 and #50 with a 95% confidence interval.

**Algorithm 1:** Training and prediction of fatigue life with RNN

**Result:** \( \hat{\mu}_{N_f,j} \) and \( \hat{\sigma}_{N_f,j} \).

Train RNN model with maximization of the log-likelihood \( \rightarrow \) mean and standard deviation prediction; 

\( i = 1; \)

while \( i \leq n \) (for every new current crack length) do

- Get current crack lengths \( a^{(2)}_{1,i} \) and cycles \( N^{(2)}_{1,i} \) of data set 2;
- RNN model with \( [a^{(2)}_{1,i}, N^{(2)}_{1,i}] \) as inputs \( \rightarrow [\hat{\mu}_{N_f,j}, \hat{\sigma}_{N_f,j}] \);

\( i = i + 1; \)

end

**4.2. Gaussian Process Regression (GPR)**

A Gaussian process is a generalization of the Gaussian probability distribution. A stochastic process governs the properties of functions, whereas a probability distribution describes random variables, which are scalars or vectors (for multivariate distributions). Loosely thinking of a function as a very long vector with entries of the function values \( f(x) \) for a particular input \( x \), where \( f(x) \) follows a Gaussian distribution, leads to the main idea of Gaussian processes [33]. According to [33], a Gaussian process is a collection of random variables, any finite number of which have a joint Gaussian distribution. A joint Gaussian distribution is fully specified by a mean vector \( \mu \) and a covariance matrix \( \Sigma \) with

\[
f \sim N(\mu, \Sigma)
\]

Here, the number of cycles based on the deterioration of the structure represented by the damage index (which is in this case, the crack length \( a \)) is seen as a Gaussian process \( f(x) = N(a) \)

\[
N(a) \sim \mathcal{GP}(m(a), K(a, a'))
\]
with the mean function \(m(\mathbf{a})\)

\[m(\mathbf{a}) = \mathbb{E}[\mathbf{N}(\mathbf{a})]\]  
(8)

and the covariance function \(K(\mathbf{a}, \mathbf{a}')\)

\[K(\mathbf{a}, \mathbf{a}') = \mathbb{E}[(\mathbf{N}(\mathbf{a}) - m(\mathbf{a}))(\mathbf{N}(\mathbf{a}') - m(\mathbf{a}'))]\]  
(9)

Since the Virkler data set is measured with a fixed crack increment \(\Delta \mathbf{a}\), the input variable is represented by the crack length and the output is the distribution over \(\mathbf{N}\). In reality it would be the other way around, since the damage index is usually measured over a fixed time step. In realistic modeling situations, there is no access to the function value itself, but only to a noisy version of it. Therefore, an additive independent identically distributed Gaussian noise with a variance \(\sigma_{\mathbf{N}}^2\) is assumed. Thererfore,

\[p(\mathbf{N}(\mathbf{a}_+, \mathbf{a}_-)) = \mathcal{N}_+(\mathbf{N}^+ | \mathbf{N}_+ \sim \mathcal{N}
\left(\begin{bmatrix} \mathbf{m}_+ \\ \mathbf{m}^+ \end{bmatrix}, \begin{bmatrix} \mathbf{K}(\mathbf{a}_+, \mathbf{a}_+) & \mathbf{K}(\mathbf{a}_+, \mathbf{a}_+) \\
\mathbf{K}(\mathbf{a}_+, \mathbf{a}_+) & \mathbf{K}(\mathbf{a}_+, \mathbf{a}_+) + \sigma_{\mathbf{N}}^2 \mathbf{I} \end{bmatrix}\right)\right)\]  
(10)

where (+) is used for known states, and (*) for states to predict. Note that

\[K^T_{+*} = \mathbf{K}_{+*} = \mathbf{K}(\mathbf{a}_+, \mathbf{a}_*)\]  
(11)

In order to make predictions dependent on the currently measured data, the known data acts as a conditional on the distributions

\[p(\mathbf{N}_+ | \mathbf{N}_+) = \frac{p(\mathbf{N}_+ | \mathbf{N}_+)}{p(\mathbf{N}_+)}\]  
(12)

\[= \mathcal{N}(\mathbf{m}_+ + \mathbf{K}_{+*} \mathbf{K}^{-1}_{+*}(\mathbf{N}_+ - \mathbf{m}_+), \mathbf{K}_{+*} - \mathbf{K}_{+*} \mathbf{K}^{-1}_{+*} \mathbf{K}^T_{+*})\]  
(13)

where the kernel is updated with the currently collected realizations \(\mathbf{N}_+\). Herein, the mean function \(m(\mathbf{a})\) is approximated by taking the mean of the training set, which represents the already gained knowledge of the structural system (data set 1). Moreover, the computed covariance matrix of the training set serves as the discrete approximation of the covariance function \(K(\mathbf{a}, \mathbf{a}')\). Therefore, the distributions over \(\mathbf{N}\) can only be computed at the discrete points of \(\mathbf{a}\). If other states of \(\mathbf{a}\) shall be computed, \(m(\mathbf{a})\) and \(K(\mathbf{a}, \mathbf{a}')\) can be interpolated between the supporting points. The only parameter to be tuned is the measurement noise represented by the variance \(\sigma_{\mathbf{N}}^2\). Usually this is a scalar. However, it is stated in [3] that the crack length is measured with the same accuracy during the test. Since the variance \(\sigma_{\mathbf{N}}^2\) is related to the fatigue life and not to the crack lengths, the measurement noise is dependent on the cycles. Therefore, the authors computed a mean crack growth rate \(\Delta \mathbf{a} / d \mathbf{N}\) with Equations 18, 19, and 20. Additionally, a multiplication factor \(\theta\) is introduced, which has to be tuned.

\[\sigma_{\mathbf{N}}^2 = \theta^2 \frac{d \mathbf{a}}{d \mathbf{N}}\]  
(14)

In order to optimize \(\theta\), a leave-one-out cross validation is conducted. The leave-one-out cross validation is a special type of cross validation, where \(k_\times\) is equal to the amount of data. In this case, the training data is represented by 47 trajectories. Therefore, the performance is evaluated 47 times, each with a different trajectory as the validation set. In this optimization problem, the mean of the log-likelihood \(\mathcal{L}\) serves as the objective function. \(\theta = 909790 \sqrt{\text{cycle}^3 / \text{m}}\) is found to give the highest \(\mathcal{L}\). If the measurement noise is a scalar, the optimization can be done directly with respect to \(\sigma_{\mathbf{N}}\).

Now, with this model, the mean and the variance of the remaining trajectory can be predicted. This can be done sequentially by computing the new conditional distribution due to the recently provided measurement point with Equation 13. The procedure is shown in Algorithm 2. The figures in Tables 2 and 3 in the appendix show the probabilistic fatigue life prediction of the GPR model, whereas the figures in Table 4 and 5 in the results section display the GPR crack growth predictions for trajectories #48 and #50 at two different time states.
Algorithm 2: Training and prediction of crack growth with GPR

Result: $\hat{\mu}_{N_{i+1:end}}$ and $\hat{\sigma}_{N_{i+1:end}}$

Train and set measurement noise $\sigma_N$;
Compute mean of number of cycles at each crack length $a^{(1)}_i$ of data set 1;
Use interpolation scheme for getting a mean function $m(a)$;
Compute covariance matrix of number of cycles between different trajectories of data set 1;
Use interpolation scheme for getting a covariance function $K(a_i, a_j)$ (all combinations between array components of $a_i$ and $a_j$ are considered e.g. with a mesh grid);
$i = 1$;

while $i \leq n$ (for every new current crack length) do

Get current crack lengths $a^{(2)}_{1:i}$ and number of cycles $N^{(2)}_{1:i}$ of data set 2;
Compute mean of number of cycles at given crack lengths $m_s = m(a_{1:i})$;
Compute covariance of number of cycles at given crack lengths $K_{++} = K(a_{1:i}, a_{1:i}) + \sigma_{N,1:i}I$;
Compute mean of number of cycles at crack lengths to predict $m^* = m(a_{i+1:end})$;
Compute covariance of number of cycles at crack lengths to predict $K_{++} = K(a_{i+1:end}, a_{i+1:end})$;
Compute covariance between given and predicted crack lengths $K_{+*} = K(a_{i+1:end}, a_{1:i})$;
Compute updated mean prediction $\hat{\mu}_{N_{i+1:end}} = m_s + K_{+*}K_{++}^{-1}(N^{(2)}_{1:i} - m^*)$;
Compute standard deviation of prediction $\hat{\sigma}_{N_{i+1:end}} = \text{diag} \left( K_{++} - K_{+*}K_{++}^{-1}K_{+*}^T \right)$;

$i = i + 1$;
end

Figure 6: 14 nearest neighbors of KNN model for trajectory #50 at $a = 10\, \text{mm}$ (left) and at $a = 20.4\, \text{mm}$ (right).

4.3. K-Nearest Neighbors (KNN)

The k-nearest neighbors model is a widely used method for classification and regression problems [34]. For regression, the output is the average of the $k$ nearest neighbor values. Moreover, it is possible to compute the standard deviation of them. In our case, we use this model to predict the crack growth trajectory. We compute the Euclidean distance between data set 1 and the current line (data set 2), resulting in a ranking of trajectories. The ranking indicates which previous crack growth curve is the closest to the current one and which is the furthest. After computing the ranking, the $k$ closest trajectories are taken in order to compute the mean and the standard deviation. This serves as the prediction for the current crack growth. The procedure is shown in Algorithm 3. The authors also applied a Gaussian weighting scheme to the $k$ nearest neighbors, which led to a worse result than without using it. Figure 6 illustrates the idea of the applied KNN model for two different input sizes, with the 14 nearest neighbors of the current data shown. The grey lines indicate the previous data from which the closest lines are chosen. In order to find the best value for $k$, a leave-one-out cross validation with a mean of the log-likelihood $\bar{L}$ as the performance metric is conducted. The highest $\bar{L}$ is reached for $k = 14$. Now, as described before, the probabilistic prediction can be made by computing the mean and the standard deviation of the 14 nearest neighbors. The figures in Tables 2 and 3 in the appendix show the probabilistic fatigue life prediction of the KNN model, whereas the figures in Tables 4 and 5 in the results section display the KNN crack growth predictions for trajectories #48 and #50 at two different time states.
Algorithm 3: Training and prediction of crack growth with KNN

\textbf{Result:} \( \hat{\mu}_{N_f} \) and \( \hat{\sigma}_{N_f} \). By setting \( a_f \) to multiple crack lengths, the entire crack path can be predicted.

Load all cycles \( N^{(1)}_{i,j} \) of data set 1;
Set \( k \) for nearest neighbors;
\( i = 1; \)
\textbf{while} \( i \leq n \) (for every new current crack length) \textbf{do}
Get current cycle \( N^{(2)}_i \) of data set 2;
\( j = 1; \)
Compute the Euclidean distance compared to data set 2;
\textbf{while} \( j \leq t \) (for every trajectory of data set 2) \textbf{do}
\begin{align*}
d_j &= \sqrt{\sum_i (N^{(1)}_{1:i,j} - N^{(2)}_{1:i})^2}; \\
j &= j + 1;
\end{align*}
\textbf{end}
Sort trajectories of data set 1 \( N^{(1)}_{f,j} \) with respect to Euclidean distance \( d_j \);
\( \hat{\mu}_{N_f} = \text{mean}(N_{f,j=1:k}); \)
\( \hat{\sigma}_{N_f} = \text{standard deviation}(N_{f,j=1:k}); \)
\( i = i + 1; \)
\textbf{end}

4.4. Support Vector Regression (SVR)

The SVR model [35, 36, 37, 38] is essentially a regression algorithm, and like most regression algorithms, it requires a fixed number of inputs. In a real scenario, new data points of the current measurement, in this case the crack length and the number of cycles, become available over time. Inspired by previous work on remaining useful life estimation [16], a sliding window with a fixed size (4 data points on average, which is \( \approx 10\% \) of the fatigue life) is used to collect the most recent data points. Each time a new measurement is available, the window slides one step to the right, maintaining its fixed size. The mean of those data points as well as the trend coefficient (the slope of a linear regression fitted for those points) will be used as the two inputs for the SVR model in order to predict the time to failure. This is shown in Figure 7. For further information, see [16].

Due to the fact that SVR models do not provide a probabilistic output, an error estimator is applied. This estimates the error made by the SVR model, which will serve as the standard deviation for an assumed normal distribution of the time to failure. The model chosen to predict the error is KNN, as it has been proven in other cases to work better than alternatives for predicting this error [39]. For this process, the SVR model is trained first in order to make the mean prediction. Following this, the KNN model is trained to output the standard deviation.

For the non-linear \( \varepsilon \)-SVR model, which is implemented in the Scikit-Learn library, the default radial basis function (RBF) kernel is used:

\[ k(x_n, x_m) = e^{-\gamma ||x_n - x_m||^2} \quad (15) \]
There are three hyperparameters to tune: \( C_{\text{svr}} \), \( \epsilon \) and \( \gamma \). The parameters \( C_{\text{svr}} \) and \( \epsilon \) are related to the optimization problem associated with the SVR, whereas \( \gamma \) is related to the kernel function. The cost function to minimize is

\[
L = \frac{1}{2} \| w \|^2 + C_{\text{svr}} \sum_{i=1}^{n} (\xi_i + \xi_i^*)
\]

subject to

\[
\begin{align*}
|y_i - \langle w, x_i \rangle - b| & \leq \epsilon + \xi_i \\
\langle w, x_i \rangle + b - y_i & \leq \epsilon + \xi_i^* \\
\xi_i, \xi_i^* & \geq 0
\end{align*}
\]

where \( x_i \) are the independent variables, \( y_i \) the dependent ones, and \( w \) the weights assigned to each variable. The prediction is \( \langle w, x_i \rangle + b \) (bias). A margin of tolerance is defined by \( \epsilon \), where the predictions that fall within this interval do not penalize the cost function. The predictions that fall outside of it by \( \xi_i \) or \( \xi_i^* \) are penalized linearly with the penalization constant \( C_{\text{svr}} \).

In order to select these three parameters in a reasonable manner, a grid search with different values for the hyperparameters is conducted. This grid contains all possible combinations of parameter values shown in Table 1. The performance of the SVR model with all combinations of the grid is obtained through a k-fold cross validation with \( k_x = 5 \). In a k-fold cross validation, the training set is divided into \( k_x \) parts, where \((k_x - 1)\) parts serve as the training set and the remaining part serves as the validation set for the performance evaluation. The training procedure is repeated \( k_x \) times with different validation sets and the performance is averaged over all \( k_x \) performance evaluations. In this, the coefficient of determination \( R^2 \) serves as the performance metric. However, in general the parameters are picked close to the default values.

According to [40], the \( C_{\text{svr}} \) parameter has only a negligible effect on the generalization. Moreover, \( \gamma \) has only a minor effect on the performance. Therefore, the two parameters are selected in order to over-fit less and thus provide a better generalization potential. The bigger \( C_{\text{svr}} \), the more penalization is assigned to the values that fall outside of the tolerance margin. That is why smaller values are preferred and \( C_{\text{svr}} = 1 \) is selected. As for \( \gamma \), the higher it is, the smaller range of influence each point has. Therefore, smaller values are also preferred and \( \gamma \) is set equal to 1. Following this, the highest \( R^2 \) value is found for \( \epsilon = 10^{-2} \). These parameters could be more finely tuned, but it would end up in the best version for the specific available data set and not necessarily the best version for the general problem.

In the next step, the error estimator model is trained. For this, the absolute error between the realization and the SVR prediction is computed. This error shall be predicted by the error estimator model and is used as the predicted standard deviation. In our case, we use a KNN model, where a neighbor is a set of mean and slope. In order to choose the number of neighbors, the coefficient of determination \( R^2 \) of different \( k \) values, obtained through a k-fold cross validation with \( k_x = 10 \), is compared again. The number of folds used is larger due to the fact that there is only one parameter being explored. The evaluated number of neighbors ranges from 50 neighbors to 400, with steps of 50. The part of the training set has 3,754 data points, which means that 50 neighbors are the closest 1.33% and 400 are the closest 10.66% of this training set. A lower \( k \) value means using less points to make predictions, and might lead to over-fitting. Therefore, higher values are preferred. All results have a small \( R^2 \) value close to 0.2, as this model tries to predict the error of the SVR. High \( R^2 \) values would mean that the SVR model is consistently making similar errors and therefore has a bias issue. Due to a performance drop at \( k = 250 \), \( k = 200 \) is selected as the number of neighbors.

After the two training procedures have been completed, the models can predict the mean and the standard deviation.
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of the time to failure sequentially (see Algorithm 4). The figures in Tables 2 and 3 in the results section show the probabilistic fatigue life prediction of the SVR model for trajectories #48 and #50 with a 95% confidence interval.

Algorithm 4: Training and prediction of fatigue life with SVR

Result: \( \hat{\mu}_{N_f} \) and \( \hat{\sigma}_{N_f} \)

Train SVR model \( \rightarrow \) mean prediction;

Compute absolute errors between SVR model and true value;

Train KNN model to predict absolute errors \( \rightarrow \) standard deviation prediction;

\( i = 1 + 4 \);

while \( i \leq n \) (for every new current crack length from the fifth data point) do

Get current crack lengths \( a_{i-4:i}^{(2)} \) and cycles \( N_{i-4:i}^{(2)} \) of data set 2;

Compute mean and slope of \( a_{i-4:i}^{(2)}, N_{i-4:i}^{(2)} \);

SVR model with mean and slope as inputs \( \rightarrow \hat{\mu}_{N_f} \);

KNN model with mean and slope as inputs \( \rightarrow \hat{\sigma}_{N_f} \);

\( i = i + 1 \);

end

5. Physics-based Model

Additionally to the mathematical surrogate models we present a PBM in order to predict the crack growth. The Paris law \[41\] is a widely applied model used to describe the crack growth behavior in a metal plate

\[
\frac{da}{dN} = C(\Delta K)^{m^*}
\]

where \( C \) and \( m^* \) are material properties, which could be correlated according to \[42\]. \( da/dN \) is the crack growth rate in \( m/\text{cycle} \) and \( \Delta K \) is the range of the stress intensity factor in \( MPa\sqrt{m} \). \( \Delta K \) can be computed as

\[
\Delta K = \beta \Delta \sigma_{\infty} \sqrt{\pi a}
\]

where \( \beta \) is a geometry factor, which is in general dependent on the crack length. According to \[43\], for the present test case, \( \beta \) can be expressed as

\[
\beta = \frac{1}{\sqrt{\cos(\frac{\pi a}{W})}}
\]

As in \[29, 30\], this study assumes \( m^* \) to be fixed. According to \[30\], the exponent is set to \( m^* = 2.9 \). This is also quite close to what is proposed in \[44\]. The material parameter \( C \) can be approximated from the Virkler data as

\[
C_i = \frac{a_{i+1} - a_i}{N_{i+1} - N_i} (\Delta K)^{-m^*}
\]

After doing this for the entire training data, we estimate the parameter \( C \) for each measurement sequence by taking the mean of all corresponding \( C_i \). Then, the mean and the standard deviation over all measurement sequences can be estimated. This leads to \( \hat{\mu}_C = 8.7096 \times 10^{-11} \) and \( \hat{\sigma}_C = 6.5680 \times 10^{-12} \) (\( da/dN \) expressed in \( m/\text{cycle} \) and \( \Delta K \) in \( MPa\sqrt{m} \)), respectively. The procedure is summarized in Algorithm 5.

In \[29, 30\], the authors assume a normal distribution of \( C \), even though the material parameter is only defined on the positive domain. Sampling \( C \) from a normal distribution could lead to realizations that are non-physical. Since in \[30, 45\], it is stated that the PDF \( p(N|a) \) of \( N \) over a fixed crack length \( a \) follows predominantly a lognormal distribution, it can be derived that \( C \) follows a lognormal distribution, too. By making the assumption that \( C \) does not depend on \( a \),
Algorithm 5: Estimate mean and standard deviation of $C$ with data set 1

**Result:** $\hat{\mu}_C$ and $\hat{\sigma}_C$

- Initialization of $C_i$ and $C_j$;
- Set parameters $W$, $\Delta \sigma_\infty$ and $m^*$;
- $i = 1$ and $j = 1$;

**while** $j \leq t$ (for every trajectory of data set 1) **do**

- Load crack lengths $a$ and cycles $N$ of trajectory $j$;
- **while** $i \leq n-1$ (trajectory length minus 1) **do**
  - $\beta = \frac{1}{\sqrt{\cos^2 \left( \frac{\pi a}{W} \right)}}$;
  - $\Delta K = \beta \Delta \sigma_\infty \sqrt{\pi a}$;
  - $C_i = \frac{a_{i+1} - a_i}{N_{i+1} - N_i} (\Delta K)^m$;
  - $i = i + 1$;

- $C_j = \text{mean}(C_{i=1:n-1})$;
- $j = j + 1$;

**end**

$\hat{\mu}_C = \text{mean}(C_{j=1:t})$;

$\hat{\sigma}_C = \text{standard deviation}(C_{j=1:t})$;

with the initial condition $N_0 = 0$, the differential equation of (18) can be solved as

$$N_f = \frac{1}{C \Delta \sigma_\infty^m} \int_{a_0}^{a_f} \sqrt{\frac{\pi a}{\cos \left( \frac{\pi a}{W} \right)}}^{-m^*} \, da$$

(22)

with

$$\alpha = \frac{\int_{a_0}^{a_f} \sqrt{\frac{\pi a}{\cos \left( \frac{\pi a}{W} \right)}}^{-m^*} \, da}{\Delta \sigma_\infty^m}$$

(23)

Then, the lognormal distribution of $C$ reads:

$$Z \sim \mathcal{N}(0, 1)$$

$$\log(N_f) \sim \mathcal{N}(\hat{\mu}_{N_f}, \hat{\sigma}_{N_f})$$

$$\log(N_f) = \hat{\mu}_{N_f} + \hat{\sigma}_{N_f} Z$$

$$\log\left( \frac{1}{N_f} \right) = -\hat{\mu}_{N_f} + \hat{\sigma}_{N_f} Z$$

$$\log\left( \frac{\alpha}{N_f} \right) = \log(\alpha) + \log\left( \frac{1}{N_f} \right)$$

$$C = \frac{\alpha}{N_f} = e^{\log(\alpha) + \log\left( \frac{1}{N_f} \right)}$$

$$C = e^{\log(\alpha) - \hat{\mu}_{N_f} + \hat{\sigma}_{N_f} Z}$$

$$\log(C) \sim \mathcal{N}(\log(\alpha) - \hat{\mu}_{N_f}, \hat{\sigma}_{N_f})$$

However, this is only for sampling reasons assuring positive numbers for $C$. By comparing a lognormal and normal distribution of $p(N_f|a_f)$, the authors found out that in this example the differences are negligible. Therefore, for simplicity a normal distribution at $a = a_f$ for $p(N_f|a_f)$ is assumed. This is also the case in all proposed mathematical surrogate models. As explained before, the mean and the standard deviation of $C$ result from the training set. Now, several values for $C$ can be sampled. From there, the current crack length of the test data as well as the Monte-Carlo
sampled \( C \) are put into Equation 22 in order to compute the crack growth path and the time to failure. This can be done several times and for multiple crack lengths. In this example, the authors computed the entire crack path 100 times. Every computed crack path has a different randomly chosen \( C \). From the computed trajectories, the mean and the standard deviation can be evaluated and then compared to the actual measurement results. As the measurement setup provides a new data point, the computation can be repeated with the new initial crack length. The model procedure and the results for two different time states of trajectory #50 are shown in Algorithm 6 and in Figure 8.

### Algorithm 6: Predict crack growth with PBM

Result: \( \hat{\mu}_{N_f} \) and \( \hat{\sigma}_{N_f} \). By setting \( a_f \) to multiple crack lengths, the entire crack path can be predicted.

1. Set parameters \( W, \Delta \sigma, m^*, \hat{\mu}_C, \) and \( \hat{\sigma}_C \);
2. \( i = 1 \);
3. while \( i \leq n \) (for every new current crack length) do
   - Get current crack length \( a_i \) and cycle \( N_i \) of data set 2;
   - \( \alpha = \frac{\int_{a_i}^{a_f} \frac{a}{\cos(\alpha)} \, da}{\Delta \sigma^m} \);
   - \( p = 1 \);
   - while \( p \leq 100 \) (do 100 times) do
     - Sample \( C \) with \( C \sim \mathcal{N}(\hat{\mu}_C, \hat{\sigma}_C) \);
     - \( N_{f,p} = \frac{a}{C} \);
     - \( p = p + 1 \);
   - end
   - \( \hat{\mu}_{N_f} = \text{mean}(N_{f,p=1:100}) \);
   - \( \hat{\sigma}_{N_f} = \text{standard deviation}(N_{f,p=1:100}) \);
   - \( i = i + 1 \);
end

### 6. Results

For convenience, the resulting prediction plots of trajectories #48 and #50 are listed in Tables 2, 3, 4, and 5. Tables 2 and 3 show the prediction of the fatigue life with confidence intervals. There, the x-axis indicates the number of cycles of the currently collected data. As the test continues, the input data becomes bigger and the prediction is redone. Moreover, Tables 4 and 5 show the probabilistic predictions of the entire crack growth path at two different times.
Table 2
Probabilistic prediction of cycles to failure $N_f$ and crack growth of trajectory #48.

| Method | PBM | RNN | SVR | GPR | KNN |
|--------|-----|-----|-----|-----|-----|
|        | ![Graph](image1) | ![Graph](image2) | ![Graph](image3) | ![Graph](image4) | ![Graph](image5) |
|        | ![Graph](image6) | ![Graph](image7) | ![Graph](image8) | ![Graph](image9) | ![Graph](image10) |
Table 3
Probabilistic prediction of cycles to failure $N_f$ and crack growth of trajectory #50.

| Model | PBM | RNN | SVR | GPR | KNN |
|-------|-----|-----|-----|-----|-----|
| $N_f$ | \(3 \times 10^5\) | \(3 \times 10^5\) | \(3 \times 10^5\) | \(3 \times 10^5\) | \(3 \times 10^5\) |
| Cycle to failure $N_f$ | \(5 \times 10^5\) | \(5 \times 10^5\) | \(5 \times 10^5\) | \(5 \times 10^5\) | \(5 \times 10^5\) |
| Confidence | \(95\%\) | \(95\%\) | \(95\%\) | \(95\%\) | \(95\%\) |

Simon Pfingstl et al.; Preprint submitted to Mechanical Systems and Signal Processing
Table 4
Probabilistic prediction of the entire path for trajectory #48.
Table 5
Probabilistic prediction of the entire path for trajectory #50.
Furthermore, different performance measures are used in order to compare the accuracy of the models. In [46], several performance measures were published in the context of prognostic health monitoring. However, the authors do not list any probabilistic performance measures. Besides a deterministic measure, we suggest two additional probabilistic measures in order to account for the probabilistic behavior of our predictions: the mean of the log-likelihood $\bar{\mathcal{L}}$ of Equation 5 and a method to compare the provided confidence intervals. In total, four different performance metrics are evaluated for each model.

First, the mean prediction is compared to the actual measurement values of the test set. For this purpose, two performance metrics are evaluated: the coefficient of determination $R^2$, which is a relative measure

$$R^2 = 1 - \frac{\sum_{j=1}^{t}(N^f_j - \bar{\mu}_N)^2}{\sum_{j=1}^{t}(N^f_j - \bar{N}_f)^2}$$  \hfill (24)$$

where

$$\bar{\mu}_N = \frac{1}{n} \sum_{i=1}^{n} \hat{\mu}_{N,f,i}$$  \hfill (25)$$

and

$$\bar{N}_f = \frac{1}{t} \sum_{j=1}^{t} N^f_j$$  \hfill (26)$$

and, as listed in [46], the mean absolute error (MAE)

$$MAE = \frac{1}{t} \sum_{j=1}^{t} \frac{1}{n} \sum_{i=1}^{n} |N^f_{j,i} - \hat{\mu}_{N,j,i}|$$  \hfill (27)$$

For both, the $R^2$ value and the MAE, the difference only to the time to failure $N^f$ is evaluated, since two models, i.e. RNN and SVR, do not provide any prediction for the entire path. Furthermore, due to the fact that all models provide probabilistic predictions, the mean of the log-likelihood $\bar{\mathcal{L}}$ of Equation 5 is evaluated. In Table 6, the values for $R^2$, MAE, and $\bar{\mathcal{L}}$ are compared.

For the confidence intervals, we review how often the actual test measurement values of the time to failure lie within the predicted confidence interval. This can be written

$$\delta_i^j = \begin{cases} 1, & \text{when } \big(\hat{\mu}_{N,f,i} - \gamma \hat{\sigma}_{N,f,i}\big) \leq N^f_j \leq \big(\hat{\mu}_{N,f,i} + \gamma \hat{\sigma}_{N,f,i}\big) \\ 0, & \text{when } \big(\hat{\mu}_{N,f,i} - \gamma \hat{\sigma}_{N,f,i}\big) > N^f_j \lor N^f_j > \big(\hat{\mu}_{N,f,i} + \gamma \hat{\sigma}_{N,f,i}\big) \end{cases}$$  \hfill (28)$$

1this is interpretable even without knowing the range of the values

Table 6
Prediction performance of models.

| Model | $R^2$  | MAE  | $\bar{\mathcal{L}}$ |
|-------|--------|------|---------------------|
| PBM   | 0.863  | 5682 | 3.43                |
| RNN   | 0.962  | 4698 | 2.73                |
| SVR   | 0.884  | 5483 | 2.40                |
| GPR   | 0.963  | 5019 | 2.59                |
| KNN   | 0.596  | 8802 | 1.95                |

Simon Pfingstl et al.: Preprint submitted to Mechanical Systems and Signal Processing
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Figure 9: Confidence measures of models. Above dashed line means conservative, below means overly optimistic.

\[ \hat{P} = \frac{1}{l} \sum_{j=1}^{l} \frac{1}{n'} \sum_{i=1}^{n'} \delta_i \]  

(29)

where \( \gamma \) is the confidence level and adjusts the width of the confidence interval. For different \( \gamma \) values, the models are compared in Figure 9, where the black dashed line indicates a perfect model.

7. Discussion

Tables 4 and 5 show the probabilistic prediction of the entire crack growth trajectory. The tables visualize how the models update their prediction by getting new current data. Due to new data, the PBM and the GPR model narrow the confidence interval. In contrast, the KNN model does not do this, since the 14 nearest neighbors have not changed. Moreover, Table 4 shows an offset between the prediction of the KNN model and the last current data point. This is due to the fact that the mean of the nearest neighbors does not necessarily intersect the last current data point. The poor prediction of the KNN model is also visualized in Tables 2 and 3. There, the predictions are illustrated along the number of cycles of the last input. For all models except for KNN, as the test continues, the confidence interval becomes smaller and therefore the prediction becomes more precise. For the PBM, RNN, SVR, and GPR, the course of the mean is similar. The confidence intervals of the SVR model are the broadest, indicating a too-conservative prediction. The PBM exhibits, especially towards the end, the most narrow confidence intervals, which lead to a high mean of the log-likelihood \( \hat{L} \) but also to predictions that are too optimistic.

Mean prediction. By looking at the \( R^2 \) value, it can be seen that all models have a value greater than 0.85 except for KNN. This might be attributed to the limited amount of data. Based on the \( R^2 \) value, the other mathematical surrogate models perform even better than the PBM. The MAE indicates the same behavior, as the errors of the three mathematical surrogate models are smaller than the PBM. The best mean prediction is possible with RNN and GPR based on the MAE and \( R^2 \), respectively.

Estimated confidence interval of models. Based on the mean of the log-likelihood \( \hat{L} \), the worst model is KNN and the best model is RNN, which is close to GPR. By comparing them to the PBM, it can be seen that the PBM performs significantly better than the mathematical surrogate models. Due to the smaller predicted standard deviation especially towards the end, the PBM gains a higher \( \hat{L} \) value. By looking at the confidence intervals, the KNN model is the closest to the black line, indicating that this model maintains the wanted confidence level best. The most distant from the black line and therefore the worst confidence interval predictor is the SVR model, due to the poor error estimation model. Furthermore, the RNN and GPR models are the second closest and therefore predict the confidence intervals quite well. The PBM is the second worst model based on the confidence interval metric. Due to the limited amount of data, all models reach a value of 1 for a wanted confidence level of 99.9%.
Computational cost. The most costly model for predicting the fatigue life is the PBM, where 100 computations are made for every new input data. In this case, a differential equation is used, which has to be solved numerically. However, in a more realistic engineering scenario, where the stress intensity factor cannot be computed by an analytical equation, a finite element analysis has to be conducted, which would increase the computational cost significantly. In contrast, all mathematical surrogate models compute the predictions in a real-time capable manner. However, the GPR and KNN models could have problems for big data applications, as the covariance matrix has to be inverted and all nearest neighbors have to be computed, respectively.

Criticality of model usage. All mathematical surrogate models in Figure 9 lie above the black line, indicating a conservative prediction. This means that these models overestimate their confidence intervals. Therefore, making decisions based on the mathematical surrogate models, e.g. when to conduct an inspection, would lead to a safer structural system. In contrast to this, the PBM lies below the black line and thus underestimates the confidence intervals, which could result in a catastrophic decision.

Generalization of the results. As shown in the paper, the KNN model exhibits weak results. If the nearest lines are found by the KNN model, either the predictions cannot be improved anymore or the prediction will change suddenly. This is due to the limited amount of data. Hence, the KNN model should not be used in this context since usually there are only a few trajectories available. The SVR model performs poorly too. The bad performance results from the strong dependency on the kernel function. Finding an appropriate kernel function is often not possible which leads to a worse performance than other mathematical surrogate models.

In contrast, the RNN model shows one of the best results since it is a highly flexible model which is only constrained by the number of neurons and hidden layers. Furthermore, there is no prior assumption like for SVR on the kernel. The GPR model leads also to good results. This is because it is highly flexible and not limited to certain functions. All information of data set 1 is considered by the GPR model since it is contained in the computed covariance and mean function. Moreover, GPR is able to handle noisy data.

Surprisingly, the PBM does not perform better than the mathematical surrogate models. This can be explained by the fact that the proposed PBM considers all variability as a result of its parameters (here only parameter $C$). In the presence of other uncertainty sources, e.g., the load or measurement noise, the accuracy of the model will decrease. Often it is hard to know all uncertainty sources which is why a PBM might lead to poor results and even to overly optimistic confidence intervals like in this paper.

However, the results are based on only one data set. Therefore, further data sets have to be considered for a common validation of this generalization.

8. Summary

Four mathematical surrogate models and one PBM were applied for predicting the fatigue life with confidence intervals based on sequential data. The paper shows that the best models for this purpose are RNN and GPR. While GPR has the advantage of predicting the entire crack growth trajectory, RNN tends to be faster, in particular for large data sets. Moreover, the PBM, in which the implemented physical equations are widely used in the aerospace industry, exhibits non-conservative behavior. The proposed models enable prognostic health monitoring and can be used to better schedule inspections.
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