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The statistical properties of nonlinear phase noise, often called the Gordon-Mollenauer effect, is studied analytically when the number of fiber spans is very large. The joint characteristic functions of the nonlinear phase noise with electric field, received intensity, and the phase of amplifier noise are all derived analytically. Based on the joint characteristic function of nonlinear phase noise with the phase of amplifier noise, the error probability of signal having nonlinear phase noise is calculated using the Fourier series expansion of the probability density function. The error probability is increased due to the dependence between nonlinear phase noise and the phase of amplifier noise. When the received intensity is used to compensate the nonlinear phase noise, the optimal linear and nonlinear minimum mean-square error compensators are derived analytically using the joint characteristic function of nonlinear phase noise and received intensity. Using the joint probability density of received amplitude and phase, the optimal maximum a posteriori probability detector is derived analytical. The nonlinear compensator always performs better than linear compensator.
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I. INTRODUCTION

When optical amplifiers are used to compensate for fiber loss, the interaction of amplifier noises and the fiber Kerr effect causes nonlinear phase noise, often called the Gordon-Mollenauer effect [1], or more precisely, self-phase modulation induced nonlinear phase noise. Nonlinear phase noise degrades phase-modulated signal like phase-shifted keying (PSK) and differential phase-shift keying (DPSK) signal [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. This class of constant-intensity modulation has renewed attention recently for long haul and/or spectral efficiency transmission systems [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26]. mostly DPSK signal using return-to-zero (RZ) pulses or differential quadrature phase-shift keying (DQPSK) signal [15, 20, 27, 28, 29, 30]. The comparison of DPSK to on-off keying signal shows advantage of DPSK signal in certain applications [31, 32, 33, 34, 35].

Traditionally, the performance of a system with nonlinear phase noise is evaluated based on the phase variance [1, 5, 6, 7, 8, 9, 10, 11, 12, 13] or spectral broadening [2, 3, 4]. However, it is found that the nonlinear phase noise is not Gaussian-distributed both experimentally and analytically [4, 37, 38]. For non-Gaussian noise, neither the variance nor the Q-factor is sufficient to characterize the performance of the system. The probability density function (p.d.f.) is necessary to better understand the noise properties and evaluates the system performance.

The p.d.f. of nonlinear phase noise alone is not sufficient to characterize the signal with nonlinear phase noise. Because of the dependence between nonlinear phase noise and signal phase, the joint p.d.f. of the nonlinear phase noise and the signal phase is necessary to find the error probability for a phase-modulated signal. This article provides analytical expressions of the joint asymptotic characteristic functions of the nonlinear phase noise and the received electric field without nonlinear phase noise. The amplifier noise is asymptotically modeled as a distributed process for a large number of fiber spans. After the characteristic function is derived analytically, the p.d.f. is the inverse Fourier transform of the corresponding characteristic function. The dependence between nonlinear phase noise and the phase of amplifier noise increases the error probability.

The received phase is the summation of the nonlinear phase noise and the phase of amplifier noise. Although it is obvious that nonlinear phase noise is uncorrelated with the phase of amplifier noise [3, 4], as non-Gaussian random variables, they are weakly depending on each other. Using the joint characteristic function of nonlinear phase noise and the phase of amplifier noise, the p.d.f. of the received phase can be expanded as a Fourier series. Using the Fourier series, the error probability of PSK and DPSK signal is evaluated by a series summation. Because the nonlinear phase noise has a weak dependence on the phase of amplifier noise, the Fourier series expansion is more complicated than traditional method in which the
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extra phase noise is independent of the signal phase or the approximation of . For PSK signals, in contrary to , the received phase does not distribute symmetrically with respect to the mean nonlinear phase shift.

Correlated with each other, the received intensity can be used to compensate the nonlinear phase noise. When a linear compensator compensates the nonlinear phase noise using a scaled version of the received intensity , the optimal linear compensator to minimize the variance of the residual nonlinear phase noise is found using the joint characteristic function of nonlinear phase noise and received intensity. However, as the nonlinear phase noise is not Gaussian distributed, the minimum mean-square linear compensator does not necessarily minimize the error probability of the compensated signals. When the exact error probability of linearly compensated signals is derived, the optimal linear compensator can be found using numerical optimization.

The minimum mean-square error (MMSE) compensator is the conditional mean of the nonlinear phase noise given the received intensity . Using the conditional characteristic function of the nonlinear phase noise given the received intensity, the optimal nonlinear compensator is found to perform slightly better than the linear compensator. The joint p.d.f. of the received amplitude and phase can also express as a Fourier series with Fourier coefficients depending on the received amplitude. Using the joint p.d.f. of the received amplitude and phase, the optimal detector and the corresponding compensator can be derived to minimize the error probability of a PSK signal with nonlinear phase noise.

Although very popular, MMSE compensator does not minimize the error probability after the compensator. To minimize the error probability, the optimal maximum a posteriori probability (MAP) detector must be used. It is theoretically very important to find the optimal compensator, possible by any mean and regardless of complexity or practicality, to combat nonlinear phase noise. An application of the optimal MAP compensator is to verify the optimality of a practical compensator. In order to find the optimal nonlinear MAP compensator, this paper first derives the joint distribution of the received amplitude and phase. The optimal nonlinear MAP compensator is then derived for PSK signal with nonlinear phase noise. The error probability of both nonlinear MAP and MMSE compensators is calculated using the joint distribution of received amplitude and phase.

Later parts of this paper are organized as following: Sec. builds the mathematical model of the nonlinear phase noise and derives the joint characteristic function of the normalized nonlinear phase noise and the electric field with nonlinear phase noise. Sec. gives the marginal p.d.f of nonlinear phase noise by inverse Fourier transform. Sec. obtains the joint characteristic functions of the nonlinear phase noise with received intensity and/or the phase of amplifier noise. Using the joint characteristic function of nonlinear phase noise with the phase of amplifier noise, Sec. calculates the exact error probability of PSK and DPSK signals with nonlinear phase noise. An approximation is also presented based on the assumption that the nonlinear phase noise is independent of the phase of amplifier noise. Using the joint characteristic function of nonlinear phase noise with received intensity, Sec. provides the optimal linear compensators to compensate the nonlinear phase noise using received intensity. Using the joint characteristic function of nonlinear phase noise with both received intensity and phase of amplifier noise, the exact error probability of PSK and DPSK signals with linearly compensated nonlinear phase is derived. Sec. discusses the nonlinear compensator for nonlinear phase noise to minimize either the error probability or the variance of residual nonlinear phase noise. Finally, Sec. is the conclusion of this article.

## II. JOINT STATISTICS OF NONLINEAR PHASE NOISE AND ELECTRIC FIELD

This section provides the joint characteristic function of nonlinear phase noise and the electric field without nonlinear phase noise. Both the nonlinear phase noise and the electric field are first normalized and represented as the summation of infinite number of independently distributed random variables. The joint characteristic function of nonlinear phase noise and electric field is the product of the corresponding joint characteristic functions of those random variables. After some algebraic simplifications, the joint characteristic function has a simple expression.

### A. Normalization of Nonlinear Phase Noise

In a lightwave system, nonlinear phase noise is induced by the interaction of fiber Kerr effect and optical amplifier noise. In this article, nonlinear phase noise is induced by self-phase modulation through the amplifier noise in the same polarization as the signal and within an optical bandwidth matched to the signal. The phase noise induced by cross-phase modulation from amplifier noise outside that optical bandwidth is ignored for simplicity. The amplifier noise from the orthogonal polarization is also ignored for simplicity. As shown later, we can include the phase noise from cross-phase modulation or orthogonal polarization by simple modification.

For an -span fiber system, the overall nonlinear phase noise is

\[
\phi_{\text{NL}} = \gamma L_{\text{eff}} \left\{ \left| \tilde{E}_0 + \tilde{n}_1 \right|^2 + \left| \tilde{E}_0 + \tilde{n}_1 + \tilde{n}_2 \right|^2 + \cdots + \left| \tilde{E}_0 + \tilde{n}_1 + \cdots + \tilde{n}_N \right|^2 \right\},
\]

where \( \tilde{E}_0 \) is a two-dimensional vector as the baseband representation of the transmitted electric field, and \( n_k, k = 1, 2, \ldots, N \) is a sequence of independent and identically distributed Gaussian random variables with zero mean and variance .
1, . . . , N, are independent identically distributed (i.i.d.) zero-mean circular Gaussian random vectors as the optical amplifier noise introduced into the system at the kth fiber span. \( \gamma L_{eb} \) is the product of fiber nonlinear coefficient and the effective fiber length per span. In (1), both electric field of \( \vec{E}_0 \) and amplifier noises of \( \vec{n}_k \) can also be represented as a complex number.

Figs. 4 show the simulated distribution of the received electric field including the contribution from nonlinear phase noise. The mean nonlinear phase shifts \( \langle \Phi_{NL} \rangle \) are 1 and 2 rad for Figs. 4(a) and 4(b), respectively. The mean nonlinear phase shift of \( \langle \Phi_{NL} \rangle = 1 \) rad corresponds to the limitation estimated by (1). The mean nonlinear phase shift of \( \langle \Phi_{NL} \rangle = 2 \) rad corresponds to the limitation given by (3) if the standard deviation of nonlinear phase noise is halved using a linear compensator. The limitation of \( \langle \Phi_{NL} \rangle = 2 \) rad may be inferred from (3).

Figs. 4 are plotted for the case that the signal-to-noise ratio (SNR) \( \rho_s = 18 \) (12.6 dB), corresponding to an error probability of \( 10^{-3} \) if the amplifier noise is the sole impairment. The number of spans is \( N = 32 \). The transmitted signal is \( E_0^2 = (\pm E_0^2, 0) \) for binary PSK signal. The distribution of Figs. 4 has 5000 points for different noise combinations. In practice, the signal distribution of Figs. 4 can be measured using an optical phase-locked loop (see Fig. 5 of [33]). Note that although the optical phase-locked loop actually tracks out the mean nonlinear phase shift of \( \langle \Phi_{NL} \rangle \), nonzero values of \( \langle \Phi_{NL} \rangle \) have been preserved in plotting Figs. 4 to better illustrate the nonlinear phase noise.

With large number of fiber spans, the summation of (1) can be replaced by integration as [33, 35]

\[
\phi_{NL} = \kappa \int_0^L |\vec{E}_0 + \vec{S}(z)|^2 dz, \tag{2}
\]

where \( L \) is the overall fiber length, \( \kappa = N \gamma L_{eb} L / L \) is the average nonlinear coefficient per unit length, and \( \vec{S}(z) \) is a zero-mean two-dimensional Brownian motion of \( E\{\vec{S}(z_1) \cdot \vec{S}(z_2)\} = \sigma^2_s \min(z_1, z_2) \), where \( \cdot \) denotes inner product of two vectors. The variance of \( \sigma^2_s = N \sigma^2_{ASE}/L \) is the noise variance per unit length where \( E\{|\vec{n}_k|^2\} = \sigma^2_{ASE}, k = 1, \ldots, N \) is noise variance per amplifier per polarization in the optical bandwidth matched to the signal.

In this article, we investigate the joint statistical properties of the normalized electric field and normalized nonlinear phase noise

\[
\vec{e}_N = \vec{E}_0 + \vec{b}(t), \quad \phi = \int_0^t |\vec{E}_0 + \vec{b}(t)|^2 dt, \tag{3}
\]

where \( \vec{b}(t) \) is a two-dimensional Brownian motion with an autocorrelation function of

\[
R_b(t, s) = E\{\vec{b}(s) \cdot \vec{b}(t)\} = \min(t, s). \tag{4}
\]

Comparing the phase noise of (2) and (3), the normalized nonlinear phase noise of (3) is scaled by \( \phi = \kappa \sigma^2_s \rho_s / \kappa, t = z / L \) is the normalized distance, \( b(t) = S(tL)/\sigma_s/\sqrt{L} \) is the normalized amplifier noise, \( \xi_0 = \vec{E}_0/\sigma_s/\sqrt{L} \) is the normalized transmitted vector, and the normalized electric field of \( \vec{e}_N \) is scaled by the inverse of the noise variance. The SNR of the signal is \( \rho_s = |\xi_0|^2 = |\vec{E}_0|^2 / (L \sigma^2_s) = |\vec{E}_0|^2 / (N \sigma^2_{ASE}) \).

In (3), the normalized electric field \( \vec{e}_N \) is the normalized received electric field without nonlinear phase noise. The actual normalized received electric field, corresponding to Fig. 4 is \( \vec{e}_N = \vec{e}_N \exp(-j\phi) \). The actual normalized received electric field has the same intensity as that of the normalized electric field \( \vec{e}_N \), i.e., \( |\vec{e}_N|^2 = |\vec{e}_N|^2 \). The values of \( y = |\vec{e}_N|^2 \) and \( r = |\vec{e}_N| \) are called normalized received intensity and amplitude, respectively.

### B. Series Expansion

The Brownian motion of \( \vec{b}(t) \) can be expanded using the standard Karhunen-Loève expansion of [46, Sec. 10-6]

\[
\vec{b}(t) = \sum_{k=1}^{\infty} \sigma_k \vec{x}_k \psi_k(t), \tag{5}
\]

where \( \vec{x}_k \) are i.i.d. two-dimensional circular Gaussian random variables with zero mean and unity variance of \( E\{|\vec{x}_k|^2\} = 1 \), the eigenvalues and eigenfunctions of \( \sigma_k^2, \psi_k(t), 0 \leq t \leq 1 \) are [33, 46, p. 305]

\[
\sigma_k = \frac{2}{(2k - 1)\pi}, \psi_k(t) = \sqrt{2} \sin \left[ \frac{(2k - 1)\pi}{2} t \right]. \tag{6}
\]

Substitute (5) into the normalized phase of (3), because \( \int_0^t \sin(t/\sigma_k) dt = \sigma_k \), we get

\[
\phi = |\xi_0|^2 + 2 \sqrt{2} \sum_{k=1}^{\infty} \sigma^2_k |\vec{x}_0 \cdot \vec{x}_k| + \sum_{k=1}^{\infty} \sigma^2_k |\vec{x}_k|^2. \tag{7}
\]

Because \( \sum_{k=1}^{\infty} \sigma^2_k = 1/2 \) [see [47, Sec. 0.234]], we get

\[
\phi = \sum_{k=1}^{\infty} \sigma^2_k |\vec{x}_0 \cdot \vec{x}_k|^2. \tag{8}
\]

The random variable \( |\vec{x}_0 \cdot \vec{x}_k|^2 \) is a noncentral chi-square (\( \chi^2 \)) random variable with two degrees of freedom with a noncentrality parameter of \( 2 \rho_s \), and a variance parameter of \( \frac{1}{8} \) [33, pp. 41-46]. The normalized nonlinear phase noise is the summation of infinitely many independent distributed noncentral \( \chi^2 \)-random variables with two degrees of freedom with noncentrality parameters of
2σ²ρs and variance parameters of 1/2σ²k. The mean and standard deviation (STD) of the random variables are both proportional to the square of the reciprocal of all odd natural numbers.

Using the series expansion of (5), the normalized electric field is

\[ \tilde{\mathbf{e}}_N = \tilde{\mathbf{\xi}}_0 + \sqrt{2} \sum_{k=1}^{\infty} (-1)^{k+1} \sigma_k \tilde{x}_k. \]  

(9)

Using \[47, \text{Sec. 0.232}\], we get

\[ \sum_{k=1}^{\infty} (-1)^{k+1} \sigma_k = \frac{1}{2} \]

and

\[ \tilde{\mathbf{e}}_N = \sqrt{2} \sum_{k=1}^{\infty} (-1)^{k+1} \sigma_k (\sqrt{2} \tilde{\mathbf{\xi}}_0 + \tilde{x}_k). \]  

(10)

The normalized electric field of (10) is a two-dimensional Gaussian-distributed random variable having a mean of \(\tilde{\mathbf{\xi}}_0\) and variance of \(1/2\).

The series expansion of (8) and (10) can be used to derived the joint characteristic function of the normalized electric field of \(\tilde{\mathbf{e}}_N\) and nonlinear phase noise of \(\phi\) in (3).

C. Joint Characteristic Function

The joint characteristic function of the normalized nonlinear phase noise and the electric field of (3) is

\[ \Psi_{\Phi, \tilde{\mathbf{e}}_N}(\nu, \tilde{\omega}) = E \left\{ \exp \left[ j \nu |\sqrt{2} \tilde{\mathbf{\xi}}_0 + \tilde{x}_k|^2 + j \tilde{\omega} \cdot (\sqrt{2} \tilde{\mathbf{\xi}}_0 + \tilde{x}_k) \right] \right\}. \]  

(11)

In the above expression, if \(\tilde{\omega} = 0\), the characteristic function of \(|\sqrt{2} \tilde{\mathbf{\xi}}_0 + \tilde{x}_k|^2\) is

\[ \Psi_{\sqrt{2} \tilde{\mathbf{\xi}}_0 + \tilde{x}_k}(\nu) = \frac{1}{1 - j \nu} \exp \left( \frac{2j \nu |\tilde{\mathbf{\xi}}_0|^2 + 2j \nu \tilde{\mathbf{\xi}}_0 \cdot \tilde{\omega} - \frac{1}{2} |\tilde{\omega}|^2}{1 - j \nu} \right). \]  

(12)

for a noncentral \(\chi^2\)-distribution with mean and variance of \(2\rho_s + 1\) and \(4\rho_s + 1\), respectively \[48, \text{p. 42}\].

The joint characteristic function of \(\Psi_{\Phi, \tilde{\mathbf{e}}_N}\) is

\[ \Psi_{\Phi, \tilde{\mathbf{e}}_N}(\nu, \tilde{\omega}) = \prod_{k=1}^{\infty} \frac{1}{1 - j \nu \sigma_k^2} \times \exp \left[ \frac{2j \nu |\tilde{\mathbf{\xi}}_0|^2 \sigma_k^2 + 2j (\nu - 1) \sigma_k \tilde{\mathbf{\xi}}_0 \cdot \tilde{\omega} - \frac{1}{2} \sigma_k^2 |\tilde{\omega}|^2}{1 - j \nu \sigma_k^2} \right]. \]  

(13)

as the product of the joint characteristic function of the corresponding independently distributed random variables in the series expansion of (8) and (10).

Using the expressions of \[47, \text{Secs. 1.431, 1.421, 1.422}\]

\[ \cos x = \prod_{k=1}^{\infty} \left( 1 - \frac{4x^2}{(2k - 1)^2 \pi^2} \right), \]

\[ \tan \frac{x}{2} = \frac{4x}{\pi} \sum_{k=1}^{\infty} \frac{1}{(2k - 1)^2 - x^2}, \]

\[ \sec \frac{x}{2} = \frac{4}{\pi} \sum_{k=1}^{\infty} \frac{(-1)^{k+1} (2k - 1)}{(2k - 1)^2 - x^2}. \]
the characteristic function of \([13]\) can be simplified to

\[
\Psi_{\Phi, \mathbf{E}_N}(\nu, \mathbf{\omega}) = \sec(\sqrt{j\nu}) \exp \left[ \left( |\xi_0|^2 \sqrt{j\nu} - |\mathbf{\omega}|^2 \frac{2}{4\sqrt{j\nu}} \right) \tan \sqrt{j\nu} + j \sec(\sqrt{j\nu}|\xi_0| \cdot \mathbf{\omega}) \right].
\]

The trigonometric function with complex argument is calculated by, for example,

\[
(\sec(j\nu))^{-1} = \cos \frac{\sqrt{\nu}}{2} \cosh \frac{\sqrt{\nu}}{2} - j \sin \frac{\sqrt{\nu}}{2} \sinh \frac{\sqrt{\nu}}{2}.
\]

The p.d.f. of \(p_{\Phi, \mathbf{E}_N}(\phi, \mathbf{z})\) is the inverse Fourier transform of the characteristic function \(\Psi_{\Phi, \mathbf{E}_N}(\nu, \mathbf{\omega})\) of \([13]\). So far, there is no analytical expression for the p.d.f. of \(p_{\Phi, \mathbf{E}_N}(\phi, \mathbf{z})\).

It is also obvious that

\[
\Psi_{\mathbf{E}_N}(\mathbf{\omega}) = \Psi_{\Phi, \mathbf{E}_N}(0, \mathbf{\omega}) = \exp \left( j |\xi_0| \cdot \mathbf{\omega} - \frac{|\mathbf{\omega}|^2}{4} \right)
\]

is the characteristic function of a two-dimensional Gaussian distribution \([48, \text{pp. 48-51}]\) for the normalized electric field of \([10]\).

In the field of lightwave communications, the approach here to derive the joint characteristic function of normalized nonlinear phase noise and electric field is similar to that of \([51]\) to find the joint characteristic function for polarization-mode dispersion \([52]\), or that of \([53]\) for filtered phase noise. Another approach is to solve the Fokker-Planck equation of the corresponding diffusion process \([54]\).

III. THE PROBABILITY DENSITY OF NONLINEAR PHASE NOISE

The characteristic function of the normalized nonlinear phase noise is \(\Psi_{\Phi, \mathbf{E}_N}(\nu, 0)\) or \([38]\)

\[
\Psi_\Phi(\nu) = \sec(\sqrt{j\nu}) \exp \left[ \rho_s \sqrt{\nu} \tan(\sqrt{j\nu}) \right].
\]

From the characteristic function of \([10]\), the mean normalized nonlinear phase shift is

\[
\langle \Phi \rangle = -j \left. \frac{d}{d\nu} \Psi_\Phi(\nu) \right|_{\nu=0} = \rho_s + \frac{1}{2}.
\]

The second moment of the nonlinear phase noise is

\[
\langle \Phi^2 \rangle = - \frac{d^2}{d\nu^2} \Psi_\Phi(\nu) \big|_{\nu=0} = \frac{2}{3} \rho_s + \frac{1}{6} + \left( \rho_s + \frac{1}{2} \right)^2,
\]

that gives the variance of normalized phase noise as

\[
\sigma_\Phi^2 = \frac{2}{3} \rho_s + \frac{1}{6}.
\]

The p.d.f. of the normalized nonlinear phase noise of \([3]\) can be calculated by taking the inverse Fourier transform of the characteristic function \([16]\). Fig. 2 shows the p.d.f. of the normalized nonlinear phase noise for three different SNR of \(\rho_s = 11, 18,\) and 25 (10.4, 12.6 and 14.0 dB), corresponding to about an error probability of \(10^{-6}, 10^{-9},\) and \(10^{-12}\), respectively, when amplifier noise is the sole impairment. Fig. 2 shows the p.d.f. using the exact characteristic function \([16]\), and the Gaussian approximation with mean and variance of \(\langle \Phi \rangle \) \([17]\) and \(\sigma_\Phi^2 \) \([20]\). From Fig. 2, the Gaussian distribution is not a good model for nonlinear phase noise.

The p.d.f. for finite number of fiber spans was derived base on the orthogonalization of the nonlinear phase noise of \([11]\) by the summation of \(N\) independently distributed random variables \([37]\). Fig. 3 shows a comparison of the p.d.f. for \(N = 4, 8, 16, 32,\) and 64 of fiber spans \([37]\) with the asymptotic case of \([16]\). Using the SNR of \(\rho_s = 18\) (12.6 dB), Fig. 3 is plotted in logarithmic scale to show the difference in the tail. Fig. 3 also provides an inset in linear scale of the same p.d.f. to show the difference around the mean. The asymptotic p.d.f. of \([16]\) with distributed noise has the smallest spread in the tail as compared with the p.d.f. with \(N\) discrete noise sources.
The nonlinear phase noise increases slightly to induced nonlinear phase noise, the mean and variance of characteristic function of (16). With cross-phase modulation, where orthogonal polarization matched to signal bandwidth is also considered, the Gaussian approximation seems small as compared with the same p.d.f. plots in logarithmic scale. In linear scale, the p.d.f. also seems more symmetric in Fig. 3 when phase noise is very large or plots in linear scale. The Gaussian approximation seems more valid.

As discussed earlier, the effects of amplifier noise outside the signal bandwidth and the amplifier noise from orthogonal polarization are all ignored for simplicity. If the nonlinear phase noise induced from those amplifier noises is included, based on the simple reasoning of [57], the marginal characteristic function of the normalized nonlinear phase noise of (16) becomes

$$\sec \left( \sqrt{\nu} \right) \exp \left[ \rho_s \sqrt{\nu \tan \sqrt{\nu}} \right]. \quad (21)$$

where $m$ is product of the ratio of the amplifier noise bandwidth to the signal bandwidth and the number of polarizations. If only the amplifier noise from orthogonal polarization matched to signal bandwidth is also considered, $m = 2$ for two polarizations gives the characteristic function of (16). With cross-phase modulation introduced nonlinear phase noise, the mean and variance of the nonlinear phase noise increase slightly to $\rho_s + \frac{1}{2}m$ and $4\rho_s + \frac{1}{2}m$, respectively. The nonlinear phase noise is induced mainly by the beating of the signal and amplifier noise from the same polarization as the signal, similar to the case of signal-synchronous beat noise in an amplified receiver. For high SNR of $\rho_s$, it is obvious that the signal-amplifier noise beating is the major contribution to nonlinear phase noise. The parameter of $m$ can equal to 1 for the case if the amplifier noise from another dimension is ignored by confining to single-dimensional signal and noise. In later part of this article, the characteristic function of (16) can be changed to (21) if necessary.

The characteristic function of (21) assumes a dispersionless fiber. With fiber dispersion, due to walk-off effect, the nonlinear phase noise caused by cross-phase modulation should approximately have Gaussian distribution. Method similar to [55, 56] can be used to find the variance of the nonlinear phase noise due to cross-phase modulation in dispersive fiber. For either PSK and DPSK signals, the signal induced nonlinear phase noise by cross-phase modulation should be very small. The power spectral density of signal and noise can be first derived, multiplied by the transfer function due to walk-off from [55, 56] and integrated over all frequency gives the variance of phase noise.

For DPSK signal, the phase noises in adjacent symbols are correlated to each other [50]. The characteristic function of the differential phase due to cross-phase modulation can be found using the power spectral density of [58], taking the inverse Fourier transform to get the autocorrelation function, and getting the correlation coefficient as the autocorrelation with a time difference of the symbol interval. The characteristic function of the differential phase decreases by the correlation coefficient.

Similar to [1, 25, 38], all the derivations here assume non-return-to-zero (NRZ) pulses (or continuous-wave signal) but most experiments [14, 17, 18, 19, 20, 21, 22, 23, 24, 25] use return-to-zero (RZ) pulses. For flat-top RZ pulse, the mean nonlinear phase shift of $<\Phi_{NL}>$ should be the mean nonlinear phase shift when the peak amplitude is transmitted. Usually, $<\Phi_{NL}>$ is increased by the inverse of the duty cycle. However, for soliton and dispersion-managed soliton, based on soliton perturbation [61, 62, 63, 64] or variational principle [22], the mean nonlinear phase shift of $<\Phi_{NL}>$ is reduced by a factor of 2 when dispersion and self-phase modulation balance each other [13].

IV. SOME JOINT CHARACTERISTIC FUNCTIONS

From the characteristic function (14), we can take the inverse Fourier transform with respect to $\tilde{\omega}$ and get

$$\mathcal{F}_{\tilde{\omega}}^{-1} \left\{ \Phi_{\nu, N} (\nu, \tilde{\omega}) \right\} = \Phi_{\nu} \left( \mu_{\nu, N} (\nu, \tilde{\omega}) \right), \quad (22)$$

where $\mathcal{F}_{\tilde{\omega}}^{-1}$ denotes the inverse Fourier transform with respect to $\tilde{\omega}$, and $\Phi_{\nu}$ denotes the Fourier transform with respect to $\phi$. The characteristic function of (14) can be rewritten as

$$\Psi_{\nu, N}(\nu, \tilde{\omega}) = \Psi_{\nu}(\nu) \exp \left[ -\frac{\tilde{\omega}^2 \tan \sqrt{\nu}}{4 \sqrt{\nu}} + j \sec \left( \sqrt{\nu} \right) \tilde{\omega} \right]. \quad (23)$$
where \( \Psi_\Phi(\nu) \) is the marginal characteristic function of nonlinear phase noise from \([10]\). The inverse Fourier transform is

\[
\mathcal{F}_\omega^{-1} \{ \Psi_\Phi(\nu) \} = \frac{\Psi_\Phi(\nu)}{2\pi\sigma_\nu^2} \exp \left( \frac{|\vec{z} - \vec{\xi}_\nu|^2}{2\sigma_\nu^2} \right),
\]

(24)

where \( \sigma_\nu^2 = \frac{1}{2} \tan(\sqrt{\nu})/\sqrt{\nu} \) and \( \vec{\xi}_\nu = \sec(\sqrt{\nu})\vec{z}_0 \). Both \( \sigma_\nu^2 \) and \( \vec{\xi}_\nu \) are complex numbers and can be considered as the angular frequency depending variance and mean, respectively.

### A. Joint Characteristic Function of Nonlinear Phase Noise and Received Intensity

Using the partial p.d.f. and characteristic function of \([24]\), change the random variable from rectangular coordinate of \( \vec{z} = (r_1, z_2) \) to polar coordinate of \( \vec{z} = (r \cos \theta, r \sin \theta) \), we get

\[
\mathcal{F}_\omega^{-1} \{ \Psi_{\Phi,R,\Theta_\nu} \} = \frac{r \Psi_\Phi(\nu)}{2\pi\sigma_\nu^2} \exp \left[ -\frac{r^2 + |\vec{\xi}_\nu|^2 - 2r|\vec{\xi}_\nu| \cos(\theta - \theta_0)}{2\sigma_\nu^2} \right],
\]

(25)

where \( \theta_0 \) is the angle of the transmitted vector \( \vec{z}_0 \) and \( |\vec{\xi}_\nu| = \sec(\sqrt{\nu})|\vec{z}_0| \). The random variable of \( \Theta_\nu \) is called the phase of amplifier noise because it is solely contributed from amplifier noise.

Taking the integration over \( \theta \) and changing the random variable to the received intensity of \( y = r^2 \), we get

\[
\mathcal{F}_\omega^{-1} \{ \Psi_{\Phi,Y} \} = \frac{\Psi_\Phi(\nu)}{2\sigma_\nu^2} \exp \left[ -\frac{\frac{y + |\vec{\xi}_\nu|^2}{2\sigma_\nu^2}}{2\sigma_\nu^2} \right] I_0 \left( \sqrt{\frac{|\vec{\xi}_\nu|^2}{2\sigma_\nu^2}} \right),
\]

(26)

where \( I_k(\cdot) \) is the \( k \)-th order modified Bessel function of the first kind. The p.d.f. of the received intensity of

\[
p_Y(y) = \mathcal{F}_\omega^{-1} \{ \Psi_{\Phi,Y} \}(\nu, y) \big|_{\nu = 0} = \exp(-y - \rho_s) I_0(2\sqrt{y}\rho_s)
\]

is a non-central \( \chi^2 \)-p.d.f. with two degrees of freedom with a noncentrality parameter of \( \rho_s \) and variance parameter of \( \frac{1}{2} \) \([13]\ pp. 41-44\]. With a change of random variable of \( y = r^2 \), the received amplitude has a Rice distribution of \([13]\ pp. 46-47\]

\[
p_R(r) = 2r \exp\left[ -(r^2 + \rho_s) \right] I_0(2r\sqrt{\rho_s}).
\]

(27)

Taking a Fourier transform of \([26]\), the joint characteristic function of nonlinear phase noise and received intensity is

\[
\Psi_{\Phi,Y}(\nu, \omega) = \frac{\Psi_\Phi(\nu)}{1 - 2j\omega\sigma_\nu^2} \exp \left[ j\omega |\vec{\xi}_\nu|^2 \right]
\]

(29)

or

\[
\Psi_{\Phi,Y}(\nu, \omega) = \frac{1}{\cos\sqrt{\nu} - j\omega \sin\sqrt{\nu}}
\]

\[
\times \exp \left[ \rho_s \sqrt{\nu} \tan\sqrt{\nu} \right]
\]

\[
+ \frac{j\omega \rho_s}{\cos^2\sqrt{\nu} - j\omega \sin(2\sqrt{\nu})}
\]

(30)

The joint characteristic function of \([30]\) can be used to study the compensation of nonlinear phase noise using received intensity \([32,34,35]\).

### B. Joint Characteristic Function of Nonlinear Phase Noise and the Phase of Amplifier Noise

Using the characteristic function of \([25]\), take the integration over the received amplitude \( r \), we get

\[
\mathcal{F}_\omega^{-1} \{ \Psi_{\Phi,\Theta_\nu} \} = \frac{\Psi_\Phi(\nu)}{2\pi\sigma_\nu^2} \times \int_0^\infty \exp \left[ -\frac{r^2 + |\vec{\xi}_\nu|^2 - 2r|\vec{\xi}_\nu| \cos(\theta - \theta_0)}{2\sigma_\nu^2} \right] rdr,
\]

or

\[
\mathcal{F}_\omega^{-1} \{ \Psi_{\Phi,\Theta_\nu} \} = \Psi_\Phi(\nu)
\]

\[
\times \left\{ \frac{1}{2\pi} e^{-\gamma_\nu} + \sqrt{\frac{\gamma_\nu}{4\pi}} \cos(\theta - \theta_0) e^{-\gamma_\nu \sin^2(\theta - \theta_0)} \right. \times \text{erfc} \left( -\sqrt{\gamma_\nu \cos(\theta - \theta_0)} \right) \right\}
\]

(31)

where

\[
\gamma_\nu = \frac{|\vec{\xi}_\nu|^2}{2\sigma_\nu^2} = \frac{2\sqrt{\nu}}{\sin(2\sqrt{\nu})\rho_s}
\]

(32)

can be interpreted as the angular frequency depending SNR.

Taking the Fourier transform of \([31]\), from \([65\] Sec. 9.2-2\], the characteristic function of \( \Psi_{\Phi,\Theta_\nu} \) is

\[
\Psi_{\Phi,\Theta_\nu}(\nu, \omega) = \Psi_\Phi(\nu)
\]
where $\Gamma(\cdot)$ is the Gamma function, $\frac{1}{2} F_1(a; b; \cdot)$ is the confluent hypergeometric function of the first kind with parameters $a$ and $b$, and $\epsilon_m = 1$ if $m = 1$, $\epsilon_m = 2$ if $m \geq 1$.

Within the summation of the joint characteristic function of (33), if $\omega = m$ as an integer, only one term in the summation is non-zero. We have

\[ \Psi_{\phi, \Theta_n}(\nu, m) = \frac{\Psi_{\phi}(\nu) \gamma^2}{m!} \Gamma\left(\frac{m}{2} + 1\right) \times 1 F_1\left(\frac{m}{2}; m + 1; -\gamma_{\nu}\right) \]

\[ \times \frac{1}{\sqrt{\pi}} \Psi_{\phi}(\nu) \gamma^2 e^{j\omega \theta_0} \times \left[ I_{m-1} \left(\frac{\gamma_{\nu}}{2}\right) + I_{m+1} \left(\frac{\gamma_{\nu}}{2}\right) \right] e^{j\omega \theta_0}, \]

\[ m \geq 0, \] (34)

and $\Psi_{\phi, \Theta_n}(\nu, -m) = \Psi_{\phi, \Theta_n}(\nu, m) e^{-2 j \omega \theta_0}$. Using [17, Sec. 9.212, Sec. 9.238], the conversion from hypergeometric function to Bessel functions in (43) is used in [40, 46, 67, 68]. The simple expression for $\Psi_{\phi, \Theta_n}(\nu, m)$ is very helpful to derive the p.d.f. of the signal phase. The coefficients of (33) are also the Fourier series coefficients of the expression of (31) expanded over the phase $\theta$ in the range of $[-\pi, \pi]$.

C. Joint Characteristic Functions of Nonlinear Phase Noise, Received Intensity and the Phase of Amplifier Noise

Here, we derive the joint characteristic functions of $\Phi_{\phi, \Theta_n}$. Similar to (43), corresponding to the Fourier coefficients, only the characteristic function at integer "angular frequency" of $\Theta_n$ is interested. With $m$ as a non-negative integer, using [47, Sec. 8.431] and (28) with $y = r^2$, we get

\[ \mathcal{F}_\omega^{-1} \{ \Psi_{\phi, \Theta}(\nu, \omega, m) \} = \frac{\Psi_{\phi}(\nu) e^{j m \theta_0}}{2 \sigma_\nu^2} \times \exp \left[ -\frac{y + |\xi_{\nu}|^2}{2 \sigma_\nu^2} \right] I_m \left( \sqrt{y |\xi_{\nu}| / \sigma_\nu^2} \right), m \geq 0, \] (35)

Taking the Fourier transform of (35), we get

\[ \Psi_{\phi, \Theta}(\nu, \omega, m) = \frac{\Psi_{\phi}(\nu) e^{j m \theta_0}}{2 \sigma_\nu^2} \times \int_0^\infty \exp \left[ -\frac{y + |\xi_{\nu}|^2}{2 \sigma_\nu^2} \right] I_m \left( \frac{\sqrt{y |\xi_{\nu}| / \sigma_\nu^2}}{\sigma_\nu} \right) e^{i y \omega} dy, \]

\[ m \geq 0, \]

and $\Psi_{\phi, \Theta, \Theta_n}(\nu, \omega, m) = \Psi_{\phi, \Theta, \Theta_n}(\nu, \omega, m) e^{-2 j m \theta_0}$. Using [17, Sec. 6.614, Sec. 9.220], we get

\[ \Psi_{\phi, \Theta, \Theta_n}(\nu, \omega, m) = \Psi_{\phi}(\nu) e^{j m \theta_0} \frac{\Gamma\left(\frac{m}{2} + 1; m + 1; \gamma_{\nu, \omega}\right)}{m!} \]

\[ \times \frac{\sqrt{2 \sigma_\nu e^{j m \theta_0} |\xi_{\nu}|^2 \Gamma\left(\frac{m}{2} + 1; m + 1; \gamma_{\nu, \omega}\right)}}{(1 - 2 j \omega \sigma_\nu^2 |\xi_{\nu}|^2) F_1\left(\frac{m}{2}; m + 1; \gamma_{\nu, \omega}\right)}, \] (36)

where

\[ \gamma_{\nu, \omega} = \frac{1}{1 - 2 j \omega \sigma_\nu^2 |\xi_{\nu}|^2} \frac{|\xi_{\nu}|^2}{2 \sigma_\nu^2} \]

\[ = \frac{2 j \nu}{|\sqrt{\nu} - j \omega \tan(\sqrt{\nu})\sin(2 \sqrt{\nu})\rho_\nu|}. \] (37)

Using $\gamma_{\nu}$ defined by (32), we can rewrite (36) as

\[ \Psi_{\phi, \Theta, \Theta_n}(\nu, \omega, m) = \Psi_{\phi}(\nu) e^{-j \nu_{\Theta} \mu} \frac{\Gamma\left(\frac{m}{2} + 1; m + 1; \gamma_{\nu, \omega}\right)}{m!} \]

\[ \times \frac{\gamma_{\nu, \omega} \gamma_{\nu}^2}{\gamma_{\nu}} I_{m-1} \left(\frac{\gamma_{\nu, \omega}^2 \gamma_{\nu}^2}{\gamma_{\nu}^2 - 1} \right) F_1\left(\frac{m}{2}; m + 1; \gamma_{\nu, \omega}\right). \] (38)

With $\omega = 0$ in (38), using [17, Sec. 9.212], the joint Fourier coefficients of nonlinear phase noise and the phase of amplifier noise are

\[ \Psi_{\phi, \Theta, \Theta_n}(\nu, m) = \Psi_{\phi}(\nu) e^{-j \nu_{\Theta} \mu} \frac{\Gamma\left(\frac{m}{2} + 1; m + 1; \gamma_{\nu}\right)}{m!} \]

\[ \times \frac{\gamma_{\nu}^2 \gamma_{\nu}^2 \mu_{\Theta}^2}{\gamma_{\nu}^2 - 1} \gamma_{\nu} \]

\[ = \Psi_{\phi}(\nu) \gamma_{\nu}^2 e^{j m \theta_0} \frac{\Gamma\left(\frac{m}{2} + 1; m + 1; \gamma_{\nu}\right)}{m!} \]

\[ \times \frac{\gamma_{\nu}^2 \gamma_{\nu}^2 \mu_{\Theta}^2}{\gamma_{\nu}^2 - 1} \gamma_{\nu} \]

the same as (31).

If $m = 0$ in (38), using the relationship of $I_1(1; 1; z) = e^{z}$ [17, Sec. 9.215], the joint characteristic function of nonlinear phase noise and the received intensity is

\[ \Psi_{\phi, \Theta}(\nu, \omega) = \Psi_{\phi}(\nu) e^{-j \nu \frac{\gamma_{\nu}^2 \mu_{\Theta}^2}{\gamma_{\nu}} \gamma_{\nu, \omega}} \]

\[ = \Psi_{\phi}(\nu) e^{-j \nu \frac{\gamma_{\nu}^2 \mu_{\Theta}^2}{\gamma_{\nu}} \gamma_{\nu, \omega}} \]

\[ \frac{\Gamma\left(\frac{m}{2} + 1; m + 1; \gamma_{\nu, \omega}\right)}{m!} \]

also the same as (31).

To simplify (38), using the Bessel functions, from [17, Sec. 9.212, Sec. 9.238] and similar to [40, 46, 67, 68], we get
\[
\Psi_{\Phi,Y,\Theta_n}(\nu,\omega,m) = \Psi_{\Phi}(\nu) \sqrt{\frac{\gamma(\nu,\omega)^2}{2\gamma_{\nu}}} \exp \left( -\gamma_{\nu} + \frac{\nu}{2} \right) \\
\times \left[ I_{\nu} \left( \frac{\gamma(\nu,\omega)}{2} \right) + I_{\nu+1} \left( \frac{\gamma(\nu,\omega)}{2} \right) \right] e^{jm\theta_0}.
\]

(40)

Although both joint characteristic functions \([14]\) and \([32]\) can be derived based on the joint characteristic function \([33]\) or \([10]\), they are derived separately in early parts of this section for simplicity.

V. ERROR PROBABILITY OF PHASE-MODULATED SIGNALS

Binary DPSK signaling with interferometer based direct-detection receiver has renewed interests recently \([14, 16, 17, 18, 19, 22]\). This section studies the impact of nonlinear phase noise on binary PSK and DPSK signals. In order to derive the error probability, the p.d.f. of the received phase, that is the summation of both nonlinear phase noise and the phase of amplifier noise, is first derived analytically as a Fourier series. Taking into account the dependence between the nonlinear phase noise and the phase of amplifier noise, the error probability is calculated using the Fourier coefficients.

If the nonlinear phase noise is assumed to be Gaussian distributed, the error probability is the same as that of \([11]\) with laser phase noise. Because laser phase noise is a Brownian motion, the phase noise difference between two consecutive symbols is Gaussian distributed.

The optimal operating point of the system is estimated by \([11]\) based on the insight that the variance of linear and nonlinear phase noise should be approximately the same. With the exact error probability, the system can be optimized rigorously by the condition that the increase in SNR penalty is less than the increase of launched power.

A. Phase Distribution

Without loss of generality, in this section, the normalized transmitted electric field is assumed to be \(\xi_0 = (\sqrt{\rho_s}, 0)\) when \(\theta_0 = 0\). With nonlinear phase noise, received by an optical phase-locked loop \([45, 46]\), the overall received phase is

\[
\Phi_r = \Theta_n - \Phi_{NL} = \Theta_n - \frac{<\Phi_{NL}>}{\rho_s + \frac{1}{2}} \Phi_s
\]

(41)

where \(\rho_s + \frac{1}{2}\) is the mean normalized nonlinear phase shift \([17]\).

The received phase is confined to the range of \([-\pi, +\pi]\). The p.d.f. of the received phase is a periodic function with a period of \(2\pi\). If the characteristic function of the

FIG. 4: The p.d.f. of the received phase \(p_{\Phi, \nu}\) in logarithmic scale. The inset is the p.d.f. of \(p_{\Phi, \nu}\) in linear scale.

received phase is \(\Psi_{\Phi, \nu}(\nu)\), the p.d.f. of the received phase has a Fourier series expansion of

\[
p_{\Phi, \nu}(\nu) = \frac{1}{2\pi} \sum_{m=-\infty}^{+\infty} \Psi_{\Phi, m}(\nu,\omega) \exp(jm\omega).
\]

(42)

Because the characteristic function has the property of \(\Psi_{\Phi, \nu}(\nu) = \Psi_{\Phi, \nu}(-\nu)\), we get

\[
p_{\Phi, \nu}(\nu) = \frac{1}{2\pi} + \frac{1}{\pi} \sum_{m=1}^{+\infty} \Re \{ \Psi_{\Phi, m}(\nu,\omega) \exp(jm\omega) \},
\]

(43)

where \(\Re\{\cdot\}\) denotes the real part of a complex number.

Using the joint characteristic function of \(\Psi_{\Phi, \Theta_n}(\nu, m)\) \([33]\), from the received phase of \([41]\), the Fourier series coefficients are

\[
\Psi_{\Phi, \nu}(m) = \Psi_{\Phi, \Theta_n} \left( -m \frac{<\Phi_{NL}>}{\rho_s + \frac{1}{2}} , m \right).
\]

(44)

Fig. 4 shows the p.d.f. of the received phase \(\Phi_r\) with mean nonlinear phase shift of \(<\Phi_{NL}> = 0, 0.5, 1, 1.5\), and \(2.0\) rad. Shifted by the mean nonlinear phase shift \(<\Phi_{NL}>\), the p.d.f. is plotted in logarithmic scale to show the difference in the tail. Not shifted by \(<\Phi_{NL}>\), the same p.d.f. is plotted in linear scale in the inset. Fig. 4 is plotted for the case that the SNR is equal to \(\rho_s = 18\) (12.6 dB), corresponding to an error probability of \(10^{-9}\) if amplifier noise is the sole impairment. Without nonlinear phase noise \(<\Phi_{NL}> = 0\), the p.d.f. is the same as that in \([45, Sec. 5.2.7]\) and symmetrical with respect to the zero phase.

From Fig. 4 when the p.d.f. is broadened by the nonlinear phase noise, the broadening is not symmetrical with respect to the mean nonlinear phase shift \(<\Phi_{NL}>\). With small mean nonlinear phase shift of \(<\Phi_{NL}> = 0.5\)
rad, the received phase spreads further in the positive phase than the negative phase. With large mean nonlinear phase shift of $<\Phi_{NL}> = 2$ rad, the received phase spreads further in the negative phase than the positive phase. The difference in the spreading for small and large mean nonlinear phase shift is due to the dependence between nonlinear phase noise and the phase of amplifier noise. As shown in Fig. 4 after normalization, the p.d.f. of nonlinear phase noise depends solely on the SNR. If nonlinear phase noise is independent of the phase of amplifier noise, the spreading of the received phase noise is independent of the mean nonlinear phase shift $<\Phi_{NL}>$.

**B. Error Probability of PSK Signals**

If the p.d.f. of $\Psi_{\Phi}$ were symmetrical with respect to the mean nonlinear phase shift $<\Phi_{NL}>$, the decision region would center at the mean nonlinear phase shift $<\Phi_{NL}>$ and the decision angle for binary PSK system should be $\pm \frac{\pi}{2} - <\Phi_{NL}>$. From Fig. 1 because the p.d.f. is not symmetrical with respect to the mean nonlinear phase shift $<\Phi_{NL}>$, assume that the decision angle is $\pm \frac{\pi}{2} - \theta_c$ with the center phase of $\theta_c$, the error probability is

$$p_{e,PSK} = 1 - \int_{-\frac{\pi}{2} - \theta_c}^{\frac{\pi}{2} - \theta_c} p_{\Phi_c}(\theta) d\theta, \quad (45)$$

or

$$p_{e,PSK} = \frac{1}{2} - \frac{1}{\pi} \sum_{m=1}^{\infty} \frac{2 \sin \left( \frac{m \pi}{2} \right)}{m} \Re \left\{ \Psi_{\Phi_c}(m)e^{jm\theta_c} \right\}. \quad (46)$$

After some simplifications, we get

$$p_{e,PSK} = \frac{1}{2} - \frac{2}{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k}{2k+1} \Re \left\{ \Psi_{\Phi}(2k+1)e^{-j(2k+1)\theta_c} \right\}. \quad (47)$$

From the characteristic function of $\Psi_{\Phi}$, the coefficients for the error probability $\Psi_{\Phi}$ are

$$\Psi_{\Phi_c}(2k+1) = \frac{\sqrt{\pi} \lambda_k}{2} e^{-\frac{1}{2} \lambda_k} \left[ I_k \left( \frac{\lambda_k}{2} \right) + I_{k+1} \left( \frac{\lambda_k}{2} \right) \right]$$

$$\times \Psi_{\Phi} \left[ \frac{(2k+1) <\Phi_{NL}>}{\rho_s + \frac{1}{2}} \right], \quad k \geq 0, \quad (48)$$

where, from $\Psi_{\Phi}$,

$$\lambda_k = \frac{2 \left\{ j(2k+1) <\Phi_{NL}> \right\}^{\frac{1}{2}}}{\sin \left\{ 2 \left\{ j(2k+1) <\Phi_{NL}> \right\}^{\frac{1}{2}} \right\} \rho_s, k \geq 0, \quad (49)$$

are equivalent to the angular frequency depending SNR parameters.

Note that the exact error probability $\Psi_{\Phi}$ is very similar to that in $\Psi_e$. However, the error probability of eq. (71) of $\Psi_e$ is for PSK instead of DPSK signal. This will be more clear in later parts of this paper. The major difference between the exact error probability $\Psi_{\Phi}$ and that in $\Psi_e$ is the observation that the center phase is not equal to the mean nonlinear phase shift. From (10), the shape of the p.d.f. of nonlinear phase noise depends solely on the signal SNR.

In the coefficients of $\Psi_{\Phi}$, the complex coefficients of $\lambda_k$ are equivalent to the angular frequency depending SNR parameters. Bessel functions with complex argument are well-defined.

The coefficients of (48) have a very complicated expression because of the dependence between the phase of amplifier noise and the nonlinear phase noise. Because $E\{\Theta_s, \Phi_{NL}\} = 0$, the phase of amplifier noise and the nonlinear phase noise are uncorrelated with each other. However, uncorrelated is not equivalent to independence for non-Gaussian random variables.

If the nonlinear phase noise is assumed to be independent to the phase of amplifier noise $\Psi_{\Phi}$, similar to the approaches of $\Psi_e$ and $\Psi_{\Phi}$, in which the extra phase noise is independent of the signal phase, the error probability can be approximated as

$$p_{e,PSK} \approx \frac{1}{2} - \frac{2}{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k}{2k+1} \Re \left\{ \Psi_{\Phi} \left[ \frac{(2k+1) <\Phi_{NL}>}{\rho_s + \frac{1}{2}} \right] e^{-j(2k+1)\theta_c} \right\}. \quad (50)$$

In $\Psi$, the center phase of $\theta_c$ of (50) is assumed to be the mean nonlinear phase shift $<\Phi_{NL}>$. Fig. 5 shows the exact $\Psi_e$ and approximated (50) error probabilities as a function of SNR $\rho_s$. Fig. 5 also plots the error probability without nonlinear phase noise of $p_{e,PSK} = \frac{1}{2} \left\{ 1 - \frac{1}{2} \operatorname{erfc}\sqrt{\rho_s} \right\}$. Fig. 5 plots the error probability for both the center phase equal to the mean nonlinear phase shift $\theta_c = <\Phi_{NL}>$ (empty symbol) $\Psi_e$ and optimized to minimize the error probability (solid symbol). The approximated error probability in Fig. 6 with $\theta_c = <\Phi_{NL}>$ is the same as that in $\Psi_e$ but calculated by a simple formula of (50). From Fig. 6, with optimized center phase, the approximated error probability (50) always underestimates the error probability.

Fig. 6 shows the SNR penalty of PSK signal for an error probability of $10^{-9}$ calculated by the exact $\Psi_e$ and approximated (50) error probability formulae. Fig. 6 is plotted for both cases of the center phase equal to the mean nonlinear phase shift $\theta_c = <\Phi_{NL}>$ or optimized to minimize the error probability. The corresponding optimal center phase is shown in Fig. 4. When the center phase is equal to the mean nonlinear phase shift, the results using the exact error probability $\Psi_e$ should be the similar to that of $\Psi_{\Phi}$. When the center phase is equal to
Using the exact error probability (47) with optimal center phase, the mean nonlinear phase shift $<\Phi_{NL}>$ must be less than 1 rad for a SNR penalty less than 1 dB. The optimal operating level is that the increase of mean nonlinear phase shift, proportional to the increase of launched power and SNR, does not decrease the system performance. In Fig. 6 the optimal operation point can be found by

$$\frac{d\rho_s}{d <\Phi_{NL}>} \rightarrow 1$$  \hspace{1cm} (51)$$

when both the required SNR $\rho_s$ and mean nonlinear phase shift $<\Phi_{NL}>$ are expressed in decibel unit. The optimal operating level is for the mean nonlinear phase noise $<\Phi_{NL}>$ of about 1.25 rad, close to the estimation of [4] when the center phase is assumed to be $<\Phi_{NL}>$.

From the optimal center phase of Fig. 7 with the exact error probability (47), the optimal center phase is less than the mean nonlinear phase shift $<\Phi_{NL}>$ when the mean nonlinear phase shift is less than about 1.25 rad. At small mean nonlinear phase shift, from Fig. 4 the p.d.f. of the received phase spreads further to positive phase such that the optimal center phase is smaller that the mean nonlinear phase shift $<\Phi_{NL}>$. At large mean nonlinear phase shift $<\Phi_{NL}>$, the received phase is dominated by the nonlinear phase noise. Because the p.d.f. of nonlinear phase noise spreads further to the negative phase as from Fig. 2, the optimal center phase is larger than the mean nonlinear phase shift for large mean nonlinear phase shift. For the same reason, when the nonlinear phase noise is assumed to be independent of the phase of amplifier noise, the optimal center phase is always larger than the mean nonlinear phase shift. From Fig. 7 the approximated error probability (50) is not useful to find the optimal center phase.

Comparing the exact (47) and approximated (50) error probability, the approximated error probability (50)
is evaluated when the parameter of $\lambda_k$ is approximated by the SNR $\rho_s$. The parameters of $\lambda_k$ are complex numbers. Because $|\lambda_k|$ are always less than $\rho_s$, with optimized center phase and from Figs. 5 and 6, the approximated error probability of (50) always gives an error probability smaller than the exact error probability (47).

C. Error Probability of DPSK Signals

Fig. 8 shows the direct-detection receiver for DPSK signal. The DPSK receiver uses a Mach-Zehnder interferometer in which the signal is splitted into two paths and combined with a path difference of a symbol time of $T$. In practice, the path difference $\tau \approx T$ must be chosen such that $\exp(j\omega_0\tau) = 1$, where $\omega_0$ is the angular frequency of the signal. Ideally, the optical filter before the interferometer is assumed to be a matched filter to the transmitted signal. Two balanced photodetectors are used to receive the photocurrent. There is a low-pass filter to filter out the receiver noise. We assume the low-pass filter has a wide bandwidth and does not distort the received signal.

Optical amplified direct-detection DPSK receiver had been studied by [57, 77, 78, 79]. The analysis here just takes into account the amplifier noise from the same polarization as the signal and can also be applied to heterodyne receiver.

FIG. 8: The direct-detection receiver of DPSK signal using an interferometer.

The interferometer of Fig. 8 finds the differential phase of

$$\Delta \Phi_r = \Phi_r(t) - \Phi_r(t - T)$$

$$= \Theta_n(t) - \Phi_{NL}(t) - \Theta_n(t - T) + \Phi_{NL}(t - T),$$

where $\Phi_r(\cdot)$, $\Theta_n(\cdot)$, and $\Phi_{NL}(\cdot)$ are the received phase, the phase of amplifier noise, and the nonlinear phase noise as a function of time, and $T$ is the symbol interval. The phases at $t$ and $t - T$ are independent of each other but are identically distributed random variables similar to that of (41). The differential phase of (52) assumes that the transmitted phases at $t$ and $t - T$ are the same.

When two random variables are added (or subtracted) together, the sum has a characteristic function that is the product of the corresponding individual characteristic functions. The p.d.f. of the sum of the two random variables has Fourier series coefficients that are the product of the corresponding Fourier series coefficients. From (48), the p.d.f. of the differential phase (52) is

$$p_{\Delta \Phi_r}(\theta) = \frac{1}{2\pi} + \frac{1}{\pi} \sum_{m=1}^{+\infty} |\Psi_{\Phi_r}(m)|^2 \cos(m\theta).$$

As the difference of two i.i.d. random variables, with the same transmitted phase in two consecutive symbols, the p.d.f. of the differential phase $\Delta \Phi_r$ is symmetrical with respect to the zero phase.

FIG. 9: The p.d.f. of the differential received phase $p_{\Delta \Phi_r}(\theta)$ in logarithmic scale. The inset is the same p.d.f. in linear scale.

Interferometer based receiver [57, 78, 79] gives an output proportional to $\cos(\Delta \Phi_r)$. The detector makes a decision on whether $\cos(\Delta \Phi_r)$ is positive or negative that is equivalent to whether the differential phase $\Delta \Phi_r$ is within or without the angle of $\pm \frac{\pi}{2}$. Similar to that for PSK signal (41), the error probability for DPSK signal is

$$p_{e,\text{DPSK}} = \frac{1}{2} - \frac{2}{\pi} \sum_{k=0}^{+\infty} \frac{(-1)^k}{2k + 1} |\Psi_{\Phi_r}(2k + 1)|^2.$$ (54)

where the coefficients of $\Psi_{\Phi_r}(2k + 1)$ are given by (48).

Similar to the approximation for PSK signal (41), if the nonlinear phase noise is assumed to be independent to the phase of amplifier noise, the error probability of (54) can be approximated as

$$p_{e,\text{DPSK}} \approx \frac{1}{2} - \rho_s e^{-\rho_s} \sum_{k=0}^{\infty} \frac{(-1)^k}{2k + 1} \left[ I_k \left( \frac{\rho_s}{2} \right) + I_{k+1} \left( \frac{\rho_s}{2} \right) \right]^2.$$
Comparing the exact (54) and approximated (55) error probability, the approximated error probability (55) is evaluated when the parameter of $\lambda_k$ is approximated by the SNR $\rho_s$. Because $|\lambda_k|$ is always less than $\rho_s$, the approximated error probability of (55) always gives an error probability smaller than the exact error probability (54).

Fig. 10 shows the exact (54) and approximated (55) error probabilities as a function of SNR $\rho_s$. Fig. 10 also plots the error probability without nonlinear phase noise of $p_{e_{DPSK}} = \frac{1}{\sqrt{2\pi}} \exp(-\rho_s)$ [48, Sec. 5.2.8]. The approximated error probability in Fig. 10 is the same as that in [8] but calculated by a simple formula of (55). From Fig. 10, the approximated error probability (55) always underestimates the error probability.

Fig. 11 shows the SNR penalty of DPSK signal for an error probability of $10^{-9}$ calculated by the exact (54) and approximated (55) error probability formulae. The SNR penalty given by the approximated error probability is the same as that in [8] but calculated by a simple formula (55). The discrepancy between the exact and approximated error probability is very small for small and large nonlinear phase shift $<\Phi_{NL}>$. The largest discrepancy between the exact and approximated SNR penalty is about 0.27 dB at a mean nonlinear phase shift $<\Phi_{NL}>$ of 0.53 rad.

For a power penalty less than 1 dB, the mean nonlinear phase shift $<\Phi_{NL}>$ must be less than 0.57 rad. The optimal level of the mean nonlinear phase shift $<\Phi_{NL}>$ is about 1 rad such that the increase of power penalty is always less than the increase of mean nonlinear phase shift, similar to the estimation of [1] as the limitation of the mean nonlinear phase shift.

The error probabilities of Figs. 5 and 10 are calculated using Matlab. The series summation of (54) and (55) can be calculated to an error probability of $10^{-13}$ to $10^{-14}$ with an accuracy of three to four significant digits. Symbolic mathematical software can provide better accuracy by using variable precision arithmetic in the calculation of low error probability.

VI. LINEAR COMPENSATION OF NONLINEAR PHASE NOISE

As shown in the helix shape scattergram of Figs. 1, nonlinear phase noise is correlated with the received intensity. The received intensity can be used to compensate for the nonlinear phase noise. Ideally, as shown in coming sections, the optimal compensator should minimize the error probability of the system after compensation. If the joint p.d.f. of the received phase and the received intensity of $p_{\Phi_r, Y}(\theta, y)$ is available, the optimal compensator or detector is given by the maximum a posteriori probability (MAP) criterion [44, Sec. 5.2] to minimize the error probability. For simplicity, linear compensator is discussed here first. The next section is about nonlinear compensator.

In this section, the linear compensator is first optimized in term of the variance, or minimum mean-square error (MMSE) criterion, of the residual nonlinear phase noise. Afterward, the exact error probability with linear compensator is derived analytically. With a simple expression to calculate the error probability, numerical optimization is used to find the linear MAP compensator to minimize the error probability. Not for PSK signals, linear MMSE compensator performs close to linear MAP compensator for DPSK signals.
A. MMSE Linear Compensation

The simplest method to compensate the nonlinear phase noise is to add a scaled received intensity into the received phase \( \Phi - \alpha \rho^2 = \Phi - \alpha Y \). The optimal linear MMSE compensator minimizes the variance of the normalized residual phase noise of \( \Phi_\alpha = \Phi - \alpha \rho^2 = \Phi - \alpha Y \). Using the joint characteristic function of (30), the characteristic function for the normalized residual nonlinear phase noise is

\[
\Psi_{\Phi_\alpha}(\nu) = \Psi_{\Phi,Y}(\nu, -\alpha \nu). \tag{56}
\]

The mean of the normalized residual nonlinear phase noise is

\[
<\Phi_\alpha> = -j \frac{d}{d\nu} \Psi_{\Phi_\alpha}(\nu) \bigg|_{\nu=0} = \rho_s + \frac{1}{2} - \alpha (\rho_s + 1). \tag{57}
\]

The variance of the normalized residual nonlinear phase noise is

\[
\sigma^2_{\Phi_\alpha} = -\frac{d^2}{d\nu^2} \Psi_{\Phi_\alpha}(\nu) \bigg|_{\nu=0} = <\Phi_\alpha>^2
\]

\[
= \frac{2}{3} \rho_s + \frac{1}{6} - 2 \left( \rho_s + \frac{1}{3} \right) \alpha + (2 \rho_s + 1) \alpha^2. \tag{58}
\]

Solving \( d\sigma^2_{\Phi_\alpha}/d\alpha = 0 \), the optimal scale factor for linear compensator is

\[
\alpha_{\text{min}} = \frac{1}{2} \frac{\rho_s + \frac{1}{2}}{\rho_s + \frac{1}{2}}. \tag{59}
\]

In high SNR, \( \alpha_{\text{min}} \rightarrow \frac{1}{2} \). Other than the normalization, the optimal scale factor of (59) is the same as that in (34). The approximation of \( \alpha_{\text{min}} \rightarrow \frac{1}{2} \) was estimated by simulation. With the optimal scale factor of (59), the mean and variance of the normalized residual nonlinear phase noise are

\[
<\Phi_{\alpha_{\text{min}}}>= \frac{1}{2} \frac{\rho_s^2 + \frac{2}{3} \rho_s + \frac{1}{6}}{\rho_s + \frac{1}{2}}, \tag{60}
\]

\[
\sigma^2_{\Phi_{\alpha_{\text{min}}}} = \frac{1}{6} \frac{\rho_s^2 + \rho_s + \frac{1}{2}}{\rho_s + \frac{1}{2}}. \tag{61}
\]

The mean of the residual nonlinear phase noise is about half the mean of the nonlinear phase noise of \( <\Phi> \) (17). The variance of the residual nonlinear phase noise is about a quarter of that of the variance of the nonlinear phase noise of \( \sigma^2_\Phi \) (20).

![Fig. 12: The asymptotic p.d.f. of the residual nonlinear phase noise \( \Phi_\alpha \) as compared with the p.d.f. of \( N = 4, 8, 16, 32, \) and 64 fiber spans. The p.d.f. in linear scale is shown in the inset.](image)

After the linear compensation, the characteristic function of the residual normalized nonlinear phase noise is

\[
\Psi_{\Phi_{\alpha_{\text{min}}}}(\nu) = \Psi_{\Phi,Y}(\nu, -\nu \rho_s + \frac{1}{2} \nu). \tag{62}
\]

The p.d.f. of the residual normalized nonlinear phase noise is the inverse Fourier transform of \( \Psi_{\Phi_{\alpha_{\text{min}}}}(\nu) \).

The p.d.f. of the residual nonlinear phase noise for finite number of fiber spans was derived by modeling the residual nonlinear phase noise \( \Phi_\alpha \) as the summation of \( N \) independently distributed random variables (37). Fig. 12 shows a comparison of the p.d.f. for \( N = 4, 8, 16, 32, \) and 64 of fiber spans (37) with the distributed case of (52). The residual nonlinear phase noise is scaled by the mean normalized phase shift of \( <\Phi> = \rho_s + \frac{1}{2} \) (17). Using a SNR of \( \rho_s = 18 \), Fig. 12 is plotted in logarithmic scale to show the difference in the tail. Fig. 12 also provides an inset in linear scale of the same p.d.f. to show the difference around the mean. Like that of Fig. 3, the asymptotic p.d.f. for residual nonlinear phase noise of Fig. 12 is also very accurate for \( N \geq 32 \) fiber spans. Unlike that of Fig. 3, the asymptotic p.d.f. for residual nonlinear phase noise of Fig. 12 have slightly larger spread then that of the finite cases. The mean of the residual nonlinear phase noise is about 0.5(\( \rho_s + \frac{1}{2} \)), the same as that of (60). Comparing Fig. 3 and Fig. 12 with linear compensation, both the mean and STD of the residual nonlinear phase noise is about half of that of the nonlinear phase noise before compensation.

B. Distribution of the Linearly Compensated Received Phase

With nonlinear phase noise, received by an optical phase-locked loop (5), the overall received phase is that of (11). With linear compensation, the compensated received phase is
If the characteristic function of the compensated received phase is a periodic function with a period of $2\pi$, the Fourier series coefficients are

$$p_{\Phi_{cm}}(\theta) = \frac{1}{2\pi} \sum_{m=-\infty}^{+\infty} \Psi_{\Phi_{cm}}(m) \exp(i m \theta).$$

The compensated received phase is confined to the range of $[-\pi, +\pi]$. The p.d.f. of the compensated received phase is periodic with a period of $2\pi$. If the characteristic function of the compensated received phase is $\Psi_{\Phi_{cm}}(\nu)$, the p.d.f. of the compensated received phase has a Fourier series expansion of

$$p_{\Phi_{cm}}(\theta) = \frac{1}{2\pi} \sum_{m=-\infty}^{+\infty} \Psi_{\Phi_{cm}}(m) \exp(i m \theta).$$

or

$$p_{\Phi_{cm}}(\theta) = \frac{1}{2\pi} \sum_{m=-\infty}^{+\infty} \Re \{ \Psi_{\Phi_{cm}}(m) \exp(i m \theta) \},$$

where $\Re\{ \cdot \}$ denotes the real part of a complex number.

Using the joint characteristic function of $\Psi_{\Phi_{cm}}(\nu, \omega, m)$, similar to that of (62), from the compensated received phase of (63), the Fourier series coefficients are

$$\Psi_{\Phi_{cm}}(m) = \Psi_{\Phi, Y, \Theta, n}(\nu, \omega, m).$$

Using the scale factor $\alpha_{min}$, Fig. 13 shows the p.d.f. of the compensated received phase with mean nonlinear phase shift of $<\Phi_{NL}> = 0, 1, 2, 3$ rad. Shifted by the mean residual nonlinear phase shift of

$$<\Phi_{RES}> = \frac{<\Phi_{NL}>}{\rho_s + \frac{1}{2}} <\Phi_{\alpha_{min}}>,$$

the p.d.f. is plotted in logarithmic scale to show the difference in the tail. Not shifted by $<\Phi_{RES}>$, the same p.d.f. is plotted in linear scale in the inset. Fig. 13 is plotted for the case that the SNR is equal to $\rho_s = 18$ (12.6 dB), the same as that of Fig. 4.

From Fig. 13 when the p.d.f. is broadened by the nonlinear phase noise, similar to the case without compensation of Fig. 4, the broadening is not symmetrical with respect to the mean residual nonlinear phase shift $<\Phi_{RES}>$. With small mean nonlinear phase shift of $<\Phi_{NL}> = 1$ rad, the received phase spreads further in the positive phase than the negative phase. With large mean nonlinear phase shift of $<\Phi_{NL}> = 3$ rad, the received phase spreads further in the negative phase than the positive phase. The difference in the spreading for small and large mean nonlinear phase shift is due to the dependence between the residual nonlinear phase noise and the phase of amplifier noise.

### C. Error Probability of PSK Signals

Assume that the decision angles are $\pm \frac{\pi}{2} - \theta_e$ with the center phase of $\theta_e$, the error probability is

$$p_{e, PSK} = 1 - \int_{\frac{\pi}{2} - \theta_e}^{\frac{\pi}{2} + \theta_e} p_{\Phi_{cm}}(\theta) d\theta,$$

or, similar to the error probability of $p_{e, PSK}$,

$$p_{e, PSK} = \frac{1}{2} \sum_{k=0}^{+\infty} \frac{(-1)^k}{2k+1} \Re \left\{ \Psi_{\Phi_{cm}}(2k+1)e^{-j(2k+1)\theta_e} \right\}.$$

From both (66) and (69), the coefficients for the error probability are

$$\Psi_{\Phi_{cm}}(2k+1) = \frac{\sqrt{2\pi} \lambda_k}{2 \lambda_k} e^{-\lambda_k + \frac{\lambda_k}{2}} \frac{\rho_s + \frac{1}{2}}{\rho_s + \frac{1}{2}} \left[ \frac{2k+1}{\rho_s + \frac{1}{2}} \right],$$

where, from (62) and (67),

$$\lambda_k = \frac{2}{\sin \left\{ \frac{\pi}{2} \frac{2k+1}{\rho_s + \frac{1}{2}} \right\} \rho_s},$$

$$\lambda_{k, \omega} = \frac{\lambda_k}{1 + \alpha \frac{\pi (2k+1) <\Phi_{NL}>}{\rho_s + \frac{1}{2}} + \tan \left\{ \frac{\pi (2k+1) <\Phi_{NL}>}{\rho_s + \frac{1}{2}} \right\}}.$$
and $\Psi_\Phi(\nu)$ \cite{16} is the marginal characteristic function of nonlinear phase noise that depends solely on SNR.

Based on the MMSE criterion, the center phase in\cite{69} is $\theta_c = \langle \Phi_{\text{RES}} \rangle$ \cite{67} and the scale factor in\cite{72} is $\alpha = \alpha_{\text{min}}$ \cite{69}. Because the series summation of\cite{69} is a simple expression, numerical optimization can be used to find the linear MAP compensator to minimize the error probability.

If the residual nonlinear phase noise is assumed to be independent to the phase of amplifier noise, similar to \cite{50}, the error probability based on MMSE criterion can be approximated as

$$p_{e,\text{PSK}} \approx \frac{1}{2} - e^{-\frac{\rho_s}{2}} \sqrt{\rho_s} \sum_{k=0}^{\infty} \frac{(-1)^k}{2k+1} \left[ I_k\left(\frac{\rho_s}{2}\right) + I_{k+1}\left(\frac{\rho_s}{2}\right) \right]$$

$$\times \Re \left\{ \Psi_{\Phi_{\text{min}}} \left( \frac{(2k+1)\langle \Phi_{\text{NL}} \rangle}{\rho_s + \frac{\alpha}{2}} \right) e^{-j(2k+1)\langle \Phi_{\text{RES}} \rangle} \right\}.$$

The corresponding optimal center phase and scale factor of Fig. 15 are shown in Fig. 16.

The discrepancy between the exact and approximated error probability is smaller for small and large mean nonlinear phase shift $\langle \Phi_{\text{NL}} \rangle$. With the MMSE criterion, the largest discrepancy between the exact and approximated SNR penalty is about 0.37 dB at a mean nonlinear phase shift $\langle \Phi_{\text{NL}} \rangle$ around 2.53 rad. Like the conclusion of Sec. V without compensation, with the MMSE criterion, the approximated error probability \cite{73} is not accurate enough for linearly compensated PSK signals.

Fig. 15 also shows that the linear MMSE compensator using the optimal scale factor of \cite{69} does not perform well as compared with the linear MAP compensator.

FIG. 14: With linear compensation, the error probability of PSK signal $p_{e,\text{PSK}}$ as a function of SNR $\rho_s$.

FIG. 15: With linear compensation, the SNR penalty of PSK signal as a function of mean nonlinear phase shift $\langle \Phi_{\text{NL}} \rangle$.

FIG. 16: The optimal center phase corresponding to the operating point of Fig. 15 as a function of mean nonlinear phase shift $\langle \Phi_{\text{NL}} \rangle$.
largest discrepancy is about 0.34 dB at mean nonlinear phase shift of $<\Phi_{NL}> = 1.68$ rad. The major reason of this large discrepancy is due to the non-symmetrical p.d.f. of Fig. 13.

Using the linear MAP compensator, the mean nonlinear phase shift $<\Phi_{NL}>$ must be less than 2.30 rad for a SNR penalty less than 1 dB, slightly more than twice that of Fig. 5 of 1 rad without compensation. The optimal operating level is for a mean nonlinear phase noise $<\Phi_{NL}>$ of about 2.15 rad, slightly less than twice that of Fig. 10 of 1.25 rad without compensation.

From the optimal center phase from Fig. 16 for the linear MAP compensator, the optimal center phase is less than the mean nonlinear phase shift $<\Phi_{RES}>$ when the mean nonlinear phase shift is less than about 2.68 rad. The changing of the optimal center phase with the mean nonlinear phase shift is very large. From Figs. 15 to the optimal MMSE scale factor (59) except when the scale factor from Fig. 16 is also not equal to the optimal MMSE scale factor (59) except when the mean nonlinear phase shift is very large. From Figs. 15 and 16, the MME criterion is not close to the performance of the optimal linearly compensated PSK signals based on MAP criterion.

D. Error Probability of DPSK Signals

A compensated DPSK signal is demodulated using interferometer of Fig. 8 to find the compensated differential phase of

$$\Delta \Phi_{cm} = \Phi_{cm}(t) - \Phi_{cm}(t - T) = \Theta_n(t) - \Phi_{RES}(t) - \Theta_n(t - T) + \Phi_{RES}(t - T),$$

(74)

where $\Phi_{cm}(\cdot)$, $\Theta_n(\cdot)$, and $\Phi_{RES}(\cdot)$ are the compensated received phase, the phase of amplifier noise, and the residual nonlinear phase noise as a function of time, and $T$ is the symbol interval. The phases at $t$ and $t - T$ are independent of each other but are identically distributed random variables similar to that of (11) and (13). The differential phase of (74) assumes that the transmitted phases at $t$ and $t - T$ are the same.

From the p.d.f. of (63), similar to (63), the p.d.f. of the differential compensated phase $\Delta \Phi_{cm}$ is

$$p_{\Delta \Phi_{cm}}(\theta) = \frac{1}{2\pi} + \frac{1}{\pi} \sum_{m=1}^{+\infty} |\Psi_{\Phi_{cm}}(m)|^2 \cos(m\theta),$$

(75)

that is symmetrical with respect to the zero phase.

Fig. 17 shows the p.d.f. of the differential received phase (75) with mean nonlinear phase shift of $<\Phi_{NL}>$ = 0, 1, 2, and 3 rad using the linear MMSE compensator with $\alpha = \alpha_{min}$ (69). The p.d.f. is plotted in logarithmic scale to show the difference in the tail. The same p.d.f. is plotted in linear scale in the inset. Fig. 17 is plotted for the case that the SNR is equal to $\rho_s = 20$ (13 dB). From Fig. 17, when the p.d.f. of differential phase is broadened by the residual nonlinear phase noise, the broadening is symmetrical with respect to the zero phase.

Similar to (64) and (69), the error probability for DPSK signal is

$$p_{e,\text{DPSK}} = \frac{1}{2} - \frac{2}{\pi} \sum_{k=0}^{+\infty} \frac{(-1)^k}{2k + 1} |\Psi_{\Phi_{cm}}(2k + 1)|^2.$$

(76)

where the coefficients of $\Psi_{\Phi_{cm}}(2k + 1)$ are given by (64) with parameters from (71) and (72).

Similar to the approximation for PSK signal (73), if the nonlinear phase noise is assumed to be independent to the phase of amplifier noise, the error probability of (63) can be approximated as

$$p_{e,\text{DPSK}} \approx \frac{1}{2} - \rho_se^{-\rho_s} \sum_{k=0}^{+\infty} \frac{(-1)^k}{2k + 1} \left[ I_k\left(\frac{\rho_s}{2}\right) + I_{k+1}\left(\frac{\rho_s}{2}\right) \right]^2 \times \left| \Psi_{\Phi_{\text{min}}}(\frac{(2k + 1) <\Phi_{NL}>}{\rho_s + \frac{1}{2}}) \right|^2.$$

(77)

Fig. 15 shows the exact (76) and approximated (77) error probabilities as a function of SNR $\rho_s$ for DPSK signal with linear MMSE compensator. The scale factor in (72) is also numerically optimized to find the linear MAP compensator to minimize the exact error probability (76). From Fig. 15, the linear MMSE and MAP compensators do not have big difference for linearly compensated DPSK signal. Fig. 15 also plots the error probability without nonlinear phase noise. The approximated
error probability in Fig. 18 is the same as that in [2] but calculated for large number of fiber spans. From Fig. 18, the approximated error probability (77) always slightly overestimates the error probability.

Fig. 19 shows the SNR penalty of DPSK signal for an error probability of $10^{-9}$ calculated by the exact (76) and approximated (77) error probability formulae for DPSK signal with linear MMSE and MAP compensation. The SNR penalty given by the approximated error probability (77) is the same as that in [9] but for large number of fiber spans. The discrepancy between the exact and approximated error probability with either MMSE or MAP criteria is very small. The largest discrepancy between the exact and approximated SNR penalty with MMSE criterion is about 0.1 dB at a mean nonlinear phase shift $<\Phi_{NL}>$ of 1.74 rad. Both with the exact error probability (76), the linear MMSE and MAP compensators have the largest discrepancy of 0.06 dB at a mean nonlinear phase shift $<\Phi_{NL}>$ of 0.95 rad.

Fig. 19 also shows the SNR penalty of DPSK signal without compensation from (11) using the exact error probability formula there. Similar to [9], for the same SNR penalty, DPSK signal with linear compensator can tolerate slightly larger than twice the mean nonlinear phase noise without linear compensation.

For a power penalty less than 1 dB, the mean nonlinear phase shift $<\Phi_{NL}>$ must be less than 1.31 rad, slightly larger than twice that of Fig. 11 of 0.57 rad without compensation. The optimal operating level of the mean nonlinear phase shift $<\Phi_{NL}>$ is about 1.81 rad such that the increase of power penalty is always less than the increase of mean nonlinear phase shift, slightly smaller than twice that of Fig. 11 of 1 rad without compensation.

VII. NONLINEAR COMPENSATION OF NONLINEAR PHASE NOISE

This section finds the optimal MAP and MMSE compensators for a PSK signal with nonlinear phase noise. We will first derive the joint p.d.f. of received amplitude and phase of $p_{R,\Phi,|\theta_0}(r,\theta)$ given $\theta_0$ is the transmitted phase. The MAP detector is derived through the Neyman-Pearson criterion [14 Sec. 5.3]. The error probability is then calculated based on the p.d.f. of $p_{R,\Phi,|\theta}(r,\theta)$. Based on the characteristic function of nonlinear phase noise condition on the received intensity, the optimal MMSE detector for signals with nonlinear phase noise is also derived analytically.

A. Joint Distribution of Received Amplitude and Phase

The received phase of (11) is confined to the range of $[-\pi, +\pi)$. The joint PDF of received amplitude and phase $p_{R,\Phi,|\theta_0}(r,\theta)$ can be modeled as a periodic function of $\theta$ with a period of $2\pi$ and expanded as a Fourier series as

$$p_{R,\Phi,|\theta_0}(r,\theta) = \frac{p_R(r)}{2\pi} + \frac{1}{\pi} \sum_{m=1}^{+\infty} \Re \left\{ C_m(r)e^{im(\theta-\theta_0)} \right\},$$

$$r \geq 0,$$  \hspace{1cm} (78)

where $p_R(r)$ is the PDF of received amplitude of (28), $C_m(r)$ is the $m$th Fourier coefficient as a function of the received amplitude $r$, and $\Re \{ \}$ denotes the real part of a complex number. The PDF of (78) has been simplified using the relationship of $C_{-m}(r) = C_m^*(r)$. It is also obvious that $\int_{-\pi}^{+\pi} p_{R,\Phi,|\theta_0}(r,\theta) d\theta = p_R(r)$.

As the Fourier series of the PDF $p_{R,\Phi,|\theta_0}(r,\theta)$ (78), the Fourier coefficients of $C_m(r)$ are the Fourier transform of the PDF (78) with respect to $\theta$ at integer "angular
The Fourier transform of a PDF is its characteristic function and $C_m(r)$ can come from the "partial" Fourier transform of the joint PDF of nonlinear phase noise, received intensity, and phase of amplifier noise. The Fourier coefficients are \[ q_{\Phi, R, \Theta_n} = \int_{-\infty}^{\infty} q_{\Phi, R, \Theta_n} \frac{\langle \Phi_{NL} \rangle}{\rho_s + 1/2} m r \, dr, \] (79)

where $q_{\Phi, R, \Theta_n}(\nu, r, m)$ cannot be found directly but \[ q_{\Phi, R, \Theta_n}(\nu, y, m) = \mathcal{F}^{-1}_y \{ \psi_{\Phi, R, \Theta_n}(\nu, y, m) \} \] (80)
given by (85) with $\psi_{\Phi, R, \Theta_n}(\nu, \omega, m)$ given by (80) and $\theta_0 = 0$. With a change of random variable of $Y = R^2$, the partial PDF and characteristic function of (85) becomes \[ q_{\Phi, R, \Theta_n}(\nu, r, m) = \frac{r \Psi_m(\nu)}{\sigma_c^2} \exp \left( -\frac{r^2 + \alpha_m^2}{2s_m} \right) \left( \frac{m \alpha_m r}{s_m} \right), \quad m \geq 1, \] (81)

with \[ \Psi_m = \Psi_{\Phi} \left( m \frac{\langle \Phi_{NL} \rangle}{\rho_s + 1/2} \right), \] (83)

and \[ s_m = \frac{1}{2} \left( \frac{m \langle \Phi_{NL} \rangle}{\rho_s + 1/2} \right)^{-\frac{1}{2}} \tan \left( \frac{m \langle \Phi_{NL} \rangle}{\rho_s + 1/2} \right)^{\frac{1}{2}} \] (85)

where $\Psi_{\Phi}(\nu)$ is the characteristic function of nonlinear phase noise of (10). Using method in quantum field theory, a PDF similar to (79) was derived in (83).

For a PSK signal with $\theta_0 \in \{0, \pi\}$, Figure 20 shows the distribution of the received electric field similar to Fig. 1 b). The contour lines of Fig. 20 are the logarithmic of the PDF of $\frac{1}{2} \left\{ p_{R, \Phi, |0}(r, \theta) + p_{R, \Phi, |\pi}(r, \theta) \right\}$ after the conversion to rectangular coordinate. The SNR of $\rho_s = 18$ is chosen for an error probability of $10^{-9}$ for binary PSK signal without nonlinear phase noise. The mean nonlinear phase shift of $\langle \Phi_{NL} \rangle = 2$ rad is chosen to about double the optimal operating point estimated in (14).

Similar to those of Fig. 1, the helix shape distribution of Fig. 20 clearly shows that the rotation due to nonlinear phase noise is correlated with the amplitude (the distance to the origin). The optimal MAP detector is derived here.

**B. Optimal MAP Detector**

For a PSK signal with $\theta_0 \in \{0, \pi\}$, using the Neyman-Pearson lemma with unity likelihood ratio [44, Sec. 5.3], the optimal decision regions of the MAP detector are given by

\[ R_0 = \{ r, \theta \mid p_{R, \Phi, |0}(r, \theta) \geq p_{R, \Phi, |\pi}(r, \theta) \}, \] (86)

\[ R_1 = \{ r, \theta \mid p_{R, \Phi, |\pi}(r, \theta) > p_{R, \Phi, |0}(r, \theta) \} \] (87)

for $\theta_0 = 0$ and $\theta_0 = \pi$, respectively. The error probability is

\[ p_e = \frac{1}{2} \int_{R_0} p_{R, \Phi, |0}(r, \theta) d\theta + \frac{1}{2} \int_{R_1} p_{R, \Phi, |\pi}(r, \theta) d\theta \]

\[ = \int_{R_0} p_{R, \Phi, |\pi}(r, \theta) d\theta \]

\[ = \int_{R_1} p_{R, \Phi, |0}(r, \theta) d\theta. \] (88)

The decision regions of $R_0$ and $R_1$ have a boundary of $\theta_c(r) \pm \pi/2, r \geq 0$, where $\theta_c(r)$ is the center phase of the decision regions of $R_0$. With the joint PDF of (79), the error probability for MAP detector of (88) becomes

\[ p_e = \frac{1}{2} - \frac{1}{\pi} \sum_{k=0}^{\infty} \frac{1}{2(k+1)} \int_{R_1} \Re \left\{ C_{2k+1}^*(r) e^{i(2k+1)\theta_c(r)} \right\} dr. \] (89)

Using only $p_{R, \Phi, |0}(r, \theta)$, because $p_{R, \Phi, |\pi}(r, \theta) = p_{R, \Phi, |0}(r, \theta - \pi)$, the center phase of $\theta_c(r)$ can be determined by
The optimal MMSE compensator is the conditional mean of the normalized nonlinear phase noise given the received intensity of \( Y = R^2 \), we obtain

\[
E\{\Phi|R\} = -\frac{d}{dy}\Psi_{\Phi|Y}(\nu|y)
\bigg|_{\nu=0, y=r^2}
= \frac{1}{6} + \frac{1}{3}\rho_s + \frac{1}{3}r^2 + \frac{\sqrt{\rho_s} r I_1(2r\sqrt{\rho_s})}{3 I_0(2r\sqrt{\rho_s})}. \tag{93}
\]

Other than the normalization, the optimal MMSE compensator of (93) is similar to that of (42) for finite number of fiber spans. The optimal MMSE compensator (93) depends solely on the system SNR.

The normalized residual nonlinear phase noise is \( \phi_c = \phi - E\{\Phi|R\} \), its conditional variance is

\[
\sigma_{\phi_c|R}^2 = -\frac{d^2}{dy^2}\Psi_{\Phi|Y}(\nu|y)
\bigg|_{\nu=0, y=r^2} - E\{\Phi|R\}^2
= \frac{1+4(\rho_s + r^2)}{90} + \frac{r^2\rho_s}{9}
+ \frac{\sqrt{\rho_s} r I_1(2r\sqrt{\rho_s})}{45 I_0(2r\sqrt{\rho_s})}
- \frac{r^2\rho_s I_1^2(2r\sqrt{\rho_s})}{9 I_0^2(2r\sqrt{\rho_s})}. \tag{94}
\]

The variance of the normalized residual nonlinear phase noise can be numerically integrated as

\[
\sigma_{\phi_c}^2 = \int_0^\infty \sigma_{\phi_c|R}^2 p_R(r)dr, \tag{95}
\]

where \( p_R(r) \) is the PDF of the received amplitude of (28).

Similar to the error probability of (39), the error probability for MMSE detector is

\[
p_e = \frac{1}{2} - \frac{2}{\pi} \sum_{k=0}^{+\infty} \frac{(-1)^k}{2k+1} \int_0^\infty \Re\left\{ C_{2k+1}^* (r) \right\} dr.
\tag{96}
\]

The factor of \( \langle \Phi_{NL}\rangle/(\rho_s + 1/2) \) scales the normalized nonlinear phase noise \( \Phi \) in (93) to the actual nonlinear phase noise \( \Phi_{NL} \).

Figure 24 plots the standard deviation (STD) of the normalized nonlinear phase noise with and without compensation as a function of SNR \( \rho_s \). The STD of residual nonlinear phase noise with linear and nonlinear compensator are shown as almost overlapped solid and dotted lines, respectively. The STD of nonlinear compensator is about 0.2% less than that of linear compensator. Figure 24 confirms the results of (12) that linear and nonlinear MMSE compensator performs the same in term of the variance of residual nonlinear phase noise.
FIG. 21: The STD of normalized nonlinear phase noise with and without compensation. The STD with linear and nonlinear compensator are showed as dotted- and solid lines, respectively.

FIG. 22: The compensated phase as a function of received intensity. System parameters are the same as that in Fig. 20.

D. Numerical Results

Figure 22 plots the center phase of $\theta_c(r)$ from (90) as a function of the received amplitude of $r^2$. The system parameters of Fig. 22 are the same as that of Fig. 20. As discussed earlier, the center phase of Yin-Yang detector is the same as the compensated phase of a compensator. The center (or compensated) phase of the nonlinear MMSE compensator of (93) is also plotted in Fig. 22 for comparison. The phase of (93) is scaled by $<\Phi_{NL}>/(\rho_s + \frac{1}{2})$. The compensated phases of the linear compensator designed by MMSE or MAP criteria of Sec. VI are also plotted in Fig. 22 as dashed-lines for comparison. In Fig. 22, the received intensity is normalized with respect to the SNR of $\rho_s$.

From Fig. 22, nonlinear MMSE or MAP compensated curves are very close to the linear compensated curves, especially when the received intensity is near its mean value of about $r^2/\rho_s = 1$. When the STD of Fig. 21 is evaluated, the STD is mainly contributed from the region where the random variable is close to its mean value. Compared the linear and nonlinear compensated phases of Fig. 22, the STD of Fig. 21 for linear and nonlinear MMSE compensator should not have significant difference. From Fig. 21, the linear and nonlinear MAP compensated phases are also very close to each other. In the region closes to $r^2/\rho_s = 1$, because the nonlinear MAP compensated phase is closer to the linear MAP compensated phase than the nonlinear MMSE compensated phase, the linear MAP compensated phase has better performance than the nonlinear MMSE compensated phase.

Figure 23 shows the error probability given by (89) and (96) for optimal MAP and MMSE detectors, respectively, as a function of SNR $\rho_s$. Figure 23 also plots the error probability of a PSK signal without nonlinear phase noise of $p_e = \frac{1}{2}\text{erfc}\sqrt{\rho_s}$. From Fig. 23, the optimal MMSE detector does not minimize the error probability. The optimal compensated phase of (90) always gives a smaller error probability that the compensated phase of (93).

Fig. 24 shows the SNR penalty of PSK signal for an error probability of $10^{-9}$ calculated by the MAP (89) and MMSE (96) error probability formulas. The SNR penalty with linear MMSE and MAP compensator of Fig. 15 is also plotted as dashed lines for comparison. The SNR penalty without compensation Fig. 6 is also shown for comparison.

From Fig. 24, the nonlinear MMSE compensator performs up to 0.23 dB better than the linear MMSE compensator. Although Fig. 21 shows that linear and nonlinear MMSE compensators performs almost the same in term of the STD of residual nonlinear phase noise, the
FIG. 24: The SNR penalty of PSK signal as a function of mean nonlinear phase shift $\langle \Phi_{NL} \rangle$.

error probability has significant difference. The comparison between Figs. 21 and 24 shows that the variance does not correlate well with the error probability. From Fig. 24, the optimal linear MAP detector performs very close to the optimal nonlinear MAP detector. The optimal nonlinear MAP detector performs only up to 0.14 dB better than the linear MAP detector.

Table I shows the mean nonlinear phase shift corresponding to a system with 1-dB SNR penalty and the optimal operating point. The optimal operating point is found by the condition that the increase of SNR penalty is less than the increase of SNR that is proportional to the mean nonlinear phase shift. Because of the steepness of the slope, the optimal MAP detector actually gives smaller optimal operating point than other compensation schemes.

VIII. CONCLUSION

The joint characteristic functions of the nonlinear phase noise with electric field, received intensity, and the phase of amplifier noise are derived analytically the first time. The nonlinear phase noise is modeled asymptotically as a distributed process for large number of fiber spans. Replacing the span by span summation of the nonlinear phase noise by an integration, the distributed assumption is valid if the number of fiber spans is larger than 32. Using the joint characteristic function of the nonlinear phase noise with the phase of amplifier noise, the error probabilities of PSK and DPSK signal are calculated as a series summation.

For PSK signals, the optimal decision region is not centered with respect to the mean nonlinear phase shift. The dependence between linear and nonlinear phase noise increases the error probability of the signals. When the received intensity is used to compensate the nonlinear phase noise, based on the principle to minimize the variance of the residual nonlinear phase noise, the optimal linear and nonlinear compensators are derived analytically using the joint characteristic function of the nonlinear phase noise with the received intensity. Using the exact error probability of systems with linearly compensated nonlinear phase, linear MAP compensator is calculated based on numerical optimization. Using the distribution of a received signal with nonlinear phase noise, the optimal MAP detector is derived for a phase-modulated signal to minimize the error probability. The error probability of nonlinear MAP and MMSE detector is also evaluated using the distribution of the received signal.

Having the same variance of residual nonlinear phase noise, nonlinear MMSE compensator performs up to 0.23 dB better than linear MMSE compensator. The optimal nonlinear MAP compensator performs very close to the optimal linear MAP compensator with a difference less than 0.14 dB. While the MMSE criterion does not provide a minimum error probability, the linear MAP compensator optimized by numerical methods is able to well approximate the optimal nonlinear detector. In practice, the optimal detector can be implemented as a Yin-Yang detector or a nonlinear compensator.
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