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Abstract

The article considers a two-level open quantum system, whose evolution is governed by the Gorini–Kossakowski–Lindblad–Sudarshan master equation with Hamiltonian and dissipation superoperator depending, correspondingly, on piecewise constant coherent and incoherent controls with constrained magnitudes. Additional constraints on controls’ variations are also considered. The system is analyzed using Bloch parametrization of the system’s density matrix. We adapt the section method for obtaining outer parallelepipedal and pointwise estimations of reachable and controllability sets in the Bloch ball via solving a number of problems for optimizing coherent and incoherent controls with respect to some objective criteria. The differential evolution and dual annealing optimization methods are used. The numerical results show how the reachable sets’ estimations depend on distances between the system’s initial states and the Bloch ball’s center point, final times, constraints on controls’ magnitudes and variations.
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1 Introduction

Quantum control, i.e. control of individual quantum objects (atoms, molecules, etc.) attracts nowadays high interest both for fundamental reasons and due to multiple existing and prospective applications in quantum technologies [1–5]. Quantum control theory considers quantum systems governed by Schrödinger, Liouville–von Neumann, Gorini–Kossakowski–Lindblad–Sudarshan, and other quantum-mechanical equations with controls, and exploits various results from the general optimal control theory. For example, necessary and sufficient conditions for pure-state/ equivalent-state controllability for multilevel quantum systems whose dynamics is described by the Schrödinger equation with the Hamiltonian linearly depending on coherent control function, were expressed in terms of special unitary and symplectic Lie algebras [6]. Often in real situations controlled quantum systems are open, i.e. interacting with the environment. Important results about controllability of open quantum systems were also obtained, including detailed investigation of controllability for Markovian open quantum systems subject to coherent control [7, 8], construction of universally optimal Kraus maps [9] and proving approximate controllability of generic open quantum systems driven by coherent and incoherent controls [10]. Typical optimal control problems (OCPs) for quantum systems include transferring an initial quantum state to a given target quantum state, maximizing mean value of a quantum observable, generating unitary gates, maximizing overlap between system’s density matrix and a given target density matrix.

For open quantum systems, there are two general types of control actions. Coherent control is typically realized by laser radiation. Incoherent control is realized, e.g., using state of incoherent environment in the dissipative part of the master equation ([11] and [10,12]), back-action of non-selective quantum measurements [13], combining quantum measurements and quantum reinforcement learning [14], in purely dissipative dynamical equation (i.e. without non-dissipative term in the right-hand side of the Gorini–Kossakowski–Lindblad–Sudarshan master equation) with controlled dissipator [15].

The papers [11] and [10,12] proposed and developed the general method of incoherent control of open quantum systems via engineered environment, which can be used independently or together with coherent control. In the article [10], this approach was applied for developing a method for realizing approximate controllability of open quantum systems in the set of all density matrices. Based on the articles [11] and [10,12], a two-level open quantum system driven by coherent $v$ and incoherent $n$ controls was written in our article [16]. For the corresponding time-minimal control problem, the paper [16] describes the approach based on reducing this OCP to a series of auxiliary OCPs, each of them is defined for a unique final time from a series $\{T_i\}$, with the objective functional being square of the Hilbert–Schmidt distance between the final density matrix and a given target density matrix. For an auxiliary OCP, it was suggested to use the two-parameter gradient projection method, which is long time known in the general optimal control theory [17]. Articles [18–21] considered for the same two-level open quantum system time-minimal control, use of different optimization methods, checking different conditions of optimality of controls, generation of suboptimal final times and controls via machine learning, analytical exact description of reachable sets, etc.

An important problem in quantum control is to describe (exactly or approximately) reachable sets (RSs) and controllability sets (CSs) for a controlled system in the spaces of pure or mixed quantum states [22–27]. For the open two-level quantum system, which was considered in [16,18–21], this article analyzes its RSs and CSs in the terms of the Bloch parametrization, i.e. via RSs and CSs of the corresponding dynamical system whose states are Bloch vectors. Because these vectors are located in the unit ball $\mathcal{B} := \{ x \in \mathbb{R}^3 : \| x \|_2^2 \leq 1 \}$, the problem of estimating RSs and CSs in the space of density matrices is reduced to the simpler problem of estimating RSs and CSs for the derived system. For solving the latter problem, we adapt the section method (see [28,29]), which is based on solving a series of OCPs. We consider piecewise constant controls $v, n$ that means that the objective becomes function of the corresponding finite-dimensional vector argument. For minimization of the objective function, two stochastic zeroth-order optimization methods have been used, differential evolution method (DEM) [30,31] and dual annealing method (DAM) [32–34] both known in the theory of global optimization.

The structure of the article is the following. In Section 2, the quantum system and various types of constraints on controls are formulated. The dynamical system whose states are Bloch vectors is written in Section 3. Section 4 formulates the definitions of RSs and CSs taking into account the additional constraints on controls. Section 5 defines outer parallelepipedal and pointwise estimations of RSs and CSs, formulates two estimating algorithms. Section 6 is devoted to using DEM and DAM. Section 7 describes our numerical results. The Conclusions section 8 resumes the article.
2 Quantum System. Constraints on Controls

The articles [11] and [10,12] consider multi-level quantum systems with coherent and incoherent controls and arbitrary number of levels, at that such a two-level model as an example was analyzed in [10] (calcium atom). Based on these articles, the work [16] considers the following two-level model, which afterwards was analyzed also in our papers [18–21]. Consider the Gorini–Kossakowski–Lindblad–Sudarshan master equation

$$\frac{d\rho(t)}{dt} = -i\hbar[\hat{H}_0(t), \rho(t)] + \mathcal{L}_{n(t)}(\rho(t)), \quad \rho(t) \in \mathbb{C}^{2 \times 2}, \quad \rho(0) = \rho_0. \quad (1)$$

Here $\rho(t)$ is the density matrix, i.e. a Hermitian positive semi-definite, $\rho(t) = \rho^\dagger(t) \geq 0$, with unit trace, $\text{Tr}\rho(t) = 1$. The Hamiltonian linearly depends on coherent control $v$:

$$\hat{H}_0(t) = \hat{H}_0 + \hat{H}_1 v(t), \quad \hat{H}_0, \hat{H}_1 \in \mathbb{C}^{2 \times 2}; \quad (2)$$

the controlled dissipative superoperator acts on the density matrix as

$$\mathcal{L}_{n(t)}(\rho(t)) = \gamma (n(t) + 1) \left( \sigma^- \rho(t) \sigma^+ - \frac{1}{2} \{ \sigma^+ \sigma^-, \rho(t) \} \right) + \gamma n(t) \left( \sigma^+ \rho(t) \sigma^- - \frac{1}{2} \{ \sigma^- \sigma^+, \rho(t) \} \right), \quad \gamma > 0. \quad (3)$$

The free Hamiltonian $\hat{H}_0$ is assumed to have different eigenvalues. The Hamiltonian $\hat{H}_1$ describes the interactions between coherent control and the quantum system; $\mathcal{L}_n(\rho)$ describes the controlled interactions between the quantum system and its environment (reservoir). Matrices $\sigma^+ = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$, $\sigma^- = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ define the transitions between the two energy levels of the quantum system, $n$ is the incoherent control. The notations $[A,B] = AB - BA$ and $\{A,B\} = AB + BA$ mean, correspondingly, the commutator and anti-commutator of two operators $A,B$. Without loss of generality one can consider the free Hamiltonian

$$\hat{H}_0 = \hbar \omega \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$

and interaction Hamiltonian $\hat{H}_1 = \mu \sigma_1$, where $\omega > 0$, $\mu \in \mathbb{R}$, $\mu \neq 0$; $\hbar$ is the Planck’s constant; $\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ is one of the Pauli matrices, other Pauli matrices are $\sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$, $\sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$.

The initial density matrix $\rho_0$ is fixed for the problem of describing the system’s RSs. The initial density matrix is not fixed for the problem of describing the system’s CSs; this case requires fixing target density matrix.

Coherent $v$ and incoherent $n$ controls are considered as scalar functions. They form vector control $u = (v,n)$ which satisfies the pointwise constraint

$$u(t) = (v(t), n(t)) \in Q := [v_{\min}, v_{\max}] \times [0, n_{\max}] \quad (4)$$

at the whole time range $[0,T]$, where the bounds $v_{\min}$, $v_{\max}$, $n_{\max}$ are given.

By analogy with works [18–20], in this article we consider piecewise constant controls

$$v(t) = \sum_{j=0}^{N_v-1} \chi(t_j, t_{j+1}) v_j, \quad t \in [0,T), \quad v(T) = v(T-), \quad (5)$$

$$n(t) = \sum_{j=0}^{N_n-1} \chi(t_j, t_{j+1}) n_j, \quad t \in [0,T), \quad n(T) = n(T-), \quad (6)$$

i.e. for each control one has a uniform distribution of time nodes, $t^{v|n}_j = j(\Delta t)^{v|n}$, $\Delta t^{v|n} = T/N^{v|n}$,

$$j = 0, \ldots, N^{v|n}. $$

These nodes correspond to some given final time $T > 0$ and natural numbers $N_v, N_n$. For representing control $u$ in terms of finite-dimensional optimization, consider the vector

$$u := \left\{ v_j \right\}_{j=0}^{N_v-1}, \left\{ n_j \right\}_{j=0}^{N_n-1} \in Q(N_v, N_n) := [v_{\min}, v_{\max}]^{N_v} \times [0, n_{\max}]^{N_n}, \quad (7)$$

where $Q(N_v, N_n)$ is a $(N_v + N_n)$-dimensional compact search space in $\mathbb{R}^{N_v + N_n}$.

From physical point of view, it can be useful to constrain variations of piecewise constant controls. The constraints on controls’ magnitudes (see (4)) also restrict controls’ variations. Moreover, by analogy with our papers [19,20], this article considers the following additional constraints on controls’ variations.
The first type of additional constraints on controls’ variations requires to add the regularizer

\[ \mathcal{R}^{\text{Var}}(u; \beta_{dv}^{\text{Var}}, \beta_{dn}^{\text{Var}}) := \beta_{dv}^{\text{Var}} \text{Var}_{[0,T]}(v; N_v) + \beta_{dn}^{\text{Var}} \text{Var}_{[0,T]}(n; N_n) \]  

(8)

to an objective functional to be minimized, where the weight coefficients \( \beta_{dv}^{\text{Var}}, \beta_{dn}^{\text{Var}} > 0 \); variations of controls \( v, n \) are

\[ \text{Var}_{[0,T]}(v; N_v) := \sum_{j=1}^{N_v-1} |v_j - v_{j-1}|, \quad \text{Var}_{[0,T]}(n; N_n) := \sum_{j=1}^{N_n-1} |n_j - n_{j-1}|. \]  

(9)

The second type of additional constraints on controls’ variations means to add the regularizer

\[ \mathcal{R}^{\text{abs}}(u; \beta_{v}^{\text{abs}}, \beta_{n}^{\text{abs}}) := \beta_{v}^{\text{abs}} \sum_{j=0}^{N_v-1} |v_j| + \beta_{n}^{\text{abs}} \sum_{j=0}^{N_n-1} n_j \]  

(10)

to an objective functional to be minimized, where the weight coefficients \( \beta_{v}^{\text{abs}}, \beta_{n}^{\text{abs}} > 0 \), and we use that \( |n_j| = n_j \) in the frames of compact \( Q(N_v, N_n) \).

The third type of additional constraints requires to satisfy the inequalities

\[ |v_j - v_{j-1}| \leq \delta_{dv}, \quad 1 \leq j \leq N_v - 1, \quad |n_j - n_{j-1}| \leq \delta_{dn}, \quad 1 \leq j \leq N_n - 1, \]  

(11)

with some given thresholds \( \delta_{dv} \in (0, v_{\text{max}} - v_{\text{min}}), \delta_{dn} \in (0, n_{\text{max}}) \). For taking into account these constraints, we form the values

\[ M^{dv} := \max_{1 \leq j \leq N_v-1} \{ |v_j - v_{j-1}| \} \geq 0, \quad M^{\delta_{dv}} := \max \{ M^{dv} - \delta_{dv}, 0 \} \geq 0, \]  

(12)

\[ M^{dn} := \max_{1 \leq j \leq N_n-1} \{ |n_j - n_{j-1}| \} \geq 0, \quad M^{\delta_{dn}} := \max \{ M^{dn} - \delta_{dn}, 0 \} \geq 0 \]  

(13)

and the regularizer

\[ \mathcal{R}^{\text{max}}(u; \beta_{dv}^{\text{max}}, \beta_{dn}^{\text{max}}) := \beta_{dv}^{\text{max}} M^{\delta_{dv}} + \beta_{dn}^{\text{max}} M^{\delta_{dn}}, \]  

(14)

where the weight coefficients \( \beta_{dv}^{\text{max}}, \beta_{dn}^{\text{max}} > 0 \). If all the inequalities for \( v_j \) and \( n_j \) in (11) are satisfied, then it means, correspondingly, \( M^{\delta_{dv}} = 0 \) and \( M^{\delta_{dn}} = 0 \).

The values \( v_{\text{min}}, v_{\text{max}}, n_{\text{max}}, N_v, N_n, \beta_{dv}^{\text{Var}}, \beta_{dn}^{\text{Var}}, \beta_{v}^{\text{abs}}, \beta_{n}^{\text{abs}}, \beta_{dv}^{\text{max}}, \beta_{dn}^{\text{max}}, \delta_{dv}, \delta_{dn} \) allow to define some certain class of admissible controls \( v, n \), at that \( N_v, N_n \) allows to regulate the dimension of the search space \( Q(N_v, N_n) \).

In a part of the article [19], we considered piecewise constant controls \( v, n \) with regularization of the type (8) in the composite objective function to be minimized formulas (17), (18) in the work [19], which takes into account the goals to minimize both the Uhlmann–Jozsa fidelity and non-fixed final time \( T \). In our article [20], regularizers of the both types (10) and (14) were used in the composite objective function to be minimized [formula (18) in the work [20]], which takes into account also several minimization goals.

In the next sections of this article, the constraints (4)–(14) are used. For further considerations, it is convenient to use the abstract notation \( \mathcal{U}([0,T], Q) \) meaning some class of controls, at least, with only (4). In the next sections, we mention the certain meaning of \( \mathcal{U}([0,T], Q) \), when it is needed. Further we consider only the case \( N_v = N_n \).

## 3 Dynamics Using the Bloch Parametrization

For a density matrix \( \rho \in \mathbb{C}^{2 \times 2} \), consider its Bloch parametrization (e.g., [35])

\[ \rho = \frac{1}{2} \left( \sigma_0 + \sum_{j=1}^{3} x_j \sigma_j \right) = \frac{1}{2} \left( x_1 + i x_2 \quad x_1 - i x_2 \right), \]  

(15)

where the matrices \( \sigma_0 = \mathbb{1}_2, \sigma_j, j = 1, 2, 3, \) form the Pauli basis; Bloch vector \( x = (x_1, x_2, x_3) \in \mathcal{B}, x_j = \text{Tr} (\rho \sigma_j), j = 1, 2, 3 \). Using the Bloch parametrization, the following dynamical system corresponding to the initial system (1) was obtained in the article [16]:

\[ \frac{dx(t)}{dt} = (A + B^v v(t) + B^m n(t)) x(t) + d, \quad x(0) = x_0 \in \mathcal{B}, \]  

(16)
where, for the given above matrices \( H_0, H_1 \), we have

\[
A = \begin{pmatrix} -\frac{\gamma}{2} & \omega & 0 \\ -\omega & -\frac{\gamma}{2} & 0 \\ 0 & 0 & -\gamma \end{pmatrix}, \quad B^v = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -2\kappa \end{pmatrix}, \quad B^n = \begin{pmatrix} -\gamma & 0 & 0 \\ 0 & -\gamma & 0 \\ 0 & 0 & -2\gamma \end{pmatrix}, \quad d = \begin{pmatrix} 0 \\ 0 \\ \gamma \end{pmatrix},
\]

and \( \kappa := \mu/\hbar \). The Bloch parametrization (15) gives the bijection between matrix \( \rho(t) \) and the corresponding state \( x(t) \) of the system (16), and vice versa. If \( \|x(t)\|_2 = 1 \), then the corresponding density matrix \( \rho(t) \) describes a pure quantum state, while for \( \|x(t)\|_2 < 1 \) the corresponding density matrix represents a mixed quantum state. The center point \( x_O = (0, 0, 0) \) represents the completely mixed quantum state with density matrix \( \rho_O = I_2/2 \), which has entropy \( S(\rho_O) = -\text{Tr}(\rho_O \log_2 \rho_O) = 1 \). In contrast, the north pole point \( x_N = (0, 0, 1) \) corresponds to the density matrix \( \rho_N = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \), which has entropy \( S(\rho_N) = -\text{Tr}(\rho_N \log_2 \rho_N) = 0 \).

The system (16) was considered also in our articles [18–20].

### 4 Definitions of Reachable and Controllability Sets

The function \( f(x, v, u) := (A + B^v v + B^n u)x + d, \) which defines the right-hand side in (16), is continuous in its arguments. Taking values of some piecewise constant controls \( v, u \) instead of the variables \( v, u \) over \([0, T]\), we have the function \( f(x, t) := f(x, v(t), u(t)) \) being continuous in \( x \) and discontinuous in \( t \). This fact violates a key assumption of the classical theorem on existence and uniqueness of Cauchy problems’ solutions. For the system (16), its solution for some bounded controls \( v, u \) is considered in the more general meaning based on the Carathéodory’s theorem in the theory of differential equations with discontinuous right-hand sides [30].

We define RS and CS in the terms of the derived system (16). It is easy to analyze RSs of the system (16) than RSs of the initial system (1), because in the former case these sets are in the Bloch ball. Since in addition to the constraint (4) we consider the regularizers (8), (10), and (14), then the following definitions of RSs and CSs take into account these regularizers. Thus, the definitions of RSs and CSs differ from usual definitions [21].

Define the function

\[
M(x, \tilde{x}; \delta_{xT}) := \left( \max \left\{ \|x - \tilde{x}\|^p - (\delta_{xT})^p, 0 \right\} \right)^p \leq 2^p - (\delta_{xT})^p < 2^p, \quad p \in \{1, 2\},
\]

where \( x, \tilde{x} \in \mathcal{B}; \delta_{xT} \geq 0 \), at that \( M(x, \tilde{x}; \delta_{xT} = 0) := \|x - \tilde{x}\|^p_p; \) the norm \( \|x\|_p = \left( \sum_{j=1}^n |x_j|^p \right)^{1/p} \).

**Definition 1 (RSs).** If the system (16) evolving over a certain range \([0, T]\) is considered with controls which satisfy only the constraint (4), then RS \( \mathcal{R}(T, x_0, \mathcal{U}([0, T], Q)) \) at \( t = T \) is defined as the set of final states \( \{x(T) := x(T \mid u)\} \) obtained by solving the system (16) with a given initial state \( x_0 \) for all admissible controls, \( u \in \mathcal{U}([0, T], Q) \), i.e. \( \mathcal{R}(T, x_0, \mathcal{U}([0, T], Q)) := \bigcup_{u \in \mathcal{U}([0, T], Q)} x(T \mid u) \) in \( \mathcal{B} \), where \( x(\cdot \mid u) \) denotes the system’s solution for a given \( u \). If we consider the class \( \mathcal{U}([0, T], Q) \) that consists of controls satisfying (4) and (11), then RS is formed by all such points, \( \{\tilde{x}\} \), that for each of them there exists such control process \( (x(\cdot), u(\cdot)) \) that the system of equalities

\[
M(x(T \mid u), \tilde{x}; \delta_{xT}) = 0, \quad M^{dv} = 0, \quad M^{dn} = 0,
\]

is satisfied, where \( \delta_{xT} = 0 \) is taken. If the regularizer (8) or (10) is considered, then RS is defined by the following. For any point \( \tilde{x} \) belonging to the RS there is such control \( u = \tilde{u} \), which simultaneously satisfies (4) and solves, correspondingly, the minimization problem

\[
\mathcal{R}^{\text{Var}}(u; \beta_{dv}^{\text{Var}}, \beta_{dn}^{\text{Var}}) \rightarrow \min_{u}, \quad \text{s.t.} \quad M(x(T \mid u), \tilde{x}; \delta_{xT}) = 0
\]

or the minimization problem

\[
\mathcal{R}^{\text{abs}}(u; \beta_{dv}^{\text{abs}}, \beta_{dn}^{\text{abs}}) \rightarrow \min_{u}, \quad \text{s.t.} \quad M(x(T \mid u), \tilde{x}; \delta_{xT}) = 0,
\]

where \( \delta_{xT} = 0 \) is considered. For the problems (20), (21), control \( u \) is considered in the class of controls (5), (6) satisfying only the constraint (4).
For the minimization problems (19)–(21), it is suggested, correspondingly, that the following composite objective functionals to be minimized:

\[
\Phi_{\text{max}}^\gamma(u; \beta_{x_T}^\gamma, \beta_{du}^\gamma, \beta_{dn}^\gamma) := \beta_{x_T}^\gamma M(x(T|u), \tilde{x}; \delta_{x_T}) + \mathcal{R}_{\text{max}}^\gamma(u; \beta_{du}^\gamma, \beta_{dn}^\gamma) \to \min_u,
\]

\[
\Phi_{\text{Var}}^\gamma(u; \beta_{x_T}^\gamma, \beta_{du}^\gamma, \beta_{dn}^\gamma) := \beta_{x_T}^\gamma M(x(T|u), \tilde{x}; \delta_{x_T}) + \mathcal{R}_{\text{Var}}^\gamma(u; \beta_{du}^\gamma, \beta_{dn}^\gamma) \to \min_u,
\]

\[
\Phi_{\text{abs}}(u; \beta_{x_T}^\gamma, \beta_{du}^\gamma, \beta_{dn}^\gamma) := \beta_{x_T}^\gamma M(x(T|u), \tilde{x}; \delta_{x_T}) + \mathcal{R}_{\text{abs}}^\gamma(u; \beta_{du}^\gamma, \beta_{dn}^\gamma) \to \min_u,
\]

where the weight coefficients \(\beta_{x_T}^\gamma, \beta_{du}^\gamma, \beta_{dn}^\gamma > 0\), and the parameter \(\delta_{x_T} = 0\). Thus, if the constraints (4) and (11) are used, then for any point \(\tilde{x}\) belonging to the RS there should exist such control \(u = \tilde{u}\), which satisfies (4), (11), and gives zero value for the objective functional in (22) including the case when the weight coefficients are well balanced.

**Definition 2 (CSs).** If the system (16) evolving at a certain range \([0, T]\) is considered with controls which satisfy only the constraint (4), then CS \(C(T, x_{\text{target}}, \mathcal{U}([0, T], Q))\) for a given target point \(x_{\text{target}} \in \mathcal{B}\) is the set of all such initial states, \(\{x(0)\}\), that for each of them there exists an admissible control \(u \in \mathcal{U}([0, T], Q)\) that provides the system’s final state \(x(T|u)\) coinciding with \(x_{\text{target}}\). If the class \(\mathcal{U}([0, T], Q)\) consists of controls satisfying (4) and (11), then CS is formed by such initial states, \(\{x_0\}\), that correspond to the processes \(\{x(-), u(-)\}\), each of them satisfies the system of equalities

\[
M(x(T|u), x_{\text{target}}; \delta_{x_T}) = 0, \quad M_{du} = 0, \quad M_{dn} = 0,
\]

where \(\delta_{x_T} = 0\) is taken. If the regularizer (8) or (10) is considered, then CS is formed by the following. For any point \(\tilde{x}\) belonging to the CS there is a control \(u = \tilde{u}\) that satisfies (4) and solves, correspondingly, the minimization problem

\[
\mathcal{R}_{\text{Var}}^\gamma(u; \beta_{du}^\gamma, \beta_{dn}^\gamma) \to \min_u, \quad \text{s.t.} \quad M(x(T|u), x_{\text{target}}; \delta_{x_T}) = 0
\]

or the minimization problem

\[
\mathcal{R}_{\text{abs}}(u; \beta_{du}^\gamma, \beta_{dn}^\gamma) \to \min_u, \quad \text{s.t.} \quad M(x(T|u), x_{\text{target}}; \delta_{x_T}) = 0
\]

where \(\delta_{x_T} = 0\). For the problems (25), (27), control \(u\) is considered in the class of controls (5), (6) satisfying only the constraint (4).

For the problems (25)–(27), the following corresponding composite objective functionals to be minimized are suggested:

\[
\Phi_{\text{max}}(u; \beta_{x_T}^\gamma, \beta_{du}^\gamma, \beta_{dn}^\gamma) := \beta_{x_T}^\gamma M(x(T|u), x_{\text{target}}; \delta_{x_T}) + \mathcal{R}_{\text{max}}(u; \beta_{du}^\gamma, \beta_{dn}^\gamma) \to \min_u,
\]

\[
\Phi_{\text{Var}}(u; \beta_{x_T}^\gamma, \beta_{du}^\gamma, \beta_{dn}^\gamma) := \beta_{x_T}^\gamma M(x(T|u), x_{\text{target}}; \delta_{x_T}) + \mathcal{R}_{\text{Var}}(u; \beta_{du}^\gamma, \beta_{dn}^\gamma) \to \min_u,
\]

\[
\Phi_{\text{abs}}(u; \beta_{x_T}^\gamma, \beta_{du}^\gamma, \beta_{dn}^\gamma) := \beta_{x_T}^\gamma M(x(T|u), x_{\text{target}}; \delta_{x_T}) + \mathcal{R}_{\text{abs}}(u; \beta_{du}^\gamma, \beta_{dn}^\gamma) \to \min_u,
\]

where the weight coefficients \(\beta_{x_T}^\gamma, \beta_{du}^\gamma, \beta_{dn}^\gamma > 0\), and the parameter \(\delta_{x_T} = 0\) is considered.

## 5 Definitions and Algorithms for Numerical Estimations of Reachable and Controllability Sets

For the system (16), the problem of estimating its RSs and CSs is to obtain such points in the ball \(\mathcal{B}\), which allow to characterize location, volume of these RSs and CSs. In this article, taking into account the articles [28, 29], we define below outer parallelepipedal (interval) estimations and pointwise estimations for RSs and CSs of the system (16). The last type of estimations is needed for analyzing the interiors of RSs and CSs.
Definition 3 (outer rectangular estimation for a RS). For a RS $\mathcal{R}(T, x_0, \mathcal{U}([0, T], Q))$ of the system (16), the corresponding outer parallelepipedal estimation $\mathcal{R}_\square(T, x_0, \mathcal{U}([0, T], Q))$ is the rectangular parallelepiped defined by the following. If the system (16) is considered with controls, for which only the constraint (4) is used, then $\mathcal{R}_\square(T, x_0, \mathcal{U}([0, T], Q))$ is defined by the six coordinates $x_{j, \min}$, $x_{j, \max}$, $j = 1, 2, 3$, which are obtained by solving six variants of the minimization problem

$$
\Phi_\square(u; \alpha) := \langle a, x(T|u) \rangle \to \min_u, \quad \alpha \in \{(\pm 1, 0, 0), (0, \pm 1, 0), (0, 0, \pm 1)\}.
$$

If the regularizer (8) or (10) or (14) is considered, then the estimation $\mathcal{R}_\square(T, x_0, \mathcal{U}([0, T], Q))$ is defined by the six coordinates $x_{j, \min}$, $x_{j, \max}$, $j = 1, 2, 3$, which are obtained by solving six variants, correspondingly, of the two-criteria minimization problem

$$
\Phi_\square(u; \alpha) = \langle a, x(T|u) \rangle \to \min_u, \quad \mathcal{R}_{\text{Var}}(u; \beta_{\text{Var}}^+, \beta_{\text{Var}}^-) \to \min_u,
$$

or the two-criteria minimization problem

$$
\Phi_\square(u; \alpha) = \langle a, x(T|u) \rangle \to \min_u, \quad \mathcal{R}_{\text{abs}}(u; \beta_{\text{abs}}^+, \beta_{\text{abs}}^-) \to \min_u,
$$

or the minimization problem

$$
\Phi_\square(u; \alpha) = \langle a, x(T|u) \rangle \to \min_u, \quad \text{s.t.} \quad M_{\text{var}} = 0, \quad M_{\text{abs}} = 0.
$$

For the minimization problems (32)–(34), the following corresponding composite objective functionals to be minimized are formulated:

$$
\Phi_{\text{Var}}^\square(u; \alpha; \beta_{\text{Var}}^+, \beta_{\text{Var}}^-) := \beta_{\text{Var}}^+ \Phi_\square(u; \alpha) + \mathcal{R}_{\text{Var}}(u; \beta_{\text{Var}}^+, \beta_{\text{Var}}^-) \to \min_u,
$$

$$
\Phi_{\text{abs}}^\square(u; \alpha; \beta_{\text{abs}}^+, \beta_{\text{abs}}^-) := \beta_{\text{abs}}^+ \Phi_\square(u; \alpha) + \mathcal{R}_{\text{abs}}(u; \beta_{\text{abs}}^+, \beta_{\text{abs}}^-) \to \min_u,
$$

$$
\Phi_{\text{max}}^\square(u; \alpha; \beta_{\text{max}}^+, \beta_{\text{max}}^-) := \beta_{\text{max}}^+ \Phi_\square(u; \alpha) + \mathcal{R}_{\text{max}}(u; \beta_{\text{max}}^+, \beta_{\text{max}}^-) \to \min_u,
$$

where the weight coefficients $\beta_{\text{Var}}^+, \beta_{\text{abs}}^+, \beta_{\text{max}}^+ > 0$.

In the Bloch ball consider the uniform grid

$$
G(M) := \left\{ x^s = (x^s_1, x^s_2, x^s_3) \in [-1, 1]^3 : \quad (x^s)^T = -1 + \frac{2}{M} i, \quad j = 1, 3, \quad i = 0, M, \quad s = 1, (M + 1)^3 \right\} \cap \mathcal{B},
$$

where the discretization step $2/M$ is defined by some natural number $M$. If the step $2/M$ in (32) is, e.g., $1/10$, then the grid $G(M)$ is formed by 4169 nodes. Consider the inequality

$$
\|x - \tilde{x}\|^p \leq (\delta_{\text{xy}})^p, \quad p \in \{1, 2\},
$$

where we set $\delta_{\text{xy}} = \varepsilon_{\text{xy}}/z > 0$, $\varepsilon_{\text{xy}} = 1/M$, i.e. $\delta_{\text{xy}} = 1/(Mz)$, and the parameter $z \in [1, z_{\text{max}}]$ is introduced for additional regulating the accuracy of reachability. The grid (38) and the inequality (39) define the $(\varepsilon_{\text{xy}}/z)$-networks. Fig. 1(a,b) schematically illustrates these networks, which correspond to $p = 1, 2$ and $z = 1$, in their intersections with a coordinate plane.

**Definition 4** (pointwise estimation for a RS). For a RS $\mathcal{R}(T, x_0, \mathcal{U}([0, T], Q))$ of the system (16), the corresponding pointwise estimation $\hat{\mathcal{R}}(T, x_0, \mathcal{U}([0, T], Q))$ is defined by the following. If only the constraint (4) is considered for defining the class of controls, then $\hat{\mathcal{R}}(T, x_0, \mathcal{U}([0, T], Q))$ is formed by all such the endpoints $(x(T|u)) \subset \mathcal{R}(T, x_0, \mathcal{U}([0, T], Q))$ that each of these points satisfies the condition (39) with $x = x(T|u)$, $\tilde{x} = x^s$. In other words, here each point $\tilde{x} \in \hat{\mathcal{R}}(T, x_0, \mathcal{U}([0, T], Q))$ is an endpoint of the trajectory $x(t) = \tilde{x}(\cdot)$ representing the solution of the minimization problem

$$
\Phi(u; x^s, \delta_{\text{xy}}) := M(x(T|u), x^s; \delta_{\text{xy}}) \to \min_u
$$

for the node $x^s \in G(M)$, which is nearest to the point $\tilde{x}$, where $\delta_{\text{xy}} = 1/(Mz)$. If the regularizer (8) or (10) or (14) is considered, then the estimation $\hat{\mathcal{R}}(T, x_0, \mathcal{U}([0, T], Q))$ is defined by the endpoints $(x(T|u)) \subset \mathcal{R}(T, x_0, \mathcal{U}([0, T], Q))$, each of them is obtained by solving, correspondingly, (19) or (20) or (21) with $\delta_{\text{xy}} = 1/(Mz)$. 
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Figure 1: $(\varepsilon_{xt}/z)$-networks and a particular cubes, where $z = 1$, in their intersections with a coordinate plane: (a) network for $p = 1$; (b) network for $p = 2$; (c) cubes with an edge length equal to $2\varepsilon_{xt}$. A node $x^*$ (see Definition 4) is shown via circle marker. The filled areas indicate the points $\{x\}$ satisfying the condition (39) with $z = 1$.

For the problems (19), (20), and (21), the corresponding minimization problems (28), (29), and (30) with $\delta_{xt} = 1/(Mz)$ are considered. In contrast to Definition 1, we consider approximate reachability in Definition 4 in the terms of the threshold $\delta_{xt} > 0$. For a RS, its volume is approximately equal to the sum of all particular cubes (see Fig. 1(c)), which centers are such that their vicinities defined by (39) contain the system’s endpoints $\{x(T)\}$. The volume of each particular cube is equal to $(2\varepsilon_{xt})^3 = 8/M^3$ (for example, if $M = 20$, then $\varepsilon_{xt} = 0.05$ and the volume of a particular cube is equal to 0.001).

The results of solving the problems (22)–(24), (28)–(30), (35)–(37) depend on the weight parameters of the objective functionals used in these problems. For example, consider the regularizer (8) and the corresponding outer parallelepipedal estimation $C$ when only the constraint (4) is used. However, obtaining outer parallelepipedal estimations using (32)–(37) has in general, the meanings of the weight coefficients are different, because $(a, x(T))$ can be equal, e.g., to 1, while $M(x(T|u), x^*, \delta_{xt})$ can achieve zero. That is why, for obtaining the pointwise estimation for a RS with using (29) it can be better to base on the RS’s outer parallelepipedal estimation found with taking into account only the constraint (4). However, obtaining outer parallelepipedal estimations using (32)–(37) has an independent interest.

For CSs of the system (16), their outer parallelepipedal and pointwise estimations are defined by analogy with Definitions 3, 4. Below we write the definition, e.g., of outer parallelepipedal estimation of a CS, when only the constraint (4) is used.

Definition 5 (outer rectangular estimation for a CS, no additional constraints on controls). For a CS $C(T, x_{target}, U([0, T], Q))$ of the system (16) considered with controls satisfying only the constraint (4), the corresponding outer parallelepipedal estimation $C_{\square}(T, x_{target}, U([0, T], Q))$ is the rectangular parallelepiped defined by the six coordinates $x_{0,j,\min}, x_{0,j,\max}, j = 1, 2, 3$, which are obtained by solving the following mini-

$$
\Phi_{\square}(u, p; a) := \begin{cases} 
(a, p) & \rightarrow \min \\
(u, p) & \text{s.t.} \quad x(0) = p, \quad x(T|u) = x_{target},
\end{cases}
$$

where the controlling vector parameter $p = (p_1, p_2, p_3)$ s.t. $p_1^2 + p_2^2 + p_3^2 \leq 1$.

For the problem (41), one can consider the following composite functional to be minimized:

$$
\Phi_{\square}(u, p; a, \beta_{x_0}, \beta_{xt}) := \beta_{x_0}(a, p) + \beta_{xt} M(x(T|u), x_{target}, \delta_{xt}),
$$

where the weight coefficients $\beta_{x_0}, \beta_{xt} > 0$, and the value $\delta_{xt} = 1/(Mz)$.

Definition 6 (pointwise estimation of a CS). For a CS $C(T, x_{target}, U([0, T], Q))$ of the system (16), the corresponding pointwise estimation $\hat{C}(T, x_{target}, U([0, T], Q))$ is formed by all such nodes $\{x^*\}$ of the grid $G(M)$ that each of these nodes is an initial point of the trajectory representing the solution of the minimization problem

$$
\Phi(u| x_{target}, \delta_{xt}) := M(x(T|u), x_{target}; \delta_{xt}) \rightarrow \min_u
$$

(43)
with $\delta_{x_{r}} = 1/(Mz)$. If the regularizer (8) or (10) or (14) is considered, then the estimation
$\hat{C}(T,x_{\text{target}},U([0,T],Q))$ is defined by such nodes \{x\} of the grid $G(M)$ that each of them is an initial
point of the trajectory representing the solution, correspondingly, of (25) or (26) or (27) with $\delta_{x_{r}} = 1/(Mz)$.

With respect to the interest how changing the bounds $v_{\min}, v_{\max}, n_{\max}$ in (4) modifies estimations of
RSs and CSs, consider the classes

$$U([0,T],Q^{q}), \quad Q^{q} := [v_{\min}d^{q}, v_{\max}d^{q}] \times [0,n_{\max}d^{q}]$$

generated by such a multiplier $d^{q}$ that $(d^{q})^{T} = (1, 0.8, 0.6, 0.4, 0.2, 0.1, 0.05)$. The case $q = 1$ gives $Q$
defined in (4). Here we consider the vector

$$u = \left(\{v_{j}\}_{j=0}^{N_{v}-1}, \{n_{j}\}_{j=0}^{N_{n}-1}\right) \in Q^{q}(N_{v},N_{n}) := [v_{\min}d^{q}, v_{\max}d^{q}]^{N_{v}} \times [0,n_{\max}d^{q}]^{N_{n}} \subseteq
$$

$$Q(N_{v},N_{n}) \subset \mathbb{R}^{N_{v}+N_{n}},$$

where $(N_{v} + N_{n})$-dimensional search spaces $Q^{q}(N_{v},N_{n})$ are defined for different $q$.

### Algorithm 1 (estimating RSs with/ without considering any regularizer (8)/(9)/(14)). Estimating the
sets $R(T,x_{0},U([0,T],Q^{q})), q = 1,7$, of the system (16) using the classes (44) with/ without any regularizer
(8)/(9)/(14). Set $p \in \{1,2\}$. At the $q$th iteration, the following operations are evaluated.

#### Step 1.
Find the outer parallelepiped estimation $R_{\square}(T,x_{0},U([0,T],Q^{q}))$ by globally solving six one-
type OCPs (31), where control $u$ is considered in the class $U([0,T],Q^{q}))$, $q \in \{1,2,...,7\}$, defined using only
the constraint (4).

#### Step 2.
If $q = 1$, then find the set $G_{\square}^{q}(M)$ formed by all such nodes of $G(M)$ that are bounded by the
parallelepiped $R_{\square}(T,x_{0},U([0,T],Q^{1}))$. If $q > 1$, then find the set $G_{\square}^{q}(M)$, which is formed by all such nodes
of the set $G_{\square}^{q}(M)$ (this set is defined below, in the 3rd step, and is known here when $q > 1$) that are bounded by
$R_{\square}(T,x_{0},U([0,T],Q^{q}))$.

#### Step 3.
This step is for checking, whether a node $x^{*} \in G_{\square}^{q}(M)$, where $s \in \overline{1,\text{card}(G_{\square}^{q}(M))}$ (here “card”
mean “cardinality”), is reachable from the given initial state $x_{0}$. If the class $U([0,T],Q^{q})$ is defined with only
the constraint (4), then the pointwise estimation of the RS is obtained by solving the series of such OCPs, each of them is of the type (40) and is for checking reachability of a node $x^{*} \in G_{\square}^{q}(M)$ in the meaning (39)
(see Fig. 1), where $x = x(T,u)$ and $\tilde{x} = x^{*}$ are taken.

If the class $U([0,T],Q^{q})$ is defined with the constraints (4) and (11), then the pointwise estimation of the
RS is computed by solving the series of such problems, each of them is of the type (19) with $\delta_{x_{r}} = 1/(Mz)$.
For each problem of the type (19), the corresponding minimization problem (22) is used. For the whole
series of the problems of the type (22), we set some values for the weight coefficients $\beta_{\max}, \beta_{\max}, \beta_{\max} > 0$
looking for some balance between the three terms in the objective functional. If the constraint (4) and
the regularizer (8)/(10) are used, then the pointwise estimation of the RS is computed by solving the series of
such OCPs, each of them is of the type (20)/(21) with $\delta_{x_{r}} = 1/(Mz)$. For each OCP of the mentioned
type (20)/(21), the corresponding OCP of the type (23)/(24) is considered. For the whole series of OCPs
of the type (23)/(24), we set some values of the corresponding weight coefficients.

For any of the mentioned four cases, we divide the corresponding series of the OCPs into some number of
hatches for parallel computations. For a node $x^{*}$, if several runs of DEM and/or DAM do not allow to classify
this node as approximately reachable, then the node is mentioned as unreachable. As the result, we form
the set $R(T,x_{0},U([0,T],Q^{q}))$ of all selected endpoints, \{x(T)\}, and the set $G_{\square}^{q}(M)$ of the corresponding
nodes of the grid $G(M)$.

In the terms of the algorithm’s complexity it is important to use outer parallelepiped estimations and
taking into account the fact that the RS $R(T,x_{0},U([0,T],Q^{q-1}))$ includes the RS $R(T,x_{0},U([0,T],Q^{q}))$, $q \geq 2$.

### Algorithm 2 (estimating CSs with/ without considering any regularizer (8)/(9)/(14)). Estimating the
sets $C(T,x_{\text{target}},U([0,T],Q^{q})), q = 1,7$, of the system (16) using the classes (44) with/ without any regularizer
(8)/(9)/(14). Set $p \in \{1,2\}$. At the $q$th iteration, the following operations are carried out.

#### Step 1.
Find the outer parallelepiped estimation $C_{\square}(T,x_{\text{target}},U([0,T],Q^{q}))$ by globally solving six one-
type OCPs (41) (also see (42)), where control $u$ is considered in the class $U([0,T],Q^{q})), q \in \{1,2,...,7\}$, defined using only
the constraint (4).

#### Step 2.
If $q = 1$, then find the set $G_{\square}^{q}(M)$ formed by all such nodes of $G(M)$ that are bounded by the
parallelepiped $C_{\square}(T,x_{\text{target}},U([0,T],Q^{1}))$. If $q > 1$, then find the set $G_{\square}^{q}(M)$, which is formed by all such
nodes of the set \( G^c(M) \) (this set is defined below, in the 3rd step, and is known here when \( q > 1 \)) that are bounded by \( C\{T, x_{\text{target}}, U([0, T], Q^q)\} \).

Step 3. This step is for checking, whether a node \( x^s \in G^c(M) \), where \( s \in \text{card}(G^c(M)) \), can be as initial state \( x_0 \) in (16) for moving the system to the given target state \( x_{\text{target}} \). If the class \( U([0, T], Q^q) \) is defined with only the constraint (4), then the pointwise estimation of the RS is obtained by solving the series of such OCPs, each of them is of the type (43) with \( \delta_{x^s} = 1/(Mz) \) and is for checking a node \( x^s \in G^c(M) \) to be such an initial state that the system can be moved (approximately) to the given target state.

If the class \( U([0, T], Q^q) \) is defined with the constraints (4) and (11), then the pointwise estimation of the CS is computed by solving the series of such problems, each of them is of the type (25) with \( \delta_{x^s} = 1/(Mz) \). For each problem of the type (25), the corresponding minimization problem (28) is used. For the whole series of the problems of the type (28), some values for the weight coefficients \( \beta_{\max}^{\delta_{x^s}}, \beta_{\max}, \beta_{\max} > 0 \) are set by looking for some balance between the three terms in the objective functional. If the constraint (4) and the regularizer (8) are used, then the pointwise estimation of the CS is computed by solving the series of such OCPs, each of them is of the type (26) with \( \delta_{x^s} = 1/(Mz) \). For each OCP of the mentioned type (26) the corresponding OCP of the type (29) is considered. For the whole series of OCPs of the type (29) some values of the corresponding weight coefficients are set.

For any of the mentioned four cases, the corresponding series of the OCPs is divided into some number of batches for parallel computations. For a node \( x^s \), if several runs of DEM and/or DAM do not allow to classify this node as belonging to the CS, then this node is mentioned as beyond the CS. As the result, we form the set \( G^c(M) \) of all selected nodes. This set is taken as \( C\{T, x_{\text{target}}, U([0, T], Q^q)\} \).

**Statement 1** (upper bounds). Consider controls (5), (6) satisfying the constraint \( u(t) = (v(t), n(t)) \in Q^q \). There are the following upper bounds:

--- for the variations (9):

\[
\text{Var}_{[0,T]}(v; N_v) \leq d^q (v_{\max} - v_{\min}) (N_v - 1), \quad \text{Var}_{[0,T]}(n; N_n) \leq d^n n_{\max} (N_n - 1); \tag{46}
\]

--- for the sums used in (10):

\[
\sum_{j=0}^{N_v-1} |v_j| \leq d^v \max\{v_{\min}, v_{\max}\} N_v, \quad \sum_{j=0}^{N_n-1} n_j \leq d^n n_{\max} N_n; \tag{47}
\]

--- for \( M^{dv}, M^{dn}, M^{d\delta_{x^s}}, \) and \( M^{d\delta_{x^0}} \) defined in (12) and (13):

\[
\begin{align*}
M^{dv} &\leq d^v (v_{\max} - v_{\min}), \quad M^{d\delta_{x^s}} \leq \max\{d^v (v_{\max} - v_{\min}) - \delta_{dv}, 0\}, \quad \tag{48} \\
M^{dn} &\leq d^n n_{\max}, \quad M^{d\delta_{x^0}} \leq \max\{d^n n_{\max} - \delta_{dn}, 0\}. \tag{49}
\end{align*}
\]

The upper bounds given in (46)–(49) can be used for adjusting the weight coefficients in the minimization problems used in Algorithms 1, 2.

### 6 Using Stochastic Zeroth-Order Optimization Methods

Because the considered above OCPs are also the finite-dimensional minimization problems due to piecewise constant type of controls \( v, n \), we use DEM and DAM directly to these OCPs, in contrast to the approach of reduction an OCP to finite-dimensional optimization by approximating piecewise continuous controls by piecewise constant controls [18, 19].

DEM and DAM are based on some heuristic strategies for searching approximations for the global minimum of an objective function. These methods can be applied for implicitly defined, multi-modal, non-differentiable objective functions. Taking \( p = 1 \) in the given above objective functionals, which use (18), we have the problems for minimizing the non-differentiable objective functions. Taking into account the stochastic nature (automatically generated values of the stochastic variables) of DEM and DAM, it is suggested to make several runs of DEM and/or DAM for the same minimization problem. Moreover, it is possible to change such non-stochastic variables in DAM as the initial “temperature”. Of course, if we solve the problem (22)/ (28)/ (40)/ (43) and obtain zero value of the corresponding objective function in the first run of DEM or DAM, then the problem has been solved and we stop the computations. An example of another situation gives the problem (35), where the composite objective function consists of the three terms: \( \beta_{\max}^{\delta_{x^s}}(a, x(T)) \) and two terms of the regularizer (8). In such situation, it is logical to make several runs.
of DEM and/or DAM for further comparing different results. Although the problem \((22)/(28)\) considers \(M(x(T|u), \delta x_x), M(x(T|u), x_{\text{target}}; \delta x_f), M^d_v, M^d_w\), each of them has to reach zero, it is also important to set the weight coefficients by looking for some balance between the terms, which are in the composite functional in \((22)/(28)\), for avoiding early stop of some optimization algorithm process in the situation, when the priority of some term is low than the sensitivity threshold used for stopping in the algorithm. The complexity of the approach using DEM and DAM depends mainly on the dimension \((N_v + N_u)\) of the search space \(Q^v(N_v, N_u)\). The numbers \(N_v, N_u\) have to be taken to satisfy some trade-off between having a small time step \(\Delta t = T/N_v = T/N_u\) and working with DEM and/or DAM in a reasonably low dimensional search space \(Q^v(N_v, N_u)\).

7 Numerical Results

This section describes our numerical results for estimating RSs and CSs of the system \((16)\). These results were obtained using the Python 3 programs written by the first author. These programs use: (a) the implementation [30] of DEM and implementation [32] of DAM available in SciPy scientific computing library; (b) the tool odeint [37] available in SciPy (as it is noted in [37], odeint represents lsoda from the FORTRAN library odepack); (c) the tool sqlite3 [38] for storing the numerical results in SQLite database format; (d) some another well-known tools for Python 3 programming. Parallel computations were organized as Algorithms 1, 2 suggest. odeint was used for accurate integration of the dynamical system with some given piecewise constant controls \(v, n\).

7.1 Without Additional Constraints on Controls

The system \((16)\) is considered here for the following arbitrary taken values of its parameters: \(\omega = 1, \ \kappa = 0.01, \ \gamma = 0.05\). We set \(v_{\text{min}} = -100, \ v_{\text{max}} = 100, \ \text{and} \ n_{\text{max}} = 20 \) in \((4)\), i.e. for \(q = 1 \) in \((44)\). For analyzing, how the system’s RSs can depend on selecting initial state and final time, we considered \(x_0 \in \{(0.5, 0, 0), \ (0, 0, 1), \ (0, 0, 0)\} \) and \(T \in \{5, 10, 20\} \). These cases for \(x_0\) are significantly different: the point \((0, 0, 0)\) represents the center of the Bloch ball and the completely mixed quantum state; the point \((0, 0, 1)\) represents a pole of the Bloch ball (some pure quantum state); the point \((0.5, 0, 0)\) is inside the Bloch ball equidistantly from the center of the ball and from the Bloch sphere. Here, for each \(T\), we consider \(3 \times 7 = 21\) RSs. Thus, we considered the problem of estimating \(21 \times 3 = 63\) RSs.

Using Algorithm 1 with DAM, we numerically estimated the mentioned 63 RSs. Here \(\varepsilon_{3x} = 0.05\) was set in \((38)\). For each RS \(\mathcal{R}(T, x_0, \mathcal{U}([0, T], Q^v))\), its volume is estimated by the formula \((2\varepsilon_{3x})^3 \text{card(\hat{R}(T, x_0, \mathcal{U}([0, T]; Q^v)))}\) (see Fig. 1(c)). The volume of the Bloch ball is equal to \(4\pi/3\). For \(\varepsilon_{3x} = 0.05\), the volume of each particular cube is \((2\varepsilon_{3x})^3 = 0.001\). For each \(x_0 \in \{(0.5, 0, 0), \ (0, 0, 1), \ (0, 0, 0)\}\), Fig. 2 shows (1) estimated volumes of the RSs and (2) distances between the initial state and the maximally distant points of the corresponding RSs. In Fig. 2, we see that, for the same \(T\), decreasing \(d^f\) can significantly decrease the estimated volumes of the RSs and the distances between the initial states and the maximally distant points of the corresponding pointwise estimations. The estimations related to \(x_0 = (0, 0, 1)\) are essentially different than the estimations corresponding to \(x_0 = (0, 0, 0)\). For instance, if \(x_0 = (0, 0, 1)\) and \(d^f = 1\), the estimated volume of the RS even for \(T = 5\) is almost equal to the Bloch ball’s volume; however, for \(x_0 = (0, 0, 0)\), the volume is near 1.1 % for the same \(d^f\) and \(T\).

Among these 63 estimations, Fig. 3-5 show 40 estimations. All 40 estimations are visualized with zero inclination angle of the \(x_3\)-axis and with the same rotation angle. These visualizations were made by the tool Matplotlib [39] applied to our numerical results. We see that decreasing \(d^f\) leads to obtaining the pointwise estimations of rather different forms shown in Fig. 3-5, e.g., like to ball or a half of ball. As Fig. 5(b) clearly shows, for \(T = 5\) and \(d^f = 0.4\), the corresponding RS is estimated as not convex. Some estimation are situated in all 8 orthants. The figures illustrate that decreasing \(T\) and \(d^f\) can give essentially decrease the estimated volumes; in other words, control possibilities are changed.

As Fig. 3-5 show, for some fixed \(x_0\) and \(d^f\), it is possible that the system’s RSs, which relate to different values of \(T\), contain the same point. This fact relates to the problem of moving the system from \(x_0\) to \(x_{\text{target}}\) with minimizing the final time. For each \(x_0\), estimating the system’s RSs for the sequential final times \(T = 5, 10, 20\) gives, in other words, three time sections of the reachable tube \(\mathcal{R}((0, 20]; x_0, \mathcal{U}([0, T]; Q^v))) \subset \{0, T\} \times \mathcal{B}\) as some its estimation.
Figure 2: For the RSs related to $x_0 \in \{(0.5, 0, 0), (0, 0, 1), (0, 0, 0)\}$, $T \in \{5, 10, 20\}$, and $d^q \in \{1, 0.8, 0.6, 0.4, 0.2, 0.1, 0.05\}$, the characteristics of the pointwise estimations obtained using Algorithm 1. Estimated volumes of the RSs: (a) for $x_0 = (0.5, 0, 0)$; (c) for $x_0 = (0, 0, 1)$; (e) for $x_0 = (0, 0, 0)$. For each $x_0$, the distance between $x_0$ and the farthest endpoint in the corresponding pointwise estimation: (b) for $x_0 = (0.5, 0, 0)$; (d) for $x_0 = (0, 0, 1)$; (f) for $x_0 = (0, 0, 0)$.

### 7.2 With Additional Constraints on Controls

Estimating RSs of the system (16) in the situation when the regularizer (8) is used. For an illustration, consider the system (16) with $\kappa = 0.01$, $\omega = 1$, $\gamma = 0.05$, the initial state $x_0 = (0.5, 0, 0)$ and the final time $T = 10$. Consider piecewise constant controls $v, n$ in the class $U([0, 10], Q^4)$, i.e. with $d^q = 0.4$ that means $v_j \in [-40, 40]$, $n_j \in [0, 8]$, $j = 0, N_v - 1$, $N_v = N_n = 10$, when $v_{\text{min}} = -100$, $v_{\text{max}} = 100$.

Firstly, consider the pointwise estimation $R(10, (0.5, 0, 0), U([0, 10], Q^4))$, which was found without any regularizer and was described in Subsection 7.1, see Fig. 3(g). The estimated volume of the corresponding RS is equal to 25.4% of the Bloch ball’s volume and is indicated in Fig. 2(a). Here the nodes $\{x^s\}$ of the grid $G(M)$, which relate to the estimation $R(10, (0.5, 0, 0), U([0, 10], Q^4))$, are of interest for further sifting under the usage the regularizer (8). We considered $\text{card}(R(10, (0.5, 0, 0), U([0, 10], Q^4)))$ minimization problems of the type (19) and the corresponding OCPs of the type (22). The threshold $\delta_{x_T} = 0.05$ was set. The following cases of the weight coefficients were taken:

$$(\beta_{x_T}, \beta_{\text{Var}}^{v}, \beta_{\text{Var}}^{n})_{j=1}^6 = (1, 5 \cdot 10^{-5}, 5 \cdot 10^{-4}), (1, 10^{-4}, 10^{-3}), (1, 5 \cdot 10^{-4}, 5 \cdot 10^{-3}),$$  

$$(1, 10^{-3}, 10^{-2}), (1, 5 \cdot 10^{-3}, 5 \cdot 10^{-2}), (1, 10^{-2}, 0.1)).$$

Here we worked in the frames of Algorithm 1 with DEM and DAM. For the same OCP, two attempts of DEM and two attempts of DAM were made for better guarantee. As the result, we observed how the number of such nodes, which were mentioned as reachable, depends on the indexes of these six triples. In other words,
Figure 3: Estimations obtained using Algorithm 1 for $x_0 = (0.5, 0, 0), T \in \{5, 10, 20\}, d^q \in \{1, 0.4, 0.2, 0.1, 0.05\}$. Round red marker indicates the point $x_0$.

we found how the estimated volumes decrease as the index $j$ increases:

$$\{j\}_{j=1}^6 \mapsto (25.4, 25.4, 25.3, 24.7, 9.1, 2),$$

in % of the Bloch ball’s volume.

Thus, for the first four triples, the estimated volumes are equal or near the estimated volume corresponding the case illustrated in Fig. 3(g) and found without any regularizer. For the last two triples, the estimated volumes are essentially different.

**Estimating RSs of the system (16) in the situation when the regularizer (14) is used.** As before, here we used $\kappa = 0.01, \omega = 1, \gamma = 0.05, d^q = 0.4, v_{\text{min}} = -100, v_{\text{max}} = 100, T = 10, \delta_{x_T} = 0.05, N_s = N_n = 10, x_0 = (0.5, 0, 0)$. The value $\delta_{x_T} = 0.05$ gives $M(x(T), x^*, \delta_{x_T}) \leq 2 - \delta_{x_T} = 1.95$. Different results about reachability were obtained by considering different pairs $(\delta_{dv}, \delta_{dn})$ of the thresholds in (11). In the composite objective functional (22), its weight coefficient were taken according to Statement 1 as shown in Table 1.

| $\delta_{dv}$ | $\delta_{dn}$ | $\beta_{max}^{dv}$ | $\beta_{max}^{dn}$ | card($\mathcal{R}$) (% of card($G(M)$)) | Estimated vol., % of $4\pi/3$ |
|---------------|---------------|-------------------|-------------------|--------------------------------|------------------|
| 10            | 0.5           | 36                | 1                 | $393$ ($\approx 9.4\%$)          | $\approx 9.4$    |
| 20            | 1             | 31                | 1                 | $749$ ($\approx 18\%$)           | $\approx 17.9$   |
| 40            | 2             | 21                | 1                 | $1041$ ($\approx 25\%$)          | $\approx 24.9$   |

Table 1: Computing the RSs’ pointwise estimations for $x_0 = (0.5, 0, 0)$ and $T = 10$.

As the first example, we considered $\delta_{dv} = 10$ and $\delta_{dn} = 0.5$. For this case, the formulas (48), (49) give the following inequalities: $M^{\delta_{dv}} \leq 70$ and $M^{\delta_{dn}} \leq 7.5$. Compare them with each other and with the inequality $M(x(T), x^*, \delta_{x_T}) \leq 2 - \delta_{x_T} = 1.95$, the weight coefficients $\beta_{max}^{dv} = 1$, $\beta_{max}^{dn} = [70/1.95] = 36$, and $\beta_{max}^{x_T} = [70/7.5] = 9$ were taken for balancing the terms in the objective functional in (22). Here DEM and DAM were used. As the result, reachability only of 393 nodes of the grid $G(M)$ was established, i.e. near $9.4\%$ of card($G(M)$); the estimated volume of the RS is near $9.4\%$ of the Bloch ball’s volume equal to $4\pi/3$.

In the second example, we set $\delta_{dv} = 20$ and $\delta_{dn} = 1$. For this case, the formulas (48), (49) give $M^{\delta_{dv}} \leq 60$
and $M^{\delta_{dn}} \leq 7$. Then the weight coefficients $\beta_{dv}^{\text{max}} = 1$, $\beta_{xv}^{\text{max}} = [60/1.95] = 31$, and $\beta_{dn}^{\text{max}} = [60/7] = 9$ were taken. Here reachability of 749 nodes of the grid $G(M)$ was established, i.e. near 18% of $\text{card}(G(M))$.

In the third example, we used $\delta_{dv} = 40$ and $\delta_{dn} = 2$. For this case, the formulas (48), (49) give $M^{\delta_{dv}} \leq 40$ and $M^{\delta_{dn}} \leq 6$. Here the weight coefficients $\beta_{dv}^{\text{max}} = 1$, $\beta_{xv}^{\text{max}} = [40/1.95] = 21$, and $\beta_{dn}^{\text{max}} = [40/6] = 7$ were set. Here reachability of 1041 nodes was found, i.e. near 25% of $\text{card}(G(M))$.

These numerical results are also given in Table 1. We see that decreasing $\delta_{dv}$, $\delta_{dn}$ leads to decreasing numbers of reachable nodes, i.e. it gives the situation, when for some part of nodes, which were found as

---

Figure 4: Estimations computed using Algorithm 1 for $x_0 = (0, 0, 0)$, $T \in \{5, 10, 20\}$, and $d^q \in \{1, 0.4, 0.2, 0.1, 0.05\}$. Round red marker indicates the point $x_0$.

Figure 5: Estimations found using Algorithm 1 for $x_0 = (0, 0, 1)$, $T \in \{5, 10\}$, and $d^q \in \{1, 0.4, 0.2, 0.1, 0.05\}$. Round red marker indicates the point $x_0$. 
reducible for larger values of these thresholds, the algorithm did not find admissible controls \( v, n \), which could transfer the system from the given \( x_0 \) to these nodes.

**Estimating CSs of the system (16) in the situation when the regularizer (14) is used.** Here the initial state \( x_0 \) is not fixed. We set the target state \( x_{\text{target}} = (0.5, 0, 0) \). As before, we used \( \kappa = 0.01 \), \( \omega = 1, \gamma = 0.05, d^f = 0.4, v_{\text{min}} = -100, v_{\text{max}} = 100, T = 10, \delta_{x_T} = 0.05, N_v = N_n = 10 \). We worked in the frames of Algorithm 2 here. The weight coefficients of the objective functional (28) were set also with usage of the inequalities (48), (49), and \( M(x(T), x_{\text{target}}, \delta_{x_T}) \leq 2 - \delta_{x_T} = 1.95 \) for \( \delta_{x_T} = 0.05 \). The corresponding information is given in Table 2.

| \( \delta_{dv} \) | \( \delta_{dn} \) | \( \beta_{dv_{2T}}^{\text{max}} \) | \( \beta_{dn_{2T}}^{\text{max}} \) | \( \beta_{dv_{2T}}^{\text{max}} \) | \( \beta_{dn_{2T}}^{\text{max}} \) | \( \text{card}(\hat{C}) \) (% of \( \text{card}(G(M)) \)) | Estimated vol., % of \( 4\pi/3 \) |
|---|---|---|---|---|---|---|---|
| 20 | 1 | 31 | 1 | 9 | 3228 (\( \approx 77.4 \)% | \( \approx 77.1 \) |
| 40 | 2 | 21 | 1 | 7 | 4093 (\( \approx 98.2 \)% | \( \approx 97.7 \) |

Table 2: Computing the CSs’ pointwise estimations with \( x_{\text{target}} = (0.5, 0, 0) \) and \( T = 10 \).

As the first example, we consider \( \delta_{dv} = 20 \) and \( \delta_{dn} = 1 \). As before, the values \( \beta_{dv_{2T}}^{\text{max}} = 1, \beta_{dn_{2T}}^{\text{max}} = 31, \) and \( \beta_{dv_{2T}}^{\text{max}} = 9 \) were taken. The computed pointwise estimation of the CS consists of 3228 nodes, i.e. 77.4% of the cardinality of \( G(M) \).

In the second example, we set \( \delta_{dv} = 40 \) and \( \delta_{dn} = 2 \). The values \( \beta_{dv_{2T}}^{\text{max}} = 1, \beta_{dn_{2T}}^{\text{max}} = 21, \) and \( \beta_{dn_{2T}}^{\text{max}} = 7 \) were taken. The obtained pointwise estimation of the CS consists of 4093 nodes, i.e. 98.2% of the cardinality of \( G(M) \). The described above results (see Table 2) show that increasing the thresholds \( \delta_{dv}, \delta_{dn} \) increases the number of nodes, from which the system is moved to the given target state \( x_{\text{target}} \). Comparing the results shown in Tables 1, 2, we see that the number of the nodes \( \{x^t\} \subset G(M) \), from which the system is moved to the given target state \( x_{\text{target}} = (0.5, 0, 0) \), is essentially larger than the number of the nodes, to which the system is moved from the initial state \( x_0 = (0.5, 0, 0) \), for the same conditions \( (T = 10, \text{etc.}) \).

8 Conclusions

In this article, an open two-level quantum system [10, 16, 18–21], whose evolution is governed by the Gorini–Kossakowski–Lindblad–Sudarshan master equation with Hamiltonian and dissipation superoperator depending, correspondingly, on coherent and incoherent controls, was considered. Using the Bloch parametrization, which gives bijection between density matrices and 3-dimensional real vectors, we analyzed in terms of Bloch vectors the corresponding dynamical system and the problem of estimating RSs and CSs. In addition to the constraint on controls’ magnitudes, different types for constraining controls’ variations were written and taken into account in the definitions of a RS and a CS of the system in the terms of Bloch vectors. In the article, the idea of estimating RSs by considering their sections [28, 29] was used in the definitions of pointwise estimations of RSs and CSs, and also in the corresponding algorithms. These algorithms are based on solving series of OCPs being here finite-dimensional optimization problems, because piecewise constant controls are considered. For solving these optimization problems, DEM and DAM were applied, at that, for each optimization problem, several runs of DEM and/or DAM were done excepting a case, when an objective function a priori is non-negative and the first run of DEM or DAM gives zero value for this objective function.

For some specific values of the system’s parameters \( \omega, \mu, \gamma \), the bounds \( v_{\text{min}}, v_{\text{max}}, r_{\text{max}} \), the thresholds \( \delta_{dv}, \delta_{dn} \), the computational experiments were performed. The numerical results, which are described in Section 7, show how the RSs’ estimations depend on distances between the system’s initial states and the Bloch ball’s center point, final times, constraints on controls’ magnitudes and variations. Subsection 7.2 shows how the cardinalities of the RSs’ and CSs’ pointwise estimations and the estimated volumes depend on changing the weight coefficients and the thresholds in the corresponding objective functionals, which contain the regularizers for additional constraining controls’ variations. The numerical results described in Section 7 show that: (a) additional constraints on controls can essentially decrease the estimated volumes of RSs (see Fig. 2) and CSs, i.e., in other words, control possibilities to steer the system from one state to another state over some time range; (b) changing the final time \( T \) also can essentially decrease volumes and geometry of RSs (see Fig. 2–5); (c) estimated volumes of RSs can essentially depend on selecting the initial state \( x_0 \) (compare Fig. 4 and Fig. 5, where \( x_0 \) represents, correspondingly, either the completely mixed or some pure quantum state); (d) it can be reasonable to look for some trade-off between, on one hand,
control possibilities to steer the system from one state to another state and, on other hand, looking for more appropriate control probably in the terms of decreasing the final time and controls’ variations.
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