Hierarchical fusion network for periocular and iris by neural network approximation and sparse autoencoder
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Abstract
The eye region is one of the most attractive sources for identification and verification due to the representative availability of such biometric modalities as periocular and iris. Many score-level fusion approaches have been proposed to combine these two modalities targeting to improve the robustness. The score-level approaches can be grouped into three categories: transformation-based, classification-based and density-based. Each category has its own benefits, if combined can lead to a robust fusion mechanism. In this paper, we propose a hierarchical fusion network to fuse multiple fusion approaches from transformation-based and classification-based categories into a unified framework for classification. The proposed hierarchical approach relies on the universal approximation theorem for neural networks to approximate each fusion approach as one child neural network and then ensemble them into a unified parent network. This mechanism takes advantage of both categories to improve the fusion performance, illustrated by an improved equal error rate of the multimodal biometric system. We subsequently force the parent network to learn the representation and interaction strategy between the child networks from the training data through a sparse autoencoder layer, leading to further improvements. Experiments on two public datasets (MBGC version 2 and CASIA-Iris-Thousand) and our own dataset validate the effectiveness of the proposed hierarchical fusion approach for periocular and iris modalities.
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1 Introduction
Biometrics, the knowledge of determining the identity of a person through the use of physical and/or behavioural traits, have gaining significant attention considering the increasing incidents of fraud challenges in highly secure identity authentication systems. Unlike traditional knowledge-based (e.g. PINs, passwords) and token-based (e.g. cards, keys) approaches, biometrics rely on human’s intrinsic characteristics which cannot be easily lost, forgotten or shared. Several human physiological (e.g. fingerprint, face, iris, palm vein, retina and ear) and behavioural (e.g. keystroke dynamics, signature, hand–eye coordination and hand tremors) characteristics have been successfully used as biometrics [1]. However, these unimodal biometric systems are widely known to be vulnerable to the noisy input, non-universal to the large-scale population, limited by an upper bound on identification accuracy and susceptible to spoof attacks [2].

Multibiometric systems seek to address these challenges by combining the evidence presented by multiple biometric
modalities in different stages. These multimodal systems can significantly enhance the overall recognition performance together with enlarging the population coverage, better preventing fraud and reducing the failure-to-enrol rate [3]. The advantages of the multibiometric systems over the traditional unimodal systems are summarized as: wider population coverage, better anti-spoofing, more robust to noisy data in a single modality, continuous monitoring when a single trait is not sufficient, fault tolerant when certain biometric sources become unreliable due to sensor or software malfunction or deliberate user manipulation [3].

The eye region provides a rich source of details for biometrics, where we can find multiple interesting traits including periocular, iris, sclera, retina and eye movement as shown in Fig. 1. In this paper, we only focus on the first two traits since they can be visibly captured non-invasively with high recognition rates, while the other three are either invasive or less accurate [3]. The two traits (periocular and iris) have their own pros and cons, but can complement each other. Iris is superior in recognition accuracy, but is limited in the imaging distance from the subject to the camera due to their small sizes. In contrast, periocular can be imaged from long distances due to its larger size, but is limited in the recognition accuracy. These two biometric modalities, when working together in a multimodal eye biometric system, can provide complementary information to improve the robustness of the system.

Depending on the levels in which the fusion is performed, the fusion approaches can be categorized into four groups: sensor level, feature level, score level and decision level [4]. While early fusion such as sensor level retains more information, it is also vulnerable to noise and superfluous details which are not used for classification. In contrast, late fusion such as decision level will work with more compact representations which are more directly used by the classification task, but lose details due to their reduced sizes. Feature-level fusion normally requires access to the feature representation, which may not be available, especially in commercial systems. Decision-level fusion is only performed on the rank orders, which retain limited information about each modality. Score level has been one of the most popular choices since it provides a balance among the amount of information, the availability of information and the robustness to noise. The existing score-level fusion approaches in the literature can be divided into three categories [5]:

- **Transformation-based**: The component scores are first normalized to a common domain and then fused using simple fusion operators such as weighted sum, product or order statistics. Most of approaches fusing periocular and iris in the literature use this category due to its simplicity [6–11].
- **Classification-based**: The component scores are used to train a classifier such as decision tree or support vector machines (SVMs) that discriminates between genuine and impostor features. This category is very popular in the general multimodal biometric fusion context [5], but there are surprisingly very few approaches discussing this category in the periocular and iris fusion context, except for [12] with AdaBoost.
- **Density-based**: These approaches are based on the likelihood ratio test, and they require estimating the density distribution of genuine and impostor match scores [13].

Each category has its own benefits, which if combined have the potential for a more robust fusion mechanism. In this paper, we propose a new approach to fuse two categories: transformation-based and classification-based into a unified framework for classification. The density-based approaches are not considered since they usually require a large number of match scores available to estimate the genuine and impostor distributions, which may not always feasible in real-life scenarios. Our proposed hierarchical fusion approach relies on the universal approximation theorem for neural networks, which states that for any continuous function, \( f \), on a compact set, \( K \), there exists a feedforward neural network with only a single hidden layer, which uniformly approximates \( f \) to within an arbitrary \( \varepsilon > 0 \) on \( K \) [14]. We approximate each category (transformation-based and classification-based) with a neural network and then ensemble these child neural networks in a larger parent neural network. This hierarchical mechanism takes advantage of both categories to improve the fusion performance, illustrated by an improved equal error rate (EER) of the multimodal biometric system. We introduce hierarchical fusion network for fusing periocular and iris. The hierarchical fusion network has three hidden layers; each is interpreted meaningfully in the multibiometric context.

The remainder of this paper is structured as follows: Section II describes our baselines for periocular and iris recognition; Section III introduces the proposed hierarchical fusion by neural network approximation approach; Section...
2 Iris and periocular recognition

This section will describe our recognition baseline approaches for periocular and iris.

2.1 Periocular recognition

The human periocular is often referred to as skin textures and anatomical features of the face region close to the eye, probably including the eye, eyelids, eyelashes and eyebrows [15, 16]. Periocular has recently emerged as a promising biometric trait for human identification due to a potentially attractive trade-off between the iris alone and the entire face, in terms of accuracy and visibility, especially for cases where neither the iris nor a full facial image can be acquired.

Many approaches have been proposed for periocular recognition in the literature [17–19], ranging from handcrafted features (e.g. [20–23]) to deep learning features (e.g. [24–26]). In this work, we choose to demonstrate our proposal on the elliptical higher-order-spectra periocular code features introduced by Faisal et al. in [27] due to the effectiveness of their approach. The proposed approach first samples the periocular region using an elliptical coordinate and then encodes the sampled region with higher-order spectral features to extract a feature vector called eHPC, which achieves robustness in scale, translation and head rotation. Figure 2 illustrates the elliptical sampling scheme and its eHPC feature vector. This approach obtains state-of-the-art recognition accuracy in the two periocular datasets: 97.71% for the Japanese Female Facial Expression (JAFFE) [28] and 99.52% for the Face Recognition Grand Challenge (FRGC) [29]. Details can be found in [27, 30].

2.2 Iris recognition

The iris is a protected internal organ of the eye, located behind the anterior cavity and the cornea, but in front of the lens [31]. The iris consists of muscle tissue that comprises a sphincter muscle that causes the pupil to contract and a group of dilator muscles that cause the pupil to dilate. Iris has been one of the most accurate biometric traits with very low false match rates and high processing speeds in large-scale datasets [32]. Such an observation is supported by the complex textural pattern of its stroma that varies across individuals, the perceived permanence of its distinguishing attributes, wide universality and limited genetic penetrance [31, 33].

Similar to periocular recognition, a plentiful number of approaches have been proposed for iris recognition in the literature [18, 32, 34], evolving from the classic IrisCode to handcrafted features (e.g. [35–37]) and more recently to modern deep learning features (e.g. [38–41]). In this work, we choose to demonstrate our proposal on the Gabor phase-quadrant features, which were first introduced by Daugman [42], but are still dominating the commercial iris recognition market today. The approach we employ is presented in Fig. 3. The iris region is first segmented from the eye image by two non-concentric boundary circles: the inner circle (or pupil circle) and the outer circle (or limbus circle). These two circular contours are detected based on an integro-differential operator [42, 43]. Then the segmented region is normalized to a fixed rectangular dimension so that it can be used for comparison. The normalization process relies on a rubber sheet model to transform the iris texture from Cartesian to polar coordinates. Each normalized iris is subsequently demodulated to extract the phase information using quadrature 2D Gabor wavelets to generate IrisCode as a final feature vector. Finally, the similarity between two IrisCodes is calculated based on their Hamming distance.

It is worth noting that any periocular and iris recognition approaches can be used to generate the match scores, the two chosen approaches here are only for illustration. More advanced approaches can be trivially plugged into achieve more advanced fusion results. These two approaches for periocular recognition and iris recognition will generate two match scores when comparing a new subject with one subject in the database. These two scores will be combined by approaches in the transformation-based category, the classification-based category and our proposed hierarchical fusion approach.

3 The proposed hierarchical fusion approach

In this section, we discuss the proposed approach to fuse one fusion approach in the transformation-based category
Fig. 3 Daugman’s iris recognition approach [42]

Fig. 4 Approximation of the transformation-based fusion category (sum, average) with a neural network. The $N$ inputs are $N$ match scores coming from biometric modalities of the $c$ identity classes. Two hidden neurons $HT_1$ and $HT_2$ represent weighted sum and average fusion approaches. $HT$ stands for a hidden neuron to approximate transformation category.

with one fusion approach in the classification-based category. We first explain the methods to approximate transformation-based category and classification-based category by neural networks (NNs). Then these two child NNs are fused to create a parent NN, which functions as hierarchical fusion.

3.1 Approximating the transformation-based category with a neural network

There are a number of fusion operators for the transformation-based category including sum of the match scores, product of the match scores and order statistics such as maximum, minimum or median of the match scores [5]. The sum has also been reinforced with weighted mechanisms such as uniform weighting (averaging) and matcher qualities (EERs). These two mechanisms can be trivially simulated by a one-layer neural network as shown in Fig. 4. The first hidden neuron, $HT_1$, functions like a weighted sum with the weights estimated by the EERs of matchers. The second hidden neuron, $HT_2$, functions like an averaging sum of the input match scores,

$$HT_1 = \sum_{i=1}^{N} w_i S_i \quad \text{and} \quad HT_2 = \sum_{i=1}^{N} \frac{1}{N} S_i.$$ 

3.2 Approximating the classification-based category with a neural network

The approaches in the classification-based category treat the input match scores as a multidimensional input vector and then classify it using classifiers such as SVM. Interestingly, Kang et al. have shown that a SVM can be explicitly approximated as a neural network [44]. Approximating a SVM with a neural network can significantly accelerate the computation with little or no prediction loss. A hybrid neural network (HNN) has been shown to be able to approximate support vector classification. We adapt their proposal to approximate our score fusion SVM as one-hidden-layer network as follows. Given a training dataset $D = \{s^i, y^i\}_{i=1}^{M}$, $y^i \in \{1, \ldots, c\}$ where $s^i$ is one score feature vector, $y^i$ is the identity class to which those scores belong and $M$ is the number of training samples, the algorithm for finding an approximated neural network has the following stages:

- **Stage 1** Train the SVC for the dataset, $D$. We train a multiclass SVM using the selected multiclass classification approach. Consequently, several decision functions $f_j \in \mathbb{R}$ of the SVM are obtained.
- **Stage 2** Construct a new training dataset, $D'$, relying on the decision functions of the SVM learned in the first stage. We first compute the decision function values, $f_j(s^i)$, for the original training dataset, $D$. After that, the new training dataset is constructed as $D' = \{s^i, \{f_1(s^i), \ldots, f_c(s^i)\}\}_{i=1}^{M}$.
- **Stage 3** Train the neural network for the new dataset, $D'$. A neural network with multiple outputs is trained with the new dataset $D'$, where the $j$th output node of the neural network corresponds to the decision function, $f_j$. The neural network is designed to have the number of output nodes equal to the number of decision functions.

The approximation process is illustrated in Fig. 5.

3.3 Proposed hierarchical fusion network

Once the child NN approximating the transformation-based category and the child NN approximating the classification-based category have been constructed, it is very interesting to observe that both are in the form of a one-hidden-layer neural network, with the same input and output. Observing that, it is straightforward to combine these two child NNs
Fig. 5 Approximation of the classification-based fusion category (SVM) with a neural network [44]. The $N$ inputs are $N$ match scores coming from biometric modalities of the $c$ identity classes. The $M$ hidden neurons $HC_1, \ldots, HC_M$ represent the decision fusion of the SVM modelled by the neural network. HC stands for a hidden neuron to approximate classification category.

Fig. 6 Proposed hierarchical fusion network with three novel hidden layers. The summary layer approximates and fuses the transformation-based category approaches and the classification-based category approach into a single hidden layer with the red and blue hidden neurons, respectively. The sparse autoencoder layer imposes a sparsity constraint to learn a compact representation of the input score, which facilitates extraction of meaningful combination of inputs. The interaction layer further forces neurons to interact with each other to enrich the representation capability, allowing the network to better model the interactions within the inputs to output accurate corresponding classes.

The major benefit of the proposed network is an effective way to combine the advantages of approaches from different categories in the score-level fusion by allowing them to concatenate (the summary layer) and to encode meaningful representation (the sparse autoencoder layer), and to encourage interaction within neurons (the third hidden layer). This hierarchical interaction mechanism leads to a unified framework for fusing fusion approaches. The proposed hierarchical fusion by network approximation and ensemble is applicable to multiple input modalities. It can also be trivially extended to include other fusion approaches from any categories if they can be approximated with neural networks (which is possible according to the universal approximation capability of neural network [14]). In the scenario of two modalities: periocular and iris, the fusion approach is simplified with only two-dimensional inputs.

It is noteworthy that combining and fusing multiple inputs using a neural network has been used before. However, compared with the conventional approaches where all layers and hidden neurons are manually decided, we introduce a novel methodology to make the network design meaningful. The insights from the neural network approximation theory of the modern fusion categories allow us to build intuition in the design of the summary layer. The insights from the sparsity representation learning allow us to build confidence in the design of the sparse autoencoder layer. While it may appear
similarly to other conventional fully connected neural networks, the hierarchical fusion network differs in nature due to the incorporation of the specific domain knowledge from the multibiometric field to make them achieve optimal performance for the multibiometric fusion task.

4 Experimental results

We choose two most relevant datasets from the literature for experiments.

- CASIA-Iris-Thousand [47]: contains NIR eye images captured by cooperative subjects in close-up distances. The images were captured by the dual-eye iris IKEMB-100 camera from IrisKing at the Institute of Automation, Chinese Academy of Sciences (CASIA). There are 20,000 NIR iris images captured in several sessions from 1000 subjects. This is the largest public periocular and iris dataset in the literature in terms of the number of subjects. Some example images are illustrated in Fig. 7.

- MBGC version 2 [48]: contains NIR face images captured by less cooperative subjects at standoff distances when the subjects walked through a portal from a 3-meter distance. There are 628 near infrared eye videos of 147 subjects, acquired by the Iris-On-the-Move (IOM) system. The videos are recorded, while the subjects are walking through a portal, which mounts the IOM system and NIR illuminators [49]. This is a challenging dataset since the subjects are long distance away from the camera and noise factors: reflections, luminosity, contrast, eyelid and eyelash iris obstruction and focus characteristics. These uncontrolled image acquisition conditions make this dataset well simulate the real-life imaging conditions. Some example images are illustrated in Fig. 8.

For the MBGC dataset, since there are a number of videos where the eyes are completely out of view or blurred, we removed those videos. For the rest, we selected high-quality frames to generate a database of 3000 frames from 120 subjects where the irises and periocular are clearly presented. For each subject, two frames are chosen to serve as templates, and the rest serve as the query frames to compare with the templates to search for the match. In total, there are \((3000 - 2 \times 120) \times (2 \times 120) = 662,400\) comparisons of periocular to be conducted. The left iris and right iris are treated as two different classes.

We also collect our own dataset to validate the experiments. We collected 212 images pertaining to 53 individuals captured using NIR spectrum using a IP2M-842B wireless network IP surveillance camera. The size of each image is 800 × 600 pixels. There is a balance between genders and age groups in the collected dataset. Images from our own dataset are not presented here due to the privacy.

4.1 Performance metrics

Two metrics are used in this work: genuine acceptance rate (GAR) at false acceptance rate (FAR) = 0.01% and equal error rate (EER). These two metrics have been widely used in the biometric context to analyse the performance of biometric systems. FAR presents the probability (the percentage of times) at which the system incorrectly declares that a biometric sample belongs to the claimed identity when the sample actually belongs to a different subject (impostor). Conversely, FRR indicates the probability at which the system incorrectly rejects a claimed identity when the sample actually belongs to the subject (genuine user). The first metric, GAR at FAR = 0.01%, gives us an estimate of how well the algorithm performs at a specific setting. The second metric, EER, is the rate at which FAR and FRR are equal. EER is usually estimated from the receiver operating characteristic (ROC) curve, which is a graph that illustrates the relationship between the FAR and the FRR. In general, the approach with the lowest EER is the most accurate.

4.2 Periocular alone performance

There are several parameters of the periocular recognition algorithm to be determined, including the periocular window size, the number of angles and radius local points. Similar to the intuition in [27], we choose a rectangular size of \((380 \times 340)\) for the periocular region, 8 angles and 12 local radial points. The chosen periocular algorithm achieves a GAR = 90.5% @FAR = 0.01% and an EER of 2.5% on the MBGC dataset.

4.3 Iris alone performance

There are several parameters of the iris recognition algorithm to be determined for segmentation, normalization and feature extraction. For segmentation and normalization, a rectangular size of \((256 \times 64)\) is chosen for the normalization process. For feature extraction, the base wavelength of the Gabor filter in pixel is 6 and the remaining power of the Gauss part of the filter relative to the centre is 0.01. We implemented our algorithm using an open-source software, USIT version 2.2, from the University of Salzburg [50]. The chosen iris recognition algorithm achieves a GAR = 89.4% @FAR = 0.01% and an EER of 3.1% on the MBGC dataset.

4.4 Hyper-parameter tuning

We first investigated the effect of the parameter choice for the hierarchical fusion network. A portion of the dataset
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Table 1 Effect of the number L of hidden neurons in the interaction layer on the modelling capacity of the parent neural network, in terms of genuine acceptance rate (GAR) at false acceptance rate (FAR) = 0.01%

| Validation subset | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|-------------------|-----|-----|-----|-----|-----|-----|-----|
| 53.8              | 68.7| 89.2| 91.5| 93.7| 92.7| 91.1|

The performance comparison is given in Table 2.

Fig. 7 Some example images from two subject S5001 and S5019 from the CASIA-Iris-Thousand dataset. This is to demonstrate the capacity of the proposed approach to work with cooperative subjects and close-up imaging distances.

Fig. 8 Some example frames from one video of the subject 05308d66 walking through the IOM portal in the first row. The second row zooms in the periocular and iris regions of the centre frame. This is to demonstrate the capacity of the proposed approach to work with less cooperative subjects and standoff imaging distances.

4.5 Hierarchical fusion

Each fusion approach has its own strengths. When combined, they can be complimentary to each other, leading to better fusion performance. Two approaches in the transformation-based category (weighted sum and product) have been implemented in this work, achieving GARs of 93.97% and 95.13% @FAR = 0.01%, respectively, on the MBGC dataset. The SVM approach in the classification-based category has also been implemented with a GAR of 95.8% @FAR = 0.01%. Our proposed fusion-by-fusion approach fuses these approaches from the two categories, leading to improvement in the overall GAR of 97.94% @FAR = 0.01% on the MBGC dataset.

Similar improvements can be observed on the CASIA-Iris-Thousand dataset. Two approaches in the transformation-based category (weighted sum and product) achieved GARs of 94.55% and 96.68% @FAR = 0.01%, respectively. The classification-based approach achieved a GAR of 97.36% @FAR = 0.01%. The proposed hierarchical fusion approach outperformed both, achieving a GAR of 98.27% @FAR = 0.01%.

The same improvements can also be achieved on our own dataset. Two approaches in the transformation-based category (weighted sum and product) achieved GARs of 89.69% and 88.01% @FAR = 0.01%, respectively. The classification-based approach achieved a GAR of 91.41% @FAR = 0.01%. The proposed hierarchical fusion approach outperformed both, achieving a GAR of 94.15% @FAR = 0.01%.

The performance comparison is given in Table 2.
Table 2: Performance comparison of various fusion approaches in terms of genuine acceptance rate (FAR) and equal error rate (EER) for on the MBGC version 2, CASIA-Iris-Thousand and our own dataset

| Datasets         | Transformation-based fusion | Classification-based fusion | The proposed hierarchical fusion |
|------------------|-----------------------------|-----------------------------|---------------------------------|
|                  | Weighted sum | Product | Weighted sum | Product | Weighted sum | Product |
| MBGC version 2   | GAR@0.01%    | EER     | GAR@0.01%    | EER     | GAR@0.01%    | EER     |
|                  | 93.97        | 2.13    | 95.13        | 1.92    | 95.82        | 1.87    |
| CASIA            | 94.55        | 1.98    | 96.68        | 1.87    | 97.36        | 1.45    |
| Ours             | 89.69        | 3.52    | 88.01        | 3.76    | 91.41        | 3.27    |

5 Conclusions

In this paper, we have proposed a new mechanism to combine multiple fusion approaches in a unified framework. We employ a hierarchical fusion scheme, which relies on the universal approximation capability of neural network to approximate each fusion approach with a child neural network and then combine them into a parent neural network. The proposed hierarchical fusion network has three hidden layers: a summary layer, a sparse autoencoder layer and an interaction layer. The neural network-based approximation mechanism allows the system automatically to explore and discover the best strategy to combine the component scores, leading to a better verification accuracy in comparison with each component approach itself. The proposed approach has been validated in the MBGC dataset, the CASIA-Iris-Thousand dataset and our own dataset with promising results, outperforming other baselines. The proposed approach can also be extended to fuse multiple biometric modalities other than simple periocular and iris.
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