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ABSTRACT

The subjective evaluation of music generation techniques has been mostly done with questionnaire-based listening tests while ignoring the perspectives from music composition, arrangement, and soundtrack editing. In this paper, we propose an editing test to evaluate users’ editing experience of music generation models in a systematic way. To do this, we design a new music style transfer model combining the non-chronological inference architecture, autoregressive models and the Transformer, which serves as an improvement from the baseline model on the same style transfer task. Then, we compare the performance of the two models with a conventional listening test and the proposed editing test, in which the quality of generated samples is assessed by the amount of effort (e.g., the number of required keyboard and mouse actions) spent by users to polish a music clip. Results on two target styles indicate that the improvement over the baseline model can be reflected by the editing test quantitatively. Also, the editing test provides profound insights which are not accessible from usual listening tests. The major contribution of this paper is the systematic presentation of the editing test and the corresponding insights, while the proposed music style transfer model based on state-of-the-art neural networks represents another contribution.

CCS CONCEPTS

• Applied computing → Sound and music computing. • Human-centered computing → Empirical studies in HCI.
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1 INTRODUCTION

Automatic music generation is one of the biggest hits in the research of AI and multimedia over the recent years. This wave of technology development has encompassed a wide range of music generation tasks, such as creating original music content (e.g., generating music from random seeds [32], a few initial notes [21, 32] or a genre label [6, 12, 22]), extending unfinished musical materials (e.g., harmonization [16, 23, 41], counterpoint [19], drum arrangement [1, 39]), and revising known music works (e.g., rearranging accompaniment to imitate another genre [26]). Automatic music generation is also a user-centered technology. Each of these techniques corresponds to one specific application scenario for a specific type of target users, who can be music service providers, listeners, producers, or others. User-centered evaluation or, subjective evaluation of music generation models have therefore become an important yet less mentioned topic in the research of music generation.

The subjective evaluation of music generation techniques has been mostly done with questionnaire-based listening tests alone, with typical questions such as ‘does the music sound good to you?’ or other task-related questions about users’ listening experience. Other perspectives of user experience, such as musicians’ experience of revising computer-generated music samples according to the functional purpose or their aesthetic taste of music, are often ignored. Although many studies on music generation set the application scenario as assisting professional musicians in create music [21], very few of them evaluate their studies quantitatively from the perspective of composers, arrangers and music producers.

In this paper, we propose a systematic evaluation method, which is called an editing test, from the perspectives of general music editors who use music generation results as a draft or intermediate product for further revision in their workflow of composition or arrangement. In our proposed testing scenario, users revise the generated results, and the loading users need to pay to polish the generated music can be a measure of the generated music sample. More specifically, we assume that the quality of the generated music sample is measured by the number of keyboard/mouse actions and editing time (these measures will be called loading metric in this paper) during the editing process. The quality of a music sample is considered as better if an editor can make the sample satisfactory using less keyboard/mouse actions or time on a commercial music editing software. Such an editing test is more quantitative in
comparison to the questionnaire-based testing process and can also raise new research questions on the user study of music generation. To the best of our knowledge, this paper represents the first systematic investigation on evaluating the quality of music generation based on music editing footprints.

To facilitate the editing test, first, we need to specify that the actions made in the editing process should be restricted to technical ones such as removing non-chord notes or adjusting the bass line, rather than adding new and creative ideas. In this case, the tasks of creating original music contents and extending unfinished musical materials might not be suitable for the editing test since it is unreasonable to set a standard goal or a hard restriction of editing actions. On the other hand, the tasks of revising known music works, such as transferring the style of the accompaniment of homophonic music [26] is more suitable since the melody of the music and the target genre are fixed, and the editor’s job is to revise the ‘inappropriate’ contents under such conditions. Therefore, we will focus on the style transfer task in this paper. However, an additional issue is that having a comparative study of style transfer is hard; style transfer is a broad term and contains a number of subtasks with different conditions such as texture and the number of polyphony. This issue can be solved by designing a new model which performs the same purpose as the baseline model does.

Therefore, we propose the Bidirectional Music Style Transformer (BMST), a new style transfer model directly modified from [26] and is dedicated to the same task: re-arranging the accompaniment part of a homophonic music piece to fit a target style while fixing the melody content. The systematic study on editing test can therefore be performed on the two models. By answering the research questions raised in Section 4.4, we demonstrate the feasibility of adopting the proposed quantitative approach to evaluate users’ editing experience, and also investigate the multi-facet characteristics of editing tests which cannot be observed with listening tests alone.

2 RELATED WORK

Music style transfer [10] has been referred to as the style transfer between various semantic domains, such as timbre and instrument transfer in audio [14, 25, 36], performance rendering from symbolic to audio [17, 27], and composition style transfer to modify the harmonic, rhythmic or structural attributes of music at the score level [4, 26, 28], the latest one will be the main focus of this paper. Recently, deep learning models have been used in fitting the style of a specific music corpus. Neural networks have been widely investigated in symbolic music style imitation, including BachProp [8], BachBot [23], COCONet [19], and recent works based on Transformer autoencoder [6] and supervised style transfer with synthetic data [7].

Quantitative evaluation for music generation is still an open problem [15, 40]. Recent studies on music generation typically evaluate their work by combining objective evaluation and user study. Objective approaches mostly take the prediction accuracy or log-likelihood (LL) [2], or the rhythmic, harmonic, structural similarity between the generated results and the training data [13]. Subjective approaches or user studies are mostly questionnaire-based listening tests, which list listening samples together with designed questions for the users to evaluate the quality of the listening examples. In other words, such subjective tests focus on listeners’ response regarding how good the generated music sounds, in terms of either the scaled rating (e.g., five-point Likert scale) or preference (i.e., AB test) comparing several models, and the quality is usually assessed by the ‘number of wins’ among these models [16, 21]. On the other hand, quantitative user studies from music editors’ view are rarely seen. Related studies are mostly non-quantitative expert interviews [20, 37]. In a recent study which evaluates the quality of automatic music transcription method for ethnomusicologists [18], the correlation between the transcription time and user-reported transcription effort is reported, and the results indicate the potential to perform quantitative editing tests for music generation. The evaluation of the melody note detection software Tony [29] might be the only one which studied the number of editing actions and editing time as an evaluation criterion. However, its scenario is different from music generation since the music transcription task has a unique ground truth.

3 STYLE TRANSFER METHODS

A comparative study is performed on two style transfer models which are based on similar architecture. The first model, called the baseline model in this paper, is a re-implementation of [26]. The other model, named as the Bidirectional Music Style Transformer (BMST), is a newly proposed model which is improved from [26]. Both the models are based on the same music language formulation and also keep the same inference mechanism. The two major difference of BMST from the baseline model is that BMST replace the forward and backward components, which are two LSTM networks in the baseline model, by two Transformer blocks, also, besides predicting the pitch activation, BMST further models the onset and offset events which formulate the training to be a multi-task learning problem. In this section, we first focus on introducing the proposed BMST model and then we summarize the improvement we make on the baseline model.

The architecture of BMST is shown in Figure 1. In the training stage, a music language model is trained to learn the distribution representing individual music style. The model is composed of two Transformers to model the temporal structure of music, and a convolutional-autoencoder (CVA) model similar to [26] to capture the-pitch-wise conditional probability within defined timestep. In the inference stage, Gibbs sampling is utilized to transfer the style of the input pieces by sampling from the previously learned language model and updating the input piano roll iteratively.

3.1 Data representation for polyphonic music

An input score is represented as a 2-D piano roll \(S \in \mathbb{R}^{I \times J}\), where \(I = 84\) is the number of pitches (from A0 to G#7) and \(J\) is the length of the score. The minimal timestep is one-eighth of a beat i.e. a 32nd note. In the embedding process, the input at each timestep on \(S\) is first transformed into an I-channel encoding \(S_i \in \mathbb{R}^{I \times J}\), where each channel represents the one-hot encoding of each pitch. All channels are fed into a shared linear embedding layer. Then, the outputs are summed up into a single channel, and are concatenated with a 4-D metadata matrix \(M \in \mathbb{R}^{K \times I}\) including the start symbol, end symbol, and the beat position encoding. The start/end symbols are both binary-valued, where the start/end of the music are value
of one and others are zero. The beat position encoding contains two periodic ramp functions (both are in the range of \([0, 1]\)), one is the position within one measure, and the other is the position within one beat interval. Such representations of time grids provide additional rhythmic guidance to the model. For simplicity, two notes activated at identical time and pitch are considered as a single note. Also, it should be noticed that the sustained notes will be seen as repeating notes with the same pitch under this representation.

### 3.2 Proposed model

The proposed model is formulated as below [26]:

\[
\max_\theta \sum_{ij} \log p \left( S_{ij} = 1 | S_{ij}, M, \theta \right),
\]

where \( S \) represents the input piano roll, \( M \) is the corresponding metadata, \( \theta \) is the parameters of the model, and \( i \) and \( j \) indicate the timestep and pitch respectively. This equation indicates a task to predict the likelihood of a pitch \( j \) to be activated at time \( i \) conditioned on all other note activations and silence.

The embedding and metadata encoding of the piano roll are fed into the Transformer model [5, 35]. The transformer used in this work is based on the encoder part in [35]. As we deal with relatively high-resolution data in music scores (i.e., a 32nd note as the time grid), long-term dependency is poorly modeled when using a single Transformer: the Transformer tends to predict the same pitches according to its previous and next timesteps, which do contain identical pitch contents in most cases under this time resolution. To avoid this issue, first, we divide the input into three parts: past, current, and future, and use two individual Transformers to independently model the information from only the past or the future. This is similar to the architecture in [16]: the forward Transformer takes only the past input and the backward Transformer takes only the future input to predict the current embedding. In this case, the model is guided to learn the long-term dependency of music language. Second, to regularize the model to learn from a more general scheme of sequence prediction, we follow the approach in [11] to further mask out 30% of the timesteps (the dark gray regions in Fig. 1) in the input piano roll randomly. The Transformer is then trained to predict the contents of the current and all the masked timesteps. To address gradient explosion, which usually happens in the early stage of training, we adopt the pre-layer normalization to stabilize the training of the Transformer [31].

Although the attention mechanism in the Transformer has been proven to be powerful at modeling sequential data, one of its weaknesses comparing to the RNN is that the Transformer is unaware of the order of the data, which is however a built-in property for RNN. In the original Transformer model, a sinusoidal-based position encoding is introduced to handle this issue [35]. By concatenating a unique vector with the input at each timestep, the timesteps with the same input feature are distinguished, and therefore can implicitly provide the information of order. Recently, [21] further proposed to add the \textit{relative position embedding} into the model, and found that the resulting model performs better at producing structural outputs and makes a significant improvement to human perception of the resulting music. In this work, we follow this idea and include the learnable relative position embedding, which corresponds to the relative distances between all the timesteps. The attention unit is formulated as:

\[
\text{Attention}(Q, K, V) := \text{Softmax} \left( \frac{QK^T + S_r}{\sqrt{D}} \right)V,
\]

where \( Q, K, V \in \mathbb{R}^{L \times D} \) are the query, key, and value matrices, which are set the same in the self-attention mechanism [35]. \( L \) is the length of the sequence, i.e. the total timesteps of the input given to the transformer, and \( D \) is the dimension of the feature spaces. \( S_r \in \mathbb{R}^{L \times L} \) is the relative position embedding, which is also a trainable matrix [21].

Besides, following the idea in [38], we also put a bidirectional Gated Recurrent Unit (bi-GRU) layer after the Transformer modules, which directly model the relation along the time axis. The output of the two bi-GRU networks in BMST are processed in two ways: first, the output positions which related to the current and masked-out timesteps are fed into a shared fully connected network (FCN) to predict the original contents. Furthermore, the model predicts the original contents in three channels: the first is simply the piano roll, the second is note onset, and the last one is note offset. The reason to use additional channels for onset and offset is to encourage the model to learn the concept of sustained notes, since they may be considered the same as repeating notes under the data representation we adopt. Second, the output position related to the current timestep are considered again, concatenated, and then used as the conditional vector for the CVAR model inspired by Wavenet [30] to predict the harmony structure after a shared linear transform.

The convolutional-autoregressive model describes the harmony structure as the joint distribution among all pitches at a certain
With its autoregressive property, the joint distribution of the piano roll \( S_j \) at each timestep \( j \) is:

\[
p(S_j) = \prod_{i=1}^{84} P(S_{ij}|S_{1j},...,S_{(i-1)j}) .
\]  

(3)

The implementation of Equation (3) using the CVAR model has been seen in various audio and image generation scenarios, such as Wavenet [30] and PixelCNN [34]. To condition the CVAR model on the previously acquired context information, the outputs from the forward and backward Transformer models are concatenated and then fed into the first layer of the CVAR model at the gated activation unit, which take both the autoregressive and conditioned inputs, as described in [30].

Due to the shift-invariance property, using dilated convolution layers in the CVAR model to extract features from piano rolls can be regarded as learning the ‘relative pitch’ rather than the absolute pitch in music. To further specify the distribution of the absolute pitch and stabilize the training, we introduce the pitch position encoding, where we concatenate the input embedding at the current timestep with a seven-bit binary vector which represents the order of pitch: 0000000 represents A0, 0000001 represents A#0, and so on. Seven bits suffice to represent all pitches in the piano roll. The pitch position encoding is concatenated to every corresponding pitch and is then fed into the CVAR model as extra channels.

The proposed model is trained as a multi-task learning problem:

\[
\mathcal{L} = \mathcal{L}_{\text{F-TR}} + \mathcal{L}_{\text{B-TR}} + \lambda \cdot \mathcal{L}_{\text{CVAR}},
\]

where \( \mathcal{L}_{\text{F-TR}} \) and \( \mathcal{L}_{\text{B-TR}} \) represent the loss computed from the forward and backward Transformers shown in Fig. 1, respectively. Each of the two loss terms consists of the prediction error of the pitch/non-pitch events, onset/non-onset, and offset/non-offset events for all the pitch positions within all the masked timesteps. \( \mathcal{L}_{\text{CVAR}} \) is the prediction loss of the target pitch at the current timestep. We set \( \lambda = 0.5 \) in this paper. Since the note onset and offset events are sparse in a piano roll representation, we employ focal loss \( (\alpha_i = 0.25, \gamma = 2) \) [24] for all the loss term to balance the importance of positive and negative samples in the loss function.

The final output of music style transfer is obtained from the CVAR model with the power of two depending on the depth. ADAM is used as the optimizer to train the model. The code for BMST and listening samples are available at: https://github.com/s603122001/Bidirectional-Music-Style-Transformer

### 3.3 Baseline model

We re-implement the baseline model following its original design in [26]. Here we list its differences from BMST and also summarize our contributions to the model architecture:

- • The baseline model uses Long-Short-Term-Memory (LSTM) network to model the temporal structures. We replace it with Transformers in BMST. Transformers has shown state-of-the-art performance in the task of music generation [21] which make it a more robust choice than the LSTMs.
- • The baseline model is only trained to predict the defined pitch event in the defined timestep. In BMST, we extend this to be a multi-task learning problem by masking out certain parts of the input piano roll and let the model to predict the missing parts as well. Also, the proposed model is trained to predict the onset and offset events which encourage it to learn better representation for musical structure.
- • The CVAR module in the baseline model only learns the concept of “relative pitch” which shown unstable results in preliminary experiments. To alleviate this issue, additional pitch positional encoding is introduced to BMST which make it learn the “absolute pitch.”

### 4 EVALUATION METHODS

#### 4.1 Data

Two datasets are adopted. The first dataset contains 371 Bach’s four-part chorals, which are extracted from the music21 library [9]. The second dataset contains 487 Jazz medium swing songs collected from iReal Pro.\(^1\) Each Jazz piece has two tracks played in the rhythm of medium swing: piano and bass. During the training process, the pieces are augmented by randomly transposing up or down by at most 12 semitones. Both of the datasets are split into 80% training, 10% validation and 10% testing.

\(^1\)https://irealpro.com/
We compare the performance of the baseline and BMST models by computing the element-wise error rate on the 2-D piano roll under a teacher-forcing setting, which means that the predictions are made by conditioning the model on the ground truth data. The prediction error rate for all current timesteps is reported. The music pieces for BMST are compared. As a result, we have 24 generated samples (6 music pieces × 2 styles × 2 models) to be analyzed in the evaluation processes. The 24 samples can be retrieved in the supplementary file.

4.2 Objective evaluation

We compare the performance of the baseline and BMST models by computing the element-wise error rate on the 2-D piano roll under a teacher-forcing setting, which means that the predictions are made by conditioning the model on the ground truth data. The prediction error rate for all current timesteps is reported. The music pieces for BMST are compared. As a result, we have 24 generated samples (6 music pieces × 2 styles × 2 models) to be analyzed in the evaluation processes. The 24 samples can be retrieved in the supplementary file.

4.3 Listening test

To evaluate the performance of our model from a human perception perspective, a listening test was conducted with 31 participants. The 24 generated samples were assigned to three questionnaires. Each participant was invited to evaluate eight samples, containing four songs with two style-transferred versions (BMST and baseline). For each transferred version of the music piece, the participants were asked to identify the target style from the four styles: Baroque music (i.e., Bach), Jazz, Romanticism, and Latin, based on their music knowledge and personal perception. The evaluation was on the scale from 1 (low) to 5 (high). Finally, the participants were asked to answer a subjective question: (LQ1) “Does the generated music sound good?” The answer was in a five-point Likert scale from 1 to 5 (1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, 5 = strongly agree).

Figure 2 shows the average scores on the similarity between the generated results and four target styles rated by the participants. For the cases of style transfer to Bach’s chorale, the rated similarity scores to Baroque and Romanticism are higher than the remaining two styles. For the cases of transferring to Jazz, the degree of similarity to Jazz surpasses other types of music. In addition, the overall similarity of BMST is higher than the baseline model in both Bach and Jazz styles. In other words, BMST produces more mimic results for style transfer task, and demonstrates advanced improvement compared to the baseline model. In addition, the average ratings for LQ1 are listed in Table 2, and it is evident that BMST outperforms the baseline method in both to-Bach and to-Jazz tasks.

4.4 Editing test

12 professional music editors with substantial musical backgrounds were recruited to edit the pieces generated from both the baseline and BMST models. The participants were asked to ‘correct’ the pieces by moving, splitting, changing the length, or removing the existing notes according to their musical aesthetic perception and their knowledge of musical theory. For instance, they may remove inadequate rhythmic patterns or harmonic progressions. During editing, the participants were instructed to improve the quality of music while avoiding adding ‘new ideas’ to the music. That means, we did not encourage the editors to edit the piece according to the target genre; rather, we let the editors decide whether they would like to refer to genre information or not. We distribute the 24 samples to the editors such that each editor edits six samples and each sample is edited by three times.

Each editor is allowed to choose the handiest editing software, but is restrained to only use the one they selected throughout the whole process of the experiment. The editing for each music piece should be completed within a hard limit of 30 minutes. Keyboard and mouse action recording software was installed on the participants’ computers and was then removed after the experiment was done in order to keep privacy. We consider recording three loading metrics during the editing process including: 1) the editing time, 2)
Figure 3: The scattering plot of loading metrics and listening/ editing test responses for the 24 samples in the experiments. Orange dot: BMST-to-Bach. Blue dot: BMST-to-Jazz. Gray cross: Baseline-to-Bach. Yellow cross: Baseline-to-Jazz.

Table 3: The performance ratio of BMST over baseline.

| Performance ratio | To Bach | To Jazz |
|-------------------|---------|---------|
| Time              | 0.85±0.37 | 0.77±0.26 |
| Keyboard          | 0.92±0.37 | 0.59±0.27 |
| Mouse             | 0.72±0.29 | 0.65±0.37 |

We also define the performance ratio between the BMST and Baseline methods as the ratio of their recorded loading metrics for the same input music piece. A lower performance ratio corresponds to higher quality of the evaluated model since it takes fewer actions. Also, the performance ratio is independent from the complexity of the original music content, and therefore serves as a proper metric to compare the performance for transferring different music pieces. The average performance ratio of all loading metrics for all input music from both BMST and the baseline are shown in Table 3. Results of the two target genres (Bach’s chorale and Jazz) are both listed. It can be observed from the results that all the performance ratios are smaller than 1, which suggests that editors take less effort to improve the music clips generated from BMST, compared to the ones produced by the baseline method. And also, BMST improves more in the to-Jazz task, since the performance ratios of the to-Jazz task are smaller than the to-Bach task.

With these positive results in hand, we are further interested in the following research questions (RQ) regarding users’ editing experience: (RQ1) Can the loading metrics reflect users’ experience of editing? (RQ2) Can the loading metrics effectively measure improvement of users’ experience? (RQ3) What is the relationship...
between different aspects of users’ editing experience (e.g., feasibility, effectiveness, and usefulness)? (RQ4) What is the relationship between users’ listening and editing experience? These RQs are then discussed one-by-one by a deeper analysis of the results.

4.4.1 RQ1: Can the loading metrics reflect users’ experience of editing? Figure 3 shows the editor’s responses, listeners’ responses, and the loading metrics for the 24 samples. The value of each point (i.e., each sample) is averaged over all the editors’/listeners’ responses. We can observe that first, the samples with low EQ/LQ responses tend to have high loading, which fits our assumption. In addition, we also observe that the samples with low EQ/LQ responses tend to have high variation of loading. To discuss the results quantitatively, we compute the Pearson’s $r$ coefficients between the editors’ rating scores on the rating scores of the three EQs and the values of the loading metrics (i.e., time and keyboard/mouse actions). Results are shown in the ‘comparison set 1’ of Table 4. It shows that all the loading metrics and all the EQ scores are highly correlated with high significance level.

4.4.2 RQ2: Can the loading metrics effectively measure improvement of users’ experience? It should be noted that the high correlation found in comparison set 1 of Table 4 does not mean that the users’ editing experience and the loading metrics are causally related. Editing experience may be related to other confounding factors such as the music content itself. To figure out whether the loading metrics truly affect users’ experience of editing and which loading metrics can better reflect the subjective responses in the evaluation process, we explore the correlation between 1) the performance ratios of each transferred samples generated by the proposed and baseline methods, and 2) their differences of the responses in the subjective test questions. If a loading metric serves as an adequate descriptor of users’ experience, then the reduction of loading metric and the improvement of users’ response should be strongly and significantly correlated. More specifically, we compute the Pearson’s $r$ coefficient between each of the difference of the scores (denoted as $\Delta$EQ or $\Delta$LQ) between BMST and Baseline and performance ratio. The difference and ratio values are obtained from the two generated versions (BMST and Baseline) of each sample; such subtraction/ratio operations can exclude the confound of the original music contents. This idea of taking difference (or ratio) partly stems from the difference-in-differences (DID) estimation method [3].

The comparison set 2 of Table 4 lists the Pearson’s $r$ coefficients between the performance ratios of the loading metrics, and the difference of ratings in the subjective questions (denoted as $\Delta$EQ1, $\Delta$EQ2, $\Delta$EQ3, and $\Delta$LQ1). Results show that the editing time and the amount of keyboard action are the two most important factors correlated to users’ responses; $\Delta$EQ1 (easy to edit) and $\Delta$EQ3 (helpful for making music) are strongly correlated with the amount of keyboard press, whereas $\Delta$EQ2 (satisfactory result) is associated with the editing time. Interestingly, the amount of mouse click does not significantly reflect users’ responses, probably because that key presses are usually applied to specific editing actions, while mouse clicks can be used for miscellaneous purposes (e.g., editing, selecting, or searching in a music clip), or just meaningless. With these discussions, we argue that correlation over the changes of users’ response and loading metrics rather than those values themselves can better explain the improvement/degradation of performance.

| Comparison set 1 | EQ1 | EQ2 | EQ3 | LQ1 |
|------------------|-----|-----|-----|-----|
| Time             | -0.64** | -0.64** | -0.79** | -0.58** |
| Keyboard         | -0.71** | -0.64** | -0.74** | -0.68** |
| Mouse            | -0.75** | -0.68** | -0.83** | -0.69** |

| Comparison set 2 | $\Delta$EQ1 | $\Delta$EQ2 | $\Delta$EQ3 | $\Delta$LQ1 |
|------------------|-------------|-------------|-------------|-------------|
| Time (ratio)     | -0.58**     | -0.60       | -0.60       | -0.51       |
| Keyboard (ratio) | -0.73**     | -0.55       | -0.76**     | -0.50       |
| Mouse (ratio)    | -0.56       | -0.51       | -0.57       | -0.54       |

| Comparison set 3 | EQ1 | EQ2 | EQ3 | LQ1 |
|------------------|-----|-----|-----|-----|
| $\Delta$EQ1     | -   | 0.86** | 0.88** | 0.69** |
| $\Delta$EQ2     | -   | -    | 0.85** | 0.61** |
| $\Delta$EQ3     | -   | -    | -     | 0.69** |

| Comparison set 4 | $\Delta$EQ1 | $\Delta$EQ2 | $\Delta$EQ3 | $\Delta$LQ1 |
|------------------|-------------|-------------|-------------|-------------|
| $\Delta$EQ1     | -           | 0.82**      | 0.86       | 0.35        |
| $\Delta$EQ2     | -           | -           | 0.89**      | 0.45        |
| $\Delta$EQ3     | -           | -           | -           | 0.58*       |

Table 4: Pearson’s $r$ coefficients between the performance ratio and the improvement of users’ subjective ratings on BMST comparing to the baseline. One star (‘‘): $p < 0.05$. Double star (‘**’): $p < 0.005$.

![Scatter plot of the listeners' and editors' responses on 'how good the music sounds' (LQ1) and 'how easy to edit the music' (EQ1) for the 24 samples.](image)

4.4.3 RQ3: What is the relationship between different aspects of users’ editing experience? The comparison set 3 of Table 4 shows that $\Delta$EQi and $\Delta$EQj, and $\Delta$EQi and $\Delta$LQj, are both strongly correlated for $i, j \in \{1, 2, 3\}, i \neq j$. This means that ease of editing, satisfaction of edited result, and usefulness of the style transfer methods are strongly correlated to each other. Also, if a style transfer model can make users feel it easier and more satisfying in editing compared to a baseline model, then such improvement can be a measure of the improvement of the usefulness of the style transfer model.

4.4.4 RQ4: What is the relationship between users’ listening and editing experience? The rightmost column of the comparison set
4 in Table 4 shows that in comparison to other correlation, the changes of the editing test responses (ΔEQ) are less correlated to the changes in the listening test results (ΔLQ). To further investigate this phenomenon, we plot the users’ responses of EQ1 and LQ1 (the case with lowest correlation between ΔEQ and ΔLQ) in Figure 4. Some detailed observations are worth mentioning: the two music samples that sound the best (full LQ1 score) are not the easiest one to edit; there are around one-third of samples which sound better but harder to edit than them. On the other hand, the music samples that sound worst are almost surely the hardest ones to edit (mostly the baseline-to-Jazz cases). The rock music pieces (e.g., Paranoid Android) apply much more complicated rhythmic patterns and accompaniment arrangements than the kids folk songs, and such complexity results in several independent factors to challenge the learning of the model, the listening experience, and the editing process. This also explains why ΔEQ1 and ΔLQ1 correlate much weaker (Pearson’s $r = 0.35$, $p = 0.26$) than EQ1 and LQ1 do: the EQ1-LQ1 plot confounds these independent factors together and exhibits a nice correlation as a result. This again explains the importance of performing correlation over difference. In summary, when excluding the influence from the original music content, we found that the editing test does provide profound insights, which cannot be explained by the listening test, and these aspects can be effectively described by the designed loading metrics such as the amount of key press and the editing time.

4.5 Illustration of generated and edited results

Figure 5 illustrates the input, intermediate outputs during Gibbs sampling, and final output of Twinkle Twinkle Little Stars transferred to jazz style, accompanied with one of its edited output after the editing test. For the intermediate results, the outputs at the 1st, 4th, 8th, and 15th iterations (the final iteration) are depicted. We observe that in the initial step, a preliminary rhythmic pattern is created first, while the melody part remains unclear. In the 8th iteration, the bass line goes stable and the triad chords evolve to more complicated chords with richer rhythm. In the last two iterations, the superpositioned melody content stabilizes the whole result with a low annealing factor of Gibbs sampling. The illustrated edited result shows that the editing actions are mainly the enrichment of bass line and chord progression, which reveals the challenge of generating diverse music contents up to human’s level.

5 CONCLUDING REMARKS

The proposed bidirectional music style transfer model has demonstrated improved performance over the previous work in terms of the objective measure, listening test, and editing test. By correlation analysis over the difference of ratings and performance ratios, we indicate that the loading metrics can reflect users’ edit experience, and the key press counts and editing time are more representative than the mouse clicks in assessing the quality of a music style transfer model. Also, listening tests and editing tests represent different aspects of users’ experience; each of one cannot replace the other.

The major issue of editing tests is that it requires more testing time and human resources than listening tests. Besides, one issue of the proposed style transfer method is also its inefficiency: in the inference stage, finishing 15 iterations of Gibbs sampling for a 16-bar music without batch processing takes around 1 hour using a V100 GPU, and the reason is that the iterative and non-chronological properties of Gibbs sampling make it behave like humans in editing music: “human composer...scribbling motifs here and there, often revisiting choices previously made” [19]. These issues indicate the bottleneck to fulfill a human-in-the-loop music generation tool, and also the richness of information in humans’ editing behaviors rather than listening ones. More in-depth user study, datasets and models focusing on the editing behaviors of music will be of central importance in future music generation research.
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