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ABSTRACT
This paper introduces a generic method which enables to use conventional deep neural networks as end-to-end one-class classifiers. The method is based on splitting given data from one class into two subsets. In one-class classification, only samples of one normal class are available for training. During inference, a closed and tight decision boundary around the training samples is sought which conventional binary or multi-class neural networks are not able to provide. By splitting data into typical and atypical normal subsets, the proposed method can use a binary loss and defines an auxiliary subnetwork for distance constraints in the latent space. Various experiments on three well-known image datasets showed the effectiveness of the proposed method which outperformed seven baselines and had a better or comparable performance to the state-of-the-art.
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1. INTRODUCTION

One-class classification describes special classification problems in which only samples from one class, the so-called normal class, are available for training. During inference, the task is to discriminate normal samples from samples of the other class, the so-called abnormal or anomaly class.

Conventional one-class classifiers such as the one-class support vector machine (OCSVM) [1] or the support vector data description (SVDD) [2] have limited performance on complex raw data such as natural images because of their sensitive hyperparameters $\gamma$, $\nu$ and $C$. Furthermore, they require hand-crafted features which are task-dependent and have to be carefully figured out by experts.

In contrast to traditional machine learning methods, deep learning can benefit from a huge amount of data and achieve better performances in complex tasks such as image classification, natural language processing and speech recognition [3]. Accordingly, an obvious research direction is to use deep learning methods for one-class classification.

Indeed, there exist only few deep learning approaches to one-class classification. One typical method is to train an autoencoder by normal samples only and to use the reconstruction error as an indication of their class affiliation [4]. Various research was conducted in this field. For instance, recent literature includes methods based on variational autoencoders [5, 6], additional regularization terms to a mean squared error (MSE) cost function for higher robustness [7] and a combination of clustering and constraints on the latent space of an autoencoder [8]. However, all these error-based methods have limited performance for complex datasets, because the pixel-wise error does not always match the human understanding [9]. Hence, either the given normal samples should be distributed closely to each other in the original data space or feature engineering is needed before training an autoencoder. Moreover, the selected error threshold is crucial for the performance.

Apart from error-based methods, recent methods use a deep network to replace non-linear kernel methods of one-class classifiers [10, 11]. For instance, the state-of-the-art method Deep SVDD proposed by Ruff et al. [10] combines a deep network with an SVDD. Different from end-to-end models, Perera et al. [12] proposed a deep model to extract one-class features from raw data which are subsequently given into a conventional one-class classifier. However, their method requires a multi-class reference dataset which is difficult to acquire for a given one-class problem. Moreover, the method can only guarantee a tight decision boundary if the reference dataset is highly correlated to the abnormal data. Finally, as the model is not an end-to-end model, the objectives for feature extraction and classification are disconnected.

In this paper, we focus on end-to-end models and introduce a generic method for one-class classification using an arbitrary deep neural network as a backbone. The key is to split training samples of the normal class into two subsets, typical normal and atypical normal. Fig. 1 shows examples randomly sampled from these two subsets. By using a binary loss and applying distance constraints on the two subsets, the proposed method enables end-to-end training. Eventually, the output of the network can be interpreted as the probability that a given sample belongs to the normal class.

Fig. 1. Examples for typical and atypical samples.
2. PROPOSED METHOD

Our basic idea is to split training data into two subsets, namely typical and atypical samples. We call this intra-class splitting (ICS). This enables to use a binary loss during training and to define distance constraints between these subsets. Moreover, tight and closed decision boundaries necessary for one-class classification can be achieved despite training a conventional deep neural network in an end-to-end manner.

Fig. 2 visualizes the proposed architecture. A final one-class classifier utilizes an arbitrary deep neural network as a backbone, in which the previous layers can be considered as feature extraction subnetwork and the top layer corresponds to a classification subnetwork. In contrast to these two subnetworks, the distance subnetwork is only used during training to satisfy some constraints on the latent representations $z$.

2.1. Intra-Class Splitting

In a given normal class, not all samples are representative for this class as illustrated in Fig. 1. Therefore, it is assumed that a given normal dataset is composed of two disjunct subsets. The first subset consists of typical normal samples which are the most representative for the normal class and correspond to the majority of the given dataset. The second subset is considered to contain atypical normal samples.

An intuitive approach to split a given normal dataset $X$ is to train a neural network with a bottleneck structure such as an autoencoder. By using a compression-decompression process, only the most important information of the input data is well maintained. Accordingly, those samples $x$ which are better reconstructed contain more representative features. Hence, the first step of ICS is to train an autoencoder with all given normal samples using MSE as the objective.

After training an autoencoder, it is used to acquire the reconstructions of all training samples. Then, the similarity between the original data $x$ and the reconstructed data $\hat{x}$ is calculated using a predefined similarity metric $\text{sim}(x, \hat{x})$. For example, the structural similarity (SSIM) [13] is a possible similarity metric for image data.

Finally, according to the predefined ratio $\rho$, the first $\rho\%$ samples with the lowest similarity scores are considered as atypical normal samples $X_{\text{atypical}}$, while the others are considered as typical normal samples $X_{\text{typical}}$.

2.2. One-Class Constraints

Based on ICS, three distance constraints on the desired latent representations $z$ are defined and visualized in Fig. 3:

1. Small distances among typical normal samples. The typical normal samples represent the given normal class compactly. Thus the latent representations of different typical normal samples should indicate similar high-level features. In other words, the latent representations of typical normal samples should have small distances to each other.

2. Large distances between typical and atypical normal samples. Atypical normal samples are assumed to have high-level features more similar to the abnormal samples than those of typical normal samples. Therefore, the latent representations of atypical normal samples should be easily discriminable from those of typical normal samples, i.e. the latent representations of typical and atypical normal samples should have large distances.
3. Large distances among atypical normal samples. The latent representations of atypical normal samples should have large distances among themselves in order to force that typical normal samples are enclosed by atypical samples. This is the key to a tight and closed decision boundary.

Since the term “distance” is not restricted to a specific distance metric, we allow a generic, differentiable distance function \( \text{dist}(\cdot) \) as in \([13,15]\). It is modeled by the distance subnetwork in Fig. 2. \( \text{dist}(\cdot) \) takes two inputs and calculates a scalar value normalized in the range of \([0, 1]\) as the distance between these two inputs. According to the above constraints, \( \text{dist}(\cdot) \) is learned under the following criteria:

\[
\text{dist}(z_i, z_j \neq i) = \begin{cases} 0, z_i \text{ and } z_j \text{ typical} \\ 1, \text{else} \end{cases} \quad (1)
\]

2.3. Training

After ICS, the three subnetworks from Fig. 2 are jointly trained with typical and atypical normal data. For each of the three desired constraints on the latent representations \( z \), a loss is defined. Then, the network is trained with the three different losses step by step for a fixed number of iterations.

During the first step, the network is trained with a batch of typical normal samples to minimize the distance between their latent representations by minimizing the closeness loss

\[
\mathcal{L}_{\text{cls}} = - \frac{1}{B} \sum_{i=1}^{B} \log (1 - \text{dist}(z_{\text{typ},i}, z_{\text{typ},j \neq i})) \quad (2)
\]

where \( z_{\text{typ},j \neq i} \) and \( z_{\text{typ},i} \) are the latent representations of two different typical normal samples.

Second, assigning the label “0” to typical normal samples and the label “1” to atypical normal samples enables to train the network with a binary cross-entropy loss. We call this loss

\[
\mathcal{L}_{\text{ic}} = - \frac{1}{B} \sum_{i=1}^{B} \left[y_i \log \hat{y}_i + (1 - y_i) \log(1 - \hat{y}_i)\right] \quad (3)
\]

where \( y_i \) is the label for a given sample \( x_i \) and \( \hat{y}_i = f(x_i) \) is the label of \( x_i \) predicted by the classification subnetwork. Thereby, the function \( f(\cdot) \) is realized by the one-class classifier consisting of the feature extraction and classification subnetwork. This loss implicitly maximizes the distances between the latent representations of typical and atypical normal samples.

Third, the network is trained with only atypical normal samples to maximize the distances among latent representations of atypical normal samples. This is done by minimizing the dispersion loss

\[
\mathcal{L}_{\text{disp}} = - \frac{1}{B} \sum_{i=1}^{B} \log \text{dist}(z_{\text{atyp},i}, z_{\text{atyp},j \neq i}) \quad (4)
\]

where \( z_{\text{atyp},i} \) and \( z_{\text{atyp},j \neq i} \) are the latent representations of two different atypical normal samples.

3. EXPERIMENTS

3.1. Setup

The proposed method was evaluated on three benchmark image datasets MNIST \([16]\), Fashion-MNIST \([17]\) and CIFAR-10 \([18]\). All three datasets have ten different classes. Per dataset, one class was taken as the normal class and the remaining nine classes were considered as abnormal classes. Accordingly, the training set sizes were \( n \approx 6000 \) for MNIST, \( n = 6000 \) for Fashion-MNIST and \( n = 5000 \) for CIFAR-10. The test set was composed of 1000 normal samples and 9000 abnormal samples. Finally, AUC \([19]\) was used as performance metric.

According to the literature, only few prior work proposed state-of-the-art one-class classifiers. In this work, the following conventional and deep learning based models were selected as baseline models: i) OCSVM \([1]\) using \( \nu = 0.15 \) and an RBF kernel with kernel size \( \gamma = \frac{1}{\# \text{features}} \); ii) Isolation Forest (IF) \([20]\); iii) ImageNet + OCSVM: Features extracted by a VGG19 \([21]\) pretrained on ImageNet \([22]\) were used as the input for a OCSVM; iv) Deep SVDD (DSVDD) \([7]\): v) Error based classifier (SSIM) which directly took the SSIM between the reconstructions and the original data as the classification score. OCSVM, IF and DSVDD shared the settings from \([10]\). In addition, the following variants of the proposed method were considered as baseline models: vi) Naive neural network without ICS (NaiveNN): The network with the same architecture as the proposed method was trained without the distance subnetwork or ICS; vii) Neural network with ICS but without one-class constraints (NNwDS): The normal dataset was split into typical and atypical subsets. After assigning two different labels to the subsets, the network was trained with these two subsets but without any constraints on the latent representations.

The concrete architecture of the autoencoder for ICS is arbitrary. In this work, the encoder shared a similar structure with AlexNet \([23]\) except that all dense layers were replaced by one convolutional layer. The decoder had a symmetrical structure to the encoder, which utilized transposed convolutional layers for upsampling. The base architecture for the proposed method was AlexNet. The feature extraction subnetwork in Fig. 2 was composed of the layers from the input layer to the second last layer of the AlexNet. Its output layer was considered as the classification subnetwork. The distance subnetwork was composed of one subtraction layer and one dense layer. In particular, the subtraction layer calculated the pixel-wise difference \( \Delta z = z_i - z_j \) which was subsequently mapped to a scalar value by the dense layer. Note that these two subnetworks can be replaced by any other deeper networks.

The proposed model was implemented with TensorFlow \([24]\). We used SSIM as similarity metric for ICS. Furthermore, the ratio \( \rho \) for choosing atypical normal samples was set to 10 and the number of training iterations was 10000. Finally, the training mini-batch size was 64 and L2-regularization was used for every convolutional layer with a decay of \( 10^{-6} \).
3.2. Results and Discussion

Table 1 shows the resulting AUCs in percent averaged over five different seeds for the initialization of the network. Compared to the baseline models, the proposed method performed best in 23 of 30 cases. Moreover, our method showed a better performance than the baseline models especially for the natural image dataset CIFAR-10. For example, the proposed method outperformed the recent state-of-the-art method DSVDD in 8 of 10 cases on CIFAR-10 with an average improvement of more than 11.4%.

Although all methods performed similarly on the trivial datasets, the proposed method still showed improved performance. For instance, on MNIST, our method achieved 1.4% improvement over the DSVDD and over 6.5% improvement over OCSVM, IF, ImageNet and SSIM.

Considering the variants of the proposed method, the NaiveNN performed worst as expected, because it tends to map all points from the original data space to an identical label, making a correct classification challenging. This situation is tolerable in simple datasets. However, the NaiveNN cannot be used at all on the more complex dataset CIFAR-10. In contrast, NNeICS, a naive neural network with ICS, achieved higher AUCs and was comparable to or outperformed the other baseline models. In conclusion, the integration of ICS into neural networks can enhance the performance for one-class classification problems.

Eventually, the proposed method was evaluated with different ratios \( \rho \) to judge its sensitivity. Fig. 4 shows AUCs averaged over ten classes and four different initialization seeds for each dataset depending on the ratio \( \rho \). The results indicate that each dataset has one optimal \( \rho \) which is about 10%. By choosing a smaller or greater value for \( \rho \), the AUC is worse.

4. CONCLUSION

We proposed a novel method for one-class classification using deep learning. By splitting given normal data into typical and atypical normal subsets, it allows to introduce a binary loss and additional constraints which enable an end-to-end training of standard deep neural networks. The proposed method was evaluated in various experiments on image datasets. It showed a distinct improvement over state-of-the-art approaches to one-class classification in average, especially for the complex dataset CIFAR-10. Future implications of this paper may include the extension of the proposed method to larger network architectures and more complex datasets. Moreover, the proposed method may be transferred to the field of open set recognition. Finally, we work on mathematical proofs for the significance of intra-class splitting.
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