Tunneling noise and defects in exfoliated hexagonal boron nitride
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ABSTRACT

Hexagonal boron nitride (hBN) has become a mainstay as an insulting barrier in stackable nanoelectronics because of its large bandgap and chemical stability. At mono- and bilayer thicknesses, hBN can function as a tunnel barrier for electronic spectroscopy measurements. Noise spectroscopy is of particular interest, as noise can be a sensitive probe for electronic correlations not detectable by first-moment current measurements. In addition to the expected Johnson-Nyquist thermal noise and nonequilibrium shot noise, low frequency (<100 kHz) noise measurements in Au/hBN/Au tunneling structures as a function of temperature and bias reveal the presence of thermally excited dynamic defects, as manifested through a flicker noise contribution at high bias that freezes out as temperature is decreased. In contrast, broad-band high frequency (~250MHz – 580MHz) measurements on the same device show shot noise with no flicker noise contribution. The presence of the flicker noise through multiple fabrication approaches and processing treatments suggests that the fluctuators are in the hBN layer itself. Device-to-device variation and the approximate 1/f dependence of the flicker noise constrain the fluctuator density to on the order of a few per square micron.

Electronic noise in transport, fluctuations about the mean value of the current through or voltage across a system, has proven to be a powerful technique in identifying electronic transport processes and the role of defects. One intrinsic noise process is Johnson-Nyquist noise, the thermodynamic consequence of fluctuations of the occupation number of the electronic states at finite temperature, which can be used as a means of probing the absolute electronic temperature. Shot noise appears in systems driven out of equilibrium as a consequence of the discreteness of charge carriers. Electronic shot noise was first discovered by considering current fluctuations in vacuum tubes. When the transport of carriers of charge $e$ is governed by Poisson statistics, the mean square current fluctuations per unit bandwidth ($A^2/Hz$) are given by

$$S_I = 2e(I)$$  
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where $S_f$ is the current fluctuation spectral density, $\langle I \rangle$ is the time-averaged current and $e$ is the electron charge. Shot noise changes with temperature as defined by the well-known form \[ S_f = F \cdot 2eI \coth \left( \frac{eV}{2k_B T} \right) + (1 - F) \cdot 4k_B T G \] with $V$ is the applied bias, $T$ is the environmental temperature, and $G$ is the zero-bias conductance of the device. The magnitude of the measured shot noise does not always match the Poissonian result, and is instead described in the high bias limit using the Fano factor, $F = \frac{S_f}{S_{0,\text{true}}}$. At zero bias, Equation 2 is constructed to reduce to the Johnson-Nyquist noise, $4k_B T G$ at zero bias voltage, and at high voltage bias ($eV \gg 2k_BT$), the noise increases linearly with bias as $F = 2eI$. The Fano factor can be suppressed to zero in macroscopic conductors through inelastic electron-phonon scattering. When transmission is through only a small number of electronic channels, the Fano factor can reflect the “fingerprint” of the transmittances of those channels. In the limit of a single channel with transmittance much smaller than 1, $F \approx 1$. Electronic correlation effects can modify $F$, as in the edge-state tunneling of fractionally charged quasiparticles in the fractional quantum Hall regime, or in superconductor systems with charge pairing. Inelastic phonon effects, charge trapping defects, and space charge interactions can also modify Fano factors. Defect-free hBN junction structures are expected to function as conventional tunnel barriers. Because one can treat a conventional large-area tunnel junction as a parallel combination of many low-transmittance channels, and the Fano factors of these structures are expected to be 1. Both Johnson-Nyquist and shot noise power spectral densities are expected to be “white”, independent of frequency, $f$, over a very broad range of frequencies, set by the temperature and the carrier traversal time, respectively.

“Flicker” noise due to slow temporal fluctuations in device resistance is a very common extrinsic effect in conductive devices. The voltage noise power spectral density, $S_V$, for flicker noise is quadratic in the applied dc current since it originates from resistance fluctuations. Often the frequency dependence of this noise is approximately $1/f$, due to ensemble-averaging of the contributions of a large number of fluctuators each with its own characteristic timescale. When the number of fluctuators is small, pronounced deviations from $1/f$, dependence of the spectral density are observed, with a single fluctuator leading to a Lorentzian spectrum.

We report investigations of shot noise in simple hBN-based tunneling devices with metal source and drain electrodes, measured using both a low-frequency cross-correlation method and a lock-in based radio frequency measurement technique. Low-frequency measurements show the presence of fluctuating defects at higher temperatures, presumably in the hBN barrier, leading to a large flicker noise $1/f$ contribution to the noise signal. There is variability from device to device about the magnitude of the flicker noise and its precise functional form and temperature dependence, consistent with noise originating from a comparatively small number of fluctuators. The frequency dependence and device-to-device variability constrain the defect density to a few per square micron. Device annealing under the mild conditions required to preserve electrode integrity has comparatively little effect on these results. The high frequency measurements, in contrast, are consistent with shot noise alone. These results show that defects in hBN may be a noise source in certain device applications.

To fabricate the Au/hBN/Au tunnel junctions, shown in Figure 1(a), we have adopted a widely-used wet transfer method, previously designed for picking 2D materials from SiO$_2$ substrate. First, hBN flakes are exfoliated onto 300 nm SiO$_2$/Si wafers using adhesive tape. Then, the carrier substrate with the target flakes is spin coated with poly-methyl-methacrylate (PMMA) 495 A4 at 3000 rpm for 1 minute and baked for 3 minutes at 180 °C on a hot plate. Next, a NITTO tape with 2 mm by 2 mm window hole is placed on top of the PMMA with the hole aligned with the target flakes. The SiO$_2$ layer on the substrate is etched away by soaking the whole substrate in 1M KOH solution for 2 hours at 50 °C followed by soaking in deionized water, freeing the PMMA that carries the target flakes from the substrate. The hBN is then transferred onto a target substrate with lithographically patterned bottom electrodes by pushing the target-flake-carrying-surface of the PMMA into contact by micro-manipulator alignment under a microscope. The area of each tunnel junction is approximately 1 mm$^2$, set by the width of the top and bottom electrodes.

After fabrication, the tunneling current and differential resistance, $dV/dI$, shown in Figure 1(c, d), are measured via standard lock-in techniques. The device measured shows rather Ohmic $I-V$ curves over the measured bias range, and with very little temperature dependence. Consistent with the $I-V$ characteristics, the changes in $dV/dI$ are also small, suggesting the defect density is comparably low, with no large contributions to conduction by resonant tunneling through defects, for example.

Figure 1(b) is a schematic electrical circuit diagram of the low-frequency noise measurement setup. A tunable voltage source with LC filters applies a clean dc bias current to the sample loaded inside a cryostat. The voltage and its fluctuations across the sample is amplified by two low-noise voltage preamplifiers chains (NF Corp. LI-75, 100× gain, followed by Stanford Research SR560, 100× gain) independently. Each amplified voltage as a function of time is recorded by a high-speed digitizer (NI-PCI5122) at a sampling rate of 5 MHz within 10 ms for each time series. The data from the two amplifier chains are cross-correlated to mitigate the effects of amplifier input noise, and each recorded voltage noise power spectrum $S_V$ is a result of 4000 averages. After cross-correlation the resulting spectra are then converted into the units of current noise spectral density (A$^2$/Hz) using the measured differential resistance, $R_s = dV/dI$, at each bias (Figure 2(a–d)).

The suppression of voltage noise power at higher frequencies is due to parasitic capacitance to ground, $C$, dominantly in the measurement wiring. The solid lines are the result of fitting to a capacitive model, where the measured noise $S_{V,\text{meas}}(\omega)$ is related to the true source noise $S_V(\omega)$—constant (white in frequency) by $S_{V,\text{meas}}(\omega) = S_V(1 + (\tau_{RC} \omega)^2)$, where $\tau_{RC} = R_s C$ is a capacitive time constant, where $R_s$ is the differential resistance at given bias. We find that $\tau_{RC}$ at each temperature is consistent with a constant capacitance and the measured $R_s$ at each bias.

Shown in Figure 2(e–g) are the extracted current noise data $S_I = S_{V,\text{meas}} / R^2_s$ as a function of bias for relatively low biases and several temperatures, compared with the theoretical values calculated using Eq. 2. The Johnson-Nyquist zero-bias thermal level, the slope at higher biases, and the curvature about zero bias are all consistent with Equation 2 with a Fano factor of 1.

\[ S_f = F \cdot 2eI \coth \left( \frac{eV}{2k_B T} \right) + (1 - F) \cdot 4k_B T G \]
It is evident from Fig. 2(c, d), however, that at higher temperatures and higher bias currents, the spectrum deviates markedly from the capacitively-attenuated white noise expectation of Johnson-Nyquist and shot noise, with a clear onset of an anomalous flicker-like $1/f$ component. Below 20 K there are barely any signs of this anomalous noise, and the capacitive fits match very well with the raw spectra. Starting from 20 K, the low-frequency noise become more obvious as temperature increases. The magnitude of this low-frequency noise, above 75 K, becomes large enough to affect the high frequency part of the spectrum and obstruct the extraction of accurate of the shot noise using our model. This device is representative of several, and comparatively simple phenomenologically. We find a flicker noise spectral component in a variety of Au/hBN/Au junction configurations. The shape of the flicker noise spectrum in particular devices often deviates from a simple $1/f$ shape as the temperature is varied, though usually without clear Lorentzian peaks that allow simple fitting in terms of individual fluctuators. Generally, the flicker noise is larger at higher temperatures within a given device, though we have also observed a nonmonotonic temperature dependence.

Because of the device-to-device variation, it is challenging to extract detailed quantitative information about the fluctuating defects. If we assume that the $1/f$-like spectrum results from the superposition of Lorentzian spectra of individual fluctuators with characteristic lifetimes spread out over the measurement bandwidth, modeling shows that around seven fluctuators (of identical magnitudes but distributed lifetimes) are needed to reproduce a $1/f$-like spectrum. The variation in flicker noise magnitude and temperature dependence in the devices measured suggests that the number of fluctuators must not be much larger than this, or one would expect universality of response across the devices due to ensemble averaging. This suggests a fluctuator defect density on the order of 7 per $\mu m^2$. The variation in temperature dependence likewise implies characteristic energy scales for the fluctuators on the order of the temperature scale, several meV.

To test for whether the noise originates due to the fabrication process, we also fabricated devices using a dry transfer process based on polydimethylsiloxane (PDMS) pick-up. We observe similar flicker noise in devices prepared by both wet and dry transfer procedures (as seen in supplementary material), with post-fabrication annealing in forming gas (20% $H_2$, 80% $N_2$) up to 200 °C for 4 hours. This ubiquity of flicker response, independent of processing, suggests that the fluctuations originate in the hBN layer itself.

In the same device as in Fig. 2, we perform a comparison with a broad-band RF measurement of shot noise, employed previously in Au/hBN/Au junctions. The broadband method [20, 21] (Figure 3(a)) modulates the bias current through the device and uses a lock-in amplifier to detect the resulting change in the integrated noise power over a bandwidth from 250 MHz to 580 MHz. This provides a check on whether defects are present in sufficient quantity with relaxation timescales in the radio frequency range to be problematic for noise spectroscopy. As was observed previously, the measured noise evolves consistently with the prediction of Eq. 2 (with an overall prefactor related to the RF pickup efficiency of the measurement.
FIG. 2. Shot noise measurement on Au/hBN/Au junctions using low frequency measurement setup. (a-d) Current noise spectral density (voltage noise spectral density divided by (differential resistance)^2) of after cross-correlation at specific temperatures and several dc bias currents, and the fits using the constant RC model to describe the capacitive roll-off. Only a few biases are shown for clarity. The presence of a large flicker noise (1/f-like) contribution at higher temperatures and higher biases is clear. (e-g) The extracted current noise magnitude compared with the value calculated based on Eq. 2 and sample resistance at different temperatures. In the absence of the flicker noise contribution, the remaining signal is quantitatively consistent with the expectations of Johnson-Nyquist and shot noise with a Fano factor of 1.

As shown in Fig. 3, the RF noise at 50 K, 75 K, and 100 K show no sign of a flicker noise contribution, which would manifest as a large quadratic-in-bias-current contribution to the noise. These measurements show that the defects responsible for the flicker noise have characteristic fluctuation timescales slow compared to the nanosecond regime.

We have measured low-frequency noise in Au/hBN/Au tunnel junctions, and at temperatures above 10 K have found a large,
temperature-dependent flicker noise contribution, in addition to conventional Johnson-Nyquist and shot noise. This indicates the presence of fluctuating defects in the junction, and the independence of this flicker noise to fabrication and processing details suggests that the defects are associated with the hBN itself. The frequency dependence and variability from device to device in frequency and temperature dependence constrain the fluctuator density to \( \sim 7 \) per \( \mu \text{m}^2 \) and energy scales of a few meV. Radio frequency investigations show that the fluctuators are not active on the nanosecond timescale. Further investigations, such as combinations of tunneling with other spectroscopic techniques like electron paramagnetic resonance, could be helpful in further constraining the types and densities of microscopic defects that contribute to the flicker noise.

See supplementary material for examples of low-frequency noise spectra on additional devices, showing the presence of flicker noise.
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