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Abstract—Gamma hadron classification, a central machine learning task in gamma ray astronomy, is conventionally tackled with supervised learning. However, the supervised approach requires annotated training data to be produced in sophisticated and costly simulations. We propose to instead solve gamma hadron classification with a noisy label approach that only uses unlabeled data recorded by the real telescope. To this end, we employ the significance of detection as a learning criterion which addresses this form of weak supervision. We show that models which are based on the significance of detection deliver state-of-the-art results, despite being exclusively trained with noisy labels; put differently, our models do not require the costly simulated ground-truth labels that astronomers otherwise employ for classifier training. Our weakly supervised models exhibit competitive performances also on imbalanced data sets that stem from a variety of other application domains. In contrast to existing work on class-conditional label noise, we assume that only one of the class-wise noise rates is known.

Index Terms—Machine learning, binary classification, class-conditional label noise, weak supervision, gamma ray astronomy.

I. INTRODUCTION

Supervision in machine learning is traditionally provided in the form of ground-truth labels that are assigned to every instance of a training data set. From this true assignment, a model can learn to predict a label for any other instance it is later presented with. But what if true labels are missing? Research on machine learning has explored a multitude of settings [1] with weaker forms of supervision, e.g. noisy labels [2]–[5], (partial) equivalence relations [6], [7], zero-shot [8] or few-shot learning [9], multiple-instance learning [10], [11], and learning from label proportions [12], just to name a few. Modern gamma ray astronomy addresses its lack of labels differently: the field relies on sophisticated simulations as alternative ground-truth data providers [13], [14]. However, these simulations are computationally demanding; reducing the amount of simulated training data yields considerable savings of time and energy.

In this paper, we explore the potential of weak supervision for gamma hadron classification [15], [16], a central learning task in gamma ray astronomy. By learning directly from the unlabeled data that a telescope produces anyway, we solve this task without the need for costly simulations. Namely, we learn a strong classifier by adopting one of the features, namely the origin of gamma and hadron particles, as a noisy weak label.

Discussing our approach within the theoretical framework of noisy labels even reveals a more general contribution of our work: unlike existing approaches in noisy label learning [3]–[5], we do not require any knowledge about the class-wise noise rates. In fact, all we assume is that the noisy-positive class contains more truly-positive instances than the noisy-negative class. Based on this weak assumption, we propose an interpretable optimization criterion for classifier training in general.

Sec. II presents our contributions against the background of noisy label learning. Gamma ray astronomy is detailed in Sec. III Sec. IV proposes two algorithms for noisy supervision: we either cluster all unlabeled instances and make a post-hoc assignment from clusters to classes or we split the feature space via decision tree induction. Sec. V shows that these weakly supervised algorithms compete with the strongly supervised state of the art. We connect our findings to other weak learning paradigms in Sec. VI and conclude with Sec. VII.
II. BACKGROUND: LEARNING UNDER
CLASS-CONDITIONAL LABEL NOISE

In learning under random label noise, we only have
access to training labels \( \hat{y} \in \{+1, -1\} \) that are noisy
in the sense of being randomly flipped versions of the
“clean” ground-truth labels \( y \in \{+1, -1\} \). In particular,
the class-conditional random label noise model (CCN)
[3], [4], [17], [18] states that the labels are flipped
according to probabilities \( p_+ \) and \( p_- \) that depend on
the true class \( y \), but not on the features. Feasible learning
under CCN is conventionally established by assuming
that the noisy labels are correct on average, i.e. that
\[
p_+ + p_- < 1, \quad \text{where} \quad p_i = \mathbb{P}(\hat{Y} = -i \mid Y = i).
\]

Theoretic studies [3], [4], [17], [18] have shown that
even an optimal classifier can be learned under CCN. Remark-
ably, the only difficulty lies in finding the decision
threshold \( \theta \in \mathbb{R} \); an optimal scoring function \( h : \mathcal{X} \rightarrow \mathbb{R} \),
which is to be thresholded at \( \theta \), can be learned directly
from the noisy labels.

Remark. Assume that we knew the true probability
density \( \mathbb{P}(X \mid \hat{Y}) \) of the features conditioned on the noisy
labels. According to Scott et al. [4] see Proposition 1],
there is a one-to-one correspondence between noisy
thresholds \( \theta \in \mathbb{R} \) and clean thresholds \( \lambda \in \mathbb{R} \), i.e.
\( \forall x \in \mathcal{X} \ \forall \lambda \geq 0 \ \exists \theta \geq 0 \) such that
\[
\mathbb{P}(x \mid Y = +1) > \lambda \Leftrightarrow \mathbb{P}(x \mid \hat{Y} = +1) > \mathbb{P}(x \mid \hat{Y} = -1) > \theta.
\]

Due to this one-to-one correspondence, noisy and clean
classifiers have same receiver operator character-
istic (ROC) if they are based on the true class-conditional
densities of the clean and noisy data. Depending on the
data and the model, we might even be able to learn a
good approximation of \( \mathbb{P}(X \mid \hat{Y}) \) solely from noisy data;
all we need to do then is to find a decision threshold that
is optimal with respect to the clean labels.

In fact, the area under the ROC curve is immune to
CCN [17], also when the classification model is not based
on estimates of the densities \( \mathbb{P}(X \mid \hat{Y}) \).

A. Finding the Optimal Decision Threshold under CCN

Other measures, such as accuracy, can be optimized in
two steps: first, we fit a scoring function from the noisy
labels and then set the decision threshold to a value that
is optimal in terms of the clean labels [17]. Analogously,
we can employ a label-dependent weighting of the loss
function already during training [3], [5]. However, find-
ing an optimal threshold or optimal loss weights requires
precise knowledge of the noise rates \( p_+ \) and \( p_- \).

If \( p_+ \) and \( p_- \) are unknown, we can resort to estimating
them from the noisy data [4], [17]. Without access to
clean labels, this approach requires additional assump-
tions, such as the existence of clean labels at a point
in feature space where the other clean class has zero
probability [17]. In the context of gamma ray astronomy,
we conceive such assumptions as being overly restrictive.
Under class imbalance, the estimation of noise rates
becomes even more difficult [19].

Alternatively, if we had access to a small amount of
clean labels, we could tune the decision threshold directly
on this clean set [18]. However, cleanly labeled real data
is not available to gamma ray astronomers.

B. Our Contributions

For gamma hadron classification, astronomers have
proposed to determine the decision threshold \( \theta \) of a scor-
ing function by maximizing a criterion that resembles a
hypothesis test. In the more general scope of CCN, we
conceive several qualities of this strategy:

- straightforward: choosing \( \theta \) by computing and max-
imizing the criterion is easy with standard optimization
  tools; noise rates do not need to be estimated.
- interpretable: the criterion resembles a hypothesis
test which tells us whether learning is actually feasible
  with the given noisy labels.
- general: we assume \( p_- \) to be known, but do not
  introduce assumptions otherwise needed [17] to
  estimate an unknown \( p_+ \) from noisy data.
- versatile: the criterion is not limited to finding \( \theta \); we
  propose learning algorithms which simultaneously
  fit a scoring function and a threshold (i.e. a complete
  classifier) through maximizing the criterion.

Adopting a term from astronomy, we call this criterion
the significance of detection.

III. CLASSIFICATION IN GAMMA RAY ASTRONOMY

Modern gamma-ray astronomy utilizes imaging air
Cherenkov telescopes [14], [20], [21] to gather informa-
tion about cosmic gamma ray emitters, e.g. supernova
remnants and active galactic nuclei. These telescopes record the interactions of cosmic gamma rays within Earth’s atmosphere. The properties of the gamma rays, and therefore some important properties of their cosmic origin, can be reconstructed from these recordings.

Machine learning plays a crucial role in the reconstruction of the telescope data [13], [22], as it tackles the assignment of particle properties (labels) to telescope recordings (instances). One fundamental prediction task is to separate the interesting gamma ray observations from hadronic particle observations [15], [16]. This binary classification problem emerges from the fact that imaging air Cherenkov telescopes are not only triggered by gamma rays; hadronic particles exhibit a similar behavior in the atmosphere and are therefore recorded, too. Consequently, they must be filtered out of the data sample, to not aggravate the actual analysis of cosmic gamma ray sources.

The state of the art in this gamma hadron classification task is to learn a classifier with strong supervision, i.e. with large amounts of simulated data including ground-truth labels. Here, the need for simulations arises from the fact that the real telescope recordings do not have ground-truth labels and manually labeling the recordings is not feasible. To ensure valid prediction models, astronomers are setting high standards for the simulation: it must resemble the entire detection process, from cascading particle interactions within the atmosphere up to artifacts from the telescope hardware and camera electronics. Consequently, running these simulations is time- and energy-consuming. Moreover, closing the gap between simulated and real telescope data requires to manually fine-tune countless parameters of the simulator, an undertaking that is prone to errors.

A. Detection of Gamma Ray Emitters

One purpose of gamma hadron classifiers is to detect the cosmic sources of gamma radiation: if the telescope keeps pointing at a sky coordinate where a gamma ray source is assumed, does it “see” this gamma ray source? Seeing sources in the data is not only aggravated by the presence of hadronic particles, but also by the presence of a cosmic gamma ray background. In fact, background gamma rays can originate from every position in the sky. To detect a gamma ray emitter therefore means to confirm that this emitter produces a rate of gamma rays that outstands the background rate of gamma radiation.

An elegant way of simultaneously observing a gamma ray source and its background is to operate the telescope in the Wobble mode [23] from Fig. 1. This default mode of operation places the source on a ring around the camera center. The region around this position is called the On region; it measures the rate of gamma rays that originate in the assumed source. The additional Off regions on the same ring simultaneously measure the background rate, provided that no other gamma ray source falls into any of them. The FACT telescope [14], for instance, places six regions on a 0.6° ring inside its 4.5° field of view. Every 20 minutes, another region is used as the On region, which causes the telescope to “wobble” from region to region while observing a fixed position in the sky. A gamma ray source is successfully detected when the On region exhibits a rate of gamma rays that is considerably larger than the average rate exhibited by the Off regions.

B. Significance of Detection

Formally, source detection is established as a hypothesis test. This test aims at rejecting the null hypothesis that the On region does not exceed the background rate. The statistical significance of such a rejection can then be interpreted as a measure of certainty: if this value is above some threshold, we can declare a successful detection. Moreover, values that exceed this threshold by
large indicate that less data would have been needed for a detection; if the data set is fixed, the significance of detection therefore also measures the detection efficiency of the telescope and the data analysis.

In this paper, we employ the test statistic by Li and Ma [24]. Let \( n_{on}^\gamma \) and \( n_{off}^\gamma \) denote the number of gamma rays which originate in the On and Off regions, respectively. To compare the average rates in these regions, we also need a scaling factor \( \alpha = A_{on}/A_{off} \), which is the ratio of the On area and all Off areas. For instance, the five equi-sized background regions of the FACT telescope, see Fig. 1, induce a factor \( \alpha = 1/5 \). The significance of detection is given by

\[
f(n_{on}^\gamma, n_{off}^\gamma) = \left[ 2n_{on}^\gamma \cdot \ln \left( \frac{1 + \alpha}{\alpha} \cdot \frac{n_{on}^\gamma}{n_{on}^\gamma + n_{off}^\gamma} \right) + 2n_{off}^\gamma \cdot \ln \left( \frac{1 + \alpha}{\alpha} \cdot \frac{n_{off}^\gamma}{n_{on}^\gamma + n_{off}^\gamma} \right) \right]^{1/2}
\]

This statistic measures the significance of detection in the unit of “sigmas” (\( \sigma \)). Values of five and more sigma, i.e. \( f(n_{on}^\gamma, n_{off}^\gamma) > 5 \), are usually considered successful detections in gamma ray astronomy.

Note that hadronic instances are completely ignored in Eq. [2]. This fact results in a trade-off between precision and recall of the gamma hadron classifier: if all instances were classified as hadrons, both \( n_{on}^\gamma \) and \( n_{off}^\gamma \) would be zero and so would be the statistic; if all instances were classified as gammas, it would be unlikely that the On region contains significantly more positive events than the Off regions, so that the resulting statistic would be low, too. In contrast, a perfect classifier would achieve high significance values, provided that the On region contains a gamma ray source indeed.

This line of thought has motivated astronomers to leverage Eq. [2] in choosing the decision threshold of their gamma hadron classifiers. First, such a classifier is trained, usually with strong supervision, i.e. with a labeled training set that is provided by a costly simulation. Second, the decision threshold of the trained classifier \( h : \mathcal{X} \rightarrow \mathbb{R} \) is chosen such that the value of Eq. [2] is maximized on real-world data, for which we know the regions of origin, but not the labels.

Formally, let \( X = (\bar{x}_1, \ldots, \bar{x}_n, \bar{x}_{n+1}, \ldots, \bar{x}_{n+m}) \) be the concatenation of \( n \) unlabeled real-world instances from the On region and \( m \) instances from the Off region. Choose the decision threshold \( \theta^* \) such that

\[
\theta^* = \arg \max_{\theta \in \mathbb{R}} f \left( \sum_{i=1}^{n} \mathbb{1}_h(\bar{x}_i) > \theta \right) \sum_{i=1}^{m} \mathbb{1}_h(\bar{x}_{n+i}) > \theta \)
\]

C. Noisy Labels from On and Off Information

We establish noisy label learning for gamma hadron classification by identifying the On and Off regions as noisy labels for gamma rays and hadronic particles. This identification is justified if the On region pictures a gamma ray source: only then, we can expect a correspondence between clean labels \( \hat{y} \) and noisy labels \( \hat{y} \). Namely, we expect that the On region (our noisy-positive class) contains more gamma rays (truly-positive instances) than the average Off region (our noisy-negative class). To ensure that this assumption holds, we train with observations of known gamma ray sources.

Fig. 2 presents our noisy label interpretation of On and Off annotations with the resulting class-wise noise rates \( p_+ \) and \( p_- \). In gamma ray astronomy, we are facing \( p_- \approx \frac{A_{on}}{A_{on} + A_{off}} \) in particular because the hadronic particles can originate in any sky position. Assuming that the On region contains more gamma rays than the average Off region translates to \( p_+ < \frac{A_{on}}{A_{on} + A_{off}} \), which nicely fits the standard CCN assumption from Eq. [1]. We employ our noisy labels in three distinct ways:

- We follow existing work on CCN by learning a scoring function from the noisy labels, which is then thresholded via an estimation of the noise rates. In particular, we consider the thresholding techniques by Menon [17] and Mittal [19] in our experiments.
- We learn a scoring function from the noisy labels again, but set the threshold by maximizing the significance of detection. This approach is similar
to the one from Eq. 3, with the difference that \(h\) is trained with noisy labels rather than ground-truth.

- We learn a full classification model directly from the significance of detection, without separating the scoring function from the threshold. We develop the algorithms for this approach in the next section.

IV. WEAKLY-SUPERVISED ALGORITHMS BASED ON THE SIGNIFICANCE OF DETECTION

We propose two weakly supervised machine learning algorithms for binary classification under class-conditional label noise. Both algorithms learn by maximizing the significance of detection directly, thus overcoming the separation of the scoring function and the decision threshold that is usual in noisy label learning. While our algorithms are inspired by gamma hadron separation, they apply to any learning task that is aggravated by class-conditional label noise.

For generality, we omit the notion of the areas \(A_{\text{on}}\) and \(A_{\text{off}}\), which have defined \(p_+\) and the \(\alpha\) factor in the astronomy domain. In equivalence to assuming the values of such areas, we instead assume \(p_-\) to be known. About \(p_+\), contrastingly, we assume no knowledge. Rearranging the area-based definitions of \(\alpha\) and \(p_-\) yields the \(\alpha\) factor from Eq. 2 as

\[
\alpha = \frac{p_-}{1 - p_-}. \tag{4}
\]

Remarkably, the hypothesis test from Eq. 2 is now able to detect violations of Eq. 1, the standard CCN assumption. Namely, if a significance outcome is small, say below a threshold of \(5\sigma\) for example, we know that \(p_+\) does not obey Eq. 1 with sufficient certainty. In this case, learning from the given noisy labels is not feasible. This matter of interpretation is in contrast to existing methods [17], [19], which take Eq. 1 for granted.

A. K-Means Detection

Our first approach is centered around the k-means clustering algorithm, a standard unsupervised method in the toolbox of data science [25]. The underlying assumption, as for supervised classification, is that the feature distributions of the two classes differ. Since clustering algorithms group similar feature vectors in the same clusters, some of these clusters are likely to contain an excess of one class or the other.

Let \(X = \bigcup_{c=1}^{k} X_c\) with \(X_c \cap X_{c'} = \emptyset\) for all \(c \neq c'\) be the partitioning of all observations, as computed by k-means or any other cluster partitioning algorithm. Moreover, let \(n_{\text{on}}^{(c)}\) and \(n_{\text{off}}^{(c)}\) be the number of noisy-positive and noisy-negative instances in each cluster, respectively. We achieved satisfactory results with a standard k-means++ implementation from scikit-learn [26], which applies a greedy initialization strategy [27] and minimizes the squared Euclidean distance between the observations and the nearest of \(k\) cluster centroids using Lloyd’s algorithm. The only hyper-parameter of this approach is \(k\), the number of clusters.

From such a partitioning, we compute the optimal assignment of clusters to clean classes by maximizing the significance of detection from Eq. 2. Namely, we find the optimal assignment \(a^* \in \{0, 1\}^k\), such that

\[
a^* = \arg\max_{a \in \{0, 1\}^k} \left( \sum_{c=1}^{k} a_c n_{\text{on}}^{(c)} - \sum_{c=1}^{k} a_c n_{\text{off}}^{(c)} \right). \tag{5}
\]

For computational efficiency, we relax this problem to a continuous, convex parameter space \(a \in [0, 1]^k\). This relaxation does not change the optimal solution \(a^*\), but allows us to apply first-order constrained optimization methods to efficiently find the optimal assignment.

At inference time, we determine the class of an event \(\vec{x}\) by first assigning it to its nearest cluster centroid, thereby determining its cluster \(c(\vec{x})\). Then, we return the clean class \(a_{c(\vec{x})}^* \in \{0, 1\}\) that is associated with this cluster.

B. Decision Tree Detection

Our second approach builds on decision tree induction. We modify this popular method for supervised classification such that it directly maximizes the significance of detection with noisy-labeled training data.

Like classic decision trees, our algorithm works by recursively partitioning the training set in a greedy fashion. At each node, we split the data by comparing a single feature to a learned threshold. To find the best split, we test every possible value in the data and evaluate the significance of detection for both sides of the partition. When the value does not increase, as compared to not splitting, we return. Alternatively, we return when a user-defined maximum tree depth is reached.

We denote by \(X[x_j \leq \theta]\) all examples in the current node where the \(j\)-th feature is less or equal \(\theta\) and analogously define \(X[x_j > \theta]\) the complement. For each
candidate value of \( j \) and \( \theta \), we evaluate Eq.\(^2\) to derive the optimal split as

\[
j^* \cdot \theta^* = \arg \max_{j, \theta} \max \left\{ f_{j, \theta}^{\leq \theta}, f_{j, \theta}^{> \theta} \right\},
\]

where \( f_{j, \theta}^{\leq \theta} = f \left( n_{\text{on}}(X[x_j \leq \theta]), n_{\text{off}}(X[x_j \leq \theta]) \right) \)

and \( f_{j, \theta}^{> \theta} = f \left( n_{\text{on}}(X[x_j > \theta]), n_{\text{off}}(X[x_j > \theta]) \right) \).

The best split according to Eq.\(^6\) can be evaluated efficiently by sorting the data according to each of the features. Considering only the maximum of \( f_{j, \theta}^{\leq \theta} \) and \( f_{j, \theta}^{> \theta} \) amounts to the fact that a greedy maximization of Eq.\(^2\) does not require balanced splits: if the other side of a split results in a low sigma value, we can either discard this side without harming the overall significance of detection or we can split this side further in a later step.

As an alternative to Eq.\(^6\) we can conceive a slightly modified criterion that balances both sides of each split. It can be shown that the following alternative is equivalent to maximizing the traditional information-gain split criterion of decision trees with noisy labels:

\[
j^* \cdot \theta^* = \arg \max_{j, \theta} \left( f_{j, \theta}^{\leq \theta} \right)^2 + \left( f_{j, \theta}^{> \theta} \right)^2
\]

\( C. \) Ensemble Variants

Both algorithms lend themselves for application in an ensemble. We choose a bagging approach \( ^{28} \) as with classical random forests \( ^{29} \). Instead of a single model, we compute \( T \) models and employ randomization techniques to obtain \( T \) different decision functions. We use the following sources of randomization:

- In the K-Means ensemble, we base each of the \( T \) clusterings on a random subset of the features as well as a bootstrapped sample of the events, i.e. we sample \( n \) events with replacement.
- In the Decision-Forest ensemble, we use a bootstrapped sample of the events and choose the optimal splits only on a random subset of features of size \( \lfloor \sqrt{d} \rfloor \) that we sample at each split.

We combine the \( T \) models by returning the mean value of their classification outputs. To tune the decision threshold of the ensemble methods, we optimize Eq.\(^3\).

\( V. \) Experiments

In the following, we investigate the performance of our proposed methods in comparison with existing methods from CCN learning and in comparison with strongly supervised methods. The implementation of our methods and experiments is published on GitHub\(^3\).

\( A. \) Validation Protocol for the Telescope Data

Due to the lack of labeled real-world data in gamma ray astronomy, we can report the real-world performance of our models only in terms of their significance of detection, as according to Eq.\(^2\) but not in terms of supervised measures such as accuracy or F1 score. This matter also has an implication on the way we cross-validate our results: we repeatedly train and predict on disjoint splits of the data, as usual. However, we store the predictions of each holdout set, rather than computing separate scores for the folds. This way, we obtain predictions for all instances in the data, but each prediction is based on a model that has not seen the instance during training. The reported values of the significance of detection are then obtained with the full data set.

For reliable results, the training and hold-out sets of the data should be as independent as possible. Since recording conditions, like the brightness of the night sky, change during the course of data taking, we group the data based on an attribute that corresponds to the time of the day. We found that this grouping yields the lowest values of the significance of detection, giving us the most cautious estimates of model performances.

\( B. \) Detection of the Crab Nebula

We use the open data sample of the FACT collaboration\(^2\). This data contains five nights of wobble mode observations, totalling 757,993 instances, where the telescope is pointed at the Crab Nebula, a bright supernova remnant. Each instance in the dataset corresponds to a camera recording of an event. We use 22 handcrafted, high-level features extracted from the camera recordings\(^13\). These features include statistics like the number of pixels that recorded photons and geometric traits\(^{10}\) that describe the shape of the event on the camera surface. We expect that the vast majority of events are induced by hadronic particles and that only around 0.1% to 1.0% of them are gamma ray events. The data contains 4,332 On events and 17,229 Off events.

\(^1\)See [https://github.com/tudo-ls8/unsupervised_fact/](https://github.com/tudo-ls8/unsupervised_fact/)

\(^2\)See [https://factdata.app.tu-dortmund.de/](https://factdata.app.tu-dortmund.de/)
We compare our methods to two different approaches for learning with class-conditional label noise, namely to the approaches by Menon et al \cite{17} and by Mithal et al \cite{19}, the latter of which is designed for the particular case of imbalanced class frequencies. Both methods start by learning any standard classifier from weak labels, which is decision trees and random forests in our experiments. In a second step, both methods estimate the class-wise noise rates from the noisy-labeled data and adapt their decision thresholds according to these estimates.

We further establish a comparison to the gamma hadron predictions from the default and fully supervised pipelines\cite{31}. These predictions are produced by a random forest classifier that is trained on 240,000 simulated and ground-truth labeled instances with balanced classes.

We test a number of different hyper-parameters per model and repeat each setup ten times to report average values and standard deviations, as displayed in Table I.

We see that the noisy-label approach to gamma hadron classification with random forests performs as good as the traditional approach that is based on costly, simulated training data with full supervision. This remarkable result could shape the way in which future telescopes approach their analysis pipelines: it demonstrates that we can benefit from real recordings for training, not only as background events, as it has been done before \cite{31}, but also for learning about the gamma class. Gamma hadron classification could become even more data driven than today and less sensitive to imperfections and biases that are exhibited by the simulations.

Once having decided to use noisy labels, the choice of the particular method for tuning the decision threshold is only a secondary concern, as all of the tested approaches yield high significance scores between 25.0 and 26.4 sigmas. The noisy random forest (Eq. 7), Menon forest \cite{17} and Mithal forest \cite{19} even outperform the supervised model on average, albeit by a slim margin.

The plausibility of these scores is verified by another experiment in which we violate the assumption that the On region contains more gamma events than any of the Off regions. Namely, we artificially remove the On region and declare one of the Off regions as being the new On region. All our methods now return approximately zero sigmas, which means that the violation of assumptions is successfully detected. The plausibility of the scores in Tab. I is further supported by the observation that our weakly supervised predictions achieve high correlations with the strongly supervised state-of-the-art and high classification performances on simulated, ground-truth test data. We further detail these plausibility checks in the appendices A and B.

### C. Results in Other Application Domains

Our proposed methods are not limited to gamma ray astronomy. In fact, methods based on the significance of detection can be applied in any application domain where we expect substantially more true positives in the noisy-positive class than we expect in the noisy-negative class. We support this claim with experiments on standard imbalanced datasets where we artificially inject class-dependent noise into the labels. We focus on the setting \( p_+ = \frac{1}{2} \) and consequently set \( \alpha = 1 \) in Eq. 2. Hence, the null-hypothesis that we intend to reject is that the noisy-positive class and the noisy-negative class contain the same number of true positives.

In this experiment, we evaluate random forests that are trained on noisy labels and use 10-fold stratified cross-validation to estimate the F1 score. We optimize the decision thresholds on the out-of-bag predictions, such that we do not need a separate calibration dataset. Like

---

**Table I: Significance scores for the detection of the Crab Nebula (see Eq. 2, higher is better). Our algorithms are compared to existing CCN methods and to the strongly supervised state-of-the-art. This table presents only the best performances; additional results are given in the supplementary material.**

| Model          | Single Model | Ensemble \((T = 100)\) |
|----------------|--------------|-------------------------|
| k-Means \(k=48\) | \(19.5799 \pm 0.3708\) | \(23.1176 \pm 0.1974\) |
| LiMa Tree \(\text{max_depth}=4\) | \(21.1666 \pm 0.0000\) | \(23.3015 \pm 0.3321\) |
| Noisy Tree \(\text{max_depths}=4\) | \(21.0170 \pm 0.0000\) | \(25.3015 \pm 0.3321\) |
| Menon Tree \(\text{max_depth}=4\) | \(24.2899 \pm 0.0000\) | \(25.3015 \pm 0.3321\) |
| Mithal Tree \(\text{max_depth}=8\) | \(20.3020 \pm 0.0000\) | \(26.3175 \pm 0.2479\) |
| Supervised (SOTA) | \(24.2899 \pm 0.0000\) | \(26.3175 \pm 0.2479\) |

---

https://github.com/fact-project/open_crab_sample_analysis
TABLE II: Averaged F1 scores (20 trials, higher is better) on imbalanced data sets with noise levels $p_+ = 0.1$ and $p_- = 0.5$.

| Dataset      | LiMa Forest | Noisy Forest | Menon Forest | Mithal Forest |
|--------------|-------------|--------------|--------------|---------------|
| satimage     | 0.563 ± 0.012 | 0.602 ± 0.010 | 0.549 ± 0.0055 | 0.563 ± 0.061 |
| proteinhomo  | 0.788 ± 0.002 | 0.790 ± 0.002 | 0.339 ± 0.0076 | 0.786 ± 0.002 |
| opticaldigits| 0.813 ± 0.008 | 0.859 ± 0.008 | 0.843 ± 0.0051 | 0.826 ± 0.007 |
| pendigits    | 0.961 ± 0.006 | 0.955 ± 0.002 | 0.945 ± 0.003 | 0.961 ± 0.003 |
| lettering    | 0.793 ± 0.013 | 0.809 ± 0.007 | 0.809 ± 0.005 | **0.810 ± 0.007** |
| coil2000     | 0.115 ± 0.003 | 0.146 ± 0.004 | **0.160 ± 0.002** | 0.114 ± 0.003 |
| thyroidsick  | 0.769 ± 0.015 | 0.786 ± 0.008 | 0.775 ± 0.008 | 0.400 ± 0.176 |
| sick euthyroid| 0.836 ± 0.006 | 0.772 ± 0.011 | 0.701 ± 0.009 | 0.678 ± 0.136 |
| mamography   | 0.509 ± 0.023 | 0.569 ± 0.012 | 0.484 ± 0.011 | 0.103 ± 0.037 |
| abalone      | 0.370 ± 0.012 | 0.384 ± 0.006 | 0.359 ± 0.004 | 0.300 ± 0.038 |
| avg. rank    | 2.500        | 1.600        | 2.800        | 3.100         |
| avg. f1      | 0.658        | 0.667        | 0.596        | 0.554         |

Beyond the CCN noise model, other types of label noise have been discussed in the scientific literature. For instance, the label noise of a distribution is called uniform if each label has the same chance of being flipped, independent of the class and of the instance. Otherwise, if the chance of being flipped does not depend on the true class, but on the features, we are speaking of purely instance-dependent label noise. Generally speaking, learning is feasible under each of these noise models. However, learning under each noise model requires dedicated assumptions about the data and the learning method, with CCN combining the most appropriate assumptions in the context of gamma hadron classification. Since the distinction of gamma rays and hadronic particles naturally poses a binary classification task, we have decided to leave the difficulties that are otherwise imposed by multi-class CCN for future work on learning through the significance of detection.

The On and Off noisy labels considered here depict only a single source of weak supervision, i.e. a single noisy label is assigned to each training instance. If, however, multiple sources of weak labels were available, we could combine them to learn classifiers from less data. To this end, we see a potential for future work in gamma ray astronomy: domain experts might be able to define additional noisy labels, e.g. through heuristics that express physical background knowledge, that can be incorporated into the learning process.

VI. RELATED WORK

In this work, we have addressed class-conditional label noise (CCN) for weakly supervised binary classification. Since the background of this particular learning task is already detailed in Sec. II, we focus on connections to other strands of weak supervision in the following.

Fig. 3: Critical difference diagram, based on Table II, at a confidence level of 0.9. Methods are connected with horizontal bars if and only if a Holm-corrected Wilcoxon signed-rank test cannot significantly distinguish their pairwise performances.
Similarly, equivalence relations [6], [7] exhibit a one-to-two correspondence; they assume labels only for pairs of instances. In all of these settings, the goal is to learn a classifier that predicts the labels of individual instances, just like in standard supervised learning, despite the fact that no individual labels are available for training.

In the label-free interpretation of our approach, all we know for supervision is that the significance of detection must be maximized. This maximization amounts to a one-to-all correspondence between supervision and instances which goes beyond MI learning and LLP: we are not learning from labels, but by maximizing a single domain-specific criterion over the full training set.

Still, we have focused on the noisy label interpretation of On and Off annotations throughout this work. This focus is due to two reasons: to shed light on the theoretical properties of learning with On and Off information and to generalize our proposals to other CCN applications.

B. Related applications from particle physics

On and Off annotations are often available in data from particle detectors. Similar to our use case, the goal of these detectors is to distinguish some kind of signal (like our gamma rays) from some kind of background instances (like our hadronic particles). Traditionally, this distinction is learned with full supervision provided by simulations. A more recent proposal, however, is to learn directly from On and Off regions, instead [37]–[39]. Since this proposal essentially learns under CCN, it is facing the difficulty of choosing an optimal decision threshold for a scoring function that already is optimal.

Cohen et al. [38] suggest to choose the decision threshold from known label noise rates. The authors discuss the implications of noise rate uncertainties from a physics perspective, concluding that small inaccuracies of the assumed noise rates do not harm the classifier training. This domain-specific result falls in line with the general CCN theory by Natarajan et al. [3]. If the noise rates of the full training set are unknown, they might at least be available for a small calibration set from which a decision threshold can be determined [37].

The work by de Simone et al. [39] is mostly concerned with a two-sample hypothesis test. This test is used to decide whether there is some signal in the data, with the classification of individual instances being only proposed as a future extension of their method. However, this extension would require a meaningful decision threshold to be set, just like in any other CCN task.

Two-sample hypothesis testing, in general, is concerned with the detection of differences between the distributions of two data samples [40]. Our learning criterion, the significance of detection, is motivated by one particular test which only checks whether the two On and Off samples differ in their numbers of positive instances. Other types of differences between the two data samples, which could be detected with other two-sample hypothesis tests, are not assumed here.

VII. Conclusion and Outlook

We have proposed the significance of detection as a learning criterion for binary classification under class-conditional label noise. This criterion assumes one of the class-wise noise rates to be known, but does not need to estimate the other noise rate explicitly. We can use the criterion either to tune the decision threshold of any given classifier, or to learn a classification model from scratch. Most importantly, the significance of detection is interpretable in the sense that it indicates whether learning is actually feasible with the given noisy labels—a property that is established by an integrated hypothesis test. All of these qualities go beyond the state of the art in learning under class-conditional label noise.

Our proposals stem from the gamma hadron classification task in gamma ray astronomy, where the significance of detection is already employed to tune the decision thresholds of strongly supervised models. These models are trained with simulated data, which is costly in terms of computation time and energy. Contrasting, our weakly supervised algorithms learn directly from the real telescope, which produces an abundance of cheap but noisy-labeled data. Still, they match the performance of the strongly supervised state of the art in the gamma ray domain. We hope that this result in particular—and our discussion of gamma hadron classification as noisy label learning in general—will pave the way towards an even more data-driven gamma ray astronomy.

Future work should look into adapting the significance of detection for other data representations. A lot of engineering around strongly supervised classification went into the design of the numeric features [13] that we have continued to use here. Learning from the underlying sensor data of the telescope, however, would require some
form of representation learning, e.g., using deep neural networks \cite{16}. Looking into deep clustering approaches \cite{41, 42}, for instance, might yield performances similar to the ones presented here, but without the need for manual feature engineering.
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APPENDIX

The following results provide further details regarding our experimental discussions from Sec. V.

A. Crab Nebula Detection under Violated Assumptions

The significance of detection intends to verify that the On region contains significantly more truly-positive instances than any of the Off regions. A necessary plausibility check is therefore to investigate the effects of violations of this assumption. To this end, we remove all instances from the On region and declare one of the Off regions as being a fake On region. As expected, all our models return significances that are close to zero, see Table IV. Such small values help practitioners in detecting violations of their assumptions, like the one we have introduced artificially. Conversely, this property of the significance score can promote trust in the idea that high significance scores indeed indicate an excess of true positives in the On region.

In other words: the fact that we intend to maximize the significance of detection does not mean that we falsely over-estimate this criterion.

B. Agreement with Supervised Models

How different are noisy label models from models that are trained with full supervision? To answer this question, we compute the correlation between the gamma scores that are predicted by our noisy-label ensembles with the gamma scores that are predicted by the strongly supervised state-of-the-art. For single models ($T = 1$), we compute correlations with crisp classifications because these models do not return real-valued gamma scores. In Tab. V two different correlation measures, Pearson and Spearman, reveal that our models, particularly the ensembles, show a high correlation with the fully supervised models that are currently used for the FACT telescope. This result suggests that our weakly supervised models have indeed learned to distinguish gamma rays from hadronic particles, without ever accessing instances that are labeled as such.

As another matter of agreement, we test the performance of our noisy-label random forest on simulated ground-truth test data from which we can compute an ROC curve. As we can see in Figure II, our weakly supervised model achieves an area under the ROC curve of 0.77, which comes close to the fully supervised state-of-the-art. Note that the remaining difference between the two models is most likely due to deviations between the simulated and the real-world data. In fact, the simulation has its own imperfections. From a CCN learning standpoint, see Sec. II, we know that models trained with class-conditional label noise have the same ROC curve as

**TABLE III:** Full version of Tab. I containing all hyper-parameter configurations that we have evaluated. We also compare to two other supervised models: a single decision tree that is trained with full supervision, and a random forest model “Small RF” that is trained on only 2,000 simulated examples.

| Model       | Single Model | Ensemble ($T = 100$) |
|-------------|--------------|----------------------|
| kMeans k=8  | 15.4230 ± 0.3377 | 21.1536 ± 0.3628 |
| kMeans k=16 | 18.5030 ± 0.5808 | 22.1035 ± 0.2753 |
| kMeans k=32 | 19.5769 ± 0.6934 | 22.7916 ± 0.2103 |
| kMeans k=48 | 19.5799 ± 0.3708 | 23.1176 ± 0.1974 |
| kMeans k=64 | 18.7707 ± 0.5221 | 23.3216 ± 0.2562 |
| kMeans k=128| 18.8068 ± 0.4566 | 23.6613 ± 0.4276 |
| kMeans k=256| 17.7766 ± 0.5713 | 24.3246 ± 0.4966 |

**TABLE IV:** Analysis on a synthetic dataset that violates the assumption of excess gamma particles in the on region. Our methods correctly identify that there is no significant source detection and outputs LiMa significances close to zero.

| Model       | Single Model | Ensemble ($T = 100$) |
|-------------|--------------|----------------------|
| kMeans(k=32)| 0.0000 ± 0.0000 | 0.2478 ± 0.3544 |
| kMeans(k=128)| 0.0000 ± 0.0000 | 0.3162 ± 0.6247 |
| Tree(max_depth=4)| 0.0000 ± 0.0000 | 0.0435 ± 0.0746 |
| Tree(max_depth=6)| 0.0000 ± 0.0000 | 0.0612 ± 0.0425 |
models trained with clean labels, at least asymptotically. Therefore, we can expect an optimal ROC when learning from a large dataset with class-conditional label noise; our clear CCN interpretation of On and Off information supports such a high expectation. In contrast to the On and Off noisy label interpretation, we are not aware of a similarly clear picture of the noise that is induced by an imperfect simulation.

C. Results in Other Application Domains (Continued)

We have already seen competitive performances of our weakly supervised models in imbalanced application domains. Namely, Tab. II and Fig. 3 already display results that are obtained by artificially introducing label noise with the rates $p_+ = 0.1$ and $p_- = 0.5$.

| Model | Pearson | Spearman |
|-------|---------|----------|
| kMeans(k=32, $T=1$) | $0.4265 \pm 0.0200$ | $0.4048 \pm 0.0203$ |
| kMeans(k=128, $T=1$) | $0.3255 \pm 0.0133$ | $0.3153 \pm 0.0159$ |
| Tree(max_depth=4, $T=1$) | $0.4965 \pm 0.0000$ | $0.4678 \pm 0.0000$ |
| Tree(max_depth=6, $T=1$) | $0.4042 \pm 0.0000$ | $0.3732 \pm 0.0000$ |
| kMeans(k=32, $T=100$) | $0.7266 \pm 0.0071$ | $0.7044 \pm 0.0074$ |
| kMeans(k=128, $T=100$) | $0.6877 \pm 0.0119$ | $0.6274 \pm 0.0188$ |
| Tree(max_depth=4, $T=100$) | $0.7706 \pm 0.0060$ | $0.7364 \pm 0.0106$ |
| Tree(max_depth=6, $T=100$) | $0.7401 \pm 0.0062$ | $0.6806 \pm 0.0087$ |

We have repeated this experiment with stronger label noise, namely with $p_+ = 0.25$. The results of this variation are displayed in Tab. VI. As we can see, these results are in line with the results that are shown earlier for $p_+ = 0.1$. However, the overall magnitude of F1 scores is lower here.