Effect of Water Quality Sampling Approaches on Nitrate Load Predictions of a Prominent Regression-Based Model
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Abstract: High frequency in-situ measurements of nitrate can greatly reduce uncertainty in nitrate flux estimates. Water quality databases maintained by various federal and state agencies often consist of pollutant concentration data obtained from periodic grab samples collected from gauged reaches of a stream. Regression models, such as the LOAD ESTimator (LOADEST), are frequently used to model variations in concentrations associated with changes in water discharge to provide integrated solute flux measurements. However, uncertainty in the relationships between nutrient concentration and flow may lead to errors in the corresponding flux estimates. In this study, a high frequency, in-situ measurement of nitrate concentration was implemented to ascertain uncertainty in the concentration/discharge relationship caused by nitrate hysteresis. It was found that observed nitrate hysteresis, as influenced by complex storm/watershed interactions, was not readily predictable. Therefore, it can lead to substantial nitrate flux uncertainty, based on periodic grab sample monitoring approaches. Scientists and engineers should take advantage of the proposed findings in future studies to enhance the quality of the associated decision making processes.
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1. Introduction

Water quality variables, such as stream nutrient and sediment concentrations, are often used to assess the condition of a waterbody and to evaluate trends in constituent loadings over time. Collecting and analyzing water quality samples can be resource intensive. Therefore, sampling frequency may vary based on the availability of potentially limited resources (such as budgets and personnel). In general, water quality measurements are conducted by sparse and periodically-collected grab samples. On the other hand, the fact that water quality data are usually discontinuous in time...
may cause some technical difficulties in the application of relevant work such as watershed modeling, which requires temporally-continuous monitoring. Therefore, regression-based models such as the Support Vector Regression and Regression Trees [1], and the LOAD ESTimator (LOADEST) [2,3], among others [4–9], have been developed to produce more temporally-continuous datasets. LOADEST is a commonly adopted program used to estimate constituent loads in rivers and streams [10–15]. With LOADEST, discrete water quality sample concentrations can be converted to finer time scales by using continuous streamflow data. Due to its simplicity of practical operation and diverse options (i.e., built-in models), LOADEST has been widely used to estimate daily and monthly constituent loads for various water quality parameters with various sampling frequencies (i.e., weekly, bi-weekly, monthly, or bi-monthly) [12–14]. LOADEST provides users the option of automatically selecting a regression model that best suits the given dataset or choosing one of several built-in regression models for the estimation of constituent loads [15].

A limitation of LOADEST, however, is that the regression model is sensitive to the assumption of a fixed/stationary concentration-flow relationship and does not account for changes or trends in the concentration-flow relationship (hysteresis). This drawback can potentially be resolved mathematically by using equations with more variables. However, this raises the chances of over fitting and compromising the regionalized data (after regression analysis). On the other hand, changes in storm hydrographs are typically associated with a lag effect in streamflow constituent concentration, resulting in hysteresis loops [16,17]. Positive hysteresis occurs in the form of a clockwise loop when constituent concentrations on the rising limb of a storm hydrograph are higher than those measured at equivalent flows on the falling limb. If the constituent concentrations are higher on the falling limb, the hysteresis will run counterclockwise [18]. Predicted discharge versus constituent concentration rating curves may have a high degree of uncertainty [19], as hysteresis effects are almost always present and difficult to predict. Hysteresis influence on the hydrograph is especially pronounced during extremely high flows [20], often resulting in the estimate for a particular day being unrepresentative of the actual loads. In general, the use of data from fixed-interval, time-based sampling is not appropriate for constituent load estimation. In addition, the effect of hysteresis and the associated uncertainty are not accounted for by the models used in LOADEST. Therefore, to adequately estimate constituent loads using LOADEST, it is suggested that the monitoring programs providing data for LOADEST should be managed to effectively capture the entire range of flow conditions [20,21].

It has been stated in the literature that measurement uncertainty may have substantial impacts on model predictions [22,23]. Therefore, it is important to improve the quality of measurement data to enhance the credibility of the following data-used applications (such as watershed modeling, decision making processes, etc.). Real-time monitoring (in-situ sampling) provides an alternative to the typical monthly or bimonthly sampling techniques (e.g., grab sampling and on-site sampling) used in long-term water quality monitoring programs. Data can be collected more frequently, in smaller time steps, with the results being accessible remotely once the sampling equipment is installed. Advances in in-situ nitrate sensors provide an opportunity to measure changes in nitrate concentration at higher frequencies (often sub-hourly) [24]; such advances have been useful in real-time monitoring of water quality and nitrogen dynamics [25,26]. Real-time nitrate sampling may improve the accuracy and precision of load estimates by reducing sample bias and uncertainty inherent in data derived from regression models that are subject to hysteresis effects.

The primary goal of this study was to investigate the applicability of the proposed approach by using a well-recognized regression model. Specifically, the following objectives were defined: (i) to examine whether a regression model calibrated with samples covering the whole range of hydrologic flows/conditions may outperform similar models, calibrated with a dataset that only covers specific hydrologic conditions; and (ii) to explore the effects of hysteresis on nitrate delivery and load prediction errors in the targeted watershed.

In this study, we took advantage of a real-time, in-situ nitrate dataset to investigate the effects of sampling time and frequency on LOADEST storm loading predictions in a Mid-Atlantic
watershed that has a rich database of historic water quality samples, as well as a real-time monitoring dataset. As stated previously, the general recommendation for collecting water quality samples is to cover the entire range of flows/conditions at different stages of the hydrograph (i.e., rising limb, falling limb, peak flow, and baseflow) [27]. We hypothesized that when hysteresis is presented in the concentration-flow relationship, it may not be the best strategy to sample different stages of the hydrograph; rather, it would be better to focusing sampling efforts on the section of the hydrograph delivering the largest loads. We tested this hypothesis by constructing various regression models that share a single form (type) but are calibrated using different water quality sample sets. These sample sets come from a database of water quality samples that were taken at different stages of the hydrograph and grouped based on the corresponding time of sampling. Ultimately, the regression models were validated against real-time, observed water quality data. The uncertainty of the regression relationships was gauged and considered during the validation of each regression model. To test our hypothesis, we used nitrate data collected from Greensboro watershed, which is a mid-sized, mixed land use (forest and agriculture) watershed on the eastern shore of Chesapeake Bay.

2. Materials and Methods

2.1. Study Area

The Greensboro watershed is part of the Choptank River basin on the Eastern Shore of Chesapeake Bay (Figure 1). The Greensboro watershed originates in Kent County, Delaware, extending southwest towards the township of Greensboro, Caroline County, Maryland. The drainage area for the Greensboro watershed is approximately 290 km$^2$ and is comprised of 48% forested land and 36% agricultural fields. Average annual precipitation and temperature for the study region is 1120 mm and 13.3 °C, respectively.

![Figure 1. The location of the Greensboro watershed within the Choptank River basin.](image-url)
The Choptank River has been classified as "impaired waters" under the Clean Water Act (USEPA, 2010) for excessive nutrient and sediment loads. It is estimated that agriculture accounts for ~80% of the Choptank’s nutrient loadings (nitrogen and phosphorus) to the Chesapeake Bay; roughly 60% of the watershed area is covered by agriculture [28]. For this reason, the Choptank River Basin and the nearby regions have been the focus of multiple federal studies, including the U.S. Department of Agriculture (USDA) – Conservation Effects Assessment Project (CEAP) and the USDA Long-term Agro-ecosystem Research (LTAR) Network [29,30]. This has led to extensive research and monitoring projects within the basin in recent years. Baseflow constitutes approximately 64% of Choptank’s streamflow (estimated using the baseflow separation tool [31]) and acts as a principal mechanism for delivery of nitrogen to the Chesapeake Bay. Studies have found that up to 70% of nitrate flux in the region’s surface waters is transported via base flow [27,28].

2.2. Historic Discharge and Water Quality Sampling Data

At the outlet of the Greensboro watershed (Lat 38°59’49.9″, long 75°47’08.9″), there is a gauging station operated by the U.S. Geological Survey that has monitored a section of the Choptank River since January 1948. USGS has also collected water quality samples (including nitrate) at the same gauging station since June 1964. As of October 2007, river discharge has been recorded at a much higher temporal resolution (15-min interval) compared to the earlier period (daily). Availability of the higher resolution discharge data enabled us to visually inspect and separate water quality samples based on the time of sampling in respect to the state of the hydrograph (rising/falling limbs of flow curves). In other words, USGS nitrate samples were divided into three separate groups: baseflow samples, rising samples, and falling samples. Samples were classified as baseflow on occasions when baseflow constituted 90% of total streamflow, as suggested in [32]. Baseflow separation was performed using the Web-based Hydrograph Analysis Tool (WHAT) [31].

During October 2007 and June 2016, 454 nitrate samples were analyzed by USGS, among which 291 samples were taken during baseflow periods (64%); 100 were rising samples (22%), and 63 were falling samples (14%). Using the three groups, five separate calibration databases were constructed to include all the samples (All, \(n = 454\)), baseflow + rising samples (Base-Rising, \(n = 391\)), baseflow + falling samples (Base-Falling, \(n = 354\)), only rising samples (Rising, \(n = 100\)) and only falling samples (Falling, \(n = 63\)). These five databases were then used to fit regression models in LOADEST, which were subsequently validated against observed real-time nitrate data at the outlet of Greensboro watershed.

2.3. Real-Time Nitrate Data Processing

Researchers at the U.S. Department of Agriculture–Agricultural Research Service (USDA–ARS) have been performing continuous nitrate data collection at 30-min intervals at the outlet of Greensboro watershed since the summer of 2014. In-situ measurements of nitrate concentrations were performed using a full spectrum (200 to 700 nm) spectrometer probe (S-CAN spectolyser probe, Vienna, Austria) with 15 mm path length and fitted with a flow cell. Stream water was automatically sampled on a 30-min interval by use of a peristaltic pump connected to the flow cell.

The stability of sensor for the global nitrate calibration in natural water was tested by adding known amounts of nitrate to the Greensboro water sample and verified by comparing sensor readings. In addition, some water samples were diluted with known amounts of distilled water to be tested with the sensor. As shown in Figure 2, calibration results exhibited a linear, one to one relationship between actual and sensor concentrations (slope = 1.02, not significantly different from 1). The observation period ranged from June 2014 to June 2016. The high-resolution nitrate concentration data were multiplied by USGS collected stream discharge to construct a time series of nitrate loading at the outlet of Greensboro watershed (Figure 3).
Figure 2. A graph used to verify the stability of the global nitrate calibration used with the in-situ sensor. The red points are from dilution of natural water containing nitrate, and the black points are from standard addition of known nitrate amount to the natural water.

Figure 3. Time series of real-time-monitored nitrate loading at the outlet of the Greensboro watershed, compared with the LOAD ESTimator (LOADEST) regression relationship and its respected 95% prediction interval. The LOADEST model was calibrated using all available USGS samples (All).
2.4. USGS LOAD ESTimator

LOADEST is a regression-based program, commonly employed to convert discontinuous, periodic (weekly, monthly) grab sample concentration measurements into a continuous (hourly, daily) time series. Using LOADEST, one can construct a regression model for estimation of constituent load, based on given time series of discharge, constituent concentrations, and additional data (e.g., date of sampling and temperature). LOADEST is developed with several predefined forms of regression models that can be selected by users. Despite testing all the regression models in LOADEST, only the one that showed the strongest correlation with the lowest number of parameters was selected for this study. The selected model (1) has the following form:

\[
\ln(\text{load}) = a_0 + a_1 \ln \bar{Q} + a_2 \ln \bar{Q}^2
\]

where \( \text{load} \) = constituent load (kg·day\(^{-1}\)) and \( \ln \bar{Q} \) represents the natural logarithm of adjusted streamflow, such that:

\[
\ln \bar{Q} = \ln Q - \left[ \frac{\sum_{k=1}^{N} (\ln Q - \ln \bar{Q})^3}{2 \sum_{k=1}^{N} (\ln Q - \ln \bar{Q})^2} \right]^{\frac{1}{3}}
\]

where \( Q \) is streamflow (m\(^3\)/s); \( N \) is the number of streamflow observations in the calibration data set; and \( \ln \bar{Q} \) is the average of the natural logarithm of streamflow observations [33]. The model presented in (1) is neither the simplest nor the most complex regression equation available in LOADEST. It was selected to avoid overfitting by restricting the number of calibration parameters, and hence the degrees of freedom.

LOADEST simulations were conducted multiple times, using various groups of calibration (concentration) databases (All, Rising, Falling, Base-Rising, and Base-Falling) and the corresponding equivalent discharge rates at the time of sampling. In each case, residuals were checked for normality (which was met), and thus Adjusted Maximum Likelihood Estimation (AMLE) model coefficients were adopted.

2.5. Prediction Intervals for Regression Relationships

Prediction intervals were derived to assess the precision of the regression models given by LOADEST. The upper and lower prediction intervals contain an area that is likely to include the mean response with a certain probability. Following [34], for a given regression relationship, the \((1 - \alpha)\) prediction limit for a new observation \( Y_h \) corresponding to \( X_h \) is estimated as:

\[
\hat{Y}_h \pm t \left(1 - \frac{\alpha}{2}; n - p\right) s\{\text{pred}\}.
\]

where \( \hat{Y}_h \) is the estimation of the mean of the distribution of \( Y_h \), \( n \) is the sample size, and \( p \) is the number of model variables. Variance of the prediction error, \( s^2\{\text{pred}\} \), is defined as:

\[
s^2\{\text{pred}\} = \text{MSE} + s^2\{\hat{Y}_h\}
\]

in which \( \text{MSE} \) is the mean square error of the regression model (residual variance) and \( s\{\hat{Y}_h\} \) is the estimated standard deviation of \( \hat{Y}_h \). \( s^2\{\hat{Y}_h\} \) is given by:

\[
s^2\{\hat{Y}_h\} = X_h s^2\{b\} X_h.
\]

where \( s^2\{b\} \) represents the regression covariance matrix and \( b \) is the regression coefficient.

Evaluation of performance was gauged using percent bias (PBIAS) and root mean square error (RMSE) of prediction. PBIAS measures the average tendency of the model to under-predict (positive PBIAS) or over-predict (negative PBIAS) simulated flows, with respect to measured flows.
The optimal value for PBIAS is zero [35]. RMSE is a good measure of accuracy and describes average absolute difference between the measured and simulated values.

3. Results

3.1. Analysis of Nitrate Grab Samples

Figure 4 shows boxplots for historic nitrate concentration samples (mg N/L) collected by USGS at different stages of the hydrograph (Baseflow, Rising, Falling). As displayed in the Figure 4, baseflow samples reflect higher concentrations compared with the other groups, and falling samples exhibit the lowest concentrations amongst all groups. The three group means differed significantly ($p < 0.01$) from each other. When the sample concentrations were plotted against discharge (Figure 5), a clear clustering pattern was observed. The difference between the rising and falling limb sample concentrations can be tied to hysteresis in the discharge-concentration relationship for any single event.

![Figure 4. Box plot of USGS samples of nitrate concentration during various sections of the hydrograph. The error bars and circles inside the colored boxes represent the median and mean of the data. The lower and upper edges of boxes represent 25th and 75th percentiles. The error bars outside the colored boxes represent the 10th and 90th percentiles, and the dots represent 5th and 95th percentiles.](image-url)
3.2. Analysis of Real-Time Nitrate Data

Time series of Thirty-four separate storm events of varying magnitudes were identified and isolated during the in-situ monitoring period within the Greensboro watershed. Likewise, time series of nitrate loadings were created for each storm event by using high resolution nitrate concentration data multiplied by USGS collected streams. Analysis of the nitrate loading time series revealed that during this monitoring period, 54% of the nitrate load was delivered through baseflow and 46% was through stormflow. Of the storm delivered nitrate loading, 45% was transported during the rising limb and the rest (55%) was through the falling limb of the storm. The maximum instantaneous nitrate loading rate during the monitoring period was ~4500 kg/day.

To test whether hysteresis has a strong role in nitrate delivery in the Greensboro watershed, concentrations for each event were plotted against discharge. Figure 6 plots results for five selected storm events (out of 34); the selected events cover the range of monitored storm magnitudes. All events exhibited a form of positive hysteresis effect (clockwise loop), whereby constituent concentrations on the rising limb of a storm hydrograph were higher than those measured at equivalent flows on the falling limb. Data in Figure 6 also demonstrate that the hysteresis loops all tend to fall from top-left to bottom-right, suggesting that there is a dilution of nitrate on the rising limb of each storm event, as discussed by [36].
3.3. LOADEST Regression Analysis

LOADEST was conducted five times, using various groups of concentration databases described earlier (All, Rising (denoted with “R” model); Falling (denoted with “F” model); Base-Rising (denoted with “B + R” model); and Base-Falling (denoted with “B + F” model)), as well as the associated equivalent discharge rates at the time of sampling. Table 1 presents the LOADEST fitting results for each group. All the regression estimates in Table 1 are significant at a \( p < 0.05 \) level. As one might expect, the two regression models with the lowest number of samples (Rising, \( n = 100 \) and Falling, \( n = 63 \)) have the smallest proportion of variation explained (0.82 < \( R^2 \) < 0.85) and more residual variance compared with the other regression models (\( R^2 > 0.94 \)).

![Figure 6. Hysteresis effect observed for five individual events of varying magnitude during the real-time monitoring period. (m³/s).](image-url)

| Calibration Dataset   | \( n \) | \( a_0 \)   | \( a_1 \)   | \( a_2 \)   | \( R^2 \) | \( MSE \) |
|-----------------------|--------|-------------|-------------|-------------|----------|----------|
| All                   | 455    | 6.1043      | 0.8492      | –0.0459     | 0.95     | 0.0766   |
| Base + Rising         | 391    | 5.8298      | 0.9125      | –0.0295     | 0.95     | 0.0669   |
| Base + Falling        | 354    | 6.0002      | 0.8357      | –0.0524     | 0.95     | 0.0684   |
| Baseflow              | 291    | 5.0926      | 0.9765      | –0.0006     | 0.94     | 0.0568   |
| Rising                | 100    | 7.1893      | 0.8060      | –0.0240 N   | 0.82     | 0.0929   |
| Falling               | 63     | 7.0563      | 0.7218      | –0.0313 N   | 0.85     | 0.0880   |

Notes: N Significant at \( p < 0.05 \) level. The rest of the parameters are significant at \( p < 0.01 \) level. \( n \) is sample size, \( MSE \) is mean square error of prediction (residual variance).

Based on the 95% prediction interval around regression model “All” (LOADEST model calibrated using all available USGS samples), as shown in Figure 3, the uncertainty bands grow larger around...
high flow conditions and become much narrower during low baseflow conditions. For the most part, the observed loading line is contained within (or close to the boundary) of the 95% prediction interval, except for one peak that occurs in June 2015.

3.4. Validation of Regression Analysis

The regression relationships were validated against observed (real-time sensor) loading data using the percent bias (PBIAS) and root mean square error (RMSE) of prediction. Note that PBIAS and RMSE of prediction were calculated for the whole real-time observation period (entire hydrograph) and at different stages of the hydrograph (i.e., baseflow, rising limb, and falling limb) (Figure 7). This assessment provides insight into what stages of the hydrograph are more uncertain and harder to predict.

![Figure 7](image.png)

Figure 7. Validation of LOADEST regression models at different stages of the hydrograph. On the x axis, “All” represents the regression model built by using all USGS grab samples. Subsequently B, R, and F denote “Baseflow”, “Rising”, and “Falling” models. B + F and B + R denote “Baseflow + Rising” and “Baseflow + Falling” models.

As illustrated by the top panel of Figure 7, all models underestimate nitrate loading in almost all sections of the hydrograph (except for falling limb of B and B + F models). This can also be seen in Figure 3, where the observed time series exceeded the average loading prediction of the “All” regression model throughout most of the monitoring period. It is interesting to note that during some periods (e.g., from January 2016 to March 2016), the observed nitrate loading line falls close to
the upper 95% prediction band of the regression model. The F model (model calibrated with only falling data) consistently showed higher errors (PBIAS and RMSE) compared with all other models, even when predicting falling conditions.

4. Discussion

4.1. Effect of Sampling Time on Storm Load Prediction

Judging by the PBIAS of predictions, the B model produced the most accurate predictions with the smallest PBIAS in all categories. However, considering the absolute error (as gauged by RMSE), the B model had comparable performance with R model for almost all validation categories. Note that B model had almost 3 times as many calibration samples as the R model ($n = 291$ vs. $n = 100$). The fact that R model, which was calibrated with only 100 (USGS) samples ($n = 100$), performed comparable to—or even better than—every other regression model at every validation category is an important finding. This finding supports our hypothesis that water quality samples collected over the whole range of flows/conditions do not always produce the most optimal regression model, as R model outperformed “All” model, which benefits from the most complete calibration dataset ($n = 455$).

The highest RMSE bars for each regression model with great consistency belong to validation during the rising limb of the hydrograph. This indicates that nitrate loads delivered through the rising limb are the most uncertain and hardest to predict. Looking at the lower panel of Figure 7, it could be said that all models predict baseflow conditions almost equally well. This suggests that if one’s interest is primarily in baseflow conditions, any calibration dataset would yield equally good prediction models.

Measurement uncertainty and its associated impact on model predictions (or other purposes) can be rarely found in the literature. It is stated by [37,38] that measurement uncertainty may be addressed by using various statistical approaches. However, the fundamental issue (concern) of measurement uncertainty cannot be properly resolved with insufficient data. In this study, nutrient data were measured on a daily temporal scale, which is the most detailed observation data available in the United States (and possibly around the world). Therefore, scientists and engineers can take advantage of the proposed work in more advanced applications in their future studies.

4.2. Effect of Hysteresis on Nitrate Load Estimation

The effect of storm events on nitrate loading may have different responses, depending on whether the watershed is a groundwater- or surface-dominated system and the availability and location of stored nitrate in the landscape [37–39]. In this study, one thing is clear: that changes in the hydrologic regime may affect the interactions between stream discharge and nitrate concentration, whereas the fate and transport of nitrate could also be affected consequently [40]. Previous studies have shown that small changes in year-to-year variations in antecedent soil moisture conditions may significantly affect the hydrochemistry in a watershed [40–42]. It has been reported [42] that nitrate concentration increases during storm events with dry antecedent conditions. As is evident from the positive hysteresis observed in this study (Figure 6), there is a dilution of nitrate on the rising limb of each storm event within the Greensboro watershed. Several researches have reported similar response for agricultural watersheds [43–45].

Figure 8 shows boxplots of storm nitrate concentration at different flow percentiles for all monitored storm events and demonstrates that median storm nitrate concentration decreases with increases in flow. The variation in storm nitrate concentration is more pronounced for midrange flows (30th–60th percentile) and less pronounced for low and high flows. Nitrogen loss is often computed as loads at the watershed outlet. Discharge at the watershed outlet is used by regression models such as LOADEST to estimate loads; in other words, nitrogen loss estimates are strongly influenced by discharge. However, due to the hysteresis effects, concentration becomes just as important during significant storm events so that loads cease to be predictable based on observed discharge.
Figure 8. Boxplots of storm nitrate concentration at different flow percentiles for all monitored storm events. The error bars and circles inside the colored boxes represent the median and mean of the data. The lower and upper edges of boxes represent 25th and 75th percentiles. The error bars outside the colored boxes represent the 10th and 90th percentiles, and the dots represent 5th and 95th percentiles.

4.3. Potential Impact on Correlated Applications

Effect of water-quality sampling techniques may have crucial impact on relevant studies in broader perspective. In recent years, water resources and environmental engineering subjects were mostly conducted by the approach of watershed modeling. Limited and valuable financial resources may be saved considerably, since the cost of trial-and-error approach via computers is a lot lower than actual implementations in the field. For example, the Conservation Effects Assessment Project (CEAP)–Wildlife was conducted by comparing nine financially applicable scenarios in the Western Lake Erie Basin [46–48]. Interactions between fish communities and nutrients (pollutants) were simulated and explored in sophisticated fashion. In addition, [49] validated current conditions of nutrients in the Great Lakes by comparing five independent watershed modeling projects [49]. Previous goals made in 1970s on nutrient reduction were examined with more advanced conservation scenarios and by using the latest technology. On the other hand, quality of measurement data used to conduct the corresponding projects was rarely examined in a proper manner [23]. It was stated in the literature that modeling results may be substantially altered by various sources of uncertainty such as model parameter, forcing inputs, operational structure, and measurement data [22,50]. Therefore, most of the currently available studies may require further investigation in the future.

5. Conclusions

In this study, the performance of the regression models was calibrated and evaluated by nitrate samples covering the entire range of the storm hydrograph versus the regression models, calibrated using a subset of the database covering specific hydrologic conditions. Throughout most of the monitoring period, the observed time series exceeded the average load predicted by all the regression models.
model at every validation category. The regression analysis tool, LOADEST, developed to conduct loadings estimation, does not account for changes in nitrate concentration at different stages of storm hydrographs, or for the nitrate hysteresis effect. In-situ measurement of nitrate in this study showed strong nitrate hysteresis with concentrations per unit flow higher in the rising limb than during the falling limb of storm hydrographs (clockwise). This resulted in loads estimated using nitrate concentrations measured on the rising limb to be higher than loads estimated from concentrations measured on the falling limb. Results derived in this study have indicated that nitrate loads delivered through the rising limb are the most uncertain source and may be difficult to be predict using regression models.

Given the complexity of hysteretic effects on water quality data, complex interactions among changing watershed conditions could lead to substantial nitrate flux uncertainty, based on periodic grab sample monitoring approaches. Therefore, in-situ sampling may be the most appropriate data source for estimating nitrate and other pollutant loadings affected by hysteresis effects. Scientists and engineers should take advantage of the proposed findings in future studies to enhance the quality of the associated decision making processes.
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