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ABSTRACT. We show for a compact set $E \subset \mathbb{R}^d$, $d \geq 4$, that if the Hausdorff dimension of $E$ is larger than $\frac{d}{2} + \frac{1}{3}$, then the set of congruence classes of triangles formed by triples of points of $E$ has nonempty interior. Here we understand the set of congruence classes of triangles formed by triples of points of $E$ as the set

$$\Delta_{\text{tri}}(E) = \{ (t, r, \alpha) : |x - z| = t, |y - z| = r \text{ and } \alpha = \alpha(x, z, y), x, y, z \in E \},$$

where $\alpha(x, z, y)$ denotes the angle formed by $x, y$ and $z$, centered at $z$. This extends the Mattila-Sjölin theorem that establishes a non-empty interior for the distance set instead of the set of congruence classes of triangles. These theorems can be thought of as refinements and extensions of the statements in the well known Falconer distance problem.

1. INTRODUCTION

The celebrated Falconer’s distance problem asks how large does the Hausdorff dimension of a compact set $E \subset \mathbb{R}^d$, $d \geq 2$, need to be to ensure that its distance set $\Delta(E) = \{ |x - y| : x, y \in E \}$ has positive Lebesgue measure. Falconer conjectured that if the Hausdorff dimension of $E$ is larger than $\frac{d}{2}$, then the distance set $\Delta(E)$ has positive Lebesgue measure. In 1985, Falconer showed in [7] that the previous result holds for any compact subset of $\mathbb{R}^d$ with Hausdorff dimension larger than $\frac{d}{2} + \frac{1}{3}$. The threshold was improved to $\frac{d}{2} + \frac{1}{3}$ by Wolff [32] for $d = 2$, and by Erdogan [6] for $d \geq 3$. For other improved results for Falconer’s distance set problem see [1] and [31]. The best known threshold when $d \geq 3$ is odd is $\frac{d^2}{2d-1}$. This was first achieved by Du, Guth, Ou, Wang, Wilson and Zhang [3] when $d = 3$ and generalized to all higher dimensions by Du and Zhang [5]. However, the best known threshold when restricting $d \geq 2$ to an even integer is $\frac{d}{2} + \frac{1}{4}$ obtained by Guth, Iosevich, Ou and Wang [17] when $d = 2$ and Du, Iosevich, Ou, Wang and Zhang [4] for higher even dimensions.

There are interesting variations of the Falconer distance problem, for instance, how large does the Hausdorff dimension of a compact set $E \subset \mathbb{R}^d$, $d \geq 2$, need to be to ensure that the set $T_2(E)$ of all the different triangles that can be determined by triples of points of $E$ has positive three-dimensional Lebesgue measure, where different refers to triangles which are non congruent. More precisely $T_2(E) := E \times E \times E/ \sim$, where $\sim$ denotes a congruence relation in $E \times E \times E$ given by

$$(x^1, x^2, x^3) \sim (y^1, y^2, y^3) \text{ if } y^i = \tau + Rx^i, i = 1, 2, 3,$$

where $R$ is an element of the orthogonal group $O(d)$, and $\tau$ is a translation in $\mathbb{R}^d$. This problem was first addressed in the case $d = 2$ by Greenleaf and Iosevich [10], where
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they showed that if $\dim_H(E) > \frac{7}{4}$, then $\mathcal{L}^3(T_2(E)) > 0$. Similar results for higher dimensions as well as $k$–point configurations were obtained in [9], [11] and [12].

If a subset $E \subset \mathbb{R}^d$ has nonempty interior, then it has positive Lebesgue measure, however the converse is not always true. Thus, we might ask a stronger version of the Falconer distance problem, that is, for a given compact set $E \subset \mathbb{R}^d$, how large does its Hausdorff dimension need to be to guarantee that its distance set contains an interval. This question was initially approached by Mattila and Sjölin in [28], where they proved that if for a given compact set $E \subset \mathbb{R}^d$, we have that $\dim_H(E) > \frac{d+1}{2}$, then $\Delta(E)$ has nonempty interior. This result is nowadays known as the Mattila-Sjölin theorem. Iosevich, Taylor and Mourgoglou [23] not only gave an alternative proof of the Mattila-Sjölin theorem, but they also concluded that the set $\Delta(E) = \{\|x - y\|_B : x, y \in E\}$ contains an interval where $\|\cdot\|_B$ denotes the metric induced by the norm defined by a bounded convex body $B$ with non-vanishing curvature. Greenleaf, Iosevich and Taylor [15] extended the Mattila-Sjölin theorem to more general 2–point configurations. Most recently, they upgraded their result to a general class of $k$–point configurations [16].

Consider a compact set $E \subset \mathbb{R}^d$. The classic side-angle-side rule, used to prove whether a given set of triangles are congruent allows us to conclude that there is a one-to-one correspondence between the set $T_2(E)$ and the set

$$\Delta_{\text{tri}}(E) = \{(t, r, \alpha) : |x - z| = t, |y - z| = r \text{ and } \alpha = \alpha(x, z, y), x, y, z \in E\},$$

where $\alpha(x, z, y)$ denotes the angle formed by $x$, $y$ and $z$, centered at $z$. We will show that if $E$ has a large enough Hausdorff dimension, then the set $\Delta_{\text{tri}}(E)$ has nonempty interior. We now state our main result.

**Theorem 1.1.** Let $E \subset \mathbb{R}^d$ be a compact set where $d \geq 4$. If $\dim_H(E) > \frac{2}{3}d + 1$, then $\Delta_{\text{tri}}(E)$ has nonempty interior.

In terms of sharpness we note that as the Mattila-Sjölin type theorem for triangles implies the corresponding Falconer type theorem we inherit the sharpness examples from the Falconer setting. For triangles there is the trivial sharpness example of $\frac{d}{2}$, see for example [10] which is inherited from the original Falconer distance problem, for if there are many triangles, there must be many distances. The only non-trivial sharpness example that exists for Falconer type theorems for triangles is a dimensional threshold of $\frac{3}{2}$ in the plane due to Erdoğan and Iosevich which appeared in [11]. As our result is only in dimensions 4 and higher we are left with a gap between the dimensional threshold of $\frac{2}{3}d + 1$ and the trivial sharpness example up to the threshold $\frac{d}{2}$. In the setting of the original Mattila-Sjölin theorem the situation is similar, the only sharpness examples that are known are those that come from the Falconer distance problem.

With the lack of sharpness examples for the Mattila-Sjölin type theorems that differ from those that arise for the Falconer type theorems, one might wonder if in fact one should expect the same dimensional thresholds for the two questions. Despite lack of evidence in the Euclidean setting, there is evidence in the finite field setting that the thresholds may differ. Murphy, Petridis, Pham, Rudnev and Stevens [30] proved that if $E \subset \mathbb{F}_q^2$, $q$ prime, and the cardinality of $E$ is greater than $Cq^{\frac{3}{4}}$, that is $|E| \geq Cq^{\frac{3}{4}}$, for some $C > 0$, then its distance set $\Delta(E)$ contains a positive proportion of $\mathbb{F}_q$. This result can be thought of as an analogue to a Falconer type result. Murphy and Petridis [29]
proved that if \( E \subset \mathbb{R}^2 \) and \( |E| \approx q^{4} \), then one cannot, in general, expect the distance set to contain all \( \mathbb{F}_q \), which can be thought of as the impossibility of a Mattila-Sjölin type result. Yet Iosevich and Rudnev [25] proved that if \( E \subset \mathbb{R}^d, d \geq 2 \), such that \( |E| \gtrsim q^{\frac{d+1}{4}} \), then its distance set \( \Delta(E) \) contains all of \( \mathbb{F}_q \) which establishes a Mattila-Sjölin type result at this higher threshold.

We now return to some consequences of our main theorem. Let \( \mu \) be a Frostman probability measure supported on \( E \), so \( \mu(B(x,r)) \leq c_\mu r^s \) for some \( s > 0 \) and for all \( x \in \mathbb{R}^d, r > 0 \). By Frostman’s Lemma the parameter \( s \) can be taken all the way up to (but not including) \( \dim_H(E) \). We can now define a measure \( \delta(\mu) \) on \( \Delta_{\text{tri}}(E) \) by setting, for any continuous function \( h \),

\[
\int h(t, r, \alpha) \delta(\mu)(t, r, \alpha) = \int \int \int h(|x-z|, |y-z|, \alpha(x, z, y)) d\mu(x) d\mu(y) d\mu(z).
\]

Thus \( \delta(\mu) \) is the image of \( \mu \times \mu \times \mu \) under the map \( (x, y, z) \to (|x-z|, |y-z|, \alpha(x, z, y)) \). For a smooth compactly supported function \( f \), \( \delta(f) \) is also a function given by

\[
\delta(f)(t, r, \alpha) = \int \int f(z + tx) f(z + ry) f(z) t^{d-1} s^{d-1} d\sigma_\alpha(x, y) dz
\]

which resembles the associated spherical means used in [26]. The measure \( d\sigma_\alpha \) given in the right hand side of (2) denotes the normalized surface area measure over the surface

\[
\{(x, y) \in \mathbb{R}^{2d} : |x| = |y| = 1 \text{ and } y = g_\alpha x\}
\]

where \( g_\alpha \in O(d) \) denotes some rotation by the angle \( \alpha \). To show this note

\[
\int g(t, r, \alpha) d\delta(f)(t, r, \alpha) = \int \int \int g(|x-z|, |y-z|, \alpha(x, z, y)) f(x) f(y) f(z) t^{d-1} s^{d-1} d\mu(x) d\mu(y) d\mu(z),
\]

for any continuous function \( g \) with compact support. By a change of variables we have

\[
\int g(t, r, \alpha) d\delta(f)(t, r, \alpha) = \int \int \int g(|x|, |y|, \alpha(z + x, z, z + y)) f(z + x) f(z + y) f(z) dx dy dz
\]

and thus, by using polar coordinates we obtain

\[
\int g(t, r, \alpha) d\delta(f)(t, r, \alpha) = \int \int (\int f(z + tx) f(z + ry) f(z) t^{d-1} s^{d-1} d\sigma_\alpha(x, y) dz) dtdrd\alpha.
\]

The authors in [18] showed that if a compact set \( E \subset \mathbb{R}^d, d \geq 2 \), has a Hausdorff dimension greater than \( d - 1 \), then any angle \( \alpha \in [0, \pi] \) can be formed by triples of points of \( E \). Therefore, the set of angles formed by triples of points of \( E \) has nonempty interior. The following corollary, which is an immediate consequence of our main result, establishes a related result.

**Corollary 1.2.** Let \( E \subset \mathbb{R}^d \) be a compact set where \( d \geq 4 \). If \( \dim_H(E) > \frac{2}{3} d + 1 \), then the angles set
\[ A(E) = \{ \alpha(x, z, y) : x, y, z \in E \text{ distinct} \}, \]

where \( \alpha(x, z, y) \) denotes the angle formed by \( x, y \) and \( z \), centered at \( z \), has nonempty interior.

Thus for sets of dimension greater than \( \frac{2}{3}d + 1 \) one can guarantee lots of angles, we emphasize though that we can’t say which angles are guaranteed to arise which is weaker than the statements in [18]. For Falconer type theorems on the Lebesgue measure of the angle set \( A(E) \) being positive see [21, 24].

For completeness we point out the following incidence estimate as a consequence of our main result.

**Corollary 1.3.** Let \( E \subset \mathbb{R}^d \) be a compact set where \( d \geq 4 \) and \( \mu \) a Frostman probability measure supported on \( E \), meaning \( \mu(B(x, R)) \leq c \mu R^s \) for all \( x \in \mathbb{R}^d, R > 0 \). If \( \dim_H(E) > \frac{2}{3}d + 1 \), then for all \( 0 < \varepsilon < t, r, \alpha \) such that \( \alpha + \varepsilon < \frac{\pi}{2} \),

\[
\mu \times \mu \times \mu \left( \{(x, y, z) : t \leq |x - z| \leq t + \varepsilon, r \leq |y - z| \leq r + \varepsilon, \alpha \leq \alpha(x, y, z) \leq \alpha + \varepsilon \} \right) \leq \tilde{C}(t, r, \alpha) \varepsilon^3.
\]

Stronger results were obtained in [9, 10]. For sharpness in incidence estimates see [2] and the references contained therein.

1.1. **Contributions of this work:** As a consequence of the result given by the authors in [16], we have that for a compact set \( E \subset \mathbb{R}^d \), if \( \dim_H(E) > \frac{2d+3+\beta}{3} \), then the 3−point \( \Phi \)-configuration,

\[
\triangle_\Phi(E) := \{ \phi(x_1, x_2, x_3) : x_1, x_2, x_3 \in E \} \subset \mathbb{R}^3,
\]

has nonempty interior. Here \( \beta \geq 0 \), and \( \Phi : E \times E \times E \to T \subset \mathbb{R}^3 \) must satisfy some given conditions. It is not easy to see if there is a map \( \Phi : E \times E \times E \to \Delta_\mu(E) \) that satisfies all the conditions given in [16], but even if we were able to define such a map the threshold obtained would not be smaller than \( \frac{2}{3}d + 1 \). In fact, \( \frac{2}{3}d + 1 \) is the best threshold we could expect from [16].

1.2. **Overview of result:** We build on the techniques used by Iosevich and Liu in [19], where they proved the existence of a value \( s_{d,\mu} < d \), such that for a compact set \( E \subset \mathbb{R}^d \), \( d \geq 4 \), with \( \dim_H(E) > s_{d,\mu} \), the set \( E \) contains 3−point configurations that form an equilateral triangle. Recently, Iosevich and Maygar [20] showed a similar result for simplices.

For the proof of our main result consider \( \varepsilon > 0 \) and define \( \mu_\varepsilon := \mu \ast \phi_\varepsilon \), where \( \phi_\varepsilon = \varepsilon^{-d} \phi \left( \frac{\cdot}{\varepsilon} \right) \) and \( \phi \in C_0^\infty \) is supported in the unit ball with \( \int \phi = 1 \). The proof will be done in the following steps:

- **Step 1:** Due to we have that \( \delta(\mu_\varepsilon) \to \delta(\mu) \) weakly as long as \( \mu_\varepsilon \to \mu \) weakly, we only need to show that \( \delta(\mu_\varepsilon) \) converges (strongly) to a continuous function. This will be done by following the general approach of [23], that is, we will express \( \delta(\mu_\varepsilon)(t, r, \alpha) \) as

\[
\delta(\mu_\varepsilon)(t, r, \alpha) = M(t, r, \alpha) + R_\varepsilon(t, r, \alpha),
\]
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## 2. Proof of Theorem 1.1

For our purpose it is convenient to ensure that we can extract three suitable subsets of $E$ disjoint from each other. To accomplish this stated goal, we have the following result which will be proved in section 6.

**Lemma 2.1.** Let $\mu$ be a Frostman probability measure on $E \subset \mathbb{R}^d$, with Hausdorff dimension greater than $\frac{2}{3}d + 1$, then there are positive constants $c_1, c_2, c_3, c_4$ and $E_1, E_2, E_3$ subsets of $E$, such that

(i) $\mu(E_i) \geq c_1 > 0$, for $i = 1, 2, 3$.

(ii) $\max \{\inf \{\|x_k - y_k\| : x \in E_i, y \in E_j \text{ and } i \neq j\} \rangle \geq c_2 > 0$, for $i, j = 1, 2, 3$.

(iii) $0 < c_3 \leq \alpha(x, z, y) \leq c_4 < \frac{\pi}{2}$, for $x \in E_1$, $y \in E_2$ and $z \in E_3$.

Let $E_1, E_2$ and $E_3$ be subsets of $E$ as in Lemma 2.1, and let $\mu_1, \mu_2$ and $\mu_3$ be restrictions of $\mu$ to the sets $E_1, E_2$ and $E_3$, respectively. The standard proof is given in terms of $E$ and $\mu$, but it is clear that the proof also works for $E_i$ and $\mu_i$, $i = 1, 2, 3$.

**Remark 2.2.** We are interested in non-degenerate triangles, so Lemma 2.1 allow us to ensure that the set of $t$’s, $r$’s and $\alpha$’s can be bounded above and below by positive constants. The reason why we need the set of $\alpha$’s to be bounded away from $\frac{\pi}{2}$ is because we do not know how to estimate the decay of the Fourier transform of the surface measure $\sigma_\alpha$. (See proof of Lemma 3.1).

### 2.1. Proof of Step 1:

From (2) we have

$$\delta(\mu_\varepsilon)(t, r, \alpha) = \int \int \mu_\varepsilon(z + tx) \mu_\varepsilon(z + ry) \mu_\varepsilon(z) t^{d-1} r^{d-1} d\sigma_\alpha(x, y) dz.$$ 

By the Fourier inversion formula

$$\delta(\mu_\varepsilon)(t, r, \alpha) = \int \int \int \hat{\mu_\varepsilon}(\xi) e^{2\pi i \xi \cdot z} \hat{\mu_\varepsilon}(\eta) e^{2\pi i \eta \cdot (z + ty)} \hat{\mu_\varepsilon}(\zeta) e^{2\pi i \zeta \cdot (z + tx)} t^{d-1} r^{d-1} d\sigma_\alpha(x, y) d\xi d\zeta d\eta$$

$$= \int \int \int \hat{\mu_\varepsilon}(\xi) \hat{\mu_\varepsilon}(\eta) e^{2\pi i \xi \cdot z} e^{2\pi i \eta \cdot (z + ty)} e^{2\pi i \zeta \cdot (z + tx)} t^{d-1} r^{d-1} d\sigma_\alpha(x, y) d\xi d\zeta d\eta$$

$$= \int \int \hat{\mu_\varepsilon}(\xi) \hat{\mu_\varepsilon}(\eta) e^{2\pi i \xi \cdot z} e^{2\pi i \eta \cdot (z + ty)} \hat{\sigma_\alpha}(-t\xi, -r\eta) t^{d-1} r^{d-1} d\xi d\zeta d\eta$$

due to

$$e^{2\pi i (z, z) \cdot (\xi, \eta, \zeta)} = \delta(\xi + \eta + \zeta)$$
we have
\[\delta(\mu_\varepsilon)(t, r, \alpha) = \iint \widehat{\mu}_\varepsilon(-\xi - \eta)\widehat{\mu}_\varepsilon(\xi)\widehat{\mu}_\varepsilon(\eta)\widehat{\sigma}_\alpha(-t\xi, -r\eta)t^{d-1}r^{d-1}d\xi d\eta,\]

and because of \(\mu_\delta = \mu * \phi_\delta\), the last equation can be expressed as
\[\delta(\mu_\varepsilon)(t, r, \alpha) = \iint \widehat{\mu}(-\xi - \eta)\widehat{\mu}(\xi)\widehat{\mu}(\eta)\widehat{\sigma}_\alpha(-t\xi, -r\eta)t^{d-1}r^{d-1}d\xi d\eta\]
\[-\iint \widehat{\mu}(-\xi - \eta)\left[1 - \widehat{\phi}_\varepsilon(-\xi - \eta)\widehat{\phi}_\varepsilon(\xi)\widehat{\phi}_\varepsilon(\eta)\right]\widehat{\mu}(\xi)\widehat{\mu}(\eta)\widehat{\sigma}_\alpha(-t\xi, -r\eta)t^{d-1}r^{d-1}d\xi d\eta.\]

Let
\[M(t, r, \alpha) := \iint \widehat{\mu}(-\xi - \eta)\widehat{\mu}(\xi)\widehat{\mu}(\eta)\widehat{\sigma}_\alpha(-t\xi, -r\eta)t^{d-1}r^{d-1}d\xi d\eta\]

and
\[R_\varepsilon(t, r, \alpha) := -\iint \widehat{\mu}(-\xi - \eta)\left[1 - \widehat{\phi}_\varepsilon(-\xi - \eta)\widehat{\phi}_\varepsilon(\xi)\widehat{\phi}_\varepsilon(\eta)\right]\widehat{\mu}(\xi)\widehat{\mu}(\eta)\widehat{\sigma}_\alpha(-t\xi, -r\eta)t^{d-1}r^{d-1}d\xi d\eta.\]

### 2.2. Proof of Step 2

**Proposition 2.3.** For \(R > 0\) we have
\[\iint_{|\xi|,|\eta|>R} |\widehat{\mu}(\xi + \eta)||\widehat{\mu}(\xi)||\widehat{\mu}(\eta)||\widehat{\sigma}_\alpha(t\xi, r\eta)||t^{d-1}r^{d-1}d\xi d\eta| \lesssim \widehat{C}(t, r, \alpha)R^{-\frac{3s-2d-3}{2}},\]

where \(\widehat{C}(t, r, \alpha) = C_1(\alpha)\max\{t, r\}^{-\frac{s}{2}+\frac{d}{4}},\) and \(C_1(\alpha)\) is an integrable function.

Proof of Proposition 2.3 can be found in Section 2. To show that \(R_\varepsilon(t, r, \alpha) \to 0\) as \(\varepsilon \to 0\), note
\[|R_\varepsilon(t, r, \alpha)| \leq \iint_{|\xi|,|\eta|>\frac{r}{2\varepsilon}} |\widehat{\mu}(\xi + \eta)||\widehat{\mu}(\xi)||\widehat{\mu}(\eta)||\widehat{\sigma}_\alpha(t\xi, r\eta)||t^{d-1}r^{d-1}d\xi d\eta.|\]

Therefore, by Proposition 2.3 we have
\[|R_\varepsilon(t, r, \alpha)| \lesssim \widehat{C}(t, r, \alpha)(2\varepsilon)^{\frac{3s-2d-3}{2}}.\]

Then \(\lim_{\varepsilon \to 0} R_\varepsilon(t, r, \alpha) = 0\) if \(s > \frac{2d}{3} + 1\).

To show that \(M(t, r, \alpha)\) is continuous consider \(R > 0\) and note that if \(|\xi|, |\eta| > R\), then by Lemma 3.1 (See proof of Proposition 2.3 below) the integrand of \(M(t, r, \alpha)\) is bounded by an \(L^1\) function. If \(|\xi|, |\eta| \leq R\), then the compactness of \(S^{2d-1}\) and the fact that \(\widehat{\sigma}_\alpha(-t\xi, -r\eta)\) is given in terms of local coordinates, we have that the integrand of \(M(t, r, \alpha)\) is also be bounded by an \(L^1\) function.
Moreover, due to $\tilde{\sigma}_\alpha(-t\xi, -r\eta) = \int e^{-2\pi i U_\alpha(-t\xi, -r\eta)} du_1 du_1' du'$, where $U_\alpha$ is a local parametrization (see proof of Lemma 2.1 below) given by

$$U_\alpha = \left( u_1, u', 1 - \frac{|u|^2}{2}; \sin(\alpha) + \cos(\alpha)u_1 + \cot(\alpha)(u' \cdot v') - \frac{1}{2\sin(\alpha)}|v'|^2 - \frac{\cos^2(\alpha)}{2\sin(\alpha)}|u'|^2 \right. $$

$$\left. - \frac{\sin(\alpha)}{2} u_2^2, v', \cos(\alpha) - \sin(\alpha)u_1 - u' \cdot v' - \frac{\cos(\alpha)}{2}|v'|^2 - \frac{\cos(\alpha)}{2}u_2^2 \right),$$

the integrand of $M(t + h_1, r + h_2, \alpha + h_3)$ converges to the integrand of $M(t, r, \alpha)$ as $h_1$, $h_2$ and $h_3$ tend to zero. Therefore, by the Dominated Convergence Theorem it follows that $M(t, r, \alpha)$ is continuous.

### 3. Proof of Proposition 2.3

For the first part of the proof we follow the ideas given in [19]. Let $R$ be any positive number. We would like to show

$$\int \int |\mu(\xi + \eta)||\tilde{\mu}(\xi)||\tilde{\mu}(\eta)||\tilde{\sigma}_\alpha(t\xi, r\eta)||t^{d-1}r^{d-1}d\xi d\eta \lesssim \tilde{C}(t, r, \alpha)R^{-\left(\frac{3d+2d-3}{2}\right)}.$$

Where $\tilde{C}(t, r, \alpha) = C_1(\alpha)(\max\{t, r\})^{-\frac{1}{2}}t^{\frac{d}{2}}r^{\frac{d}{2}}$. To show (3) we will need the following

**Lemma 3.1.** Consider $0 < \alpha < \frac{\pi}{2}$, then

$$|\tilde{\sigma}_\alpha(\xi, \eta)| \leq C_1(\alpha)|\xi + g_\alpha \eta|^\frac{1}{2}|\xi|^{\frac{d-2}{4}}|\eta|^\frac{d-2}{4}(\sin(<\xi, \eta>))^{-\frac{d-2}{4}}$$

Where $g_\alpha \in O(d)$ is some rotation by $\alpha$, $C_1(\alpha)$ is an integrable function, and $<\xi, \eta>$ denotes the angle between $\xi$ and $\eta$.

In [19] the authors proved Lemma 3.1 for the case $\alpha = \frac{\pi}{2}$, their proof can be easily generalized to any $0 < \alpha < \frac{\pi}{2}$. For the sake of completeness the proof of Lemma 3.1 can be found in Section 4. Note that if $|\xi| + |\eta| \approx R^{2^j}$, then at least two of $|\xi|, |\eta|, |\xi + \eta|$ are $\approx R^{2^j}$. Thus we have the following cases,

**Case 1:** $|\xi| \approx |\eta| \approx R^{2^j}$.

By lemma 3.1

$$\int \int |\mu(\xi)||\tilde{\mu}(\eta)||\tilde{\mu}(\xi + \eta)||\tilde{\sigma}_\alpha(t\xi, r\eta)||t^{d-1}r^{d-1}d\xi d\eta \lesssim C(t, r, \alpha)R^{2d-2-j(d-2)} \int \int |\mu(\xi)||\tilde{\mu}(\eta)||\tilde{\mu}(\xi + \eta)||\xi + g_\alpha \eta|^\frac{1}{2}(\sin(<\xi, \eta>))^{-\frac{d-2}{4}}d\xi d\eta,$$
where \( C(t, r, \alpha) = C_1(\alpha)(\max\{t, r\})^{-\frac{1}{2}} t^{-\frac{d-2}{2}} r^{-\frac{d-2}{2}} \). Fix \( \eta \)

\[
\int_{|\xi| \approx R^2} |\hat{\mu}(\xi + \eta)||\xi + g_{\alpha \eta}|^{-\frac{1}{2}} (\sin(\langle \xi, \eta \rangle))^{-\frac{d-2}{2}} \, d\xi \lesssim \left( \int_{|\xi| \approx R^2} |\hat{\mu}(\xi + \eta)|^2 \, d\xi \right)^{\frac{1}{2}} \left( \int_{|\xi| \approx R^2} |\xi + g_{\alpha \eta}|^{-1} (\sin(\langle \xi, \eta \rangle))^{-\frac{d-2}{2}} \, d\xi \right)^{\frac{1}{2}}
\]

since \( \mu(B(x, r)) \lesssim r^s \), then \( \int_{|\xi| \approx R} |\hat{\mu}(\xi)|^2 \lesssim R^{d-s} \). Thus we have

\[
\int_{|\xi| \approx R^2} |\hat{\mu}(\xi + \eta)||\xi + g_{\alpha \eta}|^{-\frac{1}{2}} (\sin(\langle \xi, \eta \rangle))^{-\frac{d-2}{2}} \, d\xi \lesssim (R^2)^{\frac{d-s}{2}} \left( \int_{|\xi| \approx R^2} |\xi + g_{\alpha \eta}|^{-1} (\sin(\langle \xi, \eta \rangle))^{-\frac{d-2}{2}} \, d\xi \right)^{\frac{1}{2}}
\]

The following lemma is also proved in [19] for the case \( \alpha = \frac{\pi}{3} \) and it can be generalized for our purpose. The proof can be found in Section 5.

**Lemma 3.2.**

\[
\int_{|\xi| \approx R^2} |\xi + g_{\alpha \eta}|^{-1} (\sin(\langle \xi, \eta \rangle))^{-\frac{d-2}{2}} \, d\xi \lesssim (R^2)^{-1+d}.
\]

Thus by Lemma 3.2

\[
\int_{|\xi| \approx R^2} |\hat{\mu}(\xi + \eta)||\xi + g_{\alpha \eta}|^{-\frac{1}{2}} (\sin(\langle \xi, \eta \rangle))^{-\frac{d-2}{2}} \, d\xi \lesssim (R^2)^{\frac{2d-s-1}{2}}.
\]

Similarly, for \( \xi \) fixed we have

\[
\int_{|\eta| \approx R^2} |\hat{\mu}(\xi + \eta)||\xi + g_{\alpha \eta}|^{-\frac{1}{2}} (\sin(\langle \xi, \eta \rangle))^{-\frac{d-2}{2}} \, d\eta \lesssim (R^2)^{\frac{2d-s-1}{2}}.
\]
By Shur’s Test (see [3])

\[
\int\int_{|\xi| \approx |\eta| \approx R2^j} |\hat{\mu}(\xi)||\hat{\mu}(\eta)||\hat{\mu}(\xi + \eta)||\hat{\sigma}_\alpha(t\xi, r\eta)|d\xi d\eta
\]

\[
\lesssim C(t, r, \alpha)R^{-d-2-j(d-2)} (R2^j)^{2d-j(d-2)} \left( \int_{|\xi| \approx R2^j} |\hat{\mu}(\xi)|^2 d\xi \right)
\]

\[
\lesssim C(t, r, \alpha)R^{-\left(\frac{3d-2d-3}{2}\right)} 2^{-j\left(\frac{3d-2d-3}{2}\right)}
\]

and thus

\[
\int\int_{|\xi| \approx |\eta| \approx R2^j} |\hat{\mu}(\xi)||\hat{\mu}(\eta)||\hat{\mu}(\xi + \eta)||\hat{\sigma}_\alpha(t\xi, r\eta)||^{d-1} r^{d-1} d\xi d\eta
\]

\[
\lesssim 2^{d-1} r^{d-1} C(t, r, \alpha) R^{-\left(\frac{3d-2d-3}{2}\right)} 2^{-j\left(\frac{3d-2d-3}{2}\right)}.
\]

**Case 2:** $|\xi| \approx |\xi + \eta| \approx R2^j$.

In [19] the authors used the fact that $\alpha = \frac{\pi}{3}$ to reduce everything to case 1. We will decompose the domain of integration to find an upper bound. By Lemma 3.1 we have

\[
\int\int_{|\xi| \approx |\xi + \eta| \approx R2^j} |\hat{\mu}(\xi)||\hat{\mu}(\eta)||\hat{\mu}(\xi + \eta)||\hat{\sigma}_\alpha(t\xi, r\eta)| d\xi d\eta
\]

\[
\leq C_1(\alpha) \int\int_{|\xi| \approx |\xi + \eta| \approx R2^j} |\hat{\mu}(\xi)||\hat{\mu}(\eta)||\hat{\mu}(\xi + \eta)||t\xi + g_\alpha r\eta|^{-\frac{1}{2}} |t\xi|^{-\frac{d-2}{2}} |r\eta|^{-\frac{d-2}{2}} (\sin(<\xi, \eta>))^{-\frac{d-2}{2}} d\xi d\eta.
\]

The last expression is bounded by

(4) $C(t, r, \alpha) R^{\left(\frac{2d-4}{2}\right)} 2^{-j\left(\frac{2d-4}{2}\right)} \int\int_{|\xi| \approx |\xi + \eta| \approx R2^j} |\hat{\mu}(\xi)||\hat{\mu}(\eta)||\hat{\mu}(\xi + \eta)||\xi + g_\alpha \eta|^{-\frac{1}{2}} |\eta|^{-\frac{d-2}{2}} (\sin(<\xi, \eta>))^{-\frac{d-2}{2}} d\xi d\eta$

Where $C(t, r, \alpha) = C_1(\alpha)(\max\{t, r\})^{-\frac{1}{2}} t^{-\frac{d-2}{2}} r^{-\frac{d-2}{2}}$. Note that the integral above is equal to

\[
\int\int_{|\xi| \approx |\xi + \eta| \approx R2^j} |\hat{\mu}(\xi)||\hat{\mu}(\eta)||\hat{\mu}(\xi + \eta)||\xi + g_\alpha \eta|^{-\frac{1}{2}} |\eta|^{-\frac{d-2}{2}} (\sin(<\xi, \eta>))^{-\frac{d-2}{2}} d\xi d\eta
\]

\[
\frac{R2^j}{2^{j+1}} \leq |\eta| \leq 2R2^j
\]

\[
\sum_{k=3}^{j+1} \int\int_{\frac{R2^j}{2^{k+1}} \leq |\eta| \leq \frac{R2^j}{2^{k}}} |\hat{\mu}(\xi)||\hat{\mu}(\eta)||\hat{\mu}(\xi + \eta)||\xi + g_\alpha \eta|^{-\frac{1}{2}} |\eta|^{-\frac{d-2}{2}} (\sin(<\xi, \eta>))^{-\frac{d-2}{2}} d\xi d\eta.
\]
The first term of the sum above can be reduced to the Case 1: \(|\xi| \approx |\eta| \approx R2^j\), that is,

\[
\int \int |\hat{\mu}(\xi)||\hat{\mu}(\eta)||\hat{\mu}(\xi + \eta)| |\xi + g_\alpha \eta|^{-\frac{1}{2}} |\eta|^{-\frac{d-2}{2}} (\sin(<\xi, \eta>))^{-\frac{d-2}{2}} d\xi d\eta \\
|\xi| \approx |\xi + \eta| \approx R2^j \\
\frac{R2^j}{2} \leq |\eta| \leq 2R2^j
\]

\[
\lesssim C(t, r, \alpha) R^{(2-d)2^{-j(d-2)}(R2^j)^{\frac{d-s-1}{2}}(R2^j)^d}.
\]

For the other terms of the sum note that for each \(k\), \(\xi,\xi + \eta\) fixed we have

\[
\int |\hat{\mu}(\xi + \eta)||\xi + g_\alpha \eta|^{-\frac{1}{2}} |\eta|^{-\frac{d-2}{2}} (\sin(<\xi, \eta>))^{-\frac{d-2}{2}} d\eta \\
|\xi + \eta| \approx R2^j \\
\frac{R2^j}{2} \leq |\eta| \leq \frac{2R2^j}{2^k-1}
\]

\[
\lesssim \left( \frac{R2^j}{2^k-1} \right)^{\frac{d-s}{2}} \left( \frac{R2^j}{2^k-1} \right)^{\frac{d}{2}}
\]

where the last inequality follows from Lemma 3.2 Similarly for \(\eta\) fixed

\[
\int |\hat{\mu}(\xi + \eta)||\xi + g_\alpha \eta|^{-\frac{1}{2}} |\eta|^{-\frac{d-2}{2}} (\sin(<\xi, \eta>))^{-\frac{d-2}{2}} d\xi \\
|\xi + \eta| \approx R2^j \\
\frac{R2^j}{2} \leq |\eta| \leq \frac{2R2^j}{2^k-1}
\]

\[
\lesssim (R2^j)^{\frac{2d-s+1}{2}} \left( \frac{R2^j}{2^k-1} \right)^{\frac{d-2}{2}}
\]

Thus by Shur’s test we have

\[
\int \int |\hat{\mu}(\xi)||\hat{\mu}(\eta)||\hat{\mu}(\xi)||\hat{\mu}(\xi + \eta)| |\xi + g_\alpha \eta|^{-\frac{1}{2}} |\eta|^{-\frac{d-2}{2}} (\sin(<\xi, \eta>))^{-\frac{d-2}{2}} d\xi d\eta \lesssim (R2^j)^{\frac{d-s+1}{2}} \left( \frac{1}{2^k-1} \right)^{\frac{d+s}{4}} \left( \frac{R2^j}{2^k-1} \right)^{d-s}.
\]

Therefore (4) is bounded by

\[
C(t, r, \alpha) R^{\frac{3+2d-3s}{2}} \left[ 2^{-j(\frac{3s-2d-3}{2})} + 2^{-j(\frac{s-4}{4})} \sum_{k=0}^{j-2} 2^k(\frac{4+4d-5s}{4}) \right].
\]
Note that \( \frac{2d}{3} + 1 < \frac{4 + 4d}{5} \). Thus, if \( \frac{2d}{3} + 1 < s < \frac{4 + 4d}{5} \) we have

\[
\left| \sum_{j=0}^{n-1} \int \int_{|\xi|,|\eta|\approx R2^j} |\widehat{\mu}(\xi)| |\widehat{\mu}(\eta)| |\widehat{\mu}(\xi + \eta)| |\widehat{\sigma}_\alpha(t\xi, r\eta)| t^{d-1} r^{d-1} d\xi d\eta \right| \leq C(t, r, \alpha) R^{\frac{3+2d-3\alpha}{2}} \left[ 2^{-j(\frac{3+2d-3\alpha}{2})} + 2^{-j(\frac{s-2d}{4})} \sum_{k=0}^{j-2} 2^{k \left( \frac{4+4d-3\alpha}{4} \right)} \right]
\]

and thus

\[
\int \int_{|\xi|,|\eta|\approx R2^j} |\widehat{\mu}(\xi)| |\widehat{\mu}(\eta)| |\widehat{\mu}(\xi + \eta)| |\widehat{\sigma}_\alpha(t\xi, r\eta)| t^{d-1} r^{d-1} d\xi d\eta \leq t^{d-1} r^{d-1} C(t, r, \alpha) R^{-\frac{3+2d-3\alpha}{2}} j^{-j(\frac{s-2d}{4})}
\]

If \( \frac{4 + 4d}{5} < s \) we have

\[
\left| \sum_{j=0}^{n-1} \int \int_{|\xi|,|\eta|\approx R2^j} |\widehat{\mu}(\xi)| |\widehat{\mu}(\eta)| |\widehat{\mu}(\xi + \eta)| |\widehat{\sigma}_\alpha(t\xi, r\eta)| t^{d-1} r^{d-1} d\xi d\eta \right| \leq C(t, r, \alpha) R^{\frac{3+2d-3\alpha}{2}} j^{-j(\frac{s-2d}{4})}
\]

and thus

\[
\int \int_{|\xi|,|\eta|\approx R2^j} |\widehat{\mu}(\xi)| |\widehat{\mu}(\eta)| |\widehat{\mu}(\xi + \eta)| |\widehat{\sigma}_\alpha(t\xi, r\eta)| t^{d-1} r^{d-1} d\xi d\eta \leq t^{d-1} r^{d-1} C(t, r, \alpha) R^{-\frac{3+2d-3\alpha}{2}} j^{-j(\frac{s-2d}{4})}
\]

**Case 3:** \( \eta \approx |\xi + \eta| \approx R2^j \). This case is similar to case 2.

Therefore, in any of the previous cases we have

\[
\int \int_{|\xi|,|\eta|> R} |\widehat{\mu}(\xi)| |\widehat{\mu}(\eta)| |\widehat{\mu}(\xi + \eta)| |\widehat{\sigma}_\alpha(t\xi, r\eta)| t^{d-1} r^{d-1} d\xi d\eta \leq t^{d-1} r^{d-1} C(t, r, \alpha) R^{-\frac{3+2d-3\alpha}{2}} j^{-j(\frac{s-2d}{4})},
\]

if \( s > \frac{2d}{3} + 1 \).

### 4. Proof of Lemma 3.1

As we mentioned above, the proof of this lemma can be found in [19], where the authors worked the case \( \alpha = \frac{\pi}{2} \). They followed the ideas given in [9], where it was proved that \( |\widehat{\sigma}(\xi, \eta)| \lesssim (1 + |\xi| + |\eta|)^{-\frac{(d-1)}{2}} \). Throughout the proof we will denote
\( x = (x_1, x'_1, x_d) \in \mathbb{R}^d \), where \( x' \in \mathbb{R}^{d-2} \) and \( x_1, x_d \in \mathbb{R} \). Due to the invariance of \( \sigma_\alpha \) and partition of unity we just consider a neighborhood of the vectors \( x^0 = (0, 0', 1) \) and \( y^0 = (\sin(\alpha), 0', \cos(\alpha)) \). Consider the local coordinates on \( S^{d-1} \) around \( x^0 \) and \( y^0 \) respectively,

\[
x(u) = \left( u, 1 - \frac{|u|^2}{2} \right) + O(|u|^3), \quad \text{and}
\]

\[
y(v) = \left( \sin(\alpha) + v_1, \cos(\alpha) - \tan(\alpha)v_1 - \frac{\sec^3(\alpha)}{2}v_1^2 - \frac{\sec(\alpha)}{2}|v'|^2 \right) + O(|v|^3),
\]

where \( u = (u_1, u') \in \mathbb{R}^{d-1} \), \( v = (v_1, v') \in \mathbb{R}^{d-1} \) and \(|u|, |v| < \varepsilon\). Note that \( x^0 \cdot y^0 = \cos(\alpha) \), but

\[
x(u) \cdot y(v) - \cos(\alpha) = u_1 \sin(\alpha) + u_1v_1 + u' \cdot v' - \tan(\alpha)v_1
\]

\[
- \frac{\sec^3(\alpha)}{2}v_1^2 - \frac{\sec(\alpha)}{2}|v'|^2 - \cos(\alpha)\frac{|u|^2}{2} + O(|u, v|^3) = 0
\]

where the last equality is possible if and only if

\[
(\tan(\alpha) - u_1)v_1 + \frac{\sec^3(\alpha)}{2}v_1^2 = u_1 \sin(\alpha) + u'v' - \frac{\sec(\alpha)}{2}|v'|^2 - \cos(\alpha)\frac{|u|^2}{2} + O(|u, v|^3).
\]

By the implicit function theorem in one variable,

\[
a_1s + a_2s^2 = t \Rightarrow s = a_1^{-1}t - a_1^{-3}a_2t^2 + O(t^3), \text{ as } s, t \to 0.
\]

Then, solving \( v_1 \) in terms of \( u_1, u' \) and \( v' \) we have

\[
v_1 = \frac{1}{\tan(\alpha)} \left( \sum_{k=0}^{\infty} \left( \frac{u_1}{\tan(\alpha)} \right)^k \right) \left( u_1 \sin(\alpha) + u' \cdot v' - \frac{\sec(\alpha)}{2}|v'|^2 - \cos(\alpha)\frac{|u|^2}{2} \right)
\]

\[
- \frac{1}{\tan^3(\alpha)} \left( \sum_{k=0}^{\infty} \left( \frac{u_1}{\tan(\alpha)} \right)^k \right)^3 \left( \frac{\sec^3(\alpha)}{2} \right) \left( u_1 \sin(\alpha) + u' \cdot v' - \frac{\sec(\alpha)}{2}|v'|^2 - \cos(\alpha)\frac{|u|^2}{2} \right)^2
\]

\[
v_1 = \cos(\alpha)u_1 + \cot(\alpha)(u_1v' - \frac{1}{2\sin(\alpha)}|v'|^2 - \frac{\cos^2(\alpha)}{2\sin^2(\alpha)}|u'|^2 - \frac{\sin(\alpha)}{2}u_1^2) + O(|u, v|^3).
\]

Thus, a neighborhood of \((x^0, y^0)\) can be parameterized as

\[
U_\alpha = \left( u_1, u'_1, 1 - \frac{|u|^2}{2} \right)\sin(\alpha) + \cos(\alpha)u_1 + \cot(\alpha)(u'_1v' - \frac{1}{2\sin(\alpha)}|v'|^2 - \frac{\cos^2(\alpha)}{2\sin^2(\alpha)}|u'|^2
\]

\[
- \frac{\sin(\alpha)}{2}u_1^2, v', \cos(\alpha) - \sin(\alpha)u_1 - u'_1v' - \frac{\cos(\alpha)}{2}|u'|^2 - \frac{\cos(\alpha)}{2}u_1^2
\]

modulo \( O(|u, v|^3) \). Then, the Fourier transform of the measure \( \sigma_\alpha \) can be written as

\[
\hat{\sigma}_\alpha(\xi, \eta) = \int e^{-2\pi i U_\alpha(\xi, \eta)} du_1 du'_1 d'v'v',
\]

by invariance assume \((u, u', v') = (0, 0', 0')\) is a critical point, if there is any. Thus, the gradient of the phase function \( U_\alpha \cdot (\xi, \eta) \) is given by

\[
\frac{\partial}{\partial u_1} = \xi_1 - u_1\xi_d + \cos(\alpha)\eta_1 - \sin(\alpha)u_1\eta_1 - \sin(\alpha)\eta_d - \cos(\alpha)u_1\eta_d
\]
\[
\frac{\partial}{\partial u} = \xi' - u'\xi_d + \cot(\alpha)v'\eta_1 - \frac{\cos^2(\alpha)}{\sin(\alpha)}u'\eta_1 - v'\eta_d + \cos(\alpha)u'\eta_d
\]

\[
\frac{\partial}{\partial v'} = \cot(\alpha)u'\eta_1 - \frac{1}{\sin(\alpha)}v'\eta_1 + \eta' - u'\eta_d
\]

and the Hessian is given by

\[
(-\xi_d - \sin(\alpha)\eta_1 - \cos(\alpha)\eta_d) \bigoplus_{2}^{d-1} \left( \begin{array}{cc} -\xi_d - \frac{\cos^2(\alpha)}{\sin(\alpha)}\eta_1 + \cos(\alpha)\eta_d & \cot(\alpha)\eta_1 - \eta_d \\ \cot(\alpha)\eta_1 - \eta_d & -\frac{1}{\sin(\alpha)}\eta_1 \end{array} \right).
\]

Due to \((u, u', v') = (0, 0', 0')\) is a critical point, it follows that

(6) \[\xi_1 + \cos(\alpha)\eta_1 - \sin(\alpha)\eta_d = 0 \text{ and } \xi' = \eta' = 0.\]

This implies 

\[-\xi_d - \frac{\cos^2(\alpha)}{\sin(\alpha)}\eta_1 + \cos(\alpha)\eta_d = -\xi_d + \frac{\cos(\alpha)}{\sin(\alpha)}\xi_1 \text{ and } \cot(\alpha)\eta_1 - \eta_d = -\frac{1}{\sin(\alpha)}\xi_1.\]

Thus the Hessian is given by

\[
(-\xi_d - \sin(\alpha)\eta_1 - \cos(\alpha)\eta_d) \bigoplus_{2}^{d-1} \left( \begin{array}{cc} \xi_1 \text{ and } \cot(\alpha)\eta_1 - \eta_d & -\frac{1}{\sin(\alpha)}\xi_1 \\ -\frac{1}{\sin(\alpha)}\xi_1 & -\frac{1}{\sin(\alpha)}\eta_1 \end{array} \right).
\]

Therefore the determinant of the Hessian is given by

\[
|\xi_d + \sin(\alpha)\eta_1 + \cos(\alpha)\eta_d| \left| \begin{array}{cc} -\xi_d + \frac{\cos(\alpha)}{\sin(\alpha)}\xi_1 & -\frac{1}{\sin(\alpha)}\eta_1 \\ -\frac{1}{\sin(\alpha)}\eta_1 & -\frac{1}{\sin(\alpha)}\xi_1 \end{array} \right|^{d-2}
\]

by (6)

\[
= |\xi_d + \sin(\alpha)\eta_1 + \cos(\alpha)\eta_d| \left| \begin{array}{cc} \frac{1}{\sin(\alpha)}\eta_1 & \frac{1}{\sin(\alpha)}\xi_1 \end{array} \right|^{d-2}
\]

Due to \(\xi' = \eta' = 0\) we might assume that \(\xi, \eta \in \mathbb{R}^2\), thus the last expression is equal to

\[
C \left| \frac{1}{\sin(\alpha)} \right|^{d-2} |\xi_d + \sin(\alpha)\eta_1 + \cos(\alpha)\eta_d| \left| \xi \right|^{d-2} \left| \eta \right|^{d-2} \left| \frac{\sin(<\xi,\eta>)}{2} \right|^{d-2}.
\]

Let (6) be the first component of a vector in \(\mathbb{R}^2\) and let the first factor of the determinant of the Hessian be the second component of such vector,

\[
\left( \begin{array}{cc} \xi_1 + \cos(\alpha)\eta_1 - \sin(\alpha)\eta_d \\ \xi_d + \sin(\alpha)\eta_1 + \cos(\alpha)\eta_d \end{array} \right) = \xi + g_\alpha \eta,
\]

where \(g_\alpha \in O(d)\) is some rotation by \(\alpha\). Thus, by stationary phase (see (32)) we have

\[
|\hat{s}(\xi, \eta)| \leq C_1(\alpha) \left| \xi + g_\alpha \eta \right| \left| \frac{1}{2} \xi \right|^{\frac{d-2}{2}} \left| \eta \right|^{\frac{d-2}{2}} \left| \sin(<\xi, \eta>) \right|^{\frac{d-2}{2}}.
\]

Where \(C_1(\alpha) = C \left| \frac{1}{\sin(\alpha)} \right|^{-\frac{d-2}{2}}\).
5. Proof of Lemma 3.2

Case 1: If $1 \ll < \xi, \eta >$ and $R^2j \approx |\xi| \ll |\xi + g_\alpha \eta|$ then the result is immediate.

Case 2: If $< \xi, \eta >$ is small and $(R^2j)^{-1} \approx |\xi|^{-1} \approx |\xi + g_\alpha \eta|^{-1}$. By using polar coordinates we have

$$\int_{|\xi| \approx R^2j} |\xi + g_\alpha \eta|^{-1}(\sin(< \xi, \eta >))^{-(d-2)}d\xi \lesssim (R^2j)^{-1+d} \int_{\mathbb{S}^{d-1}} (\sin(< \omega, \eta >))^{-(d-2)}d\omega_{d-1} = 2\pi (R^2j)^{-1+d}.$$

Case 3: $|\xi + g_\alpha \eta|$ is small. Due to $|\xi| \approx |\eta|$, then $1 \ll < \xi, \eta >$. Thus

$$\int_{|\xi| \approx R^2j} |\xi + g_\alpha \eta|^{-1}(\sin(< \xi, \eta >))^{-(d-2)}d\xi \lesssim \int_{|\xi| \leq R^2j} |\xi|^{-1}d\xi \lesssim (R^2j)^{-1+d},$$

where $\zeta = \xi + g_\alpha \eta$.

6. Proof of Lemma 2.1

A result similar to Lemma 2.1 was given by Iosevich, Mourgoglou and Senger (See Lemma 2.1 in [22]), where the authors show the existence of two subsets that satisfy (i) and (ii). We will adapt their proof and see that (iii) follows immediately from the construction (see Figure 1) given below.

We will use a stopping time argument. Consider the unit cube $[0, 1]^d$ in $\mathbb{R}^d$, and let $C_\mu$ be the constant in the Frostman condition $\mu(B(x, r)) \leq C_\mu r^{s}$, for all $x \in \mathbb{R}^d$ and $r > 0$. Moreover, without lost of generality we may assume that $C_\mu > 1$.

Lets subdivide the unit cube $[0, 1]^d$ into $4^d$ smaller cubes with side-length $1/4$. Let $\Omega_k$, $1 \leq k \leq 2^d$, be the collection of $2^d$ sub-cubes such that no two cubes of the same collection touch each other. By pigeon hole principle at least one of the collections $\Omega_k$ has measure greater or equal to $\frac{1}{2^d}$, that is,

$$\mu \left( \bigcup_{Q \in \Omega_k} Q \right) \geq \frac{1}{2^d} \text{ for some } k.$$

Thus we have the following cases

1. If there are three cubes in the collection $\Omega_k$, say $Q_1$, $Q'_1$ and $Q'_{1''}$, such that $\mu(Q_1)$, $\mu(Q'_1)$ and $\mu(Q'_{1''})$ are greater or equal to $\frac{c}{2^d}$, for some $c > 0$, then we are done.
(2) If there are only two cubes in the collection $\Omega_k$, say $Q_1$ and $Q'_1$ such that both $\mu(Q_1)$ and $\mu(Q'_1)$ are greater or equal to $\frac{c}{2^d}$, for some $c > 0$, then we have the following subcases

(a) If $c \geq 1$, then clearly we have $\mu(Q_1) \geq \frac{1}{2^d}$, and we repeat the same procedure on the cube $Q_1$.

(b) If $c < 1$, then for at least one of the cubes, say $Q_1$ we must have $\mu(Q_1) \geq \frac{1}{2^d} + 1$, and we repeat the same procedure on the cube $Q_1$. Otherwise, if we had $0 < \mu(Q_1), \mu(Q'_1) < \frac{1}{2^d}$, then

$$
\mu \left( \bigcup_{Q \in \Omega_k \setminus \{Q_1, Q'_1\}} Q \right) > 0.
$$

Thus, there must be a cube in $\Omega_k \setminus \{Q_1, Q'_1\}$ with positive $\mu$ measure, and we have case (1).

(3) If there is only one cube in the collection $\Omega_k$, say $Q_1$, with positive measure then we must have $\mu(Q_1) \geq \frac{1}{2^d}$. Then, we repeat the procedure on the cube $Q_1$.

Note that we can repeat this process, and at each stage check for three cubes. Lemma 2.1 in [22] showed that we cannot fail to find two cubes with positive measure, for the sake of completeness we reproduce their proof in claim 1.

**Claim 1:** There is a collection in which we can find two cubes with positive measure. Suppose that at every iteration we cannot find two cubes with positive measure. Then at the $n$–th iteration, we have a cube $Q_n$ of side length $\frac{1}{4^n}$ for which $\mu(Q_n) \geq \frac{1}{2^d n}$. By the Frostman measure condition we have $\frac{1}{2^d n} \leq \mu(Q_n) \leq C \mu \left( \frac{1}{4^n} \right)$, from which we obtain

$$
n \leq \frac{\log_2(C \mu)}{2^d - d}
$$

for every $n$ which is a contradiction.

**Claim 2:** There is a collection in which we can find three cubes with positive measure. Suppose that at every iteration we cannot find three cubes with positive measure. Because of Claim 1, we just study case (2b). If we fail to find a third cube at the $n$–th iteration, we obtain a cube $Q_n$ of side-length $\frac{1}{4^n}$ for which $\mu(Q_n) \geq \frac{1}{2^{(d+1)n+1}}$. By the Frostman measure condition we have $\frac{1}{2^{(d+1)n+1}} \leq \mu(Q_n) \leq C \mu \left( \frac{1}{4^n} \right)$, from which we obtain

$$
n \leq \frac{\log_2(C \mu) + 1}{2^d - (d + 1)}
$$

for every $n$ which is a contradiction.
Note that from Figure 1 we conclude that it is possible to find sets $E_1$, $E_2$ and $E_3$ with positive $\mu$–measure such that $0 < c_3 \leq \alpha(x, z, y) \leq c_4 < \frac{\pi}{2}$, where $x \in E_1$, $y \in E_2$ and $z \in E_3$. The reader might be concerned, for instance, in the case where $\mu$ is concentrated in the bottom left corner of $E_1$, top right corner of $E_3$ and bottom left corner of $E_2$. In that case we can subdivide each of the cubes $E_1$, $E_2$ and $E_3$ into $4^d$ smaller cubes, and considering the bottom left cube that is contained in $E_1$, the top right cube that is contained in $E_3$ and the bottom left cube that is contained in $E_2$ (See Figure 2 below). Thus we have sets $E_{1,1}$, $E_{2,1}$ and $E_{3,1}$ such that $0 < c_3 \leq \alpha(x, z, y) \leq c_4 < \frac{\pi}{2}$, where $x \in E_{3,1}, y \in E_{2,1}$ and $z \in E_{1,1}$.

\begin{figure}
\centering
\begin{tabular}{|c|c|c|c|}
\hline
1 & 2 & 1 & 2 \\
\hline
3 & 4 & $E_1$ & \\
\hline
1 & 2 & 1 & 2 \\
\hline
3 & 4 & 3 & 4 \\
\hline
\end{tabular}
\caption{When $d = 2$, this picture shows the case in which it is possible to find three cubes with positive $\mu$–measure in the second iteration. In the first iteration we have four collections of four cubes, which was not enough to obtained three cubes with positive $\mu$–measure, but the upper-right cube in the third collection has positive $\mu$–measure. By subdividing this cube into four collections of four smaller cubes we succeed to find three cubes with positive $\mu$–measure. This picture is based on the graphical description given in [22].}
\end{figure}
Any other case in which we might have the same issue can be fixed by considering smaller cubes or by changing the order in which the cubes are being considered.

7. PROOF OF COROLLARY 1.3

Corollary 1.3 follows immediately from the equation

$$\mu \times \mu \times \mu \left( \{(x, y, z) : t \leq |x - z| \leq t + \varepsilon, \ r \leq |y - z| \leq r + \varepsilon, \ \alpha \leq \alpha(x, y, z) \leq \alpha + \varepsilon\} \right) = \int_{t}^{t+\varepsilon} \int_{r}^{r+\varepsilon} \int_{\alpha}^{\alpha+\varepsilon} \delta(\mu)(\tilde{t}, \tilde{r}, \tilde{\alpha}) \, d\tilde{t} \, d\tilde{r} \, d\tilde{\alpha},$$

and the fact that the density of the measure $d\delta(\mu)$ is continuous and compactly supported.
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