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1 Introduction

For $d \geq 2$, let $D \subseteq \mathbb{R}^d$ be a domain. Consider the two-player, zero-sum game in $D$ known as the tug-of-war with noise. Here is a rough description—we will be precise below: Suppose $\varepsilon > 0$ and $p > 1$. The game starts at a position $x \in D$. A fair coin is tossed at each stage of the game and the winner picks $v \in \mathbb{R}^d$ with $|v| \leq \varepsilon$ to add to the game position. Then a random noise vector with mean 0 and variance $\frac{2 \varepsilon^2}{q}$ (where $q$ is the conjugate of $p$) in each orthogonal direction is added to the game position. The game terminates when the position reaches a point on the boundary of $D$.

We have in mind that player I seeks to prolong the game as long as possible while player II wants to end the game as soon as possible. The goal of this article is to see how the geometry of the domain affects the expected time to end the game. In particular, we study the special case of a wedge in two dimensions.

Denote the wedge in $\mathbb{R}^2$ with angle $\eta \in (0, 2\pi)$ by

$$W_\eta = \left\{ (r, \theta) : r > 0, \quad \frac{\eta}{2} < \theta < \frac{\eta}{2} \right\},$$

where $r$ and $\theta$ are the usual polar coordinates. In the sequel, we use $E_x$ to denote expectation associated with the game starting at the position $x$.

**Theorem 1.1.** If

$$\eta < \pi \left[ 1 - \frac{1}{2} \sqrt{\frac{2(p-1)}{p}} \right],$$

then there is $\varepsilon_0 > 0$ along with a strategy for player II such that the time $\tau$ to end the game in $W_\eta$ satisfies

$$\sup_{S_I} \sup_{0<\varepsilon<\varepsilon_0} \varepsilon^2 E_{x_0}[\tau] < \infty, \quad x_0 \in W_\eta,$$

where the first supremum is taken over all strategies for player I.

Suppose the state space of the game is a bounded set $D \subseteq \mathbb{R}^d$ and $F : \partial D \to \mathbb{R}$ is continuous. Peres and Sheffield (2008) have studied the tug-of-war in $D$, where the game is run so that when it ends at position $y \in \partial D$, player I receives a payoff of $F(y)$ from player II. Here $F$ can take on positive or negative values, and so a negative payoff corresponds to player I paying player II. An important idea in that article is a connection between the game and the game $p$-Laplacian, which is the operator defined by

$$\Delta_p u := \Delta^G_p u = \frac{1}{p} |\nabla u|^{2-p} \text{div}(|\nabla u|^{p-2} \nabla u).$$

One of their principal results is that if $D$ is bounded and sufficiently regular, then as $\varepsilon \to 0$, the expected payoff for player I converges to the unique $p$-harmonic extension of $F$ to all of $D$. One can regard this result as an analogue of Kakutani’s (1944) classical theorem that if $B_t$ is Brownian motion in $\mathbb{R}^d$ and $\tau$ is its exit time from $D$, then $E_{x}[F(B_{\tau})]$ is the unique harmonic extension of $F$ to $D$. 
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Another very interesting result of Peres and Sheffield is the following. Suppose \( u(x) \) is sufficiently regular and satisfies \( \Delta_p u = -g \) in \( D \), where \( g \) is bounded below by a positive constant. Modify the tug-of-war so that player I receives a running payoff of \( \varepsilon^2 f(x_k) \) when the game position at the \( k^{\text{th}} \) step is \( x_k \). Here, \( f \) is proportional to \( g \) and the constant of proportionality depends only on \( p \) and the underlying noise. Then as \( \varepsilon \to 0 \), the expected payoff for player I converges to \( u \). This particular connection is why one uses the game \( p \)-Laplacian rather than the usual variational \( p \)-Laplacian given by

\[
\Delta^V_p u = \text{div} \left( |\nabla u|^{p-2} \nabla u \right).
\]

Note that when \( g \equiv 1 \) and the boundary payoff \( F \) is zero, if \( \tau \) is the time to end the game, then the expected payoff is proportional to \( \varepsilon^2 E_x[\tau] \). Thus as \( \varepsilon \to 0 \), the limiting value of \( \varepsilon^2 E_x[\tau] \) is proportional to \( u \).

This observation and the following analogue for Brownian motion are what motivated our work. For the exit time \( \tau_D \) of \( d \)-dimensional Brownian motion from a Greenian domain \( D \), it is well-known that if \( G(x,y) \) is Green’s function for half the Dirichlet Laplacian on \( D \), then

\[
E_x[\tau_D] = \int_D G(x,y) \, dx
\]

(see Hunt (1956), page 309). Moreover, when \( D \) is bounded, under certain mild conditions on \( \partial D \) (see Dynkin and Yushkevich (1969), page 68), the function

\[
u(x) = E_x[\tau_D]
\]

is the unique solution of the boundary value problem

\[
\begin{align*}
\frac{1}{2} \Delta u &= -1 \quad \text{in } D \\
\nu &= 0 \quad \text{on } \partial D.
\end{align*}
\]

Thus if one can solve (1.1), then it follows that

\[
E_x[\tau_D] < \infty.
\]

(1.2)

When \( D \) is unbounded, the situation is more delicate, but it is not hard to show that if a nonnegative solution to (1.1) exists, then by looking at bounded subdomains and using the maximum principle, (1.2) holds. Thus the connection between the \( p \)-Laplacian and the tug-of-war suggests that study of the equation \( \Delta_p u = -1 \) might yield information on the expected time to end the game. In fact, in order to prove Theorem 1.1, we will make use of the following theorem.

**Theorem 1.2.** Let \( p \in (1, \infty) \). If

\[
\eta < \pi \left[ 1 - \frac{1}{2} \sqrt{\frac{2(p-1)}{p}} \right],
\]

then the boundary value problem

\[
\begin{align*}
\Delta_p u &= -1 \quad \text{in } W_\eta \\
u &= 0 \quad \text{on } \partial W_\eta
\end{align*}
\]

is solvable.
has a nonnegative solution \( u \in C^3(W_\eta \setminus \{0\}) \cap C(\overline{W_\eta}) \) of the form \( u(x) = r^2 f(\theta) \). Moreover, \( u \) is positive on \( W_\eta \) and \( |\nabla u| \neq 0 \) on \( \overline{W_\eta} \setminus \{0\} \).

**Remark.** When \( p = 1 \), we can get an implicit solution of the corresponding boundary value problem in terms of elementary functions.

Although the purpose of this theorem is to prove Theorem 1.1, we feel it is of independent interest because it concerns a nonhomogeneous boundary value problem involving the \( p \)-Laplacian in an unbounded set.

Several authors have studied nonhomogeneous partial differential equations involving the \( p \)-Laplacian in unbounded domains. For instance:

- Liouville-type theorems and related results were obtained in the articles by Liskevich et al. (2007), Bidaut-Véron (1989) and Abdellaoui and Peral (2003).

- Eigenvalue problems on \( \mathbb{R}^n \) were studied by Brown and Reichel (2004) for \( L^q(\mathbb{R}^n) \) eigenfunctions, while both Fleckinger et al. (1997) and Drábek (1995) considered positive eigenfunctions that decay to 0 at infinity.

- Eigenvalue problems on smooth unbounded domains with nonhomogeneous boundary conditions and eigenfunctions in weighted Sobolev spaces were the subject of the articles by Montefusco and Rădulescu (2001) and Pflüger (1998). Fleckinger et al. (1999) looked at the principal eigenvalue with \( L^q \) principal eigenfunction for Dirichlet boundary conditions.

- In exterior domains, Yu (1992) considered decaying solutions of nonhomogeneous equations with Dirichlet boundary conditions.

- Kristály (2004) considered nonhomogeneous systems involving the \( p \)-Laplacian in unbounded strips with Dirichlet boundary conditions.

In our result, we consider Dirichlet boundary conditions and explosion at infinity.

Our proof of Theorem 1.2 shows that if \( \eta \) is such that the boundary value problem

\[
\Delta_p u = -1 \quad \text{in} \ W_\eta \\
u = 0 \quad \text{on} \ \partial W_\eta,
\]

(1.3)

has a solution in \( C^3(W_\eta) \cap C(\overline{W_\eta}) \) of the form \( u(x) = r^2 f(\theta) \), then necessarily

\[
\eta < \pi \left[ 1 - \frac{1}{2} \sqrt{2(p-1)} \right].
\]

But neither this nor Theorem 1.2 is helpful in determining whether or not \( E_x[\tau_D] = \infty \).

With the aid of Theorem 1.1 we can prove the following result.
Theorem 1.3. There is a critical angle $\eta_p$ with the following properties:

i) If $\eta < \eta_p$, then there exists a strategy for player II such that if $\tau$ is the time to end the game in $W_\eta$, then

$$E_{x_0}[\tau] < \infty, \quad x_0 \in W_\eta,$$

regardless of the strategy used by player I.

ii) If $\eta > \eta_p$, then for each strategy of player II, there is a strategy for player I such that

$$E_{x_0}[\tau] = \infty, \quad x_0 \in W_\eta.$$

An immediate corollary of Theorem 1.1 is a lower bound on $\eta_p$:

Corollary 1.4. The critical angle $\eta_p$ from Theorem 1.3 satisfies

$$\eta_p \geq \pi \left[1 - \frac{1}{2} \sqrt{\frac{2(p-1)}{p}}\right].$$

The next result is a complement to this.

Theorem 1.5. i) The critical angle $\eta_p$ satisfies $\eta_p \leq \pi$.

ii) For nonconvex wedges $W_\eta$, there is a strategy for player I such that

$$E_{x_0}[\tau] = \infty, \quad x_0 \in W_\eta,$$

for every strategy of player II.

There is an interesting connection with our lower bound on $\eta_p$ and results of Aronsson (1986). His results can be shown to imply that there is $\tilde{\eta}_p$ such that the boundary value problem

$$\Delta_p u = 0 \quad \text{in} \quad W_{\tilde{\eta}_p},$$

$$u = 0 \quad \text{on} \quad \partial W_{\tilde{\eta}_p},$$

has a solution $u \in C(W_{\tilde{\eta}_p}) \cap C^{\infty}(W_{\tilde{\eta}_p}\{0\})$, positive on $W_{\tilde{\eta}_p}$, with the form $u(x) = r^2 h(\theta)$. In fact,

$$\tilde{\eta}_p = \pi \left[1 - \frac{1}{2} \sqrt{\frac{2(p-1)}{p}}\right],$$

which is exactly our lower bound on $\eta_p$. For Brownian motion, it is easy to show that the function

$$u(x) = r^2 \cos 2\theta$$

satisfies $u > 0$ on $W_{\pi/2}$, $u \in C(W_{\pi/2}) \cap C^{\infty}(W_{\pi/2}\{0\})$ and

$$\Delta u = 0 \quad \text{in} \quad W_{\pi/2},$$

$$u = 0 \quad \text{on} \quad \partial W_{\pi/2}.$$
Results and methods of Davis and Zhang (1994) or Burkholder (1977) can be used to show that

\[ E_x[\tau_{\mathcal{W}_{\eta}}] < \infty \iff \eta < \frac{\pi}{2}. \]

This leads us to conjecture that our lower bound on \( \eta_p \) is sharp: that is,

\[ \eta_p = \pi \left[ 1 - \frac{1}{2} \sqrt{\frac{2(p - 1)}{p}} \right]. \]

Our method is not refined enough to make this determination.

In the case of Brownian motion, there is more known about the exit time from unbounded domains. In the case of axially symmetric cones in \( \mathbb{R}^d \) (\( d \geq 2 \)), Burkholder (1977) showed there is a critical angle for the cone in which the \( p^{th} \) moment of the exit time is finite. This result was extended to conditioned Brownian motion by Davis and Zhang (1994). DeBlasi (1987) and Bañuelos and Smits (1997) found series expansions for \( P_x(\tau_D > t) \) for very general cones. The case of conditioned Brownian motion was also covered in the latter reference. The series expansions immediately show that \( P_x(\tau_D > t) \) decays as a power of \( t \), were the power depends on the geometry of the cone. For the parabolic domain

\[ D = \{(x, y) \in \mathbb{R}^2 : x > 0, |y| < x^{1/2}\}, \]

Bañuelos et al. (2001) showed that

\[ P_x(\tau_D > t) \approx e^{-ct^{1/3}} \]

for large values of \( t \). Our results shed some light on the corresponding situation for the tug-of-war. Since the domain

\[ D_{A, \gamma} = \{(x, y) \in \mathbb{R}^2 : x > 0, |y| < Ax^\gamma\}, \quad A > 0, \ 0 < \gamma < 1 \]

is contained in wedges of arbitrarily small aperture, Theorem 1.1 immediately yields the following corollary.

**Corollary 1.6.** For the domain \( D_{A, \gamma} \), there exists a strategy for player II and \( \varepsilon_0 > 0 \) such that

\[ \sup_{S_I} \sup_{0 < \varepsilon < \varepsilon_0} \varepsilon^2 E_{x_0}[\tau] < \infty, \quad x_0 \in D_{A, \gamma}. \]

The article is organized as follows. In section two we give the rigorous definition of the tug-of-war. We also summarize some results of Peres and Sheffield and give our fundamental computational tool. Section three is devoted to the proof of Theorem 1.1 using Theorem 1.2. In section four we prove Theorem 1.5 making use of some ideas of Burkholder (1977). Then we prove Theorem 1.3. Finally, in section five we prove Theorem 1.2.
Let $D \subseteq \mathbb{R}^d$ be open and connected. The noise measure $\mu$ is a compactly supported mean zero Borel probability measure on $\mathbb{R}^d$ which is preserved by orthogonal transformations of $\mathbb{R}^d$ that fix the first basis vector $e_1$. For each $v \in \mathbb{R}^d$, let $\Psi$ be $|v|$ times some orthonormal transformation of $\mathbb{R}^d$ chosen so that $\Psi(e_1) = v$. Define a new probability measure on the Borel sets of $\mathbb{R}^d$ by

$$\mu_v(B) = \mu(\Psi^{-1}(B)).$$

Since $\mu$ is invariant under orthogonal transformations of $\mathbb{R}^d$ which fix $e_1$, $\mu_v$ is independent of the choice of $\Psi$. For $R > 0$ and $z \in \mathbb{R}^d$, let

$$B_R(z) = \{x \in \mathbb{R}^d : |z - x| < R\}$$

and set

$$\alpha = 1 + \inf\{R : \mu(B_R(0)) = 1\}.$$ 

The tug-of-war in $D$, with noise $\mu$, is played as follows. Let $x_0 \in D$ be the initial game position. At the $k^{th}$ turn, a fair coin is tossed.

- If $\text{dist}(x_{k-1}, \partial D) > \alpha \varepsilon$, then the winning player chooses $v_k \in \mathbb{R}^d$ with $|v_k| \leq \varepsilon$ and the game position is moved to

$$x_k = x_{k-1} + v_k + z_k,$$

where $z_k$ is a random noise vector sampled from $\mu_{v_k}$.

- If $\text{dist}(x_{k-1}, \partial D) \leq \alpha \varepsilon$, then the winning player chooses $x_k \in \partial D$ with $|x_k - x_{k-1}| \leq \alpha \varepsilon$ and the game ends.

This is a basic description of the game movement. There are are many possible choices of payoffs; for instance,

- the payoff can occur only when the game ends;
- there is a running payoff at each stage of the game;
- the payoff is a combination of the two.

Also, there are related games that have been studied. See Peres et al. (2009), Peres et al. (2007), Lazarus et al. (1996), Maitra and Sudderth (1998) and Spencer (1977).

Let $\pi_j$ be the projection to the $j^{th}$ coordinate and use $C = \{C_{ij}\}$ to denote the covariance matrix of $\mu$:

$$C_{ij} = \int \pi_i(x)\pi_j(x)d\mu(x).$$

Note that $C$ is diagonal and $C_{ii} = C_{jj}$ for $2 \leq i, j \leq d$. Define

$$p = p(\mu) = \frac{C_{11} + C_{22} + 1}{C_{22}}.$$
Then for some $\beta > 0$, with $q$ being the conjugate of $p$, we have

$$C_{11} + 1 = \frac{\beta}{q}$$

$$C_{ii} = \frac{\beta}{p}, \quad 2 \leq i \leq d.$$  

The game history up to step $k$ is a sequence of moves

$$h_k = (x_0, v_1, x_1, v_2, x_2, \ldots, v_k, x_k)$$

regarded as an element of the set

$$H_k = D \times \left( \overline{B_\varepsilon(0)} \times D \right)^k;$$

we use the convention that if the game terminated at time $j < k$, then $v_m = 0$ and $x_m = x_j$ for $m \geq j$. The complete history space $H_\infty$ is the set of all infinite position sequences

$$h = (x_0, v_1, x_1, v_2, x_2, \ldots)$$

endowed with the product topology. A strategy is a sequence of Borel measurable maps from $H_k$ to $\overline{B_\varepsilon(0)}$ giving the move a player would make at the $k$th step as a function of the game history.

A pair of strategies $(S_I, S_{II})$ for players I and II, respectively, and a starting point $x_0 = x$ determine a unique Borel probability measure on $H_\infty$. We will use $E_x$ to denote the corresponding expectation.

In what follows:

- $x \in \mathbb{R}^d$ will be regarded as a column vector;
- $x^T$ will be its transpose;
- $(x, y)$ will be the usual Euclidean inner product of $x, y \in \mathbb{R}^d$;
- $\|A\| = \sup_{\|v\| \leq 1} |Av|$ will be norm of the $d \times d$ matrix $A$.

The infinity Laplacian operator is defined by

$$\Delta_\infty u = |\nabla u|^{-2} \sum_{i,j} \frac{\partial u}{\partial x_i} \frac{\partial^2 u}{\partial x_i \partial x_j} \frac{\partial u}{\partial x_j}$$

when $u$ is sufficiently regular. Then the $p$-Laplacian can be expressed as

$$\Delta_p u = \frac{1}{p} \Delta u + \left( \frac{1}{q} - \frac{1}{p} \right) \Delta_\infty u,$$

where $\Delta = \Delta_2$ is the usual Laplacian.

The following facts are proved in Peres and Sheffield (2008). Given a symmetric $d \times d$ matrix $A$ and $\xi \in \mathbb{R}^d \setminus \{0\}$, define

$$\phi(x) = x^T Ax + (\xi, x)$$
\[ \psi(v) = E_0[\phi(x_1)] \text{ player I won and chose } v = v_1 ] \\
= E_0[\phi(v_1 + z_1)] \text{ player I won and chose } v = v_1 ] \]
\[
(2.2)
\]
Note we also have
\[ \psi(v) = E_0[\phi(v_1 + z_1)] \text{ player II won and chose } v = v_1 ] \]
\[
(2.3)
\]
Then for
\[ B = \left( \frac{\beta}{q} - \frac{\beta}{p} \right) A + \frac{\beta}{p} (\text{Tr} A) I, \]
we have
\[ \psi(v) = (\xi, v) + v^T Bu, \]
\[
(2.4)
\]
and for \( \varepsilon < 1 \), if \( v_{\text{MAX}} \in B_\varepsilon(0) \) is such that \( \psi(v_{\text{MAX}}) \) is maximal, then
\[ \left| \psi(v_{\text{MAX}}) - \varepsilon|\xi| - \frac{1}{2} \Delta_\infty \psi(0) \varepsilon^2 \right| \leq \frac{16||B||^2}{|\xi|} \varepsilon^3. \]
\[
(2.7)
\]
Since \( -\psi \) is obtained from \( \psi \) by replacing \( \xi \) and \( B \) by \( -\xi \) and \( -B \), respectively, the analogue of \( (2.6) \) for \( -\psi \) is
\[ \psi \left( -\frac{\varepsilon \xi}{|\xi|} \right) = -\varepsilon|\xi| + \frac{1}{2} \Delta_\infty \psi(0) \varepsilon^2. \]
\[
(2.8)
\]
Note that by \( (2.4)-(2.5) \) and \( (2.7) \),
\[ \Delta_\infty \psi(0) = \left( \frac{\beta}{q} - \frac{\beta}{p} \right) \Delta_\infty \phi(0) + \frac{\beta}{p} \Delta \phi(0) \]
\[
(2.9)
\]
\[ \Delta_\infty \psi(0) = \beta \Delta_p \phi(0). \]

Lemma 2.1. Let \( A \) be a symmetric \( d \times d \) matrix and let \( \xi \in \mathbb{R}^d \setminus \{0\} \). Fix \( k \geq 0 \) and let
\[ h_k = (x_0, v_1, x_1, v_2, x_2, \ldots, v_k, x_k) \]
be the game history up to step \( k \). Set
\[ \phi_1(x) = (x - x_k)^T A(x - x_k) + (\xi, x - x_k), \quad x \in \mathbb{R}^d. \]
\[ i) \text{ Suppose at move } k+1, \text{ player I adds } v \text{ to the game position if he wins and player II adds } z \text{ to the game position if he wins. Then}
\]
\[ E_{x_0}[\phi_1(x_{k+1})|h_k] = \frac{1}{2} \psi(v) + \frac{1}{2} \psi(z). \]
ii) If player II’s strategy at move \( k + 1 \) is to tug \( \varepsilon \) units in the direction of \(-\xi\), then for any strategy of player I,

\[
E_{x_0}[\phi_1(x_{k+1})|h_k] \leq \frac{M}{|\xi|} \varepsilon^3 + \frac{\beta}{2} \Delta_p \phi_1(x_k) \varepsilon^2,
\]

where \( M = 8\beta^2(d+1)^2||A||^2 \).

**Proof.** By translation invariance of both the game and the infinity Laplacian, for

\[
\psi_1(v) = E_{x_0}[\phi_1(x_{k+1})| h_k, \text{ player I won at move } k + 1 \text{ and chose } v_{k+1} = v ] = E_{x_0}[\phi_1(x_{k+1})| h_k, \text{ player II won at move } k + 1 \text{ and chose } v_{k+1} = v ],
\]

we have

\[
\psi_1(v) = (\xi, v) + v^T B v \quad \text{(by (2.2) and (2.5))},
\]

and

\[
\psi_1 \left( -\frac{\varepsilon \xi}{|\xi|} \right) = -\varepsilon |\xi| + \frac{1}{2} \Delta_\infty \psi_1(x_k) \varepsilon^2 \quad \text{(by (2.8))},
\]

\[
\psi_1 \left( -\frac{\varepsilon \xi}{|\xi|} \right) = -\varepsilon |\xi| + \frac{\beta}{2} \Delta_p \phi_1(x_k) \varepsilon^2 \quad \text{(by (2.9)).}
\]

Moreover, for \( \varepsilon < 1 \), by (2.7) and (2.9) we have

\[
|\psi_1(v_{\text{MAX}}) - \varepsilon |\xi| - \frac{\beta}{2} \Delta_p \phi_1(x_k) \varepsilon^2 | \leq \frac{16||B||^2}{|\xi|} \varepsilon^3,
\]

where \( v_{\text{MAX}} \in B_{\varepsilon}(0) \) is such that \( \psi_1(v_{\text{MAX}}) \) is maximal.

If \( h_k^I \) indicates that at move \( k + 1 \), player I chooses \( v_{k+1} = v \) if he wins and if \( h_k^{II} \) indicates that at move \( k + 1 \), player II chooses \( v_{k+1} = z \) if he wins, then we have

\[
E_{x_0}[\phi_1(x_{k+1})|h_k] = \frac{1}{2} E_{x_0}[\phi_1(x_{k+1})|h_k^I] + \frac{1}{2} E_{x_0}[\phi_1(x_{k+1})|h_k^{II}]
\]

\[
= \frac{1}{2} \psi_1(v) + \frac{1}{2} \psi_1(z) \quad \text{(by (2.13))},
\]

This yields part i) of the lemma.

As for part ii), the formula (2.13) implies that

\[
E_{x_0}[\phi_1(x_{k+1})|h_k] = \frac{1}{2} \psi_1(v) + \frac{1}{2} \psi_1 \left( -\frac{\varepsilon \xi}{|\xi|} \right)
\]

\[
\leq \frac{1}{2} \left[ \varepsilon |\xi| + \frac{\beta}{2} \Delta_p \phi_1(x_k) \varepsilon^2 + \frac{16||B||^2}{|\xi|} \varepsilon^3 \right]
\]

\[
+ \frac{1}{2} \left[ -\varepsilon |\xi| + \frac{\beta}{2} \Delta_p \phi_1(x_k) \varepsilon^2 \right]
\]

(by (2.12) and (2.11), respectively)

\[
= \frac{8||B||^2}{|\xi|} \varepsilon^3 + \frac{\beta}{2} \Delta_p \phi_1(x_k) \varepsilon^2
\]

\[
\leq M \left| \frac{M}{|\xi|} \varepsilon^3 + \frac{\beta}{2} \Delta_p \phi_1(x_k) \varepsilon^2 \right| \quad \text{(by (2.4))},
\]

as desired. \( \square \)
3 Proof of Theorem 1.1

Let
\[ \eta < \pi \left[ 1 - \frac{1}{2} \sqrt{\frac{2(p-1)}{p}} \right] . \]

Choose \( \eta_1 \in \left( \eta, \pi \left[ 1 - \frac{1}{2} \sqrt{\frac{2(p-1)}{p}} \right] \right) \) and let \( u(x) = r^2 f(\theta) \) be from Theorem 1.2 for the wedge \( W_{\eta_1} \). The tug-of-war is translation invariant, so to prove Theorem 1.1 it suffices to show that if \( \tau_{W} \) is the time to end the game in the translated wedge
\[ W = W_{\eta_1} + 2(\alpha + 1), \]
(recall \( \alpha \) us from the beginning of section 2), then there is a strategy for player II and \( \varepsilon_0 > 0 \) such that
\[
\sup_{S_I} \sup_{0 < \varepsilon < \varepsilon_0} \varepsilon^2 E_{x_0}[\tau_{W}] < \infty, \quad x_0 \in W,
\]
where the supremum is taken over all strategies for player I.

We have \( u \in C^3(W) \) and its second and third order partials are of the forms
\[
\sum_{j=0}^{2} k_j(\theta) f^{(j)}(\theta)
\]
and
\[
\frac{1}{r} \sum_{j=0}^{3} \ell_j(\theta) f^{(j)}(\theta),
\]
respectively, where the \( k_j \)'s and \( \ell_j \)'s are bounded. Thus for all \( i, j, k \),
\[
\sup_{W} \left| \frac{\partial^2 u}{\partial x_i \partial x_j} \right| \leq \sup \left\{ \left| \frac{\partial^2 u}{\partial x_i \partial x_j} \right| : x \in W_{\eta} \text{ and } |x| \geq \alpha + 1 \right\} < \infty
\]
and
\[
\sup_{W} \left| \frac{\partial^3 u}{\partial x_i \partial x_j \partial x_k} \right| \leq \sup \left\{ \left| \frac{\partial^3 u}{\partial x_i \partial x_j \partial x_k} \right| : x \in W_{\eta} \text{ and } |x| \geq \alpha + 1 \right\} < \infty.
\]
These bounds are the reason why we must use the \( u \) corresponding to \( W_{\eta_1} \) and translate \( W_{\eta} \) to \( W \)—they do not hold in \( W_{\eta} \) if we use the function corresponding to \( W_{\eta} \). A simple computation shows that
\[
|\nabla u|^2 = r^2 \left[ 4f^2 + (f')^2 \right],
\]
and since \( |\nabla u| > 0 \) on \( W_{\eta_1} \setminus \{0\} \), we have that
\[
\inf_{W} |\nabla u| > 0.
\]
Thus for \( \varepsilon < \frac{1}{2} \), given any \( y \in W \), for \( \gamma = 2(\alpha + 1) \), we have a Taylor expansion
\[
(3.5) \quad u(x) = u(y) + (\nabla u(y), x - y) + \frac{1}{2}(x - y)^T D^2 u(y)(x - y) + R(x, y), \quad x \in B_{\gamma \varepsilon}(y),
\]
where $D^2u$ is the matrix of second order partials of $u$ and the remainder $R(x, y)$ satisfies

$$|R(x, y)| \leq C\varepsilon^3,$$  

with $C$ independent of $x, y$ and $\varepsilon < \frac{1}{2}$.

**Proof of (3.1).** Define

$$C_1 := C + 18\beta^2 \sup_W \frac{||D^2u||^2}{||\nabla u||^2},$$

where $C$ is from (3.6). Note that $C_1 < \infty$ by (3.2) and (3.4). For $k \geq 0$, define

$$M_k = u(x_k) + \frac{\beta}{2} \varepsilon^2 k - C_1 k \varepsilon^3,$$

where $x_k$ is the game position at step $k$ for the tug-of-war in $W$. Then $M_k$ is a supermartingale: Indeed, by the Taylor expansion (3.5), we have

$$E_{x_0}[M_{k+1} - M_k|h_k] = E_{x_0}\left[u(x_{k+1}) - u(x_k) + \frac{\beta}{2} \varepsilon^2 - C_1 \varepsilon^3\right]h_k$$

$$\leq E_{x_0}\left[(\nabla u(x_k), x_{k+1} - x_k) + \frac{1}{2}(x_{k+1} - x_k)^TD^2u(x_k)(x_{k+1} - x_k)\right]$$

$$+ C\varepsilon^3 + \frac{\beta}{2} \varepsilon^2 - C_1 \varepsilon^3\right]h_k$$

$$= E_{x_0}\left[(\nabla u(x_k), x_{k+1} - x_k) + \frac{1}{2}(x_{k+1} - x_k)^TD^2u(x_k)(x_{k+1} - x_k)\right]$$

$$+ (C - C_1) \varepsilon^3 + \frac{\beta}{2} \varepsilon^2\right]h_k.$$

(3.8)

For $\xi = \nabla u(x_k)$ and $A = \frac{1}{2}D^2u(x_k)$ in Lemma 2.1, a simple calculation shows that the corresponding $\phi_1$ satisfies

$$\Delta_p \phi_1(x_k) = \Delta_p u(x_k) = -1.$$

Now assume that player II uses the strategy such that at the $k^{th}$ position $x_k$, he moves $\varepsilon$ units in the direction of $-\nabla u(x_k)$ if he wins and player I uses any strategy if he wins. Then by part i) of Lemma 2.1, for

$$M = 18\beta^2||D^2u(x_k)||^2,$$

we have from (3.8) that

$$E_{x_0}[M_{k+1} - M_k|h_k] \leq E_{x_0}[\phi_1(x_{k+1})|h_k] + (C - C_1) \varepsilon^3 + \frac{\beta}{2} \varepsilon^2$$

$$\leq \frac{M}{||\nabla u(x_k)||} \varepsilon^3 + \frac{\beta}{2} \Delta_p \phi_1(x_k) \varepsilon^2 + (C - C_1) \varepsilon^3 + \frac{\beta}{2} \varepsilon^2$$

$$= \frac{M}{||\nabla u(x_k)||} \varepsilon^3 - \frac{\beta}{2} \varepsilon^2 + (C - C_1) \varepsilon^3 + \frac{\beta}{2} \varepsilon^2$$
by choice of $C_1$ from (3.7). Thus $M_k$ is a supermartingale, as claimed.

By optional stopping, for $k \geq 0$,

$$u(x_0) = M_0 \geq E_{x_0}[M_k \wedge \tau_W]$$

$$= E_{x_0} \left[ u(x_k \wedge \tau_W) + \frac{\beta}{2} \varepsilon^2 (k \wedge \tau_W) - C_1 \varepsilon^3 (k \wedge \tau_W) \right]$$

$$\geq \varepsilon^2 \left[ \frac{\beta}{2} - C_1 \varepsilon \right] E_{x_0}[k \wedge \tau_W].$$

Taking $\varepsilon_0 \in (0, \frac{1}{2})$ so small that $\frac{\beta}{2} - C_1 \varepsilon > 0$ for all $\varepsilon < \varepsilon_0$, we can use monotone convergence on the left to end up with

$$\varepsilon^2 \left[ \frac{\beta}{2} - C_1 \varepsilon \right] E_{x_0}[\tau_W] \leq u(x_0).$$

Then

$$\sup_{0 < \varepsilon < \varepsilon_0} \varepsilon^2 E_{x_0}[\tau_W] < \infty, \quad x_0 \in W,$$

giving (3.1).

This completes the proof of Theorem 1.1. \hfill \Box

4 Proof of Theorem 1.5 and Theorem 1.3

Theorem 1.5 is an immediate consequence of the following theorem.

**Theorem 4.1.** For the tug-of-war in $W_\pi$, there is a strategy for player I such that the time $\tau$ to end the game satisfies

$$E_{x_0}[\tau] = \infty, \quad x_0 \in W_\pi,$$

for any strategy used by player II.

**Proof.** Let $u(x)$ be the projection $\pi_1(x)$ onto the first coordinate. Suppose player I's strategy at play $k + 1$ is to move $\varepsilon$ units in the direction of $\nabla u(x_k)$ if he wins. To get a contradiction, assume there is a strategy for player II such that

$$E_{x_0}[\tau] < \infty. \quad (4.1)$$

For $\xi = \nabla u(x_k)$ and $A = \frac{1}{2} D^2 u(x_k) = 0$ in Lemma 2.1, we see the corresponding matrix $B$ from (2.4) satisfies $B = 0$ and it is easy to show that the corresponding $\phi_1$ satisfies

$$\Delta_p \phi_1(x_k) = 0.$$
Then by part i) of the Lemma, with \( v \) denoting the move player II makes at move \( k + 1 \) when he wins,

\[
E_{x_0} [u(x_{k+1}) - u(x_k) \mid h_k] = E_{x_0} \left[ (\nabla u(x_k), x_{k+1} - x_k) + \frac{1}{2} (x_{k+1} - x_k)^T D^2 u(x_k)(x_{k+1} - x_k) \mid h_k \right]
\]

\[
= \frac{1}{2} \psi_1 \left( \frac{\varepsilon \xi}{|\xi|} \right) + \frac{1}{2} \psi_1 (v)
\]

\[
= \frac{1}{2} \left[ \left( \xi, \frac{\varepsilon \xi}{|\xi|} \right) + 0 \right] + \frac{1}{2} \left[ (\xi, v) + 0 \right]
\]

\[
= \frac{1}{2} [\varepsilon |\xi| + (\xi, v)]
\]

\[
geq 0,
\]

since \( |v| \leq \varepsilon \). Thus \( u(x_k) \) is a submartingale.

Let \( u(x_\tau)^* \) be the maximal function defined by

\[
u(x_\tau)^* = \sup_{k \leq \tau} u(x_k).
\]

Recalling that \( \gamma = 2(\alpha + 1) \), choose \( \beta_1 > 1 + \gamma \varepsilon \) and then let \( \delta \in (0, 1) \) be so small that

\[
\beta_1 \gamma \varepsilon \delta \frac{1}{\beta_1 - 1 - \gamma \varepsilon} < 1.
\]

With the good-\( \lambda \) inequalities of Burkholder (1973) in mind, we now show that

\[
P_{x_0} (u(x_\tau)^* \geq \beta_1 \lambda, \tau + u(x_0) \leq \delta \lambda) \leq \frac{\gamma \varepsilon \delta}{\beta_1 - 1 - \gamma \varepsilon} P_{x_0} (u(x_\tau)^* \geq \lambda), \quad \lambda > 0.
\]

To this end, note that if \( u(x_0) > \delta \lambda \), then the left hand side of (4.3) is zero and the inequality is trivial. Thus it is no loss to assume \( u(x_0) \leq \delta \lambda \). Let

\[
\xi = \inf \{ k \geq 0 : u(x_{\tau \wedge k}) > \lambda \}.
\]

Then

\[
\lambda \leq u(x_\xi) \leq (1 + \gamma \varepsilon) \lambda \quad \text{on} \quad \{ \xi < \infty \} = \{ u(x_\tau)^* > \lambda \}.
\]

For \( a = \delta \lambda - u(x_0) \) and \([\cdot]\) denoting the greatest integer function, we have

\[
P_{x_0} (u(x_\tau)^* > \beta_1 \lambda, \tau + u(x_0) \leq \delta \lambda) = P_{x_0} \left( \xi < \infty, \tau \leq a, \sup_{\xi \leq k \leq \tau} u(x_k) \geq \beta_1 \lambda \right)
\]

\[
\leq P_{x_0} \left( \xi < \infty, \sup_{\xi \leq k \leq \xi + [a]} |u(x_k) - u(x_\xi)| \geq (\beta_1 - 1 - \gamma \varepsilon) \lambda \right)
\]

\[
= E_{x_0} \left[ I_{\xi < \infty} P_{x_\xi} \left( \sup_{k \leq [a]} |u(x_k) - u(x_\xi)| \geq (\beta_1 - 1 - \gamma \varepsilon) \lambda \right) \right].
\]
Now \(|u(x_k) - u(x_0)|\) is a nonnegative submartingale, so by Doob’s inequality,

\[
P_x \left( \sup_{k \leq [a]} |u(x_k) - u(x)| \geq (\beta_1 - 1 - \gamma \varepsilon) \lambda \right) \leq \frac{1}{(\beta_1 - 1 - \gamma \varepsilon) \lambda} E_x \left[ |u(x_0) - u(x)| \right]
\]

\[
\leq \frac{1}{(\beta_1 - 1 - \gamma \varepsilon) \lambda} \sum_{i=1}^{[a]} E_x \left[ |u(x_i) - u(x_{i-1})| \right]
\]

(where we take \(x_0 = x\) in the summation)

\[
\leq \frac{[a] \gamma \varepsilon}{(\beta_1 - 1 - \gamma \varepsilon) \lambda}
\]

(using that \(u = \pi_1\))

\[
\leq \frac{\delta \gamma \varepsilon}{\beta_1 - 1 - \gamma \varepsilon}.
\]

Using this in (4.4), we get (4.3). Then by Lemma 7.1 in Burkholder (1973),

\[
E_{x_0} [u(x_\tau)^*] \leq C_3 E_{x_0} [\tau + u(x_0)],
\]

where

\[
C_3 = \beta_1 \delta^{-1} \left( 1 - \frac{\beta_1 \delta \gamma \varepsilon}{\beta_1 - 1 - \gamma \varepsilon} \right)^{-1}.
\]

Combined with (4.1), this implies that the family

\[
\{u(x_{\tau \wedge k}) : k \geq 0\}
\]

is uniformly integrable. By optional stopping, since \(u(x_k)\) is a submartingale,

\[
u(x_0) \leq E_{x_0} [u(x_{\tau \wedge k})]
\]

and by the uniform integrability, we can let \(k \to \infty\) to get to end up with

\[
0 < u(x_0) \leq E_{x_0} [u(x_\tau)] = 0.
\]

This yields the desired contradiction and the proof of Theorem 4.1 is complete.

**Proof of Theorem 1.3.** Let \(\mathcal{A}\) be the set of all \(\eta \in (0, 2\pi)\) such that for some strategy of player II, the time \(\tau\) to end the tug-of-war in \(W_\eta\) satisfies

\[
E_{x_0} [\tau] < \infty,
\]

regardless of the strategy used by player I. Then it suffices to show that \(\mathcal{A} \neq \emptyset\), for in that event we take \(\eta_p = \sup \mathcal{A}\). But by Theorem 1.1, \(\mathcal{A} \neq \emptyset\), as desired.
5 Proof of Theorem 1.2

The proof of Theorem 1.2 is long and technical, so before giving the details, we motivate our argument. If \( u(x) = r^2 f(\theta) \geq 0 \) is a \( C^2 \) solution to

\[
\Delta_p u = -1 \text{ in } W_\eta \\
u = 0 \text{ on } \partial W_\eta,
\]

then it is a routine matter to show that on \((-\frac{\eta}{2}, \frac{\eta}{2})\),

\[
4f^2 \left[ 1 + 2 + \frac{1}{p} f'' \right] + (f')^2 \left[ 1 + \frac{2(3p-4)}{p} f + \frac{p-1}{2p} f'' \right] = 0. \tag{5.1}
\]

By symmetry we expect to have \( f'(0) = 0 \). Thus it should suffice to consider (5.1) on \( (0, \frac{\eta}{2}) \) with

\[
f'(0) = 0, \quad f \left( \frac{\eta}{2} \right) = 0. \tag{5.2}
\]

For this, set

\[
y = f \text{ and } a = f(0),
\]

and then make the transformation

\[
H_a(y) = (y')^2. \tag{5.3}
\]

This converts (5.1) into the equation

\[
4y^2 \left[ 1 + 2y + \frac{1}{2p} H'_a(y) \right] + H_a(y) \left[ 1 + \frac{2(3p-4)}{p} y + \frac{p-1}{2p} H''_a(y) \right] = 0, \tag{5.4}
\]

and since

\[
H_a(a) = H_a(y(0)) = (y'(0))^2,
\]

the condition (5.2) tells us that

\[
H_a(a) = 0. \tag{5.5}
\]

Modulo technicalities, (5.3) yields an implicit representation of \( y = f(\theta) \):

\[
\theta = \int_{y(\theta)}^{a} \frac{dw}{\sqrt{H_a(w)}}, \quad \theta \in \left( 0, \frac{\eta}{2} \right). \tag{5.6}
\]

In particular,

\[
\frac{\eta}{2} = \int_{y(\eta/2)}^{a} \frac{dw}{\sqrt{H_a(w)}} = \int_{0}^{a} \frac{dw}{\sqrt{H_a(w)}}. \tag{5.7}
\]

Our approach is to work backwards from (5.4)–(5.5). Thus we need to show for each \( a > 0 \), there is a solution \( H_a \) to (5.4) on \((0, a)\) satisfying \( H_a(0) = 0 \). Then using (5.2) and (5.6), we get an implicit solution \( f = y \) of (5.1). There will be some \( \theta_a > 0 \) such that \( y(\theta_a) = 0 \) and \( y > 0 \) on \((0, \theta_a)\). In light of (5.7), we need to show that for some \( a > 0 \),

\[
\frac{\eta}{2} = \theta_a = \int_{0}^{a} \frac{dw}{\sqrt{H_a(w)}}.
\]
This will happen if we show \( \theta_a \) is continuous as a function of \( a > 0 \) with \( \theta_a \to 0 \) as \( a \to 0^+ \) and

\[
\lim_{a \to \infty} \int_0^a \frac{dw}{\sqrt{H_a(w)}} = \frac{\pi}{2} \left[ 1 - \frac{1}{2} \sqrt{\frac{2(p-1)}{p}} \right].
\]

The latter is hard to prove directly. The trick is to change variables

\[ G_a(y) = (ay)^{-2}H_a(ay), \quad 0 < y < 1. \]

This converts the equation (5.4) to

\[ G_a'(y) = -\frac{8p \left[ \frac{1}{a} + 2y \right] + \left[ \frac{2p}{a} + 4(3p-2)y + 2(p-1)yG_a(y) \right]}{y^2 \left[ 4 + (p-1)G_a(y) \right]} G_a(y). \]  

We will show \( G_a \) is decreasing in \( a \) and converges to a function \( K \) which solves the equation resulting from taking the limit of (5.8) as \( a \to \infty \). Then

\[
\lim_{a \to \infty} \int_0^a \frac{dw}{\sqrt{H_a(w)}} = \lim_{a \to \infty} \int_0^1 \frac{du}{u\sqrt{G_a(u)}} = \int_0^1 \frac{du}{u\sqrt{K(u)}}.
\]

The latter can be easily computed using residues, upon making an appropriate change of variables.

We point out that (5.4) can be reduced to an Abel differential equation of the second kind (see Polyanin and Zaitsev (2003)). There are some equations in this family that have parametric solutions or can be solved explicitly in terms of tabulated functions, but (5.4) is not one of these. Panayotounakos (2005) has given exact analytic solutions, but the form corresponding to (5.4) is unwieldy and seems impossible to use for our purpose.

Now we give the details. For \( a, y > 0 \) and \( w > -\frac{p-1}{4} \), define

\[ F_a(y, w) = \frac{8p \left[ \frac{1}{a} + 2y \right] + \left[ \frac{2p}{a} + 4(3p-2)y + 2(p-1)yG_a(y) \right]}{y^2 \left[ 4 + (p-1)G_a(y) \right]} w. \]  

**Lemma 5.1.** For each \( a > 0 \), there is a unique solution \( G_a \in C^\infty((0, 1)) \), with \( G_a > 0 \) on \( (0, 1) \), of the boundary value problem

\[
\begin{align*}
G_a'(y) &= -F_a(y, G_a(y)) \quad 0 < y < 1 \\
G_a(1) &= 0,
\end{align*}
\]

and \( G_a \) is continuous and strictly decreasing on \( (0, 1) \). Moreover, for each \( y \in (0, 1) \), \( G_a(y) \) is a continuous function of \( a > 0 \).

**Remark.** When we say \( G \in C^\infty((0, 1]) \) we mean that for some \( \delta > 0 \), \( G \) has an extension in \( C^\infty((0, 1 + \delta)) \).

**Proof.** It is easy to check that there is some \( \delta \in (0, 4) \) such that if \( w \geq -\delta \), then

\[ 4 + (p-1)w > 0 \]
and
\[ 8p + 2(3p - 2)w + (p - 1)w^2 > 0. \]

In particular, for \( y > 0 \) and \( w \geq -\delta \),
\[ (5.11) \quad F_a(y, w) = \frac{8p + 2pw}{a} + \left[ \frac{16p + 4(3p - 2)w + 2(p - 1)w^2}{4 + (p - 1)w} \right] y > 0. \]

Since \( F_a \in C^\infty((0, \infty) \times [-\delta, \infty)) \), by the Fundamental Existence/Uniqueness Theorem for ordinary differential equations (Coddington and Levinson (1955), Theorem 3.1 on page 12), for some \( \delta_1 > 0 \), there is a unique solution \( G \in C^1((1 - \delta_1, 1 + \delta_1)) \) to
\[ G'(y) = -F_a(y, G(y)), \quad y \in (1 - \delta_1, 1 + \delta_1) \]
\[ G(1) = 0. \]

Note it is tacit that \( G \geq -\delta \) on \((1 - \delta_1, 1 + \delta_1)\). Since
\[ G'(1) = -F_a(1, G(1)) = -F_a(1, 0) = -\frac{2p(1 + 2a)}{a} < 0, \]
there is some \( \delta_2 \in (0, \delta_1) \) such that \( G \) is strictly decreasing on \((1 - \delta_2, 1]\). Then from (5.11) we see that \( G \) can be uniquely extended to \((0, 1 + \delta_1)\) (see Theorem 1.3 on page 47 in Coddington and Levinson (1955)), to be the solution in \( C^1((0, 1 + \delta_1)) \) of
\[ (5.12) \quad \begin{cases} G'(y) = -F_a(y, G(y)) & 0 < y < 1 + \delta_1 \\ G(1) = 0. \end{cases} \]

Moreover, \( G \) is strictly decreasing and continuous on \((0, 1]\). Thus \( G > 0 \) on \((0, 1)\), and by repeatedly differentiating (5.12), we see that \( G \in C^\infty((0, 1 + \delta_1)) \). Upon setting \( G_a = G \), it follows that (5.10) holds and \( G_a \) is continuous and strictly decreasing on \((0, 1]\).

Since \( F_a(y, w) \) satisfies a Lipschitz condition in \( w \) uniformly for \((y, w, a)\) in compact subsets of \((0, \infty) \times [0, \infty) \times (0, \infty)\), by standard theorems for ordinary differential equations involving parameters (Coddington and Levinson (1955), Theorem 7.4 on page 29), for each \( y \in (0, 1) \), \( G_a(y) \) is a continuous function of \( a > 0 \).

The next order of business is to show \( G_a \) decreases as a function of \( a > 0 \).

**Lemma 5.2.** If \( 0 < a_1 < a_2 \), then \( G_{a_2} < G_{a_1} \) on \((0, 1)\). Moreover, for each \( y \in (0, 1) \), \( \lim_{a \to 0^+} G_a(y) = \infty \).

**Proof.** For typographical simplicity, write \( G_{a_i} = G_i \) and \( F_{a_i} = F_i \), where \( F_a \) is from (5.9). We use \( D_L g \) to denote the left derivative of \( g \):
\[ D_L g(y) = \lim_{h \to 0^-} \frac{g(y + h) - g(y)}{h}. \]
Since
\begin{equation}
G_i(y) = \int_y^1 F_i(u, G_i(u)) \, du, \quad 0 < y \leq 1,
\end{equation}
we have that
\[ D_L G_i(1) = -F_i(1, 0) = -2p \left[ \frac{1}{a_i} + 2 \right]. \]
Consequently,
\[ D_L G_2(1) - D_L G_1(1) = 2p \left[ \frac{1}{a_1} - \frac{1}{a_2} \right] > 0. \]
Hence for small \( \delta > 0 \),
\begin{equation}
G_2(y) < G_1(y), \quad y \in [1 - \delta, 1).
\end{equation}
To get a contradiction, assume that for some \( y_0 \in (0, 1 - \delta) \) we have
\[ G_2(y_0) = G_1(y_0). \]
Let \( y_* \leq 1 - \delta \) be the supremum of all such points \( y_0 \). Then \( G_2(y_*) = G_1(y_*) \) and
\begin{equation}
G_2(y) < G_1(y), \quad y \in (y_*, 1).
\end{equation}
On the other hand, by (5.12) and that \( G_2(y_*) = G_1(y_*) \), using \( D_R \) for the right derivative,
\[ D_R G_2(y_*) - D_R G_1(y_*) = G'_2(y_* - G'_1(y_*)) \]
\[ = F_1(y_*, G_1(y_*)) - F_2(y_*, G_2(y_*)) \]
\[ = 2p \left[ \frac{1}{a_1} - \frac{1}{a_2} \right] \frac{[4 + G'_1(y_*)]}{y_*^2 [4 + (p - 1)G_1(y_*)]} \]
\[ > 0. \]
Hence for small \( \delta_1 > 0 \),
\[ G_2 > G_1 \quad \text{on } (y_*, y_* + \delta_1]. \]
This contradicts (5.15). Thus there is no \( y_0 \in (0, 1 - \delta) \) for which \( G_2(y_0) = G_1(y_0) \) and so by (5.14), we must have \( G_2 < G_1 \) on \( (0, 1) \), as claimed.
To see that \( \lim_{a \to 0^+} G_a(y) = \infty \) for each \( y \in (0, 1) \), assume that for some \( y_0 \in (0, 1) \),
\[ \lim_{a \to 0^+} G_a(y_0) = g(y_0) < \infty. \]
Then since \( G_a(y) \) is decreasing in both \( a > 0 \) and \( y \in (0, 1) \), for any \( y \in (y_0, 1) \) we have that
\[ \lim_{a \to 0^+} G_a(y) \leq \lim_{a \to 0^+} G_a(y_0) < \infty. \]
Thus \( g(y) = \lim_{a \to 0^+} G_a(y) \) exists as a real number for each \( y \in (y_0, 1) \). By Fatou’s lemma we have that
\[ \int_{y_0}^1 \liminf_{a \to 0^+} F_a(u, G_a(u)) \, du \leq \liminf_{a \to 0^+} \int_{y_0}^1 F_a(u, G_a(u)) \, du \]
\[ = \liminf_{a \to 0^+} G_a(y_0) \quad \text{(see (5.13))}. \]
On the other hand, since \( G_g(u) \to g(u) \) for \( u \in (y_0, 1) \), by (5.9) we have that
\[
\lim_{a \to 0^+} F_a(u, G_a(u)) = \infty.
\]

Thus
\[
\infty = \liminf_{a \to 0^+} G_a(y_0) = g(y_0) < \infty;
\]
contradiction. \( \square \)

As a consequence of Lemma 5.2, the function
\[
K(y) = \lim_{a \to \infty} G_a(y), \quad 0 < y \leq 1
\]
is well-defined and \( K(1) = 0 \).

**Lemma 5.3.** The function \( K \) is decreasing on \((0, 1)\) and is positive on \((0, 1)\).

**Proof.** Since \( G_a(y) \) is strictly decreasing and nonnegative as a function of \( y \in (0, 1) \), \( K \) must be decreasing and nonnegative on \((0, 1)\). If for some \( y_0 \in (0, 1) \) we have \( K(y) = 0 \), then by monotonicity and nonnegativity, \( K \equiv 0 \) on \([y_0, 1]\). By Fatou’s lemma and (5.13),
\[
\int_{y_0}^1 F_\infty(u, K(u)) \, du = \int_{y_0}^1 \lim_{a \to \infty} F_a(u, G_a(u)) \, du
\]
\[
\leq \liminf_{a \to \infty} \int_{y_0}^1 F_a(u, G_a(u)) \, du
\]
\[
= \liminf_{a \to \infty} G_a(y_0)
\]
\[
= K(y_0)
\]
\[
= 0.
\]
On the other hand, for each \( u \in [y_0, 1] \), we have that
\[
F_\infty(u, K(u)) = \frac{16p + 4(3p - 2)K(u) + 2(p - 1)K^2(u)}{u[4 + (p - 1)K(u)]}
\]
\[
= \frac{4p}{u} > 0,
\]
since \( K \equiv 0 \), on \([y_0, 1]\). Thus the left hand side of (5.17) must be positive. This contradiction yields that we must have \( K > 0 \) on \((0, 1)\). \( \square \)

Now we show that we can take the limit as \( a \to \infty \) in (5.10).

**Lemma 5.4.** The function \( K \) is continuous on \((0, 1)\) and satisfies
\[
K'(y) = \frac{16p + 4(3p - 2)K(y) + 2(p - 1)K^2(y)}{y[4 + (p - 1)K(y)]}
\]
\[
= F_\infty(y, K(y)), \quad 0 < y < 1.
\]
Proof. By (5.13), Lemma 5.2 and Lemma 5.3 for sufficiently small \( \delta > 0 \), if \( y \in (0,1-\delta) \), then
\[
G_a(y) \geq K(y) \geq K(1-\delta) > 0, \quad a > 0.
\]

Notice that for \( u \in [\delta,1-\delta] \) and \( w \geq 0 \),
\[
0 \leq F_a(u,w) - F_\infty(u,w) \\
= \frac{2p(4+w)}{au^2[4+(p-1)w]} \\
\leq \frac{2p}{a\delta^2} \left[ 1 + \frac{1}{p-1} \right].
\]

This implies that as \( a \to \infty \), \( F_a(u,w) \to F_\infty(u,w) \) uniformly for \( u \in [\delta,1-\delta] \) and \( w \geq 0 \). In particular, for
\[
N_a = \sup\{|F_a(u,w) - F_\infty(u,w)| : \delta \leq u \leq 1-\delta, \ w \geq K(1-\delta)\}
\]
we have
\[
N_a \to 0 \quad \text{as} \quad a \to \infty.
\]

Since the \( w \)-partial of \( F_\infty(y,w) \) is of the form
\[
\frac{1}{y^2[4+(p-1)w]^2} f_1(y)w^2 + f_2(y)w + f_3(y),
\]
where \( f_1-f_3 \) are bounded on \([0,1]\), we have that
\[
M := \sup \left\{ \frac{\partial F_\infty}{\partial w}(y,w) : \delta \leq y \leq 1-\delta, \ w \geq K(1-\delta) \right\} < \infty.
\]

Then for any \( u \in [\delta,1-\delta] \) and \( w_1, w_2 \geq K(1-\delta) \),
\[
|F_\infty(u,w_1) - F_\infty(u,w_2)| \leq M|w_1 - w_2|,
\]
and consequently,
\[
|F_{a_1}(u,w_1) - F_{a_2}(u,w_2)| \leq |F_{a_1}(u,w_1) - F_{a_\infty}(u,w_1)| \\
+ |F_{\infty}(u,w_1) - F_{\infty}(u,w_2)| + |F_{\infty}(u,w_2) - F_{a_2}(u,w_2)| \\
\leq N_{a_1} + M|w_1 - w_2| + N_{a_2}.
\]

Hence for any \( a_1, a_2 > 1 \) and \( y \in [\delta,1-\delta] \), by (5.13) we have that
\[
|G_{a_1}(y) - G_{a_2}(y)| = \left| G_{a_1}(\delta) - \int_{\delta}^{y} F_{a_1}(u,G_{a_1}(u)) \, du - G_{a_2}(\delta) + \int_{\delta}^{y} F_{a_2}(u,G_{a_2}(u)) \, du \right| \\
\leq |G_{a_1}(\delta) - G_{a_2}(\delta)| + \int_{\delta}^{y} |F_{a_1}(u,G_{a_1}(u)) - F_{a_2}(u,G_{a_2}(u))| \, du \\
\leq |G_{a_1}(\delta) - G_{a_2}(\delta)| + N_{a_1} + M \int_{\delta}^{y} |G_{a_1}(u) - G_{a_2}(u)| \, du + N_{a_2}.
\]
By Gronwall’s inequality,

\[ \sup_{\delta \leq y \leq 1 - \delta} |G_{a_1}(y) - G_{a_2}(y)| \leq \|G_{a_1}(\delta) - G_{a_2}(\delta)\| + N_{a_1} + N_{a_2} e^{M(1-2\delta)}. \]

Since \( G_a(\delta) \to K(\delta) \) as \( a \to \infty \), it follows that for any sequence \( a_n \to \infty \), \( G_{a_n} \) is uniformly Cauchy on \([\delta, 1 - \delta] \). Since \( \delta > 0 \) was arbitrary, we get that \( K \) is continuous on \((0,1)\).

Then by the uniform convergence of \( G_a \) to \( K \) on compact subsets of \((0,1)\) as \( a \to \infty \), we can take the limit inside the integral in the expression

\[ G_a(y) = G_a(\delta) - \int_{\delta}^{y} F_a(u, G_a(u)) \, du, \quad \delta \leq y \leq 1 - \delta \]

to get

\[ K(y) = K(\delta) - \int_{\delta}^{y} F_\infty(u, K(u)) \, du, \quad \delta \leq y \leq 1 - \delta. \]

Hence, since \( \delta > 0 \) was arbitrary,

\[ K'(y) = -F_\infty(y, K(y)), \quad 0 < y < 1. \]

\[ \square \]

**Lemma 5.5.** The function \( K \) is continuous on \((0,1)\).

**Proof.** By Lemma 5.4, it suffices to show that \( \lim_{y \to 1^-} K(y) = 0 \). Given \( \varepsilon > 0 \), choose \( \delta > 0 \) such that

\[ G_1(y) < \varepsilon, \quad y \in [1 - \delta, 1]. \]

Then

\[ 0 \leq G_a(y) < \varepsilon \quad \text{for all } y \in [1 - \delta, 1] \text{ and } a \geq 1. \]

Let \( a \to \infty \) to get that

\[ 0 \leq K(y) \leq \varepsilon, \quad y \in [1 - \delta, 1]. \]

Thus \( K(y) \to 0 \) as \( y \to 1^- \), as desired. \[ \square \]

To prove integrability properties of \( K \) on \((0,1)\), we will make use of the following result.

**Lemma 5.6.** We have the following limits:

\[ a) \lim_{y \to 1^-} \frac{K(y)}{1 - y} = 4p. \]

\[ b) \lim_{y \to 0^+} \frac{\log K(y)}{-\log y} = 2. \]
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Proof. a) Since $K(y) \to 0$ as $y \to 1^-$, we have

\[
\lim_{y \to 1^-} \frac{K(y)}{1-y} = \lim_{y \to 1^-} \frac{K'(y)}{-1} = \lim_{y \to 1^-} F_\infty(y, K(y)) = 4p.
\]

b) Now for $y > 0$ and $w \geq 0$,

\[
F_\infty(y, w) \geq \frac{16p}{y[4 + (p-1)w]}.
\]

To get a contradiction, assume

\[
\lim_{y \to 0^+} K(y) = L < \infty.
\]

Then since $K$ is decreasing on $(0, 1)$, we have $K(u) \leq L$ for $u \in (0, 1)$ and consequently for $y > 0$,

\[
K(y) = \int_y^1 F_\infty(u, K(u)) \, du \\
\geq \int_y^1 \frac{16p}{u[4 + (p-1)L]} \, du \\
= \frac{16p}{4 + (p-1)L} \log y.
\]

Letting $y \to 0^+$, this yields $\infty > L = \lim_{y \to 0^+} K(y) = \infty$; contradiction.

Thus $K(y) \to \infty$ as $y \to 0^+$ and we have that

\[
\lim_{y \to 0^+} \log K(y) = \lim_{y \to 0^+} \frac{K'(y)/K(y)}{1/y} = \lim_{y \to 0^+} \frac{y}{K(y)} F_\infty(y, K(y)) = \lim_{y \to 0^+} \frac{1}{K(y)} \frac{16p + 4(3p-2)K(y) + 2(p-1)K(y)^2}{4 + (p-1)K(y)} = 2.
\]

As an immediate consequence of the lemma, we get the following corollary.

Corollary 5.7. The function $y^{-1}K(y)^{-1/2}$ is integrable on $(0, 1)$. □

For each $a > 0$, define

\[
H_a(y) = y^2 G_a(y/a), \quad 0 < y \leq a.
\]

Then $H_a$ is continuous on $(0, a]$, $H_a > 0$ on $(0, a)$ and $H_a(a) = 0$. Moreover, $H_a$ satisfies

\[
H'_a(y) = -\frac{8py^2[1 + 2y] + [2p + 4(3p-4)y]H_a(y)}{4y^2 + (p-1)H_a(y)}, \quad 0 < y < a.
\]
Lemma 5.8. The function $H_a$ is positive on $[0,a)$ and in $C^\infty([0,a])$.

Proof. By Lemma 5.1, $G_a \in C^\infty((0,1])$, so we have $H_a \in C^\infty((0,a])$.

Now if $y > 0$ is very small, $2p + 4(3p-4)y > 0$. Hence $H'_a(y) < 0$ for small $y > 0$, and we have that $H_a(y)$ is increasing as $y$ decreases to 0. Thus

$$L := \lim_{y \to 0^+} H_a(y)$$

exists as an extended real number in $(0,\infty]$.

If $L = \infty$, then

$$\lim_{y \to 0^+} H'_a(y) = -\frac{2p}{p-1}.$$ 

Since

$$H_a(y) - \int_\varepsilon^y H'_a(u) \, du = H_a(\varepsilon)$$

for $0 < \varepsilon < y$, we get a contradiction when $\varepsilon \to 0^+$; thus we must have $L < \infty$. Then by an extension theorem in Coddington and Levinson ((1955), Theorem 1.3 on page 47), for some $\delta > 0$ the function $H_a(y)$ can be uniquely extended to be the solution in $C^1((-\delta,a))$ of (5.19) satisfying the initial condition $H_a(a) = 0$. Moreover, by making $\delta$ smaller if necessary, $H_a > 0$ on $(-\delta,a)$ and so by repeatedly differentiating (5.19), we get that $H_a \in C^\infty((-\delta,a))$. 

Since $G_a \geq K$ on $(0,1)$, by Corollary 5.7 $(H_a(y))^{-1/2} = y^{-1}(G_a(y/a))^{-1/2}$ is integrable on $(0,a)$. Thus the function

$$(5.20) \quad g(t) = \int_t^a \frac{dy}{\sqrt{H_a(y)}}, \quad t \in [0,a]$$

is well-defined and continuous on $[0,a]$. Furthermore, since $g$ is strictly decreasing on $[0,a]$, it has a continuous and strictly decreasing inverse that we denote by $y(\theta)$. Thus setting

$$(5.21) \quad \theta_a = g(0),$$

we have that the domain of $y(\theta)$ is $[0,\theta_a]$. In particular,

$$(5.22) \quad \theta = \int_{y(\theta)}^a \frac{dw}{\sqrt{H_a(w)}}, \quad \theta \in [0,\theta_a].$$

From this we get

$$(5.23) \begin{cases} y'(\theta) = -\sqrt{H_a(y(\theta))}, & 0 < \theta < \theta_a \\ y(\theta_a) = 0, \\ y(0) = a \\ y > 0 \text{ on } [0,\theta_a]. \end{cases}$$

Now extend $y(\theta)$ to $[-\theta_a,\theta_a]$ by

$$y(\theta) = y(-\theta), \quad \theta \in [-\theta_a,0).$$
Lemma 5.9. The extended function $y(\theta)$ is in $C^3([-\theta_a, \theta_a])$ and satisfies the equation

$$
4y^2 \left[ 1 + 2y + \frac{1}{p}y'' \right] + (y')^2 \left[ 1 + \frac{2(3p-4)}{p} y + \frac{p-1}{p} y'' \right] = 0
$$
on $(-\theta_a, \theta_a)$. Moreover, $y > 0$ on $(-\theta_a, \theta_a)$ and $y(\pm \theta_a) = 0$.

Proof. By (5.23), $y' = -\sqrt{H_a(y)}$ on $(0, \theta_a)$. Since $H_a$ satisfies (5.19), it is a routine matter to check that $y$ satisfies the indicated differential equation on $(0, \theta_a)$. Then using that $y'(-\theta) = y'(-\theta)$ for $\theta \in (-\theta_a, 0)$, it follows that $y$ also solves the differential equation on $(-\theta_a, 0)$.

By (5.23), $y > 0$ on $(-\theta_a, \theta_a)$ with $y(\pm \theta_a) = 0$. Since $y((0, \theta_a]) = [0, a)$ and $H_a > 0$ on $[0, a)$, by Lemma 5.8 we can repeatedly differentiate the differential equation in (5.23) to see that $y \in C^\infty((0, \theta_a])$. Thus $y \in C^\infty([-\theta_a, 0) \cup (0, \theta_a])$.

All that remains is to show that $y$ is three times continuously differentiable at 0. We make use of the following fact: Suppose $f$ is continuous on $(-\delta, \delta)$ and differentiable on $(-\delta, \delta) \setminus \{0\}$. If $\lim_{h \to 0^-} f'(h) = L = \lim_{h \to 0^+} f'(h)$, then the left and right derivatives of $f$ at 0 exist and are equal to $L$. Thus $f$ is continuously differentiable at 0 and the value of the derivative there is $L$.

Now on $(0, \theta_a)$,

$$
y' = -\sqrt{H_a(y)},
$$

$$
y'' = \frac{1}{2} H_a'(y),
$$

$$
y^{(3)} = \frac{1}{2} H_a''(y) y'.
$$

Then on $(-\theta_a, 0)$,

$$
y'(-\theta) = y'(-\theta),
$$

$$
y''(-\theta) = y''(-\theta),
$$

$$
y^{(3)}(-\theta) = -y^{(3)}(-\theta),
$$

and we have

$$
\lim_{\theta \to 0^+} y'(-\theta) = -\lim_{\theta \to 0^+} \sqrt{H_a(y(\theta))} = -\sqrt{H_a(a)} = 0.
$$

Thus

$$
\lim_{\theta \to 0^-} y'(-\theta) = -\lim_{\theta \to 0^-} y'(-\theta) = -\lim_{\theta \to 0^-} y'(-\theta) = 0
$$

and so $y$ is continuously differentiable at 0 with $y'(0) = 0$.

Next,

$$
\lim_{\theta \to 0^+} y''(\theta) = \frac{1}{2} \lim_{\theta \to 0^+} H_a'(y(\theta)) = -p(1 + 2a), \quad \text{by (5.19),}
$$
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and so
\[
\lim_{\theta \to 0^-} y''(\theta) = \lim_{\theta \to 0^+} y''(-\theta) = \lim_{\theta \to 0^+} y''(\theta) = -p(1 + 2a).
\]
Thus \( y' \) is continuously differentiable at 0 and \( y''(0) = -p(1 - 2a) \).

Using (5.19), it is easy to check that \( \lim_{\theta \to 0^+} H''(y(\theta)) \) exists. Hence we have that
\[
\lim_{\theta \to 0^+} y^{(3)}(\theta) = \frac{1}{2} \lim_{\theta \to 0^+} H''_a(y(\theta)) y'(\theta)
= 0,
\]
and consequently,
\[
\lim_{\theta \to 0^-} y^{(3)}(\theta) = -\lim_{\theta \to 0^-} y^{(3)}(-\theta) = -\lim_{\theta \to 0^+} y^{(3)}(\theta) = 0.
\]
It follows that \( y'' \) is continuously differentiable at 0 and \( y^{(3)}(0) = 0 \). \qed

**Lemma 5.10.** The root \( \theta_a \) is continuous and increasing as a function of \( a > 0 \). Moreover,
\[
\lim_{a \to \infty} \theta_a = \pi/2 \left[ 1 - \frac{1}{2} \sqrt{\frac{2(p - 1)}{p}} \right] :=: \eta_p
\]
and the range of \( \theta_a \) as a function of \( a > 0 \) is \((0, \eta_p)\).

**Proof.** Observe that
\[
\theta_a = \int_0^a \frac{dw}{\sqrt{H_a(w)}} = \int_0^a \frac{dw}{w \sqrt{G_a(w/a)}} = \int_0^1 \frac{du}{u \sqrt{G_a(u)}}
\]
(5.24)

Since \( G_a(\cdot) \) is decreasing as a function of \( a > 0 \), \( \theta_a \) is increasing for \( a > 0 \). By Lemma 5.1, since \( G_a \geq K \) and \( y^{-1}(K(y))^{-1/2} \) is integrable, we get that \( \theta_a \) is a continuous function of \( a > 0 \). Then by monotonicity,
\[
\lim_{a \to \infty} \theta_a = \lim_{a \to \infty} \int_0^1 \frac{du}{u \sqrt{G_a(u)}} = \int_0^1 \frac{du}{u \sqrt{K(u)}}.
\]
Upon changing variables \( y = K(u) \) and using Lemma 5.6b together with the expression for \( K'(u) \) from Lemma 5.4, we get that
\[
\lim_{a \to \infty} \theta_a = \int_0^\infty \frac{4 + (p - 1)y}{y^{1/2} \left[ 16p + 4(3p - 2)y + 2(p - 1)y^2 \right]} dy.
\]
After another change of variables \( y = z^2 \), this becomes
\[
\lim_{a \to \infty} \theta_a = 2 \int_0^\infty \frac{4 + (p - 1)z^2}{2(p - 1)z^4 + 4(3p - 2)z^2 + 16p} dz.
\]
The latter integral is easily evaluated using residue theory to yield

\[
\lim_{a \to \infty} \theta_a = \frac{\pi}{2} \left[ 1 - \frac{1}{2} \sqrt{\frac{2(p-1)}{p}} \right],
\]
as desired.

To see that the range of \( \theta_a \) is \((0, \eta_p)\), it is enough to show that

\[
\lim_{a \to 0^+} \theta_a = 0.
\]

Since \( u^{-1}(G_a(u))^{-1/2} \leq u^{-1}(K(u))^{-1/2} \) and the latter is integrable, by Lemma 5.2 and dominated convergence, (5.24) yields

\[
\lim_{a \to 0^+} \theta_a = \lim_{a \to 0^+} \int_0^1 \frac{du}{u \sqrt{G_a(u)}} = 0.
\]

At last we can prove Theorem 1.2. Let

\[
\eta < \pi \left[ 1 - \frac{1}{2} \sqrt{\frac{2(p-1)}{p}} \right].
\]

By Lemma 5.10 choose \( a > 0 \) such that \( \theta_a = \frac{\eta}{2} \). Taking \( f(\theta) \) to be the corresponding \( y(\theta) \) from Lemma 5.9 and setting \( u = r^2 f(\theta) \) does the trick.
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