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Abstract

We describe the systems developed by the National Research Council Canada for the Uralic language identification shared task at the 2020 VarDial evaluation campaign. Although our official results were well below the baseline, we show in this paper that this was not due to the neural approach to language identification in general, but to a flaw in the function we used to sample data for training and evaluation purposes. Preliminary experiments conducted after the evaluation period suggest that our neural approach to language identification can achieve state-of-the-art results on this task, although further experimentation is required.

1 Introduction

The goal of the Uralic language identification (ULI) shared task at VarDial 2020 (Găman et al., 2020) was to identify and discriminate 29 Uralic language varieties. This involves distinguishing the relevant languages from a large set of non-relevant languages and discriminating between these languages.

To solve this task, we used an approach similar to the one we developed for the cuneiform language identification shared task at VarDial 2019 (Bernier-Colborne et al., 2019). This approach was ranked first in that competition, which was one of the first times a language identification shared task was won by a neural network (Zampieri et al., 2019). It is a deep learning approach based on character embeddings and a transformer network (Vaswani et al., 2017) trained in a similar fashion to BERT (Devlin et al., 2019).

On this year’s ULI shared task, we did not have the same level of success using this neural approach to language identification, as our accuracy scores on the held-out test set were significantly lower than the baseline scores.

In this paper, we explore the challenges presented by the ULI task and explain the reasons for the low accuracy scores achieved by our model in the official evaluation. We then show that neural language identification can produce much better results if trained and tuned correctly.

2 Task Definition and Data

The goal of this language identification task is simply to identify the language of a given text, which is typically a single sentence. If more than one language is used in the text (e.g. code switching), the main language must be identified. Since there are both relevant and non-relevant languages in the test set, the task involves not only discriminating amongst the relevant languages, but also distinguishing them from the non-relevant languages. The shared task was closed, so no data could be used except for the training set provided.

The task was subdivided into three tracks. The training and test data is the same for all three tracks, the difference being the way in which evaluation metrics are computed. For tracks 1 and 2, only test cases where either the predicted or true label is a relevant language are evaluated, using macro-averaged and micro-averaged F1 score respectively. For track 3, all test cases are evaluated, using the macro-averaged F1 score.
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The 29 relevant languages for this task are part of the Uralic group of languages, which are spoken mainly in northern Eurasia. Some of these languages are very under-resourced, and some are already extinct, e.g. Kemi Saami, which was represented in this task.

Also included in the test set are 149 other languages considered non-relevant. These include the three largest Uralic languages (i.e. Estonian, Finnish, and Hungarian), as well as a wide variety of other languages. In total, 178 languages or language varieties were represented in this task, the highest number covered so far in a language identification shared task.

The training set provided contains 646,043 examples for the relevant languages and 63,772,445 examples for the non-relevant ones. Thus, there is much less data for the relevant languages, on average. Both the relevant and non-relevant portions of the training set are (highly) unbalanced. The class frequencies in the relevant training data range from 19 (Kemi Saami) to 214,225 (Northern Saami). The non-relevant portion of the dataset contains anywhere from 10,000 to 3,000,000 examples per class (i.e. language).

The training set was compiled from 2 different sources: data for the relevant languages comes from the Wanca 2016 corpus (Jauhiainen et al., 2019a), whereas the non-relevant data was extracted from the Leipzig corpus (Goldhahn et al., 2012). The relevant data in the held-out test set comes from the Wanca 2017 dataset. For more information on the dataset, the task, and the baseline scores, refer to Jauhiainen et al. (2020).

Regarding the length of the texts, for relevant languages, 86% of the texts contain 128 characters or less, and only 1.2% are longer than 256 characters. For non-relevant languages, 70% of texts contain 128 characters or less, and 0.02% are longer than 256 characters.

Note that there are no duplicates in the relevant training data. In the non-relevant training data, less than 0.5% of examples appear more than once (whether in the same language or different languages).

2.1 Challenges

The ULI shared task presented many challenges. Some of these challenges are inherent to language identification in general. For instance, some of the target languages are very closely related, such as Ingrian, Ludian, and Karelian (Jauhiainen et al., 2020). This can make it hard to distinguish between such languages. Furthermore, some languages are spoken and written much more frequently than others, such that there are often large class imbalances in datasets for language identification. In the case of the ULI task, some language varieties have so little data available that it was announced at the outset that some relevant languages would not be present in the held-out test set. In general, detecting very rare languages is challenging, especially if they are closely related to other languages present in the training data.

The ULI shared task presented its own specific challenges. There are not only large class imbalances within the relevant and non-relevant groups, but also a large discrepancy between these two groups, as there is about 100 times more training data for the non-relevant languages, meaning that their frequency is about 20 times greater on average than the relevant languages (as there are about 5 times more non-relevant than relevant languages). These large and complex class imbalances make this a tricky task to learn.

The training set is also quite large, so simply processing all that data may incur a high computational cost. Using a neural model such as a large transformer network, simply encoding all the texts may take a long time. So finding a way to efficiently train and tune a model on such a large dataset may be challenging.

Another potential challenge posed by the ULI task is the presence of noise (i.e. incorrectly labeled sentences) in the training data, as the corpora were produced in part using automatic web crawling and language identification methods.

Finally, a challenge that turned out to have a huge impact on our results is the fact that the organizers decided not to provide a dedicated development set; just a training set. This is a legitimate design decision for such a competition, which entails that participants must create their own development set from the training data. The adequacy of this development set is very important to estimate the accuracy that the model will achieve on the held-out test data, and select the best models.
3 A Neural Approach to Language Identification

The neural approach we used for this task is similar to the one we developed for the cuneiform language identification shared task at VarDial 2019. The model is a deep neural network which takes sequences of characters as input. The model is trained in two stages: (partially) self-supervised pre-training, and supervised fine-tuning. Typically, when training this type of model, the pre-training phase would exploit large amounts of unlabeled text data, then the subsequent fine-tuning phase would exploit a much smaller amount of labeled data. Since the ULI shared task was a closed one, we used the same training set for both pre-training and fine-tuning.

The network is composed of a stack of bidirectional transformer modules (Vaswani et al., 2017) which encode the input sequence. The output of this encoder is fed to one or more output layers, which depend on the tasks used for pre-training and fine-tuning.

First, we pre-train the model using 2 pre-training tasks: masked language modeling (MLM) and sentence pair classification (SPC). The MLM task is exactly as described by Devlin et al. (2019). The objective is to predict tokens (in this case, characters) chosen at random based on all the other tokens in the text. This produces a model that can predict characters in context for any of the languages represented in the training data (with varying degrees of accuracy), and must therefore have learned the specific patterns of each language (or at least some of them).

As for the SPC pre-training task, it is similar to the next sentence prediction task proposed by Devlin et al. (2019), but we adapted it for language identification. Instead of predicting whether two sequences follow each other in the training corpus, we predict whether two sequences are in the same language. This introduces a supervised signal into the pre-training task (whereas MLM is self-supervised), as we use the labels in the training data in order to label pairs of texts as belonging to the same language or not. Learning to predict whether two texts belong to the same language should be helpful to predict the language used in a specific text, when we fine-tune the model on this task later on.

Thus, the pre-training phase uses two different output layers, one for MLM and one for SPC. The first is a simple softmax over the vocabulary, which is composed of characters in this case. The input of this layer is the encoding of a character in the sequence that has been masked beforehand: before feeding the sequence to the encoder, we pick some characters at random and replace them with a special masking token. Based on the encoding of a masked token (which encodes information about the other tokens in the sequence), the softmax layer is used to predict the most likely character. For more details on the implementation of masked language modeling, refer to Devlin et al. (2019).

The second output layer is a binary classifier which applies average pooling over the final hidden states of the encoder for each of the two input texts (separately), then computes the dot product of the two pooled encodings, then predicts whether the two input texts belong to the same language based on this similarity function. Texts whose pooled encodings are similar will therefore be predicted to belong to the same language. Note that this bi-encoding approach to SPC has a lower computational cost than the cross-encoding approach we used for cuneiform language identification at VarDial 2019, where both sequences are concatenated and encoded together. The cost remains quadratic with respect to the length of the sequence, but the sequence is half as long, and we encode two sequences instead of one.

Once the model is pre-trained, we fine-tune it on the target task, which is to predict the language of each text, using the labeled training data. For this, we use the pre-trained encoder, and add a new output layer for language identification, which is simply a softmax over the 178 languages.

The loss function used to learn all tasks is cross-entropy, which is commonly used for multi-class classification problems, averaged across examples in a batch. We did not assign class-specific cost weights, but we did experiment with oversampling of the training data during fine-tuning, which plays a similar role in alleviating class imbalances (see related work in Sec. 7). In cases where we used multiple tasks at once for training, losses were summed.

The vocabulary (or alphabet) of symbols for which we learn embeddings is composed of every character in the training set whose frequency is greater than some threshold, plus a few reserved symbols (e.g. unknown characters and padding). In the experiments we carried out on our own train/dev/test split, we computed the vocab on the training portion only. Using a minimum frequency of 2, this produced
a vocab of about 15K characters. Input characters that are not part of the vocabulary are mapped to a special symbol for unknown characters.

For efficiency, we used a small architecture containing only 8 transformer layers, rather than the 12 layers of the “base” architecture proposed by Devlin et al. (2019). Our other hyperparameter settings for pre-training largely follow their recommendations:

- Nb transformer layers: 8
- Nb attention heads: 12
- Hidden layer size: 768
- Feed forward/filter size: 3072
- Hidden activation: gelu
- Dropout probability: 0.1
- Optimizer: Adam (with $\beta_1 = \beta_2 = 0.9$)
- Learning rate: 1e-4
- Warmup steps for pre-training: 10K
- Maximum input length: 128

For fine-tuning, we experimented with different values for the batch size and learning rate. We also tested a longer maximum input length of 256. In this case, the position embeddings that were not used during pre-training, and are therefore still randomly initialized, are learned on the fly during fine-tuning.

Note that no pre-processing was applied to the input text (e.g. word or sub-word tokenization, character normalization, etc.).

We used a single GPU (Nvidia K80 or V100, depending on the experiment) with 12 GB of memory for both pre-training and fine-tuning. Note that simply producing the predictions of the model on the held-out test set, containing over 1.5 million examples, took about 8 hours on a V100 (with a batch size of 64 and a maximum sequence length of 256).

Our code, which exploits the Transformers library by HuggingFace (Wolf et al., 2020), is available at https://www.github.com/gbcolborne/vardial2020.

4 Methodology

To produce our systems for the ULI task, we experimented with various training tasks and hyperparameter settings, and selected the models that seemed to perform best. Before we could do this, we first had to create a dev set, as none was provided for this task. A dev set was necessary to tune the hyperparameters of the model and to estimate the accuracy we could expect to achieve on the held-out test set. To get an unbiased estimate of held-out accuracy, we created two dev sets, one used to tune hyperparameters, and the other to evaluate the fully tuned model. We will call the former ‘dev’ and the latter ‘dev-test’ when needed to distinguish the two. In the following sections, we explain how we split the training data to obtain these dev sets, then provide an overview of our model selection experiments.

4.1 Splitting the Data

Before sampling a dev set from the ULI training data, we have to consider the fact that there is 20 times more data for the non-relevant languages than the relevant ones, on average, and that both the relevant and non-relevant data are unbalanced. If we sampled examples at random, without considering the relative class frequencies, we would have to sample a very large number of examples in order to get a decent coverage of all the languages in the training data.

For our dev sets, we had the following desiderata:
They should be large enough to estimate the evaluation metrics accurately, yet not so large that running the evaluation would be prohibitively expensive in terms of computation time. Something on the order of 10,000-100,000 examples seemed reasonable.

They should cover most of the relevant languages, but not necessarily all of them, as we knew from the outset that some relevant languages would not appear in the held-out test set. We decided to ensure that a few of the rarest languages would be absent from our dev sets.

We also thought it might be helpful to sample the three non-relevant Uralic languages more frequently than the other non-relevant languages. The motivation was that these three languages would likely be the hardest to distinguish from the 29 relevant languages.

To sample our dev sets, we computed the relative class frequencies separately for these three groups: relevant, non-relevant Uralic, and non-relevant non-Uralic. Then, we sampled from each of these three groups independently, by setting the sampling probability of each language in a group to its relative frequency. We sampled two dev sets containing 12,000 examples each. In each of them, three of the relevant languages were absent.

After the official evaluation, we figured out that there was a major flaw in the way we sampled data to create the dev sets. By analyzing the class distribution of these dev sets, we observed that the three non-relevant Uralic languages were being sampled much more often than either the relevant languages or the 146 other non-relevant languages. This was because we sampled uniformly from the 3 groups, ignoring the fact that there were far fewer languages in the non-relevant Uralic group. This made our dev sets bad estimators of held-out test accuracy. This would affect not only model selection, but also the training itself, as we used a similar function to resample the training data. More details on the effect of this mistake are provided in Sec. 5.

4.2 Model Selection

While developing our system, we empirically investigated questions such as:

- Does doing SPC along with MLM during pre-training improve classification accuracy after fine-tuning?
- Does doing MLM on the labeled training data along with language identification during fine-tuning improve classification accuracy?
- Does doing MLM on the unlabeled dev or test data during fine-tuning (to adapt the encoder to the unlabeled data) improve classification accuracy?
- What are the optimal settings of those hyperparameters of the BERT method that are known to have a significant impact on accuracy (e.g. batch size, learning rate, number of training steps, etc.).
- Does increasing the maximum input length to 256 during fine-tuning improve classification accuracy?
- Does damping the relative class frequencies used for sampling improve accuracy?

We will not go into the details of these experiments here. Because of the flaw in the sampling function we used to sample our dev sets, the results of these experiments are of little interest.

We ended up submitting the predictions of three different systems for each of the three tracks. For each track, we submitted the predictions of:

- A model trained on all the training data, using the optimal settings for a given track according to our model selection experiments. This model was pre-trained with both MLM and SPC, and fine-tuned with both MLM and language identification.
- Same as the previous model, but during fine-tuning, we ran MLM on the unlabeled, held-out test set alongside MLM and language identification on the labeled training data.
• An ensemble of 6 models, i.e. the two previous models for each of the three tracks. We used plurality voting. To break ties, we favoured the model tuned for a given track (with adaptation to the unlabeled test data).

5 Official Results

We were the only team who participated in the ULI task (perhaps because of some of the challenges we have outlined in this paper), therefore we can only compare our results to the baseline scores computed by the organizers. The baseline scores were computed using the HeLI method (Jauhiainen et al., 2017).

| System  | Track 1 (macro F1, rel.) | Track 2 (micro F1, rel.) | Track 3 (macro F1, all) |
|---------|--------------------------|--------------------------|------------------------|
| Best run | 0.300                    | 0.260                    | 0.675                  |
| Baseline | 0.802                    | 0.973                    | 0.926                  |

Table 1: Score of our best run on the held-out test set. For tracks 1 and 2, only the test cases where either the predicted or true label is a relevant language are evaluated. For track 3, all test cases are evaluated. Also shown are the scores of the baseline system, i.e. HeLI.

Our best score on each of the three tracks is shown Table 1 along with the baselines. It is obvious from these results that our models performed very poorly on the held-out test set. Our scores were not only much lower than the baseline, but also much lower than the scores we had estimated on our own dev sets.

Looking at our precision and recall scores on track 2, we observed that recall was relatively high (0.895), but precision was very low (0.085), indicating that our model was badly over-detecting relevant languages.

Faced with these results, we set about figuring out what went wrong. Was this neural approach simply inadequate for this language identification task or was there some flaw in the way we trained and selected our models? The fact that our dev sets had significantly overestimated our held-out accuracy suggested that the latter explanation was plausible.

6 Post-evaluation Experiments

To confirm our suspicion that our dev sets were bad estimators of held-out test accuracy, we evaluated the baseline method, i.e. HeLI, on our split of the training data. We used a different implementation of HeLI than the organizers, but our settings were similar to those reported by Jauhiainen et al. (2020). We used the implementation that is publicly available at https://github.com/tosaja/HeLI, and modified the settings in the HeLI.java class as follows: we only used lower-case features, all feature count thresholds were increased from the default 1000 to 300,000, the maximum n-gram length was set to 6, and the penalty was set to 7.

| System  | Track 1 (macro F1, rel.) | Track 2 (micro F1, rel.) | Track 3 (macro F1, all) |
|---------|--------------------------|--------------------------|------------------------|
| Best run | 0.705                    | 0.783                    | 0.655                  |
| Baseline | 0.659                    | 0.735                    | 0.611                  |

Table 2: Scores on our dev set before the sampling flaw was corrected.

The baseline scores we obtained on our dev set are shown in Table 2, along with the best dev score we observed when training the neural models. These results indicated that the baseline system’s scores were similar to those of our neural network, and much lower than the scores achieved by the baseline system on the held-out test set. This corroborated our suspicion that there was a flaw in the function we used to sample the dev sets, which made them bad estimators of held-out test accuracy.

Since we used a similar function to sample the training data, optimization of the parameters of the neural network was also affected. The combination of these two factors explains why our system’s scores were so much lower than the baseline scores in the official evaluation.
Equipped with this knowledge, we set about re-evaluating our neural approach to see if it could achieve a similar level of accuracy as the baseline method on a more representative dev set. Due to time constraints, we were not able to conduct a thorough assessment of this question, but we report the results of our preliminary experiments below.

### 6.1 Fixing the Sampling Function

We produced new dev sets using a corrected sampling procedure. First, we compute relative frequencies of relevant and non-relevant languages separately. Then we compute sampling probabilities of the languages in the two groups using the following function:

\[
P_i(x) = \frac{f_i(x)^\alpha}{\sum_{x'} f_i(x')^\alpha}
\]

where \(P_i(x)\) is the sampling probability of language \(x\) in group \(i\) (relevant or non-relevant), \(f_i(x)\) returns the relative frequency of \(x\) within its group, \(\alpha\) is a damping factor between 0 and 1 (with 0 producing a uniform distribution), and the denominator of the term on the right normalizes over all the languages in the group.

To get a distribution over all languages, we combine the distributions for relevant and non-relevant languages. The probability of language \(x\) is given by computing the score \(s(x)\) as follows and renormalizing:

\[
s(x) = \begin{cases} 
\gamma P_{\text{relevant}}(x), & \text{if } x \text{ is relevant} \\
\frac{s(x)}{P_{\text{non-relevant}}(x)}, & \text{otherwise}
\end{cases}
\]

\[
P(x) = \frac{s(x)}{\sum_{x'} s(x')}
\]

Here, \(\gamma\) is the relative weight of relevant examples with respect to non-relevant ones, e.g. \(\gamma = 2\) means we would sample relevant examples approximately twice as often as non-relevant ones. So this is basically interpolating between a distribution where only non-relevant languages have non-zero probability (with \(\gamma = 0\)) and a distribution where the opposite is true (as \(\gamma \to \infty\)).

Using this probability distribution, with \(\alpha = 1\) and \(\gamma = 1\), we sampled a dev set containing 20,000 examples and a dev-test set containing 100,000 examples.

### 6.2 Experiments

We first tested the baseline system on our new split of the training data. Scores are shown in Table 3. These scores are similar to the baseline scores computed on the held-out test set by the organizers. This indicated that our new dev sets were good (or at least better) estimators of held-out test accuracy.

| Evaluation Data | Track 1 (macro F1, rel.) | Track 2 (micro F1, rel.) | Track 3 (macro F1, all) |
|-----------------|--------------------------|--------------------------|-------------------------|
| Dev             | 0.971                    | 0.985                    | 0.950                   |
| Dev-test        | 0.912                    | 0.984                    | 0.942                   |

Table 3: Scores of the baseline system (i.e. HeLI) on our corrected dev sets.

We then trained our neural model using the corrected sampling function to sample training examples. After pre-training the model on our training set for about 700,000 steps, we did a small fine-tuning grid search in order to begin exploring the following questions:

- Does damping the sampling probabilities for training (with \(\alpha < 1\)) help?
- Does sampling relevant examples more often than non-relevant ones during training (with \(\gamma > 1\)) help?
• Does doing MLM along with language identification help?
• Should we fine-tune the whole model or freeze the weights of the encoder?

Accordingly, we tested every combination of the following settings:

• $\alpha = \{1, 0.75\}$
• $\gamma = \{1, 2\}$
• Tasks = \{SPC only (frozen encoder), SPC only (full fine-tuning), MLM+SPC (full fine-tuning)\}

As for the other hyperparameters, we used the following settings, which had worked well in our previous experiments: maximum input length = 128, learning rate = 3e-5, batch size = 32. When the encoder was frozen, batch size was increased to 128. We fine-tuned the 12 models for as long as possible given the time left before the deadline to submit this paper. We used early stopping for model selection, optimizing for track 3 when $\gamma = 1$ and for track 1 when $\gamma = 2$; we did not optimize any models for track 2.

| Score optimized | Evaluation data | Track 1 (macro F1, rel.) | Track 2 (micro F1, rel.) | Track 3 (macro F1, all) |
|-----------------|-----------------|------------------------|-------------------------|-------------------------|
| Track 1         | Dev             | 0.961                  | 0.983                   | 0.743                   |
|                 | Dev-test        | 0.928                  | 0.982                   | 0.757                   |
| Track 3         | Dev             | 0.899                  | 0.973                   | 0.844                   |
|                 | Dev-test        | 0.894                  | 0.974                   | 0.836                   |

Table 4: Scores of the neural model on our corrected dev sets. Score on ‘dev’ is the best dev score achieved for a given track during training. Score on ‘dev-test’ is the score of the corresponding (early-stopped) model on our ‘dev-test’ set.

The best dev scores and the scores of the corresponding (early-stopped) models on the dev-test set are shown in Table 4. Comparing these results to the baseline scores in Table 3, we can see that the neural model achieved a higher score on the dev-test set for track 1 (0.928 vs. 0.912), a slightly lower score for track 2 (0.982 vs. 0.984), and a significantly lower score for track 3 (0.836 vs. 0.942). Below, we briefly investigate why our track 3 score is still well below that of the baseline method.

The hyperparameter settings that were optimal for track 1 according to the grid search were: SPC only (full fine-tuning), $\alpha = 0.75$, $\gamma = 2$. The best dev score was achieved after 510,000 steps. As for track 3, the optimal settings were: SPC only (with frozen encoder), $\alpha = 0.75$, $\gamma = 1$. The best dev score was achieved after 715,000 steps.

These results suggest that damping the relative class frequencies when computing the sampling probabilities for training was effective, and that sampling relevant examples more often was helpful for track 1, where we only evaluate test cases where either the gold or predicted label is a relevant language. It also appears that doing MLM alongside SPC during fine-tuning was not helpful, although more extensive experiments would be required to confirm this. Finally, freezing the encoder was helpful for track 3, perhaps because in this case we increased the batch size from 32 to 128, which allowed the model to observe more training data.

Given the time available, we were only able to fine-tune for about 750,000 steps, and the best track 3 dev score was achieved near the end of this, after step 715,000. Given that the batch size was 128 and $\gamma = 1$, the model was able to observe about 45M non-relevant examples in total, which is about 3/4 of the available training data for non-relevant languages. As it is usually recommended to do 3 or 4 epochs during fine-tuning, it seems likely that training longer would improve accuracy. Further tuning the hyperparameters, including those of the sampling function, would also be required to fully assess this method.

In summary, results suggest the neural approach can achieve scores close to and perhaps better than those of the baseline system, but further experimentation is required to establish this.
7 Related Work

Jauhiainen et al. (2019b) provide a thorough survey of research on language identification. Regarding the state-of-the-art, they point out that linear SVMs exploiting character n-grams as features have been highly successful in shared tasks on language identification. The HeLI method has also achieved much success, and has been shown to be robust to class imbalances in the training data.

It was only recently shown that neural networks could achieve state-of-the-art results on language identification tasks. Regarding the system we developed for the cuneiform language identification task at VarDial 2019, Zampieri et al. (2019, p. 13) stated that “to the best of our knowledge, this is the first time a language identification shared task has been won using neural networks in addition to the first MRC [Moldavian vs. Romanian Cross-dialect Topic identification] subtask.”

Regarding the challenge posed by class imbalances, an extensive survey on rare event detection by Haixiang et al. (2017) showed that imbalanced learning was a common issue in many different fields of research. Their study indicated that resampling (i.e. oversampling or subsampling) the training data to alleviate or eliminate the imbalance is the most commonly used technique to deal with this issue.

Buda et al. (2018) compared various methods of dealing with class imbalance in a deep learning context, using convolutional neural networks. They investigated two different types of imbalance, one where the class size is equal among the minority and majority classes, but the majority classes are larger, and another where class size increases linearly from the smallest to the largest class. Note that the class imbalances in the ULI dataset are much more complex than this: the class sizes in the non-relevant training data increase in steps (e.g. 33 classes have 10K members, 28 classes have 30K members, 17 classes have 100K members, etc.), whereas the class sizes in the relevant data can not easily be reduced to a simple function, and the class sizes are about 20 times smaller for the relevant data on average. At any rate, Buda et al. (2018) showed that oversampling was helpful in almost all their experiments. Note that the specific method of oversampling they use, which equalizes all class sizes, would result in a very, very large epoch size in the case of the ULI training data, as we would have to sample about 3 million examples for each of the 178 languages.

Madabushi et al. (2020) found that BERT could handle imbalanced training data well without requiring data augmentation, another technique used to alleviate this issue. However, they were dealing with fewer classes than we did in this work (i.e. they focused on a binary classification task), and their data exhibited smaller imbalances between classes (e.g. 28% vs. 72% in the binary classification task). Still, they did observe that random oversampling provided a gain in accuracy, as did cost-sensitive training, which plays a similar role in addressing class imbalance, by assigning different “cost” weights to the different classes (e.g. a higher cost for less frequent classes).

8 Concluding Remarks

In this paper, we described the systems built by the NRC team for the Uralic language identification shared task at the 2020 VarDial evaluation campaign. Our official results were well below the baseline, and we subsequently identified the reason for this, which turned out to be a flaw in the function we used to sample data for both training and evaluation purposes. The preliminary experiments we were able to conduct after correcting this flaw suggest that a neural network can achieve state-of-the-art results on this language identification task, but further experimentation is required to establish this.

We plan on conducting more extensive experiments on our neural approach to language identification, and re-evaluating it on the held-out ULI test set if the organizers make it available. We also plan on exploring different classification architectures, in order to improve efficiency and accuracy. Future work might also touch on ways to reduce noise in the training data, or its effect on classification accuracy.
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