A methodology to generate crystal-based molecular structures for atomistic simulations
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Abstract
We propose a systematic method to construct crystal-based molecular structures often needed as input for computational chemistry studies. These structures include crystal 'slabs' with periodic boundary conditions (PBCs) and non-periodic solids such as Wulff structures. We also introduce a method to build crystal slabs with orthogonal PBC vectors. These methods are integrated into our code, Los Alamos Crystal Cut (LCC), which is open source and thus fully available to the community. Examples showing the use of these methods are given throughout the manuscript.
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1. Introduction
Surface science is essential to understand and predict many physical phenomena including heterogeneous catalysis [1, 2], photo-catalysis [3, 4], material interfaces [5, 6], and optical properties [7, 8]. Surface science is also crucial to study the shape and properties of nanocrystals [9], which are essential to quantum dot applications [10, 11], and 2D materials, exhibiting exceptional electrical, optical and mechanical properties [12, 13]. Beyond physical chemistry, surface science also plays a crucial role in biomedical [14] and bioengineering [15] applications, and dictates crystal growth [16], which is known to affect, for instance, the performance of high explosives [17, 18]. Moreover, in all applications where the material exhibits a high surface to volume ratio, the properties of the surface (exposed crystal faces) largely determine the properties of the material.

Despite the progress of characterization techniques, simulations remain a fundamental part of surface science, either to complement [19] or fully predict [20, 21] the properties of surfaces, interfaces, and nanoparticles. Electronic transport,
optical properties, and even surface reconstructions can be a significant challenge for empirical models and, in order to perform these simulations, *ab initio* level of theory is often required due to the complexity of the phenomena involved [22]. In most cases, the first step involved in these calculations will include building a model crystal slab, which should obey the following constraints: the system must give us access to the surfaces of interest to the particular problem, it must be periodic in all other directions, and, in order to improve computational efficiency, it must be as small as possible (electronic structure calculations are usually performed on hundreds to a few thousands atoms, at most). This results in a crystal-based parallelepiped with planes that are not necessarily orthogonal to each other since, in the general case, the unit cell is triclinic (i.e. the lattice vectors are non-orthogonal to each other with differing lengths and angles to one another).

In order to study crystal surfaces with quantum chemistry methods, it is often necessary to have a crystal slab cut through planes that expose the face one wants to study and that also satisfies the periodic boundary conditions (PBCs) imposed by the crystal unit cell. A typical minimalistic system is depicted in figure 1. This is a z-axis view of a $3 \times 3 \times 3 = 27$ monoclinic unit cell system showing the slab PBC vectors. In this case the $p_2$ vector was enlarged in order to have some vacuum that could expose the surface of interest. At first, this system may not seem complicated as it can be easily built with an *ad-hoc* procedure using an off-the-shelf molecular visualization tool. There are however, many cases in which building such a system in this way could turn into a complicated and time consuming endeavor. Triclinic unit cells exposing some crystal face with large Miller indices fall within this category. Moreover, a lot of time and effort is consumed when errors in the simulations arise due to an ill-chosen system slab. How do we then proceed to construct any desired crystallographic system by just knowing the basic crystallographic data? In this article, we explain a method based on purely algebraic/geometrical transformations that leads to a sufficiently small crystal slab exposing the desired crystal faces. We would like to offer a detailed and simple step-by-step procedure that the readers could fully code up on their own. Moreover, the method developed in this paper can also be used to construct Wulff type of structures provided that the lattice periodicity mismatch is used to assess the validity of the slab.

In addition to GCCM [26] and the method presented in [23], many other commercial and open source tools pertaining to crystal manipulation/building exist. Codes such as CrystalMaker [27], Avogadro [28], Ovito [29], XCRYSDEN [30], SCM [31], VESTA [32], and Atomsk [33], just to mention a few, have some sort of crystal manipulation tool. Except for the methods described in [26] and [23], the remaining codes we know of do not explicitly state the equations used or are completely proprietary codes; therefore, it is difficult to understand what technique is actually being used. Also, while these codes can handle many tasks unavailable in our LCC code (building polycrystalline samples or grain interfaces as in Atomsk, for instance), many present some limitations in the domain of crystalline slab building (the core purpose of LCC), whether related to the type of crystal available (cubic, tetragonal, monoclinic, triclinic, etc), the option to impose periodicity and/or orthogonality, or the inclusion of molecular crystals.

**Figure 1.** Representation of a typical system slab needed to study a particular physical chemistry surface property. The system slab is composed of lattice points that are illustrated as bright magenta spheres together with the slab PBC vectors $p_1$ and $p_2$.
The following sections are organized as follows: We first introduce some basic crystallographic concepts in order to keep consistent notation throughout the manuscript. In section 3 we introduce our method to cut a crystal lattice, and in section 3.2 we develop the techniques to determine the PBC vectors. Section 4 is dedicated to explaining how the method can be used to construct non-periodic solids using Wulff structures as an example. Finally, in section 5 we explain a method to construct crystal slabs with orthogonal PBC vectors. Sections in the Appendices are used for support and clarification throughout the text. Units of length and angles used in all the examples are in Angstroms (Å) and degrees (°) respectively.

2. Background

A crystal lattice is a set of points \( L \subseteq \mathbb{R}^3 \) that is fully determined by the primitive unit cell described by the lattice vectors \( \mathbf{a}_1, \mathbf{a}_2, \) and \( \mathbf{a}_3 \). For any point \( \mathbf{r} \) belonging to \( L \), there exist three integers, \( n_1, n_2, n_3 \) such that:

\[
\mathbf{r} = n_1 \mathbf{a}_1 + n_2 \mathbf{a}_2 + n_3 \mathbf{a}_3.
\]

Formally, \( L = \{ \mathbf{r} \in \mathbb{R}^3 \mid n_1, n_2, n_3 \in \mathbb{Z} \} \). A conventional unit cell (such as the cubical systems by Bravais), is just a more elaborate cell in which symmetry is increased. This increase in symmetry in some cases will, for instance, render lattice vectors that are orthogonal to each other; a highly desirable property for many applications. Regardless of which type of cell we have, the convention in crystallography is to report the so-called lattice parameters \( a, b, c, \alpha, \beta, \) and \( \gamma \); where \( a, b, \) and \( c \) are the lengths of lattice vectors \( \mathbf{a}_1, \mathbf{a}_2, \) and \( \mathbf{a}_3 \), respectively, and \( \alpha, \beta, \gamma \) are, respectively, the angle between vectors \( \mathbf{a}_2 \) and \( \mathbf{a}_1 \), \( \mathbf{a}_3 \) and \( \mathbf{a}_1 \), and \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) [34]. This reduces the arbitrariness of having to choose a lattice orientation given by the lattice vectors. Note that if the lattice is rotated, our lattice vectors will need to be rotated as well, whereas the lattice parameters will stay the same. Finally, a full representation of the system needs a ‘basis,’ which is the minimal molecular fragment contained by each unit cell. It is common to express the coordinates of the basis in fractions of the lattice vectors. By choosing this coordinate system we make the orientation of the basis invariant to lattice rotations.

Although working with lattice parameters has some advantages, it is convenient to compute the lattice vectors in order to do all the necessary transformations to build a PBC slab. In order to compute the lattice vectors from the lattice parameters one needs to apply the following transformations:

\[
a_{1x} = a, \\
a_{1y} = 0, \\
a_{1z} = 0,
\]

\[
a_{2x} = b \cos(\gamma), \\
a_{2y} = b \sin(\gamma), \\
a_{2z} = 0,
\]

\[
a_{3x} = c \cos(\beta), \\
a_{3y} = c \left( \cos(\alpha) - \cos(\gamma) \cos(\beta) \right), \\
a_{3z} = \sqrt{c^2 - a_{3x}^2 - a_{3y}^2},
\]

where we have arbitrarily set \( \mathbf{a}_1 \) to be aligned with the \( x \)-axis, or in more formal terms, the first canonical vector \( \mathbf{e}_1 = (1,0,0) \) in the canonical basis for \( \mathbb{R}^3 \). An equivalent reverse transformation is used to compute the parameters given the lattice vectors:

\[
a = \sqrt{(a_{1x}^2 + a_{1y}^2 + a_{1z}^2)}, \\
b = \sqrt{(a_{2x}^2 + a_{2y}^2 + a_{2z}^2)}, \\
c = \sqrt{(a_{3x}^2 + a_{3y}^2 + a_{3z}^2)},
\]

\[
\gamma = \frac{360}{2 \pi} \cos^{-1}(\langle \mathbf{a}_1, \mathbf{a}_2 \rangle / (ab)), \\
\beta = \frac{360}{2 \pi} \cos^{-1}(\langle \mathbf{a}_1, \mathbf{a}_3 \rangle / (ac)), \\
\alpha = \frac{360}{2 \pi} \cos^{-1}(\langle \mathbf{a}_2, \mathbf{a}_3 \rangle / (bc)).
\]

3. Building extended systems

Using the lattice vectors, a crystal slab can be built simply by adding lattice points according to equation (1) for a finite number of \( n_i \)’s. The resulting slab would expose the crystalline faces as well as the respective opposite faces given by \( (0h0), (00l) \) and \( (00k) \). Note that this slab will form a parallelepiped whose edge directions are not necessarily orthogonal to one another in \( E \equiv \{ e_1, e_2, e_3 \} \), the standard basis for \( \mathbb{R}^3 \). We shall call this slab the ‘canonical slab.’ An example canonical slab of the monoclinic phase of benzene is shown in figure 2. At this point, a natural question emerges. What if now we need to expose other crystalline faces to perform specific computational physico-chemical studies? In this case, the periodicity of the slab will be key. The strategy we follow in this section is to cut out a crystal slab using Miller planes directly (planes given by a specific set of Miller indices) and then determine the PBC vectors for this slab: \( \mathbf{p}, \mathbf{p}_1, \) and \( \mathbf{p}_2 \). The Miller planes are determined by the normal vectors perpendicular to the desired crystal faces. A Miller plane \( (hk l) \) has normal vector \( \mathbf{n}_{(hk l)} = h \mathbf{b}_1 + k \mathbf{b}_2 + l \mathbf{b}_3 \), where the reciprocal lattice vectors \( \mathbf{b}_1, \mathbf{b}_2, \mathbf{b}_3 \) are defined to be:

\[
\mathbf{b}_1 \equiv \frac{2 \pi}{V} \mathbf{a}_2 \times \mathbf{a}_3, \\
\mathbf{b}_2 \equiv \frac{2 \pi}{V} \mathbf{a}_3 \times \mathbf{a}_1, \\
\mathbf{b}_3 \equiv \frac{2 \pi}{V} \mathbf{a}_1 \times \mathbf{a}_2,
\]

where \( V = |\mathbf{a}_1 \cdot \mathbf{a}_2 \times \mathbf{a}_3| \) is the volume of the unit cell. It is easy to see from the definition of the reciprocal vectors above that \( \{ \mathbf{b}_1, \mathbf{b}_2, \mathbf{b}_3 \} \) are biorthogonal to \( \{ \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3 \} \), i.e. \( \mathbf{a}_i \cdot \mathbf{b}_j = 0 \) if \( i \neq j \).
For a cut by any plane \( \Pi = \{ \mathbf{r} \in \mathbb{R}^3 \mid (\mathbf{r} - \mathbf{Q}) \cdot \mathbf{N} = 0 \} \) defined by a point \( \mathbf{Q} \) and normal \( \mathbf{N} \), selecting all lattice points \( \mathbf{r} \) (all \( \mathbf{r} \in \Pi \)) such that \( (\mathbf{r} - \mathbf{Q}) \cdot \mathbf{N} < 0 \), the set containing all lattice points lying ‘below’ the plane \( \Pi \) is given by \( \mathbf{r} \in \mathbb{R}^3 \mid (\mathbf{r} - \mathbf{Q}) \cdot \mathbf{N} = 0 \). We then apply this to the particular case of Miller planes in order to build out the desired slab.

We now discuss a general algorithm to perform a cut by any plane and then apply this to the particular case of Miller planes in order to build out the desired slab.

To do this we just need to evaluate the sign of the inner product between the vector \( \mathbf{r} - \mathbf{Q} \) and the normal vector \( \mathbf{N} \). If \( (\mathbf{r} - \mathbf{Q}) \cdot \mathbf{N} < 0 \), then we have:

\[
T = \frac{2\pi}{h \| \mathbf{b}_1 \|} = \frac{2\pi}{2\| \mathbf{a}_1 \times \mathbf{a}_2 \| \cos(\nu)} = \| \mathbf{a}_1 \| \cos(\nu),
\]

so that the periodicity in the direction normal to the (100) face, i.e. the distance between two adjacent planes with Miller indices (100), will then be \( a \cos(\nu) \); where \( \nu \) is the angle between \( \mathbf{a}_1 \times \mathbf{a}_2 \) and \( a \) is the lattice parameter in equation (2).

We can hence normalize the \( \mathbf{N}_{(hkl)} \) direction and cut (select the points below the (hkl) plane) using the expression in equation (8) with \( \mathbf{n} = t\mathbf{N} \) and \( \mathbf{N} \) the unit normal. As \( t \) varies, this will select all planes along the \( \mathbf{N}_{(hkl)} \) direction towards the origin ‘below’ the (hkl) plane. This constitutes a full procedure to cut a crystal shape using Miller planes. Note that the only input variables apart from the lattice parameters are the (hkl) indices and the scaling factor \( t \).
the lattice vectors, the full crystal structure system coordinates will be \[ \{ r_i^j = x_i^j a_1 + y_i^j a_2 + z_i^j a_3 \}_{1 \leq i \leq N, 1 \leq j \leq M}. \]

### 3.2. Computing PBC vectors

In order to construct a crystal slab, we need to define all the plane boundaries that will form the parallelepiped or PBC cell. To do so, we cut using a total of six Miller planes. Given a Miller plane \((hkl)\) and its normal vector \(N_{(hkl)}\), we seek to find two additional Miller planes \((h_1 k_1 l_1)\) and \((h_2 k_2 l_2)\), yielding two additional normal vectors \(N_1\) and \(N_2\), such that all three normal vectors, \(N_{(hkl)}\), \(N_1\), and \(N_2\) are perpendicular to each other with respect to the reciprocal basis \(B \equiv \{ b_1, b_2, b_3 \}\).

Note that the vectors \(N_{(hkl)}, N_1, \) and \(N_2\), when expressed in the canonical basis set \(\mathcal{E}\), might not be orthogonal to one another since \(\mathcal{B}\) is not necessarily an orthogonal basis set, e.g. in the case of a monoclinic or triclinic unit cell. If we have a Miller plane \((hkl)\) with normal vector \(N_{(hkl)} = \alpha b_1 + \beta b_2 + \gamma b_3\), we can, without loss of generality, assume that \(\alpha \neq 0\) and pick a first vector \(N_1 = \alpha b_1 + \beta b_2 + l_1 b_3\) perpendicular to it in the basis \(\mathcal{B}\) by setting \(l_1 = (-\alpha k_1 - \beta l_1)/\gamma\) for given \(k_1\) and \(l_1\). This is an immediate consequence of solving for \(h_1\) in the equation \((h_1, k_1, l_1) \cdot (h_2, k_2, l_2) = 0\). Since \(k_1\) and \(l_1\) are free parameters, we choose to set them to 1 and 0 respectively to get \(h_1 = -k/h\). We can also compute the entries of another vector \(N_2 = (h_2 b_1 + h_3 b_2 + l_2 b_3)\) orthogonal to \(N\) and \(N_1\) that will have components:

\[
\begin{align*}
h_2 &= \frac{k^2 l / h^3}{k^2 / h^2 + 1} - l / h, \\
k_2 &= \frac{-kl / h^2}{k^2 / h^2 + 1}, \\
l_2 &= 1,
\end{align*}
\]

here \(l_2\) is also a free parameter that was set to 1 for convenience. The equations in (10) come from solving for \(h_2, k_2, l_2\) using the system of equations given by \(\{ [N_{(hkl)}]_{\mathbb{R}} \cdot [N_2]_{\mathbb{R}} = 0, [N_1]_{\mathbb{R}} \cdot [N_2]_{\mathbb{R}} = 0 \}\), where we use \([\cdot]_{\mathbb{R}}\) to denote that a vector is expressed in its \(\mathcal{B}\) basis representation. In the case where \(h\) is zero we can always permute two coordinates, apply the formulas and permute back. If fractional numbers are obtained from computing \(h_1, h_2, k_2\) or \(l_2\), one can always divide by the minimum value that was obtained for those entries that are non-zero.

A pseudocode implementing this procedure can be found in appendix A. There are many alternative ways of obtaining two orthogonal vectors to a particular \(N_{(hkl)}\) direction; here we have only proposed one such technique. This way of constructing orthogonal directions allows us to define slabs that are bounded by a parallelepiped constructed out of the corresponding Miller planes. For example, if \((hkl) = (110)\), then the procedure just described produces \((h_1 k_1 l_1) = (\bar{1} 1 0)\) and \((h_2 k_2 l_2) = (00\bar{1})\).

We then cut a slab using the procedure explained above which finds the appropriate bounding planes of a parallelepiped. The faces of this parallelepiped will have normal vectors:

\[
\begin{align*}
n^+ &= r T \hat{N}, \\
n^- &= -r T \hat{N}, \\
n_1^+ &= s T \hat{N}, \\
n_1^- &= -s T \hat{N}, \\
n_2^+ &= r T \hat{N}, \\
n_2^- &= -r T \hat{N},
\end{align*}
\]

and by varying over the parameters \(t, s, r\) and \(r\), we change the aspect ratio as well as the volume of the slab we construct. Once the slab is cut, we then need to find its PBC vectors knowing only the \(h, k, l\) indices with which the faces of the solid were cut. Suppose we have a situation like the one depicted in figure 5 where we have performed two cuts using \(n^+\) and \(n^-\). The vector \(v\) that makes up half of the PBC vector ends right on the surface of the solid; on the plane with normal vector \(n\). The vector \(v\) is then in the ‘reciprocal’ direction and can be computed as:

\[
\begin{align*}
\hat{v}_1 &= (n_2 - n_2) / \| n_2 \times n_2 \|, \\
\hat{v}_2 &= (n_1 - n_1) / \| n_1 \times n_1 \|.
\end{align*}
\]

Then, if \(\mathbf{v} = x \hat{v}\), we have that \((x \hat{v} - n) \cdot n = 0\), from which \(x\) can be solved, leading to \(x = \| n^2 \mathbf{v} / (\hat{v} \cdot n) \). We therefore take the PBC vector \(\mathbf{p}\) to be, \(\mathbf{p} = 2(\| n^2 \mathbf{v} ) / (\hat{v} \cdot n)\) and similarly:

\[
\begin{align*}
p_1 &= 2(\| n_1^2 \mathbf{v} / (\hat{v} \cdot n_1)), \\
p_2 &= 2(\| n_2^2 \mathbf{v} / (\hat{v} \cdot n_2)).
\end{align*}
\]

The result is the set of PBC vectors for our newly created slab.

### 3.3. Reorientation of the surface

We often would like to reorient a particular surface so that the surface normal vector aligns with a particular canonical vector. Let \(\mathbf{p}\) be the vector we would like to be aligned with \(\mathbf{e}_1 = (1, 0, 0)\). This is important because one can easily and artificially include vacuum by enlarging the length of the \(\mathbf{p}\) vector yet keeping the same orientation. In order to do this reorientation we will need a linear transformation \(\mathcal{M}\) that takes \(\mathbf{p} \rightarrow || \mathbf{p} \parallel \mathbf{e}_1\). One way to do this is to apply a transformation
that gives us parameters $A, B, C, \Theta, \Phi, \Psi$ similar to what was explained for the lattice parameters in section 2. We define the transformation $T^\tau : \{p, p_1, p_2\} \to \{A, B, C, \Theta, \Phi, \Psi\}$ by:

$$
A = \|p\|, \\
B = \|p_1\|, \\
C = \|p_2\|, \\
\Theta = \frac{360}{2\pi} \arccos \left( \frac{\langle p \cdot p_1 \rangle}{\|AB\|} \right), \\
\Phi = \frac{360}{2\pi} \arccos \left( \frac{\langle p \cdot p_2 \rangle}{\|AC\|} \right), \\
\Psi = \frac{360}{2\pi} \arccos \left( \frac{\langle p \cdot p_2 \rangle}{\|BC\|} \right), \\
$$

which is a coordinate system that is independent of the orientation of the slab. We can define the 'back-transformation' $T^\psi : \{A, B, C, \Theta, \Phi, \Psi\} \to \{p^\|, p_1^\|, p_2^\|\}$ that will give back a reoriented set of PBC vectors parallel to $e_1$ as follows:

$$
p^\| = Ae_1 = A(1,0,0),
$$

$$
p_1^\| = B(\cos(\Theta), \sin(\Theta), 0),
$$

$$
p_2^\| = C \cos(\Phi),
$$

$$
p_{2x}^\| = C \cos(\Phi),
$$

$$
p_{2y}^\| = C \left( \frac{\cos(\Psi) - \cos(\Theta) \cos(\Phi)}{\sin(\Theta)} \right),
$$

$$
p_{2z}^\| = \sqrt{C^2 - \left( p_{2x}^\| \right)^2 - \left( p_{2y}^\| \right)^2},
$$

note that the composition of these two transformations $M = T^\psi T^\tau : \{p, p_1, p_2\} \to \{p^\|, p_1^\|, p_2^\|\}$ will lead to a vector $p^\|$ aligned with $e_1$. The action of the transformation $M$ can then be expressed using matrix algebra through:

$$
\begin{pmatrix}
p_x & p_{1x} & p_{2x} \\
p_y & p_{1y} & p_{2y} \\
p_z & p_{1z} & p_{2z}
\end{pmatrix}
\begin{pmatrix}
p^\|_x \\
p^\|_y \\
p^\|_z
\end{pmatrix}
= 
\begin{pmatrix}
p^\|_x & p^\|_y & p^\|_z \\
p_1^\|_x & p_1^\|_y & p_1^\|_z \\
p_2^\|_x & p_2^\|_y & p_2^\|_z
\end{pmatrix}
\begin{pmatrix}
p_x \\
p_y \\
p_z
\end{pmatrix}
\begin{pmatrix}
p_{1x} & p_{1y} & p_{1z} \\
p_{2x} & p_{2y} & p_{2z}
\end{pmatrix}^{-1},
$$

so that,

$$
M = 
\begin{pmatrix}
p^\|_x & p^\|_y & p^\|_z \\
p_1^\|_x & p_1^\|_y & p_1^\|_z \\
p_2^\|_x & p_2^\|_y & p_2^\|_z
\end{pmatrix}
\times
\begin{pmatrix}
p_x & p_{1x} & p_{2x} \\
p_y & p_{1y} & p_{2y} \\
p_z & p_{1z} & p_{2z}
\end{pmatrix}^{-1}.
$$

Therefore the coordinates of every point $r$ from the original slab can be transformed using $M$ as $(r^\|)^\prime = Mr^\prime$.

4. Building non-periodic solids

The technique to cut by planes explained above allows us to construct any crystalline convex polyhedron just by simply using a list of planes and their distance to the origin. These planes could have any direction $\mathbf{N}$ (or if they are Miller planes, any specific $\mathbf{N}(hkl)$ direction). A crystal slab could also be viewed as a particular crystalline convex polyhedron in which the shape is a parallelepiped.

Crystalline convex polyhedra can also be cut out by taking some aspect of crystal growth into consideration in order to predict and visualize equilibrium crystal shapes. Observations by Wulff concluded that there is a relationship between the extension of the exposed crystal surface and the speed at which it grows [35, 36]. Different surfaces grow at different rates which ultimately determines the extension of each of the exposed surfaces. Wulff realized that the slower a surface grows, the more extended it will appear in the final crystal shape when thermodynamic equilibrium is reached [35, 36].

If a face $a$ with direction $\mathbf{N}_a$ grows faster than another face $b$ with direction $\mathbf{N}_b$ then, to have an idea of the crystal shape, the plane boundary with normal $\mathbf{N}_a$ will be placed much farther away from the origin than the plane boundary with $\mathbf{N}_b$. In both cases the distances to the origin at which a plane should be used to cut the crystal will be directly proportional to the growth rate. Donnay and Harker’s law [37] expresses that the surface growth rates are inversely proportional to the distance between adjacent $(hkl)$ planes, $d_{hkl}$. This law, combined with Wulff’s observations leads to the Bravais-Friedel-Donnay-Harker (BFDH) criterion [38] which gives a rule for constructing the equilibrium crystal shape based solely on crystallographic data where plane positions are set such that the distance to the origin is proportional to $1/d_{hkl}$. The Wulff crystal convex polyhedron based on BFDH method could be hence defined as:

$$
\left\{ \mathbf{r} \in \mathbb{R}^3 \mid \mathbf{r} = \frac{\alpha}{d_{hkl}} \mathbf{N}, \forall (hkl) \text{ planes} \right\},
$$

where:

$$
\mathbf{N} = \frac{h\mathbf{b}_1 + k\mathbf{b}_2 + l\mathbf{b}_3}{\|h\mathbf{b}_1 + k\mathbf{b}_2 + l\mathbf{b}_3\|}.
$$

and $\alpha$ is some proportionality constant. Using our code is thus trivial to build Wulff structures predicted by the BFDH theory (including plane selection rules based on reflection conditions [39]). In figure 6, we illustrate this by comparing the predicted morphologies of an energetic crystal, monoclinic $\beta$-1,3,5,7-tetranitro-1,3,5,7-tetrazocane ($\beta$-HMX, space group $P2_1/n$, CSD [40] entry OCHTET13), and two proposed surrogates [41], triclinic 5-Iodo-2'-deoxyuridine (IDOX, P1, IDOXUR) and monoclinic 2,3,4,5,6-Pentafluorobenzamide (PFBA, $P2_1/c$, VATNOU). We note that the Wulff structure for $\beta$-HMX shown in figure 6 is the same as presented in references [42, 43], which is also based on the BFDH theory. The three crystals exhibit markedly different shapes and exposed faces, due to distinct crystal structures and symmetries. More complex models, incorporating for instance explicitly calculated surface energies, can also be implemented.
The obtained shapes determine the most important crystalline faces that can then be compared to experimental observations of real crystals [42].

5. Building a crystal slab with orthogonal PBC vectors

In this section we detail a new technique to generate an orthogonal slab exposing a desired \((hkl)\) ‘front’ plane while maintaining periodicity of the lattice. Here we have the opposite viewpoint of the previous section, we now want to first construct the PBC vectors, and then from these, construct the orthogonal slab. The periodicity is maintained up to a user-specified tolerance of how well the orthogonal slab conforms to the lattice vectors. How this can be measured will be explained below. All vectors in this section are expressed in the canonical basis.

To construct the slab, three PBC vectors must be selected. The first vector, \(\mathbf{p}\), will have the direction of the prescribed normal vector \(N_{(hkl)}\) of the given \((hkl)\) plane so that \(\mathbf{p} = c N_{(hkl)}\) for some scalar \(c\). The two remaining PBC vectors, \(\mathbf{p}_1\) and \(\mathbf{p}_2\), are chosen so that all three PBC vectors are orthogonal to one another. To find these orthogonal vectors we use a similar procedure to the one described in section 3.2. Having the vector \(\mathbf{p}\) in hand, we choose the second vector, \(\mathbf{p}_1\), so that \(\mathbf{p} \cdot \mathbf{p}_1 = 0\). For this we define the \(x\)-component of \(\mathbf{p}_1\) as:

\[
\mathbf{p}_{1, x} = -\frac{\mathbf{p}_2}{\mathbf{p}_1},
\]

where the free parameters \(\mathbf{p}_{1, y}\) and \(\mathbf{p}_{1, z}\) have been set to 1 and 0 respectively for convenience. Note that if \(\mathbf{p}\) was chosen such that \(\mathbf{p}_1 = 0\), a relabeling of the axes can be made. The third vector \(\mathbf{p}_2\) can be generated by requiring that \(\mathbf{p} \cdot \mathbf{p}_2 = 0\) and \(\mathbf{p}_1 \cdot \mathbf{p}_2 = 0\) to get:

\[
\mathbf{p}_{2, x} = -\frac{\mathbf{p}_2^3 / \mathbf{p}_1^3 - \mathbf{p}_2}{\mathbf{p}_2^2 / \mathbf{p}_1^2 + 1},
\]

\[
\mathbf{p}_{2, y} = -\frac{\mathbf{p}_2^3 / \mathbf{p}_1^3 - \mathbf{p}_2}{\mathbf{p}_2^2 / \mathbf{p}_1^2 + 1},
\]

where the free parameter \(p_{2, z}\) has been set to 1. Note that by setting different parameters one will obtain different equations which will give orthogonal vectors with different directions. Once a pair of orthogonal vectors \(\mathbf{p}_1\) and \(\mathbf{p}_2\) are obtained, a rotation around the vector \(\mathbf{p}\) can be applied to explore other directions.

5.1. Minimum translation, integer search

Given the vectors \(\mathbf{p}, \mathbf{p}_1, \mathbf{p}_2\) just constructed, we now seek to express a certain rescaling of each of the vectors as a linear combination of the lattice vectors in order to comply with periodicity. For any real number \(t > 0\), a vector \(t\mathbf{p}\) fully respects the periodicity of the unit cell if \(r\mathbf{p}\) can be written as an integer linear combination of the lattice vectors. This condition can be represented by the linear system of equations:

\[
\begin{align*}
\mathbf{r}_x &= a_{1,x} + a_{2,x}b + a_{3,x}c, \\
\mathbf{r}_y &= a_{1,y} + a_{2,y}b + a_{3,y}c, \\
\mathbf{r}_z &= a_{1,z} + a_{2,z}b + a_{3,z}c.
\end{align*}
\]

which solves equation (23). We can then determine for each parameter \(t\) in some pre-defined range how close the \(a(t), b(t),\) and \(c(t)\) translation coefficients are to integers. In other words,
the optimal choice of $t$ needs to result in translation coefficients $a(t), b(t)$ and $c(t)$ that minimize the quantity:

$$
ε(t) = |a(t) - \text{Rnd}(a(t))| + |b(t) - \text{Rnd}(b(t))| + |c(t) - \text{Rnd}(c(t))|,
$$

(26)

where the round-off function

$$\text{Rnd}(x) = \begin{cases} 
[x], & x - [x] < \frac{1}{2}, \\
[x] + 1, & x - [x] \geq \frac{1}{2},
\end{cases}
$$

(27)

takes the closest integer to the argument $x$. Here, $[x]$ and $\lfloor x \rfloor$, denote the floor and ceiling of the real number $x$, respectively. The function $ε$ has a maximum of 1.5 at non-integers and a minimum of 0 when $a, b$ and $c$ are all integers, indicating a perfect periodic arrangement in the given direction.

It is in fact the case that $t$ in equation (25) can be chosen such that $a, b$ and $c$ are exactly integers, however this choice of $t$ may be unacceptably large. Assuming that the entries of $\text{M}$ and $\text{p}$ are rational, the determinant formula for a $3 \times 3$ matrix says that $\text{M}^{-1}$ should also have rational entries. Hence, if $(\text{M}^{-1})_{ij} = m_{ij}/q_{ij}$ and $p_i = u_i/v_i$ are such that the numerators and denominators are relatively prime, i.e. have no common factors, then selecting $t = \prod (q_{(i|m_{ij}=0)},q_{ij} \prod (i|m_{ij}=0)) v_i$ will ensure that the $a, b, c$ translation coefficients are all integers.

Our approach will thus need to balance the size of the slab with the error in the periodicity.

In order to construct the desired orthogonal slab, the above procedure is carried out for each PBC vector over the $t, s$ and $r$ parameter space such that $ε$ is minimized. Using equation (25), we do a complete search over the parameter space for some specified range of values. Both the $p_1$ and $p_2$ vectors can also be rotated by an angle $Δα$ about $p$ to further improve the error during the search. This may result in potentially better $s$ and $r$ parameters, where better here means, lower values of $s$ and $r$ for a given tolerance since that would require a smaller number of atoms needing to be simulated (see figure 7).

Equation (26) is therefore calculated for each angle $α$, at every value of $s$ and $r$. The total dimension of the parameter space to be searched is then four — $t, s, r$ and $α$ — and the time-to-solution will scale as $N_s N_r N_α$, where $N_α = 180/(Δα)$ and $N_s = (x_{\text{max}} - x_{\text{min}})/Δx$ for $x \in \{t, s, r\}$. The max and min values for each of the parameter search can be systematically increased or decreased if the error falls above the desired tolerance after a complete search.

Once the PBC vectors are rescaled by the $t, s$ and $r$ values that were found, we then cut the slab by determining which lattice points lie inside the parallelepiped defined by the orthogonal PBC vectors. The idea is to first transform the lattice point coordinates into their PBC vector basis representation. Given a point $r$ expressed in the canonical basis set, we want a transformation $T$ such that $T r = r'_{\text{PBC}} \text{p} + r'_{\text{PBC}} \text{p}_1 + r'_{\text{PBC}} \text{p}_2$, that is, we want to solve the system:

$$
\begin{align*}
   r_x &= r'_{\text{PBC}} p_x + r'_{\text{PBC}} p_{1x} + r'_{\text{PBC}} p_{2x} \\
   r_y &= r'_{\text{PBC}} p_y + r'_{\text{PBC}} p_{1y} + r'_{\text{PBC}} p_{2y} \\
   r_z &= r'_{\text{PBC}} p_z + r'_{\text{PBC}} p_{1z} + r'_{\text{PBC}} p_{2z}
\end{align*}
$$

(28)

Therefore, $T$ will be given by the change of basis matrix:

$$
T = \begin{pmatrix} p_x & p_{1x} & p_{2x} \\
p_y & p_{1y} & p_{2y} \\
p_z & p_{1z} & p_{2z} \end{pmatrix},
$$

(29)

so that by inverting $T$ and applying it to $r$, we can determine the PBC basis coordinates that we need. We then only accept the coordinates $(r'_{\text{PBC}}, r''_{\text{PBC}}, r'''_{\text{PBC}})$ if $0 < r'_{\text{PBC}} < 1$, $α = x, y, z$. Hence, the set of lattice points to be included in the slab are:

$$\{ r : 0 < (Tr)_{x,y,z} < 1 \}.
$$

(30)

5.2. Example of orthogonal PBC slabs

In this section we demonstrate how to use the method described in section 5.1 to construct a slab with orthogonal PBC vectors by applying it to the $β$-HMX polymorph. $β$-HMX is a monoclinic crystal with a $P2_1/n$ space group. Figure 8(a) depicts the $β$-HMX unit cell containing two HMX molecules for a total of 56 atoms. The lattice vectors expressed in the canonical basis set are: $\text{a}_1 = (6.53, 0, 0)$, $\text{a}_2 = (0, 11.02, 0)$, and $\text{a}_3 = (1.61, 0, 7.18)$.

Given an initial direction of a desired exposed surface (not necessarily generated by a Miller plane) such as for example $\text{p} = (1, 1, 0)$, the orthogonal normal vectors generated by the procedure explained in section 5.1, are $\text{p}_1 = (-1, 1, 0)$ and $\text{p}_2 = (0, 0, 1)$. Applying a full parameter search with an error computed as in equations (25) and (26), we find scaling factors of $t = 32.66$, $s = 32.66$, and $r = 28.71$ for $\text{p}_1$, $\text{p}_1$, and $\text{p}_2$, respectively. These scalar lengths are found within a range of 1 to 100 using a step size of $Δ = 10^{-2}$ and an error tolerance of $δ = 10^{-1}$. Typically, the smaller we set the tolerance $δ$, the larger the resulting volume will be. Although this tolerance may not seem so small, we again must decide how large of a periodic cell we are willing to use. Substantially increasing the range of the parameters would result in smaller errors though at the cost of more atoms to simulate. In order to speed up the search for the scaling factor, one can use multiples
In figure 8(c), we can see that the minimum error for both $\mathbf{p}$ and $\mathbf{p}_1$ is achieved at parameter value $t = s = 32.6$, and the first minimum for $\mathbf{p}_2$ is found at $r = 7.17$. These minima are repeated at integer multiples of these values thereafter. For vector $\mathbf{p}_2$, the error minima correspond to vector lengths that are approximately equal to multiples of the $z$ component value of the third lattice vector for HMX. Due to the error tolerance that was set, the minimum error value we select occurs at $r = 28.71$. Once the rescaling factors are obtained, a slab can be constructed using the procedure explained in equations (28)–(30) using $\mathbf{p} = 32.66(1, 1, 0)$, $\mathbf{p}_1 = 32.66(-1, 1, 0)$, and $\mathbf{p}_2 = 28.71(0, 0, 1)$. The resulting slab is shown in figure 8(b).

6. Conclusions

We have introduced a step-by-step procedure to cut a crystal slab from a crystal lattice which is typically needed for the study of both physical and chemical surface properties in computational chemistry simulations. Our method can be used to recover the PBC vectors for a given crystal slab and generate any crystal-based convex polyhedron such as Wulff structures. Most importantly, we made sure to provide all the equations needed for its implementation. We also introduced a technique to generate a crystal slab with orthogonal PBC vectors given a desired crystal face of interest. This technique is based on a simple parameter search with a clear stopping criterion. Here again we made sure to provide the steps and equations for its implementation.

All these methods can be easily implemented as a preprocessing step for any computational chemistry code. Moreover, these methods are inherently parallelizable and can readily take advantage of the plethora of heterogeneous computing platforms that are becoming more and more widespread. Hence, we expect that the resulting tools would be able to handle extremely large systems, the sole limitation being the memory availability to store the atomic coordinates on a given compute node.

A first version of an in-house code Los Alamos Crystal Cut (LCC) that implements these methods can be found at https://github.com/lanl/LCC. This implementation is based on a command-line tool which is ideal for batch-processing on High Performance Computing (HPC) clusters.
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Appendix A. Pseudo-code for finding perpendicular directions to \((hkl)\)

The following pseudo-code takes three integers corresponding to \(h, k,\) and \(l\) respectively and returns two orthogonal Miller indices \((h_1, k_1, l_1)\) and \((h_2, k_2, l_2)\) respectively. The function \texttt{permute()} is used to permute the indices in case \(h = 0\). The \texttt{permuteBack()} function gives back the correct order of the final indices. Finally, \texttt{minValNonZero()} takes the minimum non-zero value given the obtained indices.

```python
def GET_PERP_HKL(h, k, l):
    if (h = 0):
        \((h', k', l') = \text{permute}(h, k, l)\)
    else:
        \(k'_1 = 1\)
        \(l'_1 = 0\)
        \(h'_1 = -k'/h'\)
        \(h'_2 = \frac{\sqrt{4h'^2 - l'^2}}{h'} - l'/h'\)
        \(k'_2 = \frac{-\sqrt{4h'^2 - l'^2}}{h'}\)
        \(l'_2 = 1\)
    if (h = 0):
        \((h, k, l) = \text{permuteBack}(h', k', l')\)
        \((h_1, k_1, l_1) = \text{permuteBack}(h'_1, k'_1, l'_1)\)
        \((h_2, k_2, l_2) = \text{permuteBack}(h'_2, k'_2, l'_2)\)
    else:
        \((h, k, l) = (h', k', l')\)
        \((h_1, k_1, l_1) = (h'_1, k'_1, l'_1)\)
        \((h_2, k_2, l_2) = (h'_2, k'_2, l'_2)\)
        \(m = \text{minValNonZero}(h_1, k_1, l_1, h_2, k_2, l_2)\)
        \(h_1, k_1, l_1 = (h_1/m, k_1/m, l_1/m)\)
        \(h_2, k_2, l_2 = (h_2/m, k_2/m, l_2/m)\)
    return \((h_1, k_1, l_1), (h_2, k_2, l_2)\)
```

Appendix B. Wulff construction table of distances

Table B1 shows a list of the planes and distances used to construct the shapes shown in figure 6.

| \(\beta\)-HMX \((P2_1/n)\) | PFBA \((P2_1/c)\) | IDOX \((P1)\) |
|---------------------------|-----------------|-------------|
| Plane | \(d_{hkl}\) | Plane | \(d_{hkl}\) | Plane | \(d_{hkl}\) |
| \((002)\) | 3.59 | \((002)\) | 4.72 | \((001)\) | 8.73 |
| \((020)\) | 5.51 | \((020)\) | 3.10 | \((010)\) | 6.51 |
| \((200)\) | 3.19 | \((100)\) | 12.53 | \((100)\) | 4.58 |
| \((011)\) | 6.02 | \((011)\) | 5.18 | \((011)\) | 6.46 |
| \((101)\) | 6.02 | \((011)\) | 5.18 | \((111)\) | 6.05 |
| \((101)\) | 4.32 | \((202)\) | 3.49 | \((101)\) | 3.55 |
| \((110)\) | 5.39 | \((202)\) | 4.13 | \((101)\) | 4.86 |
| \((110)\) | 5.52 | \((220)\) | 2.78 | \((110)\) | 3.40 |
| \((222)\) | 2.01 | \((111)\) | 4.63 | \((111)\) | 2.80 |
| \((222)\) | 2.42 | \((111)\) | 4.96 | \((111)\) | 3.73 |
| \((222)\) | 2.01 | \((111)\) | 4.63 | \((111)\) | 3.57 |
| \((222)\) | 2.42 | \((111)\) | 4.96 | \((111)\) | 4.08 |

Appendix C. Plane periodicity

In this section, we provide a formal argument that the plane periodicity (that is, the distance between two adjacent planes) can be computed using the formula:

\[
T = d_{hkl} = \left\| \frac{2\pi}{h b_1 + k b_2 + l b_3} \right\|. \tag{C.1}
\]

Let \(\{\Pi_0, \ldots, \Pi_i, \ldots, \Pi_N, \ldots\}\) be the collection of parallel planes with Miller indices \((hkl)\). Within this set planes \(\Pi_i\) and \(\Pi_{i+1}\) are contiguous or neighboring planes. We find \(T\) such that, \(\text{min}(d(\Pi_i, \Pi_{i+1})) = T\), where \(\Pi_i\) and \(\Pi_{i+1}\) are two adjacent planes. Given the definition of Miller indices, without loss of generality we can say that both points \(\frac{i \Pi}{\Pi}\) and \((i + 1) \sqrt{\Pi}\) belong to \(\Pi_i\) and \(\Pi_{i+1}\) respectively, for otherwise if \(\Pi_i\) did not intersect \(a_i\), we could choose \(a_i\) or \(a_{i+1}\) in its place. In other words, if a plane \(\Pi_i\) cuts the \(a_i\) axis at \(\sqrt{\Pi}\), the ‘next plane’ will cut the \(a_i\) axis at \((i + 1) \sqrt{\Pi}\). Moreover, if \(r_1\) and \(r_2\) belong to \(\Pi_i\) and \(\Pi_{i+1}\), respectively, then:

\[
\left( r_1 - \frac{1}{h} a_i \right) \cdot N = 0, \tag{C.2}
\]
and

\[
\left( r_2 - (i + 1) \frac{1}{h} a_i \right) \cdot N = 0. \tag{C.3}
\]
The minimum distance between these two planes will be found by constructing the segment passing through the normal \( \mathbf{N} = h \mathbf{b}_1 + k \mathbf{b}_2 + l \mathbf{b}_3 \), which will imply that:

\[
(r_2 - r_1) \cdot \frac{\mathbf{N}}{||\mathbf{N}||} = ||r_2 - r_1|| = T. \tag{C.4}
\]

If we now subtract equation (C.2) from equation (C.3), we get:

\[
(r_2 - r_1) \cdot \mathbf{N} = \frac{a_1}{h} \cdot \mathbf{N}. \tag{C.5}
\]

If we now replace \((r_2 - r_1) \cdot \mathbf{N}\) of equation (C.4) by the right hand side (C.5), we get:

\[
\frac{a_1}{h} \cdot \frac{\mathbf{N}}{||\mathbf{N}||} = T, \tag{C.6}
\]

or

\[
\frac{2\pi}{||\mathbf{N}||} = T, \tag{C.7}
\]

where we have used the fact that \(a_1 \cdot b_1 = 2\pi\) and \(a_1 \cdot b_2 = a_1 \cdot b_3 = 0\). Note that over a period \(T\) there is a total of one plane that is found (half of \(\Pi_1\) and half of \(\Pi_{1+}\)). The ‘plane frequency’ \(f\) would then be \(1/T\) and the ‘angular plane frequency’ would be computed as \(2\pi/T\). The latter means that the norm of the normal vector \(\mathbf{N}\) to an (hkl) Miller plane gives us the ‘angular plane frequency’ in the \(\mathbf{N}\) direction.
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