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Abstract. By incorporation the surface free energy in the free energy functional, a phase field model for solidification with boundary interface intersection is developed. In this model, the bulk equation is appropriately modified to account for the presence of heat diffusion inside the diffuse interface, and a relaxation boundary condition for the phase field variable is introduced to balance the interface energy and boundary surface energy in the multiphase contact region. The asymptotic analysis is applied on the phase field model to yield the free interface problem with dynamic contact point condition.

Introduction

We study the dynamics of interaction between interface and external boundary in solidification. Consider the motion of an interface curve \( \Gamma(t) \) in a channel \( \Omega = \{ x = (x, y) : x \in \mathbb{R}, 0 \leq y \leq L \} \). The interface \( \Gamma(t) \) intersects the boundary of \( \Omega \) at two points on each side of the channel and divides the channel \( \Omega \) into two bulk regions \( \Omega_+(t) \) and \( \Omega_-(t) \), where \( \Omega_+(t) \) denotes the liquid region, \( \Omega_-(t) \) denotes the solid region and \( \Gamma(t) \) is the solid/liquid interface. The evolution of the interface is extensively studied when the interface is a closed curve that never intersects the external boundary. We will concern the dynamics of the boundary-interface interaction.

The motion of the interface is controlled by diffusion of a dimensionless scalar field \( u(x, t) \). For solidification of a pure material, \( u \) is the temperature relative to the equilibrium freezing temperature scaled by latent heat of fusion and the heat capacity.

In the bulk phases, \( u \) solves two separate diffusion equations

\[
  u_t = k_\pm \triangle u \quad \text{in} \quad \Omega_\pm,
\]

in which \( k_\pm \) are the diffusion coefficients in liquid and in solid, respectively. For a solidification problem, the solutions to the above are joined at the solid-liquid interface \( \Gamma(t) \), a free boundary of unknown shape and position. One might first assume the temperature \( u \) to be continuous across \( \Gamma(t) \). The advancing or retreating of the interface means the material is changing phase and releasing or absorbing latent heat of fusion, by conservation of energy, \( \nabla u \) must satisfy the jump condition

\[
  V = -[[k\partial u/\partial m]]^+ \quad \text{across} \quad \Gamma,
\]

where \( V \) is the normal velocity of \( \Gamma \), positive when solid is advancing into liquid, \( m \) is the unit normal on \( \Gamma \) pointing to the liquid. \( [[\cdot]]^+ \) is the jump of \( \cdot \) across the interface.

Finally, \( u \) must satisfy the Gibbs-Thomson condition

\[
  u = -\delta \kappa - \tau V \quad \text{on} \quad \Gamma,
\]

where \( \kappa \) is the curvature of \( \Gamma \), positive when the solid is convex. The material parameter \( \delta \) is the capillary length and is proportional to the interfacial energy. The kinetic parameter \( \tau > 0 \) measures the interfacial mobility by linear kinetic relation

\[
  V = -M(u + \delta \kappa) \quad \text{with} \quad M = 1/\beta.
\]
In this setting, we need to solve both the temperature field \( u(x, t) \) and the shape and position of the free boundary \( \Gamma(t) \). The evolution of the interface \( \Gamma(t) \) is governed by the above kinetic relation (4), this equation can be understood similarly to curvature flow equation, which is a second order parabolic type partial differential equation. This problem may be solved when the interface is a closed curve that never intersects the external boundary. When the free boundary \( \Gamma(t) \) intersect the external boundary, to complete the formulation, we need to impose conditions on the boundary-interface contact points to incorporate the boundary-interface interaction in the evolution of the interface, thus additional dynamic conditions on the contact points are required[16].

One effective way for solving this problem is by phase field model, in which the sharp interface is replaced by a diffuse interface and an auxiliary order parameter \( \varphi \), the phase field, is introduced to indicate the phase. The quantity \( \varphi \) is a continuous variable that takes constant in each bulk phase, say 0 in the solid and 1 in the liquid, and increase from 0 to 1 over a thin layer, the diffuse interface. A system of phase field equations are constructed to govern the time evolution of both \( \varphi \) and \( u \), which incorporate the interfacial physics of the problem and the release of latent heat.

The standard phase-field model, a version of the Model C of Halperin, Hohenberg and Ma [7] was originally derived on the basis of a gradient functional for the free energy of the system, with dynamics that ensure the free energy decreases with time. The time rate of change of the order parameter is coupled to the energy equation to incorporate the release of latent heat as solidification occurs. This model was further elaborated in Caginalp [2], Fix [6] and Langer [11]. See also the recent reviews [13, 17]. In the above mentioned works, however, the interaction of external boundary and interface was neglected. We will use the modified free energy functional proposed by Cahn[3] to include the boundary-interface contact energy. See also [14, 15]. Thus a modified gradient flow with relaxational boundary condition were derived. We further illustrate by asymptotic analysis that the relaxational boundary condition leads to a dynamic contact angle relation at the boundary-interface intersection. This relaxational boundary condition and dynamic contact angle relation are more reasonable to study the boundary-interface interaction in phase transition dynamics than Neumann conditions proposed in [10] and stationary contact angle conditions proposed in [4], when the boundary-interface interaction is significant.

In next section, we will describe a phase-field model that resolves the above problem. Asymptotic analysis of this model and the leading order interface dynamics will be presented as followed.

**Phase field model**

We briefly indicate the construction of the phase field model for solidification of a pure material from its melt. For simplicity of presentation, we assume that all quantities are isotropic, that the density is uniform in solid and liquid, and that there is no convection in the liquid. In our case of solidification with boundary-interface intersection, the associated free energy functional is assumed to be of the Ginzburg-Landau form with an additional surface energy term in order to account for the boundary-interface interaction[3]:

\[
\mathcal{F}(\varphi, u) = \int_{\Omega} \left[ \frac{1}{2} \varepsilon |\nabla \varphi|^2 + \varepsilon^{-1} f(\varphi, u) \right] d\mathbf{x} + \int_{\partial \Omega} \gamma(\varphi) dA, \tag{5}
\]

where the small parameter \( \varepsilon \) is gradient energy coefficient which also characterize the thickness of the interface, \( f(\varphi, u) \) is the bulk free energy density in \( \Omega \) and \( \gamma(\varphi) \) is the surface free energy density on the external boundary. The square-gradient term is the contribution of the interface. The integrations are understood as in some suitable finite domain under consideration.

By variational principle, the body chemical potential \( \mu \) and surface chemical potential \( G \) are given by

\[
\mu = -\varepsilon \Delta \varphi + \varepsilon^{-1} \partial f / \partial \varphi \quad \text{and} \quad G = \varepsilon \partial \varphi / \partial n + \gamma'(\varphi),
\]
to ensure that the free energy decreases with time, the dynamical equation for \( \varphi \) can be given by
\[
\varepsilon^2 \frac{\partial \varphi_t}{\partial t} = \varepsilon \Delta \varphi - \varepsilon^{-1} \partial f / \partial \varphi \quad \text{in } \Omega 
\]
with the relaxational boundary condition [14, 15]
\[
\varepsilon \frac{\partial \varphi_t}{\partial t} = -(\varepsilon \partial \varphi / \partial n + \gamma'(\varphi)) \quad \text{on } \partial \Omega, 
\]
where \( n \) denotes the outward normal of \( \partial \Omega \). The constants \( \tau \) and \( \eta \) are the mobilities on the interface and external boundary, respectively, \( \delta \) is the interfacial energy per unit area.

To specify the free energy density, it can be worthwhile to keep \( \varphi \) fixed in the bulk phase so that the latent heat is released at the interface only. Thus we take the free energy density as
\[
f(\varphi, u) = \frac{1}{2} g(\varphi) - \lambda p(\varphi) u, 
\]
here \( g(\varphi) = \varphi^2 (\varphi - 1)^2 \) is a double well potential, the conventional dimensionless parameter \( \lambda \) is the ratio of the interfacial width to capillary length and \( p(\varphi) \) is a smooth function of \( \varphi \) that monotonically increase from \( p(0) = 0 \) to \( p(1) = 1 \) in order to incorporate the release of latent heat as solidification occurs. A simple form of \( p \) would be \( p(\varphi) = \varphi^2 (3 - 2\varphi) \).

The equation of heat diffusion is modified by incorporating time rate of change of the order parameter \( \varphi \) to take into account the latent heat released at the interface, thus
\[
 u_t + r'(\varphi) \varphi_t = \nabla \cdot (k(\varphi) \nabla u), 
\]
where the function \( k(\varphi) \) permits different thermal conductivities \( k_- = k(0) \) and \( k_+ = k(1) \) in the bulk solid and liquid phases, respectively. The function \( r(\varphi) \) is assumed to satisfy \( r(0) = 0 \) and \( r(1) = 1 \). Examples includes the cases \( r(\varphi) = p(\varphi) \) and \( r(\varphi) = \varphi \), which are referred as the gradient equations and the nongradient equations, respectively, according to Almgren[1]. To summarize, we have the phase field model
\[
\begin{align*}
\varepsilon^2 \tau \varphi_t &= \varepsilon^2 \Delta \varphi - \frac{1}{2} g'(\varphi) + \lambda p'(\varphi) u, \\
u_t + r'(\varphi) \varphi_t &= \nabla \cdot (k(\varphi) \nabla u) 
\end{align*}
\]
with the relaxational boundary condition (7). This problem may be solved by properly imposed initial conditions and boundary condition for \( u \).

An asymptotic analysis for \( \varepsilon \ll 1 \) will be carried out for the solutions of (9), whereby an outer solution, valid away from the interface, is matched to an inner solution that is valid in the interfacial region[5].

For \( \varepsilon > 0 \), we define the interface \( \Gamma(t; \varepsilon) \) to be the level set \( \{ \varphi = 1/2 \} \). Our primary attention is on the motion of the interface and its intersection with external boundary. Let us parameterize \( \Gamma(t; \varepsilon) \) by \( s \). In a neighborhood of \( \Gamma(t; \varepsilon) \), we defined a signed distance function \( d(x, t; \varepsilon) \) with the same sign as \( \varphi(x, t; \varepsilon) \). Then \( d(x, s) \) form a local orthogonal curvilinear coordinate system near \( \Gamma(t; \varepsilon) \), satisfying \( |\nabla d| = 1, \nabla d \cdot \nabla s = 0 \).

The inner expansion near a point is described via a stretched variable \( \rho = d / \varepsilon \). With a slight abuse of notation, for each \( \varepsilon \), the functions \( \varphi \) and \( u \) may be viewed as functions either of \( (x, t) \) or of \( (\rho, s, t) \). Elementary computations gives us the formula for converting derivatives over \( (x, t) \) to derivatives over \( (\rho, s, t) \):
\[
\begin{align*}
\partial_x &= \varepsilon^{-1} d_x \partial \rho + O(1), \\
\partial_y &= \varepsilon^{-1} d_y \partial \rho + O(1), \\
\Delta &= \varepsilon^2 \partial_{\rho \rho} + \varepsilon^{-1} \Delta d \partial \rho + O(1), \\
\partial_t &= \varepsilon^{-1} d_t \partial \rho + O(1). 
\end{align*}
\]
Notice that \( \nabla d = (d_x, d_y), |\nabla d| = 1, \Delta d = \kappa \) is the curvature of the level surface of \( d \), normal translations of \( \Gamma \). \( d_t = -V \) is the negative normal velocity of the interface.
The outer expansions

We firstly consider the outer expansion away from the interface

\[ u(x, t; \varepsilon) = u^0(x, t) + \varepsilon u^1(x, t) + O(\varepsilon^2), \]
\[ \varphi(x, t; \varepsilon) = \varphi^0(x, t) + \varepsilon \varphi^1(x, t) + O(\varepsilon^2), \]  
with

\[ \varphi^0 = \begin{cases} 
0 & \text{solid}, \\
1 & \text{liquid}, 
\end{cases} \quad \varphi^i \equiv 0 \text{ to all orders } i > 1, \]  
thus the leading order temperature equations in the outer regions are

\[ u^0_t = k \Delta u^0 \text{ in } \Omega_\pm. \]  
To solve the outer problem, we need further to find the equation for the interface \( \Gamma \), and the transmission conditions on \( \Gamma \). These will be derived from the inner problem near the interface.

The inner expansions

In the inner region near a point \( x_0 \) on the interface, we use the stretched variable \( \rho = d/\varepsilon \) and expand

\[ u = U(\rho, s, t; \varepsilon) = U^0(\rho, s, t) + \varepsilon U^1(\rho, s, t) + O(\varepsilon^2), \]
\[ \varphi = \Phi(\rho, s, t; \varepsilon) = \Phi^0(\rho, s, t) + \varepsilon \Phi^1(\rho, s, t) + O(\varepsilon^2), \]  
the resulting equations are solved order by order in \( \varepsilon \), with far field boundary conditions that are obtained by matching to the outer solutions. This requires the matching conditions

\[ \lim_{\rho \to \pm \infty} U^0(\rho, s, t) = u^0_\pm(x_0), \]  
and

\[ U^1(\rho, s, t) \sim \partial_d u^0_\pm(x_0) \rho + u^1_\pm(x_0) \text{ as } \rho \to \pm \infty. \]  
For \( \varphi \), we have

\[ \lim_{\rho \to \pm \infty} \Phi^0(\rho, s, t) = 1, \text{ 0, respectively}; \quad \lim_{\rho \to \pm \infty} \Phi^i(\rho, s, t) = 0, \quad j \geq 1. \]  
By our definition that \( \varphi = 1/2 \) on \( \Gamma \), we also have the condition that

\[ \Phi^0(0, s, t) = 1/2; \quad \Phi^i(0, s, t) = 0, \quad j \geq 1. \]

Classical asymptotics

We reformulate (9) in curvilinear coordinates \( (d, s, t) \) and rescale \( d \) to \( \rho = d/\varepsilon \), by using the differential relations (10), to obtain

\[ -\varepsilon^{-\frac{\alpha}{2}} V \Phi_\rho = \Phi_{\rho\rho} + \varepsilon \kappa \Phi_\rho - \frac{1}{2} g'(\Phi) + \lambda g'(\Phi) U + O(\varepsilon^2), \]
\[ -\varepsilon^{-1} V(U_\rho + r'(\Phi) \Phi_\rho) = \varepsilon^{-2} (k(\Phi) U_\rho)_\rho + \varepsilon^{-1} \kappa k(\Phi) U_\rho + O(1). \]  
A conventional model with \( \lambda = \varepsilon \Lambda \) assumed to be a small parameter will be considered. This requires the interface width assumed to be small compared to the capillary length. This requirement however can be loosen by “thin interface model”[8, 9] or “isothermal asymptotics”[1], in which \( \lambda \) is assumed to be of order unity but \( U^0 = 0 \) so that \( U = O(\varepsilon) \) and \( \lambda U = O(\varepsilon) \) is still retained, see [12]. We now
substitute the inner expansion (14) into (15) and use the matching conditions to get the structure and motion of the interface.

1. Leading order phase field equation

\[ \Phi_{\rho \rho}^0 - \frac{1}{2} g'(\Phi^0) = 0, \]

the solution is

\[ \Phi^0(\rho) = \frac{1}{2}(\tanh \frac{\rho}{2} + 1), \]

which is monotone increasing and approaches its limiting value exponentially as \( \rho \to \pm \infty \).

2. The leading order temperature equation is

\[ (k(\Phi)U)_\rho = 0, \]

integrating and using the matching condition to get

\[ U^0 = u^0_+(x_0) = u^0_-(x_0) = \text{constant}. \]  

3. First order phase field equation

\[ \Phi_{\rho \rho}^1 - \frac{1}{2} g''(\Phi^0)\Phi^1 = -\Lambda U^0 p'(\Phi^0) - \frac{T}{\delta}V + \kappa \Phi^0. \]

The solvability condition yields

\[ 0 = \int (\Phi_{\rho \rho}^1 - \frac{1}{2} g''(\Phi^0)\Phi^1)\Phi^0 d\rho = -\Lambda U^0 \int p'(\Phi^0)\Phi^0 d\rho - \frac{T}{\delta}V + \kappa \int (\Phi^0)^2 d\rho, \]

by denoting \( \delta = \int (\Phi^0)^2 d\rho \) as the interfacial energy, and dimensionless the interfacial temperature \( u^0 \) by \( u^0(x_0) = \Lambda U^0 \), the above equation leads to

\[ u^0(x_0) = -\delta \kappa - \tau V, \]  

which recovers the Gibbs-Thomson condition (3).

4. First order temperature equation

\[ (k(\Phi^0)U^1_\rho) = -V(U^0_\rho + r'(\Phi^0)\Phi^0_\rho) - \kappa k(\Phi^0)U^0_\rho. \]

Notice that \( U^0 \) is constant thus \( U^0_\rho \) vanishes, integrating once the above equation we have

\[ k(\Phi^0)U^1_\rho = -V r(\Phi^0) + c_1(s, t). \]

Further integrate to get

\[ U^1 = -V \int_0^\rho \frac{r(\Phi^0)}{k(\Phi^0)} d\sigma + c_1(s, t) \int_0^\rho \frac{1}{k(\Phi^0)} d\sigma + c_2(s, t), \]

the integration constants \( c_1 \) and \( c_2 \) are to be determined by matching to the outer solution. For this, we use the far-field expansion

\[ U^1(\rho) \sim \left( \frac{\pm V r'_{\pm}}{k_{\pm}} + \frac{c_1(s, t)}{k_{\pm}} \right) \rho - V \int_0^\rho \frac{r(\Phi^0)}{k(\Phi^0)} d\sigma + c_1(s, t) \int_0^\rho \left( \frac{1}{k(\Phi^0)} - \frac{1}{k_{\pm}} \right) d\sigma + c_2(s, t), \quad \text{for } \pm \rho > 0, \]
here \( r_\pm = r(\Phi^0(\pm \infty)) = 1, 0 \), respectively. By the matching condition \( U^1(\rho) \sim \partial_t u_\pm^0 + u_\pm^1 \) as \( \rho \to \pm \infty \), we have
\[
\partial_t u_\pm^0 = \mp V r_\pm \pm c_1(s, t) \pm \frac{r_\pm}{k_\pm},
\]
\[
u_\pm = -V \int_0^\infty \left( \frac{r(\Phi^0)}{k(\Phi^0)} + \frac{r_\pm}{k_\pm} \right) d\sigma + c_1(s, t) \int_0^\infty \left( \frac{1}{k(\Phi^0)} - \frac{1}{k_\pm} \right) d\sigma + c_2(s, t),
\]
then
\[
-V = [[k\partial_t u_\pm^0]]^\pm,
\]
which is the jump condition (19).

5. Boundary-interface intersection. Now let us derive the boundary-interface intersection condition for \( y = 0 \) and \( y = L \). The condition for \( y = 0 \) can be similarly derived. We only consider the contact point at \( y = 0 \). Take the inner expansion of the relaxational boundary condition (7), we obtain from the leading order that
\[
\frac{\eta}{\delta} V \Phi^0_\rho = \cos \beta \Phi^0_\rho + \gamma'(\Phi^0),
\]
where \( \beta \) is the dynamic contact angle between the sharp interface \( \Gamma \) and the \( x \)-axis. Multiply the above equation by \( \Phi^0_\rho \) and integrate in \( \rho \) over \((-\infty, +\infty)\), notice the interfacial energy \( \delta = \int (\Phi^0_\rho)^2 d\rho \), then we have
\[
\eta V = \delta \cos \beta + [[\gamma]]^\pm.
\]

The leading order behavior

We now summarize the results obtained from the above asymptotic analysis. The leading profiles of the outer solutions \( u_\pm^0(x, t) \) satisfy the heat equation
\[
\partial_t u_\pm^0 = k_\pm \Delta u_\pm^0 \text{ in } \Omega_\pm
\]
with a free boundary \( \Gamma(t) \) and a jump condition
\[
[[k\partial_t u_\pm^0]] = -V \text{ across } \Gamma(t),
\]
where \( V \) is the normal velocity of the evolution of the interface determined by the kinetic relation (see from Gibbs-Thomson condition):
\[
-\tau V = u^0(x_0) + \delta \kappa \text{ on } \Gamma(t),
\]
this dynamics of the interface is constrained by
\[
\eta V = \delta \cos \beta + [[\gamma]]^\pm
\]
at the the boundary-interface contact point \( \Gamma \cap \{ y = 0 \} \) and a similar condition at \( \Gamma \cap \{ y = L \} \). Here \( \beta \) is the dynamic contact angle between the interface \( \Gamma \) and the \( x \)-axis. The Young’s equation is recovered by introducing an “equilibrium contact angle” \( \beta_0 \) which is defined when the contact point velocity \( V = 0 \). The problem (21)-(24) may be completely solved by further specified initial and boundary conditions(on physical boundary).
Conclusion

In this paper a phase field model for solidification with boundary interface intersection is developed. To balance the interface energy and boundary surface energy in the multiphase contact region, a surface free energy term is incorporated in the free energy functional [3], and a relaxation boundary condition [14, 15] for the phase field variable is introduced. By asymptotic analysis, the leading order free interface problem is derived with constraint at the contact point to accommodate the dynamic nature of the contact angle. This problem may be completely solved by further specified initial conditions and boundary conditions on physical boundary.
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