Article

Which Sectors Really Matter for a Resilient Chinese Economy? A Structural Decomposition Analysis

Xin Mai, Roger C. K. Chan and Chaoqun Zhan

Abstract: This study explores the structural effect of economic resilience with a case of China by examining the extent to which the major economic sectors contribute to the relative resilience of China’s overall economy. By applying a time series analysis, we use the Hodrick–Prescott filter to delineate China’s national economy on a quarterly basis and reveal different performances in responding to two recent economic crises in 1997 and 2008. Using quarterly data pertaining to eight economic sectors (including agriculture, industry, and major service sectors) and the national GDP from 1993Q1 to 2017Q2, we examine their effects on China’s economic resilience by simulating the responses of the national economy to a unit shock from each sector. Results show that the construction, real estate, and financial services have the greatest potential to “disturb” the national economy whereas the industrial sector has the greatest potential to “stabilize” it. The findings correspond with the understanding that extensive infrastructure development and the real estate boom have driven China’s rapid urban development and created economic prosperity, whereas the sectoral decomposition of economic resilience compels a critical reflection on the risks of this growth model.
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1. Introduction

An article in The New York Times published in November 2012 [1] advocated for a paradigm shift from an emphasis on sustainability to an emphasis on resilience based on the idea that the latter is a better fit for an imbalanced world. The world is subject to pronounced disruptions and disturbances, and it is contended that the success with which individual countries and international trading bodies negotiate this unpredictable and rugged terrain depends on how resilient they are [2]. The global financial crisis of 2008 and its aftermath had a profound impact on the economies of Western Europe and North America, stimulating extensive studies on the responses to and consequences of recessions [3–7]. The post-crisis economic recovery at multiple geographical scales has given rise to an increasing research attention to the significance, definition, and spatial heterogeneity of resilience, as well as the factors that contribute to achieving and maintaining this state. At the national level, the European countries differed significantly from each other in terms of their responses to the financial crisis of 2008 [8]. Within a specific country, i.e., Canada, resilience literature assessed the importance of industry-mix and regions within the country to account for differences in regional resilience to economic shock [9]. Study about the relationship between regional policies and resilient outcomes examined the ways in which regional policies intersect with exogenous and endogenous factors to explain the relative resilience of various regions with a case of Turkey [10]. To explain resilient performances of urban and regional development, literature has examined the relationship between...
economic resilience and a wide range of factors such as economic structure, labor market conditions, export orientation, innovation, entrepreneurial culture, and institutional arrangements [11]. Among these complex factors, economic structure has been hypothesized as being particularly significant for regional resilience given that economic sectors differ in their reactions to economic shock [12] whereas the relationship between economic structure and resilience remains varied across space.

Compared with the growing body of resilience research in the context of the industrial West, economic resilience has become prominent in both China’s official parlance and its popular media. Chinese leaders have openly claimed that China’s economy is “highly resilient”. For example, at the 2015 Boao Asian Forum, China’s President Xi Jinping commented that “the Chinese economy is highly resilient and has much potential, which gives enough room to leverage a host of policy tools”. Existing studies of economic resilience have been mainly focused on some specific regions in China such as a study of economic resilience in the Pearl River Delta region [13] and economic resilience of resource-based cities in Northeast China [14]. However, the question of to what extent the Chinese economy as a whole is resilient and what factors contribute to its resilience is still under-researched in the literature. Far from being immune to the global crisis of 2008, China saw the growth of its GDP drop from 14.7% in 2007 to 8.5% in 2009, followed by a decelerated national economy in recent years. Official statements notwithstanding, we know little about how to measure economic resilience in China and the key factors implicated in determining the relative resilience or lack of resilience of the Chinese economy have yet to be identified.

In the present paper, we focus on a structural analysis of economic resilience and examine different roles played by major economic sectors in shaping the national economic resilience. The national economy constitutes an aggregation of multiple sectors such as agriculture, manufacturing, construction, and services. From a structural perspective, economic resilience of this aggregate system is determined by the “system effects”, i.e., the effects of interactions among the system’s components and the synthetic effects thereby generated [15]. The main objective of this research is to shed light on the endogenous mechanism through which the system’s “components” each affect aggregate performances, i.e., the role of major economic sectors in China’s resilience to recent global recessions since the establishment of the socialist market economy in 1992. In the present paper, using the quarterly data of China’s GDP growth rate and that of eight sectors from 1993Q1 to 2017Q2, we apply vector-auto regression (VAR) modeling and the impulse response function (IRF) to simulate the reaction of the national economy to a sector-specific shock. The national perspective is adopted given that consistent data on the national economy and its sector components are available on a quarterly basis. Equivalent data at the urban or regional level were recorded only on an annual basis, which is not sufficient for time series modeling.

The rest of this paper is organized as follows. First, we present a succinct review of the literature on the determinants of economic resilience in general and the debate about economic structure and resilience in specific. Then, we introduce our research methods including time series modeling and a detrending approach of the Hodrick–Prescott (HP) filter to clean the data. We present our empirical results in the next section and discuss their implications. A summary of major findings and potential areas for future research are given in the closing section.

2. Economic Resilience and Related Structural Debates

2.1. Determinants of Economic Resilience

These exists a growing number of studies pertaining to the spatial heterogeneity in the impacts of the global financial crisis of 2008 as well as their post-crisis recovery in the industrial West [8,16–20]. The developing literature on economic resilience has indicated that it is a highly complex and multi-dimensional concept and explored the determinants of economic resilience at varied scales [20]. It is argued the extent to which countries are integrated in the global economy, differences in the institutional framework, and differences in sectoral composition are three explanatory factors to the variation in the consequences of the global recession on European countries and regions [21].
Factors including economic diversity, trade openness, human and social capital, as well as financial constraints have been considered to explain the geographical asymmetries in economic resilience [22]. At the city level, both individual and place-specific factors account for cities’ variation in adaptation and adaptability. Specifically, individual factors accounting for economic resilience include the characteristics of local labor markets, such as gender, age, education, and skill profile of local labor force [18,23–25]. In addition, geographers emphasized “region-specific” or “competitiveness” effects on economic resilience [26]. In this vein of research, literature emphasized the role of place-bound, invisible factors in shaping local economic resilience, such as social values [27], innovation [28], creative small-and-medium sized enterprises (SMEs) [29], entrepreneurship [30,31], as well as the variety of local economic cultures [32]. A recent study identified there exists an inverted U-shaped relationship between local economic embeddedness and resilience [33]. Beyond the socio-economic characteristics, the role of human agency has been found under-explored in understanding the variation in local economic resilience [34]. Taking an agency perspective, insights from this vein of research further emphasized the significance of place and context in resilience studies [34].

2.2. Economic Structure and Resilience

Economic structure is considered to be a crucial determinant of economic resilience [9,26,35]. To date, studies that address the causal relationship between economic structure and resilience focus on identifying the relative vulnerability of different industries or sectors and sectoral composition in accounting for a given region’s ability to withstand a recession. Manufacturing is typically assumed to be a vulnerable sector whereas services are shown to be comparatively more resilient in the Western literature [21,36]. In an empirical study of job losses as a consequence of severe recession from 1987 to 2012 in Canada, it is argued that compared with the business services the manufacturing sector is less resilient to economic shock [9]. Pursuing a finer-scale approach to the subject of resilience to recession, transport equipment was found as the most recession-sensitive of 14 sectors in the EU-wide business cycle [21]. Furthermore, their results confirmed the general view that in comparison with the services sector, manufacturing is more sensitive to economic turbulences. An implication of this sectoral resilience effects for regional development is that regions where manufacturing is dominant are generally expected to be less resilient than regions that rely to a greater extent on service sectors [12]. However, a contradictory finding revealed that the presence of manufacturing activities account for the high resilience of some Italian regions during their recessions and recoveries [37].

In addition, another strand of literature has paid increasing attention on industry portfolios, i.e., how the specific mix of economic activities and the relationships and interdependency between and among them might influence regional reactions to economic shocks [26,35,38,39]. In fact, the role of sectoral composition in economic stability has been studied in economic research [40,41] while the focus was placed on exploring whether a diversified economic structure is favorable for regional resilience. However, there is no consensus among economists in regard to the relationship between regional economic diversity and economic stability [42]: Some economists have pointed to industrial diversity as a defining element in explaining a large proportion of regional variation in economic stability [38,43] whereas based on an alternative measurement of regional industrial diversification other scholars have found little evidence to suggest that diversity supports stability [44,45]. In more recent years, urban and regional scholars have argued that a diversified structure helps local economies to absorb sector-specific shocks and thus contributes to overall economic stability. This argument has been supported by empirical studies from Munich and the US according to which a diversified economic structure conditioned the success of each of these countries in riding out the deep recession of 2008 [46,47]. Drawing on the hotly debated relationship between diversity and stability of regional economies, commentators suggested that diversity should not be understood as entailing simply the absence of specialization, especially so among regions or metropolitan areas of sufficient size of their economy [48]. It is further argued that diversification per se may be neutral in its effects on economic stability. The relative vulnerability of a region’s economy derives from the extent to which it
specializes in cyclically sensitive activities. Given the mixed results pertaining to the structural debates of economic resilience, it is essential, therefore, to understand the specific roles played by major sectors in responding to external shocks.

The debate on the divergent roles of different sectors in economic resilience reminds us the relationship between local economic structure and economic resilience may depend on the type of economic shock, as well as how each sector plays its role in responding to the shock, i.e., the endogenous mechanism of how each sector interacts with the aggregate economy for a given region/country and how that composite effect generates resilient outcomes. In this paper, drawing on ideas from the Modern Portfolio Theory (MPT) [49], we argue the existing structural debate on the relative vulnerability of manufacturing or services sector in economic resilience focuses on the unique risk or unsystematic risk which is sector-specific while overlooking the systematic risk that may not be alleviated simply through the diversification strategy. The systematic risk may affect all sectors and thus it is important to understand how different sectors play their role in the aggregate system.

In terms of methodology, a geographical reading of regional economic resilience has typically been done by looking into the spatial heterogeneity in the resistance to and recovery from economic crisis with a spatial econometric model. However, there is no single agreed approach to study economic resilience [26]. A simple way of looking into the relationship between sectoral composition and economic resilience is estimating the crisis sensitivity of different sectors by ordinary least squares (OLS) regression with the observations from different countries [21]. A more advanced method for spatial resilience research is the vector error correction model (VECM), which is used to address permanent effects of employment shocks and the interregional linkages [12,22]. We recognize the significance of spatial dynamics in resilience research while this study focuses on the temporal dimension of economic resilience with a case of China after 1992. With consistent quarterly series data of GDP and that of major eight sectors during the study period, the selected VAR model is used for simulating how the aggregate economy would respond to sector-specific shock, which fits well to the purpose of this study.

This paper contributes to resilience research in two principal aspects. First, given insights from the MPT, we shed light on the relationship between economic structure and regional economic resilience in China by emphasizing that the overall stability of the portfolio depends on the nature of each of its components and the ways in which they interact with the whole system. This perspective is novel in resilience literature and it is more relevant under the Chinese context given that different economic sectors and regions in China have shown uneven extents of integration to the global economy. Therefore, it is imperative for understanding resilience to unravel all aspects of the endogenous mechanism through which an entire system is affected by the distinct components of which it is comprised. Second, the time series analysis adopted in this study followed the evolutionary paradigm of interpreting economic resilience based on its historical information since each variable is regressed on the historical values of its own. This evolutionary thinking is not new in social science research. In studies of urban and regional economic resilience, researchers have long advocated for adopting an evolutionary view in seeking to understand resilience as a process rather than as an outcome [50,51]. However, rigorously interrogating the ways in which historical information has informed resilience remains a challenge. Grounded in evolutionary thinking, this research offers a quantitative method, i.e., the VAR model and IRF simulation from time series analysis, to explain the endogenous mechanism of economic resilience. Though this study is conducted at the national level, the methods applied in this study are applicable to different geographical scales given the availability of data.

Nevertheless, economic structure provides only a partial explanation for regional economic resilience. It is found that regional-specific effects appear to have played a significant role on a par with that of economic structure in shaping the resistance and recoverability of major UK regions to four significant recessions over the last 40 years [26]. However, a full explanation of China’s economic resilience is far beyond the scope of this paper. Instead, we focus on the structural aspect and aim to open the black box of how the national economy reacts to turbulence from each of its major components.
Yet, our research goes beyond the conventional structural debate of diversity and resilience given that a national economy is necessarily diversified. Rather than arguing which sector is more vulnerable to economic shock, we contend that it is critical to understand the specific roles of major sectors in shaping the aggregate economic resilience, which necessitates explicating the endogenous mechanism whereby major economic sectors interact with the overall economy.

3. Research Methods

3.1. Measurement Issues

Measuring economic resilience in China has to address a few specific concerns. First, the study period of economic resilience in China is shorter than that of the West. China’s annual GDP growth rate from 1953 to 2015 shows a salient trend of increasing stability (Figure 1). Absolute declines in the GDP can be seen pre-1976 only, i.e., during the Maoist era when resource allocation in China and thus economic growth were strictly under the control of the state. The discussion of economic resilience is invalid during the period of a command economy. Therefore, we examined China’s economic resilience after 1992 since it was not until 1992 that China’s socialist market economy was formally established. Since then, the hybrid effects of the state and the market have complicated the forces behind economic fluctuations. Second, a finer-scale approach of investigation on China’s economic growth is in order since the annual data indicate that neither the Asian financial crisis of 1997 nor the global financial crisis of 2008 had more than a very weak negative impact on the Chinese economy as shown in Figure 1. Given a shorter period of observation, a closer look at economic fluctuations in China on a quarterly basis is necessary to reveal the processes through which the country responded to any economic shocks identified. Third, compared with the Western literature about investigating the absolute decline and recovery of employment, exploring economic resilience in China has to be considered in reference to the fluctuation of the growth rate in relative terms. We used data of economic output (measured by GDP) rather than employment to conduct a longitudinal study of economic resilience in China. Employment used to be the preferred indicator for studying economic resilience in Western literature [18,20,22,35,37] whereas China’s official statistical records of employment is not sensitive to economic fluctuations. More accurately, China’s urban unemployment has been highly underestimated in official data given the problematic definition, data collection system, and calculation of “registered urban unemployment” from the Chinese National Bureau of Statistics (hereafter NBS) (see detailed discussion from prior research [52]). The exclusion of laid-off (xiagang) workers and unemployed persons without urban resident status (hukou), i.e., rural migrants, seriously reduced the data credibility of Chinese unemployment rate. Under the urban-rural dual economy, a large number of migrant workers from rural to urban areas are not fully counted in official statistics. When the economy declines, they are in the most vulnerable position to lose jobs, although this is hardly reflected in statistical data. In addition, the Chinese state-owned enterprises (SOEs) used to maintain life tenure with their employees in the past. The soft-budget constraints enable the SOEs to achieve that commitment, and even under difficult times, the SOEs would not lay off their workers. Despite the continuous restructuring of the Chinese SOEs, the institutional inertia still takes effect. As a result, official data of employment (or unemployment) is hardly reliable for assessing resilience. Comparatively, output data is consistently available over time, which is deemed an appropriate variable to study economic resilience under the Chinese context.
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### 3.2. Seasonal Adjustment and Hodrick–Prescott Filter

For the present paper, a longitudinal observation of economic resilience in China was undertaken in reference to the post-reform period with quarterly data of GDP growth rate from 1993Q1 to 2017Q2. Using quarterly data, we used the standard U.S. Census Bureau’s X12 seasonal adjustment program from EViews 10 to adjust for the potential seasonal trends in our series. The seasonally adjusted data were saved as \(*_\text{sa}. We de-trended the quarterly GDP growth rate of China and that of eight major economic sectors with the HP filter to separate fluctuations in economic growth from its long-term trend [53]. The HP filter is a frequently used tool in Real Business Cycle (RBC) theory to decompose a time series into its growth and cyclical components [54]. According to the rationale of HP filter [55], a given time series the growth rate of GDP, and a cyclical component \(c_t\) expressed as

\[
GDP_t = g_t + c_t \quad (t = 1, 2, \ldots, T).
\]

(1)

The growth component measures the long-term trend or the potential output, and the cyclical component indicates the output gap between the real and potential output. The logarithm of the HP filter is given by

\[
\text{Min}\left\{\sum_{t=1}^{T} (GDP_t - g_t)^2 + \lambda \sum_{t=1}^{T} [(g_t - g_{t-1}) - (g_{t-1} - g_{t-2})]^2\right\},
\]

(2)

where \(GDP_t\) is the raw data of the growth rate of GDP, and \(g_t\) represents the trend component. The first part of the equation is the sum of the squared cyclical component. The second part of the equation is \(\lambda\) multiplied by the sum of squares of the growth component’s second differences. The smoothing parameter \(\lambda\) penalizes the variability in the growth component series [55]. The standard practice in the econometrics is to set \(\lambda\) as 1600 for quarterly data as we applied in this study.
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\[\text{Figure 1. China’s annual GDP growth rate from 1953 to 2015. (Source: Data from China Statistical Yearbook (2016).)}\]
are reused to realize the full potential of social production capabilities, meaning that the economy has recovered from the shock.

Besides the national GDP, we selected the quarterly growth rate of eight sectors during the same study period to investigate their interactions with the national economy. The eight sectors included in this study are (1) agriculture (2) industry (industry sector includes mining, manufacturing, and the production and supply of electronic power and heat power according to the “Industry Classification of the National Economy (GB/T 4754-2011)”); (3) construction; (4) retailing; (5) transport, storage, and post (referred to as transport); (6) hotel and catering services (referred to as hotel and catering); (7) financial services and (8) real estate. The sources of the annual GDP growth rate since 1953 are China Statistical Yearbook 2016, 60 Years of New China [56], and the China Compendium of Statistics 1949–2008 [57], all published by NBS of China. We retrieved time series data for the sectoral GDP growth rate for 1993Q1 to 2017Q2 from the official NBS database. All the data are calculated at constant prices.

3.3. Stationarity Test and the VAR Model

Our data set contains the cyclical component of quarterly GDP growth rate and that of eight major sectors during the study period. The stationarity of the data series should be tested before developing the VAR model. The Augmented Dickey–Fuller (ADF) test, being one of the unit root tests used in statistics and econometrics, was adopted to test the stationarity of all those time series data. The principle of the unit root test is to testify whether the latent roots fall within a unit cycle. If all of the latent roots are within a unit cycle, it means the time series data are stationary; otherwise, any latent root falls on or outside of the unit cycle indicates that the series is non-stationary. The ADF tests were conducted by EViews 10.

Then, we developed a VAR model via a time series analysis—an approach based on the evolutionary thinking that past data pertaining to a variable can be used to forecast its development. There are only endogenous variables in a VAR model, each of which are predicted evolutionarily based on its own lagged values and the lags of the other variables. For a time series data GDP growth rate \( gdpR \), the value of variable \( gdpR \) at the time \( t \) can be regressed on the historical values of its own, which is given by the auto-regression model (AR). The standard \( p \)-order AR model is given as

\[
AR(p) : gdpR_t = \phi_1 gdpR_{t-1} + \phi_2 gdpR_{t-2} + \ldots + \phi_p gdpR_{t-p} + \epsilon_t, \tag{3}
\]

where \( gdpR_{t-p} \) denotes \( p \)-periods lagged \( gdpR \). Multiple time series analysis extends the idea of evolution to a set of time series variables. The primary model in multivariate time-series analysis is the VAR model, which studies the linear inter-dependencies among multiple time series. A stable VAR model of \( p \)-order is given as [58]

\[
gdpR_t = v + A_1 gdpR_{t-1} + A_2 gdpR_{t-2} + \ldots + A_p gdpR_{t-p} + \mu_t, \quad (t = 1, \ldots, T), \tag{4}
\]

where \( gdpR_t = (gdpR_{Nt}, gdpR_{Agri}, \ldots, gdpR_{Re})' \) denote a \((n \times 1)\) vector of the cyclical component of GDP growth rate of the nation and each sector. \( A_i \) are \((n \times n)\) coefficient matrices and \( v = (v_1, \ldots, v_n)' \) is a fixed \((n \times 1)\) vector of intercept terms. \( \mu_t = (\mu_{1t}, \ldots, \mu_{nt})' \) is a \((n \times 1)\) white noise vector process satisfying the conditions of \( E(\mu_t) = 0, E(\mu_t \mu_t') = \Sigma_\mu \) and \( E(\mu_t \mu_s') = 0 \) for \( s \neq t \).

Based on the above VAR model, we applied an IRF simulation and variance decomposition (VD) to identify the sectors that contribute most to China’s economic resilience. The IRF can simulate the impacts of unexpected shocks to a specified variable on the variables in the model, which is useful in capturing the model’s dynamic properties. The rationale behind the IRF is that for multiple time series, a shock to one series generates an immediate effect on that same series, and it can also affect other variables in a system, which can, in turn, affect the original variable. The results of the IRF
4. Empirical Results

4.1. A Holistic Observation of China’s Relative Economic Resilience in Response to Two Recent Shocks

At the aggregate level, filtering result of the seasonal adjusted GDP growth rate of China from 1993Q1 to 2017Q2 is shown in Figure 2. The trend curve shows a significant decrease in the late 1990s and after 2008. However, the cycle curve shows a minor decline in the late 1990s compared with a sharp decline in 2008. We used the cyclical component of the GDP growth rate to measure China’s economic resilience and the result reveals different resilience of China’s national economy in responding to two recent economic crises in 1997 and 2008.
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Figure 2. Hodrick–Prescott (HP) filter of China’s quarterly GDP growth rate (1993Q1–2017Q2).

The financial crises of 1997 and 2008 each had a direct negative impact on China’s economy by decreasing external demand. However, the circumstances in which that impact occurred differed significantly between these two crisis events. Ushered in by its formal endorsement of a socialist market economy in 1992, China experienced a rapid economic expansion, with an average growth rate of 13.6% from 1992 to 1994. However, there was also a high rate of inflation in China during the same period, reaching an unprecedented level of 24.1% in 1994 [59]. To cool down the overheated economy, Zhu Rongji, China’s prime minister at the time, implemented an austerity program before the crisis of 1997, leading to a downward trend in potential output (Figure 2). The cycle curve did not show a prominent deviation from zero in 1997, revealing that the consequence of the 1997 Asian financial crisis was not severe in comparison with the crisis of 2008. After 1997, China experienced economic expansion over about 10 years as illustrated by the upward trend curve. China’s national economic growth rate reached its peak level of 14.7% in 2007, just before the global financial crisis of 2008. Shocked by the 2008 crisis, the cyclical component of the country’s quarterly GDP growth rate underwent a sharp decline, implying that the real output of the Chinese economy fell far short of the level that would have been projected otherwise.
4.2. Sectoral Decomposition of China’s Economic Resilience

Having the data set of the cyclical component of each sector from 1993Q1 to 2017Q2, the Pearson correlations of each pairwise variable were calculated via SPSS (Table 1). The results show that the industry (coefficient of 0.897) and real estate (coefficient of 0.588) sectors are strongly correlated with the cyclical movement of the Chinese economy. Industry, with manufacturing as its major component, shows the highest correlation coefficient with the national economy. Next, transport and retailing show moderate correlations with the national economy, with coefficients of 0.433 and 0.406, respectively. The inter-sectoral correlations reveal that the real estate sector has statistically significant correlations with five of the other eight variables: aggregate GDP (0.588), financial services (0.448), construction (0.386), industry (0.383), and retailing (0.305). The financial services sector is also closely related with the aggregate GDP, real estate, retailing, and construction sectors. Given that both the transport and real estate sectors are major consumers of manufacturing products, the second most relevant sector for industry is transport (the coefficient for this latter sector is 0.396 in the third column), followed by industry and real estate with a coefficient of 0.383. Findings on the relevance of the cyclical component of each sector and that of the national economy reveal that the significance of different sectors to the aggregate resilience is not just a matter of the sectoral proportion in the national economy. Though industry accounted for 33.3% of the national economy in 2016, the proportion of real estate sector in the national economy was only 6.5% in 2016 [60]. Nevertheless, these two sectors have shown the highest correlations with the national economic fluctuations. Given this, we further developed a VAR model to explore the endogenous mechanism of the sectoral effects.
Table 1. Pearson correlations between the pairwise cyclical components of the major sectors.

|                  | Cycle GDP | Cycle AGR. | Cycle IND. | Cycle CON. | Cycle RET. | Cycle TRA. | Cycle HOT. | Cycle FIN. | Cycle R.E. |
|------------------|-----------|------------|------------|------------|------------|------------|------------|------------|------------|
| Cycle GDP        | 1         |            |            |            |            |            |            |            |            |
| Cycle Agriculture| −0.222 *  | 1          |            |            |            |            |            |            |            |
| Cycle Industry   | 0.897 **  | −0.286 **  | 1          |            |            |            |            |            |            |
| Cycle Construction| 0.189     | −0.125     | 0.010      | 1          |            |            |            |            |            |
| Cycle Retailing  | 0.406 **  | −0.124     | 0.253 *    | 0.138      | 1          |            |            |            |            |
| Cycle Transport  | 0.433 **  | 0.116      | 0.396 **   | −0.179     | −0.031     | 1          |            |            |            |
| Cycle Hotel and catering | 0.129 | −0.124     | 0.209 *    | −0.133     | 0.177      | −0.086     | 1          |            |            |
| Cycle Financial Services | 0.400 ** | −0.142     | 0.150      | 0.344 **   | 0.370 **   | −0.183     | −0.141     | 1          |            |
| Cycle Real Estate| 0.588 **  | −0.424 **  | 0.383 **   | 0.386 **   | 0.305 **   | 0.119      | 0.002      | 0.448 **   | 1          |

* Correlation is significant at the 0.05 level (two-tailed). ** Correlation is significant at the 0.01 level (two-tailed).
The stationarity of each time series was tested via ADF tests (Table 2). Each data series passed the stationary test, as the cyclical component of each sector’s growth rate had already been filtered without trend or seasonal impact. Therefore, the raw data for each variable were used to develop the VAR model.

| Test Format     | t-Statistic | p Value | Result      |
|-----------------|-------------|---------|-------------|
| GDP N, N, 1     | −5.237903   | 0.0000 *| Stationary  |
| Agriculture N, N, 0 | −5.233866   | 0.0000 *| Stationary  |
| Industry N, N, 2 | −6.138719   | 0.0000 *| Stationary  |
| Construction N, N, 0 | −5.630373   | 0.0000 *| Stationary  |
| Retailing N, N, 0 | −5.738462   | 0.0000 *| Stationary  |
| Transport N, N, 0 | −5.585702   | 0.0000 *| Stationary  |
| Hotel and catering N, N, 0 | −5.056096   | 0.0000 *| Stationary  |
| Financial services N, N, 0 | −3.936282   | 0.0001 *| Stationary  |
| Real Estate N, N, 2 | −6.683200   | 0.0000 *| Stationary  |

Note: * indicates a significance level of 1%.

The results of the IRF simulation are graphically presented in Figure 3. Within the observation of 15 periods, the responses of the cyclical component of the GDP growth rate to the sectoral shocks finally approached zero. The cyclical component of the GDP growth rate is highly sensitive to a unit shock from each of the construction, real estate, and financial services sectors. Despite a short lag, the response to the shock from the construction sector was the most significant and persistent of all the sectors considered herein. It increased to the highest level of 0.29 in the fourth period and remained positive in the first six periods. The national economy responded to the real estate and financial services sectors more promptly whereas the extent of the reaction was not as strong as that of the construction sector. As shown in the bottom two graphs of Figure 3, response of the national economy to a unit shock from the financial services sector reached its peak level of 0.21 in the secondary period, and then decreased steadily and became negative in the seventh period. In comparison, the reaction of the national economy to real estate disturbances was 0.18 in the secondary period and increased further to 0.23 in the third period. It dropped below zero in the sixth period and finally faded out after the tenth period.

Findings from the variance decomposition (VD) reveal similar sectoral effects to those shown by the IRF simulation (as shown in Table 3). After 15 periods, the fluctuation of the GDP growth rate itself explained only 44.14% of its total variance, whereas the construction and real estate sectors accounted for 16.33% and 9.63%, respectively. These sectors are followed by the agriculture and financial services sectors, which explain 7.15% and 7.12%, respectively, of the total variation. The industry sector accounted for only 6.94% of the total variance. The result of VD confirmed that construction and real estate sectors have contributed the most to the variance of China’s national economy despite their relative small size in the overall “portfolio”.

The IRF simulation and VD unfolded the endogenous structure of China’s relative economic resilience. According to the response patterns (Figure 3), the effects of each of eight sectors on China’s economic resilience can be understood as follows: first, the results of the IRF simulation verify the potential role of the construction, real estate, and financial services sectors in “disturbing” the national economy. A unit shock, i.e., an impulse from one of these sectors would generate significant impact on the national economy. Second, the response pattern is almost reversed in the cases of agriculture and industry, which have served as “stabilizers” for the overall economy. There is a negative deviation of the national economy followed by positive responses to a unit shock from the agriculture and industry sectors, as the first two graphics of Figure 3 show. Finally, we observe that the shocks from retailing, transport, as well as hotel and catering do not have a strong impact on the national economy.
Figure 3. Results of the impulse response function (IRF) simulation.
Table 3. Variance decomposition of the cyclical component of China’s GDP growth rate.

| Period | S.E. | GDP | AGR. | IND. | CON. | RET. | TRA. | HOT. | FIN. | R.E. |
|--------|------|-----|------|------|------|------|------|------|------|------|
| 1      | 0.59 | 100.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 2      | 0.82 | 79.81 | 1.55 | 5.02 | 0.50 | 0.05 | 0.00 | 1.58 | 6.61 | 4.88 |
| 3      | 0.95 | 64.46 | 1.73 | 6.03 | 8.95 | 0.13 | 0.11 | 1.94 | 6.47 | 9.14 |
| 4      | 1.03 | 55.29 | 1.47 | 7.01 | 15.35 | 0.53 | 0.64 | 1.78 | 6.97 | 9.01 |
| 5      | 1.08 | 51.46 | 2.00 | 7.13 | 17.70 | 1.17 | 0.59 | 1.64 | 7.55 | 8.40 |
| 6      | 1.14 | 50.09 | 3.40 | 6.87 | 17.66 | 1.44 | 0.92 | 1.60 | 7.27 | 8.31 |
| 7      | 1.17 | 47.08 | 6.23 | 6.39 | 16.40 | 1.39 | 1.90 | 1.82 | 6.86 | 9.67 |
| 8      | 1.18 | 45.95 | 6.37 | 6.57 | 16.53 | 1.65 | 2.13 | 1.83 | 7.05 | 9.64 |
| 9      | 1.19 | 45.29 | 6.28 | 6.83 | 16.65 | 2.00 | 2.13 | 1.82 | 7.19 | 9.51 |
| 10     | 1.20 | 44.89 | 6.41 | 6.97 | 16.58 | 2.21 | 2.12 | 1.80 | 7.19 | 9.51 |
| 11     | 1.20 | 44.57 | 6.74 | 6.99 | 16.45 | 2.26 | 2.18 | 1.78 | 7.13 | 9.60 |
| 12     | 1.21 | 44.34 | 7.01 | 6.96 | 16.36 | 2.25 | 2.27 | 1.77 | 7.10 | 9.65 |
| 13     | 1.21 | 44.20 | 7.13 | 6.93 | 16.33 | 2.25 | 2.32 | 1.77 | 7.11 | 9.64 |
| 14     | 1.21 | 44.14 | 7.15 | 6.94 | 16.33 | 2.27 | 2.34 | 1.77 | 7.12 | 9.63 |

Note. AGR. = Agriculture, IND. = Industry, CON. = Construction, RET. = Retailing, TRA. = Transport, HOT. = Hotel and catering, FIN. = Financial services, R.E. = Real Estate.

Results of the time series analysis indicate that a heavy reliance on the construction, real estate, and financial services sectors may increase the endogenous vulnerability of the national economy from a resilience perspective. China’s economic “miracle,” in large measure, has been achieved by enormous investment in the production and reproduction of urban space over the last 40 years. Urbanization, in terms of “fixing” capital in the urban space, is of paramount importance to China’s economic growth. China’s industrial and urban development was characterized by development zone fever and real estate fever over the last four decades. In more recent years, the bidding war over hosting mega-events and a feverish implementation of mega-projects among Chinese cities and regions are strong evidence of local governments’ interest in reproducing space and marketing place in order to sustain resilient economic growth [61]. However, the simulation results of the sectoral effects on China’s economic resilience indicate that the national economy would be highly sensitive to unpredicted shock from construction, real estate, and financial services sectors. Though the identified critical sectors remain the major sectors receiving enormous investments in contemporary China (such as the four-trillion-yuan (equivalent to $585.5 billion) stimulus package fueled by the Chinese governments in 2009), this study raises a serious concern that any considerable reduction of investment in these sectors would challenge the stability of the national economy to a greater extent than would be the case for a reduction in any of the other sectors. Therefore, our analysis calls for a critical reflection on the potential risk of “fixing” capital in the built environment as a way to counterbalance the adverse effects of an economic slowdown. Given uncertainty for the continuity of large-scaled investment in these three critical sectors, it is imperative to ask what the other source of national economic resilience in the future would be.

5. Conclusions

This research addresses the structural discourse of economic resilience from a novel perspective with insights from the portfolio theory. The relationship between economic structure and resilience has long been recognized while the scholarship to date focuses on the vulnerability of specific sectors. In the Western literature, manufacturing has been deemed the most vulnerable sector in terms of failing to withstand economic turbulence whereas the services have generally been considered capable of absorbing recessionary shocks [9,36]. However, we contend the vulnerability of manufacturing or services sector is subject to specific shock which can be understood as responses to a unique risk or unsystematic risk. In addition to sector-specific shock, there exists systematic risk which may generate impacts on all components of the system, and such impacts could hardly be mitigated simply
through diversifying the structure of the given system. Thus, insights from the MPT reminds us diversification may not be helpful in cushioning systematic risk. Rather than seeking the most “safe” portfolio composed of selected “ideal” types of economic sectors, it may be more helpful to understand what are the roles played by each sector under different local contexts so as to generate targeted policies. Resilience study should not replicate the common mistake made in the previous study of competitiveness, that is, identifying determinants of urban competitiveness as being insensitive to contingencies of place [5]. It may never be taken for granted that the same drivers of change are at work everywhere and once the right levers have been pulled, the appropriate drivers will respond and deliver required outcomes.

In this paper, we argue that study of economic resilience should pay more attention on the ways in which different sectors intersect with each other and how that internal interactions generate resilient outcomes of a given country’s economy overall. Our analysis extended the structural discourse of economic resilience research beyond the proportional distribution of the components of China’s economy, such as the debate over diversification versus specialization. Instead, we demonstrated that insights of greater significance can be gained by identifying the role of each sector in determining the extent of a country’s, in this case, China’s, aggregate resilience. As stated, our goal in this paper was to open the black box of the national economy’s responses to turbulence experienced by each of its principal components by applying a VAR model and IRF simulation based on quarterly data of China’s GDP growth rate and that of eight major sectors for the 1993Q1–2017Q2 period. The adopted method of IRF simulates the reactions of the cyclical fluctuation of the GDP growth rate to a unit shock, i.e., an impulse from one specific sector. The simulation results showed that if subjected to an economic shock that construction, real estate, and financial services sectors have the greatest potential to disturb the national economy. However, we also showed that the industry sector (dominated by manufacturing) is capable of absorbing external shocks and, therefore, served as a stabilizing factor in the national economy. Investment in the built environment, as we witnessed an unprecedented speed of infrastructure development and urbanization in China, has made a considerable contribution to the prosperity and resilience of the Chinese economy. However, findings of this study call for a critical reflection on the risk of this growth model.

This study has a number of limitations. First, though we examined China’s responses to the two major external shocks from the crises of 1997 and 2008, the structural decomposition analysis of China’s economic resilience was based on a long-term observation since 1993. Impacts of these economic crises on China’s economy have been embedded in the evolution of the cyclical fluctuation of the national economy and its sectoral components. Second, this study did not take China’s spatial inequality at the sub-national level into consideration. The ways in which major sectors take effect may differ significantly across the space. Future study may address the limitation at the regional level with available data. As stated, the structural discourse of economic resilience should go beyond asking which sector is the most resilient one, if it exists. More insights would be gained through a deeper understanding of how different sectors played their role in the aggregate economy, which is highly contingent on region and place.
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