First-principles analysis of the stability of water on oxidised and reduced CuO(111) surfaces
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We use first-principles density functional theory calculations including the Hubbard + $U$ correction (PBE + $U$) on Cu-3d states to investigate the interaction of water with a CuO(111) surface. We compute adsorption energies and the stability of different water coverages, with a particular focus on the interaction of water with oxygen vacancy sites, and how vacancy stabilization occurs. We study the energetics, geometry and electronic structure of relevant configurations, finding that there are only small changes to the local geometry around the water adsorption site(s) and the electronic properties. The inclusion of van der Waals interactions has no significant impact on the stability of water on CuO(111). We extend the analysis to include realistic environmental conditions within the \textit{ab initio} atomistic thermodynamics framework, which allows us to assess the stability of the water/copper-oxide system as a function of ambient conditions, and focus on three important surface processes: water adsorption/desorption on the stoichiometric surface, conditions for dissociation, and oxygen vacancy stabilization.

1 Introduction

Copper oxides are important and useful materials for many technological applications, from gas sensors to nanoelectronics and nano-catalysis.\textsuperscript{1–3} This compound is present in nature in different stoichiometries, each one showing particular properties. The most commonly used forms in technological applications are cupric and cuprous oxides (CuO and Cu$_2$O, respectively) with +2 and +1 Cu oxidation states. Both crystal structures show catalytically active surfaces and a relatively high photo-sensitivity, together with chemical stability and low production cost. Moreover, their band gap is small enough (1.2–2.4 eV) to allow harvesting of a substantial portion of the solar spectrum, which can give good photo-catalytic efficiency.\textsuperscript{4–6}

Several investigations, using both experimental and theoretical computational approaches, have been presented to analyse the properties of copper oxides. For CuO, the subject of this paper, experimental work indicates a monoclinic crystal structure, with lattice constants $a = 4.6837$, $b = 3.4226$, $c = 5.1288$ Å, $\alpha = 90^\circ$, $\beta = 99.54^\circ$, and $\gamma = 90^\circ$. The band gap is 1.4–1.7 eV and CuO takes an antiferromagnetic spin distribution (ferromagnetic in each layer), with a Cu magnetic moment of 0.68 $\mu_B$. The presence of Cu$^{2+}$ cations in the bulk structure, with a 3d$^9$ electronic configuration, makes DFT studies of CuO particularly challenging.\textsuperscript{7–9} A number of Density Functional Theory (DFT) studies have explored the properties of CuO, with approximate LDA or GGA functionals, which give a metallic system. Corrections such as self-interaction correction, DFT + $U$ or hybrid DFT can open up the band gap and recover the anti-ferromagnetic structure, to give a consistent description of the properties of CuO.\textsuperscript{9,10–16}

For the possible exploitation of CuO in solar to chemical energy conversion, generically termed artificial photosynthesis, we also have to consider, in addition to the properties of CuO, the fact that water will most likely be present and water can interact with metal oxide surfaces to modify them compared to the pristine surfaces. Water can be present either in the atmosphere or within the solution in which the reaction takes place. Thus, from one perspective, water may actively participate in the chemical reactions, contributing by donating either hydrogen or oxygen atoms, or from another perspective the water present can dissociate to form surface hydroxyl groups, which can then alter the properties of the catalyst.

Unlike other metal oxide surfaces such as (110) rutile and (101) anatase TiO$_2$ or CeO$_2$(111),\textsuperscript{17–19,25,36} little is known about the interaction of water with CuO surfaces. An attempt to study surface-water interactions has been presented by Zhang et al.\textsuperscript{26} They investigated the interaction of a single water molecule with perfect and defective CuO(111) surfaces using density functional theory within the GGA approximation, using the Perdew and Wang functional (PW91) for the exchange–correlation term where copper atoms were kept frozen and substituted by a DFT semi-core pseudopotential and other atoms are treated with an all-electron basis set. However, they neglected to include any consistent description of localized electron in the Cu-3d shell. The authors obtained adsorption energies and dissociation barriers, and concluded that the
functional for the exchange Cu-3d shell, which is a fundamental problem in strongly properties of Cu.Localized Cu-3d states in bulk CuO and in Cu doping of metal so-called PBE + Approximation (GGA) using the Perdew analysing the properties of water adsorption on the clean and U term. In previous studies, we have found that the +U correction is required to describe O-2p hole states that result after valence band hole formation; this is relevant for our ongoing work in studying the excited states of metal oxides. This +U correction on oxygen can also improve the binding energy of O2 which is important for vacancy formation. To estimate the contribution of van der Waals (vdW) interactions arising from the interaction of electric dipole moments, we repeated the calculations including a correction developed by Grimme (DFT-D3), and report the effect on the geometries and energetics. Using this set up we found that the antiferromagnetic configuration is the most stable for bulk CuO, and our computed lattice constants are a = 4.683 Å, b = 3.43 Å, c = 5.138 Å, and β = 99.2°.

3 Results
3.1 Energetics of different water adsorption coverages on CuO(111)
In this section we analyse the geometry and energetics of the interaction between water and CuO(111) surfaces, focusing on the adsorption of water at different coverages. The geometry of water at each coverage has been determined by the structural optimization of different initial water adsorption configurations. The adsorption energies are calculated per adsorbed water molecule as follows:

\[ E = \frac{1}{n} E_{\text{CuO} + n \text{H}_2\text{O}} - [E_{\text{CuO}} + nE_{\text{H}_2\text{O}}] \]

where \(E_{\text{CuO} + n \text{H}_2\text{O}}, E_{\text{CuO}} \) and \(E_{\text{H}_2\text{O}}\) are the energies of the CuO-water surface slab, the CuO(111) surface slab and free gas phase water, while \(n\) is the number of water molecules adsorbed per CuO(111) super-cell. The CuO(111) surface forms a lattice consisting of four-coordinated copper atoms in the surface and subsurface regions and these are denoted Cu_surf and Cu_sub, respectively (see Fig. 1). The Cu_surf and Cu_sub atoms take a 4-coordinate square planar environment, with the former binding to surface and subsurface oxygen species. There are three-coordinated oxygen atoms located in the surface and subsurface layers, denoted as Osurf and Osub respectively.

In a (2 x 6) expansion of the CuO super-cell, there are 24 Cu atoms that represent potentially favourable water adsorption sites and when 1, 3, 6, 8 or 12 water molecules adsorb on the CuO surface, the corresponding water coverages are 1/24, 1/8, 1/4, 1/3 and 1/2 monolayer (ML). Tables 1 and 2 report the computed water adsorption energies calculated for different water coverages and for different adsorption modes, within our PBE + U computational set-up. Table 1 also reports a direct comparison with the adsorption energies for a single water molecule calculated by Zhang et al. in ref. 20. A single water oxygen vacancy can exhibit a strong catalytic activity towards \(\text{H}_2\text{O}\) dissociation. However, by not including any correction for the electron self-interaction, this can cause issues in describing hydrogen and hydroxyl interactions at and vacancies on the CuO(111) surface. In another study of CuO(111), it was shown by Maimaiti et al. that CuO shows some activity with respect to water formation as a result of the interaction of hydrogen with CuO. In particular the most stable CuO(111) surface was investigated and the authors demonstrated the formation of water after \(\text{H}_2\) adsorption, with surface oxygen atoms being removed. However, the adsorption and dissociation of \(\text{H}_2\text{O}\) on the CuO(111) surface under realistic environmental conditions and at different coverages, within a consistent theoretical approach, is not at all understood and therefore a detailed analysis of the interaction of water with the CuO(111) surface under realistic catalytic conditions is still required and forms the subject of this paper.

We present a significant advance on these previous investigations, to give new insights into the stability of water at different coverages under different conditions on CuO(111). We analyse the properties of water adsorption on the clean and defective (111) surface at different coverages using first principles density functional theory, within the Generalized Gradient Approximation (GGA) using the Perdew–Burke–Ernzerhof (PBE) functional for the exchange–correlation term. To correct the unphysical electron self-interaction that is present in the localized Cu-3d shell, which is a fundamental problem in strongly correlated systems, we apply the Hubbard + U correction, giving so-called PBE + U. PBE + U has been applied to describe the localized Cu-3d states in bulk CuO and in Cu doping of metal oxides, and has been successful in correctly describing many properties of Cu. We further extend the analysis of the water–CuO interaction to treat more realistic environmental conditions, using our PBE + U energies within the framework of the \textit{ab initio} atomistic thermodynamics formalism to model our system when in contact with a humid atmosphere consisting of oxygen and water vapour. Taken together, these results will give new insights into the interaction of CuO(111) and water, giving an understanding of the potential reactivity of CuO in a water environment.

2 Calculation methods
The calculations presented in this work are performed using a density functional theory approach, within the Generalized Gradient Approximation (GGA) using the Perdew–Burke–Ernzerhof (PBE) functional for the exchange–correlation term. We use periodic boundary conditions with a plane wave basis set as implemented in the VASP code. The cut-off energy for the valence electrons has been set at 400 eV, and the core-valence correlation term. To correct the interaction of electric dipole moments, we repeated the calculations including a correction developed by Grimme (DFT-D3), and report the effect on the geometries and energetics. Using this set up we found that the antiferromagnetic configuration is the most stable for bulk CuO, and our computed lattice constants are \(a = 4.683 \text{ Å}, b = 3.43 \text{ Å}, \) \(c = 5.138 \text{ Å}, \) and \(\beta = 99.2°.\)
molecule adsorbs most favourably at the Cu\textsubscript{surf2} site in a molecular fashion, with a computed adsorption energy of $-0.32$ eV. However, adsorption at the Cu\textsubscript{surf1} site is only $0.03$ eV less stable; see Fig. 2 and Table 1. Dissociative adsorption of water to give two surface hydroxyls is more stable by $0.03$ eV. This very small energy difference between the adsorption modes indicates that all three adsorption modes are favourable and that when we consider the effect of water coverage, with multiple adsorbed water molecules, we have to consider adsorption configurations that take into account water adsorption at the Cu\textsubscript{surf1} and Cu\textsubscript{surf2} sites that were indicated in Fig. 1.

We find a significant effect of the computational methodology on the magnitude of the adsorption energy of a single water molecule on the CuO(111) surface. Zhang et al. calculate, using plain DFT, adsorption energies of a single water molecule to be $-0.90$ eV and $-0.41$ eV for adsorption at the Cu\textsubscript{surf2} and Cu\textsubscript{surf1} sites, respectively, indicating a clear preference for the Cu\textsubscript{surf2} site. In contrast our water adsorption energies for 1/24 ML coverage at the same Cu sites are essentially iso-energetic using the $+U$ correction to the Cu-3d states. This comparison indicates a very strong dependence on the description of the Cu\textsuperscript{2+} oxidation state, when going from $U$ (Cu) = 0 eV (incorrect description of Cu\textsuperscript{2+}) to $U$ (Cu) = 4.0 eV (consistent description of Cu\textsuperscript{2+}). Not only are the magnitudes of the adsorption energies reduced with the inclusion of the Hubbard $+U$ term, but the stabilities of the two Cu adsorption sites are now very similar. To further examine the effect of the magnitude of the $+U$ correction on the adsorption energies, we recalculated the 1/24 ML water adsorption energies with $U$ (Cu) = 7.0 eV and this
changes the adsorption energy by only 0.02 eV, compared to the result determined with $U (\text{Cu}) = 4.0$ eV. This result indicates that the description of electron localization in CuO can play a crucial role in molecular adsorption. Its effect is to strongly modify the adsorption energy once $U$ is large enough to consistently describe the Cu$^{2+}$ oxidation state. Further increases in the magnitude of $U$ lead to insignificant changes.

As we increase the water coverage, there are multiple adsorption modes to consider and these are shown for coverages of 1/8, 1/4, 1/3 and 1/2 ML of water in Fig. 3, 4 and 5, and reported in Table 2. We have explored adsorption of water at exclusively Cu$_{\text{surf2}}$ or Cu$_{\text{surf1}}$ sites and a mix of Cu$_{\text{surf2}}$/Cu$_{\text{surf1}}$ sites and we find that the adsorption modes that maximise the number of Cu$_{\text{surf2}}$ sites involved are the most favourable for these coverages. As coverage increases, we observe a significant change in the water adsorption energies, which increases from $-0.32$ eV per water molecule at 1/24 ML coverage to $-0.61$ eV per water molecule at high coverages of 1/2 ML. A possible origin of the enhanced stability of water on CuO(111) with higher coverage is the increase in water–water interactions that could stabilize the high coverages, which in our system was calculated to be 0.1 eV per water molecule at 1/2 ML coverage, driven by the preference to adsorb water molecules along the Cu$_{\text{surf2}}$ sites which allows strong water–water interactions.

We repeated the calculations with the inclusion of the vdW functional at different coverages, and the computed adsorption energies show an increased stability of $\sim 0.11$ eV per water molecule at each coverage. For dissociation of a single water molecule, the adsorption energy increases by 0.18 eV, suggesting that the relative stability trend will not change with the inclusion of the vdW correction. Furthermore, water–water interactions are not significantly affected by non-local correction to DFT, and we calculated this contribution to be 0.02 eV

![Fig. 3](image) Atomic structure of water adsorbed on the CuO(111) surface at coverages of 1/8 ML. Panels (a)–(c) represent different molecular adsorption configurations at both Cu$_{\text{surf1}}$ and Cu$_{\text{surf2}}$, and panel (d) represents a dissociated adsorption mode upon adsorption at Cu$_{\text{surf2}}$. Light red, dark red and white spheres represent copper, oxygen and hydrogen atoms, respectively.

![Fig. 4](image) Atomic structure of water adsorbed on the CuO(111) surface at coverages of 1/4 ML. Panels (a)–(c) represent different adsorption configurations of molecular water at this coverage at both Cu$_{\text{surf1}}$ and Cu$_{\text{surf2}}$ for (a) and (b), and only Cu$_{\text{surf2}}$ for (c). Panels (d) and (e) represent different dissociative adsorption configurations at this coverage upon adsorption at both Cu$_{\text{surf1}}$ and Cu$_{\text{surf2}}$ in panel (d), and Cu$_{\text{surf2}}$ in panel (e). Light red, dark red and white spheres represent copper, oxygen and hydrogen atoms, respectively.

![Fig. 5](image) Atomic structure of water adsorbed on the CuO(111) surface at coverages of (a) 1/3 ML and (b) 1/2 ML at both Cu$_{\text{surf1}}$ and Cu$_{\text{surf2}}$. Light red, dark red and white spheres represent copper, oxygen and hydrogen atoms, respectively.
per water molecule in 1/2 ML adsorption. This is consistent with the results obtained by Carrasco et al., who showed for water adsorption on CeO$_2$(111) that the relative stability, adsorption sites, and adsorption geometries of competing water adstructures rarely differ when comparing results obtained with semi-local functionals and non-local vdW density functionals.\textsuperscript{31}

### 3.2 Geometric and electronic properties of water adsorbed on CuO(111) at different coverages

Table 3 reports, for each adsorption configuration at each coverage corresponding to the adsorption configuration energies reported in Tables 1 and 2, important atomic distances for molecular and dissociated water. The average distance between Cu and water oxygen is significantly different, with a value between 1.99–2.12 Å at Cu$_{surf1}$ and 2.77/3.11 Å at Cu$_{surf2}$. The trend shows an average short distance with increasing the coverage, however this effect is less evident at Cu$_{surf2}$ due to a weaker Cu–O interaction. Also, when increasing the coverage, the Cu–OH distance increases, although this effect is not as pronounced, and there is an elongation in the O–H bond distance in water molecules.

The pristine CuO surface has six Cu–O distances, as illustrated in Fig. 6. After water adsorption we examined the lattice distortions associated with the change in Cu–O distance upon water adsorption. When a single water molecule adsorbs at the Cu$_{surf1}$ site, we find a change in Cu$_{surf1}$–O$_{surf}$ and Cu$_{surf1}$–O$_{sub}$ distances to 1.91 Å and 1.99 Å, respectively, and Cu$_{surf2}$–O$_{surf}$ distances to 1.93 Å and 1.89 Å, while a second layer O atom shifts toward Cu$_{surf1}$ by 0.01 Å. On the other hand, when water adsorbs at the Cu$_{surf2}$ site, Cu$_{surf2}$–O$_{surf}$ distances will have a change between 0.02–0.06 Å, while the Cu$_{surf2}$ distance from the second layer oxygen is not significantly affected. We do not observe a significant deviation by this trend in the lattice distortion at higher water coverages. When the vdW correction is introduced, our calculated Cu–O and Cu–H distances are, in both the high and low water coverage, around 0.02 Å and 0.03 Å, respectively, shorter than plain PBE + U.

Turning now to the electronic properties of water covered CuO(111), we examine the computed Bader charges and spin magnetisations in bare CuO(111) and after water adsorption. In the bare CuO(111) surface, the computed Bader charges are 9.8 electrons, which are typical values of Cu$^{2+}$ species in different systems. The computed spin magnetisations are 0.5 $\mu_B$ per atom, which are in reasonable agreement with the experimental magnetic moment of 0.68 $\mu_B$ and a significant improvement on the GGA results with no + U correction, which are 0 $\mu_B$.\textsuperscript{21} When we examine the Bader charges and spin magnetisations for the different water adsorption modes we find that these deviate very little from the pure CuO values. This suggests that the interaction of water with CuO surfaces induces little perturbation to the CuO electronic properties which would be consistent with the quite low adsorption energies per water molecule that we have computed. Fig. 7(a) shows the calculated spin polarised density of states (DOS) of pristine CuO(111), which reveal the

### Table 3

| Water coverage (ML) | Cu$_{surf1}$–O$_{H_{2}O}$ | Cu$_{surf2}$–O$_{H_{2}O}$ | Cu–OH | H$_{diss}$–OH | H–O$_{H_{2}O}$ |
|--------------------|--------------------------|--------------------------|-------|--------------|----------------|
| 1/24 molecular Fig. 2(a) | 2.11 | | | | 0.97 |
| 1/24 molecular Fig. 2(b) | | 2.70 | | 1.85 | 1.73 | 0.97 |
| 1/24 dissociative Fig. 2(c) | | | | | |
| 1/8 molecular Fig. 3(a) | 2.12 | 2.64 | | | 0.96/0.98 |
| 1/8 molecular Fig. 3(b) | 2.12/2.05 | 2.69 | | | 0.96/0.98 |
| 1/8 molecular Fig. 3(c) | 2.12/2.04 | 2.69 | | | 0.99/0.96 |
| 1/8 dissociative Fig. 3(d) | 2.05 | | 1.86 | 1.73 | 0.99/0.96 |
| 1/4 molecular Fig. 4(a) | 1.99/2.05/2.03 | 2.77/3.01 | | | 0.96/1.01 |
| 1/4 molecular Fig. 4(b) | 2.00/2.07 | 2.90/3.06 | | | 0.96/1.00 |
| 1/4 molecular Fig. 4(c) | 2.07/2.09 | 2.90/3.06 | | | 0.96/1.00 |
| 1/4 dissociative Fig. 4(d) | 2.07/2.08 | | 1.87 | 1.73 | 0.96/1.00 |
| 1/3 molecular Fig. 5(a) | 2.00/2.07 | 2.85/3.06 | | | 0.96/1.02 |
| 1/2 molecular Fig. 5(b) | 2.01/2.08 | 2.91/3.11 | | | 0.96/1.02 |
antiferromagnetic nature of the crystal and its semiconducting character, as indicated by the quasi symmetric spin-up and spin-down channels, and the band gap around the Fermi level. The projected density of states (pDOS) shows that, in stoichiometric CuO, Cu-3d states consist of two relatively sharp peaks of Cu-t_{2g} states (red line in Fig. 7(b)) at ~4 eV and ~1 eV, and into two non degenerate e_{g} peaks (green line in Fig. 7(b)) at similar energies, due to the “planar-like” fourfold coordination of Cu atoms in this crystal. The position of Cu-3d peaks (Fig. 7(b)) and the surface O-2p peak at ~2 eV (Fig. 7(c)) below the Valence Band Maximum (VBM) suggests that CuO behaves as a charge transfer insulator, in line with other results in the literature. 

Fig. 8 shows the surface Cu-3d and O-2p, water O-2p and H-1s pDOS at 1/2 ML coverage. The surface O-2p states show two peaks with a maximum at about ~4.5 eV and ~2 eV below the VBM, while the water O-2p shows three peaks at ~4 eV, ~5 eV and ~9 eV, where the first indicates a strong hybridization with surface Cu atoms. Here, we do not observe any evidence of overlapping peaks between water oxygen and surface oxygen. The H-1s pDOS show an intense double peak around ~9 eV, and a less pronounced broad peak between ~7 eV and ~5 eV, where the first indicates a strong hybridization with water O-2p, whereas the second indicates a weak interaction with surface O-2p.

To analyse the bonding nature of Cu–O and O–H, we determined the Crystal Orbital Overlap Population (COOP) by multiplying the signs of two overlapping atomic wave-functions by the corresponding DOS, providing additional information regarding the bonding character: positive and negative values indicate bonding and antibonding interactions, respectively. Our COOP analysis suggests that the Cu-3d–O-2p bonding states are between ~4 eV and ~7 eV, whereas the H-1s–O-2p bonding states are between ~10 eV and ~8 eV. Other peaks correspond to either non-bonding or anti-bonding states.

No significant qualitative differences are reported at lower water coverages as suggested by the similar pDOS and COOP features in the single water molecule adsorption plot reported in Fig. 9. However, there is a shift of water O-2p peaks together with the Cu-3d–O-2p bonding peaks towards the Fermi level with relatively low intensity that reflects the lower binding energy at 1/24 ML coverage (see Fig. 9(b) and (d)). Upon water dissociation, new features appear indicating bond formation, as depicted in Fig. 10. There are two evident
hybridizations suggested by the overlapping peaks: one at $-8\,\text{eV}$ between surface O-2p and atomic H-1s, and another at $-6\,\text{eV}$ between O-2p, H-1s and Cu-t$_{2g}$. COOP analysis confirms the formation of H-1s bonds with both surface and hydroxyl oxygen, and hydroxyl O-2p bond with Cu-3d.

The same calculations repeated with the Hubbard correction $U = 0\,\text{eV}$ do not consistently describe a spin configuration consistent with crystal field theory, instead favouring a non magnetic electron configuration. This is because the DFT wrongly describes the partially filled Cu 3d orbitals, with the d orbital at the Fermi energy. This suggests a metallic character as shown in Fig. 11. Harris et al. correlated the $\pi$-HOMO occupation and its position with respect to the Fermi level, the metal chalcogenide bond covalence and the transition metal chalcogenide bond strength with the catalytic activity. Smith et al. performed a DFT calculation on octahedral transition metal chalcogenide clusters and suggest that the strength of interaction between the metal 3d and the adsorbed $p$ electrons, together with the $d$ orbital

---

**Fig. 9** Projected density of states upon 1/24 ML water adsorption of (a) surface Cu-t$_{2g}$ and Cu-e$_{g}$ (red and green lines), (b) surface O-2p (blue line) and water O-2p (yellow line), and (c) water H-1s (red line). (d) Calculated crystal orbital overlap population for H-1s-O-2p (dark red line) and Cu-3d-O-2p (dark yellow line).

**Fig. 10** Projected density of states upon dissociative water adsorption at 1/24 ML coverage of (a) Cu-t$_{2g}$ and Cu-e$_{g}$ (red and green line, respectively), (b) water and surface O-2p (yellow and blue line, respectively), and (c) hydroxyl and atomic H-1s (red and green line). (d) Calculated crystal orbital overlap population for H-1s-O-2p (dark red line) and Cu-3d-O-2p (dark yellow line).

**Fig. 11** Projected density of states of the pristine CuO(111) surface calculated with $U = 0$. Here, Cu-t$_{2g}$ and Cu-e$_{g}$ are plotted in red and green lines, respectively.
occupation at the Fermi level, is responsible for the catalytic activity trends. These considerations suggest that both the occupation of the d states at the Fermi level and the d–d peak energies are crucial to correctly evaluate adsorption energies, which implies that for this crystal the inclusion of the Hubbard correction not only gives a correct description of the magnetic and semiconducting character, but also gives a better description of adsorption energies. This is the origin of the difference between our computed H2O adsorption energies and those of ref. 20.

3.3 Interaction of water with oxygen vacancy sites in CuO(111)

We now analyse the interaction of water at the CuO(111) surface in the presence of oxygen vacancies. Oxygen vacancies typically act as catalytically active sites. For bare CuO(111), we have computed the oxygen vacancy formation energy as follows:

\[ E = E_{\text{surf} + V_O} + \frac{1}{2} E_{O_2} - E_{\text{surf}}, \]

where \( E_{\text{surf} + V_O} \), \( E_{\text{surf}} \) and \( E_{O_2} \) are the energies of the slab after the introduction of a vacancy, the energy of the stoichiometric slab and the energy of a gas phase oxygen molecule, respectively. We investigated vacancy formation at three different water coverages, namely 1/24, 1/8 and 1/2 ML, for which the atomic structures are shown in Fig. 12, and the water adsorption energies at the defective CuO(111) surface and the O vacancy formation energies after water adsorption are reported in Table 4.

We obtain an energy cost of 1.50 eV for the formation of an oxygen vacancy in the bare CuO(111) surface, indicating that oxygen atoms will be stable at the surface, consistent with the temperatures required for vacancy formation under vacuum. However, Maimaiti et al. show that CuO is easily reduced by hydrogen and it is therefore important to investigate the interaction of water with the defective CuO surface. The computed adsorption energies in Table 4 show that when an O vacancy is present on the surface, the water adsorption energies depend on the coverage, with the molecular adsorption at 1/24 ML being the least favourable. At this coverage, dissociative water adsorption is more stable by almost 0.7 eV. At higher coverages molecular water adsorption becomes more stable, and shows similar energetics to water adsorption at the oxidised CuO surface. If we consider O vacancy formation, with water already adsorbed on the oxidised CuO surface at the same coverages, there is a notable coverage dependence in the vacancy formation energies. For example, the least favourable vacancy is at 1/8 ML coverage and the 1/2 ML water coverage also has a higher vacancy formation energy than the clean surface. Thus, the presence of water may act to increase the temperature at which oxygen vacancies form in CuO (111).

From this first description of the interaction of water with CuO(111) at zero temperature and pressure, we conclude that there is some dependence of water stability on water coverage. There is a gain in energy upon dissociation on both stoichiometric and reduced CuO(111) surfaces. Therefore, when water adsorbs on a stoichiometric surface it can likely form a mix of molecular and dissociated water. We can conclude that such analysis, within bare DFT calculations at zero temperature and zero pressure conditions predicts the surface to have a mixture of molecular water, OH and H terminations; the precise details of which will depend on the state of the surface.

4 Thermodynamics of water adsorption on CuO(111)

To analyse the thermodynamic stability of an adsorbate–surface system, such as water on a metal oxide when exposed to a specific environment, it is crucial to include the effects of temperature and pressure of the surrounding atmosphere. This is achieved by employing \textit{ab initio} atomistic thermodynamics. Within this approach the system is considered to be in thermodynamic equilibrium with a gas reservoir, representing the atmosphere, that exchanges particles with the system without changing its chemical potential. The surface energy can be calculated as the change in Gibbs free energy of the surface due
to the formation of a particular composition, which, normalized by the unit area, is:

$$\gamma(p, T) = \frac{1}{A} \left[ G - \sum N_i \mu_i (p, T) \right].$$

(3)

where $G$ is the Gibbs free energy of the slab with surface area $A$, $\mu_i (p, T)$ is the chemical potential of the species $i$ present in the system, (i.e. $i = \text{Cu, O or H}$), and $N_i$ is the total number of atoms in the component $i$ of the system. To consider the stability of the adsorbate on the surface, we compute the free energy of water binding at CuO(111), which is the difference between the clean and adsorbate–surface systems:

$$\gamma_{\text{bond}}(p, T) = \gamma_{\text{clean}}(p, T) - \gamma_{\text{surf--mol}}(p, T),$$

(4)

where $\gamma_{\text{clean}}$ is the free energy of the bare surface and $\gamma_{\text{surf--mol}}$ represents the magnitude of the surface–H$_2$O interaction as a function of the chemical potential of the species in the atmosphere. Then, in order to explicitly write the dependence of the energy on $p$ and $T$, we can express the chemical potential of oxygen and water as follows:

$$\mu(p, T) = \frac{1}{2} \left[ E_{O_2} + \mu_{O_2}(p, T) \right] k_B T \ln \left( \frac{p_{O_2}}{p^T} \right),$$

(5)

$$\mu(p, T) = \left[ E_{H_2O} + \mu_{H_2O}(p, T) \right] k_B T \ln \left( \frac{p_{H_2O}}{p^T} \right).$$

(6)

Each chemical potential can be expressed as a function of the thermodynamic variables $T$ and $p$. Here, we explicitly give the expression for water and oxygen, since our analysis includes these as independent variables. We can now, for convenience, re-define these quantities so that 0 eV represents the oxygen and water rich limiting conditions, and the plot is constructed as a function of $\Delta\mu_O$ and $\Delta\mu_{H_2O}$. The rich and poor limit for the chemical potential of oxygen and water to be in thermal equilibrium with the CuO(111) surface. The oxygen-poor limit corresponds to the condition when CuO dissociates into Cu and O$_2$, while the oxygen-rich limit corresponds to the condition in which oxygen molecules condense on the surface. Analogous considerations apply for water, where an additional restriction has to be applied for the water-rich limit by considering water staying in the gas phase at any temperature or pressure. For this specific system, the limits for the chemical potentials are $0 \approx \Delta\mu_O \approx -3.0$ eV and $0 \approx \Delta\mu_{H_2O} \approx -0.91$ eV. A more detailed description of the methodology used here, as well as the derivation of these quantities, can be found in previous works, where a similar approach has been used to investigate comparable systems.

By employing this methodology, we are able to calculate the binding energy of the water-surface system at different water coverages. This will result in a two dimensional surface, plotted in a three dimensional space, where the $x$-$y$ plane is here $\Delta\mu_O$-$\Delta\mu_{H_2O}$, and the $z$ axis is the binding energy. In the plot we consider the binding of the water in equilibrium with the environment. This means that the oxygen and the water in the atmosphere will have an effect on the binding energy of the molecule on the surface and the CuO bulk is not affected by any change in the chemical potentials. Therefore, we are able to plot the stability of the adsorbate–surface system and calculate the desorption pressure and temperature at different water coverages. If we then project the lowest binding energy surface $\gamma_{\text{bond}}$ on the $x$-$y$ plane, we obtain the phase diagram shown in Fig. 13. We use eqn (5) and (6) to express the chemical potential of oxygen and water in terms of partial pressure at different temperatures. The temperature range of interest is between 300 K and 1200 K, while the typical experimental pressure range is between 1 atm and $10^{-14}$ atm (UHV). Fig. 13 shows the water adsorption phase diagram, which is clearly divided in six different areas, and each area represents, for a given value of the chemical potential of the species, a thermodynamically stable structure. For a given temperature, at high values of the partial pressures of each species, the most stable structure is CuO(111) with a high water coverage. If we then move to lower partial pressure in each direction, the binding of water at lower coverage becomes more favourable, showing a relatively narrow area where an intermediate coverage, from 8 to 1 water molecules per super-cell (corresponding to 1/3 to 1/24 ML), is stable. Finally, at a very low partial pressure of each species, a clean CuO(111) surface is stable. We can immediately see that both water and oxygen chemical potentials play the same role in the water adsorption–desorption trend. However, this is only a qualitative observation, since the actual transitions occur at different conditions if we consider the two directions of $\Delta\mu_O$ and $\Delta\mu_{H_2O}$.

For quantitative consideration, we can group the above mentioned areas into three main groups, namely the red area, which represents the stability region of the clean surface, the black area, which represents the stability region of high
coverage and the remaining area, which represents the stability region of medium coverage. If we fix the chemical potential of one species and let the other change, we can identify the conditions for phase-transitions that involve water desorption. If we fix the chemical potential of oxygen to be 0 eV and let \( \Delta U_{H_2O} \) change, we are simulating an oxygen rich atmosphere at different humidity. Within these conditions if water pressure is at 1 atm, we find that the transition between high coverage and medium coverage is at \( \approx 800 \) K, while the transition between medium coverage and a clean surface after desorption is at \( \approx 1000 \) K, so that CuO will be covered with water up to high temperatures. This would be relevant for using CuO in catalysis where surface water could be involved in chemical reactions. The values of the transition temperature drop to \( \approx 400 \) K and \( \approx 650 \) K when the partial pressure of the water is \( 10^{-14} \) atm. If we repeat this analysis, but this time fixing the chemical potential of water at rich conditions and let the oxygen chemical potential vary, we calculate the transition between high and medium coverage to occur at very high temperatures above \( 3000 \) K, while if the pressure of the oxygen drops to \( 10^{-14} \) (UHV), the same transition will occur at \( \approx 950 \) K. In this case the other transition would occur outside of our scale, where the CuO bulk dissociates into Cu and O, therefore we do not consider this here. The effect of the partial pressure of oxygen and water on the water desorption process is the same, however it takes place at different temperatures in each case.

It is interesting to analyze the same transition when the temperature of the environment is fixed at \( 450 \) K, which is a typical condition for catalytic reactions. If the oxygen partial pressure is 1 atm., then the transition from high to medium coverage occurs when water partial pressure is below \( 10^{-14} \) atm. The transition from medium coverage of water to a bare surface is at \( 10^{-10} \) atm. On the other hand if we set \( p_{H_2O} \approx 10^{-14} \) (UHV) then the same transitions occur at \( p_{H_2O} = 10^{-5} \) and \( 10^{-14} \) atm.

The phase diagram represented here is calculated for adsorption energies computed for a Hubbard term \( U = 4.0 \) eV. The effect of the water binding energies is relatively small for a change of \( U \) up to 7.0 eV and it would not bring any substantial qualitative change in the extrapolated adsorption–desorption. However what is most important is the effect of including the +\( \Delta U \) correction in the first place (with a sufficiently large value of \( U \)) – failure to account for the correlated nature of the Cu\(^{2+}\) oxidation state in the thermodynamics analysis will lead to very different results, given the large difference in water binding energy between our calculations and those of Zhang et al.\(^{28}\). After these considerations we can conclude that water dissociation may occur only in the areas of the phase diagram where water adsorbed on the surface is stable. As seen in the last section, this would bring a gain in energy, which therefore indicates that the process is thermodynamically favourable. A further energy gain will occur after water dissociation at the vacancy site, with the formation of H species adsorbed at the O sites, and the oxygen filling the vacancy. However, although this process is favoured, it would occur outside our limits, since oxygen vacancies have an energy cost to form, which is confirmed in previous analysis.\(^{21}\) From the previous section we predict that water can be present on the CuO(111) surface both molecularly and dissociated (forming hydroxyl groups on the surface), and the necessary thermodynamic conditions are within the black area. However, after dissociation and hydrogen desorption the environmental conditions to analyze in detail the stability of the surface will change, and a detailed investigation of such conditions is beyond the scope of this work. Also, although in the previous section we concluded that water desorption at the vacancy site is highly favourable, the vacancy formation occurs outside the stability of the CuO surface. This result indicates the fundamental role of the chemical potential of both water and oxygen in the description of molecule–surface interaction.

## 5 Conclusions

We performed DFT calculations in order to analyze the energetics and the structure of H\(_2\)O adsorption on the stoichiometric and reduced CuO(111) surface at different water coverages. Our results show that, on the stoichiometric surface, the most stable structure is the one in which water is adsorbed at the Cu\(_{surf}\) site. However, the adsorption energy indicates a very small difference if compared to the adsorption at the Cu\(_{surf}\) site. We found the adsorption energy to increase with the coverage up to 1/2 ML, while a dissociative adsorption is stable with a very small energy gain at low coverages. We found that water stabilizes a stoichiometric surface, while having little influence on the magnetic moment and charge of the surface copper atoms. We impose the Hubbard correction to the energy to describe electron localization and we find a significant effect on the adsorption energies for values up to \( U = 4.0 \) eV, while at higher values, up to \( U = 7.0 \) eV, the effect is negligible. To include realistic environmental variables such as temperature and pressure, we employ our DFT results within the \textit{ab initio} thermodynamics framework. This approach allows us to calculate the conditions for water desorption, and we found a few interesting transitions. When the pressure is 1 atm., we calculate the transition between high coverage and medium coverage to be at \( \approx 800 \) K, while total water desorption occurs only at \( \approx 1000 \) K. The same values of temperature drop respectively to \( \approx 400 \) and \( \approx 650 \) K when the partial pressure of the water is \( 10^{-14} \) atm. It is crucial to point out the fundamental role of the \textit{ab initio} thermodynamics as a methodology to predict surface reactivity. In fact, while plain DFT calculations, which consider the system to be at \( T = 0 \) and \( p = 0 \), predict an H and OH terminated surface, after the inclusion of a thermodynamic variable we conclude that water will not dissociate on CuO(111) under typical reaction conditions.
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