Learning Vector Quantization Neural Network (LVQNN): Can it be implemented on the Forecasting Electrical Loads?
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Abstract. Short-term load forecasting is an important activity in planning the operation of the electric power system to estimate the load conditions of the following days and the results may help in the decision making. The imbalance in electrical power between the supply side and the demand side may lead blackouts on the consumer side. Consequently, the generating unit must be operated to meet its load requirements. Various techniques and methods are used to short-term load forecasting. Learning vector quantization neural network (LVQNN) is a classification algorithm that is superior in classifying digital images. Based on these considerations this research aimed to develop LVQNN to forecast short-term electricity peak loads. The idea was used as a reference on the discovery of architectural data classification processes that resembled forecasting techniques. LVQNN development was carried out by adjusting the sample data to the LVQNN architecture. First-distinct sample data were used to obtain the weight vector, then the remaining data from the distinct data process were divided into training data and testing data. By developing the new concept of LVQNN into forecasting technique, the preliminary research was conducted on 11 commodities to predict price fluctuations that have relatively precise forecasting values when implemented in the population. Based on these results, this algorithm will be developed to forecast the fluctuation of electrical load to provide better results in the upcoming research. It is expected to perform with better accuracy results to indicate that the mean absolute percentage error (MAPE) of the predicted values of loads (in MW) will close to the actual loads.

1. Introduction

Forecasting is one of the most important parts in the management decision-making process of a company or business entity. The use of forecasting techniques in decision-making has relevance to the risks that management may face in the future [1]. These forecasting activities are generally identical to trade or other economic activities, though actual forecasting can be implemented in various areas of life [2]–[10]. In its evolution, trading activities have spawned data as a new commodity that can be traded [11].
This phenomenon is in line with technological evolution that leading to management of big data and cloud computing [12]. This is also aligned with the ever-growing number of internet users [11]. Thus, classification techniques and data forecasting become one of the techniques required in the handling or management of big data in the future. Some of research studies suggest that the Learning Vector Quantization Algorithm (LVQNN) has LVQ has proven its reliability in data classification [10], [13], [14]. However, most of these studies illustrate the effectiveness of LVQNN in classifying digital images. From these considerations, the preliminary research has revealed that the reliability of LVQNN can be used to predict commodity prices. In this research, forecasting commodity prices is influenced by six parameters. These parameters include the price of the commodity itself, the IDR exchange rate against the USD, the amount of exports and imports, the percentage of inflation as well as the ORB price [15], [16]. The selection of these parameters is based on Indonesia's economic indicators [17] with the ORB price as an external indicator. The data of each variable is daily data with a population of about 1,600 data for each commodity category. The development of LVQNN to forecast commodity price fluctuations results in a forecasting system that has a relatively precise forecasting value when implemented in the population. Then based on these result, this algorithm will be continued to forecast the fluctuation of electrical load to provide better results in the upcoming research.

2. Learning Vector Quantization Neural Network

The architecture of LVQNN used in the study as described in Figure 1

![Figure 1. Example of LVQNN Architecture [18]](image)

In Figure 1, there are several notations used to help understanding of the LVQNN architecture, including:

- \( x = x_1, x_2, x_3, x_4, x_5, \ldots, x_n \) is an input vector in which its implementation is filled with training data and testing data.
- \(|x_{11} - w_{11}|, |x_{11} - w_{12}|, |x_{11} - w_{13}|, \ldots, |x_{ij} - w_{mn}|\) is a weight vector, where in this vector we will calculate the Euclidean distance between the input vectors to the weight vector.
- \( w_{ij} = w_{11}, w_{12}, w_{21}, w_{22}, w_{31}, \ldots, w_{mn} \) is the Euclidean distance between the input vectors to the weight vectors.
- \( y_{in} = y_{in1}, y_{in2}, y_{in3}, \ldots, y_{in_n} \) is the smallest selected Euclidean distance value of some Euclidean distance value from the result of input vector comparison to weight vector. This value can also be termed as an "Actual Target"
- \( F = F_1, F_2, F_3 \ldots, F_n \) is an activation function, which in the function the target value is compared with the actual value.
\[ y = y_1, y_2, y_3, ..., y_n \] is the computational output that contains the new weight value, which is the result of the weight update based on the activation function.

The initial stage of LVQNN computing is the adjustment of data to the LVQNN architecture. The data processed by LVQNN is divided into weight data, training data and testing data. After the training data, testing data and weighted data meet these requirements, then training on LVQNN to forecast fluctuations in commodity prices as a preliminary study. The training begins with the initialization variable max epoch loop and also learning rate = 0.1.

As long as the loop value has not reached the specified max epoch, then any train data is compared to weighted data. The process of comparing the training data to the weights data is termed as the process of calculating the value of Euclidean distance. The Euclidean distance value can be searched by the Equation (1) as follows:

\[
D(j) = \sqrt{\sum_{i=1}^{n} (x_i - w_{ij})^2}
\]  

where:
\[ x = x_1, x_2, x_3, x_4, x_5, \ldots, x_n \] are input vectors
\[ w_{ij} = w_{1j}, w_{2j}, w_{3j}, w_{4j}, w_{5j}, \ldots, w_{nj} \] are weight vectors for each input, can also be expressed as a classifier vector.

The next process is to compare the value of the actual class "Predictable Price" parameter (as the actual target) to the value of the "Predicted Price" parameter of the training data (as the target forecasting). If the actual target has the same value as the forecasting target then the update-weighted data approaches the input vector (train data) through the Equation (2).

\[
w_{j}(new) = w_{j}(old) + \alpha \cdot (x - w_{j}(old))
\]  \(2\)

S whereas if the actual target has the same value as the forecast target, then the weight vector (or class vector) is updated near the cluster with the following Equation (3).

\[
w_{j}(new) = w_{j}(old) - \alpha \cdot (x - w_{j}(old))
\]  \(3\)

where:
\[ \alpha = 0.1 \] is the learning rate, whose value is reduced in each epoch
\[ x = x_1, x_2, x_3, x_4, x_5, \ldots, x_n \] are input vectors
\[ w_{ij} = w_{1j}, w_{2j}, w_{3j}, w_{4j}, w_{5j}, \ldots, w_{nj} \] are weight vectors for each input, can also be expressed as a classifier vector.
\[ j = 1, 2, 3, 4, 5, \ldots, n \]

After the weight update process is done, then the value of learning rate is reduced gradually in every iteration epoch change. The process of updating the value of learning rate is done by the Equation (4).

\[
\alpha_{new} = \alpha_{old} \cdot \left(1 - \frac{epoch\ loop}{max\ epoch\ loop}\right)
\]  \(4\)

where:
\[ \alpha = \] is the learning rate, whose value is reduced in each epoch, its initial value is 0.1

After a series of processes are completed, the series of processes is counted as a series of processes in an epoch. The series of processes repeats until the epoch loop value reaches the value of the loop limit that is max epoch loop fulfilled.
3. Preliminary Research on Forecasting Commodities

The commodity data used in the preliminary research were the data of the national cost of basic needs [15]. The data were chosen because they were relatively more complete when compared with other commodities. There were 11 types of commodities processed by LVQNN architecture. The amount of sample data used in this research were 303 rows of data. The sample data were divided into weight (classifier data), training and testing data. The process of dividing the sample data into weight data (classifier data) was conducted by the technique of distinct data to obtain each row of unique values of the sample data. The rest of the sample data were distinct then divided into two with were training and testing data with a ratio of 50:50. The samples of training data used in the research are shown in Table 1.

Table 1. The Example Of Training Or Testing Data For Commodity Unpacking Cooking Oil [15], [16], [17]

| Commodity Price (IDR/Kg) | Rupiah Exchange (IDR/1USD) | Exports Values (Million US$) | Import Values (Million US$) | Inflation Rate | ORB Price (US$) | Forecast Price (IDR/Kg) |
|--------------------------|-----------------------------|------------------------------|-----------------------------|----------------|-----------------|-------------------------|
| 9960                     | 8924                        | 12181.6                      | 9654.1                      | 0.44           | 75.49           | 9960                    |
| 10026                    | 8928                        | 14399.6                      | 12120                       | 0.06           | 81.07           | 9989                    |
| 9953                     | 9802                        | 16133.4                      | 14770.3                     | 0.03           | 102.75          | 9960                    |
| 9960                     | 9802                        | 16133.4                      | 14770.3                     | 0.03           | 102.11          | 9965                    |

While the sample weight data used in the study is as shown in Table 2.

Table 2. The Example Of Classifier Data (Weight Vector) For Commodity Unpacking Cooking Oil [15], [16], [17]

| Commodity Price (IDR/Kg) | Rupiah Exchange (IDR/1USD) | Exports Values (Million US$) | Import Values (Million US$) | Inflation Rate | ORB Price (US$) | Forecast Price (IDR/Kg) |
|--------------------------|-----------------------------|------------------------------|-----------------------------|----------------|-----------------|-------------------------|
| 10009                    | 8924                        | 12181.6                      | 9654.1                      | 0.44           | 74.04           | 9989                    |
| 9989                     | 8924                        | 12181.6                      | 9654.1                      | 0.44           | 75.54           | 9965                    |
| 9965                     | 8924                        | 12181.6                      | 9654.1                      | 0.44           | 75.37           | 9960                    |

The training, testing and weight data have the same architecture, the only difference is in the weighted data structure which has no redundancy value on its "Price Predictions" parameter. This is because the weighting data serve as a classified data, which is as reference data of the purpose of the classification process or forecasting, where in the class set is not allowed the existence of classes of equal value. Computation process is done twice for each commodity. The first computation is conducted by testing LVQNN on data training, testing and pure weight data. While the second computation is performed by testing LVQNN to the training data and testing data combined with weight data to add variant of training data and testing data.
The process of distinct data is done to divide the sample data into input data and classifier data resulting in a relatively large difference of the amount of data. This relatively large disparity is caused by relatively "heterogeneous" price fluctuations, as to produce a relatively large amount of data classifier. However, the distinct data in price forecasting are a mandatory process for obtaining values that can be classed as data. Because in the process of classifying the data, it is not allowed to have classes of the same value.

The process of distinct data is relatively influential on LVQNN computing in forecasting. Since the amount of pure training data and pure testing data become relatively small. This impacts on the percentage of forecasting which also become relatively small. However, this does not mean that LVQNN forecasting results is not favourable or inappropriate. Because when viewed from the composition of pure exercise data and pure testing data against classifier data (or weight data) it was clear that the number and variation of the data could not represent the variant of the classifier data.

However, any pure training data and pure testing data were represented in the classifier data through a distinct data process performed on the sample data. Figure 2 shows one example of the graph of the accuracy value of each commodity category with the training data and pure testing data. Figure 3 shown one example of the graph of the accuracy value of each commodity category with a combination of weight data on training data and testing data.

![Figure 2](image1.png)

**Figure 2.** Percentage Accuracy Value for Unpacking Cooking Oil Commodities with Training Data and Pure Testing Data

![Figure 3](image2.png)

**Figure 3.** Percentage Accuracy Value for Unpacking Cooking Oil with Combination of Weight Data on Training Data and Test Data
Table III shows the percentage of forecasting accuracy of 11 types of commodity during the testing process. The percentage of forecasting is inversely proportional to the deviation value. The smaller the value of the forecasting deviation the higher the percentage of accuracy.

**Table 3. The Percentage of Accuracy on LVQ Testing Process For All Pricing Commodities Fluctuation**

| Commodity Name          | Percentage of Testing Accuracy |
|-------------------------|-------------------------------|
|                         | Pure Training & Testing Data | Added with Classifier Data |
| Unpacking Cooking Oil   | 0                             | 90.46                        |
| Beef                    | 25                            | 94.44                        |
| Ranged Chicken Meat     | 0                             | 96.97                        |
| Ranged Chicken Eggs     | 16.6                          | 97.97                        |
| Wheat Flour             | 9.43                          | 77.20                        |
| Imported Soybean        | 15                            | 83.33                        |
| Local Soybean           | 10.41                         | 80.85                        |
| Medium Rice             | 14.58                         | 60.93                        |
| Granulated Sugar        | 13.51                         | 82.77                        |
| Curly Red Chili         | 40                            | 98.32                        |
| Onion                   | 33.33                         | 96.96                        |
| Unpacking Cooking Oil   | 0                             | 90.46                        |

Improvement from LVQNN computational results for forecasting can be seen from the increasing percentage of success after the training data or testing data is modified by adding the classifier data itself as input. The addition of this classifier data adds to the variant of training data and testing data, resulting in an improvement on forecasting percentage.

**4. Discussion**

The addition of classifier data to train data and testing data on LVQNN forecasting on commodity data (without data sampling process) shows an increase to forecasting percentage value. The decrease in RMSD value on each iteration has the opposite effect on the percentage of increasing forecast accuracy in each iteration. The average forecasting accuracy tested for 11 commodity categories is 87.2955%. This value was obtained from the computational model by adding weight data to training data and testing data to add variants of training data and testing data used in the computing process. However, the data variant was a value that affects the results of forecasting LVQNN. This can be seen from the average value of the percentage of accuracy that only reaches 16.1764% in the computational model with training data and pure testing data. The percentage value of forecasting accuracy decreased dramatically to reach 1.2982% in the computational model by adding only weight data to training data. The addition of weight data carried out only on the training data clearly makes the size and variance of the testing data imbalance to the training data and weight data. So that there is a very significant decrease in forecasting accuracy. This is also confirmed by the average forecasting accuracy values generated by computational models that use training data and pure testing data and are applied to populations without data sampling. The average value of accuracy produced only reaches a value of 8.1136%.

**5. Conclusion**

Based on the previous research, it can be concluded that LVQNN can be used to forecast commodity price fluctuations. The average value of the LVQNN forecasting accuracy percentage of eleven commodities on National Basic Needs was 87.2955%.
Furthermore, if the data predicted by LVQNN is too heterogeneous, then the percentage of forecasting accuracy will be reduced as a result of the small number of data variants. Testing LVQNN computing without providing proper learning may not improve the quality of computing or forecasting accuracy. It is imperative to involve data weighting in computing to add learning variants capable of increasing computational results and percentage accuracy of LVQNN forecasting.

Finally, the results of the preliminary study has shown that with the development of the LVQNN method, it can be used for forecasting with good results. The results of this research are the basis for further development g, which are expected to provide significant results.
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