Overcoming computational inability to predict clinical outcome from high-dimensional patient data using Bayesian methods
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Abstract

Clinical outcome prediction from high-dimensional data is problematic in the common setting where there is only a relatively small number of samples. The imbalance causes data overfitting, and outcome prediction becomes computationally expensive or even impossible. We propose a Bayesian outcome prediction method that can be applied to data of arbitrary dimension $d$, from 2 outcome classes, and reduces overfitting without any approximations at parameter level. This is achieved by avoiding numerical integration or approximation, and solving the Bayesian integrals analytically. We thereby reduce the dimension of numerical integrals from $2d$ dimensions to 4, for any $d$. For large $d$, this is reduced further to 3, and we obtain a simple outcome prediction formula without integrals in leading order for very large $d$. We compare our method to the mclustDA method (Fraley and Raftery 2002), using simulated and real data sets. Our method performs as well as or better than mclustDA in low dimensions $d$. In large dimensions $d$, mclustDA breaks down due to computational limitations, while our method provides a feasible and computationally efficient alternative.
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1 Introduction

Outcome prediction is based on discriminant analysis, which is the use of known classifications of some observations to classify others [1]. The aim is to use some observations in the data set under study as the training set, to automatically discover and learn the rules linking an observation to its class. These rules can then be applied to the remaining observations in the test or validation set to assign them to classes. Discriminant analysis methods are often probabilistic, or model-based, where the observations in each class are assumed to be generated by a distribution specific to that class [1].

Fraley and Raftery [2] developed a popular model-based discriminative analysis approach to outcome prediction that has been used in a variety of contexts [3, 4, 5, 6, 7]. This involves producing Bayesian posterior
probabilities of belonging to a class, or class-conditional probabilities, by using model-based clustering to fit a Gaussian mixture model (GMM) to each class in the training set, and estimating the optimal parameters whilst ignoring the uncertainty in these estimates. These are then used to calculate the class-conditional probabilities of the remaining observations.

Using leave-one-out cross-validation (LOOCV) [8, 9, 10], we found that whilst their approach produces accurate and efficient results for data sets consisting of a limited number of samples with low dimensionality, a number of challenges arise for data sets with large dimensions. These are data overfitting [11, 12], and computational infeasibility [11]. These factors combined produce outcome predictions of limited reliability if any at all. Each parameter contributes a \( d \)-dimensional Bayesian integral to the predictive distribution, which is at best computationally expensive to estimate numerically. Instead, at the expense of ignoring the uncertainty in the parameters, they are estimated by the most probable values using the Expectation-Maximisation algorithm (EM) [13, 2]. Yet this is also computationally expensive in high-dimensions [2, 14, 15]. Several dimension-reduction approaches such as principal component analysis (PCA) [16, 2, 17], subspace clustering [18, 14], and/or using constrained and parsimonious models [15], have been suggested in literature. The first approach runs the risk of compromising the prediction accuracy through loss of information found in higher dimensions [19, 20]. The second assumes that high-dimensional data live in subspaces with dimensionality less than \( d \) [18, 14, 21] but relies on finding a good classifier in high dimensions [21, 20], and the third approach is a trade-off between perfect modelling and what can be correctly estimated in practice. The latter two have been combined to reduce the number of parameters and dimensions for EM to consider [14, 22, 20]. However underestimated parameter uncertainty remains.

The solution to these challenges will involve some form of dimension reduction without underestimating parameter uncertainty or loss of information in the data. In this paper we show that it is possible to do so by solving the \( d \)-dimensional Bayesian integrals analytically, and propose a Bayesian outcome prediction method that can be applied to any arbitrary number of dimensions \( d \) without any approximations at parameter level. In Section 2, we briefly describe the method developed by Fraley and Raftery [2], and in Section 3 we describe our Bayesian outcome prediction method. In Section 4, we apply our method to simulated examples, and show how the curse of dimensionality [23] is lifted in terms of CPU and memory. In Section 5, we apply our method to a real biomedical example. We conclude with a discussion in Section 6.

### 2 Model-based discriminant analysis

Fraley and Raftery [2] developed a model-based approach to discriminant analysis which is implemented in the R software environment [24] using the reference package mclust [2, 17]. In this section, we briefly describe their method.

Many methods have been proposed for discriminant analysis, and it is applicable in a wide variety of settings [25, 26, 27]. Discriminant analysis methods are often probabilistic, based on the assumption that observations in each class are generated by a distribution specific to that class. The number of classes \( J \) is assumed to be known. We typically have a multi-dimensional data set \( D \) consisting of \( N \) observations, and their corresponding class labels \( \sigma \in \{0, \ldots, (J-1)\} \) that indicate which class each observation belongs to: i.e. \( D = \{(x_1, \sigma_1), \ldots, (x_N, \sigma_N)\} \), consisting for each individual \( i \), of a \( d \)-dimensional covariate vector \( x_i \), and the class \( \sigma_i \) to which that individual belongs to. The data set is then split into a training and test set. Each pair \((x_i, \sigma_i)\) is assumed to be drawn independently, from an unknown joint probability distribution \( p(x, \sigma) \), that describes the data set being studied. In biomedical data sets, we typically have \( d \gg N \) [11, 12, 28, 29, 30, 31, 32]. If we take \( p(x_i|\sigma) \) to be the probability distribution of the observations belonging to class \( \sigma \), and \( p(\sigma) \) as the proportion of observations that belong to that class, or class-imbalance parameter, then according to Bayes’ theorem, the posterior probability that an observation \( x_i \) belongs to class \( \sigma \), or class-conditional probability, is

\[
p(\sigma|x_i) = \frac{p(x_i|\sigma) \ p(\sigma)}{\sum_{\sigma=0}^{J-1} p(x_i|\sigma) \ p(\sigma)}
\]  

(1)

In probabilistic discriminant analysis, a model is fit to each class in the training set, and observations in the test set are assigned to the class corresponding to the model in which they have the highest class-conditional probability. Most common model-based discriminant analysis methods are based on the assumption that the observations in each class are multivariate Gaussian [33, 34]. GMMs are also commonly used [1, 2, 15, 20].
Fraley and Raftery [2] fit one GMM to each class in the training set using model-based clustering, and applied the optimal model to the test set. This withdrew the need to know the number of classes, and covariance matrix structure a priori by allowing the data in the training set to determine the number of classes in the data set. The procedure is called \textit{mclustDA} [2, 17], and can be summarised as follows: Set the number of GMM components, and type(s) of covariance matrix structure to consider. Apply model-based hierarchical clustering [2, 35, 33, 34] to the training set to provide initial, suboptimal partitions. These provide initial values for the parameters and class-conditional probabilities, which are used to initialise the Expectation-Maximisation algorithm (EM) [13, 34, 33]. EM is applied to find the optimal parameters for each GMM, assigning a class-conditional probability to each data point. The Bayesian Information Criterion (BIC) [36, 33, 34, 2] is then computed for each GMM, with the one with the highest BIC estimated to be the optimal model. Degenerate solutions are alleviated by using the posterior mode (MAP) instead of the maximum likelihood estimates (MLE) for the EM and BIC calculations [4]. The optimal model is then applied to the test set, and the class-conditional probabilities are calculated using (1). An observation in the test set is assigned to the class corresponding to the highest class-conditional probability. It has been suggested that \textit{mclustDA} may not work well or be insufficient for high-dimensional data due to computational inability and/or overfitting [2, 37, 38, 15, 17]. A suggested solution is to restrict the parameters of the model [15, 17] or apply a dimension-reduction technique such as PCA [17]. We apply the former at the risk of fitting an inadequate model to the data rather than risk losing information in the data by using an a priori dimension reduction technique.

We fit one isotropic Gaussian distribution to each class such that \( x|\sigma \sim \mathcal{N}(\mu_x, \sigma^2_x I_{d \times d}) \) where \( \mu_x \) is a \( d \times 1 \) mean vector, and \( \sigma^2_x \) is the variance of the distribution for class \( \sigma \). This is achieved by choosing \textit{EII} (Equal (E) volume, Identity Matrix (I) shape and Identity Matrix (I) orientation) as the covariance structure, \textit{mclustDA} as the model type, \textit{defaultPrior} as the prior, and setting \textit{G} (the number of Gaussians to be considered per class) to 1 [2, 17]. Using LOOCV, we found that for data sets consisting of a limited number of samples (\( N = 100 \)) with \( d = 3, 10, 100, 1000 \), \textit{mclustDA} produces predictions in a reasonably quick time with little computational expense. For data sets consisting of a large number of samples with low \( d \), \textit{mclustDA} was computationally expensive due to the large amount of time taken by model-based hierarchical clustering [2, 37, 38]. Taking a random subset of the data set as the training set, and classifying the remaining observations (in reasonably sized blocks) [35, 34, 2, 17] is more efficient, but can lead to decreasing accuracy [10, 37, 38]. A more accurate incremental approach has been developed but only for data sets whose storage and memory requirements are not too large to be handled in whole by the \textit{mclust} software package [37, 38]. For large \( d \) (i.e. \( d = 10, 000 \)), \textit{mclustDA} could not handle the large dimensionality of the data set, and failed to produce any results. We surmise that for a large number of samples, it would be extremely expensive in terms of CPU power and memory to produce any results given the combined computational expense of model-based hierarchical clustering, and EM. For a limited number of samples, we would be overfitting heavily. We describe a method that both overcomes this computational inability, and reduce overfitting without sacrificing any information contained in the data set in Section 3.

### 3 Bayesian binary outcome prediction for any number dimensions

In this section, we present a Bayesian outcome prediction method that can be applied to 2 homogeneous classes, and any number of dimensions. We reduce the dimension of numerical integrals from \( 2d \) dimensions to 4, for any \( d \) (FD). For large \( d \), this is reduced further to 3 (LD), and we obtain a simple outcome prediction formula without integrals in leading order for very large \( d \) (LOLD).

We fit one isotropic Gaussian distribution to each class such that \( x|\sigma \sim \mathcal{N}(\mu_x, \lambda_x^2 I_{d \times d}) \) where \( \mu_x \) is a \( d \times 1 \) mean vector, and \( \lambda_x^2 \) is the variance of the distribution for class \( \sigma \). The parameter prior with respect to the mean is set to be \( \mu_x \sim \mathcal{N}(0, \sigma^{-1}_x I_{d \times d}) \), where \( \sigma_x \) is the precision of the distribution, and use \( \delta(\lambda_x - \psi_x) \) to fix \( \lambda_x \), and treat it as hyperparameter. We only take the uncertainty at parameter level into account. If we know precisely or wish to control the class-imbalance in the data set, we can fix \( p(\sigma) \) to our chosen value \( \sigma_x^* \). In the absence of any information about the class-imbalance in the data set, we take this to be the class-imbalance in the training set \( \hat{\sigma}_x = N_x / N \) (the maximum entropy distribution for \( p(\sigma) \)), where \( N_x \) is the number of observations in class \( \sigma \) in the training set [21]. Proceeding with \( \sigma = 1 \) \( p(0|\lambda_x^*, D) \) can be calculated by subtracting \( p(1|\lambda_x^*, D) \) from 1, the predictive distribution for a new observation \( x^* \) is
The MAP estimates for the hyperparameters of rounding off the Bayesian hierarchy at hyperparameter level. The optimal hyperparameters used in (with)

\[ p(\mu_0|D, \psi_0, \hat{\alpha}_0) p(\mu_1|D, \psi_1, \hat{\alpha}_1) \frac{p(x^*|1, \mu_1, \psi_1) \sigma_1}{p(x^*|0, \mu_0, \psi_0) \sigma_0 + p(x^*|1, \mu_1, \psi_1) \sigma_1} \]

\[ p(x^*|0, \mu_0, \psi_0) \sigma_0 + p(x^*|1, \mu_1, \psi_1) \sigma_1 \]

\[ \propto \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d\mu_0 d\mu_1 e^{-\frac{1}{2\sigma_0^2} (\mu_0 - \left( \frac{1}{\psi_0} \right)^2 \sum_{i=1}^{N} \delta_{\sigma_i,0} x_i)^2 - \frac{1}{2\sigma_1^2} (\mu_1 - \left( \frac{1}{\psi_1} \right)^2 \sum_{i=1}^{N} \delta_{\sigma_i,1} x_i)^2} \left[ 1 + \frac{p(x^*|0, \mu_0, \psi_0) \sigma_0}{p(x^*|1, \mu_1, \psi_1) \sigma_1} \right]^{-1} \]

with \( \hat{\delta}_0^2 = \hat{\alpha}_0 + \hat{\psi}_0^{-2} \sum_{i=1}^{N} \delta_{\sigma_i,0} x_i + \hat{\delta}_0 y_0 \)
\( \hat{\delta}_1^2 = \hat{\alpha}_1 + \hat{\psi}_1^{-2} \sum_{i=1}^{N} \delta_{\sigma_i,1} x_i + \hat{\delta}_1 y_1 \)

Transforming the integration variables using

\[ \mu_0 = \left( \frac{\hat{\delta}_0}{\psi_0} \right)^2 \sum_{i=1}^{N} \delta_{\sigma_i,0} x_i + \hat{\delta}_0 y_0 \quad \mu_1 = \left( \frac{\hat{\delta}_1}{\psi_1} \right)^2 \sum_{i=1}^{N} \delta_{\sigma_i,1} x_i + \hat{\delta}_1 y_1 \]

where \( y_0 \sim \mathcal{N}(0, \mathbb{I}_d \cdot d) \quad y_1 \sim \mathcal{N}(0, \mathbb{I}_d \cdot d) \)

gives

\[ p(1|x^*, D) = \frac{1}{1 + e^{a_1(y_1 - y_1)^2 + a_0(y_0 - y_0)^2 - d \log(C_{01}) + \log(E_{01})}} y_1 y_0 \]

This is a 2d-dimensional integral of the following form

\[ p(1|x^*, D) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{1 + e^{a_1(y_1 - y_1)^2 + a_0(y_0 - y_0)^2 - d \log(C_{01}) + \log(E_{01})}} y_1 y_0 \]

(2)

with

\[ a_1 = \frac{1}{2} \left( \frac{\hat{\delta}_1}{\psi_1} \right)^2 \quad a_0 = \frac{1}{2} \left( \frac{\hat{\delta}_0}{\psi_0} \right)^2 \quad y_1 = \frac{x^*}{\hat{\delta}_1} - \frac{\hat{\delta}_1}{\psi_1} \sum_{i=1}^{N} \delta_{\sigma_i,1} x_i \quad y_0 = \frac{x^*}{\hat{\delta}_0} - \frac{\hat{\delta}_0}{\psi_0} \sum_{i=1}^{N} \delta_{\sigma_i,0} x_i \quad C_{01} = \frac{\hat{\psi}_0}{\hat{\psi}_1} \quad E_{01} = \frac{\hat{\sigma}_0}{\hat{\sigma}_1} \]

The MAP estimates for the hyperparameters \( \psi_\sigma \) and \( \alpha_\sigma \) are found by minimising the log-likelihood in the usual way. We choose a flat prior for \( \psi_\sigma \). The only information we have about \( \alpha_\sigma \) is that it is the precision of the mean \( \mu_\sigma \), and \( \geq 0 \). Therefore we can choose an entropic prior \( \{39, 40, 41\} \) for \( \alpha_\sigma \). This also has the advantage of rounding off the Bayesian hierarchy at hyperparameter level. The optimal hyperparameters used in (2) are:

\[ \hat{\alpha}_0 = 0 \quad \hat{\psi}_0^2 = \frac{N_\sigma \Sigma_\sigma^2}{(N_\sigma - 1) d} \]

where

\[ N_\sigma = \sum_{i=1}^{N} \delta_{\sigma,0} (x)_\sigma = \frac{1}{N_\sigma} \sum_{i=1}^{N} \delta_{\sigma,0} x_i \quad (x^2)_\sigma = \frac{1}{N_\sigma} \sum_{i=1}^{N} \delta_{\sigma,0} x_i^2 \quad \Sigma_\sigma^2 = (x^2)_\sigma - (x)_\sigma^2 \]

Evaluating integral \( p(1|x^*, D) \) for finite \( d \)

We rotate the basis for the vectors \( y_1 \) and \( y_0 \) such that the first unit vector in the space of \( y_1 (y_{11}) \) points towards \( \hat{y}_1 \), and the first unit vector in the space of \( y_0 (y_{01}) \) points in the direction of \( \hat{y}_0 \). This results in a
Figure 1: ROC curves for the simulated data sets using the different versions of our Bayesian method for \( d = 3 \) (solid line), \( d = 10 \) (dashed line), and \( d = 100 \) (dotted line).

Substituting \((\text{Figure 1})\) into \((\text{Figure 2})\) gives

\[
p(1|x^*, D) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W(Y_1) W(Y_0) \frac{1}{1 + e^{a_1 Y_1 - a_0 (y_1 - \hat{y}_1)^2 - a_0 (y_0 - \hat{y}_0)^2 - d \log(C) - \log(E)}} \, dY_1 \, dY_0 \, D \]  

\[
\text{where, for } d \geq 3,
\]

\[
W(Y_\sigma) = \int_{-\infty}^{\infty} D y_2 \ldots D y_d \delta[Y_\sigma - \sum_{i=2}^{d} y_i^2] = \int_{-\infty}^{\infty} \frac{dv}{2\pi} e^{iv Y_\sigma} = \frac{2^{-(d-1)}}{\Gamma\left(\frac{d}{2}\right)} \theta(Y_\sigma) e^{\left[ -\frac{1}{2} \frac{v^2}{\delta(Y_\sigma)} \right] + \left( \frac{d-1}{2} \right) \log(Y_\sigma)}
\]

Substituting \((\text{4})\) into \((\text{3})\) gives

\[
p(1|x^*, D) = \frac{2^{-(d-1)}}{\Gamma\left(\frac{d}{2}\right)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{1 + e^{a_1 Y_1 - a_0 (y_1 - \hat{y}_1)^2 - a_0 (y_0 - \hat{y}_0)^2 - d \log(C) - \log(E)}} \, dY_1 \, dY_0 \, D \]  

\[
\text{where (5) is 4-dimensional integral. Thus for } d \geq 3 \text{ we have shown that solving the } d\text{-dimensional Bayesian integrals analytically has simplified our predictive distribution to a 4-dimensional integral (FD).}
\]

**Evaluating integral \(p(1|x^*, D)\) for large \(d\)**

For large \(d\), we can use the central limit theorem to write \(Y_\sigma = (d - 1) + Y_\sigma^* \sqrt{2(d - 1)}\), where \(Y_\sigma^* \sim \mathcal{N}(0, 1)\). This gives

\[
W(Y_\sigma) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dY_\sigma^* D Y_\sigma^* \delta\left[Y_\sigma - \left( (d - 1) + Y_\sigma^* \sqrt{2(d - 1)} \right) \right]
\]

Substituting \((\text{6})\) into \((\text{3})\) gives

\[
p(1|x^*, D) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{1 + e^{(a_1 - a_0)(d - 1) + \sqrt{2(d - 1)} \sqrt{a_1^2 + a_0^2 w} e^{a_1 (y_1 - \hat{y}_1)^2 - a_0 (y_0 - \hat{y}_0)^2 - d \log(C) - \log(E)}}} \, D w \, dY_1 \, D y_0 \]  

\[
\text{(7)}
\]
Figure 2: ROC curves for the simulated data sets $d = 3, 10, 100, 1000$, using LOLD (solid line) and mclustDA (dashed line).

where we have combined the sum $a_1 Y_1^* - a_0 Y_0^*$ into a single Gaussian variable $w$, with variance $a_1^2 + a_0^2$. Thus for large $d$ we reduce the 4-dimensional integral to a 3-dimensional one (LD).

Evaluating integral $p(1|x^*, D)$ for leading order large $d$

If we only take the leading order terms (the other terms become negligible as $d$ gets large), then (7) becomes a simple formula

$$p(1|x^*, D) = (1 + e^{d \Lambda_{10}})^{-1}, \quad \text{with} \quad \Lambda_{10} = a_1 - a_0 - \log(C) + \frac{a_1 \tilde{y}_1^2}{d} - \frac{a_0 \tilde{y}_0^2}{d}$$

Thus we have

$$p(1|x^*, D) = \begin{cases} 0 + \mathcal{O}(e^{-d \Lambda_{10}}) & \text{if} \quad \Lambda_{10} > 0 \\ 1 - \mathcal{O}(e^{-d |\Lambda_{10}|}) & \text{if} \quad \Lambda_{10} < 0 \end{cases}$$

which gives

$$p(1|x^*, D) = \theta(-\Lambda_{10}) \pm \mathcal{O}(e^{-d |\Lambda_{10}|}) \quad (8)$$

Thus we have shown that for leading order large $d$ the $2d$-dimensional predictive distribution simplifies to a simple formula (LOLD) in (8).

4 Simulation study

In this section, we apply our proposed Bayesian method, and mclustDA to simulated data sets. In order to compare our proposed Bayesian method to mclustDA, we simulated data sets consisting of $N = 100$ observations, and their corresponding classifications. The model complexity (the number of unknown parameters) was varied by increasing the dimension of each data set, from the lowest dimension that our method can be applied to, $d = 3$, to $d = 10, 100, 1000, 10000$. The last dimension cannot be handled by mclustDA, and is used to illustrate the power of our Bayesian method in very large dimensions that are typical of large biomedical data sets [11, 12, 28, 29, 30, 31, 32].

We simulated data sets whose classes had the same mean vector in order to test the predictive and classification power of our methods, since well-separated classes are easier to classify particularly in higher dimensions [18, 21]. The variances of the classes were set to be weakly different values, in order to allow one class to nest inside the space of the other. This allowed the classes to become more separated as the dimension increased, since the location of the peaks (mass) of the Gaussian distributions move away from each other whilst the width of each distribution increases much slower (until it becomes constant) as the dimension increases [21]. In contrast, where the mean vectors and variances are the same, the classes are indistinguishable [21].
For each dimension, two classes, \( \sigma = \{0, 1\} \), of observations were simulated according to \( x|\sigma \sim N(\mu_\sigma, \lambda_\sigma^2 I_d \times d) \), with \( \mu_0 = \mu_1 = 0 \), \( \lambda_0 = 0.24 \), and \( \lambda_1 = 0.28 \). The number of observations in each class was kept the same (\( N_0 = N_1 = 50 \)). Classifications, \( \sigma = \{0, 1\} \), were generated for the number of observations in each class respectively. The model parameters, class-imbalance parameters, and number of observations for each dimension are summarised in Table 1.

Table 1: Parameters of the simulated isotropic Gaussian data sets consisting of two distinct classes.

| \( N \) | \( N_0 \) | \( N_1 \) | \( \mu_0 \) | \( \mu_1 \) | \( \lambda_0 \) | \( \lambda_1 \) | \( \bar{\sigma}_0 \) | \( \bar{\sigma}_1 \) |
|---|---|---|---|---|---|---|---|---|
| 100 | 50 | 50 | 0 | 0 | 0.24 | 0.28 | 0.5 | 0.5 |

In order to determine when to use the different versions (FD, LD, LOLD) of our method, we applied all three versions to the simulated data sets with relatively low dimensions (\( d = 3, 10 \)). Only LD and LOLD were applied to the simulated data sets with \( d = 100 \). \textit{mclustDA} was applied as a reference. The results using a threshold of 0.5 are shown in Table 2. The receiver operating characteristic (ROC) curves \[42\] for all the versions and dimensions are displayed in Figure 1. We observe that LOLD preforms best which suggests that the leading order (constant) \( O(d) \) terms dominate the integrated terms which are \( O(1) \). Therefore we continue our analysis using LOLD.

The ROC curves for both methods in the different dimensions are shown in Figure 2. As expected, neither LOLD nor \textit{mclustDA} perform well for \( d = 3 \) as they cannot distinguish between the classes. Both methods improve as the dimension of the data set increases given that it lives in subspaces with an effective dimensionality less than \( d \) \[21, 18\], although LOLD outperforms \textit{mclustDA} on average in all dimensions. For \( d = 10000 \), LOLD performs with 99 per cent accuracy.

Using a classification threshold of 0.5, Figure 3 illustrates the average training and test error for both methods in different dimensions. We notice that for LOLD overfitting is generally reduced as the number of dimensions increases until it ceases for \( d = 1000 \). For \textit{mclustDA}, overfitting is reduced at a slower rate but remains for \( d = 1000 \). Therefore we have demonstrated that on average, LOLD performs as well as or better than \textit{mclustDA}, and reduces overfitting until it ceases for \( d = 1000 \).
Table 2: Average performance comparison for the different methods.

| $d$ | Method  | Threshold | Accuracy | Computation time (mins) |
|-----|---------|-----------|----------|------------------------|
| 3   | mclustDA | 0.5       | 0.52     | 0.01                   |
|     | FD      | 0.5       | 0.52     | 32551.78               |
|     | LD      | 0.5       | 0.52     | 2214.55                |
|     | LOLD    | 0.5       | 0.54     | 0.00                   |
| 10  | mclustDA | 0.5       | 0.60     | 0.01                   |
|     | FD      | 0.5       | 0.61     | 57295.17               |
|     | LD      | 0.5       | 0.61     | 3897.88                |
|     | LOLD    | 0.5       | 0.61     | 0.00                   |
| 100 | mclustDA | 0.5       | 0.74     | 0.09                   |
|     | LD      | 0.5       | 0.76     | 4263.10                |
|     | LOLD    | 0.5       | 0.76     | 0.00                   |
| 1000| mclustDA | 0.5       | 0.94     | 9.14                   |
|     | LOLD    | 0.5       | 0.99     | 0.00                   |
| 10000| LOLD    | 0.5       | 0.99     | 0.07                   |

5 Application to triple-negative breast cancer data

In this section, we apply our proposed Bayesian method, and mclustDA to a real example. The gene expression data set for triple-negative breast cancer patients (exprset2) from de Rinaldis et al. [29] has been used. The data set consists of $N = 176$ patients, who were treated at Guy’s and St Thomas’s Hospitals, London, UK between 1979 and 2001, and had at least 5.5 years follow-up. Each patient had $d = 22035$ gene expressions recorded. Patients with missing data or who were lost to follow up were excluded from our analysis. This yielded $N = 165$ patients to study.

Patients who survived for an interval of at least 5 years from initial diagnosis were designated as class $\sigma = 1$, the good prognosis group: GP(1). Patients who died from breast cancer within 5 years were designated as class $\sigma = 0$, the poor prognosis group: GP(0). The aim was to use the patients’ gene expression data to predict which prognosis group they belong to. The total number of patients, the number of patients in each class, and label-imbalance parameters are summarised in Table 3.

Table 3: exprset2 data set.

| $d$  | GP(0) | GP(1) | $N$ | $N_0$ | $N_1$ | $\sigma_0$ | $\sigma_1$ |
|------|-------|-------|-----|-------|-------|-------------|-------------|
| 22035| <5yrs | ≥5yrs | 165 | 41    | 124   | 0.25        | 0.75        |

In order to apply mclustDA to the exprset2 data set, we reduced the number of dimensions a priori since mclustDA could not handle such large dimensions. Based on the hypothesis that genes with greater correlation with outcome are likely candidates for reporting prognosis [43, 44], the correlation coefficient of the expression for each gene, and outcome was calculated. The genes were then ranked-ordered according to the magnitude of the correlation coefficient [43, 44]. The highest ranked 100, 1000 and 10000 genes were chosen. mclustDA was applied to the first two reduced exprset2 data sets consisting of $N = 165$ patients and $d = 100$ genes, and $N = 165$ patients and $d = 1000$ genes respectively. LOLD was applied to all three reduced data sets, and the full data set. The results using a decision threshold of 0.5 are shown in Table 4. LOLD performed as well as mclustDA, and was more efficient for $d = 100$. For $d = 1000$, LOLD was both more accurate and efficient.
than mclustDA. In higher dimensions, overfitting causes the predictive accuracy of LOLD to decrease. Using a classification threshold of 0.5, Figure 4 illustrates the training, and test error for both methods. Compared to mclustDA, LOLD reduces overfitting for the two lower dimensions. For the two higher dimensions, LOLD is clearly overfitting although the optimal predictive accuracy only decreases by 6 per cent.

![Figure 4: Error curves for the exprset2 data sets](image)

| Method    | d  | Threshold | Accuracy | Computation time (mins) |
|-----------|----|-----------|----------|-------------------------|
| mclustDA  | 100| 0.5       | 0.76     | 0.09                    |
|           | 1000| 0.5      | 0.75     | 11.36                   |
| LOLD      | 100| 0.5       | 0.76     | 0.00                    |
|           | 1000| 0.5      | 0.76     | 0.03                    |
|           | 10000| 0.5   | 0.74     | 0.40                    |
|           | 22035| 0.5     | 0.70     | 1.67                    |

Additionally, we now know a posteriori that the predictive information lies in the first 1000 rank-ordered genes for this data set. This would not have been possible with mclustDA as it was less accurate for these 1000 genes, and could not handle the first 10000 rank-ordered genes. This information may have been lost using a dimension reduction technique a priori, since it would require a user-defined arbitrary cut-off which may have been less than the first 1000 rank-ordered genes.

### 6 Discussion

We have proposed a Bayesian binary outcome prediction method that can be applied to any arbitrary number of dimensions without any approximations at parameter level. Our method overcomes the computational inability associated with other methods in large dimensions without sacrificing any information from the data set. Although three prediction formulas, (FD, LD, LOLD) have been developed, we have shown that it suffices to use the most efficient version, LOLD, for any arbitrary dimension, without compromising predictive performance. We compared our method to mclustDA [2, 17] due to its Bayesian approach, and wide application [3, 4, 5, 6, 7]. For data sets where the methods produce the same results, our method is more efficient. For high-dimensional data sets, our Bayesian method is superior in both accuracy and efficiency. Our method also succeeds in reducing overfitting although it remained in very high-dimensions.
Our method can be seen as an extension for *mclustDA*, in a homogeneous binary class setting, where we take the uncertainty at parameter level into account instead of estimating the Bayesian integrals using EM. However the methods differ in their application to the training set. We use a supervised method by applying our Bayesian method to training set using both the training data and outcome information whilst *mclustDA* applies an unsupervised model-based clustering algorithm to the training data only. A limitation of our approach is that we must set the number of classes in the data set, and select the optimal model a priori, whilst *mclustDA* calculates this from the data. We also limited our approach to only two homogeneous classes. A natural extension would be to expand our approach to consider more than two classes. Our method could also extend to heterogeneous classes. The would entail fitting a more complex GMM to each class. We would also need to consider Bayesian model selection in order to choose the optimal parametrisation for each GMM. The uncertainty in model selection, and at hyperparameter level could also be incorporated into our framework. However the risk of heavily overfitting remains for all these ideas, as the number of unknown parameters, and hyperparameters will increase considerably.

Finally, we have only compared our method to the *mclustDA*. Many other model-based discriminant analysis methods exist that overcome computational inability in high-dimension [15, 20]. These include using variable selection [45, 6], and combining subspace clustering with constrained and parsimonious models [14, 20]. However, these methods may still suffer from loss of information, and/or underestimated uncertainty at parameter level. Overfitting remains where the imbalance between the number of observations and dimensions remains high, even after reducing the dimensionality of the data set. The method we propose overcomes these problems by reducing the number of dimensions analytically, whilst also taking the uncertainty at parameter level into account. No information is lost during this process, and we postpone the use of computer resources until the resulting formulae can no longer be simplified.
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