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Abstract: Failure mode and effects analysis (FMEA) is a popular technique in reliability analyses. In a typical FMEA, there are three risk factors for each failure mode: Severity (S), occurrence (O), and detectability (D). These will be included in calculating a risk priority number (RPN) multiplying the three aforementioned factors. The literature review reveals some noticeable efforts to overcome the shortcomings of the traditional FMEA. The objective of this paper is to extend the application of FMEA to risk management for agricultural projects. For this aim, the factor of severity in traditional FMEA is broken down into three sub-factors that include severity on cost, the severity on time, and severity on the quality of the project. Moreover, in this study, a fuzzy technique for order preference by similarity to ideal solution (TOPSIS) integrated with a fuzzy analytical hierarchy process (AHP) was used to address the limitations of the traditional FMEA. A sensitivity analysis was done by weighing the risk assessment factors. The results confirm the capability of this Hybrid-FMEA in addressing several drawbacks of the traditional FMEA application. The risk assessment factors changed the risk priority between the different projects affecting the weights. The risk of water and energy supplies and climate fluctuations and pests were the most critical risk in agricultural projects. Risk control measures should be applied according to the severity of each risk. Some of this research’s contributions can be abstracted as identifying and classifying the risks of investment in agricultural projects and implementing the extended FMEA and multicriteria decision-making methods for analyzing the risks in the agriculture domain for the first time. As a management tool, the proposed model can be used in similar fields for risk management of various investment projects.
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1. Introduction

Agriculture industry is significantly challenged with numerous risks and uncertainties in project management. Advancement of the novel methods for risk assessment and project management is of
significant importance [1]. Among the economic sectors, capital investment in the agriculture sector has a special position since it provokes a growth in the production and employment [2]. It also promotes production and economic growth [2]. The agriculture section confronts a capital escape due to an incapability to compete with the industry and the service sector and have a higher risk activity than other fields [3]. Generally, the agricultural sector includes a more risk level than the other sectors [4]. In fact, weather conditions and other natural phenomena make agriculture risky [5]. Moreover, there are other affecting factors like changes in the agricultural products’ prices, fertilizers and the other input as well as financial and political uncertainties in this field [6–11]. Agriculture risk management has been in the focal attention of many organizations active in this domain, especially in developing countries [12,13]. A lot of policymakers are still looking for a way to build an effective and efficient risk management support system in agriculture [14,15]. A lot of researchers and experts have paid attention to the risk management subject in the agricultural supply chain. Supply chains in the food industry are more complicated than other supply chains because of the perishability of food compared to other commodities [16,17].

Multiple studies say that organizations need a formal structure for identifying and evaluating the risks in supply chain and implementing a plan for mitigating the risks to minimize food wastage [18,19]. Investigating food supply chains risks can enhance the performance of these supply chains [20]. One of the most applied tools in evaluating and managing risk, is the failure mode and effects analysis (FMEA) method. FMEA is a technique that is applied in a many various areas. Moreover, FMEA has been widely used in the food industry to assess risks in the food production process [21]. This method has been used in determining the risks in the agricultural supply chain for identifying the risk of damage or lost quality and product contamination throughout the entire supply chain [22]. While there are many articles on the application of FMEA in the food supply chain risk domain and the risk of food products production, this method has not been used in evaluating agriculture plans yet and we cannot find valid articles in this field. The majority of the studies related to agricultural risk management have focused on the agricultural engineering and control of the environmental factors and the Project risk management tools are less used in this field. While Giržiūtė [10] introduced methods in their article such as Fuzzy matrix, Event tree analysis (ETA), Fault tree analysis (FTA), Delphi technique, and Monte-Carlo simulation for evaluating agricultural risks, but studies focusing on the comprehensive evaluation and comparison of the different agricultural risks are rare. Based on the investor needs, that is agricultural risk management from the preparation to the exploitation stage, common characteristics in the agricultural plans and the other projects as well as the similarity of the risks existing in the agricultural sector and project management, this article aims at using the existing tools of project risk management in the agricultural sector. Therefore, each agricultural plan can be considered as a project containing construct and exploitation time, the cost and quality of exploitation. This research addresses the following research questions:

a. What are the main risks of agriculture plans?
b. What are the proper measures for evaluating the risk of under-study agriculture plans risk?
c. How can one evaluate and rank the identified risks based on the sensitivity of time, cost, and quality dimensions in each agriculture plan?
d. How can one rank the identified risks considering all the agriculture plans?

Proposing a framework can equip the investors for evaluating risk and comparing their investment plans. For this aim, the FMEA method is chosen for agricultural projects risk management. FMEA is a tool mostly used for safety and reliability analysis of products and processes; however, several studies suggest using FMEA in the context of project risk management [23]. FMEA method can be used in project risk management due to its ease of use, familiar format, and comprehensive structure [24,25]. This technique was recommended by international standards such as MIL-STD-1629A [26]. In the traditional FMEA, the ranking of critical failure modes is performed via risk priority numbers (RPN) that is a product of evaluating some factors such as occurrence probability (O), severity (S), and detection (D) of each failure mode: RPN = S′O′D. This index describes the priority of the risk levels corresponding each failure mode [27]. Despite the wide
application of FMEA in different domains, researchers criticize it because of the probability of error, contradiction, and ambiguity in judging the entering variables, the probability of producing the same RPN while the different set of entering variables, not taking into account the relative importance of the entering parameters, not considering indirect relations between parameters and so on [28–31]. With the aim of these inefficiencies, combining this approach and the fuzzy logic is suggested [32]. This logic can be a proper tool when there is not enough data available, gathering data is difficult, or the data is in the form of verbal or intellectual variable [31,33–37]. Also, integrating FMEA and multi-criteria decision-making (MCDM) methods such as AHP (analytic hierarchy process), ANP (analytic network process), TOPSIS (technique for order of preferences by similarity to ideal solution), LINMAP (linear programming technique for multidimensional analysis of preference) is done in different articles for removing the constraints of the traditional methods [38]. MCDM methods are ideal tools for the processes of decision-making between different alternatives. Although multi-criteria techniques have been used in decision problems related to the agriculture and food industries, it has rarely been used as a risk prevention appliance in the agriculture sector [39,40].

In this study, for the first time we applied the FMEA methodology in evaluating risk of agricultural projects with some modifications. The failure modes, therefore, were substituted by the term “risk” or “project risk”. Severity (S), occurrence (O), and detectability (D) factors are considered as the main factors of risk assessment. The research innovation can also be articulated in combining the contemporary indices of risk evaluation and methods of evaluating risk in this way that the 3 main factors, i.e., severity, are broken to three sub-factors; severity on cost, severity on time, and severity on quality of project. Experts’ verbal variables and the fuzzy analytic hierarchy process (FAHP) is used then for determining the weights of the risk assessment factors and sub-factors. A fuzzy technique for order of preference by similarity to ideal solution (FTOPSIS) [41,42] is then implemented using the verbal scores of each risk factor in the risk evaluation and the weights obtained on risk evaluation factors. Ranks of each risk item will be specified based on the results of an integrated combination of the TOPSIS, AHP, and FMEA techniques. This model will allow the decision makers to change each risk assessment factor’s weights and sub-factors in the fuzzy TOPSIS method doing a sensitivity analysis. The importance of the three objectives of time, cost, and quality would be different in different projects; therefore, one can investigate the risks’ priority as per the project objective by changing the evaluation factors weights. This also can be taken as an innovation in the domain, i.e., agricultural projects in the risk evaluation literature. By abstract, the contribution of this research can be seen as follows:

1. Identifying and classifying the risks of investment in agriculture projects in two categories of construction and exploitation.
2. Developing the FMEA method by breaking the severity risk evaluation factor onto three sub-factors of severity on cost, the severity of time, and severity on quality.
3. Weighting the developed risk evaluation factors through the FAHP method and capability to sensitivity analysis of the risks based on the important amount of time, cost, or quality in different projects.
4. Implementing the FMEA method and multiple indices for analyzing the risks in agriculture domain for the first time.

The article is structured as the following stages: In Section 2, a literature review on the risk evaluation and the fuzzy FMEA, fuzzy AHP, and fuzzy TOPSIS is investigated. The proposed model will be suggested in Section 3. Section 4 is devoted to presenting the proposed methodology applied for evaluating the 10 investment risks in five agricultural projects. In the next section, Section 5 a sensitivity analysis and control of the risk in the agricultural sector is discussed and finally conclusions will be remarked through Section 6.

1.1. Risk Assessment Tools

Risk management is a key element in the success of most projects [43–48]. It can be said that risk management of a project is regarded as a main task in project management so that some researchers
have defined project management equal to projects risk management [49]. Many researchers have focused on identifying, analyzing, rating, and managing risk [50,51]. Many methods have been provided for evaluating the risk of a specific project or group of similar projects.

In the field of supply chain risk Xiaoping [52] introduced a fuzzy AHP model for examining the risks of safety in supply chains of food. Yet [53] proposed a Bayesian network (BN) modelling framework in a case study of a project in agricultural development for calculating costs and benefits as per multiple causal factors encompassing the individual risk factors effects, budget deficits, and time value discount. Song and Zhuang [54] brought a game-theoretic model to study optimal risk management policy in the food supply chain. Nakandala et al. [55] developed a combined model including hierarchical holographic modelling and fuzzy logic for assessing risk in food supply chains. To design a knowledge-based tool in analyzing and assessing rice production risk in Sarawak, researchers used an FMEA (improved fuzzy failure mode and effect analysis) with genetic algorithm design in fuzzy membership functions monotone fuzzy rules relabeling [56]. A combination of GST (grey system theory) and the MCDM technique has also been suggested for assessing risk in food supply chains [57]. Zamani et al. [58] designed a decision support system (DSS) based on fuzzy logic for evaluating and ranking the adaptation scenarios proposed on climate changes in the system of agriculture water resources in the southwest of Iran. FMEA approach also was used as a preventive tool in recognizing the risks of quality and safety of food in food cold chain for reducing the risks via effective control strategies [59].

Some risk evaluation techniques in project or production/operations domain are used in agricultural risk management too like Fuzzy matrix, Fault tree analysis (FTA), Event tree analysis (ETA), Monte-Carlo simulation, and Delphi technique [10]. Risk techniques are usually chosen based on the project risk degree [60]. Saiful-Islam et al. [38] listed a comprehensive review of the articles published from 2005 to 2017 on the techniques used in risk evaluation in manufacturing engineering and project management. Over 50 different techniques about risk evaluation are mentioned in their paper. Among the others, we find the application of FMEA and its combination with fuzzy logic and other multi-criteria methods of decision making such as analytic hierarchy process (AHP), analytic network process (ANP), VlseKriterijuska Optimizacija I Komoromisno Resenje (VIKOR), complex proportionnal assessment (COPRAS), and linear programming technique for multidimensional analysis of preference (LINMAP). This combination is mostly aimed at fulfilling the deficiencies with the traditional FMEA approach. One of the many available solutions to compensate these deficiencies is combining this approach with fuzzy logic. After the Fuzzy FMEA was introduced, some researchers started to improve this approach in their studies [61] so that many researches with fuzzy-rule-base and if–then rules were performed in this domain [28,36,47,62]. Sharma et al. [47] designed a decision support system with Fuzzy logic for FMEA. This system contained 384 fuzzy if–then rules that make it easy to use for non-experienced users. Tay and Lim [36] proposed a general model for reducing the fuzzy if–then rules number.

Wang et al. [33] worked on risk evaluation with fuzzy FMEA with weighted geometric mean in order to get over the traditional FMEA method limitations. In a new approach, Pillay and Wang [28] used fuzzy theory and Grey theory rules for FMEA concurrently. Abdelgaward and Fayek [23] published a system for managing risk for the construction industry by combining Fuzzy AHP and FMEA. Kutlu and Ekmeckioglu [63] proposed a method based on FAHP and FTOPSIS for ranking the potential failure modes in designing, production process and delivery to the customer. According to this methodology, the three risk evaluation factors in the FMEA technique including occurrence probability, severity, and detectability, are weighted first. The identified risks are then analyzed and ranked through a Group Fuzzy TOPSIS. Taylan et al. [64,65] worked on evaluating and rating projects in terms of risk on which five indices are presented in this study including timing, cost, safety, quality, and environmental risk. These are evaluated and weighted by a FAHP method and then the investment projects are ranked by the FTOPSIS. Eskander [66] used AHP to assess risk of construction projects of Egypt and Saudi Arabia in the phases of bidding and construction. Rakesh et al. [67] used AHP to ascertain the relative importance of post-harvest factors risks in the fruits and vegetables
(F&V) supply chain. Allaoui et al. [68] analyzed the sustainable agro-food supply chain design via a hybrid two-stage multi-objective AHP approach.

1.2. Risk Assessment Indicators

Risk management and assessment was studied in a couple of researches. In some studies, risk is regarded as the probability multiplication and the effect of an occurrence and the two indices of “Effect” and “Occurrence probability” in a probability–effect matrix [69–73]. In FMEA method, the calculation of the amount of risk is done by the three indices multiplication named severity, detectability, and occurrence probability [28]. Some weaknesses in the assessment method were aforementioned in some other studies and their unreliability was emphasized [74]. Some difficulties with the traditional method were entitled in the previous section. Some researchers do not regard considering the two indices of probability and severity as enough in the risk calculation [75].

For this reason, in some other studies, some other indices were proposed, including the organization’s ability to react on risk [76], degree of the uncertainty of estimate [77,78], and the speed of risk handling [79], probability, and amount of the effect on project cost, time, and quality in risks ranking [80]. In addition, complementary indices of manageability and the likelihood of the risk occurrence [81], social-economic effects, and environmental effects [82] were used. In general, the risk evaluation factors can be classified in two classes; primary and secondary (complementary). The former includes the risk occurrence probability, the amount of risk effect on factors including the time, the amount of risk effect on cost, the amount of risk effect on the quality and the amount of risk effect on the domain. The later includes the amount of dealing with risk, amount of manageability of risk, amount of the identification of the risk, the amount of risk detectability, social-economic effects of risk, environmental effects of the risk, occurrence likelihood, and the amount of risk diminishment [83]. In this study, the FMEA will be used combined with the TOPSIS and AHP techniques under a fuzzy environment. As described before, this will be based on the FMEA with the three indices of occurrence probability, severity, and detectability and control. The severity index is divided into three indices of time, cost, and quality so that the risk priorities can be controlled based on the project goals through weighting these indices.

2. Materials and Methods

A modified fuzzy approach proposed by Kutlu and Ekmekcioğlu [63] is extended in this section for specifying the importance of the risks. In present study, risk assessment indicators in the traditional FMEA method are developed to determine the importance of risks. The domains of risk effectiveness on three principal criteria of cost, time and quality are broken down. Moreover, a corresponding weight is given to each risk assessment indicator. Because one factor of risk assessment is sometimes referred to other factors. For example, time may be preferred to cost in some projects. For this purpose, paired wise comparisons are used. The TOPSIS technique is used to rank the risks as per the assessment factors. So, the experts can express their judgment about any risk based on a precise number, a series of digital values, language phrases or fuzzy numbers. In a lot of situations, due to the quantitative uncertainty or non-measurability of the indicators, providing numerical values is difficult by the experts. Therefore, one can use a language variable or a fuzzy number. Due to the complexity of the largest projects and the lack of sufficient information, the fuzzy approach’s use is more appropriate [84]. Therefore, all calculations are based on triangular fuzzy numbers about the risk ranking process in this research. Figure 1 represents the proposed hybrid FMEA model for agricultural projects risk management.
To achieve these goals, the following steps are taken to identify the most important investment risks. The tools used in the proposed model are also described in the next section.

Step 1: Identify and categorize the investment risks
Step 2: Obtaining the weight of the risk assessment factors using Chang’s fuzzy AHP

- Draw a hierarchical chart of risk assessment factors.
- Formation of a pair-wise matrix of risk assessment factors (S, O, and D) and sub-risk assessment factors (ST, SC, and SQ) using triangular fuzzy numbers.
- Calculate $S_i$ for each of the two-dimensional matrix rows.
- Calculate the magnitude of $S_i$’s relative to each other
- Calculate factors weight and risk factors under the paired matrix.
- Calculate the final weight vector at the lowest level of hierarchical structure.

Step 3: Risk rating using Chen’s fuzzy TOPSIS

- Assessing the experts with regards to the risks identified in each of the risk assessment factors.
- Create a fuzzy decision matrix and normalize it.
- Create a normal fuzzy decision matrix.
- Ideal positive ideal and adverse ideal fuzzy determination.
- Calculate the distance between all risks from a fuzzy positive and negative ideal
- Determine the proximity risk factor and calculate it.
- Risk rating according to their near-range ratio.

2.1. Fuzzy Logic

A good decision-making model must have effectiveness in inaccurate and vague conditions because vagueness is a prevalent feature of a lot of decision-making problems. Experts can make judgment according to an accurate numerical value, a range of numerical values, fuzzy numbers, and verbal phrases as well. There may sometimes be impossible to give numerical values due to uncertainty and the existence unmeasurable indices. Fuzzy number or verbal variable will therefore be used. It is better to apply the fuzzy approach in highly complex big projects and insufficient data [84]. Fuzzy set includes all the items groups each of which or their sub elements merit the property of membership function. A membership function varies between 0 and 1 meaning that there is a relative limited acceptability between the complete non-membership and complete dependency and
this feature is relative, i.e., a boarder does not exist [85]. This theory is applied in ambiguous and uncertain conditions. This theory is capable of articulating many imprecise concepts and phrases in mathematics language and pave the path for reasoning, concluding, decision-making, and control in uncertain situations [86]. Despite the wide application of the fuzzy logic, its calculations are complicated generally. In the applied studies rectangular and triangular fuzzy numbers often are employed which can be performed easily for information processing and explaining results in the fuzzy conditions. In the current study, all the risks ranking calculations will be performed using the fuzzy triangular numbers.

In this method, the fuzzy numbers are demonstrated as 3 points \( A = (a_1, a_2, a_3) \) as shown in the Figure 2 adapted from [63]. The membership function is presented through Formula (1).

\[
\mu_A(x)=\begin{cases} 
0, & x < a_1 \\
\frac{x-a_1}{a_2-a_1}, & a_1 \leq x \leq a_2 \\
\frac{a_3-x}{a_3-a_2}, & a_2 \leq x \leq a_3 \\
0, & x > a_3 
\end{cases} 
\]

(1)

\[\text{Figure 2. Demonstration of the triangular fuzzy number.}\]

Having the triangular fuzzy number \( A = (a_1, a_2, a_3) \) and \( B = (b_1, b_2, b_3) \), the fuzzy operational rules of these fuzzy triangular numbers would be as follows [86]:

\[
A \, (+) \, B = (a_1 + b_1, a_2 + b_2, a_3 + b_3) 
\]  
(2)

\[
A \, (-) \, B = (a_1 - b_1, a_2 - b_2, a_3 - b_3) 
\]  
(3)

\[
A \, (\times) \, B = (a_1 \times b_1, a_2 \times b_2, a_3 \times b_3) 
\]  
(4)

\[
A \, (\div) \, B = (a_1 \div b_3, a_2 \div b_2, a_3 \div b_1) 
\]  
(5)

\[kA = (ka_1, ka_2, ka_3) \]

(6)

2.2. Fuzzy AHP

The analytic hierarchy process (AHP), that was developed by Saaty in 1980, is one of the most inclusive systems for multi-criteria decision making. It includes a pairwise comparison that facilitates judgments and calculations. In spite of the widespread application of the classical AHP in practical decision making problems, some criticized it for not handling adequately the uncertainty in mapping the perception of a decision maker to an exact number [87]. An optimal approach to deal with uncertain judgments is to express the ratio of the comparisons using fuzzy sets or numbers [88]. In the literature, several different methods and approaches have been proposed for “fuzzifying” AHP. Pedrycz and Laarhoven [89] performed studies that devised fuzzy logic principles to AHP. Buckley [90] implemented fuzzy numbers to demonstrate decision makers’ evaluation regarding various
criteria of each decision. Chang [91] proposed an approach that can handle a pair-wise comparison instrument with triangular fuzzy numbers. Triantaphyllou [92] developed the multi-attribute decision making (MADM) fuzzy method. Their methodology was based on AHP method, coefficient model and TOPSIS method. Deng [87] introduced a simple fuzzy approach in order to solve qualitative multi-criteria problems. In the following, the concepts and definitions of fuzzy analytical hierarchy process will be presented based on the fuzzy triangular numbers and the extent analysis method [91]. Suppose $M_{gi}$ is a triangular fuzzy number located at the row $i$ and the column $j$ in the pairwise comparisons matrix; then we have:

$$
\sum_{j=1}^{m} M_{gi}^j = \left( \sum_{j=1}^{m} a_{ij}, \sum_{j=1}^{m} b_{ij}, \sum_{j=1}^{m} c_{ij} \right), i = 1, 2, 3, \ldots, n
$$

(7)

where $c, b, a$ are the upper bound, mean and the lower bound of triangular fuzzy numbers respectively.

Fuzzy synthetic extent is shown by $S_i$ and defined as:

$$
S_i = \sum_{j=1}^{m} M_{gi}^j \otimes \left[ \sum_{i=1}^{n} \sum_{j=1}^{m} M_{gi}^j \right]^{-1}
$$

(8)

To compute

$$
\left[ \sum_{i=1}^{n} \sum_{j=1}^{m} M_{gi}^j \right]^{-1}
$$

we act as follows:

$$
\left[ \sum_{i=1}^{n} \sum_{j=1}^{m} M_{gi}^j \right]^{-1} = \left( \sum_{i=1}^{n} a_{ij}, \sum_{i=1}^{n} b_{ij}, \sum_{i=1}^{n} c_{ij} \right)
$$

(9)

where $d$ is the highest level between $\mu_{M_1}$ and $\mu_{M_2}$. Figure 3 adapted from [86] represents this concept.
In the next step, the magnitude of convex fuzzy numbers is defined as following:

\[ V(M \geq M_1, M_2, ..., M_k) = V[(M \geq M_1) \& ... \& (M \geq M_k)] = \min(M \geq M_i) \quad i = 1, 2, ..., K. \] (13)

So we suppose that:

\[ d'(A_i) = \min V(S_i \geq S_k). \] (14)

The vector of weight is as:

\[ W' = (d'(A_1), d'(A_2), ..., d'(A_n))^T. \] (15)

After that we normalize the computed the weight vector:

\[ W = (d(A_1), d(A_2), ..., d(A_n))^T. \] (16)

In this way, we can calculate each sub-criterion weight.

In the current study, risk assessment factors in FMEA are performed by developing hierarchical structure of risk factors as shown in Figure 4. Based on reference [63] the continuum figured showed in Table 1 will be used for acquiring the ideas of the experts.

Figure 4. Hierarchical structure of risk assessment factors. Source: Authors’ elaboration.

Table 1. Fuzzy spectrum for comparison of risk assessment factors.

| Fuzzy Number | Description Term         |
|--------------|--------------------------|
| (7,9,9)      | Absolutely strong (AS)   |
| (5,7,9)      | Very strong (VS)         |
| (3,5,7)      | Fairly strong (FS)       |
| (1,3,5)      | Slightly strong (SS)     |
| (1,1,1)      | Equal (E)                |
| (1/5,1/3,1)  | Slightly weak (SW)       |
| (1/7,1/5,1/3)| Fairly weak (FW)        |
| (1/9,1/7,1/5)| Very weak (VW)          |
| (1/9,1/9,1/7)| Absolutely weak (AW)     |
After achieving the pairwise comparison matrix, the consistency ration (CR) should be controlled. For this, the matrix can be defuzzified through graded mean integration and then calculate CR and get sure about its standardization. (CR ought to be less than 0.1). As per the graded mean integration we can convert a fuzzy number like \( A = (a_1, a_2, a_3) \) to a crisp number through Equation (17) [63].

\[
P(A) = \frac{a_1 + 4a_2 + a_3}{6}
\]

2.3. Fuzzy TOPSIS

TOPSIS is considered as a multi-criteria decision making model, which originally was introduced by Hwang and Yoon in 1981. Positive and negative ideal solutions are the principled logic of the method. The ideal positive solution maximizes the profit criteria while minimizes the criteria of cost [93]. TOPSIS method has been used with the fuzzy numbers too. Chen and Hwang used the fuzzy logic in TOPSIS first [94]. Fuzzy TOPSIS method is suitable to solve the problems in fuzzy multi-attribute group decision making. For example, fuzzy TOPSIS has been used in selecting plant location [95], supplier selection [96], green supplier selection in agri-supply chain industry [97] Industrial robotic system selection [98], best energy technology selection [93], consumer’s product adoption modelling [99] and project selection based on risk [64]. Also, Kutlu and Ekmekçioglu [63] proposed a hybrid approach on FAHP and FTOPSIS methods for ranking the potential failure modes in a design, a manufacturing, or service. Chen’s fuzzy TOPSIS method [100] is explained here. Suppose we have m alternatives, k decision-makers, and n criteria. Multi-criteria fuzzy group decision-making (MCDM) problem can easily be expressed in a matrix format as following:

\[
D = \begin{bmatrix}
C_1 & \ldots & C_j & \ldots & C_n \\
A_1 & x_{11} & \ldots & x_{1j} & \ldots & x_{1n} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
A_i & x_{i1} & \ldots & x_{ij} & \ldots & x_{in} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
A_m & x_{m1} & \ldots & x_{mj} & \ldots & x_{mn}
\end{bmatrix}
\]

(18)

where \( A_i, A_2, \ldots, A_n \) are the alternatives which should be selected or prioritized. \( C_1, C_2, \ldots, C_n \) are characteristics or criteria of assessment. \( x_{ij}, x_{ij}, \ldots, x_{ij} \) are the \( A_i \) alternative rating respect to criterion or characteristics \( C_1, C_2, \ldots, C_n \) evaluated by \( K \). Average value method is applied to integrate fuzzy scores of performance of evaluator \( K \).

\[
x_{ij} = \frac{1}{k} \left[ x_{ij}^1(+) x_{ij}^2(+) \ldots (+) x_{ij}^k(+) \right]
\]

(19)

where \( x_{ij} \) is the alternative \( A_i \) rating respect to criterion \( C_j \) when evaluated by \( K \).

In combining experts’ opinions (combining fuzzy numbers), we can use the minimum number of experts’ opinions for lower bound, the maximum number of experts’ opinions for upper bound and the average number of experts’ opinions for middle numbers. Then, we can get the fuzzy normalized decision matrix defined by \( R \).

\[
R = \left[ r_{ij} \right]_{m \times n} \quad i = 1, 2, \ldots, m; \quad j = 1, 2, \ldots, n
\]

(20)

The following formulas are used to normalize the fuzzy decision matrix in terms of the criteria of benefit (B) and cost (C).

\[
r = \left( \frac{a_{ij}}{c_j}, \frac{b_{ij}}{c_j}, \frac{c_{ij}}{c_j} \right), \quad j \in B;
\]

(21)

\[
r = \left( \frac{a_{ij}}{c_j}, \frac{a_j}{c_{ij}}, \frac{a_j}{b_{ij}} \right), \quad j \in C;
\]

(22)

\[
c_j = \max_i c_{ij} \quad \text{if} \quad j \in B;
\]

(23)
Then the normalized weighted decision matrix \( V \) is achieved by multiplying the weight of importance \((w)\) of the criteria of evaluation with the normalized fuzzy decision matrix \( r_{ij} \).

The normalized weighted fuzzy decision matrix \( V \) is defined as below:

\[
V = \left[ v_{ij} \right]_{m \times n}, i = 1, 2, ..., m; j = 1, 2, ..., n, (25)
\]

\[
v_{ij} = r_{ij} \otimes w_{j}. (26)
\]

In which the fuzzy number \( W \) is the criterion \( j \) weight. Because the triangular positive fuzzy numbers are in the interval \([0,1]\), hence the positive-ideal fuzzy solution and negative-ideal fuzzy solution, can be defined as follows.

\[
A^* = (v_1^*, v_2^*, ..., v_n^*), (27)
\]

\[
A^- = (v_1^-, v_2^-, ..., v_n^-), (28)
\]

\[
v_j^* = (1, 1, 1) \text{ and } v_j^- = (0, 0, 0), j = 1, 2, ..., n. (29)
\]

Then the distance of each alternative from \( A^* \) and \( A^- \) can be computed as

\[
d_i^* = \sum_{j=1}^{n} d(v_{ij}, v_j^*), i = 1, 2, ..., m. (30)
\]

\[
d_i^- = \sum_{j=1}^{n} d(v_{ij}, v_j^-), i = 1, 2, ..., m. (31)
\]

where \( d \) is the distance of the one fuzzy number from the other that can be calculated for example with the formula as follows.

\[
d(v_{ij}, v_j^*) = \frac{1}{3\sqrt{3}} [(a - 1)^2 + (b - 1)^2 + (c - 1)^2] (32)
\]

\[
d(v_{ij}, v_j^-) = \frac{1}{3\sqrt{3}} [(a - 0)^2 + (b - 0)^2 + (c - 0)^2] (33).
\]

When the coefficient of closeness was determined, one can obtain the rank order of all alternatives, so allow the decision-makers to select the alternative with the most feasibility. The coefficient of closeness for each alternative can be calculated as follows.

\[
CC_i = \frac{d_i^-}{d_i^* + d_i^-}, i = 1, 2, ..., m (34).
\]

Thus, the options are listed in \( CC \) descending order. In creating a decision matrix, each identified risk is assessed for its probability of occurrence, severity and their potential impact on objectives of project in terms of time, quality and cost. This is achieved by designing different methods and questionnaires and obtaining data from experts. In this research, Abdelgawad and Fayek [23] studies are used to achieve experts’ judgment. The combination of linguistic terms and triangular fuzzy numbers is based on the Table 2.
Table 2. Linguistic definition of probability of occurrence, severity, and detection.

| Fuzzy Number | Description Term | Probability of Occurrence | Severity On | Detection/Control |
|--------------|------------------|---------------------------|-------------|-------------------|
| (1,1,3)      | Very low (VL)    | Chance is < 1%            | Increased costs < 1% | Quality degradation is not noticeable. | Not capable of detecting and controlling the risk event |
| (1,3,5)      | Low (L)          | Chance is ≥ 1% and < 10%  | ≥1% and <4% | Few areas of quality are affected. | Low chance of detecting and controlling the risk event |
| (3,5,7)      | Moderate (M)     | Chance is ≥ 10% and < 33% | ≥4% and <7% | Major areas of quality are affected. | Moderate chance of detecting and controlling the risk event |
| (5,7,9)      | High (H)         | Chance is ≥ 33% and < 67% | ≥7% and <10% | Quality are unacceptable to project sponsor. | High chance of detecting and controlling the risk event |
| (7,9,9)      | Very high (VH)  | Chance is ≥ 67%           | ≥10%        | Project quality does not meet business expectations. | High effectiveness in detecting and controlling the risk event |

2.4. Identification and Classification of Investment Risks

In this section, the introduced methodology of risk assessment is used in five agricultural projects, including citrus gardens, pistachio gardens, olive groves, and black and green gardens named P1 to P5 respectively. The location of projects is taken place in various cities of Iran with different climatic conditions. Naturally, due to different parameters such as the target market, the financing of the project, the specialized knowledge required, and the other, each project’s risk conditions will be different. Investors are demanding risk analysis from the start of the project until the first harvest. According to Hillson [101], risk management is the first step in identifying and categorizing risks, regardless of the risk assessment technique. Therefore, before using the proposed method, it is required to know the agricultural field’s risk. In the field of agricultural risk literature, one can introduce five risks including risk of production, credit risk, human risk, market risk and environment risk. Meanwhile Hardaker [9] extends these risks by including business and political risks to the above cases. Girdzuite divides the agricultural risks to five risks: Human, production, political, economic and credit. Lehmer defines the agricultural risks as follows.

Market and price risk, production facility risk, financial risk, human resource risk, production risk, political risks, other risks such as environment risks and burglary [7]. Based on Miller and co-authors one can classify risk in agriculture into: Production risk that was caused by weather fluctuations, crop diseases and pests, price risk that was caused by price volatility, disaster risk (e.g., floods, hurricanes, droughts, etc.) and technological risk that was resulting from continuous development and adaptation of new methods and techniques in production [8]. Another agricultural risk classification is based on the study of the European Commission: Personal (e.g., health loss and living by people who work on the farm), institutional (e.g., trade regulations, political), financial (e.g., loans access and the crediting conditions stability), production (causes of the phenomena are because of climate conditions, thefts, pests, fires) and price (i.e., unfavorable changes in prices in the market of agricultural products and production factors) [6]. After identifying the risks, the risks should be classified and structured. The structure of risk breakdown is a hierarchical structure of research risks, used to organize and direct the risk management process [102]. According to the PMBOK standard, project risks contain four groups: External, inter-organizational, technical-, qualitative-, functional-, and project management risk. The risk can be calculated conditionally for each phase and then a general risk obtained from the combination of these risks. As per to Meredith et al. [103], there are two important risk classes: Technical risk and business risk. The technical risk poses the probability that a product cannot fully develop in the development process, and the business risk is the
probability of a product or service market failure in the target market, assuming that the product or service has been well developed and developed.

In this research, according to the literature review and with the help of a group of agricultural experts, 10 investment risks are identified in 5 agricultural projects and are divided into two phases of construction and operation. According to this categorization, risk analysis can be done in two phases of operation and construction. The risk identified by the R1 to R10 codes are demonstrated in Table 3.

**Table 3. Identification and categorization of investment risks.**

| Risk Category   | ID | Type of Risk                                                                 |
|-----------------|----|-----------------------------------------------------------------------------|
| Construction    | R1 | Risk of project manager and human resources                                 |
| risks           | R2 | Risk of project planning and implementation                                 |
|                 | R3 | Financial risk                                                               |
|                 | R4 | Risk of increasing costs                                                     |
|                 | R5 | The risk of access to technology and knowledge                              |
|                 | R6 | The supply of raw materials (fluctuations in the prices of agricultural     |
|                 |    | raw materials, including seeds, fertilizers, etc.)                          |
| Operational     | R7 | Risk energy and water resources                                              |
| risks           | R8 | The risk of climate fluctuations and pests                                   |
|                 | R9 | Marketing and sales risk at home and abroad                                  |
|                 | R10| Limitations on product sales price (due to government regulations,           |
|                 |    | competitive market, etc.)                                                   |

Source: Authors’ elaboration.

2.5. *Investment Risk Assessment*

After determining and categorizing investment risks, the importance of the factors at the lowest level must be considered according to the hierarchical structure of factors of assessing risk (ST, SC, SQ, O, and D). For this purpose, by designing a paired comparison questionnaire, three groups of three experts are asked to compare each of the main factors of risk (S, D, and O) in relation to agricultural projects and make their views known. The integration of expert opinions is done using the geometric mean. Comments 3 Expert groups and summary of results are evident in Table 4.

**Table 4. Evaluation of experts in the first level of risk assessment factors.**

|       | S        | O          | D          | Weight Vector |
|-------|----------|------------|------------|---------------|
| Severity (S) | SS-SS-FW | FS-VS-SW   | (0.52, 1.22, 2.03) | 0.425         |
|        | (0.52, 1.22, 2.03) | (1.44, 2.27, 3.98) |               |               |
| Occurrence (O) | SS-SS-E |            | 1, 2.08, 2.92) | 0.390         |
| Detection (D)     |         |            |            | 0.185         |

CR for defuzzified type of this matrix 0.00017 < 0.10.

In calculations, according to the AHP process, \( \sum_{j=1}^{n} M_{ij} \) for the first row of the matrix is computed as follows.

\[
C: (1 + 0.52 + 1.44, 1 + 1.22 + 2.27, 1 + 2.03 + 3.98) = (2.97, 4.48, 7.00).
\]

Similarly, for other rows \( C_2 \) and \( C_3 \) can be obtained as follows.

\[
C_2 = (2.49, 3.90, 5.83)
\]
Therefore, following results can be derived.

\[
\sum_{l=1}^{n} \sum_{j=1}^{m} M_{gl}^j = (2.97+2.49+1.59, 4.48+3.90+1.92, 7.00+5.83+2.69) = (7.05, 10.30, 15.53)
\]

\[
\left[ \sum_{l=1}^{n} \sum_{j=1}^{m} M_{gl}^j \right]^{-1} = (0.064, 0.097, 0.141).
\]

\[ S_i \text{ for each row of the pairwise comparisons matrix is calculated as: } \]
\[ S_i = \sum_{j=1}^{m} M_{gl}^j \times \left[ \sum_{l=1}^{n} \sum_{j=1}^{m} M_{gl}^j \right]^{-1} \]

\[ S_1: (2.97, 4.48, 7.00) \otimes (0.064, 0.097, 0.141) = (0.19, 0.43, 0.99) \]

\[ S_2: (2.49, 3.90, 5.83) \otimes (0.064, 0.097, 0.141) = (0.16, 0.37, 0.82) \]

\[ S_3: (1.59, 1.92, 2.69) \otimes (0.064, 0.097, 0.141) = (0.10, 0.18, 0.38) \]

The degrees of each of the \( S_i \) related to each other can be represented as follows.

\[ V(S_1 \geq S_2) = 1 \]
\[ V(S_1 \geq S_3) = 1 \min \{ V(S_i \geq S_k) \} = 1 \]

\[ V(S_2 \geq S_1) = 0.92 \]
\[ V(S_2 \geq S_3) = 1 \min \{ V(S_i \geq S_k) \} = 0.92 \]

\[ V(S_3 \geq S_1) = 0.43 \]
\[ V(S_3 \geq S_2) = 0.54 \min \{ V(S_i \geq S_k) \} = 0.43 \]

Therefore, the unweighted weight \( (1, 0.92, 0.43) \) and the normalized weight are calculated as \( (0.42, 0.39, 0.18) \). Table 5 demonstrates the results of paired comparisons at the second level of hierarchical structure or risk severity assessment factors (ST, SC, and SQ). Finally, the final weights of each of the risk assessment factors for time, cost, quality, probability and detection and control are respectively 0.131, 0.226, 0.068, 0.390, and 0.185, respectively, according to Table 6.

**Table 5.** Evaluation of experts in second level of risk assessment factors.

| Severity on Time (Sr) | Severity on Cost (Sc) | Severity on Quality (Sq) | Weight Vector |
|-----------------------|-----------------------|--------------------------|---------------|
| FW-SS-SW (0.31, 0.58, 1.19) | FS-E-SS (1.44, 2.47, 3.27) | CR for defuzzified type of this matrix 0.00031 < 0.10 | 0.309, 0.532, 0.159 |
Subsequently, the projects are evaluated using five risk assessment factors in each of the risks. To this end, by designing a questionnaire in accordance with the spectrum of the Table 2, the experts’ opinions about the likelihood of occurrence, the severity of the cost, the time and quality, and the ability to discover and control each risk identified in each project are received. Table 7 shows the views of three groups of experts on each of the risk assessment factors in relation to the first project. For example, experts rated the probability of occurrence (O) of the first risk (R1) as Moderate (M), LOW (L), and LOW (V) respectively. The severity of the first risk (R1) on the project time (ST), will be High (H), Very High (VH), and LOW (V), respectively. Regarding the nature of the indices, it can be said that the probability risk index, the severity of the cost, the time, and the quality are of a positive nature, the higher the amount, the higher the risk, but in the case of the index of evaluation of the discovery and control of the theorem the above is the reverse. That is, the higher the ability to detect and control the risk, the lower the risk.

| Occurrence | Severity | Detection |
|------------|----------|-----------|
| 0.390      | 0.425    | 0.185     |

| Severity on Time | Severity on Cost | Severity on Quality |
|------------------|------------------|---------------------|
| 0.309            | 0.532            | 0.159               |

Table 7. Evaluation of experts in linguistic variables for risks in first project.

| Category          | Risks          | O      | Sr    | Sc    | S0    | D     |
|-------------------|----------------|--------|-------|-------|-------|-------|
| Construction risks | R1             | M-L-L  | H-VH-L| L-VL-L| VL-VL-L| H-M-M |
|                   | R2             | H-H-M  | H-H-M | H-M-M | L-L-M | H-VH-H|
|                   | R3             | H-H-VH | H-M-H | VL-L-L | VL-VL | M-VH-L |
|                   | R4             | M-M-H  | M-VL-L| VH-VH-VH | M-H-M | VL-VL |
|                   | R5             | VL-L-VL| VL-VL-VL | M-L-M | L-M-M | L-V-L |
| Operational risks | R6             | M-M-L  | VH-VH-H| VH-VH-VH | VH-VH-VH | M-VH-L |
|                   | R7             | VH-VH-VH | M-M-L | VH-VH-VH | VH-VH-VH | L-VL-L |
|                   | R8             | VH-VH-VH | L-L-M | M-H-VH-VH | VH-VH-VH | M-VL-L |
|                   | R9             | M-L-M  | VL-VL-VL | M-L-M | VL-VL-VL | M-H-H |
|                   | R10            | H-VH-VH | VL-VL-VL | H-H-M | VL-VL-VL | L-VL-L |

(VL = Very low, L = Low, M = Moderate, H = High, VH = Very high)

Table 8 shows the integration of expert opinions. In compiling the opinion of the experts (fuzzy number combination), the experts’ opinions are used for maximum. For the average numbers, also the average of experts’ opinion is used. According to the calculations of the FTOPSIS method, the non-equilibrium matrix obtained is shown in Table 9, where the positive and the negative ideals are represented. It also shows the distance from the positive ideal and negative ideal, based on which the score or the coefficient of closeness of each risk is calculated. On this basis, each risk is ranked in the first project. As is clear, the most significant risk in the first project is risk 7, which is the risk of supply of energy and water resources.

This ranking is also done for four other agricultural projects. In Appendix A (Table A1), the information for these four projects is presented. In this section, only the calculation results are presented in Table 10. As is evident, the important risks are: Risk 7 in the first project (supply of water resources and energy), risk 8 in the second, third and fourth projects (weather and pest control) and risk 4 in the fifth project (increase of costs).
Table 8. Integrating the expert opinions.

| Risk ID | O   | Sr  | Sc  | S0  | D       |
|---------|-----|-----|-----|-----|---------|
| R1      | 1, 3.7, 7 | 1, 6.3, 9 | 1, 2.3, 5 | 1, 1.7, 5 | 3, 5.67, 9 |
| R2      | 3, 6.3, 9  | 3, 6.3, 9  | 3, 5.7, 9  | 1, 2.3, 7  | 5, 7.67, 9  |
| R3      | 5, 7.7, 9  | 3, 6.3, 9  | 1, 2.3, 5  | 1, 1.3     | 1, 3.67, 7  |
| R4      | 3, 5.7, 9  | 1, 3.7     | 7, 9, 9    | 3, 5.7, 9  | 1, 1.67, 5  |
| R5      | 1, 1.7, 5  | 1, 1.3     | 1, 4.3, 7  | 1, 4.3, 7  | 1, 3, 5     |
| R6      | 1, 4.3, 7  | 5, 8.3, 9  | 5, 8.3, 9  | 7, 9, 9    | 1, 3, 67, 7 |
| R7      | 5, 8.3, 9  | 1, 4.3, 7  | 5, 8.3, 9  | 7, 9, 9    | 1, 2.33, 5  |
| R8      | 5, 8.3, 9  | 1, 3.7, 7  | 3, 5.7, 9  | 7, 9, 9    | 1, 3, 7     |
| R9      | 1, 4.3, 7  | 1, 1.3     | 1, 4.3, 7  | 1, 1.3     | 3, 6.33, 9  |
| R10     | 5, 8.3, 9  | 1, 1.3     | 3, 6.3, 9  | 1, 1.7, 5  | 1, 2.33, 5  |
Table 9. The non-equilibrium matrix and calculating the closeness coefficient.

| Risk ID | O       | Sr      | Sc      | SQ      | D       | $d_i^*$ | $d_i^-$ | $CC_i^*$ | Score | Rank |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|-------|------|
| R1      | 0.04, 0.16, 0.30 | 0.01, 0.09, 0.13 | 0.03, 0.06, 0.13 | 0.01, 0.01, 0.04 | 0.02, 0.03, 0.06 | 0.39 | 0.20 | 0.340 | 8     |
| R2      | 0.13, 0.27, 0.39 | 0.04, 0.09, 0.13 | 0.08, 0.14, 0.23 | 0.01, 0.02, 0.05 | 0.02, 0.02, 0.04 | 0.30 | 0.29 | 0.490 | 7     |
| R3      | 0.22, 0.33, 0.39 | 0.04, 0.09, 0.13 | 0.03, 0.06, 0.13 | 0.01, 0.01, 0.02 | 0.03, 0.05, 0.19 | 0.29 | 0.30 | 0.514 | 6     |
| R4      | 0.13, 0.25, 0.39 | 0.01, 0.04, 0.10 | 0.18, 0.23, 0.23 | 0.02, 0.04, 0.07 | 0.04, 0.11, 0.19 | 0.24 | 0.36 | 0.603 | 3     |
| R5      | 0.04, 0.07, 0.22 | 0.01, 0.01, 0.04 | 0.03, 0.11, 0.18 | 0.01, 0.03, 0.05 | 0.04, 0.06, 0.19 | 0.4  | 0.2  | 0.335 | 9     |
| R6      | 0.04, 0.19, 0.30 | 0.07, 0.12, 0.13 | 0.13, 0.21, 0.23 | 0.05, 0.07, 0.07 | 0.03, 0.05, 0.19 | 0.26 | 0.34 | 0.562 | 4     |
| R7      | 0.22, 0.36, 0.39 | 0.01, 0.06, 0.10 | 0.13, 0.21, 0.23 | 0.05, 0.07, 0.07 | 0.04, 0.08, 0.19 | 0.2  | 0.39 | 0.655 | 1     |
| R8      | 0.22, 0.36, 0.39 | 0.01, 0.05, 0.10 | 0.08, 0.14, 0.23 | 0.05, 0.07, 0.07 | 0.03, 0.06, 0.19 | 0.24 | 0.37 | 0.609 | 2     |
| R9      | 0.04, 0.19, 0.30 | 0.01, 0.01, 0.04 | 0.03, 0.11, 0.18 | 0.01, 0.01, 0.02 | 0.02, 0.03, 0.06 | 0.4  | 0.19 | 0.319 | 10    |
| R10     | 0.22, 0.36, 0.39 | 0.01, 0.01, 0.04 | 0.08, 0.16, 0.23 | 0.01, 0.01, 0.04 | 0.04, 0.08, 0.19 | 0.27 | 0.33 | 0.552 | 5     |

$A^*$ 0.39 0.13 0.23 0.07 0.19
$A^-$ 0.04 0.01 0.03 0.01 0.02

Source: Authors’ elaboration.

Table 10. The results of fuzzy technique for order of preference by similarity to ideal solution (FTOPSIS) output and ranking the risks in 5 investment projects.

| Risk ID | Project 1 | Project 2 | Project 3 | Project 4 | Project 5 | Rank |
|---------|-----------|-----------|-----------|-----------|-----------|------|
|         | Score     | Rank      | Score     | Rank      | Score     | Rank |
| R1      | 0.340     | 8         | 0.342     | 7         | 0.584     | 5     | 0.429 | 10 | 0.511 | 6     |
| R2      | 0.490     | 7         | 0.333     | 8         | 0.524     | 8     | 0.482 | 8  | 0.481 | 7     |
| R3      | 0.514     | 6         | 0.502     | 5         | 0.506     | 9     | 0.445 | 9  | 0.592 | 3     |
| R4      | 0.603     | 3         | 0.592     | 3         | 0.601     | 4     | 0.610 | 3  | 0.624 | 1     |
| R5      | 0.335     | 9         | 0.304     | 10        | 0.639     | 3     | 0.512 | 6  | 0.299 | 10    |
| R6      | 0.562     | 4         | 0.591     | 4         | 0.579     | 6     | 0.548 | 5  | 0.470 | 8     |
| R7      | 0.655     | 1         | 0.599     | 2         | 0.671     | 2     | 0.700 | 2  | 0.583 | 4     |
| R8      | 0.609     | 2         | 0.617     | 1         | 0.712     | 1     | 0.716 | 1  | 0.594 | 2     |
| R9      | 0.319     | 10        | 0.330     | 9         | 0.500     | 10    | 0.498 | 7  | 0.436 | 9     |
| R10     | 0.552     | 5         | 0.487     | 6         | 0.568     | 7     | 0.582 | 4  | 0.573 | 5     |
3. Results and Discussion

According to the results of various risks in different projects, they have a different rating and ranking. This can be caused by differences in investment positions such as geographic location, climate, investment conditions, number of specialists in the region and etc. Comparing the risk rating for different projects and the status of the ten risks in each investment project are shown in Figures 5 and 6. In case of implementation of any project, risk-taking measures should be taken in order of importance. As it is known, the most important risks in the projects are risks 7 and 8, namely the risk of water and energy supplies, and the risk of climate fluctuations and pests, which is well understood in agriculture.

![Figure 5. The rating results of different risks in 5 projects. Source: Authors’ elaboration.](image)

![Figure 6. The status of 10 different risks in each investment project.](image)

A sensitivity analysis is done by weighting the risk assessment factors as per the information given in Table 11. The given information describes the weight of the risk assessment factors in the original situation and the first and second situation. Figures 7 and 8 show the results of these changes in percentage and risk ranking in each investment project.

| Factors of Risk Assessment | Status 0 \( (S0) \) | Status 1 \( (S1) \) | Status 2 \( (S2) \) |
|----------------------------|----------------|----------------|----------------|
| \( O \)                    | 0.390          | 0.390          | 0.300          |
| \( S_T \)                  | 0.131          | 0.141          | 1.333          |
| \( S_C \)                  | 0.226          | 0.141          | 1.333          |
| \( S_Q \)                  | 0.068          | 0.141          | 1.333          |
| \( D \)                    | 0.185          | 0.185          | 0.300          |
Figure 7. Sensitivity analysis for 5 investment projects. Source: Authors’ elaboration.

Figure 8. Risks ranking with respect to the considered Statuses.

The results show that the risk weighting factors changed the risk priority between the different projects by affecting the weights. For example, the most important risk in the first project is in Status 0 and 1 is risk 7, but in status 2 it is risk 6. Similarly, in the case of the second project, the most significant risk in Status 0 and Status 1 is risk 8 and in Status 2 it is risk 7 and so on. In order to rank all the risks in a general way (considering all the projects), the risk rating can be averaged in different projects. This is done in three modes: Original, first, and second situation. Figure 9 shows the results of this type of ranking. Different colors represent the risks of building phase and the risks of exploitation phase.

Figure 9. Ranking of risks at construction and exploitation phase in 5 investment projects.
Controlling the Risks in the Agricultural Sector

Identification and evaluation of risks would not be useful without regarding them. Risk control strategies in the agricultural sector can be divided into two groups according to the European Commission [6] as follows.

1. On-farm strategies including: Selection of low risk exposure products, selection of short production cycles products, production programs diversification, and self-insurance or stabilization funds.
2. Strategies of risk-sharing including: Marketing and production contracts, futures markets hedging, or the participating in insurance, mutual insurance or mutual regional schemes.

According to Hillson [102], a common risk response category is four of the avoidance, reduction, transfer, and acceptance of risk, where risk control issues in agriculture can be grouped into these four categories. For example, in risk mitigation techniques the techniques used generally reduce risk. Farmers traditionally apply some methods such as horizontal variation, vertical diversity, cultivation, and the use of robust, but low-yielding products to reduce the risks of agriculture. A wealthy company can accumulate wealth or benefits in years of good to protect itself in bad years. It actually distributes risk over time. It can also diversify the cultivation in different parts of the earth or in different products, that is, to distribute risk at the location. Another way of dealing with risk is transferring risk. The most common methods of transferring risk in agriculture include collective cultivation, use of futures markets, pre-sale contracts, guaranteed prices, and insurance.

In this research, the risk of fluctuation of climate and air (R8) is the most important risk in agricultural projects. In this regard, agricultural insurance can be considered. Another issue that should be considered by government institutions is the strong production of the import market and the prevention of dumping by foreign commodities which have received subsidies on the origin market and make the domestic market sometimes get out of profit. For this purpose, revenue insurance and the guarantee of purchase are covered, which covers market losses. Therefore, it could reduce the risk of selling price limits (R10). Lack of channels for proper marketing, forces the farmers to distress sale which will result in income reduction to the farmers and benefit the middlemen [104].

In the area of product marketing and marketing risk at home and abroad (R9), an appropriate risk mitigation strategy can be horizontal integration. In this case, the yield produced by the farmers should be considered as an input in the other fields, since the dependence on the domestic and foreign markets is reduced. Consequently, the possible constraints do not give rise to any significant damage. Therefore, another issue is the completion of supply chain and the double importance of the food and processing industries, which, along with marketing, can push the sector into profitability as much as possible. Supply chain in agriculture is comparable highly with a production-focused system, incorporating the planting, breed, process, producing, transporting, and delivery activities [105].

Some other common methods used by agricultural producers to manage risk can be the use of diversification in products and activities (R10 and R9 risk reduction), optimal allocation of credit resources to the financial needs of activities (R3 risk reduction), pre-sales of the produce (Reducing risk R10 and R9), creating a fence against the price by selling the produce through future contracts or option contracts (R10 risk reduction), creating diversification of assets and turning them into assets with the ability to quickly convert to liquidity, and finally leaving the agricultural activities. In general, the fluctuation in agricultural incomes and probability of losses for producers in most of the less developed countries and even in a lot of developing countries are uncontrollable factors, and risks that are not controlled by risk management methods can be considered by the government. They are required to prepare programs to stabilize producers’ revenues, such as compensatory payments, determination of guaranteed prices, targets, and purchases of credit or insurance for agricultural products [6]. Additionally, in agriculture sector to achieve a sustainable development, management view is not be restricted to agricultural production but should cover the supply chain entirely [97,106]. Problems such as lack of insufficient participation of local farmers, lack of strong control of food safety and quality [107], traditional methods, and poor management [108] have been identified as the constrains of sustainable supply chain performance [109,110].
4. Conclusions

FMEA is a technique used in reliability programs. This technique can provide the required information for risk management decisions. Although this technique is used more in the field of process and production, its application is also seen in evaluating the projects' risk. In the traditional FMEA, the ranking of critical failure states is performed using criteria such as the probability of occurrence (O), detection (D), and severity (S). By multiplying these criteria, the number of risk priority is obtained for each of the failure modes. However, in the literature, the traditional FMEA method has been criticized because of a variety of reasons. For example, it assumes equal importance for all risk factors. In this way, the importance of risks with a low probability and important effect may be neglected, as well as risks that have high probability and unimportant effect, may be assumed to be equal to the risks that have low probability and important effect. In addition, the evaluations are not accurate in this way. In this paper, by considering some changes the FMEA is employed for the first time for risk assessment of agricultural projects in two phases of construction and operation. Given the criticisms made in the traditional FMEA in the subject literature, AHP and TOPSIS methods are used in fuzzy environments to obtain the score and rank of each risk. Also, in the proposed method, in contrast to the traditional FMEA, the severity of risk is divided into three sub-factors namely: severity of risk on cost, severity of risk on time, and severity of risk on project quality. The results of the model are used in identifying the important risks in each agricultural project and the most important risk for all projects. The results may help decision makers in controlling the risk of each project in two phases of construction and operation. Sensitivity analysis is also used to understand the risks that affect each project's objectives and dimensions, including time, cost, and quality. This model is based on the development of indicators of risk assessment in the FMEA method and the combination of TOPSIS and AHP under a fuzzy environment for ranking the risks. Many articles have been published on food supply chain risk assessment and the application of FMEA in this area. Moreover, the method has been applied in controlling food production risk [21,22,59].

However, the FMEA method has not been used in evaluating the risk of agricultural plans yet. Current research applied this method in agriculture domain for the first time. Moreover, developing the FMEA method can enhance the capability of this tool in project risk management. His model allows experts to evaluate risk factors based on linguistic variables. Additionally, considering weight for each of the main factors of risk assessment and the three sub-factors of severity, can be considered as the advantage of using this model because it gives decision makers more capabilities in sensitivity analysis based on the priority of time, cost, and quality of the project. As a management tool, the proposed model can be used in similar fields for risk management of various investment projects. Some of the limitations of this study are as follows: considering the same risks in evaluating different projects, while a special risk may be pertinent for a special project but make no sense for others in practice. The reason for exerting similar risks for evaluating risk of multiple agriculture projects was the capability to compare all of the risks in each project and total ranking of the risks considering all the projects. Moreover, the proposed model would be satisfying with the assumption of relative homogeneity of the projects. In the case of heterogeneity of the projects, different portfolios should be proposed first in order to differentiate the projects and the risks of each portfolio be investigated separately. Moreover, because the considered plans are new and their execution in two phases of construction and exploitation, the plans were considered as a sole project and risks pertinent to the project were considered in the construction phase. Hence, only the exploitation phase risks (agriculture engineering risks) should be evaluated and controlled in the later exploitation periods.

For the future research, other MCDM methods such as fuzzy VIKOR or fuzzy COPRAS can be used instead of fuzzy TOPSIS to compare the results. Also risk assessment indices can be developed proportional to the agriculture sector and if possible, investigate the probable relationships between the indices. In the case of existence of a relationship between the risk assessment indices, ANP method can be exerted for weighting the indices. Moreover, one can pursue proposing a model which in the case of heterogeneity of the projects and variety of the risk of each project can evaluate and compare all risks in a comprehensive framework.
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Acronyms

| Acronym | Description |
|---------|-------------|
| FMEA    | Failure mode and effects analysis |
| RPN     | Risk priority number |
| TOPSIS  | Technique for order preference by similarity to ideal solution |
| AHP     | Analytical hierarchy process |
| ETA     | Event tree analysis |
| FTA     | Fault tree analysis |
| MCDM    | Multi-criteria decision-making |
| ANP     | Analytic network process |
| LINMAP  | Linear programming technique for multidimensional analysis of preference |
| FAHP    | Fuzzy analytic hierarchy process |
| FTOPSIS | Fuzzy technique for order of preference by similarity to ideal solution |
| BN      | Bayesian network |
| GST     | Grey system theory |
| DSS     | Decision support system |
| VIKOR   | VlseKriterijuska Optimizacija I Komoromisno Resenje |
| COPRAS  | Complex proportional assessment |
| MADM    | Multi-attribute decision making |
| CR      | Consistency ration |
### Appendix A

**Table A1.** Comments from three groups of experts for each of the projects.

| Project ID | Probability (Time) | Severity (cost) | Severity (Quality) | Discover and Control | Severity D |
|------------|--------------------|----------------|--------------------|----------------------|------------|
|            | ST                | SC             | SQ                 |                      |            |
| R1         | L-L-M             | L-VL-VL        | M-M-M              | VL-VL-VL             | M-M-H      |
| R2         | L-L-VL            | VL-VL-VL       | L-L-M              | L-M-M                | L-L-M      |
| R3         | M-M-M             | M-VL-L         | VH-L-VH            | L-H-L                | VL-VL-L    |
| R4         | H-H-H             | M-L-H          | VH-VH-VH           | M-VL-VL              | M-L-L      |
| R5         | M-L-L             | M-L-L          | VL-VL-L            | VH-H-VH              | H-H-M      |
| R6         | M-H-M             | M-L-L          | VH-H-VH            | VH-VH-VH             | L-VL-L     |
| R7         | H-H-H             | M-M-M          | VH-VH-H            | VH-VH-H              | H-L-L      |
| R8         | VH-VH-H           | L-L-M          | VH-H-M             | VH-VH-VH             | M-VL-L     |
| R9         | VL-L-M            | VL-L-M         | L-M-M              | VL-L-VL              | H-VH-H     |
| R10        | H-H-VH            | VL-VL-VL       | L-H-M              | VL-VL-VL             | L-VL-M     |
| The second project |
| R1         | H-M-L             | VH-H-H         | VH-H-H             | H-VH-L               | H-M-L      |
| R2         | H-M-VH            | VH-VH-M        | VH-H-M             | H-H-M                | VH-H-VH    |
| R3         | H-H-H             | H-VL-VL        | L-H-L              | L-VL-M               | M-L-L      |
| R4         | VH-VH-H           | L-H-M          | VH-M-H             | VH-VH-L              | VL-VL-VL   |
| R5         | VH-H-VH           | L-M-M          | VH-VH-VH           | H-M-H                | M-L-L      |
| R6         | H-H-M             | M-M-M          | M-VH-VH            | VH-VH-H              | M-L-L      |
| R7         | VH-VH-VH          | H-VH-VH        | VH-VH-VH           | VH-VH-M              | VL-VL-M    |
| R8         | M-H-VH            | VH-VH-VH-VH    | VH-VH-VH           | VH-VH-M              | M-VL-VL    |
| R9         | M-H-M             | L-VL-L         | M-H-M              | L-VL-VL              | M-VL-VL    |
| R10        | H-M-VH            | L-VL-VL        | H-VH-VH            | VL-VL-VL             | M-M-L      |
| The third project |
| R1         | L-VL-VL           | VH-H-H         | L-M-M              | H-VH-H               | L-M-L      |
| R2         | L-VL-H            | VH-VH-M        | H-H-M              | H-VH-VH              | M-M-H      |
| R3         | L-VL-L            | H-M-M          | H-VH-VH            | L-VL-L               | M-H-L      |
| R4         | H-VH-H            | L-L-L          | VH-VH-H            | H-M-L                | L-VL-L     |
| R5         | M-H-M             | L-M-L          | M-M-M              | M-VH-VH              | M-L-L      |
| R6         | M-H-M             | L-VL-L         | M-H-VH             | VH-VH-H              | M-L-L      |
| R7         | H-H-VH            | L-L-M          | H-H-H              | VH-VH-VH             | L-VL-M     |
| R8         | VH-VH-H           | VH-VH-VH-VH    | VH-VH-VH           | VH-VH-VH             | M-VL-M     |
| R9         | M-H-M             | VL-VL-VL-VL    | VH-H-M             | VL-VL-VL             | M-VL-VL    |
| R10        | H-H-VH            | VL-VL-VL       | L-H-M              | VL-VL-VL             | M-M-L      |

**The fourth project**

| R1         | L-M-L             | VH-H-H         | H-M-M              | VH-VH-H               | L-M-L      |
| R2         | L-VL-M            | VH-VH-H        | H-VH-VH            | M-M-VH                | M-M-H      |
| R3         | H-VH-H            | VH-VH-H        | H-VH-H             | L-VL-L               | M-M-L      |
| R4         | VH-VH-VH          | L-L-L          | VH-VH-VH           | H-M-H                | L-VL-L     |
| R5         | VL-VL-VL          | VL-M-L         | L-M-L              | M-L-L                | M-H-VH     |
| R6         | M-M-M             | M-L-M          | H-M-VH             | VH-VH-H              | M-H-H      |
| R7         | M-H-M             | L-L-M          | H-H-H              | VH-VH-VH             | H-M-M      |
| R8         | L-M-M             | VH-VH-VH-VH    | VH-VH-VH           | VH-VH-VH             | L-VL-L     |
| R9         | L-M-M             | VL-VL-VL-VL    | VH-H-M             | VL-VL-VL             | M-VL-VL    |
| R10        | VH-VH-H           | VL-VL-VL       | H-VH-VH            | VL-VL-VL             | M-M-L      |

**The fifth project**

| R1         | L-M-L             | VH-H-H         | H-M-M              | VH-VH-H               | L-M-L      |
| R2         | L-VL-M            | VH-VH-H        | H-VH-VH            | M-M-VH                | M-M-H      |
| R3         | H-VH-H            | VH-VH-H        | H-VH-VH            | L-VL-L               | M-M-L      |
| R4         | VH-VH-VH          | L-L-L          | VH-VH-VH           | H-M-H                | L-VL-L     |
| R5         | VL-VL-VL          | VL-M-L         | L-M-L              | M-L-L                | M-H-VH     |
| R6         | M-M-M             | M-L-M          | H-M-VH             | VH-VH-H              | M-H-H      |
| R7         | M-H-M             | L-L-M          | H-H-H              | VH-VH-VH             | H-M-M      |
| R8         | L-M-M             | VH-VH-VH-VH    | VH-VH-VH           | VH-VH-VH             | L-VL-L     |
| R9         | L-M-M             | VL-VL-VL-VL    | VH-H-M             | VL-VL-VL             | M-VL-VL    |
| R10        | VH-VH-H           | VL-VL-VL       | H-VH-VH            | VL-VL-VL             | M-M-L      |
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