Event-chain Monte Carlo algorithm for continuous spin systems and its application
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Abstract. The event-chain Monte Carlo (ECMC) algorithm is described for hard-sphere systems and general potential systems including interacting particle system and continuous spin systems. Using the ECMC algorithm, large-scale equilibrium Monte Carlo simulations are performed for a three-dimensional chiral helimagnetic model under a magnetic field. It is found that critical behavior of a phase transition changes with increasing the magnetic field.

1. Introduction
Since the proposal by Metropolis et al. [1], Markov-chain Monte Carlo (MCMC) algorithms have been used in a wide range of research fields such as statistics, chemistry, and physics. Particularly, in statistical physics, MCMC algorithms are powerful methods to study finite-dimensional effects of many-body systems. However, some simple algorithms with local updates including the original Metropolis algorithm frequently suffer from difficulties of slow relaxation such as critical slowing down associated with continuous phase transitions, nucleation process in first-order phase transitions, and glassy dynamics in complex systems. These slowing-down problems make Monte Carlo simulations take very long time and the precision of physical quantities be decreased. In order to overcome the slowing down, roughly two types of algorithms have been proposed: the first type is the cluster algorithms [2, 3] and the other one is the extended ensemble algorithm [4–9].

Recently, another type of algorithms has attracted a great interest: that is the Monte Carlo algorithms which break the detailed balance condition, but satisfy the global balance condition [10–12]. The event-chain Monte Carlo (ECMC) algorithm, originally proposed for hard-sphere systems [13], is one of such algorithms breaking the detailed balance condition. This efficient algorithm enables us to simulate about $10^6$ particles in equilibrium [14]. Furthermore, it can be generalized for more general particle systems such as soft-sphere and Lennard–Jones particles.
[15, 16], and continuous spin systems such as $XY$ and Heisenberg spin models [17, 18]. In the next section, we describe the ECMC algorithm for particle systems and continuous spin systems.

2. The event-chain Monte Carlo algorithm

Algorithm 1 describes the ECMC algorithm for hard-sphere systems in $d$ dimensions. We denote the radius of particles as $\sigma$, the total number of particles as $N$, the locations of particles as $\{x_k\}_{k=0, \cdots, N}$, and the standard basis of $\mathbb{R}^d$ as $\{e_k\}_{k=0, \cdots, d-1}$. In the function DISPLACEMENT $(i, v)$, we compute how long $i$-th sphere can move along the vector $v$ until it collides with another particle, and the collided particle starts to move along the same vector $v$. Consequently, many particles are moved along the same vector $v$ until the total displacement of particles reaches $\ell$, which is a tuning parameter of this algorithm. The displacement until the collision is uniquely determined by the configuration and the vector $v$, and thus the dynamics of particles is deterministic for given $v$, the initial particle $i$, and $\ell$. This algorithm breaks detailed balance because particles move along the same direction $v$ and never go back to the former position [13].

For the hard-sphere systems we can define a collision as the time when the distance between the moving particle $i$ and another particle is $2\sigma$ because the pair potential is 0 for non-overlapping configurations and infinity for otherwise. However, for general particle systems with an interaction potential such as Lennard–Jones systems, the pair potential for arbitrary distance always takes a finite value, and thus a collision cannot be defined in the same manner as the case of hard-sphere systems. In order to define a collision for more general systems and generalize the

---

Algorithm 1: ECMC for hard sphere systems in $d$ dimensions

1: Input $N$, $\ell$, $\{x_0, \cdots, x_{N-1}\}$, $\sigma$
2: for $t \geq 0$ do
3:   $(i, v) \leftarrow$ RANDOM$(N, d)$
4:   $s \leftarrow 0$
5:   while $s < \ell$ do
6:     $(\delta, j) \leftarrow$ DISPLACEMENT$(i, v)$
7:     if $s + \delta < \ell$ then
8:       $(x_i, s) \leftarrow (x_i + \delta v, s + \delta)$
9:       $i \leftarrow j$
10:   else
11:      $(x_i, s) \leftarrow (x_i + (\ell - s)v, \ell)$
12:   end if
13: end while
14: end for
15: function RANDOM$(N, d)$
16:   Sample $i$ uniformly from $\{0, \cdots, N-1\}$
17:   Sample $v$ uniformly from $\{e_0, \cdots, e_{d-1}\}$
18:   return $(i, v)$
19: end function
20: function DISPLACEMENT$(i, v)$
21:   for $k \in \{0, \cdots, N - 1\} \setminus \{i\}$ do
22:     Compute $\delta_k$ such that $|x_i + \delta_k v - x_k| = 2\sigma$
23:   end for
24:   $j \leftarrow \arg \min_k \delta_k$
25:   $\delta \leftarrow \delta_j$
26:   return $(\delta, j)$
27: end function
ECMC algorithm to them, three essential concepts are introduced [16]; the factorized Metropolis probability, infinitesimal moves, and an event-driven Monte Carlo scheme [19]. Thanks to the factorization of the Metropolis transition probability, one can determine whether a proposal of a new state is accepted or not for each interacting pair independently, and the proposal is accepted only if all the interacting pairs accept it. If a new state which is infinitesimally close to the former state continues to be proposed, then at most a particle interacting with the moving one can reject it; the probability that more than two pairs simultaneously reject the proposal with infinitesimal displacements is higher-order infinitesimal. We define a collision as the probabilistic rejection which is caused by up to one interacting pair. Furthermore, an event-driven Monte Carlo scheme [19] allows us to compute the displacement until a collision efficiently. Consequently, a collision is defined in a probabilistic manner, and the ECMC algorithm is generalized for particle system with interaction potentials.

We present the ECMC algorithm for more general systems in Algorithm 2, where $\beta$ is the inverse temperature. The Hamiltonian of the system considered in the algorithm is given by

$$H(x_0, \cdots, x_{N-1}) = \sum_{i<j} E_{ij}(x_i, x_j).$$

Note that $x_i$ represents a location of $i$-th particle for particle systems, or components of $i$-th spin for continuous spin systems. In the algorithm, $p$ is the number of degrees of freedom per one particle or one spin, and $\{\psi\}_{i=0, \cdots, p-1}$ is a set of linearly independent vectors. The state $x_i$ is updated by an operator $T_v(s)$; for particle systems $T_v(s)x_i = x_i + sv$, and for continuous spin systems $T_v(s)x_i = R_v(s)x_i$ where $R_v(s)$ is a rotation matrix around the vector $v$ with an angle $s$.

It is revealed that the ECMC algorithm outperforms other conventional algorithms in various systems [13, 15, 17, 20], and we can simulate very large systems consisting of about $10^6$ particles or spins in equilibrium by using the algorithm [14, 21, 22]. One of successful examples of the algorithm is the three-dimensional ferromagnetic Heisenberg spin model, in which the algorithm reduces the value of the dynamical critical exponent $z$ from $z = 2$ to $z \simeq 1$ [18].

3. Application to a three-dimensional classical Heisenberg spin model

We consider a classical Heisenberg spin model of a chiral helimagnet in three dimensions defined by the Hamiltonian

$$H(\{S_i\}) = -J \sum_{\langle i,j \rangle} S_i \cdot S_j - D \cdot \sum_i (S_i \times S_{i+\hat{y}}) - h \cdot \sum_i S_i,$$

where $S_i$ is a Heisenberg spin with unit length, $J > 0$ is a ferromagnetic coupling constant of an ordinary exchange interaction, and $h = h\hat{z}$ is a magnetic field. The bracket $\langle \cdot, \cdot \rangle$ in the first term of the Hamiltonian represents the neighboring pairs of sites, and the other summations run over all the sites. The second term in the Hamiltonian is a uniaxial Dzyaloshinskii–Moriya (DM) interaction with a DM vector $D = D\hat{y}$, which induces a helical structure into the system. The ground state of the system with/without the magnetic field was studied by a variational analysis of the one-dimensional continuum model [23–25]. When $h = 0$, the ground state has a simple helical structure characterized by one wave vector $q_{\text{chiral}} = \arctan(D/J)\hat{y}$, and when $h > h_c$ all of spins are parallel to the magnetic field $h$. A nontrivial and interesting structure, the chiral magnetic soliton lattice (CSL) structure, emerges in the intermediate region $0 < h < h_c$. The CSL structure is periodic as the helical structure at $h = 0$, but multiple wave vectors are needed to characterize the CSL structure.

We study the model at finite temperature with $D/J = 1$ in a three-dimensional simple cubic lattice. The lattice is a cuboid where the linear size of $y$ direction is 8 times as long as $x$ and $z$
Algorithm 2 ECMC for more general potentials

1: Input $N$, $\ell$, $\{x_0, \cdots, x_{N-1}\}$, $\{E_{ij}(x_i, x_j)\}_{i,j=0,\cdots,N-1}$, $\beta$
2: for $t \geq 0$ do
3:     $(i, v) \leftarrow \text{RANDOM}(N, p)$
4:     $s \leftarrow 0$
5:     while $s < \ell$ do
6:         $(\delta, j) \leftarrow \text{DISPLACEMENT}(i, v)$
7:         if $s + \delta < \ell$ then
8:             $(x_i, s) \leftarrow (T_v(\delta) x_i, s + \delta)$
9:                 $i \leftarrow j$
10:         else
11:             $(x_i, s) \leftarrow (T_v(\ell - s) x_i, \ell)$
12:         end if
13:     end while
14: end for
15: function RANDOM($N, p$)
16:     Sample $i$ uniformly from $\{0, \cdots, N - 1\}$
17:     Sample $v$ uniformly from $\{v_0, \cdots, v_{p-1}\}$
18:     return $(i, v)$
19: end function
20: function DISPLACEMENT($i, v$)
21:     for $k \in \{0, \cdots, N - 1\} \setminus \{i\}$ do
22:         Sample $r$ uniformly from $(0, 1)$
23:         Compute $\delta_k$ that satisfies
24:         $$r = \exp \left( -\beta \int_0^{\delta_k} \max \left[ 0, \frac{\partial E_{ik}(T_v(s) x_i, x_k)}{\partial s} \right] ds \right)$$
25:     end for
26:     $j \leftarrow \arg \min_k \delta_k$
27:     $\delta \leftarrow \delta_j$
28:     return $(\delta, j)$
29: end function

directions. The linear size of $x$ and $z$ directions of the lattice is denoted by $L$ and the total number of sites is $N = 8L^3$. Periodic boundary conditions are imposed on $x$ and $z$ directions and free boundary condition on $y$ direction. We perform large-scale equilibrium Monte Carlo simulations using the ECMC algorithm combined with the heat-bath algorithm, the over-relaxation updates [26, 27], and the exchange Monte Carlo method [7]. The largest system size in our simulations is $L = 64$, where the total number of spins $N = 64 \times 512 \times 64 > 10^6$.

We present in Fig. 1 the wave-number dependence of the magnetic susceptibility $\chi^\parallel(q)$ for $h/J = 0.1, 0.2,$ and $0.3$ at low temperatures. Here, the wave-number-dependent magnetization and the magnetic susceptibility with a wave-vector $q = q\hat{y}$ parallel to the DM vector $D$ is defined as

$$m^\parallel(q) = \frac{1}{N} \sum_i S_i \exp (i q \cdot r_i),$$

$$\chi^\parallel(q) = N \beta \left( \left\langle |m^\parallel(q)|^2 \right\rangle - \left| \left\langle m^\parallel(q) \right\rangle \right|^2 \right).$$
Figure 1. Wave-number dependence of $\chi^\parallel(q)$ of the chiral helimagnetic model in three dimensions for various system sizes in the low-temperature region. The values of the magnetic fields perpendicular to the DM vector are (left) $h/J = 0.1$, (center) $h/J = 0.2$, and (right) $h/J = 0.3$.

One can see in the figure that there exist multiple peaks for larger system sizes which characterize the CSL structure. While the CSL structure emerges in the low-temperature region independent of the magnetic field $h/J$ in our simulations, other thermodynamic quantities show completely different behaviors depending on the value of $h/J$. In Fig. 2, we show the specific heat $c = N\beta^2(\langle e^2 \rangle - \langle e \rangle^2)$, the magnetization parallel to the magnetic field $m_z = \sum_i \hat{z} \cdot \mathbf{S}_i/N$, and the uniform magnetic susceptibility $\chi^\parallel(0)$ for $h/J = 0.1$, 0.2, and 0.3. The specific heat and the uniform magnetic susceptibility for $h/J = 0$ are also plotted. As shown in the figure, the specific heat of the system for $h/J = 0.3$ shows a strong tendency to diverge at its transition temperature while that for $h/J = 0$, 0.1, and 0.2 has a finite value at their transition temperatures. Note that the system without the magnetic field belongs to the same universality class of the three-dimensional $XY$ model [22], and thus the specific heat does not diverge at the critical temperature in the thermodynamic limit. More strikingly, the uniform magnetic susceptibility for $h/J = 0.3$ also has a strong tendency to diverge at the finite temperature although the uniform magnetization does not characterize the CSL structure in the low-temperature region, and the magnetization parallel to the magnetic field changes rapidly near the transition temperature. These suggest that there exists a critical point $(T_d, h_d)$ with $0.2 < h_d < 0.3$ in the magnetic phase diagram of the system although the precise location of the critical point is not determined in this work. Recently, the existence of a critical point in the magnetic phase diagram of a magnetic compound $\text{Cr}_1/3\text{NbS}_2$, which has been extensively studied as a possible candidate of chiral helimagnets in experiments, is also suggested experimentally [28]. This might be consistent with that found in this work. In Ref. [25], Dzyaloshinskii predicts by
analyzing a one-dimensional continuum model that the specific heat \( c \) diverges with a logarithmic correction as \( c \sim \left( (T_\ast - T) \log^2(T_\ast - T) \right)^{-1} \) from below the transition temperature \( T_\ast \) although it does not diverge from above the transition temperature. The specific heat of the system with \( h/J = 0.3 \) in our results seems to also have an antisymmetric singular behavior. Larger-scale simulations of the system is needed to determine the critical exponents and examine the validity of Dzyaloshinskii’s theory.
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