Relative algebraic $K$-theory by elementary means

DANIEL R. GRAYSON

ABSTRACT. In a previous paper I gave a presentation for the Quillen higher algebraic $K$-groups of an exact category in terms of acyclic binary multicomplexes. In this paper I take that presentation as a definition of the higher $K$-groups, generalize it to the relative $K$-groups of an exact functor between exact categories, and produce the corresponding long exact sequence by elementary means, without homotopy theory.

INTRODUCTION

The paper [1] provided the first presentation by generators and relations for the higher algebraic $K$-groups of Quillen, which are defined as homotopy groups of certain spaces constructed by combinatorial means from the algebraic situation under consideration. The generators and relations involve ingredients just a bit more complicated than the notion of chain complex from homological algebra.

A fundamental aspect of algebraic $K$-theory is the construction and use of long exact sequences of algebraic $K$-groups, such as those provided by the localization theorem for abelian categories or the localization theorem for projective modules of Quillen. The most general of these is the long exact sequence

$$\cdots \to K_{n+1}\mathcal{N} \to K_{n+1}[F] \to K_n\mathcal{M} \to K_n\mathcal{N} \to \cdots$$

for an exact functor $F : \mathcal{M} \to \mathcal{N}$, involving the relative $K$-groups of $F$, which are also defined as homotopy groups.

This paper [1] presents a conjectural presentation for the relative $K$-groups, adopts it as a definition, and then uses it directly to construct the long exact sequence by elementary means, without homotopy theory.

Hence the long exact sequence of relative $K$-theory in algebraic $K$-theory is intermediate in complexity between the long exact sequence in homotopy theory and the long exact sequence in homological algebra. The result can also be viewed as an imaginary reconstruction of history, providing a step toward an approach
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to the invention of higher algebraic $K$-theory without homotopy theory and could have been done in the 1960’s.

Perhaps the techniques developed here for computing with the presentation provided here can serve as tools for the construction of useful new long exact sequences of $K$-groups.

I intend to settle the conjecture 1.6 in a future paper.
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1. Basic constructions

In [1, Definition 1.4] we defined what it means for an exact category $\mathcal{N}$ to support long exact sequences, what a long exact sequence of $\mathcal{N}$ is [1, Definition 1.1], and what a quasi-isomorphism of $\mathcal{N}$ is [1, Definition 2.6]. Any exact category can be converted to one that supports long exact sequences by adding objects representing images of idempotent maps, and the conversion changes only $K_0\mathcal{N}$. The advantage of working in such a category is that all the usual statements from homological algebra about exactness of bounded chain complexes hold [1 text after Definition 1.4]. Without further comment, we assume that the exact categories mentioned here all support long exact sequences. In [1] are various results that state that the constructions we use for making new exact categories from old ones (for example, categories of chain complexes or binary chain complexes) preserve the property of supporting long exact sequences; similar statements hold for the slightly more advanced constructions of this paper.

We let $Gr\mathcal{N}$ denote the exact category of bounded $\mathbb{Z}$-graded objects $N$ of $\mathcal{N}$. As in [1 Definition 2.1, Remark 2.2], for an exact category $\mathcal{N}$, we let $C\mathcal{N}$ denote the exact category of bounded chain complexes $(N,d)$ of objects of $\mathcal{N}$, and as in [1 Definition 3.1] we let $B\mathcal{N}$ denote the exact category of bounded binary chain complexes $(N,d,d')$ of objects of $\mathcal{N}$; here $d$ is the top differential, and $d'$ is the bottom differential.

We introduce the following exact functors.
An object in the image of a functor $\Delta$ is called diagonal.

When it is likely to cause little confusion, we identify an object of $BN$ with its image under $i$. But beware: the faithful functor $i: BN \to CN^2$ is not full, because a map $(M,c,c') \to (N,d,d')$ in $BN$ is a single map $M \to N$ in $GrN$ that commutes with both differentials.

In any of our exact categories, we let $i$ denote the subcategory of isomorphisms, and in any of our exact categories of chain complexes (or binary chain complexes, etc.), we let $q$ denote the subcategory of quasi-isomorphisms. As explained in the second paragraph of [1, Section 4], the map $KN \to KqCN$ arising from the embedding $\mathcal{N} \hookrightarrow CN$ is a homotopy equivalence of spectra.

Now we pass to relative $K$-theory for an exact functor $F: \mathcal{M} \to \mathcal{N}$ between exact categories, and we introduce several definitions.

**Definition 1.1.** Let $C[F]$ be the exact category of triples $X = (M, N, u)$, where $M \in C\mathcal{M}$, $N \in C\mathcal{N}$, and $u : FM \sim N$ is a quasi-isomorphism of $CN$. A map $X \to X'$ is a pair $(f, g)$ consisting of maps $f : M \to M'$ and $g : N \to N'$ such that $u' \circ Ff = g \circ u$. We call $u$ the comparison map. We introduce the notations $X_{\text{src}} := M$, $X_{\text{tar}} := N$, and $X_{\text{comp}} := u$.

**Definition 1.2.** Let $B[F]$ be the exact category of triples $X = (M, N, u)$, where $M \in C\mathcal{M}^2$, $N \in B\mathcal{N}$, and $u : FM \sim iN$ is a quasi-isomorphism of $CN^2$. We call $u$ the comparison map. A map $(M, N, u) \to (M', N', u')$ is a pair $(f, g)$ consisting of maps $f : M \to M'$ in $CN^2$ and $g : N \to N'$ in $BN$ such that $u' \circ Ff = xg \circ u$. We introduce the notations $X_{\text{src}} := M$, $X_{\text{tar}} := N$, $X_{\text{comp}} := u$ and the following exact functors.
Here $F^2 := F \times F : \mathcal{M}^2 \to \mathcal{N}^2$, and we freely identify such categories as $C(\mathcal{M}^2)$ and $(CM)^2$, even allowing ourselves to retreat to the ambiguous notation $CM^2$.

For $X \in C[F]$ or $X \in B[F]$ we say that $X$ is acyclic if $X_{src}$ and $X_{tar}$ are acyclic.

**Definition 1.3.** Let $p \subseteq C[F]$ be the subcategory whose arrows $f : X \to X'$ are those where $f_{src} : X_{src} \xrightarrow{\sim} X'_{src}$ is a quasi-isomorphism of $CM$ and $f_{tar} : X_{tar} \xrightarrow{\sim} X'_{tar}$ is an isomorphism of $CN$. Identifying $f$ with the pair $(f_{src}, f_{tar}) \in q \times i$ suggests the mnemonic notation $(q, i)$ for $p$.

Observe that $pC[F]$ is an exact category with weak equivalences, in the sense of [1, Definition A.1]. The category $p$ does not satisfy the cylinder axiom of Waldhausen [2, 1.6], because the rear projection of a mapping cylinder in $CN$ is not an isomorphism.

**Definition 1.4.** Let $p := (q, i) \subseteq B[F]$ be the subcategory whose arrows $f : X \to X'$ are those where $f_{src} : X_{src} \xrightarrow{\sim} X'_{src}$ is a quasi-isomorphism of $CM^2$ and $f_{tar} : X_{tar} \xrightarrow{\sim} X'_{tar}$ is an isomorphism of $BN$.

Observe that $pB[F]$ is an exact category with weak equivalences and that $\Delta : pC[F] \to pB[F]$ is an exact functor. The category $p$ does not satisfy the cylinder axiom of Waldhausen.

A helpful mnemonic may be to view $pB[F]$ as a sort of homotopy pullback of the diagram

$$
\begin{array}{ccc}
& iBN & \\
qCM^2 & \xrightarrow{F} & qCN^2 \\
\downarrow & & \\
\end{array}
$$

**Definition 1.5.** Let $\Omega[F]$ denote the pair $[pB[F] \xleftarrow{\Delta[F]} pC[F]]$ of exact categories with weak equivalences, where $pair$ has the meaning adopted in [1, Definition 4.1]
and in the text after [2] Definition A.3. (We point the arrow leftward to emphasize the role of its target.)

A helpful mnemonic may be to view $\Omega[F]$ as a sort of homotopy pullback of the diagram

$$
\begin{array}{ccc}
[iBN] & \xrightarrow{\Delta} & [iCN] \\
\downarrow^{(I,1)} & & \\
[qCM^2] & \xrightarrow{E} & [qCN^2] \\
\end{array}
$$

**Conjecture 1.6.** Passing to $K$-theory gives the following homotopy pullback square.

$$
\begin{array}{ccc}
K\Omega[F] & \xrightarrow{\Delta} & K[iBN] \\
\downarrow & & \downarrow^{(I,1)} \\
KM & \xrightarrow{KF} & KN
\end{array}
$$

The upper right hand corner in the square above was shown to be contractible in [2] proof of Theorem 4.3. Commutativity of the square up to homotopy is provided by the maps $u$, which are in $q$.

Recalling the definition [2] Definition A.4], observe that the Grothendieck group $K_0\Omega[F]$ is the quotient of $K_0B[F]$ that equates objects in the image of $\Delta[F]$ to 0 and equates the source and the target of maps in $p$. Alternatively, and better for our purposes, is to take that description as the definition of $K_0\Omega[F]$.

The following theorem is our main result; the proof will be given later.

**Theorem 1.7.** Given an exact functor $F : \mathcal{M} \rightarrow \mathcal{N}$ between exact categories that support long exact sequences, the sequence

$$
K_0\Omega[0 \rightarrow \mathcal{M}] \longrightarrow K_0\Omega[0 \rightarrow \mathcal{N}] \longrightarrow K_0\Omega[\mathcal{M} \xrightarrow{E} \mathcal{N}] \\
\bigg\downarrow \hspace{2cm} \bigg\downarrow \hspace{2cm} \bigg\downarrow \\
K_0\Omega[\mathcal{M} \rightarrow 0] \longrightarrow K_0\Omega[\mathcal{N} \rightarrow 0]
$$

of abelian groups induced by the maps of pairs

$$
[0 \rightarrow \mathcal{M}] \xrightarrow{(1,F)} [0 \rightarrow \mathcal{N}] \xrightarrow{(0,1)} [\mathcal{M} \xrightarrow{E} \mathcal{N}] \xrightarrow{(1,0)} [\mathcal{M} \rightarrow 0] \xrightarrow{(F,1)} [\mathcal{N} \rightarrow 0]
$$

is exact.

Recall the notations $B^q\mathcal{N}$ and $C^q\mathcal{N}$ for the subcategories of acyclic objects in $B\mathcal{N}$ and $C\mathcal{N}$ respectively, introduced in the last paragraphs of [2] Sections 2 and 3. Recall also the notation $\Omega\mathcal{N} := [iB^q\mathcal{N} \xleftarrow{\Delta} iC^q\mathcal{N}]$, which was introduced in [2] Definition 4.2].
Lemma 1.8. Let \( \mathcal{N} \) be an exact category. Then \( K_0 \Omega[\mathcal{N} \to 0] \cong K_0 \mathcal{N} \) and \( K_0 \Omega[0 \to \mathcal{N}] \cong K_1 \mathcal{N} \).

Proof. Observe that \( K_0 \Omega[\mathcal{N} \to 0] \cong K_0 qN^2 \xrightarrow{\Delta} qN \cong \text{coker}(K_0 qN^2 \xrightarrow{\Delta} K_0 qN) \cong K_0 qN \cong K_0 \mathcal{N} \).

An object \((0, N, u) \in B[0 \to \mathcal{N}]\) is essentially the same thing as an object \(N \in B^q \mathcal{N}\), because the unique arrow \(u : 0 \to \tau N\) is a quasi-isomorphism if and only if \(N \in B^q \mathcal{N}\). Similarly for an object of \(C[0 \to \mathcal{N}]\). Observe then that \( K_0 \Omega[0 \to \mathcal{N}] \cong K_0 iB^q \mathcal{N} \xrightarrow{\Delta} iC^q \mathcal{N} \cong K_0 \Omega \mathcal{N} \cong K_1 \mathcal{N} \); the final isomorphism of the chain is provided by [1, Corollary 7.2]. \(\square\)

For our current purpose, we may adopt either \( K_0 \Omega[0 \to \mathcal{N}] \) or \( K_0 \Omega \mathcal{N} \) as the definition of \( K_1 \mathcal{N} \), and we identify a class \([0, N, 0] \in K_0 \Omega[0 \to \mathcal{N}]\) with the corresponding class \([N] \in K_1 \mathcal{N}\).

Corollary 1.9. Given an exact functor \( F : \mathcal{M} \to \mathcal{N} \) between exact categories that support long exact sequences, there is an exact sequence

\[
K_1 \mathcal{M} \longrightarrow K_1 \mathcal{N} \longrightarrow K_0 \Omega[F] \longrightarrow K_0 \mathcal{M} \longrightarrow K_0 \mathcal{N}
\]

Remark 1.10. An explicit computation shows that, in general, \( K_0 \Omega[F] \) is not isomorphic to \( \text{coker}(K_1 \mathcal{M} \to K_1 \mathcal{N}) \oplus \ker(K_0 \mathcal{M} \to K_0 \mathcal{N}) \). It compares the exact sequence above to Quillen’s localization sequence for the embedding of a Dedekind domain with nontrivial ideal class group into its field of fractions.

2. The long exact sequence

To extend the long exact sequence of 1.9 to the left, we introduce the notion of split cubes of exact categories.

Definition 2.1. A pair \([f]\) in a category \( \mathcal{C} \) is split if there is a map \( g \) (called the splitting) with \( g \circ f = 1 \). A split 0-cube of \( \mathcal{C} \) is an object of \( \mathcal{C} \). For \( n \in \mathbb{N} \) a split \( n + 1 \)-cube is a split pair \([C' \to C]\) in the category of split \( n \)-cubes of \( \mathcal{C} \). A split \( n \)-cube of exact categories is a split \( n \)-cube in the category of exact categories.

Recall from [1, Section 7, first paragraph] that the functor \( \Omega : \mathcal{N} \mapsto \Omega \mathcal{N} \) can be iterated \( n \) times, yielding a functor \( \Omega^n : \mathcal{N} \mapsto \Omega^n \mathcal{N} \), where \( \Omega^n \mathcal{N} \) is regarded here as a split \( n \)-cube of exact categories. It is split because the functor \( \Delta \) is split by the functor \( \tau \).

Since the functor \( \tau \) is natural, the functor \( \Omega \) can be viewed as a split pair of functors from exact categories to exact categories, and thus \( \Omega^n \) can be viewed as a split \( n \)-cube of such functors. In particular, if \([\mathcal{M} \to \mathcal{N}]\) is a pair of exact categories, then \( \Omega^n[\mathcal{M} \xrightarrow{\xi} \mathcal{N}] := [\Omega^n \mathcal{M} \xrightarrow{\xi} \Omega^n \mathcal{N}] \) is a split \( n \)-cube of pairs of exact
Observe that if \( G : \mathcal{C} \to \mathcal{Ab} \) is a functor from a category \( \mathcal{C} \) to the category \( \mathcal{Ab} \) of abelian groups, then we can extend it to a functor on split \( n \)-cubes in \( \mathcal{C} \), by induction on \( n \), by defining \( G[C' \to C] := \text{coker}(GC' \to GC) \). Since a direct summand of an exact sequence is exact, an exact sequence \( G' \to G \to G'' \) of functors \( \mathcal{C} \to \mathcal{Ab} \) remains exact when extended to a sequence of functors on split \( n \)-cubes of \( \mathcal{C} \).

If \( C \) is a split \( n \)-cube of exact categories and \( m \in \mathbb{N} \), then the discussion above gives a meaning to \( K_m C \), as does the notion of multi-relative \( K \)-theory of a cube of exact categories, discussed in [1, Appendix]. The two meanings agree, because the long exact sequence of relative \( K \)-theory for a split pair \( [F : \mathcal{M} \to \mathcal{N}] \) splits into a collection of split short exact sequences \( 0 \to K_m \mathcal{M} \to K_m \mathcal{N} \to K_m[F] \to 0 \), demonstrating that the relative \( K \)-group \( K_m[F] \) is isomorphic to \( \text{coker}(K_m \mathcal{M} \to K_m \mathcal{N}) \). Since the meanings agree, we may allow the ambiguity in notation, as in the statement of the following lemma. For those readers interested only in the elementary content of this paper, the second meaning can be ignored.

**Lemma 2.2.** Given an exact category \( \mathcal{N} \) with \( m \in \mathbb{N} \) and \( n \in \mathbb{N} \), there is a natural isomorphism \( K_m \Omega^n \mathcal{N} \cong K_{m+n} \mathcal{N} \).

**Proof.** We apply [1, Corollary 7.1] and use the notation used there: \( K_m \Omega^n \mathcal{N} = \pi_m K \Omega^n \mathcal{N} \cong \pi_m V^0 \Omega^n K \mathcal{N} \cong \pi_m \Omega^n K \mathcal{N} \cong K_{m+n} \mathcal{N} \). Here \( K \Omega^n \mathcal{N} \) is the multi-relative \( K \)-theory spectrum of the split \( n \)-cube \( \Omega^n \mathcal{N} \) of exact categories, and \( V^0 \) denotes the functor that gives the 0-th stage of the Postnikov filtration of a spectrum. \( \square \)

Readers interested only in the elementary content of this paper may take \( \mathcal{N}' := K_0 \Omega^n \mathcal{N} \) as a definition. In that case, the proof of the lemma would amount to the following chain of isomorphisms: \( K^n \mathcal{N}' := (K_0 \Omega^n)(\Omega^n \mathcal{N}) \cong K_0(\Omega^n \Omega^n \mathcal{N}) \cong K_0(\Omega^{m+n} \mathcal{N}) \cong K_{m+n} \mathcal{N} \).

**Corollary 2.3.** Given an exact functor \( F : \mathcal{M} \to \mathcal{N} \) between exact categories that support long exact sequences and \( n \in \mathbb{N} \), there is a long exact sequence

\[
\begin{align*}
\cdots & \to K_{n+1} \mathcal{M} \to K_{n+1} \mathcal{N} \to (K_0 \Omega)(\mathcal{M} \to \mathcal{N}) \\
& \to K_n \mathcal{M} \to K_n \mathcal{N} \to \cdots \\
& \to K_0 \mathcal{M} \to K_0 \mathcal{N}
\end{align*}
\]

Here \( K_0 \Omega \) denotes the functor on pairs of exact categories discussed above, extended to split \( n \)-cubes of such pairs.
Remark 2.4. Settling the conjecture \[1.6\] would imply that \((K_0 \Omega)(\Omega^n[F]) \cong K_{n+1}[F]\) for \(n \in \mathbb{N}\). The corollary doesn’t address generators and relations for \(K_0[F]\), but good ones are already provided by the isomorphism \(K_0[F] \cong \text{coker}(K_0(F) : K_0 \mathcal{M} \to K_0 \mathcal{N})\).

Proof. We interpret the groups in the statement of \[1.9\] as functors from the category of pairs \([F]\) of exact categories to the category of abelian groups, so we can extend them to functors on split \(n\)-cubes of pairs of exact categories. The sequence remains exact when applied to \(\Omega^n[\mathcal{M} \overset{F}{\to} \mathcal{N}]\), yielding the following exact sequence.

\[
K_1 \Omega^n \mathcal{M} \longrightarrow K_1 \Omega^n \mathcal{N} \longrightarrow (K_0 \Omega)(\Omega^n[\mathcal{M} \overset{F}{\to} \mathcal{N}]) \longrightarrow K_0 \Omega^n \mathcal{M} \longrightarrow K_0 \Omega^n \mathcal{N}
\]

By \[2.2\] we can rewrite it as follows.

\[
K_{n+1} \mathcal{M} \longrightarrow K_{n+1} \mathcal{N} \longrightarrow (K_0 \Omega)(\Omega^n[\mathcal{M} \overset{F}{\to} \mathcal{N}])K_n \mathcal{M} \longrightarrow K_n \mathcal{N}
\]

Splicing these 5-term exact sequences together yields the desired result. \(\square\)

3. Proof of exactness, part 0

Lemma 3.1. Let \(\mathcal{M}\) be an exact category, and let \(1_\mathcal{M} : \mathcal{M} \to \mathcal{M}\) be the identity functor. Then \(K_0 \Omega[1_\mathcal{M}] = 0\).

Proof. Consider a generator \(\gamma = [(M, N, u)]\) of \(K_0 \Omega[1_\mathcal{M}]\) with \((M, N, u) \in B[1_\mathcal{M}]\). The map \((u, 1) : (M, N, u) \to (\iota N, N, 1)\) is in \(p\), so \(\gamma = [(\iota N, N, 1)]\). The successive subquotients \((\iota N_i[-\ell], N_i[-\ell], 1)\) of the degree-wise filtration of \((\iota N, N, 1)\) are in \(B[1_\mathcal{M}]\), because an identity map is a quasi-isomorphism, so we can write \(\gamma = \sum_i[(\iota N_i[-\ell], N_i[-\ell], 1)]\). The object \((\iota N_i[-\ell], N_i[-\ell], 1)\) is concentrated in degree \(\ell\), so its differentials vanish, rendering its top and bottom differentials equal, and thus it is in the image of \(\Delta\). Hence each term in the sum vanishes. \(\square\)

Corollary 3.2. The sequence of groups in \[1.9\] is a chain complex.

Proof. Examine the following commutative diagram, in which the lemma has been applied at three spots.

\[
\begin{array}{cccccc}
K_0 \Omega[0 \to \mathcal{M}] & \overset{(1,F)}{\longrightarrow} & K_0 \Omega[0 \to \mathcal{N}] & \overset{(1,0)}{\longrightarrow} & K_0 \Omega[0 \to 0] = 0 \\
\downarrow{(0,1)} & & \downarrow{(0,1)} & & \downarrow{(0,1)} \\
0 = K_0 \Omega[\mathcal{M} \overset{1}{\to} \mathcal{M}] & \overset{(1,F)}{\longrightarrow} & K_0 \Omega[\mathcal{M} \overset{F}{\to} \mathcal{N}] & \overset{(1,0)}{\longrightarrow} & K_0 \Omega[\mathcal{M} \to 0] \\
& \overset{(F,1)}{\downarrow} & & \overset{(F,1)}{\downarrow} & \\
& 0 = K_0 \Omega[\mathcal{N} \overset{1}{\to} \mathcal{N}] & \overset{(1,0)}{\longrightarrow} & K_0 \Omega[\mathcal{N} \to 0] \\
\end{array}
\]
4. Facts about the Grothendieck group, part 1

**Lemma 4.1.** Let $\mathcal{M}$ be an exact category, and consider objects $M, M' \in \mathcal{M}$. Their classes $[M]$ and $[M']$ in $K_0\mathcal{M}$ are equal if and only if there exist objects $V^0, V^1, V^2$ of $\mathcal{M}$ and exact sequences of the form $E : 0 \to M \oplus V^0 \to V^1 \to V^2 \to 0$ and $E' : 0 \to M' \oplus V^0 \to V^1 \to V^2 \to 0$. (We assume no relationship between the maps of $E$ and the maps of $E'$.)

**Proof.** Use the notation $M \sim M'$ to indicate the condition that the three objects and two short exact sequences exist. If $M \sim M'$, then $[M] = [M']$ follows from additivity and the existence of $E$ and $E'$.

We introduce some terminology. A commutative (additive) monoid is cancellative if in it $x + z = y + z \Rightarrow x = y$ holds. An additive equivalence relation is called cancellative if the corresponding quotient commutative monoid is.

The relation $\sim$ is a cancellative additive equivalence relation on the commutative monoid consisting of the isomorphism classes of $\mathcal{M}$, where direct sum gives the addition operation. For example, additivity follows by forming direct sums of the exact sequences involved. To show $M \sim M'$ (reflexivity), one takes $E$ and $E'$ to be $0 \to M \xrightarrow{i} M \to 0 \to 0$; compatibility with isomorphism is similar. Symmetry follows from interchanging $E$ and $E'$. To show $M \sim M' \sim M'' \Rightarrow M \sim M''$ (transitivity), one uses additivity to deduce that $M \oplus M' \sim M' \oplus M''$ and then cancels $M'$.

Now let $H$ denote the commutative monoid of equivalence classes of objects of $\mathcal{M}$ modulo $\sim$, with the equivalence class of $M$ denoted by $\langle M \rangle$. Since it is cancellative, the universal map from $H$ to a group $G$ is injective. To see that, construct $G$ in the standard way as a quotient set of $H \times H$, where $(h, h') \sim (k, k')$ if and only if $h + k' = h' + k$. We may thus identify $h$ with the equivalence class of $(h, 0)$.

There is a well defined homomorphism $G \to K_0\mathcal{M}$ defined by $(\langle M \rangle, \langle M' \rangle) \mapsto [M] - [M']$.

There is also a well defined homomorphism $K_0\mathcal{M} \to G$ defined on generators by $[M] \mapsto \langle M \rangle$, because the relation is additive over short exact sequences. To see that, consider an exact sequence $0 \to M' \xrightarrow{i} M \xrightarrow{p} M'' \to 0$, and use the following pair of exact sequences to show $M \sim M' \oplus M''$.

$$
\begin{array}{c}
0 \xrightarrow{0} M \xrightarrow{(i)} M \oplus M'' \xrightarrow{(0, 1)} M'' \xrightarrow{0} 0 \\
0 \xrightarrow{0} M' \oplus M'' \xrightarrow{(i, 0)} M \oplus M'' \xrightarrow{(p, 0)} M'' \xrightarrow{0} 0
\end{array}
$$
The two homomorphisms are inverse to each other, as can be verified on generators, so they are isomorphisms. Hence \( \langle M \rangle = \langle M' \rangle \) if and only if \([M] = [M']\), yielding the result desired.

**Corollary 4.2.** The classes \([M]\) and \([M']\) in \(K_0M\) are equal if and only if there exist three objects \(V^0, V^1, V^2\) of \(M\) and two exact sequences of the form \(E : 0 \rightarrow M \rightarrow V^0 \rightarrow V^1 \rightarrow V^2 \rightarrow 0\) and \(E' : 0 \rightarrow M' \rightarrow V^0 \rightarrow V^1 \rightarrow V^2 \rightarrow 0\).

**Proof.** The leftward implication follows from additivity in \(K_0\) applied to \(E\) and \(E'\). To prove the rightward implication, suppose \([M] = [M']\). Adding length 1 acyclic complexes formed from the maps \(1_M\) and \(1_{M'}\) to the short exact sequences provided by the Lemma yields the following exact sequences, of the form desired.

\[
\begin{array}{cccccc}
0 & \rightarrow & M' & \rightarrow & M' \oplus M \oplus V^0 & \rightarrow & V^1 & \rightarrow & V^2 & \rightarrow & 0 \\
0 & \rightarrow & M & \rightarrow & M \oplus M' \oplus V^0 & \rightarrow & V^1 & \rightarrow & V^2 & \rightarrow & 0
\end{array}
\]

□

5. **Proof of exactness, part 1**

**Lemma 5.1.** The subsequence \(K_0\Omega[M \xrightarrow{F} N] \rightarrow K_0\Omega[M \rightarrow 0] \xrightarrow{F} K_0\Omega[N \rightarrow 0]\) of the sequence in Theorem 1.7 is exact.

**Proof.** By Corollary 3.2 we know the sequence is a complex. The identifications in Lemma 1.8 allow us to write the sequence in the form \(K_0\Omega[F] \rightarrow K_0M \xrightarrow{F} K_0N\), so we consider an arbitrary element \([M] - [M']\) of \(K_0M\) killed by \(F\) and try to show it is in the image of the previous map, which we’ll call projection. By 1.7 applied to \(FM\) and \(FM'\) we find exact sequences \(0 \rightarrow FM \xrightarrow{u} N^0 \xrightarrow{d_f} N^1 \xrightarrow{d} N^2 \rightarrow 0\) and \(0 \rightarrow FM' \xrightarrow{u'} N^0 \xrightarrow{d'_f} N^1 \xrightarrow{d'} N^2 \rightarrow 0\) in \(N\). Let \(N\) denote the binary complex \((N, d, d')\) and regard \(u\) and \(u'\) as quasi-isomorphisms \(u : FM \xrightarrow{\sim} N\) and \(u' : FM' \xrightarrow{\sim} N\). (Here we write the same name for an object and the corresponding chain complex concentrated in degree 0.) The class in \(K_0\Omega[F]\) of the object \(((M, M'), N, (u, u')) \in B[F]\) projects to \([M] - [M']\) in \(K_0M\), yielding the result.

□

6. **Proof of exactness, part 2**

Let \(M \xrightarrow{F} N\) be an exact functor between exact categories. For \(i \in \mathbb{N}\) and \((M, N, u) \in B[F]\), let \((M, N, u)[i] := (M[i], N[i], u[i])\), where the shift operation on chain complexes (or on binary chain complexes) is the standard one, as defined in [1, Definition 2.1].

**Lemma 6.1.** For \(i \in \mathbb{N}\) and \((M, N, u) \in B[F]\), the equation \([M, N, u][i] = (-1)^i[(M, N, u)]\) holds in \(K_0\Omega[F]\).
Proof. We may assume $i = -1$. The naive filtration of $M$ and $N$ does not necessarily induce a filtration of $u$ in $B[F]$, because the components $u_j$ may not be isomorphisms. Nevertheless, it does induce a filtration of the mapping cone $C$ of the identity map $1_{(M,N,u)}$, because identity maps have acyclic mapping cones, and any map between such cones is a quasi-isomorphism. Moreover, the successive subquotients of the filtration are diagonal, hence $[C] = 0$. Additivity over the cone exact sequence $0 \to (M,N,u) \to C \to (M,N,u)[-1] \to 0$ gives the result. \hfill \Box

Corollary 6.2. Any element of $K_0\Omega[F]$ can be written in the form $[(M,N,u)]$ for some object $(M,N,u)$ of $B[F]$.

Proof. Using direct sum, an arbitrary element can be written as a difference $[(M,N,u)] - [(M',N',u')]$ of generators, which can be rewritten as $[(M \oplus M'[1], N \oplus N'[1], u \oplus u'[1])]$. \hfill \Box

Lemma 6.3. The subsequence $K_0\Omega[0 \to N] \to K_0\Omega[M \xrightarrow{\tau} N] \to K_0\Omega[M \to 0]$ of the sequence in Theorem 1.7 is exact.

Proof. By Corollary 3.2, we know the sequence is a complex. Using the corollary, consider an arbitrary element of the form $[(M,N,u)]$ in $K_0\Omega[M \xrightarrow{\tau} N]$ that projects to 0, where $(M,N,u) \in B[F]$, and try to show it is in the image of the previous map. Identifying $K_0\Omega[M \to 0]$ with $K_0\mathcal{M}$ by Lemma 1.8, we see that $\chi(\tau M) = \chi(\downarrow M) \in K_0\mathcal{M}$, where $\chi(C) := \sum_i (-1)^i [C_i]$ for a chain complex $C$. Using that equality, we refer to the (elementary) proof of [1, Lemma 5.4], which shows something slightly stronger than is written in the statement of the lemma: that there exists a pair $X \in CM^2$ of acyclic chain complexes such that $gr \tau M \oplus gr \tau X \cong gr \downarrow M \oplus gr \downarrow X$. Acyclicity of $X$ tells us that $(X,0,0)$ is in $B[F]$ and that the map $0 \to (X,0,0)$ is in $p$, hence that $[(X,0,0)] = 0$ in $K_0\Omega[F]$. We replace $(M,N,u)$ by $(M,N,u) \oplus (X,0,0)$ without changing its class in $K_0\Omega[F]$, arriving at a situation where $gr \tau M \cong gr \downarrow M$. Replacing the objects of $\downarrow M$ by the objects of $\tau M$ and composing the differentials of $\downarrow M$ with the appropriate isomorphisms, we achieve $gr \tau M = gr \downarrow M$, without changing the isomorphism class of $\downarrow M$. Hence $M = iL$ for some $L \in B\mathcal{M}$. The quasi-isomorphism $u : iFL \xrightarrow{\sim} \tau N$ has an acyclic mapping cone $\text{Cone}(u) \in C^0N^2$. Since $gr \tau \text{Cone}(u) = gr N \oplus gr FL[-1] = gr \downarrow \text{Cone}(u)$, there is a unique object $\text{Cone}'(u) \in B\mathcal{N}$ with $i \text{Cone}'(u) = \text{Cone}(u)$. Thus we get a class $[(0, \text{Cone}'(u), 0)] \in K_0\Omega[0 \to \mathcal{N}]$, the first group of our sequence, and the goal is to show it maps to our generator.

The remark in the previous paragraph about mapping cones applies more generally. Given $X,Y \in B[F]$ and a map $f : \tau X \to \tau Y$ in $C[F^2]$, the mapping cone $\text{Cone}(f)$ is uniquely of the form $i \text{Cone}'(f)$ for some $\text{Cone}'(f) \in B[F]$.

Let $C'[F]$ be defined just as $C[F]$ was, except that the comparison maps inside each object are not required to be quasi-isomorphisms. Now consider the following
exact sequences of pairs in $C'[F^2]$, where each pair is displayed as a vertical arrow.

\[
\begin{array}{cccccccccccccc}
0 & \rightarrow & 0 & \rightarrow & (M, \tau FL, 1) & \rightarrow & (M, \tau FL, 1) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & (M, \tau N, u) & \rightarrow & (M, \tau N, u) & \rightarrow & 0 & \rightarrow & 0
\end{array}
\]

\[
\begin{array}{cccccccccccccc}
0 & \rightarrow & (0, \tau FL, 0) & \rightarrow & (M, \tau FL, 1) & \rightarrow & (M, 0, 0) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & (0, \tau N, 0) & \rightarrow & (M, \tau N, u) & \rightarrow & (M, 0, 0) & \rightarrow & 0
\end{array}
\]

Applying Cone to the each of the pairs above yields the following pair of exact sequences in $C'[F^2]$.

\[
\begin{array}{cccccccccccccc}
0 & \rightarrow & (M, \tau N, u) & \rightarrow & Y' & \rightarrow & W' & \rightarrow & 0 \\
0 & \rightarrow & (0, \text{Cone}(u), 0) & \rightarrow & Y' & \rightarrow & Z' & \rightarrow & 0
\end{array}
\]

The comparison maps in each of the objects here are quasi-isomorphisms, because in every case, either we have the mapping cone of a quasi-isomorphism (in 4 of the 6 cases), or we have the mapping cone of a map between two objects each with a comparison map that is a quasi-isomorphism (in 4 of the 6 cases). Thus the exact sequences lie in $C[F^2]$.

We see that our exact sequences arise from exact sequences in $B[F]$, in which $Y := \text{Cone}'(1, u)$.

\[
\begin{array}{cccccccccccccc}
0 & \rightarrow & (M, \tau N, u) & \rightarrow & Y & \rightarrow & W := (M, \tau FL, 1)[-1] & \rightarrow & 0 \\
0 & \rightarrow & (0, \text{Cone}'(u), 0) & \rightarrow & Y & \rightarrow & Z := (\text{Cone}(1_M), 0, 0) & \rightarrow & 0
\end{array}
\]

The naive filtration of $L$ and $M$ induces filtrations of $W$ and $Z$ with diagonal successive subquotients, so $[W]$ and $[Z]$ vanish in $K_0\Omega[F]$. From additivity and the two exact sequences we deduce that $[(M, N, u)] = [Y] = [(0, \text{Cone}'(u), 0)]$, yielding the result. \qed

7. Facts about the Grothendieck group, part 2

Lemma 7.1. Let $\Delta : v\mathcal{D} \rightarrow w\mathcal{M}$ be an exact functor between exact categories with weak equivalences, in the sense of [1, Definition A.1], and with a cylinder functor in the sense of [2, 1.6]. Assume that the cone of any isomorphism in $\mathcal{M}$ has an admissible filtration whose successive subquotients are in the image of $\Delta$ (up to isomorphism). Consider objects $M, M' \in \mathcal{M}$. Their classes $[M]$ and $[M']$ in the relative Grothendieck group $K_0[\Delta]$ of the pair $[\Delta]$ are equal if and only if there exist
objects \(V^0, V^1, V^2\) of \(\mathcal{M}\), mapping cones \(C\) and \(C'\) of maps in \(w\), objects \(D\) and \(D'\) in the image of \(\Delta\), and exact sequences of the form \(E: 0 \to M \oplus C \oplus D \oplus V^0 \to V^1 \to V^2 \to 0\) and \(E': 0 \to M' \oplus C' \oplus D' \oplus V^0 \to V^1 \to V^2 \to 0\).

**Remark 7.2.** A cylinder functor supports also the construction of cones and suspensions. If \(w, \mathcal{M}\) is the category of chain complexes over an exact category, then the mapping cylinder for chain complexes provides a cylinder functor, and if \(w\) contains the quasi-isomorphisms, then the cylinder axiom holds; the cone is defined as the cokernel of the front inclusion into the cylinder and agrees with the mapping cone; and the suspension of \(M\) is defined as the cone of \(M \to 0\) and agrees with the functor \(M \mapsto M[-1]\). The assumption about filtrations of mapping cones in the lemma is a substitute in our context for the cylinder axiom.

**Remark 7.3.** The Grothendieck group \(K_0[\Delta]\) is the quotient of \(K_0\mathcal{M}\) by the subgroup \(H\) generated by all elements of the form \([F(D)]\) for some \(D \in \mathcal{D}\) together with all elements of the form \([M] - [M']\) for some \(M' \to M\) in \(w\). It is independent of \(v\). For the elementary purposes of this paper, that may be taken as the definition.

**Proof.** Given \(f: M' \to M\) in \(\mathcal{M}\), consider the following pair of exact sequences.

\[
\begin{array}{c}
0 \to M \xrightarrow{f} \text{Cone } f \xrightarrow{} M'[-1] \xrightarrow{} 0 \\
0 \to M' \xrightarrow{1_{M'}} \text{Cone } 1_{M'} \xrightarrow{} M'[-1] \xrightarrow{} 0
\end{array}
\]

By the hypothesis on filtrations, we know \([\text{Cone } 1_{M'}]\) vanishes in \(K_0[\Delta]\), so by additivity, \([\text{Cone } f] = [M] - [M']\). In particular, cones of maps in \(w\) vanish in \(K_0[\Delta]\), establishing the leftward implication.

Write \(K_0[\Delta]\) as the quotient \((K_0\mathcal{M})/H\), where \(H\) is the subgroup described by \(7.3\) and use the notation \([M]_0\) temporarily to denote the class of \(M\) in \(K_0\mathcal{M}\), thereby distinguishing it from \([M] \in K_0[\Delta]\).

A further consequence of the hypothesis on filtrations and the argument above is that we may regard \(H\) as being generated by all elements of the form \([F(D)]_0\) for some \(D \in \mathcal{D}\) together with all elements of the form \([\text{Cone } f]_0\) for some \(f \in w\).

To prove the rightward implication, consider objects \(M, M' \in \mathcal{M}\) and suppose \([M] = [M']\). It follows that \([M]_0 - [M']_0 \in H\) and can be written as a linear combination of generators. Using direct sums to combine like terms with coefficients of the same sign in the linear combination, we may write \([M]_0 - [M']_0 = [D']_0 - [D] + [C']_0 - [C]_0\) for some objects \(D\) and \(D'\) in the image of \(\Delta\) and for some mapping cones \(C\) and \(C'\) of maps in \(w\). Thus \([M \oplus C \oplus D]_0 = [M' \oplus C' \oplus D']_0\), and an application of \(4.1\) gives the result. □
8. Facts about $K_1$

For forming the total complex of a complex $N$ of complexes, or for forming the total binary complex of a binary complex of complexes, and so on, we will fix the following convention for adjusting the signs of the differentials to produce the differential of the total complex: we alter the sign of the differential of the complex $N_i$ by $(-1)^i$. That is equivalent to rewriting the chain complex $\cdots \rightarrow N_i \xrightarrow{d} N_{i-1} \rightarrow \cdots$ where each $d$ is a chain map of degree 0 as a chain complex $\cdots \rightarrow N_i[-i] \xrightarrow{d} N_{i-1}[-i+1] \rightarrow \cdots$ where each $d$ is a chain map of degree $-1$ obeying the usual sign rule. Observe that any chain complex $(M,d)$ is isomorphic to $(M,-d)$, and isomorphic objects have the same class in Grothendieck groups, so the change of sign causes no problem in practice.

Lemma 8.1. Given $N \in B^q \mathcal{N}$, the equation $[N[i]] = (-1)^i[N]$ holds in $K_1 \mathcal{N}$.

Proof. Apply 6.1 to the exact functor $0 \rightarrow N$. $\square$

An acyclic binary chain complex $\xymatrix{N_1 & \ar[l]_-f N_0}$ of length 1 is essentially the same thing as an automorphism $N_0 \xrightarrow{\cong} N_0$. We formalize that as follows.

Definition 8.2. If $\theta$ is an automorphism of an object $N$ of an exact category $\mathcal{N}$, let $[\theta] := [\mathcal{A}(\theta)] \in K_1 \mathcal{N}$, where $\mathcal{A}(\theta)$ is the acyclic binary complex of $N$ with copies of $N$ in degrees 0 and 1, with top differential $\theta : N \rightarrow N$, and with bottom differential $1 : N \rightarrow N$.

Any acyclic binary chain complex of $\mathcal{N}$ of the form $\xymatrix{\xymatrix{N_1 & \ar[l]_-f N_0}}$ is isomorphic to $\mathcal{A}(f \circ g^{-1})$.

Definition 8.3. An automorphism of an object $N$ of an exact category $\mathcal{N}$ is called elementary if it has the form $(\begin{smallmatrix} 1 \\ 0 \\ 1 \end{smallmatrix})$ with respect to some direct sum decomposition $N \cong N' \oplus N''$ of $N$.

Lemma 8.4. Let $\mathcal{N}$ be an exact category, and let $N$ be an object of $\mathcal{N}$.

1. If $\theta$ and $\psi$ are automorphisms of $N$, then $[\theta \psi] = [\theta] + [\psi] \in K_1 \mathcal{N}$.
2. If $\theta$ is a product of elementary automorphisms, then $[\theta] = 0$.

Proof. For (1), consider the following pair of bicomplexes in $\mathcal{N}$ with the same underlying $\mathbb{Z}^2$-graded object, concentrated in degrees $\{0,1\} \times \{0,1\}$.

\[
\begin{array}{ccc}
N & \xrightarrow{-1} & N \\
\downarrow{\psi} & & \downarrow{\theta \psi} \\
N & \xrightarrow{\theta} & N
\end{array}
\quad
\begin{array}{ccc}
N & \xrightarrow{-1} & N \\
\downarrow{1} & & \downarrow{1} \\
N & \xrightarrow{1} & N
\end{array}
\]

\]
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(The diagrams above anticommute, as they ought to in a bicomplex.) The total complexes give a single object $K$ of $B^q\mathcal{N}$. Filter by rows (one of which is diagonal) to see that $[K] = [\theta] \in K_1\mathcal{N}$. Filter by columns and apply 8.1 to see that $[K] = [\theta \psi] - [\psi]$, yielding the result.

For (2), by (1) we may assume $\theta$ is elementary with respect to a direct sum decomposition $N \cong N' \oplus N''$ of $N$. Additivity over the short exact sequence $0 \to A(1_{N'}) \to A(\theta) \to A(1_{N''}) \to 0$ gives the result. □

Lemma 8.5. Suppose $M$ and $N$ are objects of $B^q\mathcal{N}$, and $f : \tau M \cong \tau N$ and $g : \tau M \cong \tau N$ are isomorphisms of complexes. Then the following equation holds in $K_1\mathcal{N}$.

$$[N] - [M] = \sum_i (-1)^i [f_i g_i^{-1}]$$

Proof. Form two complexes of complexes of $\mathcal{N}$ with the same underlying $\mathbb{Z}^2$-graded object that have $M$ in column 1 and $N$ in column 0, using $f$ and the top differentials of $M$ and $N$ in the first and using $g$ and the bottom differentials in the second. All rows and columns are acyclic, so the total complexes form an object $K$ of $B^q\mathcal{N}$. Filter by columns and apply 8.1 to see that $[K] = [N] - [M]$. Filter by rows to get acyclic binary complexes of length 1 of the form $M_i \xrightarrow{f_i} N_i$ supported in degrees $\{i, i+1\}$, which are in turn isomorphic to acyclic binary complexes of the form $A(f_i g_i^{-1})[-i]$. □

Lemma 8.6. Suppose that $d_1, \ldots, d_n$ are acyclic differentials on a graded object $N$ of $\mathcal{N}$, and let $\sigma$ be a permutation of the set $\{1, \ldots, n\}$. Then the following equation holds in $K_1\mathcal{N}$.

$$[(N, d_1, d_{\sigma 1})] + [(N, d_2, d_{\sigma 2})] + \cdots + [(N, d_n, d_{\sigma n})] = 0$$

Proof. A permutation can be written as a product of disjoint cycles, so by treating each cycle separately we may assume $\sigma$ is a cycle of order $n$. By renumbering, we may assume $\sigma 1 = 2, \sigma 2 = 3, \ldots, \sigma n = 1$.

The signed block permutation matrix

$$S := \begin{pmatrix} 0 & -1 & \cdots & 0 & 0 \\ 1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & -1 \\ 1 & 0 & \cdots & 0 & 0 \end{pmatrix}$$

gives an automorphism of $N^n$ that is a product of elementary matrices. (For example, when $n = 2$, one uses the following equation.

$$\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}$$
The general case follows from the case for \( n = 2 \) by writing \( S \) as a product of signed transpositions.) Moreover, \( S \) satisfies the equation

\[
S(d_1 \oplus \cdots \oplus d_n) = \begin{pmatrix}
0 & -d_2 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 - d_n
\end{pmatrix} = (d_2 \oplus \cdots \oplus d_n \oplus d_1) S
\]

and thus gives an isomorphism \( S : (N, d_1 \oplus \cdots \oplus d_n) \to (N, d_2 \oplus \cdots \oplus d_n \oplus d_1) \) in \( C^q \mathcal{N} \). Now apply \( \text{8.5} \) to the objects \((N^n, d_1 \oplus \cdots \oplus d_n, d_1 \oplus \cdots \oplus d_n)\) and \((N^n, d_1 \oplus \cdots \oplus d_n, d_2 \oplus \cdots \oplus d_n \oplus d_1)\) along with \( \text{8.4} \) to get 
\[
[(N, d_1, d_2)] + [(N, d_2, d_3)] + \cdots + [(N, d_{n-1}, d_n)] + [(N, d_n, d_1)] = [(N^n, d_1 \oplus \cdots \oplus d_n, d_2 \oplus \cdots \oplus d_n \oplus d_1)] = [(N^n, d_1 \oplus \cdots \oplus d_n, d_1 \oplus \cdots \oplus d_n)] = 0.
\]

**Corollary 8.7.** If \( N \in B^q \mathcal{N} \), then \( [\tau N] = -[N] \) in \( K_1 \mathcal{N} \).

**Proof.** This follows from the case \( n = 2 \) of the lemma. \( \square \)

### 9. Proof of exactness, part 3

Let \( \mathcal{M} \xrightarrow{E} \mathcal{N} \) be an exact functor between exact categories.

**Lemma 9.1.** Given \( E \in BC[F] \) such that \( \text{Tot} E \in B[F] \) is acyclic, the classes \( [\text{Tot} E_{\text{src}}] \in K_1 \mathcal{M} \) and \( [\text{Tot} E_{\text{tar}}] \in K_1 \mathcal{N} \) are related by the equation \( F[\text{Tot} E_{\text{src}}] = [\text{Tot} E_{\text{tar}}] \).

**Proof.** By the exact sequence of a mapping cone, it suffices to show that \( \beta := [\text{Cone}(\text{Tot} \ E_{\text{comp}} : \text{Tot} E_{\text{src}} \to \text{Tot} E_{\text{tar}})] \in K_1 \mathcal{N} \) vanishes. Observe that for each \( i \in \mathbb{Z} \), the map \( E_{\text{comp}}^i : FE_{\text{src}}^i \to E_{\text{tar}}^i \) is a quasi-isomorphism in \( C \mathcal{N} \), and hence its mapping cone is acyclic. Thus the successive subquotients of the naive filtration of \( E \) (in the \( B \)-direction) are in \( B^q \mathcal{N} \); moreover, they are diagonal, because the two differentials in the \( B \)-direction no longer contribute and there was only one differential in the \( C \)-direction. Hence their classes vanish in \( K_1 \mathcal{N} \), and thus so does their sum \( \beta \), as desired. \( \square \)

**Lemma 9.2.** The subsequence \( K_0 \mathcal{O}[0 \to \mathcal{M}] \xrightarrow{F} K_0 \mathcal{O}[0 \to \mathcal{N}] \to K_0 \mathcal{O}[\mathcal{M} \xrightarrow{E} \mathcal{N}] \) of the sequence in Theorem 1.7 is exact.

**Proof.** By Corollary \( \text{8.2} \) we know the sequence is a complex. Consider an arbitrary element \([N] - [N']\) of \( K_0 \mathcal{O}[0 \to \mathcal{N}] \) that dies in \( K_0 \mathcal{O}[\mathcal{M} \xrightarrow{E} \mathcal{N}] \). By \( \text{7.1} \) we can find a pair of exact sequences

\[
Q : \hspace{1cm} 0 \longrightarrow N \oplus C \oplus D \oplus V^0 \longrightarrow V^1 \longrightarrow V^2 \longrightarrow 0
\]

\[
Q' : \hspace{1cm} 0 \longrightarrow N' \oplus C' \oplus D' \oplus V^0 \longrightarrow V^1 \longrightarrow V^2 \longrightarrow 0
\]
in $B[F]$, in which $C$ and $C'$ are mapping cones of maps in $p$ and $D$ and $D'$ are diagonal. Since $N$, $N'$, $C$, and $C'$ are acyclic, the subcomplexes

\[
L : \quad D \oplus V^0 \xrightarrow{(p \ e)} V^1 \xrightarrow{e} V^2
\]

\[
L' : \quad D' \oplus V^0 \xrightarrow{(p' \ e')} V^1 \xrightarrow{e'} V^2
\]

have acyclic total complexes in $B[F]$. Applying the functors $\tau$ and $\perp$ yields the complexes $\tau L$, $\tau L'$, $\perp L$, and $\perp L'$ of objects in $C[F]$. Up to a permutation of direct summands, the objects of $C[F]$ involved in the two complexes $\tau L \oplus \perp L'$ and $\tau L' \oplus \perp L$ are equal. To achieve equality, we implement the permutation of direct summands explicitly to get the following pair of complexes $A$ and $A'$ connecting the same objects in $C[F]$, each with acyclic total complexes, and with isomorphisms $\theta : A \cong \tau L \oplus \perp L'$ and $\theta' : A' \cong \tau L' \oplus \perp L$, where the isomorphisms are implemented as permutations of direct summands, possibly with signs.

\[
A : \quad \tau D \oplus \perp D' \oplus \tau V^0 \oplus \perp V^0 \xrightarrow{q} \tau V^1 \oplus \perp V^1 \xrightarrow{L} \tau V^2 \oplus \perp V^2
\]

\[
A' : \quad \perp D \oplus \tau D' \oplus \tau V^0 \oplus \perp V^0 \xrightarrow{q'} \tau V^1 \oplus \perp V^1 \xrightarrow{r'} \tau V^2 \oplus \perp V^2
\]

(The diagram above does not commute.) The matrices of the four maps are given by the following equations.

\[
q := \begin{pmatrix} \tau p & 0 & \tau e & 0 \\ 0 & \perp p' & 0 & \perp e' \end{pmatrix}, \quad r := \begin{pmatrix} \tau e & 0 \\ 0 & \perp e' \end{pmatrix},
\]

\[
q' := \begin{pmatrix} 0 & -\tau p' & \tau e' & 0 \\ \perp p & 0 & 0 & \perp e \end{pmatrix}, \quad r' := \begin{pmatrix} \tau e' & 0 \\ 0 & \perp e \end{pmatrix}
\]

We have inserted an unmotivated minus sign so the computation below comes out right, compensating for it with a minus sign in $\theta'$.

Let $E$ be the object of $BC[F]$ provided by the pair $(A, A')$; its total complex is an acyclic object of $B[F]$. Applying Lemma 9.1 to $E$, we see that it suffices to show that $[N] - [N'] = [\text{Tot } E_{\text{tar}}]$ in $K_1 \mathcal{N}$.

The exact sequences

\[
0 \longrightarrow \text{Tot } L \longrightarrow \text{Tot } Q \longrightarrow N \oplus C \longrightarrow 0
\]

\[
0 \longrightarrow \text{Tot } L' \longrightarrow \text{Tot } Q' \longrightarrow N' \oplus C' \longrightarrow 0
\]

allow us to deduce that $[N] - [N'] = [\text{Tot } L_{\text{tar}}] - [\text{Tot } L'_{\text{tar}}] + [C'_{\text{tar}}] - [C_{\text{tar}}]$ in $K_1 \mathcal{N}$.

Since $C_{\text{tar}}$ and $C'_{\text{tar}}$ are mapping cones of isomorphisms of binary complexes, the naive filtration of those binary complexes induces a filtration on them whose successive quotients are diagonal and acyclic, showing that $[C'_{\text{tar}}] = [C_{\text{tar}}] = 0$. Hence it is enough to show that $[\text{Tot } L_{\text{tar}}] - [\text{Tot } L'_{\text{tar}}] = [\text{Tot } E_{\text{tar}}]$ in $K_1 \mathcal{N}$.
Notice the difference between two meanings of Tot here: Tot $L_{\text{tar}}$ and Tot $L'_{\text{tar}}$ are total binary complexes of complexes of binary complexes, whereas Tot $E_{\text{tar}}$ is the total binary complex of a binary complex of complexes.

We implement the direct sum $L \oplus \tau L'$ up to a permutation $B \cong L \oplus \tau L'$ of summands by defining $B \in CB[F]$ to be the following chain complex of objects of $B[F]$.

$$D \oplus \tau D' \oplus V^0 \oplus \tau V^0 \xrightarrow{\left(\begin{array}{cccc} p & 0 & e & 0 \\ 0 & \tau p' & 0 & \tau e' \end{array}\right)} V^1 \oplus \tau V^1 \xrightarrow{\left(\begin{array}{c} e \\ 0 \end{array}\right)} V^2 \oplus \tau V^2$$

Applying the functors $\tau$ and $\bot$ yields the following chain complexes, displayed here as $A$ and $A'$ were displayed above.

$\tau B : \quad \tau D \oplus \tau D' \oplus \tau V^0 \oplus \tau V^0 \xrightarrow{q} \tau V^1 \oplus \tau V^1 \xrightarrow{r} \tau V^2 \oplus \tau V^2$

$\bot B : \quad \bot D \oplus \tau D' \oplus \tau V^0 \oplus \tau V^0 \xrightarrow{q''} \tau V^1 \oplus \tau V^1 \xrightarrow{r''} \tau V^2 \oplus \tau V^2$

Here $q$ and $r$ are as in $A$ above, so $\tau B = A = \tau E$, but $q''$ and $r''$ differ from $q'$ and $r'$ as follows.

$$q'' := \left(\begin{array}{ccc} e & 0 & 0 \\ \tau p' & 0 & \tau e' \end{array}\right) \quad r'' := \left(\begin{array}{c} e \\ 0 \end{array}\right)$$

It suffices to show that $[\text{Tot } E_{\text{tar}}] = [\text{Tot } B_{\text{tar}}]$. We know that $\tau \text{Tot } B_{\text{tar}} = \tau \text{Tot } E_{\text{tar}}$, so we introduce a permutation isomorphism $g : \bot E \cong \bot B$ defined as follows, intending to apply [5.3]

$$g^0 = \left(\begin{array}{cccc} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{array}\right) : \bot D \oplus \tau D' \oplus \tau V^0 \oplus \tau V^0 \xrightarrow{\cong} \bot D \oplus \tau D' \oplus \tau V^0 \oplus \tau V^0$$

$$g^1 = \left(\begin{array}{c} 0 \\ 1 \\ 0 \\ -1 \\ 0 \end{array}\right) : \tau V^1 \oplus \tau V^1 \xrightarrow{\cong} \tau V^1 \oplus \tau V^1$$

$$g^2 = \left(\begin{array}{c} 0 \\ 1 \\ -1 \\ 0 \end{array}\right) : \tau V^2 \oplus \tau V^2 \xrightarrow{\cong} \tau V^2 \oplus \tau V^2$$

The maps $g^i$ are chain maps, so it suffices to check that the following diagram commutes.

$$\begin{array}{cccc}
\bot E : & \bot D \oplus \tau D' \oplus \tau V^0 \oplus \tau V^0 & \xrightarrow{q'} \tau V^1 \oplus \tau V^1 & \xrightarrow{r'} \tau V^2 \oplus \tau V^2 \\
\downarrow g & \downarrow g^0 & \downarrow g^1 & \downarrow g^2 \\
\bot B : & \bot D \oplus \tau D' \oplus \tau V^0 \oplus \tau V^0 & \xrightarrow{q''} \tau V^1 \oplus \tau V^1 & \xrightarrow{r''} \tau V^2 \oplus \tau V^2
\end{array}$$
Commutativity of the left hand square amounts to the following computation.

\[ g^1 q' = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} 0 & -\tau p' & \tau e' & 0 \\ \tau p & 0 & 0 & \tau e \end{pmatrix} \]

\[ = \begin{pmatrix} \tau p & 0 & 0 & \tau e \\ 0 & \tau p' & -\tau e' & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix} \]

\[ = q'' g^0 \]

Commutativity of the right hand square is the same, except for the absence of the contributions from \( D \) and \( D' \).

The map \( g \) induces an isomorphism \( \text{Tot} g_{\text{tar}} : \text{Tot} \, \perp E_{\text{tar}} \xrightarrow{\cong} \text{Tot} \, \perp B_{\text{tar}} \) that serves as a companion for the identity \( \text{Tot} \, \tau E_{\text{tar}} = \text{Tot} \, \tau B_{\text{tar}} \). Since it is a product of elementary matrices in each degree, Propositions 8.4 and 8.5 yield the desired equality, \([\text{Tot} \, E_{\text{tar}}] = [\text{Tot} \, B_{\text{tar}}] \). \( \square \)

10. PROOF OF EXACTNESS, CONCLUSION

Proof of 1.7: Apply 5.1, 6.3, and 9.2. \( \square \)
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