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Abstract

In the natural world, life has found innumerable ways to survive and often thrive. Between and even within species, each individual is in some manner unique, and this diversity lends adaptability and robustness to life. In this work, we aim to learn a space of diverse and high-reward policies on any given environment. To this end, we introduce a generative model of policies, which maps a low-dimensional latent space to an agent policy space. Our method enables learning an entire population of agent policies, without requiring the use of separate policy parameters. Just as real world populations can adapt and evolve via natural selection, our method is able to adapt to changes in our environment solely by selecting for policies in latent space. We test our generative model's capabilities in a variety of environments, including an open-ended grid-world and a two-player soccer environment. Code, visualizations, and additional experiments can be found at https://kennyderek.github.io/adap/.

1 Introduction

Quick thought experiment: imagine our world was such that all people acted, thought, and looked exactly the same in every situation. Would we ever have found the influential dissenters that sparked scientific, political, and cultural revolutions?

In reinforcement learning (RL), it is common to learn a single policy that fits an environment. However, it is often desirable to instead find an entire array of high performing policies. To this end, we propose learning a generative model of policies. At a high level, we aim to show that purposefully learning a diverse policy space for a given environment can be competitive to learning a single policy, while better encompassing a range of skillful behaviors that are adaptable and robust to changes in the task and environment. We name our method of learning a space of adaptable agent policies: ADAP.

Previous work has touched on ideas akin to a generative model of policies. In hierarchical RL, the high-level policy controller can be considered a generator of sub-policies that are ‘options’ [1][2][3]. But these methods are designed with the intent to find decomposable skills that aid in the construction of just one downstream controller policy. A body of prior work that aligns more closely with our goals is that of quality diversity [4], which optimizes a population of agents along the axes of both reward and diversity. These methods often use evolutionary search and a require a discrete-sized population of separate agents, each with their own policy weights. This consumes more time and training resources, and limits the number of potential behaviors. Our work integrates the goals of quality diversity into time and memory efficient deep RL by simulating an entire population of agents via a generative model of policies, with diversity bounded only by capacity of the generator.

Why should we bother with finding more than one policy per environment? We propose two primary reasons. First, RL environments are continually approaching greater levels of open-endedness and complexity. For a given environment, there might be an entire manifold of valid and near-equally high performing strategies. By finding points across this manifold, we avoid ‘having all eggs in one basket,’ granting robustness and adaptability to environmental changes. In the event of a change, we are able to adapt our generated population to select individuals that can still survive given the ablation, much like natural selection drives evolution in the real world. Secondly, using a generative model of policies as a population of agents makes intuitive sense in multi-agent environments, in which different agents should have the capacity to act like they are unique individuals. However,
it is common in many multi-agent reinforcement learning settings to deploy the same policy across all agents, such that they are essentially distributed clones. Doing so may reduce the multi-modality of the agent population, resulting a single ’average’ agent.

The rest of the paper is organized as follows. First we introduce our generative model of policies and the diversity objective that guides its learning. Next, we explore the potentials of learning a population of agents by ablating environments and then searching for suitable policies, directly in latent space. We primarily study two environments: Markov Soccer [5] and Farmworld. Farmworld is a new environment we have developed for testing diversity in a multi-agent, open-ended gridworld. At the website linked in the abstract, one can find qualitative results of experiments presented in this paper, as well as additional results on toy environments of CartPole [6] and a standard multi-goal environment.

2 Method

We learn a mapping $G : \phi, Z \rightarrow \Pi$, from generator weights $\phi$ and latent distribution $Z$ to a space of policies $\Pi$. The generator $G_\phi$ itself is not a policy, and must be conditioned on a $z \sim Z$ in order to define a learned set of behaviors that map states to actions. The latent vector $z$ is a stochastic parameter of $G_\phi$, and is sampled once at the beginning of each agent episode. In our experiments, we sample $z$ from the three dimensional unit sphere, which is low dimensional enough to quickly search the latent space. Note that unlike [7], we do not need to build the weights of each agent policy, allowing memory efficiency when training many agents simultaneously. In practice, to compute agent actions, we provide the current environment observation and the agent’s latent $z$ as inputs to $G_\phi$. The weights $\phi$ are differentiable with respect to our diversity regularizer (2.1) and agent policy actions, and we update $\phi$ like normal policy weights. Generally, we drop the $\phi$ from notation for simplicity.

Figure 1: Method Diagram. Upon agent initialization, we sample a latent $z \in Z$ which, along with $\phi$, defines an agent policy for the episode. The diversity regularizer loss is defined over the expected pair $(z_i, z_j)$ and is thus optimized over all possible policies – not just the current policy used on the environment.

Diversity Regularization In order to learn a diverse space of unique policies, we introduce a diversity regularization objective. Since policies define a space of actions taken over different states, we propose that in order for two policies to be distinct, they must have different action distributions given the same state. To this end, we define the objective $L_{div}$:

$$
L_{div}(\phi) = \mathbb{E}_{s \in S} \left[ \mathbb{E}_{z_i, z_j \in Z, z_i \neq z_j} \exp \left( -D_{KL}(\pi_{\phi, z_i; b}(s) || \pi_{\phi, z_j; b}(s)) \right) \right]
$$

(2.1)

in which $D_{KL}$ is the KL-divergence between the two policy action distributions $\pi_{\theta, z_i}$ and $\pi_{\theta, z_j}$, and $b$ is a smoothing constant over the action distributions. We use the smoothing constant $b$ because otherwise, the KL-divergence may quickly approach infinity as probability mass over a particular action approaches zero (see the Appendix for more details).

Optimization of $G$ In our experiments, we optimize the diversity objective in an online fashion using gradient descent, in conjunction with a PPO [8] clipped-surrogate objective and an entropy regularization objective. Our full optimization problem is
We wrote and trained our models and algorithms using the RLLib framework \cite{9} distributed across 3 CPU workers. We ran at least three seeds for each experiment, of which the longest single trial ran for 30 million environment steps on CPU, training in under 24 hours using a single policy update worker and two rollout workers.

Adaptation via Optimization in the Latent Space of $G$ By learning an entire space of policies $\Pi$, we are able to search our policy space for the highest performing policy, whether dealing with the train environment or an ablated future environment.

In contrast to searching over policy parameters through transfer learning or fine-tuning, we are able to quickly search over the low-dimensional latent space (dimensionality 3 in our experiments). In fact, we can quickly adapt back and forth to various situations: the search procedure often takes less than 30 seconds, or 100 episode rollouts, to find any high quality solutions that exist. Over the course of a small number of generations, we evaluate randomly sampled latents, and keep higher performing ones with greater probability. In the event that episodes have a high degree of variability per run – such as in the Markov Soccer environment – it may be necessary to run several episodes per latent vector and average the returns. Details can be found in Algorithm 2.

Figure 2: Model Architectures for Latent Integration

**Model Architecture** Similarly to prior work \cite{3}, we have found that richer integrations between the latent vector and the observation can yield a more multi-modal policy space. To induce this richer integration, we introduce a multiplicative model for latent integration. Using a latent vector of dimension $k$, our multiplicative model is able to learn $k$ interpretations of the observation, which are each modulated by a dimension of the latent vector. A skip connection allows the model to learn policies faster than without. As a baseline, we use a concatenation model, in which the latent vector $z$ is concatenated with the environment observation at each timestep. In both cases, by setting corresponding model weights to zero, a learned policy could completely ignore the latent vector to yield a standard RL policy architecture.

Note that the multiplicative model architecture comes with increased computational cost, in which for a hidden dimension of size $d$ and latent dimension $k$, the number of parameters of the hidden layers are bounded by $\Theta((k + 1)d^2)$, whereas in the concatenation model, they are bounded by $\Theta(d^2)$. In practice, since $k$ and $d$ are small ($k = 3$ and $d \in \{16, 32, 64\}$) in our experiments, the increase in computational cost is not significant.

3 Related Work

**Quality Diversity** The evolutionary computing community has developed various quality diversity (QD) algorithms that aim to find a balance of novel and high-performing individuals within a population. Some methods
can even be considered policy generators: NEAT and HyperNEAT \cite{10, 11} use an indirect encoding (the genotype) to map to a network architecture and corresponding behavior (the phenotype).

NEAT and HyperNEAT evolve a small network into a larger network by incrementally making changes to the genotype and measuring fitness. To preserve local innovation and speciation, similar genotypes explicitly share fitness, so that an individual fitness peak can only hold so many individuals. This encourages natural selection to preserve mutations that explore novel areas of the genotype. While NEAT and HyperNEAT encourage diversity along the genotype, ADAP assumes a diverse genotype because of its uniform latent prior. Then, ADAP focuses on optimizing diversity of the behavior, or phenotype.

Focusing more on phenotype diversity, Novelty Search (NS) \cite{12} learns individuals that have high novelty along some user-defined behavioral distance metric. For example, in a maze navigation task, the behavioral characteristic could be the final resting location of the individual, and agents are selected based on how far away they end up from an archive of past individuals. Balancing novel solutions with fit ones is a problem with NS, that NS with Local Competition \cite{13} and MapElites \cite{14} aim to solve. MapElites uses a feature descriptor of the individual (phenotypic, genotypic, or some combination), which is then bucketized for local fitness competition and speciation.

One issue with these algorithms is that they can be very sensitive to the choice of behavioral characteristic or feature descriptor \cite{15}, and in many cases require domain knowledge for understanding which axes of diversity make sense for a given environment. On the other hand, ADAP does not require the construction of a behavioral characteristic or feature descriptor, as we instead optimize for diversity directly from the environment action space. Furthermore, QD algorithms optimize individuals via genetic algorithms or evolutionary search, while ADAP is able to directly optimize for diversity and policy credit assignment via gradient descent.

**Quality Diversity Connections to Deep RL**

There are several prior works that aim to connect ideas of quality diversity with deep reinforcement learning. Like quality diversity algorithms, these methods attempt to optimize a fixed-size population or archive of policies to be distinct from each other. \cite{16} finds a small set of separate-weight policies that find diverse trajectories by iteratively adding one novel policy at a time to a set of existing and fully-trained policies. \cite{17} uses a KL-divergence over policies; but a policy’s diversity is optimized over previous SGD updates of itself, thus limiting the potential multi-modality of solutions. \cite{18} optimizes for diversity of the total population via maximizing the determinant of a population distance matrix, but works best only with small populations of size three or five. Population-Based Training \cite{19} does not directly optimize for diversity, but instead uses different hyperparameter sets on different individuals in a population to create a training curriculum. Then, at certain intervals, the best performing individual is cloned across the population.

All of the methods in this section utilize a fixed-size population of separate-weight individuals. In contrast, our work integrates the goals of quality diversity into a memory efficient deep RL framework by simulating an entire population of agents into the weights of single generative model of policies, in which the number of unique individuals is bounded only by the capacity of the generator.

**Option Discovery for Hierarchical RL**

The option framework introduced by \cite{1} could be thought of as learning a generator of skills, which are temporal abstractions over actions that can be used by a downstream, higher-level controller. Recent works \cite{2, 3, 20} in option discovery learn a fixed set of skills that are discriminable by observed state or trajectory, and oftentimes learn skills without any extrinsic environmental reward. On the other hand, our method learns a continuous space of diverse and stand-alone policies trained to maximize extrinsic environmental reward and behavioral diversity – defined as difference in actions taken given state. Additionally, requiring discriminability via state or trajectory imposes diversity constraints along a and specific task-dependent axis, and may not work in situations where state has low variability.

**Goal-Conditioned Reinforcement Learning**

Yet another way to induce diverse policy behaviors is through using goal-conditioned policies \cite{21, 22, 23} that use a family of task-defined value or Q functions or expert trajectories \cite{24} to incentivize diversity. These methods require structure in how to define diversity, such as defining a value function family over states \cite{23}.

**Multi-Agent Roles**

Recent works generate specialize agent policies in a multi-agent setting, building on QMIX \cite{25}. ROMA \cite{26} learns agent roles that are not static through agent trajectories, require optimizing several
ADAP has additional objectives, and are learned jointly with other roles via a joint action-value function. Similarly, MAVEN [27] optimizes the mutual information between joint agent actions and a latent variable. In comparison to these methods, ADAP has a simpler methodology, does not require generating separate agent parameters, focuses on optimizing individual rewards by learning species (not roles), and is applicable to single or multi-agent environments.

4 Experiment 1: Can We Learn a Multi-Modal Policy Space?

A good generative model of policies should be able to represent a multi-modal space of behaviors. That is: different agent policies should act like they are different individuals. Our generative model uses a shared parameter set across all agents, and naively using shared parameters could result in a ‘jack-of-all-trades’ or ‘average’ agent – which is precisely what we wish to avoid. In this experiment, we test whether our policy generator is able to model policies for unique individuals in a multi-agent setting.

Environment  We test our learning $G$ in a new open-ended grid-world environment called Farmworld, that supports multi-agent interaction and partially observable observations. The idea behind Farmworld is simple: agents move about the map to gather food from various resources, such as chickens and towers. Details of the Farmworld environment are provided in the Appendix.

Niche Specialization Experiment  To test the multi-modality of $G$, we set up the Farmworld environment with a hidden rule specific to this experiment: when an agent spawns, it is able to harness resources from either towers or chickens. However, once it gets health from one unit type, it becomes ‘locked-into’ that unit type, and cannot gain health from other unit types. Additionally, information about an agent’s ‘locked-into’ state is not provided as part of the agent observation. We call this part of the environment the enforced specialization rule. This rule checks if agents can behave competently within distinct tower and chicken niches. In this experiment, and all following experiments, we train agents to only optimize their own expected reward (i.e. no shared value functions or group rewards).

Baselines  In addition to ADAP, we test Vanilla PPO (which is ADAP without the diversity regularization), DIAYN [2], and a modification of DIAYN which we will call DIAYN*. Briefly, DIAYN* uses a continuous distribution rather than a categorical distribution, and attempts to minimize the mean-squared error between the predicted ‘context’ $\phi(s)$ and the actual context, where $\phi$ is the discriminator and $s$ is the state. We provide more details in the Appendix. For both DIAYN and DIAYN*, we augment the intrinsic reward with extrinsic environmental reward, and searched over hyperparameter settings to find the best results. In all cases, we use multiplicative and concatenation model architectures, so even the Vanilla PPO baseline could still hypothetically learn to specialize based on integrated latents.

Results  ADAP is able to learn a more multi-modal policy space than any of the other baselines. In other words, the policies generated by different latent vectors allowed ADAP agents to actually act like unique individuals, even though they shared the same generator parameters. Our results also indicate that using a multiplicative model can result in a higher degree of policy space multi-modality. We explain our results in more detail in the following paragraph.

We can see in Figure 3 that ADAP is able to attain the highest episode reward, defined by the mean reward collected over all agents. This, however, is not necessarily the most interesting point. ADAP also has the highest ‘per-agent specialization’, which we compute as one minus the per-agent entropy of its chicken and tower attacks. That is to say, if an agent only attacks towers, it will have a specialization of one, whereas if it...
attacks equal numbers of towers and chickens, it will have a specialization of zero. If an agent is locked into a tower and instead attacks a chicken, this is a blunder. We qualitatively visualize the instances of blunders on the project website.

ADAP was able to encode niches into the latent space $Z$, and found two policy sub-spaces that fell into chicken and tower niches. Indeed, during episode rollouts, ADAP agents with latents that fell into one sub-space only attempted to attack their respective unit type. On the other hand, Vanilla and DIAYN* generally failed to specialize in this way, resulting in an 'average' agent that blundered often. In the cases of DIAYN* using a multiplicative model and ADAP using a concatenation model, the generators learned niches in only one of the three runs.

Note that in later experiments, we optimize the latent distribution of $G$ to fit an ablated environment, but in this experiment, we present results without latent optimization. With that being said, it could be possible to further improve the performance of ADAP and DIAYN* by optimizing the latent distribution to remove 'bad apples' in the population: latents that map to less-optimal policies, or even possibly degenerate policies. Also notice that in Figure 3 we have excluded the results of DIAYN to better visualize the rest of the methods, because DIAYN was an outlier with respect to the rest of the methods. The best performing DIAYN settings scored a maximum reward of $16.25 \pm 0.01$ and had a specialization of $0.74 \pm 0.4$. Possibly because intrinsic reward was not normalized across batches, DIAYN learned degenerate solutions that attempted to find states that provided information about agent contexts, essentially wedging agents against borders of the map, or between chickens and towers without actually interacting with the units themselves.

5 Experiment 2: Adaptation to Environmental Ablations

In nature, differences between species and even within species lend robustness to life as a whole. It becomes less likely that any single perturbation in the environment will break the overall system. In the same manner, differences between policies can lend robustness to the policy space as a whole.

| Ablation      | Description                                                                 |
|---------------|------------------------------------------------------------------------------|
| Far Corner    | 18x18 map size. Food spawns in the bottom right, agents spawn in the top left. |
| Wall Barrier  | A 'rift' opens up between agents and their food. Agents must be able to navigate up and around the wall. |
| Speed         | Single agent on 2x2 map. Food health yield is set very low, so agents must be able to rapidly and consistently farm adjacent towers. |
| Patience      | Single agent on 2x2 map. Food yield is very high, but food respawn speed is low. Agents must 'ration' their food so it lasts until the next respawn. |
| Poison Chickens | Agents spawn on the same map in which they were trained. However, chickens now yield negative health. Towers still yield positive health. |
| Training Env. | (Not an ablation: listed for reference) 10x10 map size. Food and agents are uniformly randomly distributed. |

Table 1: Farmworld Ablations

**Experiment** We aim to test how having a diverse policy space allows us to search in latent space for policies that better fit unexpected environmental ablations. Doing so would demonstrate the robustness of a population of policies, and simultaneously provide information about different types of diversity that are learned by $G$.

To this end, we train $G$ on a normal Farmworld environment without the enforced specialization rule from Experiment 1. In this experiment, we use a Farmworld environment containing ten each of agents, towers, and chickens, randomly initialized on a 10x10 grid.

We then ablate the environment, changing features such as map size and features, location of food sources, and even re-spawn times and food-yield. Lastly, we deploy $G$ into the ablated environment and without changing the weights $\phi$, optimize the latent distribution for policies that are successful in the new environment, using the search algorithm described in Section 2. Ablations and descriptions are available in Table 1.
Results

Rather to our surprise, in each experiment trial, learning $G$ using ADAP created a policy space $\Pi$ containing ‘species’ that could thrive in nearly every environmental ablation (see Figure 4)! In the Patience ablation (Figure 6), we see that $\Pi$ contained an agent that purposefully refrained from eating food until absolutely necessary. Perhaps equally surprising, $\Pi$ contained an agent that was able to navigate completely around the wall of Wall Barrier (Figure 5), without ever explicitly training on an environment in which such behavior was required. The important thing to note is that all of these behaviors are emergent from the train environment—a product of optimizing for both policy diversity and reward maximization while training $G$.

How is it possible that ADAP produced a policy space capable of adapting to nearly every ablation? The train environment was relatively abundant with resources scattered about a large map. Thus, there were many degrees-of-freedom in the rules of survival, and by optimizing for diversity, we found a policy space that filled these degrees-of-freedom while still yielding high reward. While these ablations reflect some of the possible axes of diversity, there are certainly more. For example, an agent’s direction of ‘preference’ does not have to be the bottom-right, as in the Far Corner ablation. Indeed, as a sanity check, we tested placing food locations in various other spots on an enlarged map, and found that for every cardinal location, there was a species of agent in $\Pi$ that could exploit that new food location. What came as a surprise was that agents also used their health indicator to diversify: since agents diversify conditional on state, species developed in which agents would prefer to go upwards when their health is high, but downwards when their health is low. This particular agent species was the one that managed to thrive in the wall barrier ablation. Similarly in the Patience ablation, ADAP learned a certain species of agent that waited until its health was low to farm a tower.

The Poison Chicken ablation was the one hold-out in which latent optimization could not find a profoundly successful species. While learning a unit preference (as in the niche specialization experiment) could be possible, it is likely that the cost of doing so in the train environment was too great. That is to say, there would have been too large a trade-off between diversity and reward in the training environment.

Finally, we should note that ADAP beat the Vanilla baseline in all ablations aside from Speed. We hypothesize this is because the speedy-strategy best suited the Speed ablation is also best suited for high rewards in the train environment. Since Vanilla PPO optimized for solely for expected rewards in the train environment, this is the one species that it found and perfected. DIAYN* performed similarly to Vanilla PPO, and did not learn to speciate in a manner that was successful on the majority of ablations.

6 Experiment 3: Adaptation to Adversaries in Markov Soccer

Environment

This experiment uses Markov Soccer, introduced in [5]. Two agents, A and B, play on a gridworld and must ‘carry’ a ball into the opposing goal to score. Agents walk in cardinal directions or stand in place. Possession is randomly initialized, and switches if one an agent bumps into the other. Actions of A and B occur on the same timestep, execution order is randomized, and each timestep ends in a draw with some $\epsilon$ probability.
Figure 5: Adaptation on Farmworld Locomotion Ablations. Randomly chosen episode visualizations after latent optimization of Far Corner (left) and Wall Barrier (right). Chosen ADAP latents yield agent policies that navigate to the food, without otherwise modifying network parameters. Agents spawn in the dotted black outlines, and timesteps are stacked such that earlier ones are more transparent. We show 60 and 40 timesteps for Far Corner and Wall Barrier respectively.

Figure 6: Adaptation on Farmworld Patience Ablation. We show episode rollouts arranged along a timeline, using agent policies after latent optimization. Notice that the Vanilla agent does not ration out the two towers. Meanwhile, the patient ADAP agent waits until its health is very low (visualized by purple and pink speckles) before getting food and is able to survive past the next tower respawn.

Markov Soccer is an interesting environment, because the best policy for one agent depends on the policy of the other agent. As described in [5], there exists a worse-case-optimal probabilistic policy for Markov Soccer, which maximizes the minimum possible score against any adversary. This strategy tends to be conservative, preferring to act towards a draw where a different policy could have obtained a higher score. On the other hand, non-worse-case-optimal strategies may be less conservative and may achieve very high scores against some opponents, but very low scores against others. Analogous to real soccer, different players have varying abilities and play styles, and a given player $p_1$ may be optimal against $p_2$, but not against $p_3$.

If any single policy has its drawbacks, can we instead learn an entire space of diverse policies $\Pi := \{\pi_1, \pi_2, \ldots, \pi_{\inf}\}$, where for any opponent, we can select a policy $\pi_i \in \Pi$ that achieves the maximum score against that opponent? Ideally, this space includes the worse-case-optimal policy, as well as other more aggressive policies. Then, just as a coach might swap out a soccer player, we can mix and match our champion as suited.

**Experiment**  Can we learn a population of individuals that is holistically strong against all types of opponents? We evaluate adaptability to various adversaries using two methods. First, we test baselines and our method against a set of hand-coded soccer bots. These bots are designed to represent a wide gamut of strategies, some of which are more exploitable than others. Secondly, we evaluate each $G$ by playing ADAP (x), ADAP (+), Vanilla (x), and Vanilla (+) in a round-robin tournament against each other. For all evaluation methods, score is determined by $\text{Wins} - \text{Losses}$ over the course of 1000 simulated games.

**Against Hard-Coded Bots:** Each bot always starts on the left side, and the learned policy starts on the right side (although the environment is coded such that observations are side-invariant). Bot types fall into three categories: offense (bots start with possession), defense (policy starts with possession), and mixed (random starting possession). See Table 2 for more details.
### Table 2: Markov Soccer Bot Adversaries

| Bot Type       | Bot Policy                                                                 |
|----------------|----------------------------------------------------------------------------|
| Straight       | Always moves right, towards the goal.                                      |
| Oscillate 0    | Oscillates in column 0, blocking both squares adjacent the goal.           |
| Oscillate 1    | Oscillates in column 1, leaving a gap in front of the goal.               |
| Stand          | Stands in one square adjacent the goal, leaving the other open.            |
| Rule-Based     | Follows hand-coded heuristics.                                            |
| Random         | Follows a random policy.                                                  |

**Round-Robin Against Each Other:** Let the two generative models of policies be \(G_1\) and \(G_2\). Evaluation is tricky, since each generative model could map to an entire space of policies. Our goal is to evaluate the best individual policy from \(G_1\) against the best individual policy from \(G_2\). To compute the score of \(G_1\) against \(G_2\), we select the latent vector \(z_2\) for \(G_2\) that maximizes the expected reward of \(G_2\) against the entire family of policies of \(G_1\). Then, we select the latent vector \(z_1\) for \(G_1\) that maximizes \(G_1\)'s reward against \(\pi_{G_2, z_2}\). The score of \(G_1\) vs \(G_2\) is \(\pi_{G_1, z_1} \text{ versus } \pi_{G_2, z_2}\).

**Training and Baselines** We use self-play to train both ADAP and baselines. As a baseline, we use Vanilla PPO with entropy regularization, using both concatenation and multiplicative model types. We found that using a high entropy regularization coefficient of 0.1 was necessary for training the Vanilla baseline, to prevent it collapsing into degenerate solutions. ADAP was less dependent on entropy regularization, and we used a coefficient of 0.05.

**Results** As in the Farmworld adaptability experiment, we see from Figure 7 that ADAP is able to learn a \(G\) during the train phase that emergently contains members that are successful against a variety of unexpected adversaries - including naive bots and other policies.

Compared to Vanilla, the ADAP policy space generalizes better against the ‘naive’ adversaries Random, Oscillate 0 & 1, and Straight. Going back to the soccer team example, we were able to select individuals from the ADAP population that particularly exploited facets of these naive strategies. For example, against the Oscillate 1 adversary, ADAP latent optimization found a member of the population that side-stepped the oscillating adversary simply by moving to the top row, and then down to the goal. Additionally, again the Oscillate 1 adversary, successful ADAP individuals stole possession by deterministically standing in-front of the opponent to block, and then moving around and into the goal. On the other hand in both of these situations, Vanilla could not find individuals that exploited the naive deterministic nature of their opponents. Instead, Vanilla individuals played as they would against themselves: cautiously and defensively, which resulted in fewer wins against the ‘naive’ bots.

Using ADAP did not just allow us to optimize against naive opponents. ADAP learned the best \(G\) in the round-robin tournament, and was the only method that was able to consistently beat our rule-based bot. It is possible that by using ADAP in training, individuals encountered a wide variety of strategies that bettered overall performance. In general, using ADAP allowed us to emergently find a policy space that exhibited strong performance against a gamut of opponents, which any single policy would not have been able to do (without knowing a priori what type of opponent it is facing).
7 Limitations

Bad Apples When using ADAP, not every member of the policy space is going to be an optimal policy. In fact, some generated policies might be bad apples: policies that were incentivized by the diversity regularizer to take actions that were not rewarding. Naturally, some individuals might be better or worse than others. These individuals can be removed by optimizing the latent distribution. However, the bad apples may come with a plus side. Even though they do not perform well in the current environment, they might happen to perform well in a future environment!

Continuous-Action Space Environments The results presented so far focus entirely on environments with discrete categorical action spaces, in which we have observed that our diversity regularizer in Equation 2.1 empirically performs well. However, not all environments in RL use discrete action spaces - continuous action spaces are widely used in RL control tasks. While we believe that our regularizer can work in these environments, we have not rigorously tested in these environments.

8 Conclusion

We have presented a framework to learn a generative model of policies. Rather than learning just one policy, we aim to find as many high-performing and individually distinct policies as possible, all compressed within the parameters of our generator.

Learning a space of policies pays off in an open-ended environment such as Farmworld, in which there may be more than one path to success. We show in Section 5 that we can adapt to ablations by quickly choosing ‘species’ from our learned policy space that are successful in the new environment.

We also learn a policy space in a competitive, two-player, zero-sum game in Section 6. Here, no single deterministic policy is optimal against all adversaries. Instead, we show how to train a family of policies that can be naturally adaptable to a wide array of both challenging and naive adversaries.

Overall, we hope to show how it can be beneficial in RL settings to optimize not just for reward, but also for diversity of behavior. As environments continue to increase in complexity and open-endedness – filled with branching paths to success – it makes sense to learn not just one, but many, solutions.
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10 Appendix

10.1 Description of Farmworld

Farmworld is an open-ended gridworld environment designed with two goals in mind: high customizability and support for diverse solutions. The environment is written entirely in Python, and is easily hackable. Maps can be hand-crafted, or randomly generated. At a high level, agents must traverse the environment to find resource units, and harvest health from these resources. Agents can interact directly by attacking each other, or indirectly by competing for shared and limited resources.

Units have configurable levels of health, damage, food yield, and respawn, which can be utilized to encourage learning a variety of different policies. For example, by placing low food yield on resource units (chickens and towers) and high food yield on agent units, one may incentivize direct multi-agent competition (agents must attack each other to get health). Conversely, setting a high resource unit health can encourage multi-agent co-operation - agents will have to work in parallel to mine a chicken or tower before their health runs out.

![Example Map](image)

**Observation Space** Can be either RGB images, or a flattened array of unit-encoding vectors. If RGB images are used, agents 'see' exactly what we see: units visibly lose health by damage patterns that appear over time, and unit orientations can be discerned by the unit 'eyes' (see the Example Map in Figure 8). If unit-encoding vectors are used, then all units have encoded health, orientation (by default, 0 - 3 to represent each possible cardinal direction), and unit type (e.g. 0 for ground, 1 for agents, 2 for chickens, 3 for towers, 4 for fences). Encodings are scaled to be within [0, 1].

Agents have partially-observable observations: they do not see the entire map. By default, they can see units in a L1 radius of 2 unit squares.

**Action Space** The action space is 6-dimensional categorical, representing up, down, right, left, attack, mine. Actions can be added or removed as necessary.

**Unit Peculiarities** Towers and Chickens each have a corresponding non-negative respawn time. Chickens disappear after they get hit max_health times by an agent attack. Unlike towers, chickens are able to move 1 square in any direction on each timestep, with chicken_move_probability.

Tower units are more tricky: they turn into a haystack in the same location after max_chicken_health of attack. Haystacks must be mined with a pickaxe, and only after max_tower_health will they yield food resources.

Fence units are simple: they cannot be destroyed or moved. Additionally, no units can pass through them.
Reward  Agents get an individual reward of 0.1 for each timestep that they are alive. If an agent’s health reaches 0, it is removed from the map and other agents can carry on as normal. The entire episode ends when \texttt{max\_episode\_timesteps} is reached, or when no more agents are alive on the map.

10.2 Algorithm Pseudocode

\textbf{Algorithm 1} ADAP with PPO

1: \textit{m} the number of sampled latents in diversity estimation
2: \textit{n} the number of sampled states in diversity estimation
3: \textit{k} latent vector size
4: \textit{α} diversity regularization coefficient
5: \textbf{for} for iteration = 1, 2, ... \textbf{do}
6: \textbf{for} actor \textit{a} = 1, 2, ..., \textit{N} \textbf{do}
7: \textit{B} be an empty batch of (s, a, r) tuples
8: \textbf{end for}
9: \textbf{for} j = i + 1, i + 2, ..., \textit{m} \textbf{do}
10: Compute advantage estimates \(\hat{A}_{1}, \ldots, \hat{A}_{T}\)
11: \textbf{end for}
12: Sample \(M \in \mathbb{R}^{m \times k}\) from the latent distribution \(\triangleright\) latent matrix
13: Sample a batch \(S\) of \textit{n} states from \(B\)
14: \(L_{\text{div}} \leftarrow 0\)
15: \textbf{for} \textit{i} = 1, 2, ..., \textit{m} - 1 \textbf{do}
16: \textbf{end for}
17: \(L_{\text{div}} \leftarrow L_{\text{div}} + \frac{1}{n} \sum_{s \in S} D_{KL}(\pi(s|\theta_{\text{old}}, M^{(i)}), \pi(s|\theta_{\text{old}}, M^{(j)}))\)
18: \textbf{end for}
19: \(L_{\text{div}} \leftarrow \frac{2}{m(m-1)} L_{\text{div}} \quad \triangleright\) Scale by number of policy-distance pairs
20: \textbf{end for}
21: Maximize \(L_{\text{PPO}} - \alpha L_{\text{div}}\) w.r.t. \(\theta\) via SGD.
22: \(\theta_{\text{old}} \leftarrow \theta\)
23: \textbf{end for}
Algorithm 2 Latent Distribution Optimization

1. **Input:** $g$ the number of optimization generations
2. **Input:** $E$ an environment
3. **Input:** $G$ a policy generator
4. **Input:** $Z$ a latent distribution with dimension $k$
5. **Initialize:** $best \leftarrow$ descending sorted array
6. **for** $i = 1, 2, ..., g$ **do**
   7. $explor \sim \text{Unif}(0, 1)$
   8. $r \sim \text{Unif}(0, 1)$
   9. **if** ($explor \leq 0.5$ and $i \leq \frac{3}{4}g$) or (len($best$) $\leq$ 10) **then**
      10. **if** $r \leq 0.5$ or (len($best$) $\leq$ 10) **then**
          11. $z \sim Z$  \hspace{1cm} $\triangleright$ Random Sampling
      12. **else**
          13. $z \leftarrow \text{sample}(best[0:10])$
          14. $z \leftarrow z + \text{project}_Z(\text{Unif}[-0.1, 0.1]^k)$  \hspace{1cm} $\triangleright$ Mutation
      15. **end if**
   16. **else**
      17. **if** $r \leq 0.5$ **then**
      18. $z \leftarrow \text{sample}(best[0:10])$
      19. **else**
          20. $z \leftarrow \text{pop}(best[0:10])$  \hspace{1cm} $\triangleright$ Pruning
      21. **end if**
   22. **end if**
   23. $score \leftarrow$ Reward from running $\pi_{G,z}$ on $E$
   24. $best$.push($z$) with key $score$
25. **end for**
26. **Return** $best[0]$

10.3 Baselines

DIAYN [2] originally attempts to maximize the mutual information between the state and a discrete categorical latent vector by optimizing an intrinsic reward generated from discriminator error. We wanted to make a comparison of DIAYN to ADAP in which both methods used continuous latents to find a potentially unbounded number of niches. To this end, we augmented DIAYN and called this DIAYN*. In DIAYN*, we train the discriminator to regress the latent, rather than predict the latent category. We add this intrinsic reward to the extrinsic environmental reward, giving us the new reward function $r^*$:

$$r^*_t = err_t + r_t$$

where

$$err_t = -\alpha(q_{\phi}(s_t) - z)^2 - \text{mean}(err_{\text{batch}})$$

$z$ is the latent vector, mean($err_{\text{batch}}$) is the mean discriminator error across the update batch, and $\alpha$ is the scaling of the intrinsic reward (generally set at 0.05). We subtract by the batch mean so that on average, the expected agent reward equals only what is provided by the extrinsic environment. Otherwise, original DIAYN and DIAYN* struggled with balancing dense extrinsic environmental rewards from the experiment with the intrinsic discriminator reward. In our niche specialization experiment, we also experimented with the canonical DIAYN. In this implementation, we use categorical contexts and we add extrinsic reward directly to intrinsic discriminator reward. As mentioned in the paper, this method did not perform well in our Farmworld Niche Specialization experiment.

Finally, we treat DIAYN and DIAYN* like a generative model of policies (since we are not trying to learn options). To do so, we keep $z$ fixed throughout an agent episode. Included in the website are toy experiments that benchmark our implementations of DIAYN*.
10.4 Smoothing Parameter $b$

In continuous domains with action distribution $\mathcal{N}(\mu, \sigma)$, we observed that the KL-divergence in Equation 2.1 may encourage very low $\sigma$ values early in ADAP training. To solve this, we used standard deviation $\sigma' = \sigma + b$, where $b$ is a small constant (ex: 0.05). We similarly use the smoothing parameter $b$ in the discrete action spaces, but have not tested whether or not it is necessary in these situations.

10.5 Training Hyperparameters

Unless otherwise mentioned, we used optimized our policies using a clipped PPO surrogate objective with learning rate $3e^{-4}$. Advantages were computed using Generalized Advantage Estimation, with a $\gamma$ discount factor of 0.99, a $\lambda$ smoothing parameter of 1, and a gradient clip of 0.5. We use the RLLib [9] framework for training, using their default PPO configuration. For all experiments, we use concatenation and multiplicative model architectures as seen in the main paper. Importantly, we always use separate value and policy networks. Attempts to combine these networks generally resulted in non-diverse policy spaces, which we believe is a result of the importance of the value function in recognizing the differing expected rewards conditional on each latent from the latent space.

For multi-agent environments, batch sizes are always in agent steps, rather than in environment steps. Thus, if there are 40 agents in an environment, then 1 environment step is 40 agent steps.

To optimize our diversity regularization objective, we use parameters $m = 10, b = 30, k = 3$, as detailed in [4]. However, preliminary investigation into the effect of these hyperparameters indicates that it is possible to get away with even smaller samples of latent vectors and states, while still effectively optimizing for a diverse policy manifold.

 Unless otherwise specified we use a diversity regularizer coefficient on our novel objective of coefficient of 0.1 in CartPole, 0.2 in Farmworld, 0.2 in Markov Soccer, and 0.5 in MultiGoal. When using DIAYN and DIAYN*, we found that a small intrinsic reward coefficient of 0.05 was best. Anything beyond that, and DIAYN and DIAYN* had issues optimizing for actual extrinsic reward.

For all methods, we generally use an 0.05 entropy coefficient, except in Markov Soccer in which we also run Vanilla PPO with 0.1 entropy coefficient and were able to achieve slightly stronger performance. In our Markov Soccer experiment, we report the average of these two Vanilla results.
| Batch size  | 4000  |
|------------|-------|
| Minibatch size | 400   |
| SGD iterations per batch | 10    |
| Training epochs | 200   |
| Hidden dimension | 16    |
| Value Activations | ReLU  |
| Policy Activations | Tanh  |

Table 3: CartPole

| Batch size  | 4000  |
|------------|-------|
| Minibatch size | 400   |
| SGD iterations per batch | 10    |
| Training epochs | 500   |
| Hidden dimension | 32    |
| Value Activations | Tanh (ReLU for DIAYN*) |
| Policy Activations | Tanh  |

Table 4: Multi-Agent MultiGoal

| Batch size  | 8000  |
|------------|-------|
| Minibatch size | 8000  |
| SGD iterations per batch | 10    |
| Training epochs | 10 thousand |
| Hidden dimension | 64    |
| Value Activations | Tanh (ReLU for DIAYN*) |
| Policy Activations | Tanh  |

Table 5: Niche Specialization and Farmworld Ablation Experiment

| Batch size  | 8000  |
|------------|-------|
| Minibatch size | 8000  |
| SGD iterations per batch | 10    |
| Training epochs | 10 thousand |
| Hidden dimension | 64    |
| Value Activations | Tanh |
| Policy Activations | Tanh  |
| GAE lambda | 0.95  |
| GAE gamma | 0.9   |

Table 6: Markov Soccer
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