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Abstract

We propose a convolutional neural network model for text-based speaker identification on multiparty dialogues extracted from the TV show, *Friends*. While most previous works on this task rely heavily on acoustic features, our approach attempts to identify speakers in dialogues using their speech patterns as captured by transcriptions to the TV show. It has been shown that different individual speakers exhibit distinct idiolectic styles. Several convolutional neural network models are developed to discriminate between differing speech patterns. Our results confirm the promise of text-based approaches, with the best performing model showing an accuracy improvement of over 6% upon the baseline CNN model.

1 Introduction

Speakers verbalize their thoughts in different ways through dialogues. The differences in their expressions, be they striking or subtle, can serve as clues to the speakers’ identities when they are withheld. This paper investigates the possibility of identifying speakers in anonymous multiparty dialogues.

Impressive advancements have been achieved in the field of speech recognition prior to this paper (Sadjadi et al., 2016; Fine et al., 2001; Campbell et al., 2006). Research on dialogue systems has also involved considerable efforts on speaker identification, as it constitutes an important step in building a more natural and human-like system (Raux et al., 2006; Hazen et al., 2003). Research in this area, however, has mostly been focused on acoustic features, which are absent in many situations (e.g., online chats, discussion forums, text messages). In addition, it is commonly acknowledged that natural language texts themselves reflect the personalities of speakers, in addition to their semantic content (Mairesse et al., 2007).

Various experiments have demonstrated significant differences in the linguistic patterns generated by different participants, suggesting the possibility to perform speaker identification with text-based data. An increasing number of large unstructured dialogue datasets are becoming available, although they comprise only the dialogue transcripts without speaker labels (Tiedemann, 2012; Lowe et al., 2015). This paper attempts to identify the six main characters in the dialogues occurring in the first 8 seasons of the TV show, *Friends*. The minor characters in the show are to be identified collectively as Other.

For each episode, we first withhold the identity of the speaker to each utterance in its transcript, and have prediction models label the speakers. The accuracy and the F1 score of the labeling against the gold labels are used to measure the model performance. Our best model using multi-document convolutional neural network shows an accuracy of 31.06% and a macro average F1 score of 29.72, exhibiting promising performance on the text-based speaker identification task. We believe that the application of text-based speaker identification is extensive since data collected from online chatting and social media contains no acoustic information. Building accurate speaker identification models will enable the prediction of speaker labels in such datasets.

2 Related Work

Reynolds and Rose (1994) introduced the Gaussian Mixture Models (GMM) for robust text independent speaker identification. Since then, GMM has been applied to a number of datasets and achieved great results (Fine et al., 2001; Campbell et al., 2006). Knyazeva et al. (2015) proposed to perform sequence labeling and structured prediction in TV show speaker identification, and achieved better performance on sequential data. Despite the potential of text-based speaker identification in targeted...
Internet surveillance, research into this area has been scant. So far, there have been only a handful of attempts at text-based speaker identification. Kundu et al. (2012) proposed to use the K Nearest Neighbor Algorithm, Naive Bayes Classifier and Conditional Random Field to classify speakers in the film dialogues based on discrete stylistic features. Although their classification accuracies increase significantly from the random assignment baseline, there remains significant room for improvement. Serban and Pineau (2015) proposed their text-based speaker identification approach using Logistic Regression and Recurrent Neural Network (RNN) to learn the turn changes in movie dialogues. Their task is fundamentally different from the task of this paper, as their main focus is on the turn changes of dialogues instead of the identities of speakers. To the best of our knowledge, it is the first time the multi-document CNN has been applied to the speaker identification task.

### 3 Corpus

The Character Mining project provides transcripts to the TV show Friends; transcripts to the first 8 seasons of the show are publicly available in JSON format. Moreover, the first 2 seasons are annotated for the character identification task (Chen and Choi, 2016). Each season contains a number of episodes, and each episode is comprised of separate scenes. The scenes in an episode, in turn, are divided at the utterance level. An excerpt from the data is shown in Table 1. In total, this corpus consists of 194 episodes, 2,579 scenes and 49,755 utterances. The utterance distribution by speaker is shown in Figure 1. The percentages for major speakers are fairly consistent. However, the Other speaker has a larger percentage in the dataset than any of the major speakers. The frequencies of interactions between pairs of speakers exhibit significant variance. For instance, Monica talks with Chandler more often than any other speaker, whereas Phoebe does not talk with Rachel and Joey very frequently. It will be of interest to note whether the variance of interaction rates can affect the performance of our identification model.

| Speaker | Utterance |
|---------|-----------|
| Monica | No . Not after what happened with Steve . |
| Chandler | What are you talking about ? We love Schhteeve ! Schhteeve was schhexy !.. Sorry . |
| Monica | Look , I do n’t even know how I feel about him yet . Just give me a chance to figure that out . |
| Rachel | Well , then can we meet him ? |
| Monica | Nope . Schhorry . |

Table 1: An excerpt from the transcripts to the TV show Friends.

Figure 1: Data distribution

The first dataset is structured such that each utterance is considered as one discrete sample. To test the prediction performance for samples of greater lengths, all utterances of the same speaker in a scene are concatenated together as one single sample in the second dataset. Additional summary of the dataset is presented in Table 2.

### 4 Approaches

#### 4.1 K Nearest Neighbor

In Kundu et al. (2012), the best result is reported using the K Nearest Neighbor algorithm (KNN), which is selected as the baseline approach for this paper, and implemented according to the original authors’ specifications. Each utterance is treated as one sample, and 8 discrete stylistic features defined in the original feature template are extracted from each sample. Cosine similarity is used to locate the 15 nearest neighbors to each utterance. Majority voting of the neighbors, weighted by cosine similarity, is used to make predictions.

---

1. [http://nlp.mathcs.emory.edu/character-mining](http://nlp.mathcs.emory.edu/character-mining)
4.2 Recurrent Neural Network

A recurrent neural network (RNN) model is also considered in the course of the experiments, where each utterance in the transcripts is handled separately. The RNN model treats the speaker identification task as a variant of sequence classification. For each instance, the concatenation of word embedding vectors is fed into the model, with a dense layer and softmax activation to model the probability for each speaker. The model is unable to demonstrate significantly above random accuracy on labeling, achieving a maximal accuracy of 16.05% after training. We conclude that a simple RNN model is unable to perform speaker identification based on textual data. Variations on the hyperparameters, including the dimension of the RNN, the dimension of word embeddings, and dropout rate, produced no appreciable improvements.

4.3 Convolutional Neural Network

Widely utilized for computer vision, Convolutional Neural Network (CNN) models have recently been applied to natural language processing and showed great results for many tasks (Yih et al., 2014; Kim, 2014; Shen et al., 2014). Speaker identification can be conceptualized as a variant of document classification. Therefore, we elected to use the traditional CNN for our task. The model is a minor modification to the proposal of Kim (2014), which consists of a 1-dimensional convolution layer with different filter sizes, a global max pooling layer, and a fully connected layer. Each utterance is treated as one sample and classified independently.

One of the challenges is the large number of misspellings and colloquialisms in the dataset as a result of the mistakes in the human transcription process and the nature of human dialogues. It is unlikely for these forms to appear in pre-trained word embeddings. The bold instances in Table 1 provide a glimpse into these challenges. It should also be noted that these irregularities oftentimes only deviate slightly from the standard spellings. A character-aware word embedding model is expected to produce similar vectors for the irregular forms and the standard spellings. Most of the colloquialisms appear frequently in the dataset, and the challenge they pose can be resolved by a pre-trained character-aware word embedding model, such as fastText (Bojanowski et al., 2016). The word embeddings used in this paper are trained on a dataset consisting of the New York Times corpus, the Wikipedia text dump, the Amazon Book Reviews, and the transcripts from several TV shows.

4.4 CNN with Surrounding Utterance

Unlike other types of short documents such as movie reviews, where each sample is independent from the others, dialogues within a typical TV show are highly structured (Knyazeva et al., 2015). Every utterance is highly related to its prior and subsequent utterances, and it is important to take sequential information into account in predicting the speakers. However, contextual information is completely ignored by the basic CNN model. Each batch of input to the model consists of discrete utterances from different episodes and seasons, as shown in Figure 2.

To remedy the loss of contextual information, the CNN model is modified in a manner similar to the one proposed by Lee and Dernoncourt (2016). After the global max pooling layer, each utterance vector is concatenated with both the previous two utterances and the subsequent utterance in the same scene. Then, the vector is fed into the fully con-
Table 2: Dataset distribution by speakers. M: Monica, P: Phoebe, R₁: Rachel, R₂: Ross, J: Joey, C: Chandler, O: Other. Non-main speakers (all the others), are collectively grouped as the Other speaker.

| Dataset   | M   | P   | R₁  | R₂  | J   | C   | O   | Total |
|-----------|-----|-----|-----|-----|-----|-----|-----|-------|
| Training  | 5,017 | 4,349 | 5,308 | 5,527 | 4,738 | 5,268 | 7,006 | 37,213 |
| Development | 898  | 799  | 1,092 | 821  | 930  | 846  | 931  | 6,317  |
| Evaluation | 810  | 769  | 1,082 | 983  | 909  | 673  | 999  | 6,225  |

| Dataset   | M   | P   | R₁  | R₂  | J   | C   | O   | Total |
|-----------|-----|-----|-----|-----|-----|-----|-----|-------|
| Training  | 919  | 840  | 934  | 931  | 943  | 994  | 1,199 | 6,760  |
| Development | 151  | 148  | 151  | 131  | 148  | 139  | 159  | 1,027  |
| Evaluation | 116  | 116  | 137  | 132  | 129  | 119  | 156  | 905    |

In this model, some information on the original dialogue sequence is preserved. Each scene is padded to the maximal sequence length, and fed into the model as one batch for both training and decoding. Figure 3 illustrates the structure of the model. Although topics within the scene are closely related, any single utterance is usually only relevant to its surrounding utterances. Based on this observation, including additional utterances in the prediction process can result in noisy input to the prediction model.

In a typical TV show, only a subset of characters are present in any particular scene. To further boost our model’s ability to distinguish between speakers, the model optionally considers the set of speakers appearing in the scene. At the decoding stage, the Softmax probabilities for speakers absent from the scene are set to 0. The model benefits from the restrictions on its prediction search space. Such restrictions are applicable in the domain of targeted surveillance, where a vast number of speakers can be precluded from consideration during the identification process. For instance, speaker identification on a surveilled dialogue inside a criminal syndicate need only consider the members of the organization. In the majority of cases, however, the set of possible speakers may be difficult to ascertain. Therefore, we exclude this information in the determination of the best performing model.

4.5 CNN with Utterance Concatenation

Many individual utterances appearing in the dataset are fairly laconic and generic, as exemplified by the last utterance shown in Table 1, rendering them challenging to classify even with the help of contextual information. The proposed solution is to group multiple utterances together as one sample. Specifically, all of the utterances for each speaker in one scene are concatenated in the original dialogue order. We assign consistent unknown labels to all speakers in this dataset so that all the utterances in a single scene maintain their trackable provenances from the same speakers. The concatenated individual utterances can be fairly reasonable and consistent speech. As documents increase in length, it becomes easier for the CNN model to capture the speech pattern of each speaker. Once again, this model also optionally restricts its prediction search space to the set of speakers appearing in the scene for each batch of input.

5 Experiments

In the KNN experiment, the transcript to season 8 of Friends is used as evaluation data, and the first 7 seasons as training data. In the rest of the experiments, season 8 is used as evaluation data, and season 7 is used as the development set. The first 6 seasons are used as the training dataset. In each experiment, the F1 scores for the speakers, the average F1 score for major speakers, the average F1 score for all speakers, and the accuracy are reported in Tables 3 and 4.

In Kundu et al. (2012), the highest accuracy achieved by the KNN approach on the paper’s film dialogue dataset was 30.39%, which is comparable to the best result of this paper. In contrast, the KNN approach did not perform well on the Friends dataset. Upon further examination of the KNN model’s prediction process, we observe that the cosine similarities between any given utterance and its 15 nearest neighbors are consistently above 98%. The speaker labels are not linearly separable due to the low dimensionality of the feature space. The basic CNN model is able to outperform the baseline by almost 9% because the highly differing n-grams frequencies in the dataset enabled the model to distinguish between speakers. It is also worth noting that when the surrounding utterances...
are taken into account, identification accuracy increases significantly from that achieved by the simple CNN. With more contextual information, the model is able to identify speakers with higher accuracy, as individual speakers react differently in comparable situations.

The experiment on the utterance concatenation dataset yields a relatively high identification accuracy, corroborating our theory that the prediction model can better capture different speech patterns on longer documents. When prediction labels are restricted to the speakers present in a scene, accuracy boosts of 10% and 12% are achieved on the two datasets, respectively.

Table 5 shows the confusion matrix produced by the multi-document CNN, i.e., the best performing model. The speakers for whom the model produces higher accuracies (*Ross* and *Other*) are also confused by the model more often than other speakers. The cause can be accounted for by the model’s overzealousness in assigning these two labels to utterances due to their relatively large percentages in the training data. In addition, *Monica* and *Chandler* are often confused with each other. Due to their romantic relationship, it is possible that there is a convergence between their idiolectal styles. On the other hand, the confusion rates between *Phoebe* and *Rachel*, and between *Phoebe* and *Joey* are both fairly low. Such results confirm the observation that the frequency of interactions between speaker pairs correlates with the rate of confusion.

### 6 Conclusion

This paper presents a neural network-based approach to speaker identification in multiparty dialogues relying only on textual transcription data. The promising experimental results confirm the value of textual features in speaker identification on multiparty dialogues. The improvements produced by the consideration of neighboring utterances in the CNN’s prediction process indicate that contextual information is essential to the performance of text-based speaker identification. Prior to this paper, Serban and Pineau (2015) used scripted dialogues to identify turn-taking and differences in speakers, where the actual identities of the speakers are irrelevant. However, this paper enables an identification where the names of the speakers are associated with their own utterances, a novel attempt in text-based speaker identification. Because of the ability of the model to uncover speaker identities in the absence of audio data, applications and interests in the intelligence and surveillance community are expected.

Although speaker verification based on acoustic signals is a helpful tool, it can conceivably be defeated by voice modulating algorithms. Whereas text-based speaker identification can discern the involuntary and unconscious cues of speakers. It is of interest to incorporate text-based features in a larger system of speaker identification to enhance its security. Several dialogue emotion recognition systems have incorporated both acoustic and

---

**Table 3: Model performance.**

| Model                  | M   | P   | R_1  | R_2  | J   | C   | O   | MF1  | F1   | ACC  |
|------------------------|-----|-----|------|------|-----|-----|-----|------|------|------|
| KNN                    | 13.30 | 12.13 | 17.34 | 19.23 | 14.68 | 14.61 | 19.23 | 15.22 | 15.80 | 16.18 |
| RNN                    | 17.87 | 15.22 | 14.98 | 17.51 | 17.42 | 13.48 | 12.02 | 15.39 | 15.50 | 16.05 |
| CNN                    | 20.55 | 17.52 | 24.20 | 24.70 | 28.15 | 14.05 | 31.81 | 21.36 | 22.86 | 25.01 |
| Multi-Document-CNN     | 20.65 | 25.20 | 29.67 | 35.76 | 37.29 | 35.55 | 28.75 | 29.72 | 31.06 |
| CNN-Concatenation      | 29.35 | 28.49 | 33.11 | 30.05 | 44.18 | 26.20 | 39.42 | 31.90 | 32.97 | 34.19 |

### Table 4: Model performance where the prediction labels are restricted to speakers present in each scene.

| Model                  | M   | P   | R_1  | R_2  | J   | C   | O   | MF1  | F1   | ACC  |
|------------------------|-----|-----|------|------|-----|-----|-----|------|------|------|
| Multi-Document-CNN-2   | 28.13 | 29.59 | 41.49 | 48.15 | 45.72 | 36.06 | 46.98 | 38.19 | 39.45 | 41.36 |
| CNN-Concatenation-2    | 36.43 | 33.16 | 50.09 | 45.03 | 53.67 | 39.90 | 51.02 | 43.05 | 44.19 | 46.48 |
textual features, and resultant performances show improvements upon previous systems which rely only on one kind of features (Chuang* and Wu, 2004; Polzehl et al., 2009). Similarly, integration of acoustic and textual information in the speaker identification task can result in improved performance in future works.

| S | P | M   | P   | R1  | R2  | J   | C   | O   |
|---|---|-----|-----|-----|-----|-----|-----|-----|
| M | 22.10 | 8.40 | 6.17 | 17.90 | 8.27 | 20.37 | 16.79 |
| P | 12.09 | 20.16 | 6.63 | 18.21 | 4.81 | 17.95 | 20.16 |
| R1 | 13.22 | 6.38 | 18.39 | 19.50 | 4.25 | 15.90 | 22.37 |
| R2 | 8.75 | 4.17 | 4.68 | 29.59 | 16.61 | 14.74 |
| J | 18.28 | 6.39 | 3.42 | 10.85 | 6.84 | 34.92 | 19.32 |
| C | 13.21 | 3.80 | 5.01 | 12.71 | 4.80 | 15.02 | 45.45 |

Table 5: Confusion Matrix between speakers. S: true speaker, P: predicted speaker.
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