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Abstract

It is crucial to understand the robustness of text detection models with regard to extensive corruptions, since scene text detection techniques have many practical applications. For systematically exploring this problem, we propose two datasets from which to evaluate scene text detection models: ICDAR2015-C (IC15-C) and CTW1500-C (CTW-C). Our study extends the investigation of the performance and robustness of the proposed region proposal, regression and segmentation-based scene text detection frameworks. Furthermore, we perform a robustness analysis of six key components: pre-training data, backbone, feature fusion module, multi-scale predictions, representation of text instances and loss function. Finally, we present a simple yet effective data-based method to destroy the smoothness of text regions by merging background and foreground, which can significantly increase the robustness of different text detection networks. We hope that this study will provide valid data points as well as experience for future research. Benchmark, code and data will be made available at https://github.com/wushilian/robust-scene-text-detection-benchmark.

Introduction

Due to its wide practical applications such as industrial automation, image retrieval, robots navigation, and automatic driving, detecting text in natural images has already become a burgeoning research field.

Scene text detection, which is acknowledged as the premise of reading text systems, has been driven by deep learning and massive data in the past few years and has made great progress in technology. Unlike general object detection, which requires bounding box outputs, scene text detection needs to output the explicit external polygon of the text instances. Based on this motivation, researchers have made many efforts in seeking effective contour modeling of arbitrary shape text representation, which can be roughly divided into three categories: region proposal-based frameworks (Xiao et al. 2020; Lyu et al. 2018), regression-based frameworks (Zhu et al. 2021; Xue, Lu, and Zhang 2019; Zhang et al. 2019) and segmentation-based frameworks (Liao et al. 2020; Wang et al. 2019c).

Recent research focuses on improving the performance of multi-oriented text detection (Wang et al. 2021b) and arbitrary-shaped text detection (Liao et al. 2020). While in the real world, the deployment model requires good performance and robustness to common image corruptions. And researchers have found that model performance is prone to image corruptions (Azulay and Weiss 2019). Robustness has been studied for classification (Hendrycks and Dietterich 2019), object detection (Michaelis et al. 2019), semantic segmentation (Kamann and Rother 2020), etc. But text detection requires prediction of text and non-text regions and modeling of text contours of arbitrary shapes, which is worthy of special investigations.

Inspired by (Hendrycks and Dietterich 2019), we establish the robust scene text detection benchmarks based on ICDAR2015 (Karatzas et al. 2015) and CTW1500 (Yuliang et al. 2017), consisting of two challenging datasets including ICDAR2015-C (IC15-C) and CTW1500-C (CTW-C). The benchmark datasets are constructed based on 18 different image corruptions from blur, noise, weather, digital, and geometric distortion.

To study the robustness of text detection models, we selected one representative method each from the region proposal-based, regression-based and segmentation-based frameworks. Extensive experiments show that the regression-based framework considers the overall shape of the text, and therefore has the highest robustness.

The impact of training data on performance is crucial, and many models are now pre-trained on external datasets first and then fine-tuned on the target data (Wang et al. 2019b; Baek et al. 2019; Feng et al. 2019), so we investigate the effect of 2 classical pre-training datasets, SynthText (Gupta, Vedaldi, and Zisserman 2016) and MLT17 (Nayef et al. 2017), on performance and robustness. We find that SynthText has a more significant improvement in robustness, while MLT17 performs better in improving performance.

The pipeline of training a scene text detector is as follows: the image goes through a backbone to extract features, then it goes through a feature fusion module to fuse features at different scales, followed by a single-scale or multi-scale predictions mechanism to predict the results, and finally the loss is calculated. Therefore we analyze the impact of these factors on the robustness. Based on the experimental results, the following conclusions can be drawn: (1) Stronger feature extractors can improve both performance and robustness. (2) Shallow features are sensitive to noise. (3) Introducing
larger receptive fields when fusing multi-scale features can improve robustness. (4) Multi-scale predictions can achieve a better trade-off between performance and robustness. (5) Considering the overall shape when modeling text instances is beneficial to improve robustness. (6) The IoU-based loss functions are more robust than L1-based.

Finally, we propose a Foreground and Background Mix (FBMix) augmentation method to enrich the background texture of the text area. Qualitative and quantitative experiments show that the proposed method can improve the robustness while maintaining or even improving the performance.

Our main contributions are summarised as follows:

1) We propose benchmarks for text detection robustness evaluation: IC15-C and CTW-C. We systematically analyze the impact of different text detection frameworks on robustness, including region proposal-based, regression-based and segmentation-based.

2) We investigate the effects of pre-training data, model structure, loss function, etc. on performance and robustness. Several interesting conclusions are drawn that will improve the performance and robustness of the text detectors.

3) We propose a simple but effective data augmentation method for text detection termed FBMix, which can significantly improve the robustness of models while maintaining the performance.

**Related Works**

**Scene Text Detection.** Scene text detection aims to localize the polygons of text instances (Lyu et al. 2018; Zhang et al. 2020; Xie et al. 2019). EAST (Zhou et al. 2017) directly predicts rotated boxes of text instances, whose pipeline is flexible and simple. MaskTextSpotter (Lyu et al. 2018) detects text of arbitrary shapes by segment the instance text region proposals. PSENet (Wang et al. 2019b) represents the text instance by predicting the mask of the shrunk text box, and combines the progressive scale expansion algorithm to get the final segmentation results. DBNet (Liao et al. 2020) proposes a differentiable binarization (DB) module to set the thresholds for binarization adaptively. ABCNet (Liu et al. 2020) predicts arbitrary shaped text instances by fitting parameterized Bezier curves. TextRay (Wang et al. 2020a) encodes complex geometric layouts into polar systems, proposing a single-shot anchor-free framework to jointly optimize text/non-text classification and geometric encodings regression. FCENet (Zhu et al. 2021) models text contours in Fourier space, by which the text contours could be trained end-to-end and deployed with simple post-processing algorithm.

**Benchmarking corruption robustness.** Several attempts have been made to deal with CNN’s vulnerability to common corruption so far. (Hendrycks and Dietterich 2019) establishes a benchmark for the robustness of image classification, and applies some common visual corruptions to generate two datasets called ImageNet-C and ImageNet-P. (Kamann and Rother 2020) presents a robustness study for semantic segmentation, and finds out that the backbone and some architecture properties have an impact on the improvement of robustness. An easy-to-use benchmark is proposed by (Michaelis et al. 2019) to evaluate the performance of the object detection methods when the image quality decreases. Considering that the human pose estimators are easily affected by some corruptions, such as blur, noise, etc. (Wang et al. 2021a) builds rigorous robust benchmarks to study the weaknesses of current excellent pose estimators.

**Robustness Enhancement.** Data augmentation can greatly improve model’s generalizability. However, it still remains a difficulty on how to improve model’s robustness to unseen image corruptions. (Geirhos et al. 2018b) finds that models trained under a certain type of corruption data work well under the current corruption while giving a poor performance when tested under other corruption types. In a different study, (Geirhos et al. 2018a) trains a classification model with a stylized ImageNet dataset, reporting improved model robustness on different corruption types by ignoring texture and focusing on object shape. (Zhang et al. 2017) proposes a data augmentation method called MixUp, which combines two paired images with their corresponding labels to generate a new image with the label. AdvMix, proposed by (Wang et al. 2021a), is a data augmentation method that can effectively improve the robustness of the pose estimation model. Unfortunately, it is designed for human pose estimation and cannot be applied to text detection directly.

**Methodology**

**Benchmarking Robustness**

In this part, we construct benchmark datasets and evaluation metrics for text detection robustness.

**Benchmark Datasets.** The robust scene text detection benchmark is composed of two benchmark datasets: IC15-C, CTW-C. They are constructed by applying 18 different types of image corruption with five severity levels. Fifteen of these corruptions are from the ImageNet-C dataset, and the other three are our proposed corruptions for text images. Some example images are shown in Fig. 1. Considering that the real-world text samples are likely to be covered with stains or painted by others, we propose two kinds of corruption: dirty and lines. In addition, we also rotate the image at different angles to obtain a new type of rotation corruption. Ultimately, all corruptions can be divided into five types: noise, blur, weather, digital, and geometry.

**Evaluation Metrics.** For text detection tasks, precision, recall and F-measure are the standard evaluation metrics. The F-measure is calculated from precision and recall, which reflects performance in a balanced way. So we apply F-measure as a performance metric for every model, and F is used to denote F-measure. According to (Michaelis et al. 2019), we evaluate model robustness by mean Performance under Corruption (mPC): 

$$mPC = \frac{1}{C} \sum_{c=1}^{C} \frac{1}{S} \sum_{s=1}^{S} F_{c,s}$$

Here, $F_{c,s}$ denotes the F-measure of the model under corruption type $c$ with severity level $s$. $N_C = 18$ and $N_S = 5$ are the numbers of corruption types and severity levels, respectively. To measure the degradation of performance under different corruptions, we define the relative Performance
under Corruption (rPC) as follows: $r_{PC} = \frac{m_{PC}}{F_{clean}}$. Here, $F_{clean}$ represents the performance on a clean dataset.

**Exploring Robustness**

To analyze which factors affect the robustness of the text detection algorithm, we study the influence of frameworks, pre-training data, backbone, feature fusion module, multi-scale predictions, representation of text instances and loss function on the robustness. Then we propose a simple and effective data augmentation method, which is demonstrated by qualitative and quantitative experiments.

**Frameworks for text detection.** Text detection models can be divided into three types as shown in Fig. 2. **Region proposal-based:** inspired by RCNN-based detection frameworks, these methods predict the contour points or masks of the text instances based on region proposals. And many region proposal-based text detection methods are derived from MaskRCNN (He et al. 2017) (MSRCNN), so we use MSRCNN to detect text of arbitrary shapes by segmenting the instance text region proposals (see Fig. 2 (a)). **Regression-based:** inspired by object detection, these methods rely on a contour regression-based framework. FCENet models text contours in Fourier space (see Fig. 2 (b)). **Segmentation-based:** inspired by semantic segmentation, these methods use per-pixel masks to encode text instances. PSENet predicts text kernels at different scales and finally merges the text kernels by a post-processing algorithm to obtain the results (see Fig. 2 (c)).

**Pre-training Data.** There are many methods that first pre-train the model using synthetic data (e.g. SynthText (Gupta, Vedaldi, and Zisserman 2016)) or real large-scale data (e.g. MLT17 (Nayef et al. 2017)). Then models are finetuned on the target dataset. Some examples of these two datasets are shown in the Fig. 3. SynthText does not take semantic information into account, so text may appear on arbitrary backgrounds. Different pre-training data may lead to different performances, but current methods usually ignore this compared with other methods. And we also want to investigate the effect of different pre-training data on the robustness of the model, so we first pre-train three types of text detection models with different pre-training data and then finetune it on the IC15 and CTW datasets, respectively. Finally, the three types of text detection algorithms are tested separately, and the test results can objectively reflect the impact of pre-training data on performance and robustness.

**BackBone.** While most previous text detection models use ResNet50 (He et al. 2016) or VGG16 (Simonyan and Zisserman 2015) to extract visual features, there are now newer backbones that have been proven to improve performance in object detection tasks. We utilize VGG16, ResNet50, ResNeXt50 (Xie et al. 2017), RegNetX-4.0GF (Radosavovic et al. 2020) as backbone. Each backbone is applied to three text detection models, trained on the IC15 and CTW datasets respectively.

**Feature Fusion.** Scene text detectors usually fuse the multi-scale features generated by the backbone and then use the fused features for subsequent processing. For the segmentation-based framework, PSENet (Wang et al. 2019b), PAN (Wang et al. 2019c), DBNet (Liao et al. 2020) and TextSnake (Long et al. 2018) use different feature fusion modules respectively as shown in Fig. 4. We want to investigate the effect of this module on the robustness of the model. Therefore, we embed the different feature fusion modules
into the PSENet and perform training and testing. Two types of feature pyramid networks (FPN), PAFPN (Liu et al. 2018) and CARAFE (Wang et al. 2019a), have been shown to improve performance in object detection tasks, and region proposal-based and regression-based frameworks originate from object detection, so we apply these two types of FPN on MSRCNN and FCENet, then conduct experiments.

**Multi Scale Predictions.** In general, the input features are passed through FPN to obtain multi-scale features. Some methods fuse different levels of features into a single scale feature and perform single-scale prediction based on this feature (Zhou et al. 2017; Wang et al. 2020b). There are also some methods conduct prediction on the multi-scale features (Zhu et al. 2021; Wang et al. 2020a; Liu et al. 2020). Such as FCENet, which makes predictions on the feature maps P3, P4, and P5 of FPN. We modify FCENet to predict only on P3, P4, or P5, respectively, and then compare the performance with the predictions of all scale features.

**Representation of Text Instances.** The focus of recent research has shifted from multi-oriented text detection to arbitrary-shaped text detection, and scholars are investigating how to represent arbitrary-shaped text better. PSENet (Wang et al. 2019b) uses text kernels of different scales to represent text instances; DRRG (Zhang et al. 2020) uses local components to represent a region of a text instance and finally merges the components to get the whole text; PAN (Wang et al. 2019c) uses similar vectors to distinguish between different text instances; FCENet (Zhu et al. 2021) represents text contours in Fourier space, and TextRay (Wang et al. 2020a) uses multiple rays to represent text contours in polar space. These five representations are shown in the Fig. 5, and we have also studied and analyzed them systematically. For the segmentation-based framework, we fix the backbone as ResNet50, set the feature fusion module as FPN_UNET (Long et al. 2018), and train the model on the CTW dataset using three prediction heads: PSENet, DRRG, and PAN. For the regression-based framework, we fix the backbone as ResNet50 with DCN (Zhu et al. 2019), set the feature fusion module as FPN, and use the two prediction heads from FCENet and TextRay to train the model on the CTW dataset.

**Loss Function.** The performance of text detection method is usually evaluated based on Intersection over Union (IoU) for text detection tasks. However, the general distance loss does not reflect the IoU between the predicted bounding box and the ground truth. Therefore, we conduct experiments on four loss functions (L1 loss, Smooth L1 loss, GIoU loss (Rezatofighi et al. 2019), DIoU loss (Zheng et al. 2020)) to investigate their influences on the performance and robustness of the scene text detection model.

**Foreground and Background Mix (FBMix)**

In general, text generally appears in smooth background areas and has periodic consistency within the text, and this
Algorithm 1 FBMix in a Python-like style

```python
import cv2
def FBMix(fgimg, bgimg, alpha=0.5):
    oh, ow, c = bgimg.shape()  # background
    dh, dw, c = fgimg.shape()  # foreground
    if oh != dh or ow != dw:
        bgimg = cv2.resize(bgimg, (dw, dh))
    result = fgimg * alpha + bgimg * (1 - alpha)
    return result
```

Table 1: Results of different frameworks on IC15. “Regi.”, “Regr.” and “Seg.” denotes region proposal-based framework, regression-based framework and segmentation-based framework, respectively. “N.”, “B.”, “W.”, “D.” and “G.” denotes Noise, Blur, Weather, Digital and Geometry.

| Method | Clean | N. | B. | W. | D. | G. | mPC | rPC |
|--------|-------|----|----|----|----|----|-----|-----|
| RegNet | 82.5  | 16.7| 26.2| 61.6| 62.4| 68.0| 47.2| 57.3|
| Regr.  | 84.9  | 19.6| 30.1| 65.9| 67.3| 76.8| 51.9| 61.1|
| Seg.   | 80.7  | 21.6| 26.9| 59.5| 63.2| 67.8| 48.1| 59.6|

Table 2: Results of different pre-training data on CTW and IC15. “None” means no pre-training data is used.

| Method       | Clean | N. | B. | W. | D. | G. | mPC | rPC |
|--------------|-------|----|----|----|----|----|-----|-----|
| MSRCNN       | 73.2  | 56.4| 31.9| 69.5| 56.3| 50.6| 52.5| 71.7|
| SynthText    | 75.5  | 60.3| 35.0| 71.9| 58.6| 58.4| 55.8| 73.9|
| MTLT17       | 75.6  | 59.2| 37.7| 71.7| 57.8| 56.6| 55.8| 73.8|
| None         | 82.5  | 16.7| 26.2| 61.6| 62.4| 68.0| 47.2| 57.3|
| SynthText    | 85.8  | 20.6| 27.3| 63.6| 64.1| 71.5| 68.6| 81.3|
| MTLT17       | 84.5  | 20.6| 27.3| 63.6| 64.1| 71.5| 68.6| 81.3|
| None         | 85.4  | 16.7| 27.2| 62.7| 64.8| 71.8| 68.1| 80.5|
| SynthText    | 84.3  | 25.0| 40.9| 82.1| 68.8| 74.5| 66.1| 78.4|
| MTLT17       | 84.4  | 76.0| 44.8| 83.1| 71.1| 76.1| 66.6| 81.3|
| None         | 84.6  | 74.7| 45.8| 82.9| 69.8| 75.5| 68.1| 80.5|
| SynthText    | 85.5  | 34.2| 31.7| 69.1| 69.0| 78.4| 56.0| 65.5|
| MTLT17       | 85.6  | 22.5| 31.3| 66.8| 68.2| 77.1| 53.1| 62.0|
| None         | 84.9  | 19.6| 30.1| 65.9| 67.3| 76.8| 51.9| 61.1|
| SynthText    | 81.4  | 67.6| 27.5| 78.5| 62.3| 62.6| 58.2| 71.5|
| MTLT17       | 80.6  | 64.1| 31.8| 77.9| 61.6| 61.7| 58.1| 72.1|
| None         | 80.7  | 21.6| 26.9| 59.5| 63.2| 67.8| 48.1| 59.6|
| SynthText    | 82.2  | 37.7| 27.9| 64.7| 65.9| 69.9| 53.0| 64.5|
| MTLT17       | 83.6  | 33.6| 30.0| 63.2| 64.4| 72.2| 53.0| 63.4|

Experiments and Analyses

Implementation Details

Based on the open-source toolbox MMOCR (Kuang et al. 2021), we re-trained the models mentioned in the previous section to make a fair comparison. In addition, the three types of text detection models require different numbers of iterations to converge. For MSRCNN, PSENet and FCENet, we train 160, 600, 1500 epochs on the corresponding dataset, respectively. All experiments are conducted on a computer with eight RTX 3090 GPUs.

Discussion of Robustness Study

In this part, we conduct experiments and analyses on the factors affecting the robustness of the text detection model.

- **Performance w.r.t Frameworks.** The results of different text detection frameworks on IC15 are shown in the Table 1. The regression-based framework needs to consider the global shape of the text, so the robustness is higher than the other two frameworks. The segmentation-based framework focuses on local features to distinguish the foreground background, making it more sensitive to image corruptions. The region proposal-based framework is a two-stage algorithm, and each stage is affected by corruption, so the robustness is slightly worse than the segmentation-based framework.

- **Performance w.r.t Pre-training Data.** As shown in Table 2, pre-training data improves both the performance and robustness. On the IC15 dataset, the pre-training data improves the performance significantly, but on the CTW dataset, the improvement is smaller. The reason is that the pre-training data and the IC15 dataset are mostly multi-directional texts, while the CTW dataset has many curved texts. In addition, MTLT17 has a more remarkable improvement in model performance because synthetic data cannot fully simulate real data, and there is a gap with real data. Synthetic data is generally obtained by embedding text in a smooth area on the background image. The text can appear in a more diverse range of locations. The texture of the text area is more complex, and the network also has some robustness to image corruptions by learning this kind of data.

- **Performance w.r.t Backbone.** As shown in Table 3, RegNet achieves higher performance and robustness compared to other networks. We find that different backbone networks have less effect on segmentation-based PSENet, probably because such methods only need local texture features to distinguish text and non-text regions, so a general backbone network can achieve good results. In addition, it is observed that a better backbone improves the robustness of the model on the noise the most, which indicates that a better feature extractor can better resist the effect of noise.

- **Performance w.r.t Feature Fusion.** The results of feature fusion modules are shown in Table 4. PAFPN incorporates shallow features into deep features, while CARAFE proposes a new feature upsampling operator with the advantage of a greater receptive field and the ability to generate the upsampling kernel based on the input features dy-
namically, PAPFN and CARAFE can improve the performance on clean images. PAPFN reduces the robustness of the model to noise, probably because of interference from shallow features. But CARAFE can slightly improve the robustness because it can focus on contextual information and is less susceptible to corruption. For PSENet, different feature fusion modules all have different effects on robustness, with FPNF being the most robust to geometric perturbations and FPN_UNET being the most robust to noise.

- **Performance w.r.t Multi Scale Predictions.** The results of multi-scale predictions are shown in Table 5. This shows that using only P3 or P4 to predict is similar to using all scale features, while only P5 are much worse. We believe that in the IC15 dataset, the scale of text lines does not vary much, so it is sufficient to use only P3 or P4 features. Interestingly, the results for P5 correspond to better robustness in the case of noise than the others, probably because the features with a large receptive field are more robust to noise.

| Table 3: Results of different backbones on CTW and IC15. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **M**          | Nck             | B               | Clean | N. | B. | W. | D. | G. | mPC | rPC |
| MSRCNN         | FPN             | 82.5            | 16.7  | 26.2 | 61.6 | 62.4 | 68.0 | 47.2 | 57.3 |
|                 | PAPFPN          | 83.8            | 12.8  | 27.4 | 59.5 | 63.3 | 69.0 | 46.9 | 56.0 |
|                 | CARAFE          | 83.0            | 22.4  | 26.8 | 63.3 | 62.6 | 68.9 | 48.8 | 58.7 |
|                 | RegNet          | 79.5            | 65.8  | 31.0 | 77.7 | 61.1 | 59.9 | 57.8 | 72.7 |
| FPN3-FPN6      | FPN             | 84.9            | 19.6  | 30.1 | 65.9 | 67.3 | 76.8 | 51.9 | 61.1 |
|                 | PAPFPN          | 85.7            | 15.5  | 28.6 | 66.1 | 66.0 | 77.1 | 50.5 | 58.9 |
|                 | CARAFE          | 85.2            | 24.1  | 30.3 | 66.7 | 68.0 | 76.4 | 53.0 | 62.2 |
| PSENet         | FPN             | 80.7            | 21.6  | 26.9 | 59.5 | 63.2 | 67.8 | 48.1 | 59.6 |
|                 | FFM             | 79.6            | 24.4  | 26.4 | 58.9 | 63.7 | 68.2 | 48.6 | 61.0 |
|                 | FPNC            | 78.5            | 24.1  | 25.2 | 55.9 | 61.7 | 63.9 | 47.9 | 61.1 |
|                 | FPN_U           | 78.5            | 26.2  | 24.3 | 56.6 | 62.4 | 63.3 | 47.0 | 60.0 |

Observe the results of different feature fusion modules on IC15. “FPN_U” means “FPN_UNET”.
Improving Robustness by FBMix

Comparisons of FBMix with other data augmentations are shown in Fig. 7. SIN stylizes the input image to destroy the texture information but potentially compromises the structural information of the text. MixUp blends the two foreground images without introducing additional texture information and with possible overlap between the text. FBMix blends a foreground image with a natural background image without text, introducing more background texture information in the text region.

**Quantitative Results.** The results of data augmentations are shown in Table 8. Although the SIN can increase the robustness, it has a likelihood to turn the text areas into background texture, which will introduce label noise during the training process. Causally, the performance of the model on clean images will degrade significantly. FBMix outperforms SIN and MixUp in most cases and has the largest improvement in robustness to noisy and blurred data. MixUp fuses two images containing text in the training dataset without introducing richer background textures, so the performance is worse than FBMix in most cases.

**Conclusion**

We conduct a detailed comparison of scene text detection robustness against eighteen image corruptions. We systematically study the various influencing factors that affect the robustness of text detection, including text detection framework, pre-training data, backbone, feature fusion module, multi-scale predictions, representation of text instances, and loss function. Based on the experimental results, we obtained some important conclusions: better backbone network can improve the performance and robustness of the model; using global information to model text contours helps to improve the overall robustness of the model; shallow features are sensitive to noise; IoU-based loss is more effective than L1-based loss. We find that synthetic data improves the robustness of the model more than real data because the background texture in the text area of synthetic data is more diverse. We accordingly propose a simple but effective data augmentation method FBMix, which significantly improves the robustness of three existing text detection frameworks and maintains the performance. These findings are crucial for researchers when designing models for text detection tasks. And we hope that this work will draw the community’s attention to the robustness of text detection.
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Supplemental Material

In this supplementary material, we provide additional results to complement the paper. First, we provide more detailed experimental results to complement the article to further illustrate the aspects that affect the robustness of scene text detection. Second, we show more qualitative results.

1. More detailed results

In this section, we provide more detailed results.

- **Performance w.r.t Pre-training Data.** The results of different pre-training data are shown in Table 9. The experimental results show that SynText mainly improves the robustness of the model to various types of noise. This suggests that improving the diversity of background textures in the text area helps to combat noise. We observe that the improvement of SynthText’s robustness against noise is much more significant than MLT17 with the IC15 dataset. This is because IC15 contains a lot of text at more minor scales, which is challenging to be detected correctly under various kinds of noise. In contrast, the text in CTW is at a larger scale, and the noise does not affect it too much. That is, the greater the perturbation caused by the noise to the text in the image, the more significant the improvement of SynthText.

- **Performance w.r.t Backbone.** The results of different backbones are shown in Table 10. The effect of the backbone network on model robustness is all-encompassing, i.e., it affects the performance of the model to various types of corruptions simultaneously. This suggests that a better feature extractor provides more resistant features to perturbations and, therefore, can improve the robustness to different types of perturbations.

- **Performance w.r.t Feature Fusion.** The results of feature fusion modules are shown in Table 11. For region proposal-based and regression-based methods, the different feature fusion modules mainly affect the robustness of the model to noise and blur. For segmentation-based methods, there is no apparent advantage or disadvantage of different feature fusion modules.

- **Performance w.r.t Multi Scale Predictions.** The results of multi-scale predictions are shown in Table 12. This table contains the results of each type of corruption compared to the article.

- **Performance w.r.t Representations of Text Instances.** The results of different representations on CTW are shown in Table 13. This table contains the results of each type of corruption compared to the article.

- **Performance w.r.t Loss Function.** The results of MSRCNN trained on the IC15 dataset using different loss functions are shown in Table 14. This table contains the results of each type of corruption compared to the article.

- **Performance w.r.t Data Augmentations.** The results of data augmentations are shown in Table 15. SIN outperforms other methods in improving the robustness of the model to blur under the CTW dataset. Because the process of stylizing the image by SIN changes the structural information of the text, and the scale of the text in CTW is large, the text is not completely transformed into the background texture, and part of the structure is distorted but still visible as text, similar to the blurring effect. In addition, for the most part, several of the data augmentation methods reduce the robustness of the model to rotation, probably because they all tend to make the model ignore texture information. Hence, the model focuses on local text structure feature learning and ignores global information. And when the image is rotated, the local structural features of the text change a lot, so the performance is poor.

2. More qualitative results

In this section, we show more qualitative results.

- **Benchmark Datasets** The example of CTW-C is shown in the article, here we add the example of IC15-C, as shown in Fig. 9.

- **Realizations of FBMix** Example images of FBMix are shown in Fig. 10. FBMix greatly improves the variety of background textures in the text area by introducing images from natural scenes.

- **Effect of FBMix** The results of using FBMix to train the model are shown in Fig. 11. The results demonstrate that FBMix mitigates the interference caused by image corruptions, significantly improves the robustness.
| MD | Pretrain | Clean | Noise | Blurr | Weather | Digital | Geometry | Rotation | Elastic |
|----|----------|-------|-------|-------|---------|---------|----------|----------|---------|
| **MSRCNN** | **CTW** | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 |
| **IC15** | **CTW** | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 |
| **PSENet** | **CTW** | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 | None | SynthText | MLT17 |

Table 9: Results of pre-training data on CTW and IC15.

| MD | B | Noise | Blurr | Weather | Digital | Geometry | Rotation | Elastic |
|----|---|-------|-------|---------|---------|----------|----------|---------|
| **VGG16** | CTW | 61.2 | 44.0 | 44.3 | 41.8 | 20.3 | 22.8 | 23.0 | 25.1 | 51.2 | 55.6 | 58.0 | 60.1 | 43.0 | 49.0 | 54.2 | 44.6 | 25.3 | 24.9 | 50.7 |
| **ResNet50** | CTW | 73.2 | 56.9 | 56.7 | 55.7 | 30.6 | 32.3 | 33.3 | 31.5 | 67.1 | 69.9 | 71.6 | 72.6 | 61.8 | 53.8 | 61.2 | 57.9 | 30.7 | 41.1 | 60.1 |
| **ResNeXt** | CTW | 74.3 | 56.4 | 56.4 | 57.3 | 31.4 | 36.3 | 33.7 | 30.7 | 67.7 | 71.2 | 73.0 | 73.0 | 63.4 | 50.8 | 61.2 | 58.7 | 33.0 | 41.3 | 61.4 |
| **RegNet** | CTW | 76.1 | 61.3 | 61.4 | 60.9 | 32.8 | 36.9 | 38.5 | 34.9 | 71.1 | 73.5 | 74.8 | 74.7 | 65.8 | 58.7 | 65.2 | 63.5 | 33.6 | 42.6 | 63.5 |
| **MLT17** | CTW | 80.6 | 65.2 | 65.0 | 62.0 | 31.5 | 36.2 | 32.0 | 27.7 | 76.5 | 78.0 | 79.2 | 79.4 | 71.1 | 58.3 | 68.8 | 63.0 | 29.4 | 62.9 | 60.6 |
| **None** | CTW | 80.7 | 24.6 | 22.8 | 17.5 | 27.5 | 33.9 | 38.1 | 8.2 | 45.7 | 59.3 | 73.5 | 75.4 | 61.5 | 60.0 | 68.9 | 53.4 | 60.1 | 56.9 | 77.4 |
| **SynthText** | MLT17 | 82.2 | 39.8 | 36.7 | 36.4 | 28.1 | 34.3 | 36.5 | 13.0 | 51.2 | 62.5 | 77.9 | 78.5 | 66.8 | 60.1 | 70.5 | 55.1 | 64.6 | 60.4 | 79.4 |
| **MLT17** | MLT17 | 83.6 | 37.4 | 34.7 | 28.9 | 31.4 | 37.2 | 40.3 | 11.3 | 47.6 | 64.6 | 77.5 | 78.8 | 65.8 | 62.3 | 70.5 | 55.6 | 65.3 | 62.9 | 81.5 |

Table 10: Results of backbones on CTW and IC15.
| Method | Neck | Clean | Gauss | Shot | Impulse | Defocus | Glass | Motion | Zoom | Snow | Frost | Fog | Bright | Contrast | Pixel | Jpeg | Dirty | Lines | Rotation | Elastic |
|--------|------|-------|-------|-------|---------|---------|-------|--------|------|------|-------|-----|--------|----------|-------|-----|-------|-------|----------|--------|
| FPN   | 82.5 | 18.5  | 16.7  | 14.8  |         | 28.7   | 29.5  | 38.2   | 8.5  | 46.5 | 62.6  | 75.8| 76.6   | 64.7     | 48.5  | 66.5| 54.9  | 63.6  | 55.5     | 80.5   |
| PAFPN | 83.9 | 14.4  | 12.4  | 11.5  |         | 29.7   | 31.5  | 40.5   | 8.1  | 42.9 | 60.5  | 75.0| 77.5   | 63.5     | 49.5  | 69.0| 53.9  | 66.4  | 57.4     | 80.6   |
| CARAFE| 83.0 | 24.2  | 22.7  | 20.4  |         | 29.3   | 30.6  | 38.9   | 8.4  | 49.7 | 63.8  | 76.5| 76.6   | 64.7     | 47.3  | 68.7| 55.3  | 62.9  | 57.4     | 80.4   |

Table 11: Results of different feature fusion modules on IC15, “FPN_U” means “FPNUNET”.

| Method | Head | Clean | Gauss | Shot | Impulse | Defocus | Glass | Motion | Zoom | Snow | Frost | Fog | Bright | Contrast | Pixel | Jpeg | Dirty | Lines | Rotation | Elastic |
|--------|------|-------|-------|-------|---------|---------|-------|--------|------|------|-------|-----|--------|----------|-------|-----|-------|-------|----------|--------|
| TK     | 77.2 | 62.1  | 61.1  | 59.8  |         | 30.2   | 32.3  | 30.5   | 25.4 | 73.6 | 75.7  | 77.6| 76.9   | 67.0     | 58.8  | 68.2| 60.8  | 28.1  | 57.9     | 57.1   |
| CC     | 83.2 | 60.7  | 58.4  | 56.0  |         | 24.3   | 31.8  | 32.4   | 25.2 | 76.1 | 78.8  | 80.9| 81.3   | 64.0     | 60.1  | 68.8| 60.6  | 31.7  | 77.8     | 68.9   |
| SV     | 77.3 | 57.5  | 54.7  | 51.8  |         | 18.4   | 26.0  | 21.1   | 16.7 | 68.2 | 71.2  | 75.3| 75.9   | 50.7     | 60.3  | 66.3| 55.2  | 28.8  | 58.2     | 64.2   |

Table 12: Results of FCENet with different scale features on IC15. “P3”, “P4” and “P5” represent the features after 8×, 16×, and 32× downsampling, respectively.

| Method | Loss | Clean | Gauss | Shot | Impulse | Defocus | Glass | Motion | Zoom | Snow | Frost | Fog | Bright | Contrast | Pixel | Jpeg | Dirty | Lines | Rotation | Elastic |
|--------|------|-------|-------|-------|---------|---------|-------|--------|------|------|-------|-----|--------|----------|-------|-----|-------|-------|----------|--------|
| L1     | 82.5 | 18.5  | 16.7  | 14.8  |         | 28.7   | 29.5  | 38.2   | 8.5  | 46.5 | 62.6  | 75.8| 76.6   | 64.7     | 48.5  | 66.5| 54.9  | 63.6  | 55.5     | 80.5   |
| SmoothL1| 83.5 | 13.1  | 11.2  | 10.2  |         | 29.0   | 30.5  | 40.8   | 9.1  | 42.8 | 61.4  | 75.0| 76.9   | 65.6     | 49.6  | 68.9| 53.0  | 66.3  | 54.4     | 80.6   |
| IoU    | 83.3 | 24.2  | 22.5  | 21.1  |         | 29.0   | 28.1  | 38.1   | 8.0  | 48.0 | 62.6  | 75.9| 75.8   | 64.6     | 46.7  | 67.4| 54.9  | 63.9  | 56.1     | 80.5   |
| GLoU   | 82.8 | 23.6  | 21.3  | 19.7  |         | 29.7   | 29.0  | 38.4   | 7.3  | 48.6 | 61.9  | 75.9| 76.1   | 65.2     | 47.4  | 67.5| 55.7  | 62.6  | 56.7     | 80.1   |
| DLoU   | 83.1 | 22.7  | 21.0  | 18.6  |         | 28.0   | 28.0  | 37.7   | 8.0  | 48.4 | 63.4  | 75.6| 75.6   | 64.7     | 46.1  | 67.6| 55.3  | 63.5  | 55.2     | 80.8   |

Table 13: Representations of text instances. “TK”, “CC” and “SV” denotes text kernel (PSENet), local connected components (DRRG) and similar vectors (PAN).

Table 14: Results of different loss functions on IC15.
| M      | D    | Noise | Aug | Clean | Gauss | Shot | Impulse | Defocus | Glass | Motion | Zoom | Bright | Contrast | Pixel | Jpeg | Dirty | Lines | Rotation | Elastic |
|--------|------|-------|-----|-------|-------|------|---------|---------|-------|--------|------|--------|----------|-------|------|-------|-------|-----------|---------|
| MSRCNN | CTW  | 73.2  | 56.9 | 56.7  | 55.7  | 30.6 | 32.3    | 33.3    | 31.5  | 67.1   | 69.9 | 71.6   | 72.6     | 61.8  | 53.8 | 61.2  | 57.9  | 30.7      | 41.1    |
|        | IC15 | 74.0  | 63.1 | 62.0  | 62.8  | 33.6 | 37.9    | 40.5    | 41.6  | 69.4   | 71.5 | 72.8   | 72.5     | 68.0  | 59.7 | 63.4  | 56.9  | 35.6      | 37.3    |
|        |      | 71.5  | 61.4 | 61.6  | 61.0  | 38.4 | 39.1    | 44.5    | 40.0  | 67.9   | 69.8 | 71.6   | 70.9     | 67.4  | 55.3 | 64.3  | 62.6  | 30.6      | 35.3    |
|        |      | 72.1  | 58.3 | 57.6  | 57.8  | 35.4 | 37.6    | 45.6    | 43.1  | 67.6   | 69.8 | 71.5   | 70.9     | 68.3  | 54.4 | 61.5  | 60.9  | 40.7      | 35.2    |
|        | FBMix| 82.5  | 18.5 | 16.7  | 14.8  | 32.8 | 37.4    | 48.9    | 21.3  | 54.8   | 69.6 | 80.1   | 79.2     | 73.0  | 57.6 | 70.9  | 58.4  | 70.1      | 45.9    |
|        | SIN  | 80.3  | 44.4 | 44.8  | 38.7  | 27.0 | 37.3    | 40.2    | 12.5  | 46.8   | 62.7 | 74.2   | 75.9     | 66.1  | 62.4 | 70.6  | 52.5  | 63.3      | 44.0    |
|        | MixUp| 83.5  | 24.3 | 22.2  | 19.8  | 29.9 | 33.8    | 49.4    | 22.6  | 53.5   | 69.4 | 80.9   | 78.4     | 75.1  | 52.4 | 69.2  | 58.5  | 70.0      | 47.8    |
|         | FCENet| CTW  | 84.3  | 73.2  | 72.7  | 71.5  | 36.8 | 43.9    | 45.5    | 37.4  | 80.3   | 81.9 | 84.1   | 83.2     | 80.7  | 66.0 | 73.5  | 68.9  | 40.4      | 76.2    |
|        | IC15 | 85.9  | 81.7 | 81.4  | 81.2  | 52.0 | 56.0    | 68.7    | 64.6  | 84.0   | 85.3 | 85.7   | 85.3     | 83.9  | 69.2 | 77.6  | 77.4  | 58.6      | 76.5    |
|        |      | 84.4  | 76.5 | 76.4  | 75.7  | 46.1 | 52.6    | 61.6    | 47.1  | 81.7   | 82.7 | 84.0   | 83.7     | 81.9  | 69.6 | 77.1  | 71.7  | 42.8      | 76.3    |
|        |      | 85.0  | 79.2 | 79.0  | 79.3  | 41.6 | 48.2    | 63.3    | 58.2  | 81.7   | 83.6 | 84.5   | 83.9     | 82.9  | 69.9 | 77.6  | 73.9  | 56.9      | 69.8    |
|         | PSENet| CTW  | 84.9  | 22.7  | 21.9  | 14.1  | 39.0 | 34.2    | 43.4    | 13.6  | 47.1   | 66.6 | 84.0   | 79.8     | 79.1  | 56.9 | 65.5  | 57.1  | 65.7      | 70.6    |
|        | IC15 | 84.7  | 55.4 | 54.6  | 55.4  | 38.7 | 42.7    | 58.8    | 36.5  | 61.3   | 75.9 | 84.0   | 81.9     | 81.0  | 55.5 | 66.4  | 65.0  | 71.8      | 65.7    |
|        |      | 82.5  | 38.6 | 39.1  | 29.4  | 36.6 | 47.9    | 51.6    | 18.9  | 52.6   | 67.4 | 81.3   | 79.0     | 76.4  | 60.4 | 68.6  | 57.1  | 64.4      | 65.6    |
|        |      | 85.0  | 44.4 | 43.5  | 42.7  | 34.1 | 41.2    | 59.3    | 31.9  | 61.7   | 72.4 | 84.3   | 80.9     | 81.2  | 57.1 | 62.0  | 65.6  | 71.2      | 67.9    |
|         | IC15 | 78.8  | 57.9 | 57.7  | 55.5  | 30.8 | 33.1    | 30.4    | 24.5  | 74.3   | 76.1 | 77.8   | 77.5     | 67.1  | 57.2 | 65.7  | 61.7  | 28.0      | 56.9    |
|        |      | 79.3  | 69.0 | 68.5  | 67.7  | 30.8 | 33.9    | 37.8    | 41.8  | 77.9   | 79.6 | 81.3   | 79.3     | 78.4  | 58.7 | 65.4  | 63.6  | 35.6      | 58.6    |
|        |      | 79.7  | 70.3 | 69.0  | 69.5  | 31.6 | 35.6    | 34.5    | 30.6  | 76.5   | 77.3 | 79.3   | 78.4     | 71.8  | 61.5 | 71.3  | 64.1  | 27.4      | 58.2    |
|         | PSENet| CTW  | 80.7  | 24.6 | 22.8  | 17.5  | 27.5 | 33.9    | 38.1    | 8.2   | 45.7   | 59.3 | 73.5   | 75.4     | 61.5  | 60.0 | 68.9  | 53.4  | 60.1      | 58.2    |
|        | IC15 | 78.0  | 46.2 | 46.4  | 44.2  | 26.0 | 35.2    | 41.2    | 19.7  | 48.1   | 64.5 | 75.7   | 74.7     | 65.5  | 58.6 | 66.5  | 52.4  | 63.4      | 46.9    |
|        |      | 75.2  | 35.3 | 36.2  | 28.3  | 23.7 | 33.4    | 31.2    | 9.1   | 39.6   | 53.7 | 68.4   | 70.8     | 57.4  | 62.4 | 63.2  | 45.9  | 57.0      | 46.0    |
|        |      | 78.1  | 36.0 | 35.2  | 35.1  | 27.6 | 36.4    | 43.7    | 20.5  | 50.4   | 62.6 | 77.3   | 74.1     | 70.4  | 60.0 | 66.2  | 54.8  | 63.1      | 51.0    |

Table 15: Results of different augmentations on CTW and IC15.
Figure 9: Visualization of images from our benchmark datasets, which consists of 18 types of corruptions from noise, blur, weather, digital and geometry categories. There are five levels of severity for each type of corruption, leading to 90 distinct corruptions.
Figure 10: Realizations of FBMix, combine foreground image and background image together to get a new image.
Figure 11: Qualitative comparisons between without and with FBMix.