Are smooth pseudopotentials a good choice for representing short-range interactions?
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When seeking a numerical representation of a quantum-mechanical multiparticle problem it is tempting to replace a singular short-range interaction by a smooth finite-range pseudopotential. Finite basis set expansions, e.g., in Fock space, are then guaranteed to converge exponentially. The need to faithfully represent the artificial length scale of the pseudopotential, however, places a costly burden on the basis set. Here we discuss scaling relations for the required size of the basis set and demonstrate the basis set convergence on the example of a two-dimensional system of few fermions with short-range s-wave interactions in a harmonic trapping potential. In particular we show that the number of harmonic-oscillator basis functions needed to reach a regime of exponential convergence for a Gaussian pseudopotential scales with the fourth power of the pseudopotential length scale, which can be improved to quadratic scaling when the basis functions are rescaled appropriately. Numerical examples for three fermions with up to a few hundred single-particle basis functions are presented and implications for the feasibility of accurate numerical multiparticle simulations of interacting ultracold-atom systems are discussed.
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I. INTRODUCTION

There is increasing interest in the theoretical description of multiparticle systems of interacting ultracold atoms thanks to the recent progress in experimental realizations [1–5]. In particular we may expect exciting developments in microtraps [6–8] with tens of particles where accessing strongly correlated regimes of quantum-Hall-like physics seems feasible [9–12].

The theoretical description of atom-atom interactions is significantly simplified at ultracold temperatures where details of the interaction potentials can be neglected in favor of a single constant, the s-wave scattering length \( a_s \), to define a physical model with contact interactions [13]. Despite these simplifications, the complexity of many-particle quantum mechanics still makes it a very difficult problem to solve, where exact solutions are only available in special cases in one spatial dimension [14–18] or for up to three particles in a harmonic trap [19–21].

A straightforward and generalist approach to representing the many-body problem for computational treatment is to introduce a discrete and necessarily finite basis of smooth single-particle wave functions from which a finite but still potentially very large Fock-space is constructed to represent the many-body Hamiltonian as a matrix. Finding eigenstates and eigenvalues of the full matrix is known as exact diagonalization or full configuration-interaction [22–26], but many different approximation schemes have also been followed [27]. In particular, standard approaches of \( \textit{ab initio} \) quantum chemistry or nuclear physics like the coupled-cluster [28] or multi configurational self-consistent field theory [29] all can be formulated in this language as they rely on an underlying single-particle basis. Also Monte Carlo (or other) approaches that rely on a lattice discretization of continuous space fall into the same category [30], as the underlying single-particle space can be represented as a discrete set of plane waves.

One of the complications in the numerical treatment of contact interactions with basis set expansions stems from the nonanalytic behavior of the wave function at the point of particle coalescence. At this point, the appropriate Bethe-Peierls boundary conditions demand a cusp in one spatial dimension, i.e. a point of nondifferentiability [14], in two dimensions a logarithmic divergence, and in three dimension a \( 1/r \) divergence of the wave function [31–33]. While in one dimension a Dirac \( \delta \) function pseudopotential provides a well-defined model for contact interactions, the convergence of basis set expansions is algebraic and painfully slow [28, 34]. Basis set expansions in two and three dimensions diverge for bare contact interaction [35–37] and basis-set-dependent renormalization procedures have to be used in order to obtain convergent and correct results [37–40]. In the best case, renormalized contact interactions will lead to algebraic convergence in the size of the finite single-particle basis set [30, 33, 34]. Some of us have recently described a transcorrelated method where the singular nature of the contact interaction is reduced by means of a similarity transformation of the Hamiltonian [34] (see also Ref. [41].
for a related idea). This promising approach results in an improved power-law scaling but the convergence still remains algebraic.

Here, we consider a different approach where the contact interaction is replaced by a smooth finite-range pseudopotential. This has the advantage that basis set expansions will converge exponentially for appropriately chosen single-particle basis functions [42]. Specifically we consider what the requirements are for the basis set to reach the regime of exponential convergence and whether this approach is feasible for multiparticle simulations. Examples of finite-range pseudopotentials used in the literature are the Troullier-Martins [43, 44], Pöschl-Teller [45, 46], and Gaussian potentials [26, 36, 47–57], in addition to the square well popular in diffusion Monte Carlo simulations [48].

When using finite range pseudopotentials to represent short-range interactions, an interpolation in the width of the pseudopotential should be done to the zero-range limit [58]. In order to approach this limit, the length scale of the pseudopotential should be significantly smaller than other physically relevant length scales of the problem, in particular the mean particle separation and length scales imposed by external potentials. In order to reach a regime where the basis set expansion converges exponentially, however, the basis set needs to resolve the smallest length scale of the pseudopotential. At the same time, the large length scales of the problem, i.e., the (Thomas-Fermi) size of the cold atom cloud, or the size of the container, also have to be represented by the basis set. This hierarchy of length scales, typically spanning at least one but possibly several orders of magnitude, presents a challenge for accurate numerical simulations. While the size of the single-particle basis (quantified by the number of single-particle functions $M$) is determined by this hierarchy of length scales, the size of the full many-body problem also depends strongly on the number of particles $N$. Specifically for spinless bosons, the size of the relevant part of Fock space is $( N + M - 1 )$, whereas for spin-$\frac{1}{2}$ fermions the total dimension is $\binom{M}{N_{\uparrow}}\binom{M}{N_{\downarrow}}$, where $N_{\uparrow}$ and $N_{\downarrow}$ are the numbers of up- and down-spin particles, respectively.

In this work, we specifically consider ultracold fermionic atoms in a harmonic oscillator trapping potential where the potential in one of the three trapping directions is so tight that the problem can be considered two-dimensional. We furthermore choose a Gaussian pseudopotential to model attractive $s$-wave interactions between spin-up and spin-down particles [59]. For the underlying single-particle basis we consider two cases: (1) a basis that is defined by the single-particle eigenstates of the isotropic two-dimensional harmonic trapping potential, and (2) the same set of basis functions with scaled spatial coordinates by a scaling factor $\gamma$. Using the known properties of the harmonic oscillator eigenfunctions we show that the basis set size $M$ required to resolve the chosen length scale of the pseudopotential $l_{\text{res}}$ scales as $(l/l_{\text{res}})^4$ where $l = \sqrt{\hbar/m\omega}$ is the harmonic oscillator length scale of the trapping potential for case (1).

Allowing the basis functions to be scaled by $\gamma$ as in case (2) leads to an improved scaling of $(l/l_{\text{res}})^2$ while still faithfully resolving the small length scale $l_{\text{res}}$ and a fixed large length scale that is determined by the particle-number and interaction strength. We provide estimates for these length scales and the required scaling parameters. Numerical examples show the convergence of the ground-state energy for three fermions obtained by exact diagonalization with single-particle basis sets of up to 231 Fock-Darwin orbitals. In order to compute the matrix elements of the Gaussian interaction potential with the Fock-Darwin basis of this size, a careful algorithm based on recursion formulas had to be developed in order to avoid an excessive accumulation of round-off errors. This algorithm is described in Appendix B.

This paper is organized as follows: After defining the Hamiltonian in Sec. II and introducing the methodology in Sec. III, we discuss the main results of the paper in Sec. IV. Examples for the numerical convergence with a harmonic oscillator basis are presented in Sec. IV A before deriving analytical formulas for the required minimum basis set size in Sec. IV B for the unscaled and in Sec. IV C for a scaled harmonic oscillator basis. The required scaling factor is estimated in Sec. IV D where also numerical results for the scaled basis are presented. Implications of our findings for the feasibility of accurate computations of larger multiparticle problems are discussed in Sec. V. Two appendixes define the Fock-Darwin orbital basis used (Appendix A) and detail the explicit formulas and the algorithm used to compute the matrix elements (Appendix B).

II. HAMILTONIAN

We consider ultracold fermions in a two-dimensional harmonic trap,

\[ H = H_{\text{osc}} + \sum_{i,j} V(r_{i\uparrow}, r_{j\downarrow}), \]

\[ H_{\text{osc}} = \sum_{\sigma} \sum_{i} N_{\sigma} \left( -\frac{\hbar^2}{2m} \nabla_{i\sigma}^2 + \frac{m\omega^2}{2} r_{i\sigma}^2 \right), \]

where $m$ is the mass of the fermions, $\omega$ is the harmonic oscillator strength, $r_{i\sigma}$ is the position of the $i$th particle with the spin $\sigma$, and $V(r_{i\uparrow}, r_{j\downarrow})$ is the interaction potential between the fermions. Dividing the operator $H_{\text{osc}}$ with $\hbar\omega$, Eq. (2) takes the form

\[ \frac{H_{\text{osc}}}{\hbar\omega} = \sum_{\sigma} \sum_{i} N_{\sigma} \left( -\frac{l^2}{2} \nabla_{i\sigma}^2 + \frac{1}{2l^2} r_{i\sigma}^2 \right), \]

where $l = \sqrt{l/m\omega}$ is the harmonic oscillator length scale of the trapping potential. The interaction between the
The multiparticle wave function is expanded as a linear combination of single-particle basis functions of size $(N)$, where
\[ \langle \Psi | H | \Psi \rangle \equiv \langle H \rangle, \]
with a matrix-free approach: Using a variant of the power method \cite{62}, we iteratively rotate an initial state onto the ground state vector without having to construct the matrix explicitly. Numerical computations are done using the NECI \cite{63} software in deterministic mode. Even larger Hilbert spaces could be explored using stochastic algorithms for exact diagonalization such as Full Configuration Interaction Quantum Monte Carlo (FCIQMC) \cite{64}.

### IV. Resolving the Gaussian Pseudopotential

#### A. Unscaled harmonic oscillator basis

Figure 1 shows the ground state energy of three interacting fermions (two spin-up and one spin-down) according to the Hamiltonian (1) after full diagonalization with a finite Fock basis. We are using the Fock-Darwin form (A1) of the (unscaled) harmonic oscillator eigenfunctions of the single-particle Hamiltonian (2) up to shell $n = 20$, which yields up to $M = 231$ single-particle basis functions. The maximal dimension of the computational Hilbert space for the three fermions with the zero total angular momentum slot is $\approx 1.6 \times 10^5$, which is already a significant size for the deterministic diagonalization with available computational resources.

It is clearly seen in Fig. 1 that these basis set sizes are not sufficient to enter a regime of exponential convergence except for Figs. 1(a) and 1(b), where this regime is reached for the last few data points as seen from the insets. In these cases the width of the pseudopotential $R \approx l$ is close to the length scale of the trapping potential. Since the mean particle separation in the harmonic trap will also be of the same order $l$, or even smaller, this pseudopotential does not provide a useful approximation for the zero-range contact interactions that are relevant for modeling experiments with ultracold neutral atoms. As the lowest energy values reached for each pseudopotential width $R$ change significantly between the different panels of Fig. 1, it is also apparent that $R \ll l$ is a necessary condition for a useful, convergent approximation of the zero-range limit. Even without more sophisticated analysis, it is apparent from the results of Fig. 1 that the necessary extrapolations the infinite basis set ($M \rightarrow \infty$) and zero-range ($R \rightarrow 0$) limit will be challenging to achieve.
described in Ref. [59]: (a)

**B. Length scale resolution**

Since we are using a smooth Gaussian pseudopotential, we should expect that, for a sufficiently large basis set, the energy will converge exponentially to a limiting value with the size of the single-particle basis set. Indeed, it is well known that the Fourier transform of a Gaussian function yields again a Gaussian, which decays, in fact, faster than exponential in the tails. Sampling a Gaussian potential function in momentum space, should thus lead to at least exponential convergence, once the basis set is large enough to sample the tails of the Fourier-transformed Gaussian in momentum space. The necessary condition to reach this regime is that the basis set is large enough to sample the tails of the Fourier-transformed Gaussian in momentum space.

We now use this argument as a motivation to consider the length scale resolution of a two-dimensional harmonic oscillator basis. In order to keep the basis set independent from the Hamiltonian of Eq. (2), we consider basis functions that are eigenfunctions of a harmonic oscillator with frequency $\tilde{\omega}$ and corresponding length scale $l = \sqrt{\hbar/m\tilde{\omega}}$. For a one-dimensional harmonic oscillator, the $p$th excited state has a spatial extent that can be estimated by the classical turning point $x_t$:

\[ (p + \frac{1}{2})\hbar\tilde{\omega} = \frac{1}{2}m\tilde{\omega}^2x_t^2, \]

or $x_t = \sqrt{2p + 1}l$. The set of $M_{1D} = p + 1$ harmonic
osci- lator functions up to the \( p \)th excited states provides an approximately homogeneous sampling of the interval \([-x_t, x_t]\) at a length scale

\[
l_{\text{res}} = \frac{2x_t}{M_{1D}} = \frac{2\sqrt{2p + 1}}{p + 1} \tilde{l}.
\]  

(10)

In order to connect this result to the number \( M \) of two- dimensional harmonic oscillator basis functions, we construct the latter as a product basis (of Hermite functions) with an energy cutoff. This yields

\[
M = \sum_{i,j=0}^{i+j \leq p} 1 = \frac{(p + 1)(p + 2)}{2}.
\]  

(11)

We can thus relate the resolution length scale \( l_{\text{res}} \) to the size of the basis and obtain

\[
l_{\text{res}} = \frac{4\sqrt{8M + 1} - 2}{\sqrt{8M + 1} - 1} \tilde{l},
\]  

(12)

which can be solved for \( M \) to yield

\[
M \approx 32 \left( \frac{\tilde{l}}{l_{\text{res}}} \right)^4,
\]  

(13)

where lower order terms were neglected assuming \( \tilde{l} \gg l_{\text{res}} \).

Equation (13) provides an estimate for the size of the single-particle basis needed to resolve a length scale \( l_{\text{res}} \). For the situation of Sec. IV A where \( \tilde{l} = l \) we can estimate the minimum size of the basis set to be able to resolve the pseudopotential length scale \( R \) as

\[
M_{\text{min}} \approx 32 \left( \frac{l}{R} \right)^4,
\]  

(14)

i.e. the required basis set size increases rapidly when the length scale \( R \) (and thus the range) of the pseudopotential is decreased.

Specifically, it means that reaching an exponentially convergent regime should be quite achievable when the pseudopotential width is of the same order of magnitude as the oscillator length \( l \). For \( R = l \) and \( R = 0.8l \) we would require a minimum of 32 and 78 single-particle basis functions, respectively, which means about 16,000 and 200,000 Fock states for three fermions. This is consistent with the numerical results of Fig. 1 obtained with up to \( M = 230 \) single-particle basis functions.

In order to explore the physics of short-range interactions, however, we may need to use narrower pseudopotentials. With modest choices of \( R = 0.3l \) and \( R = 0.1l \) the number of required single-particle basis functions already increases to about 4,000 and 300,000, respectively, corresponding to about \( 3 \times 10^{10} \) and \( 1 \times 10^{16} \) multiparticle basis functions. In this case, even the storage of the wave function is very expensive as it would require 0.2 and 100,000 terabytes of memory, respectively. Although exploiting symmetries, using approximation schemes, or stochastic sampling techniques can reduce these requirements [47, 64], the quartic scaling in Eq. (13) does not seem pleasant.

C. Scaled harmonic oscillator basis

The required size of the single-particle basis can be decreased by introducing an appropriate scaling of the basis functions. The main idea is the following: Increasing the number of basis functions not only improves the resolution length scale \( l_{\text{res}} \) (by making it smaller) but also increases the largest length scale that can be described by the basis, which is given by \( 2x_t = 2\sqrt{2p + 1} \tilde{l} \), i.e., through the classical turning point. This means that the basis functions can be scaled according to the basis set size while still resolving the largest length scale of the problem (e.g., twice the Thomas-Fermi radius of a cold atomic cloud). Let us denote this largest relevant length scale as \( \gamma l \), where \( \gamma \) is the dimensionless form of this length scale in units of the length scale \( l \) of the trapping potential. Note that \( \gamma \) is determined by the physical properties of the system (i.e., particle number, interaction strength, etc.) and is thus independent of the basis set size. For the required basis set length scale we then obtain

\[
\tilde{l} = \frac{\gamma}{2\sqrt{2p + 1}} l.
\]  

(15)

With Eq. (10) this yields \( l_{\text{res}} = \gamma l/(p + 1) \) and using Eq. (11) to solve for \( M \) we obtain

\[
M = \frac{\gamma^2}{2} \left( \frac{l}{l_{\text{res}}} \right)^2 + \frac{\gamma l}{2l_{\text{res}}}.
\]  

(16)

Applying this result to the problem of resolving a Gaussian pseudopotential with length scale \( l_{\text{res}} = R \) and taking the leading term for \( l \gg R \), we obtain the revised relation for the minimum size of the single-particle basis,

\[
M_{\text{min}} \approx \frac{\gamma^2}{2} \left( \frac{l}{R} \right)^2,
\]  

(17)

when the length scale of the single-particle basis is optimally scaled with the size of the basis set. Compared to the result (14) for the unscaled basis, the power-law scaling of the required basis set size with the pseudopotential length scale \( R \) in Eq. (17) is improved by two orders.

D. Estimating the interaction-dependent prefactor

As \( \gamma l \) represents the largest length scale that has to be resolved by the single-particle basis, i.e., the maximal spatial extent of the system, the factor \( \gamma \) depends on the details of the Hamiltonian, which, for our example, are the particle number content and the strength of the contact interaction. Although the exact value of \( \gamma \) is difficult to calculate we can estimate its value and present upper and lower bounds from limiting cases that are simple to analyze.

Specifically for fermions with attractive short-range interactions as per Eq. (1), the size of the trapped noninteracting gas cloud will provide an upper bound, while a
The lower bound can be obtained from the strongly interacting limit where fermion pairs form deeply bound composite bosons while excess fermions remain with little residual interactions.

Starting with the upper bound, we consider a noninteracting Fermi gas with a possibly unequal population of spin-up and spin-down fermions. The largest length scale is determined by the Fermi pressure of the majority component with the quantum number \( p_{\text{majority}} \) along a single spatial dimension

\[
\gamma_{\text{upper}} = 2 \sqrt{2p_{\text{majority}}} + 1 .
\]  

(18)

The parameter \( p_{\text{majority}} \) can be expressed in terms of particle number \( N_{\text{majority}} \) by considering Eq. (11) and using the information that only one particle can occupy one spatial orbital from the same spin component to yield

\[
\gamma_{\text{upper}} = 2 \left[ \sqrt{2N_{\text{majority}}} + 1 \right] + 1 ,
\]  

(19)

where \( \lceil x \rceil \) is the ceiling function [65].

For strong short-range attractive interactions, pairs of spin-up and spin-down particles form point-like effective bosons [66, 67]. The interactions between the effective bosons are repulsive but vanish in the limit of strong attraction between fermions. In this limit we thus obtain a noninteracting system where all of the bosons occupy the lowest single-particle orbital. In the spin-balanced system, the largest length scale will thus be given by the length scale of the harmonic oscillator trapping potential. This length scale provides a lower bound of the largest length scale of the system as the effective repulsive interactions can only increase the average particle-particle distance. We thus obtain a lower bound of

\[
\gamma_{\text{lower}}^{\text{sb}} = 2 ,
\]  

(20)

where the index 'sb' stands for the spin balanced case.

In the spin-imbalanced case, excess fermions from the majority component that are not locked-up in effective bosons who will maintain Fermi pressure. Indeed, the excess fermions have weak repulsive interactions with the effective bosons that also vanish in the strongly interacting limit (regarding the original interactions between fermions) [66, 67]. Hence, the lower bound for the largest length scale can be tightened by considering a noninteracting Fermi gas of the excess fermions following the same argument as above. We obtain

\[
\gamma_{\text{lower}}^{\text{si}} = 2 \sqrt{2N_{\uparrow} - N_{\downarrow}} + 1 ,
\]  

(21)

where the index "si" stands for the spin-imbalanced case.

We can see from Eqs. (19) and (21) that the largest relevant length scale \( \gamma l \) increases with particle number. To leading order the bounds become

\[
\gamma_{\text{upper}} \approx 2 \sqrt{8N_{\text{majority}}} ,
\]  

(22)

\[
\gamma_{\text{lower}}^{\text{si}} \approx 2 \sqrt{8 \left| N_{\uparrow} - N_{\downarrow} \right|} .
\]  

(23)

Comparing with expression (17) for the minimum size of the single-particle basis, we see that \( M_{\text{min}} \) increases with the square root of the particle number (that is \( N_{\text{majority}} \) and \( |N_{\uparrow} - N_{\downarrow}| \), respectively), i.e., requiring a larger single-particle basis for a larger particle number. We also see that the largest interaction dependence of \( M_{\text{min}} \) can be expected in the spin-balanced case, whereas \( M_{\text{min}} \) will approximately remain independent of interactions for large spin polarization (e.g., polaron physics), where \( N_{\text{majority}} \approx |N_{\uparrow} - N_{\downarrow}| \).

For large particle numbers the largest length scale \( \gamma l \) is well approximated by Thomas-Fermi theory as \( \gamma l = 2R_{\text{TF}} \), where \( R_{\text{TF}} \) is the Thomas-Fermi radius. In Thomas-Fermi theory, the single-particle density \( n(r) \) is found from solving

\[
\mu_0 = V_{\text{ext}}(r) + \mu[n(r)] ,
\]  

(24)

where \( V_{\text{ext}}(r) = \frac{1}{2} m \omega^2 r^2 \) is the external potential. \( \mu[n(r)] \) represents the chemical potential at local equilibrium [from the equation of state \( \mu(n) \) of the homogeneous gas], and the constant \( \mu_0 \) is the chemical potential of the finite system [13, 68, 69]. The Thomas-Fermi radius \( R_{\text{TF}} \) is then the value of \( r \) where \( n(r) \) drops to zero.

For our case of a two-dimensional BCS mean-field theory yields a Thomas-Fermi radius \( R_{\text{TF}} \) that is independent of particle interactions [70], i.e., the result (22). In the strongly interacting limit of the balanced Fermi gas, we may use the known asymptotic form of the equation of state for a two-dimensional gas of bosonic dimers [71, 72]

\[
\mu(n) = -\frac{2\pi \hbar^2}{m} \frac{n}{\ln(a_{dd}^2 n)} ,
\]  

(25)

where the scattering length of bosonic dimers \( a_{dd} \) is approximately \( a_{dd} \approx 0.55(4)a_0 \) [67, 73]. The Thomas-Fermi radius can be determined from Eq. (24). After some algebraic manipulations we obtain

\[
R_{\text{TF}} \approx \sqrt{a_{dd}^2 N_d + \frac{4\pi l^4}{a_{dd}^2} \ln \left( \frac{8\pi l^4 e^{\gamma_{\text{EF}}}}{N_d a_{dd}^4} \right)} ,
\]  

where \( N_d \) is the number of the bosonic dimers and \( \gamma_{\text{EF}} \) is the Euler-Mascheroni constant. The resulting approximations for the scaling factor \( \gamma \) is \( \gamma = 2R_{\text{TF}}/l \).

In order to test the prediction of Eq. (17) for reduced requirements for the size of a scaled single-particle basis we consider again the example of two spin-up particles and one spin-down particle with attractive interactions. The upper and lower bounds for \( \gamma \) can be easily calculated from Eqs. (19) and (21) to give \( \gamma_{\text{upper}} = 2\sqrt{3} \) and \( \gamma_{\text{lower}} = 2 \). The required minimum number of basis functions \( M_{\text{min}} \) from Eq. (17) then yields 20 and 60, respectively, for \( R = 0.3l \) [reduced from \( M_{\text{min}} \approx 4.000 \) for the unscaled basis according to Eq. (14)]. Similarly for \( R = 0.1l \) the number decreases from 300,000 to 200–600 basis functions. In Fig. 2 we show the ground-state energy \( R = 0.3l \) with different scaling factors \( \gamma \). The results demonstrate that the regime of exponential convergence
Extrapolating our results to larger particle numbers, we need to consider the following issues: First, adding more particles at constant $M$ increases the size of Hilbert space (and thus computational complexity) due to the binomial scaling with $N$ and $M$. Whether the size $M$ of the single-particle basis has to be changed depends on how the relevant length scales change. The smallest length scale only depends on the choice of the pseudopotential and is invariant with particle number. Thus the required $M$ for the unscaled harmonic oscillator basis is independent of particle number (as long as $M$ is larger than the majority-component particle number). For the scaled-basis approach we have to consider that the relevant largest length scale may change. For example, adding another particle in the minority component (say going from three to four fermions where two are spin-up and two are spin-down) will compress the wave function towards the center of the trap for attractive interactions and thus reduce the size of the relative wave function. Also the center-of-mass wave function will shrink due to the larger total mass. Therefore, an even smaller value of $\gamma$ can be applied leading to smaller $M_{\text{min}}$. However, if the number of the particles in the majority component exceeds three particles, one of the particles in the noninteracting case occupies the next shell, which increases the size of the system and the upper bound for $\gamma$ increases to $\gamma_{\text{upper}} = 2\sqrt{5}$. In this case, the number of single-particle basis functions increases to $M_{\text{min}} \approx 120$, which is still much less than the required number of the unscaled basis functions, $M_{\text{min}} \approx 4000$. The increment of $M_{\text{min}}$ is less severe for larger particle numbers, again due to the effect of attractive interactions. Using $M_{\text{min}} \approx 250$ scaled single-particle basis functions, we can describe about 15 particles in the majority component, which can be 30 particles in the spin-balanced case. For repulsive interaction, the relevant largest length scale of the system, the Thomas-Fermi radius, will generally increase with interaction strength leading to a larger scaling factor $\gamma$.

Finally, we would like to illustrate that accessing the regime of exponential convergence is significantly easier for the total energy than for other physical quantities that more sensitively probe the short-range correlations in the wave function. Let us examine the energy partition $E = E_{\text{osc}} + E_{\text{int}}$, where $E_{\text{osc}} = \langle H_{\text{osc}} \rangle$ collects the single-particle contributions of kinetic and potential energy [see Eq. (1)], and the interaction energy $E_{\text{int}}$ probes the two-particle density matrix. While both quantities reach exponential convergence for $R = l$ and $R = 0.8l$ in a similar way as the total energy (data not shown), they do not converge for the narrower Gaussians within the available range of $M$. Figure 3 demonstrates this behavior for $R = 0.3l$ where the total energy seemingly converges and does not significantly change for $M > 100$ on the scale of the plot, but the single-particle and interaction energy parts still show a strong $M$-dependence within the accessible range of basis set sizes. While $E_{\text{osc}}$ and $E_{\text{int}}$ serve as useful and sensitive measures of low-order correlations for finite-size Gaussian pseudopotentials, please note that

Figure 2. Energy convergence in a scaled harmonic oscillator basis at $R = 0.3l$ with different values of the factor $\gamma$. For reference, we also show results for the unscaled basis (green crosses) identical to Fig. 1(c). (b) A logarithmic representation of the same data as in (a). The extrapolated limiting value of the energy $E_c$ is obtained by nonlinear fitting of the exponential function $A e^{-BM} + E_c$ to the last three data points of the $\gamma = 2\sqrt{3}$ data with $E_0 = -62.38392715\hbar\omega$. $V_0 = 18.2369\hbar\omega l^2$ corresponding to $\ln(1/a_s) = 3.0$.

can be reached with the scaled basis, even though it was unattainable with the unscaled basis with the available computational resources. The smallest scaling factors of $\gamma = 2$ and $\gamma = 2\sqrt{2}$ are seen to result in an (unphysical) energy bias. This can be understood by the fact that the lower bound $\gamma = 2$ and $\gamma = 2\sqrt{2}$ underestimate the system size and thus the scaled basis set does not cover the whole area occupied by finite particle density. Increasing the value of $\gamma$ from the lower bound eliminates the bias but also eventually leads to a reduced convergence rate. At the upper bound ($\gamma = 2\sqrt{3}$) the computation is seemingly free of bias but convergence of the energy is greatly improved compared to the unscaled basis set. Hence, we find that the upper bound can safely be used for the accurate determination of the ground-state energy.
they lose meaning in the zero range limit \( R \to 0 \) where they separately diverge. Only the sum (i.e., the total energy) remains meaningful, which is a known feature of zero-range pseudopotentials in two and three dimensions [19].

V. CONCLUSION AND OUTLOOK

In this work we considered the question whether smooth pseudopotentials are a good choice for representing short-range interactions in numerical approaches that rely on a Fock-state basis constructed from a finite set of single-particle functions. The combination of smooth pseudopotentials and an asymptotically complete set of (smooth) single-particle basis functions promises exponential convergence. This regime of exponential convergence can only be reached, however, if the basis set is large enough to resolve the relevant length scales of the problem.

In order to isolate the effects of the single-particle basis we have used an exact diagonalization procedure to capture the many-particle quantum physics. For an example system of experimental interest (a two-dimensional harmonic trapping potential with attractively-interacting fermions) we have derived simple expressions for the required minimum size of the single-particle basis in order to resolve a given pseudopotential length scale. The algebraic scaling of \( 1/4 \) can be improved to \( 1/2 \) by scaling the basis set but remains algebraic with the required resolution length scale. An additional algebraic scaling of the required basis set size is found to apply to the particle number. With numerical example calculations for three particles we could demonstrate that the exponential convergence regime could indeed be reached, albeit in a regime where the pseudopotential length scale is not much smaller than the particle separation of length scale of the trapping potential.

In order to faithfully represent the physics of short-range interacting particles, as is relevant for ultracold quantum gases of neutral atoms, it would be necessary to reduce the length scale of the pseudopotential much further and extrapolate to the zero range limit. Although such extrapolation has been demonstrated in few-body systems using different computational approaches [58], it does not seem feasible for the current approach. Looking towards the treatment of larger particle numbers and simultaneous extrapolation to the zero-range limit, one has to consider that the benefits of asymptotically exponential convergence of the single-particle basis are counteracted by the algebraically scaling requirements for the minimum size of the single-particle basis, both with particle number and with the ratio of extremal length scales that have to be resolved.

It would be interesting to examine the basis set convergence in Jacobi coordinates, where one, typically large, length scale can be removed by separating out the center-of-mass motion. The center-of-mass length scale can become the largest length scale in the system at strong attractive interaction and weak trapping (e.g., for low-mass bright solitons or droplets), and hence its elimination from the numerical calculations should accelerate the convergence properties according to the arguments discussed in Sec. IV. In addition, the overall computational complexity is reduced by eliminating the center-of-mass degrees of freedom. Calculations in Jacobi coordinates have been performed, e.g., for three particles in one dimension [74, 75]. Extensions to higher dimensions and larger particle numbers are complicated by the fact that fermionic or bosonic permutation symmetries manifest themselves by more complex symmetries in Jacobi coordinates that are more difficult to treat [74].

A remaining alternative approach is to replace the smooth pseudopotential by a renormalized contact interaction. This has the advantage of removing the artificial length scale of the pseudopotential, while at the same time the property of exponential convergence is lost and replaced by algebraic convergence [33, 34]. Extrapolation to the limit of zero range interactions has been successfully demonstrated for up to 66 fermions in three dimensions with an auxiliary-field quantum Monte Carlo approach [30]. Recently developed approaches like the transcorrelated method for short-range interactions can further improve the power-law scaling [34]. Extending the applicability of this method to trapped systems is a promising avenue for future work.
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Appendix A: Fock-Darwin orbitals

In the main text of the paper, we discussed the convergence properties from an analytic point of view, where a product basis of one-dimensional basis functions provides an intuitive picture for the analysis. For numerical calculations it is more advantageous to apply a set of orbitals that satisfy the symmetries of the system. This helps to restrict the problem to a single irreducible representation of the symmetry operator, which reduces the required number of the many-body basis functions and thus the requirements for computer memory and CPU time.

We here use simultaneous eigenfunctions of the harmonic oscillator and the angular momentum operator known as Fock-Darwin orbitals

$$L \varphi_{n\ell} = \hbar \ell \varphi_{n\ell},$$

where $L$ is the angular momentum operator, $\varphi_{n\ell}$ is the single-particle eigenfunction function, and $n$ and $\ell$ are quantum numbers with non-negative integer and integer values. The eigenfunction $\varphi_{n\ell}$ can be easily given in polar coordinates,

$$\varphi_{n\ell}(r,\theta) = \sqrt{\frac{n!}{2\pi(n+|\ell|)!}} \left(\frac{r}{L}\right)^{|\ell|} \times e^{-\frac{|\ell|}{2} \ell \theta} L_n^{|\ell|}(\theta) \left(\frac{r^2}{L^2}\right),$$

where $L_n^{|\ell|}(x)$ is the associated Laguerre polynomial.

In the numerical calculation the finite single-particle basis set is chosen according to the total quantum number $\bar{n} = 2n + \ell$, representing a “shell.” All single-particle orbitals are selected where $\bar{n}$ is smaller than or equal to a maximal number $\bar{n}_{\text{max}}$.

The number $M$ of spatial single-particle orbitals can be expressed with $\bar{n}_{\text{max}}$,

$$M = \frac{(\bar{n}_{\text{max}} + 2)(\bar{n}_{\text{max}} + 1)}{2}.$$  \hspace{1cm} (A2)

In this paper the largest $\bar{n}_{\text{max}}$ is 20, which corresponds to 231 spatial orbitals. The total number of the many-body basis functions for the three particles is equal to around $6 \times 10^6$. Considering only those many-body states with projected angular momentum of 0, the computational space can be reduced by about an order to $1.6 \times 10^5$ basis functions.

Appendix B: Evaluation of the matrix elements

The matrix elements of the Hamiltonian can be evaluated according to the Slater-Condon rules $[76–78]$, which express them as a linear combination of one-particle integrals

$$\langle \varphi_{n_1\ell_1} | H_{\text{osc}} | \varphi_{n_2\ell_2} \rangle = \int dr \ \varphi_{n_1\ell_1}^*(r) \ H_{\text{osc}} \ \varphi_{n_2\ell_2}(r),$$

and two-particle integrals

$$\langle \varphi_{n_1\ell_1} \varphi_{n_2\ell_2} | V | \varphi_{n_3\ell_3} \varphi_{n_4\ell_4} \rangle = \int dr_1 dr_2 \ \varphi_{n_1\ell_1}^*(r_1) \varphi_{n_2\ell_2}^*(r_2) V(r_1 - r_2) \varphi_{n_3\ell_3}(r_1) \varphi_{n_4\ell_4}(r_2).$$

The integrals are calculated with the single-particle basis described in Appendix A. The explicit expressions are given in the following sections.

1. Evaluation of one-particle integrals

The one-particle integral can be evaluated analytically providing an easily implementable formula

$$\langle \varphi_{n_1\ell_1} | H_{\text{osc}} | \varphi_{n_2\ell_2} \rangle = \frac{\delta_{\ell_1\ell_2} \hbar \omega}{2} \left( \frac{1 + (\ell/\ell)}{(\ell/\ell)} \right)^4 \left(2n_1 + |\ell_1| + 1\right) \delta_{n_1n_2} + \frac{1 - (\ell/\ell)}{(\ell/\ell)} \sqrt{n_1(n_1 + |m_1|)} \delta_{n_1,n_2+1} + \frac{1 - (\ell/\ell)}{(\ell/\ell)} \sqrt{n_1 + 1}(n_1 + |m_1| + 1) \delta_{n_1,n_2-1},$$

2. Evaluation of two-particle integrals

First, let us transform out the unit length of the harmonic oscillator

$$\langle \varphi_{n_1\ell_1} \varphi_{n_2\ell_2} | - \frac{V_0}{(R/\ell)^2} e^{-\frac{|r_2 - r_1|}{(R/\ell)^2}} | \varphi_{n_3\ell_3} \varphi_{n_4\ell_4} \rangle = \frac{\ell^2}{l^2} \langle \varphi_{n_1\ell_1} \varphi_{n_2\ell_2} | - \frac{V_0}{(R/\ell)^2} e^{-\frac{|r_2 - r_1|}{(R/\ell)^2}} | \varphi_{n_3\ell_3} \varphi_{n_4\ell_4} \rangle,$$

which transfers the dependence of the unit length to a scale factor. In the following we consider only the remaining matrix element on the right-hand side, where both the basis function and the operator have the same unit length.
The direct evaluation of the matrix elements with the single-particle orbitals $\varphi_{nl}$ defined in Appendix A is numerically unstable. Therefore, the integrals are calculated in Cartesian orbitals

$$\phi_{nl}(x,y) = \chi_{nl}(x)\chi_{nl}(y), \quad (B1)$$

$$\chi_n(x) = \frac{1}{\sqrt{\sqrt{2\pi}n!}} e^{-\frac{x^2}{2\pi}} H_n(x/l), \quad (B2)$$

where $\phi_{nl}(x,y)$ is the two-dimensional and $\chi_{nl}(x)$ is the one-dimensional Cartesian function, and $H_n(x)$ is the $n$th-order Hermite polynomial. The function $\phi_{nl}(x,y)$ can be used as a basis for expanding the single-particle basis $\varphi_{nl}$ [79],

$$n_s + n_y = 2n + |\ell|$$

$$|\varphi_{nl}\rangle = \sum_{n_s,n_y} d_{nl}^{n_s,n_y} |\phi_{nl}\rangle, \quad (B3)$$

where $d_{nl}^{n_s,n_y}$ is the Wigner small $d$ matrix [80]. Then the two-particle integral in the basis of $\varphi_{nl}$ can be calculated with multiple unitary transformations

$$\langle \varphi_{nl}\varphi_{m\ell'}|V|\varphi_{p\ell''}\varphi_{q\ell'''}\rangle = \sum_{n_s,n_y,m,n_x,m_y,p,p_y,q,q_y} d_{nl}^{n_s,n_y} d_{m\ell'}^{m,n_x} d_{p\ell''}^{p,n_x} d_{q\ell'''}^{q,n_y} \times \langle \phi_{n_x,n_y}\phi_{m,n_x}|V|\phi_{p,p_y}\phi_{q,q_y}\rangle, \quad (B4)$$

where the summation indices are restricted similarly to Eq. (B3). Using Eq. (B1) the Cartesian integral can be separated according to the spatial variables

$$\langle \phi_{n_x,n_y}\phi_{m,n_x}|V|\phi_{p,p_y}\phi_{q,q_y}\rangle = -\frac{V_{0}^{2}}{\pi R'^{2}} I_{m,n}^{n_x,m_x} P_{n_y,m_y} P_{p,p_y} P_{q,q_y}, \quad (B5)$$

where the tensor $I_{pq}^{nm}$ can be given as

$$I_{pq}^{nm} = \frac{1}{\sqrt{2^{n+m+p+q}(n!)(m!)(p!)(q!)}} \int_{-\infty}^{\infty} dx_{1} \int_{-\infty}^{\infty} dx_{2} \ H_n(x_{1})H_{m}(x_{2})H_{p}(x_{1})H_{q}(x_{2}) \times e^{-(x_{1}^2+x_{2}^2)}e^{-(x_{1}-x_{2})^2} \ e^{-(x_{1}^2+x_{2}^2)}e^{-(x_{1}-x_{2})^2}, \quad (B6)$$

where $R' = R/l$. The integral above can be calculated analytically.

The recent work of Ref. [26] used analytical expressions containing factorials, which can lead to numerical uncertainties even at small basis set sizes. Here we present a different, iterative algorithm that can reach high accuracy using standard floating-point arithmetic.

Using the expansion of the Hermite polynomials

$$H_n(x) = \sum_{i} h_i^n x^i,$$
The relation between the neighboring \( g_{a,0} \) can be determined with integration by parts of integral (B7):

\[
g_{a,0} = \frac{(a - 1)(2R^2 + 1)}{4R^2 + 4} g_{a-2,0} . 
\]  

(B16)

The numerical accuracy of the summation in Eq. (B14) can be increased if we apply relation (B16) and evaluate the coefficient \( D_r \) starting from the largest index:

\[
\tilde{D}_{r-2} = \frac{(r - 1)(2R^2 + 1)}{4R^2 + 4} \tilde{D}_r + D_{r-2}, 
\]  

(B17)

\[
\tilde{D}_{n+m+p+q} = D_{n+m+p+q} . 
\]  

(B18)

The coefficient \( \tilde{D}_0 \) provides a simple expression for Eq. (B12),

\[
I_{pq}^{nm} = \delta_{\text{mod}(n+m+p+q,2),0} \tilde{D}_0 g_{0,0} . 
\]  

(B19)

where \( g_{0,0} \) can be determined by explicitly integrating integral (B7):

\[
g_{0,0} = \frac{R'}{\sqrt{R^2 + 1}} . 
\]  

(B20)

For determining the two-particle integrals on the computer, we use the following algorithm: First, we determine the coefficients \( c_{i+j+k+r+1} \) with Eqs. (B9)–(B11) and Eq. (B13). After that, we calculate the coefficients \( D_r \) and \( \tilde{D}_r \) with Eqs. (B15), (B17), and (B18). Then the tensor \( I_{pq}^{nm} \) can be determined from Eqs. (B19) and (B20), with which the two-particle integrals can be easily evaluated from Eqs. (B5) and (B4). With the described algorithm the two-particle integrals are accurate at least for the first eight decimal digits using standard quadruple-precision (128-bit) floating-point arithmetic, where the maximal total quantum number \( 2n+\ell \) is set to 20 for the single-particle basis function \( \varphi_{nl} \).
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