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Abstract

In this short communication we show that basic tools from Malliavin calculus can be applied to derive the two-point function of the slope of the one-dimensional KPZ equation, starting from a two-sided Brownian motion with an arbitrary diffusion parameter, in terms of the polymer end-point annealed distribution associated to the stochastic heat equation. We also prove that this distribution is given in terms of the derivative of the variance of the solution of the KPZ equation.
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1 Introduction and Results

The one-dimensional Kardar-Parisi-Zhang (KPZ) equation describes the growth of an interface \( h = (h_t(x), x \in \mathbb{R})_{t\geq 0} \), modeled by a height function \( h_t(x) \in \mathbb{R} \) at position \( x \in \mathbb{R} \) and time \( t \geq 0 \), whose evolution satisfies the stochastic partial differential equation

\[
\partial_t h = \frac{1}{2} \nabla^2 h + \frac{1}{2} (\partial_x h)^2 + \xi,
\]

where \( \xi \) denotes a space-time white noise. The interest in this equation started when physicists [9, 12] predicted that the solution to the KPZ equation has a dynamic scaling exponent equals to 3/2, in the sense that if one rescales space by \( \epsilon^{-1} \) and \( h \) diffusively with \( \epsilon^{1/2} \), then one has to rescale time by \( \epsilon^{-3/2} \) to see non trivial fluctuations behavior as \( \epsilon \downarrow 0 \). Since then, the study of these fluctuations and its universality class has been a subject of extensive work [6]. Another interesting aspect of this equation is that its solutions are expected to be locally Brownian in space, and the understanding of its non-linearity brought important developments in the theory of stochastic partial differential equations [11]. Throughout this paper we assume that \( h_0(x) = \sigma W(x) \), where \((W(x), x \in \mathbb{R})\) is a standard two-sided Brownian motion, with \( \sigma > 0 \) arbitrary, and that the white noise and the Brownian motion are independent random elements defined on some probability space.
Figure 1: The time-reversal polymer realisations can be seen as paths starting at position $x$ at time $t$ and ending at the random endpoint $Y$ at time zero.

$(\Omega, \mathcal{F}, \mathbb{P})$, with expectation, variance and covariance denoted by $\mathbb{E}$, $\text{Var}$ and $\text{Cov}$, respectively.

The KPZ equation is related to the stochastic heat equation (SHE)

$$\partial_t Z = \frac{1}{2} \partial^2_x Z + Z \xi,$$

by the so called Cole-Hopf transform \cite{11}: $h_t(x) = \log Z_t(x)$. The Green function $Z_t(x, y)$ associated to the stochastic heat equation is the solution of (1.1) with the initial condition $Z_0(x, y) = \delta(x - y)$, the Dirac delta function for fixed $y \in \mathbb{R}$. The expression

$$Z_t(x) = \int_{\mathbb{R}} Z_t(x, y) e^{\sigma W(y)} dy,$$

allows us to see $Z_t(x)$ as a partition function associated to the (random) quenched density $p_{x,t}$ of a polymer endpoint $Y$, starting at position $x \in \mathbb{R}$ and time $t \geq 0$, and running backwards in time \cite{11}:

$$p_{x,t}(y) = \frac{Z_t(x, y) e^{\sigma W(y)}}{Z_t(x)}$$

and $E_{x,t} [f(Y)] = \int_{\mathbb{R}} f(y) p_{x,t}(y) dy$,

see Figure \cite{11}.

The annealed probability measure of the polymer endpoint $Y$ is defined as

$$\mathbb{P}_{x,t} [Y \in A] = \mathbb{E} \left[ \int_A p_{x,t}(y) dy \right] \quad \text{and} \quad E_{x,t} [f(Y)] = \mathbb{E} \left[ E_{x,t} [f(Y)] \right].$$

For simplicity, when $x = 0$ we remove the index from the notation. We note that $Y$ is symmetric under $\mathbb{P}_t$ and that

$$\mathbb{P}_{x,t} [Y \in A] = \mathbb{P}_t [x + Y \in A].$$
In the study of the fluctuations of \( h_t(x) = \log Z_t(x) \), the scaling function

\[ g_t(x) = \text{Var}[h_t(x)], \quad (1.6) \]

plays a central role, as noted in [8, 10], to study KPZ equation evolving on a large torus and on the line, respectively. We recall that the dependence on the parameter \( \sigma > 0 \) is hidden but plays an important role in the analysis of the behavior of \( h_t \). In the case \( \sigma = 1 \) we have time stationarity, in the sense that \((h_t(x) - h_t(0), x \in \mathbb{R}) \overset{\text{dist.}}{=} (h_0(x), x \in \mathbb{R})\), and it has been proven (Theorem 1.2 and Proposition 1.6 in [3], Proposition 2.1 and Remark 2.2 in [10]) that

\[ g_t(x) = \mathbb{E}_t[Y] \sim t^{2/3} \quad \text{and} \quad \mathbb{E}[\partial_z h_t(z) \partial_z h_0(y)] = \mathbb{E} [p_t(z - y)] = \frac{g''_t(z-y)}{2}. \quad (1.7) \]

We also address the reader to [13, 14] for similar non-rigorous results in the physics literature. The left-hand side of second equality displayed above is the commonly named KPZ two-point correlation function, and this equality should be understood in the formal level, meaning that

\[ \mathbb{E}[X_t(\phi_2)X_0(\phi_1)] = \int_{\mathbb{R}^2} \phi_2(x)\phi_1(y)\mathbb{E}[p_t(x-y)] \, dx \, dy, \]

where

\[ X_t(\phi) \equiv \int_{\mathbb{R}} \phi(z)\partial_z h_t(z) \, dz = -\int_{\mathbb{R}} \phi'(z)h_t(z) \, dz, \]

is defined for a smooth test function \( \phi: \mathbb{R} \to \mathbb{R} \) of bounded support.

This work can be seen as a companion communication of [10, 19], by independently obtaining results in terms of the random polymer endpoint, including the non-stationary case, and studying the decorrelation between the initial condition and the configuration of the process as time grows to infinity. We follow the idea of bringing basic tools from Malliavin calculus (started in [19] in the context of the KPZ fixed point), to show directly that

\[ \mathbb{E}[p_t(y)] = \frac{g''_t(y)}{2\sigma^2} \quad \text{and that} \quad \mathbb{E}[\partial_z h_t(z) \partial_z h_0(y)] = \frac{g''_t(z-y)}{2} \quad \text{for any} \quad \sigma > 0 , \]

where the second equality is understood in the formal level. The ideas contained in the proof strongly rely on the polymer representation of the solution of the KPZ equation, which also indicates that similar results can be proved mutatis-mutandis to other polymer models, as in the case of the O’Connell-Yor polymer [18, 21], or other SHE with different multiplicative space-time noise.

By using a simple adaptation of Stein-Malliavin method for normal approximations [10], as developed in [19], we will show that \( g''_t(y) \) governs not only the decay of correlations but also the decay of the Wasserstein distance between the joint law \( \theta_t \) of \( (X_0^{\phi_1}, X_t^{\phi_2}) \) and the product measure \( \eta_t \) induced by the marginals of \( \theta_t \):

\[ \text{Wass} (\theta_t, \eta_t) \leq \frac{1}{\sigma\|\phi_1\|} \sqrt{\frac{\pi}{2}} \int_{\mathbb{R}^2} |\phi_2''(x)||\psi_1(y)| \frac{g''_t(x-y)}{2} \, dx \, dy , \]
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where $\|\phi_1\|$ is the $L^2(\mathbb{R})$ norm of $\phi_1$, $\psi'(x) = \phi_1(x)$ and $\psi(0) = 0$. The Wasserstein distance between two probability measures defined on $\mathbb{R}^2$ is given by

$$Wass(\theta, \eta) = \sup_{\ell \in \text{Lip}_1} \left\{ \left| \int_{\mathbb{R}^2} \ell d\theta - \int_{\mathbb{R}^2} \ell d\eta \right| \right\},$$

where $\text{Lip}_1$ is the collection of all functions $\ell: \mathbb{R}^2 \to \mathbb{R}$ with Lipschitz constant bounded by 1.

The limiting fluctuations of $h_t$ are described by the KPZ fixed point [15] for a wide class of initial profiles [2, 3, 5, 20, 22], which indicates that $g_t(x) \sim t^{2/3}g(xt^{-2/3})$, where $g$ is an universal scaling function given exactly by the variance of the KPZ fixed point starting from a two-sided Brownian motion (with a new diffusion coefficient depending on $\sigma$). As a consequence, one also expects that $g''_t(x) \sim t^{-2/3}g''(xt^{-2/3})$. Another interesting observation is that the quenched end-point polymer density $p_t(y) = p_0^\sigma(y)$ also makes sense for $\sigma = 0$, the so called flat initial condition (see also [7] for localization results). From our formula for $\sigma > 0$ we also get that

$$E[p_{t}^{0}(y)] = \lim_{\sigma \to 0} E[p_{t}^{\sigma}(y)] = \lim_{\sigma \to 0} \frac{g''_{t}(y)}{2\sigma^2}.$$

(Recall that $g_t(x) = g^\sigma_t(x)$ also depends on $\sigma > 0$.)

Our main results are summarized in the theorem below, in a slightly different but equivalent formulation that will fit the proofs better. We denote

$$\phi_2 \ast \phi_1(u) = \int_{\mathbb{R}} \phi_2(z) \phi_1(z + u) dz,$$

the cross-correlation between the test functions $\phi_2$ and $\phi_1$. Note that (by the symmetry of $g''_t$)

$$\int_{\mathbb{R}^2} \phi_2(x) \phi_1(y) \frac{g''_t(x - y)}{2} dxdy = \int_{\mathbb{R}} \phi_2 \ast \phi_1(u) \frac{g''_t(u)}{2} du.$$

**Theorem 1** Recall the annealed end-point probability measure (1.4) and the scaling function (1.6). We have that

1. $g'_t(y) = \sigma^2 (2E_1[Y \leq y] - 1);$
2. $E[X_t(\phi_2)X_0(\phi_1)] = \sigma^2 E_4 [\phi_2 \ast \phi_1(Y)];$
3. $\text{Wass}(\theta_t, \eta_t) \leq \frac{\sigma}{\|\psi_1\|} \sqrt{2E_4 \left[|\phi_2'| \ast |\psi_1|\right]}.$

**2 Proofs**

The Malliavin derivative, with respect to the standard two-sided Brownian motion $W$, of a random variable $X$ defined on $(\Omega, \mathcal{F}, P)$ is a $L^2(\Omega \times \mathbb{R})$ valued random
element denoted by \((DX(u), u \in \mathbb{R})\) \[16\]. For instance, for a smooth test function \(\phi : \mathbb{R} \to \mathbb{R}\), we have that
\[
D \left( \int_{\mathbb{R}} \phi(z) dW(z) \right) (u) = \phi(u).
\]
(2.1)

One of the main tools in Malliavin calculus is the integration by parts formula, which states that
\[
\mathbb{E} \left[ X \int_{\mathbb{R}} \phi(z) dW(z) \right] = \mathbb{E} \left[ \langle DX, \phi \rangle \right],
\]
(2.2)
where \(\langle \cdot, \cdot \rangle\) is the usual inner product in \(L^2(\mathbb{R})\). Let us define the function
\[
u(y) = \begin{cases} 1 & \text{if } y > 0 \\ 0 & \text{if } y = 0 \\ -1 & \text{if } y < 0 \end{cases}
\]
that will be used several times in the following, as well as the usual notation \(x \lor y = \max\{x, y\}\) and \(x \land y = \min\{x, y\}\).

The Malliavin derivative (2.1) of
\[
\sigma W(y) = \int_{\mathbb{R}} \sigma \mathbb{1}_y(u) dW(u)
\]
is given by
\[
D(\sigma W(y))(u) = \sigma \int_{\mathbb{R}} \mathbb{1}_y(u) dW(u),
\]
and by the chain rule, one gets that
\[
D(e^{\sigma W(y)})(u) = e^{\sigma W(y)} D(\sigma W(y))(u) = \sigma e^{\sigma W(y)} \mathbb{1}_y(u).
\]
Using (1.2), one has that \(Z_t(x)\) is Malliavin differentiable with respect to \(W\) \[10\]. By switching the derivative with the Lebesgue integral in (1.2) (Proposition 3.4.3 in \[17\]), and using the previous calculation, one obtains that (notice that \(Z_t(x, y)\) does not depend on \(W\))
\[
D(Z_t(x))(u) = \sigma \int_{\mathbb{R}} Z_t(x, y) e^{\sigma W(y)} \mathbb{1}_y(u) dy,
\]
and by the chain rule again,
\[
D(h_t(x))(u) = D(\log Z_t(x))(u) = \frac{1}{Z_t(x)} D(Z_t(x))(u) = \sigma \int_{\mathbb{R}} Z_t(x, y) e^{\sigma W(y)} \mathbb{1}_y(u) dy Z_t(x).
\]
Writing this expression in terms of the polymer end-point density \[1.3\], one finally concludes that
\[
D(h_t(x))(u) = \sigma E_{x,t} [\mathbb{1}_Y(u)].
\]
(2.4)

**Lemma 1** We have that
\[
g_t(x) = \text{Var} [h_t(x)] = \text{Var} [h_t(0) - \sigma^2|x| + 2\sigma G_t(x)],
\]
where,
\[
G_t(x) := \begin{cases} \mathbb{E}_t \left( (x \land (x + Y))^+ \right) & \text{if } x \geq 0 \\ \mathbb{E}_t \left( (x \lor (x + Y))^\ominus \right) & \text{if } x \leq 0 \end{cases}
\]
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Proof Lemma 1 Use (1.2), together with shift invariance of the Brownian motion and translation invariance of the white noise, to see that
\[
h_t(x) - h_0(x) = \log \int_R Z_t(x, y) e^{\sigma W(y) - \sigma W(x)} dy = \log \int_R Z_t(0, y) e^{\sigma W(y)} dy = h_t(0).
\]
Since, \(E[ h_0(x)] = \sigma E[ W(x)] = 0\), we get that
\[
\text{Var} [h_t(x)] = \text{Var} [h_t(x) - h_0(x)] + 2\text{Cov} [h_t(x), h_0(x)]
= \text{Var} [h_t(0)] - \sigma^2 |x| + 2E[h_t(x)h_0(x)].
\]
Integration by parts (2.2) from Malliavin calculus, combined with (2.4), implies that
\[
E[h_t(x)h_0(x)] = \sigma E[(Dh_t(x), 1_x)] = \sigma^2 E[\langle D_x \delta_t[1_Y(\cdot)], 1_x \rangle].
\]
By Fubini’s theorem, for \(x \geq 0\),
\[
\langle E_{x,t}[1_Y(\cdot), 1_x] \rangle = \int_0^x E_{x,t}[1_Y(u)] du = E_{x,t} \left[\int_0^x 1_Y(u) du\right] = E_{x,t} \left[(x \wedge Y)^+\right],
\]
while for \(x \leq 0\),
\[
\langle E_{x,t}[1_Y(\cdot), 1_x] \rangle = -\int_x^0 E_{x,t}[1_Y(u)] du = E_{x,t} \left[-\int_x^0 1_Y(u) du\right] = E_{x,t} \left[(x \vee Y)^-\right].
\]
To conclude the proof, use (1.4) and (1.5).

Lemma 2
\[
E[(DX_t(\phi_2), \phi_1)] = \sigma \mathbb{E}_t [\phi_2 \ast \phi_1(Y)] \quad \text{and} \quad E[|DX_t(\phi_2), \phi_1)|] \leq \sigma \mathbb{E}_t [\phi_2' \ast |\psi_1(Y)|].
\]

Proof Lemma 2 Recall (2.3) and
\[
\psi_1(x) = \int_R \phi_1(u) 1_x(u) du \quad \text{(the primitive of } \phi_1).\]
By interchanging Malliavin derivative and integral and using (2.4),
\[
DX_t(\phi_2)(u) = -\sigma \int_R \phi_2'(z) E_{x,t}[1_Y(u)] dz,
\]
and hence, by Fubini’s theorem,

\[ \langle DX_t(\phi_2), \phi_1 \rangle = \int_{\mathbb{R}} DX_t(\phi_2)(u)\phi_1(u)du \]

\[ = -\sigma \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \phi'_2(z)E_{z,t}[\mathbb{1}_Y(u)] \phi_1(u)du \right)dz \]

\[ = -\sigma \int_{\mathbb{R}} \phi'_2(z)E_{z,t}[\psi_1(Y)]dz. \quad (2.5) \]

On one hand, Fubini’s theorem again, (2.5), (1.4) and (1.5),

\[ \mathbb{E}\left[ \langle DX_t(\phi_2), \phi_1 \rangle \right] = -\sigma \int_{\mathbb{R}} \phi'_2(z)E_t[\psi_1(z + Y)]dz. \]

On the other hand, by standard integration by parts,

\[ \int_{\mathbb{R}} \phi'_2(z)\psi_1(z + Y)dz = -\int_{\mathbb{R}} \phi_2(z)\phi_1(z + Y)dz, \]

and hence, by Fubini’s theorem once again,

\[ \int_{\mathbb{R}} \phi'_2(z)E_t[\psi_1(z + Y)]dz = \mathbb{E}_t\left[ \int_{\mathbb{R}} \phi'_2(z)\psi_1(z + Y)dz \right] \]

\[ = -\mathbb{E}_t\left[ \int_{\mathbb{R}} \phi_2(z)\phi_1(z + Y)dz \right], \]

and we can conclude that

\[ \mathbb{E}\left[ \langle DX_t(\phi_2), \phi_1 \rangle \right] = \sigma \mathbb{E}_t[\phi_2 * \phi_1(Y)]. \]

Taking the absolute value into the integrals, a similar calculation leads to

\[ \mathbb{E}\left[ ||\langle DX_t(\phi_2), \phi_1 \rangle|| \right] \leq \sigma \mathbb{E}_t[||\phi'_2|| * ||\psi_1||]. \]

\[ \square \]

**Proof Theorem** To prove that

\[ g'_t(y) = \sigma^2 (2\mathbb{P}_t[Y \leq y] - 1), \]

one uses the formula obtained in Lemma and notice that, for \( x \geq 0, \)

\[ \mathbb{E}_t\left[ (x \land (x + Y))^+ \right] = \mathbb{E}_t\left[ (x + Y)\mathbb{1}_{Y \in (-x,0]} + x\mathbb{1}_{Y > 0}] \right] \]

\[ = \mathbb{E}_t\left[ Y\mathbb{1}_{Y \in (-x,0]} \right] + x\mathbb{P}_t[Y > -x]. \]
and that, for \( x \leq 0, \)
\[
\mathbb{E}_t \left[ (x \lor (x + Y))^- \right] = \mathbb{E}_t \left[ -(x + Y) \mathbb{1}_{\{Y \in (0, -x]\}} - x \mathbb{1}_{\{Y \leq 0\}} \right] = -\mathbb{E}_t \left[ Y \mathbb{1}_{\{Y \in (0, -x]\}} \right] - x \mathbb{P}_t \{ Y \leq -x \}.
\]
Thus, for \( x \geq 0, \)
\[
G'_t(x) = \mathbb{P}_t \{ Y > -x \} = \mathbb{P}_t \{ Y \leq x \},
\]
and hence
\[
g'_t(x) = -\sigma^2 + 2\sigma^2 \mathbb{P}_t \{ Y \leq x \} = \sigma^2 (2\mathbb{P}_t \{ Y \leq x \} - 1),
\]
while for \( x \leq 0, \)
\[
G'_t(x) = -\mathbb{P}_t \{ Y \leq -x \} = \mathbb{P}_t \{ Y \leq x \} - 1,
\]
and hence
\[
g'_t(x) = \sigma^2 + 2\sigma^2 (\mathbb{P}_t \{ Y \leq x \} - 1) = \sigma^2 (2\mathbb{P}_t \{ Y \leq x \} - 1).
\]

By integration by parts (2.2),
\[
\mathbb{E} [X_t(\phi_2)X_0(\phi_1)] = \sigma \mathbb{E} \left[ X_t(\phi_2) \int_\mathbb{R} \phi_1(z) dW(z) \right] = \sigma \mathbb{E} [\langle DX_t(\phi_2), \phi_1 \rangle],
\]
and the second item of Theorem [1] follows from Lemma [2].

To prove the upper bound on the Wasserstein distance between \( \theta_\ell \) and \( \eta_\ell \) we give a brief explanation of the Stein-Malliavin method for asymptotic independence, as developed in [19]. Let \( \sigma_1 > 0 \) and \( X_1 \sim N(0, \sigma_1^2) \) be a normal random variable with mean zero and variance \( \sigma_1^2 \). Define the functional operator \( \mathcal{N} \), acting on differentiable functions \( f : \mathbb{R}^2 \to \mathbb{R} \), by
\[
\mathcal{N} f(x_1, x_2) := \sigma_1^2 \partial_{x_1} f(x_1, x_2) - x_1 f(x_1, x_2). \tag{2.6}
\]
Given a random variable \( X_2 \) that is independent of \( X_1 \), the operator \( \mathcal{N} \) characterizes the joint product measure \( \eta \) of \( (X_1, X_2) \) in the sense that \( X_1 \sim N(0, \sigma_1^2) \) and \( X_2 \) is independent of \( X_1 \) if and only if \( \mathbb{E} [\mathcal{N} f(X_1, X_2)] = 0 \) for all nice functions \( f \).

In this way, given a random vector \( (X_1, X_2) \) with probability measure \( \theta \), and such that \( X_1 \sim N(0, \sigma_1^2) \), we might estimate the distance to independence by looking at \( \mathbb{E} [\mathcal{N} f(X_1, X_2)] \). This idea can be made precise by using the unique bounded solution \( f_\ell \) of the partial differential equation
\[
\mathcal{N} f(x_1, x_2) = \ell(x_1, x_2) - \mathbb{E} [\ell(X_1, x_2)],
\]
in such way that
\[
\mathbb{E} [\mathcal{N} f_\ell(X_1, X_2)] = \int_{\mathbb{R}^2} \ell \, d\theta - \int_{\mathbb{R}^2} \ell \, d\eta \implies \text{Wass}(\theta, \eta) \leq \sup_\ell |\mathbb{E} [\mathcal{N} f_\ell(X_1, X_2)]|.
\]
In our context, we have \( X_1 = X_0(\phi_1) = \sigma \int_\mathbb{R} \phi_1(z) dW(z) \sim N(0, \sigma_1^2) \) with \( \sigma_1^2 = \sigma^2 \| \phi_1 \|^2 \), and \( X_2 = X_t(\phi_2) \). By using that
\[
Df(X_1, X_2) = \partial_{x_1} f(X_1, X_2) DX_1 + \partial_{x_2} f(X_1, X_2) DX_2,
\]
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and integration by parts \[\text{(2.2)},\] we have that
\[
E \left[ X_1 f(X_1, X_2) \right] = \sigma E \left[ \langle Df(X_1, X_2), \phi_1 \rangle \right] \\
= \sigma^2 \| \phi_1 \|^2 E \left[ \partial_{x_1} f(X_1, X_2) \right] + \sigma E \left[ \partial_{x_2} f(X_1, X_2) \langle DX_2, \phi_1 \rangle \right],
\]
and hence
\[
E \left[ \mathcal{N} f(X_1, X_2) \right] = -\sigma E \left[ \partial_{x_2} f(X_1, X_2) \langle DX_2, \phi_1 \rangle \right].
\]
By Lemma 8 \[\text{[10]},\]
\[
\sup_{\mathbb{R}^2} |\partial_{x_2} f(x_1, x_2)| \leq \frac{1}{\sigma_1} \sqrt{\frac{\pi}{2}} \sup_{\mathbb{R}^2} |\partial_{x_2} \ell(x_1, x_2)| \leq \frac{1}{\sigma_1} \sqrt{\frac{\pi}{2}}
\]
(recall that \(\ell\) has Lipschitz constant bounded by 1), which finally yields the upper bound
\[
\text{Wass}(\theta_t, \eta_t) \leq \sup_{\ell} \left| E \left[ \mathcal{N} f_{\ell}(X_1, X_2) \right] \right| \\
\leq \frac{1}{\| \phi_1 \|^2} \sqrt{\frac{\pi}{2}} E \left[ \left| \langle DX_2, \phi_1 \rangle \right| \right] \leq \frac{\sigma}{\| \phi_1 \|^2} \sqrt{\frac{\pi}{2}} E_{0,t} \left[ |\phi_2| \ast |\psi_1|(Y) \right],
\]
where in the last equality we use Lemma \[\text{[2]},\]

\[\Box\]
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