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Autoequivalences of the category of schemes

Avraham Aizenbud and Adam Gal

Abstract
We prove that there is no non-trivial autoequivalence of the category of schemes of finite type over \( \mathbb{Q} \).
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1. Introduction

In this paper we prove the following theorem

**Theorem A.** Let \( \text{Sch}_\mathbb{Q} \) be the category of schemes of finite type over \( \mathbb{Q} \). Then any autoequivalence of this category is isomorphic to the identity functor by a unique isomorphism.

1.1. Motivation

The notions of schemes and algebraic varieties have several definitions (see e.g. [2], [3], [4]). When one proves that two of those notions are equivalent one should ask what does this mean. Is it enough to find an equivalence between the corresponding categories? Should this equivalence preserve some structure (for example the category of coherent sheaves or some classes of maps, like flat or proper)? Should it be canonical in some sense?

Theorem A means that if one is interested in the category \( \text{Sch}_\mathbb{Q} \) one can just check equivalence of categories. This equivalence will be unique and thus any other structure that this category possesses can be reconstructed from the categorical structure.
1.2. Related results

There are several works that study autoequivalences of categories. In [5] several methods to prove that there are no non-trivial autoequivalences of a given category are listed. Those methods are implemented in several cases including the categories of groups and sets. Another related example can be found in [1, Theorem 5.2.1]. There are interesting cases when the category of autoequivalences is non-trivial (see e.g. [8], [9, Theorem 2.1.4]).

1.3. Idea of the proof

The main part of the proof is section 3 where we prove that any autoequivalence of $\text{Sch}_\mathbb{Q}$ preserves the affine line as a ring object (See Theorem 3.1). We deduce it from the fact that the affine line pointed by 1 is an initial object in the category of torsion free, pointed, abelian algebraic groups (See Proposition 3.2).

The deduction of Theorem A is based on the following facts

- Any morphism of affine spaces can be expressed using the ring structure on $\mathbb{A}^1$.
- Any affine scheme is a fiber product of affine spaces.
- Any quasicompact separated scheme is a pushout of affine schemes.
- Any quasicompact scheme is a pushout of separated schemes.

1.4. Possible extensions and limitations

We believe that Theorem A can be generalized to other categories of schemes. In fact the proof in this paper also holds for two subcategories of $\text{Sch}_\mathbb{Q}$: (affine schemes and separated schemes).

One can try to generalize the argument in the paper beyond finite type schemes and to replace $\mathbb{Q}$ by a general prime field or $\mathbb{Z}$. The main obstacle will be Proposition 3.2, which generalization will require an understanding of the theory of group-schemes in wider generality\(^1\).

On the other hand, Theorem A stops being valid when we replace $\mathbb{Q}$ by an arbitrary ring, or more generally a scheme $S$. This is because any automorphism of $S$ gives an autoequivalence of $\text{Sch}_S$. However, it is conceivable that there are no other autoequivalences of $\text{Sch}_S$.

1.5. Structure of the paper

In section 2 we prove proposition Proposition 2.2 that reduces the main result to Theorem 3.1.

In section 3 we prove Theorem 3.1.

\(^1\)Also in order to make it work over $\mathbb{F}_2$ one should modify the definition of $C$ in Proposition 3.2.
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2. Reduction to \(G_a\)

Lemma 2.1. Let \(\Phi : \text{Sch}_Q^f \to \text{Sch}_Q^f\) be an autoequivalence, and suppose that \(\Phi(G_a) \cong G_a\) as ring objects. Then \(\Phi \cong \text{Id}\).

More precisely, we will prove the following

Proposition 2.2. Consider the categories \(A\) of endofunctors of \(\text{Sch}_Q^f\) which preserve all finite limits and colimits, and \(R\) of all unital ring objects in \(\text{Sch}_Q^f\). Consider the functor \(\text{Ev} : A \to R\) given by evaluation at \(G_a\) (with the standard ring structure). Then \(\text{Ev}\) is fully faithful.

Before proving the proposition note that the Proposition implies the Lemma since the isomorphism \(\Phi(G_a) \cong G_a = \text{Id}(G_a)\) then lifts to an isomorphism \(\Phi \cong \text{Id}\).

We also note the following

Corollary 2.3. The only endomorphism of \(\text{Id} : \text{Sch}_Q^f \to \text{Sch}_Q^f\) is the trivial one.

Proof. The corollary follows from the theorem since the only morphism of unital ring schemes from \(G_a\) to itself is trivial. \(\square\)

Proof of Proposition 2.2. Let \(F,G \in A\) and \(\phi : F \to G\). It is obvious that \(\text{Ev}(\phi) : F(G_a) \to (G_a)\) is a morphism of unital ring schemes.

Faithfulness:

Let \(I : D \to \text{Sch}_Q^f\) be a finite diagram and \(X\) a limit (or a colimit) of \(I\). A natural transformation gives a map \(F \circ I \to G \circ I\). By assumption \(G(X)\) is a limit of \(G \circ I\), so there is a unique morphism \(F(X) \to G(X)\) which makes all the relevant diagrams commute. This means that the natural transformation is determined on \(X\) by its values on the image of \(I\). The same is obviously true when \(X\) is a colimit of \(I\).

It is known that any scheme can be obtained from \(G_a\) via a sequence of finite limits and colimits, so \(\text{Ev}(\phi)\) determines \(\phi\).

Fullness: We have to extend any morphism of ring object \(\psi : F(G_a) \to G(G_a)\) to a morphism : \(F \to G\).

Step 0 First we show that \(\psi\) extends to the full subcategory whose objects are all finite powers of \(G_a\) (including the point).
Since $F, G$ preserve limits, $\psi$ extends canonically to all powers of $G_a$ and we are left to verify that for any $p : G_a^n \to G_a^m$ the diagram

\[
\begin{array}{ccc}
F(G_a^n) & \xrightarrow{F(p)} & F(G_a^m) \\
\downarrow\psi & & \downarrow\psi \\
G(G_a^n) & \xrightarrow{G(p)} & G(G_a^m)
\end{array}
\]

commutes, or in other words $\psi$ is natural for $p$. Denote by $Nat(\psi)$ the class of all such $p$. To show that $Nat(\psi)$ contains all maps, we note the following

- By assumption on $\psi$ being a morphism of ring objects, the multiplication and addition maps from $G_a^2$ to $G_a^1$ are in $Nat(\psi)$.
- $Nat(\psi)$ contains all identity maps.
- $Nat(\psi)$ is closed on composition and taking inverse.
- Any $p : G_a^n \to G_a^m$ is a cartesian product of polynomial maps.
- Each polynomial map is a composition of addition, multiplication, diagonal maps, and multiplication by a scalar.
- Multiplication by an integer is the composition of a diagonal map and addition maps. Division by an integer is the inverse of multiplication by an integer.

Summing up, we are left to show

**Lemma 2.4.** $Nat(\psi)$ is closed under cartesian products, and contains all diagonal maps.

**Proof.** Suppose $p : X \to Y, q : X \to Z \in Nat(\psi)$. We want to show that $p \times q : X \to Y \times Z \in Nat(\psi)$. Since $F$ preserves products, we have $F(p \times q) = F(p) \times F(q)$, and similarly for $G$. As a result the diagram that needs to commute for $p \times q$ is the product of the commutative diagrams for $p$ and $q$ and is therefore also commutative.

For the diagonal maps, it’s enough to consider $G_a \xrightarrow{\text{diag}} G_a \times G_a$ as all the others are made up out of it by composition and taking products. Since $\text{diag}$ is uniquely determined by the diagram

```
\[
\begin{array}{ccc}
G_a & \xrightarrow{\text{diag}} & G_a \times G_a \\
\downarrow\text{Id} & & \downarrow\text{Id} \\
G_a \times G_a & \xrightarrow{\text{Id}} & G_a \\
\downarrow & & \downarrow \\
G_a & \xrightarrow{\text{Id}} & \text{pt}
\end{array}
\]
```

and $F, G$ preserve products, the result follows. \qed
**Step 1** We can extend $\psi$ to affine varieties:

Any affine variety $X$ can be written as a pullback

$$
\begin{array}{c}
X \\ \downarrow \\ \text{pt}
\end{array}
\begin{array}{c}
\to \\ \downarrow \\ \to
\end{array}
\begin{array}{c}
G_a^n \\ \downarrow \\ G_a^k
\end{array}
$$

so this gives a candidate morphism $F(X) \to G(X)$ as $G$ preserves pullbacks. If we show that this is natural in $X$ this will in particular show that the morphism does not depend on a choice of presentation. So consider another affine variety $Y$ and a morphism $X \xrightarrow{f} Y$. Write $Y$ as a pullback

$$
\begin{array}{c}
Y \\ \downarrow \\ \text{pt}
\end{array}
\begin{array}{c}
\to \\ \downarrow \\ \to
\end{array}
\begin{array}{c}
G_a^m \\ \downarrow \\ G_a^r
\end{array}
$$

By basic properties of affine varieties, the morphism $f$ can be extended to a commutative square

$$
\begin{array}{c}
X \\ \downarrow \\ G_a^n
\end{array}
\begin{array}{c}
\xrightarrow{f} \\ \downarrow \\ \xleftarrow{f}
\end{array}
\begin{array}{c}
Y \\ \downarrow \\ G_a^m
\end{array}
$$

Adding in our candidate morphisms, and noting that $F, G$ preserve monomorphisms, we get a cube

with all faces commuting except (possibly) the top. The commutativity of the top face is the naturality of our candidate. To prove it we note that the sides commute because of the way we defined our candidate morphisms, the front and back are images of commutative squares, and the bottom commutes because it involves only powers of $G_a$. We now apply
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Lemma 2.5. Suppose we are given a cube in a category $\mathcal{C}$ with all faces commuting except the possibly the top, and all vertical maps monomorphic. Then the top face commutes as well.

Proof. From the definition of a monomorphism it is enough to show that the morphisms of the top face post-composed with a vertical are equal. This follows from commutativity of the other faces. \hfill \Box

Step 2 We can extend $\psi$ to the category of separated schemes.

Consider the category $\widetilde{\text{Sch}}_{\text{Qs}}$ whose objects are a separated scheme $X$ along with an affine cover $U \to X$. The morphisms are commutative squares

$$
\begin{array}{ccc}
V & \to & U \\
\downarrow & & \downarrow \\
Y & \to & X
\end{array}
$$

The functors $F, G$ can be extended to autofunctors $\widetilde{F}, \widetilde{G}$ of $\widetilde{\text{Sch}}_{\text{Qs}}$ in the obvious way. Moreover, $\psi$ can be extended to a morphism $\widetilde{\psi} : \widetilde{F} \to \widetilde{G}$ as follows:

Consider a covered scheme $U \to X$. The cover displays $X$ as a colimit of the diagram $U \times_X U \to U$. Since $X$ is separated the intersections are all affine and thus $U \times_X U \to U$ is affine. By the previous step we have a map $F(U) \to G(U)$ and so this induces a unique map $F(X) \to G(X)$ which is our candidate for $\widetilde{\psi}_{U \to X}$.

To see that this is a natural map, we use a similar argument to the previous step. Consider a morphism of covered schemes

$$
\begin{array}{ccc}
V & \to & U \\
\downarrow & & \downarrow \\
Z & \to & X
\end{array}
$$

From the above we get a cube

$$
\begin{array}{ccc}
G(V) & \to & G(U) \\
\downarrow & & \downarrow \\
F(V) & \to & F(U) \\
\downarrow & & \downarrow \\
G(Z) & \to & G(X) \\
\downarrow & & \downarrow \\
F(Z) & \to & F(X)
\end{array}
$$
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with all sides commuting except possibly the bottom, and all verticals epimorphisms. The dual of Lemma 2.5 implies that the bottom commutes as well, which is what we want.

To finish the step we need to show that \( \psi_{U \to X} \) doesn’t depend on the cover, i.e. that for any two covers \( U, U' \) of \( X \) we have \( \psi_{U \to X} = \psi_{U' \to X} \). If we had a map of the covers over \( \text{Id}_X \) this would be immediate. This is not always the case, but we can always take the pullback of the covers to get a common refinement \( U \leftarrow U'' \to U' \). Hence, \( \psi_{U \to X} = \psi_{U'' \to X} = \psi_{U' \to X} \).

**Step 3** We can extend to all schemes:

This follows in exactly the same way as the previous step, using the fact that every scheme has a cover by separated schemes, with separated intersections.

\[ \square \]

3. **Proof of main theorem**

In order to finish the proof of the main theorem one has to prove

**Theorem 3.1.** Let \( \Phi \) be an autoequivalence of \( \text{Sch}_Q \). Then \( \Phi(\mathbb{G}_a) \simeq \mathbb{G}_a \) as ring objects.

What we need to show then, is that \( \mathbb{G}_a \) can be characterized up to isomorphism in categorical terms.

Let \( G \) be a commutative group object in \( \text{Sch}_Q \). We define the map \( m_2 : G \to G \) as the composition of the diagonal \( G \to G \times G \) and the product \( G \times G \to G \). This is a group endomorphism of \( G \), since \( G \) is commutative. Note that \( m_2 \) is defined entirely in categorical terms (in the category of commutative group objects).

Let \( \mathcal{C} \) be the category consisting of pointed commutative group objects in \( \text{Sch}_Q \) such that \( \ker(m_2) \) is trivial. By “pointed” we mean with a specified \( Q \)-point.

**Proposition 3.2.** \( (\mathbb{G}_a, 1) \) is an initial object in \( \mathcal{C} \).

For the proof we will need a lemma:

**Lemma 3.3.** For any affine commutative group scheme, the map \( m_2 \) defined above is onto.

Before proving the lemma we will deduce the proposition from it.

**Proof of Proposition 3.2.** First, we show that \( \mathbb{G}_a \) is in \( \mathcal{C} \). If we identify \( Q[\mathbb{G}_a] \) with \( Q[t] \), then the map \( m_2 \) corresponds to the map \( t \mapsto 2 \cdot t \). This map is onto and hence the kernel of \( m_2 \) is trivial.

Now let \( (X, b) \in \mathcal{C} \). Suppose we have a map \( \mathbb{G}_a \to X \) which sends 1 to \( b \), then this map is uniquely defined by this requirement because the multiples of 1 are a dense subset in \( \mathbb{G}_a \). That is, if we consider the system of maps \( n : \text{pt} \to \mathbb{G}_a \), then any two maps \( f, g : \mathbb{G}_a \to X \) such that \( f \circ n = g \circ n \) for all \( n \) must coincide.
Existence: We will show that the condition that $\ker(m_2)$ is trivial implies that $X$ is a commutative unipotent group, hence a product of copies of $\mathbb{G}_a$.

It is known (see e.g. [7, Chapter 10]) that $X$ admits an exact sequence

$$1 \to B \to X \to A \to 1$$

where $A$ is an abelian variety, and $B$ is an affine commutative group. We claim that the condition that $\ker(m_2)$ is trivial implies that $A$ is trivial. Indeed if it is not then we have a $2$-torsion element $a \in A(\mathbb{C})$ (see e.g. [6]). Let $x$ be a preimage of $a$ in $X$. By assumption $x^2$ will be in the kernel, which is isomorphic to $B$. By Lemma 3.3 we can extract a root in $B(\mathbb{C})$ for $x^2$ and get a nontrivial $2$-torsion element in $X(\mathbb{C})$, which contradicts the fact that $\ker(m_2)$ is trivial.

Assuming Lemma 3.3, we are reduced to the case when $X$ is affine, and hence $X = X_s \times X_u$ where $X_s$ is a torus and $X_u$ is commutative unipotent.

The condition that $\ker(m_2)$ is trivial implies once again that $X_s$ is trivial and we are finished.

Proof of Lemma 3.3. Any affine commutative group is a product of a commutative unipotent group - i.e. a vector space - and a torus. In both cases the lemma obviously holds in characteristic not $2$.

Proof of Theorem 3.1. From Proposition 3.2 it follows that $\Phi(G_a)$ is isomorphic to $G_a$ as a pointed group object. Denote the isomorphism by $\alpha$.

We need to show that $\alpha$ preserves the ring structure. Consider any integer number $n$ as an element in $G_a(\mathbb{Q})$ in the standard way. Let $e \in \Phi(G_a)(\mathbb{Q})$ be the unit w.r.t. multiplication. Let $ne := e + \cdots + e$. We know that $\alpha(1) = e$ then $\alpha(n) = ne$ for any $n \in \mathbb{Z}$. Thus $\alpha(nm) = (ne)(me) = \alpha(n)\alpha(m)$. This means that the diagram

$$\begin{array}{ccc}
\Phi(G_a) \times \Phi(G_a) & \xrightarrow{\alpha \times \alpha} & G_a \times G_a \\
\downarrow m & & \downarrow m \\
\Phi(G_a) & \xrightarrow{\alpha} & G_a
\end{array}$$

commutes on a dense subset of $\Phi(G_a) \times \Phi(G_a)$ (in the sense discussed in the proof of Proposition 3.2) and hence commutes. Therefore $\alpha$ is an isomorphism of ring objects. This completes the proof.
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