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In this work, we present a one-step second-order converger for state-specific (SS) and state-averaged (SA) complete active space self-consistent field (CASSCF) wave functions. Robust convergence is achieved through step restrictions using a trust-region augmented Hessian (TRAH) algorithm. To avoid numerical instabilities, an exponential parametrization of variational configuration parameters is employed, which works with a nonredundant orthogonal complement basis. This is a common approach for SS-CASSCF and is extended to SA-CASSCF wave functions, in this work. Our implementation is integral direct and based on intermediates that are formulated either in the sparse atomic-orbital or small active molecular-orbital basis. Thus, it benefits from a combination with efficient integral decomposition techniques, such as the resolution-of-the-identity or the chain-of-spheres for exchange approximations. This facilitates calculations on large molecules such as a Ni(II) complex with 231 atoms and 5154 basis functions. The runtime performance of TRAH-CASSCF is competitive with other state-of-the-art implementations of approximate and full second-order algorithms. In comparison with a sophisticated first-order converger, TRAH-CASSCF calculations usually take more iterations to reach convergence and, thus, have longer runtimes. However, TRAH-CASSCF calculations still converge reliably to a true minimum even if the first-order algorithm fails.
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I. INTRODUCTION

Multi-reference (MR) methods become indispensable if the leading wave function expansion coefficients are similar in magnitude. Though this situation rarely occurs when studying most closed-shell molecules at their equilibrium geometry, it is of high relevance in many applications that involve (i) potential curves or surfaces with stretched or broken covalent bonds, (ii) low-lying electronically excited states that are reached by double-electron excitations from the ground state — as it occurs in polyenes, (iii) conical intersections and avoided crossings of potential surfaces, and (iv) — probably most important — transition-metal complexes (TMC) with nearly degenerate open-shell ground states or with magnetically coupled centers.

The complete active space self-consistent field (CASSCF) method is the most frequently used MR method. The basic idea is fairly simple. First, a set of chemically relevant active orbitals and electrons needs to be defined before the calculation which is referred to as active space (AS). Then, the CASSCF wave function is expanded in all combinatorially possible spin-adapted determinants — also known as configuration state functions (CSF) — that are obtained by distributing the AS electrons among the AS orbitals. With such a configuration-interaction (CI) expansion, the Schrödinger equation is solved by minimizing the energy variationally to find optimal molecular orbital (MO) and CI coefficients. The CASSCF solution is often required for more accurate — though much more costly — MR wave function methods that account for both static and dynamic electron correlation.

Finding the proper minimum solution imposes a numerical challenge for many CASSCF calculations. Those issues are mainly caused by the division of the orbital space into inactive orbitals with either double- or zero-electron occupation and active orbitals for which the CI expansion is made. In the course of the optimization process, orbitals may perpetually change their roles often leading to convergence difficulties and many possible minimum solutions. In particular, this is observed if strongly and/or weakly occupied orbitals with occupation numbers near 2.0 and 0.0, respectively, are part of the active space.

These issues can be avoided to some extent by appropriate initial MOs that are coherent with the choice of active space. Automated procedures like the atomic valence active space (AVAS) or the π orbital space (PiOS) can provide this and are extensively used in the present work. Another approach to avoid CASSCF convergence issues is employing robust second-order convergers that incorporate information from the gradient and the Hessian into the optimization procedure. Since this subject was recognized in the early days of multiconfigurational (MC) SCF theory, there is currently a long record of second-order (and beyond) MCSCF implementations each with its merits and shortcomings.

In the present work, we present the trust-region augmented Hessian (TRAH) method for state-specific (SS) and state-averaged (SA) CASSCF wave functions, which builds upon our previous work on single-reference TRAHSCF. As Yeager, Jørgensen, and Dalgaard we employ a full second-order CASSCF expansion of the en-
ergy by means of all variational parameters. The variational parameters for the MO and CI coefficients are determined in one step. Additionally, the TRAH algorithm introduces a step restriction to avoid divergence when far from the minimum solution. Such a step restriction was already introduced for the norm-extended optimization (NEO) of Jensen and Jørgensen. In contrast to previous NEO implementations, the unmodified configuration-configuration Hessian enters the augmented Hessian or Newton-Raphson (NR) equations. This block of the Hessian is singular when employing a linear parametrization for the CI coefficient updates, which are expanded in the entire CSF basis. Instead, we use an exponential parametrization with state-rotation parameters expanded in a nonredundant orthogonal complement basis, as customary for the full second-order NR implementations and MCSCF response theory implementations of numerous properties. Additionally, we show in this work how to extend this formalism to the second-order optimization of SA-CASSCF wave functions, which are, in practice, as important as SS calculations. This is elaborated on in Sec. II.

Our integral-direct atomic orbital-based (AO) implementation of TRAH-CASSCF is presented in Sec. III. There, we focus on an efficient computation of AO-Fock matrices and integrals with state-of-the-art integral decomposition techniques and also discuss how to reduce the number of iterations by choosing beneficial orbital representations and by sophisticated preconditioners. The robustness and efficiency of our TRAH-CASSCF implementation is eventually verified in Sec. V by investigating the convergence and the runtime in prototypical applications that involve aromatic molecules, open-shell TMC with (quasi-)degenerate ground states, and magnetically coupled systems.

II. THEORY

A. CASSCF wave function ansatz

The CASSCF wave function \( |0\rangle \) is expanded in all possible configuration state functions (CSF) \( |\Phi_j\rangle \)

\[
|0\rangle = \sum_j C_j |\Phi_j\rangle \tag{1}
\]

that are obtained by distributing a given number of active electrons among a given number of active MOs that are usually of valence type. The CASSCF solutions can then be obtained by inserting Eq. (1) into the nonrelativistic Schrödinger equation

\[
E = \min_{\kappa,S} \langle 0 | \hat{H} | 0 \rangle \tag{2}
\]

and by minimizing \( E \) with respect to variations in the MO \( \kappa \) and CI \( S \) coefficients. The unit norm of the wave function is assumed here and in the following. The nonrelativistic Hamiltonian in Eq. (2) is given in its second-quantized from by

\[
\hat{H} = \sum_{pq} h_{pq} \hat{E}_{pq} + \frac{1}{2} \sum_{pqrs} \epsilon_{pqrs} \tag{3}
\]

\[
\epsilon_{pqrs} = \hat{E}_{pq} \hat{E}_{rs} - \delta_{qr} \hat{E}_{ps} \tag{4}
\]

with \( p, q, r, \) and \( s \) denoting general MOs, \( h_{pq} \) and \( (pq)rs \) are the usual real, one- and two-electron integrals, respectively. The final CASSCF wave function parameters, i.e. the MO and CAS-CI coefficients \( C_j \), are obtained from the minimum energy in Eq. (2). An average of multiple states \( i \) with a fixed weighting factor \( w_i \) can be found in the same way,

\[
E = \min_{\kappa,S} \sum_i w_i \langle 0_i | \hat{H} | 0_i \rangle, \tag{5}
\]

which defines the SA-CASSCF wave function model. For a multitude of states in Eq. (5), the same orbitals are used.

Variations in the MO coefficients are conveniently described by means of real anti-symmetric orbital rotation parameters \( \kappa \)

\[
\kappa = \sum_{p>q} \kappa_{pq} \hat{E}_{pq} \tag{6}
\]

\[
\kappa_{pq} = -\kappa_{qp} \tag{7}
\]

\[
\hat{E}_{pq} = \hat{E}_{pq} - \hat{E}_{qp}. \tag{8}
\]

The anti-symmetric orbital rotations enter a unitary operator

\[
|\tilde{0}\rangle = \exp(-\kappa) |0\rangle \tag{9}
\]

that connects the orbital part of the initial \( |0\rangle \) with the optimized \( |\tilde{0}\rangle \) SCF-type wave function. The exponential parametrization in Eq. (9) leads to a simple evaluation by means of second-quantized operators and ensures orthonormality of the MOs provided that the initial MO set is orthonormal as well.

For the optimization of the CI coefficients, there are two common parametrizations. Most common is the linear parametrization\(^{24}\)

\[
|\tilde{0}\rangle = \frac{|0\rangle + \tilde{P} |S\rangle}{\sqrt{1 + \langle S | \tilde{P} | S \rangle}}, \tag{10}
\]

which works with an expansion in the CSF basis \( \{ \Phi_j \} \) (like Eq. (1)). However, the CSF basis is redundant in this context because it spans both the current solution \( |0\rangle \) and variations in the CI parameter space \( |S\rangle \) which should be mutually orthogonal. Thus, a projector is required

\[
\tilde{P} = 1 - \sum_j |{0}_j\rangle \langle {0}_j| \tag{11}
\]
that removes $|0\rangle$ out of $|S\rangle$ explicitly and ensures that $\langle 0|S\rangle = 0$.

The exponential parametrization\[12\]
\[
|\tilde{0}_j\rangle = \exp(-\hat{S})|0_j\rangle
\]
\[
\hat{S} = \sum_{k>j} S_{kj} \langle k|\langle j| - \langle j|\langle k|
\]
works directly in a nonredundant orthogonal complement basis $\{|k\rangle\}$ that has by construction no overlap with the current CI solutions $\{|0_j\rangle\}$. As for $k$ the state-rotation parameters $S$ are anti-symmetric
\[
S_{kj} = -S_{jk}
\]
with a structure illustrated in Fig. 1. Note that in Eq. (13) $k$ runs over all states included in the average $|0_k\rangle$ with $k > j$ as well as the orthogonal complement space $\{|K\rangle\}$, which if unified with the SA states $\{|0_j\rangle\}$ gives again the CSF space, i.e. $\{|0_j\rangle\} \cup \{|K\rangle\} = \{|\Phi_K\rangle\}$. It is shown in Sec. [13] how this nonredundant basis is obtained and employed for SS- and SA-CASSCF calculations.

B. TRAH Optimization of CASSCF wave functions

The restricted-step second-order energy optimization can be applied whenever the minimum energy $E$ can be expanded in a Taylor series
\[
E = E_0 + x^T \mathbf{g} + \frac{1}{2} x^T \mathbf{H} x + \ldots
\]
around a current expansion point (CEP) the represents the current wave functions parameters. The electronic energy $E_0$, and its first (gradient $\mathbf{g}$) and second derivatives (Hessian $\mathbf{H}$) with respect to all variations $x$ in the wave function parameters must then be computed. In the TRAH algorithm\[22\] the update of the current parameters is obtained by searching for the lowest eigenvalue and its corresponding eigenvector of the scaled augmented Hessian (AH) matrix
\[
\begin{pmatrix}
0 & \alpha \mathbf{g}^T \\
\alpha \mathbf{g} & \mathbf{H}
\end{pmatrix}
\begin{pmatrix}
1 \\
x(\alpha)
\end{pmatrix}
= \mu 
\begin{pmatrix}
1 \\
x(\alpha)
\end{pmatrix}
\]
by using an iterative Davidson-type algorithm\[22\]. The scaling parameter $\alpha$ is determined together with $\mu$ and $x(\alpha)$ in the iterative diagonalization of (16) known as the micro-iterations and is determined by enforcing the update vector
\[
x = -\frac{1}{\alpha} x(\alpha)
\]
to lie within a trust sphere with radius $h$
\[
||x||^2 \leq h^2.
\]
The trust radius $h$ is adjusted dynamically after the wave function parameter update has been made by comparing the actual energy change with the predicted second-order energy estimate, which is known as Fletcher’s algorithm\[29\]. Since the expansion in Eq. (15) is truncated after second-order terms, updating the CEP by $x$ will only move the CEP directly into the minimum if the CEP is already close to the minimum. Therefore, the eigenvalue equations (16) and the parameter update must be performed multiple times to reach convergence what defines the so-called macro-iterations. More algorithmic details can be found in our recent work on the TRAH-SCF implementation\[29\].

C. CASSCF energy, gradient, and Hessian

Let us start with discussing the configuration gradient and Hessian in a the linear, redundant CI parametrization (Eq. (10)) to motivate why we prefer the exponential, nonredundant parametrization. For the sake of simplicity, we discuss in this context only the state-specific case. First, a CASSCF energy Lagrangian is introduced that accounts for the normalization of the optimized wave function $|0\rangle$ and ignores orbital rotations for reasons of notational convenience
\[
L(c, E) = \left(\langle S|\hat{\mathbf{P}} + |0\rangle\right) \hat{H} \left(|0\rangle + \hat{\mathbf{P}}|S\rangle\right) - E\langle S|\hat{\mathbf{P}}|S\rangle.
\]
Since we expand update vectors $x$ and their respective trial vectors in the CSF basis, we have to ensure that, whenever the current solution $C$ is parallel to $x$, (i) the gradient is still orthogonal to $C$ and (ii) the Hessian is nonsingular when being multiplied by $C$.

The configuration gradient in the linear parametrization (Eq. (10)) reads
\[
\mathbf{g}^c = \frac{\partial L}{\partial S_I} = \langle I|\hat{\mathbf{H}}|0\rangle + \langle 0|\hat{\mathbf{P}}|I\rangle \]
\[
= 2 \left(\langle I|\hat{\mathbf{H}}|0\rangle - E C_I\right)
\]
with the current energy given by
\[
E = \langle 0|\hat{\mathbf{H}}|0\rangle.
\]
The gradient is orthogonal to the current solution $x = \{0, C\}$
\[
(g)^T x = (g^c)^T C = 2 \left(\langle 0|\hat{\mathbf{H}}|0\rangle - E\right) = 0
\]
with a given set of MOs. Due to the requirement that the current solution and its update vector must be orthogonal, the linear, redundant parametrization in Eq. (10) is eligible for a first-order algorithm, in which the variations in the CI space $S$ are solely determined by the gradient.
Using again the linear, redundant parametrization, the CI Hessian reads
\[
\frac{\partial^2 L}{\partial S_i \partial S_j} = 2 \left( (I|\hat{P} H \hat{P}|J) - E(I|\hat{P}|J) \right) = 2 \left( (I|H|J) - E \delta_{IJ} - C_I g_j^* - g_j^* C_J \right)
\)
(24)
When computing a CI sigma vector of \( C \) with \( \mathbf{C} \)
\[
H_{cc} = 2 ( (I|H|C) - E C_I ) - g^* = 0
\]
(25)
and making use of Eq. (23), a null vector is obtained. Without taking further actions, the linear, redundant CI parametrization will inevitably lead to numerical instabilities wherever solving linear or eigenvalue equations with the Hessian in (25). Note that in the NEO second-order optimization algorithm \( \mathbf{H} \) a modified CI Hessian occurs that is not singular when working with the linear, redundant parametrization. Thus, these numerical instabilities do not occur with NEO.

In the current work, we will work instead with the exponential, nonredundant parametrization of the configuration update Eqs. (12). For the latter, the state-specific minimum energy
\[
E^i = \langle 0_i | H | 0_i \rangle = \langle 0_i | \exp(\hat{S}) \exp(\hat{\kappa}) \hat{H} \exp(-\hat{\kappa}) \exp(-\hat{S}) | 0_i \rangle
\]
(27)
(28)
can be easily evaluated by using the Baker-Campbell-Hausdorff expansion of the double exponential parametrization up to second order
\[
E^i \approx \langle 0_i | H + [\hat{\kappa}, \hat{H}] + [\hat{S}, [\hat{\kappa}, \hat{H}]] + \frac{1}{2} \hat{S}, [\hat{S}, \hat{H}] \rangle | 0_i \rangle
\]
(29)
Note that we imply that operators for orbital \( \hat{\kappa} \) and configuration rotations \( \hat{S} \) commute which requires certain restrictions on the allowed rotations between active orbitals. In case of CASSCF, these redundancies between the orbital and configuration rotation part are handled by eliminating all rotations among active orbitals.

The SA-CASSCF energy gradient terms are easily obtained from Eq. (29) and are given by
\[
g^\kappa = \left. \frac{\partial E}{\partial \kappa_{pq}} \right|_* = \sum_i w_i \langle 0_i | [\hat{E}^-_{pq}, \hat{H}] | 0_i \rangle
\]
(30)
\[
g^\kappa = \left. \frac{\partial E}{\partial S_{Kj}} \right|_* = -2 w_j \langle K|\hat{H}|0_j \rangle
\]
(31)
\[
g^\kappa = \left. \frac{\partial E}{\partial S_{kj}} \right|_* = 2 (w_k - w_j) \langle 0_k | \hat{H} | 0_j \rangle.
\]
(32)
When taking derivatives, we distinguish between (internal) rotations within SA states \( 0_j \) and \( 0_k \) (Eq. (32)) and (external) rotations between an SA state \( 0_j \) and the orthogonal complement states \( K \) (Eq. (33)). As becomes obvious from Eq. (32), there are a few scenarios at which the internal state rotations vanish: (i) all state weights \( w_i \) are equal, (ii) there is only a single state for each spin or point-group symmetry \( \text{irrep} \), and (iii) the CI coefficients are transformed in a basis that keeps the state-interaction matrix
\[
\langle 0_i | \hat{H} | 0_j \rangle = \delta_{ij} E_j
\]
(33)
diagonal.

As for the gradients, the SA-CASSCF energy Hessian is easily deduced from Eq. (29) and reads
\[
H^\kappa = \left. \frac{\partial^2 E}{\partial S_{pq} \partial \kappa_{rs}} \right|_* = \frac{1}{2} \left( 1 + \bar{P}_{pq,rs} \right) \sum_i w_i \langle 0_i | [\hat{E}^-_{pq}, [\hat{E}^-_{rs}, \hat{H}]] | 0_i \rangle
\]
(34)
\[
H^\kappa = \left. \frac{\partial^2 E}{\partial S_K \partial \kappa_{pq}} \right|_* = -w_j \left( \langle K | [\hat{E}^-_{pq}, \hat{H}] | 0_j \rangle + \langle 0_j | [\hat{E}^-_{pq}, \hat{H}] | K \rangle \right)
\]
(35)
\[
H^\kappa = \left. \frac{\partial^2 E}{\partial S_{Kj} \partial S_{Kn}} \right|_* = 2 w_j \left( \delta_{jm} \langle K | \hat{H} | M \rangle - \delta_{KM} \langle 0_j | \hat{H} | 0_n \rangle \right)
\]
(36)
\[
H^\kappa = \left. \frac{\partial^2 E}{\partial S_{kj} \partial S_{kn}} \right|_* = - (w_j - w_k) \left( \langle 0_k | [\hat{E}^-_{pq}, \hat{H}] | 0_j \rangle + \langle 0_j | [\hat{E}^-_{pq}, \hat{H}] | 0_k \rangle \right)
\]
(37)
\[
H^\kappa = \left. \frac{\partial^2 E}{\partial S_{kj} \partial S_{kn}} \right|_* = 2 (w_j - w_k) \left( \delta_{jm} \langle 0_k | \hat{H} | 0_m \rangle + \delta_{km} \langle 0_j | \hat{H} | 0_n \rangle \right)
\]
(38)
\[
H^\kappa = \left. \frac{\partial^2 E}{\partial S_{kj} \partial S_{kn}} \right|_* = 2 (w_j - w_k) \left( \delta_{jm} \langle 0_k | \hat{H} | 0_m \rangle - \delta_{km} \langle 0_j | \hat{H} | 0_n \rangle \right)
\]
(39)
Some of the internal-state rotation blocks of the Hessian above scale quadratically with the number of SA states. Concerning the computational costs of these terms, this is surely unproblematic for the state-interaction matrices (Eq. (33)) but becomes at some point time-determining.
for the mixed internal state - orbital rotation derivative (37). The latter necessitates the computation of $N^2_{SA}$ active Fock matrices (38) in every macro-iteration which is one of the most time-consuming steps for CASSCF methods (vide infra). Thus, it is more reasonable to omit all inter-state-rotation blocks of the gradient (Eq. (32)) and Hessian (Eqs. (37)–(39)) by enforcing them to be redundant. As discussed for the gradient, this is automatically the case for equal-weight calculations, which are the most practically relevant SA calculations. If the state weights differ and if there is more than a single state per spin or PG symmetry irrep, we transform at the CEP the CI coefficients in a basis that diagonalizes the SI Hamiltonian (Eq. (33)).

D. An integral-direct implementation

1. Gradient

In CASSCF the only nonredundant orbital-rotation parameters involve virtual-inactive, active-inactive, and virtual - active orbital pairs,

$$\hat{\kappa} = \sum_{at} \kappa_{at} \hat{E}_{at} + \sum_{it} \kappa_{it} \hat{E}_{it} + \sum_{at} \kappa_{at} \hat{E}_{at}. \quad (40)$$

The naming convention for MO subspace labels is introduced in Fig. 2. It would be sufficient to compute only for those three blocks the orbital gradient and the orbital sigma vectors. However, the active-active orbital gradient block occurs as an intermediate in the sigma vector computation (vide infra). All four nonredundant orbital gradient blocks are then given by

$$g^\sigma_{at} = -2 \left( 2F^I_{at}(0|0) + 2F^A_{at} \right)$$

$$g^\sigma_{it} = -2 \left( 2F^I_{it}(0|0) + 2F^A_{it} - \sum_v D_{tv} F^I_{tv} - Q_{it} \right)$$

$$g^\sigma_{at} = -2 \left( \sum_v F^I_{va} D_{tv} + Q_{at} \right)$$

$$g^\sigma_{ut} = -2 \left( \sum_v F^I_{vu} D_{uv} + Q_{ut} - \sum_v D_{uv} F^I_{tv} - Q_{tu} \right)$$

where the intermediates from Tab. 1 are employed. In case of SA calculations, the weighted state sum is incorporated into the overlap and one- and two-particle density matrices $D_{tu}$ and $d_{tuwv}$ respectively.

The configuration gradient in the nonredundant basis Eq. (51) is computed as

$$g_{Ii} = -2 w^I_{Ii} \sum_J \{ \Phi_J | \hat{H} | 0_i \}$$

and requires a CI sigma vector in the CSF basis with the current CI solution

$$\langle \Phi_J | \hat{H} | 0_i \rangle = \sum_j \langle \Phi_J | \hat{H} | \Phi_J \rangle C^I_{j}$$

$$\langle \Phi_I | \hat{H} | \Phi_J \rangle = E^I \delta_{IJ} + \sum_{tu} h^I_{tu} A^I_{I,J}$$

$$+ \frac{1}{2} \sum_{tvwu} (tuvw) \sum_K A^I_{I,K} A^K_{J,I} \quad (46)$$

with subsequent CI basis transformation by means of $\mathcal{U}$ (vide infra). The intermediates in Eq. (46) are compiled in Tab. 1

$$A^I_{I,J} = \langle \Phi_I | \hat{E}_{tu} | \Phi_J \rangle \quad (47)$$

are the coupling coefficients that can be computed by various methods (vide infra).

2. Sigma vectors

Products of the Hessian matrix (Eqs. (34), (35), and (36)) with trial vectors are commonly referred to as sigma vectors. The orbital-orbital sigma vector can be easily formulated in terms of orbital gradients

$$\sigma_{pq}(\kappa) = \mathbf{H}^{\kappa} \kappa$$

$$= \sum_j w_j \left( \langle 0_j | \hat{E}^{pq}_{pq} \hat{\kappa} | 0_j \rangle - \frac{1}{2} \langle 0_j | \left[ \hat{E}^{pq}_{pq}, \hat{\kappa} \right], \hat{\kappa} | 0_j \rangle \right)$$

$$= \sum_p \sum_{rs} \langle 0_j | \left[ \kappa_{pr}, g_{qr} \right] - \kappa_{qr} g_{rp} \rangle \quad (50)$$

of the regular ($\hat{H}$) and the one-index transformed Hamiltonian

$$\hat{\kappa} = \left[ \hat{\kappa}, \hat{\kappa} \right] = \sum_{pq} \kappa_{pq} \left[ \hat{E}_{pq}, \hat{\kappa} \right]$$

$$= \sum_{pq} \hat{E}_{pq} + \sum_{pqrs} \langle 0_j | \left[ \kappa_{pq}, g_{rs} \right] \rangle$$

Like $\hat{H}$ the transformed Hamiltonian $\hat{\kappa}$ is also totally symmetric because only real totally symmetric orbital rotations are allowed for optimizing spin-restricted non-relativistic wave functions. As in our linear response implementation (vide infra) the integrals of $\hat{\kappa}$ are computed by a direct transformation from the AO into the MO basis

$$\hat{E}_{pq} = \sum_{\mu \nu} (\Lambda_{pq} C_{\nu q} + C_{pq} \Lambda_{q}) \ h_{\mu \nu}$$

$$\langle 0_j | \left[ \kappa_{pq}, g_{rs} \right] \rangle = (1 + \hat{P}_{pq,rs}) \sum_{\mu \nu \lambda \kappa} \left( \Lambda_{pq} C_{\nu q} + C_{pq} \Lambda_{q} \right) C_{\mu \nu} C_{\lambda \kappa} \langle \mu \nu | \kappa \lambda \rangle \quad (54)$$
When using regular \((C_{\mu p})\) and trial vector-containing MO coefficients
\[
\Lambda_{\mu p} = - \sum_{q} C_{\mu q} \kappa_{qp}, \tag{55}
\]
For the latter, we exploit that there are only three nonredundant blocks in \(\kappa_{pq}\) (Eq. 40) with \(p > q\) and that \(\kappa\) is an antisymmetric matrix. The same holds for the orbital gradient \(g_{pq}\) contribution in Eq. 51.

The orbital gradient \(g_{pq}\) of the one-index transformed Hamiltonian is computed by Eqs. (41)–(43) as \(g_{pq}\), but instead, the integrals \(h_{pq}\) and \((pq|rs)\) are used. In analogy to the orbital gradient, \(\sigma_{pq}(\kappa)\) is computed by the corresponding tilded intermediates \(\tilde{F}_{pq}\), \(\tilde{F}_{pq}^A\), and \(\tilde{Q}_{pt}\), which are compiled in Tab. 4.

Similarly, the orbital-configuration sigma vector is formulated as an orbital gradient
\[
\sigma_{pq}(S) = H^{\omega \omega} S \tag{56}
\]
\[
= - \sum_{j} w_{j} \left( \langle S_{j} | \hat{H} | 0_{j} \rangle + \langle 0_{j} | \hat{H} | S_{j} \rangle \right) \tag{57}
\]
\[
= \tilde{g}_{pq} \tag{58}
\]
for which the SA derivative density matrices \(\overrightarrow{D}_{tu}\) and \(\overrightarrow{d}_{tuvw}\) and derivative overlap \(\langle 0 | S | 0 \rangle = 0\) replace their analogues in Eqs. (41)–43. This additionally requires the computation of the \(\tilde{F}_{pq}\) and \(\tilde{Q}_{pt}\) intermediates which are given in Tab. 4.

The configuration-orbital sigma vector is calculated in a similar fashion as the configuration gradient but employs the one-index transformed Hamiltonian
\[
\sigma_{1i}(\kappa) = -2 w_{i} \sum_{j} U_{ij} \langle \Phi_{j} | \hat{H} | 0_{i} \rangle. \tag{59}
\]
Intermediates of the CAS-CI sigma vector computation in Eq. (59) with \(\hat{H}\) are given in Tab. 4. Similarly, a configuration-configuration sigma vector is computed
\[
\sigma_{1i}(S) = 2 w_{i} \left( \sum_{j} U_{ij} \langle \Phi_{j} | \hat{H} | \Phi_{j} \rangle \sum_{j} \Psi_{j} S_{ji} - \sum_{j} \langle 0_{i} | \hat{H} | 0_{j} \rangle S_{ij} \right) \tag{60}
\]
that additionally demands a transformation of the configuration trial vectors from the nonredundant orthogonal complement to the CSF basis by means of \(\Psi\), before the CAS-CI sigma vector can be computed. Note that, in general, the state-interaction Hamiltonian in Eq. (60) is not diagonal unless there are two or more states per spin or PG irrep that have different weights \(w_{i}\) as described in Sec. 4.1.C.

### E. Basis transformation of configuration vectors

As worked out in the textbook Ref. 37, we make use of a consecutive chain of unitary operators to transform between the CSF and orthogonal complement basis back and forth. For a single state, denoted 1, such a unitary operator is given by
\[
\hat{U}_{1} = 1 - \frac{\langle 0_{1} | -\Phi_{b(1)} \rangle (\langle 0_{1} | -\Phi_{b(1)} \rangle)}{1 - \langle 0_{1} | \Phi_{b(1)} \rangle} \tag{61}
\]
and rotates a selected, so-called basic, CSF \(\Phi_{b(1)}\) onto the current solution \(|0_{1}\) and all other CSFs into the orthogonal complement space. For each state \(i\), we choose the CSF with the largest-magnitude CI coefficient as basic CSF \(b(i)\). For multiple states, consecutive application of the unitary operators
\[
\hat{U}_{1} \ldots \hat{U}_{n}(\Phi_{K}) = \begin{cases} 
|0_{k}\rangle & \text{if } K = b(k) \\
|K\rangle & \text{else}
\end{cases} \tag{64}
\]
The equation above is abbreviated as
\[
\hat{U}(\Phi_{K}) = |K\rangle. \tag{65}
\]
and occurs in its matrix representation (vide infra) in Eqs. (45), (59), and (66). Reversing the order of the state-specific unitary operators gives the transformation from the orthogonal complement to the CSF basis
\[
\hat{U}_{n} \ldots \hat{U}_{1}(|K\rangle = |\Phi_{K}\rangle, \tag{66}
\]
which is required for \(\sigma_{1i}(S)\) and for the derivative density matrices \(\overrightarrow{D}_{tu}\) and \(\overrightarrow{d}_{tuvw}\).

To find a more computationally amenable expression for the basis transformation, the identity in CSF space \(\sum_{K} \langle \Phi_{K} | \Phi_{K} \rangle\) is inserted in Eqs. (65) and (66), which results in state-specific unitary matrices in CSF space
\[
U_{i} = \delta_{iJ} - \frac{(\tilde{C}_{i} - \delta_{b(i),i}) (\tilde{C}_{i} - \delta_{b(i),J})}{1 - C_{b(i)}} \tag{67}
\]
and is the matrix representation of \(\hat{U}_{i}\). Concerning the computational effort of using Eq. (67) for CI basis transformation, one should note that \(\hat{U}_{i}\) are rank-one matrices and their matrix-vector products are computed only with \(O(n_{SA} \times n_{CSF})\) costs. Furthermore, the projected CI coefficients \(\tilde{C}_{i}\) in Eq. (67) are precomputed in every macro-iteration according to Eq. (65) and scale only with \(O(n_{SA}^2 \times n_{CSF})\). Thus, compared to other steps in the second-order CASSCF implementation, as the integral transformation or the CI sigma vector computation, the costs for the CI basis change are negligible.
F. Update of wave function parameters

Since an exponential parametrization is chosen for the variations in both the orbital and configuration space, the same approach based on eigenvalue decomposition of the anti-symmetric parameter matrix $X$ is used. First, the negated square of $X$ is computed and then diagonalized:

$$-XX = W \tau^2 W^T$$  \hspace{1cm} (68)

The unitary wave function parameter update in its exponential form is then given by the eigenvalues and eigenvectors from Eq. (68):

$$\exp(-X) = W \cos(\tau) W^T$$  \hspace{1cm} (69)

To reach numerical stability for small values in $\tau$, the truncated Taylor expansion is employed

$$\sin(\tau)/\tau \approx 1 - \frac{x^2}{3!} + \frac{x^4}{5!}$$  \hspace{1cm} (70)

in those cases.

For updating the MO coefficients, Eq. (69) can be readily used when assigning the orbital rotation matrices $\kappa$ with $X^c$:

$$C \leftarrow C \exp(-X^c)$$  \hspace{1cm} (71)

$$X^c = \begin{pmatrix} 0 & -(\kappa_{a1})^T & -(\kappa_{o1})^T \\ \kappa_{ai} & 0 & -(\kappa_{ov})^T \\ \kappa_{oi} & \kappa_{vo} & 0 \end{pmatrix}$$  \hspace{1cm} (72)

In Eq. (72), $i$, $a$, and $v$ denote the inactive, active, and virtual MO subspace, respectively.

The update of the CI coefficients in exponential parametrization is less trivial because $\exp(\hat{S})$ rotates multiple states simultaneously in an SA calculation. By inspecting the Taylor expansion of $\exp(\hat{S})$ term by term, it becomes obvious that the CI update can be expressed as

$$\begin{pmatrix} |0_1\rangle \\ |0_2\rangle \\ \vdots \\ |0_n\rangle \end{pmatrix} \leftarrow \exp(-\hat{S}) \begin{pmatrix} |0_1\rangle \\ |0_2\rangle \\ \vdots \\ |0_n\rangle \end{pmatrix} = \cos(X^c) \begin{pmatrix} |0_1\rangle \\ |0_2\rangle \\ \vdots \\ |0_n\rangle \end{pmatrix}$$

$$- (X^c)^{-1} \sin(X^c) \begin{pmatrix} |S_1\rangle \\ |S_2\rangle \\ \vdots \\ |S_n\rangle \end{pmatrix}$$  \hspace{1cm} (73)

with $|S_i\rangle$ being the CI update vector of state $i$ in the CSF basis and

$$X_{ij}^c = \left(\langle S_i|S_j\rangle\right)$$  \hspace{1cm} (74)

their norm matrix. As for the orbital update, the cosine and sine terms are computed from $X^c$ according to Eqs. (68) and (69).

III. IMPLEMENTATION DETAILS

A. Choice of the orbital subspaces

In previous CASSCF energy, second-order minimizer implementation it was found that the convergence rate of the microiterations crucially depends on the particular form of the inactive, active, and virtual MOs. In this work, we follow Jensen et al. and choose canonical inactive and virtual MOs. This means that with those MOs the inactive-inactive and virtual-virtual blocks of the total MO Fock matrix become diagonal

$$F^i_{pq} + F^A_{pq} = \delta_{pq} \epsilon_p$$  \hspace{1cm} (75)

for $p, q = i, j, a, b$, with the quasi-orbital energies $\epsilon_p$.

By default, in our implementation, the active MOs are rotated such that they keep the one-particle density matrix diagonal

$$D_{1a} = \delta_{1a} n_t,$$  \hspace{1cm} (76)

which is referred to as natural active MOs with $n_t$ being the natural occupation numbers. Alternatively, localized active MOs can be used, which is customary when studying spin-coupled systems and is further discussed in Sec. VII.

The current CI solutions are then counterrotated if the active orbitals were rotated in the natural or localized active MO basis.

In case of SA calculations with unequal weights, a state-interaction basis for the CI coefficients must be chosen, which conflicts with the required counterrotations due to an active MO basis change. For such calculations, the active MOs remain unaltered. After rotating MO coefficients of the three subspaces using in a particular basis, we need to recompute the MO Fock matrices and integrals before entering the micro-iterations. The savings in the micro-iterations due to an MO basis change are usually much large than the extra costs of the recomputation.

B. CAS-CI sigma vectors

The CAS-CI sigma vectors (Eq. (69)) and densities (Tab. 1) are evaluated with the bonded function method in combination with the second quantization based technique for the evaluation of matrix elements.

C. Integral transformation

The computation of all gradient and sigma vector contributions in an integral-direct implementation requires two-electron integrals in the MO basis with either three
or four active indices. To reduce the costs of the integral transformation from the AO to the MO basis, we exclusively employ the resolution-of-the-identity (RI) approximation with Coulomb metric for this intermediate. The regular two-electron integrals with three active indices \((pu|vw)\) are computed in every macro-iteration in the following way:

\[
B_{pu}^Q = \sum_{\mu} C_{\mu p} \sum_{\nu} (Q|\mu\nu) C_{\nu u} \quad (77)
\]

\[
V_{PQ} C_{vw}^Q = B_{pv}^Q \quad (78)
\]

\[
(pu|vw) \approx \sum_Q B_{pu}^Q C_{vw}^Q \quad (79)
\]

In the equations above, \(P\) and \(Q\) denote auxiliary AO basis functions. The all-active integrals needed for the CAS-CI vectors are included in \((pu|vw)\). To tackle linear dependencies in the auxiliary basis set and to ensure numerical stability when solving Eq. \((78)\), the pivoted Cholesky factors of \(V_{PQ}\) are employed that were obtained before the CASSCF calculation.

In every micro-iteration, the two-electron integrals of the one-index transformed Hamiltonian must be computed additionally for which we also use RI as was shown in Ref. \([29]\).

\[
\tilde{B}_{pu}^Q = \sum_{\mu\nu} (Q|\mu\nu) (\Lambda_{\mu p} C_{\nu u} + C_{\mu p} \Lambda_{\nu u}) \quad (80)
\]

\[
\sum_Q V_{PQ} \tilde{C}_{vw}^Q = \tilde{B}_{pv}^Q \quad (81)
\]

\[
\tilde{(pu|vw)} \approx \sum_Q \left( \tilde{B}_{pu}^Q C_{vw}^Q + B_{pu}^Q \tilde{C}_{vw}^Q \right). \quad (82)
\]

Note that for very large molecules and medium sized active space sizes, Eq. \((77)\) is the most time-consuming step in our Super-CI (SX) PT4 and TRAH-CASSCF implementation that scales with \(O(N_{aux} N^2 N_{act})\). Since the number of active orbitals \(N_{act}\) is always limited by the steep scaling of the CAS-CI method to a small number and since the number of auxiliary basis functions is usually three to five times larger than the number of orbital basis functions, the overall scaling of the integral transformation is \(O(N^3)\) with the system size \(N\).

### D. Fock matrices

The other bottleneck of our CASSCF implementations, when choosing moderately large active spaces, is the computation of the AO Fock matrices. In every macro-iteration, \(F_{p\mu}^I\) and \(F_{\mu\nu}^A\) must be computed, in every micro-iteration \(2 + v_{\text{SA}}\) AO Fock matrices \(G_{\mu\nu}[D]\) with \(D\) being either the core \(\tilde{D}^I\) or active \(\tilde{D}^A\) orbital derivative or the configuration derivative \(D^A\) AO density matrices. Besides computing Fock matrices from the usual four-center fully analytic two-electron integrals, we have also implemented two approximate, though much more efficient algorithms. For small- and medium-sized molecules, we employ the RI approximation for both the Coulomb (J) and exchange (K) term known as RIJK. The RI-J matrices are still computed entirely in the AO basis, using the split algorithm. Thus, a single RI-J algorithm can be used for all the five types of AO density matrices (vide supra)

\[
\rho_P = \sum_{\kappa\lambda} (P|\kappa\lambda) D_{\kappa\lambda} \quad (83)
\]

\[
\sum_Q V_{PQ} j_Q = \rho_P \quad (84)
\]

\[
J_{\mu\nu}[D] = \sum_Q (\mu\nu|Q) j_Q. \quad (85)
\]

Conversely, the RI-K matrices require a dedicated algorithm for each type

\[
K_{\mu\nu}[D^I] = 2 \sum_{Ql} B_{\mu l}^Q C_{l\nu}^Q \quad (86)
\]

\[
K_{\mu\nu}[D^A] = \sum_{Qltu} B_{\mu l}^Q D_{tu}^C C_{l\nu}^Q \quad (87)
\]

\[
K_{\mu\nu}[\tilde{D}^I] = 2 \sum_{Ql} (\tilde{B}_{\mu l}^Q C_{l\nu}^Q + B_{\mu l}^Q \tilde{C}_{l\nu}^Q) \quad (88)
\]

\[
K_{\mu\nu}[\tilde{D}^A] = \sum_{Qltu} (\tilde{B}_{\mu l}^Q D_{tu}^C C_{l\nu}^Q + B_{\mu l}^Q D_{tu}^C \tilde{C}_{l\nu}^Q) \quad (89)
\]

\[
K_{\mu\nu}[D^A] = \sum_{Qltu} B_{\mu l}^Q D_{tu}^C C_{l\nu}^Q \quad (90)
\]

because they are computed from partially transformed inactive or active MO intermediates

\[
B_{p\mu}^Q = \sum_{\nu} (Q|\mu\nu) C_{\nu p} \quad (91)
\]

\[
\tilde{B}_{p\mu}^Q = \sum_{\nu} (Q|\mu\nu) \Lambda_{\nu p}. \quad (92)
\]

and \(C_{\mu\nu}^Q\) and \(\tilde{C}_{\mu\nu}^Q\) with \(p = i\) (inactive) or \(p = t, u\) (active).

While the RI-J matrix computation scales for large systems as \(O(N^3)\) if Schwartz screening is employed,\([25,19]\) the two major RI-K steps scale both with \(O(N^4)\) and limit the approach to medium sized systems. Due to its small prefactor, the RIJK method is very efficient for smaller molecules\([49]\) as will be demonstrated in Sec. \(V\).

We note that it would be even more efficient to compute the exchange matrix contribution to the four relevant orbital gradient blocks directly in the MO basis. However, this has not been attempted in this work because such an MO-based implementation would differ more significantly from our current AO-based implemented.

For large systems, the \(O(N^3)\) scaling and I/O operations of the RI-K method becomes a bottleneck. Therefore, the latest version of the \(O(N^2)\) scaling chain-of-spheres for exchange algorithm\([22,20,41]\) (COSX) is employed for such calculations. This type of semi-numerical
exchange algorithms

\[ K_{\mu \lambda} = \frac{1}{2} (K_{\mu \lambda} + K_{\lambda \mu}) \]  

(93)

\[ K_{\mu \lambda} = \sum_{\kappa \nu} \sum_{g} (X_{\mu g} X_{\nu g} A^0_{\kappa \lambda}) D_{\kappa \nu} \]  

(94)

\[ A^0_{\kappa \lambda} = \int dr \chi_{\kappa}(r) \chi_{\lambda}(r) \frac{1}{|r - r_g|} \]  

(95)

\[ X_{\mu g} = |w_g|^{1/2} \chi_{\mu}(r_g) \]  

(96)

performs one integration numerically by a weighted \((w_g)\) sum over grid points \(r_g\) and the other analytically by means of electrostatic potential integrals \(A^0\) located at \(r_g\). In principle, no further adjustments or additions of the COSX algorithm are necessary because it works entirely in the AO basis and multiple AO density matrices can be processed simultaneously, that is, \(D^I\) and \(D^A\) for the macro-iterations and \(\tilde{D}^I\), \(\tilde{D}^A\), and \(\tilde{D}^A\) for the micro-iterations. However, we realized that the loss of the eight-fold permutational symmetry of the two-electron integrals introduced by overlap \((S)\)-fitting\(^{21}\)

\[ K_{\mu \lambda} = \sum_{\kappa \nu} \sum_{g} (Q_{\mu g} X_{\nu g} A^0_{\kappa \lambda}) D_{\kappa \nu} \]  

(97)

\[ Q = (S(XX^T)^{-1})X, \]  

(98)

leads to noticeable numerical errors and convergence issues, in particular, for calculations with transition metal-containing molecules. In those calculations, we used an \(S\)-fitted COSX variant that preserves the full eight-fold permutational symmetry

\[ K_{\mu \lambda} = \frac{1}{2} \sum_{\kappa \nu} \sum_{g} (X_{\mu g} Q_{\nu g} A^0_{\kappa \lambda}) \]  

(99)

\[ + Q_{\mu g} X_{\nu g} A^0_{\kappa \lambda} D_{\kappa \nu} \]

and drastically reduces the numerical errors. Thus, the symmetrized \(S\)-fitted COSX variant eases convergence at the expense of slightly larger costs\(^{22}\).

In our TRAH implementation, the many costly exchange matrices in the micro-iterations are evaluated with a smaller grid than in the macro-iterations. This automatic grid reduction has already turned out to be a reasonable approximations when solving coupled-perturbed SCF equations\(^{23}\), which significantly reduces the costs of AO Fock matrices without introducing significant errors. By default, for numerical integration in COSX, we employ a 50-point Lebedev angular grid and a radial grid with an integration accuracy parameter\(^{24}\) \(\varepsilon = 3.067\) during the micro-iterations.

E. Preconditioning

To obtain fast convergence of the micro-iterations, it is important to choose a preconditioner \(M\) that is a good approximation to

\[ (H - \mu I)^{-1} \]  

(100)

but remains computationally feasible. For \(H\) in \(M\), we only include the \(H^{oo}\) and \(H^{cc}\) blocks. For the majority of \(H^{oo}\) matrix elements in \(M\), we only take the approximate diagonal Hessian \(D^{oo}\) which can be quickly computed from the \(g^0\) intermediates. But a small sub-block of \(H^{oo}\) is still computed explicitly. A subset of nonredundant orbital pairs, which we now refer to as \(\text{reduced}\), is selected in the following way: (i) All active MOs are considered. (ii) We select a few virtual-inactive orbital pairs with the smallest pseudo-orbital energy difference \(\epsilon_a - \epsilon_i\) (250 by default). The smallest inactive and the largest virtual MO index in that list defines the range of the subset MOs together with all active MOs. All nonredundant MO pairs from that MO subset define the \(\text{reduced}\) orbital pair list. Then, the \(H^{oo}\) subblock\(^{19}\) of all orbital pairs from that list is computed by using the RI approximation for all types of two-integral integrals that occur in \(H^{oo}\). Thereafter, the \(H^{oo}\) subblock is diagonalized

\[ H^{oo} U^o = \eta^o U^o. \]  

(101)

In the micro-iterations, orbital pairs of the residual vectors for \(\kappa\) (see Ref. \(^{22}\)) are then preconditioned either with \(H^{oo}\) eigenvalues and eigenvectors

\[ M^{oo} = U^o(\eta^o - \mu I)^{-1}(U^o)^T \]  

(102)

if they are in the \(\text{reduced}\) list or with \(D^{oo}\)

\[ M^{oo} = (D^{oo} - \mu I)^{-1} \]  

(103)

if they are not.

For the \(H^{cc}\) block in \(M\), we proceed in a similar way. The diagonal elements of the full CAS-CI matrix

\[ \mathcal{H}_{IJ} = \langle \Phi_I | \hat{H} | \Phi_J \rangle \]  

(104)

are computed in the CSF basis and used for the diagonal approximation to \(H^{cc}\)

\[ D^{cc} = 2 w_i \left( \langle \Phi_I | \hat{H} | \Phi_I \rangle - E_i \right) \]  

(105)

To simplify the inversion, we have neglected all rank-one intermediates. But a small sub-block of the \(\mathcal{H}\) approximation for all types of two-integral integrals that occur in \(H^{oo}\). Thereafter, the \(H^{oo}\) subblock is diagonalized

\[ \mathcal{H} U^c = \eta^c U^c. \]  

(106)

Before the configuration part of the residual vectors for \(S\) can be preconditioned, they must be transformed from nonredundant, orthogonal-complement basis into the redundant CSF basis. Then, in the micro-iterations the preconditioner with the \(\mathcal{H}\) eigenvalues and eigenvectors

\[ M^{cc} = U^c(2 \delta_{ij} w_i (\eta^c - E_i I) - \mu I)^{-1} (U^c)^T \]  

(107)
is used if the CSFs are in the reduced list, the diagonal preconditioner $D^{cc}$ is used if they are not.

A similar preconditioning algorithm is used by Kreplin et al. for their second-order (SO) SX CASSCF method.

### IV. COMPUTATIONAL DETAILS

The TRAH-CASSCF for SS and SA calculations was implemented in a development version of ORCA. All SXPT-CASSCF calculations were performed with the same development version. TRAH-CASSCF convergence is exclusive checked using the gradient norm $||g||$. If $||g|| < 10^{-6}$, convergence is reached for TRAH. By default, SXPT convergence is more loosely because orbital gradient norm $||g'||$ and the magnitude of the energy difference between two consecutive iterations $|\delta E|$ is checked. If only one criterion is fulfilled, SXPT signals convergence. For SXPT, we chose the thresholds $10^{-5}$ and $10^{-10}$ for $||g'||$ and $|\delta E|$, respectively.

We employ exclusively the RI approximation for the transformation of two-electron integrals with three and four active orbitals. A global integral-neglect threshold for Schwartz screening of $10^{-14}$ is used. The latter is employed for Fock matrix construction and the RI integral transformation. For the latter, a linear dependency threshold of $10^{-13}$ for the pivoted Cholesky decomposition was used.

All CASSCF calculations with COSX used the tight default grid (DefGrid3) for numerical integration. Also, the fully symmetrized version of the S-fitted COSX was employed (see Sec. [III]).

Point-group symmetry was never exploited for any calculation. For localizing the active orbitals the Foster-Boys procedure was used.

For TMC calculations, we used exclusively the atomic-valence active-space (AVAS) procedure of Sayfutyarova et al. which simultaneously provides both an MO guess and an active-space definition that can be represented by a user-given set of target atomic orbitals. In our case, these are five 3d AOs for each TM center that we take from the minimal basis set MINAO. Guesses for double d-shell calculations were made available, too, by following the discussion in Ref. [6]. For the special case of minimal active-space or double d-shell calculations of TMCs, the only strictly necessary input quantity is the list of TM center indices in the molecules.

For calculations on aromatic systems, we employed two different guesses for the initial MOs. The first guess type are unrestricted natural orbitals (UNO) that are obtained from a preceding broken-symmetry (BS) unrestricted Hartree–Fock (UHF) calculation. BS-UHF solutions become available after an SCF stability analysis. and subsequent UHF calculation. The second guess is what we refer to as PiAS in the following and is a simplified version of the MO guess of Sayfutyarova and Hamnes-Schiffer. In accordance with their work, we define a tensor of inertia with unit masses for each center that is part of the desired π system. After choosing the principle axis with the largest moment, a linear combination of the three 2p target AO components multiplied by these particular axis coordinates is processed when computing the AVAS MO projection matrix. The remaining steps coincide with AVAS. Hence, the PiAS procedure is capable of providing a reasonable MO guess for arbitrarily spatially oriented molecules and their target π chromophores.

Most structures were taken from the respective articles and their Supplementary Material section. The structure of the dicobalt(II) oxo complex was kindly provided by the authors of Ref. [61].

For the benchmark study on small aromatic molecules, we employed the cc-pVTZ basis sets and the corresponding auxiliary /JK basis sets for the RIJK approximation of Fock matrix and auxiliary /C basis sets for the integral transformation. The same basis sets were used for the chlorophyll calculations. We have used the def2-TZVPP basis sets and the corresponding def2/JK and /C auxiliary basis sets for the RI approximation in all other calculations.

### V. RESULTS AND DISCUSSION

#### A. Small aromatic systems

The first class of systems for which we compare the number of iterations and timings of our new TRAH-CASSCF implementation with other algorithms and implementations are small aromatic systems. A benchmark set for MR methods was recently proposed by Menezes et al. and then extended by Nottoli et al. which eventually comprises 25 small to medium-sized molecules. To compare our results with those of the CD-NEO-CASSCF implementation of Nottoli et al., we chose the same basis set (cc-pVTZ) and the same active spaces (See Tab. II) as they did. We employed the RIJK approximation for the Fock matrices in those calculations as it features similar intermediates as the CD-NEO-CASSCF implementation and has the same scaling with the system size. The total number of iterations for SXPT and TRAH are given in Fig. [6] for both SS and two-root SA calculations. Erratic convergence behavior is also labeled in Fig. [6]. There, we see that SS- and SA-TRAH calculations always converge irrespective of the choice of initial MOs. With our TRAH implementation, the same minimum energy and solution is obtained when starting from the two different types of initial MOs and the final active MOs are the desired π orbitals of the aromatic system. However, this does not hold for the first-order SXPT. Two SXPT calculations converged to a solution with a higher energy than TRAH, i.e. the single-root adrenaline and dopamine calculations both starting with the PiAS guess. Two other SXPT calculations even diverged, i.e. single-root serotonin calculation and the two-root 2Me4HSDiox calculation, which also started from the PiAS guess. Fur-
thermore, it can be seen from Fig. 3 that, for a particular MO guess, the first-order SXPT method always takes less iterations than TRAH if the number of macro and micro-iterations are counted together as it is done here and in the following. Only in case of erratic convergence behavior, SXPT took more iterations than TRAH. However, fewer iterations of SXPT does not necessarily correspond to a faster runtime of SXPT in comparison with TRAH, as can be seen in Tab. II. For the largest active spaces in the benchmark set, CAS(14,14), TRAH is noticeably faster though it takes more iterations than SXPT. This is caused by the many, costly CAS-CI vector computations in SXPT that are a consequence of the two-step algorithm which solves CAS-CI eigenvalues equations in every (macro) iteration. A genuine one-step second-order implementation like TRAH improves the CI solution basically in every iteration, in particular, when close to the minimum solution.

In Tab. II we have also compiled the total runtime of the CD-NEO-CASSCF implementation, which was for this benchmark set always faster then TRAH, roughly by a factor 4–5 for the smallest systems and by 1–2 for the larger systems. For a few cases, the first-order SXPT calculations were slightly faster than CD-NEO-CASSCF (2Me4HSDiox, azulene, and coumarin).

It should be noted here that a truly reliable comparison of timings cannot be made here because (i) we ran our SXPT and TRAH calculations with fewer number of processes (20) than the number of threads (28) used for CD-NEO-CASSCF in Ref. 21; (ii) a different computing architecture was used; and (iii) subtle difference of the RIKJ and CD approximation.

Concerning the efficiency, our new TRAH-CASSCF implementation is competitive with the first-order SXPT and another second-order implementation when using comparable algorithms for the integrals. An efficiency comparison will also be made for larger molecules (vide infra), for which efficiency has a higher significance.

**B. Spin-coupled systems**

Another typical field of application for MR methods are spin-coupled systems. Here we study the SS-CASSCF energy convergence of an anti-ferromagnetically coupled iron-(III) dimer complex \( [ \text{Fe}_2 \text{S}_2(\text{SCH}_3)_4]^2^- \) in the \( ^1A_g \) state. The convergence of the gradient norm for the SXPT and TRAH CASSCF/def2-TZVPP calculations with natural, canonical, or localized active orbitals is shown in Fig. 4. A minimal active space CAS(10,10) that includes all Fe(III) 3d electrons and orbitals in the active space was chosen. Initial orbitals were obtained from the model one-electron Hamiltonian and the AVAS procedure. The SXPT algorithm converges steadily within 19 iterations, which shows that the initial MOs are well suited for these type of calculations and are coherent with the chosen AS. The convergence rate of our new TRAH implementation depends crucially on the active orbital choice. Canonical and natural active orbitals converge slowly and almost need 90 iterations. However, localized active orbitals dramatically improve the convergence rate of the TRAH calculation, which can be attributed to the disentanglement of the CAS-CI Hamiltonian into weakly coupled Fe(III) monomer blocks. Each of these monomers is qualitatively described by a single high-spin CSF that are then antiferromagnetically coupled for the dimer. This is confirmed by the fact that the antiferromagnetically monomer CSF leads the final CI wave function expansion with a weight of 98\%. When employing canonical or natural active orbitals, we still converge to the same energy as with SXPT and with the localized active orbital TRAH calculation. However, with those orbital choices, there are plenty of CSFs leading the final CI wave function expansion with weights less than 0.02\%.

**C. Degenerate and nearly degenerate ground states**

The SA-CASSCF approach is often used in practice to describe the ground state of degenerate or nearly degenerate open-shell TMCs. To demonstrate the applicability of our new TRAH implementation for such calculations, the convergence is investigated for the octahedral \([\text{Co}(\text{H}_2\text{O})_6]^{2+}\) complex \( \text{Fe}^{3+} \) with an exactly degenerate \( ^4T_g \) ground state and a larger V(III) complex \( \text{Fe}^{3+} \) that has a distorted octahedral coordination and is in the quasi-degenerate \( ^3T_g \) ground state (See Fig. 5). For both TMC, we employed the def2-TZVPP basis set and a minimal active space that contains the TM 3d orbitals and electrons. The initial MOs are obtained from the model one-electron Hamiltonian and the subsequent AVAS procedure in accordance with the desired active-space choice. From Figs. 5a and 5c, it can be seen that TRAH also converges for such electronic structures without major difficulties or flaws, though for the V(III) complex one step has to be rejected because the trust region became too large. Again, SXPT converges with significantly less iterations to the same solution as TRAH, which underlines that the AVAS guess is well suited for TMC CASSCF calculations and that the electronic structure is simple enough to be handled securely by the first-order SXPT.

**D. Large molecules**

Finally, we would like to underline the applicability and usefulness of TRAH-CASSCF for large molecules. For this purpose, the number of iterations and timings of SXPT and TRAH are given in Tab. II for three large molecules, which are shown in Fig. 6 and were employed previously by other (approximate) second-order CASSCF solvers. 20,21 For the CAS(12,12)SCF calculation of the \( 1^A \) state of chlorophyll, the cc-pVTZ basis set was employed as in Ref. 21. All chlorophyll calculations started from the UNO guess. As shown in Fig. 11, both SXPT
and TRAH implementations in ORCA converged in much less time (4 and 3 times faster, respectively) than the CD-NEO-CASSCF implementation. It is likely that this factor would be even larger for serial calculations because we have used less MPI processes (16) than the CD-NEO-CASSCF calculation OpenMP threads (28). This runtime benefit for large systems is caused by the AO-driven implementation of Fock matrices that effectively scales linearly with the system size for the costly exchange matrices when employing COSX. The CD-NEO-CASSCF implementation of Ref. [21] is MO based and scales as $O(N^4)$ with the system size. Such an MO-based CASSCF implementation is beneficial for small and medium-sized molecules, as we have seen it in Sec. III A but it becomes a bottleneck for molecules with more than 100 atoms. The same holds of course for our $O(N^4)$ scaling RIJK implementation of Fock matrices.

The CASSCF total runtime either with SXPT or TRAH is only slightly larger than the time to prepare the UNO guess from a broken-symmetry calculation which took on the same machine with the same number of processes (16) altogether 2.00 h including two SCF calculations and one SCF stability analysis. Hence, it remains debatable if the UNO guess from a BS-UHF calculation is the most reasonable start for large-molecule CASSCF calculations which require efficient implementations and computational work flows.

When looking at the runtime of the AO based SXPT and TRAH implementations, we notice again that the first-order SXPT implementation is faster than the second-order TRAH implementation by factor of 1.4. However, this runtime benefit does not reflect the much fewer number of SXPT (macro) iteration than the TRAH total number of iterations. As mentioned in Sec. III D, our TRAH implementation uses for the COSX matrices much smaller grids in the micro-iterations than in the macro-iterations. This usually makes the costs of a single micro-iteration much smaller than the costs of a macro-iteration provided that (i) the runtime is determined the Fock matrix builds, (ii) COSX is used, (iii) the molecule is sufficiently large, and (iv) the number of SA states is small.

Concerning the final CASSCF solution obtained with the SXPT and TRAH calculations, we note that both calculations ended with 12 active orbitals that are purely of $\pi$ character and are all located in the chlorin chromophore. Though TRAH found a solution with a lower energy, it is not clear how to rate these results eventually because both calculations gave a physically reasonable solution. Further CASSCF calculations using large active spaces that include all the $\pi$ orbitals and electrons in the active space would be desirable and worth to be investigated in more detail but, unfortunately, are currently not accessible, at least with a full second-order algorithm like TRAH.

The largest molecule (231 atoms) that is covered in this work is a Ni(II) complex (see Fig. 5). For the CASSCF calculations on the $1^3A$ state, a Ni(II) double d-shell active space, CAS(8,10), was chosen using the AVAS procedure. To compare our results with those of the SOSX implementation, the def2-TZVPP basis set was employed. From the results in Tab. III it can be seen that both SXPT and TRAH converge to the same solution but the first-order SXPT implementation is 1.8 times faster than the second-order TRAH method.

This indicates that the Ni(II) complex has a fairly simple electronic structure that can also be easily found by SXPT if a reasonable initial MO guess is employed (by AVAS) that is in accordance with the active space choice. Furthermore, we notice that SOSX is 1.5 times faster than SXPT, which can be expected. SOSX employs the full orbital Hessian for all active-orbital rotations ($\kappa_{il}$ and $\kappa_{nl}$) because the corresponding full four-center integrals with at least two active orbitals can be easily hold in memory and the NR micro-iterations are solved quickly. In comparison to first-order algorithms, such as SXPT, this implementation strategy provides more accurate wave function update vectors and, thus, leads to faster convergence. The energy difference between SOSX and SXPT (and TRAH) is most probably related to the different integral approximations that were employed. Though tight integral screening thresholds and grids were employed for our calculations, those differences should be considered and examined more closely when comparing with experimental results or with more accurate wave function methods.

Our final test example to study CASSCF convergence and runtime performance is a large spin-coupled dico-balt(II) oxo complex. We employed a minimal active space with the 3d Co orbitals and initial MOs from the model one-electron Hamiltonian processed by the AVAS procedure. The def2-TZVPP basis set was employed again in order to compare with the SOSX results of Ref. [20] Though the SXPT calculation can converge the orbitals, it is not able to converge the CAS-CI eigenvalue equations within 1024 iterations. The TRAH calculation employs again localized active orbitals that turned out to be advantageous for spin-coupled systems (see Sec. V B). Nevertheless, the number of TRAH micro-iterations is unusually large which results in a runtime of 43.9 h which is 6.5 slower than the SOSX calculation. Still, TRAH-CASSCF securely finds a reasonable minimum solution with active orbitals located at the two Co(II) centers which SXPT could not provide. As for the Ni(II) complex calculations, we notice again a small milli Hartree energy difference between the SOSX calculation and our TRAH-CASSCF calculation which is probably related to different integral approximations and screening thresholds.

VI. CONCLUSIONS

In this work, we introduced the step-restricted one-step full second-order TRAH-CASSCF converger for SS- and SA-CASSCF wave functions.
To avoid singularities in the configuration-configuration Hessian, an exponential parametrization of the CI coefficient updates is chosen that operates in a nonredundant orthogonal complement basis. This parametrization is customary for SS-CASSCF response properties. In this work, we have employed this parametrization for SS- and extended it for SA-CASSCF wave functions. Within this formalism, MO and CI coefficients are updated in a similar fashion using matrix exponentials of real anti-symmetric rotation parameters. This is the cornerstone of a one-step algorithm and will be employed in future implementations of MR derivative-based properties.

We also completely avoid the costly intra-state rotations that occur for unequal-weight SA calculations by rotating the CI coefficients in a basis that diagonalizes the state-interaction Hamiltonian for those types of calculations.

Our implementation is integral-direct and atomic orbital-based, which facilitates calculations on large molecules that are still feasible for first-order solvers as well. Our largest calculation, i.e. a CAS(8,10)-SCF/def2-TZVPP calculation of a Ni(II) complex with 231 atoms, finished within 44 h using 16 MPI processes.

COSX can give severe numerical errors that can be drastic. (iii) Primarily for TMC calculations, the S-fitted active-orbital two-electron integrals can be easily avoided by a pivoted Cholesky decomposition of the Coulomb metric. (iii) Primarily for TMC calculations, the S-fitted COSX can give severe numerical errors that can be drastically reduced by a variant that fully preserves the eight-fold permutation symmetry of the two-electron integrals at the expense of a minor additional computational overhead.

In future work, we will focus on reducing the total number of TRAH iterations by accounting for higher-order terms in the minimum energy Taylor expansion. Other avenues to explore are CASSCF response properties for SA-CASSCF wave functions, such as excitation energies and spin-Hamiltonian parameters for electron-paramagnetic resonance spectroscopy.
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FIG. 1: Schematic structure of the anti-symmetric state-rotation parameters $S$. 
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FIG. 2: Schematic structure of MO energy level diagram with default index labels for core (inactive), active, and virtual MO subspaces.

FIG. 3: Total number of iterations to converge the CASSCF/cc-pVTZ energy for either one root ((a) and (b)) or two roots ((c) and (d)). Two different algorithms (SXPT or TRAH) and two different types of initial MOs (PiAS and UNO from BS-UHF solution) are used. The (a) and (b) labels inside the figures denote no convergence and convergence to a higher-energy solution, respectively.
FIG. 4: SXPT and TRAH convergence of CASSCF/def2-TZVPP for the $^1A_g$ state (a) of an iron-sulfur dimer molecule ($C_{2h}$ point group) (b). For TRAH calculations different active orbital choices were made: natural, canonical, and localized.

FIG. 5: SXPT and TRAH convergence of SA-CASSCF/def2-TZVPP for the degenerate $^4T_g$ state (a) of $[\text{Co(II)(H}_2\text{O)}_6]^{2+}$ (b) and the quasi-degenerate $^3T_g$ state (c) of a larger V(III) complex (d). Each calculation used a minimal 3d TM center active space together with the AVAS guess.
FIG. 6: Structures of chlorophyll molecule (a), Ni (b) and Co (c) complexes used in Sec. V D.
TABLE I: Intermediates of the atomic-orbital based gradient and sigma vector calculation

Overlap and Reduced density matrices (RDM)

\begin{align*}
\langle 0|0 \rangle &= 1 \\
D_{uv} &= \sum_i w_i \langle 0|\hat{E}_{uv}|0_i \rangle \\
d_{tu,vw} &= \sum_i w_i \langle 0|\hat{e}_{tu,vw}|0_i \rangle \\
\langle 0|S \rangle &= 0 \\
\tilde{D}_{uv} &= -\sum_j w_j \left( \langle 0|\hat{E}_{uv}|S_j \rangle + \langle S_j|\hat{E}_{uv}|0_j \rangle \right) \\
\tilde{d}_{tu,vw} &= -\sum_j w_j \left( \langle 0|\hat{e}_{tu,vw}|S_j \rangle + \langle S_j|\hat{e}_{tu,vw}|0_j \rangle \right)
\end{align*}

Orbital gradient

\begin{align*}
\tilde{F}_{pq}^X &= \sum_{\mu\nu} C_{pq} F_{\mu\nu}^X C_{\nu q} \\
\tilde{F}_{\mu\nu}^X &= \delta_{\mu \lambda} h_{\mu \nu} + G_{\mu\nu}[D^X] \\
G_{\mu\nu}[D^X] &= \sum_{\alpha \lambda} \left( \left[ \mu \nu | \kappa \lambda \right] - \frac{1}{2} \left[ \mu \lambda | \kappa \nu \right] \right) D_{\alpha \lambda}^X \\
D_{\mu\nu}^t &= 2 \sum_k C_{\mu k} C_{\nu k} \\
D_{\mu\nu}^A &= \sum_{uv} C_{\mu u} D_{uv} C_{\nu v} \\
Q_{pt} &= \sum_{uv} (pu|vw) d_{tu,vw}
\end{align*}

Configuration gradient

\begin{align*}
E^c &= E_{uv} + \frac{1}{2} \sum_{\mu\nu} (h_{\mu\nu} + F_{\mu\nu}^t) D_{\mu\nu}^t \\
h_{tu} &= F_{tu}^t - \frac{1}{2} \sum_v (tv|vu)
\end{align*}

Orbital-orbital sigma

\begin{align*}
\tilde{F}_{pq}^X &= \sum_{\mu\nu} (A_{pq} C_{\nu q} + C_{pq} A_{\nu q}) F_{\mu\nu}^X \\
&\quad + \sum_{\mu\nu} C_{pq} C_{\nu q} G_{\mu\nu}[D^X] \\
\tilde{D}_{\mu\nu}^t &= 2 \sum_k (A_{\mu k} C_{\nu k} + C_{\mu k} A_{\nu k}) \\
\tilde{D}_{\mu\nu}^A &= \sum_{uv} (A_{\mu u} D_{uv} C_{\nu v} + C_{\mu u} D_{uv} A_{\nu v}) \\
\tilde{Q}_{pt} &= \sum_{uv} (pu|vw) d_{tu,vw}
\end{align*}

Orbital-configuration sigma

\begin{align*}
\tilde{T}_{pq}^A &= \sum_{\mu\nu} C_{pq} C_{\nu q} G_{\mu\nu}[D^A] \\
\tilde{D}_{\mu\nu}^A &= \sum_{uv} C_{\mu u} \tilde{D}_{uv} C_{\nu v} \\
\tilde{Q}_{pt} &= \sum_{uv} (pu|vw) d_{tu,vw}
\end{align*}

Configuration-orbital sigma

\begin{align*}
\tilde{E}^c &= \frac{1}{2} \sum_{\mu\nu} (h_{\mu\nu} + F_{\mu\nu}^t) \tilde{D}_{\mu\nu}^t + G_{\mu\nu}[\tilde{D}^t] D_{\mu\nu}^t \\
h_{tu} &= F_{tu}^t - \frac{1}{2} \sum_v (tv|vu)
\end{align*}
TABLE III: Runtime performance and total energies of SS-CASSCF calculations for three large molecules. Calculations ran on a single cluster node (two AMD EPYC™ 7302 16-Core processors) with 16 MPI processes.

| Algo  | Macro It. | Reject | time (h) | energy (a.u.) |
|-------|-----------|--------|---------|--------------|
|       | (Total It.) |        |         |              |
| MgC_{55}N_{40}O_{20}H_{72}, CAS(12,12) | | | | |
| NEC   | 12        |   12.25 |   /     | -2917.547 110 |
| SXPT  | 33        |   2.49  |   /     |              |
|       |           |         |         |              |
|       |           |         |         |              |
| TRAH  | 12 (111)  |   1     | 3.52    | -2917.556 419 |
|       |           |         |         | [NiC_{50}N_{20}H_{120}]^{2+}, CAS(8,10) |
| SOSX  | 17        |   10.9  | -6074.966 405 |
| SXPT  | 32        |   15.49 | -6074.970 621 |
| TRAH  | 20 (153)  |   4     | 27.43   | -6074.970 621 |
| SOSX  | b         | 35      | 6.8     | -5768.898 833 |
| SXPT  | b         | DNC     | /       | /            |
| TRAH  | b         | 27 (278)| 4       | 43.9         | -5768.901 217 |

b Data taken from Ref. 20

Data taken from Ref. 21