Variational quantum algorithms (VQAs) and their applications in the field of quantum machine learning through parametrized quantum circuits (PQCs) are thought to be one major way of leveraging noisy intermediate-scale quantum computing devices. However, differences in the performance of certain VQA architectures are often unclear since established best practices as well as detailed studies are missing. In this paper, we build upon the work by Schuld et al. [1] and Vidal et al. [2] and compare popular ansätze for PQCs through the new measure of learning capability. We also examine dissipative quantum neural networks (dQNN) as introduced by Beer et al. [3, 4] and propose a data re-upload structure for dQNNs to increase their learning capability. Comparing the results for the different PQC architectures, we can provide guidelines for designing efficient PQCs.

1 Introduction

Quantum machine learning (QML) is one of the areas of quantum computing that has attracted a lot of attention in recent years [5–11], especially because QML algorithms seem to be a promising candidate for making use of noisy intermediate-scale quantum computing (NISQ) [12, 13]. There is already a variety of prototypical practical applications of QML, ranging from the classification of radiological [14] or car images [15] to other industrial use cases [16], reinforcement learning envi-

1We only highlight some relevant contributions here; see [19] for a full overview.
out in, for example, [37, 38], mathematically rigorous bounds exist that link model complexity of PQCs with their ability to generalize, providing a starting point for quantum learning theory.

Despite all this work, general established best practices for the use of PQC architectures are still missing and the construction of efficient, trainable PQCs is an ongoing research topic (see, for example, [39, 40]). Existing methods for performance evaluation of PQC ansätze are not enough to fully describe the ansatz performance since they do not take into account the combination of expressiveness and trainability that is needed in practical use cases. Furthermore, as we show in App. F, only evaluating the Fourier coefficients resulting from the inverse Fourier transform of an ansatz evaluation with sampled parameters also misses differences between certain PQC architectures. In this paper, we tackle this problem by extending and using the methodology presented in [1] to lay out a framework to both more strictly and practically compare the performance of small circuit elements as well as complete PQC ansätze.

In particular, our contributions are the following:

- We extend the results by Schuld et al. [1], in particular by showing that PQCs with the same sampled Fourier coefficients can have different training results.
- We propose the new measure of learning capability to analyze PQC ansatz performance.
- We compare different types of ansätze regarding this measure.
- We define and evaluate a data re-upload structure for dQNNs.

In addition to other challenges [41], barren plateaus remain a major issue for the practical use of VQAs [42–48]. For example, in [48], the authors show that PQCs with full rank dynamical Lie algebras exhibit barren plateaus, because, as the number of layers increases, they become $\epsilon$-approximate 2-designs. In this paper, we compare architectures which all tend to exhibit barren plateaus for larger depth or global cost functions.

However, our analysis gives guidelines to minimize layers, qubits, gates, and parameters, while using local cost functions. Thus, our work can help to reduce the effect of barren plateaus.

The sections of this paper are organized as follows: In Sec. 2, we summarize some of the existing work on PQC evaluation. In Sec. 3, we present our approach for the measure of learning capability and describe both the evaluated ansätze and the numerical setup. We then show our main results in Sec. 4 and discuss the implications in Sec. 5.

2 Prior work

Investigating the model complexity of PQCs is a topic of active research. There are different angles and approaches one can take here. One important and active research field links model complexity to the generalization behavior [21, 22, 49–53], with only some works involving data re-upload to obtain generalization bounds depending on the data re-upload encoding scheme (see, for example, [54]). Interestingly, [55] demonstrates that, depending on the number of training samples, generalization is possible despite overfitting to training data. Furthermore, [56] recently questioned the applicability of uniform generalization bounds by constructing a randomized supervised learning example which reveals the memorization capability of PQCs. More work exist which investigate a model’s complexity by assessing its capacity to memorize random data. Ref. [57] compares the memorization capacity of quantum neural networks with classical neural networks based on the information-theoretic ideas introduced in [58] for classical perceptrons and generalized to neural networks in [59]. This notion got extended to storing quantum states in [60].

2.1 Expressiveness and entanglement

In the following subsection, we present works in more detail which investigate model complexity of PQCs in terms of their expressiveness and use this to reason about the performance of PQCs on QML tasks. An important approach in this area is the sampling of different parameters for a PQC and the calculation of the Kullback-Leibler divergence [61] of the estimated fidelity distribution in comparison with the Haar-distributed en-
semel [31, 62]. This gives a description of the expressiveness in the form that a small deviation from the Haar distribution means that all of the corresponding Hilbert space is equally reachable. However, this analysis does neither take into account the effect that input encoding has on the expressiveness of a circuit - it plays an essential role when classifying classical data as was proven in [1] - nor the trainability which is crucial for practical use cases.

Other measures in this realm are the expressive power and effective dimension. Ref. [63] investigates the expressive power of PQCs as generative models for probability distributions in terms of the entanglement entropy. In [64], the authors look at the effect of repeating data-first encoding by introducing further qubits on learning physical observables and analyzing the expressiveness of PQCs via the Hilbert space dimension the quantum circuits act on. Ref. [65] analyzes PQCs based on the effective dimension, which depends on the Fisher information matrix, and the parameter dimension, which the authors numerically estimate by evaluating the effective dimension for random initializations.

In addition to the expressiveness, entanglement capability is another measure that is used to describe the performance of PQCs [31–33]. Results from [33] indicate that entanglement and expressiveness are only weakly correlated, and the authors of [44] have found that entanglement can hinder trainability, e.g., by inducing barren plateaus. While this could lead one to the conclusion that a PQC should have only a limited amount of entanglement, a certain amount is considered as needed in order for quantum advantage to be possible. The works that investigate PQC performance use a variety of ways to construct entangling layers, ranging from linear and cyclic entangling with zero parameters [1], one parameter [31], or three parameters [4] to the layer-dependent strong entanglement described in [66].

2.2 Expressiveness regarding Fourier series

The current understanding of PQC evaluations representing Fourier series as described in [1] is laid out in the following. The function $f(x)$ is defined as the expectation value of the result of several PQC evaluations:

$$ f_{\Theta}(x) = \langle 0 | U^\dagger(x, \Theta) M U(x, \Theta) | 0 \rangle \quad (1) $$

Figure 1: General circuit layout for layered PQCs ansätze with $n$ qubits, $L$ layers and one $W$ in the zero layer (see Eq. 2). The unitary gates $W$ depend on trainable parameters and $U_{in}$ encodes the input $x$.

where $\Theta$ is a set of all trainable parameters, $x$ is a classical data input, $U$ is an arbitrary unitary, and $M$ is a measurement operator. For the usual layered ansatz, the unitary $U$ takes the form

$$ U(x) = W_L S(x) W_{L-1}...W_1 S(x) W_0 \quad (2) $$

where the circuit is of depth $L$, $S$ is the data-upload unitary, and $W_l := U_l(\Theta)$ are trainable unitaries with $\Theta_l \subset \Theta$ (see Fig. 1). The result proven in [1] is that this model can be described by a partial real-valued Fourier series:

$$ f(x) = \sum_{\omega \in \Omega} c_{\omega} e^{i \omega x} \quad (3) $$

where the Fourier coefficients $c_{\omega} = \tau_{-\omega}$ are determined by the trainable unitaries and the measurement operator while the available frequency spectrum $\Omega$ is determined by the data (re-)upload operators. The frequencies $\omega$ are given by all possible sums of eigenvalues of the generating Hamiltonian $H$ of the input encoding $S(x) = e^{-i x H}$, such that $\Omega = [-\omega, ..., 0, ..., \omega]$.

As an example, in the case of one layer and a unitary $U(x) = W_1 e^{-i \frac{x}{2} H} W_0$, the resulting model is a simple sinusoidal function if a Pauli-matrix with eigenvalues $\{\lambda_0, \lambda_1\} = \{+1, -1\}$ is used as generator:

$$ f(x) = c_0 + 2 |c_1| \cos(x - \arg(c_1)) \quad (4) $$

with $c_0 = \sum_{l', j=0}^{1} \bar{W}_{j l'} M_{i l} W_{l' j} W_{j 0}$ and $c_1 = \sum_{l', \nu=0}^{1} W_{\nu i} M_{l \nu} W_{l' 0} W_{j 0}$ where $\bar{W}_{jl}$ denotes the complex conjugate of $W_{jl}$ and the layer index of the unitaries $W$ is omitted because it follows from the order.

Using the multi-index $j_l$ over $n$ qubits for layer $l$, the sum over eigenvalues $\Lambda_{j_l} = \sum_{q=1}^{n} \lambda_{q l}$, and the Einstein sum convention for indices, one finds that for $n$ qubits and $L$ layers the expectation value can be written as:

$$ f(x) = e^{i \frac{x}{2} (\Lambda_{k_1} + \cdots + \Lambda_{k_L} - \Lambda_{j_1} - \cdots - \Lambda_{j_L})} \times M_{i_1}^{k_1} \bar{W}_{j_1 k_L} \cdots \bar{W}_{k_1 j_L} W_{i_2}^{j_2} \cdots W_{0 j_1}^{0} \quad (5) $$
The detailed calculation is documented in Ex. 6 in App. J.

The observation that evaluations of PQC models yield the Fourier series can be used to describe the expressiveness of the model via the available frequency range as well as the values of Fourier coefficients that can be reached. The latter one can be accessed via the inverse Fourier transform. For repeated single-qubit data encoding, i.e., the case where \(S(x)\) is not changed throughout the circuit as is often done in the literature for classical input encoding and also in this work, the size of the available independent non-zero frequencies is limited by

\[
K = nL
\]  

where \(L\) is the number of layers in the PQC and \(n\) is the number of qubits; this means that the frequency spectrum is limited by the total number of repetitions of the data-encoding gate. Furthermore, \(2K + 1\) real-valued parameters are necessary to express \(K\) non-zero complex coefficients and one real valued coefficient \(c_0\). Hence, one needs at least \(2K + 1\) parameters in the gates that form the trainable unitaries \(W\) of Eq. (2) to be able to have non-zero coefficients for all accessible frequencies from 0 to \(\omega_K\).

Several works take advantage of the fact that PQC models represent Fourier series. For example, [67] proposes an error mitigation technique based on Fourier coefficients and frequencies. Additionally, [68] shows that cost functions of training a QML model can be efficiently classically computed if the number of parameters scales polynomially in circuit depth. Ref. [69] uses the training of Fourier series to test different PQC architectures and define PQC models which fit certain Fourier series better more expressive.

In the following, we use the Fourier series character of PQC evaluations to test which ansätze provide a richer class of trainable functions.

### 3 Methods and setup

#### 3.1 Learning capability

To improve the understanding of PQC performance, we extend the methodology first described in [1] as layed out in the following. The learned model function \(f_\Theta\) that results from training a PQC model (see Eq. (1)) to approximate a given Fourier function \(g\) is a measure of both the trainability and the expressiveness of the corresponding circuit, given a choice of training procedure. In our studies, we use the corresponding loss value given by the mean squared error

\[
\varepsilon_g = \frac{1}{|X|} \sum_{x \in X} (f_\Theta(x) - g(x))^2
\]  

where \(|X|\) is the size of the test set. The mean squared error is used here since it is a common metric in machine learning that is suitable to determine the difference between the results of the PQC model and the Fourier function.

We use a set of functions \(G_d\) which contains \(|G_d|\) randomly sampled, normalized Fourier functions, i.e., trigonometric polynomials, of degree \(d\) and define learning capability as the average over the final individual validation losses:

\[
\mu_d = \frac{1}{|G_d|} \sum_{g \in G_d} \varepsilon_g.
\]  

This measure enables the practical analysis of the performance of different PQC architectures that include data encoding; this is done by using the insight that these architectures can (only) learn Fourier functions to investigate expressiveness and trainability. We take the average over a set of Fourier functions \(G_d\) to address statistical variance in the training procedure. This way, an ansatz with a lower numerical value for \(\mu_d\) is on average better suited to learn Fourier series with a determinable confidence interval than an ansatz with a higher numerical value \(\mu_d\).

#### 3.2 Evaluated architectures

We evaluate the learning capability of different PQC ansätze and change circuit properties systematically to reveal the effects of each part. More precisely, we analyze different ways of how to construct the trainable Ws in Fig. 1 and Eq. (2).

In the literature, the most commonly used entanglement gates without trainable parameters are CNOT (e.g., circuits 2, 11, and 15 in [31] as well as circuits in [1]) and CZ (e.g., circuits 9, 10, and 12 in [31] as well as circuits in [17, 18, 30, 42, 43, 46, 70]). In addition, controlled-\(R_X\) (CRX) (e.g., circuits 4, 6, 8, 14, 17, and 19 in [31] as well as circuits in [24]) or \(R_Z\) (e.g., circuits 3, 5, 7, 13, 16, and 18 in [31]) are often used as entanglement gates with one
trainable parameter. We also test the CAN gate \[\text{CAN}(\theta) = R_{XX}(\theta_1)R_{YY}(\theta_2)R_{ZZ}(\theta_2).\]

Besides the entangling gates, every unitary \(W\) contains single-qubit gates. Different options range from single operations (e.g., \(R_Y\) in \[43\]) for more hardware-efficient ansätze, to two operations (e.g., \(R_Y R_Z\) in \[17\]) and to general operations with three single gates (e.g., \(R_Y R_Z R_Y\) in \[1\]). Thus, in this work, we use these typical single-qubit unitaries \(U^1 \in \{R_Y, R_Y R_Z, R_Y R_Y R_Y\}\) together with two-qubit unitaries \(U_{\text{ent}} \in \{\text{CZ}, \text{CNOT}, \text{CRX}, \text{CAN}\}\).

In \[66\], strongly entangling circuits were introduced to increase the entanglement in shallow circuits. This technique includes splitting each \(W\) in blocks, which we refer to as entanglement layers, where rotation gates are applied in the beginning of each block followed by controlled two-qubit gates. In our analysis, we choose the entanglement range for strong entanglement in each block to be equal to the number of the current block, i.e., if we use three entanglement layers, the first block contains ordinary controlled operations with control range 1, the second block with range 2 and the third block with range 3. We contrast this ansatz of creating strong entanglement with a simpler one which has several entanglement layers but keeps the control range of the entanglement equal to 1 for each block. The difference is depicted in Fig. 2.

Another property which is interesting to analyze is the amount of entanglement gates per entanglement layer. If this amount is equal to the number of qubits, we arrange the entanglement gates descending and connect the last with the first qubit. This method is commonly used (e.g., circuits 10, 13, 14, 18, and 19 in \[31\]) as well as circuits in \([1, 17]\). We refer to it as cyclic. One can also use one entanglement gate less than the number of qubits, neglecting the last entanglement gate in the cyclic structure (e.g., circuits 2, 3, 4, 9, 16, and 17 in \[31\] as well as circuits in \([42, 46]\)). We call this setup linear because it does not connect the last qubit with the first one in an entanglement structure with range equal to one. This case is shown in Fig. 3.

As an example, if one chooses a simple, cyclic entanglement with one entanglement layer, CZ gates, and two rotation gates as a single-qubit unitary, one arrives at the circuit ansatz chosen in \[17\]. Furthermore, we consider circuits that are similar to the alternating layer ansatz \([43, 62]\) and the hardware-efficient ansatz \([28, 62]\) by using the entanglement gates to first connect qubits with even and then qubits with uneven index within an entanglement layer.

In addition to the layered architectures, we include the proposed circuit structure for dQNNs \([3, 4]\) as an ansatz type. The original circuit is depicted in Fig. 4a. This architecture uses qubits as neurons in analogy to classical neural networks. From each input and hidden layer, the qubits propagate their information to the next layer’s qubits through a unitary \(U^2\) consisting of two-qubit CAN gates which connect each qubit of the current layer with each qubit of the next layer (see Fig. 4d). Once the information is propagated, qubits of input and hidden layers are discarded, i.e., their values are not measured. The notation \([i, h_1, \cdots, h_H, o]\) represents the number of input qubits \(i\), the number of qubits of each hidden layer \(h_j\) for all \(H\) hidden layers, and the number of output qubits \(o\) which is equal to one in this work.

Inspired by the layered structure of PQCs explained above, we propose and compare enhancements to the dQNN ansatz structure. Firstly, we introduce a data re-upload scheme by allowing
data encoding on every qubit but the output one. This ansatz is depicted in Fig. 4b. Secondly, we introduce single-qubit gates before each encoding gate. This way, the architecture gets closer to the layered ansatz type. The full modification is depicted in Fig. 4c.

We outline that we do not use the parameter matrix multiplication update rule defined by [3] in our work to train the dQNN ansätze but rather stick to the gradient method we use for layered ansätze. Since the authors of [26] suggest that a possible quantum advantage for machine learning tasks can only lie in the training on real quantum hardware, the search for optimal update rules is a major task ahead and left for further studies.

3.3 Numerical setup

As is standard for the application of VQAs, we use a hybrid quantum-classical optimization scheme [19]. Numerical results in this work were obtained using TensorFlow Quantum [72], which utilizes the quantum circuit simulator qsim [73], and Cirq [74]. Gradients are calculated with the Adjoint method [75, 76] which is suited for analytic simulations and the standard differentiator in TensorFlow Quantum. All results shown in the main text of this paper are calculated using analytic expectation values; for a comparison to shot-based values, see App. B. Moreover, we use a simulated noise model based on calibration data of the IBM Quantum Falcon r5.11H Processor to demonstrate that the learning capability can be determined in a noisy setup and that general trends and observations can survive, see App. C.

For our trainings, we use the Adam optimizer [77] with a maximum of 360 epochs. The learning rate is decreased from 0.5 for the first 120 epochs to 0.1 for the second 120 epochs and 0.05 for the last 120 epochs. The train and validation data sets contain 50, resp. 100, data points for functions of degree less than 10, resp. greater or equal 10. The x-values of the test data are calculated by including the endpoint of the interval $[0, 2\pi]$ whereas the endpoint is excluded in the validation data $[0, 2\pi)$ to ensure different sets. During the training, the train data is split into batch sizes of 25, resp. 50, and validated after each epoch using the validation data.

As a cut-off we choose a loss value of $5 \cdot 10^{-5}$ where the training terminates. We consider fits reaching this value as quasi-perfect because they correspond to an average absolute error of 0.7% for each data point. While this cut-off corresponds to overfitting, it reveals ansätze that are well suited to learn arbitrary partial Fourier series of a given degree. Thus, for the measure of learning capability, it makes sense to reach these regions of very small absolute errors.

We test on 100 randomly chosen normalized Fourier functions. This gives stable results for mean values and standard deviations of the loss values which are independent of the random initial parameters and the set of Fourier functions for each training.

For a discussion on hyperparameters, see App. D.

See App. E for details on the generation of the Fourier
We provide a marker for an average loss value of $6.25 \cdot 10^{-4}$ depicted as a grey line in the plots for the learning capability because this level corresponds to an absolute average error for each function fit of less than 5% of the maximum Fourier function value. Below that value, we regard average loss values as not statistically significant and view the corresponding architectures as equal regarding their learning capability since there is no clear way to distinguish between different loss values in this regime, and no practical reason to do so.

Regarding the architectures, we always use $R_X$ gates to encode the real-valued input data and a $\sigma_z$-measurement on the last qubit for layered PQCs as well as for dQNNs.

4 Results

To get an intuition on how the learning capability of a PQC relates to the Fourier coefficient calculation, we advise the reader to look into App. F. In there, we extend the results by Schuld et al. [1], and show that the learning capability provides insights that cannot be gained, for example, by sampling parameters of PQCs and calculating Fourier coefficients. The reason is that two PQC architectures can have the same sampled Fourier coefficients but differ in their ability to actually fit different Fourier functions, i.e., they show differences in their learning capability. Furthermore, we look into the minimal number of qubits and layers required to learn a specific Fourier function.

In the following subsections, different elements of PQC architectures are analyzed in detail for layered ansätze in 4.1 and for different dQNN circuits in 4.2.

4.1 Layered ansätze

Because we know that $nL = d$ is necessary to enable $d + 1$ Fourier coefficients (including $c_0$), we start with analyzing the impact of different combinations of qubits and layers. For degree 12 functions, for example, we can use the following ansätze: (12 qubits, 1 layer), (6,2), (4,3), (3,4), (2,6) and (1,12). If we choose layered architectures with simple, linear entanglement structure functions, their correlation, and the dependence of the learning capability on the set of Fourier functions.

![Figure 5: Learning capability $\mu_{12}$ for layered ansätze with single-qubits gates $R_Y R_Z$ and simple, linear entanglement structure but different entanglement gates and layers. The different entanglement gates are \{CNOT, CRX, CAN\} with the number of entanglement layers $\{3,3,2\}$. The x axis shows the architectures in terms of number of qubits and number of layers. An extended version of this figure is shown in Fig. 22 in App. I.](image-url)
in App. I which includes all results for linear and cyclic entanglement structure and 2 and 3 entanglement layers. These results show that the cyclic entanglement structure does not lead to a significant improvement in learning capability. This might be due to the fact that the amount of qubits is quite small but is nevertheless remarkable because it shows that for ansätze representing degrees \( \leq 12 \), cyclic entanglement structure is mostly not needed and, thus, the gate count can be reduced.

Next, we systematically analyze the impact of single-qubit unitaries and methods to construct the trainable \( W \)s. We choose degree 6 Fourier functions because they are complex enough to reveal meaningful results about parameterized single-qubit operations and complement the previous results. We outline the results of 3 qubit, 2 layer ansätze in Fig. 6 as this combination follows the rule of \( L \leq n \). Within each plot, all ansätze utilize a simple, linear entanglement structure. By varying \( U^1 \in \{ R_y, R_y R_z, R_y R_z R_y \} \), we find that using \( R_y R_z \) yields a satisfying learning capability in most cases, similar to \( R_y R_z R_y \) and in most cases strictly better than using a single \( R_y \). Thus, the use of arbitrary rotations with three parameters is in many cases not needed, but using only one \( R_y \) is not enough to obtain good learning capabilities for layered ansätze. By varying the entanglement gates \{CZ, CNOT, CRX\} we show that, with our setup, CZ gates perform either as good as or worse than CNOT gates. Thus, we find that using CNOT gates as entanglement gates with no trainable parameter is preferable over CZ gates in a setup with \( R_x \) encoding and \( \sigma_z \)-measurement on the last qubit. When varying the entanglement layer \{1, 2\} it turns out that, for degree 6 functions, using 2 entanglement layers is already enough for all considered entanglement gates. Remarkably, the ansatz with 2 linear entanglement layers, CRX, and \( R_y \) has a high learning capability. However, this configuration had worse results for the learning capability on degree 12 functions, showing that this configuration does not perform as well on higher order problems. CZ gates represent the only cases where a cyclic entanglement structure performs clearly better than a linear structure. However, even in these cases, the values for the learning capability only catch up to the values of the corresponding ansatz with CNOT gates (see Fig. 23 in App. I). A comparison of the results from 3 qubits, 2 layers with 6 qubits, 1 layer is also given in Fig. 23. It clearly indicates that 3 qubits, 2 layers performs much better than the other combination, similar to what we have seen for \( d = 12 \).

Since entanglement can play a larger role for larger qubit numbers, we increase the Fourier degree to 12 and test ansätze with 4 qubits and 3 layers. We choose ansätze with \( U^1 = R_y R_z \) and entanglement gate CRX, because they performed stable in previous experiments. We vary the entanglement structure \{simple, strong, strong14\} which denotes the styles shown in Fig. 2 and the style used in circuit 14 from [31]. The first three entries in Fig. 7 show that these ansätze with 2 entanglement layers do not achieve a reasonable learning capability, no matter which structure we use. Instead, with 3 entanglement layers, all ansätze achieve an optimal learning capability independent of their entanglement structure and style. Furthermore, as the examples in F.1 suggest - even beyond the case of one qubit and one layer - having a zero layer can enhance the learning capability drastically. All presented results demonstrate that increasing the number of entangling layers can change the learning capability quite drastically while not changing the Fourier coefficient picture. The results also indicate that
the amount of entanglement layers is much more important than the structure that is implemented within each entanglement layer.

Using only half of the controlled operations in each entanglement layer, as done in the hardware-efficient or alternating layer ansatz, reduces the learning capability; similar learning capabilities with these ansätze can be achieved by doubling the number of entanglement layers. This can be seen in Fig. 8 where entanglement layers and gates vary as well as single-qubit operations.

To summarize our results for layered ansätze, we state that the best learning capabilities can already be achieved by using only a CNOT gate or the one-parameter CRX gate. The three-parameter CAN gate has a slightly better learning capability but also more parameters even though only 2 entanglement layers are necessary when using this gate for $d = 12$ (see Figs. 5 and 22). The entanglement style (linear or cyclic) as well as the entanglement structure (simple or strong) have almost no impact on $\mu_d$ for $d \leq 12$ (see Fig. 7). This shows that some necessary amount of entanglement has to be created by the ansatz. We establish that, for degree 6, two entanglement layers are enough for most architectures to gain sufficient learning capability (see Fig. 18) and three entanglement layers are enough for degree 12 functions (see Figs. 22 and 7). Increasing the entanglement layer count further does not improve the learning capability and, thus, can be considered as inefficient for functions with equal or less degrees (see Fig. 7).

### 4.2 dQNN ansätze

The dQNN ansatz type is shown in Fig. 4 for the original circuit architecture from [3, 4] and our enhancements including the data re-upload structure. Similar to the layered ansätze, one can see from Fig. 19 in App. F.2 that a certain number of hidden qubits and layers is needed to achieve meaningful learning capability for a certain Fourier degree when using the dQNN ansatz type. In the case of $d = 6$, a structure of at least $[2, 2, 2, 1]$ was needed where the notation is according to Eq. (9). This ansatz has 2 hidden layers and a maximum of 4 neighbouring qubits, meaning qubits that are directly connected to each other.

Evaluating $\mu_6$ for the dQNN ansatz type with $U^1 = R_Y R_Z$, we find as a first result that the learning capability is close to $\mu_6 \approx 0.1$ and we are, thus, not able to learn Fourier series when we encode classical data only on the input qubits as depicted in Fig. 4a. This is shown in Fig. 9 where the first two ansätze $[6, 1]$ and $[6, 4, 1]$. 
have enough qubits but not the right structure to achieve a meaningful learning capability. Note that the ansatz [6, 4, 1] has a hidden layer of 4 qubits without data re-upload. Defining a data-re-upload strategy for the hidden qubits increases the learning capability drastically. This is shown in Fig. 9 for both re-upload ansätze from Fig. 4b and Fig. 4c. Furthermore, we find that a medium-sized amount of neighbouring qubits (3 or 4 in the case of a degree 6 function) is preferable over having many neighbouring qubits (7 in the case of degree 6) or only a few (2 for degree 6). If the number of neighbouring qubits is higher (4 or 6 instead of 3 for μ6), the learning capability is better when more hidden than input qubits are used (see Fig. 9).

Next, we investigate the effect of different single-qubit gates on the learning capability of dQNN ansätze. First, we look at the effect of introducing a zero layer of parametrized rotations on each qubit, i.e., changing the architecture from the one in Fig. 4b to the one in 4c. Starting with single-qubit parameterized rotations in a $U^1 U_{in} U^1$ structure instead of starting with the data-encoding in a $U_{in} U^1$ structure and including the parametrized rotations on each hidden qubit as well increases the learning capability consistently (see Fig. 9). However, compared to the layered ansätze, the effect of this change is not as significant, and basic learning capability can already be achieved without a zero layer.

As a second step, we compare the learning capabilities for dQNN ansätze with different types of parametrized rotations in Fig. 10. We find that using single-qubit gates $R_Y R_Z$ yields a satisfying learning capability which is similar to an ansatz using $R_Y R_Z R_Y$. However, a single $R_Y$ gate already yields satisfying results in many cases. Thus, the use of rotations with three, or even two parameters is not needed in our test cases for dQNN ansätze, which could be due to the rich entanglement structure of the dQNN ansätze resulting from the CAN gates.

5 Discussion and Outlook

In this paper, we have defined the new measure of learning capability which quantifies how well a PQC ansatz is able to learn Fourier functions of a specific degree on average. This quantity turns out to be necessary since existing measures for PQC performance, like the expressiveness in terms of the Haar measure [31], in terms of Fourier series coefficients [1], or in terms of...
dynamical Lie algebras (see App. A), miss differences between certain ansätze types or lack a quantification of the trainability.

We have used the learning capability of PQCs to compare several layered and dQNN type ansätze. Thereby, we hope to build a bridge between theoretical analysis and concrete machine learning tasks that takes into account the input encoding, expressiveness, entanglement, and trainability. This is especially important considering the gate count reduction that is needed in the NISQ era and the different native gate sets that are available on different quantum computing hardware. When proposing new PQC architectures, the learning capability can be used to determine their performance compared to existing architectures.

In general, we find that both layered and dQNN ansätze have a similar performance for a similar parameter or gate count (see Tab. 5). For layered ansätze, the results suggest that an efficient architecture with high learning capability \( \mu_d \) for Fourier functions with degree \( d \in \{6, 12\} \) can be obtained by using a similar number of qubits and layers or slightly more qubits than layers which can be stated by \( n \gtrapprox \sqrt{d} \) and \( L \lesssim \sqrt{d} \). Furthermore, two rotation gates \( R_Y R_Z \) and the CNOT or CRX gate with a simple, linear entangling structure yield good learning capability. Within this setup, using more entanglement layers within one trainable unitary \( W \) increases the learning capability until a saturation limit is reached which depends on the degree that is possible due to the data-reupload structure. Our results show that 2, resp. 3, entanglement layers in each \( W \) yield good learning capabilities for degree 6, resp. 12, functions.

For dQNN ansätze, a data-reupload technique, inspired by the reupload technique for layered PQCs, turned out to be necessary. While these ansätze allow for many different amounts of input and hidden qubits, it becomes apparent that having more hidden than input qubits leads to better learning capabilities \( \mu_h \) and that the hidden qubits should be structured in several hidden layers. In contrast to layered ansätze, the use of \( R_Y \) as a single-qubit gate is sufficient to achieve good learning capability \( \mu_d \) for dQNN ansätze.

Overall, the learning capability of a chosen circuit ansatz is inherently limited by the structure and gate usage of the ansatz. Thus, a careful selection of the ansatz type and the number of qubits and layers is needed to build efficient circuits. When designing circuits for practical use cases, those numbers determine the maximum Fourier degree that can be learned and one should select the PQC structure and gates such that the learning capability is suitable.

Our results can be used as guidance regarding this selection, meaning that a well-informed initial guess for the architecture of a PQC can be chosen by involving the learning capability. Furthermore, similar to the arguments presented in [59], we advise to start the training of a QML model with an ansatz with a good learning capability or choose ansätze with successively better learning capability until the training error is minimal. Once an architecture has a low error on the training data, the evaluation on the test data determines if the architecture is suitable for the given task. In case of a large error on the test data, overfitting might be occurring and retraining an ansatz with a worse learning capability could be useful (but standard machine learning techniques like regularization might be the first thing to try here).

In this work, we do not change the input encoding gate and use \( R_X \) for one-dimensional classical data in all experiments. However, evaluating the learning capability of PQC ansätze on multi-variate functions is an important next step to move towards common machine learning use cases. Analyzing the effect of different input encodings per layer could be interesting for further studies. Additionally, one could also perform an in-depth investigation of the similarities between layered and dQNN ansätze.

The analysis of different gradient methods, like the Quantum Natural Gradient [79], and the behavior of both training and evaluation on real quantum hardware are important topics that need further research. Finally, the learning capability could be used to analyze techniques like entanglement dropout [80] and determine circuit ansätze which are suited to reduce overfitting on real-world, noisy input data. For finding a possible quantum advantage in learning [26] or gen-

\[5\] During the preparation of an updated version of this manuscript, the pre-print [78] was published; the authors argue that the amount of parameters in their analyzed PQCs does not scale to provide enough degrees of freedom to be able to fit arbitrary multi-dimensional Fourier series.
eralization [22], both research directions could be helpful.

6 Code

Code accompanying this paper is given in https://github.com/dfki-ric-quantum/learning_capability. In this resource, we provide code to define an ansatz and determine its learning capability. The code can be used to perform the calculations presented in this paper and reproduce each reported value individually. We also provide code to create new sets of Fourier series and calculate their cross-correlations.
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A Dynamical Lie Algebras of PQCs

In what follows, we will show that the parameterized quantum circuits used in our study have isomorphic dynamical Lie algebras (DLA). We will focus on parameterized quantum circuits with data re-upload. A single data re-upload layer, denoted by $U_I(\theta_1, x_1)$, is then composed of an encoding layer, denoted by $U_I^e(x_1)$ for some input $x_1$, a parameterized layer, denoted $U_I^p(\theta_1)$ for some parameters $\theta_1$, and an entangling layer, denoted $U_I^{ent}$. In this case, we have

$$U_I(\theta_1, x_1) = U_I^{ent} U_I^p(\theta_1) U_I^e(x_1)$$

(10)

$$U_I^e(x_1) = \prod_{k=1}^K e^{iH_k x_1 k}$$

(11)

$$U_I^p(\theta_1) = \prod_{m=1}^M e^{iH_m \theta_1 m}$$

(12)

$$U_I^{ent} = \prod_{r=1}^R e^{iH_{ent} r}$$

(13)

$$U(\theta, x) = \prod_{l=1}^L U_I(\theta_1, x_1) U_0^{ent} U_0^p(\theta_0)$$

(14)

where $U(\theta, x)$ represents the unitary matrix of the whole circuit, and $L$ is the total number of layers.

Now that we have our notation set for the circuit itself, we will remind you of the necessary definitions for computing the dynamical Lie algebra.

**Definition A.1.** Given a parameterized quantum circuit $U(\theta, x)$, let $G_e = \{H^e_k\}_{k=1}^K$ be the set of generators of an encoding layer, $G_p = \{H^p_m\}_{m=1}^M$ be the set of generators of a parameterized layer, and $G_{ent} = \{H^{ent}_r\}_{r=1}^R$ be the set of generators for an entangling layer. Then, we define $G = G_I = G_e \cup G_p \cup G_{ent}$ to be the set of traceless Hermitian matrices that generate the unitaries of a single layer.

**Definition A.2.** Given the set of generators $G$ of some parameterized quantum circuit, the dynamical Lie algebra $\mathfrak{g}$ is the Lie algebra spanned by the repeated nested commutators of the elements in $G$:

$$\mathfrak{g} = \text{span}(iH_0, \ldots, iH_l)_{\text{Lie}}$$

(15)

**Lemma A.1.** Let $G_p = \{O_i\}_{i=1}^n$, $G_e = \{P_i\}_{i=1}^n$, where $n$ is the number of qubits, $P_i \neq O_i \in \{X_i, Y_i, Z_i\}$ for all $i \in \{1,2,\ldots,n\}$, and $\{X_i, Y_i, Z_i\}$ are the Pauli matrices on qubit $i$. The Lie algebra generated by the $G_p \cup G_e$ is

$$\mathfrak{g}' = \mathfrak{su}(2) \oplus \mathfrak{su}(2) \oplus \ldots \oplus \mathfrak{su}(2).$$

(16)

**Proof.** The proof follows immediately from the defining relations of $\mathfrak{su}(2)$ and the definition of a dynamical Lie algebra. \hfill \Box

In the case of a linear entangling layer, the generators of the entangling gates take the following form:

$$G_{ent} = \{U_{i+1} - Z_i U_{i+1}\}_{i=1}^{n-1}$$

(17)

This follows from the fact that we can write any controlled gate $CU$ as

$$CU = e^{i(1-Z_i)U_2},$$

(18)

for some Hermitian matrix $U_2$.

**Lemma A.2.** Let $G_p$, $G_e$ be as in the previous Lemma A.1, and let $G_{ent} = \{U_{i+1} - Z_i U_{i+1}\}_{i=1}^{n-1}$, then the Lie algebra generated by $G_p \cup G_e \cup G_{ent}$ contains all nearest neighbour two-body interactions.
Proof. From the previous Lemma A.1, we know that we have all single-qubit Pauli matrices. Then, we can generate all 2-body interactions by computing \([U_{i+1} - Z_i U_{i+1}, X_i]\), followed by all possible commutators of the result with all single-qubit Pauli matrices.

**Lemma A.3.** The following holds:

\[
[M_i N_{i+1}, O_{i+1} P_{i+2}] = \alpha M_i Q_{i+1} P_{i+2} \\
[[M_i N_{i+1}, O_{i+1} P_{i+2}], Q_{i+1} R_{i+2}] = \beta M_i S_{i+2}
\]

for all \(M, N, O, P, Q, R, S \in \{X, Y, Z\}\), \(\alpha, \beta \in \mathbb{C}\), and \(N \neq O\).

**Proof.** The first equality follows immediately from the defining relations of \(\mathfrak{su}(2)\). The second equality follows from the first equality as well the defining relations of \(\mathfrak{su}(2)\).

**Proposition A.4.** Let \(G_p, G_e\) be as in the previous Lemma A.1, and let \(G_{\text{ent}} = \{U_{i+1} - Z_i U_{i+1}\}_{i=1}^{n-1}\), then the Lie algebra generated by \(G_p \cup G_e \cup G_{\text{ent}}\) contains all possible Pauli strings of length at most equal to the number of qubits \(n\) and the dynamical Lie algebra is \(\mathfrak{su}(2^n)\).

**Proof.** From the previous Lemmas, we can see that by repeating this argument for next-to-nearest neighbour interactions then next-to-next-to nearest neighbour interactions until we have all 2-body interactions as well as nearest neighbour 3-body interactions. Clearly, a similar argument can be made to generate all 3-body interactions and then \(n\)-body interactions.

**Corollary A.5.** The dynamical Lie algebra of any circuit presented in this paper is always given by \(\mathfrak{su}(2^n)\), where \(n\) is the number of qubits.

**Proof.** The proof follows by applying Prop. A.4 to any circuit.

Corollary A.5 shows that all our considered circuits tend to exhibit Barren plateaus for a large number of layers.
B Comparison with shot-based expectation values

Figure 11: Comparison of $\mu_6$ for different layered ansätze with two simple, linear entanglement layers. The top plot shows results for 3 qubits and 2 layers, while the bottom plot shows results for 6 qubits and one layer. The green data points show analytic simulation results as in Fig. 23. The blue data points depict results of shot-based expectation values using 20000 shots and the parameter shift rule, while the orange data points show this for 2000 shots.

We consider the case of shot-based determination of expectation values and the parameter shift value to determine gradients. The analytic expectation values are computed using the noiseless backend of TensorFlow Quantum with no repetitions, while the shot-based expectation values are computed with a given number of samplings from the state. Having the training and execution shot-based brings our setup closer to real world execution while remaining hardware independent.

Fig. 11 shows, for 3 qubits and 2 layers, that the analytic values can be reached with 20000 shots per expectation value. If we decrease the number of shots to a value lower than 20000 = $\frac{1}{5} \times 10^{-5}$, the maximum reachable precision is lower than the one chosen for our analytic experiments. This is evident in the results for 2000 shots where we get very similar results for arctectures with high loss values, but are limited to a lower bound for the precision at $\sim 6.25 \cdot 10^{-4}$ (see values around the grey line in the upper row of Fig. 11). Comparing to possible experiments, we see that the shot-based expectation value converges to the analytical one, and that using a small number of shots would limit the maximum precision and would make circuit architectures with near-optimal learning capabilities indistinguishable. For 6 qubits and 1 layers, Fig. 11 shows that the values are very similar which is possible because the analytic values lay above the precision bound for 2000 shots $\sim 6.25 \cdot 10^{-4}$. 
C Evaluation under noise

To explore the usefulness of the proposed learning capability metric in an actual NISQ setting, we conduct exploratory experiments under simulated noise conditions that approximate the behavior of a current superconducting quantum processor. We opted for simulated noise over training on actual quantum hardware for two reasons. First, access to quantum hardware is limited and since the training and evaluation steps outlined below require millions of circuit evaluations, such a setting would be impractical as well as time and cost prohibitive. Second, execution on quantum hardware would necessitate transpilation to the native gate set of the chosen quantum processor. Depending how well certain gates can be expressed in that native gate set, results may be biased by an arbitrary choice of a quantum processor. Using a simulated device enables us to evaluate the exact same circuits and gates as in the noise-free setting.

C.1 Noise model implementation

We implemented a noise model in Cirq [74] based on a calibration data snapshot of the ibmq_perth system, which is one of the IBM Quantum Falcon r5.11H Processors. This system has seven qubits, of which we copied five to extend the simulated device to 12 qubits. Figure 12 shows the topology of the simulated device. The qubits with indices 0…6 correspond to the original hardware, whereas qubits 7…11 are mirrored from the five rightmost qubits of the original device, including their coupling properties. The relevant calibration metrics obtained from the quantum processor, that we use in our noise model, are summarized in Table 1.

Figure 12: Topology of the simulated device. The qubits with index 0…6 are based on the actual qubits of the ibmq_perth system, whereas the added qubits with index 7…11 and their couplings are copies to increase the system size.

To simulate the quantum device noise, we assume decoherence is local and Markovian, which we model by thermal relaxation and depolarizing error channels [81] applied after each gate of the circuit. We compose the thermal relaxation noise \( \mathcal{E}_{TR} \) from an amplitude damping \( \mathcal{E}_{AD} \) and a phase damping channel \( \mathcal{E}_{PD} \) [82, 83], such that for a quantum state \( \rho \):

\[
\mathcal{E}_{TR}(\rho) := \mathcal{E}_{PD}(\mathcal{E}_{AD}(\rho)).
\]  

(21)

For simplicity and due to technical limitations of the software stack used for training the quantum models [72], we omit the small contribution of the excited state population [84] to the thermal relaxation error and assume a qubit temperature of \( \Theta = 0 \). Hence, the amplitude damping channel is given by [83]:

\[
\mathcal{E}_{AD}(\rho) := K_0 \rho K_0^\dagger + K_1 \rho K_1^\dagger, \quad K_0 := \begin{bmatrix} 1 & 0 \\ 0 & \sqrt{1 - \gamma_{AD}} \end{bmatrix}, \quad K_1 := \begin{bmatrix} 0 & \sqrt{\gamma_{AD}} \\ 0 & 0 \end{bmatrix},
\]

(22)

with \( \gamma_{AD} = 1 - e^{-\frac{\Theta}{T_1}} \). The phase damping channel is defined accordingly as [83]:

\[
\mathcal{E}_{PD}(\rho) := K_0 \rho K_0^\dagger + K_1 \rho K_1^\dagger, \quad K_0 := \begin{bmatrix} 1 & 0 \\ 0 & \sqrt{1 - \gamma_{PD}} \end{bmatrix}, \quad K_1 := \begin{bmatrix} 0 & 0 \\ 0 & \sqrt{\gamma_{PD}} \end{bmatrix},
\]

(23)
Table 1: Relevant metrics from the calibration snapshot of the \textit{imbq\_perth} system for our noise model. The table shows traverse (T1) and longitudinal (T2) relaxation times as well as single-qubit gate times (t), single-qubit gate errors and read-out assignment errors for individual qubits of the system as well as two-qubit gate times and errors for each coupling. Calibration data was obtained on June 1\textsuperscript{st} 2023.

| Qubit | T1 (µs) | T2 (µs) | t (ns) | Gate Err. | RO Err. | Cp. | t (ns) | Gate Err. |
|-------|---------|---------|--------|-----------|---------|-----|--------|-----------|
| 0     | 9.6     | 16.47   | 35.56  | 0.0007    | 0.0220  | 0→1:| 391.11 | 0.0129    |
| 1     | 150.65  | 55.92   | 35.56  | 0.0003    | 0.0232  | 1→0:| 426.67 | 0.0129    |
|       |         |         |        |           |         | 1→2:| 355.56 | 0.0052    |
|       |         |         |        |           |         | 1→3:| 405.33 | 0.0145    |
| 1→1: | 391.11  |         |        |           |         |     |        |           |
| 2     | 120.61  | 103.28  | 35.56  | 0.0002    | 0.0205  | 2→1:| 320.00 | 0.0052    |
|       |         |         |        |           |         | 3→1:| 369.78 | 0.0145    |
|       |         |         |        |           |         | 3→5:| 284.44 | 0.0086    |
| 1→2: | 355.56  |         |        |           |         |     |        |           |
| 3     | 169.23  | 151.85  | 35.56  | 0.0003    | 0.0176  | 4→1:| 590.22 | 0.0103    |
|       |         |         |        |           |         | 4→5:| 625.78 | 0.0103    |
|       |         |         |        |           |         | 5→6:| 640.00 | 0.0102    |
| 1→3: | 405.33  |         |        |           |         |     |        |           |
| 4     | 159.29  | 117.10  | 35.56  | 0.0005    | 0.0178  | 5→3:| 320.00 | 0.0086    |
|       |         |         |        |           |         | 5→4:| 625.78 | 0.0103    |
|       |         |         |        |           |         | 6→5:| 604.44 | 0.0102    |
| 1→4: | 369.78  |         |        |           |         |     |        |           |
| 5     | 187.23  | 140.95  | 35.56  | 0.0003    | 0.0240  | 5→5:| 590.22 | 0.0103    |
|       |         |         |        |           |         |     |        |           |
|       |         |         |        |           |         |     |        |           |
| 2→2: | 355.56  |         |        |           |         |     |        |           |
| 6     | 163.37  | 180.04  | 35.56  | 0.0002    | 0.0060  | 6→5:| 604.44 | 0.0102    |
|       |         |         |        |           |         |     |        |           |

with $\gamma_{PD} = e^{-\frac{t}{T_1}} - e^{-\frac{2t}{T_2}}$. Here $t$ is the gate time, and $T_1$ and $T_2$ the traverse and longitudinal relaxation times.

For the resulting error channel $E_{TR}$, we compute the average fidelity \cite{83, 85, 86}

$$\bar{F}(E_{TR}) = \int \langle \psi | E_{TR}(|\psi\rangle \langle \psi|) |\psi\rangle d\psi = \frac{1}{2} + \frac{1}{6} e^{\frac{-t}{T_1}} + \frac{1}{3} e^{\frac{-t}{T_2}}. \quad (24)$$

If the infidelity $1 - \bar{F}(E_{TR})$ is smaller than the total gate error reported in the calibration data, we model the remaining infidelity with an additional depolarizing channel $E_{DP}$ \cite{83}

$$E_{DP}(\rho) := (1 - p_{DP})\rho + \frac{p_{DP}}{3} \sum_{\hat{\sigma} \in \{\hat{X}, \hat{Y}, \hat{Z}\}} \hat{\sigma} \rho \hat{\sigma}. \quad (25)$$

The depolarization probability $p_{DP}$ is derived from the gate error such that the average fidelity of the entire error channel $E$ is

$$\bar{F}(E) = \bar{F}(E_{DP} \cdot E_{TR}) = (1 - p_{DP})\bar{F}(E_{TR}) + p_{DP}\bar{F}(E_D), \quad (26)$$

where $E_D = \frac{I}{2^n}$ is the completely depolarizing channel \cite{83}. Since Tensorflow Quantum \cite{72}, the quantum machine learning toolkit used in this work, does not simulate measurements on the circuit but determines expectation values for an observable directly from the computed quantum state, we approximate the readout error of the simulated device by appending a bit-flip channel $E_{BF}$ \cite{83} to the end of the circuit. The channel is defined by

$$E_{BF}(\rho) := (1 - p_{BF})\rho + p_{BF}\hat{X}\rho\hat{X}. \quad (27)$$

The probability for the bit-flip $p_{BF}$ is set to the readout assignment error probability from the calibration data for each qubit.

C.2 Evaluation and results

We provide an outline on how to use the learning capability in the presence of noise. Although a more detailed investigation is out of scope of this manuscript, this section shows that the learning
capability can, in principle, be evaluated with a quantum circuit simulator that incorporates noise as described in the previous App. C.1. At first, normalizing the Fourier function values to values less than one allows the PQC’s to compensate for the noise effects. We do so by dividing each function value by $\frac{3}{4}$. Furthermore, to reduce the computational effort, we restrict the set of Fourier series to 10 functions and select them by choosing the ones that are included in the function pairs with the lowest cross-correlation values as calculated in App. E.

Figure 13: Comparison of $\mu_6$ for different layered ansätze with two simple, linear CNOT entanglement layers. The left plot shows results for $R_Y R_Z$, while the right plot shows results for $R_Y R_Z R_Y$ single-qubit operations. The green data points show analytic simulation results as in Fig. 23. The blue data points depict results of shot-based expectation values using 2000 shots and the parameter shift rule. The orange data points are based on shot-based expectation values for 2000 shots and the noise model discussed in the previous App. C.1.

We test the experiments for degree 6 functions and ansätze with 2 simple, linear CNOT entanglement layers. Fig. 13 shows the results for these experiments for analytical simulation, shot-based, and noisy shot-based expectation values with 2000 shots. We select qubit \{0\} for 1 qubit, \{0, 1\} for 2 qubits, \{0, 1, 2\} for 3 qubits and \{0, 1, 2, 7, 9, 10\} for 6 qubits from the approximated processor in Fig. 12.

The analytical case shows that the changes to reduce the computational effort still enable the reproduction of the characteristic curve except for the 1 qubit, 6 layers case with $R_Y R_Z$ single-qubit gates which performs better than expected. The shot-based experiments without noise, however, follow the exact characteristic curve with a higher minimal loss for all runs as expected from App. B. That is, the 2 and 3 qubits architectures perform the best and the 1 and 6 qubits architectures lead to worse results. Including noise weakens the learning capability further. However, the characteristic curve still remains and shows differences in the choice of qubits and layers. Again, the 1 qubit case performs slightly better than expected which could be due to statistical variances or because of the absence of two-qubit errors. Further noise experiments would be necessary to investigate this finding in more detail.
D Hyperparameters

Our definition of learning capability depends on hyperparameters of supervised learning, namely the optimizer, the initialization, epochs, and learning rates. On the one hand, this results from the fact that we provide a measure close to practical work. On the other hand, this could lead to different results depending on the hyperparameters and not solely on the chosen ansatz. Therefore, we provide a comparison of results obtained by different hyperparameters in Fig. 14. The data in the figure shows the following:

1. Losses are very stable in the range of the tested hyperparameters for the tested ansätze.
2. The gap between 1 and 2 entanglement layers in Fig. 18 is not resolved by any of these hyperparameter sets.
3. The gap between dQNNs with and without re-upload on hidden neurons in Fig. 9 cannot be resolved.

This grid test of hyperparameters gives strong evidence that differences in learning capabilities can be explained by differences in the architecture. However, since our grid test could still miss an important hyperparameter set, we conclude that these sets would be hard to find and thus the ansatz were more impractical then others, because extensive hyperparameter optimization would be needed to obtain similar results.

Figure 14: Overview of values for $\mu_6$ for different hyperparameter sets. The results are depicted for a layered ansatz with $q = 3$, $l = 2$, $e_l = 1$, $U^1 = R_y$, and CRX and a dQNN ansatz with [61] and $U^1 = R_Y R_Z R_Y$. The values on the x axis are explained in Tab. 2. The legend shows the different epoch sizes per learning rate. For example, the blue marker for setting 2a corresponds to learning 120 epochs with learning rate 0.1, 120 epochs with learning rate 0.05, and finally 120 epochs with learning rate 0.01.
Table 2: Learning rates for results in Fig. 14.

| symbol | $l_0$ | $l_1$ | $l_2$ |
|--------|------|------|------|
| 0      | 0.3  | 0.3  | 0.3  |
| 1a     | 0.5  | 0.1  | 0.05 |
| 1b     | 0.5  | 0.1  | 0.1  |
| 1c     | 0.5  | 0.5  | 0.1  |
| 2a     | 0.1  | 0.05 | 0.01 |
| 2b     | 0.1  | 0.05 | 0.05 |
| 2c     | 0.1  | 0.1  | 0.05 |

E Details on the sets of Fourier functions

Figure 15: Cross-correlation for the original dataset of degree 12 functions. The function pair with the lowest and the highest correlation is depicted in blue and red. Because we consider shifted curves to determine the maximal cross-correlation value for a function pair, the original curve is depicted in yellow.

To generate truncated random Fourier series of degree $d$, we sample for each frequency $\omega$ a complex-valued coefficient $c_\omega = a_\omega + ib_\omega$ as two random numbers between $-0.5$ and $0.5$ using a uniform distribution. Due to the constraints of PQC’s, the coefficients corresponding to $-\omega$ are given by the complex conjugate $c_{-\omega} = \overline{c_\omega}$. Subsequently, all coefficients are normalized such that the highest absolute value of the truncated Fourier series is equal to 1. The code to generate the set of random truncated Fourier series is given in Notebook.

As it was explained in section 3.1, the mean error $\mu_d$ is given by

$$\mu_d = \frac{1}{|G_d|} \sum_{g \in G_d} \epsilon_g,$$

where $\epsilon_g$ is the final validation loss for the Fourier series $g$. Each parameterized quantum circuit ansatz is reinitialized and trained on a sample for several truncated Fourier series which form the set $G_d$. For

Table 3: Upper triangle of the cross-correlation matrix.

| set | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $G_{12}$ | 0   | 0   | 0   | 254 | 2350| 1925| 383 | 38  | 0   | 0   |
| $G'_{12}$| 0   | 0   | 0   | 268 | 2404| 1823| 412 | 43  | 0   | 0   |
very similar functions in the set one might get the illusion that a model performed well on \( n \) Fourier series, when in fact several of them are the same. Therefore, a key point is to ensure that the sampled Fourier series are different to guarantee that we minimize the effect of the sample on the results. This is done by computing the cross-correlation matrix of all the Fourier series in the set \( G_d \).

The cross-correlation is a similarity measure between two series which can be used to objectively quantify how similar two (or more) series are. For two continuous periodic functions \( f \) and \( g \) with period \( T \), the cross correlation is

\[
(f \ast g)(\tau) = \int_{t_0}^{t_0+T} f(t)g(t + \tau)dt
\]  

(29)

where \( \overline{f(t)} \) is the complex conjugate of \( f(t) \) and \( \tau \) is the lag. For the \( \tau \) values, we divide the interval \([0, 2\pi]\) into 100 equal parts. We calculate the cross-correlation for \( \tau = \frac{2\pi k}{100} \) with \( k \in \{0, \ldots, 99\} \). Clearly, for each value of the lag we get a value of the cross-correlation of \( f \) and \( g \).

In our case, we are interested in the largest value this cross-correlation could take between the two Fourier series, meaning the lag for which the two Fourier series are most similar. This way, we know that the two Fourier series are not the same up to a shift in the x-axis.

The analysis of the cross correlation of our Fourier series data set of degree 12 is given in Tab. 3. For two data sets, \( G_{12} \) and \( G'_{12} \), the absolute values of the upper triangle matrix without diagonal elements are listed by counting the number values lying in the specified interval. The values in the table show that the Fourier functions are in general uncorrelated. The function pairs with the lowest and highest cross-correlation are depicted in Fig. 15 which also visualizes the differences between the original and shifted functions.

To test the impact of different sets \( G_{12}, G'_{12} \) we compare the results for the learning capability for two different sets of randomly sampled truncated Fourier series of degree 12 in Fig. 16. This shows that there is a difference in the results for the two sets, but that this difference is rather marginal and not statistically significant.
Figure 16: Comparison of learning capabilities for two different sets of randomly sampled truncated Fourier series. Orange data points show results for the original data as in Fig. 22. Green data points show the result of running the experiments on a different set of truncated Fourier series. The learning capability $\mu_{12}$ is for different WSW ansätze with $R_Y R_Z$ single-qubit gates, simple linear entangling structure and $\{\text{CNOT, CRX, CAN}\}$ entangling gates. The top row shows results for 2 entanglement layers, while the bottom row shows results for 3 entanglement layers.

F Preliminaries

We present introductory results for simple circuits$^6$ which underline that data re-upload can in principle provide a frequency spectrum of size $K = nL$ but that the structure of the trainable unitaries $W$ determines whether all Fourier coefficients can indeed be represented. Please note that most of the results in this appendix can already be seen from [1]. Our major new finding is that the sampling of PQC parameters and calculation of Fourier coefficients is not sufficient to describe the learning capability of a PQC.

F.1 One qubit and one layer

Some frequently used circuits start with the input encoding directly on the input qubits without an initial block of parametrised unitary gates (see for example [14, 16, 87]). For a systematic comparison we refer to this idea as SW instead of WSW. If we consider the elementary case of one qubit and one layer, a calculation shows that SW has not enough expressiveness to fit all Fourier functions with degree 1 because the coefficient $c_0$ of Eq. (4) is always 0. The calculation is given in Ex. 2 in App. J. It uses a $\sigma_z$ measurement but is independent of the exact implementation of the unitary $U^1$. This fact can be reproduced numerically in two different ways by choosing three different ansätze: The first ansatz is based on a SW structure with $U^1 = R_Y R_Z R_Y$, i.e. $U_{SW,3}(x, \Theta) = R_Y(\theta_{13})R_Z(\theta_{12})R_Y(\theta_{11})R_X(x)$; the second one has a zero layer but only one gate as the single-qubit operation: $U_{WSW,1}(x, \Theta) = R_Y(\theta_{11})R_X(x)R_Y(\theta_{01})$; and the third ansatz consists of a zero layer and two gates per single-qubit.

$^6$All circuits for this section are shown in App. K.
Figure 17: Left columns: Validation results (green lines) of two different trained functions (black circles) with different $c_0 \in \{0, 0.4\}$. The x axis is from 0 to $2\pi$, the y axis from $-1$ to 1. Right columns: Fourier coefficients $c_0$ to $c_2$ resulting from the inverse Fourier transform of the results of evaluating the three ansätze with sampled parameters $\Theta$. The x axis shows the real part of the coefficient, while the y axis shows the imaginary part. Both axis are from $-1$ to 1.

1st row: For circuits with depth one - one qubit and only one building block SW-, the Fourier coefficient $c_0$ is always zero and corresponding functions cannot be fully approximated (see also the calculation in Ex. 2).

2nd row: A WSW structure with depth one and one qubit with $R_Y$ as the rotation gate leads to real Fourier coefficients (see also Ex. 3).

3rd row: Once we use a WSW structure with depth one on one qubit and $R_Y R_Z$ rotation gates, $c_0 \neq 0$ is reachable and $|\text{Im}\{c_1\}| > 0$, so that corresponding Fourier functions can be fitted.

operation: $U_{WSW,2}(x, \theta) = R_Z(\theta_{12})R_Y(\theta_{11})R_X(x)R_Z(\theta_{02})R_Y(\theta_{01})$. Each ansatz corresponds to a row in Fig. 17 and the circuits are depicted in Figs. 24, 25, and 26 in App. K.

Two tools, introduced in [1], can be used to analyze the expressive power numerically: The first tool is to train the ansätze to minimize the loss for a chosen Fourier functions of degree 1. In Fig. 17 the results are depicted in the first two columns for two different functions. The first function is determined by $c_0 = 0$ and $c_1 = 0.2 + i0.2$ while the second function is given by $c_0 = 0.4$ and $c_1 = 0.2 + i0.2$. This way, both functions are normalized such that no post-processing is necessary. These numerical experiments confirm the calculation because the first row shows that $U_{SW,2}(x, \theta)$ does only provide $c_0 = 0$. The ansatz $U_{WSW,1}(x, \theta)$ (second row) is not able to exactly fit the function while the ansatz $U_{WSW,2}(x, \theta)$ (last row) results in perfect fits. The second tool to analyze the expressive power involves randomly initializing the circuits multiple times; by performing an inverse Fourier transformation, the imaginary and real values for each Fourier coefficient can be obtained. Each initialization is represented by an orange circle in the three last columns of Fig. 17 where the third last column shows $c_0$, the second last $c_1$, and the last column $c_2$. Imaginary values are plotted on the y-axis, whereas real values are plotted on the x-axis. Note that $c_0$ can only be real because of Eq. (1). Again, $U_{SW,2}(x, \theta)$ misses $c_0 \neq 0$, $U_{WSW,1}(x, \theta)$ only provides real values for both reachable Fourier coefficients, and $U_{WSW,2}(x, \theta)$ enables both coefficients.

F.2 Multiple qubits and layers

In the next step, we increase the complexity of the circuits which makes an analytic calculation unfeasible and, hence, also motivates the introduction of learning capability. As an example we consider
Figure 18: **Left column:** Validation results closest to the average loss value for four different layered ansätze with $n_q = 3$, $L = 2$ and $R_y$ as the single-qubit rotation gate; the number of entanglement layers, the entanglement gate, and the average loss value are listed next to each graph. The results of the quantum circuits are shown as a green line and the Fourier functions as black circles. The x axis in this column is from 0 to $2\pi$, the y axis from $-1$ to 1. **Right columns:** Fourier coefficients $c_0$ to $c_7$ resulting from the inverse Fourier transform of the results of evaluating the four ansätze with sampled parameters $\Theta$. The ticks on the x and y axis are always at $-0.01$, 0, and 0.01, showing how the Fourier coefficients become smaller with increasing degree due to the function values being limited to the range $[-1, 1]$. The x axis shows the real part of the coefficient, while the y axis shows the imaginary part. **Rows:** 1st: ansatz with CZ as the entangling gate and one entanglement layer; 2nd: ansatz with CNOT as the entangling gate and one entanglement layer; 3rd: ansatz with CRX as the entangling gate and one entanglement layer; 4th: ansatz with CRX as the entangling gate and two entanglement layers per $W$.

ansätze with 3 qubits, 2 layers, single-qubit operation $R_y$, and a simple, linear entanglement structure with one entanglement layer. The first row of Fig. 18 corresponds to results for such an ansatz with CZ gates as entanglement gates, the second row uses CNOT gates, the third uses CRX, and the fourth uses CRX gates but two entanglement layers instead of one. All circuits are fully depicted in Figs. 27, 28, 29, 30 in App. K. Because the learning capability is an average value we select and plot the learned model that has a loss value closest to this average in the first column of Fig. 18. The details of the distribution of the errors are depicted in Fig. 20 in App. G. For the first two ansätze, determining the learning capability is not strictly necessary; however, it incorporates the fact that not all Fourier coefficients can be represented because the loss values for both ansätze are relatively high. The last two rows of Fig. 18 show a case in which analyzing Fourier coefficients alone is not enough to describe how well circuits can represent Fourier functions since both ansätze give access to all possible coefficients. However, determining the learning capability reveals that the last ansatz, with two entanglement layers, fits Fourier functions of degree 6 on average much better than the other ansätze.

This example shows in particular that, even though the inverse Fourier transform of a circuit sampling provides all the Fourier coefficients for the respective degree, the learning capability may still be small, which enhances the results provided in [1]. It further emphasizes the importance of considering the learning capability, which incorporates the information about sampled coefficients, and, thus, enables careful constructions of entangling blocks $W$ to maximize their capability of learning Fourier functions and reduce unnecessary gates.

How well an ansatz can fit Fourier functions depends on the ansatz as well as the hyperparameters used for the training. However, we consider ansätze well suited in a practical sense if they are robust
Figure 19: Comparison of $\mu_6$ for layered (left) and dQNN (right) architectures of different layer and qubit numbers. **Left**: results for layered ansätze with $R_Y, R_Z$ single-qubit gates and \{CNOT, CRX\} entangling gates for qubit numbers 1 to 4, layer numbers 1 to 3 and 2 entanglement layers per $W$; **Right**: results for dQNN ansätze with $R_Y$ and $R_Y R_Z$ single-qubit gates and different numbers of qubits in (hidden) layers on the $x$ axis. The plots show that for these combinations of single-and two-qubit gates, which are known to perform well from the results shown in the main text, the optimal learning capability is reached once the number of qubits and layers matches the degree. Note that the results for $\mu_6$ for the first three layer and qubit combinations on the left and right are nearly indistinguishable on the logarithmic scale.

Figure 19: Comparison of $\mu_6$ for layered (left) and dQNN (right) architectures of different layer and qubit numbers. **Left**: results for layered ansätze with $R_Y, R_Z$ single-qubit gates and \{CNOT, CRX\} entangling gates for qubit numbers 1 to 4, layer numbers 1 to 3 and 2 entanglement layers per $W$; **Right**: results for dQNN ansätze with $R_Y$ and $R_Y R_Z$ single-qubit gates and different numbers of qubits in (hidden) layers on the $x$ axis. The plots show that for these combinations of single-and two-qubit gates, which are known to perform well from the results shown in the main text, the optimal learning capability is reached once the number of qubits and layers matches the degree. Note that the results for $\mu_6$ for the first three layer and qubit combinations on the left and right are nearly indistinguishable on the logarithmic scale.

to hyperparameter changes or if it is easier to find hyperparameters that lead to successful trainings. Still, we provide a grid comparison of different hyperparameters for the third ansatz (3 qubits, 2 layer, single-qubit operation $R_Y$, a simple, linear entanglement structure with two entanglement layers but different entanglement gates \{CNOT, CRX\}). None of the $3 \cdot 7$ different hyperparameters lead to a different learning capability. Hence, none of these parameter sets improves the learning capability of this ansatz. This fact strongly indicates that ansätze which enable the same Fourier coefficients but have different learning capabilities have some profound differences. One reason for lower learning capabilities in these cases could be due to interdependencies between different Fourier coefficients that hinders access to arbitrary Fourier functions.

**F.3 Minimum number of qubits and layers**

Similar to the results in [1], we find that every ansatz needs a certain number of layers $L$ and qubits $n$ to be able to, in principle, reach a sufficient learning capability for a certain Fourier degree $d_{\text{max}}$, with $d_{\text{max}} = L n$. The corresponding numerical results are shown in Fig. 19, where we fit 100 random normalized Fourier functions of degree 6 with different ansätze to determine $\mu_6$ for each ansatz. The left side of Fig. 19 shows two layered ansätze: Both utilize $U^1 = R_Y R_Z$ and a simple, linear entanglement structure with two entanglement layers but different entanglement gates \{CNOT, CRX\}. The number of qubits in these architectures is increased from 1 to 4 and the number of layers from 1 to 3. The learning capability together with its 95% confidence interval is plotted in each figure as circles with error bars. Once $nL = d = 6$, the learning capability is enhanced by more than two orders of magnitude. However, it is not improved significantly for ansätze with larger $L$ or $n$.

The same holds for modified dQNN ansätze as depicted in Fig. 19 on the right side where both ansätze use circuits of the form in Fig. 4c but vary in the single-qubit operation \{$R_Y, R_Y R_Z$\}. The architectures increase the number of input qubits from 1 to 2 and the hidden qubits from 0 to 10 (which are split in different layers for some architectures). For example, the notation 221 represents 2 input and 1 output qubit, with a hidden layer with 2 qubits in between.
Analysis of error distribution

Figure 20: Detailed error distribution of validation errors results in Fig. 18. For each ansatz, the range of all 100 final validation errors is divided in 20 equal baskets. The y-axis counts the number errors included in each basket. The mean with its 95% confidence interval is depicted as red vertical line.

To further motivate the mean in Eq. (8) from an empirical perspective, we analyze the errors of the runs depicted in Fig. 18 in the previous appendix. Fig. 20 shows the error distribution together with its mean and 95% confidence interval. We calculate the mean \( \mu \) and its confidence interval \([\mu - I, \mu + I]\) with \( I = c \cdot \hat{\sigma}_N \) by assuming a Student’s t-distribution with \( N = 100 \) samples and use the standard error \( \hat{\sigma}_N \) of the mean given by \( \hat{\sigma}_N = \frac{\sigma_N}{\sqrt{N}} \) where \( \sigma_N = \frac{1}{\sqrt{N-1}} \sum_{i=1}^{N} \mu - X_i \) is the corrected standard deviation of the sample.
H Barren plateaus

We numerically check if barren plateaus can explain the results of the layered PQC depicted as blue points in Fig. 5 and the blue points for dQNNs in Fig. 9 (or Fig. 10). The layered WSW ansätze with $n \cdot L = 12$ vary in their amount of qubits $n$ and layers $L$ but all consist of single-qubit rotations $R_Y R_Z$ and 3 entanglement layers in a simple, linear structure utilizing CRX entanglement gates. The dQNNs ansätze enabling degree 6 are the following (in the notation of Eq. (9)):

- $[6, 1]$ (max. 7 neighbouring qubits),
- $[3, 3, 1]$ (max. 6 neighbouring qubits),
- $[2, 2, 2, 1]$ (max. 4 neighbouring qubits),
- $[1, 2, 1, 2, 1]$ (max. 3 neighbouring qubits),
- $[1, 1, 1, 1, 1, 1]$ (max. 2 neighbouring qubits).

All dQNNs utilize single-qubit operations $R_Y R_Z$ and a data re-upload scheme with a zero layer on each qubit.

Following the approach of [42], we initialize every trainable gate randomly in the interval $[0, 2\pi)$ except for the first gate acting on the first qubit. We calculate the gradient based on the mean squared error loss of the complete training data set of 50, resp. 100, data points for degree 6, resp. degree 12, Fourier series and determine the variance of these gradients by averaging over the 100 Fourier functions used to calculate the learning capability.

In the left plot of Fig. 21, the results for dQNNs are depicted. No tendency for different choices of hidden qubits is observable indicating that Barren plateaus cannot explain the drastically different performances represent by the blue points in Fig. 9 (or Fig. 10).

In the right plot of Fig. 21, the results for layered ansätze are depicted. A clear tendency, in agreement with the literature, can be found showing an exponential decay of the variance of the gradient when increasing the number of qubits (and decreasing the number of layers). However, this does not adequately explain the blue curve in Fig. 5, because the architecture with 4 qubits (3 layers) performs slightly better than the one with 3 qubits (4 layers); the ansatz with 6 qubits (2 layers) performs slightly better than the one with 2 qubits (6 layers); and the ansatz with 12 qubits (1 layer) performs slightly better than the one with 1 qubit (12 layers).

This numerical analysis further supports our claim that the effect of barren plateaus is not sufficient to explain different learning capabilities of different ansätze for dQNNs and layered PQC.

![Figure 21: Investigation of possible barren plateaus via the variance of parameters’ gradients [42]. Except for the first gate acting on the first qubit, all gates of the circuit are initialized randomly. The gradient is calculated based on the mean squared error loss of the complete training data set. Left: Results for dQNN ansätze enabling degree 6 Fourier series corresponding to the ansätze resulting in the blue curve in Fig. 9 and Fig. 10. Right: Results for layered ansätze for degree 12 Fourier series corresponding to the blue curve in Fig. 5.](image-url)
Figure 22: Results for the learning capability $\mu_{12}$ for different WSW ansätze with $R_Y R_Z$ single-qubit gates, simple entangling structure and \{CNOT, CRX, CAN\} entangling gates. The top row shows results for linear entanglement style, while the bottom row shows results for cyclic entanglement (see Fig. 3 for an explanation of the entanglement styles).
Figure 23: Comparison of $\mu_6$ for different layered ansätze with simple and linear (left) or cyclic (right) entanglement structure. The top rows shows results for 3 qubits and 2 layers, while the bottom row shows results for 6 qubits and one layer. The number of entanglement layers $\{1, 2\}$ is defined as shown in Fig. 2.

| $d = 12$ | 3 CNOT | 3 CRX | 2 CAN |
|-----------|---------|-------|-------|
| n | L | s | t | p | s | t | p | s | t | p |
| 1 | 12 | 90 | 0 | 78 | 90 | 0 | 78 | 64 | 0 | 52 |
| 2 | 6 | 96 | 21 | 84 | 96 | 21 | 105 | 68 | 70 | 126 |
| 3 | 4 | 102 | 30 | 90 | 102 | 30 | 120 | 72 | 80 | 140 |
| 4 | 3 | 108 | 36 | 96 | 108 | 36 | 132 | 76 | 88 | 152 |
| 6 | 2 | 120 | 45 | 108 | 120 | 45 | 153 | 84 | 102 | 174 |
| 12 | 1 | 156 | 66 | 144 | 156 | 66 | 210 | 108 | 140 | 236 |

Table 4: Comparison of number of single-qubit gates $s$, number of two-qubit gates $t$, and trainable parameter count $p$ for the different ansätze in Fig. 5. We count one CAN gate as three two-qubit gates. The number of single-qubit gates includes the non-parameterized data-encoding gates.
| $n \times L$ | layered | | | dQNN | |
| --- | --- | --- | --- | --- | --- |
| | CNOT | $CR_X$ | $R_Y$ | $R_Y R_Z$ | |
| | $s$ | $t$ | $p$ | $s$ | $t$ | $p$ | $s$ | $t$ | $p$ | |
| 1 | 9 | 0 | 8 | 9 | 0 | 8 | 4 | 3 | 6 | 9 | 3 | 11 |
| 2 | 18 | 4 | 16 | 18 | 4 | 20 | 7 | 6 | 12 | 14 | 6 | 18 |
| 4 | 28 | 6 | 24 | 28 | 6 | 30 | 13 | 18 | 27 | 24 | 18 | 38 |
| 6 | **42** | **12** | **36** | **42** | **12** | **48** | **19** | **30** | **43** | **34** | **30** | **58** |
| 9 | 57 | 16 | 48 | 57 | 16 | 64 | 28 | 36 | 55 | 49 | 36 | 76 |
| 12 | 76 | 24 | 64 | 76 | 24 | 88 | 37 | 66 | 91 | 64 | 66 | 118 |

Table 5: Comparison of number of single-qubit gates $s$, number of two-qubit gates $t$, and trainable parameter count $p$ for the different ansätze in Fig. 19. We count one CAN gate in the dQNN ansätze as three two-qubit gates. The number of single-qubit gates includes the non-parameterized data-encoding gates.
J Calculations

J.1 Calculations for circuits representing degree one

Assume \( S(x) = R_X(x) = H e^{-i \frac{\pi}{2} D_x} H^\dagger \) where \( D_x = \text{diag}(+1, -1) \) is the diagonalized form of \( \sigma_X \) diagonalized by the Hadamard matrix \( H^\dagger = H = \frac{1}{\sqrt{2}}(-1)^{j \cdot i} |j \rangle \langle i| \). We also assume that measurement is taken in the z-basis: \( M = \sigma_Z = (-1)^{i \cdot j} \delta^j |i \rangle \langle j| = (-1)^{i \cdot i} |i \rangle \langle i| \) and that \( W = \begin{pmatrix} W_{00}^0 & W_{01}^0 \\ W_{10}^0 & W_{11}^0 \end{pmatrix} \) with \( W^\dagger = \begin{pmatrix} W_{00}^0 & W_{01}^0 \\ W_{10}^1 & W_{11}^1 \end{pmatrix} \) is unitary.

**Example 1.** The ansatz type \( W(\theta)S(x) \) on 1 qubit and depth 1 does not learn all Fourier functions of degree 1 since the Fourier coefficient \( c_0 \) is equal to zero for all parameters \( \theta \).

\[
WS |0\rangle = \frac{1}{2}(-1)^{0 \cdot j}(-1)^{j \cdot q} e^{-i \frac{\pi}{2} \lambda_j} W_{00}^q |i\rangle \\
\langle 0| S^\dagger W^\dagger MWS |0\rangle = \frac{1}{4}(-1)^{0 \cdot k}(-1)^{k \cdot p}(-1)^{0 \cdot j}(-1)^{j \cdot q} e^{-i \frac{\pi}{2} \lambda_j} \bar{W}_{10}^l W_{10}^i M_{it}^r \\
= \frac{1}{4}(-1)^{i \cdot i}(-1)^{k \cdot l}(-1)^{j \cdot q} e^{-i \frac{\pi}{2} \lambda_j} \bar{W}_{10}^l W_{1l}^i \\
c_0: k = j \Rightarrow c_0 = \frac{1}{4}(-1)^{i \cdot i}(-1)^{j \cdot q} e^{-i \frac{\pi}{2} \lambda_j} \bar{W}_{10}^l W_{1l}^i \\
= \frac{1}{4}(1 + (-1)^{j \cdot q}(-1)^{i \cdot i})(-1)^{i \cdot i} \bar{W}_{10}^l W_{1l}^i \\
= 0, \quad \text{if } l' \neq l \\
= \frac{1}{2}(-1)^{i \cdot q} \bar{W}_{10}^l W_{1l}^i, \quad \text{if } l = l \\
= \frac{1}{2}(\bar{W}_{10}^0 W_{1l}^0 - \bar{W}_{10}^0 W_{1l}^0) \\
= 0
\]

**Example 2.** The ansatz \( S(x)W(\theta) \) does not learn all Fourier functions of degree 1 since the Fourier coefficient \( c_0 \) is equal to zero for all parameters \( \theta \).

\[
SW |0\rangle = \frac{1}{2}(-1)^{j \cdot j}(-1)^{j \cdot q} e^{-i \frac{\pi}{2} \lambda_j} W_{00}^q |q\rangle \\
\langle 0| W^\dagger S^\dagger MSW |0\rangle = \frac{1}{4}(-1)^{i \cdot k}(-1)^{k \cdot p}(-1)^{i \cdot j}(-1)^{j \cdot q} e^{-i \frac{\pi}{2} \lambda_j} \bar{W}_{10}^l W_{10}^i M_{it}^r \\
= \frac{1}{4}(-1)^{i \cdot i}(-1)^{i \cdot k}(-1)^{l \cdot p}(-1)^{i \cdot j}(-1)^{j \cdot q} e^{-i \frac{\pi}{2} \lambda_j} \bar{W}_{10}^l W_{10}^i \\
c_0: k = j \Rightarrow c_0 = \frac{1}{4}(-1)^{i \cdot i}(-1)^{i \cdot j}(-1)^{i \cdot q}(-1)^{i \cdot j} \bar{W}_{10}^l W_{10}^i \\
= \frac{1}{4}(-1)^{i \cdot i}(-1)^{l \cdot p}(-1)^{i \cdot j} \bar{W}_{10}^l W_{10}^i \\
= \frac{1}{4}(1 - 1) \bar{W}_{10}^l W_{10}^i \\
= 0
\]

**Example 3.** The ansatz \( U = W(\theta)S(x)W(\theta) = R_\theta(\theta)S(x)R_\theta(\theta) \) does not learn all Fourier functions.
of degree 1 since the coefficients $c_0$ and $c_1$ are real for all parameters $\theta$.

$$WSW |0\rangle = \frac{1}{2} (-1)^{i_1 j_1} (-1)^{l_0} e^{-i\frac{\theta}{2} \lambda_j} W_l^q W_0 |q\rangle$$

$$\langle 0 | W^\dagger S^{|i} WM WSW |0\rangle = \frac{1}{4} (-1)^{i_1 j_1} (-1)^{l_0} (-1)^{i_2 j_2} e^{-i\frac{\theta}{2} \lambda_j} W_0^q W_0^l W_0^t W_l^i |q\rangle$$

If we choose $W = R_Y = \begin{pmatrix} \cos(\frac{\theta}{2}) & -\sin(\frac{\theta}{2}) \\ \sin(\frac{\theta}{2}) & \cos(\frac{\theta}{2}) \end{pmatrix}$ all entries $W_{ij}$ are real and, hence, the coefficients $c_0$ and $c_1$ in the expectation value above are real. Further calculations show that $c_0 = 0$ and $|c_1| = 0.5$ for $W = R_X$ and $W = R_Z$.

### J.2 Calculations for circuits representing higher degrees

**Example 4** (1 qubit, L layers). We consider the 1 qubit, L layer case with $S(x) = e^{-i\frac{\theta}{2} \sigma_x} H e^{-i\frac{\theta}{2} \lambda_j} |i\rangle \langle i| H^\dagger$ and $W(\theta) = W_L^q W_0 W_0^l W_0^t W_l^i$ such that $\Omega = \{\frac{1}{2}(\Lambda_k - \Lambda_j)\} = [-L, -(L - 1), \cdots, -1, 0, 1, \cdots, L - 1, L]$.

**Example 5** (n qubits, 1 layer). We consider the n qubit, 1 layer case with $S(x) = e^{-i\frac{\theta}{2} \sigma_x \otimes n} H e^{-i\frac{\theta}{2} D_x \otimes n} e^{-i\frac{\theta}{2} D_x H^\dagger \otimes n} S(x) W(\theta) = W_L^q W_0 W_0^l W_0^t W_l^i W_j^j W_L^j W_0^q W_0^l W_j^j |q\rangle \langle q|$.

**Example 6** (n qubits, L layers). We consider the n qubit, L layer case with $S(x) = e^{-i\frac{\theta}{2} \sigma_x \otimes n} H e^{-i\frac{\theta}{2} D_x \otimes n} e^{-i\frac{\theta}{2} D_x H^\dagger \otimes n} S(x) W(\theta) = W_L^q W_0 W_0^l W_0^t W_l^i W_j^j W_L^j W_0^q W_0^l W_j^j |q\rangle \langle q|$.
K  Circuits for results of preliminaries section

Figure 24: $SW$ circuit that yields the results in the first row of Fig. 17.

Figure 25: $WSW$ circuit that yields the results in the second row of Fig. 17.

Figure 26: $WSW$ circuit that yields the results in the third row of Fig. 17.

Figure 27: Circuit that yields the results in the first row of Fig. 18.

Figure 28: Circuit that yields the results in the second row of Fig. 18.
Figure 29: Circuit that yields the results in the third row of Fig. 18.

Figure 30: Circuit that yields the results in the fourth row of Fig. 18.