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We discuss the combining of measurements where single measurement covariances are given but the joint measurement covariance is unknown. For this paper we assume the mapping of a single measurement to the solution space is the identity matrix. We examine the solution when it is assumed all measurements are uncorrelated. We then present a way to parameter joint measurement covariance based on pairwise correlation coefficients. Finally, we discuss how to use this parameterization to combine the measurements.

Introduction

In this paper, we are going to examine the linear combining or fusion of location estimates. Each estimate is a vector of size $k \times 1$ and for each estimate we are also provided a $k \times k$ covariance matrix. We will assume that the overall joint system covariance which describes the correlation between location estimates is not provided. Specifically, we consider the generalized least squares problem of finding an estimate $\hat{x}$ given the following model

$$y = Ax + \epsilon,$$  \hspace{1cm} (1)
where \( y \) is a column stacked vector of \( n, k \times 1 \) estimates, each \( k \times 1 \) vector is denoted as \( y_i \)

\[
y = \begin{bmatrix} y_1 \\ \vdots \\ y_n \end{bmatrix}
\]  

(2)

and \( A \), our design matrix, is a block matrix, a stack of \( n, k \times k \) identity matrices

\[
A = \begin{bmatrix} I_{k \times k} \\ \vdots \\ I_{k \times k} \end{bmatrix}
\]  

(3)

The size of \( A \) is \( nk \times k \). Finally, \( \epsilon \) is a zero mean Gaussian process with a covariance matrix that overall is unknown but whose block diagonal is provided by the \( y_i \) estimated covariance denoted as \( E_i \), where \( E_i \) is a \( k \times k \) matrix. We define the joint covariance matrix \( R \) as a block matrix as follows

\[
E(\epsilon \epsilon^T) = R = \begin{bmatrix}
E_1 & E(y_1 y_2^T) & \ldots & E(y_1 y_n^T) \\
E(y_2 y_1^T) & E_2 & \ldots & \vdots \\
\vdots & \ldots & \ddots & \vdots \\
E(y_n y_1^T) & \ldots & \ldots & E_n
\end{bmatrix}
\]  

(4)

where \( E(y_i y_j) \) is not known when \( i \neq j \).

At first this model may look restrictively specific because the design matrix \( A \) consists of a column stack of identity matrices. Often in practice measurements must be transformed via a design matrix \( A \) which is not a column stack of identity matrices. However, the model above is applicable to data fusion problems where the raw measurements are unavailable. Assume for example that we obtain \( n \) estimates of the \( k \times 1 \) parameters, where each \( y_i \) estimate was provided by some black-box processor. This black-box processor might have produced each \( y_i \)
estimate by fusing some unknown number of raw measurements. Ideally, we might desire to go back to the raw measurements that were used to generate the \( n \) estimates. However, this is often not possible; thus, we have the problem presented and discussed in this paper.

In this paper, we will examine the best linear unbiased estimator (BLUE) for this model under various constructions of the joint unknown covariance matrix \( R \). First, we will examine the trivial solution when one assumes that all cross estimate correlations are zero, \( E(y_i y_j^T)_{i \neq j} = 0 \). This approach is sometimes called ellipse convolving. In practice assuming datasets to be completely uncorrelated often produces solution covariance estimates that are too small because the assumption of uncorrelated datasets is often wrong. Some examples of correlation found in datasets thought to be uncorrelated are found in the following sources [15,10,7,5,14]. We will then look at an approach to parameterize the covariance matrix by cross-correlation coefficients. Under this parameterization we will solve for the max-entropy solution as a function of the cross-correlation coefficient for combining two estimates \( y_1 \) and \( y_2 \). Finally, we will extend this pairwise approach to \( n \) estimates.

**Use of the Terms: Ellipse, Error Integral and Entropy.** The probability density function of the \( y_i \) measurement with covariance \( E_i \) is

\[
    f(y_i) = ([2\pi]^k|E_i|)^{-1/2} \exp \left( -\frac{1}{2}(y - y_i)^T E_i^{-1}(y - y_i) \right).
\]

(5)

We can define the contour where \( f(y_i) \) is equal to a constant by finding all whose Mahalanobis distance is the same. In other words, we define the contour as all points \( y \) such that

\[
    \sqrt{(y - y_i)^T E_i^{-1}(y - y_i)} = C,
\]

(6)

where \( C \) is a positive constant. It is well-known that this contour is the equation of an ellipse for \( k = 2 \) and in general an ellipsoid. For this reason we use the capital \( E \) to denote the covariance and refer to combining measurements as Ellipse Combining. Furthermore, for \( k = 2 \)
the area of the ellipse (for \( k = 3 \) the volume of the ellipsoid) defined as the area where
\[
\sqrt{(y - y_i)^T E_i^{-1} (y - y_i)} < C
\] (7)
is proportional to \( \sqrt{|E_i|} \). In this paper we will say that \( \sqrt{|E|} \) is proportional to the error integral of the ellipse \( E \). Finally, throughout this paper we will refer to the differential entropy of a continuous random variable simply as the entropy.

**Review of Generalized Least Squares.** For reference and completeness, when the covariance matrix is fully specified and one combines the measurements using a semi-positive definite weight matrix \( W \), we have the well-known results:
\[
\hat{x} = (A^T W A)^{-1} A^T W y,
\] (8)
\[
E (\hat{x}\hat{x}^T) = P(W, R) = (A^T W A)^{-1} A^T W R W A (A^T W A)^{-1}.
\] (9)
The best linear unbiased estimator (BLUE) is found by setting \( W = R^{-1} \) and for this specific case Equation 9 simplifies to
\[
E (\hat{x}\hat{x}^T) = P(R^{-1}, R) = (A^T R^{-1} A)^{-1}.
\] (10)

As defined so far, the BLUE solution above requires that \( R \) be positive definite. We can extend the solution to incorporate \( R \) which is only positive semidefinite by setting \( W = R^\dagger \), where \( X^\dagger \) is defined as the pseudo-inverse of a positive semidefinite matrix \( X \). In the case where \( R \) is only positive semidefinite we also require that the solution covariance \( P \) be positive definite. For the rest of this paper, for simplicity, we will denote the pseudo-inverse of \( R \) as \( R^{-1} \) and not \( R^\dagger \). To summarize, in this paper we require that \( R \) be a positive semidefinite such that the resulting solution \( P \) is strictly positive definite and \( R^{-1} \) will be used to denote the pseudo-inverse of \( R \).
**Defining α and β to compare models.** We can compare $P(W, R)$ for various $W$ and $R$. For example, assume that we have some guess or estimate of the joint covariance denoted $\hat{R}$. We then set $W^{-1} = \hat{R}$ compute a solution and report a solution covariance via Equation 9 setting $R = \hat{R}$. Our reported solution covariance will be mismatched if $R \neq \hat{R}$. To describe this mismatch we define

$$\alpha(W, R) = \sqrt{\frac{|P(W, R)|}{|P(W, W^{-1})|}}. \quad (11)$$

The scalar $\alpha(W, R)$ is the number of times smaller or bigger the error integral of our estimate is compared to what we report.

We also define

$$\beta(W, R) = \sqrt{\frac{|P(W, R)|}{|P(R^{-1}, R)|}}. \quad (12)$$

The scalar $\beta(W, R)$ is the number of times bigger the error integral of our estimate is compared to the BLUE solution. The scalar $\beta(W, R) \geq 1$.

The scalar $\alpha(W, R)$ represents a mismatch between reported covariance and the actual covariance. The scalar $\beta(W, R)$ represents the number of times bigger our solution error integral is compared to what it could be if we fully knew $R$ and applied the BLUE weights (i.e. set $W = R^{-1}$). There are other metrics and methods to compare $P(W, R)$ for various $W$ and $R$; nevertheless, we will use $\alpha$ and $\beta$ as defined above as our metrics for comparison.

**Ellipse Convolving**

We can construct $R$ as $n \times n$ block matrix where each block is a $k \times k$; the size of $R$ is $(nk) \times (nk)$. We denote the $i^{th}$ row and $j^{th}$ column block matrix by $R_{i,j}$. If we assume that all non-diagonal blocks consist of null matrices we have

$$R_{i,i} = E_i, \quad (13)$$

$$R_{i,j | i \neq j} = 0_{k \times k}. \quad (14)$$
Then we find the BLUE solution is
\[
\hat{x} = (A^T R^{-1} A)^{-1} A^T R^{-1} y = \left( \sum_{i=1}^{n} E_i^{-1} \right)^{-1} \left( \sum_{i=1}^{n} E_i^{-1} y_i \right) 
\]  
(15)
with covariance,
\[
P = (A^T R^{-1} A)^{-1} = \left( \sum_{i=1}^{n} E_i^{-1} \right)^{-1}.
\]  
(16)
For the rest of this paper, we will denote this solution as \( \hat{x}_c \) and its covariance as \( P_c \) where the subscript \( c \) is for ellipse convolving. The underlying assumption is that all provided estimates are independent (and linear). We will consider this the best case scenario and as a result treat \( |P_c| \) as a lower bound. In practice, estimates will almost never be completely independent and linear. For example, our estimates might all be off by some unknown bias, which we can treat as a nonzero positive cross correlation between all the estimates. In exploring these other covariance models, we will find that strictly speaking \( P_c \) is not always the most optimistic or best case scenario. In other words there are plenty of cases where one can design \( R \) to have non-zero positive cross estimate correlation values whose BLUE combine estimate covariance \( P \) is such that \( |P| < |P_c| \). However, given that cross-estimate correlations are unknown, why select weights that reflect the cross-estimate correlations working together to improve your estimates compared to zero cross correlation? Based on this reasoning, such matrices that theoretically outperform convolving are rejected. Instead, this paper will investigate covariance matrices that result in \( |P| \geq |P_c| \).

**Pairwise Ellipse Combining Parameterized by a Scalar Cross-Ellipse Correlation Coefficient**

The previous section showed that ellipse convolving is the best linear unbiased estimator (i.e. BLUE) for combining measurements under the assumption that all cross-ellipse correlation values are zero. This section will investigate BLUE for combining two ellipses whose cross-
ellipse correlation is parameterized by a scalar cross-correlation coefficient $r$. Then we will find the cross correlation coefficient $r_{\text{max}}$ which maximizes the entropy of the combined ellipse solution.

We start by considering the combining of two ellipses with covariance matrices $E_1$ and $E_2$ respectively and a joint system covariance matrix

$$ R = \begin{bmatrix} E_1 & r \sqrt{E_1 E_2} \\ r (\sqrt{E_1 E_2})^T & E_2 \end{bmatrix} $$

(17)

where we will define the square root of a matrix $X$ as the principal square root. The Schur complement of the $E_2$ block matrix of the matrix $R$ is

$$ R/E_2 = E_1 - r^2 (\sqrt{E_1 E_2}) E_2^{-1} \left( \sqrt{E_1 E_2} \right)^T = (1 - r^2) E_1. $$

(18)

Clearly the matrix $R/E_2$ is positive semidefinite if and only if $|r| \leq 1$. Or equivalently, $R$ positive semidefinite if and only if $|r| \leq 1$. Also if $|r| = 1$, then $|R| = 0$. Via the block matrix inversion identify we find

$$ R^{-1} = (1 - r^2)^{-1} \begin{bmatrix} E_1^{-1} & -r \sqrt{E_1^{-1} E_2^{-1}} \\ -r (\sqrt{E_1^{-1} E_2^{-1}})^T & E_2^{-1} \end{bmatrix}. $$

(19)

The entropy of the BLUE solution is

$$ h(P) = \frac{k}{2} + \frac{k}{2} \ln(2\pi) + \frac{1}{2} \ln(|P|), $$

(20)

where $P$ is defined by Equation 10. Clearly finding the $r_{\text{max}}$, the cross-correlation coefficient that maximizes the entropy is equivalent to finding the $r_{\text{max}}$ that maximizes $|P|$. For algebraic simplicity, we will examine $|P^{-1}|$,

$$ P^{-1} = (1 - r^2)^{-1} (S - rZ) $$

(21)
where we define

\[
Z = \sqrt{E_1^{-1}E_2^{-1}} + \left(\sqrt{E_1^{-1}E_2^{-1}}\right)^T,
\]

\[
S = E_1^{-1} + E_2^{-1}.
\]

To find the critical points of \(|P^{-1}|\) with respect to \(r\) we look at

\[
\frac{d}{dr}|P^{-1}| = \frac{d}{dr}[\left(1 - r^2\right)^{-k}|S - rZ|]
\]

and via Jacobi identity and the derivative chain rule we find

\[
\frac{d}{dr}|P^{-1}| = \frac{r^2tr(adj(S - rZ)Z) + 2kr|S - rZ| - tr(adj(S - rZ)Z)}{(1 - r^2)^{k+1}}
\]

where \(adj(X)\) is the adjugate matrix of \(X\) and \(tr(X)\) is the trace of \(X\).

By looking at the values of \(r\) for which \(\frac{d}{dr}|P^{-1}| = 0\) we can determine which value \(r_{max}\) that maximizes \(|P|\) for positive coefficient values \(0 < r \leq 1\). In doing so, we can find an interval \(0 \leq r \leq r_{max} \leq 1\) where the \(|P|\) is monotonically increasing with respect to \(r\). In other words the entropy of our combine ellipse increases with respect to \(r\). We will restrict ourselves to the range \(0 \leq r \leq r_{max}\) when considering alternative algorithms besides convolving to enable ellipse combining.

It is also useful to compare a mismatch between a weight model based on a predicted \(r\) say \(r_p\) versus the actual unknown \(r\) say we label it \(r_n\). For the pairwise case we find that the covariance for the mismatched case given by equation 9, now rewritten as a function of \(r_p\) and \(r_n\) instead of \(W\) and \(R\) becomes

\[
P(r_p, r_n) = (S - r_pZ)^{-1} [(1 - 2r_pr_n + r_p^2)S + (r_n - 2r_p + r_n^2)Z] (S - r_pZ)^{-1}.
\]

We note \(P_c = P(0, 0)\) and introduce a new constant \(P_{max}\) defined as

\[
P_{max} = P(r_{max}, r_{max}).
\]
We can rewrite Equation 11 in terms of $r_p$ and $r_n$ instead of $W$ and $R$, we find

$$\alpha(r_p, r_n) = (1 - r_p^2)^{-k/2} \sqrt{\frac{|(1 - 2r_p r_n + r_p^2)S + (r_n - 2r_p + r_n r_p^2)Z|}{|(S - r_p Z)|}}. \quad (28)$$

Finally, we can rewrite Equation 12 in terms of $r_p$ and $r_n$ as

$$\beta(r_p, r_n) = \sqrt{\frac{|(S - r_n Z)([1 - 2r_p r_n + r_p^2]S + [r_n - 2r_p + r_n r_p^2]Z)|}{(1 - r_n^2)^k|(S - r_p Z)|^2}}. \quad (29)$$

The next two sections provide more specific discussion for 1-D and 2-D location estimates.

**Pairwise Combine: The 1-D case, $k=1$.**

If we have $k = 1$ covariance matrices $E_1$ and $E_2$ are scalars; we define

$$E_1 = \sigma_1^2, \quad (30)$$
$$E_2 = \sigma_2^2. \quad (31)$$

With these definitions, we find

$$Z = \frac{2}{\sigma_1 \sigma_2}, \quad (32)$$
$$S = \frac{1}{\sigma_1^2} + \frac{1}{\sigma_2^2}. \quad (33)$$

And equation 25 simplifies to

$$\frac{d}{dr}|P^{-1}| = \frac{-Zr^2 + 2r(S - rZ) - Z}{(1 - r^2)^2}. \quad (34)$$

Setting the derivative of $|P^{-1}|$ to zero and restricting ourselves to the region $|r| < 1$ we find one critical point and we can easily verify this point is a local maximum of $|P|$, we have

$$r_{max} = \min \left( \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right). \quad (35)$$

We also find

$$\hat{x} = w_1 y_1 + w_2 y_2 \quad (36)$$
where

\[ w_1 = \frac{\sigma_2^2 - r\sigma_1\sigma_2}{\sigma_1^2 + \sigma_2^2 - 2r\sigma_1\sigma_2}, \quad (37) \]

\[ w_2 = \frac{\sigma_1^2 - r\sigma_1\sigma_2}{\sigma_1^2 + \sigma_2^2 - 2r\sigma_1\sigma_2}. \quad (38) \]

We note that for values \( r > r_{max} \) we find either \( w_1 \) or \( w_2 \) is less than zero. For the case where the cross-correlation coefficient is unknown and we are computing a weighted average it is counter-intuitive to select a \( r \) value that results in a negative weight. Throughout this paper, we avoid this by restricting ourselves to the region \( 0 \leq r \leq r_{max} \).

For a numerical example, let us consider \( \sigma_1 = 1.0 \) and \( \sigma_2 = 2.0 \). Equation (35) gives \( r_{max} = 0.5 \). Figure 1 shows the BLUE solution as a function of \( r \). Figure 2 shows \( \alpha \) for both \( r_p = 0 \) and \( r_p = r_{max} \). As \( |r_p - r_n| \) increases, \( \alpha(0, r_n) \) also increases becoming greater than 1 which means if we convolve and compute the solution covariance assuming the variables are independent and they are not, our solution covariance error integral will be too small. In contrast, as \( |r_p - r_n| \) increases, \( \alpha(r_{max}, r_n) \) decreases becoming slightly less than 1 which means if we compute the combine solution under assume \( r = r_{max} \), our computed covariance error integral will be approximately correct and slightly too big if the variables are closer to independent. Finally, Figure 3 shows \( \beta \) for both \( r_p = 0 \) and \( r_p = r_{max} \). From this figure we note that as \( |r_p - r_n| \) increases, both \( \beta(0, r_n) \) and \( \beta(r_{max}, r_n) \) increase. We also note that \( \beta(r_{max}, r_n) \) increases faster than \( \beta(0, r_n) \) as a function of \( |r_p - r_n| \). This means that if we guess \( r \) but are off compared to the true \( r \), our algorithm will compute a covariance whose error integral is larger than theoretically possible but we will be closer to the lower bound using weights based on \( r = 0 \) (convolving) compared to \( r = r_{max} \).
Figure 1: Numerical Example of the solution $P$ (defined in equation 26) as a function of $r$. The solid line is the interval of $0 \leq r \leq r_{\text{max}}$; we recommend only considering $r$ values in this region. The dotted line shows the region where $r_{\text{max}} < r \leq 1$. 
Figure 2: Numerical Example of the solution \( \alpha(r_p, r_n) \) as a function of \(|r_p - r_n|\), where \(0 \leq r_n \leq r_{\text{max}}\).

\[ \alpha(r_p, r_n) \text{ versus } |r_p - r_n| (\sigma_1 = 1.0 \text{ and } \sigma_2 = 2.0) \]

\[ \begin{align*}
\alpha(0, r_n) \\
\alpha(r_{\text{max}}, r_n)
\end{align*} \]

Figure 3: Numerical Example of the solution \( \beta(r_p, r_n) \) as a function of \(|r_p - r_n|\), where \(0 \leq r_n \leq r_{\text{max}}\).

\[ \beta(r_p, r_n) \text{ versus } |r_p - r_n| (\sigma_1 = 1.0 \text{ and } \sigma_2 = 2.0) \]

\[ \begin{align*}
\beta(0, r_n) \\
\beta(r_{\text{max}}, r_n)
\end{align*} \]
Pairwise Combine: The 2-D case, \( k=2 \).

For \( 2 \times 2 \) ellipses, we find

\[
|P| = \left[ \frac{r^2 |Z| - \lambda r + |S|}{(1 - r^2)^2} \right]^{-1}
\]  

where

\[ \lambda = \text{tr} \left( S \text{adj} (Z) \right). \]  

We find the \( r_{\text{max}} \) value will be one of the solutions to the cubic equation,

\[
2|Z|r^3 - 3\lambda r^2 + (4|S| + 2|Z|)r - \lambda = 0.
\]  

We can find solutions to the cubic equation above, throw out solutions where \(|r| > 1\) and from the remaining solutions find \( r_{\text{max}} \) and the interval \( 0 \leq r \leq r_{\text{max}} \) where \(|P|\) is monotonically increasing with respect to \( r \).

For a numerical example let us consider

\[
E_1 = \begin{bmatrix} 1 & 0 \\ 0 & 4 \end{bmatrix}, \tag{42}
\]

\[
E_2 = \begin{bmatrix} 3 & 0 \\ 0 & 2 \end{bmatrix}. \tag{43}
\]

For this example Equation \( 41 \) becomes

\[
\frac{2\sqrt{6}}{3} r^3 - \frac{3\sqrt{3} + 4\sqrt{2}}{2} r^2 + \frac{2\sqrt{6} + 12}{3} r - \frac{2\sqrt{2}}{3} - \frac{\sqrt{3}}{2} = 0 \]  

and we find \( r_{\text{max}} \approx 0.6376189 \). Figure 4 shows the BLUE solution as a function of \( r \). Figure 5 shows \( \alpha \) for both \( r_p = 0 \) and \( r_p = r_{\text{max}} \). Finally, Figure 6 shows \( \beta \) for both \( r_p = 0 \) and \( r_p = r_{\text{max}} \). While the exact values are different, the patterns we observed in the previous section for \( k = 1 \) are the same for \( k = 2 \). Namely, if we construct weights and covariance solution estimation assuming \( r = 0 \) our constructed covariance error integral will be too small if the
measurements cross-correlation is non-zero. Conversely, if we construct weights and covariance solution estimation assuming \( r = r_{\text{max}} \) and \( r \) is actually less than \( r_{\text{max}} \), our constructed covariance error integral will be approximately correct but slightly too large. Additionally, the ratio between the theoretical best error integral and the one computed for a fixed value of \( |r_p - r_n| \) is smaller when \( r_p = 0 \) compared to \( r_p = r_{\text{max}} \).

Figure 4: Numerical Example of the solution \( P \) (defined in equation 26) as a function of \( r \). The solid line is the interval of \( 0 \leq r \leq r_{\text{max}} \); we recommend only considering \( r \) values in this region. The dotted line shows the region where \( r_{\text{max}} < r \leq 1 \).
Figure 5: Numerical Example of the solution $\alpha(r_p, r_n)$ as a function of $|r_p - r_n|$, where $0 \leq r_n \leq r_{\text{max}}$.

Figure 6: Numerical Example of the solution $\beta(r_p, r_n)$ as a function of $|r_p - r_n|$, where $0 \leq r_n \leq r_{\text{max}}$.
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Extending Ellipse Combining to $n$ Ellipses

In general, we will have more than two ellipses we wish to combine. The extension is straightforward. We parameterize the joint system covariance matrix by correlation coefficient between every pair of ellipses. We consider $n$ ellipses with covariance matrices $E_1, E_2, \ldots, E_j, \ldots, E_n$ all of size $k \times k$. Then, we define the joint covariance matrix parameterized by pairwise correlation coefficients as a block matrix consisting of $n \times n$ blocks. Each block is a square matrix equal in size to the individual ellipse covariance. The $i$ row, $j$ column sub-block is defined as

$$R_{i,j|i<j} = r_{i,j} \sqrt{E_i E_j},$$ (45)

$$R_{i,i} = E_i,$$ (46)

$$R_{i,j|i>j} = r_{i,j} \left( \sqrt{E_i E_j} \right)^T.$$ (47)

Or in other words we define

$$R(\vec{r}) = \begin{bmatrix} E_1 & r_{1,2} \sqrt{E_1 E_2} & \ldots & r_{1,n} \sqrt{E_1 E_n} \\ r_{1,2} \left( \sqrt{E_1 E_2} \right)^T & E_2 & \ldots & \vdots \\ \vdots & \ldots & \ddots & \vdots \\ r_{1,n} \left( \sqrt{E_1 E_n} \right)^T & \ldots & \ldots & E_n \end{bmatrix}$$ (48)

where $\vec{r}$ is a vector of $\frac{n^2-n}{2}$ correlation coefficients. The values of $\vec{r}$ are constrained to values such that $R(\vec{r})$ is positive semidefinite.

Over all possible valid $\vec{r}$ we define $\vec{r}_{max}$ as the vector that maximizes $P(R^{-1}(\vec{r}), R(\vec{r}))$ as defined in Equation 9. While identifying and developing algorithms to efficiently find $\vec{r}_{max}$ is left for future work, we will define an initial guess of $\vec{r}_{pm}$ based on the pairwise solution. We define $\vec{r}_{pm}$ as the vector where each $r_{i,j}$ is set by considering the pairwise problem involving just $E_i$ and $E_j$ and finding the coefficient that maximizes this pairwise problem as defined
in the previous sections. The subscript \( pm \) in \( \vec{r}_{pm} \) denotes the pairwise max. We can use \( \vec{r}_{pm} \) as an initial guess of \( \vec{r}_{max} \) or even as a computationally inexpensive substitute. We conjecture that the matrix \( R(\vec{r}_{pm}) \) is always positive semidefinite, or in other words that \( \vec{r}_{pm} \) is a valid choice of \( \vec{r} \).

We define \( R_{max} \) and \( R_{pm} \) as

\[
R_{max} = R(\vec{r}_{max}),
\]

(49)

and

\[
R_{pm} = R(\vec{r}_{pm}).
\]

(50)

\( R_{max} \) is the covariance matrix that results in the blue solution whose uncertainty has the largest entropy, and \( R_{pm} \) is an initial guess or practical estimate of \( R_{max} \). It is noted that in the specific case of \( k = 1 \), \( R_{pm} = R_{max} \).

**Three Alternatives to Convolving**

The convolving algorithm and resulting combined covariance are based on an assumption of independent and zero-mean measurements. If we have reason to believe that our observations are correlated or biased we can adopt a different strategy. While there are numerous possible strategies, in this section we will discuss three.

**Max Entropy BLUE.** Given \( n \) observations \( y_i \) and their respective covariance matrices \( E_i \), we build the max entropy parameterized covariance matrix \( R_{max} \) as defined by Equation 49. Then, compute the blue solution. The resulting combined estimate and reported covariance are given by

\[
\hat{x} = (A^T R_{max}^{-1} A)^{-1} A^T R_{max}^{-1} y,
\]

(51)

\[
P_{max} = (A^T R_{max}^{-1} A)^{-1}.
\]

(52)
This algorithm assumes the cross-observation correlations are such to make our estimation as uncertain as possible. Compared to the next proposed algorithm, this algorithm is computationally expensive especially as the number of measurements $n$ increases. Computing $\hat{x}$ directly involves both finding $R_{\text{max}}$ and taking the inverse of $R_{\text{max}}$, a matrix of size $(nk) \times (nk)$. We note, one could also use $R_{\text{pm}}$ in place of $R_{\text{max}}$ in order to avoid the computational cost of finding $R_{\text{max}}$.

**Assume Max Entropy to Report Covariance; Convolve to estimate solution.** Given $n$ observations $y_i$ and their respective covariance matrices $E_i$, we build the max entropy parameterized covariance matrix $R_{\text{max}}$ as defined by Equation 49. Next, we estimate the solution assuming the measurements are uncorrelated (i.e. convolve) and report the combined estimate covariance under the max entropy assumption. We define

$$ P_c = \left( \sum_{i=1}^{n} E_i^{-1} \right)^{-1}, $$

and

$$ P_r = P_c \left( \sum_{i=1}^{n} \sum_{j=i+1}^{n} r_{i,j,\text{max}} \left[ \sqrt{E_i^{-1} E_j^{-1}} + \sqrt{E_j^{-1} E_i^{-1}} \right] \right) P_c. $$

Subsequently, we find that in this algorithm $\hat{x}$ and reported covariance $P$ as follows,

$$ \hat{x} = P_c \left( \sum_{i=1}^{n} E_i^{-1} y_i \right), $$

$$ P = P_c + P_r. $$

This algorithm is convolving with the only difference of a modified reported covariance. The modified covariance matrix is a conservative estimate which assumes the max entropy joint covariance $R_{\text{max}}$. In contrast to the previous algorithm $R_{\text{max}}$ is never inverted. Additionally, if one assumes that new measurements are coming in over time, it is easy to write this algorithm as an update to previous solutions with each new estimate.
Max Entropy provided a sum of covariances per measurement. This approach requires that each observation covariance is specified as a linear sum of covariance to include an independent portion and some number, say $m$ correlated or bias portions,

$$E_i = B_0 + \left( \sum_{a=1}^{m} B_a \right). \tag{57}$$

Then we define the joint covariance model as

$$R = R_0(\vec{0}) + \left( \sum_{a=1}^{m} R_a(\vec{r}_a) \right), \tag{58}$$

where $\vec{r}_a$ is a vector of correlation coefficients for the $a^{th}$ covariance matrix in the sum. We define the number of covariance terms $m$ and their respective $\vec{r}_a$ based on the specific model we wish to adopt. We have defined $B_0$ to be the portion of each covariance that is completely independent and therefore the joint covariance $R_0$ is just a block diagonal matrix. After constructing $R$, the algorithm performs the best linear unbiased estimator. For example, we might have a bias covariance due to a common instrument used to make the observations so for all measurements that come from that instrument we select the max entropy coefficient within $\vec{r}_a$. While if observations come from another instrument, we set the appropriate $\vec{r}_a$ term to zero.

This approach requires that the measurements provided come with more than just a single covariance matrix to enable one to construct $R$. One could make these models very complex with a large $m$ and different rules for building each $\vec{r}_a$, but doing so would require that each measurement be stored with all of these covariance terms. Specific approaches will depend on each application; we present one simple version of this approach which leverages the time of a measurement in the construction of $R$.

A simple version of this approach which enables weight models that emphasize time diversity is a case where we set $m = 1$, or assume that each observation is broken into an independent covariance term, $B_0$, and a bias or correlated bias term, $B_1$. Additionally, assume each measurement comes with a measurement time, $t_i$. Then for the bias vector $\vec{r}_1$ compute the pairwise
component as

\[ r_{i,j} = r_{i,j,\text{max}} \exp(-\gamma|t_i - t_j|), \]

(59)

where \( \gamma \) is a positive real constant. This model reflects a system where measurements close in time are correlated, but this correlation decreases as the time between measurements increases.

**Conclusion**

Measurement combining via convolving assumes provided measurements are uncorrelated. When the measurements are not uncorrelated the reported covariance that comes from convolving is often too small. We show an approach to construct joint measurement covariance matrices parameterized by measurement pair-wise correlation coefficients. Finally based on this approach, we present three alternatives to convolving when the full-joint covariance is not provided and must be constructed.

In practice, linear uncorrelated location estimates almost never exist. When we assume estimates are uncorrelated, the combined estimated covariance determinant shrinks to zero as the number of measurements increase. In contrast, this is not true for the alternative algorithms presented in this paper. In real world applications, believing we can achieve arbitrarily precise estimates by increasing the number of measurements is naive (for further discussion and examples see [8,16,13]). We therefore strongly recommend algorithms like the ones discussed in this paper in place of convolving. While this paper focused on cases where the mapping of a single measurement vector to the solution space is the identity matrix, the concepts and ideas are extendable to other design matrices.

Lastly, we note that all algorithms presented are linear. It is well-known that linear estimates are particularly sensitive to outliers or data contamination. Appropriate modifications to the presented algorithms to make them robust are recommended.
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