Abstract

In visual surveillance systems, it is necessary to recognize the behavior of people handling objects such as a phone, a cup, or a plastic bag. In this paper, to address this problem, we propose a new framework for recognizing object-related human actions by graph convolutional networks using human and object poses. In this framework, we construct skeletal graphs of reliable human poses by selectively sampling the informative frames in a video, which include human joints with high confidence scores obtained in pose estimation. The skeletal graphs generated from the sampled frames represent human poses related to the object position in both the spatial and temporal domains, and these graphs are used as inputs to the graph convolutional networks. Through experiments over an open benchmark and our own data sets, we verify the validity of our framework in that our method outperforms the state-of-the-art method for skeleton-based action recognition.

1. Introduction

Human action recognition has attracted extensive attention in recent years, due to its many potential applications in video surveillance, human-robot interaction, and so on. Recognizing actions, however, is difficult, not only because of the common challenges of the domain, such as viewpoint changes and occlusions, but also because of the ambiguities of some actions. Therefore, human action recognition is still one of the most challenging tasks for computer vision. To tackle these challenges in human action recognition, many approaches using various modalities like appearance, optical-flow, depth, and skeleton have been proposed. Among them, pose-based representation using the skeleton simplifies learning of the actions by extracting the relevant high-level features. Moreover, the pose-based representation suffers relatively little from the intra-class variations, as the action from actor to actor varies less than in other representations [40]. The development of low-cost depth sensors such as Microsoft Kinect and pose estimation algorithms [4, 25, 27, 29] provides an easier way to obtain skeletal information. It also contributes to the success of data-driven methods of skeleton-based action recognition.

The applications of skeleton-based action recognition in real-world scenarios are difficult due to two major problems. First, conventional studies [18, 23, 28, 39] for skeleton-based action recognition usually use constrained datasets, assuming that skeletal data are provided. Visual information in real-world scenarios, however, is captured in an unconstrained environment where human skeletons are not given. Thus, body movement should be interpreted through pose estimation algorithms to obtain skeletal data. Pose estimation is a challenging task, however, due to the rarity of appearance or missing or overlapping body parts. Given that pose estimation results are not always accurate, it becomes crucial to develop approaches dealing with inaccurate poses. Second, most approaches focusing only on human skeletons ignore contextual information like objects and scenes. Most meaningful actions in the real world, though, involve more than one object or person [24]. Therefore, previous methods cannot fully understand the real-world actions.

Motivated by the aforementioned problems, we develop a framework for object-related human action recognition based on graph convolutional networks (OHA-GCN) as depicted in Figure 1. To understand the object-related human
actions, our method builds the graph structure of both human and object poses. Human poses are extracted using the pose estimation method \[3\], and object poses are obtained by the pose heatmap and background subtraction. Using the obtained human and object poses, we model: 1) the human pose graph, where the movement of human body is considered; 2) the object-related human pose graph, where the relationship between human and object poses is represented. Our framework employs the two graphs of human poses and object-related human poses, generated in both the spatial and temporal domains.

To make the graphs more structurally complete, we explore a strategy of selecting informative frames, which discards ambiguous frames. After dividing the entire video into segments of equal length, we make a sequence of informative frames by sampling one informative frame from each segment. Using the confidence scores calculated by the pose estimation algorithm, we can decide which human poses have a more complete structure than the others. Then, the two types of the graphs are constructed from the sequence of the informative frames for pose-based representation. Using the human pose graph and object-related human pose graph, OHA-GCN runs in the architecture of the two stream to boost action recognition. The GCNs in each stream of our framework apply convolution filters to each graph. The nodes and their neighbors in each graph are applied to the convolutional filters. In experiments, our framework is validated using an open benchmark and our own data set which includes an illegal rubbish dumping (IRD) dataset, which compiles realistic data in unconstrained environments.

2. Related works

2.1. Graph convolutional neural networks

Recent advancements in deep neural networks have led to the development of graph convolutional networks (GCNs) to understand the form of graph structures \[2 \, 6 \, 7 \, 19 \, 22 \, 26\]. GCNs generalize convolutional neural networks (CNNs) from low-dimensional grids of images to high-dimensional domains represented by arbitrarily structured graphs. These tasks are categorized into two main categories: spectral perspective and spatial perspective methods. Spectral perspective methods convert graph data into a spectrum and apply CNNs to the spectral domain \[6 \, 7 \, 22\]. Different from the spectral perspective methods, spatial perspective methods directly use graph convolutions to define parameterized filters \[2 \, 26\]. The convolution operation in the spatial perspective resembles the convolution operation on images. We propose a model using GCNs for action recognition following the concepts of the spatial perspective.

2.2. Action recognition

Video-based action recognition is a challenging task because the concepts of the actions are highly abstract and consider both spatial and temporal dimensions. Conventional deep-learning-based approaches for action recognition rely mainly on 3D CNNs and two-stream CNNs. The methods based on the 3D CNNs propose a model that directly applies 3D convolution filters to RGB video sequences \[4 \, 14 \, 33\]. 3D CNNs, however, have problems in training due to the explosion of parameters, and their performance is only marginally improved compared to the traditional method \[35\]. Methods based on the two-stream architecture of CNNs are proposed to solve these problems \[8 \, 30 \, 36\]. In these methods, two CNNs are applied to process appearance and motion (optical flows) independently. These methods outperform traditional methods using hand-crafted features \[5 \, 20 \, 35\]. The heavy computation requirements for optical flows become a major limitation of the methods. Our approach is based only on pose information that can be extracted from RGB images. The pose-based representation can reduce computation time and simplify training for the recognition.

2.3. Skeleton-based action recognition

Some methods for action recognition are based on skeletal data because human poses are highly relevant to human action. The methods can be categorized mainly into those based on hand-crafted features and those based on deep-learning features. The former methods design several features for understanding human joint motions \[9 \, 34 \, 37\]. For example, the human skeleton is represented as a point in the Lie group \[34\], encompassing rotations and translations between body parts. With the recent success of deep learning, many methods for skeleton-based action recognition have been proposed. Deep-learning-based methods usually use well-established neural models like recurrent neural networks (RNNs) \[23 \, 28 \, 44\] or CNNs \[16 \, 18\]. RNNs use their internal memory to process sequences of input data, making them applicable to skeleton-based action recognition. Zhang et al. \[44\] select geometric features based on distances between human joints and use an RNN-based model. CNN-based methods propose applying the CNN directly by considering the skeleton sequence as an image array. Qiuhong et al. \[16\] transform the skeleton sequence into three clips and learn the spatio-temporal features based on deep CNNs. Still, generalizing the CNNs and RNNs to work on graph structures is challenging because they cannot fully understand the graphs. Since human poses are represented by a graph structure physically, the methods based on the CNNs and RNNs are limited in their ability to use the poses. Recently, the GCN-based methods have been suggested to understand the human poses without loss of graph information \[32 \, 39\]. Yan et al. \[39\] propose a
In one single frame, they formulate a spatial graph which corresponds to the spatio-temporal connection of the node. Each edge corresponds to a joint of the human body, and each edge is represented by human body joints, and the spatial edge is the spatial configuration partitioning. The skeletal graph with \( N \) joints in one single frame and \( T \) frames of a video is represented by \( G = (V, E) \), where \( V = \{v_{ti}|t = 1, ..., T, \ i = 1, ..., N\} \) is the node set. In terms of spatial domain, the graph convolution is written as

\[
f_{\text{out}}(v_{ti}) = \sum_{v_{tj} \in B(v_{ti})} \frac{1}{Z_{ti}(v_{tj})} f_{\text{in}}(v_{tj}) \cdot w(l_{ti}(v_{tj})), \tag{1}
\]

where \( f_{\text{in}} \) and \( f_{\text{out}} \) are the input and output feature map, respectively. \( B(v_{ti}) \) is the neighbor set of a node \( v_{ti} \), where the 1-distance neighbors of the target node \( v_{ti} \) are considered. \( w \) is the weight function which provides a weight vector to compute inner product with the input feature map. Because the number of the weight vectors is fixed, strategies to partition \( B(v_{ti}) \) into a fixed number of subsets have to be designed. \( l_{ti} \) is a function mapping each node in neighborhood of \( v_{ti} \) to its subset label. To prevent the different subsets from unbalancing the output, the cardinality of the subset \( Z_{ti}(v_{tj}) \) is used as the normalizing term. In ST-GCN, many partitioning strategies are introduced, such as uni-labeling, distance partitioning, and spatial configuration. Among them, spatial configuration has achieved best performance, as it consider the gravity center of the human body. This strategy divide the neighboring nodes of target node into three subsets: 1) the target node itself; 2) centripetal subset: the nodes that are closer to the gravity center; 3) otherwise centrifugal subset.

The implementation of the graph convolution \([19]\) is adopted for ST-GCN. A is the \( N \times N \) adjacency matrix where a graph structure is represented as matrix form by indicating connections between nodes. To implement ST-GCN with the spatial configuration partitioning, the Eq.(1)
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where the input feature map \( f_{in} \) is represented as a tensor \((N, T, C)\) dimensions, \( C \) being the number of input channels. Then, the adjacency matrix is divided into three matrices: 1) \( A_0 \), the self-connection of each node; 2) \( A_1 \), the connections of the centrifugal subset; 3) \( A_2 \), the connections of the centripetal subset. \( W_j \) denotes the weight matrix, where weight vectors of multiple output channels are stacked. \( A_j \) whose element can be formulated as:

\[
A_{ij} = \sum_k (A^i_{jk}) + \alpha
\]

\( \alpha \) is the diagonal node degree matrix of \( A_j \). \( \alpha \) is set to 0.001 to avoid empty rows in \( A_j \).

### 3.3. Detection of objects handled by humans

ST-GCN can capture dynamics of human poses by learning both the spatial and temporal patterns of skeletal data. ST-GCN has limitations, however, in understanding object-related human actions because it focuses on only the human poses. For example, the object-related actions, such as dumping, phoning, texting, and smoking require a specific object that acts as a main cue for recognition. Inspired by the issue, we create a new graph structure to form a hierarchical representation of the human and object poses. Before constructing the graphs, it is essential to detect the objects a human is handling.

An easy approach is to find objects that overlap with humans through the object detector, but this approach has several problems. First, objects in the background that are not related to humans, such as parked cars, are regarded as related objects. To solve this problem, we define a class of objects handled by humans and develop a new detector, but the shapes of the objects handled by humans vary widely. The objects handled by humans have a variety of shapes and are small compared to humans. Hence, conventional detectors cannot easily detect the objects handled by humans. Several methods have been presented to use detection networks to detect humans, objects, and their interaction \([12, 10]\). Still, a pair consisting of a human and an object is required to train the model on each action, and the training operates independently for each frame, not for the whole video.

In this paper, we use a simple and efficient method to find an object handled by a human through the temporal property of a video. Since CCTV cameras are generally fixed and limited to the motions of Pan-Tilt-Zoom, it is possible to find a moving area effectively through background modeling and camera motion compensation \([17, 41, 43]\). This moving area includes the areas of both the human and the object carried by the humans. Then, object area can then be detected by subtracting the human area from the moving area regardless of the shape of the object. Fortunately, a human area can be obtained by using Openpose, a 2D pose estimation algorithm providing the location of each joint. The algorithm provides not only the location but also the confidence scores of the joints and affinities between joints as a heatmap, which can then be used as a human area.

Figure 3 shows the procedure for detecting an object handled by a human. In order to detect the moving region, we use the ViBE algorithm \([1]\) which efficiently builds the background model by storing a set of pixel values from the past. Then, through the Openpose algorithm, we get each coordinate of the joint and the joint heatmaps. We aggregate the heatmap for all joints and all joint association into a human region map, which is subtracted from the moving area. The regions around each human hand are selected. Finally, we can construct a graph structure by connecting the center position of this region with the joints of the closest person.

### 3.4. Graph for object-related human poses

We use our detection algorithm and Openpose to obtain the coordinates of the human joints and objects for creating a graph structure of the human and object poses. For human skeletal data, the pose estimation algorithm produces 25 joints in a single frame. We then formulate a human pose graph using all the human joints in a video sequence. In addition, the object position obtained in Section 3.3 is added to the human pose graph for modeling our object-related human pose graph. As a result, the object-related human pose graph consists of 26 nodes that represent human and object poses. We can model a spatial graph of the physical connection between joints in the human body and position of the object in a frame. The corresponding nodes in consecutive frames are then connected to formulate a temporal
graph.

To avoid confusion, we use notation similar to that used in the ST-GCN. In our skeletal graph \( G = (V, E) \) for object-related human poses, the node set is denoted as \( V = \{v_i | i = 1, ..., T, t = 1, ..., N \} \) with \( N \) joints in one single frame. \( T \) is the number of informative frames sampled from the video. The details of the informative frames are explained in Section 3.6. The edge set is \( E = E_S \cup E_T \), which depicts two subsets for spatial and temporal connection.

The subset for spatial connection is

\[
E_S = \{ e_{ij} | v_i, v_j \text{ are connected}, (i, j) \in O \}, \quad (3)
\]

where \( O \) is the set of the connections for natural human body and the connections between an object and the human body joints. The subset for temporal connection

\[
E_T = \{ e_{ij} | v_{it}, v_{i(t+1)} \text{ are connected} \} \quad (4)
\]

connects the same nodes which is temporally consecutive. An example of our spatial-temporal skeleton graph is shown in Figure 4.

We consider how to connect the object with the human body. Many strategies of the connection are explored empirically, but we discuss three strategies which are representative of many cases in our view. First, we use the relationship between the whole joint and the object. This method, however, makes the graph-based network inefficient because the graph includes redundant information. Thus, we build a graph structure that is denoted as limbs, focusing on the specific body parts used for interactions. We also introduce a strategy using only human hands, where most object-related human actions occur. The three strategies are denoted as follows: 1) Body: connections between all the human joints and the object; 2) Limbs: connections between the human joints belonging to arms or legs and the object; 3) Hands: connections between the human joints of both hands and the object. Detailed experiments with each strategy are described in Section 4.2.1.

3.5. Two stream GCNs with human and object poses

Using only the human pose graph is limited to express only human body motion, ignoring human-object interactions. Based on the graph structure of both human and object-related human poses, we propose a framework of two-stream GCNs called OHA-GCN for object-related human action recognition. The OHA-GCN can boost the recognition for object-related actions, as the human poses and object-related human poses are jointly used. Human-related objects do not, however, appear in every scene. In this regard, the two-stream GCN is designed to use the object-related human pose stream only if human-related objects are found. In the absence of the objects, OHA-GCN uses only the human pose stream. If the object is properly detected, OHA-GCN recognizes actions through both the human pose stream and the object-related human pose stream.

The GCN in each stream takes the graph constructed in Section 3.4 as input and produces a video-level prediction for action recognition. The model of GCN is composed of 9 GCN layers. Each layer has 64, 64, 128, 128, 128, 256, 256, and 256 channels, respectively. The global average pooling layer then follows and produces the feature vector. The final outputs are produced by Softmax for action prediction. Categorical cross-entropy loss is adopted for training of the GCN. We adopt evenly averaging Softmax scores for final predictions through empirical evaluation of different aggregation methods such as averaging and maximum.

3.6. Informative frame selection strategy

The conventional skeleton-based action recognition methods assume that accurate human skeletons are provided by datasets. Real-world scenarios, however, do not provide skeletal data, and the estimated skeletal data might be inaccurate due to an unusual appearance or missing or overlapping body parts. Likewise, since our methods are based only on RGB sequences, the pose estimation results may be inaccurate. This issue motivates us to introduce a new sampling strategy that selects informative frames. Our informative frame selection strategy extracts a short sequence of sampled frames from a video sequence. The sampled frames preserve the joints enough to understand human poses with high confidence score from the Openpose
algorithm. Based on confidence scores, we selectively discard frames containing ambiguous human poses. Then our method can select only those sequences with reliable human pose information.

Initially, the entire video is divided into $T$ segments $\{S_1, S_2, ..., S_T\}$ at equal interval. We construct sequences of $T$ frames by sampling one frame from each segment. Since consecutive frames have little variation and provide redundant pose information, the sampled sequences can reduce the redundancy. Each segment has $M$ frames, so $t$-th segment $S_t$ has frames $\{F_1^t, F_2^t, ..., F_M^t\}$, where $F_m^t$ is $m$-th frame in the $t$-th segment. After applying the pose estimation algorithm to each frame $F_t^m$, we can obtain the confidence score $c_{ti}^m$ of each human joint $h_{ti}^m$, where $i = 1, ..., N$ and $N$ is the number of joints. Then, we select the frame with the highest sum of confidence scores in the estimated joints within a segment because the higher the sum is, the more accurately the human joints are detected. Finally, the sequence of the sampled frames is used directly to construct the human pose graph on both the spatial and temporal domains. The node set of our skeletal graph can be written as

$$V = \{v_t | v_t = h_{t_i}^{m*} , m^* = \arg \max_m \sum_{i}^N c_{ti}^m \}.$$  (5)

To demonstrate that our frame selection algorithm performs better than the existing sampling strategy, we conduct an ablation study in Section 4.2.1. As a result, OHA-GCN has a relatively complete form of graph that includes reliable joints.

4. Experiments

4.1. Datasets

The existing datasets [13, 28, 38] are not suitable for use in evaluating our framework to recognize the object-related actions in real-world scenes for two reasons. First, the existing datasets for skeleton-based action recognition were captured in constrained environments. These datasets acquired from sensors are limited to indoor environments. Therefore, the constrained datasets are insufficient for modeling realistic scenes because these datasets cover only a few variations in dynamic environments. Second, these datasets usually include one actor in each image, which is not reflective of the scenes from real-world surveillance. In our evaluation, instead of using the existing datasets, we use two realistic datasets captured in unconstrained real-world environments, which contain only raw video clips without skeleton data. The two datasets are described below.

IRD dataset: As for our own dataset, we have constructed an illegal rubbish dumping (IRD) dataset that contains videos from CCTV cameras. The dataset is used for the purpose of the general surveillance, especially monitoring illegal dumping. The original videos are about 10 minutes long, and the resolution of the original video is $1280 \times 720$ pixels (HD). We made, however, several video clips for annotations from the original videos by extracting the region of the event. Each video clip, averaging 690 frames in length, is divided into two classes: 1) a garbage dumping action and 2) a normal event. Humans tagged the ground truth, such as the person, the object the person carries, the start time of the action of dumping trash, and the end time. Unlike other existing datasets for skeleton-based action recognition, this dataset is not limited to indoor environments and captured in unconstrained environments. There is a wide variation of conditions in dynamic environments, including viewpoint changes, illumination variance, and occlusions. Most of all, this dataset is suitable for evaluating our method for recognizing object-related human actions. We made a total of 1374 video clips and use 1193 of them for training and 181 for validation.

ICVL-4 dataset: The ICVL dataset [15] includes dynamic sub-actions of multiple people at multiple locations in the surveillance scenes. The actions are divided into 13 categories. The dataset contains 497 original videos, and one actor who is one of the people appearing in the video is marked by three sub-actions. For example, one person in the surveillance scene is standing, walking, and smoking. The original video is divided into several video clips containing a single actor. We use only these specific classes related to object-related actions, such as phoning, smoking, texting, and pumping, which will be called ICVL-4 in this paper. The reason we choose the specific classes is that we have to verify the effectiveness of our method in recognizing object-related human actions. The evaluation using the entire class is meaningless, as the proposed strategies are the only major differences between previous skeleton-based approach and OHA-GCN. Therefore, we only conduct experiments with only the data from 4 classes, focusing on the object-related actions. A training set of 805 video clips and a validation set of 86 video clips are used for our experiments.

Both the IRD and ICVL-4 datasets provide only RGB video clips and action labels. As our approach for action recognition is based on the skeleton, we use the pose estimation algorithm [5] and our detection algorithm. Through the algorithms, 25 human joints are extracted, and the position of an object is obtained. There is a total of 26 nodes including both human joints and an object. We make each video clip as a $(3, T, 26)$ tensor, where the first dimension of the tensor represents 3 channels for the 2D coordinates $(x, y)$ and confidence scores. If more than two people exist in one video clip, we select the person with the highest sum of confidence scores as the actor for the recognition. $T$ is the length of the frames, and 26 is the number of nodes here.
We use the top-1 accuracy, which is a conventional evaluation method for both datasets.

### 4.2. Experimental result

#### 4.2.1 Ablation study

In the ablation study, we first investigate the role of the proposed strategy of selecting informative frames for skeleton-based action recognition. Second, we examine the strategy for how to connect the object to the human body in OHA-GCN in formulating object-related pose graphs. Finally, we verify the effectiveness of the object-related human pose in recognizing object-related actions. We will show improvement using the proposed components in our framework compared with the state-of-the-art method, ST-GCN [39], for skeleton-based action recognition.

**Frame selection strategies.** We compare the strategies of selecting frames on the IRD and ICVL-4 datasets: the proposed informative frame sampling and the existing uniform sampling. Informative samples are selected from the informative frame selection strategy, and uniform samples are obtained from the uniform sampling strategy used in ST-GCN [39]. The uniform sampling selects $T$ frames at the same interval from a video. The comparisons between uniform and informative samples are performed using the human pose (HP) stream and the object-related human pose with hands connection (OHP-hands) stream. Our results, as observed in Table 1, show that the informative frame selection is a better strategy than uniform sampling. In particular, the informative frame selection in HP stream achieves a 5.5% (on IRD) and a 8% (on ICVL-4) improvement compared to ST-GCN using uniform samples. We argue that the improved performance comes from building more meaningful graphs by ignoring redundant information and focusing on accurate poses. Our methods use the informative frame selection strategy for the following experiments.

**Graph construction strategies.** Approaches to connecting the object to the human body are explored empirically. ‘OHP-body’ indicates connections between all the human joints and the object; ‘OHP-limbs’ indicates connections between the human joints belonging to arms or legs and the object; ‘OHP-hands’ denotes connections between the human joints of both hands and the object. ‘OHP-body’ shows lower performance than ST-GCN because the graph structure becomes complex and introduces redundant information. It means that the more abstracted form the object-related pose graph takes, the better its performance. As shown in Table 1, ‘OHP-hands’ shows the best performance among all the strategies. We believe this result is reasonably good because object-related human actions usually occur in human hands. Consequently, we use the connections between human hands and an object in other experiments.

**HP stream and OHP stream.** We also compare the human pose stream with the object-related human pose stream in the Table 1. The method using the object-related poses with the uniform sampling strategy (OHP-hands stream + uniform samples) does not improve performance compared to the human poses (HP stream) with the same strategy (ST-GCN; HP stream + uniform samples). While, The usage of object-related poses with the informative frame selection (OHP-hands stream + informative samples) achieves a 2.2% (on IRD) and a 1.2% (on ICVL-4) improvements compared to ST-GCN. The improvement is minimal, however, in the case of ‘HP stream + informative samples’. This difference in the performances is the result of the fact that the frame selection strategy is more informative to the human pose graph than the object-related one. By combining the HP and OHP streams, the two-stream OHA-GCN achieves the best performance of a 80.11% and a 91.86% on the IRD and ICVL-4 datasets, respectively, which is a significant improvement over the state-of-the-art, ST-GCN for skeleton-based action recognition.

**Comparison with CNN methods using images**

Our method is compared with other CNN-based methods, evaluated on the ICVL-4 datasets. Baseline CNNs are models of RGB modality, using only RGB images as input for the network. In fact, this is not a fair comparison because our approach is based on pose modality while CNN methods are based on RGB modality. Still, we want to show

---

**Table 1. Ablation study of the proposed framework over the IRD and ICVL-4 datasets. The baseline of our approach is ST-GCN [39] which is the state of the art for the skeleton-based action recognition using GCN.**

| Method | IRD (%) | ICVL-4 (%) |
|--------|---------|------------|
| ST-GCN [39] (HP stream + uniform samples) | 74.03 | 80.23 |
| OHA-GCN (OHP-body stream + informative samples) | 71.27 | 72.09 |
| OHA-GCN (OHP-limbs stream + informative samples) | 73.48 | 76.74 |
| OHA-GCN (OHP-hands stream + uniform samples) | 74.59 | 79.06 |
| OHA-GCN (OHP-hands stream + informative samples) | 76.24 | 81.40 |
| OHA-GCN (HP stream + informative samples) | 79.56 | 88.37 |
| OHA-GCN (Two stream; HP + OHP-hands + informative samples) | 80.11 | 91.86 |

HP: Human Pose, OHP: Object-related Human Pose
Table 2. Accuracy and speed comparisons with the CNN-based methods using RGB image inputs on the ICVL-4 dataset.

| Method                      | Acc. (%) | Speed (ms) |
|-----------------------------|----------|------------|
| CNN (LeNet [21])           | 87.21    | 3.66       |
| CNN (VGG16 [31])           | 95.35    | 24.56      |
| CNN (ResNet50 [11])        | **96.51**| 17.26      |
| ST-GCN [39]                | 80.23    | 0.1321     |
| OHA-GCN (HP stream)        | 88.37    | **0.1306** |
| OHA-GCN (OHP stream)       | 81.40    | 0.1319     |
| OHA-GCN (Two Stream)       | 91.86    | 0.2447     |

|                | HP: Human Pose, OHP: Object-related Human Pose |

that even without the appearance information that is high dimensionality, our method can achieve a comparable performance. We establish baseline models whose architectures are LeNet [21], VGG16 [31], and ResNet50 [11], respectively. As shown in Table 2, the accuracy of our method is lower than some of CNN-based methods, as expected. This result is explained by the difference in the modalities. RGB modality has more information for actions while pose-based representation is a compressed representation of the human body. Still, we argue that our pose-based approach achieves not only fairly high performance but also faster speed than RGB-based models. To examine this argument, we perform speed comparisons with the RGB-based methods. The test is performed on GTX TITAN X GPU, and other details of our implemented environments are described in Section 4.3. Using the ICVL-4 datasets, we measure the average runtime that the networks take to process one frame. Our method can operate at around 3571 frames per second (FPS), much faster than the CNN-based methods. The LeNet works relatively quickly with light computation, but its accuracy is inferior to that of our method. The ResNet achieves better results than our methods, but cannot operate quickly due to heavy computation. Given these speed/accuracy trade-offs, our method has more advantages than other methods because it achieves the comparable results at high speed even without the RGB modality.

4.3. Applications

Not only do our methods show promising results, but they also open up the possibility of many applications, building a real-world surveillance system. As a number of people appear throughout the original video in both datasets, there are many actors and actions to be recognized. To prevent multiple people from obstructing an action of one actor in a video, we apply a tracking algorithm to extract the regions where a single person exists. For the tracking, we adopt the online tracking-by-detection method based on the Hungarian matching algorithm [42] using pose information. If more than two people overlap in one patch obtained from tracking, we use the person whose joints have the highest sum of confidence scores as an actor for action recognition.

To examine the real-time performance of our proposed method in the surveillance systems, we analyze the runtime of the overall pipeline. Our method has been implemented with Pytorch deep learning framework, and the runtime is measured on GTX TITAN X GPU and Intel Core i7-6700K 4.0Ghz. For applications in real-world surveillance, we also use tracking algorithms whose runtime is 12.87 ms using only CPU. In our evaluation on the IRD dataset, foreground detection [3] and object detection operate at up to 45.78 ms and 14.93 ms using only CPU, respectively. The frame size in the original video is 1920×1080, but we resize it to 656×368 which is the size recommended by OpenPose [3]. The pose estimation algorithm takes 74.62 ms using one GPU, 38.02 ms using two GPUs, and 20.92 ms using three GPUs. The overall pipeline, including the runtime of OHA-GCN, takes around 94.78 ms (10.6 FPS) on average, which can be applied to real-time monitoring. The experimental results and runtime analysis imply that our approach can be successfully implemented in real-world scenarios, achieving real-time performance.

5. Conclusion

Our main contributions are summarized as follows. First, we propose a new framework, object-related human action recognition (OHA-GCN), which uses the graphs of human poses and the object-related human poses to understand object-related human actions. Second, to overcome the difficulties of skeleton-based action recognition in real-world scenarios, we explore good strategies, including informative frame selection and construction of the object-related human poses. Third, we introduce a new dataset of illegal rubbish dumping (IRD), which compiles realistic data in unconstrained environments. Fourth, our framework can run in real time while achieving significantly better performance than the state-of-the-art algorithm for skeleton-based action recognition. It is noted that the proposed strategies offer meaningful insights into how to incorporate contextual information into human-object interaction recognition in the future.
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