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Abstract
The multivariate Alexander module of a link $L$ has several subsets that admit quandle operations defined using the module operations. One of them, the fundamental multivariate Alexander quandle, determines the link module sequence of $L$.
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1 Introduction

A classical link in $S^3$ is a union $L = K_1 \cup \cdots \cup K_\mu$ of finitely many, pairwise disjoint embedded copies of $S^1$. All our links are tame; that is, the embedding of each component knot $K_i$ is piecewise smooth. Also, all our links are oriented. A regular projection of a link $L$ in the plane has only finitely many singularities, all of which are transverse double points called crossings. A link diagram is obtained from a regular projection by removing two short segments from the underpassing arc at each crossing. The set of crossings of a diagram $D$ is denoted $C(D)$, and the set of connected components of $D$ is denoted $A(D)$; we refer to the elements of $A(D)$ as arcs of $D$. The component function $\kappa : A(D) \to \{1, \ldots, \mu\}$ is defined so that each arc $a \in A(D)$ is part of the image of $K_{\kappa(a)}$ in $D$.

Two links are equivalent or of the same type if there is an orientation-preserving autohomomorphism of $S^3$ that maps one link onto the other, preserving the link orientations. Equivalent links are represented by diagrams that are related to each other through the Reidemeister moves [12].

The purpose of this paper is to provide a new connection between two kinds of structures that provide link invariants, modules and quandles. Before describing this connection we recall some basic properties of these structures.

Quandles were introduced independently by Joyce [9] and Matveev [10], and several different modifications of the idea have proven useful in knot theory. A comprehensive, elementary presentation is provided by Elhamdadi and Nelson [6].
Definition 1. A quandle on a set $Q$ is specified by two binary operations, $\triangleright$ and $\triangleright^{-1}$, which satisfy the following formulas for all elements $x, y, z \in Q$.

(Q1) $x \triangleright x = x$

(Q2) $(x \triangleright y) \triangleright^{-1} y = x = (x \triangleright^{-1} y) \triangleright y$

(Q3) $(x \triangleright y) \triangleright z = (x \triangleright z) \triangleright (y \triangleright z)$

If $D$ is a diagram of a link $L$ then the fundamental quandle $Q(L)$ is the quandle generated by elements of $A(D)$, subject to the requirement that at each crossing of $D$ as indicated in Fig. 1, the relations $a_2 \triangleright a_1 = a_3$ and $a_3 \triangleright^{-1} a_1 = a_2$ hold. (Note that $a_2$ is on the right side of $a_1$, and $a_3$ is on the left.) Elementary arguments using the Reidemeister moves show that different diagrams of the same link type give rise to isomorphic fundamental quandles [6, 9, 10].

If $L = K_1 \cup \cdots \cup K_\mu$ then the Alexander module $M_A(L)$ is a module over the ring $\Lambda_\mu = \mathbb{Z}[t_1^{\pm 1}, \ldots, t_\mu^{\pm 1}]$ of Laurent polynomials in the variables $t_1, \ldots, t_\mu$, with integer coefficients. There are several ways to describe $M_A(L)$. One of the most familiar is the following presentation using generators and relations corresponding to the arcs and crossings of a diagram.

Let $D$ be a diagram of an oriented link $L$. Let $\Lambda_\mu^{A(D)}$ and $\Lambda_\mu^{C(D)}$ be the free $\Lambda_\mu$-modules on the sets $A(D)$ and $C(D)$, and let $\rho_D : \Lambda_\mu^{C(D)} \to \Lambda_\mu^{A(D)}$ be the $\Lambda_\mu$-linear map with

$$\rho_D(c) = (1 - t_{\kappa(a_2)})a_1 + t_{\kappa(a_1)}a_2 - a_3$$

whenever $c \in C(D)$ is a crossing of $D$ as indicated in Fig. 1.

Definition 2. If $D$ is a diagram of $L$, then the Alexander module $M_A(L)$ is the cokernel of $\rho_D$. That is, there is a surjection $\gamma_D : \Lambda_\mu^{A(D)} \to M_A(L)$ whose kernel is the image of $\rho_D$.

The maps $\rho_D$ and $\gamma_D$ (named for “relators” and “generators”) vary from one diagram to another, but up to isomorphism, $M_A(L)$ remains the same. An elementary proof of the invariance of $M_A(L)$ under the Reidemeister moves is given in Sec. 3.

The augmentation ideal $I_\mu$ is the ideal of $\Lambda_\mu$ generated by $t_1 - 1, \ldots, t_\mu - 1$. If $L$ is any $\mu$-component link then there is a $\Lambda_\mu$-linear epimorphism $\phi_L : M_A(L) \to I_\mu$; if $D$ is a diagram of $L$ then $\phi_L(\gamma_D(a)) = t_{\kappa(a)} - 1 \forall a \in A(D)$. This
epimorphism appears in the link module sequence

\[ 0 \to \ker \phi_L \xrightarrow{\psi} M_A(L) \xrightarrow{\phi_L} I_\mu \to 0, \]

where \( \psi \) is inclusion. The module \( \ker \phi_L \) is often called the Alexander invariant of \( L \). Link module sequences were introduced by Crowell \[1, 2, 3, 4, 5\]. We refer to Crowell’s papers and Hillman’s book \[8, Chap. 4\] for a thorough discussion.

The usual idea of an isomorphism of exact sequences involves isomorphisms between the modules that appear in the sequences, which combine to form a commutative diagram. For link module sequences, Crowell \[1\] required that the isomorphism between the two copies of \( I_\mu \) be the identity map.

Definition 3. (\[1\]) If \( L \) and \( L' \) are two links with the same number of components, then the link module sequences of \( L \) and \( L' \) are equivalent if there is a \( \Lambda_\mu \)-linear isomorphism \( f : M_A(L) \to M_A(L') \) such that \( \phi_L = \phi_L' f : M_A(L) \to I_\mu \).

Note that it is not necessary to explicitly require an isomorphism between \( \ker \phi_L \) and \( \ker \phi_L' \); such an isomorphism can be obtained from \( f \) by restriction.

Definition 4. Let \( \Lambda = \mathbb{Z}[t^\pm 1] \) be the ring of Laurent polynomials in the variable \( t \), with integer coefficients. If \( L \) is a link with a diagram \( D \) then the reduced Alexander module \( M_A^{\text{red}}(L) \) is the \( \Lambda \)-module obtained by setting all \( t_i = t \) in Definition \[2\]. The resulting surjection \( \Lambda^A(D) \to M_A^{\text{red}}(L) \) is denoted \( \gamma_D^{\text{red}} \).

If \( D \) is a diagram of a link \( L \) and \( I \) is the ideal of \( \Lambda \) generated by \( t - 1 \) then there is a reduced link module sequence,

\[ 0 \to \ker \phi_L^{\text{red}} \xrightarrow{\psi} M_A^{\text{red}}(L) \xrightarrow{\phi_L^{\text{red}}} I \to 0, \]

with \( \phi_L^{\text{red}}(\gamma_D^{\text{red}}(a)) = t - 1 \ \forall a \in A(D) \). The module \( \ker \phi_L^{\text{red}} \) is the reduced Alexander invariant of \( L \). The principal ideal \( I \) is a projective \( \Lambda \)-module – it is isomorphic to \( \Lambda \) – so all reduced link module sequences split. Consequently there is little reason to work with both the reduced Alexander module and the reduced Alexander invariant; most references focus on one or the other.

It is an unsurprising fact that when we pass to reduced Alexander modules, setting all \( t_i = t \) entails a significant loss of information.

Proposition 5. The link module sequence is a strictly stronger invariant than the reduced link module sequence. That is:

1. If two links have equivalent link module sequences, then they have equivalent reduced link module sequences.

2. If two links have equivalent reduced link module sequences, then they might not have equivalent link module sequences.

We guess that Proposition \[5\] is known, but we do not have a reference. A proof is given in Section \[7\].

The traditional way to associate quandles to Alexander modules involves applying the following easily verified observation to either the reduced Alexander module or the reduced Alexander invariant \[6, 9, 10\].
Proposition 6. If $M$ is a $\Lambda$-module, then there is a quandle structure on $M$ given by $x \triangleright y = tx + (1-t)y$ and $x \triangleright^{-1} y = t^{-1} \cdot (x + (t-1)y)$.

The quandles described in Proposition 6 are called Alexander quandles in the literature. We refer to them as standard Alexander quandles, to avoid confusion with the quandles described in Definition 9 below.

Proposition 7. Suppose $L$ is a link, and $\phi_L : M_A(L) \to I_\mu$ is the map appearing in the link module sequence of $L$. Then the quandle axioms (Q1) and (Q3) are satisfied by the operation on $M_A(L)$ defined by the formula

$$x \triangleright y = (\phi_L(y) + 1)x - \phi_L(x)y.$$ 

Proposition 8. Let $L$ be a link, and let

$$U(L) = \{x \in M_A(L) \mid \phi_L(x) + 1 \text{ is a unit of } \Lambda_\mu\}.$$ 

Then the operation $\triangleright$ of Proposition 7 defines a quandle structure on $U(L)$, with

$$x \triangleright^{-1} y = (\phi_L(y) + 1)^{-1} \cdot (x + \phi_L(x)y).$$

Definition 9. We call $U(L)$ the total multivariate Alexander quandle of $L$. If $D$ is a diagram of $L$ then the fundamental multivariate Alexander quandle $Q_A(L)$ is the minimal subquandle of $U(L)$ with $\gamma_D(a) \in Q_A(L) \forall a \in A(D)$.

Here are two remarks about Definition 9.

Remark 1. The $\triangleright$ and $\triangleright^{-1}$ operations of Propositions 7 and 8 are closely connected to the maps $\rho_D$ and $\gamma_D$ of Definition 2. If $c$ is a crossing with arcs indexed as in Fig. 1, then $\gamma_D \rho_D(c) = 0$ and $\kappa(a_2) = \kappa(a_3)$, so

\[
\gamma_D(a_2) \triangleright \gamma_D(a_1) = \gamma_D(a_2) \triangleright \gamma_D(a_1) - \gamma_D(\rho_D(c)) = (\phi_L(\gamma_D(a_1)) + 1) \gamma_D(a_2) - \phi_L(\gamma_D(a_2)) \gamma_D(a_1) - \gamma_D(a_1) - (1 - t_{\kappa(a_2)}) \gamma_D(a_1) - t_{\kappa(a_1)} \gamma_D(a_1) - (1 - t_{\kappa(a_2)}) \gamma_D(a_1) - t_{\kappa(a_1)} \gamma_D(a_1) + \gamma_D(a_3),
\]

and

\[
\gamma_D(a_3) \triangleright^{-1} \gamma_D(a_1) = \gamma_D(a_3) \triangleright^{-1} \gamma_D(a_1) + t_{\kappa(a_1)} \gamma_D(\rho_D(c)) = (\phi_L(\gamma_D(a_1)) + 1)^{-1} \cdot (\gamma_D(a_3) + \phi_L(\gamma_D(a_3)) \gamma_D(a_1)) + t_{\kappa(a_1)} \gamma_D(a_3) - \gamma_D(a_1) - t_{\kappa(a_1)} \gamma_D(a_1) - t_{\kappa(a_1)} \gamma_D(a_1) + t_{\kappa(a_1)} \gamma_D(a_3).
\]

Remark 2. We call $U(L)$ the total multivariate Alexander quandle of $L$. If $D$ is a diagram of $L$ then the fundamental multivariate Alexander quandle $Q_A(L)$ is the minimal subquandle of $U(L)$ with $\gamma_D(a) \in Q_A(L) \forall a \in A(D)$.
Remark 2. In general, the quandles \(U(L)\) and \(Q_A(L)\) are not standard Alexander quandles. For example, suppose \(D\) is a crossing-free diagram of the three-component unlink \(L_3^u = K_1 \cup K_2 \cup K_3\). Let \(A(D) = \{a_1, a_2, a_3\}\), with \(\kappa(a_i) = i\) for each \(i\). Then \(\gamma_D(a_i) \triangleright \gamma_D(a_j) = t_j \gamma_D(a_i) - (t_i - 1) \gamma_D(a_j)\) for \(1 \leq i, j \leq 3\), so we have

\[
\gamma_D(a_1) \triangleright (\gamma_D(a_2) \triangleright \gamma_D(a_3)) = \gamma_D(a_1) \triangleright (t_3 \gamma_D(a_2) - (t_2 - 1) \gamma_D(a_3)) = (t_3(t_2 - 1) - (t_2 - 1)(t_3 - 1) + 1) \gamma_D(a_1) - (t_1 - 1)(t_3 \gamma_D(a_2) - (t_2 - 1) \gamma_D(a_3)) = t_2 \gamma_D(a_1) - (t_1 - 1)t_3 \gamma_D(a_2) + (t_1 - 1)(t_2 - 1)\gamma_D(a_3),
\]

and

\[
(t_2 \gamma_D(a_1) - (t_1 - 1) \gamma_D(a_2)) \triangleright (t_3 \gamma_D(a_1) - (t_1 - 1) \gamma_D(a_3)) = (t_3(t_1 - 1) - (t_1 - 1)(t_3 - 1) + 1)(t_2 \gamma_D(a_1) - (t_1 - 1) \gamma_D(a_2)) = t_1(t_2 \gamma_D(a_1) - (t_1 - 1) \gamma_D(a_2)) - (t_1 - 1)(t_3 \gamma_D(a_1) - (t_1 - 1) \gamma_D(a_3)) = (t_1 t_2 - t_1 t_3 + t_3) \gamma_D(a_1) - t_1(t_1 - 1) \gamma_D(a_2) + (t_1 - 1)^2 \gamma_D(a_3).
\]

As \(C(D) = \emptyset\), \(\gamma_D : \Lambda_3^{A(D)} \to M_A(L_3^u)\) is an isomorphism. Therefore the calculations above imply that \(\gamma_D(a_1) \triangleright (\gamma_D(a_2) \triangleright \gamma_D(a_3)) \neq (\gamma_D(a_1) \triangleright \gamma_D(a_2)) \triangleright (\gamma_D(a_1) \triangleright \gamma_D(a_3))\). However the \(\triangleright\) formula of Proposition \(\text{[10]}\) implies that all standard Alexander quandles have \(x \triangleright (y \triangleright z) = (x \triangleright y) \triangleright (x \triangleright z)\ \forall x, y, z\). It follows that neither \(Q_A(L_3^u)\) nor \(U(L_3^u)\) is a standard Alexander quandle.

The quandles \(U(L)\) and \(Q_A(L)\) are link invariants:

**Proposition 10.** If \(D\) and \(D'\) are diagrams of the same link type, then the resulting \(U(L)\) quandles are isomorphic, and the resulting \(Q_A(L)\) quandles are isomorphic.

Notice that even though the component indices in \(L\) are used to define \(\phi_L\), the quandle structures of \(U(L)\) and \(Q_A(L)\) do not reflect the indices explicitly. That is, if \(L = K_1 \cup \cdots \cup K_\mu\) and \(L' = K'_1 \cup \cdots \cup K'_\mu\) are the same except for the indexing of their components, then \(U(L) \cong U(L')\) and \(Q_A(L) \cong Q_A(L')\). In contrast, the component indices are reflected in the elements of the coefficient ring \(\Lambda_\mu\), and (hence) in the modules that appear in the link module sequence. Our main theorem shows that aside from this lack of sensitivity to component indices, \(Q_A(L)\) is at least as strong an invariant as the link module sequence.

**Theorem 11.** Consider the following relations that might hold between invariants of two links \(L = K_1 \cup \cdots \cup K_\mu\) and \(L' = K'_1 \cup \cdots \cup K'_\mu\).

1. The fundamental quandles of \(L\) and \(L'\) are isomorphic.

2. The fundamental multivariate Alexander quandles of \(L\) and \(L'\) are isomorphic.
3. The components of $L$ and $L'$ can be indexed so that the link module sequences of $L$ and $L'$ are equivalent.

4. The total multivariate Alexander quandles of $L$ and $L'$ are isomorphic.

Then the implications $1 \implies 2 \implies 3 \implies 4$ hold.

At least two of the implications of Theorem 11 have false converses: $2 \not\implies 1$ and $4 \not\implies 3$. At the time of writing, we do not know whether $3 \implies 2$ is valid.

Proposition 5 and Theorem 11 give us the following.

Corollary 12. Multivariate Alexander quandles associated with multivariate Alexander modules are strictly stronger link invariants than standard Alexander quandles associated with reduced Alexander invariants or reduced Alexander modules.

Here is an outline of the paper. Propositions 7 and 8 are proven in Sec. 2, and Proposition 10 is proven in Sec. 3. In Sec. 4 we lay the groundwork for the proof of Theorem 11 by constructing a presentation of the module $M_A(L)$ that uses only information from the fundamental quandle $Q(L)$, and a related presentation that uses only information from $Q_A(L)$. The proof of Theorem 11 is completed in Sec. 5, and counterexamples to the converses of the implications $1 \implies 2$ and $3 \implies 4$ are given in Sec. 6. Proposition 5 is proven in Sec. 7. In Sec. 8 we discuss possible further developments involving the ideas of the paper.

2 Propositions 7 and 8

These two propositions hold in a more general setting. Suppose $R$ is a commutative ring with unity, $M$ is an $R$-module, and $\phi : M \to R$ is an $R$-linear map. For $x, y \in M$, let $x \triangleright y = (\phi(y) + 1)x - \phi(x)y$. Then the first and third quandle axioms hold:

(Q1) If $x \in M$, then $x \triangleright x = (\phi(x) + 1)x - \phi(x)x = x$.

(Q3) If $x, y, z \in M$, then

$$(x \triangleright y) \triangleright z = (\phi(z) + 1)(x \triangleright y) - \phi(x \triangleright y)z$$

$$= (\phi(z) + 1)((\phi(y) + 1)x - \phi(x)y) - \phi((\phi(y) + 1)x - \phi(x)y)z$$

$$= (\phi(z) + 1)(\phi(y) + 1)x + (\phi(z) + 1)(-\phi(x))y - ((\phi(y) + 1)\phi(x) - \phi(x)\phi(y))z$$

$$= (\phi(z) + 1)(\phi(y) + 1)x - (\phi(z) + 1)\phi(x) y - \phi(x)z.$$

\footnote{Several months after the present paper was completed, we were able to show that $3 \not\implies 2$ in Theorem 11. See the third paper in this series \cite{15} for details.}
and
\[(x \triangleright z) \triangleright (y \triangleright z) = ((\phi(z) + 1)x - \phi(x)z) \triangleright ((\phi(z) + 1)y - \phi(y)z)\]
\[= (\phi((\phi(z) + 1)y - \phi(y)z) + 1)((\phi(z) + 1)x - \phi(x)z)\]
\[- (\phi((\phi(z) + 1)x - \phi(x)z)((\phi(z) + 1)y - \phi(y)z)\]
\[= (\phi(y) + 1)((\phi(z) + 1)x - \phi(x)z) - \phi(x)((\phi(z) + 1)y - \phi(y)z)\]
\[= (\phi(y) + 1)(\phi(z) + 1)x + \phi(x)(-\phi(z) + 1) + (-\phi(x)(\phi(y) + 1) + \phi(x)(\phi(y)))z\]
\[= (\phi(y) + 1)(\phi(z) + 1)x - \phi(x)(\phi(z) + 1)y - \phi(x)z = (x \triangleright y) \triangleright z.\]

Now let \(U(\phi) = \{ x \in M \mid \phi(x) + 1 \) is a unit of \( R \} \), and for \( x, y \in U(\phi) \) let \( x \triangleright^{-1} y = (\phi(y) + 1)^{-1} \cdot (x + \phi(x)y) \). As \( \phi \) is \( R \)-linear,
\[\phi(x \triangleright y) = \phi((\phi(y) + 1)x - \phi(x)y) = (\phi(y) + 1)\phi(x) - \phi(x)\phi(y) = \phi(x) \]
and
\[\phi(x \triangleright^{-1} y) = (\phi(y) + 1)^{-1}(x + \phi(x)y) = (\phi(y) + 1)^{-1}(x + \phi(y)) = \phi(x).\]

It follows that \( U(\phi) \) is closed under both \( \triangleright \) and \( \triangleright^{-1} \). The proof is completed by verifying the second quandle axiom:

(Q2) If \( x, y \in U(\phi) \), then
\[ (x \triangleright y) \triangleright^{-1} y = (\phi(y) + 1)^{-1} \cdot (x \triangleright y + \phi(x \triangleright y)y) \]
\[= (\phi(y) + 1)^{-1} \cdot ((\phi(y) + 1)x - \phi(x)y + \phi((\phi(y) + 1)x - \phi(x)y)y) \]
\[= (\phi(y) + 1)^{-1} \cdot ((\phi(y) + 1)x + (-\phi(x) + (\phi(y) + 1)\phi(x) - \phi(x)\phi(y))y) \]
\[= (\phi(y) + 1)^{-1} \cdot ((\phi(y) + 1)x + 0y) = x \]
and
\[ (x \triangleright^{-1} y) \triangleright y = (\phi(y) + 1)(x \triangleright^{-1} y) - \phi(x \triangleright^{-1} y)y \]
\[= (\phi(y) + 1)(\phi(y) + 1)^{-1} \cdot (x + \phi(x)y) - \phi((\phi(y) + 1)^{-1} \cdot (x + \phi(x)y)y) \]
\[= x + \phi(x)y - (\phi(y) + 1)^{-1} \cdot (\phi(x) + \phi(x)\phi(y))y \]
\[= x + \phi(x)y - (\phi(y) + 1)^{-1} \cdot (1 + \phi(y))\phi(x)y = x.\]

\[\square\]

3 Invariance under the Reidemeister moves

In this section we prove that different diagrams of the same link type provide isomorphic multivariate Alexander quandles \( U(L) \) and \( Q_A(L) \). Along the way we also verify the well-known fact that different diagrams give rise to link module sequences that are equivalent, in the sense of Definition 6.

Let \( D \) be a diagram of a \( \mu \)-component link \( L \). To allow for hypothetical dependence on diagrams, we temporarily modify the notation used in the introduction: \( M_A(D) \) replaces \( M_A(L) \), \( U(D) \) replaces \( U(L) \), and so on. Let \( \Phi_D : \Lambda^{A(D)}_\mu \rightarrow I_\mu \) be the \( \Lambda_\mu \)-linear map with \( \Phi_D(a) = t_{\kappa(a)} - 1 \) for each \( a \in A(D) \). If
c is a crossing of D with arcs indexed as in Fig. 1 then \( \kappa(a_3) = \kappa(a_2) \). It follows that the image of the c generator of \( \Lambda_\mu^{C(D)} \) under the composition \( \Phi_D \rho_D \) is

\[
\Phi_D(\rho_D(c)) = (1 - t_{\kappa(a_2)}) \Phi_D(a_1) + t_{\kappa(a_1)} \Phi_D(a_2) - \Phi_D(a_3)
\]

\[
= (1 - t_{\kappa(a_2)})(t_{\kappa(a_1)} - 1) + t_{\kappa(a_1)}(t_{\kappa(a_2)} - 1) - (t_{\kappa(a_2)} - 1) = 0,
\]

so \( \Phi_D \) defines a \( \Lambda_\mu \)-linear map \( \Phi_D : M_A(D) \to I_\mu \) with \( \Phi_D(\gamma_D(a)) = \Phi_D(a) \) \( \forall a \in A(D) \). It is evident that \( \Phi_D \) and \( \phi_D \) are surjective.

**Proposition 13.** If \( D \) and \( D' \) are diagrams of the same link type then there is an isomorphism \( f : M_A(D) \to M_A(D') \) such that \( \phi_D = \phi_{D'} f \). Moreover, \( f \) restricts to quandle isomorphisms \( U(D) \cong U(D') \) and \( Q_A(D) \cong Q_A(D') \).

**Proof.** It suffices to verify the proposition if \( D' \) is obtained from \( D \) by applying a single Reidemeister move. We give details for one instance of each type of move, and leave it to the reader to consider other instances, obtained by reversing crossings or orientations.

\[
\begin{array}{c}
\text{Figure 2: An } \Omega.1 \text{ move.}
\end{array}
\]

Suppose \( D' \) is obtained from \( D \) by adding a single new crossing \( c_0 \) in an \( \Omega.1 \) move, as illustrated in Fig. 2. As \( \kappa(a_1) = \kappa(a_2) \), the image under \( \rho_{D'} \) of the \( c_0 \) generator of \( \Lambda_\mu^{A(D')} \) is \( t_{\kappa(a_1)}(a_2 - a_1) \). It follows that if \( F : \Lambda_\mu^{A(D')} \to \Lambda_\mu^{A(D)} \) is the \( \Lambda_\mu \)-linear surjection with \( F(a_1) = F(a_2) = a_1 \) and \( F(a) = a \) otherwise, then (i) \( F(\rho_{D'}(c)) = \rho_D(c) \) for every crossing \( c \neq c_0 \), (ii) \( F(\rho_{D'}(c_0)) = 0 \), and (iii) \( \Phi_{D'} = \Phi_D \). Hence \( F \) induces an isomorphism \( f \) between the cokernels of \( \rho_{D'} \) and \( \rho_D \), with \( \phi_{D'} = \phi_D f \). The equality \( \phi_{D'} = \phi_D f \) implies that \( f(U(D')) = U(D) \), and \( f \) defines a quandle isomorphism between \( U(D') \) and \( U(D) \). Notice moreover that \( f(A(D')) = A(D) \subset \Lambda_\mu^{A(D)} \); it follows that \( f(\gamma_{D'}(A(D'))) = \gamma_D(A(D)) \), so \( f(Q_A(D')) = Q_A(D) \).

Now, suppose \( D' \) is obtained from \( D \) by adding two new crossings in an \( \Omega.2 \) move, as in Fig. 3. The generators of \( \Lambda_\mu^{C(D')} \) corresponding to these new crossings are mapped by \( \rho_{D'} \) to the elements

\[
(1 - t_{\kappa(a_2)})a_1 + t_{\kappa(a_1)}a_2 - a_3 \quad \text{and} \quad (1 - t_{\kappa(a_2)})a_1 + t_{\kappa(a_1)}a_4 - a_3
\]

of \( \Lambda_\mu^{A(D')} \). It follows that if \( F : \Lambda_\mu^{A(D')} \to \Lambda_\mu^{A(D)} \) is the \( \Lambda_\mu \)-linear surjection with \( F(a_3) = (1 - t_{\kappa(a_2)})a_1 + t_{\kappa(a_1)}a_2 \), \( F(a_4) = a_2 \) and \( F(a) = a \) otherwise, then (i) \( F(\rho_{D'}(c)) = \rho_D(c) \) for every crossing \( c \) not pictured in Fig. 3, (ii) \( F(\rho_{D'}(c)) = 0 \) for both crossings pictured in Fig. 3, and (iii) \( \Phi_{D'} = \Phi_D F \). Again, we conclude that \( F \) induces an isomorphism \( f \) between the cokernels of \( \rho_{D'} \) and \( \rho_D \), with \( \phi_{D'} = \phi_D f \). And again, \( \phi_{D'} = \phi_D f \) implies that \( f(U(D')) = U(D) \).
Let $D$ and $D'$ be the diagrams on the left and right of Fig. 4 (respectively). The images under $\rho_D$ of the generators of $\Lambda_{\mu}^{C(D)}$ corresponding to the three pictured crossings of $D$ are

$$
\begin{align*}
\rho_1 &= (1 - t_{\kappa(a_2)})a_1 + t_{\kappa(a_1)}a_2 - a_3, \\
\rho_2 &= (1 - t_{\kappa(a_6)})a_1 + t_{\kappa(a_1)}a_6 - a_5, \text{ and} \\
\rho_3 &= (1 - t_{\kappa(a_4)})a_3 + t_{\kappa(a_3)}a_5 - a_4.
\end{align*}
$$

The images under $\rho_{D'}$ of the generators of $\Lambda_{\mu}^{C(D')}$ corresponding to the three pictured crossings of $D'$ are

$$
\begin{align*}
\rho'_1 &= (1 - t_{\kappa(a_2)})a_1 + t_{\kappa(a_1)}a_2 - a_3, \\
\rho'_2 &= (1 - t_{\kappa(a_4)})a_1 + t_{\kappa(a_1)}a_7 - a_4, \text{ and} \\
\rho'_3 &= (1 - t_{\kappa(a_6)})a_2 + t_{\kappa(a_2)}a_6 - a_7.
\end{align*}
$$

Let $F : \Lambda_{\mu}^{A(D)} \to \Lambda_{\mu}^{A(D')}$ be the $\Lambda_{\mu}$-linear map with $F(a) = a$ for $a \neq a_5$, and $F(a_5) = a_4 + t_{\kappa(a_1)}(a_6 - a_7)$. Then the image of $F$ includes every $a \neq a_7 \in A(D')$, because each such $a$ equals $F(a)$, and the image of $F$ also includes $F(t_{\kappa(a_1)}^{-1} \cdot (a_4 - a_5 + t_{\kappa(a_1)}a_6)) = a_7$. It follows that $F$ is surjective. In addition, $F$ is injective: if $x \neq 0 \in \Lambda_{\mu}^{A(D)}$ then either the $a_5$ coordinate of $x$ is nonzero, in which case the $a_7$ coordinate of $F(x)$ is nonzero, or else the $a_5$ coordinate of $x$ is 0, in which case $x$ and $F(x)$ are precisely the same as linear combinations of generators. We conclude that $F$ is an isomorphism of $\Lambda_{\mu}$-modules.

Notice that $\kappa(a_2) = \kappa(a_3)$ and $\kappa(a_4) = \kappa(a_5) = \kappa(a_6) = \kappa(a_7)$, so we have

$$
F(\rho_1) = \rho'_1, \\
F(\rho_2) = (1 - t_{\kappa(a_6)})a_1 + t_{\kappa(a_1)}a_6 - a_4 - t_{\kappa(a_1)}a_6 + t_{\kappa(a_1)}a_7 = \rho'_2, \text{ and} \\
F(\rho_3) = (1 - t_{\kappa(a_4)})a_3 + t_{\kappa(a_3)}(a_4 + t_{\kappa(a_1)}(a_6 - a_7)) - a_4 \\
= (t_{\kappa(a_4)} - 1)\rho'_1 + (1 - t_{\kappa(a_2)})\rho'_2 + t_{\kappa(a_1)}\rho'_3.
$$

It follows that $F(\Lambda_{\mu}^{C(D)}) = \rho_{D'}(\Lambda_{\mu}^{C(D')})$, so $F$ induces an isomorphism $f$ between the cokernels of $\rho_D$ and $\rho_{D'}$. The equation $\Phi_D = \Phi_{D'}F$ follows directly.
from the definition of $F$, and it implies that $\phi_D = \phi_{D'}f$. As in the first two cases, $\phi_{D'} = \phi_D f$ implies that $f(U(D)) = U(D')$, and $f$ defines a quandle isomorphism between $U(D)$ and $U(D')$.

In this case each of the sets $f\gamma_D(A(D))$, $\gamma_{D'}(A(D'))$ has one element that is not included in the other: $f\gamma_D(A(D))$ contains $f\gamma_D(a_5)$, and $\gamma_{D'}(A(D'))$ contains $\gamma_{D'}(a_7)$. Considering the element $\rho_5$ of the image of $\rho_{D'}$, we have

$$\gamma_{D'}(a_7) = (1 - t_{\kappa(a_6)})\gamma_{D'}(a_2) + t_{\kappa(a_2)}\gamma_{D'}(a_6) = \gamma_{D'}(a_6) \triangleright \gamma_{D'}(a_2) = f(\gamma_D(a_6) \triangleright \gamma_D(a_2)),$$

so $\gamma_{D'}(a_7) \in f(Q_A(D))$. And considering the element $\rho_2$ of the image of $\rho_{D'}$, we have

$$f\gamma_D(a_5) = \gamma_{D'}(a_4 + t_{\kappa(a_4)}(a_6 - a_7)) = \gamma_{D'}(t_{\kappa(a_4)}a_6 + (1 - t_{\kappa(a_4)})a_1),$$

so since $\kappa(a_4) = \kappa(a_6)$, $f(\gamma_D(a_5)) = \gamma_{D'}(a_6) \triangleright \gamma_{D'}(a_1) \in Q_A(D')$. It follows that $f(Q_A(D)) = Q_A(D')$.

\end{proof}

\section{Quandle-based presentations of $M_A(L)$}

Let $D$ be a diagram of a link $L$. The fundamental quandle $Q(L)$ is obtained by first constructing the set of all words obtained from elements of $A(D)$ using the binary operation symbols $\triangleright$ and $\triangleright^{-1}$, and then modding out by the equivalence relation generated by the quandle axioms (Q1), (Q2) and (Q3), along with the requirement that at each crossing of $D$ as illustrated in Fig.\ref{fig:4} $a_3 = a_2 \triangleright a_1$ and $a_2 = a_3 \triangleright^{-1} a_1$. Joyce \cite{Joyce} and Matveev \cite{Matveev} proved that up to isomorphism, the fundamental quandle is a link type invariant.

\begin{lemma}
There is a surjective quandle homomorphism $\sigma : Q(L) \rightarrow Q_A(L)$, which has $\sigma(a) = \gamma_D(a) \forall a \in A(D)$.
\end{lemma}

\begin{proof}
The fundamental quandle is the largest quandle generated by $A(D)$ that has $a_3 = a_2 \triangleright a_1$ and $a_2 = a_3 \triangleright^{-1} a_1$ at each crossing of $D$. The lemma follows, because $Q_A(L)$ is a quandle generated by $\gamma_D(A(D))$ and according to Remark \ref{rem:intro} of the introduction, $\gamma_D(a_3) = \gamma_D(a_2) \triangleright \gamma_D(a_1)$ and $\gamma_D(a_2) = \gamma_D(a_3) \triangleright^{-1} \gamma_D(a_1)$ at each crossing of $D$.
\end{proof}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{An $\Omega.3$ move.}
\end{figure}
Here is a standard definition.

**Definition 15.** An orbit in a quandle \( Q \) is an equivalence class of elements of \( Q \) under the equivalence relation defined by \( x \sim x \triangleright y \sim x \triangleright^{-1} y \ \forall x, y \in Q \).

**Lemma 16.** If \( L \) is a link then \( Q(L) \) has one orbit for each component of \( L \). The same holds for \( Q_A(L) \).

**Proof.** The quandle \( Q(L) \) is generated by \( A(D) \), so every orbit in \( Q(L) \) contains at least one element of \( A(D) \). For the same reason, every orbit in \( Q_A(L) \) contains at least one element of \( \gamma_D(A(D)) \).

Suppose \( a \in A(D) \) has \( \kappa(a) = k \). Every other arc \( a' \) with \( \kappa(a') = k \) is related to \( a \) under \( \sim \) in \( Q(L) \), because we can construct a sequence of \( \triangleright \) and \( \triangleright^{-1} \) operations in \( Q(L) \) that lead from \( a \) to \( a' \); we simply walk along \( K_k \) from \( a \) to \( a' \), and apply \( \triangleright \) or \( \triangleright^{-1} \) each time we pass from one arc to another, as dictated by the orientation of the overpassing arc. The same reasoning shows that a single orbit of \( Q_A(L) \) contains both \( \gamma_D(a) \) and \( \gamma_D(a') \).

It might seem possible that arcs from two different components of \( L \) could be related under \( \sim \) in \( Q(L) \) or \( Q_A(L) \). To guarantee that this is not the case, note that \( \phi_L \) is constant on each orbit in \( Q_A(L) \): if \( x, y \in Q_A(L) \) then

\[
\phi_L(x \triangleright y) = \phi_L((\phi_L(y)+1)x-\phi_L(x)y) = (\phi_L(y)+1)\phi_L(x)-\phi_L(x)\phi_L(y) = \phi_L(x)
\]

and

\[
\phi_L(x \triangleright^{-1} y) = \phi_L((\phi_L(y)+1)^{-1}(x+\phi_L(x)y)) = (\phi_L(y)+1)^{-1}\phi_L(x)(1+\phi_L(y)) = \phi_L(x).
\]

Each \( a \in A(D) \) has \( \phi_L(\gamma_D(a)) = t_{\kappa(a)} - 1 \), so if \( a \) and \( a' \) are arcs from different components of \( L \), then \( \phi_L(\gamma_D(a)) \neq \phi_L(\gamma_D(a')) \). Therefore \( \gamma_D(a) \) and \( \gamma_D(a') \) fall into different orbits in \( Q_A(L) \). As \( \sigma : Q(L) \to Q_A(L) \) is a quandle homomorphism with \( \sigma(a) = \gamma_D(a) \) and \( \sigma(a') = \gamma_D(a') \), it follows that \( a \) and \( a' \) fall into different orbits in \( Q(L) \).

The situation is quite different in the total multivariate Alexander quandle \( U(L) \). This quandle has infinitely many orbits, because there are infinitely many different \( \phi_L(x) \) values for \( x \in U(L) \), e.g. \(-1 \pm t_1^n\) for any integer \( n \).

The following notion will be useful.

**Definition 17.** A quandle word is a sequence of symbols, which can be constructed using these three rules.

- Any element \( a \in A(D) \) is a quandle word.
- If \( W_1 \) and \( W_2 \) are quandle words then so is \((W_1) \triangleright (W_2)\).
- If \( W_1 \) and \( W_2 \) are quandle words then so is \((W_1) \triangleright^{-1} (W_2)\). 
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Each quandle word is constructed in a unique way from the elements of \( A(D) \), using parentheses and the symbols \( \triangleright, \triangleright^{-1} \). We use \( x(W) \) to denote the element of \( Q(L) \) represented by \( W \). As the fundamental quandle \( Q(L) \) is generated by the elements of \( A(D) \), for each \( x \in Q(L) \) we may choose a quandle word \( W(x) \) such that \( x = x(W(x)) \), and \( W(x) \) is of the shortest possible length. In general this choice is not unique; there may be distinct quandle words of minimum length that equal \( x \) in \( Q(L) \). However the “shortest length” requirement does imply that \( W(a) = a \ \forall a \in A(D) \).

Each quandle word \( W \) has a well-defined interpretation as an element \( i(W) \in A^\mu(A(D)) \), obtained as follows. If \( W = a \in A(D) \), then \( i(W) = a \in A^\mu(A(D)) \). If \( W \) is \( W_1 \triangleright W_2 \), then

\[
i(W) = (\phi_L \gamma_D i(W_2) + 1) \cdot i(W_1) - \phi_L \gamma_D i(W_1) \cdot i(W_2)
\]

and if \( W \) is \( W_1 \triangleright^{-1} W_2 \), then

\[
i(W) = (\phi_L \gamma_D i(W_2) + 1)^{-1} \cdot (i(W_1) + \phi_L \gamma_D i(W_1) \cdot i(W_2)).
\]

As \( A^\mu(A(D)) \subseteq A^\mu_Q(A(D)) \), \( i(W) \) and \( x(W) \) are both images of \( W \) in \( A^\mu_Q(L) \). Our next lemma relates these two images to each other.

**Lemma 18.** Let \([S]\) denote the \( A^\mu \)-submodule of \( A^\mu_Q(L) \) generated by \( S = S_1 \cup S_2 \)

where

\[
S_1 = \{(\phi_L(\sigma(y)) + 1)x - \phi_L(\sigma(x))y - (x \triangleright y) \mid x, y \in Q(L)\}
\]

and

\[
S_2 = \{(\phi_L(\sigma(y)) + 1)^{-1} \cdot (x + \phi_L(\sigma(x))y) - (x \triangleright^{-1} y) \mid x, y \in Q(L)\}.
\]

Then every quandle word \( W \) has \( i(W) - x(W) \in [S] \).

**Proof.** Note first that the definition of \( i \) incorporates the formulas for \( \triangleright \) and \( \triangleright^{-1} \) in \( Q(A(L)) \), so an induction based on Lemma 14 tells us that every quandle word \( W \) has \( \gamma_D i(W) = \sigma(x(W)) \).

If \( W = a \in A(D) \) then the assertion of the lemma is obvious, as \( i(W) - x(W) = a - a = 0 \). The proof proceeds using induction on the length of \( W \).

If \( W = W_1 \triangleright W_2 \) and the lemma holds for \( W_1 \) and \( W_2 \), then

\[
i(W) - x(W) = (\phi_L \gamma_D i(W_2) + 1)i(W_1) - \phi_L \gamma_D i(W_1)i(W_2) - x(W_1 \triangleright W_2)
\]

\[
= (\phi_L \gamma_D i(W_2) + 1)i(W_1) - \phi_L \gamma_D i(W_1)i(W_2)
\]

\[
- (\phi_L \sigma x(W_2) + 1)x(W_1) + \phi_L \sigma x(W_1)x(W_2)
\]

\[
+ (\phi_L \sigma x(W_2) + 1)x(W_1) - \phi_L \sigma x(W_1)x(W_2) - x(W_1 \triangleright W_2)
\]

\[
= (\phi_L \sigma x(W_2) + 1) \cdot (i(W_1) - x(W_1))
\]

\[
- \phi_L \sigma x(W_1) \cdot (i(W_2) - x(W_2))
\]

\[
+ (\phi_L \sigma x(W_2) + 1)x(W_1) - \phi_L \sigma x(W_1)x(W_2) - x(W_1 \triangleright W_2),
\]
the sum of three elements of \([S]\).

If \(W = W_1 \triangleright^{-1} W_2\) and the lemma holds for \(W_1\) and \(W_2\), then

\[
i(W) - x(W) = \left(\phi_L \gamma_D i(W_2) + 1\right)^{-1} \cdot \left(\lambda i(W_1) + \phi_L \gamma_D i(W_2)\right) - x(W)
\]

\[
= \left(\phi_L \gamma_D i(W_2) + 1\right)^{-1} \cdot \left(\lambda i(W_1) + \phi_L \gamma_D i(W_2)\right)
\]

\[
- \left(\phi_L x(W_2) + 1\right)^{-1} \cdot \left(x(W_1) + \phi_L x(W_2)\right) + \left(\phi_L \sigma x(W_2) + 1\right)^{-1} \cdot \left(x(W_1) + \phi_L \sigma x(W_2)\right) - x(W_1 \triangleright^{-1} W_2)
\]

\[
= \left(\phi_L \sigma x(W_2) + 1\right)^{-1} \cdot \left(i(W_1) - x(W_1)\right) + \left(\phi_L \sigma x(W_2) + 1\right)^{-1} \cdot \left(x(W_1) + \phi_L \sigma x(W_2)\right) - x(W_1 \triangleright^{-1} W_2).
\]

Again, this is the sum of three elements of \([S]\). \(\square\)

**Corollary 19.** Let \(\hat{\sigma} : \Lambda_\mu^{Q(L)} \to M_A(L)\) be the \(\Lambda_\mu\)-linear map with \(\hat{\sigma}(x) = \sigma(x)\) \(\forall x \in Q(L)\). Then \(\hat{\sigma}\) is surjective and its kernel is \([S]\), the submodule of \(\Lambda_\mu^{Q(L)}\) mentioned in Lemma [13].

**Proof.** Notice that \(\Lambda_\mu^{A(D)} \subseteq \Lambda_\mu^{Q(L)}\), and \(\hat{\sigma}|_{\Lambda_\mu^{A(D)}} = \gamma_D\). As \(\gamma_D\) is surjective, it follows that \(\hat{\sigma}\) is surjective too.

Lemma [14] states that \(\sigma\) is a quandle homomorphism, so if \(x, y \in Q(L)\) then

\[
\hat{\sigma}\left(\left(\phi_L(\sigma(y)) + 1\right)x - \phi_L(\sigma(x))y - (x \triangleright y)\right) = \left(\phi_L(\sigma(y)) + 1\right)\sigma(x) - \phi_L(\sigma(x))\sigma(y) - \sigma(x \triangleright y) = \sigma(x) \triangleright \sigma(y) - \sigma(x \triangleright y) = 0,
\]

and

\[
\hat{\sigma}\left(\left(\phi_L(\sigma(y)) + 1\right)x + \phi_L(\sigma(x))y - (x \triangleright^{-1} y)\right) = \left(\phi_L(\sigma(y)) + 1\right)^{-1} \cdot \left(\sigma(x) + \phi_L(\sigma(x))\sigma(y)\right) - (x \triangleright^{-1} y).
\]

It follows that \(S \subseteq \ker \hat{\sigma}\). To complete the proof, we need to show that \(\ker \hat{\sigma}\) is contained in \([S]\).

Suppose \(z \in \ker \hat{\sigma}\). Then \(z\) is an element of \(\Lambda_\mu^{Q(L)}\), so

\[
z = \sum_{x \in Q(L)} z(x) = \sum_{x \in Q(L)} z(x)x(W(x))
\]

for some coefficients \(z(x) \in \Lambda_\mu\). Let

\[
z_1 = \sum_{x \in Q(L)} z(x)i(W(x)) \quad \text{and} \quad z_2 = \sum_{x \in Q(L)} z(x)(i(W(x)) - x(W(x))).
\]

We claim that \(z_1\) and \(z_2\) are both elements of \([S]\).
Notice that if $c$ is a crossing of $D$ with arcs indexed as in Fig. 1 then
\[ \rho_D(c) = (1 - t_{\kappa(a_2)})a_1 + t_{\kappa(a_1)}a_2 - a_3 \]
\[ = -\phi_L \sigma(a_2)a_1 + (\phi_L \sigma(a_1) + 1)a_2 - (a_2 \triangleright a_1) \]
is an element of $S$. It follows that $[S]$ contains $\rho_D(\Lambda^{C(D)}_\mu) = \ker \gamma_D$. As
\[ \gamma_D(z_1) = \sum_{x \in Q(L)} z(x) \gamma_D i(W(x)) = \sum_{x \in Q(L)} z(x) \sigma x(W(x)) \]
\[ = \hat{\sigma} \left( \sum_{x \in Q(L)} z(x)x(W(x)) \right) = \hat{\sigma}(z) = 0, \]
we deduce the claim that $z_1 \in [S]$. The claim that $z_2 \in [S]$ follows from Lemma 18 which tells us that $i(W(x)) - x(W(x)) \in [S]$ for every $x \in Q(L)$. The two claims imply that $z = z_1 - z_2 \in [S]$. □

Summarizing the discussion above, we have the following.

**Theorem 20.** Let $L = K_1 \cup \cdots \cup K_\mu$ be a link with fundamental quandle $Q(L)$. Then there are surjective functions $\kappa : Q(L) \to \{1, \ldots, \mu\}$ and $\hat{\sigma} : \Lambda^{Q(L)}_\mu \to M_A(L)$ with the following properties.

1. The orbits of $Q(L)$ are the sets $\kappa^{-1}(\{1\}), \ldots, \kappa^{-1}(\{\mu\})$.
2. The restriction $\sigma = \hat{\sigma}|Q(L)$ is a quandle homomorphism onto $Q_A(L)$.
3. For each $x \in Q(L)$, $\phi_L \sigma(x) = t_{\kappa(x)} - 1$.
4. The map $\hat{\sigma}$ is $\Lambda_\mu$-linear, and its kernel is the submodule of $\Lambda^{Q(L)}_\mu$ generated by $S = S_1 \cup S_2$, where
   \[ S_1 = \{t_{\kappa(y)}x + (1 - t_{\kappa(x)})y - (x \triangleright y) \mid x, y \in Q(L)\} \]
   and
   \[ S_2 = \{t^{-1}_{\kappa(y)}x + t^{-1}_{\kappa(y)}(t_{\kappa(x)} - 1)y - (x \triangleright^{-1} y) \mid x, y \in Q(L)\}. \]

Proof. Parts 1 and 2 follow directly from Lemmas 14 and 16. Part 3 is justified using ideas from the proof of Lemma 16 if $D$ is a diagram of $L$ and $x \in Q(L)$, then there is an $a \in A(D)$ that lies in the same orbit of $Q(L)$ as $x$; then $\phi_L \sigma(x) = \phi_L \sigma(a) = \phi_L \gamma_D(a) = t_{\kappa(a)} - 1$. The descriptions of the elements of $S_1$ and $S_2$ given in part 4 are obtained from the descriptions in Lemma 18 using the formula of part 3. □
The arguments in this section remain valid if they are modified by replacing everything in \( Q(L) \) with its image under \( \sigma \) in \( Q_A(L) \). For instance the map \( \sigma : Q(L) \to Q_A(L) \) is replaced by the identity map \( \text{id} : Q_A(L) \to Q_A(L) \), and if \( a \in A(D) \) appears in a quandle word \( W \) then \( \sigma x(W) \), the element of \( Q_A(L) \) represented by \( W \), involves \( \sigma(a) = \gamma_D(a) \) rather than \( a \) itself. We provide the modified statements of Lemma 18, Corollary 19 and Theorem 20 below, and leave it to the reader to adjust the details of the arguments.

**Lemma 21.** Let \( [S_A]\) denote the \( \Lambda_\mu \)-submodule of \( \Lambda^{Q_A(L)}_\mu \) generated by \( S_A = S_{A1} \cup S_{A2} \), where

\[
S_{A1} = \{(\phi_L(y) + 1)x - \phi_L(x)y - (x \triangleright y) \mid x, y \in Q_A(L)\}
\]

and

\[
S_{A2} = \{(\phi_L(y) + 1)^{-1}(x + \phi_L(x)y) - (x \triangleright^{-1} y) \mid x, y \in Q_A(L)\}.
\]

Then every quandle word \( W \) has \( \sigma i(W) - \sigma x(W) \in [S_A] \).

**Corollary 22.** Let \( \hat{\text{id}} : \Lambda^{Q_A(L)}_\mu \to M_A(L) \) be the \( \Lambda_\mu \)-linear map with \( \hat{\text{id}}(x) = x \forall x \in Q_A(L) \). Then \( \hat{\text{id}} \) is surjective and its kernel is \([S_A]\).

**Theorem 23.** Let \( L = K_1 \cup \cdots \cup K_\mu \) be a link with fundamental multivariate Alexander quandle \( Q_A(L) \). Then there are surjective functions \( \kappa : Q_A(L) \to \{1, \ldots, \mu\} \) and \( \hat{\text{id}} : \Lambda^{Q_A(L)}_\mu \to M_A(L) \) with the following properties.

1. The orbits of \( Q_A(L) \) are the sets \( \kappa^{-1}\{1\}, \ldots, \kappa^{-1}\{\mu\} \).
2. The restriction \( \text{id} = \hat{\text{id}}(Q_A(L)) \) is the identity map of \( Q_A(L) \).
3. For each \( x \in Q_A(L) \), \( \phi_L(x) = t_{\kappa(x)} - 1 \).
4. The map \( \hat{\text{id}} \) is \( \Lambda_\mu \)-linear, and its kernel is the submodule of \( \Lambda^{Q_A(L)}_\mu \) generated by \( S_A = S_{A1} \cup S_{A2} \), where

\[
S_{A1} = \{t_{\kappa(y)}x + (1 - t_{\kappa(x)})y - (x \triangleright y) \mid x, y \in Q_A(L)\}
\]

and

\[
S_{A2} = \{t_{\kappa(y)}^{-1}x + t_{\kappa(y)}(t_{\kappa(x)} - 1)y - (x \triangleright^{-1} y) \mid x, y \in Q_A(L)\}.
\]

**5 Proof of Theorem 11**

In this section we use the module presentations of Sec. 4 to verify the three implications of Theorem 11. Suppose \( L = K_1 \cup \cdots \cup K_\mu \) and \( L' = K'_1 \cup \cdots \cup K'_\mu' \) are links.

\( (1 \implies 2) \): Let \( f : Q(L) \to Q(L') \) be a quandle isomorphism. Let \( \hat{f} : \Lambda^{Q(L)}_\mu \to \Lambda^{Q(L')}_\mu \) be the isomorphism defined by \( f \). Also, let \( \kappa : Q(L) \to \)
The orbits of $Q(L)$ and $Q(L')$ are matched to each other by the isomorphism $f$, of course. It follows that $\mu = \mu'$, and we may reindex the components of $L = K_1 \cup \cdots \cup K_\mu$ so that $\kappa(x) = \kappa'(f(x)) \forall x \in Q(L)$. Then part 4 of Theorem 23 guarantees that $\tilde{f}(\ker \sigma) = \ker \tilde{\sigma}'$. Hence $\tilde{f}$ defines an isomorphism $\tilde{f} : M_A(L) \to M_A(L')$ of $\Lambda_\mu$-modules.

Suppose $y \in Q_A(L)$; then $y = \tilde{\sigma}(x)$ for some $x \in Q(L)$. As $\tilde{f}$ is defined by $\tilde{f}$, and $\tilde{f}$ in turn is defined by $f$, $\tilde{f}(y) = \tilde{f}(\tilde{\sigma}(x)) = \tilde{\sigma}'(f(x))$ is an element of $\tilde{\sigma}'(Q(L')) = Q_A(L')$. Conversely, if $y' \in Q_A(L')$ then $y' = \tilde{\sigma}'(f^{-1}(x'))$ for some $x' \in Q(L')$. Then $y' = \tilde{\sigma}'(f f^{-1}(x')) = \tilde{f}(\tilde{\sigma} f^{-1}(x'))$ is an element of $\tilde{f}(Q_A(L))$.

We conclude that $\tilde{f}(Q_A(L)) = Q_A(L')$. As $\tilde{f}$ is $\Lambda_\mu$-linear and the quandle operations of $Q_A(L)$ and $Q_A(L')$ are defined by the formulas of Propositions 7 and 8, $\tilde{f}$ restricts to a quandle isomorphism $Q_A(L) \to Q_A(L')$.

(2 $\implies$ 3): Suppose there is a quandle isomorphism $f : Q_A(L) \to Q_A(L')$. Let $\tilde{f} : \Lambda_\mu Q_A(L) \to \Lambda_\mu Q_A(L')$ be the isomorphism defined by $f$, and let $\kappa : Q_A(L) \to \{1, \ldots, \mu\}, \kappa' : Q_A(L') \to \{1, \ldots, \mu'\}$, $\tilde{\sigma} : \Lambda_\mu Q_A(L) \to \Lambda_\mu Q_A(L')$ be the surjections mentioned in Theorem 23.

The isomorphism $f$ matches the orbits of $Q_A(L)$ to the orbits of $Q_A(L')$, so $\mu = \mu'$. If necessary, we may reindex the components of $L = K_1 \cup \cdots \cup K_\mu$ so that $\kappa(x) = \kappa'(f(x)) \forall x \in Q(L)$. Then part 4 of Theorem 23 guarantees that $\tilde{f}(\ker \tilde{\sigma}) = \ker \tilde{\sigma}'$. Therefore $\tilde{f}$ defines an isomorphism $\tilde{f} : M_A(L) \to M_A(L')$ of $\Lambda_\mu$-modules.

As $\kappa(x) = \kappa'(f(x)) \forall x \in Q_A(L)$, each $x \in Q_A(L)$ has $\phi_L(x) = t_{\kappa(x)} - 1 = t_{\kappa'(f(x))} - 1 = \phi_{L'}(f(x))$. The module $M_A(L)$ is generated by $Q_A(L)$, so it follows that $\phi_L \tilde{f} = \phi_{L'}$. The isomorphism $\tilde{f}$ is $\Lambda_\mu$-linear and the quandle operations of $U(L)$ and $U(L')$ are given by the formulas of Propositions 7 and 8; it follows that $f$ defines a quandle isomorphism $U(L) \to U(L')$.

### 6 Counterexamples

In this section we provide counterexamples for the consequences of the implications 1 $\implies$ 2 and 3 $\implies$ 4 of Theorem 11.

Let $K$ be a knot with Alexander polynomial $1$. Two famous examples of such knots are the Conway and Kinoshita-Terasaka knots; there are infinitely many others (cf. [13, p. 167], for instance). Crowell [2] proved that for such a knot, the map $\phi_K : M_A(K) \to I_1$ is an isomorphism.

If $D$ is any diagram of $K$ then every $a \in A(D)$ has $\phi_K \gamma_D(a) = t_1 - 1$. As $\phi_K$ is an isomorphism, it follows that every $a \in A(D)$ has the same image under $\gamma_D$. Therefore $Q_A(K)$ has only one element.
We conclude that all knots with Alexander polynomial 1 have the same fundamental multivariate Alexander quandle, up to isomorphism. These knots are distinguished from each other by their fundamental quandles, of course \[9\] [10], so they demonstrate that condition 2 of Theorem [11] does not imply condition 1.

Now, let \(L_1\) and \(L_2\) be two-component links with homeomorphic exteriors and different Alexander polynomials. There are infinitely many such pairs, but we focus on the pair discussed by Rolfsen [13] ps. 195 and 196], which was also mentioned by Joyce [9]. With one choice of component indices, the Alexander polynomials of \(L_1\) and \(L_2\) are \(1+t_1t_2\) and \(1+t_1t_2\ (1+xy+1+x^3y, \text{in Rolfsen’s notation}). The difference between the Alexander polynomials guarantees that the Alexander modules of \(L_1\) and \(L_2\) are not isomorphic \(A_2\)-modules, even if the component indices in one link are reversed; it follows that \(L_1\) and \(L_2\) do not satisfy condition 3 of Theorem [11].

A homeomorphism between the link exteriors induces an isomorphism \(f: G_1 \to G_2\) between the groups of \(L_1\) and \(L_2\), and this \(f\) induces an isomorphism between the integral group rings of the abelianizations of \(G_1\) and \(G_2\). If both integral group rings are identified with \(\Lambda_2\) in the usual way, then this induced isomorphism becomes an automorphism \(g\) of \(\Lambda_2\) that is not the identity map; with one choice of component indices, the automorphism has \(g(t_1) = t_1\) and \(g(t_2) = t_2^2t_2\). The link module sequences of \(L_1\) and \(L_2\) are semilinearly isomorphic, with respect to this automorphism \(g\). That is to say, there is a map \(g': M_A(L_1) \to M_A(L_2)\) which is an isomorphism of abelian groups, such that \(g'(\lambda x) = g(\lambda)g'(x)\) and \(\phi_{L_2}g'(x) = g\phi_{L_1}(x)\ \forall \lambda \in \Lambda_2 \ \forall x \in M_A(L_1)\).

If \(x \in U(L_1)\) then \(\phi_{L_1}(x) + 1 = \pm t_1^m t_2^n\) for some integers \(m\) and \(n\). Therefore \(\phi_{L_2}g'(x) + 1 = g\phi_{L_1}(x) + 1 = \pm t_1^m t_2^n + 1\), so \(g'(x) \in U(L_2)\). Conversely, if \(g'(x) \in U(L_2)\) then \(\phi_{L_2}g'(x) + 1 = \pm t_1^m t_2^n + 1\) for some integers \(m\) and \(n\), so \(g\phi_{L_1}(x) + 1 = \pm t_1^m t_2^n = g(\pm t_1^{-m} t_2^n)\). As \(g\) is an automorphism of \(\Lambda_2\), it follows that \(\phi_{L_1}(x) + 1 = \pm t_1^{-m} t_2^n\), so \(x \in U(L_1)\). We conclude that \(g'\) maps \(U(L_1)\) onto \(U(L_2)\). Using the formulas for \(\triangleright\) and \(\triangleright^{-1}\) in Propositions [2] and [8] it follows that \(g'\) defines an isomorphism between the quandles \(U(L_1)\) and \(U(L_2)\). Thus \(L_1\) and \(L_2\) satisfy condition 4 of Theorem [11] but not condition 3.

7 Proposition [5]

Proving the first part of Proposition [5] is not difficult. If \(L\) and \(L'\) have equivalent link module sequences then there is an isomorphism \(f: M_A(L) \to M_A(L')\) with \(\phi_L = \phi_{L'}f\). An isomorphism \(f^{\text{red}}: M_A^{\text{red}}(L) \to M_A^{\text{red}}(L')\) with \(\phi_L^{\text{red}} = \phi_{L'}^{\text{red}}f^{\text{red}}\) is obtained directly from \(f\), by setting all \(t_i = t\) in matrices representing \(f\) and the \(\rho, \gamma\) maps of Definition [2]. (Equivalently, the functor \(\Lambda \otimes_{\Lambda_\mu} \cdot\) is applied to the whole situation.)

The second part of Proposition [5] is verified by exhibiting two links with inequivalent link module sequences, whose reduced link module sequences are equivalent. We do not know of a computer program, reference or web site for the link module sequences of individual links, so we provide a detailed account.
Let \( L \) be the split union of the knot \( 9_{46} \) and an unknot, with arcs and crossings in the diagram \( D \) indexed as in Fig. 5. We analyze the link module sequence of \( L \) by simplifying the Alexander module presentation given in Definition 2.

First, we eliminate six of the ten generators as follows.

\[
\begin{align*}
\text{using } \rho_D(c_7): & \quad t_1 \gamma_D(a_9) = (t_1 - 1) \gamma_D(a_1) + \gamma_D(a_3) \\
& \quad = (t_1^2 - 2t_1 + 1) \gamma_D(a_1) + (2t_1 - t_1^2) \gamma_D(a_2) + (t_1 - 1) \gamma_D(a_3) \\
\text{using } \rho_D(c_5): & \quad t_1 \gamma_D(a_7) = \gamma_D(a_2) + (t_1 - 1) \gamma_D(a_8) \\
& \quad = (t_1^2 - 2t_1 + 1) \gamma_D(a_1) + (2t_1 - t_1^2) \gamma_D(a_2) + (t_1 - 1) \gamma_D(a_3) \\
\text{using } \rho_D(c_4): & \quad \gamma_D(a_5) = (1 - t_1) \gamma_D(a_7) + t_1 \gamma_D(a_8) \\
& \quad = (t_1^{-1} - 1) t_1 \gamma_D(a_7) + t_1 \gamma_D(a_8) \\
& \quad = (t_1^{-1} - 3 + 2t_1) \gamma_D(a_1) + (2 - 2t_1) \gamma_D(a_2) + (2 - t_1^{-1}) \gamma_D(a_3) \\
\text{using } \rho_D(c_6): & \quad \gamma_D(a_6) = (1 - t_1) \gamma_D(a_7) + t_1 \gamma_D(a_3) \\
& \quad = (t_1^{-1} - 1) t_1 \gamma_D(a_7) + t_1 \gamma_D(a_3) \\
& \quad = (t_1^{-1} - 3 + 3t_1 - t_1^2) \gamma_D(a_1) + (2 - 3t_1 + t_1^2) \gamma_D(a_2) + (2 - t_1^{-1}) \gamma_D(a_3)
\end{align*}
\]

We conclude that \( M_A(L) \) is generated by \( \gamma_D(a_1), \gamma_D(a_2), \gamma_D(a_3) \) and \( \gamma_D(a_{10}) \).
subject to the relations $0 = \gamma_D \rho_D(c_2), 0 = \gamma_D \rho_D(c_3)$ and $0 = \gamma_D \rho_D(c_8)$:

$$0 = \gamma_D \rho_D(c_2) = (1 - t_1) \gamma_D(a_4) + t_1 \gamma_D(a_5) - \gamma_D(a_1)$$
$$= (1 - 5t_1 + 3t_1^2) \gamma_D(a_1) + (3t_1 - 3t_1^2) \gamma_D(a_2) + (2t_1 - 1) \gamma_D(a_3)$$
$$0 = \gamma_D \rho_D(c_3) = (1 - t_1) \gamma_D(a_5) + t_1 \gamma_D(a_4) - \gamma_D(a_6)$$
$$= (-1 + 3t_1 - 2t_1^2) \gamma_D(a_1) + (2t_1^2 - t_1) \gamma_D(a_2) + (-2t_1 + 1) \gamma_D(a_3)$$
$$0 = \gamma_D \rho_D(c_8) = (1 - t_1) \gamma_D(a_3) + t_1 \gamma_D(a_7) - \gamma_D(a_1)$$
$$= (t_1^2 - 2t_1) \gamma_D(a_1) + (2t_1 - t_1^2) \gamma_D(a_2)$$

Rewriting the presentation in terms of the generators $\gamma_D(a_1), x = \gamma_D(a_2) - \gamma_D(a_1), y = \gamma_D(a_3) - t_1 \gamma_D(a_2) + (t_1 - 1) \gamma_D(a_1)$ and $\gamma_D(a_10)$, we obtain the following relations.

$$0 = (2t_1 - t_1^2)x - (-2t_1 + 1)y$$
$$0 = (-2t_1 + 1)y$$
$$0 = (2t_1 - t_1^2)x$$

The first relation is redundant, so

$$M_A(L) \cong \Lambda_2 \oplus (\Lambda_2/(2t_1 - t_1^2)) \oplus (\Lambda_2/(2t_1 - 1)) \oplus \Lambda_2,$$  \hspace{1cm} (1)$$

with the four summands generated by $\gamma_D(a_1), x, y$ and $\gamma_D(a_{10})$ respectively.

The map $\phi_L$ is given by $\phi_L(\gamma_D(a_1)) = t_1 - 1, \phi_L(x) = \phi_L(\gamma_D(a_2) - \gamma_D(a_1)) = t_1 - 1 - (t_1 - 1) = 0, \phi_L(y) = \phi_L(\gamma_D(a_3) - t_1 \gamma_D(a_2) + (t_1 - 1) \gamma_D(a_1)) = t_1 - 1 - t_1(t_1 - 1) + (t_1 - 1)^2 = 0$ and $\phi_L(\gamma_D(a_{11})) = t_2 - 1$.

Now, let $L$ be the link with the diagram $E$ pictured in Fig. 6. This link was mentioned by Milnor [11]; a distinctive property is that all of its $\mu$-invariants equal 0.

Again, we analyze the Alexander module by simplifying the presentation from Definition 2. First, we eliminate six of the generators.

using $\rho_E(c_3) : \gamma_E(a_5) = (1 - t_1) \gamma_E(a_{11}) + t_2 \gamma_E(a_6)$
The generator $\gamma_E(a_3)$ is eliminated next.

using $\rho_E(c_9): \gamma_E(a_3) = (1-t_1)\gamma_E(a_2) + t_1\gamma_E(a_4)$

using $\rho_E(c_6): \gamma_E(a_7) = (1-t_1)\gamma_E(a_9) + t_2\gamma_E(a_6)$

using $\rho_E(c_8): t_1\gamma_E(a_{12}) = (t_2 - 1)\gamma_E(a_1) + \gamma_E(a_9)$

using $\rho_E(c_{10}): t_1\gamma_E(a_4) = (t_1 - 1)\gamma_E(a_6) + \gamma_E(a_5)$

using $\rho_E(c_{12}): t_1\gamma_E(a_8) = (t_1 - 1)\gamma_E(a_2) + \gamma_E(a_1)$

The Alexander module $M_A(M)$ is defined by the four remaining generators, $\gamma_E(a_2), \gamma_E(a_6), \gamma_E(a_9)$ and $\gamma_E(a_{11})$, and the four remaining crossing relations:

$$0 = \rho_E(c_1) = (1-t_2)\gamma_E(a_3) + t_1\gamma_E(a_{12}) - \gamma_E(a_{11})$$

using $\rho_E(c_6): \gamma_E(a_7) = (1-t_1)\gamma_E(a_9) + t_2\gamma_E(a_6)$

using $\rho_E(c_8): t_1\gamma_E(a_{12}) = (t_2 - 1)\gamma_E(a_1) + \gamma_E(a_9)$

using $\rho_E(c_{10}): t_1\gamma_E(a_4) = (t_1 - 1)\gamma_E(a_6) + \gamma_E(a_5)$

using $\rho_E(c_{12}): t_1\gamma_E(a_8) = (t_1 - 1)\gamma_E(a_2) + \gamma_E(a_1)$

The third and fourth relations are redundant, so $M_A(M)$ is generated by four elements, $\gamma_E(a_2), v = \gamma_E(a_9) - \gamma_E(a_{11}), w = \gamma_E(a_2) - \gamma_E(a_6)$ and $\gamma_E(a_9)$, subject to the relations $(t_1 + t_2 - t_1 t_2)v = 0$ and $(t_1 + t_2 - 1)w = 0$. That is,

$$M_A(M) \cong \Lambda_2 \oplus (\Lambda_2/(t_1 + t_2 - t_1 t_2)) \oplus (\Lambda_2/(t_1 + t_2 - 1)) \oplus \Lambda_2,$$

with the four summands generated by $\gamma_E(a_2), v, w$ and $\gamma_E(a_{10})$ respectively. Comparing (1) and (2), we see that $M_A(L)$ and $M_A(M)$ are non-isomorphic $\Lambda_2$-modules, and they remain non-isomorphic if the component indices in either link are reversed; but $M^\text{red}_A(L)$ and $M^\text{red}_A(M)$ are isomorphic $\Lambda$-modules. Moreover, $\phi_M(\gamma_E(a_2)) = t_1 - 1, \phi_M(v) = 0 = \phi_M(w)$ and $\phi_M(\gamma_E(a_9)) = t_2 - 1$, so the obvious isomorphism $f: M^\text{red}_A(L) \rightarrow M^\text{red}_A(M)$ has $\phi^\text{red}_M = \phi^\text{red}_Lf$.  

20
8 Conclusion

Here are five comments about the ideas we have presented.

1. After completing the present paper, we were able to verify that $3 \Rightarrow 2$ in Theorem [11][15]. That is, the classical theory involving the Alexander module and link module sequence is genuinely improved by incorporating $Q_A(L)$.

2. The multivariate Alexander modules of links have been thoroughly studied, but the theory is far from completely settled. For instance, it does not seem to be known whether it is possible for two links to have isomorphic Alexander modules but inequivalent link module sequences; and it does not seem to be known whether the elementary ideals of $M_A(L)$ are stronger or weaker invariants than the elementary ideals of $\ker \phi_L$. Perhaps quandle ideas can be used to address some of these outstanding problems.

3. The multivariate Alexander module is connected to many other link invariants, including the Arf invariant, elementary ideals, linking numbers, Milnor’s $\bar{\mu}$-invariants and signatures. (An invaluable survey of many of these connections is provided by Hillman [8].) Theorem [11] suggests that the connections between multivariate Alexander modules and other link invariants should extend to $Q_A(L)$ and (hence) $Q(L)$. As far as we know, the only such connection that has been explicitly described in the literature is the connection between linking numbers and quandle colorings, discussed by Harrell and Nelson [7].

4. $U(L)$ is much larger than $Q_A(L)$, and has many other subquandles. How are these subquandles related to each other? What do they tell us about $L$?

5. The fundamental quandles of links are complicated structures, difficult to investigate directly. A valuable strategy for dealing with this difficulty is to consider link colorings with values in smaller quandles, rather than working with fundamental quandles themselves. In the case of $Q_A(L)$, some of these quandle colorings have already been described indirectly, as colorings with domain $M_A(L)$ and values in smaller $\Lambda_{\mu}$-modules [14]. Perhaps these module-based colorings will be useful in addressing the issues mentioned in the first four comments.
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