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Abstract

We prove that homological mirror symmetry for very affine hypersurfaces respects certain natural symplectic operations (as functors between partially wrapped Fukaya categories), verifying conjectures of Auroux. These conjectures concern compatibility between mirror symmetry for a very affine hypersurface and its complement, itself also a very affine hypersurface. We find that the complement of a very affine hypersurface has in fact two natural mirrors, one of which is a derived scheme. These two mirrors are related via a non-geometric equivalence mediated by Knörrer periodicity; Auroux’s conjectures require some modification to take this into account. Our proof also introduces new techniques for presenting Liouville manifolds as gluings of Liouville sectors.

CONTENTS

1 Introduction ........................................................................................................... 2

1.1 Motivation and Background ........................................................................... 2

1.2 Statement of Results ....................................................................................... 3

1.3 Notation and Terminology .............................................................................. 5

1.3.1 A-side Definitions ....................................................................................... 5

1.3.2 B-side Definitions ....................................................................................... 6

1.3.3 An Example ................................................................................................ 7

1.3.4 Summary of Notation ................................................................................ 8

1.4 Summary of Methods ...................................................................................... 8

2 Gradings ................................................................................................................ 11

2.1 Matrix factorization categories ...................................................................... 11

2.2 Bigradings ....................................................................................................... 16

3 Gluing Diagrams .................................................................................................. 17

3.1 Liouville sectors for Laurent polynomials ....................................................... 17

3.2 Compatibility of Liouville structures ............................................................... 20

3.3 Sectorial Gluing ................................................................................................ 22

3.4 Mirror Symmetry ............................................................................................. 27
1 INTRODUCTION

1.1 MOTIVATION AND BACKGROUND

In some sense, homological mirror symmetry (HMS) is an under-specified problem: there may be many possible equivalences between two categories, some of which clearly involve making choices. For instance, many proofs of HMS proceed by matching endomorphism algebras of chosen collections of generators on the A-side and B-side. How do we nail down a particular distinguished HMS equivalence? One answer is that we should ask that HMS intertwines naturally-defined functors on the A-side and B-side. Such results have previously appeared in the literature: see for example [HH22, Han19, Nad19, Can20, HK21], and work in progress by Cannizzo-Azam-Lee-Liu; in addition, it has long been known (starting with [PZ98, Fuk02]) that mirror symmetry for abelian varieties respects monoidal structures.

The example that will be most relevant to us is mirror symmetry for anticanonical divisors in toric varieties: it is known by work of various authors [Abo06, Abo09, FLTZ12, Han19, Kuw20, Zho19] that for a toric Fano variety $X$ (satisfying some assumptions such as those listed in §1.3 below) there is a Landau-Ginzburg mirror $((\mathbb{C}^*)^n, f)$ so that there is a quasiequivalence

$$W((\mathbb{C}^*)^n, f) \simeq \text{Coh}(X), \quad (1)$$

where here $W$ denotes the (split-closure of the twisted complexes over the) partially-wrapped Fukaya category, Coh denotes the (dg-derived) category of coherent sheaves, and $f$ is a Laurent polynomial (see §1.3 for details). Moreover, it was shown [GS22, Zho20] using microlocal sheaf methods that the very affine hypersurface $H = f^{-1}(0)$ is mirror to the toric anticanonical divisor $i_D : D \hookrightarrow X$. Combined with the comparison theorem of [GPS24a, Theorem 7.22] between microlocal sheaves and the Fukaya category, this entailed an equivalence

$$W(H) \simeq \text{Coh}(D).$$

Moreover, there is a commutative diagram [GPS24a, Example 7.25]:

$$\begin{array}{ccc}
W(H) & \xrightarrow{\sim} & \text{Coh}(D) \\
\downarrow \cup & & \downarrow i_D^* \\
W((\mathbb{C}^*)^n, f) & \xrightarrow{\sim} & \text{Coh}(X),
\end{array} \quad (2)$$

where $\cup$ denotes the cup functor [Syl19b] (envisioned by Abouzaid-Ganatra [GPS24a]) and the bottom equivalence is the equivalence (1) from [Kuw20, Theorem 1.2] combined with the work
of [GPS24a]. This is the prototype of the theorems we prove: we show that homological mirror symmetry respects certain naturally defined functors on each side of mirror symmetry.

Auroux observed in [Aur18] that the complement $(\mathbb{C}^*)^n \setminus H$ is also a very affine hypersurface, mirror to the toric anticanonical divisor $Z$ inside the canonical bundle $K_X$. Our functoriality results show that the HMS equivalences of [GS22] intertwine symplectically-defined functors to and from $W((\mathbb{C}^*)^n \setminus H)$, with various pullback and pushforward maps coming from the algebraic geometry of the mirror $Z$. We shall say informally, that such functors correspond under mirror symmetry when a commutative diagram like (2) exists (with respect to specified mirror symmetry equivalences).

1.2 STATEMENT OF RESULTS

On the $A$-side of mirror symmetry, Auroux in [Aur18] sketches constructions of natural functors relating $W((\mathbb{C}^*)^n \setminus H)$ to $W(H)$ and $W((\mathbb{C}^*)^n, f)$:

- The (Z/2-graded) restriction functor $\rho : W((\mathbb{C}^*)^n \setminus H) \to W(H)$ which takes a Lagrangian in $(\mathbb{C}^*)^n \setminus H$ to its ‘ends’ along the removed fiber $H$ (Definition 4.2.3);
- The lifting functor $j : W(H) \to W((\mathbb{C}^*)^n \setminus H)$ which parallel transports a Lagrangian in $H$ along a ray from 0 to $\infty$ avoiding all of the critical values of $f$ (Definition 5.0.1);
- The wrapping at infinity functor $\alpha_\infty : W((\mathbb{C}^*)^n, f) \to W((\mathbb{C}^*)^n \setminus H)$ which turns on the wrapping around infinity (Definition 3.3.3, (1));
- The wrapping around $H$ functor $\alpha_0 : W((\mathbb{C}^*)^n, f) \to W((\mathbb{C}^*)^n \setminus H)$ which turns on the wrapping around the removed fiber $H$ (Definition 3.3.3, (2)).

We construct versions of these functors in detail in the sections below. Auroux conjectures that these functors should satisfy the relations

1. $\rho \circ \alpha_0 \simeq \cap$;
2. $\rho \circ \alpha_\infty \simeq 0$;
3. $\rho \circ j \simeq \text{id}$;

as well as the exact triangle

$$j \cap \xrightarrow{+1} \alpha_\infty \xrightarrow{} \alpha_0 .$$

Auroux then makes four conjectures about the above functors and their mirrors in algebraic geometry, which we recall here, indicating afterward the section of this paper in which each is discussed.

**CONJECTURE 1.2.1 ([Aur18])**. The following functors correspond under mirror symmetry:

1. (Conjecture 1.2) The functor $\rho$ is mirror to the quotient functor $q : \text{Coh}(Z) \to \text{Sing}(Z)$ composed with the Knörrer periodicity equivalence $\text{Sing}(Z) \to \text{Coh}(D)$ (§4);
2. (Conjecture 1.3 (1)) The functor $\alpha_0$ is mirror to $i_{X*}$ for the inclusion $i_X : X \to Z$ (§3);
3. (Conjecture 1.3 (2)) The functor $\alpha_\infty$ is mirror to $\pi^*_X$ for the projection $\pi_X: Z \to X$ ($\S$4);

4. (Conjecture, $\S$6.2) The functor $j$ is mirror to $j_D p_D^*(K_X^{-1}_D \otimes \cdot)$ for $j_D: K_X|_D \to Z$, $p_D: K_X|_D \to D$ the inclusion and projection respectively ($\S$5).

In this paper, we prove these conjectures, after suitably modifying them to take into account grading data. The main results of this paper can be summarized as follows:

**THEOREM.** Under the mirror symmetry equivalences of [Kuw20] and [GS22] as in Theorem 3.4.4, composed with the Knörrer periodicity equivalences of Theorem 2.1.16 and Lemma 2.1.7:

1. (Theorem 3.4.4, (2)) The functor $\alpha_0: \mathcal{W}((\mathbb{C}^*)^n, f) \to \mathcal{W}_\infty((\mathbb{C}^*)^n \setminus H)$ is mirror to $i_{X*}$ for the inclusion $i_X: X \to Z$;

2. (Theorem 4.2.1) The functor $\alpha_\infty: \mathcal{W}((\mathbb{C}^*)^n, f) \to \mathcal{W}_0((\mathbb{C}^*)^n \setminus H)$ is mirror to $\pi_X[1]$ for the projection $\pi_X: Z \to X$;

3. (Theorem 4.2.5) The functor $\rho: \mathcal{W}_0((\mathbb{C}^*)^n \setminus H) \to \mathcal{W}(H)$ is mirror to the quotient functor $q: \overline{\text{Coh}}(Z) \to \overline{\text{Sing}}(Z)$;

4. (Theorem 4.3.6) The graded lift of $\rho: \mathcal{W}_{0,\infty}((\mathbb{C}^*)^n \setminus H) \to \mathcal{W}(H)$ is (graded) mirror to the graded lift of $q: \overline{\text{Coh}}_{G_m}(Z) \to \overline{\text{Sing}}_{G_m}(Z)$;

5. (Theorem 5.0.2) The functor $j$ is mirror to $j_D p_D^*$ for $j_D: K_X|_D \to Z$, $p_D: K_X|_D \to D$ the inclusion and projection respectively.

and furthermore there is an exact triangle (Corollary 5.0.4):

$$\begin{array}{ccc}
\mathcal{W} & \xrightarrow{+1} & \mathcal{W}_\infty \\
\downarrow & & \downarrow \\
\mathcal{W}_{0,\infty} & \xrightarrow{\alpha_\infty} & \mathcal{W}_0
\end{array}$$

The definitions of the categories $\mathcal{W}_\infty$, $\mathcal{W}_0$, and $\mathcal{W}_{0,\infty}$ will be provided in $\S$1.3, while the bar over $\mathcal{W}, \overline{\text{Coh}}$ denotes the reduction of the grading mod $-2$.

**Remark 1.** Our functors differ from those defined by Auroux in [Aur18] by an application of the monodromy: Auroux defines $\alpha_0, \alpha_\infty$ so that the Lagrangians both begin parallel transport in the direction of negative real infinity in the base. Because we define $\alpha_0, \alpha_\infty$ as sectorial inclusions instead, the Lagrangians go directly towards negative and positive real infinity respectively (cf. [Aur18, Fig. 4]); this means that our results sometimes differ from the conjectures in [Aur18] by a tensor product with the canonical bundle $K_X$ (cf. Theorem 5.0.2) and a grading shift.

**Remark 2.** The hypotheses for the conjectures of [Aur18] are somewhat more general than our assumptions in $\S$1.3; in particular, Auroux does not assume that $X$ is Fano. While the work of [GS22] does extend to the non-Fano setting, there are interesting and subtle questions concerning different presentations of the skeleta that we do not address in this article. Hence there remain interesting open questions about the conjectures of [Aur18].
1.3 NOTATION AND TERMINOLOGY

1.3.1 A-SIDE DEFINITIONS

Suppose \( H \subseteq (\mathbb{C}^*)^n \) is a smooth algebraic hypersurface (a very affine hypersurface), and choose a Laurent polynomial \( f \) in \( n \) variables so that \( H = f^{-1}(0) \). We will write \( f \) in the form

\[
f(z) = \sum_{\alpha \in A} c_{\alpha} T^{\varphi(\alpha)} z^\alpha
\]

where \( A \subseteq \mathbb{Z}^n \) is the set of all multi-indices \( \alpha \) of monomials in \( f \); the \( c_{\alpha} \) are for the moment some arbitrary non-zero complex numbers; \( T \) is a small real number; and \( \varphi \) is a function \( A \to \mathbb{R} \). Let \( P \) be the polytope in \( \mathbb{R}^n \) given by the convex hull of \( A \); then we require the function \( \varphi \) to be the restriction of a convex piecewise-linear function on \( P \), whose maximal domains of linearity define a polyhedral decomposition of \( P \) whose vertices are exactly the points in \( A \).

We will further require \( f \) to satisfy the following conditions:

1. All of the non-zero points of \( A \) lie on the boundary of \( P \);
2. The polyhedral decomposition of \( P \) induced by \( \varphi \) is maximal (all the cells of the polyhedral decomposition are congruent to standard simplices under the action of \( \text{GL}_n(\mathbb{Z}) \));
3. The Laurent polynomial \( f \) has a constant term \( 0 \in A \), and it is a vertex of every maximal cell in the polyhedral decomposition.

These hypotheses will ensure that the mirror toric variety \( X \) is smooth and Fano. Moreover, the complement of the tropical amoeba \( \Pi_f \subseteq \mathbb{R}^n \) will have exactly one compact component by hypothesis (3), so that the mirror for \( z_0 f + 1 \) can be canonically identified with the canonical bundle \( K_X \), and all of the critical points of \( f \) can be made, by hypothesis (2), to live over an arbitrarily small neighbourhood of 1 by taking \( T \) sufficiently small [Aur18, Lemma 5.2]. Hypotheses (1) and (2) may be weakened if one is willing to work in the context of toric stacks as in [GS22]: we will remark on this below. We will take \( \varphi \) to be a generic small perturbation of the function \( \varphi(\alpha) = 1 \) for every \( \alpha \in A \setminus \{0\} \).

The complement of \( H \) can be considered as a very affine hypersurface in \( (\mathbb{C}^*)^{n+1} \) in one of two natural ways. It may be defined by either the Laurent polynomial \( \tilde{f}_0 = f + z_0^{-1} \) or by \( \tilde{f}_\infty = z_0 f + 1 \), where \( z_0 \in \mathbb{C}^* \) is the first factor in \( (\mathbb{C}^*)^{n+1} \). Of course, these are identical as algebraic varieties, and we shall call them \( (\mathbb{C}^*)^n \setminus H \). Consider \( \phi : (\mathbb{C}^*)^n \to \mathbb{R} \), \( \phi(z) = |\log(z)|^2 \) the standard Stein function on \( (\mathbb{C}^*)^n \); by restriction both \( H \) and \( (\mathbb{C}^*)^n \setminus H \subseteq (\mathbb{C}^*)^{n+1} \) have the structure of Stein manifolds, and thus Liouville manifolds, allowing us to talk about their wrapped Fukaya categories. Note that the Stein structure obtained by restricting \( \phi \) to \( (\mathbb{C}^*)^n \setminus H \) is simple Liouville homotopic (see Definition 3.1.4) to the Stein structures constructed in [Jef22, p.13] on the complement of a hypersurface in a Stein manifold.

For us, the difference between the spaces \( \{\tilde{f}_0 = 0\} \) and \( \{\tilde{f}_\infty = 0\} \) will be in the different grading/Maslov data — namely, a choice of trivialization of the canonical line bundle, which determines a \( \mathbb{Z} \)-grading on the Fukaya category — with which we equip them. Given a hypersurface \( H \subseteq (\mathbb{C}^*)^n \), a function \( f \) for which \( H = \{f = 0\} \) defines a trivialization \( \eta \) of the canonical bundle of \( H \): writing

\[
\Omega = \frac{dz_1}{z_1} \wedge \ldots \wedge \frac{dz_n}{z_n}
\]
for the standard holomorphic top form on $H$, we define define $\eta$ by the condition $\eta \wedge df = \Omega$. Similarly, $\tilde{f}_0$ and $\tilde{f}_\infty$ give trivializations $\eta_0, \eta_\infty$ of the canonical bundle of $(\mathbb{C}^*)^n \setminus H$. In concrete terms, $\eta_0$ will be obtained as the restriction $\Omega|((\mathbb{C}^*)^n \setminus H)$ while $\eta_\infty$ will be $f^{-1}\Omega|((\mathbb{C}^*)^n \setminus H)$. Note that $\eta_0$ therefore extends across the removed fiber $H$ while $\eta_\infty$ does not. Changing the gradings from $\eta_0$ to $\eta_\infty$ amounts to dividing $\eta_0$ by $f$. In terms of cohomology, this corresponds to twisting the trivialization $\eta_0$ by the class $[\arg(f)] \in H^1((\mathbb{C}^*)^n \setminus H; \mathbb{Z})$.

These two trivializations define two different $A_\infty$ categories, which we shall call $W_0((\mathbb{C}^*)^n \setminus H)$ and $W_\infty((\mathbb{C}^*)^n \setminus H)$. Note that these have different objects: not every Lagrangian in $(\mathbb{C}^*)^n \setminus H$ has a graded lift for both gradings. Alternatively, we can consider a graded $A_\infty$ category $W_{0,\infty}((\mathbb{C}^*)^n \setminus H)$, whose objects are restricted further to those that admit graded lifts for both of the gradings. There are of course other grading structures one could consider on $(\mathbb{C}^*)^n \setminus H$ but these are less natural from the $B$-side perspective.

Remark 3. It will be important to note that choosing a Laurent polynomial $f$ provides $H$ with a framing inside $(\mathbb{C}^*)^n$: horizontal lifts of $\partial_x, \partial_y \in T_0 \mathbb{C}$ provide a trivialization of the normal bundle of $H$ in $(\mathbb{C}^*)^n$.

We shall use the following terminology: a sectorial decomposition or sectorial gluing of a Liouville manifold $X$ is a sectorial hypersurface $F$ in $X$ so that $X$ is the union of two Liouville sectors $X_1, X_2 \subseteq X$ intersecting along their boundaries $\partial X_1 = \partial X_2 = F$. This is what is informally referred to as ‘sector gluing’ in [GPS24b, §11.2], analogous to the gluing of Liouville pairs in [GPS24b, (12.17)]. See §3.1 for our setup concerning the Liouville sector $(X,W)$ associated to a holomorphic function $W : X \to \mathbb{C}$ on a Stein manifold $X$ (Definition 3.1.7).

1.3.2 B-SIDE DEFINITIONS

In the above, the boundary of the polytope $P$ has a polyhedral decomposition; let $\Sigma_X$ be the toric fan of cones on the faces of this polyhedral decomposition. The rays of this fan are generated by the vectors in $A \subseteq \mathbb{Z}^n$. Let $X$ be the associated complex toric variety; let $i_D : D \to X$ be the inclusion of the toric anticanonical divisor, which is the zero-locus of a section $s$ of the anticanonical bundle $\mathcal{K}_X^{-1}$. We use $\mathcal{K}_X$ to denote the canonical bundle of $X$ as a sheaf on $X$ and we will denote the total space of the canonical bundle by $K_X$; this is also a toric variety with fan $\tilde{\Sigma}_X \subseteq \mathbb{R}^{n+1}$ whose rays are generated by $(1,-\alpha)$ for $\alpha \in A$, and where $(1,-\alpha_i)$ span a cone if and only if the $\alpha_i$ span a cell of the polyhedral decomposition of the polytope $P$ induced by $\varphi$. Moreover let $\tilde{S}$ denote the toric anticanonical divisor inside $X \times \mathbb{A}^1$ and write $\hat{Z}$ for the toric anticanonical divisor inside $K_X \times \mathbb{A}^1$ (the ‘grand anticanonical divisor’ inside the canonical bundle of the canonical bundle). Also, let $X \times \mathbb{A}^1[-1]$ denote the derived scheme where $\mathbb{A}^1[-1] = \text{Spec } \mathbb{C}[t]$ where $t$ has degree $-1$. We will use $\hat{Z}$ to denote the derived scheme obtained by the gluing of $X \times \{0\}$ along $D$ to $D \times \mathbb{A}^1[-1]$. Under hypotheses (1) and (2) above, $X$ must be smooth so all non-zero sections of $\mathcal{K}_X^{-1}$ will be regular.

Remark 4. Hypothesis (2) can be weakened to require only that cells of the polyhedral decomposition are simplices, not necessarily of minimal volume. Given a fan $\Sigma_X$ and a choice of generator $\alpha$ for each ray, we can associate a toric (Deligne-Mumford) stack $X$ [BCS05]. The simplicial hypothesis guarantees that the stack $X$ will be smooth. The homological mirror symmetry theorem of [GS22] is stated under this condition, and we expect that all of the results of this paper continue to hold in the stacky case.
In addition to the usual derived categories of coherent sheaves $\text{Coh}(X), \text{Coh}(D)$, we have various categories of sheaves associated to a smooth complex quasi-projective variety $X$ with a regular function $W : X \to \mathbb{C}$ with a single critical fiber $X_0$ over $0$:

- the matrix factorization category $\text{Coh}(X, W)$ (Definition 2.1.2);
- the singularity category $\text{Sing}(X_0)$ (Definition 2.1.1).

If moreover we have an affine algebraic group $G$ acting on $X$, and $\chi$ is a character of $G$ so that $W$ is $\chi$-semi-invariant, then we also have:

- the category of graded matrix factorizations $\text{Coh}_G(X, W)$ (Definition 2.1.3);
- the equivariant singularity category $\text{Sing}_G(X_0)$ (Definition 2.1.4).

where the character $\chi$ is left implicit.

Throughout, all dg/$A_\infty$ categories will be taken to be $\mathbb{C}$-linear (equipped as usual with their internal/cohomological $\mathbb{Z}$-grading); by a graded dg category (or $A_\infty$ category), we shall mean a dg category equipped with an additional $\mathbb{Z}$-grading: in other words, a grading on a dg category is a $\text{Coh}(B\mathbb{G}_m)$-linear structure. A 2-periodicity structure on a dg category is a choice of $\mathbb{C}((\beta))$-linear structure, where $|\beta| = 2$; a 2-periodic dg category will be one that admits a 2-periodicity structure. Equivalently, localizing this $\mathbb{C}((\beta))$-linear dg category at the natural transformation $\beta$ gives a differential $\mathbb{Z}/2$-graded category. For an $A_\infty$ category, reducing the homological grading mod-2 yields a $\mathbb{C}((\beta))$-linear $A_\infty$ category; we shall use a bar to denote the reduction of the homological grading mod-2: for instance, $\overline{W}_0((\mathbb{C}^*)^n \setminus H)$ and $\overline{\text{Coh}}(Z)$. Equivalences of $A_\infty$ categories in particular descend to the level of $\mathbb{C}((\beta))$-linear $A_\infty$ categories by reducing the grading mod-2.

In the following, for a variety $X$, $\text{Coh}(X, 0)$ will denote the matrix factorizations of zero, that is, a $\mathbb{C}((\beta))$-linear version of the category of coherent sheaves $\text{Coh}(X)$. As we will explain in §2.1, we can recover the $\mathbb{C}$-linear dg category $\text{Coh}(X)$ as a category of graded matrix factorizations of zero; we will denote this latter category as $\text{Coh}_{\mathbb{G}_m}(X, 0)$. The geometric meaning of this $\mathbb{G}_m$ action will be explained in §2.1.

**Remark 5.** Henceforth all of the functors below will be $\mathbb{Z}$-graded functors between $\mathbb{Z}$-graded categories (i.e. dg-functors between dg categories), unless otherwise stated. We will use the definition of the (partially) wrapped Fukaya category from [GPS20], denoted there as $W$. For us, $W$ will instead denote the split-closure of the $A_\infty$ category of twisted complexes over this (partially) wrapped Fukaya category; $\text{Coh}$ will denote the dg-derived category of coherent sheaves. All functors are derived, and all colimits are to be understood in the appropriate homotopical sense.

### 1.3.3 AN EXAMPLE

In this short subsection, we consider the example of $H = \{-1\}$. We hope that even though this example is simple it will help the reader keep track of the various spaces and functors involved. On the $B$-side we can identify

- $X = \text{Spec}(\mathbb{C}[x])$;
- $K_X = \text{Spec}(\mathbb{C}[x, y])$;
- $\mathbb{A}^1[-1] = \text{Spec}(\mathbb{C}[t]), |t| = -1$. 
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On the $A$-side, there are two different holomorphic functions, $f = z + 1$ and $1/f$, on the pair of pants $\Pi_1 = \mathbb{C}^* \setminus H$. In this case, the two corresponding choices of gradings can be easily described:

$$\eta_0 = \frac{dz}{z}, \quad \eta_\infty = \frac{dz}{z(z + 1)}$$

For $\eta_0$, the simple clockwise Reeb orbit around $-1$ will have degree 2, while those around the other two punctures will have degree 0. The situation is reversed for $\eta_\infty$, where the simple clockwise Reeb orbit around $\infty$ will have degree 2. We hope that this goes some way towards explaining our choice of notation.

This example is discussed further in §5.1.

### 1.3.4 SUMMARY OF NOTATION

We list here for the reader’s convenience all the morphisms of schemes we use: first the inclusions:

- $i_D : D \to X$; $i_Z : Z \to K_X$; $i_{\tilde{Z}} : \tilde{Z} \to X \times \mathbb{A}^1[-1]$, $i_{Z} : \hat{Z} \to K_X \times \mathbb{A}^1$, $i_X : X \to Z$, $i_{\tilde{X}} : X \to \tilde{Z}$;
- $j_D : K_X|_D \to Z$; $j_{\tilde{D}} : D \times \mathbb{A}^1[-1] \to \tilde{Z}$; $j_Z : Z \times \mathbb{A}^1[-1] \to \hat{Z}$; $j_{Z} : K_X \times \mathbb{A}^1|_Z \to \hat{Z}$;
- $\iota_{D} : D \to D \times \mathbb{A}^1[-1]$; $\iota_{D} : D \to K_X|_D$; $\iota_{Z} : Z \to Z \times \mathbb{A}^1[-1]$; $\iota_{Z} : \tilde{Z} \to K_X \times \mathbb{A}^1|_Z$;
- $\iota_X : X \to K_X$; $\iota_{\tilde{X}} : X \to X \times \mathbb{A}^1[-1]$; $\iota_{K_X} : K_X \to K_X \times \mathbb{A}^1[-1]$; $\iota_{X \times \mathbb{A}^1[-1]} : X \times \mathbb{A}^1[-1] \to K_X \times \mathbb{A}^1[-1]$.

and the projections:

- $p_D : K_X|_D \to D$; $p_{\tilde{D}} : D \times \mathbb{A}^1[-1] \to D$; $p_Z : Z \times \mathbb{A}^1[-1] \to Z$; $p_{\tilde{Z}} : K_X \times \mathbb{A}^1|_Z \to \tilde{Z}$;
- $\pi_X : K_X \times \mathbb{A}^1[-1] \to K_X$; $\pi_{\tilde{X}} : K_X \times \mathbb{A}^1[-1] \to X \times \mathbb{A}^1[-1]$; $\pi_X : Z \to X$, $\pi_{\tilde{X}} : \tilde{Z} \to X$.

and analogously for the classical scheme $\tilde{S}$.

### 1.4 SUMMARY OF METHODS

In this section, we will give a somewhat heuristic overview of some of the main techniques used in this paper. The first is the homotopy pushout theorem for wrapped Fukaya categories of [GPS24b, Theorem 1.28], and the corresponding proper descent theorem for categories of coherent sheaves of [GR17a, Proposition 4.7.2.2]. The two presentations of $(\mathbb{C}^*)^n \setminus H$, as $\tilde{f}_0 = 0$ or $\tilde{f}_\infty = 0$, naturally give rise to two (singular) symplectic fibrations over $\mathbb{C}$, given by $f$ and $1/f$, and two corresponding presentations of $(\mathbb{C}^*)^n \setminus H$ as the gluing of Liouville sectors; these in turn correspond to the decompositions of the two mirror spaces $\tilde{Z}$ and $Z$ into their irreducible components. This kind of gluing argument was envisioned in [Aur18, Remark 1.5]. However, this symplectic gluing is difficult to realize.

Given a polynomial function $W : X \to \mathbb{C}$ on an affine variety $X$ with Stein function $\phi : X \to \mathbb{R}$, the real hypersurface $F = \{\text{Re}(W) = C\}$ should be the prototypical example of a sectorial hypersurface, presenting $X$ as the sectorial gluing of the two sectors $\{\text{Re}(W) \leq C\}$ and $\{\text{Re}(W) \geq C\}$ along $F$. While $F$ satisfies the second condition of [GPS20, Definition 1.2] with the function $I = \text{Im}(W)$, implicit in this definition is that $F$ be tangent to the Liouville vector field of $X$ at
infinity. This condition is in general impossible to ensure, even after a deformation of the Liouville structure on $X$. Criteria under which such a simple Liouville deformation exists will appear in future work of the second author and collaborators. Here we describe an alternative construction that will yield the same results (§3).

Instead of rectifying the Liouville structure along the entire hypersurface $F$, we may apply a result of Sylvan [Syl19a, Prop 2.6] to produce a neighbourhood of a fiber of $W$ near infinity with a standard Liouville form. If we let $H = W^{-1}(R_1) \cap \{ \phi \leq R_2 - \varepsilon \}$ then this proposition gives us for some $\rho > 0$ (and sufficiently large $R_1, R_2$) a standard Liouville neighborhood $U$ of $H$ of the form $(\hat{H} \times \{ z \in \mathbb{C} : \text{Re}(z) > -\rho \}, \lambda_{\hat{H}} + \lambda_{\text{std}}^z)$, properly embedded inside the completion $\hat{X}$ (see Figure 1). The reader is warned that the projection $z : U \to \mathbb{C}$ need not be compatible with the original map $W : X \to \mathbb{C}$ (though the fibers of $z$ will be isotopic to fibers of $W$). We now have a sectorial hypersurface $\{ \text{Re}(z) = 0 \} \subseteq U$ properly embedded inside $X$. In our setting, with $W = f$, this simply presents $(\mathbb{C}^*)^n$ as the trivial gluing of $((\mathbb{C}^*)^n, f)$ to $(H \times \mathbb{C}, z)$. Removing the hypersurface $H$ instead inside the neighbourhood $U$ allows us to present $(\mathbb{C}^*)^n \setminus H$ as the sectoral gluing of $((\mathbb{C}^*)^n, f)$ to $(H \times \mathbb{C}^*, z)$ (Proposition 3.3.1).

The same argument cannot work for the function $1/W : X \to \mathbb{C}$ as $1/W$ is not defined everywhere on $X$ (and is no longer a polynomial). We may instead build the sectorial decomposition of $X$ induced by $1/W$ by ‘swapping zero and infinity’ in the sectorial decomposition of $X$ induced by $W$. In more precise terms, this means starting with our previous construction and applying an isotopy of the fiber $H$ given by the global monodromy of $f$. By applying uniqueness results of [GPS20], one may see that it is always possible to find a corresponding family of sectorial hypersurfaces ‘following’ the isotopy. The resulting sectorial decomposition presents $(\mathbb{C}^*)^n \setminus H$ as the sectoral gluing of $((\mathbb{C}^*)^n, f)$ to a $H$-bundle over $\mathbb{C}^*$ twisted by the global monodromy of $f$ (see Figure 6, Proposition 3.3.2).

The second main technique we use in this paper is derived Knörrer periodicity for gauged LG models (as in [Hir17]). While the sectorial gluing of $(\mathbb{C}^*)^n \setminus H$ induced by $1/f$ corresponds under mirror symmetry to the $B$-side gluing of $Z$ from its irreducible components (Theorem 3.4.4), on the other hand, the unusual grading $\eta_0$ means the sectorial decomposition of $(\mathbb{C}^*)^n \setminus H$ induced by $f$ induces an equivalence between the wrapped Fukaya category of $(\mathbb{C}^*)^n \setminus H$ with grading $\eta_0$ and coherent sheaves on the derived scheme $\tilde{Z}$. To relate this back to the original mirror symmetry conjectures of [Aur18] for $Z$, we need an equivalence between $\text{Coh}(Z)$ and $\text{Coh}(\tilde{Z})$. These two schemes are related by a combination of Koszul duality and derived Knörrer periodicity: the two schemes have a common Knörrer stabilization, to a category of (graded) matrix factorizations of $syz$ on $K_X \times A^1$, where $y, z$ denote the coordinates on the fiber of $K_X$ and $A^1$ respectively (Proposition 2.1.16). This equivalence between $\text{Coh}(Z)$ and $\text{Coh}(\tilde{Z})$ has surprising properties that make it the algebraic analog of passing from $f$ to $1/f$. This equivalence takes the functor $i_{\tilde{X}}^*$ to $\pi^*_X[1]$ (Lemma 4.1.2) and vice-versa, and thus the induced equivalence on the $A$-side swaps the functor $\alpha_0$ with $\alpha_{\infty}$ (Theorem 4.2.1), in some sense ‘swapping zero and infinity’. The general significance of such intriguing non-geometric equivalences is a subject that will be taken up in future work.
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2 GRADINGS

2.1 MATRIX FACTORIZATION CATEGORIES

Suppose $X$ is a smooth complex quasi-projective variety and $W : X \to \mathbb{C}$ a regular function with a single critical fiber $X_0$ over 0. We have two categories naturally associated to the LG model $(X, W)$:

**DEFINITION 2.1.1.** The singularity category $\text{Sing}(X_0)$ is the dg-quotient category of $\text{Coh}(X_0)$ by the full subcategory $\text{Perf}(X_0)$ of perfect complexes on $X_0$.

The other is the category $\text{Coh}(X, W)$ of matrix factorizations of $W$:

**DEFINITION 2.1.2.** A matrix factorization of $W$ on $X$ consists of a pair $F_0, F_1$ of coherent sheaves on $X$, along with morphisms $\phi_0 : F_0 \to F_1, \phi_1 : F_1 \to F_0$ such that $\phi_0 \phi_1 = W \cdot \text{id}$ and $\phi_1 \phi_0 = W \cdot \text{id}$. For a pair of objects $E = (E_0, E_1, \phi^E), F = (F_0, F_1, \phi^F)$ in this category, the morphism complex is given by

$$\text{Hom}^0(E, F) = \text{Hom}(E_0, F_0) \oplus \text{Hom}(E_1, F_1)$$

$$\text{Hom}^1(E, F) = \text{Hom}(E_0, F_1) \oplus \text{Hom}(E_1, F_0)$$

with differential $d^i(f) = \phi^F \circ f - (-1)^i f \circ \phi^E$. The dg-derived category formed by matrix factorizations of $W$ on $X$ is denoted $\text{Coh}(X, W)$ (cf. [Hir17, Definition 2.10]).

Note that $\text{Sing}(X_0)$ is a 2-periodic dg category (as every object in Sing has a 2-periodic infinite resolution), while $\text{Coh}(X, W)$ is a $\mathbb{C}((\beta))$-linear dg category. An isomorphism between them involves making a choice of 2-periodicity structure on $\text{Sing}(X_0)$ induced by $W$ (since different choices of $W$ can have the same zero locus $X_0$): localizing at this 2-periodicity natural transformation gives a differential $\mathbb{Z}/2$-graded category. See [PS22, §2.5] for further discussion.

Let $i : X_0 \to X$ be the inclusion of the closed subscheme $X_0 = W^{-1}(0)$. Explicitly, this isomorphism works by taking $F$ a coherent sheaf on $X_0$ and pushing it forward to $X$ to get a two-step resolution by locally free sheaves:

$$
\begin{array}{c}
0 \\
\phi_0 \\
0
\end{array} \xrightarrow{\phi_{-1}}
\begin{array}{c}
E^{-1} \\
E^0 \\
i_* F \\
0
\end{array}
$$

with $\phi_{-1} \phi_0 = W$ and $\phi_0 \phi_{-1} = W$: this yields the corresponding matrix factorization. Pulling back to $X_0$, the $E_i$s remain locally free, and since $W$ vanishes on $X_0$ we have an exact sequence

$$0 \to F \to E^{-1} \to E^0 \to F \to 0$$

Iterating this, we have an infinite resolution of $F$ on $X_0$ by

$$\cdots \to E^{-3} \to E^{-2} \to E^{-1} \to E^0 \to F \to 0$$

which is 2-periodic as a complex of sheaves.

We may restore the $\mathbb{Z}$-grading to these categories by equipping $X$ with a $\mathbb{G}_m$ action for which $W$ is homogeneous. Suppose $G$ is an affine algebraic group acting on $X$, and $\chi$ is a character of $G$ so that $W$ is $\chi$-semi-invariant.
DEFINITION 2.1.3. The category Coh\(_G(X, W)\) of graded matrix factorizations has objects given by pairs \(F_0, F_1\) of \(G\)-equivariant coherent sheaves on \(X\), along with \(G\)-invariant morphisms \(\phi_1 : F_1 \to F_0, \phi_0 : F_0 \to F_1(\chi)\) satisfying \(\phi_0\phi_1 = W \cdot \text{id}\) and \(\phi_1(\chi)\phi_0 = W \cdot \text{id}\). The morphism complex between two objects is now given by

\[
\begin{align*}
\text{Hom}^{2m}(E, F) &= \text{Hom}(E_0, F_0(\chi^m)) \oplus \text{Hom}(E_1, F_1(\chi^m)) \\
\text{Hom}^{2m+1}(E, F) &= \text{Hom}(E_0, F_1(\chi^m)) \oplus \text{Hom}(E_1, F_0(\chi^{m+1}))
\end{align*}
\]

with the same differential \(d^i(f) = \phi^F \circ f - (-1)^i f \circ \phi^E\) as above.

Compare [Hir17, Definition 2.2], where this category is denoted \(\text{Coh}_G(X, \chi, W)\); we choose to suppress the choice of character \(\chi\) in our notation. We refer to [Hir17] for all our other conventions about matrix factorization categories and functors among them.

For now, we return to the case where \(G = \mathbb{G}_m\), where this means that our matrix factorization category is \(\mathbb{Z}\)-graded. In the resulting triangulated category, the usual homological \(\mathbb{Z}/2\)-grading will be extended to a ‘sheared’ \(\mathbb{Z}\)-grading where \([2] = (\chi)\).

DEFINITION 2.1.4. We define the equivariant singularity category \(\text{Sing}_{\mathbb{G}_m}(X_0)\) to be the \(\mathbb{Z}\)-graded quotient category of \(\text{Coh}_{\mathbb{G}_m}(X_0)\), the \(\mathbb{G}_m\)-equivariant coherent sheaves on \(X_0\), by the full subcategory of equivariant perfect complexes.

Now, the homological \(\mathbb{Z}\)-grading on \(\text{Sing}(X_0)\) is no longer 2-periodic once we take into account the equivariant structure on the resolutions coming from \(\text{Coh}_{\mathbb{G}_m}(X_0)\); in our previous explicit construction of the 2-periodic resolution, one sees that in fact \(E^*[2] = E^*(\chi)\). The equivalence between \(\text{Coh}(X, W)\) and \(\text{Sing}(X_0)\) proved by Orlov [Orl09] now extends to an equivalence of dg categories; the following theorem follows from [Hir17, Theorem 3.6] by taking \(G = \mathbb{G}_m\).

THEOREM 2.1.5. (\(\mathbb{Z}\)-graded Orlov’s theorem) Given a \(\mathbb{G}_m\)-action on \(X\) for which \(W\) is quasi-homogenous of weight 1, we have an equivalence of dg categories

\[
\text{Sing}_{\mathbb{G}_m}(X_0) \to \text{Coh}_{\mathbb{G}_m}(X, W)
\]

given by the pushforward under the inclusion \(X_0 \hookrightarrow X\).

Observe that since \(W\) is zero on \(X_0\), pushing forward a complex of sheaves from \(X_0\) yields a matrix factorization on \(X\).

LEMMA 2.1.6. If \(Y\) is any smooth algebraic variety with a trivial \(\mathbb{G}_m\) action, then \(\text{Coh}(Y)\) is equivalent to \(\text{Coh}_{\mathbb{G}_m}(Y, 0)\) as dg categories.

See [Hir17, Proposition 2.14].

The basic \(\mathbb{Z}\)-graded version of Orlov’s Knörrer periodicity theorem [Orl06, Theorem 2.1] that we will need is the following.

LEMMA 2.1.7. (\(\mathbb{Z}\)-graded Knörrer periodicity) If \(K_X\) carries a \(\mathbb{G}_m\)-action of weight 1 in the fibers, then there are equivalences of dg categories:

\[
\begin{align*}
\text{Coh}(D) &\xrightarrow{j_{D*}^*} \text{Sing}_{\mathbb{G}_m}(Z) \\
&\xrightarrow{i_Z^*} \text{Coh}_{\mathbb{G}_m}(K_X, s(x)y)
\end{align*}
\]

where \(y\) is the coordinate on the fiber of \(K_X\).
Proof. This follows by combining Theorem 2.1.5 above with Hirano’s $\mathbb{Z}$-graded enhancement of derived Knörrer periodicity [Hir17, Theorem 1.2] with $G = \mathbb{G}_m$ and $\mathcal{E}$ the line bundle $\mathcal{K}_X$ on $X$ with section $s$. ■

We will also need various upgraded versions of this. Applying [Hir17, Theorem 1.2] with $G = \mathbb{G}_m$ and $\mathcal{E}$ the trivial line bundle over $K_X$ gives us:

**Proposition 2.1.8.** There is an equivalence of dg categories

$$j_*p^*_Z : \text{Coh}_{\mathbb{G}_m}(Z, 0) \to \text{Coh}_{\mathbb{G}_m}(K_X \times \mathbb{A}^1, s(x)yz)$$

where here:

- $\mathbb{G}_m$ acts trivially on $K_X$ and with weight 1 on $\mathbb{A}^1$;
- $s$ is the section of $\mathcal{K}_X^{-1}$ defining the toric anticanonical divisor;
- $x$ is the coordinate on $X$; $y$ is the coordinate on the fiber of $K_X$; and $z$ is the coordinate on $\mathbb{A}^1$;
- $p_Z$ is the projection $Z \times \mathbb{A}^1 \to Z$; and $j_Z$ is the inclusion $Z \times \mathbb{A}^1 \to K_X \times \mathbb{A}^1$.

Similarly, applying Hirano’s theorem to $\mathcal{E} = \mathcal{K}_X$ over $X \times \mathbb{A}^1$ with a $\mathbb{G}_m$-action of weight 1 on the $\mathbb{A}^1$ factor gives:

**Proposition 2.1.9.** There is an equivalence of dg categories:

$$j_{\tilde{S}}*p^*_{\tilde{S}} : \text{Coh}_{\mathbb{G}_m}(\tilde{S}, 0) \to \text{Coh}_{\mathbb{G}_m}(K_X \times \mathbb{A}^1, s(x)yz)$$

where $\mathbb{G}_m$ acts trivially on $K_X$ and with weight 1 on $\mathbb{A}^1$ as before; $p_{\tilde{S}}$ is the projection $\tilde{S} \times \mathbb{A}^1 \to \tilde{S}$ and $j_{\tilde{S}}$ is the inclusion $K_X|_{\tilde{S}} \to K_X \times \mathbb{A}^1$.

This follows from [Hir17, Theorem 1.2] since in order for $zs(x)$ to give a $\mathbb{G}_m$-invariant section of $\mathcal{K}_X^{-1}$, the bundle $\mathcal{E} = \mathcal{K}_X$ must be given an equivariant structure with character $\chi_{-1}$. Then the fiber of the total space of $\mathcal{E} \otimes \mathcal{O}(\chi_1)$ has weight 0 with respect to the $\mathbb{G}_m$-action.

Consider the derived scheme obtained by the gluing of $X \times \{0\}$ along $D$ to $D \times \mathbb{A}^1[-1]$, which we denoted by $\tilde{Z}$.

**Proposition 2.1.10.** We have an equivalence of dg categories: $\text{Coh}(\tilde{Z}) \cong \text{Coh}_{\mathbb{G}_m}(\tilde{S}, 0)$.

For the proof, we proceed in a series of steps.

**Lemma 2.1.11.** (Koszul duality) The category $\text{Coh}(\mathbb{A}^1[-1])$ is equivalent to the category $\text{Perf}(\mathbb{C}[z])$ of perfect dg-modules over the graded ring $\mathbb{C}[z]$, where $z$ is a variable of cohomological degree 2.

*Proof.* See for instance [AG15, Corollary 5.1.10] and pass to compact objects. ■

**Lemma 2.1.12.** The category $\text{Coh}(\mathbb{A}^1[-1])$ is equivalent to the category $\text{Coh}_{\mathbb{G}_m}(\mathbb{A}^1, 0)$ of graded matrix factorizations on $\mathbb{A}^1$ with a weight-1 $\mathbb{G}_m$-action.
Proof. Firstly, by the Koszul duality equivalence above, the category Coh(A^1[−1]) is equivalent to Perf(C[z]). Objects of this latter category consist of perfect dg-C[z]-modules (V^•, d^•), i.e. a chain complex where V^• are finite-dimensional vector spaces and z : V^i → V^{i+2} are linear maps commuting with d^•. Objects of the category Coh_Gm(A^1, 0) consist of triples (F_0, F_1, ϕ) where F_0, F_1 are finitely-generated Z-graded C[x]-modules (where |x| = 1) and ϕ_1 : F_1 → F_0 and ϕ_0 : F_0 → F_1[−1] are morphisms of graded modules with ϕ_0ϕ_1 = 0 and ϕ_1[−1]ϕ_0 = 0.

Given a dg-C[z]-module (V^•, d^•) one can produce a matrix factorization T(V) = (F_0, F_1, ϕ) via:

\[ F_0 = \bigoplus_{n \in \mathbb{Z}} V^{2n}[n] \quad F_1 = \bigoplus_{n \in \mathbb{Z}} V^{2n+1}[n] \]

where F_i have C[x]-module structures given by the odd and even parts of z considered as a map z : F_i → F_i[−1]; and the maps ϕ_0, ϕ_1 come from the differentials ϕ_0 = ∑_n d^{2n}[n] and ϕ_1 = ∑_n d^{2n+1}[n]. If (V^•, d^•) is a perfect C[z]-module then F_0, F_1 are coherent C[x]-modules.

In the reverse direction, given a matrix factorization (F_0, F_1, ϕ), one can produce a perfect dg-C[z]-module S(F_0, F_1, ϕ) by writing each of F_0, F_1 as a sum of graded pieces:

\[ F_0 = \bigoplus_{m \in \mathbb{Z}} A^m \quad F_1 = \bigoplus_{m \in \mathbb{Z}} B^m \]

and setting

\[ V^{2n} = A^n \quad V^{2n+1} = B^n \]

with C[z]-module structure where z acts by x : V^{2n} = A^n → A^{n+1} = V^{2n+2} on the even part, as x : V^{2n+1} = B^n → B^{n+1} = V^{2n+3} on the odd part, and the differential d : V^{2n+1} → V^{2n} is given by ϕ_1 : B^n → A^n and d : V^{2n} → V^{2n−1} is given by ϕ_0 : A^n → B^{n−1}. Observe that S ◦ T(V^•, d^•) is equal to (V^•, d^•) as a dg-C[z]-module, and that S(F_0, F_1, d) is a perfect C[z]-module whenever F_0, F_1 are coherent C[x]-modules.

A degree-2k morphism f^• : (V^•, d^V) → (W^•, d^W) between two dg-C[z]-modules consists of linear maps f^n : V^n → W^{n+2k} commuting with the action of z and with d_V, d_W. Likewise, a degree-2k morphism g : T(V) → T(W) of G_m-equivariant matrix factorizations consists of morphisms of graded C[x]-modules g_0 : T(V_0) → T(W_0[−k]) and g_1 : T(V_1) → T(W_1[−k]), commuting with ϕ_V, ϕ_W. Thus one obtains a morphism T(f) : T(V) → T(W) simply by restricting f^• to the odd and even degrees of the complex: f^{2n} : V^{2n}[n] → W^{2n+2k}[n] and f^{2n+1} : V^{2n+1}[n] → W^{2n+2k+1}[n] give us T(f)_0 : T(V)_0 → T(W)_0[−k] and T(f)_1 : T(V)_1 → T(W)_1[−k]. The case of odd-degree morphisms is analogous.

It is evident that T respects composition of morphisms (since it respects compositions of linear maps), so T defines a functor Perf(C[z]) → Coh_Gm(A^1, 0) (of ordinary categories). We have seen above that T is essentially surjective, and we claim that the functor T is also faithful. Any degree-2k morphism g : T(V) → T(W) can be restricted to the graded pieces to give linear maps g_A : A^{m+k} → A^{m+k} and g_B : B^{m+k} → B^{m+k} which together give a linear map g : V^m → W^{m+2k} that commutes with z and d_V, d_W, and hence yields a degree-2k morphism S(g) : (V^•, d^V) → (W^•, d^W) of dg-C[z]-modules. Starting with a morphism f : (V^•, d^V) → (W^•, d^W) of dg-C[z]-modules, one can see that S(T(f)) is equal to f itself. A similar argument applies in the case of odd-degree morphisms.
We claim that $T$ is in fact a dg-functor. The differential on degree-$k$ morphisms between two dg-$\mathbb{C}[z]$ modules $f^\bullet : (V^\bullet, d_V^\bullet) \to (W^\bullet, d_W^\bullet)$ simply acts by
\[
d^k(f) = d_W \circ f - (-1)^k f \circ d_V
\]
while $T(d_W \circ f) = \varphi_{T(W)} \circ T(f)$ and $T(f \circ d_V) = T(f) \circ \varphi_{T(V)}$, by our construction of the matrix factorization $T(V)$ which used $d_V$ to define $\varphi_V$. Thus $T(d^k f) = \varphi_{T(W)} \circ T(f) - (-1)^k T(f) \circ \varphi_{T(V)}$, which is the differential acting on the degree-$k$ morphism $T(f)$ of equivariant matrix factorizations. Hence $T$ gives an equivalence of dg categories. 

From this lemma it follows that also:

**Corollary 2.1.13.** There is an equivalence of dg categories between $\text{Coh}(D \times \mathbb{A}^1[-1])$ and $\text{Coh}_{\mathbb{G}_m}(D \times \mathbb{A}^1, 0)$, where $\mathbb{G}_m$ acts trivially on the $D$ factor and with weight 1 on $\mathbb{A}^1$.

The following can also be considered a more general form of Lemma 2.1.12:

**Proposition 2.1.14.** For a scheme $Y$ with an action by an affine algebraic group $G$ and a choice of character $\chi$, there is an equivalence of dg categories between the matrix factorization category $\text{Coh}_G(Y, 0)$ and the category of equivariant coherent sheaves $\text{Coh}_G(Y \times \mathbb{A}^1[-1])$ where $G$ acts on $\mathbb{A}^1[-1]$ by $\chi$.

**Proof.** An object of $\text{Coh}_G(Y \times \mathbb{A}^1[-1])$ consists of a complex $F^\bullet$ of $G$-equivariant coherent sheaves on $Y$, along with a degree-$(−1)$ $G$-equivariant map $t : F^\bullet \to F^{\bullet - 1}(\chi)$ such that $t^2 = 0$: this is the action of the weight-$\chi$ coordinate $t$ of $\mathbb{A}^1[-1] = \text{Spec} \mathbb{C}[t]$, $|t| = −1$ on $F$. Given such an object, we produce a matrix factorization of 0 with:

\[
F_0 = \bigoplus_{n \in \mathbb{Z}} F^{2n}(\chi^{-n}) \quad \quad F_1 = \bigoplus_{m \in \mathbb{Z}} F^{2m+1}(\chi^{-m})
\]

and $\varphi_1 = t : F_1 \to F_0$, $\varphi_0 = t : F_0 \to F_1(\chi)$. Similarly, a degree-$2k$ morphism $f^\bullet : F^\bullet \to G^\bullet$ yields morphisms of $G$-equivariant coherent sheaves on $Y$ via $f_0 : F_0 \to G_0(\chi^k)$ and $f_1 : F_1 \to G_1(\chi^k)$, commuting with $\varphi_F, \varphi_G$, and thus a degree-$2k$ morphism in $\text{Coh}_G(Y, 0)$ (and likewise for degree 2$k + 1$). As above, it is not difficult to check that this gives an equivalence of dg categories. \hfill \blacksquare

**Proposition 2.1.15.** Suppose $G$ is an affine algebraic group, let $\text{Sch}_G$ denote the category of finite-type schemes over $\mathbb{C}$ equipped with a $G$-action, with equivariant morphisms between them. Then the functor $\text{Coh}_G(\cdot, 0) : \text{Sch}_G \to \text{Cat}_{\text{dg}}$ satisfies descent with respect to proper equivariant morphisms of schemes with $G$-action.

**Proof.** Because of Proposition 2.1.14, we can apply the descent result of [GR17a, Proposition 4.7.2.2] and then pass to compact objects. Though this is stated for aff schemes, the statement that we require for stacks follows by descent. \hfill \blacksquare

Finally, we may prove Proposition 2.1.10:

**Proof of Proposition 2.1.10.** We will show that $\text{Coh}_{\mathbb{G}_m}(\tilde{S}, 0)$ can be written as the pushout of the same diagram giving $\text{Coh}(\tilde{Z})$ (see Proposition 3.4.3). We know from Lemma 2.1.6 and Corollary 2.1.13 that we can write each of the three categories in the pushout diagram as matrix factorization categories:
• $\text{Coh}(D) \simeq \text{Coh}_{G_m}(D, 0)$;
• $\text{Coh}(D \times \mathbb{A}^1[-1]) \simeq \text{Coh}_{G_m}(D \times \mathbb{A}^1, 0)$;
• $\text{Coh}(X) \simeq \text{Coh}_{G_m}(X, 0)$;

with the corresponding functors in the diagram given by the pushforward functors on matrix
factorizations. Then by Proposition 2.1.15,

$$\text{Coh}_{G_m}(D, 0) \longrightarrow \text{Coh}_{G_m}(X, 0)$$

is a pushout diagram, where the arrows are given by pushforwards.

Combining Propositions 2.1.8, 2.1.9, 2.1.10 we have:

**THEOREM 2.1.16. (Knörrer periodicity)** Suppose $G_m$ acts trivially on $K_X$ and with weight 1
on the $\mathbb{A}^1$ fibers of $K_X \times \mathbb{A}^1$, then we have equivalences of dg categories:

$$\text{Coh}(Z) \longrightarrow \text{Coh}_{G_m}(K_X \times \mathbb{A}^1, s(x)yz) \longleftarrow \text{Coh}(\tilde{Z})$$

### 2.2 Bigradings

In this section, we will consider the extension of the above results to graded dg categories: i.e.,
categories linear over the category $\text{Coh}(BG_m)$ of graded vector spaces. We shall refer to grading-
preserving functors among graded dg categories as *graded dg functors*.

Suppose we consider the $G_m \times G_m$-action on $K_X \times \mathbb{A}^1$ where the first $G_m$ acts by weight 1 on the
$\mathbb{A}^1$ factor (and trivially on $K_X$), and the second $G_m$ acts with weight 1 on the fibers of $K_X$ (and
trivially on $X \times \mathbb{A}^1$). We consider $Z, \tilde{S}$ to carry the induced $G_m \times G_m$ actions. The weights for
the action of the first factor $G_m$ will give the homological grading, while the weights for the action
of the second second factor will give the auxiliary grading.

**THEOREM 2.2.1.** There are equivalences of graded dg categories:

$$\text{Coh}_{G_m \times G_m}(Z, 0) \xrightarrow{j_2^* \circ p_{\tilde{S}}^*} \text{Coh}_{G_m \times G_m}(K_X \times \mathbb{A}^1, s(x)yz) \xleftarrow{j_\tilde{S}^* \circ p_{\tilde{S}}^*} \text{Coh}_{G_m \times G_m}(\tilde{S}, 0)$$

induced by the same Knörrer periodicity functors as above.

**Proof.** Follows from [Hir17, Theorem 1.2] with $G = G_m \times G_m$. ■

The next result follows similarly from Proposition 2.1.15 by taking $G = G_m \times G_m$.

**PROPOSITION 2.2.2.** We have a pushout diagram of graded dg categories:
where the second $\mathbb{G}_m$ factor acts trivially and the first acts with weight 1 on the $\mathbb{A}^1$ factor.

We will also need an upgraded form of Lemma 2.1.6:

**Lemma 2.2.3.** If $Y$ is any smooth algebraic variety with a $\mathbb{G}_m$ action, then the category $\text{Coh}_{\mathbb{G}_m}(Y)$ of equivariant coherent sheaves is equivalent to $\text{Coh}_{\mathbb{G}_m}(Y,0)$ (where the second $\mathbb{G}_m$-factor acts trivially) as a graded dg category.

The equivalences between various categories of coherent sheaves constructed in this section (Propositions 2.1.16 and 2.2.1) shall be used later in §4, where they arise as mirrors of natural automorphisms of wrapped Fukaya categories of very affine hypersurfaces.

### 3 GLUING DIAGRAMS

#### 3.1 LIOUVILLE SECTORS FOR LAURENT POLYNOMIALS

In order to turn the Landau-Ginzburg model $((\mathbb{C}^*)^n, f)$ into a Liouville sector, we shall apply a modified form of the construction from [Jef22, Proposition 1] to the function $1 - f$. The key difference is that in [Jef22], the holomorphic function in question was assumed to have a single critical value, and the associated Liouville sector lived over a small neighborhood of this critical value, whereas in our setting $1 - f$ will in general have more than one critical value.

To outline the general construction, suppose first that $X$ is a smooth affine variety with an embedding $i : X \to \mathbb{C}^N$; then $X$ becomes a Stein manifold with the Stein function $\phi : X \to \mathbb{R}$ given by the restriction of $\phi(z) = |z|^2$ on $\mathbb{C}^N$. Suppose that $W : X \to \mathbb{C}$ is the restriction of a polynomial on $\mathbb{C}^N$ to $X$.

**Definition 3.1.1.** A point $p \in \mathbb{R}$ is called a non-Malgrange point of $|W|^2 : X \to \mathbb{R}$ if the Malgrange condition for $|W|^2$ fails at $p$. Likewise, a point $p \in \mathbb{C}$ is a non-Malgrange point of $W : X \to \mathbb{C}$ if the (complex) Malgrange condition fails there.

Recall that the Malgrange condition at $p \in \mathbb{R}$ says that there exists $R, \varepsilon, \eta > 0$ so that if $|z| > R$ and $||W|^2(z) - p| \leq \varepsilon$ then

$$|z||\nabla X|W|^2| > \eta.$$ 

and likewise in the complex case.

It is a well-known result that the number of (real or complex) non-Malgrange points of a polynomial mapping is finite (for instance see [Spo02, Remark 3] and take the intersection with the algebraic variety $X$). So choose $R > 0$ sufficiently large so that all of the critical points and non-Malgrange points of $W$ are contained inside $|W|^2 < R$. If we define a (simple Liouville) deformation of the Stein structure $\phi$ on $X$ to

$$\psi(z) = \phi(z) + D\phi(z)|W|^{2m}$$

for $D > 0$ a positive constant and $m$ a positive integer. Then
LEMMA 3.1.2. The Liouville vector-field of $\psi$ is outward pointing along $|W|^2 = R$ for $R, D, m > 0$ sufficiently large.

Proof. The proof follows [Jef22, Proposition 1]: we need to verify that the inner product

$$\langle \nabla_x |W|^2, \nabla_x \psi \rangle$$

is strictly positive everywhere on $|W|^2 = R$. Rewriting this inequality and applying the Cauchy-Schwarz inequality gives the condition

$$2 \left( \frac{1}{D|W|^{2m-2}} + |W|^2 \right) < m|\phi|^{1/2} |\nabla_x |W|^2|.$$  \hspace{1cm} (3)

When the Malgrange condition for $|W|^2$ holds at $R$ then we have a constant $\eta > 0$ such that

$$|z||\nabla_x |W|^2| > \eta$$

on $|W|^2 = R$; if $R$ is sufficiently large so that no critical points of $W$ occur on $|W|^2 = R$ then $|\nabla_x |W|^2| > 0$ there and hence there is a constant $C > 0$ (depending on $R$) such that

$$|W|^2 < C|z||\nabla_x |W|^2|.$$  \hspace{1cm} (3)

and hence the inequality 3 holds for $D, m > 0$ sufficiently large. \hfill \blacksquare

Similarly, we shall need to know that the parallel transport of $W$ is well-defined outside of a disk:

LEMMA 3.1.3. Symplectic parallel transport gives exact symplectomorphisms between smooth fibers of $W$ over $|W|^2 = R$ for some $R > 0$ sufficiently large.

Again the proof is analogous to [Jef22, Lemma 1], where we take $R > 0$ sufficiently large so that none of the critical points or non-Malgrange points of $W$ lie on $|W|^2 = R$.

We will want to have the freedom to use a deform the Liouville structure to compute wrapped Fukaya categories. We now record here a standard lemma we shall use implicitly throughout:

DEFINITION 3.1.4. Suppose $X$ is a Liouville manifold with Liouville form $\lambda$; a smooth family $\lambda_t$, $t \in [0, 1]$ of Liouville forms for $X$ with $\lambda_0 = \lambda$ such that the union of the skeleta of the Liouville structures $\lambda_t$ stays within a compact set, is called a simple Liouville deformation.

For instance, this condition is satisfied by a family of Weinstein functions whose critical points remain inside a fixed compact set.

LEMMA 3.1.5. Given a Liouville manifold $X$ and a simple Liouville deformation $\lambda_t$, all of the Liouville manifolds $(X, \lambda_t)$ are exact symplectomorphic and the wrapped Fukaya categories $\mathcal{W}(X, \lambda_t)$ are all quasiequivalent.

This means we can deform the Liouville structure when considering only the Fukaya category up to quasi-equivalence (cf. [Jef22, §2]).
PROPOSITION 3.1.6. There is a simple Liouville deformation of \((X, \phi)\) to the Stein manifold \((X, \psi)\) for which the subset \(\{|W|^2 \leq R_1\} \cap \{|\psi \leq R_2\}\) has convex boundary, for suitably large \(R_1, R_2 > 0\). Moreover, all of the fibers \(W^{-1}(z)\cap\{|\psi \leq R_2\}\) are exact symplectomorphic via symplectic parallel transport along \(|W|^2(z) = R_1\); and they remain exact symplectomorphic after rounding the corners to give a Liouville domain \(X_0\).

By making the rounding parameter sufficiently small, the contact boundary of the Liouville domain \(X_0\) contains the Liouville hypersurface \(F = W^{-1}(R_1)\cap\{|\psi \leq R_2 - \varepsilon\}\) with convex boundary; and we may also take \(\varepsilon > 0\) sufficiently small so that the completion of \(F\) is exact symplectomorphic to \(W^{-1}(R_1)\). The pair \((X_0, F)\) gives a sutured Liouville domain that is independent of sufficiently large \(R_1, R_2\). By [GPS20, Lemma 2.32], there is a (homotopically) unique Liouville sector associated to a sutured Liouville domain, which we will denote by \((X, W)\).

DEFINITION 3.1.7. The Liouville sector \((X, W)\) associated to a pair \(X, W\) of an affine variety and a polynomial function \(W : X \to \mathbb{C}\) is the Liouville sector associated to the (rounding of the) sutured Liouville domain \(\{|W|^2 \leq R_1\} \cap \{|\psi \leq R_2\}, W^{-1}(R_1)\cap\{|\psi \leq R_2 - \varepsilon\}\}\) for sufficiently large \(R_1, R_2 > 0\) and small \(\varepsilon > 0\).

We observe here that there are two constructions for turning a sutured Liouville domain into a Liouville sector. One is the ‘completion’ described in [GPS20, Definition 2.14]. Alternatively, applying [Syl19a, Prop 2.6] to \(F = W^{-1}(R_1)\cap\{|\psi \leq R_2 - \varepsilon\}\) gives us for some \(\rho > 0\) (after possibly increasing \(R_1, R_2\)) a standard Liouville neighborhood \(U\) of \(F\) of the form \((\hat{F} \times \{z \in \mathbb{C} : \text{Re}(z) > -\rho\}, \lambda_X|_F + \lambda_{\text{std}})\), properly embedded inside the completion \(\hat{X}_0\). Then the hypersurface \(\{\text{Re}(z) = 0\}\) is parallel to the Liouville vector field at infinity and has a defining function \(I = \text{Im}(z)\) (see Figure 1) in the sense of [GPS20, Definition 2.4]. This gives \(\{\text{Re}(z) \leq 0\}\) the structure of a Liouville sector. By [GPS20, Lemma 2.32], there is a (homotopically unique) homotopy of Liouville sectors from \(\{\text{Re}(z) \leq 0\} \subseteq \hat{X}_0\) to the convex completion of \((X_0, F)\) (further inspection of the argument shows that this can be taken to be a simple Liouville homotopy).

Returning to the situation at hand, it is known that by taking \(T > 0\) sufficiently small, all of the critical values of \(f\) can be made to lie in an arbitrarily small neighbourhood of 1 under our hypothesis (2) (see for instance [Aur18, Lemma 5.2]). Though [Aur18] assumes hypothesis (2) that the maximal cells are unimodular simplices, the proof of [Aur18, Lemma 5.2] only uses the weaker hypothesis that they are simplices, so by Remark 4, we expect that arguments will continue to apply in the setting of toric Deligne-Mumford stacks. Now we may apply the arguments above from [Jef22] to \(W = 1 - f\), to see that \(\{|f - 1| \leq R_1\} \cap \{|\psi \leq R_2\}\) has convex boundary. We summarize this as:

DEFINITION 3.1.8. The Liouville sector \((\mathbb{C}^n, f)\) is defined by applying Definition 3.1.7 with \(R_1 > 1\) to the function \(1 - f\) on \((\mathbb{C}^n, f)\) with its standard Stein structure \(\phi\). The hypersurface \(F\) we take is a Liouville domain whose completion is isotopic to the reference fiber \(H = f^{-1}(0)\).

Let \(\gamma : [0, 1] \to \mathbb{C}\) be the smooth arc \(\gamma(t) = R_1 e^{i\theta(t)}\) where \(\theta(t) = \delta + t(2\pi - \delta)\) for some small \(\delta > 0\). We identify each fiber \(F_z = W^{-1}(z)\) with our reference fiber \(H = f^{-1}(0) = W^{-1}(1)\) via parallel transport along a ray from 1 to \(z\) (or a small perturbation thereof if these rays happen to cross a non-Malgrange point of \(W\)). Under this identification, the counterclockwise global monodromy \(\mu : H \to H\) is defined to be the parallel transport symplectomorphism \(\Phi_\gamma : F_{R_1 e^{i\delta}} \to F_{R_1}\) for \(W\) with \(\delta > 0\) sufficiently small.
3.2 COMPATIBILITY OF LIOUVILLE STRUCTURES

In this section, we verify that several (a priori different) methods for obtaining a Liouville structure on the complement \((\mathbb{C}^*)^n \setminus H\) yield (simple) homotopic results.

Firstly, note that the Stein structure on \((\mathbb{C}^*)^n \setminus H\), considered as a very affine hypersurface, comes from the embedding into \((\mathbb{C}^*)^{n+1}\) via \(\iota(z) = (-1/f, z) \in (\mathbb{C}^*)^n \times \mathbb{C}^*\); if \(\phi\) denotes the standard Stein function on \((\mathbb{C}^*)^n\) then the induced Stein function on \((\mathbb{C}^*)^n \setminus H \subseteq (\mathbb{C}^*)^n\) is

\[
\psi_0(z) = \phi(z) + C(\phi(z)(\log |f(z)|)^{2n}
\]

for some sufficiently large positive constant \(C\) and positive integer \(n\): the same argument as in [Jef22, Proposition 3] implies that this gives a Liouville structure on \((\mathbb{C}^*)^n \setminus H\). Under the deformation of the Stein structure on \((\mathbb{C}^*)^n\) in \(\S 3\) this Stein function becomes

\[
\psi_1(z) = \phi(z) + C(\phi(z)(\log |f(z)|)^{2n} + D\phi(z)|1 - f|^{2m}
\]

for \(D > 0\) a sufficiently large positive constant and \(m\) a sufficiently large positive integer. We call the Liouville form induced by \(\psi_1\) the hypersurface Liouville structure on \((\mathbb{C}^*)^n \setminus H\).

Observe that by setting \(f_t(z) = f(z) - t\), we have a family of Stein functions

\[
\psi_{1,t}(z) = \phi(z) + C(\phi(z)(\log |f_t(z)|)^{2n} + D\phi(z)|1 - f|^{2m}
\]

inducing a simple Liouville homotopy between \((\mathbb{C}^*)^n \setminus H\) with \(H = f^{-1}(0)\) and \((\mathbb{C}^*)^n \setminus \hat{F}\) with \(\hat{F} = W^{-1}(R_1)\) with their hypersurface Liouville structures (so long as \(t\) does not pass through non-Malgrange points of \(f\)).

On the other hand, applying Sylvan’s construction [Syl19a, Proposition 2.6] to the sutured Liouville domain obtained from \(X = (\mathbb{C}^*)^n, W = 1 - f\) as in Definition 3.1.7 gives us for some \(\rho > 0\) a standard Liouville neighborhood \(U\) of \(F = W^{-1}(R_1) \cap \{z \in \mathbb{C} : \text{Re}(z) > -\rho\}\), properly embedded inside \((\mathbb{C}^*)^n\). This means that there is a smooth fibration \(g : U \to \mathbb{C}\) such that \(g^{-1}(0) = F\) and \(\lambda_X|U = \lambda_F + g^*\lambda_C + dh\) for some compactly supported function \(h\). Sylvan then defines a family of cutoff functions \(\kappa_t\) and a family of Liouville forms \(\lambda_t = \lambda_F + g^*\lambda_C + d(\kappa_t h)\) and shows this is a simple Liouville deformation to \(\lambda_0 = \lambda_F + g^*\lambda_C\). Then the hypersurface \(\{g = 0\} \subseteq U\) is parallel to the Liouville vector field of \(\lambda_0\) at infinity and is a sectorial hypersurface with \(I\)-function given by \(I = \text{Im}(g)\).

Now we wish to do this in the punctured case. Let \(\beta_s : \mathbb{R} \to [0, 1]\) be a smooth cutoff function with:

\[
\beta_s(r) = \begin{cases} 
1 & \text{for } |r| \leq s/2 \\
0 & \text{for } |r| > s 
\end{cases}
\]

**LEMMA 3.2.1.** Consider \(\mathbb{C}^*\) with equipped with the function

\[
\psi = C|z|^2 + \beta_s(|z|)(\log |z|)^2
\]

where \(C > 0\) is a constant and \(s > 0\); then for \(C\) sufficiently large (depending on \(s\)), \(\psi\) is a Stein function for \(\mathbb{C}^*\) that is simple Liouville deformation equivalent to the standard Liouville structure \(\lambda_0\) on \(\mathbb{C}^*\).
Proof. Clearly $\psi$ is exhausting for $s > 0$ so to show $\psi$ is a Stein function with respect to the standard complex structure on $\mathbb{C}^{\ast}$ it suffices to show that $\Delta \psi > 0$: since $\psi$ only depends on the radial coordinate $r$ we can write
\[ \Delta \psi = r^{-1} \partial_r \psi + \partial_r^2 \psi = 4C + 2r^{-2} \beta_s(r) + \text{terms involving } \beta'_s(r), \beta''_s(r) \]
since
\[ (r^{-1} \partial_r + \partial_r^2) \log^2(r) = 2r^{-2} \log(r) - 2r^{-2} \log(r) + 2r^{-2} = 2r^{-2} \]
Since $\beta_s$ is a cutoff function, we have $\beta_s(r) = 0, \beta'_s(r) = \beta''_s(r) = 0$ for all $r$ sufficiently large, and $\beta_s(r) = 1, \beta'_s(r) = \beta''_s(r) = 0$ for all $r$ sufficiently small. Therefore, by taking $C > 0$ sufficiently large, $\Delta \psi$ will be strictly positive. Moreover, as $s \rightarrow \infty$ the value of this constant $C$ required does not increase. To see that this deformation is simple it suffices to observe that
\[ \partial_r \psi = 2Cr + \beta'_s(r) \log^2(r) + 2r^{-1} \beta_s(r) \log(r) = 0 \]
is only possible if $r < 1$ or $s/2 < r < s$, otherwise the sum must be strictly positive; by taking $C$ larger if necessary we can assume that for all $s > 1$, we have $2Cr > \log^2(r)$ for $s/2 < r < s$. Therefore the only critical points of $\psi$ can occur where $r < 1$ and hence the deformation is simple as $s \rightarrow \infty$. \[ \blacksquare \]

Let $\lambda_s = -d^c \psi$ denote the Liouville form on $\mathbb{C}^{\ast}$ in Lemma 3.2.1 above. We now define a Liouville form on $(\mathbb{C}^{\ast})^n \setminus F$ by extending the 1-form on $U \setminus g^{-1}(0) = \tilde{F} \times \{ z \in \mathbb{C}^{\ast} : \Re(z) > -\rho \}$ given by
\[ \lambda_1 = \lambda_F + g^* \lambda_s + dh \]
for $0 < s < \rho$ sufficiently small. This gives a new Liouville structure on $(\mathbb{C}^{\ast})^n \setminus F$ which we call the punctured Liouville structure.

Lemma 3.2.2. The hypersurface Liouville structure on $(\mathbb{C}^{\ast})^n \setminus F$ (via its embedding in $(\mathbb{C}^{\ast})^{n+1}$ as a hypersurface) is simple Liouville homotopic to the punctured Liouville structure on $(\mathbb{C}^{\ast})^n \setminus F$ (obtained by applying Sylvan’s construction to $(\mathbb{C}^{\ast})^n$).

Proof. This follows from Lemma 3.2.1 by noting that there is an isotopy between $g : U \rightarrow \mathbb{C}$ and $f : U \rightarrow \mathbb{C}$ on $U$. \[ \blacksquare \]

Lemma 3.2.3. The hypersurface Liouville structure on $H = f^{-1}(0)$ obtained via its embedding as a hypersurface in $(\mathbb{C}^{\ast})^n$ is simple Liouville homotopic to the Liouville structure on the semitropicalization $H_{s,t} = \tilde{f}_{s,t}^{-1}(0)$ used by [GS22, Zho20].

See [SdB24, Theorem 6.3]. We may then apply this to $(\mathbb{C}^{\ast})^n \setminus H$ considered as a hypersurface in $(\mathbb{C}^{\ast})^{n+1}$ to see that:

Corollary 3.2.4. The hypersurface Liouville structure obtained on $(\mathbb{C}^{\ast})^n \setminus H$ via its embedding in $(\mathbb{C}^{\ast})^{n+1}$ as a hypersurface, is simple Liouville homotopic to the semitropical Liouville structure on the semitropicalizations $\tilde{f}_{\infty,s,t}^{-1}(0)$ and $\tilde{f}_{0,s,t}^{-1}(0)$.

Corollary 3.2.5. The Liouville sector associated to $((\mathbb{C}^{\ast})^n, f)$ in Definition 3.1.8 is simple Liouville homotopic to the Liouville sector associated to the pair $((\mathbb{C}^{\ast})^n, f)$ in [GS22, Corollary 6.2.6].
Figure 1: From proof of Proposition 3.3.1: $U$ (in green) is a product neighborhood of the fiber $F_{R_1}$ (black dot)

### 3.3 SECTORIAL GLUING

**PROPOSITION 3.3.1.** The Liouville manifold $(\mathbb{C}^*)^n \setminus H$ is simple Liouville homotopic to the sectorial gluing of $(H \times \mathbb{C}^*, z)$ along $H$ to $((\mathbb{C}^*)^n, f)$

*Proof.* As above, applying [Syl19a, Prop 2.6] to $F_{R_1} \cap \{ \phi \leq R_2 \}$ gives us (after a small deformation explained in [Syl19a]) a standard Liouville neighborhood $U$ of the form:

$$(H \times \{ z \in \mathbb{C} : \Re(z) > -\rho \}, \lambda((\mathbb{C}^*)^n, f)_{|F} + \lambda_{\text{std}})$$

properly embedded inside the completion $(\mathbb{C}^*)^n$. Here, we reiterate our choice of identification of $F_{R_1}$ with $H$ via parallel transport along a ray. The sectorial hypersurface $\{ \Re(z) = 0 \}$ thus exhibits $(\mathbb{C}^*)^n$ as the sectorial gluing of $(H \times \mathbb{C}, z)$ along $H$ to $((\mathbb{C}^*)^n, f)$ (see Figure 1).

Next, we introduce a Liouville form on $H \times \{ z \in \mathbb{C} : \Re(z) > -\rho \} \setminus \{ \rho \}$ so that the difference with the original Liouville form is supported on a small open neighbourhood of $H \times \{ \rho \}$, as in [Jef22, Proposition 6]. Then, the hypersurface $\{ \Re(z) = 0 \}$ is still parallel to the Liouville vector field at infinity, and so we may glue $H \times \{ z \in \mathbb{C} : \Re(z) > -\rho \} \setminus \{ \rho \}$ back to (a sector canonically identified with) $((\mathbb{C}^*)^n, f)$ along $H$. But by the discussion from §3.2, this is simple Liouville homotopic to the hypersurface Liouville form on $(\mathbb{C}^*)^n \setminus H$. This demonstrates that the gluing of $(H \times \mathbb{C}^*, z)$ along $H$ to $((\mathbb{C}^*)^n, f)$ yields $(\mathbb{C}^*)^n \setminus H$ (after homotopy): see Figure 2.

*Remark 6.* We should think of this as the sectorial decomposition of $(\mathbb{C}^*)^n \setminus H$ associated to the presentation as $\tilde{f}_0 = 0$.

Recall the $A_2$ sector from [GPS24b, Remark 13.1].

**PROPOSITION 3.3.2.** The Liouville manifold $(\mathbb{C}^*)^n \setminus H$ is simple Liouville homotopic to the sectorial gluing of $((\mathbb{C}^*)^n, f)$ along a fiber $H$ to a sector $(E, H)$ given by gluing of $H \times A_2$ and
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Figure 2: From proof of Proposition 3.3.2: $X_{A_2}$ is in green; $X_{A_1}$ is in red.

Figure 3: A sketch of the deformed Liouville vector field from the proof of Proposition 3.3.2: the hypersurface $\text{Re}(z) = -\rho/2$ is in red. The two black points are zeroes of the Liouville vector field.
$H \times A_1$ along two boundary components via the identifications $\text{id}: H \to H$ and $\mu: H \to H$, the counterclockwise global monodromy.

**Proof.** We break up this proof into four steps. We observe first that this argument could be made substantially simpler by assuming the existence of an open book decomposition of the boundary of $(\mathbb{C}^*)^n$ induced by $f$ as in [GPS20, Example 2.20]. The reader may also wish to compare with [Gam20, Proposition 3.7].

1. As in the proof of Proposition 3.3.1 above, after a small deformation we have a standard Liouville neighborhood $U$ of the form:

$$ (H \times \{z \in \mathbb{C} : \text{Re}(z) > -\rho\}, \lambda_{(\mathbb{C}^*)^n}|_F + \lambda_{\text{std}}) $$

properly embedded inside $(\mathbb{C}^*)^n$. There is then an explicit simple homotopy of Liouville structures on the neighborhood $H \times \{z \in \mathbb{C} : \text{Re}(z) > -\rho\} \setminus \{0\}$ that makes both $\{\text{Re}(z) = 0\}$ and $\{\text{Re}(z) = -\rho/2\}$ parallel to the Liouville vector field at infinity (as well as still having $I$-function $I = \text{Im}(z)$). See Figure 3 for a sketch of the resulting Liouville vector field $Z$: it has positive divergence everywhere in $\mathbb{C}^*$ and so defines a Liouville form there. This presents $(\mathbb{C}^*)^n \setminus H$ as the sector gluing of $((\mathbb{C}^*)^n, f)$ to two sectors $X_{A_2} \cong H \times A_2$ and $X_{A_1} \cong H \times A_1$ along the boundary components $\partial(X_{A_2})$, isotopic to $H \times \mathbb{R}$ (see Figure 2).

2. After an analogous argument to [Jef22, Proposition 6], applying an isotopy that moves the removed fiber off to infinity, the uniqueness result of [GPS20, Lemma 2.32], applies to show that the Liouville sector $X_0 = (\mathbb{C}^*)^n \cap \{\text{Re}(z) \leq 0\}$ is Liouville homotopic to the result of applying [Syl19a, Proposition 2.6] to the Liouville domain $(\mathbb{C}^*)^n_0 = \{|W| \leq R_1\} \cap \{\psi \leq R_2\}$
along the pair of Liouville hypersurfaces $F = |W|^{-1}(\{R_1, R_1 e^{i\delta}\}) \cap \{\psi \leq R_2 - \varepsilon\}$. Here we identify $F_{R_1 e^{i\delta}} \to F_{R_1}$ via $\Phi_\eta$. Equivalently, let $q : \mathbb{C} \to \mathbb{C}$ be a double cover so that the two roots of $q(z) = c$ trace out the curves $\gamma$ and $\eta(t) = e^{i\delta} t$ as $c$ travels around the unit circle. Letting $\tilde{f}(x) = q(1 - f(x))$, the Liouville sector $(\mathbb{C}^*)^n \cap \{\text{Re}(z) \leq 0\} \setminus \{0\}$ is Liouville homotopic to [Syl19a, Proposition 2.6] now applied to the Liouville domain $(\mathbb{C}^*)^n$ with hypersurface $F = \tilde{f}^{-1}(1) \cap \{\phi \leq R_2 - \varepsilon\}$.

3. By the homotopical uniqueness of [GPS20, Lemma 2.32], taking the isotopy $\tilde{F}_t = \tilde{f}^{-1}(e^{2\pi i t})$ of Liouville hypersurfaces for $t \in [0, 1]$ gives a unique Liouville homotopy of the associated Liouville sectors $X_t$. The two components of the sectorial boundary $\partial X_1$ will be canonically identified with $F_{R_1 e^{i\delta}} \times \mathbb{R}$ and $F_{R_1} \times \mathbb{R}$ by retracting the sectorial boundary under the Liouville flow (corresponding to the two black points labelled in Figure 3). Furthermore, the sectorial hypersurface $G = \{\text{Re}(z) = -\rho/2\} \subseteq X_0$ will be carried through this homotopy to a sectorial hypersurface $G_t \subseteq X_t$ and remain parallel to the Liouville vector field at infinity: see Figure 4. This sectorial hypersurface presents $X_t$ as the gluing of two sectors: by the uniqueness Lemma, the first is Liouville homotopic to $((\mathbb{C}^*)^n, f)$, and the latter, $X_{A_2}$, to $H \times A_2$ (see Figure 6).

4. Lastly, the result of gluing the sector $H \times A_1$ to $X_1$ along $\partial X_1$ yields a Liouville manifold homotopic to $(\mathbb{C}^*)^n \setminus H$ (see Figure 6). Let us understand the identifications involved in this gluing. The Liouville isotopy $\tilde{F}_t$ gives symplectomorphisms $\Phi_\gamma : F_{R_1} \to H$ and $\Phi_\eta : F_{R_1 e^{i\delta}} \to H$ which present the boundary $\partial X_1$ as $(H \times \mathbb{R}) \sqcup (H \times \mathbb{R})$. In our original presentation $X_0$, we obtain $(\mathbb{C}^*)^n \setminus H$ by gluing $X_{A_1}$ to $X_{A_2}$. Recall that the fiber $F_{R_1}$ was identified with the reference fiber $H$ via parallel transport along a ray. This fiber $F_{R_1}$ is the
source of the Liouville flow after the deformation of [Syl19a, Proposition 2.6] and so each component of the sectorial boundaries of \(((\mathbb{C}^* )^n, f)\), \(X_{A_2}\) and \(X_{A_1}\) is canonically identified with \(F_{R_1} \times \mathbb{R}\). Therefore gluing back \(X_{A_1}\) to \(X_1\) via the original gluing maps \(\text{id} : F_{R_1} \to F_{R_1}\) and \(\Phi_\eta : F_{R_1} \to F_{R_1}e^{\delta}\), and composing with our given identifications with \(H\) gives the gluing maps \(\mu : H \to H\) and \(\Phi_\eta : H \to H\) (which is isotopic to the identity). This completes the proof of our claim.

\[\square\]

Remark 7. We should think of this as the sectorial decomposition of \((\mathbb{C}^*)^n \setminus H\) associated to the presentation as \(\tilde{f}_\infty = 0\). We now use the projection of \((\mathbb{C}^*)^n \setminus H\) given by \(-1/f : (\mathbb{C}^*)^n \setminus H \to \mathbb{C}\). This has the effect of swapping 0 and \(\infty\): all of the monodromy of \(f\) now occurs around 0 \(\in \mathbb{C}^*\). Correspondingly, what one would like to do is use the hypersurface \(\text{Re}(1/f) = 1/2\) to cut \((\mathbb{C}^*)^n \setminus H\) into two sectors. Technical details make this difficult, so we use instead the argument presented in Proposition 3.3.2 to give an equivalent presentation as a gluing of sectors. Future work of the second author and collaborators will remove the need for this argument.

**DEFINITION 3.3.3.** Given the sectorial decompositions described above, we define:

1. The functor \(\alpha_\infty : \mathcal{W}((\mathbb{C}^*)^n, f) \to \mathcal{W}((\mathbb{C}^*)^n \setminus H)\) is the pushforward functor from [GPS20, (3.61)] induced by the sectorial inclusion in Proposition 3.3.1;
2. The functor $\alpha_0 : W((\mathbb{C}^*)^n, f) \to W((\mathbb{C}^*)^n \setminus H)$ is the pushforward functor from [GPS20, (3.61)] induced by the sectorial inclusion in Proposition 3.3.2.

COROLLARY 3.3.4. We have pushout diagrams of wrapped Fukaya categories:

\[
\begin{array}{ccc}
W(H) & \xrightarrow{\cup} & W((\mathbb{C}^*)^n, f) \\
\downarrow & & \downarrow \alpha_\infty \\
W(H \times \mathbb{C}^*(2), z) & \longrightarrow & W_0((\mathbb{C}^*)^n \setminus H)
\end{array}
\quad\begin{array}{ccc}
W(H) & \xrightarrow{\cup} & W((\mathbb{C}^*)^n, f) \\
\downarrow & & \downarrow \alpha_0 \\
W(E, H) & \longrightarrow & W_\infty((\mathbb{C}^*)^n \setminus H)
\end{array}
\]

where $W(H \times \mathbb{C}^*(2), z)$ denotes the wrapped Fukaya category where simple counterclockwise Reeb orbits around 0 are given degree 2.

Proof. See [GPS24b, Theorem 1.28]: inspection of the arguments show that they extend to $\mathbb{Z}$-graded categories (see [GPS24a]), provided that the grading data glues appropriately. We observe that since $\eta_0$ is obtained from $\eta_\infty$ by twisting by the cohomology class $[\arg(f)]$, whose restriction to the subsector $((\mathbb{C}^*)^n, f)$ is trivial (as $f$ is trivial as a Cartier divisor there), we may use the same $\mathbb{Z}$-graded category $W((\mathbb{C}^*)^n, f)$ in both diagrams. ■

Remark 8. Note that these geometric gluing results hold independently of which grading structure we choose; hence we could write both of the above diagrams with either the $\eta_0$-grading or the $\eta_\infty$-grading.

3.4 MIRROR SYMMETRY

PROPOSITION 3.4.1. We have a commutative diagram:

\[
\begin{array}{ccc}
W(H) & \longrightarrow & \text{Coh}(D) \\
\cup \quad \cap & \quad & i_D \quad \cap \quad i_D^* \\
W((\mathbb{C}^*)^n, f) & \longrightarrow & \text{Coh}(X)
\end{array}
\]

where the horizontal arrows are the equivalences given by [GS22, Kuw20, GPS24a]. Moreover, the counterclockwise monodromy functor $\mu : W(H) \to W(H)$ of $f$ around $\infty$ is mirror to tensoring by the anticanonical bundle $\mathcal{K}_X^{-1}|D$ on Coh(D).

Proof. We know that $\cup$ and $i_D*$ correspond under the mirror symmetry equivalence of [GS22] (see Figure 6). Therefore their left adjoints $\cap^L$ and $i_D^L$ must also be mirror. Since the sector $((\mathbb{C}^*)^n, f)$ was defined as the suturing of a stopped Liouville manifold (Definition 3.1.7) whose stop is swappable [Syl19b, Definition 1.1] by Proposition 3.1.6, then by [Syl19b, §4.2] the functor $\cup$ is spherical, and the image of the left adjoint $\cap^L$ is contained in $W(H)$. In the language of perverse schobers, the dual cotwist for a spherical functor $S$ is given by the cone of the counit map $S^L S \to \operatorname{id}$ (where $S^L$ denotes the left adjoint). In [Syl19b, Theorem 1.3] it is proved that $\mu$, the geometric counterclockwise monodromy of $f$ around $\infty$, acts on $W(H)$ by the dual cotwist of $\cup$, shifted by $[2]$. From [Nad19, p.12], we see that the dual cotwist for $i_D*$ is given by $\otimes \mathcal{K}_X^{-1}|D[-2]$. Cancelling the 2-shifts, we see that the functor $\mu$ corresponds to $\otimes \mathcal{K}_X^{-1}|D$. ■

Remark 9. The cup functor $\cup : W(H) \to W((\mathbb{C}^*)^n, f)$ is (restriction to compact objects of) left adjoint to the microlocalization functor studied in [GS22, §7.2]. It is shown there that when $X$ and
D are smooth, this microlocalization is mirror to the pullback functor $i^* : \text{QCoh}(X) \to \text{QCoh}(D)$. However, this equivalence uses an equivalence between QCoh and IndCoh for smooth schemes which intertwines the quasicoherent pullback $i^*$ with the Ind-coherent pullback $i!$. (See [GR17a, Chapter 6, §3.2].) Since $i$ is proper, the left adjoint to $i!$ is $i_*$, as claimed above. The same equivalence is used implicitly in Corollary 3.5.2 below.

**PROPOSITION 3.4.2.** There is a mirror symmetry equivalence between $(E, H)$ and $K_X|_D$ such that the following diagram commutes:

$$
\begin{array}{ccc}
W(H) & \longrightarrow & \text{Coh}(D) \\
\downarrow & & \downarrow^{i_{D*}} \\
W(E, z) & \longrightarrow & \text{Coh}(K_X|_D)
\end{array}
$$

where the top horizontal arrow is the equivalence of [GS22].

**Proof.** The total space of $K_X|_D$ is the relative Spec of the sheaf of algebras $\text{Sym}(\mathcal{K}_X^{-1}|_D)$ on $D$. The category of coherent sheaves on the total space is therefore given by the category of quasicoherent sheaves $\mathcal{F}$ on $D$ with a coherent $\text{Sym}(\mathcal{K}_X^{-1}|_D)$-module structure. By the universal property of Sym, this data is the same as a morphism $\mathcal{F} \otimes \mathcal{K}_X^{-1}|_D \to \mathcal{F}$ describing how the generators of $\text{Sym}(\mathcal{K}_X^{-1}|_D)$ act on sections of $\mathcal{F}$. We can thus describe $\text{Coh}(K_X|_D)$ as the category of pairs $(\mathcal{F}, \varphi : \mathcal{F} \otimes \mathcal{K}_X^{-1}|_D \to \mathcal{F})$ of a quasicoherent sheaf $\mathcal{F}$ on $D$ along with a morphism $\mathcal{F} \otimes \mathcal{K}_X^{-1}|_D \to \mathcal{F}$ giving $\mathcal{F}$ the structure of a finitely generated module over the $\cdot \otimes \mathcal{K}_X^{-1}|_D$ monad. Compare [Gam20, Proposition 5.8]. The pushforward functor $\text{Coh}(D) \to \text{Coh}(K_X|_D)$ sends a sheaf $\mathcal{F}$ to the trivial action $\mathcal{F} \otimes \mathcal{K}_X^{-1}|_D \to \mathcal{F}$.

We have a similar description of $W(E, H)$: the sector decomposition in Lemma 3.3.2 presents $W(E, H)$ as a homotopy colimit of wrapped Fukaya categories (note that even though we used $1-f$ rather than $f$, the parallel transport $\mu$ is naturally isomorphic to the geometric counterclockwise monodromy functor). This can be realized by an explicit homotopy colimit construction as in [GPS24b, A.4], where $W(E, H)$ is given by a category of pairs $(L, s : \mu L \to L)$ where $L$ is a module over $W(H)$ and $s : \mu L \to L$ is a morphism giving $L$ a finitely-generated module structure over the $\mu$ monad. Moreover, the cup functor $W(H) \to W(E, H)$ sends a Lagrangian $L$ to the zero morphism $\mu L \to L$.

Combining these presentations of the categories $W(E, H)$ and $\text{Coh}(K_X|_D)$ with Proposition 3.4.1, the result follows.

**PROPOSITION 3.4.3.** We have pushout diagrams of categories:

$$
\begin{array}{ccc}
\text{Coh}(D) & \xrightarrow{i_{D*}} & \text{Coh}(X) \\
\downarrow^{i_{D*}} & & \downarrow \\
\text{Coh}(D \times \mathbb{A}^1[-1]) & \longrightarrow & \text{Coh}(\tilde{Z})
\end{array} \quad \begin{array}{ccc}
\text{Coh}(D) & \xrightarrow{i_{D*}} & \text{Coh}(X) \\
\downarrow^{i_{D*}} & & \downarrow \\
\text{Coh}(K_X|_D) & \longrightarrow & \text{Coh}(\bar{Z})
\end{array}
$$

where $\text{Coh}(\tilde{Z})$ denotes the category of coherent sheaves on the derived scheme $\tilde{Z}$.

**Proof.** Follows from proper descent for ind-coherent sheaves on derived schemes (from [GR17a, Proposition 7.2.2]) and passing to compact objects.
**THEOREM 3.4.4.** After choosing appropriate mirror equivalences induced by the pushout diagrams above:

1. There is an equivalence of categories between $\mathcal{W}_0((\mathbb{C}^*)^n \setminus H)$ and $\text{Coh}(\tilde{Z})$ so that the functor $\alpha_\infty$ is mirror to $i_{\tilde{X}_*}$;

2. There is an equivalence of categories between $\mathcal{W}_\infty((\mathbb{C}^*)^n \setminus H)$ and $\text{Coh}(Z)$ so that the functor $\alpha_0$ is mirror to $i_{X_*}$.

**Proof.** By Propositions 3.4.1 and 3.4.2, the mirror equivalences of [GS22] intertwine the cup functors of Corollary 3.3.4 with the pushforward functors on coherent sheaves in Proposition 3.4.3. Therefore, there exist equivalences between the pushout categories $\mathcal{W}_0((\mathbb{C}^*)^n \setminus H)$ and $\text{Coh}(\tilde{Z})$, and between $\mathcal{W}_\infty((\mathbb{C}^*)^n \setminus H)$ and $\text{Coh}(Z)$ making the diagrams below commute.

**Remark 10.** Theorem 3.4.4 is stated in this fashion since the argument given does not show that the mirror symmetry equivalence between $\mathcal{W}_\infty((\mathbb{C}^*)^n \setminus H)$ and $\text{Coh}(Z)$ induced by these pushout diagrams is necessarily the same as those coming from [GS22] (and likewise for $\mathcal{W}_0((\mathbb{C}^*)^n \setminus H)$ and $\text{Coh}(\tilde{Z})$), though we shall show that this is indeed the case in §3.5 below.

**Remark 11.** One cannot construct a functor $\mathcal{W}_0((\mathbb{C}^*)^n \setminus H) \to \mathcal{W}_\infty((\mathbb{C}^*)^n \setminus H)$ by sending Lagrangians to themselves, since Lagrangians may not necessarily have a graded lift for both gradings. Even if we restrict to the subcategory of Lagrangians graded for both, a functor that is the identity on objects and morphisms will not be $\mathbb{Z}$-graded, but only a functor on the $\mathbb{Z}/2$-graded categories.
Similarly, it may seem that there is an obvious functor \( \text{Coh}(Z) \to \text{Coh}(\tilde{Z}) \), but the correct \( \mathbb{Z} \)-graded equivalence to goes via a Knörrer periodicity equivalence. The corresponding equivalence on the A-side can be thought of informally as applying the transformation \( z \mapsto 1/z \) in the base.

### 3.5 COMPATIBILITY OF EQUIVALENCES

In this section we verify that the sectorial decomposition of \((\mathbb{C}^*)^n \setminus H\) coming from applying Sylvan’s construction to the Liouville structure on \((\mathbb{C}^*)^n \setminus H\) induced by \( f \) respects the combinatorial decomposition of the skeleton coming from the semitropicalization of \( f \), under the isotopy relating the two (a priori different) Liouville structures. We will do this by examining the image of the different skeleta of the same hypersurface \((\mathbb{C}^*)^n \setminus H = \{ \tilde{f}_0 = 0 \} = \{ \tilde{f}_\infty = 0 \}\) under \( f : (\mathbb{C}^*)^n \to \mathbb{C} \). Though they have the same zero-locus, the tropicalizations of \( \tilde{f}_0 \) and \( \tilde{f}_\infty \) differ. If \( A \) denotes the set of multi-indices of monomials in the Laurent polynomial \( f \), then we have

\[
A_0 = \{(0, \alpha) : \alpha \in A \} \cup \{(-1, 0, \ldots, 0)\}
\]

while

\[
A_\infty = \{(1, \alpha) : \alpha \in A \} \cup \{(0, 0, \ldots, 0)\}
\]

since \( \tilde{f}_\infty = z_0 f + 1 \) and \( \tilde{f}_0 = f + z_0^{-1} \). If \( \phi : A \to \mathbb{R} \) is a convex piecewise-linear function inducing a polyhedral decomposition of \( P \), we also obtain a natural convex piecewise-linear function \( \tilde{\phi}_\infty : A_\infty \to \mathbb{R} \) by setting \( \tilde{\phi}_\infty(0) = 0 \) and \( \tilde{\phi}(1, \alpha) = \phi(\alpha) \); and \( \phi_0 : A_0 \to \mathbb{R} \) by setting \( \phi_0(0, \alpha) = \phi(\alpha) \) and \( \tilde{\phi}(-1, 0) = 0 \). Recall that, using this convex function \( \phi \), one defines the tropicalization \( L_\phi : \mathbb{R}^n \to \mathbb{R} \) of \( f \) by

\[
L_\phi(u) = \max_{\beta \in A} \{ \langle \beta, u \rangle - \phi(\beta) \}
\]

The tropicalization of \( f^{-1}(0) \) is given by \( \Pi \subseteq \mathbb{R}^n \), the locus of discontinuity of \( L_\phi \). The complement \( \Pi^c \subseteq \mathbb{R}^n \) is given by the locus where one term in \( L_\phi \) strictly dominates the others; the closure of the region where the constant term \( 0 \in A \) dominates is denoted by \( Q \). Moreover, if \( A \) is the set of rays generating the cones in a fan \( \Sigma \) of the toric variety \( X \) from \S 1.3, then we likewise have fans \( \Sigma_0, \Sigma_\infty \) generated by rays in \( A_0, A_\infty \) respectively, determined by the polyhedral decomposition associated to \( \phi \). Write \( \Sigma_0^0 \) for the subset of cones in \( \Sigma_0 \) generated only by rays \( (0, \alpha) \) for \( \alpha \in A \), and write \( \Sigma_0^1 \) for those cones in \( \Sigma_0 \) whose generators include \((-1, 0, \ldots, 0)\); likewise for \( \Sigma_\infty^0, \Sigma_\infty^1 \).

Therefore the tropicalizations \( L_\infty, L_0 : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R} \) of \( f_\infty, f_0 \) are, respectively,

\[
L_\infty(u_0, u) = \max \{ 0, u_0 + L_\phi(u) \}
\]

and

\[
L_0(u_0, u) = \max \{ -u_0, L_\phi(u) \}
\]

Let \( \Pi_\infty, \Pi_0 \subseteq \mathbb{R}^{n+1} \) be the the tropicalizations of \( f_\infty^{-1}(0), f_0^{-1}(0) \) respectively.

The facets of \( \Pi_\infty \) are given by the locus where two terms of \( L_\infty \) become equal. These occur in two kinds: firstly, those where \( u_0 = -L_\phi(u) \) (those facets corresponding to the boundary of the region in which the constant term dominates); secondly, regions where the terms associated to \((1, \alpha_1), (1, \alpha_2) \in A_\infty \) codominate: this occurs when

\[
u_0 + \langle \alpha_1, u \rangle - \phi(\alpha_1) = u_0 + \langle \alpha_2, u \rangle - \phi(\alpha_2)\]
Since this equality is \( u_0 \)-independent, this facet is simply given by

\[
\{ u_0 \geq -L \phi(u) \} \cap \{ \langle \alpha_1, u \rangle - \phi(\alpha_1) = \langle \alpha_2, u \rangle - \phi(\alpha_2) \}
\]

that is, a half-line \([c, \infty)\) times a facet of \( \Pi \).

For \( \Pi_0 \), the region corresponding to where the constant term \( \alpha = 0 \in A \) dominates in \( L_0 \) will be \((-\infty, 0] \times Q\); we also have facets where \(-u_0 = L \phi(u)\) but these facets are not in the boundary of \( Q \).

The key result from [GS22, Zho20] is that, for appropriate choice of Liouville structure on \((\mathbb{C}^\ast)^n\), there is a cover \( U_\sigma \) of the Lagrangian skeleton of \( H \) corresponding to cones \( \sigma \in \Sigma \) in the fan of \( X \). The perfectly centered hypothesis from [GS22] means that every non-zero cone \( \sigma \in \Sigma \) intersects its dual face \( F \subseteq Q \) in the relative interior. For each top-dimensional cone \( \sigma \in \Sigma \), let \( V_\sigma \) be a neighborhood of \( \sigma \subseteq \mathbb{R}^n \), and let \( U_\sigma = \text{Log}^{-1}(V_\sigma) \cap H \). This is then an open subset of \( H \), the union of which contains its entire skeleton. Moreover, there is an equivalence between \( \muSh(U_\sigma) \) and \( \text{Coh}(\overline{O}(\sigma)) \), where \( \overline{O}(\sigma) \) the closure of the torus orbit corresponding to \( \sigma \), and this is functorial under inclusions of cones \( \sigma \subseteq \tau \) in the sense that restriction on coherent sheaves is mirror to the microlocalization functor on \( \muSh \).

Note that on \((\mathbb{C}^\ast)^n \setminus H \subseteq (\mathbb{C}^\ast)^{n+1}\) we have \( z_0 = 1/f \), so under the log map \((\mathbb{C}^\ast)^{n+1} \rightarrow \mathbb{R}^{n+1}\) we have \( u_0 = -\log |f| \). Let \( \Delta_0 \subseteq \mathbb{R}^n \) be the subset of the complement of the tropical amoeba \( \Pi \) for \( H \) where the constant term dominates. Let \( U \) be the inverse image under the log map of a slight enlargement of \( \Delta_0 \).

**Lemma 3.5.1.** [Aur18, Lemma 5.2] If \( T > 0 \) is sufficiently small, the critical points of \( f \) all lie inside \( U \) and the critical values converge to 1.

**Corollary 3.5.2.** There is an equivalence of categories between \( \text{colim}_{\sigma \in \Sigma_0 \cap \Sigma_1} \muSh(U_\sigma) \) and \( \mathcal{W}(H) \) such that the following diagram commutes:

\[
\begin{array}{cccc}
\mathcal{W}(H) & \xrightarrow{\mathcal{W}((\mathbb{C}^\ast)^n, f)} & \mathcal{W}((\mathbb{C}^\ast)^n \setminus H) & \xrightarrow{\text{colim}_{\sigma \in \Sigma_0 \cap \Sigma_1} \muSh(U_\sigma)} \\
\text{colim}_{\sigma \in \Sigma_0 \cap \Sigma_1} \muSh(U_\sigma) & \xrightarrow{\text{colim}_{\sigma \in \Sigma_0} \muSh(U_\sigma)} & \text{colim}_{\sigma \in \Sigma} \muSh(U_\sigma) & \xrightarrow{\text{colim}_{\sigma \in \Sigma} \muSh(U_\sigma)} \\
\text{Coh}(D) & \xrightarrow{\text{Coh}(X)} & \text{Coh}(K_X | D) & \xrightarrow{\text{Coh}(Z)} \\
\end{array}
\]

as well as an analogous diagram for \( \mathcal{W}_0((\mathbb{C}^\ast)^n \setminus H) \), where the arrows in the left hand squares are those from Theorem 3.4.4, the south-west-pointing arrows are the equivalences from [GS22], and the north-west-pointing arrows are those from [GPS24a].

**Proof.** After applying a semitropicalization to either \( \tilde{f}_0 \) or \( \tilde{f}_\infty \) we get a (simple) homotopic Liouville structure on \((\mathbb{C}^\ast)^n \setminus H \) whose skeleton is close to either \( \Pi_0 \subseteq \mathbb{R}^{n+1} \) or \( \Pi_\infty \subseteq \mathbb{R}^{n+1} \) under the Log map on \((\mathbb{C}^\ast)^{n+1} \). There exists some \( \varepsilon > 0 \) so that all of the critical points of the quadratic Stein...
function $\psi$ from [Zho20] restricted to $(\mathbb{C}^*)^n \setminus H$ corresponding to cones $\sigma \in \Sigma_0^1$ have $|u_0| > \varepsilon$. But recall that $u_0 = \log|z_0| = \log|f_s|^{-1}$, or in other words this means that $|f_s(z) - 1| > \delta$ for some $\delta > 0$. Since all of the critical points of $f_s$ live near 1 for $T > 0$ sufficiently small, the sectorial gluing decompositions in Propositions 3.3.1 and 3.3.2 also respect this decomposition of the skeleton. The commutative diagram above then follows from the combinatorics of $\Sigma_\infty$ and general properties of colimits.

4 THE RESTRICTION FUNCTOR

4.1 KNÖRRER PERIODICITY

To relate the two mirror symmetry equivalences in Theorem 3.4.4 above, we will first need to understand the equivalence between $\text{Coh}(Z)$ and $\text{Coh}(\tilde{Z})$ induced by the Knörrer periodicity equivalences from Theorem 2.1.16. Firstly, we will need to understand the effect on coherent sheaves coming from $D$ (Lemma 4.1.1) and secondly on coherent sheaves coming from $X$ (Lemma 4.1.2).

**Lemma 4.1.1.** Knörrer periodicity gives a commutative diagram of dg functors:

$\text{Coh}_{\text{gm}}(K_X \times \mathbb{A}^1, s(x)yz) \quad \text{Coh}(Z) \quad \text{Coh}(\tilde{Z}) \quad \text{Coh}(D)$

**Proof.** The lower two maps are given by the pull-push functors $j_D^* p_D^*$ (for $p_D : K_X|_D \to D$, $j_D : K_X|_D \to Z$) and $j_{D\tilde{S}}^* p_{D\tilde{S}}^*$ (for $p_{\tilde{S}} : D \times \mathbb{A}^1[-1] \to D$, $j_{\tilde{D}} : D \times \mathbb{A}^1[-1] \to \tilde{Z}$). The upper left functor too is given by $j_{Z\tilde{S}}^* p_{Z\tilde{S}}^*$ (for $p_Z$ the projection $Z \times \mathbb{A}^1 \to K_X$; and $j_Z$ the inclusion $Z \times \mathbb{A}^1 \to K_X \times \mathbb{A}^1$). The upper right functor is the chain of equivalences from Propositions 2.1.9 and 2.1.10:

$\text{Coh}(\tilde{Z}) \to \text{Coh}_{\text{gm}}(\tilde{Z}, 0) \to \text{Coh}_{\text{gm}}(K_X \times \mathbb{A}^1, s(x)yz)$

where the second is also given by a pull-push functor $j_{\tilde{S}}^* p_{\tilde{S}}^*$. One can check from our explicit description of the first equivalence in the proof of Proposition 2.1.9 that a coherent sheaf on $X$ supported on $D$ that is a free $z$-module gives a matrix factorization that is also supported on $D$ and free in the $z$-variable. Finally, one can simply check on affines that on both sides of the diagram

$j_{Z\tilde{S}}^* p_{Z\tilde{S}}^* j_D^* p_D^* = j_{Z\tilde{S}}^*(p_D \circ p_Z|_{K_X|_D})^* = j_{\tilde{D}}^* p_{\tilde{D}}^* = j_{\tilde{S}}^* p_{\tilde{S}}^* j_{\tilde{D}}^* p_{\tilde{D}}^*$

for $p_D : K_X|_D \times \mathbb{A}^1 \to D$ and $j_D : K_X|_D \times \mathbb{A}^1 \to K_X \times \mathbb{A}^1$ which means that the diagram commutes.
LEMMA 4.1.2. Knörrer periodicity gives a commutative diagram of dg functors:

\[
\begin{array}{ccc}
\text{Coh}_{\mathbb{G}_m}(K_X \times \mathbb{A}^1, s(x)yz) & \xrightarrow{i_{\mathcal{X}}} & \text{Coh}(\mathcal{Z}) \\
\text{Coh}(\mathcal{X}) & \xleftarrow{\pi_{\mathcal{X}[1]}} & \text{Coh}(\tilde{\mathcal{Z}}) \\
\end{array}
\]

\text{Proof.} Suppose \( \mathcal{E} = \pi_{\mathcal{X}}^* \mathcal{F} \) is the pullback of a locally free sheaf \( \mathcal{F} \) on \( X \), and let \( p_Z \) denote the projection \( Z \times \mathbb{A}^1 \to \tilde{Z} \). The upper left equivalence \( \text{Coh}(\mathcal{Z}) \to \text{Coh}_{\mathbb{G}_m}(K_X \times \mathbb{C}, s(x)yz) \) sends \( \mathcal{E} \) to the pushforward of \( p_Z^* \mathcal{E} \) under the inclusion \( j_Z : Z \times \mathbb{A}^1 \to K_X \times \mathbb{A}^1 \). Note that we have an exact sequence of coherent sheaves on \( \tilde{Z} \):

\[
0 \to \mathcal{O}_{Z \times \mathbb{A}^1} \to \mathcal{O}_{\tilde{Z}} \to \mathcal{O}_{K_X \times \{0\}} \to 0
\]

given by restriction of functions \( \mathcal{O}_{\tilde{Z}} \to \mathcal{O}_{K_X \times \{0\}} \) (there is no normal-bundle correction since \( K_X \times \{0\} = \{z = 0\} \) is the zero-locus of a section of the trivial line bundle). For the projection \( p_{\tilde{Z}} : \tilde{Z} \to X \), the pullback \( p_{\tilde{Z}}^* \mathcal{F} \) is a locally free sheaf. Tensoring this with the above exact sequence gives an exact triangle:
Observe that passing to the quotient category $\text{Sing}(\hat{\mathcal{Z}})$ sends all locally free sheaves to zero. Thus $j_{\mathcal{Z}}^* p_{\mathcal{Z}}^* \mathcal{E}$ is equivalent in $\text{Sing}(\hat{\mathcal{Z}})$ to the sheaf $\mathcal{O}_{K_x \times \{0\}} \otimes p_{\mathcal{Z}}^* \mathcal{F}$. But this sheaf is exactly the image in $\text{Coh}(K_x \times \mathbb{C})$ of $i_{\mathcal{Z}}^* \mathcal{E}|_X$ under the functor $j_{\mathcal{Z}}^* p_{\mathcal{Z}}^* : \text{Coh}(\hat{\mathcal{Z}}) \to \text{Coh}_{G_m}(K_x \times \mathbb{C}, s(x)yz)$. Since $X$ is smooth, the diagram also commutes for all coherent sheaves.

Next we need to check that the diagram commutes on the level of morphisms. Without loss of generality, suppose $h : \mathcal{F} \to \mathcal{G}$ is a morphism of locally free sheaves on $X$. Following the arrows up the left hand side, we get the morphism of matrix factorizations given by $\tilde{h} : \mathcal{O}_{Z \times \mathbb{A}^1} \otimes p_{\mathcal{Z}}^* \mathcal{F}[1] \to \mathcal{O}_{Z \times \mathbb{A}^1} \otimes p_{\mathcal{Z}}^* \mathcal{G}[1]$ while on the right hand side we have the morphism $\tilde{h} : \mathcal{O}_{K_x \times \{0\}} \otimes p_{\mathcal{Z}}^* \mathcal{F} \to \mathcal{O}_{K_x \times \{0\}} \otimes p_{\mathcal{Z}}^* \mathcal{G}$, where $\tilde{h}(x, y, z) = h(x)$. These are identified under our choice of isomorphism $\mathcal{O}_{K_x \times \{0\}} \cong \mathcal{O}_{Z \times \mathbb{A}^1}[1]$. ■

**DEFINITION 4.1.3.** The functor $q : \text{Coh}(Z) \to \text{Sing}(Z)$ is the dg quotient functor, sending all perfect complexes to zero.

**DEFINITION 4.1.4.** The localization functor $\text{loc}$ maps $\text{Coh}(D \times \mathbb{C}^x[-1]) \to \text{Coh}(D)$ by localization at the degree-2 natural transformation given by the action of the generator $z$ of $\mathbb{C}[z^{\pm 1}] \cong \text{End}(\mathcal{O}_{\mathbb{C}^x[-1]})$ (see Lemma 2.1.11).

Compare this definition to Proposition 4.2.2. Note that both of these functors (as presented here) are $\mathbb{Z}/2$-graded only.

**LEMMA 4.1.5.** The category $\text{Coh}(Z)$ is generated by

- the pullbacks $\pi_X^* \mathcal{E}$ for $\mathcal{E}$ locally free sheaves on $X$;
- the pushforwards $j_D^* p_D^* \mathcal{F}$ for $\mathcal{F}$ coherent sheaves on $D$.

**Proof.** See [Orl06, Proposition 2.10]: though the proposition there is stated in terms of projective bundles, the proof is identical. ■

**PROPOSITION 4.1.6.** Under the Knörrer equivalences in Theorem 2.1.16, we have a commutative diagram of $\mathbb{C}((\beta))$-linear dg categories:

\[
\begin{array}{ccc}
\text{Coh}(\hat{\mathcal{Z}}) & \xrightarrow{j_{\mathcal{Z}}^*} & \text{Coh}(D \times \mathbb{C}^x[-1]) \\
\downarrow \sim & & \downarrow \text{loc} \\
\text{Coh}_{G_m}(K_x \times \mathbb{A}^1, s(x)yz) & \xrightarrow{\sim} & \text{Coh}(D)
\end{array}
\]

\[
\begin{array}{ccc}
\text{Coh}(Z) & \xrightarrow{q} & \text{Sing}(Z) \\
\end{array}
\]
Proof. Suppose $\mathcal{E}$ is a locally free sheaf on $Z$ pulled back from a locally free sheaf on $X$. Then under the sequence of equivalences $\text{Coh}(Z) \rightarrow \text{Coh}(\tilde{Z})$ in Lemma 4.1.2, $\mathcal{E}$ is sent to $i_{\tilde{X}*}\mathcal{E}|_{X}[-1]$, which is evidently sent to zero under the pullback map to $D \times \mathbb{C}^*$. Hence going either way around the diagram sends these locally free sheaves to zero.

By Lemma 2.1.7 the $\mathbb{C}((\beta))$-linear equivalence $\overline{\text{Coh}(D)} \rightarrow \overline{\text{Sing}(Z)}$ factors through the quotient map $q$; so $q$ is an equivalence on those sheaves coming from $D$ via $j_{D}^{*}p_{D}^{*}$ (for $p_{D} : K|_{D} \rightarrow D$, $j_{D} : K|_{D} \rightarrow Z$ the projection and inclusion respectively). Therefore to complete the proof that the diagram commutes, it suffices to do so for $\mathcal{F}$ a coherent sheaf on $Z$ supported on $K|_{D}$ coming from $D$ via $\mathcal{F} = j_{D}^{*}p_{D}^{*}\mathcal{F}_{D}$. Now by Lemma 4.1.1, this sheaf is sent to $\tilde{\mathcal{F}}$ in $\text{Coh}(\tilde{Z})$, where $\tilde{\mathcal{F}} = j_{D}^{*}p_{D}^{*}\tilde{\mathcal{F}}_{D}$. Now note that the top-row composition $\text{Coh}(\tilde{Z}) \rightarrow \text{Coh}(D)$ sends $\tilde{\mathcal{F}}$ to $\mathcal{F}_{D}$. Under the equivalence of Lemma 2.1.7, $\mathcal{F}_{D}$ is sent to the matrix factorization $\tilde{\mathcal{F}}$:

$$F_{0} = \bigoplus_{n \in \mathbb{Z}} i_{Z*}j_{D*}p_{D}^{*}\mathcal{F}_{D}^{2n}(\chi^{-n}), \quad F_{1} = \bigoplus_{m \in \mathbb{Z}} i_{Z*}j_{D*}p_{D}^{*}\mathcal{F}_{D}^{2m+1}(\chi^{-m})$$

in $\text{Coh}_{m}(K_{X}, s(x)y)$. While on the other hand, $\mathcal{F}$ in $\text{Coh}(Z)$ maps to the sheaf $i_{Z*}\mathcal{F}$, which gives a matrix factorization in $\text{Coh}_{m}(K_{X}, s(x)y)$. As $\mathbb{Z}/2$-graded matrix factorizations, this is the same as $F$ above, since $\mathcal{F} = j_{D*}p_{D}^{*}\mathcal{F}_{D}$.

Similarly, suppose $h_{D} : \mathcal{F}_{D} \rightarrow \mathcal{G}_{D}$ is a degree-$k$ morphism of complexes of coherent sheaves on $D$; by Lemma 2.1.7 the corresponding morphism of coherent sheaves $\check{h} : \tilde{\mathcal{F}} \rightarrow \tilde{\mathcal{G}}$ on $\tilde{Z}$ also arises as $j_{D*}p_{D}^{*}(h_{D})$ and has degree $k$. Since $\check{h}$ is independent of $z$, under the localization functor $\check{h}$ is simply sent to $h_{D}$ in $\text{Hom}^{k}(\tilde{\mathcal{F}}_{D}, \tilde{\mathcal{G}}_{D})$. This means the diagram commutes when the degree of the morphisms is taken mod 2. □

4.2 MIRROR SYMMETRY

Firstly, we may establish our version of Conjecture 1.2.1, part 3:

THEOREM 4.2.1. There is a mirror symmetry equivalence between $\mathcal{W}_{0}((\mathbb{C}^{*})^{n} \setminus H)$ and $\text{Coh}(Z)$ given by composing the mirror equivalence of $\mathcal{W}_{0}((\mathbb{C}^{*})^{n} \setminus H)$ and $\text{Coh}(\tilde{Z})$ from Theorem 3.4.4 with the sequence of equivalences $\text{Coh}(\tilde{Z}) \rightarrow \text{Coh}(Z)$ in Theorem 2.1.16.

Under this equivalence, the functor $\alpha_{\infty} : \mathcal{W}(\mathbb{C}^{*})^{n}, f) \rightarrow \mathcal{W}_{0}((\mathbb{C}^{*})^{n} \setminus H)$ is mirror to $\pi_{X*}[1] : \text{Coh}(X) \rightarrow \text{Coh}(Z)$.

Proof. This follows by applying Lemma 4.1.2. □

The restriction functor $\rho : \mathcal{W}_{0}((\mathbb{C}^{*})^{n} \setminus H) \rightarrow \mathcal{W}(H)$ from [Aur18, §4] is somewhat unique, so we shall spend some time describing it here. It is far from obvious that such a functor even exists: the choice of grading is particularly important.

The first step in this definition of the restriction functor is given by Viterbo restriction [GPS24b, §11.1] from $(\mathbb{C}^{*})^{n} \setminus H$ to the subdomain $H \times \mathbb{C}^{*}$ in Proposition 3.3.1, part (1): this can be done on the level of $\mathbb{Z}$-graded categories. Moreover, since $H \times \mathbb{C}^{*}$ is a Weinstein manifold, the Viterbo restriction functor is defined on categories of twisted complexes [GPS24b, (11.5)].

By the Kùnneth theorem of [GPS24b, Corollary 1.18], the wrapped Fukaya category $\mathcal{W}(H \times \mathbb{C}^{*}(2))$ is generated by (cylindrizations of) objects of the form $\ell \times \mathbb{R}_{>0}$ where $\ell$ is a Lagrangian in $H$. On
the level of objects, the functor \( \rho \) should take \( \ell \times \mathbb{R}_{>0} \) to \( \ell \): it is not clear, however, that this is well-defined on morphisms, as there is no choice of reference fiber \( H \times \{p\} \) in which we can take the intersections of two Lagrangians in \( H \times \mathbb{C}^* \). However, this will be well-defined if we use the 0-grading on \( H \times \mathbb{C}^* \): this is mirror to the algebraic geometry construction of taking the fiber over the ‘generic point’ in \( \mathbb{A}^1[-1] \).

To illustrate this, let us begin with the simplest example where \( H \) is simply a point:

**PROPOSITION 4.2.2.** There is a natural functor from the category of finitely-generated \( \mathbb{C}[z^{\pm 1}] \)-modules to the category of \( \mathbb{Z}/2 \)-graded finite-dimensional \( \mathbb{C} \) vector spaces when \( |z| = 2 \), taking \( \mathbb{C}[z^{\pm}] \) to \( \mathbb{C} \) in degree 0. Moreover, this gives a graded functor from a graded dg category of \( \mathbb{C}[z^{\pm 1}] \)-modules (modules carrying an additional \( \mathbb{Z} \)-grading for which \( z \) has degree 0), to the graded \( \mathbb{C}((\beta)) \)-periodic dg category of \( \mathbb{C} \)-vector spaces.

**Proof.** Given \( F \) a finitely-generated \( \mathbb{C}[z^{\pm 1}] \)-module, it corresponds to a sequence \( F^* \) of finite-dimensional \( \mathbb{C} \) vector spaces along with a degree-2 map \( z : F^k \to F^{k+2} \). Then we may define \( \rho(F) \) by \( V_0 = F^{2k}, V_1 = F^{2k+1} \) for any \( k \in \mathbb{Z} \). Given a morphism \( f : F \to G \) of \( \mathbb{C}[z^{\pm 1}] \)-modules, that is, a linear map \( f^* : F^* \to G^* \) commuting with \( z \), we get a morphism \( \rho(F) \to \rho(G) \) via \( f^0 = f^{2k} : F^{2k} \to G^{2k} \) and \( f^1 = f^{2k+1} : F^{2k+1} \to G^{2k+1} \). Importantly, this definition is independent of our choice of \( k \in \mathbb{Z} \) and yields a functor from finitely-generated \( \mathbb{C}[z^{\pm 1}] \)-modules to \( \mathbb{Z}/2 \)-graded \( \mathbb{C} \) vector spaces.

Note that no such construction exists if instead we were to take the degree of \( z \) be zero: given a Laurent polynomial in a degree-0 variable \( z \), simply choosing one coefficient does not define a functor.

In the general situation, morphisms in \( \mathcal{W}(H \times \mathbb{C}^*(2)) \) between two objects \( L_1, L_2 \) always have an action by \( \mathbb{C}[z^{\pm 1}] \): if \( L_1 = \ell_1 \times \mathbb{R}_{>0} \) and \( L_2 = \ell_2 \times \mathbb{R}_{>0} \), then the morphisms are given by \( \text{Hom}(L_1, L_2) \cong \text{Hom}_{W(H)}(\ell_1, \ell_2) \otimes_{\mathbb{C}} \mathbb{C}[z^{\pm 1}] \), which has an evident action by \( \mathbb{C}[z^{\pm 1}] \). Given a morphism \( p \) between \( L_1 \) and \( L_2 \), we have a map

\[
\text{Hom}^{2k}_{W(H \times \mathbb{C}^*(2))}(L_1, L_2) \xrightarrow{\sim} \text{Hom}^0_{W(H \times \mathbb{C}^*(2))}(L_1, L_2) \to \text{Hom}^{\text{even}}_{W(H)}(\ell_1, \ell_2)
\]

given taking (the degree-2k part of) \( p \) to \( z^{-k}p \). Similarly, taking (the degree-2k + 1 part of) \( p \) to \( z^{-k}p \) gives a map

\[
\text{Hom}^{2k+1}_{W(H \times \mathbb{C}^*(2))}(L_1, L_2) \xrightarrow{\sim} \text{Hom}^1_{W(H \times \mathbb{C}^*(2))}(L_1, L_2) \to \text{Hom}^{\text{odd}}_{W(H)}(\ell_1, \ell_2)
\]

for any \( k \in \mathbb{Z} \); one can check that this map commutes with the differentials on each morphism complex and so yields a well-defined functor from the cohomology category \( H\mathcal{W}(H \times \mathbb{C}^*(2)) \) to the \( \mathbb{Z}/2 \)-graded cohomology category \( H\overline{\mathcal{W}}(H) \).

Following [Aur18, §4], to define this more precisely on the \( A_\infty \) level, one defines \( \rho \) formally on \( A_\infty \)-modules as the pullback via the inclusion functor \( i : \mathcal{W}(H) \to \mathcal{W}(H \times \mathbb{C}^*(2)) \) that takes a Lagrangian \( \ell \) to \( \ell \times \mathbb{R}_{>0} \). Observe that this construction uses a choice of framing of \( H \) inside \( (\mathbb{C}^*)^n \). Given \( L \) in \( \mathcal{W}(H \times \mathbb{C}^*(2)) \), the pullback module \( i^*(L) \) is never representable by an object of \( \mathcal{W}(H) \) since it has unbounded cohomological support. The key observation of Auroux is that the action of \( \mathbb{C}[z^{\pm 1}] \) induces a 2-periodic structure on \( i^*(L) \) [Aur18, §4], so that \( i^*(L) \) is representable by an object in the \( \mathbb{C}((\beta)) \)-linear category \( \overline{\mathcal{W}}(H) \) where we reduce the grading modulo 2. In some sense,
the category $\mathcal{W}(H \times \mathbb{C}^*(2))$ is just a 2-periodization of $\mathcal{W}(H)$. The functor $\rho$ simply corresponds to the localization $\mathcal{W}(H \times \mathbb{C}^*(2)) \to \overline{\mathcal{W}}(H)$ at the degree-2 natural transformation $z : \text{id} \to [2]$ given by rotating $\mathbb{C}^*$ around 0 [Aur18, (4.3)] to give a $\mathbb{Z}/2$-graded category. In summary:

**Definition 4.2.3.** The restriction functor $\rho : \overline{\mathcal{W}}_0((\mathbb{C}^*)^n \backslash H) \to \overline{\mathcal{W}}(H)$ is defined by Viterbo restriction to the subdomain $H \times \mathbb{C}^*$ in Proposition 3.3.1, part (1); followed by the localization functor $\overline{\mathcal{W}}(H \times \mathbb{C}^*(2)) \to \overline{\mathcal{W}}(H)$ at the degree-2 natural transformation given by multiplication by the generator $z$ of $\text{End}_{\overline{\mathcal{W}}(\mathbb{C}^*(2))}(\mathbb{R} > 0) \cong \mathbb{C}[z^{\pm 1}]$ (see [Aur18, (4.3)]).

Recall that we use a bar to denote the reduction of the homological grading of an $\text{A}_\infty$ category mod-2: $\overline{\mathcal{W}}_0((\mathbb{C}^*)^n \backslash H)$ and $\overline{\text{Coh}}(Z)$. Note that the $\rho$ functor is only a functor of $\text{C}((\beta))$-linear $\text{A}_\infty$ categories, since we are localizing at a natural transformation that has degree 2.

**Proposition 4.2.4.** Under the mirror symmetry equivalences above for the function $\tilde{f}_0$, the Viterbo restriction from $(\mathbb{C}^*)^n \backslash H$ to $H \times \mathbb{C}^*$ is mirror to the pullback from $\tilde{Z}$ to $D \times \mathbb{C}^*[-1]$; that is, the following diagram of $\text{A}_\infty$ categories commutes:

$$
\begin{array}{ccc}
\mathcal{W}_0((\mathbb{C}^*)^n \backslash H) & \xrightarrow{\text{Vit}} & \text{Coh}(\tilde{Z}) \\
\downarrow^{\text{Vit}} & & \downarrow^{j_0^*} \\
\mathcal{W}(H \times \mathbb{C}^*(2)) & \xrightarrow{} & \text{Coh}(D \times \mathbb{C}^*[-1])
\end{array}
$$

**Proof.** The top horizontal homological mirror symmetry equivalence in the diagram is obtained by gluing together mirror symmetry equivalences for the sectors $(H \times \mathbb{C}^*(2), z)$ and $((\mathbb{C}^*)^n, f)$ along $H$, corresponding on the B-side to a gluing of the derived schemes $D \times \mathbb{A}^1[-1]$ and $X$ along $D$. [GS23, Corollary 5-8] shows that for such a gluing, the Viterbo restriction to $H \times \mathbb{C}^*(2)$ is mirror to the pullback to $D \times \mathbb{C}^*[-1]$. Note that although the result in [GS23] is stated for gluings of (non-derived) toric varieties, it works equally well if we allow some directions in those toric varieties to be derived, corresponding to the grading mirror to the choice of $\tilde{f}_0$; the only input is the description of Viterbo restriction [GPS24b, Proposition 11.2] as the quotient by cocores outside the restricted domain, together with the fact that the above descent statement allows us to identify how these cocores behave under mirror symmetry. 

**Theorem 4.2.5.** The restriction functor $\rho : \overline{\mathcal{W}}_0((\mathbb{C}^*)^n \backslash H) \to \overline{\mathcal{W}}(H)$ is mirror to the quotient functor $q : \overline{\text{Coh}}(Z) \to \overline{\text{Sing}}(Z)$ composed with the Knörrer periodicity equivalence $\overline{\text{Sing}}(Z) \to \overline{\text{Coh}}(D)$ as functors of $\text{C}((\beta))$-linear $\text{A}_\infty$ categories (Lemma 2.1.7), under the mirror symmetry equivalence from Theorem 4.2.1.

**Proof.** In the diagram below, the top left-hand square commutes by Proposition 4.2.4, and the top right-hand square clearly commutes also since we are localizing at the same natural transformation.

It remains to show that the lower square commutes, which is Proposition 4.1.6. 
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4.3 THE Z-GRADED ENHANCEMENT

We have seen so far that the functors $q$ and $\rho$ correspond under a $\mathbb{Z}/2$-graded homological mirror symmetry equivalence — i.e., an equivalence of $\mathbb{C}(\beta)$-linear categories. In this section, we show that the categories involved admit an auxiliary $\mathbb{Z}$-grading, and that $q$ and $\rho$ can be made to correspond under an equivalence of graded $\mathbb{C}(\beta)$-linear categories.

**DEFINITION 4.3.1.** We introduce the following terminology:

- We shall call the grading that comes from giving $\mathbb{A}^1$ weight 1 under the $\mathbb{G}_m$-action, and the form $\eta_0$ on $(\mathbb{C}^*)^n \setminus H$, the $0$-grading; we shall consider this the underlying cohomological grading structure on our categories.

- We shall call the grading that comes from giving the fibers of $K_X$ weight 1 under the $\mathbb{G}_m$-action, and the form $\eta_\infty$ on $(\mathbb{C}^*)^n \setminus H$, the $\infty$-grading; we shall consider this the additional $\mathbb{Z}$-grading structure on our categories.

Using the $\infty$-grading gives an (additional) grading on the $A_\infty$ categories $\overline{W}_0,\infty((\mathbb{C}^*)^n \setminus H)$ and $\overline{\text{Coh}}_{\mathbb{G}_m}(Z)$: reducing the homological grading mod-2 yields graded $\mathbb{C}(\beta)$-linear $A_\infty$ categories; we shall continue to use a bar to denote the reduction of the homological grading mod-2: $\overline{W}_0,\infty((\mathbb{C}^*)^n \setminus H)$ and $\overline{\text{Coh}}_{\mathbb{G}_m}(Z)$.

We may now define a graded version of the restriction functor $\rho : \overline{W}_{0,\infty}((\mathbb{C}^*)^n \setminus H) \to \overline{W}(H)$ by

- Viterbo restriction to the subdomain $H \times \mathbb{C}^*$ (the definition from [GPS24b, §11.1] can be carried out in a graded manner), where $H \times \mathbb{C}^*$ carries the restriction of the trivialization of the determinant bundle from $(\mathbb{C}^*)^n \setminus H$; then,

- Localization $\overline{W}_{0,\infty}(H \times \mathbb{C}^*) \to \overline{W}(H)$ at multiplication by the degree-2 natural transformation $z$. Since multiplication by $z$ has degree 0 for the $\infty$-grading, the latter functor is a graded $A_\infty$ functor by Proposition 4.2.2.

Hence $\rho$ is a graded functor between graded $\mathbb{C}(\beta)$-linear $A_\infty$ categories.
Likewise, the quotient map \( q : \text{Coh}_{G_m}(Z) \to \text{Sing}_{G_m}(Z) \) on equivariant coherent sheaves does not preserve the cohomological grading, but preserves the grading coming from the \( G_m \)-equivariant structure (cf. Lemma 2.1.7), which is the \( \infty \)-grading. Hence it gives a graded functor \( q : \text{Coh}_{G_m}(Z) \to \text{Sing}_{G_m}(Z) \) of graded \( \mathbb{C}(\beta) \)-linear dg categories (where the \( \mathbb{C}(\beta) \)-linear structure on \( \text{Sing}_{G_m}(Z) \) comes from the equivalence with the category of matrix factorizations in Theorem 2.1.5).

Thus both \( \rho \) and \( q \) have lifts that are graded functors. Next we show that they correspond under mirror symmetry in a graded sense.

**Lemma 4.3.2.** We have a mirror symmetry equivalence of graded \( A_\infty \) categories between \( \mathcal{W}_0,\infty((\mathbb{C}^*)^n, f) \) and \( \text{Coh}_{G_m}(X, 0) \), along with a commutative diagram

\[
\begin{array}{ccc}
\mathcal{W}(H) & \longrightarrow & \text{Coh}(D) \\
\downarrow \cup & & \downarrow \text{id} \\
\mathcal{W}_0,\infty((\mathbb{C}^*)^n, f) & \longrightarrow & \text{Coh}_{G_m}(X, 0)
\end{array}
\]

where the top horizontal arrow is the equivalence of \([GS22]\).

**Proof.** This is simply the observation that both trivializations of the determinant bundle on any generic fiber \( H \) and on \((\mathbb{C}^*)^n, f)\) agree up to homotopy; combined with the fact that both \( G_m \)-actions are trivial on \( X \). The former can be seen from the fact that each gluing presentation in Propositions 3.3.1 and 3.3.2 leaves the sector \((\mathbb{C}^*)^n, f)\) unchanged. \(\blacksquare\)

**Theorem 4.3.3.** There is a mirror symmetry equivalence of graded \( A_\infty \) categories between \( \mathcal{W}_0,\infty((\mathbb{C}^*)^n \setminus H) \) and \( \text{Coh}_{G_m}(\tilde{S}, 0) \).

**Proof.** By inspection of the arguments of \([GPS24b, \S 11.2]\), one can see that the sectorial decomposition from Proposition 3.3.1 yields a pushout diagram of graded \( A_\infty \) categories (cf. \([GPS24b, \S 2.2]\)):

\[
\begin{array}{ccc}
\mathcal{W}(H) & \longrightarrow & \mathcal{W}_0,\infty((\mathbb{C}^*)^n, f) \\
\downarrow & & \downarrow \\
\mathcal{W}_0,\infty(H \times \mathbb{C}^*, z) & \longrightarrow & \mathcal{W}_0,\infty((\mathbb{C}^*)^n \setminus H)
\end{array}
\]
We compare this gluing diagram with the gluing diagram from Proposition 2.2.2:

\[
\begin{array}{cccc}
\text{Coh}_{G_m}(D, 0) & \xrightarrow{i_{D^*}} & \text{Coh}_{G_m}(D \times A^1, 0) \\
\sim & \uparrow & \sim \\
W(H) & \xrightarrow{i_{D^*}} & \mathcal{W}_0(H \times \mathbb{C}^*, z) & \xrightarrow{j_{D^*}} & \mathcal{W}_0((\mathbb{C}^*)^n \setminus H)
\end{array}
\]

using Lemma 4.3.2 to give the desired equivalence.

**Proposition 4.3.4.** We have a commutative diagram of graded $A_\infty$ categories:

\[
\begin{array}{ccc}
\mathcal{W}_0((\mathbb{C}^*)^n \setminus H) & \xrightarrow{\text{Vit}} & \text{Coh}_{G_m}(\tilde{Z}) \\
\downarrow & \downarrow_{j_{D^*}} \\
\mathcal{W}_0(H \times \mathbb{C}^*) & \xrightarrow{\text{Coh}} & \text{Coh}_{G_m}(D \times \mathbb{C}^*[-1])
\end{array}
\]

**Proof.** As in Proposition 4.2.4, the arguments of [GS23, Corollary 5-8], applied to the above descent diagram (now of graded $A_\infty$ categories) for $\mathcal{W}_0((\mathbb{C}^*)^n \setminus H)$, show that Viterbo restriction is mirror to the indicated pullback.

Homological mirror symmetry equivalences at the level of graded $A_\infty$ categories in particular descends to the level of graded $\mathbb{C}(\beta)$-linear $A_\infty$ categories by forgetting the grading mod-2.

**Proposition 4.3.5.** Under the Knörrer equivalences in Theorem 2.2.1, we have a commutative diagram of graded $\mathbb{C}(\beta)$-linear dg categories:

\[
\begin{array}{cccc}
\text{Coh}_{G_m}(\tilde{S}, 0) & \xrightarrow{j_{D^*}} & \text{Coh}_{G_m}(D \times \mathbb{C}^*, 0) & \xrightarrow{\text{loc}} & \text{Coh}(D) \\
\uparrow & \sim & \uparrow & \sim \\
\text{Coh}_{G_m}(K_X \times A^1, s(x)yz) & \xrightarrow{\text{q}} & \text{Sing}_{G_m}(Z)
\end{array}
\]

where $\text{Coh}_{G_m}(Z, 0)$ is identified with $\text{Coh}_{G_m}(Z)$ as in Lemma 2.2.3.

**Proof.** We inspect the proof of Proposition 4.1.6. Firstly, it is not difficult to see that Lemmas 4.1.1 and 4.1.2 extend also to graded dg versions. Thus as before, going either way around the diagram sends all locally free equivariant coherent sheaves on $Z$ to zero. Importantly, the equivalence in Lemma 2.1.7 that factors through $\text{Coh}_{G_m}(Z)$ is a graded dg functor. Now, the vertical left
equivalences are graded dg equivalences by Theorem \ref{thm:2.2.1}; while the top arrows are only graded \( \mathbb{C}(\beta) \)-linear dg functors, as the localization 2-periodizes the homological grading. Combining these observations with the proof of Proposition \ref{prop:4.1.6} gives the result.

\[ \begin{align*}
\text{THEOREM 4.3.6.} \quad & \text{The restriction functor} \ \rho : \overline{W}_{0,\infty}((\mathbb{C}^*)^n \setminus H) \to \overline{W}(H) \text{ is mirror to the quotient} \ q : \text{Coh}_{G_m}(Z) \to \text{Sing}_{G_m}(Z) \text{ composed with the Knörrer periodicity equivalence} \text{Sing}_{G_m}(Z) \to \text{Coh}(D) \text{ from Lemma 2.1.7 as graded} \ \mathbb{C}(\beta) \text{-linear} \ \mathcal{A}_\infty \text{ functors, under the mirror symmetry equivalences from Theorem 4.3.3 composed with the Orlov equivalences from Theorem 2.2.1.} \end{align*} \]

\[ \begin{align*}
\text{Proof.} \quad & \text{As before, this follows by combining Propositions 4.3.4 and 4.3.5.} \end{align*} \]

5 THE LIFTING FUNCTOR

The hypersurface \( H \) carries a natural framing given by the function \( f \). We will first need to verify that this agrees with the framing given by the product neighbourhood \( H \times \{ \text{Re}(z) \geq -\rho \} \subseteq (\mathbb{C}^*)^n \) in [Syl19a, Proposition 2.6]. Note that over the unperturbed part of the fiber (called \( f^{-1}(1/2) \) in Sylvan’s notation), the vector fields uniquely specified by Sylvan’s prescription are \( X = (g\partial_r, 0), Y = (0, R) \) where \( R \) is the Reeb vector field of \( \partial X \) and the smooth function \( g : \partial X \to \mathbb{R} \) is chosen so that \( \omega_X(g\partial_r, R) = 1 \). These are positive multiples of \( \nabla|f| \) and \( \nabla \arg(f) \) respectively, which agrees with the framing obtained from \( f \) over the interior region of the fiber. Since the full fiber \( \hat{F} \) is obtained by attaching an infinite cylinder to \( \partial F \) (by [Syl19a, Proposition 2.6, condition (3)]), the result of extending this framing over the whole fiber is homotopic to Sylvan’s construction.

\[ \begin{align*}
\text{DEFINITION 5.0.1.} \quad & \text{We define the lifting functor} \ j : \mathcal{W}(H) \to \mathcal{W}(H \times \mathbb{C}^*, z) \to \mathcal{W}((\mathbb{C}^*)^n \setminus H) \text{ using a sector decomposition as in Proposition 3.3.1, by taking the cylindrization [GPS24b, \S 7.2] of the product with} \ \mathbb{R}_{\geq 0} \text{ followed by sector inclusion (see Figure 8).} \end{align*} \]

\[ \begin{align*}
\text{Remark 12.} \quad & \text{One could also define a negative lifting functor} \ j_- : \mathcal{W}(H) \to \mathcal{W}(H \times A_1) \to \mathcal{W}((\mathbb{C}^*)^n \setminus H) \text{ by cylindrization of the product with} \ \mathbb{R}_{\leq 0} \text{, followed by sector inclusion (see Figure 9).} \end{align*} \]
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negative lifting functor $j_-$ would differ from the lifting functor $j$ by a twist by the counterclockwise monodromy $\mu$ of $f$ around $\infty$.

**Theorem 5.0.2.** The lifting functor $j : \mathcal{W}(H) \rightarrow \mathcal{W}_0((\mathbb{C}^*)^n \backslash H)$ is mirror to $j_{D^*}p_D^* : \text{Coh}(D) \rightarrow \text{Coh}(Z)$ for the equivalence $\mathcal{W}_0((\mathbb{C}^*)^n \backslash H) \rightarrow \text{Coh}(Z)$ as in Theorem 4.2.1, where $j_D : K_X|_D \rightarrow Z, p_D : K_X|_D \rightarrow D$ are the inclusion and projection respectively.

**Proof.** We first consider the diagram below:

$$
\begin{array}{ccc}
\mathcal{W}(H) & \xrightarrow{\times_{\mathbb{R}^+ \leq 0}} & \mathcal{W}(H \times \mathbb{C}^*(2), z) & \rightarrow & \mathcal{W}_0((\mathbb{C}^*)^n \backslash H) \\
\sim & \downarrow & \sim & \downarrow & \sim \\
\text{Coh}(D) & \xrightarrow{p_D} & \text{Coh}(D \times \mathbb{A}^1[-1]) & \rightarrow & \text{Coh}(\tilde{Z})
\end{array}
$$

the right-hand square commutes by the diagram from Theorem 3.4.4, and the left-hand square commutes since both functors correspond to tensoring with $\mathbb{C}[z]$ with $|z| = 2$. Thus $j : \mathcal{W}(H) \rightarrow \mathcal{W}_0((\mathbb{C}^*)^n \backslash H)$ is mirror to $j_{D^*}p_D^* : \text{Coh}(D) \rightarrow \text{Coh}(\tilde{Z})$. Next, by Lemma 4.1.1, under the Knörrer equivalence $\text{Coh}(\tilde{Z}) \rightarrow \text{Coh}(Z)$, $j_{D^*}p_D^*$ is sent to $j_{D^*}p_D^*$ again. \[\blacksquare\]

**Remark 13.** Because of the twist by the monodromy, the negative lifting functor $j_-$ would be mirror to $j_{D^*}p_D^*(\mathcal{K}_X^{-1}|_D \otimes \cdot)$ for the mirror equivalence of $\mathcal{W}_0((\mathbb{C}^*)^n \backslash H)$ and $\text{Coh}(Z)$, since by Proposition 3.4.1, the counterclockwise monodromy $\mu$ is mirror to tensoring by $\mathcal{K}_X^{-1}|_D$. This would correspond to Conjecture 1.2.1, (4).

**Lemma 5.0.3.** There is an exact triangle of functors $\text{Coh}(X) \rightarrow \text{Coh}(Z)$:

Figure 8: The lifting functor $j$ corresponds to transporting a Lagrangian along the dashed horizontal line running from the puncture to $\infty$ along the positive real axis.
Figure 9: The negative lifting functor $j_-$ corresponds to transporting a Lagrangian along the dashed horizontal line running from the puncture to $-\infty$. 
Proof. The map $i_{X*} \mathcal{F} \to \pi_{X*} \mathcal{F}$ is the inclusion of a subsheaf: the cokernel is exactly the restriction $\mathcal{F}|_D$ pulled back under the projection $K_X|_D \to D$. ■

**Corollary 5.0.4.** There is an exact triangle relating $\alpha_0, \alpha_\infty$ and $j \cap$ as functors $\mathcal{W}((\mathbb{C}^*)^n, f) \to \mathcal{W}_\infty((\mathbb{C}^*)^n \setminus H)$:

$$j \cap \xrightarrow{+1} \alpha_0$$

and there is a corresponding exact triangle for $\mathcal{W}_0((\mathbb{C}^*)^n \setminus H)$ and $j_-$. 

Proof. This is just the mirror to Lemma 5.0.3, using Theorem 4.2.1 to see that $\pi_{X*}$ is mirror to $\alpha_\infty$. ■

### 5.1 AN EXAMPLE

In this section, we take up the example of $H = \{-1\}$ once again to illuminate the need for shifts by [1] and different $\mathbb{Z}$-gradings. Recall that we make the following identifications, firstly, on the $B$-side:

- $X = \text{Spec}(\mathbb{C}[x])$;
- $K_X = \text{Spec}(\mathbb{C}[x, y])$;
- $\mathbb{A}^1[-1] = \text{Spec}(\mathbb{C}[t]), |t| = -1$.

On the $A$-side, there are two different gluing presentations of $\Pi_1 = \mathbb{C}^* \setminus H$ given by Propositions 3.3.1 and 3.3.2, as illustrated in Figure 10. In this case, the two choices of gradings can be easily described:

$$\eta_0 = \frac{dz}{z}, \quad \eta_\infty = \frac{dz}{z(z+1)}$$

For $\eta_0$, the simple clockwise Reeb orbit around $-1$ will have degree 2, while those around the other two punctures will have degree 0. The situation is reversed for $\eta_\infty$, where the simple clockwise Reeb orbit around $\infty$ will have degree 2. This suggests that, in an informal sense, the equivalence $\mathcal{W}_0(\Pi_1) \to \mathcal{W}_\infty(\Pi_1)$ ‘interchanges zero and infinity’.

As illustrated in Figure 10, we use $L_1, L_2, L_3$ to denote the generating set of Lagrangians for the wrapped Fukaya category with the 0-grading, and $\tilde{L}_1, \tilde{L}_2, \tilde{L}_3$ for those Lagrangians with the $\infty$-grading. In fact, one can show that composing with the Knörrer periodicity equivalence $\text{Coh}(Z) \to \text{Coh}(\tilde{Z})$ interchanges $L_i$ with $\tilde{L}_i$. In particular, $j_-$ will correspond to $j$: in general, this will involve twisting by the monodromy.
Figure 10: Two gluing presentations of the pair of pants from $\tilde{f}_0$ and $\tilde{f}_\infty$ (left to right) with generating Lagrangians labelled. The dashed vertical line represents the sectorial hypersurface dividing the two subsectors.

PROPOSITION 5.1.1. Under the mirror symmetry equivalences induced by Theorems 3.4.4 and 4.2.1, we have

- $\alpha_\infty(L_1) \mapsto \pi_{A_1}^*(O_{A_1})[1]$,
- $\alpha_0(\tilde{L}_2) \mapsto i_{A_1^*}(O_{A_1})$,
- $\rho(L_2) \mapsto q(O_{A_1})$;
- $j(C) \mapsto \pi_{A_1^*}(O_0)$.

Proof. By our definition, $\alpha_\infty$ takes the one generator $L_1$ of $W(C^*, z)$ to $L_1$ inside $W_0(\Pi_1)$, and likewise $\alpha_0$ takes the generator of $W(C^*, z)$ to $\tilde{L}_2$ in $W_\infty(\Pi_1)$. Under the mirror equivalence induced by gluing, the former is sent to the pushforward of the module $C[x]$ to $A_1 \cup O_0 A_1[-1] = \tilde{Z}$. Likewise, $\tilde{L}_2$ corresponds to $C[x]$ as a $C[x, y]/(xy)$-module, which verifies the correspondence between $\alpha_0$ and $i_{X^*}$.

Next we need to understand the Knörrer periodicity equivalence

\[ \text{Coh } C[x, y]/(xy) \longrightarrow \text{Coh}_{Gm}(A^1 \times A^1 \times A^1, xyt) \longleftarrow \text{Coh } C[x, t]/(xt) \]

Under this equivalence, $C[x]$ in $\text{Coh}(A^1 \cup O_0 A_1[-1])$ is sent to the matrix factorization

\[ C[x, y, t] \xrightarrow{t} C[x, y, t], \]

the [1]-shift of
\[ \mathbb{C}[x, y, t] \xrightarrow{t} \mathbb{C}[x, y, t], \]

which is in turn the image of \( \mathbb{C}[x, y]/(xy) \) from \( \text{Coh}(\mathbb{A}^1 \cup_0 \mathbb{A}^1) \) (note the significance of \( t \) having weight 1). This module is pulled back from \( \mathbb{C}[x] \), the generator of \( \text{Coh}(X) \), under the projection \( \mathbb{A}^1 \cup_0 \mathbb{A}^1 \to \mathbb{A}^1 \). Hence we have shown that under this sequence of identifications, \( \alpha_\infty(L_1) \) corresponds to \( \pi_\ast \mathcal{X}(\mathcal{O}_X)[1] \).

Verifying the mirror equivalence for the functor \( \rho \) is also simple. The restriction functor \( \rho \) sends \( L_2 \) to \( \mathbb{C} \), while \( L_2 \) corresponds to \( \mathbb{C}[t] \) in \( \text{Coh}(\mathbb{A}^1 \cup_0 \mathbb{A}^1[-1]) \) under our gluing construction of a mirror symmetry equivalence. Note that the endomorphism algebra of \( \mathbb{C}[t] \) is \( \mathbb{C}[x, z]/(xz), \ |z| = 2 \), just as for \( L_2 \). Passing this module through Knörrer periodicity gives \( \mathbb{C}[y] \) as a module over \( \mathbb{C}[x, y]/(xy) \), which does indeed map to \( \mathbb{C} \) under the quotient map to \( \text{Sing}(\mathbb{C}[x, y]/(xy)) \). Similarly, the lifting functor \( j \) has image \( L_2 \) which as we have just seen, corresponds to \( \mathbb{C}[y] \), the pullback of \( \mathcal{O}_0 \) under the projection \( \mathbb{A}^1 \cup_0 \mathbb{A}^1 \to \mathbb{A}^1 \).

\[ \blacksquare \]
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