Abstract—This paper presents a novel, safe control architecture (SCA) for controlling an important class of systems: safety-critical systems. Ensuring the safety of control decisions has always been a challenge in automatic control. The proposed SCA aims to address this challenge by using a Model Predictive Controller (MPC) that acts as a supervisor for the operating controller, in the sense that the MPC constantly checks the safety of the control inputs generated by the operating controller and intervenes if the control input is predicted to lead to a hazardous situation in the foreseeable future invariably. Then an appropriate backup scheme can be activated, e.g., a degraded control mechanism, the transfer of the system to a safe state, or a warning signal issued to a human supervisor. For a proof of concept, the proposed SCA is applied to an autonomous driving scenario, where it is illustrated and compared in different obstacle avoidance scenarios. A major challenge of the SCA lies in the mismatch between the MPC prediction model and the real system, for which possible remedies are explored.

I. INTRODUCTION

Safety-critical systems are a class of systems whose failure can cause damage to human health, life, property, or the environment. Examples of safety-critical systems include medical devices, aircraft flight control, and autonomous driving vehicles [1]. Due to the increasing complexity in these applications, they make extended use of methods from Artificial Intelligence (AI) and Machine Learning (ML). However, the application of AI and ML based control algorithms is not suitable for many safety-critical systems, yet [2]. Hence it is essential to consider approaches that can provide safety certificates in order to apply these methods to safety-critical systems.

The approach followed in this paper is to provide a safety mechanism for control systems, whose potentially unsafe control algorithm is treated as a black box algorithm. The proposed safe control architecture (SCA) consists of a supervisor, which provides a safety certificate for the control input produced by an operating controller. The operating controller refers to a general function block that contains potentially unsafe hardware or software elements, in particular, arbitrary AI and ML algorithms without safety guarantees or even a human operator acting as the controller. The safety certificate is generated by predicting the system state one step ahead if the control input were applied and checking whether this would lead to an unsafe situation. In cases where the control input is not certified, the supervisor activates a safety action. This action may be non-intrusive, such as a warning signal being displayed, or lead to a full take over by a redundant controller for the system. The proposed architecture is demonstrated in a case study for an autonomous driving vehicle but can be generalized to a wide class of safety-critical systems.

Safe decision making in safety-critical systems has gained considerable attention in recent years, e.g., [3], [4], [5]. In [6], an optimization problem subject to the system constraints and a safe terminal set is solved to minimize the difference between an unsafe learning-based control input and an auxiliary control input. The safety of the learning-based control input is satisfied whenever the optimal cost is zero. In [7], safety based on reachability analysis has been employed to determine a safe operating region of the state space. Safety has been incorporated as a performance metric into a reinforcement learning algorithm to improve safety and learning. A safety framework has been introduced in [8] to enhance learning-based and unsafe control strategies with safety certificates. It exploits the available data to deal with possible inaccuracies of using linear models. The main feature of the proposed architecture is that it is not restricted to a specific control problem, i.e., it can also be applied to tracking control problems, which are important in applications such as autonomous driving.

Safe decision making is particularly important in the context of path planning and control in autonomous driving vehicles (ADV), and still, an open problem [9]. The safe decision making method in [10] is based on a predictive controller for the prevention of unintended road departure. Nevertheless, the method is difficult to be extended to other applications. A safe learning-based control framework has been introduced in [11] by solving reinforcement learning tasks with state and input constraints. Safety of the system can be guaranteed while learning a given task. Yet, its applicability in real-time is questionable due to its computational complexity.

The contribution of this paper is threefold. Firstly, an SCA is proposed to guarantee the safe performance of safety-critical systems. Secondly, a Model Predictive Control (MPC) approach is introduced as the supervisor in the SCA. The Supervisor MPC is used to provide a safety certificate for the control input generated by any operating controller, because, unlike non-optimization-based methods, it is able to provide a certificate of infeasibility. Lastly, the application of the proposed SCA is demonstrated in a case study on autonomous driving for safe obstacle avoidance.

The paper consists of the following sections: Section II
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describes the problem and the general safe control architecture using an MPC as the supervisor; Section III describes the MPC setup for an obstacle avoidance scenario, and a method is presented to deal with model mismatch problems; Section IV illustrates the simulation setup; In Section V, the results are demonstrated and discussed; Section VI presents the conclusion.

II. SUPERVISOR MPC

In this section, first, the model and some basic definitions concerning safety are stated. Next, the SCA is proposed.

A. Problem Description

Consider the following nonlinear discrete-time system

\[ x_{k+1} = f(x_k, u_k), \quad x_0 = x_0, \]  (1)

for some initial condition \( x_0 \in \mathbb{R}^n \). Here \( f \) is a nonlinear function of \( x_k, u_k \). The time step is denoted by \( k \in \mathbb{Z}_{0+} \), where \( \mathbb{Z}_{0+} \) is the set of positive integers. The state and input vectors of the system are \( x_k \in \mathbb{R}^n \) and \( u_k \in \mathbb{R}^m \), respectively. The system (1) is subject to the state and input constraints

\[ x_k \in X_k \forall k \in \mathbb{Z}_{0+} , \quad u_k \in U_k \forall k \in \mathbb{Z}_{0+} . \]  (2)

Here \( X_k \) is the state constraint set, and \( U_k \) is the input constraint set at time \( k \).

In the example of this paper, the system is a passenger vehicle, which is a nonlinear system. The inputs of the system are the steering angle \( \delta_k \) and the acceleration \( a_k \). The input constraints are \( \delta_{\text{min}} \leq \delta_k \leq \delta_{\text{max}} \) and \( a_{\text{min}} \leq a_k \leq a_{\text{max}} \). To ensure smooth control inputs, constraints on the rate of change of \( \delta_k \) and \( a_k \) are enforced as \( \Delta \delta_{\text{min}} \leq \Delta \delta_k = \delta_{k+1} - \delta_k \leq \Delta \delta_{\text{max}} \) and \( \Delta a_{\text{min}} \leq \Delta a_{k+1} - a_k \leq \Delta a_{\text{max}} \). The objective is to follow the road and to avoid any obstacles.

**Definition II.1.** An operating controller is an arbitrary control algorithm that generates the control inputs \( u^o_k \in \mathbb{R}^m \) to fulfill a control goal for system (1).

The basic goal is to assign a safety certificate for \( u^o_k \) at each time step \( k \), or else prevent the system from using it.

**Definition II.2.** At any time step \( k \), system (1) is said to be in a safe state if there exists a feasible control sequence such that the constraints (2) are satisfied at all time steps in the future, i.e., \( \exists \{u_k, u_{k+1}, \ldots \} \) such that \( x_{k+j} \in X_{k+j}, u_{k+j} \in U_{k+j} , \forall j = 0, 1, 2, \ldots \). Conversely, the system (1) is in an unsafe state if the constraints (2) cannot be satisfied by the system dynamics by using any feasible control sequence, i.e., \( \nexists \{u_k, u_{k+1}, \ldots \} \) such that \( x_{k+j} \in X_{k+j}, u_{k+j} \in U_{k+j} , \forall j = 0, 1, 2, \ldots \).

The safety certificate for \( u^o_k \) is attained if \( u^o_k \) leads the system (1) to a safe state in the next time step \( k + 1 \). Then, \( u^o_k \) is said to be a safe control input. Otherwise, \( u^o_k \) is an unsafe control input. To avoid an unsafe state, the first step is to detect if the system is going from a safe state to an unsafe state. Therefore, the objective is to detect a safety event.

B. Safe control architecture

In order to predict a safety event, a specific SCA is proposed that uses the MPC as the supervisor. In this architecture, a safety event is predicted by means of the MPC. Then, if a detection event occurs, another controller, in this case, called the “Backup MPC”, takes over the system to avoid the unsafe state. The proposed SCA is illustrated in Figure Fig. 1.

**Fig. 1.** The block diagram of the proposed SCA by using an MPC as the supervisor and the backup controller

**Definition II.3.** A safety event is when the application of \( u^o_k \) would drive the system (1) from a safe state to an unsafe state, e.g., due to an internal failure or functional error of the operating controller.

A perfect detection of a safety event is a difficult task in practice. In reality, some reaction time \( t_r > 0 \) is required to intervene with \( u^o_k \) and to take over the control of the vehicle. Therefore, the safety event should be predicted. In this paper, for the purpose of a safety event prediction, a control supervisor is proposed. Possible reactions to a safety event prediction depend on the safety concept. It may involve switching to a fully operational or degraded backup controller, transfer of the system to a pre-defined safe state, or a warning signal issued to a human supervisor.

**Definition II.4.** A detection event is the prediction of a safety event by the control supervisor.

The detection event is based on all information that is available to the control supervisor, including \( u^o_k, x_k, X_k, U_k \), and the system dynamics. Due to imperfections, detection errors will be inevitable.

**Definition II.5.** A detection error type 1 is when a safety event is predicted by the control supervisor, even though no safety event would entail without an intervention (false positive). A detection error type 2 is when a safety event occurs within the prediction time, even though no safety event is predicted by the control supervisor (false negative).

**Definition II.6.** Assume that there is no detection error for a detection event. The detection lead time \( t_d \) is the time between the detection event and the safety event that would occur if \( u^o_k \) was not interrupted.

Ideally, \( t_d = t_r \). If \( t_d < t_r \), the violation of constraints cannot be avoided in the future. This means that a collision is bound to occur. If \( t_d > t_r \), then this may lead to unnecessary or early interventions with \( u^o_k \). This is usually considered as a performance loss.

**B. Safe control architecture**

In order to predict a safety event, a specific SCA is proposed that uses the MPC as the supervisor. In this architecture, a safety event is predicted by means of the MPC. Then, if a detection event occurs, another controller, in this case, called the “Backup MPC”, takes over the system to avoid the unsafe state. The proposed SCA is illustrated in Figure Fig. 1.
The proposed approach for the Supervisor MPC is to use the certificate of infeasibility of the underlying optimization problem to generate a detection event. Considering \( x_k \) as the current system state, which is assumed to be measurable, an **MPC-based detection event** is defined through the optimization problem

\[
\min_{U} \sum_{i=1}^{N} x_{i|k}^T Q x_{i|k} + u_{i-1|k}^T Ru_{i-1|k} \tag{3a}
\]

s.t. \( x_{i|k} = f(x_{i-1|k}, u_{i-1|k}) \), \( \forall i = 1, \cdots, N \), \( x_{0|k} = x_{k+1} \), \( x_{i|k} \in X_{i|k} \), \( \forall i = 1, 2, \cdots, N \), \( u_{i-1|k} \in U \), \( \forall i = 1, 2, \cdots, N \),

where (3b) is the nonlinear model from (1). The initial condition is \( x_{0|k} \in \mathbb{R}^n \). The predicted system state in the next step is \( x_{k+1} \), calculated as \( x_{k+1} = f(x_k, u^0_k) \). The tuning matrices are \( Q \geq 0 \in \mathbb{R}^{n \times n} \) and \( R \succ 0 \in \mathbb{R}^{m \times m} \). The prediction horizon is \( N \). The optimal control sequence found by solving the optimization problem (3) is \( U = \{ u_{0|k}^0, u_{1|k}^0, \cdots, u_{N-1|k}^0 \} \).

**Definition II.7.** An **MPC-based detection event** is the fact that the optimization problem (3) is infeasible. In this case, the Supervisor MPC labels \( u^0_k \) as an unsafe control input and \( u^0_k \) should not be applied to the system; otherwise, if the problem is feasible, \( u^0_k \) is labeled as a safe control input and can be applied to the system.

As long as the Supervisor MPC is not infeasible, the first element of the input sequence \( \{ u_{0|k}^0, u_{1|k}^0, \cdots, u_{N-1|k}^0 \} \) is saved as a backup control input \( u_{k-1|k}^{\text{backup}} = u_{0|k}^0 \). At the moment \( k \) when the Supervisor MPC is infeasible, the backup control input, which was calculated in the previous step, \( u_{k-1|k}^{\text{backup}} \) is applied to the system. Thereafter, based on the proposed safety concept, the Backup MPC takes over the control of the system. In this case, the reaction time \( t_r \) is one sampling time step.

### III. APPLICATION IN AUTONOMOUS DRIVING

The application of the proposed SCA in an autonomous driving scenario is demonstrated in this section. The scenario is for a vehicle to perform a safe obstacle avoidance maneuver (SOAM). At first, the MPC design is presented; next, problems arising for a SOAM due to the mismatch between the model and the vehicle dynamics are described, and eventually, a solution to fulfill a successful SOAM in the presence of model mismatches is presented.

#### A. MPC design for a safe obstacle avoidance maneuver

The design of the MPC problem (3) for a SOAM by a vehicle is presented in this subsection. To this end, a dynamic model in which the state variables are in terms of position and orientation error with respect to the road is utilized [9]:

\[
\begin{bmatrix}
\dot{e}_y \\
\dot{e}_\psi \\
\dot{e}_x
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
e_y \\
e_\psi \\
e_x
\end{bmatrix} +
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}(t) \\
\dot{y}(t) \\
\dot{\psi}(t)
\end{bmatrix} +
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta(t) \\
a(t) \\
\dot{a}(t)
\end{bmatrix} +
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\psi_{\text{des}}(t) \\
a_{\text{ref}(t)}
\end{bmatrix}
\tag{4}
\]

where

- \( a = -2C_{af} + 2C_{ar} \), \( b = -2C_{af} + 2C_{ar} \)
- \( c = -2C_{af}l_f + 2C_{ar}l_r \), \( d = -2C_{af}l_f - 2C_{ar}l_r \)
- \( e = 2C_{af}l_f - 2C_{ar}l_r \), \( f = -2C_{af}l_f^2 + 2C_{ar}l_r^2 \)
- \( g = -2C_{af} - 2C_{ar}l_r \)

Here \( e_y \), \( e_\psi \), and \( e_x \) represent the distance of the center of gravity (CoG) of the vehicle from the center-line of the road, the orientation error of the vehicle with respect to the road, and the longitudinal position error with respect to the center-line of the road, respectively. The offline generated control inputs are \( \psi_{\text{des}} \) and \( a_{\text{ref}} \), calculated based on the derivative of the yaw angle of the desired road and the reference speed, respectively. The list of vehicle parameters and their units is shown in Table I.

In order to implement the constraints on the rate of change of \( \delta \) and \( a \), the linear model (4) is augmented with two integrators

\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} =
\begin{bmatrix}
A_1 & B_1 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} +
\begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta(t) \\
\dot{a}(t)
\end{bmatrix} +
\begin{bmatrix}
E_1 & A_2 \\
0 & E_2
\end{bmatrix}
\begin{bmatrix}
\psi_{\text{des}}(t) \\
a_{\text{ref}(t)}
\end{bmatrix}
\tag{5}
\]

where \( \Delta \) denotes a block matrix of zeros with appropriate size. In the representation (5), \( \delta(t) \) and \( a(t) \) are considered as augmented states while \( \dot{\delta}(t) \) and \( \dot{a}(t) \) are the control inputs.

Model (5) is discretized by the exact discretization method [11]. The discrete time linear vehicle model for a constant longitudinal vehicle velocity is used as the predictor in the
MPC problem (3), as follows:

\[ x_{i+1|k} = Ax_{i|k} + Bu_{i|k} + Ev_{i|k}^\text{ref}. \]  

(6)

The state constraint (5d), is a polytopic set of the form \( X_{i|k} = \{ x_{i|k} \in \mathbb{R}^n | G^x x_{i|k} \leq h^x_{i|k} \} \), where

\[
G^x = \begin{bmatrix}
I_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}, \quad h^x_{i|k} = \begin{bmatrix}
\tilde{h}^x_{i|k} \\
\delta_{\max} \\
\delta_{\min} \\
o_{\max} \\
o_{\min} \\
\end{bmatrix},
\]

(7)

depending on the side where the vehicle should overtake the obstacle, \( l_1 \) in (2) is chosen as +1 or −1. An obstacle avoidance is enforced in the optimization problem (3) by a nonzero value for \( \tilde{h}^x_{i|k} \) in (7) along a prediction horizon. Consider \( w_{\text{obs}} \) and \( w_{\text{veh}} \) as width of the obstacle and width of the vehicle, respectively. For the steps over the prediction horizon, the existence of an obstacle is indicated by a nonzero value for \( \tilde{h}^x_{i|k} \) as:

\[
\tilde{h}^x_{i|k} = \frac{w_{\text{obs}} - w_{\text{veh}}}{2} ;
\]

(8)

otherwise, \( \tilde{h}^x_{i|k} \) is equal to zero.

The input constraint (5e), is a polytopic set of the form \( \mathcal{U} = \{ u_{i|k} \in \mathbb{R}^m | G^u u_{i|k} \leq h^u \} \) where

\[
G^u = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad h^u = \begin{bmatrix}
\Delta \delta_{\max} \Delta \delta_{\min} \Delta o_{\max} \Delta o_{\min} \\
\end{bmatrix}^\top.
\]

B. Plant model mismatch

The concept of a control supervisor carries two main difficulties. First, the detection lead time \( t_d \) must generally be greater than a given, non-zero reaction time \( t_r \). Over this time span, the control supervisor generally does not know about the inputs of the operating controller. Hence it needs to make assumptions that may not always be correct and might lead to detection errors of type 1 and type 2. This issue is not followed further in this paper, as it is assumed that the current operating control input \( u^*_{i|k} \) is precisely known to the supervisor and that the reaction time \( t_r \) is less than one sampling time step.

Second, any predictions made by the control supervisor with regards to future constraint violations by the system are limited by errors in the dynamic model and uncertainty in the model parameters. In particular, using the linear model (6), it invariably leads to a model mismatch with the real vehicle. To account for this model error, the linear vehicle model in (6) is extended as

\[
x_{i+1|k} = Ax_{i|k} + Bu_{i|k} + Ev_{i|k}^\text{ref} + w_{i|k} \in W,
\]

(9)

where \( w_{i|k} \in W \) is a disturbance that is used to reflect the plant-model mismatch. Here \( W \subset \mathbb{R}^8 \) represents a bounded disturbance set that will be determined experimentally, as will be discussed in the following subsection.

In this case study, the uncertainty set \( W \) is used to artificially increase obstacle dimensions in the Supervisor MPC. Note that increasing the obstacle dimensions will shift the tendency of the MPC-based detection error from type 2 to type 1. In this way, even if the car is not exactly where it was predicted, based on the linear model (6), the SOAM will still be successful. Therefore, the state constraint for the Supervisor MPC is:

\[
\tilde{X}_{i|k} = \{ x_{i|k} \in \mathbb{R}^n | G^x x_{i|k} \leq \tilde{h}^x_{i|k} \},
\]

(10)

where \( G^x \) is chosen as in (7), \( \tilde{h}^x_{i|k} = \begin{bmatrix}
\tilde{h}^x_{i|k} \\
\delta_{\max} \\
\delta_{\min} \\
o_{\max} \\
o_{\min} \\
\end{bmatrix}, \quad \tilde{h}^x_{i|k} = \tilde{h}^x_{i|k} + \delta, \]

and \( \delta \) is a constant value added to the state constraint and \( \tilde{h}^x_{i|k} \) as in (8). An algorithm for an appropriate choice of \( \delta \) based on \( W \) will be given in the next subsection. The algorithm is shown in Algorithm 1.

C. Determining the disturbance set

In this section, an offline method for a suitable choice of \( \delta \) is going to be discussed. For every sampling time step \( i \), consider \( \tilde{w}_i \in \mathbb{R}^8 \) as the difference between the car’s predicted states, calculated by the linear model (6), and the car’s actual states, calculated by the nonlinear vehicle model (1). For the implementation, it is important to recall that the states of the linear model (6) are defined as the deviation of the vehicle’s states and their reference values.

A bound on \( \tilde{w}_i \) is obtained by using a data-driven method. At first, all the states and the inputs are gridded into their possible values on the corresponding constraint set. Each of these grid points is considered as a possible initial condition. For each grid point, the linear and nonlinear models are simulated for one sampling time. Then, the difference between the vehicle’s states using the two models is calculated: \( \tilde{w}_i \). Since there are eight states and two control inputs that affect \( \tilde{w}_i \), ignoring the parameters that do not influence \( \tilde{w}_i \) reduces the calculation time significantly.

After collecting the possible mismatch points, the convex hull of these points is calculated as \( W = \text{conv}(\tilde{w}_1, \tilde{w}_2, \cdots, \tilde{w}_N) \), where \( N \in \mathbb{N} \) is the number of possible grid points. However, to estimate \( \delta \), only the mismatch related to the vehicle’s lateral position, \( y \), is required. Then,
the projection of $W$ on $y$ is calculated $\Delta = \text{proj}_y(W)$. In this way, a reasonable estimate of $\Delta$ is obtained.

IV. SIMULATION SETUP

A dual-track, 3DOF rigid vehicle body model from the Vehicle Dynamics Blockset in Matlab is used as the nonlinear model \cite{1}. It provides a fairly realistic representation of the real dynamics of a vehicle \cite{12}. It models longitudinal, lateral, and yaw motion of the vehicle. The parameters used in the simulation are shown in Table (I).

In this paper, $u_{o}^*$ is considered as a pure pursuit controller (PPC), which is a path following algorithm. The PPC can be interpreted as a human driver. It maintains the vehicle on the path by minimizing the deviations from the reference trajectory \cite{13}. The look-ahead time in the PPC setup is chosen as 0.5 seconds.

In the MPC setup the sampling time, $t_s$ is 0.1 seconds. The tuning parameters are chosen as $Q = \text{diag}(\begin{bmatrix} 1 & 1 & 200 & 1 & 1 & 1 & 1 & 1 \end{bmatrix})$, $R = \text{diag}(\begin{bmatrix} 1 \end{bmatrix})$, and $T = 10$. The constraints on steering angle and the acceleration are $\delta_{\max} = -\delta_{\min} = 34^\circ$, $a_{\max} = 2 \text{ m/s}^2$ and $a_{\min} = -6 \text{ m/s}^2$. The constraints on the rate of change of the steering angle and the acceleration are $\Delta \delta_{\max} = -\Delta \delta_{\min} = 30^\circ$ and $\Delta a_{\max} = -\Delta a_{\min} = 30 \text{ m/s}^2$.

V. RESULTS AND DISCUSSIONS

In the Figs. 2 to 4, the red line is the reference trajectory that the PPC is going to follow. The blue line is what the vehicle is doing, and the red point is where a Backup MPC starts to control the system instead of the PPC because a safety event is predicted.

In Fig. 2 the PPC does not see the obstacle because of its reference trajectory. So the PPC is leading the vehicle directly into the obstacle. Nevertheless, the Backup MPC is taking control of the system at a proper time, and the vehicle is overtaking the obstacle safely.

In Fig. 3 the reference trajectory for the PPC includes obstacle avoidance. However, overtaking the obstacle starts so late that the SOAM is not doable due to the system’s physical constraints. So again, the Backup MPC takes control of the system at a proper time and saves the vehicle from a crash.

In Fig. 4 the reference trajectory of the PPC is a smooth path. Overtaking the obstacle starts early enough. Therefore, it generates a proper control sequence for a SOAM. As shown in Fig. 4, the Supervisor MPC does not interrupt the PPC. Using the control input generated by the PPC, the vehicle is overtaking the obstacle safely.

As the simulation results in Figs. 2 to 4 confirm, the proposed SCA is working as intended for the purpose of a SOAM by this vehicle. The Supervisor MPC is generating a detection event, and when a safety event is predicted, the Backup MPC controls the vehicle for a SOAM; otherwise, the Supervisor MPC does not intervene, and the PPC controls the system for a SOAM.

For checking the effect of $\Delta$ on the conservatism of the SCA, introduced in Section III part C, the result of 64 different scenarios that the vehicle is controlled by the SCA are collected. In these scenarios, it is assumed that the PPC is guiding the vehicle into the obstacle. In each scenario, two parameters are recorded. The position of the vehicle at the time when MPC switches from the Supervisor MPC to the Backup MPC, $d_{\text{MPC}}$ and the position of the vehicle in the last moment before the Supervisor MPC becomes infeasible, $d_{\text{opt}}$. Regarding the conservatism of the controller in these scenarios, the difference $d_{\text{MPC}} - d_{\text{opt}}$ is a good indicator for the quality of the chosen $\Delta$. Obviously, if $\Delta$ is chosen too large, the supervisor is more conservative, and as a result, $d_{\text{MPC}} - d_{\text{opt}}$ is going to be larger than otherwise. On the other hand, if $\Delta$ is too small, the vehicle might not have enough space for a safe maneuver.

In the studied scenarios, the following reference trajectories are used during the simulations: $5 \sin (0.008t) + 3$, $5 \sin (0.009t) + 3$, $5 \sin (0.01t) + 3$, $5 \sin (0.02t) + 3$, $5 \sin (0.03t) + 3$, $5 \sin (0.04t) + 3$, $5 \sin (0.05t) + 3$ and
5 \sin (0.06t) + 3. For each trajectory a scenario with the vehicle speeds: 5 \text{m/s}, 8 \text{m/s}, 10 \text{m/s}, 12 \text{m/s}, 14 \text{m/s}, 16 \text{m/s}, 18 \text{m/s} and 20 \text{m/s} is checked.

The distribution of \( d_{\text{MPC}} - d_{\text{opt}} \) for 64 scenarios is shown in Fig. 5. As it is clear in Fig. 5 in most of the scenarios, the Backup MPC takes over the control of the vehicle between 1 to 2 meters before the infeasibility occurs. In some cases, when the vehicle is moving at a higher speed, a safe maneuver is more difficult, so the Supervisor MPC decides to interrupt the PPC even earlier. As can be seen in Fig. 5 there is no case that the Supervisor MPC is not able to predict the safety event, which is another good indicator that the choice of \( \Delta \) was suitable.

In Fig. 6 it is shown that for the aforementioned 64 scenarios, the Supervisor MPC intervenes with the PPC between one to four sampling times earlier than the actual infeasibility occurs, while \( t_d \) would ideally be only one sampling time. The greater \( t_d \) is due to conservatism introduced by enlarging the obstacles’ dimension by \( \Delta \). Although the choice of \( \Delta \) might be conservative in some scenarios, it is a suitable choice for most scenarios to ensure a successful SOAM.

VI. CONCLUSIONS AND OUTLOOK

Ensuring the safety of a control algorithm in safety-critical systems is a real challenge. The proposed SCA in this paper provides a safety certificate for the control inputs before applying them to the system. The results show that the proposed SCA can be used for safe decision making in autonomous driving systems. The mismatch between the model and the real system leads to some problems for the proposed SCA, but they are solvable by choosing a suitable safety margin \( \Delta \) when designing the SCA.

The next step is to derive mathematical safety guarantees for the tracking problem by the proposed SCA. A further goal is to conduct experimental tests to assure the applicability of the SCA in real-world scenarios.
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