Modeling of Dry Band Formation and Arcing Processes on the Polluted Composite Insulator Surface
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Abstract: This paper modeled the dry band formation and arcing processes on the composite insulator surface to investigate the mechanism of dry band arcing and optimize the insulator geometry. The model calculates the instantaneous electric and thermal fields before and after arc initialization by a generalized finite difference time domain (GFDTD) method. This method improves the field calculation accuracy at a high precision requirement area and reduces the computational complexity at a low precision requirement area. Heat transfer on the insulator surface is evaluated by a thermal energy balance equation to simulate a dry band formation process. Flashover experiments were conducted under contaminated conditions to verify the theoretical model. Both simulation and experiments results show that dry bands were initially formed close to high voltage (HV) and ground electrodes because the electric field and leakage current density around electrode are higher when compared to other locations along the insulator creepage distance. Three geometry factors (creepage factor, shed angle, and alternative shed ratio) were optimized when the insulator creepage distances remained the same. Fifty percent flashover voltage and average duration time from dry band generation moment to flashover were calculated to evaluate the insulator performance under contaminated conditions. This model analyzes the dry band arcing process on the insulator surface and provides detailed information for engineers in composite insulator design.
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1. Introduction

Composite insulators have been extensively used to provide electrical insulation and mechanical support for high voltage (HV) transmission lines [1–4]. The shank of the composite insulator is made of fiberglass or epoxy, and the sheds of the composite insulator are made of composite materials. The hydrophobic nature of composite materials discretizes water into small droplets on the insulator surface and ensures good performance of insulators under contaminated conditions [5,6]. However, the humid pollution could form a layer under the severely contaminated environment and increase the leakage current density [7,8]. The leakage current generates heat and evaporates water in the pollutant layer to create the dry band [9,10]. The arc initializes due to the significantly increased electric field close to the dry band [11–14]. Theoretical models for dry band formation and arcing processes are valuable because they contribute to the investigation of composite insulator flashover mechanism [15,16] and provide detailed information for engineers to optimize insulator geometry.

B.F. Hampton first studied the formation of dry bands in 1964 [17]. E.C. Salthouse and J.O. Löberg introduced the specific process of dry band formation in 1971. In terms of surface resistivity and electric field, E. C. Salthouse pointed out that dry band formation is caused by energy dissipation [18,19].
J.O. Löberg concluded that the width and speed of dry band formation are related to the surface temperature [20]. The distorted distribution of the field strength of dry bands also plays an important role in dry band expansion [21,22]. By analyzing a 3-D insulator model with the finite element method (FEM), J. Zhou et al. gave the opinion that the distortion field strength increases the length of the dry band. The number of dry bands also influences the electric field distribution [21]. A. Das et al. summarized that the dry band position has a significant influence on the maximum electric field strength [22]. These studies present the characteristics of the dry band and analyze the effects of dry bands on electric field distribution and flashover phenomena. However, the process of dry band formation caused by leakage current and electric arc has not been investigated in detail. This paper proposes a model to analyze instantaneous electric and thermal field variation during the dry band formation and arcing processes. The fields were calculated using a generalized finite difference time domain (GFDTD) method.

The GFDTD method consists of the generalized finite difference method (GFDM) and the finite difference time domain (FDTD) method. The GFDM is a method improved from the finite difference method (FDM). The traditional FDM depends on mesh-dividing, which is not suitable for fields with complicated boundaries, while the GFDM is a meshless method to compute the relationship of any discrete point in the field of the boundary conditions. The GFDM has an advantage over traditional FDM in the sense that the density of the calculation points could be different according to the boundary conditions and precision required in the field domain. The concept of the GFDM was first put forward by J.J. Benito in 2001 [23]. L. Gavate et al. compared the GFDM with other methods and reviewed its application in fluid and force fields [24]. J. Chen et al. then calculated electromagnetic field using the GFDM to reduce the computation time [25]. Currently, GFDM has been used in field calculation problems such as heat transfer and fluid mechanics to increase the calculation accuracy of a relatively small area in a large field domain [26,27].

This paper analyzed instantaneous electric and thermal field distributions close to composite insulators and arcs. Finite difference time domain (FDTD) was utilized to investigate the characteristics of continuously changing fields. In 1966, K.S. Yee dispersed Maxwell’s equations with time variables using the method of discretization later-called Yee cell [28], which was gradually developed into FDTD. This paper investigated electric and thermal fields variation by combining the GFDM with FDTD. GFDTD is capable of increasing the calculation accuracy in a high precision requirement area and reducing the computational complexity in a low precision requirement area. The arc propagation and heat transfer processes are modeled based on the electric and thermal field distribution.

Many theories and laboratory experiments have demonstrated that the elongation of the insulator creepage distance is an effective way to increase flashover voltage, but it also increases the weight and reduces the mechanical stress endurance of the composite insulator. Therefore, recent studies have focused on insulator parameter optimization when creepage distances remain the same [29–31]. The simulation models proved that the flashover probability slightly increases with the insulator shank diameter and decreases with shed spacing [32–34]. The creepage factor (CF), shed angle, and the ratio of overhangs between alternating sheds are the factors that impact dry band formation and arcing processes on the composite insulator surface. These parameters were optimized in the paper to analyze the 50% flashover voltage and the average duration time from pollutant layer formation to flashover.

This paper investigated the mechanism of dry band arcing by simulating the processes of dry band formation and arcing under the influence of a heat transfer model and an arc propagation model. The simulation results were compared with the results of the experiment to verify the model. This paper optimized the composite insulator geometry when the creepage distances remain the same.
2. Model Schematic and Method

2.1. Insulator Model Schematic

The composite insulator dimension and geometry were selected according to IEC 60815. Due to the symmetric geometry of composite insulators, a two-dimension model was applied to simulate the dry band formation and arc propagation processes and reduce the computational complexity. The composite insulators were designed for a 110 kV transmission line with 15 large sheds and 14 small sheds. The insulator shed radius and the dimensions of the electrodes are shown in Figure 1a. The environment temperature and air pressure were 293 K and 101.325 kPa, respectively.

In Figure 1a, the pollution distribution on the top and bottom surface of the insulator was defined as \( ESDD_T \) and \( ESDD_B \). The flashover voltage reduces with the increase of the ratio of \( ESDD_T \) to \( ESDD_B \). The range of the ratio was 0.1 to 1 [35]. In this paper, the ratio was set as 1 to simulate the dry band formation and arcing phenomena under a severe polluted scenario with relatively low flashover voltage. Therefore, the ESDD value was 0.1 mg/cm\(^2\) and the surface resistivity is \( 8.3 \times 10^5 \) \( \Omega \cdot m \) under the influence of environment temperature and air humidity, and water particles in the air were not considered in the model [36,37].

In Figure 1b, \( \theta \) is the shed angle. \( CF \) is defined as the ratio of the insulator creepage distance to the arcing distance.

\[
CF = \frac{l_1 + l_2}{d}
\]

where the sum of \( l_1 \) and \( l_2 \) is the total nominal creepage distance of the insulator. \( d \) is the arcing distance of the insulator.

\( r_1 \) and \( r_2 \) are the radius of large and small sheds respectively. \( k_{shed} \) is defined as the ratio of \( r_2 \) to \( r_1 \).

\[
k_{shed} = \frac{r_2}{r_1}
\]

In order to reduce the probability of dry band arcing and arc propagation, the geometry structure of insulator was optimized under the premise that creepage distances remain the same. The optimization variables of insulator geometry were \( CF \), \( k_{shed} \), and \( \theta \).

![Composite insulator schematic](image)

![Geometry parameters](image)

**Figure 1.** Composite insulator model schematic.
2.2. Dry Band Formation and Arc Propagation Models

2.2.1. Electric Field and Arc Propagation Model

In the electric field close to the insulator, the Poisson is shown below:

\[
\begin{align*}
\nabla^2 \phi &= \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} = -\frac{\rho}{\varepsilon} & \text{Possion equation} \\
\phi(x, y)|_{\Gamma} &= f_1(\Gamma) & \text{Dirichlet boundary condition} \\
\frac{\partial \phi}{\partial n}|_{\Gamma} &= f_2(\Gamma) & \text{Neumann boundary condition}
\end{align*}
\]

where \( \phi \) is the electric potential, \( \rho_c \) is bulk charge density and \( \varepsilon \) is permittivity.

Before the arc ignition, the electric field calculation model computed the electric field distribution to determine the arc ignition and obtain the leakage current density on the insulator surface. After the arc ignition, the electric field and arc propagation model computed the instantaneous electric field strength around the arc leader during the propagation. The random theory was utilized to determine the arc propagation directions based on the instantaneous electric field.

The instantaneous electric field close to the composite insulator was calculated by the GFDTD method shown in Appendix A. The advantage of GFDTD is that the density of discrete calculation points could be different in the field domain according to the precision requirement and boundary conditions. To focus on the field close to the arc and reduce the computational complexity in the low precision requirement area, the distribution of points close to the arc is denser than the points distribution in other parts of the field (Figure 2a).

![Figure 2](image)

**Figure 2.** Electric field calculation of the discretized points and arc propagation model based on the random walk theory.

Random walk theory calculated the probabilities of arc propagation in all the directions (Figure 2b). The random number was generated at each step of arc propagation to determine the exact direction of the next step. Therefore, the arc growth direction could be different even when the electric field distribution remains the same, which describes the stochastic characteristics of arc propagation [38].

\[
P = \frac{E^2}{\sum E^2} a(E - E_c)
\]
where $E$ is the electric field strength summation of all possible directions with $E > E_c$, and $E_c$ (2.1 kV/mm) is the RMS value of the threshold field. $a$ is the step function. The arc propagation velocity is in proportion to the magnetite of the electric field strength.

2.2.2. Heat Transfer Model

The heat transfer model simulates the energy balance of the evaporation process, including the leakage current injection energy, heat conduction and convection energies on the insulator surface, heat radiation energy of the arc, and the water evaporation energy of phase changing.

Before the arc ignition, the source of the thermal field was the accumulated energy on the insulator surface generated by the leakage current density. After the arc ignition, the heat transfer model included the heat radiation of the arc as the dominant factor to affect the dry band formation during arc propagation.

The leakage current injection energy is calculated as follows:

$$W_{\text{leakage}} = \sum_{t=0}^{l_0} \sum_{i=1}^{l} E_i^2 \frac{t_n}{\rho_r}. \quad (5)$$

Heat conduction and convection are the main forms of heat dissipation on the composite insulator surface before arc initializes. Heat conduction partial differential equation (PDE) and boundary conditions are given as Equation (6).

$$\begin{align*}
\rho c \frac{dT}{dt} &= \lambda \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right) + \Phi \\
T(x, y) |_{\Gamma} &= f_1(\Gamma) \\
\frac{\partial T}{\partial n} |_{\Gamma} &= f_2(\Gamma)
\end{align*} \quad (6)$$

where $T$ is the thermal temperature, $t$ is time, $\rho$, $c$, and $\lambda$ are the density, specific heat capacity and thermal conductivity of different insulating materials, respectively. $\Phi$ is the internal heat sources caused by dry band arcing and the leakage current density of the insulator surface.

The GFDTD method in the heat conduction calculation is similar to the electric field computation. The discretized heat conduction PDE is shown in Equation (7)

$$\rho c_i \left( \frac{T_{i+1}^{n+1} - T_i^{n}}{\Delta t} \right) = \lambda_i d_{1,i} T_i^{n+1} + \sum_{j=1}^{n} \lambda_i d_{1,(j+1)} T_j^{n+1} + \lambda_i d_{2,i} T_i^{n+1} + \sum_{j=1}^{n} \lambda_i d_{2,(j+1)} T_j^{n+1} \quad (7)$$

where the superscript “$T_{i+1}$” represents the next stage in the discrete time domain. $\Phi$ is calculated below:

$$\Phi_i = E_i^2 J_i = \frac{(E_i^2)^2}{\rho_r} \quad (8)$$

where $E$ is the electric field strength, $J$ is the leakage current density and $\rho_r$ is the resistivity of the insulator surface.

Thermal conduction and convection energies on the insulator surface are calculated below:

$$W_{\text{conduction}} = \sum_{t=0}^{l_0} \sum_{i=1}^{l} \lambda_i \Delta T_i^{n} \quad (9)$$

$$W_{\text{convection}} = \sum_{t=0}^{l_0} \sum_{i=1}^{l} h(T_i^{n} - T_0) \quad (10)$$
where \( l \) is the length of the insulator creepage distance, \( t_0 \) is the time duration, \( \lambda \) is the thermal conductivity of the insulating material, \( T_{tn} \) is the thermal temperature on the insulator surface, \( \Delta T \) is the temperature difference as a function of distance and time. \( T_0 \) is the environment temperature. \( h \) is the heat transfer coefficient of convection.

Heat radiation becomes the dominant factor to cause heat transfer on the insulator surface after arc initialization. Heat radiation is the process of arc generating radiant energy. Arc radiation energy \( W_{\text{arc\_radiation}} \) is calculated below:

\[
W_{\text{arc\_radiation}} = \sum_{t=0}^{t_0} \sum_{i=0}^{l} \varepsilon_{\text{emit}} \sigma (T_{tn}^i)^4
\]

(11)

where \( \varepsilon_{\text{emit}} \) is the emissivity of actual objects, \( \sigma = 5.67 \times 10^{-8} \) is the Stefan–Boltzmann constant, and \( t_0 \) is the time period from the radiation start to the moment of field calculation.

Water in the pollutant layer evaporates during the heat transfer process. The Clausius–Clapeyron equation describes enthalpy variation based on air pressure and thermal temperature.

\[
\ln \frac{P_2}{P_1} = \frac{\Delta H_{\text{steam\_water}}}{R} \left( \frac{1}{T_1} - \frac{1}{T_2} \right)
\]

(12)

where \( \Delta H_{\text{steam\_water}} \) is the phase-changing enthalpy of water, \( R = 8.314 \) is the universal gas constant, \( P_1 \) and \( P_2 \) remain the same as the standard atmospheric pressure (101.325 kPa), and \( T_1 \) and \( T_2 \) are the thermal temperature change before and after arc initialization. Therefore, \( \Delta H \) is a function of thermal temperature during the dry band formation and the arc propagation processes. The evaporation energy is calculated in Equations (13) and (14).

\[
\Delta H_{\text{steam\_water}} = \frac{R T_1}{T_2}
\]

(13)

\[
W_{\text{water\_steam}} = \Delta H_{\text{steam\_water}} V_{\text{water}}.
\]

(14)

The thermal balance equation of dry band formation on the insulator surface is shown below:

\[
W_{\text{water\_steam}} + W_{\text{conduction}} + W_{\text{convection}} = W_{\text{arc\_radiation}} + W_{\text{leakage}}.
\]

(15)

3. Simulation Results

The dry band formation process from the moment of the insulator energization \( (t = 0 \text{ s}) \) to the moment of arc initialization was simulated, in the first place, to analyze the effects of leakage current density on dry band formation. Then, the arc propagation process was simulated after arc initialization to investigate the effects of arc energy dissipation on further dry band formation and flashover.

3.1. Dry Band Formation and Arcing Simulations

The three stages of dry band formation before arc initialization are shown in Figure 3a–c respectively, when time \( t \) equals 0 s, 0.9 s, and 1.6 s.
Figure 3. Dry band formation process on the insulator surface at different time nodes.

Figure 4 shows the electric and thermal field distributions at the initial state \((t = 0 \text{ s})\) in Figure 3a before dry band formation. From Figures 3a and 4b, it is evident that the dry band was first generated at the location with the maximum thermal field.

Figure 4. Electric and thermal field distributions before the pollutant layer generation. \((t = 0 \text{ s})\).
The dry band area expands as the water in the pollutant layer continues evaporating. The thermal field distributions on the insulator surface close to the HV electrode in Figure 3b,c are shown in Figure 5. Figure 5 indicates the mutual positive effects on thermal temperature and dry band length.

![Figure 5. Thermal field distributions close to the high voltage (HV) electrode when the length of the dry band increases.](image)

The electric field distributions on the insulator surface close to the HV electrode in Figure 3a–c are compared in Figure 6. Figure 6 shows that the maximum electric field with the dry band was higher than the maximum electric field without the dry band. The maximum electric field reduced when the dry band expanded.

![Figure 6. Electric field comparison with different lengths of the dry band.](image)

The arc initializes when the maximum electric field exceeds the dielectric strength of air. However, the arc did not ignite immediately in Figure 3b because the water evaporation consumed the energy so that the maximum electric field could not maintain above the dielectric strength of the air. The arc initialized at \( t = 1.6 \) s, even though the electric field reduced slightly due to the expansion of the dry band. \((t = 5.42 \text{ s})\). The first arc initialization and the thermal field distribution are shown in Figure 7. Arc initializes at the location on the insulator surface with the maximum electric field. It is observed that the thermal temperature significantly increases when the arc ignites, the arc thermal radiation dissipates energy from arc to the air and insulator surface. The dominant factor of dry band formation becomes arc energy radiation during the propagation process. However, the arc extinguishes when the length and number of dry bands increase because the leakage current reduces as the surface resistivity at the dry band is dramatically higher than the resistivity at the pollutant layer.
Two dry bands were generated during the arc propagation process. The dry band and thermal field distributions are shown in Figure 8a,b. The electric field distribution along the creepage distance is shown in Figure 9. Figure 9 shows that the maximum electric field was lower than the maximum field with one dry band in Figure 6. However, the electric field distortion along the creepage distance was more severe than the field distribution with fewer dry bands. The electric field at more than one location on the insulator surface exceeded the dielectric strength of air. Therefore, multiple arcs reignited at different places on the composite insulator surface.

The distorted electric field led to the same distribution of the leakage current density. Therefore, temperature increased more significantly close to the dry band than the other locations on the insulator surface (Figure 8b).
Figure 8. Dry bands and thermal field distributions close to the HV electrode.

Figure 9. Electric field distribution along the creepage distance with three dry bands on the insulator surface.

Arcs ignited at different locations on the insulator surfaces after multiple dry bands generation when $t$ was equal to 9.89 s (Figure 10a). Arcs distinguished with the expansion of dry band and ignited due to the distorted electric field close to dry bands. The iterations were repeated six times, and the number of arcs significantly increased after each iteration. The separated arcs were finally connected to a conductive path from the HV electrode to the ground electrode of the composite insulator and caused flashover (Figure 10b) when $t$ was equal to 14.64 s.

Figure 10. Arc trajectory when multiple arcs occur and connect into a conductive path.
It was observed that the arc can jump between insulator sheds rather than traveling along the creepage distance. The arc trajectories could be slightly different due to the random walk theory. The arc jumping between sheds and stochastic characteristics in the model are consistent with the physical phenomena of the arc.

3.2. Experiment Results

The scheme of the experiment system is shown in Figure 11. Due to the hydrophobicity of the composite material, the insulator samples were coated with dry kaolin powder and NaCl to form the contamination layer [39]. The ESDD value of the contamination layer was 0.1 mg/cm² to evaluate the dry band formation and arcing processes under a severely polluted scenario. The samples were firstly wetted by the clean fog and then energized with 110 kV at rated voltage to observe the dry band formation and arcing processes. The surface resistivity was $8.3 \times 10^5 \, \Omega \cdot m$. The HV and ground electrodes had a diameter of 52 mm and a length of 108 mm as shown in Figure 1a. The high-speed camera (2F01) recorded 500 video frames per second at 800 pixels × 600 pixels from the start of the experiment to flashover. The videos were transmitted to the computer with 400 MB/s Ethernet.

Figure 11. The schematic of the dry band formation and arcing experiment system.

Figure 12 shows the experiment results of the dry band formation and arc propagation processes. The arc propagation at different time frames was compared to analyze the dry band location and arcing phenomena. Figure 12a shows the dry band formation process before arc ignition. Figure 12b shows the first arc ignition due to the dry band close to the HV electrode. Figure 12c shows the arcs reignite at different locations due to the presence of multiple dry bands on the insulator surface. Figure 12d shows that the separated arcs were connected and led to flashover. The time frames and phenomena are consistent with the simulation results in the model.

Figure 12. Cont.
The experiment results at different time nodes of dry bands formation and arc propagation processes.

The time nodes during arc propagation of the experimental and simulation results are compared in Table 1 to validate the simulation model.

| Time Nodes               | Simulation (s) | Experiment (s) | Error (%) |
|--------------------------|----------------|----------------|-----------|
| Dry band formation       | 1.6            | 1.6            | 0         |
| Arc igniting             | 5.42           | 5.6            | 3.2       |
| Arc extinction           | 5.51           | 5.8            | 5         |
| Arc reigniting           | 8.57           | 9.7            | 11.6      |
| Multiple arc occurrences | 9.89           | 10.1           | 2.1       |
| Flashover                | 14.64          | 15.4           | 4.9       |

The time node errors between simulation and experimental results were caused by the stochastic characteristics of the arc propagation.

4. Insulator Geometry Optimization

Since the experiment results verify the dry band formation and arc propagation model, three factors (creepage factor, shed angle, and alternative shed ratio) of composite insulator geometry were optimized in this section, while the creepage distance of the composite insulator remained the same as 2416 mm and the ESDD value was 0.1 mg/cm². Due to the stochastic property of arc propagation, the dry band formation and arcing processes were repeated 187 times to calculate the 50% flashover voltage and average duration time from \( t = 0 \) s to the moment of flashover. The \( CF \) is defined as the ratio of insulator creepage distance versus the arcing distance. The shed angle is the angle of the shed surface slope. The alternative shed ratio is the ratio of the small shed radius to the large shed radius.

4.1. Creepage Factor Optimization

The \( CF \) was optimized when the shed angle was 10° and the alternative shed ratio was 0.8. The range of \( CF \) was from 2.5 to 3.5 according to IEC 60815. The insulator geometry with different \( CF \) values are shown in Figure 13. 50% flashover voltage and time duration as functions of \( CF \) value are shown in Figure 14. Figure 14 indicates that 50% flashover voltage first increased then reduced with the \( CF \) values. The optimal value of \( CF \) was 2.94 to achieve the minimum flashover voltage. The average duration time decreased with the \( CF \) values because the arc had a high probability to bridge sheds as the distance between sheds reduced with the increase of \( CF \).
4.2. Shed Angle Optimization

The shed angle was optimized when the CF value was 3.0 and the alternative shed ratio was 0.8. The range of shed angle was from 0° to 25° according to IEC 60815. The insulator geometry with different shed angles are shown in Figure 15. 50% flashover voltage and time duration as functions of shed angle are shown in Figure 16. Figure 16 indicates that shed angle had little impact on the 50% flashover voltage. The average duration time increased with shed angle because the average length of arc trajectories increased with shed angle.

Figure 13. Insulator geometry with different CF values ($\theta = 10^\circ$ and $k_{shed} = 0.8$).

Figure 14. 50% flashover voltage and time duration as functions of the CF value.
4.3. Alternative Shed Ratio Optimization

The alternative shed ratio was optimized when the $CF$ value was 3.0 and the shed angle was $10^\circ$. The range of alternative shed ratio was from 0.7 to 1.0 according to IEC 60815. The insulator geometry with different alternative shed ratios are shown in Figure 17. 50% flashover voltage and time duration as functions of alternative shed ratio are shown in Figure 18. Figure 18 indicates that the 50% flashover voltage increased with alternative shed ratio because a small alternative shed ratio leads to the increasing occurrence of arc bridging between sheds. The alternative shed ratio had little impact on the average duration time.
5. Conclusions

This paper modeled the dry band formation and arcing processes of polluted composite insulators. Instantaneous electric and thermal fields were calculated by the GFDTD method to investigate the mechanism of dry band arcing and flashover. The simulation results were verified by the laboratory experiments. Insulator dimension factors were analyzed to optimize insulator geometry when the creepage distances remained the same.

1. The GFDTD method is suitable to calculate the electric and thermal fields for the insulator geometry by improving the field calculation accuracy at the high precision requirement area and reducing the computational complexity at the low precision requirement area.

2. The stochastic characteristics and the arc trajectory jumping between insulator sheds were modelled to simulate the physical phenomena of the arc.

3. The maximum electric field decreases with the expansion of the dry band. The heat transfer model demonstrates that the leakage current density is the dominant factor to affect dry band
formation before the arc initialization, while the arc radiation becomes the dominant factor to form the dry band after the arc ignition.

4. The 50% flashover voltage of composite insulators increases with the decrease of the $CF$ value and the increase of the alternative shed ratio. The duration time from the pollution layer generation moment to flashover increases with the decrease of the $CF$ value and the increase of the alternative shed angle.
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Nomenclature

- $A$: coefficient matrix multiply with $D_{\phi}$
- $(a^{-1})_{rc}$ element at $r$-th row and $c$-th column of matrix $A^{-1}$
- $a(E - E_c)$ step function of random walk
- $B$: coefficient matrix multiply with $[\phi]$
- $B(u)$ residual function of two discrete points
- $b$: constant matrix which equals to the product of $[A]$ and $[D_{\phi}]$
- $b_{r,c}$ element at $r$-th row and $c$-th column of matrix $[B]$
- $c$: specific heat capacity
- $CF$: creeping factor
- $D$: constant matrix which equals to the product of $[A]^{-1}$ and $[B]$
- $D_a$: partial difference column matrix
- $d$: insulator arcing distance
- $d_1, 2, 3 \ldots$: distance between two discrete points
- $d_{r,c}$ element at $r$-th row and $c$-th column of matrix $[D]$
- $E$: electric field strength
- $E_c$: RMS value of the threshold field
- $E_{tn}$ electric field strength in GFDTD form
- $ESDD_B$: ESDD value of bottom part of the insulator
- $ESDD_T$: ESDD value of top part of the insulator
- $\Delta H_{\text{steam}}$: phase changing enthalpy of water
- $h$: heat transfer coefficient of convection
- $h_{ij}$: absolute value $X$ coordinate differences between two discrete points
- $J$: leakage current density
- $J_{tn}$ leakage current density in GFDTD form
- $k_{ij}$: absolute value $Y$ coordinate differences between two discrete points
- $k_{\text{shed}}$: ratio of radii of large and small sheds
- $l$: length of insulator leakage distance
- $l_1, l_2$: insulator leakage distance
- $P$: probability of random walk
- $P_1, 2, 3 \ldots$: discrete points
- $p_1, p_2$: saturated vapor pressure
- $R$: universal gas constant
- $r_1, r_2$: radius of large and small sheds
- $T$: thermal temperature
- $T_0$: environment temperature
- $T_1, T_2$: thermal temperature change before and after arc initialization
- $t$: time
- $t_0$: time duration of insulator current leakage
where $P_i$ is expressed as follows (Figure A1) [40]:

$$u_j = u_i + h_{ij} \frac{\partial u_i}{\partial x} + h_{ij} \frac{\partial u_i}{\partial y} + \frac{1}{2} \left( k_{ij}^2 \frac{\partial^2 u_i}{\partial x^2} + k_{ij}^2 \frac{\partial^2 u_i}{\partial y^2} \right) + h_{ij} k_{ij} \frac{\partial^2 u_i}{\partial x \partial y} \quad i = 1, 2, \ldots, m \quad (A2)$$

where $h_{ij}$ and $k_{ij}$ are absolute values of $X$ and $Y$ coordinate differences, i.e., $h_{ij} = |x_j - x_i|$, $k_{ij} = |y_j - y_i|$.
\( P_i \) is the point among \( P_1 \sim P_n \). The value of each point \( P_i \) and \( P_1 \sim P_n \) is \( u_i \) and \( u_1 \sim u_n \). The distance from each point \( P_1 \sim P_n \) to \( P_i \) and is \( r_1 \sim r_n \), and the farthest distance is \( r_{\max} \).

The residual function of two points \( B(u) \) is defined by Equation (A3), shown as follows:

\[
B(u) = \sum_{j=1}^{n} \left[ \left( u_i - u_j + \frac{h_{ij} \partial u_i}{\partial x} + k_{ij} \frac{\partial u_i}{\partial y} + \frac{h_{ij}^2 \partial^2 u_i}{2 \partial x^2} + \frac{k_{ij}^2 \partial^2 u_i}{2 \partial y^2} \right) w_j \right]^2. \tag{A3}
\]

The weight function of the \( j \)-th point \( w_j \) is calculated below:

\[
w_j = 1 - 6 \left( \frac{r_j}{r_{\max}} \right)^2 + 8 \left( \frac{r_j}{r_{\max}} \right)^3 - 3 \left( \frac{r_j}{r_{\max}} \right)^4. \tag{A4}
\]

Derive \( B(u) \) for \( \partial^2 u/\partial x^2 \) and \( \partial^2 u/\partial y^2 \), then get \([A][D_u] = [b]\), where matrixes \([A]\), \([D_u]\) and \([b]\) are shown as follows,

\[
[A] = \left[ \begin{array}{cc}
\sum_{j=1}^{n} \frac{h_{ij}^2 w_j^2}{2} & \sum_{j=1}^{n} \frac{h_{ij} k_{ij} w_j}{2} \\
\sum_{j=1}^{n} \frac{k_{ij} h_{ij} w_j}{2} & \sum_{j=1}^{n} \frac{k_{ij}^2 w_j^2}{2}
\end{array} \right] \tag{A5}
\]

\[
[D_u] = \left[ \begin{array}{c}
\frac{\partial^2 u}{\partial x^2} \\
\frac{\partial^2 u}{\partial y^2}
\end{array} \right]^T \tag{A6}
\]

\[
[b] = \left[ \begin{array}{c}
\sum_{i=1}^{n} (u_j - u_i) \frac{h_{ij}^2 w_j^2}{2} \\
\sum_{i=1}^{n} (u_j - u_i) \frac{k_{ij} h_{ij} w_j}{2}
\end{array} \right]^T \tag{A7}
\]

Decompose the matrix \([b]\) as \([b] = [B][u]\), where

\[
[B] = \left[ \begin{array}{cccc}
\sum_{j=1}^{n} \frac{-h_{ij}^2 w_j^2}{2} & \frac{h_{ij}^2 w_j^2}{2} & \frac{k_{ij} h_{ij} w_j}{2} & \cdots & \frac{h_{ij}^2 w_j^2}{2} \\
\frac{-k_{ij}^2 w_j^2}{2} & \frac{k_{ij}^2 w_j^2}{2} & \frac{k_{ij} h_{ij} w_j}{2} & \cdots & \frac{k_{ij}^2 w_j^2}{2}
\end{array} \right] \tag{A8}
\]

\[
[u] = \left[ \begin{array}{c}
u_i \quad u_1 \quad u_2 \quad \cdots \quad u_j \quad \cdots \quad u_n
\end{array} \right]^T \tag{A9}
\]

The matrix \([D_u]\) is written in another form, i.e., \([D_u] = [A]^{-1}[b] = [A]^{-1}[B][u] = [D][u]\), where \([D] = [A]^{-1}[B]\) is a matrix with two rows and \((n + 1)\) columns shown below:

\[
[D] = [A]^{-1} [B] = \left[ \begin{array}{c}
\sum_{i=1}^{n} (a^{-1})_{12} b_{i1} \\
\sum_{i=1}^{n} (a^{-1})_{12} b_{i1} + \sum_{i=1}^{n} (a^{-1})_{13} b_{i2} + \sum_{i=1}^{n} (a^{-1})_{13} b_{i3} + \cdots + \sum_{i=1}^{n} (a^{-1})_{1,n+1} b_{i,n+1} \\
\sum_{i=1}^{n} (a^{-1})_{21} b_{i1} + \sum_{i=1}^{n} (a^{-1})_{22} b_{i2} + \sum_{i=1}^{n} (a^{-1})_{22} b_{i2} + \cdots + \sum_{i=1}^{n} (a^{-1})_{2,n+1} b_{i,n+1}
\end{array} \right] \tag{A10}
\]

where \((a^{-1})_{ij}, \) and \(b_{ij}\) are the elements at \( r \)-th row and \( c \)-th column of matrix \([A]^{-1}\) and \([B]\).

Thus, \( \partial^2 u/\partial x^2 \) and \( \partial^2 u/\partial y^2 \) are written as

\[
\begin{align*}
\frac{\partial^2 u}{\partial x^2} &= d_{1,1} u_1 + \sum_{j=1}^{n} d_{1,(j+1)} u_j \\
\frac{\partial^2 u}{\partial y^2} &= d_{2,1} u_1 + \sum_{j=1}^{n} d_{2,(j+1)} u_j
\end{align*} \tag{A11}
\]

where \(d_{rc}\) is the element at \( r \)-th row and \( c \)-th column of matrix \([D]\).

After substituting Equation (A11) into Equation (A1), the PDE is written as

\[
\frac{u_i^{n+1} - u_i^n}{\Delta t} = d_{1,1} u_i^n + \sum_{j=1}^{n} d_{1,(j+1)} u_j^n + d_{2,1} u_i^n + \sum_{j=1}^{n} d_{2,(j+1)} u_j^n + C_i^n \tag{A12}
\]

where the superscript “\( u^n \)” and “\( u^{n+1} \)” are the present and next stages of the point \( u_i \), respectively.
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