Characteristics Chemical Time Scales for Reactive Flow Modeling
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ABSTRACT
The chemical time scale can be used to characterize a reactive system (’s behavior). In addition, various dimensionless numbers (e.g. Damköhler number) rely on a characteristic chemical time scale. The inverse eigenvalues of a system are regarded as the system’s time scales. This means, the number of time scales is equal the numbers of eigenvalues. A formulation for a single characteristic time scale is required for the system characterization and to calculate dimensionless numbers. Recently proposed modifications of the Eddy Dissipation Concept (a turbulence-chemistry interaction model) also incorporate the Damköhler number in their formulation. Besides accuracy, the numerical efficiency is important, since the chemical time scale needs to be computed in each cell at every time step. We present different chemical time scale definitions found in literature, evaluate them on simple test problems and use them for flame simulations in conjunction with the modified Eddy Dissipation Concept. For the simple test case, most formulations give satisfactory results. The complexity of the chemical reaction mechanism greatly impacts the calculated time scale values. Therefore, we suggest to use a simple global mechanism for the calculation of chemical time scales to ensure reproducibility and consistency of the results.
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Introduction
Time scales characterize a system and its behavior. Many dimensionless numbers (e.g. Damköhler, Karlovitz, Stokes number) incorporate time scales and are reported to describe a system’s behavior or are used to design scale-up of plants. Many engineering processes incorporate reactive flows. In these cases, it is of particular interest to characterize those flows with time scales.

For reactive flows, the flow itself as well as the reaction determines the overall characteristics. The issue with reaction systems is that their chemical time scale is not inherently defined. Many different time scale definitions or time scale approximations exist in literature. Especially for the calculation of dimensionless numbers a characteristic and representative time scale of the system is needed.

Computational Fluid Dynamics (CFD) can provide detailed information of flows, to determine, for example, flow time scales. But time scale definitions are also used to develop and tailor CFD models. For example, the Eddy Dissipation Concept (EDC) is
widely used for the simulation of reactive flows. A recent proposition for its modification incorporates the Damköhler number. This poses the need for a numerically efficient chemical time scale definition to calculate the Damköhler number and apply the suggested modifications in CFD.

Therefore, we discuss the theoretical background of chemical time scales and test proposed definitions for a characteristic chemical time scale, possibly suitable for the application to CFD. These are discussed and applied to simplified test cases, where they can be compared to an analytical solution.

Furthermore, we apply the most suitable chemical time scale formulations to simulations using the modified Eddy Dissipation Concepts and compare them to available flame measurement data. This investigates the practical applicability of the formulations.

**Chemical time scales of a system**

A chemical reaction system can be described by the following set of Ordinary Differential Equations (ODEs):

\[
\frac{dY}{dt} = \dot{\omega} \quad \text{with} \quad Y(0) = Y_0
\]  

(1)

where \(Y\) denotes the mass fractions of species and \(\dot{\omega}\) denotes the net production/consumption rates. If the system is disturbed with a small perturbation in its initial value (Equation (2)), the change of the ODE can be approximated by the Jacobian \(J\) multiplied by \(\Delta Y\) (Equation (3)), see (Nagy and Turányi 2009; Tomlin, Whitehouse, Pilling 2002).

\[
Y(0) = Y_0 + \Delta Y_0
\]

(2)

\[
\frac{d\Delta Y}{dt} = J\Delta t
\]

(3)

The Jacobian matrix is defined in the following way and assumed to be independent of time for sufficiently small time intervals:

\[
J = \frac{\partial \omega}{\partial Y}
\]

(4)

Therefore, the time evolution of perturbations of the system is assumed to depend on the eigenvalues of the Jacobian, which consequently represent the characteristic time scales of the system. For a more thorough discussion of the connection between time scales and eigenvalues we refer to (Nagy and Turányi 2009; Tomlin et al. 2002).

For complex reaction mechanisms this leads to large Jacobian matrices and a time scale for each species. These time scales describe the chemical system. In the next section we present formulations to derive one characteristic time scale for chemical reaction systems, which is necessary for the calculation of dimensionless numbers.
Characteristic chemical time scale definitions

Different definitions of the characteristic chemical time scale have been proposed in literature (Caudal et al. 2013; Evans et al. 2019; Golovitchev and Chomiak 2001; Golovitchev and Nordin 2001; Isaac et al. 2013; Lam and Goussis 1991; Li et al. 2017; Levás et al. 2002; Prüfer et al. 2014; Ren and Goldin 2011). Some of them were derived for the purpose of mechanism reduction and are based on the separation of the chemical system into a slow and a fast reacting subspace to identify the dominating system time scales. Others are based on eigenvalue approximations or simple ones only incorporate the reaction rates.

The main objective for the in-situ application to CFD is to obtain a characteristic chemical time scale which describes the chemical system with sufficient accuracy. The complexity of existing definitions varies greatly from simple algebraic expressions to complex eigenvalue problems or principle component analysis (PCA) (Isaac 2014; Parente et al. 2011). Some of them, for example computational singular perturbation (Lam and Goussis 1991) or intrinsic-low dimensional manifold (Glassmaker 1999), have also been developed for a different purpose and have only been recently adapted to determine a characteristic time scale.

The existing expressions for chemical time scale characterization can be divided into algebraic and eigenvalue based definitions. Typically the algebraic expressions employ combinations of species concentrations, chemical reaction rates and/or species consumption/destruction rates. Eigenvalue based formulations require the calculation or approximation of the Jacobian matrix and its decomposition.

Within this wide variety of definitions, the eigenvalue based, for example the CSP theory, have a solid theoretical foundation, while others try to approximate the characteristic scales of the system. The aim of this study is to identify sufficiently accurate, but numerically efficient, characteristic chemical time scale definitions, which can be applied within CFD. Therefore, selected time scale approximations suitable for in-situ determination from literature are discussed in the following sections. They are compared to an analytical solution of a simple reaction system and are employed within simulations of a “classical” turbulent and a moderate or intense low oxygen dilution (MILD) combustion flame.

Inverse Reaction Rate Time Scale (IRRTS)

The probably simplest time scale definition is the reciprocal of the chemical reaction rate ($k_r$):

$$\tau_{IRRTS} = \min_{r \in N_R} \left( \frac{1}{|k_r|} \right)$$

where $N_R$ is the number of reactions.

For a global single-step reaction this definition is a good choice, since the chemical time scale is unambiguously defined. However, for more complex mechanisms, as many time scales as reactions exist. In this case, the fastest reaction is assumed to dominate the system, thus, defining the characteristic time scale. A drawback of this approach is that all reactions are considered equally important, although some might be of minor importance due to insignificant educt and/or product concentrations.
**Ren Time Scale (RTS)**

Ren and Goldin (2011) proposed the minimum ratio of the fuel species mass fraction \( Y_i \) and the corresponding species consumption rates \( \dot{\omega}_i \) as time scale (Equation (6)). Instead of defining a user-defined set of fuel species, in this work all species with a negative net production rate are taken into account. Additionally, Ren and Goldin (2011) introduced an empirical constant \( C_e \) to adapt the time scale. Since the numerical value of \( C_e \) was not defined, it is set to unity in this work. However, this definition also assumes that the fastest time scale is the dominant one.

\[
\tau_{RTS} = C_e \min_{i \in N_s} \left( \frac{Y_i}{\dot{\omega}_i} \right)_{\dot{\omega}_i < 0}
\]  

(6)

**Ren Product Time Scale (RPTS)**

In analogy to RTS, (section 3.2) the Ren Product Time Scale (RPTS) is defined for the product species (Equation (7)). This means all species with a positive net production rate are considered.

\[
\tau_{RPTS} = C_e \min_{i \in N_s} \left( \frac{Y_i}{\dot{\omega}_i} \right)_{\dot{\omega}_i > 0}
\]  

(7)

**OpenFOAM Time Scale (OFTS)**

Golovitchev and Nordin (2001) defined the chemical time scale as the ratio of the total species concentration \( c_{tot} \) and the sum of the production rate \( k_{f,r} \) times the stoichiometric coefficient \( \nu \) of the product species \( N_{i,RHS} \). For mechanisms consisting of more than one reaction \( n_R \), the ratios of all reactions are summed up, as follows (Li et al. 2018):

\[
\tau_{OFTS} = \sum_{r=1}^{n_R} \frac{c_{tot}}{\sum_{n=1}^{N_{i,RHS}} \nu_{n,r} k_{f,r}}
\]  

(8)

**Evans Time Scale (ETS)**

Evans et al. (2019) suggests to use the major species \( N_{maj} \) (for example \( \text{CH}_4, \text{H}_2, \text{O}_2, \text{CO} \) and \( \text{CO}_2 \)) for the time scale definition shown in Equation (9). To avoid using non-reacting species for the calculation, species with a reaction rate \( \dot{\omega}_i < 10^{-16} \) are neglected.

\[
\tau_{ETS} = \max_{i \in N_{maj}} \left[ \frac{Y_i}{|\dot{\omega}_i|/\rho} \right]
\]  

(9)

**Inverse Jacobian Time Scale (IJTS)**

The inverse Jacobian time scale requires the numerically expensive calculation of the species rate Jacobian (Equation (4)). Since most chemistry solvers need the Jacobian anyway, the increased numerical effort is negligible. Prüfert et al. (2014) and Caudal
et al. (2013) interpreted the diagonal elements of the Jacobian as approximation of the system’s eigenvalues. For diagonal dominant matrices this approximation is valid, see Gerschgorin’s circle theorem (Gerschgorin 1931). However, if the off-diagonal elements are relevant, this approximation can give bad results, since oscillating behavior indicated by complex eigenvalues is not covered. Further information on the quality of the eigenvalue approximation by the Jacobian diagonal can be found elsewhere, e.g. (Prüfert et al. 2014).

One way to get the characteristic time scale is to assume that the inverse of the smallest absolute diagonal element is the dominating time scale (Equation (10)). However, this approach does not check the significance of the individual time scales.

\[
\tau_{IPTS} = \min \left( \frac{1}{J_{ii}} \right)
\]  

(10)

Prüfert et al. (2014) defined a relevant sub set of time scales \((i \in I)\) by comparing the sub set reaction rate \(\hat{\omega}e_i\) and the total absolute rate \(\hat{\omega}\) (Equation (11)), where \(e_i\) is the \(i^{th}\) canonical basis vector.

\[
\left\| \sum_{i \in I} \hat{\omega}e_i \right\| < \epsilon
\]

(11)

The smallest sub set time scale is then assumed to be the characteristic system time scale.

**System Progress Time Scale (SPTS)**

Prüfert et al. (2014) also defined a chemical time scale based on the inverse norm of the Jacobian matrix multiplied by a weighting factor. The normalized species consumption rates are employed as weighting factor:

\[
\tau_{SPTS} = \left( \frac{\| J \| \hat{\omega}(t_0) \}}{\| \hat{\omega}(t_0) \}} \right)^{-1}
\]

(12)

The SPTS represents the time evolution of the whole system, because \(\tau_{SPTS}\) approximates \(\| J \|^{-1}\). Using the von Mises iteration it can be shown that \(\tau^{-2}\) converges toward \(\| J \|^2\) (Prüfert et al. 2014). This method incorporates the significance of the different reactions by considering their contribution to the overall progress.

**Inverse Eigenvalue Time Scale (IETS)**

The simplest eigenvalue based time scale is the Inverse Eigenvalue Time Scale (IETS), which assumes that the largest eigenvalue \((\lambda_i)\) defines the characteristic chemical time scale:

\[
\tau_{IETS} = \min_{i \in N_L} \left( \frac{1}{\| \lambda_i \|} \right)
\]

(13)
This formulation is also described in (Prüfert et al. 2014) and parts of the derivation are shown in (Caudal et al. 2013; Løvås et al. 2002).

**Eigenvalue Time Scale (EVTS)**

The Eigenvalue Time Scale (EVTS), also called characteristic time scale identification (CTS-ID) in (Caudal et al. 2013), is based on a complex-to-real transformation of the, in general, complex conjugate eigenvalues and eigenvectors. A transformed matrix \( \tilde{V} \) is constructed as:

\[
\tilde{V} = \begin{pmatrix}
L_1 & & & & \\
& \ddots & & & \\
& & L_{N_r} & & \\
& & & L_{N_r+1} & \\
& & & & \ddots \\
& & & & & L_{N_i-1}
\end{pmatrix}
\]  

with \( L_1 \) to \( L_{N_r} \) being the sorted real eigenvalues and \( L_{N_r+1} \) to \( L_{N_i-1} \) being \( 2 \times 2 \) block matrices:

\[
L_i = \begin{bmatrix}
\text{Re}(\lambda_i) & \text{Im}(\lambda_i) \\
-\text{Im}(\lambda_i) & \text{Re}(\lambda_i)
\end{bmatrix}
\]  

This matrix describes a transformed system. Then, the system time scales are defined as:

\[
\tau_i = \frac{1}{\lambda_i}
\]  

for the real eigenvalues and

\[
\tau_{2i-1+N_r} = \frac{1}{|\text{Re}(\lambda_{2i-1+N_r})|} \quad \tau_{2i+N_r} = \frac{1}{|\text{Im}(\lambda_{2i-1+N_r})|}
\]  

for imaginary eigenvalues. To obtain the important time scales, an importance criterion \( \gamma_i \) is defined for all species \( N_s \) in Equation (18) using the definition in Equation (20). In Equation (18), the transformed vectors \( \tilde{b}_i \) are used, which originate from the eigenvectors of the original system \( \tilde{b}_i \). The vectors corresponding to the real eigenvalues \( (i = 1...N_r) \) are equal to the original eigenvectors. The ones corresponding to complex eigenvectors \( (i = N_r+1...N_i - 1) \) are defined in Equation (19).

\[
\gamma_i = \frac{||a_i b_i||}{\max_{k \in N_i} ||a_k b_k||}
\]  

\[
b_{2i-1+N_r} = \text{Re}(\tilde{b}_{2i-1+N_r}) \quad b_{2i+N_r} = \text{Im}(\tilde{b}_{2i-1+N_r})
\]  

\[
a = \tilde{V}^{-1} \dot{\omega}
\]
Using the importance criterion $\gamma_i$, all time scales greater than a threshold value $\epsilon$ are considered to be important. The characteristic chemical time scale of the system is then the smallest of the remaining (important) time scales.

**Simple test cases**

**Single-step reaction**

The chemical time scale definitions from section 3 are tested on a simple one-step carbon monoxide (CO) oxidation reaction:

\[
2\text{CO} + \text{O}_2 \rightarrow 2\text{CO}_2
\]  

(21)

According to Westbrook and Dryer (1981) the reaction is reversible; the forward rate ($k_f$) depends on the CO, H$_2$O, and O$_2$ concentrations (Equation (22)) while the reverse reaction rate ($k_r$) is a function of the CO$_2$ concentration (Equation (23)). (Units are cm/s/mol/K)

\[
k_f = 3.98 \cdot 10^{14} e^{\frac{20129}{k}} \text{[CO]}^{0.5} \text{[H}_2\text{O}]^{0.25} \text{[O}_2]^{0.25}
\]  

(22)

\[
k_r = 5.0 \cdot 10^8 e^{\frac{20129}{T}} \text{[CO}_2]
\]  

(23)

The reverse reaction rate is neglected for this test case. Further simplifying the rate dependency by removing H$_2$O, a $3 \times 3$ matrix is obtained for calculating the eigenvalues of the reaction system:

\[
\det(J - \lambda) = \begin{vmatrix}
-2k[\text{O}_2]^{0.25} - \lambda_1 & -0.25k[\text{CO}][\text{O}_2]^{-0.75} & 0 \\
-2k[\text{O}_2]^{0.25} & -0.25k[\text{CO}][\text{O}_2]^{-0.75} - \lambda_2 & 0 \\
2k[\text{O}_2]^{0.25} & 0.25k[\text{CO}][\text{O}_2]^{-0.75} & -\lambda_3
\end{vmatrix}
\]  

(24)

The eigenvalues of this matrix can be easily calculated analytically. Only one non-zero eigenvalue exists:

\[
\lambda_1 = -k[\text{O}_2]^{0.25} - 0.25k[\text{CO}][\text{O}_2]^{-0.75}
\]  

(25)

This analytic eigenvalue solution and the resulting chemical time scale is compared to the previously discussed time scale definitions. The conversion of a stoichiometric CO and O$_2$ mixture at 1500 K and 1 bar is modeled in a plug flow reactor (PFR) with Cantera (Goodwin, Moffat, Speth 2017). Chemical time scales were calculated at each output time step using a threshold value of $\epsilon = 0.00001$ where necessary. Figure 1 shows the species concentration and the species consumption profiles versus time. Obviously, under these conditions, the CO oxidation is a fast reaction reaching full conversion after around $10^{-7}$ seconds.

**Figure 2** shows the corresponding time scales during the conversion. At the beginning, the different definitions span a range between $10^{-8}$ and $10^{-7}$ seconds, except for RTS. After around $10^{-8}$ second reaction time, different expressions form two groups: one giving
a steep decrease in chemical time scales reaching values of more than $10^{-3}$ seconds, while the other reaches values around $10^{-6}$ seconds, only RTS and RPTS can not clearly be added to those groups. The analytic eigenvalue time scale is part of the latter group. The time scale definitions predicting higher values are the IRRTS, ETS, OFTS and IJTS. One might conclude that the system possesses two distinct time scales. However, since only a single reaction is considered, there should be a clearly defined system time scale. Therefore, the deviations between these two groups can be considered inherent to their definition. A different interpretation could be that the first group represents the current characteristic system velocity, since the time scales increase at a similar rate as the species

---

**Figure 1.** Species concentration (top) and species rates (bottom) for the simplified, one-step three species carbon monoxide oxidation.

**Figure 2.** Chemical time scales for the simplified, one-step three species carbon monoxide oxidation.
consumption and production rates (compare Figs. 1 and 2). Contrary, the second group might represent the ability to react on perturbations, meaning that the chemical system compensates disturbances quickly at high temperatures.

**Comprehensive reaction mechanism**

Comprehensive reaction mechanisms consist of multiple reactions and complex reaction rate dependencies of concentrations and pressure, e.g. Three-Body reactions, SRI, TROE or TSA fall-off (Gilbert et al. 1983; Lindemann et al. 1922; Stewart et al. 1989; Troe 1983; Tsang and Herron 1991). Thus, the calculation of chemical time scales, the Jacobian and eigenvalues becomes numerically more expensive than for an one-step reaction mechanism. Furthermore, identifying the relevant time scales is essential to obtain the characteristic ones. The same initial conditions are employed in combination with the well-known methane combustion mechanism GRI 3.0 (Smith et al. 2018). Figure 3 shows species concentration and species consumption/production rates for the involved main species (CO, CO₂, H₂O, O₂) and radical species (H, O, OH). The CO oxidation process takes longer when employing the detailed mechanism (10⁻³ compared to 10⁻⁷ seconds). This is caused by an incubation time necessary for the formation of a radical pool which enables the overall oxidation reaction. In this test case, water vapor acts as a reaction promoter, since it forms the radical pool by dissociation. This is clearly visible in the species and consumption rate profiles. However, Figure 4 shows, that not all chemical time scale definitions depict these incubation effects. The IRRTS, ETS and OFTS clearly feature a time scale decrease followed by an increase due to the reaction progress. The SPTS definition indicates a slight decrease, while the IJTS, and IETS predict almost constant chemical time scales around 10⁻⁸ seconds.

![Figure 3. Species concentration (top) and species rates (bottom) for the carbon monoxide oxidation according to the GRI3.0 mechanism (Smith et al. 2018).](image-url)
The RTS and RPTS definitions have quite strong fluctuations, caused by the fast changing net production and consumption rates of some radical species.

**Methods for computational fluid dynamics**

A characteristic chemical time scale can also be necessary for CFD models. Recently, adaptations of the EDC have been proposed, which need a characteristic chemical time scale (Bao 2017; Parente et al. 2016). Therefore, the EDC is described shortly in the next section and its modifications are discussed.

**Eddy dissipation concept**

The physical foundation of the EDC is the assumption that educts react only in the fine structures (denoted by * ), since they are mixed on a molecular level there (Magnussen 1981). Based on the turbulent energy cascade, the fine structure length scale $\gamma_L$ and the fine structure mass fraction $\gamma^*$ can be calculated (Equation (26)) using the molecular viscosity $\nu$, the dissipation rate $\epsilon$, the turbulent kinetic energy $k$ and a constant $C_\gamma$.

$$
\gamma_L = C_\gamma \left( \frac{\epsilon v}{k^2} \right)^{1/4} = (\gamma^*)^{(1/3)}
$$

(26)

The mass transfer rate between the fine structures and the surrounding divided by the fine-structure mass is also calculated based on $\epsilon$, $v$ and a constant $C_\tau$, which was derived from the turbulence energy cascade (Ertesvåg and Magnussen 1999):

$$
\dot{m}^* = \frac{1}{C_\tau} \left( \frac{\epsilon}{w} \right)^{1/2} = \frac{1}{r^*}
$$

(27)
The mass transfer rate per unit volume of species i in the mean cell is calculated based on the introduced quantities, the concentrations of species i in the fine structures $Y_i^*$ and the mean cell $\bar{Y}_i$, and the reacting fraction $\chi$ (Equation (28)). This formulation is an adaptation of the original version by (Gran and Magnussen 1996). The different versions of the EDC and their development over time can be reviewed for example in (Bösenhofer et al. 2018; Ertesvåg 2019).

$$R_i = \frac{\bar{\rho}m^*Y_i^*}{1 - Y_i^*} \left( \bar{Y}_i - Y_i^* \right)$$  \hspace{1cm} (28)

The reacting fraction $\chi$ is often set to unity (Gran and Magnussen 1996). Although this practice recently lead to some discussion (Ertesvåg 2019; Lewandowski et al. 2017), we follow this suggestion in our calculations.

The general relation for a quantity $\Psi$ in the fine structures ($\ast$), surroundings ($) and mean cell values ($\dot{\ast}$) is given as:

$$\bar{\Psi} = Y_i^*\Psi^* + (1 - Y_i^*)\Psi^\dot{}$$  \hspace{1cm} (29)

A perfectly stirred reactor model can describe the actual reaction in the fine structures. The change in species concentration depends on the reaction term $\dot{\omega}_i$ and the mixing term $\frac{1}{\tau^*} (Y_i^* - Y_i^*)$:

$$\frac{dY_i}{dt} = \dot{\omega}_i + \frac{1}{\tau^*} (Y_i^* - Y_i^*)$$  \hspace{1cm} (30)

This leads to a set of ordinary differential equations with as many equations as number of species in the employed reaction mechanism, which has to be solved to steady-state. This system can become computationally very expensive to solve. Therefore, many CFD codes simplify the model to a plug flow reactor model, e.g. in Ansys Fluent (Ansys-Inc., n.d.) or OpenFoam® (Weller et al. 1998), by dropping the second term on the right-hand side in Equation (30). The plug-flow reactor simplification is also used within this work.

**Parente’s formulation**

MILD combustion has been under investigation to reduce emissions in combustion devices. The reaction zone in MILD combustion is more distributed (Cavaliere and de Joannon 2004) and differs from the “classical” turbulent combustion, which was the basis of original EDC (Magnussen 1981) and the turbulent energy cascade model (Ertesvåg and Magnussen 1999). Many authors suggested to modify the constants $C_r$ and $C_f$ when simulating MILD combustion conditions, for example (De et al. 2011; Evans et al. 2015; Farokhi and Birouk 2016; Rehm et al. 2009). Parente et al. (2016) proposed, that for thickened and distributed flame structures in MILD combustion regimes, the speed of the fine structures $u^*$ could be approximated by the turbulent flame speed $S_{turb}$. Furthermore, the length scale of the fine structures $L^*$ can be related to the laminar flame speed $S_L$. Those assumptions are used for the derivation of EDC constants and yield relations depending on the turbulent Damköhler (Equation (33)) and Reynolds number (Equation (34)):
The relations were further developed by the authors (Evans et al. 2019), introducing the factor $1/2$ in Equation 31 and $(2/3)^{1/3}$ in Equation 32. The formulation of $C_r$ is then equal to Bao’s formulation in the next section, therefore, the original modification was used in this study.

**Bao’s formulation**

Bao (2017) used a similar approach as Parente to derive relationships for the EDC constants. The main difference is, that he derived a quantitative formulation by eliminating the laminar flame speed:

$$C_r \propto \frac{1}{D_{\eta} \sqrt{\text{Re}_{\text{turb}} + 1}}$$

$$C_y \propto (D_{\eta})^{1/3} (\text{Re}_{\text{turb}} + 1)^{1/3}$$

$$D_{\eta} = \frac{\tau_\eta}{\tau_{\text{chem}}}$$

$$\text{Re}_{\text{turb}} = \frac{k^2}{\nu \epsilon}$$

$$\tau_\eta = \sqrt{\frac{\nu}{\epsilon}}$$

**Limits of the modified model constants**

The model constants $C_y$ and $C_r$ are calculated based on the relations given by Bao and Parente, but are limited to their original values, as suggested by both. Therefore, the maximum of $C_y$ is its original value of 2.13 and the minimum of $C_r$ is 0.4082. To avoid unreasonable small or large values of $C_y$ and $C_r$ and to ensure stability of the simulations also the Damköhler number was limited between 0.01 and 1000.

Figure 5 shows the model constants depending on the turbulent Reynolds number and the Damköhler number. The upper limit of the Damköhler number has virtually no effect on the model constants since they are always in the limit of the classical constant values in this range.
Numerical eigenvalue and eigenvector computation

For the chemical time scale definitions IETS and EVTS (see sections 3.8 and 3.9) the eigenvalues, and for EVTS also the eigenvectors, for a real nonsymmetric matrix have to be computed. The Jacobian matrix of the reaction system is in general neither sparse nor symmetric. The numerical calculation is usually done by first transforming the matrix into Hessenberg form and applying the eigenvalue search to this simplified matrix. The transformation can be conducted by a sequence of Householder transformations or by an elimination method analogous to Gaussian elimination with pivoting. Algorithmic details are presented in (Press et al. 2007; Wilkinson and Reinsch 1971). This algorithm needs approximately $5N^3/3$ operations (Press et al. 2007).

For the application in conjunction with the EDC, these operations need to be conducted at each time step and in each cell of the computational grid. This leads to long computational times which hinder practical applications of those eigenvalue based time scale formulations. Therefore, the IETS and EVTS will not be used in the flame simulations. Furthermore, the simple test cases showed that also simpler formulations approximate the analytically calculated chemical time scale well, section 4.1 and 4.2.

Numerical characterization of flame D

Sandia Flame D, a turbulent jet flame, is used to compare the time scales. Barlow and Frank (1998), Masri et al. (1996) provided detailed measurement data for this flame.

Although the modifications of the EDC, section 5.1, were suggested to improve the predictions for MILD combustion, they are also tested for the “classical” turbulent combustion regime to ensure their generality. As section 5.2 shows, for high turbulent Reynolds numbers and high Damköhler numbers the EDC model constants fall into the limit of the original EDC (Magnussen 2005).

The Flame was simulated in OpenFoam-6.x with an in-house code extension, based on the reactingFoam solver. The solver was modified to use the EDC-models from Parente...
and Bao. A wedge of the flame is simulated consisting of 5 170 cells. The $k - \varepsilon$ turbulence model (Jones and Launder 1972; Launder and Spalding 1974) was used with its original constants (Tannehill et al. 1984).

The suggested time scale formulations were tested with both, Parente’s and Bao’s EDC modification. The flame was simulated with the global Jones-Lindstedt mechanism (Jones and Lindstedt 1988) (see Table 1) and the detailed GRI-3.0 mechanism (Smith et al. 2018). This was done to study the effects of the difference in chemical time scale prediction on the flame simulation, because we saw already in the simplified test cases in section 4 that we get different results using a single-step and a comprehensive reaction mechanism.

**Results using Jones-Lindstedt mechanism**

The simulations using the time scale formulations IJTS, IRRTS and ETS failed to ignite the flame. The calculated characteristic chemical time scales were large and therefore, the Damköhler number was at the limit of $Da = 0.01$, which leads to low $C_\gamma$ and high $C_\tau$ values. This usually happens in MILD combustion and depicts a thickening of the flame front, (Parente et al. 2016), but is not known to occur in “classical” turbulent flames.

The simulations with the other time scale formulations (SPTS, RTS, RPTS and OFTS) gave results in line with the experimental data, see Figure 6. The results were also compared with the original EDC formulation. The original EDC results are not shown to avoid overlaps. They are very close to the modified ones.

Figure 7 shows the characteristic chemical time scales for the simulation domain. The profiles show a qualitative agreement of the different definitions. Only the RPTS method gives a time scale decrease in the flame zone. This is probably caused by a scarcity of product species/produced species in this region. The differences in the absolute values can be more clearly seen in Figure 8 and in the deviations of the Damköhler number.

Figure 8 shows selected profiles of the characteristic chemical time scale and the Damköhler number. In some regions, especially outside the reaction zone, the Damköhler number is also at the lower limit with these time scale definitions. Low Damköhler values occur within the reaction zone for some time scale definitions. OFTS and RPTS even give Damköhler numbers below unity in this region. However, Figure 5 shows, that $C_\tau$ and $C_\gamma$ might reach their original values even with these low Damköhler numbers, when the turbulent Reynolds number is sufficiently large.

| reactions | $A$ | $\beta$ | $E_a$ | reaction orders |
|-----------|-----|---------|-------|----------------|
| $\text{CH}_4 + 0.5 \text{ O}_2 \rightarrow \text{ CO} + 2 \text{ H}_2$ | 7.820e13 | 0 | 30e3 | $\text{[CH}_4]^{0.5}[\text{O}_2]^{1.25}$ |
| $\text{CH}_4 + \text{H}_2\text{O} \rightarrow \text{ CO} + 3 \text{ H}_2$ | 0.300e12 | 0 | 30e3 | $\text{[CH}_4][\text{H}_2\text{O}]$ |
| $\text{H}_2 + 0.5 \text{ O}_2 \rightarrow \text{ H}_2\text{O}$ | 1.209e18 | -1 | 40e3 | $\text{[H}_2]^{0.25}[\text{O}_2]^{1.5}$ |
| $\text{CO} + \text{H}_2\text{O} \rightarrow \text{ CO}_2 + \text{ H}_2$ | 0.275e13 | 0 | 20e3 | $\text{[CO][H}_2\text{O}]$ |
Results using GRI-3.0 mechanism

The OFTS, the IJTS, the IRRTS and ETS failed to ignite the flame also using the GRI-3.0 mechanism. Similar to the Jones and Lindstedt calculations (section 6.1) the Damköhler number was at its lower limit using those formulations.

Figure 9 shows the chemical time scales calculated with the methods SPTS, RTS and RPTS. The left half shows the simulation with Bao’s formulation and the right half with Parente’s.

The SPTS method gives lower chemical time scales in the reaction zone, whereas the other two methods give higher chemical time scale values in the reaction zone. This might seem unreasonable, since the reactions proceed faster in the reaction zone and, therefore, $\tau_{\text{chem}}$ should be lower than in the area surrounding the flame. It can be argued, that the characteristic chemical time scale can not be estimated properly outside the reaction zone because the reaction rate is close to zero. Therefore, $\tau_{\text{chem}}$ takes default values in these regions, which do not correspond to the state of the chemical system. In the actual “flame region”, the SPTS method gives the lowest values inside the
flame and higher values at the flame fronts, where oxidizer and methane mix. For the RTS method, \( \tau_{\text{chem}} \) is slower at the flame front, while the RPTS method gives low values in this region. The trends of SPTS and RTS are similar in the flame and at the flame fronts. 

Figure 10 and Figure 11 underline these observations for certain radial and axial profiles. It has to be noted, that the SPTS method gives time scale values orders of magnitudes lower than the RTS and RPTS method. Therefore, SPTS is shown on the right axis.

In general, the time scale definitions SPTS, RTS and RPTS run into the limits for the original EDC values \( C_y \) and \( C_r \) with the complex reaction mechanism.

**Comparison of the mechanisms**

The difference between the formulation of Bao and Parente, section 5.1.1 and 5.1.2, are negligible compared to the differences induced by the different time scale formulations.

The IJTS, IRRTS and ETS methods modified the EDC constants in a way, that Flame D did not ignite in the simulation. The same holds true for the OFTS method in conjunction with
Figure 9. Characteristic chemical time scale in Flame D calculated with different methods (SPTS, RTS, RPTS). Left: Bao’s formulation, Right: Parente’s formulation.

Figure 10. Profiles of the characteristic chemical time scale for Flame D simulated with GRI-3.0 at different radial and axial location(s). $\tau_{chem}$ calculated by the SPTS method is shown on the right axis in all the diagrams.
the GRI-3.0 reaction mechanism. These time scale formulations should not be used in conjunction with the modified EDC, especially not for "classical" turbulent flames.

When comparing the definitions, which showed good results for Flame D, namely SPTS, RTS and RPTS, it has to be noted that they are strongly influenced by the reaction mechanism. Especially RTS and RPTS show different trends for the overall flame.

Numerical characterization of AJHC

To test the suggested EDC modifications for MILD conditions the Adelaide Jet in Hot Coflow (AJHC) Burner was chosen. It is a laboratory-scale burner, using methane and hydrogen. Dally, Karpetis, and Barlow (2002) published extensive measurement data of the flame, with different levels of oxygen in the coflow (3, 6 and 9%). The cases are named HM1, HM2 and HM3. For this study HM1 was simulated as a wedge with 19 500 cells using the $k$-$\epsilon$ turbulence model with its original constants.

Compared to the Flame D simulations, a slightly different solver was used here to also account for differential diffusion effects. Christo and Dally (2005) showed that they play an essential role in MILD combustion simulations.

As for the classical combustion test case we employed two different reaction mechanisms, the Jones-Lindstedt mechanism (Jones and Lindstedt 1988) and the GRI-3.0 (Smith et al. 2018), as in section 6.1 and 6.2.

Results using Jones-Lindstedt mechanism

The Jones-Lindstedt mechanism (Table 1) was originally derived for methane oxidation, but it also incorporates hydrogen. It has already been used before for the simulation of hydrogen-methane flames, for example by Li et al. (2019).
The flame ignited only partially using the IRRTS formulation and extinction occurred, because the chemical time scales were large and lead to \( \text{Da} = 0.01 \) in the entire domain. This seems too low, even for a MILD combustion flame.

Also, the results using ETS were not very satisfactory. The high values of the chemical time scales lead to extinction of the flame, despite initial ignition. Damköhler numbers ranged from 0.01 to 1000. Therefore, the failure of this method could not be clearly related to an incorrect prediction of the Damköhler number.

The temperature profiles using the other characteristic chemical time scale formulations in conjunction with Bao’s and Parente’s EDC modification are shown in Figure 12. They all show reasonable agreement for the profiles at the \( z = 4, 30 \) and \( 60 \) mm locations. For \( z = 120 \) mm we see differences between the formulations. Bao’s model in conjunction with IJTS underestimates the temperature. The flame in this simulation was not fully ignited. Using OFTS, the temperature peak was overestimated.

Figure 14 shows the Damköhler number for the flame simulations. The method, which overpredict the temperature peak the most (OFTS), have lower Damköhler numbers, especially compared to SPTS and RTS definition. OFTS might overestimate the characteristic chemical time scale leading to Damköhler numbers being too low.

The differences between the temperatures (Figure 12) are related to the chemical time scale definitions primarily and not to the EDC formulation (Bao vs. Parente). Only the IJTS method gives significantly different results for the two EDC constant formulations. Figure 13 reveals that those differences in temperature and other major scalars are caused by differences in \( \gamma^* \) and \( \tau^* \). The different \( \gamma^* \) and \( \tau^* \) originate from the variable EDC constants \( C_T \) and \( C_\gamma \) (Equation (26) and Equation (27)). The variation in those constants arises from the different chemical time scale approximations.

![Figure 12. Radial temperature profiles at different locations for Adelaide Jet in Hot Coflow using the Jones-Lindstedt mechanism.](image)
Results using GRI-3.0 mechanism

Similarly to the simulation of Flame D using GRI-3.0 mechanism, only the RTS, RPTS and SPTS formulations show good results. The OFTS, IJTS, and IRRTS methods run into the limit of $\text{Da} = 0.01$ which lead to a failed ignition of the flame. Figure 15 shows the time scale methods which gave accurate results. For comparison, also the results using the original EDC model are shown. The modified models predict the temperature better for the profile at $z = 120 \text{ mm}$ (Figure 15b) but for the profile at $z = 60 \text{ mm}$ (Figure 15a) and $z = 30 \text{ mm}$ the modified models are superior.

Figure 13. Radial profile for $\gamma^*$ and $r^*$ $s$ at $z = 120 \text{ mm}$ for Adelaide Jet in Hot Co-flow using the Jones-Lindstedt mechanism.

Figure 14. Damköhler numbers for the AJHC simulation domain ($r = 0–127 \text{ mm}, z = 0–1 \text{ m}$) using the Jones-Lindstedt mechanism; left: Parente’s formulations, right = Bao’s formulation.

**Results using GRI-3.0 mechanism**

Similarly to the simulation of Flame D using GRI-3.0 mechanism, only the RTS, RPTS and SPTS formulations show good results. The OFTS, IJTS, and IRRTS methods run into the limit of $\text{Da} = 0.01$ which lead to a failed ignition of the flame. Figure 15 shows the time scale methods which gave accurate results. For comparison, also the results using the original EDC model are shown. The modified models predict the temperature better for the profile at $z = 120 \text{ mm}$ (Figure 15b) but for the profile at $z = 60 \text{ mm}$ (Figure 15a) and $z = 30 \text{ mm}$ the modified models are superior.
Figure 16 shows selected chemical time scale profiles and the Damköhler number on the computational domain. The Damköhler number obtained with the SPTS method is not shown, since Da = 1000 in the whole domain. This seems unreasonable for a MILD combustion flame and suggests that the SPTS method underestimates the characteristic chemical time scale in combination with the GRI-3.0 mechanism.

Figure 16. Chemical time scale profiles for AJHC using GRI-3.0 ((a) and (b) – SPTS on the right axis) and the Damköhler number ((c) and (d)) (left: Parente’s formulation, right plane: Bao’s formulation).
The characteristic chemical time scale profiles for \( z = 30 \) mm and \( z = 60 \) mm in Figure 16a and 16b (only the results with Parente’s formulation are shown, since the results between the formulations do not differ significantly) show that SPTS gives values, which are orders of magnitudes lower than the others. This leads to the high Damköhler numbers. The other methods (RTS and RPTS) estimate lower characteristic chemical time scales and lead to Damköhler numbers, which seem high for a MILD combustion flame.

The differences between the original EDC formulation and the modified constants (Figure 15) is related to a difference in \( \gamma^* \). The fine structure residence time values \( \tau^* \) are nearly equivalent for all the cases. Figure 17 shows the differences in \( \gamma^* \) for selected profiles. (Only the results from Parente are depicted here, because Bao’s formulation shows very similar results for \( \gamma^* \).) The modified constants yield different results compared to the original EDC which agrees well with the differences seen in the temperature profiles (Figure 15).

**Comparison of the mechanisms**

Figure 18 compares the characteristic chemical time scales calculated with the Jones-Lindstedt and GRI-3.0 mechanism. For the definitions shown, the characteristic chemical time scales in conjunction with GRI-3.0 are orders of magnitudes lower than with the Jones-Lindstedt mechanism.

If we consider the chemical time scale as a value to characterize a flame, this depicts a problem with the available time scale approximations: They are highly dependent on the reaction mechanism. These variations could be eliminated by always using global mechanisms to approximate the characteristic chemical time scale.

![Figure 17](image_url)  
*Figure 17. Radial profiles of \( \gamma^* \) at different locations for Adelaide Jet in Hot Coflow using GRI-3.0 mechanism.*
Conclusion

We presented various numerically efficient characteristic chemical time scale definitions – ranging from simple analytical expressions to complex eigenvalue based formulations. They were compared for a simple test case, where also an analytical eigenvalue can be computed. For this case, they all predict the trend of the time scales reasonably well. We see that, there are two groups, incorporating two different trends, though. One group, with the eigenvalue based methods approximate the analytic solution better.

Using a more complex reaction mechanism, the time scale predictions vary by several orders of magnitude and give different trends for the test case. Due to the lack of an analytical solution, the values can not be verified. Based on the simple test case, a good choice for the time scale approximation are the eigenvalue based definitions, for example EVTS, if fast computation of the time scale is not essential.

For CFD applications, such as the EDC model variations, the characteristic chemical time scale needs to be computed in every cell at every time step. In this case, eigenvalue based methods are not viable at the moment due to the numerical effort. Therefore, only the simpler formulations, without the need to compute eigenvalues, were tested for the flame simulations with the modified EDC.

The RTS, RPTS and SPTS seem to provide a suitable characteristic chemical time scale definition for combustion simulations. These formulations gave reasonable predictions for all test cases. Nevertheless, differences were observed and a great influence of the mechanism complexity on the chemical time scale was shown. This also leads to varying EDC model constants and consequently, differing simulation results.

Therefore, we suggest to use a simple, preferably one-step reaction mechanism, for the chemical time scale calculation, while using a complex chemical mechanism for the simulation. This enables comparable and consistent results, even when using chemical mechanisms with different levels of complexity. A detailed mechanism can be used to calculate temperatures and species concentrations, and a one step mechanism should be used to approximate the chemical time scale.

Parente et al. (2011) also used a single-step reaction mechanism for the determination of the chemical time scale and more complex ones for the calculation of the combustion
progress. Computational time was their reason for the global mechanism and no results using complex mechanisms were presented.

Within the tested time scale methods, the RTS, and SPTS gave the best results. The RPTS could also be a good choice, but shows some deficiencies since its formulation is only based on product species. Therefore, we recommend to use the RTS or SPTS formulation based on a single-step reaction mechanism for the modified EDC.
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