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Virtual reality (VR) is rapidly growing, with the potential to change the way we create and consume content. In VR, users integrate multimodal sensory information they receive, to create a unified perception of the virtual world. In this survey, we review the body of work addressing multimodality in VR, and its role and benefits in user experience, together with different applications that leverage multimodality in many disciplines. These works thus encompass several fields of research, and demonstrate that multimodality plays a fundamental role in VR, enhancing the experience, improving overall performance, and yielding unprecedented abilities in skill and knowledge transfer.
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1 INTRODUCTION

Virtual Reality (VR) is inherently different from traditional media since it introduces additional degrees of freedom, a wider field of view, more sophisticated sound spatialization, or even gives users control of the camera. VR immersive setups (such as head-mounted displays (HMDs) or CAVE-like systems) thus have the potential to change the way in which content is consumed, increasing realism, immersion, and engagement. This has impacted many application areas such as education and training [29], rehabilitation and neuroscience [183, 237], or virtual cinematography [194]. One of the key aspects of these systems lies in their ability to reproduce sensory information from different modalities (mainly visual and auditory, but also haptic, olfactory, gustatory, or proprioceptive), giving them an unprecedented potential.

Although visual stimuli tend to be the predominant source of information for humans [22, 208], additional sensory information helps to increase our understanding of the world. Our brain integrates different sources of sensory feedback including both external stimuli (visual, auditory, or haptic information) and internal stimuli (vestibular or proprioceptive cues), thus creating a coherent, stable
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Fig. 1. VR can be used to systematically analyze the interactions of multimodal information. In this example, the influence of auditory signals in the perception of visual motion is studied [115]. The authors found that different temporal synchronization profiles affected how the stimuli were perceived: When the visual (red balls moving) and auditory (an impact sound) stimuli were correctly synchronized, users perceived a unified event, in particular a collision between both balls.

perception of objects, events, and oneself. The unified experience of the world as we perceive it therefore emerges from these multimodal cues [161, 196]. These different sources of information must be correctly synchronized to be perceived as belonging together [141, 157], and synchronization sensitivity varies depending on the context, task and individual [45]. In general, different modalities will be perceived as coming from a single event or object as long as their temporal incongruency is shorter than their corresponding window of integration [115].

When exploring virtual environments, the presence of stimuli from multiple sources and senses (i.e., multimodality) and their potential overlaps (i.e., crossmodality), may also enhance the final experience [130]. Many works have described techniques to integrate some of these stimuli to produce more engaging VR experiences, or to analyze the rich interplay of the different senses. For instance, leveraging the window of integration mentioned above may alleviate hardware limitations and lag time, producing the illusion of real-time performance; this is particularly useful when different modalities are reproduced at different refresh rates [30]. Moreover, VR is also inherently well suited to systematically study the integration process of multimodal stimuli [11], and analyze the complex interactions that occur when combining different stimuli [115] (see Figure 1).

In this survey we provide an in-depth review of multimodality in VR. Sensory modalities include information from the five senses: visual for sight, auditory for hearing, olfactory for smell, gustatory for taste, and haptic and thermal for touch. Apart from the five senses, we also consider proprioception, which can be defined as the sense of self-movement and body position, and has been defined as the sixth sense [34, 223]. We synthesize the existing body of knowledge with a particular focus on the interaction between sensory modalities focusing on visual, auditory, haptic and proprioceptive feedback; in addition, we offer an extensive overview of existing VR applications that directly take multimodality into account.

1.1 The five senses

The way we perceive the world is defined by the five senses: sight, hearing, smell, taste, and touch. Vision is the dominant sense when retrieving information of our surroundings [169]. We are capable of understanding complex scenes with varying visual patterns, we can detect moving objects in our peripheral view, and we are highly sensitive to light [220]. However, we tend to focus our
| Manufacturer and model | Resolution per eye | Positional tracking | Max. refresh rate (Hz) | Field of view (degrees) | Display type | Integrated audio | Price |
|------------------------|--------------------|---------------------|------------------------|--------------------------|--------------|-----------------|-------|
| FOVE                   | 1280 x 1440        | Yes                 | 70                     | 100                      | OLED         | No - Jack 3.5mm | $600  |
| HP Reverb - Pro        | 2160 x 2160        | Inside-out          | 90                     | 114                      | LCD          | Built-in headphones | $649  |
| HTC Vive Pro           | 1440 x 1600        | Yes                 | 90                     | 110                      | AMOLED       | Built-in headphones | $799  |
| HTC Vive Pro 2         | 2448 x 2448        | Yes                 | 120                    | 120                      | LCD          | Built-in headphones | $800  |
| Oculus Rift S          | 1280 x 1440        | Inside-out          | 80                     | 110                      | LCD          | In-line speakers  | $399  |
| Oculus Quest 2         | 1832 x 1920        | Inside-out          | 120                    | 104                      | LCD          | Stereo speakers   | $399  |
| Samsung Odyssey        | 1440 x 1600        | Inside-out          | 90                     | 110                      | AMOLED       | Built-in headphones | $500  |
| PlayStation VR          | 960 x 1080         | Outside-in          | 120                    | 100                      | OLED         | No - Jack 3.5mm   | $299  |
| Valve Index            | 1440 x 1600        | Yes                 | 144                    | 130                      | LCD          | No - Jack 3.5mm   | $999  |
| Varjo VR-3             | 2880 x 2720        | Yes                 | 90                     | 115                      | uOLED        | Off-ear speakers  | $3195 |

Table 1. Overview of predominant current HMD devices. For each of them, we include the resolution per eye, whether they provide positional tracking, their maximum refresh rate (in Hz), their field of view (FoV, in degrees), the type of display, and a current estimate of the final consumer price. The better specs (in terms of refresh rate and FoV) offered by Valve Index come at a higher cost, while other manufacturers opt for cheaper HMDs, potentially more affordable to consumers.

visual attention in a narrow region of frontal space [208]. In that sense, we rely on hearing to retrieve information from unseen locations. Auditory stimuli can grab our attention irrespective of our orientation, and we are good at filtering out particular sounds in a noisy environment (e.g., the cocktail party phenomenon [9]). The sense of touch includes different aspects: haptic, kinesthetic (related with proprioception), temperature, pressure, and pain sensing. Touch occurs across the whole body, although our hands are our primary interface for this sense. Finally, the senses of smell and taste are closely related. They are often linked to emotions or memories, and can even trigger aversive reactions [133]. Most importantly, besides the particularities of each different sense, and as we will see through this review, our multiple senses influence each other.

1.2 Proprioception

Proprioception arises from static (position) and dynamic (motion) information [22]. It plays a key role in the concept of self, and has been more traditionally defined as "awareness of the spatial and mechanical status of the musculoskeletal framework" [224]. Proprioceptive information comes mainly from mechanosensory neurons next to muscles, tendons and joints, although other senses can induce proprioceptive sensations as well. A well-known example are visual cues inducing the phantom limb illusion [162].

Proprioception plays an important role in VR as well. On the one hand, it helps provide the subjective sensation of being there [177, 206]. On the other hand, proprioception is tied to cybersickness, since simulator sickness is strongly related to the consistency between visual, vestibular, and proprioceptive information; significant conflicts between them could potentially lead to discomfort [100, 129].

1.3 Reproducing sensory modalities in VR

Important efforts have been made in VR so that all the modalities previously mentioned can be integrated. Visual and auditory feedback are the most commonly used, and almost all consumer-level devices integrate these modalities. There is currently a wide variety of manufacturers providing different HMD systems to enjoy VR at consumer level. Each of them offers devices with different capabilities and specifications, at different costs. Table 1 compiles an overview of the most relevant devices currently in the market. An open issue in VR is latency [46]: newer HMD models feature higher refresh rates, as well as significantly increased spatial resolution. Usually, those displays feature a field-of-view (FoV) slightly smaller than that allowed by human peripheral vision. However,
new stereoscopic rendering techniques allow to present content in 3D, and therefore perception of materials, depth, or many other cues can be achieved through visual cues [7]. Auditory feedback, which is often integrated in the HMD as a built-in feature (Table 1), is generally enabled by speakers or headphones, and spatial audio rendering techniques also support our perception of space in virtual environments [6], even enhancing perceived visual properties [115]. Haptic feedback is still in an exploratory phase, and can be achieved through a variety of sensors, including wearables [155, 179], physical accessories [213], ultrasounds [119], controller devices [214, 234], rotary components [84], or electric muscle stimulation [108]. Other resources like fans, hear lamps, or even spray bottles have been used to provide additional tactile stimuli in VR [235]. Recently, advances in ultrasound sensor technology have resulted in the creation of a novel haptic device that will allow for mid-air force around virtual objects and interactions [107]; this device is about to reach the consumer market [47]. Olfactory stimuli can be provided through smell cartridges or specific hardware [69], and electric stimulation of taste buds has been tested to generate flavors [163]. How all these different feedback modalities can be integrated depends on the particular context, with some algorithms and techniques already proposed for the most common sensory combinations, including audiovisual or audiohaptic stimuli [113].

1.4 Related surveys
Our perception of the world depends on the integration of information from multiple senses. Several works have reviewed the influence of individual senses in isolation, including sight [167], sound [191], or touch [102], which are the three key modalities in VR (see Table 5). Several surveys exist focusing on particular aspects of VR. Rubio et al. [175] systematically reviewed advances in communication, interaction, and simulation in VR, pointing out that the key factors to generate appealing virtual experiences include a good interactivity, representation, gameplay, and narrative. The latter, narrative, has been explored in depth from a cinematic perspective [172] since content creators no longer have the same level of control over how the viewer attention is directed: To find new ways of guiding viewer’s attention, the authors reviewed current attention techniques in virtual environments, either
unimodal or multimodal, emphasizing how auditory cues can be critical, and the still unexploited potential of haptic devices (see Section 8.3).

Other surveys target specific applications of VR, such as education or medicine [170]. For the specific case of clinical medicine, Li et al. [103] found that most of the works in the literature leverage the capabilities of haptic devices to simulate real, clinical tasks, in line with our insights (see Section 8.1). Freina et al. [55] reviewed works focused on using VR in education, concluding that it increases the learner’s involvement and motivation, which are enhanced with multimodality (Section 8.2).

Some works are concerned particularly with cognitive aspects in multimodal environments. Hecht et al. [68] briefly studied how integrating multiple sources can increase presence, enhance attention and improve response time. Koelewijn et al. [91] focused on surveying works related to low-level, audiovisual interactions, concluding that both multisensory integration and attentional processes take place and can interact at multiple stages in the brain. However, multisensory overload can sometimes lead to a preference on simpler environments if not handled correctly; we delve deeper into this in Section 3. Other surveys have studied multimodality in traditional media, including cognition [209], interaction [83], human-computer interfaces [44, 64], or fusion and integration techniques [10]. Closer to the present work, Melo et al. [130] systematically studied the impact of multisensory stimuli in virtual experiences. Their study suggests that 85% of works tackling multimodality in VR report positive impacts, with only 1% of them reporting negative impacts. They also reported how multisensory experiences in VR are mainly applied in the health domain, science and engineering, teaching, or machinery; which is in line with our reports in Section 8. While they report that these are the more common applications among the 105 studies they surveyed, we provide a discussion on how multimodality is impacting each of these fields.

However, and different from all these works, in this survey we focus on the integration of multimodal information and the benefits and experiences that can be achieved that way, and compile a large body of works studying not only those positive effects, but also their applicability into different disciplines.

1.5 The challenges of multimodality

One of the main challenges when considering a fully multimodal immersive experience is the gaps of empirical knowledge that exist in this field. As stated before, in this survey our main focus lies in the visual, auditory, haptic and proprioceptive modalities. This is partly related to the fact that many modalities and their interactions remain unexplored, and there is still much to learn about them. Moreover, the available data on multimodality in VR (both referring to multimodal stimuli and to user data while experiencing multimodal VR) is scarce at best. It is also important to consider the window of integration. The necessity of synchronizing different modalities implies the need for real-time, high fidelity computation. Hardware processing limitations might also imply a constrain in what multimodal techniques should be used in different scenarios. Moreover, not all VR headsets are equally prepared to support multimodality: Although most of them can give audiovisual feedback, proprioception and haptic feedback are sometimes limited, while olfactory and gustatory feedback are usually not found at all in consumer-level headsets. For example, most smartphone-based VR headsets do not include controllers, hindering the possibility of including haptic feedback. Many other basic VR systems are not able to track translations either (i.e., only have three degrees of rotatory freedom), which limits proprioceptive feedback. However, one of the most critical risks with multimodality is its definition itself. Although multimodality has the potential to improve user experience, increase immersion, or even improve performance in certain tasks, multimodal applications have to be very carefully designed, making sure that each modality has its function or purpose. This is not a trivial task, since the dimensionality of the problem grows with each added...
modality. Otherwise, additional modalities might distract and overload the final user, hampering the experience, and diminishing user satisfaction.

2 SCOPE AND ORGANIZATION OF THIS SURVEY

In this survey we provide an in-depth review of the most significant works devoted to explore the role and effects of multimodality in virtual reality. We gather knowledge about how multiple sensory modalities interact and affect the perception, the creation, and the interaction with the virtual experience.

The structure of this survey can be seen in Figure 2. Since our focus is not on any specific part of the VR pipeline, but rather on the **VR experience** for the user, we have identified several areas of the VR experience in which multimodality plays a key role. First, Section 3 is devoted to the realism of the VR experience, which is tied to immersion and the sense of presence that the user experiences. Second, Section 4 looks into how multimodality can affect the attentive process of the user in the virtual environment, determining how they explore the environment and what drives their attention within it. Third, Section 5 delves into works that demonstrate how multimodality can help the user in completing certain tasks, essentially improving user performance in the virtual environment.

Additionally, there are a number of works devoted to analyzing multimodal perceptual illusions and their perception in VR environments. These, which we compile in Section 6, can be leveraged by future techniques to improve any of the aforementioned areas of the VR experience. Some other works have tackled the problem of navigation in VR, which is another integral part of the virtual experience, and Section 7 encompasses them. A complete perspective of all these sections is also included in Table 5. Finally, we devote Section 8 to reviewing application areas that have benefited from the use of multimodal virtual experiences, and conclude (Section 9) with a discussion of the potential of multimodality in VR, and interesting avenues of future research.

3 THE EFFECTS OF MULTIMODALITY IN PERCEIVED REALISM

Perceived realism elicits realistic responses in immersive virtual environments [205], and is tied to the overall perception of the experience. There are two key factors that can lead to users responding in a realistic manner: the place illusion and the plausibility illusion [204]. The former, also called “presence”, defines the sensation of “being there”, and is dependent on sensorimotor information, whilst the latter refers to the illusion that the scenario that is apparently happening is actually taking place, and is determined by the ability of the system to produce events that relate to the user, i.e., the overall credibility of the scenario being depicted in comparison with the user’s expectations. Slater [204] argued that participants respond realistically to an immersive VR environment when these two factors are present. Similar observations were made in telepresence systems [211], where sensorially-rich mediated environments were proved to actually elicit more realistic responses.

Increasing the feeling of presence can therefore enhance the experience by eliciting more realistic responses from the users, and as aforementioned, increasing the perceived realism has a positive impact in the feeling of presence. This actually depends on both the virtual environment where the user is placed, and its own representation in there. As happens in the real world [59], all human modalities play a fundamental role, and must be correctly integrated, to construct a coherent notion of the both the virtual environment, and the self. In this section, we will therefore focus on how multimodal cues can affect perceived realism, by affecting both the perception of the environment, and the perception of the self.

3.1 Perception of the environment

The perceived realism of virtual environments is a key concern when designing virtual experiences, therefore many works have been devoted to investigate how multimodality and crossmodality...
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Can indeed help achieve sensorily-rich experiences. While multimodality refers to the binding of different inputs from multiple sensory modalities, crossmodality involves interactions between different sensory modalities that influence the perception of one another [96, 210]. Chalmers et al. [26] discussed how crossmodal effects in human multisensory perception can be exploited to selectively deliver high-fidelity virtual environments, for instance, rendering with higher visual quality those items related to the current auditory information of the scene, allowing to reduce computational costs in unattended regions of the virtual environment. This work also reports that humans perceive sensory information with more or less attention depending on the task they are executing (i.e., some task require more attention to particular types of stimuli), or on if they have already been preconditioned to that kind of virtual environments (e.g., they are used to it). Traditionally, sound has proven to facilitate visual perception, including enabling a better understanding of the environment, yielding a more comfortable experience, or even increasing performance of visual-related tasks [79, 198]. Seitz et al. [189] conducted a ten-day experiment where two groups of people were trained for auditory-visual motion-detection tasks, one with only visual, and the other with audiovisual stimuli. Although all of them improved their performance over time, those trained with multimodal stimuli showed significantly better performances. Various works have been thus devoted to this audiovisual integration: Morgado et al. [134] presented a system that generates ambisonic audio for 360° panoramas, so that auditory information is represented in a spherical, smoother way (see Figure 3, left). Similarly, Huang et al. [77] proposed a system that automatically adds spatialized sounds to create more realistic environments (see Figure 3, right), validating by means of user studies the overall preference of this solution in terms of realism. Indeed, different soundscapes (a sound or combination of sounds created from an immersive environment) are able to increase the sense of presence in VR [190], and as Liao et al. [104] studied, combining visual and auditory zeitgebers (periodically occurring natural phenomena which act as cues in the regulation of biological rhythms), which act like synchronizers, could actually enhance presence, even influencing time perception. All these previous works suggest that using auditory information, either spatialized or not, enhances the realism of the experience, although some of them warn about the potential backfire of increasing the cognitive load, which can negatively impact users’ confidence [86].

However, multimodal integration can also present some drawbacks: Akhtar and Falk [1] surveyed current audiovisual quality assessment and found that auditory information may cause discomfort and decrease the quality of the virtual experience [176]. To avoid negative effects during multimodal integration, different sensory cues should be not only realistic, but also coherent to the environment and between them.

Proprioception also plays an important role in eliciting realism, as it contributes to the feeling of the user being there. Although some works have demonstrated that some manipulations in virtual movement directions and distances can be unnoticeably performed (either by manipulating the environment itself through the game engine or by modifying the real-to-virtual mapping of users’ movement) [97, 193], users tend to expect their virtual movements to match their real ones, to maintain a coherent experience. In this line, Mast and Oman [125] studied the so-called visual reorientation illusions: When the environment is rotated above a given noticeable threshold in any axis, users can perceive that the expected vertical axis does not match the virtual one, and conflicts between visual and vestibular cues may arise, potentially causing motion sickness. Although the effect of this illusion is stronger for elder users [74], an incoherent spatial estimation in VR can potentially diminish the perceived realism.

Including additional modalities can also enhance environment realism. In particular, giving realistic feedback with respect to what users expect to happen actually increases plausibility. Normand et al. [149] showed that it is possible to induce a body distortion illusion by synchronous visual-tactile and visual-motor correlations (see Figure 4). In a similar fashion, Hoffman compared the realism
Fig. 3. Including correct and coherent auditory information in the virtual environment has been proved to increase realism and immersion. *Left:* A system that automatically generates ambisonic information that creates a smoother acoustic experience for the scene [134]. *Right:* A framework to include auditory information into 360° panoramas depending on the elements in the scene [77]. In both cases, their validation experiments yield users’ preference when auditory information is included, and an overall increase in the perceived realism and immersion.

of virtually touching an object with that of touching it physically at the same time [71], yielding a significant increase in perceived realism when the object was physically touched too. Similar results were obtained with taste and olfactory cues [73]: They found a preference on smelling and physically biting a chocolate bar in contrast to only virtually biting it. The level of presence achieved depends on the different combinations of sensory feedback, and multi-sensory systems have been proved to be superior to traditional audio-visual virtual systems in terms of the sense of presence and user preference [86]. Similar conclusions were obtained by Hecht et al. [68], who reported that multimodality led to a faster start of the cognitive process, which ultimately contributed to an enhanced sense of presence. However, and even if the benefits of multimodal integration are widely known and shared between researchers and practitioners, there is still much to learn about the limits and drawbacks of multisensory integration, and studying up to what point multimodal interaction can be safely applied to increase perceived realism in different scenarios remains an interesting future avenue.

3.2 Perception of the self

Virtual experiences are designed for humans, and in many occasions, users are provided with a virtual representation of themselves. This is a very effective way of establishing their presence in the virtual environment, hence contributing to the place illusion [204]. This representation does not need to be visually realistic, but it has to be coherent enough with the users’ actions and expectations to maintain the consistency of the experience. In the following, we review different works that have leveraged multimodality in virtual reality to achieve consciousness of the self and embodiment, and therefore to create realistic representations of the users.

Having the feeling of being in control of oneself is possibly one of the main characteristics that VR offers [204]. The feeling of presence is possible without being in control; however, being able to control a virtual body highly increases this illusion [187]. The sense of embodiment gathers the feeling of owning, controlling, and being inside a body. As Kilteni et al. [89] reported, this depends on various subcomponents, namely the sense of self-location (a determined volume in space where one feels to be located), the sense of agency (having the subjective experience of action, control, intention, motor selection and the conscious experience of will), and the sense of body ownership (having one’s self-attribution of a body, implying that the body is the source of the experienced
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Fig. 4. **Left:** Synchronizing different modalities increases the feeling of presence and the perception of the self. Moreover, multimodality can even create a distortion of that perception: Normand et al. [149] presented a study where a body distortion illusion is achieved by synchronous visual-tactile and visual-motor correlations. **Right:** Some works have studied how different physical and behavioral factors can directly affect, and even manipulate, embodiment [140], and therefore, the perception of the self.

sensations). Other factors like the proximity of virtual objects to the body also have an effect on the sense of embodiment [188]. All these concepts (such as presence or embodiment) are intrinsic characteristics that VR can achieve, and they yield the self-consciousness feeling that makes VR so different from other media.

Multimodality has been largely studied as a means to enhance those sensations. Particularly, presence is tied to the integration of multiple modalities, and many works have demonstrated how it is increased when multiple sensory information is combined [182], as opposed to unimodal (i.e., only visual) systems [86]. For instance, Gonçalves et al. [59] designed an experiment where three groups of people were exposed to virtual environments including different amount of modalities in the presented stimuli; and reported how users experiencing more modalities reported a higher involvement. Moreover, they remark the positive impact of including haptic feedback in an experience. Blanke et al. [16] discussed the relevance of a series of principles to achieve a correct sensation of bodily self-consciousness, requiring body-centered perception (hand, face, and trunk), and integrating proprioceptive, vestibular, and visual bodily inputs, along with spatio-temporal multisensory information. Sakhardande et al. [178] presented a systematic study to compare the effect of tactile, visual, visual-motor, and olfactory stimuli on body association in VR, with the latter having the strongest effect on body association. Similar insights were proposed by Pozeg et al. [159], who demonstrated the importance of first-person visual-spatial viewpoints for the integration of visual-tactile stimuli, in this case for the sense of leg ownership. The main factors to build embodiment and body-ownership in VR have been widely studied [123]. Spanlang et al. [207] presented technical guidelines to create a core virtual embodiment system, defining three key aspects: (i) a VR module to handle creation, management, and rendering of all virtual entities, (ii) a head-tracking module to map real movements to the virtual environment, and (iii) a display module to present all that environment. However, designing experiences that are too realistic can have negative aspects and be a drawback in certain specific cases: For example, group pressure of alien virtual avatars can result in users performing potentially harmful actions towards others that they would not normally carry out [140].

The sense of moving (which depends on agency and body ownership, as previously mentioned) is also key to achieve self-consciousness. Kruijff et al. [93] presented a work showing that adding walking-related auditory, visual, and vibrotactile cues could all enhance the participants’ sensation of self-motion and presence. Various works have been presented in this line, e.g., investigating the
integration of tendon vibrations to give standing users the impression of physically walking [92]. Sometimes locomotion is not possible, and it has to be externally generated, e.g., by means of a virtual walking system for sitting observers using only passive sensations such as optic flow and foot vibrations [126]. However, these techniques are likely to creating the well-known self-motion illusion: Although users are not actually moving, their brain unconsciously assumes they are moving, and their body sometimes generates postural responses [42] to control their stability. Meyer et al. [131] studied the impact of having multimodal (visual, auditory, and haptic) anchor points in the virtual environment in users’ postural sway. They report how incongruent cues diminish perceived realism. However, they also remark on the complexity of providing dynamic tactile signals in VR, which leaves an interesting research line in how to exploit tactile cues to increase presence. Some other works have also explored alternatives for cases when locomotion is not feasible, for instance proposing and evaluating a virtual walking system for sitting observers using only passive sensations such as optic flow and foot vibrations [126].

Other modalities may also play an important role in users’ self-consciousness: Several works has shown that multimodality can dramatically increase the sense of presence [56], although confidence levels for certain tasks are higher in traditional (i.e., audio-visual) virtual environments, due to a higher cognitive load [86]. Besides additional modalities, other factors such as immersion and emotion have been analyzed and argued to have a clear impact on the sense of presence [14]. In particular, audiovisual content eliciting emotional responses (like sadness) can increase engagement and presence, somehow bypassing the immersive effects of specific displays.

As reported in some of the aforementioned works, multimodality presents some challenges and limitations: Gallace et al. [56] focused on the ones associated with the simultaneous stimulation of multiple senses, including the senses of touch, smell, taste, and even noceptive (i.e., painful) sense, given the cognitive limitations in the human sensory perception bandwidth when users have to divide their attention between multiple sensory modalities. Moreover, situations where some modalities violate interpersonal space may also lead to diminishing presence and comfort [236]. Ultimately, achieving user’s self-consciousness depends on finding the right balance between different multimodal cues, and the users’ comfort, confidence, and capacity to integrate them. Establishing guidelines towards this balance remains one of the most interesting avenues in multimodal interaction.

4 THE EFFECTS OF MULTIMODALITY IN USERS’ ATTENTION

When users are exploring or interacting with a virtual environment, different elements or events can draw their attention. Visual attention influences the processing of visual information, since it induces gaze to be directed to the regions that are considered more interesting or relevant (salient regions). The saliency of different regions results from a combination of top-down attentional modulation mechanisms (task-based) and the bottom-up multisensory information these regions provide (feature-based), creating an integrated saliency map of the environment [221]. As discussed in the previous section, VR setups may produce realistic responses and interactions, which can be different from traditional media due to the differences in perceived realism and interaction methods. Therefore, some works have been devoted to understanding saliency and users’ attention in VR, offering some key insights about head-gaze coordination and users’ exploratory behavior in VR. For example, Sitzmann et al. [203] detected the equator bias when users are freely exploring omnistereo panoramas: They observed a bias towards gazing at the central latitude of the scene (equator bias), which often corresponds to the horizon plane.

Saliency has been widely studied, both inside and outside the VR field [239]. Users are more likely to turn their attention and interact with those regions of the scene that provide more sensory
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Fig. 5. Saliency maps show the likelihood of users directing their attention to each part of the scene. Most of the current literature has been devoted to estimating saliency in unimodal, visual stimuli. This image shows the recent visual saliency estimation method proposed by Martin et al. [121] (Left: Input panorama. Right: Estimated saliency). It has been shown that each sensory modality has the potential of influencing users’ attentional behavior, therefore, there is a need for further exploration of multimodal saliency in VR.

information. Therefore, knowing a priori which parts of the scene are more salient may help anticipating how users will behave. So far, most of the works on saliency in VR have been carried out following a unimodal perspective [121, 242]: Although several senses can be considered to create a saliency map, they all leverage users’ head position and gaze orientation to create probabilistic maps indicating the chances of a user looking at each part of the virtual scene (see Figure 5). Based on the study of visual cues, various works have presented systems able to predict users’ gaze, depending on the environment and also on user’s previous behavior [76, 120].

Multimodality in saliency estimation has been only tackled in traditional media: The integration of visual and auditory information for saliency prediction in videos has been widely explored [38, 132]. All these approaches work under the assumption of audiovisual correlation: Moving elements were the source of the auditory cues. In a different approach, Evangelopoulos et al. [48] proposed the addition of text information in form of subtitles when speech was present in the auditory stream. In their work, saliency was considered as a top-down process, since the interpretation of the subtitles, a complex cognitive task, can distract viewer’s attention from other parts of the scene.

Multimodality in saliency prediction for VR still remains in early phases, and only very few works have been devoted to it. Chao et al. [27] proposed the first work that studies user behavior (including saliency corresponding to sound source locations, viewing navigation congruence between observers, and the distribution of gaze behavior) in virtual environments containing both visual and auditory cues (including both monaural and ambisonic sounds). However, there are still many open avenues for future research: Visual saliency and gaze prediction in VR is still in an early phase, and the effects of auditory cues in saliency in virtual scenarios remain to be further explored. Auditory cues in VR may produce more complex effects and interactions than in traditional scenarios, since sound sources are not always in the user’s field of view, and there might be several competing audiovisual cues. Additionally, investigating how other senses interact and predominate in saliency and attention can be useful for many applications, specially for content creation. Furthermore, with the proliferation of data-driven methods, it is also crucial to elaborate datasets that encompass enough variety of multimodal stimuli to support the formulation of new multimodal attentional models.

Although there is still much to learn about how multimodal cues compete and alter users’ behavior, it is well known that multimodality itself has consequences on how users behave in immersive environments [27, 222]. One of the main difficulties when designing and creating content for VR lies on the fact that users’ typically have control over the camera, and therefore each user may pay attention to different regions of the scene and create a different experience [117, 194]. Therefore, it is usually hard to make assumptions about users’ behavior and attention. To support the creation of
engaging experiences that convey the creators’ intentions, multimodality can be exploited, so that cues from different modalities can induce specific behaviors and even guide users’ attention.

For the case of attention, understanding and guiding users attention in VR has been a hot topic during the last years. Various works have explored the use of visual guiding mechanisms, such as central arrows and peripheral flicker to guide attention in panoramic videos [186]. The recent work of Wallgrun et al. [231] compares different visual guiding mechanisms to guide attention in 360º environments [231]. Lin et al. [106] proposed a picture-in-picture method that includes insets of regions of interest that are not in the current field of view, so users are aware of all the elements that surround them. Inducing the users to direct their attention to a specific part of the scene has also been explored, for example, using focus assistance techniques [105], such as indicating the direction of the relevant part, or automatically orienting the world so that users’ do not miss that part of the experience. Following this line, Gugenheimer et al. [63] presented a motorized swivel chair to rotate users until they were focusing on the relevant part of the scene, while Nielsen et al. [142] forced virtual body orientation to guide users attention to the most relevant region. Other techniques directly let the viewer press a button to immediately reorient the scene to the part containing the relevant information [151]. It is worth mentioning that this kind of techniques have to be taken into consideration with caution, since they can cause dizziness or discomfort due to visual-vestibular conflicts. We refer the reader to Rothe et al.’s work [172] for a complete survey about guidance in VR (see Figure 6).

However, guidance techniques are not necessarily constrained to visual manipulations. Multimodality can be also exploited to guide, focus and redirect attention in VR, in many cases achieving more subtle, less intrusive methods. This is important to maintain the users experience, as intrusive methods can alter the sense of presence, immersion, or suspension of disbelief (the temporary acceptance as believable of events or places that would ordinarily be seen as incredible). As shown in previous sections, sound can help enhance the virtual experience. Besides, it can also be used to manipulate or guide users attention. Rothe et al. [174] demonstrated that the attention of the viewer could be effectively directed by sound and movements, and later [173] investigated and compared three methods for implicitly guiding attention: Lights, movements, and sounds, showing that sounds elicit users’
exploratory behavior, while moving lights can also easily draw attention. Other works have explored various unobtrusive techniques combining auditory and visual information, showing that auditory cues indeed reinforce users’ attention being drawn towards specific parts of the environment [21]. Similar insights were obtained by Masia et al. [124], who investigated the impact of directional sound during cinematic cuts in VR, finding that in the presence of directional sound cues, users converge much faster to the main action after a cut, even if the sound is misaligned with the region of interest. Given the importance of including sound in VR experiences, Bala et al. [12] presented a software for adding sound to panoramic videos, and studied how sound helped people direct their attention. Later, they examined the use of sound spatialization for orientation purposes [13]. In particular, they found that full spatial manipulation of sound (e.g., locating music in a visual region of interest) helped guiding attention. In a similar fashion, some works have studied how to design sound to influence attention in VR [180], and how decision making processes are affected by auditory and visual cues of diegetic (i.e., sounds emanating for the virtual environment itself) and non-diegetic (i.e., sounds that do not originate from the virtual environment itself) origins [23]. However, non-diegetic cues need to be analyzed and presented carefully: The work by Peck et al. [153] showed that a distractor audio can be successful at fostering users’ head rotations (and thus redirection); however, users considered this method as unnatural. It has been also suggested that too many sound sources in a VR cinematic video can produce clutter, and therefore hinder the identification of relevant sound sources in the movie [172]. How to use multimodality for guiding users’ attention has many open possibilities for further investigation. In this context, establishing guidelines regarding which senses to use, how to combine them, and up to what extent each of them can surpass the others remains for now a complex, unresolved task.

5 MULTIMODALITY IN USERS’ PERFORMANCE

Understanding how users perform different tasks in VR is key for developing better interfaces and experiences. Although in many cases task performance highly depends on the users’ skills and experience, there are many scenarios where multimodality can play an important role in this aspect: By integrating multiple sensory information we can mimic better the real world, and this can lead to higher performance in different scenarios, comparable to real life. Additionally, multimodal VR technologies are becoming a very powerful tool for training and education, specially in scenarios that can be expensive, or even dangerous, in the real life. In those cases, multimodality can help completing some tasks in a shorter period, or with a higher accuracy [68].

The effects of multimodality in task performance have been largely studied in traditional media. Lovelace et al. [109] demonstrated how the presence of a task-irrelevant light enhances the detectability of a brief, low-intensity sound. This behavior also holds in the inverse direction: Concurrent auditory stimuli could enhance the ability to detect brief visual events [146]. Therefore, integrating audiovisual cues may diminish the risk of users losing some relevant information. In a similar line, Van der Burg et al. [225] reported that a simple auditory pip drastically decreased detection time for a synchronized visual stimuli. These effects are not only present in audiovisual stimuli: Tactile-visual interactions also affect search times for visual stimuli [226]. In most of these work, the experiments were carried out in laboratory conditions with simple stimuli, and therefore studying their applicability and limitations in more complex scenarios remains an interesting avenue. Furthermore, Maggioni et al. [114] studied the potential of smell for conveying and recalling information. They compared the effectiveness of visual and olfactory cues, and their combination in this task, and demonstrated that olfactory cues indeed improved users’ confidence and performance. Therefore, the integration of multiple cues has been widely proved to be effective in terms of detectability and efficiency. As Hecht et al. [68] studied, this improvement in terms of performance also holds for multimodal VR:
When there are multiple senses involved, users start their cognitive process faster, thus they can pay attention to more cues and details, resulting in a richer, more complete and coherent experience.

Performance in spatial tasks can be greatly benefited from multimodality [5, 57]. Auditory cues are extremely useful in spatial tasks in VR, and therefore have been widely explored: The effect of sound beacons in navigation performance when no visual cues are available has been explored [230], with some works proving that navigation when no visual information is available is possible using only auditory cues [62]. Other works have exploited this, proposing a novel technique to visualize sounds, similar to how echolocation would work in animals, which improved the space perception in VR thanks to the integration of auditory and visual information [171], or combining the spatial information contained in echoes to benefit visual tasks requiring spatial reasoning [57]. Other senses have also been explored with the goal of enhancing spatial search tasks: Ammi and Katz [5] proposed a method coupling auditory and haptic information to enhance spatial reasoning, and thus improving performance in search tasks. Direct interaction tasks can be also enhanced by multimodality: Auditory stimuli has been proved to facilitate touching a virtual object outside user’s field of view, hence creating a more natural interaction [90]. Egocentric interaction is also likely to happen, and proprioception plays an important role on those cases. Poupyrev et al. [156] presented a formal study comparing virtual hand and virtual pointer as interaction metaphors, in object selection and positioning experiments, yielding that indeed both techniques were suitable for different interaction scenarios.

As aforementioned, when developing VR experiences requiring users’ to complete some tasks, the integration of multiple modalities can increase their performance and spatial reasoning, leading to better, more consistent results. Furthermore, adding certain modalities (e.g., olfactory or haptic information) is not always easy, specially at consumer level. Enabling these modalities within current consumer-level devices (Table 1) remains a future avenue that would not only greatly benefit multimodality in terms of performance, but it would also improve the whole experience. In spite of that, in some cases, combining several modalities can lead to the opposite effect, suppressing or diminishing some abilities [116], hence special care must be paid when designing multimodal experiences (Section 1.5).
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6 MULTIMODAL ILLUSIONS IN VR

Multimodality can be leveraged to trick the self perception of the users, or to alter how they perceive the world around them, by means of facilitatory or inhibitory (suppressive) effects, which can have direct implications on how users behave in the virtual environment. Being able to manipulate the experience can be very useful in certain contexts and applications: For instance, sometimes it can be useful to guide the user towards a particular aspect of the virtual environment without disrupting the experience (e.g., in cinematography or videogames). A forced guidance could lead to reduced a immersion feeling, or even rupture of the suspension of disbelief. In other cases, physical space is constrained, and manipulating users’ movement may allow to reduce the necessary physical space to complete a task [193]. Manipulating the experience can be also useful to reduce simulator sickness, for instance, by means of manipulating camera control depending on some characteristics such as velocity, acceleration, or scene depth [75]. Although this can be done using a single modality, the use of multimodal cues can improve the effectiveness of these techniques.

Illusion refers to an incorrect perception or interpretation of a real, external stimulus. It can lead to interpreting reality in several ways. Any healthy person can experiment illusions without experiencing any pathological condition. However, not every person is affected in the same way by an illusion. Illusions can have physiological (e.g., an after-image caused by a strong light [82]) or cognitive (e.g., the Rubin vase [152]) components. They have been widely studied, as understanding illusions yields valuable information about the limitations of human senses, and helps understanding the underlying neural mechanisms that help create the perception of the outside world. Moreover, illusions can allow to alter users responses to certain tasks, even increasing performance. For instance, Chauvel et al. [28] conducted some experiments where non-golfers practiced putting golf balls, some of them with manipulated holes to enhance their visual acuity. Those who trained under these conditions showed a more effective learning outcome, and a better performance when trying in real-life scenarios. In this subsection we will focus on multimodal illusions or effects, or how illusions in other senses can affect visual perception. For visual only illusions, we refer the reader to The Oxford Compendium of Visual Illusions [199].

Multimodal illusions can be useful for boosting accuracy in certain tasks. For example, multisensory cues can improve depth perception when using handheld devices by simulating tactile responses when holding, or interacting with a virtual object with a force feedback system [20, 216]. Using a small number of worn haptic devices, Glyn et al. [101] improved spatial awareness in virtual environments without the need of creating physical prototypes. Instead of applying contact (haptic feedback) at the exact physical point of the users body that was touching a virtual object, they used a small, fixed set of haptic devices to convey the same information. Their work was based on the funnelling illusion [15], in which the perceived point of contact can be manipulated by adjusting relative intensities of adjacent tactile devices. Visuo-haptic illusions allow not only to better perceive the virtual space, but also to feel certain virtual object properties, like weight, that are not easy to simulate. Even further, these properties can be unnoticeably altered when combining multiple sensory information. Carlon [25] showed that users’ perception of heaviness can be unnoticeably altered when manipulating their movements in a virtual environment.

The rubber hand illusion is an illusion where users are induced to feel like a rubber hand is part of their body. In VR, proprioceptive and haptic cues can lead to a similar feeling induced either for an arm [241] or for the whole body [154] (see Figure 7). Similarly, proprioception can also be altered by modifying the virtual avatar (i.e., distorting the position or length of the virtual arms and hands) while retaining body ownership, allowing users to explore a bigger area of the virtual environment with their body [52]. Regarding audiovisual illusions, the well known McGurk effect has been replicated in VR. The McGur effect happens when the audio of a syllable is paired with visual stimuli of a
second syllable, raising the perception of a third, different syllable. This illusion has been used to study how audio spatialization affects speech perception, suggesting that sounds can be located at different positions and still create a correct speech experience [201, 202]. It was also found that the spatial mismatch does not affect immersion levels, suggesting that computational resources devoted to audio localization could be decreased without affecting the overall user experience. Another interesting audiovisual illusion that appears both in conventional media and VR is the ventriloquist effect, where auditory stimuli coming from a distant source seem to emerge from an actors’ lips. The best located or dominant modality (usually vision) overrides the spatial information of the weak modality giving raise to the apparent translation of sound to the location of the visual stimulus [2]. In this sense, auditory stimuli are affected by visual cues [184], with visual stimuli influencing the processing of binaural directional cues of sound localization. In a complementary way, auditory perception can also act as a support for visual perception, orienting users to regions of interest outside the field of view [95]. Not every audiovisual illusion has to do with speech. In the sound-induced flash illusion [197], a single flash paired with two brief sounds was perceived as two separate flashes. The reverse illusion also happened when two flashes were concurrent with a single beep, raising the perception of a single flash.

In addition to illusions, in which new stimuli are sometimes created, there is also the phenomenon of perceptual suppression, in which one stimulus is no longer (completely or partially) perceived due to an external circumstance. For example, visual suppression is often present in the human visual system. The human brain has evolved to discard visual information when needed to maintain a coherent and stable image of the surrounding environment. Two good examples of visual suppression are blinks and saccades [18, 215], which avoid the processing of blurry information without causing perceptual breaks. Perceptual suppression has been demonstrated and used both in conventional media and in VR [215], usually allowing for environmental changes without the users awareness, which is useful in many applications, such as navigation in VR. It has also been studied how stimuli of a given modality can alter or suppress information of a different modality, usually visual. In particular, for traditional media, both auditory [70] or haptic [81] stimuli can suppress visual stimuli. Functional imaging studies [99] suggest that crossmodal suppression occurs at neural levels, involving sensory cortices of different modalities. Crossmodal suppression has not been widely studied in VR. However, a recent study [116] shows that auditory stimuli can degrade visual performance in VR using a specific spatiotemporal layout (see Figure 8). Nonetheless, there is still much to investigate about
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traditional illusions and whether they still hold in virtual environments. The interaction between senses, and in particular the predominance of some of them against the rest, may also diminish or enhance these phenomena, and therefore remains an interesting avenue for future work. We thus believe that a deeper study of crossmodal interactions, both facilitatory and inhibitory, could greatly benefit VR applications, as well as increase our knowledge on sensory perceptual processing in humans.

7 MULTIMODALITY IN NAVIGATION

As discussed in previous sections, agency has an effect in the feeling of realism in a virtual experience, and it is achieved when users feel that their avatar responses are coherent with their real actions, which has a direct implication in body ownership (which also depends on other factors [232]). One characteristic that makes VR intrinsically different from any other traditional media, and that contributes to the users’ feeling of control of themselves, is its ability to reproduce each movement of the user into the virtual world. Virtual environments naturally elicit exploration, which usually requires the user to move across the virtual environment. In many cases, movement is heavily constrained by the physical space available [193], and therefore a complete 1:1 reproduction of the movement is not feasible.

Enabling full locomotion in a VR application (i.e., allowing the user to freely move in the virtual space) would increase the possibilities of the virtual experience. However, designers and practitioners are aware of the limited size of physical spaces in which users can consume VR. Redirected walking techniques (RDW) emerged in the pursuit of alleviating this limitation: These techniques propose different ways to subtly or overtly manipulate either the user or the environment during locomotion, in order to allow the exploration of virtual worlds larger than the available physical space. Nilsson et al. [144] presented an overview of research works in this field since redirected walking was first practically demonstrated. Nevertheless, most of these works rely on visual manipulations: Some of them exploit only visual cues or mechanisms, such as saccades [215] or blinks [97] to perform inadvertent discrete manipulations, whereas others exploit continuous manipulations that remain unnoticed by users [127, 193]. However, these previous works do not exploit cues from other sensory modalities. As we have presented along this work, integrating multiple senses can take these kind of techniques a step further.

Rhythmic auditory stimuli affects how we move [112], and auditory stimuli can be therefore used to actively manipulate our motion perception. Serafin et al. [192] described two psychophysical experiments showing that humans can unknowingly be virtually turned about 20% more or 12% less than their physical rotation by using auditory stimuli: With no visual information available, and with an alarm sound as the only informative cue, users’ could not reliably discriminate whether their physical rotations had been smaller or larger than the virtual ones. Nogalski and Fohl [147] presented a similar experiment, aiming for detection thresholds for acoustic redirected walking, in this case by means of wave field synthesis: By designing a scenario surrounded by speakers, and with no visual information available, they demonstrated that some curvature gains can be applied when users walk towards, or turn away from some sound source. Their work yielded similar rotation detection thresholds of ±20%, which is additionally in line with other works, proving the ability of acoustic signals to manipulate users’ movements [49] and the potential benefits of using auditory stimuli in complex navigational tasks. Later, Rewkowski et al. [165] confirmed that RDW with auditory distractors can be safely used in complex navigational tasks such as crossing streets and avoiding obstacles. Nilsson et al. [145] revealed similar detection thresholds for conditions involving moving or static correlated audio-visual stimuli. Additionally, Nogalski and Fohl [148] summarized how users behavior significantly varies between audio-visual and auditory only stimuli, with the latter yielding more pronounced and less constant curvatures than with audio-visual information.
Many other sensory modalities can be used both to manipulate user’s virtual movement, improving agency and therefore leading to a more natural navigation. Hayashi et al. [67] presented a technique that allows to manipulate the mapping of the user’s physical jumping distance and direction. Jumping is an action strongly correlated to proprioception, but it is usually unfeasible due to the available physical space. Manipulating the virtual distance when jumping can allow users to physically jump even when space is constrained, hence proprioceptive cues and realism can be maintained in the experience. Campos et al. [24] also introduced an integration of visual and proprioceptive cues for travelled distance perception, demonstrating that body-based cues contributed to walked distance estimation, attributable to vestibular inputs. Matsumoto et al. [128] presented a combination of redirected walking techniques with visuo-haptic interaction and a path planning algorithm. Haptic feedback directly applied to feet can also influence audiovisual self-motion illusions [143]. Exogenous cues (i.e., any external information coming from the environment) can also play a role in these kind of manipulations. Feng et al. [50] examined the effects, influence and interactions of multi-sensory cues during non-fatiguing walking, including movement directional wind, footstep vibrations, and footstep sounds, yielding results that evidenced the improvement on user experience and realism when these cues were available.

In some cases, motion is not possible at all, hence it is necessary to generate an external, visual motion. This self-motion illusion is commonly known as vection, and sometimes leads to some postural responses (pursuing a correct vestibular and proprioceptive integration of information). It has been demonstrated that auditory cues increase vection strength in comparison with purely visual cues [88], and that moving sounds enhance circular vection [168]. Moreover, vection may also depend on the environment itself: Meyer et al. [131] explored which factors actually modulate those postural responses, and showed that real and virtual foreground objects serve as static visual, auditory and haptic reference points. Some of the experiments in these works were carried out under rigidly controlled setups and in laboratory conditions, and therefore may not apply to free viewing or other complex conditions. Exploring the effectiveness (or degrading effects) of these insights in more complex scenarios can be an interesting future avenue for research. Finally, the effects of other senses besides auditory and haptics in navigation remain unexplored.

8 APPLICATIONS

We have reviewed different aspects of multimodality in VR, as well as crossmodal interactions between the different sensory modalities, together with different achievable effects. A summary of all those benefits that multimodality can lead to in VR can be seen in Table 5. Different disciplines have leveraged these benefits to enhance different VR applications, showing that multimodality can indeed deliver more realistic and immersive VR experiences. While the application scenarios range across many disciplines, here we focus on applications of multimodality to three areas where VR has made a critical impact: medicine, training and education, and entertainment.

8.1 Medicine

The potential uses of VR for medical applications have been studied for decades, and research on this field has evolved as the virtual technologies have done so. Satava et al. [217] presented a review about how VR has become an integral technology of medicine both for professionals and patients alike: from medical image visualization and preoperative planning to teaching and simulation, including teleinterventions and rehabilitation. Other works focused more deeply on the use of VR in the areas of surgical planning, interoperative navigation, and surgical simulations [170, 185]. The possibility of virtualizing a real human body previously scanned and watching it from a far more realistic, immersive perspective than through a conventional display is of great use for health professionals. This has been possible, to a large extent, due to the increasingly photorealistic representation of the
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Fig. 9. Two representative examples of different applications of multimodality in medicine. Left: Data visualization and manipulation frameworks [160] are important in medical and surgical education and training, and multimodality may enhance the realism and immersion, thus achieving better learning transfer. Right: Multimodal VR is a key tool for phobia treatments, since it is able to create realistic environments that face users against their fears, without actually exposing them [200].

anatomy (both in terms of physical tissue properties and of physiological parameters) that virtual environments are achieving.

One of the most pervasive applications of VR in medicine is training, since it can provide a realistic environment for training without the risks of its real counterpart. The enhanced realism and immersion that multimodality provides can lead to improved training and education. Lu et al. [110] presented an audio-visual platform for medical education purposes. One step further, multimodal setups including haptics have been proposed for medical surgery training, where the realism of the feedback significantly improved the learning effect, for both virtual [78] and augmented [66] reality interfaces. In the area of medical visualization, Prange et al. [160] also exploited virtual environments and presented a multimodal medical 3D image system where users could walk freely inside a room and interact with the system by means of speech, and manipulate patients’ information with gestures (see Figure 9). Multimodal VR applications are however not constrained to medical training and visualization areas: Psychological research relying on VR has also experienced an unprecedented growth, as Wilson and Soranzo reviewed [237], emphasizing both the advantages (e.g., greater control over stimulus presentation, safe exposure to adverse conditions, etc.) and challenges (e.g., VR-induced side effects) of VR in this area. Similarly, Bohil et al. studied the latest advances in VR technology and their applications to neuroscience research [17], highlighting its high compatibility with medical imaging technologies (such as functional magnetic resonance imaging - fMRI), which allow for a high degree of ecological validity and control over the therapeutic experience.

Other areas that have leveraged the benefits of multimodality are rehabilitative medicine and psychiatry, where significant progress has been made. Psychiatric therapies can benefit from multimodality, since different aspects of behavioral syndromes can be extensively analyzed in virtual environments: Given the suitability of VR to manipulate the virtual world and control certain tasks, it has proven to be a fitting paradigm to treat diseases like OCD [33] or Parkinson’s disease [32]. Phobia treatment is one of the main areas leveraging the benefits of multimodal environments: The realism that multimodality offers over visual-only VR experiences enhances these experiences, and increases the effectiveness of the treatment. In addition, VR allows exposing patients to their fears in a safe and highly controlled way, minimizing any potential risks of exposure therapy. Shiban et al. [200] studied the effect of multiple context exposure on renewal in spider phobia (see Figure 9), suggesting that exposure in multiple contexts improves the generalizability of exposure to a new context, therefore helping patients to reduce the chances of future relapses. The work of Hoffman et al. [72] went
Table 2. Example works of different medical applications where multimodality plays an important role.

| Application          | Example work          | Additional involved senses (other than vision) | Brief description                                                                 |
|----------------------|-----------------------|-----------------------------------------------|------------------------------------------------------------------------------------|
|                      |                       | Audition | Proprioception | Haptics | Other |                                     |
| Rehabilitation       | Fordell et al. [54]   | ✗        | ✓              | ✓        | ✗    | Chronic neglect treatment, with a force feedback interface. |
|                      | Sano et al. [183]     | ✓        | ✓              | ✓        | ✗    | Multimodal sensory feedback to reduce phantom limb.        |
| Phobia treatment     | Viaset et al. [228]   | ✓        | ✗              | ✓        | ✗    | Effects of auditory feedback in agoraphobic patients.       |
|                      | Müller et al. [136, 137] | ✓     | ✓              | ✗        | ✗    | Multimodality short- and long-term effects on fear of flight. |
|                      | Hoffman et al. [72]   | ✓        | ✗              | ✓        | ✗    | Illusions of touching to reduce fear of spiders.            |
| OCD therapy          | Cipresso et al. [33]  | ✗        | ✓              | ✓        | ✗    | Different instructions to analyze behavioral syndromes.     |
| Medical data visualization | Prange et al. [160]   | ✓        | ✗              | ✗        | ✓    | Visualize and manipulate patients’ medical data in 3D.       |
| Surgery training     | Hutchins et al. [78]  | ✓        | ✗              | ✓        | ✗    | Medical training simulator with haptic feedback.            |
|                      | Harders et al. [66]   | ✗        | ✓              | ✓        | ✗    | Medical training simulator with AR features.               |
| Medical education    | Lu et al. [110]       | ✓        | ✗              | ✗        | ✓    | Virtual platform to educate on medicine.                    |

Table 2. Example works of different medical applications where multimodality plays an important role.

a step further: They explored not only whether VR exposure therapy reduces fear of spiders, but also concluded that giving patients the illusion of physically touching the virtual spider increases treatment effectiveness. Muhlberger et al. [137] studied the effect of VR in the treatment of fear of flying, exploiting not only visual and acoustic cues, but also proprioceptive information, since motion simulation may increase realism and help induce fear. Later, they studied the long-term effect of the exposure treatment [136], proving its efficacy in treating the fear of flying. The effect of auditory feedback has been studied in other domains, such as the particular case of agoraphobic patients [228], where multimodality increases patients’ immersion feeling, hence facilitating emotional responses. However, those techniques should be applied with caution, since large exposures to VR scenarios may hinder patients’ ability to distinguish between the real and the virtual world [80], leading to the disorder known as Chronic Alternate-World Disorder (CAWD).

Rehabilitation has also leveraged advances in VR, yielding impressive results. Sano et al. [183] demonstrated that phantom limb pain (which is the sensation of an amputated limb still attached) was reliably reduced when multimodal sensory feedback was included in the VR therapy of patients with brachial plexus avulsion or arm amputation. Fordell et al. [54] presented a treatment method for chronic neglect, where a VR forced feedback interface provided sensorimotor activation in the contralesional arm, which combined with visual scanning training, yielded improvements in activities of daily life that recquiring spatial attention, and an improvement in transfer to real life. Moreover, spatialized sound was also beneficial to improve rehabilitation of postural control dysfunction [233].

Table 2 compiles examples leveraging multimodal VR for medical applications. As for the future, VR has the potential to serve medicine even in extreme situations. Virtual care has become an option to foster personalized connections between doctors and patients when in-person appointments are not possible, continuously adapting to the realities of the COVID-19 pandemic [118].

### 8.2 Education and training

Training and education are areas in which VR holds great promise, and in which it has already begun to show its capabilities: Jensen and Konradsen presented a review on the use of VR headsets for training and education, and showed that in many cases, better learning transfer can be achieved in this medium compared to traditional media [85].

In education, VR has been widely studied as a new paradigm for teaching: Designing ad-hoc environments helps create adequate scenarios for each learning purpose, hence facilitating the transfer of knowledge to real life scenarios. Stojvics et al. [212] reviewed the literature on VR applications
Table 3. Example works of different education and training applications where multimodality plays an important role.

| Application       | Example work            | Additional involved senses (other than vision) | Brief description                           |
|-------------------|-------------------------|-----------------------------------------------|---------------------------------------------|
|                   |                         | Audition | Proprception | Haptics | Other |                                        |
| Education         | Christopoulos and Gaitatzes [31] | ✓ | ✓ | ✗ | ✗ | Children education on history             |
|                   | Alves et al. [4]        | ✗ | ✓ | ✓ | ✗ | Serious games for children education on history |
|                   | Ali et al. [3]          | ✓ | ✗ | ✓ | ✗ | Children education on chemistry            |
|                   | Tang et al. [219]       | ✗ | ✗ | ✓ | ✗ | Education on deformable materials          |
|                   | Lu et al. [110]         | ✓ | ✗ | ✓ | ✗ | Education on medicine                      |
|                   | Richard et al. [166]    | ✓ | ✗ | x | ✗ | Offactory Education on physics             |
| Accessibility in education | Yu and Brewster [240] | ✓ | ✗ | ✓ | ✗ | Accessibility for blind people             |
| Serious games     | Deng et al. [41]        | ✗ | ✓ | ✗ | ✓ | Review on multimodality for serious games  |
| Skill training    | Gopher [60]             | ✓ | ✗ | ✓ | ✗ | Review on multimodality for skill training |
|                   | Bond et al. [19]        | ✗ | ✗ | ✓ | ✗ | Skill training for industrial processes     |
|                   | Crison et al. [37]      | ✓ | ✗ | ✓ | ✗ | Skill training for industrial processes     |
|                   | Ha et al. [65]          | ✗ | ✓ | ✗ | ✗ | Skill training for virtual prototyping      |
|                   | MacDonald et al. [111]  | ✓ | ✗ | ✗ | ✗ | Skill training for air traffic control      |

in education, and conducted a small study showing that teachers perceived benefits in introducing immersive technologies, since students were more motivated and immersed in the topic of interest. At the same time, childhood education processes have been shown to be improved by leveraging multimodality in virtual environments, by means of human-computer interaction methods including feedback and interaction from multiple modalities [31], or somatic interaction (hand gestures and body movements) [4, 51].

Many frameworks regarding VR in teaching and education have been studied and evaluated, demonstrating that using virtual manipulatives (i.e., virtual interaction paradigms) which provide multimodal interactions actually yields richer perceptual experiences than classical methodologies in the cases of e.g., mathematics learning [150] or chemistry education [3]. In the case of the latter, a virtual multimodal laboratory was designed, where the user could perform chemistry experiments like in the real world, through a 3D interaction interface with also audio-visual feedback, which indeed improved the learning capabilities of students. Similarly, Tang et al. [219] introduced an immersive multimodal virtual environment supporting interactions with 3D deformable models through haptic devices, where not only gestures were replicated but also touching forces were correctly simulated, hence generating realistic scenarios. One step further, Richard et al. [166] surveyed existing works including haptic or olfactory feedback in the field of education, and described a simulation VR platform that provides haptic, olfactory, and auditory feedback, which they tested in various teaching scenarios, demonstrating they affected student engagement and learning positively, and obtaining similar insights as other reviews in educational scenarios, such as in STEAM (science, technology, engineering, arts and mathematics) classrooms [218].

It is worth mentioning that multimodality can also help alleviate sensory impairments, since environments can be designed to maximize the use of the non-affected senses. Following this idea, Yu and Brewster [240] studied the strengths of a multimodal interface (i.e., with speech interactions) against traditional tactile diagrams in conveying information to visually impaired and blind people, showing benefits of this approach in terms of the accuracy obtained by users.

One widespread technique to enhance learning leverages the so-called serious games, which enable learning by means of interactive, yet enriching video-games. Checa and Bustillo [29] reviewed the
use of immersive VR serious games in this context, and their positive effect on learning processes and transfer. Multimodal VR can actually benefit the learning process of these learning-based serious games [41], since multisensory feedback can enhance many of the cognitive processes involved. Covaci et al. [36] presented a multisensory educational game to investigate how olfactory stimuli could contribute to users’ learning experience: It made the experience more enjoyable, but also led to an improvement in users’ performance and overall learning.

As aforementioned, multimodal VR has potential in the transfer of knowledge. Given this, it is well suited for simulating and training complex and usually expensive real-life skills requiring high cognitive loads. Gopher [60] highlighted how virtual multimodal training conditions give better results when compared with traditional training conditions in many domains, including sports, rehabilitation, industry, or surgery; with the latter being the core of Van der Meijden et al’s work [227], which reviewed the use of haptic feedback for surgery training, concluding how the addition of this information yields positive assessments in the majority of the cases and even reduce surgical errors. Transferring learning from training simulators to real life situations is one of the most relevant parts of the learning process, and multimodality has been proved to enhance it [98].

In the manufacturing industry, many processes require learning specific skills, and multimodal virtual environments can offer new ways of training. Some works have studied the usability of VR for a manufacturing application such as the assembly of components into a final product, where proprioception and haptic manipulation was required [19]. Other works have proposed a virtual system dedicated to train workers in the use and programming of milling machines, offering visual, audio and haptic (force) feedback [37], also replacing the use of conventional mechanical milling machines. Since fine motor skills can be transferred to the performance of manual tasks, other studies have analyzed the effectiveness of virtual training in the specific case of industry in contrast to real-life training [158]. At the end, the aforementioned works on virtual skill training agree that virtual training could replace real training, since learning is correctly transferred, and the virtual counterparts are usually less expensive and time-consuming.

VR is also extremely helpful for assembly and maintenance processes (e.g., virtual prototyping [40]), since it provides a cheap method to directly inspect, interact with, and modify 3D prototypes without the need of a physical industrial manufacturing process [195]. In this context, haptic feedback might be crucial to provide feedback in assembly simulations [65].

Other complex tasks can also benefit from multimodal virtual training. MacDonald et al. [111] focused on the air traffic control problem, and evaluated the relevant aspects of the auditory modality to improve the detection of sonic warnings, including the best design patterns to maximize performance, signal positioning, and optimal distances on the interaural axis depending on the sound amplitudes. Real-time acoustic spatialized simulation can be also used in architecture, when designing acoustic isolation, or studying how sound will be propagated through an indoor environment [229].

All the works mentioned in this section concluded that multimodality offered higher user engagement than unimodal or traditional environments, leading to a better experience and learning transfer. Training in virtual environments has proven to be useful, specially in contexts that are hard or expensive to replicate in real life. On the other hand, and while VR training is effective, the lack of a particular modality (e.g., haptic feedback when learning to manipulate pumps [238]) could diminish the effectiveness of VR with regard to traditional hands-on experiences. Hence, it is important to include all the useful sensory information that is needed for each particular experience, and make it as realistic and reliable as possible. A list of some representative applications of multimodal VR in training and education can be found in Table 3.
Fig. 10. Representative image of the work of Marañes et al. [117], where they analyze users’ gaze behavior during visualization of VR cinematic content. One of the key open problems in VR is the generation of engaging virtual experiences that meet users’ expectations. To that end, it is necessary to understand users’ behavior in such virtual experiences.

8.3 Entertainment

Entertainment is undergoing an important revolution with the re-emergence of VR as a new medium: As VR devices become more affordable, their use at consumer level is rapidly increasing. Leisure by means of VR videogames, cinematography, or narrative experiences is becoming increasingly common, and creating realistic, engaging experiences is the main goal of content creators. Multimodality can be instrumental in improving both realism and engagement.

Videogames allow users to interact with a virtual environment, controlling characters or avatars that respond based on their actions. Traditional videogames have leveraged narrative characteristics to connect with the player, to immerse them in the virtual world, so that the experience feels more engaging. With the appearance of VR, immersive games are evolving: Higher realism, and stronger feelings of presence and agency can potentially be achieved now with this technology.

Nesbitt and Hoskens [139] hypothesized that integrating information from different senses could assist players in their performance. They evaluated visual, auditory and haptic information combinations, and although no significant performance improvement was achieved, players reported improved immersion, confidence and satisfaction in the multisensory cases. Since haptic devices may enhance the experience, some works have devoted in developing different toolkits to offer these interactions in VR (e.g., vibrotactile interactions [122]), whilst other works have exploited somatic interactions, including not only haptic but whole proprioceptive cues. Alves et al. [4] studied user experience in games which included hand gestures and body movements, identifying problems and potential uses of gestural interaction devices in an integrated manner. Many narrative experiences may require the user to have the feeling of walking, and it may be one of the hardest scenarios to get a realistic response, since multiple sensory information is combined. In this scope, some works investigated the addition of multisensory walking-related cues in locomotion [93], showing that adding auditory cues (i.e., footstep sounds), visual cues (i.e., head motions during walking), and vibrotactile cues (under participants’ feet) could all enhance participants’ sensation of self-motion (vection) and presence. Sometimes, full locomotion is not permitted, however realism can still be achieved: Colley et al. [35] went a step further in exploiting body proprioception, presenting a work that proposed using a HMD in skiing and snowboarding training while the user was on a real slope, so that proprioceptive cues were completely realistic.
Although many of the current VR videogames exploit audiovisual and somatic cues (which are the easiest to provide with current technology), some have tried to work with additional cues. As in previously mentioned learning processes, some works have explored the use of olfactory cues to investigate how enabling olfaction can contribute to users’ learning performance, engagement, and quality of experience [36], although this modality still remains in an early exploratory phase.

In a similar manner, gustatory cues have been studied in several works. Arnold et al. [8] presented a game involving eating real food to survive, which combined with the capture and reproduction of chewing sounds increased the realism of the experience. Following this line, Mueller et al. [135] highlighted the potential technologies and designs to support eating as a form of play.

Multisensory feedback can enhance many of the high and complex cognitive processes involved in VR [41]. Particularly, multimodality can trigger different emotional responses in immersive games: Kruijff et al. [94] investigated those emotional effects and proposed guidelines that can be applied to reproduce diverse emotional responses in multimodal games. Within the wide area of entertainment, cinematographic and narrative experiences in VR have been emerging during the last years. As explored in Section 4, guiding users’ attention is specially challenging in virtual environments, where users cannot see the whole scenario at once. Although some traditional continuity editing rules may still apply [194], and visual cuts may impact users’ behavior [117], the presence of directional sounds can also influence how users explore immersive environments [124], thus special attention must be paid to sound design when considering narrative experiences in VR [61]. To explore how different cues may actually define how users drive their attention in cinematic VR, Rothe et al. [173] investigated implicitly guiding the attention of the viewer by means of lights, movements, and sounds, integrating auditory and visual modalities, while Ranasinghe et al. [164] proposed adding olfactory and haptic (thermal and wind) stimuli to virtual narrative experiences, in order to achieve enhanced sensory engagement. A compilation of representative applications of multimodal VR in entertainment can be found in Table 4.

### 9 CONCLUSIONS

Virtual reality can dramatically change the way we create and consume content in many aspects of our everyday life, including entertainment, training, design and manufacturing, communication, or advertising. In the last years, it has been rapidly growing and evolving as a field, with the thrust of impressive technical innovations in both acquisition and visualization hardware and software. However, if this new medium is going to succeed, it will be based on its ability to create compelling user experiences. The interaction between different sensory modalities (such as the five senses, or proprioception) has always been of interest to content creators, but in a VR setting, in which the user
| Effect                                                                 | How                                                                                                                                                                                                                                                                                                                                 | Sensory modalities (other than visual) | Related works                                                                 |
|----------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------------------------------------|--------------------------------------------------------------------------------|
| Better perception and understanding of the environment (Section 3)   | Integrating the visual appearance of an object or scene in the VE with a realistic and coherent sound of the same object: ✓ ✓ ✗ ✗  Correctly spatializing audio in a 360 environment: ✓ ✗ ✗ ✗  Enhancing realism by touching a physical object and a virtual object at the same time: ✗ ✓ ✓ ✓  Proprioceptive cues (e.g. a hand instead of a pointer) are suitable for interaction scenarios: ✗ ✗ ✓ ✗  Training users to navigate a VE using auditory reflections and reverberation: ✓ ✗ ✗ ✗  Creating sensory illusions with worn haptic devices that map different points in the VE to the body: ✗ ✓ ✓ ✗ | ✓ ✗ ✗ ✗ ✗                      | [79, 115]                                                              |
| Increase in spatial awareness (Section 3, 7)                         | Being able to control a virtual body: ✓ ✗ ✗ ✗  Body-centered perception (hand, face and trunk) achieved via spatio-temporal multisensory information integration within peripersonal space: ✓ ✓ ✓ ✗  Achieving partial body ownership considering first person visuo-spatial viewpoint and anatomical similarity: ✗ ✓ ✓ ✗  Integrating as much multisensory information as possible (spatialized sound, vibrations, wind, real objects, physical movement, scent) coherently with the VE: ✓ ✓ ✓ ✗  Use of soundscapes or zeitgebers in the virtual scenes: ✓ ✗ ✗ ✗ | ✓ ✗ ✗ ✗ ✗                      | [167, 154, 178]                                                             |
| Increase in the feeling of presence, realism or immersion (Section 3) | Adding walking-related multimodal cues, integrating vibrations in standing or even sitting users: ✓ ✓ ✓ ✗  Users tend to pay attention to regions with more sensory information (mostly explored in traditional media): ✓ ✗ ✗ ✗ | ✓ ✗ ✗ ✗ ✗                      | [92, 93, 126, 131]                                                             |
| Modification of the saliency of the environment (Section 4)          | Auditory and visual stimuli are spatio-temporally correlated to increase saliency: ✓ ✗ ✗ ✗  Using diegetic sound and moving cues to trigger exploratory behavior: ✓ ✗ ✗ ✗  Spatialized auditory stimuli can also direct attention to specific parts of the environment, including those outside the field of view: ✓ ✗ ✗ ✗ | ✓ ✗ ✗ ✗ ✗                      | [12, 13, 21, 95]                                                              |
| Guidance or direction of attention (Section 4)                       | Simultaneous stimuli of irrelevant sensory modalities increase detection of target stimulus and can also decrease search times or increase memory retention: ✓ ✗ ✗ ✗  Auditory stimuli improve spatial awareness and thus reducing search times and improving spatial reasoning: ✓ ✗ ✗ ✗  Cognitive process starts faster in the presence of multimodality, allowing users to pay attention to more cues and details: ✓ ✗ ✗ ✗ | ✓ ✗ ✗ ✗ ✗                      | [109, 114, 146, 226]                                                             |
| Improvement of user performance (Section 5)                          | Combination of audio-haptic tempos to convey spatial information and relevant stimuli increase performance in search tasks: ✓ ✗ ✗ ✗  Auditory stimuli facilitate touch of virtual objects outside the field of view: ✓ ✗ ✗ ✗  Improvement of depth perception via simulated touch with a force-feedback system: ✗ ✓ ✓ ✗  Increasing the space that the user can explore with their body modifying the virtual avatar: ✗ ✗ ✓ ✗ | ✓ ✗ ✗ ✗ ✗                      | [20, 216]                                                              |
| Simulation of physical properties (Section 3, 5)                     | Weight or touch simulation by haptic feedback: ✓ ✗ ✗ ✗ | ✓ ✗ ✗ ✗ ✗                      | [25, 181]                                                              |

Table 5. Illustrative examples of different effects that can be achieved through multimodality in VR.
is immersed in an alternative reality, the importance of multimodal sensory input plays a more relevant role, since the feedback either from any modality, or from the combination of multiple of them, affects the final experience. In fact, it becomes both a possible liability, if not handled properly, and a potential strength, that if adequately leveraged can boost realism, help direct user attention, or improve user performance. Throughout this survey, we have summarized not only the main lines of research in these areas, but also outlined relevant insights for future directions in each of them.

While making use of multimodal setups can provide benefits to the experience, it also increases costs and complexity. From the point of view of the hardware, however, audiovisual integration is almost always present in current systems (see Table 1), and this is also the case for proprioception (except for smartphone-based and related headsets). Most controllers also include some kind of haptic feedback, although in this case it is quite simple and rudimentary, with ample room for improvement and sophistication in consumer-level systems. While research-level technology in haptics is quite advanced, transforming it into consumer-level solutions has been and still is a challenge, due to systems complexity, durability, or cost. We are currently witnessing the first attempts at providing more sophisticated haptic interactions with simpler, consumer-level hardware by using ultrasound; and certainly more advances are to be expected in this area, given the importance of haptics to the multimodal experience. Taste and smell are almost untapped in terms of hardware. Unlike the case of touch, where haptics is abundantly explored at research level, these senses are in their infancy from a research standpoint as well. Thus, special effort should be made towards developing hardware that is able to simulate compelling stimuli for these underexplored senses. From the point of view of the software, inclusion of multimodal input increases the bandwidth and computational resources needed, both current stumbling blocks of VR experiences, particularly collaborative ones. Thus, compression techniques and computational optimizations (both hardware and software-based) are two of the most active areas of research in VR that would also help an increased use of multimodal input. At the same time, works have shown that multimodal input can help maintain realism and immersion with lower quality visual input, so it can also be an advantage in these areas. Additionally, even if it implies an increase in cost and complexity, and depending on the final application scenario, these increased costs may still be more than advantageous if the alternative is setting up a similar, real scenario, in, e.g., emergency or medical training.

The inherent increased complexity resulting from the interaction between sources also poses a challenge for researchers in this area. We have reviewed a number of studies analyzing the interaction of two sensory modalities. Most of them were based on constrained experiments under laboratory conditions. However, the final goal of VR is to be present at consumer level, where more complex phenomena and interactions are likely to happen. Thus, lifting constraints on the experimental conditions, and exploring to what extent the insights found generalize and hold in free-viewing scenarios with more confounding factors, remains a critical avenue of future work, which undoubtedly needs to be built on the findings from controlled, constrained experiments. Works exploring three or more modalities are more rare. The integration of input from multiple senses has been an open area of research for over a century, partly because of the curse of dimensionality into which one runs when tackling this problem: The size of the parameter space grows exponentially and soon becomes intractable. Even when the data was available, deriving models to explain it has been a challenge, and analytical models often failed short to explain phenomena outside the particular scenario and parameter space explored, partly because of their lack of generality, partly because the type of data gathered can be very sensitive to the particular experimental setup. Current data-driven approaches certainly provide a new tool to address the problem, and some works have already started to rely on them, as is the case with audiovisual attention modeling. For this to be a solid path forward, however, we need public, carefully-crafted datasets that can be used by the community and in benchmarks, and
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we need reproducible experimental setups. Incidentally, VR is in itself a great experimental scenario for reproducibility, as opposed to physical, real-world setups.

Being aware of how the different sensory inputs interact thus helps researchers and practitioners in the field in two ways: In a first level, it aids them to create believable, successful experiences with the limited hardware and software resources available to them. At the next level, they can leverage the way the different sensory inputs will interact to overcome some of the limitations imposed by the hardware and software available, and even to improve the design of such hardware and software. As multimodal interactions become known and well understood, they can then be leveraged for algorithm design, content generation, or even hardware development, essentially contributing to create better virtual experiences for users, and helping unleash the true potential of this medium.
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