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Abstract

We present a comprehensive global sensitivity analysis of two single-objective and two multi-objective state-of-the-art global optimization evolutionary algorithms as an algorithm configuration problem. That is, we investigate the quality of influence hyperparameters have on the performance of algorithms in terms of their direct effect and interaction effect with other hyperparameters. Using three sensitivity analysis methods, Morris LHS, Morris, and Sobol, to systematically analyze tunable hyperparameters of covariance matrix adaptation evolutionary strategy, differential evolution, non-dominated sorting genetic algorithm III, and multi-objective evolutionary algorithm based on decomposition, the framework reveals the behaviors of hyperparameters to sampling methods and performance metrics. That is, it answers questions like what hyperparameters influence patterns, how they interact, how much they interact, and how much their direct influence is. Consequently, the ranking of hyperparameters suggests their order of tuning, and the pattern of influence reveals the stability of the algorithms.
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1 Introduction

Optimization is at the core of advancement in machine learning and problem-solving. Effective optimization plays a vital role in solving problems, whether single-objective or multi-objective problems. For example, be it a simple neural network or deep learning, or a simple linear or
nonlinear function, optimizing the coefficients (e.g., weights of neural networks) is the most crucial aspect, which requires effective optimization algorithms. Evolutionary algorithms (EAs) are global optimization algorithms that iteratively guide a population towards a final population, solving various problems. EAs are widely used because of their agnostic nature to problems being solved (De Jong, 2016). However, their effectiveness relies on hyperparameters like population size and genetic operators (De Jong, 2007). Understanding the sensitivity of hyperparameters to an algorithm’s performance can be formulated as an algorithm configuration problem (ACP) (López-Ibáñez et al., 2016, Iommazzo et al., 2019), where informing optimal hyperparameter selection is essential for solving various tasks such as neural networks (Crossley et al., 2013), deep learning (Taylor et al., 2021), and bio-inspired algorithms (Das et al., 2009, Ojha et al., 2014a). More specifically, ACP can be described as a process or a framework that aims to find a particular configuration of parameters for a target algorithm. And it minimizes a cost metric incurred by the algorithm on a given problem (Eggensperger et al., 2019).

Since hyperparameters tuning is crucial in achieving high-quality performance in solving optimization problems, methods such as manual tuning, grid search, and Bayesian search optimization are used. Bergstra and Bengio (2012) have shown the importance of random search instead of a grid search in sampling hyperparameter values. In addition, manual tuning without proper knowledge of hyperparameters can lead to too many trial-and-errors, and grid search and Bayesian search optimization are computationally expensive approaches that are often infeasible for such population-based optimization algorithms. Thus, Bergstra and Bengio (2012) suggest that tuning some hyperparameters is more necessary than the others. Hence, our objective in this research is to assess the ranking and effectiveness of hyperparameters of four well-known EAs: covariance matrix adaptation evolutionary strategy (CMA-ES) (Hansen and Ostermeier, 1996), differential evolution (DE) (Storn and Price, 1997), non-dominated sorting genetic algorithm III (NSGA-III) (Deb and Jain, 2013), and multi-objective evolutionary algorithm based on decomposition (MOEA/D) (Zhang and Li, 2007).

We select these algorithms as they are state of the art algorithms in single-objective and multi-objective optimization. They are the highly cited algorithms not only within the scientific community of bio-inspired computation but also in other scientific disciplinary areas such as operations research, applied mathematics, electrical engineering, civil engineering and many other research areas (Yazdani et al., 2021). These algorithms are widely used in multiple multidisciplinary/interdisciplinary problems and are widely used to address real-world problems and open problems in a wide variety of research areas.

Moreover, researchers have massively investigated these algorithms to improve their performance. For example, a number of improvements to DE have been provided, including success-history based adaptive DE versions (Viktorin et al., 2019, Piotrowski and Napıorkowski, 2018), mutation operator improvement (Cheng et al., 2021, Das and Suganthan, 2010, Islam et al.,
2011, Das et al., 2009, Biswas et al., 2009, Das et al., 2007) and scaling factor in mutation for accelerating convergence (Das et al., 2005). Similarly, an improved step size (mutation) strategy for the CMA-ES algorithm is investigated by Voß et al. (2010), improved decomposition strategy like normal boundary intersection-style Tchebycheff approach, adaptive replacement strategies to assign a new solution to a sub-problem, and adaptive weight vector adjustment strategy for sub-problems, respectively proposed by Zhang et al. (2010), Wang et al. (2015), and Qi et al. (2014) for MOEA/D algorithm. Similarly, for NSGA-III performance enhancement, Cui et al. (2019) designed an operator to balance the convergence and diversity of the population.

Such usefulness makes these algorithms suitable candidates to be the example of algorithms that can be used as test-beds for the sensitivity analysis methodology presented in our research work. Obviously, our methodology applies to all optimization algorithms with parameters (e.g., evolutionary, randomized, hybrid, constrained (Yuan et al., 2022), dynamic (Yazdani et al., 2021), etc.). The algorithms used in the paper are only a good sample of single- and multi-objective optimization algorithms. We think the optimization research community and interdisciplinary research community mentioned above will benefit as many more optimization algorithms, including many-objective optimization algorithms (Liang et al., 2021, Han et al., 2022, Rivera et al., 2022), that can be studied using the methodology proposed in this paper.

In this work, we develop a framework for comprehensive sensitivity analysis of hyperparameters of these algorithms using global sensitivity analysis methodologies: elementary effects (Morris, 1991) and variance-based sensitivity analysis (Sobol and Kucherenko, 2005). Using these methodologies, we assess the effectiveness of EA hyperparameters. Such an analysis investigates a model’s parameters (or an algorithm’s hyperparameters) influence on its output (Iooss and Saltelli, 2016, Brooks et al., 2001), leading to the minimization of the number of critical tunable hyperparameters to improve a model’s performance (Conca et al., 2015, Hill et al., 2016).

In our ACP framework, the performance of single-objective EAs was assessed as per the best solution, while the performance of multi-objective EAs was assessed using three metrics: generational distance (Veldhuizen and Lamont, 1998, Veldhuizen, 1999), inverse generational distance (Deb and Jain, 2013), and hyper-volume indicator index (Zitzler and Thiele, 1998). To evaluate EAs, we use state-of-the-art optimization problems belonging to diverse families: for single-objective optimization, we use a set of 33 problems (Yao et al., 1999, Liang et al., 2013, 2014), and for multi-objective optimization, we use a set of 10 problems (Deb and Jain, 2013).

Our ACP framework assesses each algorithm on three sensitivity analysis methods: Morris Latin Hypercube sampling (Morris, 1991), Morris sampling (Morris, 1991), and Sobol (Sobol and Kucherenko, 2005). For each sample drawn from a hyperparameter search space, we ran each algorithm on 30 independent runs (for some, it was 10 times) and presented results using elementary effects and Sobol indices. These indices inform about (i) the direct effect and (ii) the interaction effect of a hyperparameter with other hyperparameters. Moreover, these two
effects form a comparative matrix of low effect to high effect, where the diagonal from low
direct and low interaction effects to high direct and high interaction effects shows the order
and ranking of the hyperparameters. We ran algorithms on a sufficiently large sample set.
These experiments were computationally expensive as they, in total, had 19,014,600,000 function
evaluations. Computation of these sensitivity analysis indices is expensive, but they are a
one-time effort, and once the ranking is determined, results are informative to researchers for
further analysis and solving optimization problems. The source code and results are available
at https://github.com/vojha-code/SAofEAs.

Our results reveal the pattern and behavior of hyperparameters to different sampling methods
and matrices used to evaluate the performance of the algorithm. These patterns show how hy-
perparameters interact with one another or how the influence of one hyperparameter overwhels
the other. Moreover, results reveal how an algorithm is susceptible to its various hyperparam-
eters and sampling methods, highlighting the stability of an algorithm. Consequently, these
experiments rank the hyperparameter importance for an algorithm. For example, mutation
type was found to have the strongest influence on the performance of DE, and results suggest
the high importance of population size followed by the initial step size, crossover probability,
and mode of decomposition, respectively, in CMA-ES, NSGA-III, and MOEA/D.

Later in Section 2, we present related work. Then, Sections 3, 4, and 5 respectively describe
algorithms, methodology, and experiments. The results are discussed in Section 6, followed by
conclusions in Section 7: supplementary A and B offer statistical tests and clustering analysis.

2 Related Work

Hyperparameter tuning is a crucial subject that has continuously been reported in the literature
over the past decades (De Jong, 2007). This is because an appropriate hyperparameter setting
is challenging since EA hyperparameters exhibit linear and nonlinear effects (Lima and Lobo,
2004), meaning that they show various interactions among them (De Jong, 2007, Jansen et al.,
2005, Hansen and Ostermeier, 2001). Abundant literature is available on EA hyperparameters
tuning (Jansen et al., 2005, Lima and Lobo, 2004, Greco et al., 2019). The majority of which
focus on the static or dynamic setting of the hyperparameters (Eiben et al., 2007, Kramer,
2010, Iglesias et al., 2007). However, a systematic study of the EA hyperparameters influence
is rare (Pinel et al., 2012), and it is largely attributed to the computationally expansive nature of
EAs and the empirical evaluation requirement for the tuning of their hyperparameters (Maturana
et al., 2010). For example, a package Irace experimentally evaluates optimal hyperparameters
for an optimization algorithm (López-Ibáñez et al., 2016). Therefore, De Jong (2007) posed
questions like (i) what EA hyperparameters are useful for improving performance, and (ii) how
do changes in a hyperparameter affect the performance of an EA?
Sensitivity analysis answers questions like how uncertainty in each of the hyperparameters influences the uncertainty in the output of a model (Saltelli et al., 2004). Hence, sensitivity analysis is useful in answering the questions of De Jong (2007). However, sensitivity analysis is a computationally expansive method since hyperparameters are sampled from a vast hyperparameter search space. Therefore, the sensitivity analysis of EAs has very high computational (time) as well as memory (space) overhead. This has resulted in very few reported works available in the literature, despite its advantages in suggesting a ranking of hyperparameter importance.

The dynamic tuning of hyperparameters requires hyperparameters to adapt during an EA run (Lou et al., 2021), while static tuning informs which hyperparameters to tune before an EA run (Kramer, 2010). A systematic approach, like sensitivity analysis, is a static hyperparameter tuning approach. Paul et al. (2011) offered an introductory work on the usage of local and global sensitivity analysis. However, they used a simple test case, and they mainly performed a sensitivity analysis of EAs from a theoretical perspective. Pinel et al. (2012) performed a comprehensive sensitivity analysis of a parallel asynchronous cellular genetic algorithm on a scheduling problem. They comprehensively evaluated EAs population size, mutation probability, crossover probability, and other cellular genetic algorithm-related hyperparameters using the Fourier amplitude sensitivity test (Fast99) (Saltelli et al., 1999). Pinel et al. (2012) reported a ranking of hyperparameters on scheduling problem instances. On this scheduling problem instance, the crossover probability was ranked first, and in another instance, it was ranked third.

Our work takes an experimental approach to systematically analyze the importance of hyperparameters of state-of-the-art EAs on a testbench of state-of-the-art problems by applying Morris (Morris, 1991) and Sobol (Sobol and Kucherenko, 2005) sensitivity analysis methodologies. Our methodology comprises both single-objective and multi-objective EAs. Our framework offers a ranking of hyperparameters and insights into their effectiveness on EA performance. Our methodology is an Algorithm Configuration Problem (ACP) framework as defined by Iommazzo et al. (2019). This approach is contextually similar to the AutoML approaches (He et al., 2021), where the effort is to find the optimal configuration of algorithms and hyperparameters to solve machine learning tasks through automatic data preparation, feature engineering, hyperparameter optimization, and neural architecture search or even optimization of neural network components such as activation functions (Ojha et al., 2014b). Table 1 is a summary of hyperparameter methods compared to sensitivity analysis methods.

In fact, the ACP scope covers a wider range of methodologies and frameworks that seek to automate the design of algorithm configuration, such as AutoMOEA (Bezerra et al., 2015), Auto Weka (Thornton et al., 2013), Auto-sklearn (Feurer et al., 2020), irace (López-Ibáñez et al., 2016), and others for machine learning hyperparameter optimization (Feurer and Hutter, 2019). The goal of these methodologies is to perform hyperparameter optimization and automatic design.
Table 1: Hyperparameter tuning methods and sensitivity analysis (our framework). Hyperparameter tuning methods are search techniques for optimal hyperparameter values whereas our framework finds ordering of their significance and their sensitivity of influence on the algorithm.

| Method          | Tuning  | Type                      | Use                                      |
|-----------------|---------|---------------------------|------------------------------------------|
| Manual Tuning   | static  | requires intuitive guesses| trails and errors                        |
| Grid Search     | static  | systematic search         | uninformed search                        |
| Bayesian Search | static  | informed search           | expansive and specific to instances      |
| AutoMOEA        | dynamic | systematic and informed   | expansive and subjective                  |
| AutoML          | dynamic | informed search           | expansive and specific to problems       |
| Our Framework   | Static  | ranking and analysis      | expansive but one at a time               |

of new algorithms by assessing components and parameters that offer the best performance on a set of problem instances (Iommazzo et al., 2019, Thornton et al., 2013). The critical issue in such categorization is whether one would consider, for instance, a new evolutionary operator design in an EA framework as a new algorithms design or hyperparameter optimization? In our work, we consider such a scenario as hyperparameter optimization. However, we considered the ACP framework for the analysis of the sensitivity and influence of the hyperparameters on the performance of an algorithm rather than the optimization (or tuning) of the hyperparameters. For this, the framework systematically searches hyperparameters and assesses the performance of an algorithm, which is contrary to finding specific optimal values for a hyperparameter as other hyperparameter tuning methods would do. Hence, the goal of our ACP framework is to inform the ranking of the effectiveness of hyperparameters for a set of EAs.

3 Evolutionary Algorithms

EAs are population-based evolution-inspired algorithms. EAs iteratively find solutions to a problem by applying evolutionary operators to candidate solutions. Selection, recombination, and mutation are among evolutionary operators applied to candidate solutions that generate new solutions in each generation. Such a process guides a sequence of generations from an initial population of candidate solutions to a final population. Four different EAs are investigated in this research: two single-objective and two multi-objective algorithms. Each of these EAs has its own version of evolutionary operators. This Section briefly describes each of these EAs and their performance measure metrics.
3.1 Single-objective Evolutionary Algorithms

A single-objective optimization (SOO) algorithm (single solution-based or population-based) minimizes an objective function (a cost function or a problem) as

\[ f : \mathbb{R}^n \to \mathbb{R} \\
      x \mapsto f(x), \]

where \( x \in \mathbb{R}^n \) is a candidate solution (a search point in a solution space \( X \)), and we want \( f(x) \) to be as minimum as possible. An SOO algorithm converges to a solution \( x^* \) such that \( f(x^*) \leq f(x) \), \( \forall x \in X \). The solution \( x^* \), therefore, is a global minimum (global optimum). However, if for \( f(x^*) \leq f(x) \) there exists some \( \delta > 0 \) such that \( |x - x^*| \leq \delta \) for any \( x \in X \), then the solution \( x^* \) is a local minimum (near-optimum).

We study two population-based single-objective global optimization algorithms: CMA-ES (Hansen and Ostermeier, 1996) and DE (Storn and Price, 1997). The basic steps and operators of CMA-ES and DE are as follows.

3.1.1 Covariance Matrix Adaptation Evolution Strategies (CMA-ES)

CMA-ES is a population-based evolutionary strategy optimization algorithm (Hansen and Ostermeier, 1996). CMA-ES algorithm generates new candidate solutions during its search by sampling solutions from a multivariate normal distribution, \( \mathcal{N}(m, C) \), uniquely determined by its mean \( m \in \mathbb{R}^n \) and its symmetric positive definite covariance matrix \( C \in \mathbb{R}^{n \times n} \). The initial population of \( \lambda \) candidate solutions at generation \( g = 0 \) is sampled as

\[ x_k^g \sim m^g + \sigma^g \mathcal{N}(0, C^g) \quad \text{for} \ k = 1, \ldots, \lambda, \]

where \( \mathcal{N}(0, C) \) is a multivariate normal distribution with zero mean and covariance matrix \( C^g \in I \), and \( \sigma^g \in \mathbb{R}_{>0} \) is an initial step size.

For generation \( g = 1, 2, \ldots \), multivariate normal distribution \( \mathcal{N}(m, C^{g+1}) \) is generated (updated) with mean \( m \in \mathbb{R}^n \) and covariance matrix \( C \in \mathbb{R}^{n \times n} \) updated with scalar factor \( \sigma^g \in \mathbb{R}_{>0} \). Selection and recombination operations in CMA-ES are equivalent to computing moving mean \( m^{g+1} \), a weighted average of selected points \( \lambda_{\text{ratio}} \) from generation \( g \). Adding a random vector with zero-mean acts as a mutation in CMA-ES during the offspring generation step. The steps size control and covariance matrix adaptation (learning rate \( \alpha_\mu \)) are additional two necessary steps in a generation of CMA-ES (Hansen and Ostermeier, 1996).
3.1.2 Differential Evolution (DE)

DE is a gradient-free EA, originally proposed by Storn and Price (1997). DE iteratively searches for a solution. For an initial population $X = [x_1, x_2, \ldots, x_\lambda]$ of size $\lambda$, DE repeats its steps selection, mutation, and recombination until an optimum solution vector $x^*$ is obtained, or until a maximum iteration is reached. At each generation $g = 1, 2, \ldots$, DE randomly selects three distinct candidate solutions $x_{r1}^g$, $x_{r2}^g$, and $x_{r3}^g$ from $X$ such that $x_{r1}^g \neq x_{r2}^g \neq x_{r3}^g$. The selection of a base vector $x_{r1}^g$ plays a crucial role in DE.

A mutation operation is performed on a base vector $x_{r1}^g$ to generate a donor vector $v_{g+1}^g$, which is generated using a mutation method $b_{type}$, a difference vector $(x_{r2}^g - x_{r3}^g)$, and acceleration coefficient $\beta$. A mutation method $b_{type} = "DE/rand/1"$ or similar mutation is performed as $v_{g+1}^g = x_{r1}^g + \beta(x_{r2}^g - x_{r3}^g)$.

A crossover operation using a crossover method $\{\text{bin, exp}\}$ is performed to generate a trial vector $u_{g+1}^g$ which takes its elements from a donor vector $v_{g+1}^g$ using a crossover probability $P[X]$. If the fitness $f(u_{g+1}^g)$ is better than the target vector $f(x_{g+1}^t)$, then the trial vector $u_{g+1}^g$ replaces the target vector $x_{g+1}^t$.

3.2 Multi-objective Evolutionary Algorithms

A multi-objective optimization (MOO) algorithm minimizes two or more objective functions simultaneously as

$$F(x) \equiv (f_1(x), \ldots, f_k(x)), \text{ i.e., } F : \mathbb{R}^n \to \mathbb{R}^k \text{ for } k \geq 2$$

such that no one objective of the problem can be improved without a simultaneous detriment to at least one of the other objectives. Each $f_l(x), l = 1, 2, \ldots, k$ is a scalar objective, and MOO optimizes the objective vector $F(x)$ where $x \in \mathbb{R}^n$ is its feasible solution. More specifically, a MOO algorithm produces a set of non-dominated solutions $\{x_1, x_2, \ldots, x_\lambda\}$, also known as the Pareto-optimal solutions set (Deb, Pratap, Agarwal and Meyarivan, 2002).

A solution $x_i$ dominates other solution $x_j$ if for $j = 1, 2, \ldots, \lambda, i \neq j$, and for all objectives $l = 1, 2, \ldots, k, f_l(x_i) \leq f_l(x_j)$ holds, where $\leq$ should be read as “better off.” On the contrary, a solution $x_i$ is non-dominated if, for at least one objective $l, f_l(x_i) < f_l(x_j)$ does not hold. For each $x_i$, a set of such non-dominated solutions are called a Pareto-optimal set of solutions.

In this paper, we study the population-based multi-objective global optimization algorithms NSGA-III (Deb and Jain, 2013) and MOEA/D (Zhang and Li, 2007) and investigate their algorithmic hyperparameter setting in obtaining a better Pareto-optimal set of solutions.
### 3.2.1 Non-Dominated Sorting Genetic Algorithm–III (NSGA-III)

NSGA-III is a population-based MOO algorithm (Deb and Jain, 2013). NSGA-III uses fast non-dominated sorting and niching operations to guide an initial population $X$ of size $\lambda$ candidate solutions through a predefined number of generations to a final population while simultaneously optimizing trade-offs of multiple objectives. In each step of NSGA-III, crossover, mutation, and non-dominated sorting is performed.

The fast non-dominated sorting sorts the $\lambda$ candidate solutions into several sets (called Fronts) of non-dominated solutions: $F_1, F_2, \ldots, F_s$ such that the Front $F_1$ contains all the non-dominated candidate solutions of population $X$. That is, no one solution in $F_1$ is dominated by any other solutions. From all the remaining solutions (i.e., except the ones already in $F_1$), a new Front $F_2$ that contains all the next non-dominated solutions of $X$ is determined. Similarly, Front $F_3$ and other Fronts are subsequently obtained using non-dominated sorting. Thus, it is possible to assign a rank to the candidate solutions such that those on the Front $F_1$ have rank 1, solutions in Front $F_2$ have rank 2, and so on.

NSGA-III performs niching as its selection operation on non-dominated sorting solutions. Niching takes advantage of a predefined set of reference points placed on a normalized hyperplane of a $k$-dimensional objective-space (Das and Dennis, 1998), where each individual $x \in X$ in the population is associated with reference points (Deb and Jain, 2013). The total number of reference points depends on the predefined number of divisions associated with each objective axis. NSGA-III repeats its operations selection, crossover, mutation, and recombination until a maximum iteration or a termination condition is reached. The performance of NSGA-III is measured in terms of the quality of solutions it produces in its iteration and in the final population.

### 3.2.2 Multi-objective Evolutionary Algorithm based on Decomposition (MOEA/D)

MOEA/D solves a MOO problem by decomposing the MOO problem into many single (scalar) objective sub-problems (Zhang and Li, 2007). Tchebycheff approach (Miettinen, 2012) or normal boundary interaction approach (Das and Dennis, 1998) are typically used approaches for decomposing a MOO problem into (say) $N$ scalar sub-problems. A uniform spread of $N$ weight vectors $\{w_1, \ldots, w_N\}$ and reference point $z^* = (z_j^1, \ldots, z_j^k) = \min\{f_i(x)|x \in X\}$, for $i = 1, \ldots, k$ is used for computing $j = 1, 2, \ldots, N$ scalar objectives $y(x|w_j)$.

The scalar objective in Tchebycheff decomposition method is $y(x|w_j) = \max_{1 \leq i \leq k}\{w_j^i|f_i(x) - z_j^i\}$, where the weight vector $w_j = (w_j^1, \ldots, w_j^k)$. The optimal solution of $y(x|w_i)$ for weight vector $w_i$ should be close to a solution $y(x|w_j)$ for weight vector $w_j$. Hence, in MOEA/D, a neighborhood of weight vector $w_i$ is defined with many closest points in $\{w_1, \ldots, w_N\}$. The neighborhood may play a vital role in MOEA/D.

Moreover, each objective is optimized as a single (scalar) objective problem. That is, $i$th ob-
jective is optimized such that it minimizes its distance from a reference point on a $k$-objective space. Thus, all decomposed sub-problems move towards the reference point $z^*$. MOEA/D maintains $T$ closest solution vectors (Neighbor) for each candidate solution in successive steps. In each iteration, MOEA/D generates a new solution by selecting two solution vectors using genetic operators and evaluating them in order to update their neighborhood and the best solution $x^*$. The details of the MOEA/D algorithm are available in (Zhang and Li, 2007).

3.3 Performance Metrics

3.3.1 Single Objective Metrics

A population-based EA applied to solve a single-objective problem offers the best solution in its final population. The best solution, $x^*$ is the one that has the lowest $f(x)$ value among all solutions of all generations of a single-objective EA. Hence, the Best Solution obtained in fewer generations in a lesser wall clock time measures the quality of a single-objective EA.

3.3.2 Multi-Objective Metrics

Multi-objective EAs applied to a MOO problem typically offer a set of solutions that satisfy trade-offs between the objectives. This set of solutions is non-dominated solutions which are also known as a Pareto-front. A multi-objective EA, therefore, guides a population of candidate solutions from current Pareto-front $A$ toward a true Pareto-front $Z$. In such a setting, three indicators are used to measure and compare the performance of EAs on MOO problems: generational distance, inverse generational distance, and hyper-volume indicator (Fig. 1):

**Generational Distance (GD).** Generational distance $GD_i$ at an iteration, $i$, measures the generational distance between current Pareto-front and true Pareto-front of a multi-objective problem (Veldhuizen and Lamont, 1998, Veldhuizen, 1999). Generational distance $GD_i$ is a measure of error between current Pareto-front and true Pareto-front as

$$GD_i \triangleq \sqrt{\sum_{i=1}^{d_i} d_i^2},$$

where $d_i^2$ is the distance of the $i$th solution in current Pareto-front $A$ from the true Pareto-front $Z$ (Veldhuizen, 1999), and $GD$ is typically the average distance of such $n$ solutions (Fig. 1). Hence, GD is a minimization metric where a low value indicates a better solution.

**Inverse Generational Distance (IGD).** Inverse generational point provides combined information on the solutions’ diversity and convergence quality. It makes use of a set of target reference points in $k$-dimensional objective space. Like GD, IGD compares solutions in the current Pareto-front $A$ with true Pareto-front $Z$. However, IGD uses a single reference and
computes the average Euclidean distance between all solutions that are nearest to the target reference points (Deb and Jain, 2013) as

\[ IGD(A, Z) = \frac{1}{|Z|} \sum_{i=1}^{|Z|} \min_{j=1}^{|A|} d(z_i, a_j), \]  

where \( d(z_i, a_j) = ||z_i - a_j||_2 \). Similar to GD, IGD is a measure of error between the current Pareto-front and true Pareto-front. Hence, lower values of IGD indicate a better solution.

**Hypervolume Indicator (HV).** Hyper-volume indicator, HV measures the dominance of Pareto-front solutions on a geometric space (e.g., area for a 2D objective space) framed by the \( k \)-dimensional objective-space with respect to a positive semi-axle \( r \) (see Fig. 1). Hence, HV measures the quality Pareto-optimal solutions set (Fonseca et al., 2006), and it is an indicator of the quality of the solutions obtained by two algorithms with respect to the same reference frame. The goal is to maximize the hyper-volume indicator index HV. A greater value indicates that the algorithm’s overall performance is better with respect to another algorithm associated with a smaller hyper-volume value. Moreover, the greatest contributing point in a hyper-volume indicator analysis is the point covering the largest area, which can be considered the best solution (Zitzler et al., 2003).

4 Global Sensitivity Analysis

The goal of the sensitivity analysis is to study how the uncertainty of a model’s output depends on the uncertainty of its inputs (Saltelli, 2002, Saltelli et al., 2008). The elementary effects analysis, known as the “Morris method” (Morris, 1991), and variance-based sensitivity analysis,
known as the “Sobol method” (Sobol and Kucherenko, 2005), are used in this research for the global sensitivity analysis of the hyperparameters of four EAs. This framework of combining sensitivity analysis and EAs is an algorithms configuration problem that aims to inform algorithm performance to variations in hyperparameter on problem instances (Iommazzo et al., 2019).

4.1 Elementary Effects

The elementary effects (EE) technique, known as the “Morris method” as it was originally introduced by Morris (1991), is an effective way to analyze the effects (sensitivity) of input variables on the outputs of a model or a system. In our case, the Morris method assesses the EE of the algorithmic hyperparameters on the performances of an EA. This is useful in analyzing the sensitivity of EA hyperparameters as the Morris method determines whether the effects of a hyperparameter on a model’s outputs (EA performances on functions) are (a) insignificant and negligible, (b) linearly correlated, or (c) non-linearly correlated or involved in an interaction with other hyperparameters (Saltelli et al., 2008).

We briefly introduce the computation of EE as follows. Let us have $Y = f(X)$, or simply $Y(X)$ be the output of a model $f(\cdot)$ (an algorithm) that takes $k$ hyperparameters $X = \{X_1, X_2, \ldots, X_k\}$ from a hyperparameter space $\Omega$ of the $p$-level grid. Then we compute the elementary effect $EE_i$ of $i$th hyperparameter $X_i$ as

$$EE_i = \frac{Y(X_1, \ldots, X_{i-1}, X_i + \Delta, \ldots, X_k) - Y(X_1, \ldots, X_{i-1}, X_i, \ldots, X_n)}{\Delta},$$

(7)

where $\Delta$ is a value in $(\frac{1}{p-1}, \ldots, 1 - \frac{1}{p-1})$ which is an incremental change in the values of hyperparameter $X_i$ when $X_i$ is sampled from $p$-level grid hyperparameter space $\Omega$. In this scenario, for $k$ hyperparameters and $p$ discrete levels, $\Delta = p/(p-1)$ indicates the distance (length) between two levels in the hyperspace $\Omega$ along $i$th axis. The total points in the hyperparameter space $\Omega$, therefore, are $p^{k-1}[(p - \Delta)(p - 1)]$ grid points, which increase exponentially as the number of hyperparameters $k$ increases. However, we use a one-at-a-time (OAT) sampling technique for generating $r$ sample points from this space to compute $r$ EEs for each hyperparameter.

In the OAT sampling technique, hyperparameter $X_i$ value is changed from a grid point $X_i^{(j)}$ to the adjacent grid point $X_i^{(j \pm 1)}$ by a length of $\Delta$ while all other hyperparameters (say $X_{\sim i}$) remain as it is. Then the next hyperparameter $X_{i+1}$ is chosen, whose value is changed while others remain fixed. This way of sampling is a uniform, non-repeating random walk through the grid of hyperspace $\Omega$ (we call it Morris (Morris, 1991)). Another way of sampling points (a set $X$ of hyperparameters) from the hyperspace $\Omega$ is to use the Latin Hypercube Sample (LHS) based Morris method (Morris LHS) (Campolongo et al., 2007), which is a stratified sampling approach to cover all region of the hyperspace $\Omega$. Here, we typically select $r$ sample points for each hyperparameter $X_i$. Hence, both OAT-based Morris LHS and Morris sampling methods
give us \( r(k + 1) \) sample points.

We measure two indices \( \mu_i \) and \( \sigma_i \) indicate mean (central tendency) and standard deviation of \( EE_i \) of \( i \)th hyperparameter \( X_i \). The measure

\[
\mu_i = \frac{1}{r} \sum_{j=1}^{r} EE_i^j
\]  

(8)

indicates the overall influence of a hyperparameter \( X_i \) where a larger measure of \( \mu_i \) means a larger overall individual ability to influence the outputs of an algorithm. We also measure the standard deviation \( \sigma_i \) of \( EE_i \) as

\[
\sigma_i = \sqrt{\frac{1}{r-1} \sum_{j=1}^{r} (EE_i^j - \mu_i)^2},
\]  

(9)

where a large measure of \( \sigma_i \) indicates that a hyperparameter has high interaction with other hyperparameters. The measure \( \sigma \) is an ensemble influence. That is, if \( \sigma_i \) has a high value, which means that the computed \( r \) elementary effects \( EE_i' \) of \( i \)th hyperparameter \( X_i \) varied a lot because of the variation in the values of other hyperparameters as well. Whereas a low value of \( \sigma_i \) means small differences in the computed \( r \) elementary effects \( EE_i' \) of the \( i \)th hyperparameter \( X_i \). This indicates that the influence of a hyperparameter on a model’s output is independent of the choice of other hyperparameters values. However, to understand the influence of a hyperparameter, both \( \mu \) and \( \sigma \) measures need to be seen together (see Fig. 2). We normalized the values of \( \mu_i \) and \( \sigma_i \) between 0 and 1 to effectively show results as per Fig. 2.

### 4.2 Variance-Based Sensitivity Analysis

The variance-based sensitivity analysis is known as the “Sobol method” (Sobol and Kucherenko, 2005), and it shows how much variance of a model’s output depends on its inputs. It is an in-depth sensitivity analysis method that uses two sensitivity indices: (a) first-order effect \( S_i \) to indicate a direct effect of a hyperparameter \( X_i \) on a model’s output \( Y = f(X) \) and (b) total effect \( ST_i \) to indicate a hyperparameter \( X_i \) interaction with its complementary parameters \( X_{\sim i} \).

The direct effect \( S_i \), irrespective of the hyperparameter interaction \( ST_i \), indicates that, on average, how much the model’s variance \( V[Y(X)] \) could be reduced if the hyperparameter \( X_i \) is fixed to a value. Meaning a low value of \( S_i \) shows that the variance of the model’s output \( Y(X|X_i = x_i^*) \) does not depend on \( X_i \), and fixing \( X_i \) to a value does not have much impact on the model’s output, while for a high value of \( S_i \), it strongly does. Indeed, a low value of \( S_i \) indicates that \( i \)th hyperparameter’s influence is negligible. Similarly, the interaction effect or total effect \( ST_i = 0 \) indicates that the model’s output \( Y(X|X_i) \) does not depend on \( X_i \), and it is a non-influential parameter. The large values of interaction effect or total-effect \( ST_i \) show
proportionally strong interactions between the hyperparameter \( X_i \) and its complementary parameter \( X_{\sim i} \). The difference \( ST_i - S_i \geq 0 \), i.e., total interaction influence minus direct influence, shows how much \( i \)th hyperparameter is involved in interaction with other hyperparameters. We normalized the values of \( S_i \) and \( ST_i \) between 0 and 1 for lucid interpretation of their influence (see Fig. 2).

The first-order effect \( S_i \) and total effect \( ST_i \) of Sobol method are computed as

\[
S_i = \frac{V(E(Y|X_i))}{V(Y)} = \frac{y_A \cdot y_{C_i} - f_0^2}{y_A \cdot y_A - f_0^2} = \frac{1}{N} \sum_{j=1}^{N} y_A^j y_{C_i}^j - f_0^2
\]

and

\[
ST_i = 1 - \frac{V(E(Y|X_{\sim i}))}{V(Y)} = 1 - \frac{y_B \cdot y_{C_i} - f_0^2}{y_A \cdot y_A - f_0^2} = 1 - \frac{1}{N} \sum_{j=1}^{N} y_B^j y_{C_i}^j - f_0^2
\]

where \( N \) is the number of random samples, \( y_A = f(A) \), \( y_B = f(B) \) and \( y_{C_i} = f(C_i) \) are model output vectors on sample matrix \( A, B \) and \( C_i \) respectively; and the estimated mean \( f_0^2 \) is

\[
f_0^2 = \left( \frac{1}{N} \sum_{j=1}^{N} y_A^j \right)^2.
\]

Matrices \( A_{N \times k} \) and \( B_{N \times (k-2k)} \) are random sample points (hyperparameter values), and each matrix \( C_i \) is formed by taking all columns of matrix \( B \) except \( i \)th column, which is taken from \( i \)th column of matrix \( A \). Such a sampling is similar to OAT sampling, except its rows are not sorted in any specific order, and all elements in a row differ from the other elements in the row.

5 Experiments

Our sensitivity analysis framework has four essential structural components:

1. setup of EAs tunable hyperparameters and optimization problems
2. sampling of hyperparameters from hyperparameter space of respective sensitivity analysis methods for respective algorithms
3. evaluation of EAs on optimization problem (testbench) for all sampled hyperparameter points and for each hyperparameter sample, the evaluation of respective EAs over a number of independent instances to obtain stable results and to observe expected (average-case) performance of algorithms over performance measures
4. computation of Morris and Sobol indices

In the experiment, all EAs start with a population of initial candidate solutions (uniformly randomly drawn from \( \mathbb{R}^n \), \( n \) being dimensionality of the problem). Other commonalities among
EAs are evolutionary operators like “selection,” “mutation,” and/or “crossover” for generating new (offspring) population and their evaluation. EAs repeat this process for a number of generations until a termination condition is met. We set the termination condition to be the desired number of function evaluations, and we set this to a value of 10,000 for all four algorithms for all problems. The other hyperparameters setting for our experiments were as follows:

5.1 Single-Objective Algorithm Hyperparameters

We analyzed two single-objective EAs over 33 optimization problems: 23 problems from testbench introduced in (Yao et al., 1999), and we took 10 optimization problems regarding shifted problems from CEC2014 (shifted Sphere, Ellipsoid, Ackley, and Griewank; and shifted and rotated Rosenbrock, and Rastrigin) and CEC 2015 (shifted and rotated Weierstrass, Schwefel, Katsuura, HappyCat) (Liang et al., 2006, 2013, 2014). An EA needs to find a single optimal solution for an SOO problem in a few generations at the expanse of some wall-clock time. Hence, the Best Solution was used for SOO evaluation. Table 2 lists the hyperparameter tuning space of CMA-ES (Hansen and Ostermeier, 1996) and DE (Storn and Price, 1997) algorithms.

The sensitivity analysis method setup for single-objective optimization was as follows. We used $p = 10$ grid levels to form the hyperparameter space $\Omega$ for respective single objective EAs. From this hyperparameter space, we select $r = 50$ sample points for each hyperparameter of CMA-ES and DE in the cases of Morris LHS and Morris methods (see Equations (8) and (9)). This gave us 300 and 400 sample points in total for CMA-ES and DE algorithms, respectively. The Sobol analysis is $2 + k$ times more expensive than Morris methods since it evaluates hyperparameter
Table 2: Hyperparameter domain range of CMA-ES (Hansen and Ostermeier, 1996) and DE (Storn and Price, 1997). For both algorithms, the termination condition was 10,000 function evaluations.

| Algo | Params | Domain                  | Description                                           |
|------|--------|-------------------------|-------------------------------------------------------|
| CMA-ES | λ      | [10, 1000]              | Population size                                       |
|       | α_µ    | [0, 4]                  | Learning rate                                          |
|       | σ₀     | [0.1, 2]                | Initial step size                                      |
|       | σ₀-scale | {False, True}     | Re-scaling of σ₀: convergence speed controller        |
|       | µλ-ratio | [0.1, 1]          | Percentage of population's elements usage in co-variance |
|       |        |                        | matrix estimation and update                           |
| DE   | λ      | [10, 1000]              | Population size                                       |
|       | X      | {bin, exp}             | Crossover methods: Binomial and Exponential           |
|       | P[X]   | [0, 1]                  | Crossover probability                                 |
|       | β_min  | [0, 1]                  | Minimum Acceleration coefficient                      |
|       | β_max  | [0, 2]                  | Maximum Acceleration coefficient, β_max = β_min + β_max |
|       | b_type | {“best,” “target-to-best,” “rand-to-best,” “rand”} | Base vector selection methods (mutation type or DE algorithm version) |
|       | bλ-ratio | [0.01, 0.5]    | Percentage of base vectors (solution) to be used for difference vectors computation |

matrices A, B, and C_i, i = 1, 2, ..., k. For Sobol, we use N = 100, which gave us 700 and 900 sample points in total for CMA-ES and DE algorithms, respectively.

5.2 Multi-objective Algorithm Hyperparameters

We analyzed multi-objective EAs over a testbench consisting of four families of optimization problems: (i) DTLZ1, DTLZ2, DTLZ3, and DTLZ4 (Deb, Thiele, Laumanns and Zitzler, 2002); (ii) IDTLZ1 and IDTLZ2 (Deb, Thiele, Laumanns and Zitzler, 2002); (iii) CDTLZ2 (Deb and Jain, 2013); and (iv) WFG3, WFG6, and WFG7 (Huband et al., 2006). EAs were evaluated and analyzed for each listed MOO problem for 3 objectives, and each problem was solved as a 10-dimensional problem. This setting was chosen based on the computation effort required for these MOO problems.

Since the goal of the multi-objective EAs is to obtain a set of solutions where no one objective dominates over the other objectives (Deb, Pratap, Agarwal and Meyarivan, 2002, Zhang and Li, 2007), we use GD (minimization), IGD (minimization), and HV (maximization) as the measures of EA performances (see Section 3.3.2). These metrics result in higher values for a large population size λ compared to a small population size λ. Thus, for population-fair performance analysis, the metrics were calculated from a union of populations of all generations of EAs and from not only the population of the last generation of the EAs. Moreover, the values were averaged over 30 independent runs for each sampled set of hyperparameters.

NSGA-III and MOEA/D have a few common tunable hyperparameters in addition to their subjective tunable hyperparameters. Table 3 shows the domain setting of these common and
Table 3: Hyperparameter domain range of NSGA-III and MOEA/D and their shared (Common) hyperparameters domain. For both algorithms, the termination condition was 10,000 function evaluations.

| Algo | Params | Domain | Description |
|------|--------|--------|-------------|
| Common | λ | [10, 1000] | Population size. |
| | P[X] | [0, 1] | Simulated binary crossover (SBX) probability |
| | X_DI | [1, 200] | SBX distribution index |
| | P[PM] | [0, 1] | Polynomial mutation (PM) probability |
| | PM_DI | [1, 200] | PM distribution index |
| NSGA-III | K | [2, 10] | Tournament size |
| | Selection | Tournament | Parents selection for offspring generation |
| MOEA/D | Mode | {“penalty based boundary intersection (PBI),” “Tchebycheff,” “Tchebycheff with normalization,” “modified Tchebycheff”} | Method for MOO decomposition into many SOO subproblems |
| | ϵ_N | [0.05, 0.5] | Neighbors: percentage of the population considered as neighbors for each sub-problem generation |

subjective tunable hyperparameters of NSGA-III and MOEA/D.

The sensitivity analysis method setup for multi-objective optimization was as follows. We used \( p = 10 \) grid levels to form the hyperparameter space \( \Omega \) for respective single objective EAs. From this hyperparameter space, we select \( r = 20 \) sample points for each hyperparameter of CMA-ES and DE in the cases of Morris LHS and Morris methods (see Equations (8) and (9)). This gave us 140 and 160 sample points in total for NSGA-III and MOEA/D algorithms, respectively. In the Sobol analysis, we used \( N = 30 \), and this gave us 240 and 270 sample points in total for NSGA-III and MOEA/D algorithms, respectively, for their matrices \( A \) and \( B \) from which \( C_i \) matrices were created. The number of sampling points in this work is sufficiently large for good sensitivity analysis (Campolongo et al., 2007, Saltelli, 2002, Saltelli et al., 2008).

All algorithms, methods, and sensitivity analysis experiments were performed in MATLAB, and implementations of individual components were taken from MATLAB libraries. We used a safe toolbox (Pianosi et al., 2015) to implement sensitivity analysis sampling methods, indices calculations, and workflows. Single objective algorithms were implemented using ypea library (Heris, 2019). We used the implementation of multi-objective optimization problems and evaluation measure metrics related to optimization algorithms from PlatEMO library (Tian et al., 2017). The entire workflow framework was synchronized with the help of inbuilt functions of MATLAB.

The whole experiment was expensive to run since the total number of function evaluations was 19,014,600,000. The breakdown of this function evaluation was as follows (each multiplied by 10,000 concerning termination condition): DE, 858,580; CMA-ES, 720,080; MOEA/D, 171,600; and NSGA-III, 151,200. For DE and CMA-ES, there were 33 objective functions, and each
one was run at least 10 times for each combination of hyperparameter settings. Similarly, for MOEA/D and NSGA-III, there were 10 functions, and each was run 30 times for stable results for each set. The hyperparameter sets were sampled in three different ways for all algorithms: Morris LHS, Morris, and Sobol, as mentioned in Sections 5.1 and 5.2. Our implementation of this framework for sensitivity analysis of EAs and results are available in (Ojha et al., 2022).

6 Results and Discussion

The results of sensitivity analysis of each algorithm for their performances on testbench were collected and processed to produce three indicators: (i) sensitivity analysis indices matrix as per Fig. 2, (ii) ordered bar plot arranged from low to high normalized sensitivity analysis total indices values, and (iii) mean score (average performance) of each hyperparameter over select performance measures. Additionally, the statistical tests and clustering analyses results are presented in supplementary Sections A and B. This section describes hyperparameter influence, ranking, and quality through these three indicators.

Each sensitivity analysis method varies how they sample hyperparameter sets as they use strategies such as LHS, OAT based uniform random walk, and OAT based uniform sampling. Morris LHS and Sobol use the LHS strategy, which means they stratified the hyperspace to draw samples to cover most of the sample space. Morris uses uniform random walk sampling. In summary, each method may present its own ordering of hyperparameters that influence ranking and interpretation. Hence, we are also interested in the commonality of results among methods.

6.1 Single-Objective EAs

6.1.1 CMA-ES Analysis

CMA-ES results are shown in Figs. 3, 4, and 5, where Fig. 3 is a scatter plot that presents sensitivity analysis indices as per Fig. 2. It shows the tendency of the quality of influence a hyperparameter has on CMA-ES performance on all 33 problems in the testbench. For instance, $\lambda$, the population size in CMA-ES has a high overall influence and high interaction influence in all three sensitivity analysis methods. Hence, $\lambda$ is the most significant hyperparameter of the CMA-ES algorithm, and this must be the first hyperparameter one must select to tune for the performance improvement when CMA-ES is applied to solve a problem.

Population size $\lambda$. Population size $\lambda$ is the most influential factor in CMA-ES algorithms. Both Morris and Sobol methods show a strong overall influence and high interaction for $\lambda$. Morris LHS ranked it as a high direct influence but slightly lower interaction influence than covariance matrix size controller $\mu_{\text{ratio}}$ that has the highest interaction and direct influence in the Morris LHS method. Since MOEA/D decomposes problems into several single-objective
problems, unsurprisingly, the size of the population and related hyperparameters are the most influential. This corroborates the fact that they offer exploration capabilities to population-based algorithms, allowing them to search a huge part of the search space concurrently. Fig. 4 and Fig. 5 confirm the significance of $\lambda$ in CMA-ES. Figure 5 also suggests that variation in CMA-ES performance is very high due to this interaction of population size with other hyperparameters as we observe a highly fluctuating performance of CMA-EA for varied $\lambda$ values.

**Covariance matrix size controller $\mu\lambda$ ratio.** Hyperparameter $\mu\lambda$ ratio, which controls the percentage of population $\lambda$ to be used for the covariance matrix estimation and update, has high interaction and direct influence on CMA-ES performance. The $\mu\lambda$ ratio is the second most influential hyperparameter across all three methods (see Fig. 4). The significance of $\mu\lambda$ ratio is evident as its values and the choice of $\lambda$ are closely linked, and the choice of this ratio will increase or decrease the size of the covariance matrix that is at the core of the CMA-ES algorithm functioning. Similar to the performance of $\lambda$, $\mu\lambda$ ratio performance is largely variable for its values (see Fig. 5).

**Initial step size $\sigma_0$.** Fig. 4 confirms the significance of $\sigma_0$ (initial step size) influence as this emerged as the next best hyperparameter in Morris and Sobol methods. Morris LHS, which is a stratified sampling method that covers the most hyperspace region, suggests that $\sigma_0$ is taken from most regions of its possible values and the CMA-ES performance had varied because of such sampling. However, the scores remain relatively high (see Fig. 5). The performance $\sigma_0$ in Morris LHS is also impacted by the fact that for almost half of the time, its re-scaling was switched off by $\sigma_{0-scale}$. Accordingly, $\sigma_{0-scale}$ should have a higher influence on Morris LHS than $\sigma_0$, which indeed is the case (see Fig. 4). Examining Fig. 5, we may observe that for range $[1, 2]$ of $\sigma_0$ values, CMA-ES mean performances were largely consistent (or above certain high scores). More precisely, a range $[0.8, 1.5]$ $\sigma_0$ produces the best performance.

**Learning-rate $\alpha_\mu$.** Learning-rate $\alpha_\mu$ was found to be non-influential. However, since the performance of CMA-ES was consistent with its chosen values across all three methods, the learning-rate $\alpha_\mu$ was better than re-scaling $\sigma_{0-scale}$. Moreover, the learning-rate $\alpha_\mu$ shows more interaction with other hyperparameters than the convergence speed controller $\sigma_{0-scale}$. This is also evident as the gray bars are larger than the white bars in Fig. 4 and drop in performance for only a very small range of values around 2 in Fig. 5).

**Convergence controller $\sigma_{0-scale}$.** CMA-ES convergence controller hyperparameter $\sigma_{0-scale}$, a hyperparameter meant for re-scaling of initial step size $\sigma_0$ on and off, is the least influential in both Morris and Sobol methods (see Fig. 3). This result is supported by both Fig. 4 and Fig. 5. However, it is an influential hyperparameter in the sense that it has a very high influence on $\sigma_0$, which is the third most influential hyperparameter. From Fig. 5, it is evident that no re-scaling of $\sigma_0$ performs better than re-scaled $\sigma_0$. This is the reason why for Morris LHS, $\sigma_0$ is the least influence hyperparameter.
CMA-ES hyperparameters ranking. In summary, we may provide a ranking of hyperparameters for CMA-ES from the most to least influential hyperparameter as $\lambda$, $\mu_\lambda$, $\sigma_0$, $\alpha_\mu$, and $\sigma_{0-scale}$. One may ignore tuning $\alpha_\mu$ and $\sigma_{0-scale}$ completely as setting a sufficiently large function evaluation number would neutralize their importance in the CMA-ES algorithm.

6.1.2 DE Analysis

DE versions $b_{type}$. DE results are shown in Figs. 3, 4, and 5, where Fig. 3 shows the quality of influence each hyperparameter has on DE performance over 33 problems. As per the result of the three sensitivity analysis methods, it is clear that the type of DE base vector selection method (mutation type) $b_{type}$ (DE version) is by far the most significant hyperparameter. Examining Fig. 5, we observe that the type of DE mutation strategy best and rand have lower scores, and they fluctuate. In comparison, the base vector selection methods target-to-best and best-to-best performed more consistently with high scores. Therefore, the average performance of DE over the testbench was highly sensitive to the selection of $b_{type}$. We also observe that $b_{type}$ in Fig. 3 remains at (1,1) corner of the plot, meaning it had both a high direct effect and high interaction effect.

Population size $\lambda$. Overall population size $\lambda$ is the second most influential hyperparameter in DE (cf. Figs. 3 and 4). Comparatively, it had produced better scores for larger population sizes than the smaller population sizes (see Fig. 5). However, the size of the population of DE was a distant second influential hyperparameter. This indicates that except for small population size (less than 200), DE’s performance was invariable when the population size was increased from 200 to 1000 (Fig. 5). This was when the number of function evaluations was the same for each population size, i.e., the number of function evaluations was 10,000 for each population size.

Crossover-type $X$ and crossover probability $P[X]$. The crossover related hyperparameters are the type of crossover $X$ and the probability of crossover $P[X]$. Between these, $P[X]$ plays a vital role in DE’s performance, and the type of DE $b_{type}$ was the least influential (cf. Figs. 3 and 4). For crossover-type binomial offered better scores than the crossover-type exponential (see Fig. 5). The crossover probability $P[X]$ has its usage only for binomial crossover. Hence, it was an influential hyperparameter in this setting.

Base vectors selection pool $b_{\lambda\text{ratio}}$. The hyperparameter $b_{\lambda\text{ratio}}$ defines the percentage of the population used for the selection of base vectors for DE. We found that $b_{\lambda\text{ratio}}$ has a negligible influence on the performance of DE (cf. Figs. 3 and 4).

Acceleration coefficients $\beta_{\text{min}}$ and $\beta_{\text{max}}$. Similar to $b_{\lambda\text{ratio}}$, acceleration coefficients hyperparameters $\beta_{\text{min}}$ and $\beta_{\text{max}}$ are least significant in DE. However, setting an appropriate range is vital for DE performance, as we observed in Fig. 5. This is evident because $\beta_{\text{min}}$ and $\beta_{\text{max}}$ acquire a relatively moderate influence in Morris LHS methods (see Fig. 4). Since the Morris
Fig. 3: Single objective algorithms sensitivity analysis. CMA-ES and DE hyperparameters sensitivity analysis are shown in column 1 and column 2, respectively. Rows 1, 2, and 3, respectively, indicate Morris LHS, Morris, and Sobol methods. The upper right legend belongs to CMA-ES and the lower right to DE. A symbol and a color represent each hyperparameter. An eclipse centered at a hyperparameter is the span of the standard deviation of the influence along with direct and interaction influences. A larger width of the eclipse of a hyperparameter in the x-axis direction means more variation in direct dominance of that hyperparameter, and a larger height in the y-axis direction means its variation in total (or interaction) influence. In each plot, the further apart a hyperparameter in the diagonal direction from the origin (0, 0) is, the higher its importance to the algorithm. CMA-ES hyperparameter \( \lambda \), \( \mu_{\lambda_{\text{ratio}}} \), \( \sigma_0 \), \( \alpha_{\mu} \), and \( \sigma_0 - \text{scale} \) respectively are population size, percentage of the population for covariance matrix, initial step size, learning rate, and convergence speed controller. DE hyperparameters \( \lambda \), \( b_{\text{type}} \), \( b_{\lambda_{\text{ratio}}} \), \( X \), \( P[X] \), \( \beta_{\min} \), and \( \beta_{\max} \) respectively are population size, base vector selection type (mutation type), percentage of the population for base vector selection, crossover-type, crossover probability, minimum acceleration coefficient, and maximum acceleration coefficient. Table 2 contains the hyperparameter name, definition and domain information. Supporting statistical tests (Kalpić et al., 2011) between direct and interaction effects and clustering analysis are provided in supplementary Sections A and B.
Fig. 4: Ordering (small to larger) of the sum of sensitivity analysis indices of single objective algorithms. CMA-ES (row 1) and DE (row 2) algorithms hyperparameters performance across all problems (functions). Columns 1, 2, and 3 respectively show performance evaluated using Morris LHS, Morris, and Sobol methods. The white color portion of a bar is the direct influence normalized value in $[0, 1]$ and gray color portion is interaction (total) influence value in $[0, 1]$. Larger height bar implies a higher influence. Table 2 contains the hyperparameter name, definition and domain information.

Fig. 5: CMA-ES and DE algorithms average performance on 10 runs (for 72 cases, 30 runs) of each hyperparameter set. CMA-ES and DE algorithms had 2740 and 2,980 hyperparameter sample sets evaluated in total (black dots) by Morris LHS (blue lines), Morris (cyan lines), Sobol (green lines) methods. Each dot in a subplot is a mean performance of a bin of total samples. Along x-axis there are 50 bins from lower to higher values which are plotted against each hyperparameter normalized score filtered (using Gaussian filter with sigma 2) in the y-axis.
LHS method uses a stratified sampling approach, it forced the selection of $\beta_{\text{min}}$ and $\beta_{\text{max}}$ values across their whole range and the performance of DE is impacted negatively by the higher values of $\beta_{\text{min}}$ and $\beta_{\text{max}}$. Examining Fig. 5, we observed that $\beta_{\text{min}}$ scores for values in $[0.0, 0.5]$ performed consistently with better scores than the values in $(0.5, 1.0]$. However, Morris and Sobol had a uniform distribution and show that the influence of this hyperparameter is non-influential; therefore, setting these values somewhere in $[0.0, 0.5]$ will suffice, and one may not need to exhaustively tune this hyperparameter.

Similarly, $\beta_{\text{max}}$ was found sensitive to its range selection. Fig. 5 offers us the ways to investigate which range had a positive influence and which had a negative. We observe that the lower values had higher scores than the larger values of $\beta_{\text{max}}$ (see Fig. 5). Investigating closely, we found that scores in $[0.2, 0.9]$ are by far better than the scores for other values. This means tuning $\beta_{\text{max}}$ values within range $[0.2, 0.9]$ for a problem is an appropriate strategy.

**DE hyperparameters ranking.** In summary, we rank DE hyperparameters from the most significant to least significant as $b_{\text{type}}$, $\lambda$, $P[X]$, $b_{\lambda\text{ratio}}$, $\beta_{\text{max}}$, $\beta_{\text{min}}$, and $X$. That one would safely use DE with binomial crossover and set appropriate values (discussed above) of $\beta_{\text{max}}$, $\beta_{\text{min}}$.

### 6.1.3 Remarks on SOO hyperparameter rankings and algorithms

We evaluated two single objective optimization algorithms and presented rankings of their hyperparameter influence based on a combined assessment of three sensitivity analysis methods. Each method, as mentioned, has its own way of drawing samples from the hyperparameter space and thus has produced its own ranking. However, the results reveal some obvious signs of influence based on direct and interaction effects.

Supplementary A provides rich information on statistical tests among hyperparameters that one can thoroughly examine to reach the presented ranking and may find more information should one is interested in studying specific hyperparameters. For instance, the interaction effect of population size in CMA-ES is more significant than its direct effect (see Supplementary A), which confirms the analysis presented in Fig. 5. Additionally, clustering analysis of hyperparameters and objective function provides information behaviors of the algorithm on the class of problems they solve (see supplementary B). For example, the type of mutation in DE forms a distinct cluster of its performance characteristics, and all other hyperparameters are grouped together in one cluster (see supplementary B).

As a consequence of this analysis and the results presented in Section 6.1, it is clear that **DE is a more stable algorithm than CMA-ES**. See variation in scores of the hyperparameters of the CMA-ES algorithm compared to DE’s hyperparameters in Fig. 5 and high interaction among CMA-ES’s hyperparameters. In contrast, DE has a clear ranking of hyperparameters.
Additionally, during the experiments, CMA-ES failed to solve some classes of problems for some combination of hyperparameters (see results in Ojha et al. (2022)).

6.2 Multi-objective EAs

6.2.1 NSGA-III Analysis

Population size $\lambda$. Results of NSGA-III are presented in Figs. 6, 7, and 8. In Fig. 6, we present results of three measures GD, IGD, and HV; see columns in Fig. 6, and along rows in Fig. 6, we present Morris LHS, Morris, and Sobol sensitivity methods. For NSGA-III, we clearly observe that the population size $\lambda$ is a significant hyperparameter, and the probability of crossover is the second most significant hyperparameter. Population size influence has approximately equal high direct influence and high interaction influence. That is, although population size is the most significant hyperparameter, NSGA-III performance varied because of the variation of the other hyperparameters as well (see NSGA-III has a monotonous line for $\lambda$ in Fig. 8 that indicates a more linear influence on NSGA-III). This fact was found true across all methods and all measures as the eclipse of its influence centered around region $(1, 1)$ in Fig. 6, and the white and gray bars have comparable lengths in Fig. 8.

An examination of scores of the population size shows that population size does not fluctuate much for the HV metric after a certain population size, but for GD and IGD metrics, the scores keep increasing for increasing population size (see Fig. 8). However, this is monotonous, and one would expect such performance for GD and IGD metrics. The probability of crossover shows more fluctuations in all three metrics. Therefore, the variations in the performance of NSGA-III after a sufficiently large population size (in this case, 200) come from the variations of other hyperparameters, including crossover probability.

Crossover and mutation hyperparameters. The probability of crossover $P[X]$ shows a more linear relationship between its values and NSGA-III performance measures GD, IGD, and HV. For increasing values of crossover probability, we see decreasing GD and IGD scores (signs of better performance) and increasing scores of HV for some values (see Fig. 8). A crossover rate of around 0.6 leads to better solutions along the problem’s objective dimensions, i.e., increasing scores of HV and lower scores of GD and IGD. This fact is supported by the strong direct and interaction influence of crossover $P[X]$ for IGD and HV metrics and relatively direct influence on GD. The Sobol method on $P[X]$ does show a very strong total influence compared to direct influence on all metrics. In summary, the $P[X]$ performance has a behavior of monotonous increase and is one of the most influential hyperparameters in NSGA-III.

For crossover related hyperparameter crossover distribution indices $X_{DI}$, the performance remains consistent and largely non-influential (cf. Figs 6 and 8) as only for a certain range of its value (a small range around 100), it shows a spike in the performance of NSGA-III. Similarly,
the mutation distribution index PM$_{DI}$, the performance of NSGA-III is better for a certain range (around 100 − 150 or low values of PM$_{DI}$, see Fig. 8). For both $X_{DI}$ and PM$_{DI}$, this phenomenon occurred roughly around a value of 100 of these indices, which aligned with the range for these hyperparameters suggested in (Deb and Deb, 2014, Deb et al., 1995).

Similar to the probability of crossover $P[X]$, the probability of mutation $P[PM]$ shows a sudden change in performance around a value of 0.6, but in a complementary direction (see a drop in HV and spike in GD and IGD metric in Fig. 8). The direct and interaction influence of mutation related hyperparameters $P[PM]$ and PM$_{DI}$ is low for NSGA-III (cf. Figs. 6 and 7).

**Tournament size $K$.** Tournament size $K$, probability of polynomial mutation $P[PM]$, polynomial mutation distribution index PM$_{DI}$ and simulated binary crossover (SBX) distribution index $X_{DI}$ have comparable significance. However, they differ in different methods and metrics. Among these hyperparameters, tournament size $K$ clearly shows a high influence on NSGA-III performance. Tournament size $K$ shows more interaction influence than direct influence, except for the HV metric of the Sobol method. The high score of $K$ in Fig. 8 with clear fluctuation is the evidence of its interaction with other hyperparameters, but the scores (especially in GD and IGD scores) show an upward trend, indicating it has comparatively less influence on guiding the population towards true Pareto-front than hyperparameters $P[PM]$, PM$_{DI}$ and $X_{DI}$. We may also confirm that the lower value of $K$ is more influential than its higher values.

**NSGA-III hyperparameters ranking.** Considering the hyperparameters’ performance influence, we rank them from most influential to least influential hyperparameters as $\lambda$, $P[X]$, $X_{DI}$, $K$, $P[PM]$, and PM$_{DI}$. Here, $\lambda$ is effective up to a certain population size, and then $\lambda$ saturates. The tuning of crossover $P[X]$ linearly influences NSGA-III, and $X_{DI}$, $P[PM]$, and PM$_{DI}$ require setting a fixed value, but their influence fluctuates, i.e., they are affected by the setting of values of other hyperparameters a lot.

6.2.2 **MOEA/D Analysis**

**Population size $\lambda$.** MOEA/D results are shown in Figs. 9, 10, and 11. In Fig. 9, the results of three sensitivity analysis methods for three metrics of MOEA/D performance are presented. Unlike NSGA-III results, population size $\lambda$ is not a clear most significant hyperparameter for MOEA/D multi-objective algorithm. Rather, MOEA/D’s hyperparameters $Mode$, the MOO decomposition method, is also among the influential hyperparameters. Morris LHS method shows that the $Mode$ is the most significant hyperparameter overall on three metrics. Fig. 11 also confirms this fact as for the population size values, the GD, IGD, and HV metrics show a strong relation.

For example, the HV metric in Fig. 11 shows a linear trend, but it has clear fluctuations in scores. This is because population size has high interaction with other hyperparameters, and
Fig. 6: NSGA-III hyperparameters sensitivity analysis. Columns 1, 2, and 3 respectively indicate performance metrics GD, IGD, and HV. Rows 1, 2, and 3, respectively, indicate Morris LHS, Morris, and Sobol methods. Legends of hyperparameter are shown at the bottom. Each hyperparameter is represented by a symbol and a color. An eclipse centered at a hyperparameter is the standard deviation of its influence and direction of its influence. The further apart a hyperparameter in the diagonal direction from the origin (0, 0) is, the higher its importance to the algorithm. A larger width of the eclipse of a hyperparameter in the x-axis direction means more variation in the direct influence of a hyperparameter, and a larger height in the y-axis direction means variation in total (or interaction) influence. Supporting statistical tests and clustering analysis are provided in supplementary Sections A and B.
Fig. 7: NSGA-III algorithm’s hyperparameters performance across all problems (functions). Rows 1, 2, and 3 respectively, show performance evaluated using GD, IGD, and HV metrics. Columns 1, 2, and 3, respectively indicate Morris LHS, Morris, and Sobol methods. The white color portion of a bar is direct influence normalized value in $[0, 1]$ and gray color portion is interaction (total) influence value in $[0, 1]$. A larger height bar implies a higher influence, and hyperparameters in each subplot are arranged from low to high influence.

Fig. 8: NSGA-III algorithm average performance on 30 runs of each set of hyperparameters. NSGA-III hyperparameter (x-axis) against the mean metric value (y-axis). Rows 1, 2, and 3, respectively, are GD, IGD, and HV metrics. The scores are normalized between 0 and 1 and smooth out using a Gaussian 1D filter with sigma 0.99. The y-axis is GD, IGD, and HV metrics values normalized between a score of 0 and 1, where 0 is the best score for GD and IGD, and 1 is the best score for HV. A total of 520 samples were evaluated for the NSGA-III algorithm jointly by Morris LHS (blue lines), Morris (cyan lines), and Sobol (green lines) methods. The hyperparameter values are arranged in 20 bins (lower values to higher values) across the x-axis. Each line in each plot connects the mean values of 20 bins of such samples.
tuning population size alone cannot compensate for the role of the other hyperparameters in the performance of MOEA/D on the GD metric. However, for the IGD metric, population size improves the performance of MOEA/D. This shows a highly fluctuating behavior of population size in MOEA/D for varied metrics, i.e., MOEA/D performance has a nonlinear relationship with the population size. This means population size is rather highly involved with interaction with other hyperparameters as the variation in other hyperparameters also influences the performance of MOEA/D.

**MOO decomposition type Mode.** The next set of hyperparameters that we observe as highly influential is Mode, as it shows high interaction and high overall influence in Morris LHS, Morris, and Sobol for GD and HV metrics. HV metric for Sobol placed the hyperparameters on the direct influence to high total influence diagonal (see Fig. 9), which suggests that the hyperparameters either have a good high interaction or good overall influence. Hence, the sum of these, presented in Fig. 10, differs only marginally. Sobol rank Mode is second in the GD metric as both high interaction and high overall influence and third in the HV metric as it has a high direct influence.

Examining the performance of Mode in Fig. 11, we confirm that the type of MOO decomposition “Tchebycheff with normalization” had the best performance, followed by “penalty based boundary intersection (PBI)” and “Tchebycheff” has significantly poor performance and “modified Tchebycheff,” decomposition mode had the worse scores among MOO decomposition methods. MOEA/D hyperparameter $\epsilon_{N}$ refers to the number of neighbors for selecting the percentage of the population for sub-problems selection MOEA/D has an equivalent influence as the probability of mutation distribution index $P_{DI}$. However, $\epsilon_{N}$ value less than 0.2 show a sharp improvement in MOEA/D performance.

**Crossover and mutation hyperparameters.** Genetic operator related hyperparameters $P[X]$, $X_{DI}$, $P[PM]$ and $P_{DI}$ show varied significance on different metrics on different sensitivity methods. For example, the probability of mutation distribution index $P_{DI}$ has a high influence on HV metrics (pink diamond and eclipse in Fig. 9) and a high total influence on HV metrics in the Sobol method. The probability of mutation $P[PM]$ is second to $P_{DI}$ in total influence on HV as per the Sobol method. This suggests that mutation has a high influence in diversifying the population in MOEA/D, helping it produces a better Pareto-front. We also observe that $P[PM]$ and $P_{DI}$ have mirror image like performance (see Fig. 11), which suggests that values of $P[PM]$ around 0.8 and higher values of $P_{DI}$ are more effective in MOEA/D performance. The probability of crossover $P[X]$ has competing performance in the MOEA/D, and it is similar to performances of mutation related hyperparameters. That is, unlike NSGA-III, the probability of crossover does not outshine the crossover and mutation related hyperparameters.

**MOEA/D hyperparameters ranking.** In summary, the ranking of hyperparameters of MOEA/D from the most influential to least influential hyperparameters is $\lambda$, $Mode$, $P_{DI}$. 
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6.2.3 Remarks on MOO hyperparameter rankings and algorithms

Providing ranking to hyperparameters for MOO is more challenging than SOO since it uses three distinct sensitivity analysis methods and uses three distinct performance metrics. However, we look for potential agreement between these distinct measures. We observe that the population size $\lambda$ clearly emerged as the most influential hyperparameter in all three analyses and metrics for NSGA-III, and the probability of crossover was the second most influential. These two hyperparameters significantly dominate all other hyperparameters in NSGA-III. Whereas for MOEA/D, the population size $\lambda$ dominates only for the GD metric and for Morris analysis. For HV and IGD metric and Morris LHS and Sobol analysis, Mode and mutation probability are dominant factors. Unlike NSGA-III, there is no clear, significantly dominant hyperparameter in MOEA/D. Therefore, considering hyperparameters’ strong variability and dependency on the type of hyperparameter sampling methods and type of performance metrics, we may confirm that NSGA-III is a more stable algorithm than MOEA/D.

7 Conclusions

We present a framework for systematic and methodological analysis of the effectiveness of the evolutionary algorithm hyperparameters. This analysis results in (i) identifying the pattern of influence each hyperparameter has on the algorithm, (ii) recommending rankings of hyperparameter influence, and (iii) analyzing the stability of algorithms related to hyperparameter sampling and performance metrics. We apply our methodology to state-of-the-art evolutionary algorithms: two single-objective algorithms and two multi-objective algorithms. The single-objective algorithms used are covariance matrix adaptation evolutionary strategy (CMA-ES), differential evolution (DE), and multi-objective algorithms used are non-dominated sorting genetic algorithm III (NSGA-III), and multi-objective evolutionary algorithm based on decomposition (MOEA/D). Our methodology involves two global sensitivity analysis methods, Morris and Sobol. This methodology is computationally heavy, but it produces widely usable and effective recommendations on hyperparameters ranking, being the order in which one can tune EA hyperparameters to achieve high performance. For example, the initial step size, base vector selection type (mutation), probability of crossover, and mode multi-objective problem decomposition were among the most influential hyperparameters of CMA-ES, DE, NSGA-III, and MOEA/D algorithms, respectively. The results show how the hyperparameters interact with one another when they are sampled differently, and different performance measures are used. This framework can further analyze the sensitivity and influence of adaptive and dynamically tuneable hyperparameters for future work. Furthermore, since different hyperparameters sampling methods showed varied ranking, this work can further study the influence of the sampling method or sensitivity
Fig. 9: MOEA/D hyperparameters sensitivity analysis. Columns 1, 2, and 3 respectively indicate performance metrics GD, IGD, and HV. Rows 1, 2, and 3, respectively, indicate Morris LHS, Morris, and Sobol methods. Legends of hyperparameter are shown at the bottom. Each hyperparameter is represented by a symbol and a color. An eclipse centered at a hyperparameter is the standard deviation of its influence and direction of its influence. Further apart a hyperparameter in the diagonal direction from the origin (0, 0) is, the higher its importance to the algorithm. A larger width of the eclipse of a hyperparameter in the x-axis direction means more variation in the direct influence of a hyperparameter, and a larger height in the y-axis direction means variation in total (or interaction) influence. Supporting statistical tests and clustering analysis are provided in supplementary Sections A and B.
Fig. 10: MOEA/D algorithm’s hyperparameters performance across all problems (functions). Rows 1, 2, and 3, respectively, show performance evaluated using GD, IGD, and HV metrics. Columns 1, 2, and 3 respectively indicate metric Morris LHS, Morris, and Sobol methods. The white color portion of a bar is direct influence normalized value in [0, 1] and gray color portion is interaction (total) influence value in [0, 1]. A larger height bar implies a higher influence, and hyperparameters in each subplot are arranged from low to high influence.

Fig. 11: MOEA/D algorithm average performance on 30 runs of each set of hyperparameters. MOEA/D hyperparameter (x-axis) against the mean metric value (y-axis). Rows 1, 2, and 3, respectively, are GD, IGD, and HV metrics. The scores are normalized between 0 and 1 and smooth out using a Gaussian 1D filter with sigma 0.99. The y-axis is GD, IGD, and HV metrics values normalized between a score of 0 and 1, where 0 is the best score for GD and IGD, and 1 is the best score for HV. A total of 590 samples were evaluated for the MOEA/D algorithm jointly by Morris LHS (blue lines), Morris (cyan lines), Sobol (green lines) methods. The hyperparameter values are arranged in 20 bins (lower values to higher values) across the x-axis. Each line in each plot connects the mean values of 20 bins of such samples.
of an algorithm or its hyperparameters towards a particular type of sampling.
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A Statistical Tests of Hyperparameters Influence

We present a pairwise statistical test (Kalpič et al., 2011) of hyperparameters in groups of direct effect and interaction effect of each algorithm. Tables A1 A2, A3, A4, A5, A6, A7, and A8 are statistical independent two-sample t-test results, where symbol ‘t’ indicates t-statistics and ‘p’ is the p-value. The samples for this t-test are direct effect and interaction (or total) effect values of each hyperparameter for the functions evaluated in this study. For single objective testbench, the sample size is 33, and for multi-objective testbench, the sample size is 10. In the t-test, one may choose a value of 0.05 or less to indicate the t-test is significant.

The common assumptions made when doing a t-test include those regarding the scale of measurement, random sampling, normality of data distribution, adequacy of sample size, and equality of variance in standard deviation. The following assumptions for the t-test have been satisfied: the scale of measurement, random sampling, normality of data distribution, adequacy of sample size, and equality of variance in standard deviation.

We consider the equality of variance of the two samples in the pair-wise t-test. We follow a standard t-test. The magnitude of t-statistics indicates the significance of the mean, and the sign (negative or positive) indicates the direction, that is, which sample is more significant than the other.

For example, in Table A1, t-test between pair CMA-ES parameters λ (first column) and $\mu_\lambda$ ratio (first row) indicate no significance of λ, although it indicates that the mean λ is better than the mean of $\mu_\lambda$ ratio. This is because the p-value does not confirm its significance. Table A1 interestingly shows that the interaction effect of λ is much higher than the direct effect of λ, which is confirmed by its statistical significance (see row 9 and 10 and column 1 of Table A1 where mean of λ indicating interaction is better (t-stat is -2.14) since it has the p-value 0.04). Moreover, the interaction effect of λ is significantly better than all other hyperparameters. In summary, Tables A1 A2, A3, A4, A5, A6, A7, and A8 have arranged such a way that one needs to read row to find that the t-stat is significant only if it is negative and corresponding p-value less than 0.05. Contrarily, if one reads column direction, t-stat is significant only if it is positive and the corresponding p-value is less than 0.05.

In the case of single-objective optimization algorithms, results are shown in Tables A1 and A2 that support the results of the ranking of CMA-ES and DE hyperparameters. For instance, in Table A1, the high interaction of λ is found to be more statistically significant than that of all other hyperparameters, including its own direct influence (read row-wise). This is followed by the strong direct influence of $\sigma_0$ (read column-wise). For DE, b$\text{type}$ has both strong (and statistically significant) direct and interaction effects on the DE performance compared to all other hyperparameters (read column-wise in Table A2). The hyperparameter λ has higher statistically significant interaction influence on DE performance compared to hyperparameters.
For multi-objective optimization, NSGA-III hyperparameters $\lambda$ and $P[X]$ are observed to have a higher influence on NSGA-III performance than other hyperparameters (read columns in GD, IGD and HV metrics in Tables A3, A4, and A5). Similarly, for MOEAD, hyperparameter $\lambda$ and mutation related hyperparameters $P[PM]$ and $PM_{DI}$ observed to have a higher statistical significance of their performance (see Tables A6, A7, and A8).

**Table A1**: CMA-ES Best Solution Metric T-Test Statistics

| Param      | $\lambda$ | $\mu_{\lambda\text{ratio}}$ | $\sigma_0$ | $\alpha_\mu$ | $\sigma_{0-scale}$ | $\lambda$ | $\mu_{\lambda\text{ratio}}$ | $\sigma_0$ | $\alpha_\mu$ |
|------------|-----------|-------------------------------|------------|---------------|---------------------|-----------|-------------------------------|------------|---------------|
| Direct Effect |          |                              |            |               |                     |           |                              |            |               |
| $\mu_{\lambda\text{ratio}}$ | t         | 1.05                          |            |               |                     |           |                              |            |               |
|             | $p$       | 0.30                          |            |               |                     |           |                              |            |               |
| $\sigma_0$ | t         | -0.50                         | -1.72      |               |                     |           |                              |            |               |
|             | $p$       | 0.62                          | 0.09       |               |                     |           |                              |            |               |
| $\alpha_\mu$ | t         | 1.30                          | 0.28       | 2.01          |                     |           |                              |            |               |
|             | $p$       | 0.20                          | 0.78       | 0.05          |                     |           |                              |            |               |
| $\sigma_{0-scale}$ | t         | 1.38                          | 0.41       | 2.06          | 0.14                |           |                              |            |               |
|             | $p$       | 0.18                          | 0.68       | 0.04          | 0.89                |           |                              |            |               |
| Interaction Effect |          |                              |            |               |                     |           |                              |            |               |
| $\lambda$ | t         | -2.14                         | -3.80      | -1.72         | -4.20               | -4.15     |                              |            |               |
|             | $p$       | 0.04                          | 0.00       | 0.09          | 0.00                | 0.00      |                              |            |               |
| $\mu_{\lambda\text{ratio}}$ | t         | 0.72                          | -0.40      | 1.36          | -0.70               | -0.80     | 3.41                          |            |               |
|             | $p$       | 0.47                          | 0.69       | 0.18          | 0.49                | 0.43      | 0.00                          |            |               |
| $\sigma_0$ | t         | 1.67                          | 0.85       | 2.29          | 0.63                | 0.48      | 4.16                          | 1.19       |               |
|             | $p$       | 0.10                          | 0.40       | 0.03          | 0.53                | 0.63      | 0.00                          | 0.24       |               |
| $\alpha_\mu$ | t         | 1.25                          | 0.25       | 1.93          | -0.03               | -0.17     | 4.04                          | 0.65       | -0.64         |
|             | $p$       | 0.22                          | 0.81       | 0.06          | 0.98                | 0.87      | 0.00                          | 0.52       | 0.53          |
| $\sigma_{0-scale}$ | t         | 1.56                          | 0.57       | 2.32          | 0.28                | 0.11      | 4.64                          | 1.01       | -0.42         |
|             | $p$       | 0.13                          | 0.57       | 0.02          | 0.78                | 0.91      | 0.00                          | 0.32       | 0.67          |
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Table A2: DE Best Solution Metric T-Test Statistics

| Param   | Direct Effect | Interaction Effect |
|---------|---------------|--------------------|
|         | λ btype bλratio X P[X] βmin βmax | λ btype bλratio X P[X] βmin |
| btype   | t -5.99       | p 0.00             |
|         | bλratio t 0.85 7.05 | p 0.40 0.00 |
| X       | t 0.81 7.50 -0.10 | p 0.42 0.00 0.92 |
| P[X]    | t 0.27 7.13 -0.70 -0.65 | p 0.79 0.00 0.49 0.52 |
| βmin    | t 0.85 7.54 -0.07 0.04 0.68 | p 0.40 0.00 0.94 0.97 0.50 |
| βmax    | t 0.75 7.39 -0.16 -0.07 0.57 -0.10 | p 0.46 0.00 0.87 0.95 0.57 0.92 |
| λ       | t -1.19 4.79 -2.08 -2.13 -1.62 -2.17 -2.06 | p 0.24 0.00 0.04 0.04 0.11 0.03 0.04 |
|         | btype t -6.34 -0.21 -7.44 -7.96 -7.61 -8.00 -7.85 -5.12 | p 0.00 0.83 0.00 0.00 0.00 0.00 0.00 0.00 |
| bλratio | t -0.76 4.90 -1.60 -1.60 -1.11 -1.63 -1.54 0.37 5.21 | p 0.45 0.00 0.12 0.11 0.27 0.11 0.13 0.71 0.00 |
| X       | t 0.61 6.79 -0.25 -0.16 0.42 -0.19 -0.10 1.84 7.19 1.37 | p 0.54 0.00 0.81 0.87 0.67 0.85 0.92 0.07 0.00 0.18 |
| P[X]    | t -0.07 6.31 -0.98 -0.96 -0.37 -0.99 -0.89 1.19 6.71 0.74 -0.73 | p 0.94 0.00 0.33 0.34 0.71 0.33 0.38 0.24 0.00 0.46 0.47 |
| βmin    | t 0.59 7.46 -0.36 -0.28 0.38 -0.32 -0.21 1.94 7.94 1.41 -0.09 0.72 | p 0.56 0.00 0.72 0.78 0.71 0.75 0.83 0.06 0.00 0.16 0.93 0.48 |
| βmax    | t 1.10 8.26 0.14 0.27 0.98 0.24 0.34 2.51 8.80 1.92 0.42 1.28 0.59 | p 0.27 0.00 0.89 0.79 0.33 0.81 0.73 0.01 0.00 0.06 0.68 0.20 0.56 |
Table A3: NSGA-III GD Metric T-Test Statistics

| Param | Direct Effect | Interaction Effect |
|-------|---------------|--------------------|
|       | $\lambda$ $P[X]$ | $X_{D_1}$ $P[PM]$ $PM_{D_1}$ $K$ | $\lambda$ $P[X]$ | $X_{D_1}$ $P[PM]$ $PM_{D_1}$ |
| $P[X]$ | t 2.62 | p 0.02 | t 2.62 | p 0.02 |
| $X_{D_1}$ | t 7.98 | p 0.00 | p 0.02 | t 7.98 | p 0.00 | p 0.02 |
| $P[PM]$ | t 8.87 | p 0.00 | p 0.01 | t 8.87 | p 0.00 | p 0.01 |
| $PM_{D_1}$ | t 7.61 | p 0.00 | p 0.03 | t 7.61 | p 0.00 | p 0.03 |
| $K$ | t 10.27 | p 0.00 | p 0.00 | t 10.27 | p 0.00 | p 0.00 |

Table A4: NSGA-III IGD Metric T-Test Statistics

| Param | Direct Effect | Interaction Effect |
|-------|---------------|--------------------|
|       | $\lambda$ $P[X]$ | $X_{D_1}$ $P[PM]$ $PM_{D_1}$ $K$ | $\lambda$ $P[X]$ | $X_{D_1}$ $P[PM]$ $PM_{D_1}$ |
| $P[X]$ | t -0.16 | p 0.87 | t -0.16 | p 0.87 |
| $X_{D_1}$ | t 3.86 | p 0.00 | p 0.00 | t 3.86 | p 0.00 | p 0.00 |
| $P[PM]$ | t 4.39 | p 0.00 | p 0.00 | t 4.39 | p 0.00 | p 0.00 |
| $PM_{D_1}$ | t 3.86 | p 0.00 | p 0.00 | t 3.86 | p 0.00 | p 0.00 |
| $K$ | t 4.36 | p 0.00 | p 0.00 | t 4.36 | p 0.00 | p 0.00 |
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Table A5: NSGA-III HV Metric T-Test Statistics

| Param | λ | P[X] | X_Di | P[PM] | PM_Di | K | λ | P[X] | X_Di | P[PM] | PM_Di |
|-------|---|------|------|-------|-------|---|---|------|------|-------|-------|
| Direct Effect | | | | | | | | | | | |
| P[X] | t | 19.13 | p | 0.00 | | | | | | | |
| X_Di | t | 2.60 | p | 0.02 | 0.00 | | | | | | |
| P[PM] | t | 2.29 | p | 0.04 | 0.00 | 0.89 | | | | | |
| PM_Di | t | 2.17 | p | 0.05 | 0.00 | 0.79 | 0.90 | | | | |
| K | t | 1.02 | p | 0.33 | 0.00 | 0.31 | 0.38 | 0.44 | | |
| Interaction Effect | | | | | | | | | | | |
| λ | t | 2.43 | p | 0.03 | 0.00 | 0.58 | 0.52 | 0.46 | 0.20 | | |
| P[X] | t | -1.62 | p | 0.13 | 0.00 | 0.00 | 0.00 | 0.07 | 0.01 | | |
| X_Di | t | 15.88 | p | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | | |
| P[PM] | t | 14.17 | p | 0.00 | 0.02 | 0.00 | 0.00 | 0.00 | 0.25 | | |
| PM_Di | t | 16.08 | p | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.07 | 0.94 | | |
| K | t | 15.30 | p | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.23 | | |

Table A6: MOEA/D GD Metric T-Test Statistics

| Param | λ | P[X] | X_Di | P[PM] | PM_Di | Mode | ε_N | λ | P[X] | X_Di | P[PM] | PM_Di | Mode |
|-------|---|------|------|-------|-------|------|-----|---|------|------|-------|-------|------|
| Direct Effect | | | | | | | | | | | | | |
| P[X] | t | 9.23 | p | 0.00 | | | | | | | | | |
| X_Di | t | 50.53 | p | 0.00 | 0.07 | | | | | | | | |
| P[PM] | t | 25.00 | p | 0.00 | 0.04 | 0.04 | | | | | | | |
| PM_Di | t | 12.55 | p | 0.00 | 0.99 | 0.02 | 0.29 | | | | | | |
| Mode | t | 11.84 | p | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.25 | | |
| ε_N | t | 19.16 | p | 0.00 | 0.30 | 0.22 | 0.67 | 0.20 | 0.24 | | | |
| Interaction Effect | | | | | | | | | | | | | |
| λ | t | 1.96 | p | 0.07 | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | | |
| P[X] | t | 9.63 | p | 0.00 | 0.08 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | | |
| X_Di | t | 8.66 | p | 0.00 | 0.57 | 0.01 | 0.12 | 0.51 | 0.49 | 0.09 | 0.03 | 0.52 | | |
| P[PM] | t | 8.11 | p | 0.00 | 0.83 | 0.19 | 0.64 | 0.82 | 0.85 | 0.50 | 0.01 | 0.88 | 0.46 | | |
| PM_Di | t | 9.52 | p | 0.00 | 0.65 | 0.24 | 0.81 | 0.61 | 0.65 | 0.64 | 0.01 | 0.70 | 0.31 | 0.84 | | |
| Mode | t | 4.70 | p | 0.00 | 0.37 | 0.03 | 0.12 | 0.33 | 0.32 | 0.09 | 0.12 | 0.34 | 0.62 | 0.31 | 0.22 | | |
| ε_N | t | 9.21 | p | 0.00 | 0.66 | 0.02 | 0.15 | 0.61 | 0.58 | 0.11 | 0.02 | 0.60 | 0.89 | 0.54 | 0.37 | 0.55 | | |
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### Table A7: MOEA/D IGD Metric T-Test Statistics

| Param   | Direct Effect | Interaction Effect |
|---------|--------------|--------------------|
|         | λ | $P[X]$ | $X_{DI}$ | $P[PM]$ | $PM_{DI}$ | $Mode$ | $\epsilon_N$ | λ | $P[X]$ | $X_{DI}$ | $P[PM]$ | $PM_{DI}$ | $Mode$ |
| $P[X]$  | t | 0.77 | 1.64 | 0.02 | 0.03 | -0.77 | 0.45 |
|         | p | 0.45 | 0.32 | 0.12 | 0.03 | -0.37 | 0.76 |
| $X_{DI}$| t | -0.43 | -0.59 | 0.56 | 2.27 | 0.12 | 2.02 |
|         | p | 0.68 | 0.01 | 0.01 | 0.56 | 0.04 | 0.02 |
| $P[PM]$ | t | -0.59 | -1.71 | 0.56 | 0.22 | 1.02 | 0.18 |
|         | p | 0.01 | 0.83 | 0.01 | 0.56 | 0.26 | 0.00 |
| $PM_{DI}$| t | -0.77 | -3.15 | 0.56 | 0.22 | 0.03 | 0.14 |
|         | p | 0.45 | 0.03 | 0.03 | 0.14 | 0.02 | 0.14 |
| $Mode$  | t | 1.40 | 0.88 | 0.56 | 0.12 | 1.54 | 0.03 |
|         | p | 0.15 | 0.60 | 0.03 | 0.14 | 0.26 | 0.14 |
| $\epsilon_N$ | t | 1.27 | 2.40 | 1.56 | 0.22 | 2.56 | 0.14 |
|         | p | 0.56 | 0.02 | 0.02 | 0.14 | 2.02 | 0.02 |

### Table A8: MOEA/D HV Metric T-Test Statistics

| Param   | Direct Effect | Interaction Effect |
|---------|--------------|--------------------|
|         | λ | $P[X]$ | $X_{DI}$ | $P[PM]$ | $PM_{DI}$ | $Mode$ | $\epsilon_N$ | λ | $P[X]$ | $X_{DI}$ | $P[PM]$ | $PM_{DI}$ | $Mode$ |
| $P[X]$  | t | -1.27 | -1.38 | -0.59 | -0.31 | -1.08 | -0.31 |
|         | p | 0.23 | 0.19 | 0.57 | 0.89 | 0.29 | 0.57 |
| $X_{DI}$| t | -0.60 | -0.14 | -0.01 | -0.14 | 0.89 | 0.57 |
|         | p | 0.45 | 0.99 | 0.45 | 0.99 | 0.14 | 0.99 |
| $P[PM]$ | t | 0.92 | 1.82 | 0.49 | 0.02 | 0.71 | 0.02 |
|         | p | 0.31 | 0.62 | 0.49 | 0.02 | 0.99 | 0.02 |
| $PM_{DI}$| t | 0.52 | 0.71 | 0.34 | 0.02 | 0.49 | 0.02 |
|         | p | 0.56 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| $Mode$  | t | 1.82 | 3.44 | 3.44 | 3.44 | 1.82 | 3.44 |
|         | p | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 |
| $\epsilon_N$ | t | 0.28 | 1.70 | 1.70 | 1.70 | 0.28 | 1.70 |
|         | p | 0.76 | 0.76 | 0.76 | 0.76 | 0.76 | 0.76 |
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B Clustering Analysis of Hyperparameters and Testbench

We present a clustering analysis of hyperparameters’ performance. For this analysis, we take direct and interaction (total) influence values together in a matrix form and apply the k-means algorithm (Lloyd, 1982). The number of clusters was automatically chosen based on silhouette scores (Rousseeuw, 1987) as per the formula: \( K = \max\{2, \arg\max(\text{silhouette scores})\} \). This formula selects a value of \( K \) equal to 2 or more, for which K-means clustering produces the maximum silhouette score. We analyze algorithms’ performance for hyperparameters and functions in the testbench for each sampling and metric used.

We hypothesized that the hyperparameters that have a similar influence on the performance of algorithms tend to cluster together, and similarly, the functions that have similar characteristics may cluster together. Moreover, we may find the number of clusters and the trajectory of clustering based on the silhouette score also indicate differences in characteristics as a silhouette score defines how well the clusters are separated from each other and how good is the proximity of data points within a cluster. Figures B1, B2, and B3 are hyperparameters clustering. Whereas Figs. B4, B5, and B6 are functions clusters. The x and y axes are two principal components of the matrix formed by direct and interaction (total) influence values in these plots.

Hyperparameters performance characteristics. The hyperparameters clustering for single-objective algorithms in Fig. B1 shows that hyperparameter \( b_{\text{type}} \) of DE has clear, distinct influence characterization, whereas all other hyperparameters tend to cluster in a similar group. For CMA-ES, different sampling methods tend to cluster hyperparameters differently, where hyperparameter \( \lambda \) shows more distinct behavior than others (see Fig. B1). We may also observe the line of silhouette score that represents how the optimal clustering number varies as the number of clusters gradually tend to go to the maximum number of data points characterizing variation in the similarity and dissimilarity between hyperparameters due to different sampling methods and metrics.

Multi-objective clustering results for MOEA/D in Fig. B3 show that hyperparameter influence varies a lot (mostly on HV metric and less on IGD metric), and only a few clusters can be seen, such as \( \lambda \) and the hyperparameters that are related also appear to have high proximity such as \( \{P[X] \text{ and } X_{\text{DI}}\} \) and \( \{P[PM] \text{ and } PM_{\text{DI}}\} \). For NSGA-III, \( \lambda \) on GD metric has a separate identity (see Fig. B2). However, there are 2-3 groups of hyperparameters.

Functions performance characteristics. When analyzing functions clustering characteristics, we may observe that (although difficult to read each individual number due to overlapping points) each hyperparameter’s sampling method has different influences on the performance of the algorithms. Not only that, but different algorithms for different metrics also produce a variety of clustering of functions. However, one may be able to group functions into a few clusters, as evident from Figs B4, B6, and B5.
Fig. B1: DE and CMA-ES algorithm hyperparameters K-means influence clustering. K is chosen automatically by using the formula $K = \max\{2, \text{argmax}(\text{silhouette scores})\}$, which is the cross at the highest peak of the dotted line. CMA-ES hyperparameters numbered from 1 to 5 are $\lambda, \mu, \lambda_{\text{ratio}}, \sigma_0$, and $\sigma_{\mu}, \sigma_0_{-\text{scale}}$, respectively, and DE hyperparameters numbered from 1 to 7 are $\lambda, b_{\text{type}}, b_{\lambda_{\text{ratio}}}, X, P[X], \beta_{\text{min}}$, and $\beta_{\text{max}}$, respectively. A hyperparameter number appearing twice indicates the values of direct and interaction effect. A letter ‘i’ as a prefix to a number in the plot indicates interaction/total effect, and the of ‘i’ indicates direct effect. Different colors represent different clusters.
Fig. B2: NSGA-III algorithm hyperparameters K-means influence clustering. K is chosen automatically by using the formula $K = \max\{2, \text{argmax}(\text{silhouette scores})\}$, which is the cross at the highest peak of the dotted line. NSGA-III hyperparameters numbered from 1 to 6 are $\lambda$, $P[X]$, $X_{D1}$, $P[PM]$, $PM_{D1}$, and $K$, respectively. A hyperparameter number appearing twice indicates the values of direct and interaction effect. A letter ‘i’ as a prefix to a number in the plot indicates interaction/total effect, and the of ‘i’ indicates direct effect. Different colors represent different clusters.
Fig. B3: MOEA/D algorithm hyperparameters K-means influence clustering. K is chosen automatically by using the formula $K = \max\{2, \arg\max(\text{silhouette scores})\}$, which is the cross at the highest peak of the dotted line. MOEA/D hyperparameters numbered from 1 to 7 are $\lambda$, $P[X]$, $X_{DI}$, $P[PM]$, $PM_{DI}$, Mode, and $\epsilon_N$, respectively. A hyperparameter number appearing twice indicates the values of direct and interaction effect. A letter ‘i’ as a prefix to a number in the plot indicates interaction/total effect, and the of ‘i’ indicates direct effect. Different colors represent different clusters.
Fig. B4: DE and CMA-ES function clustering based on hyperparameters influence on them. The numbers 1 to 23 are of the function in (Yao et al., 1999). 24 to 27 are shifted functions (Liang et al., 2013) Sphere, Ellipsoid, Ackley, and Griewank; and 28 to 33 are shifted and rotated functions (Liang et al., 2013, 2014) Rosenbrock, and Rastrigin, Weierstraß, Schwefel, Katsuura, and HappyCat. Different colors represent different clusters.
Fig. B5: NSGA-III performance on multi-objective functions. Clustering based on the influence of the hyper-parameters on the functions. The numbers 1 to 10 represent optimization problems CDTLZ2, DTLZ1, DTLZ2, DTLZ3, DTLZ4, IDTLZ1, IDTLZ2, WFG3, WFG6, and WFG7, respectively. Different colors represent different clusters.
Fig. B6: MOEA/D performance on multi-objective functions. Clustering based on the influence of the hyperparameters on the functions. The numbers are 1 to 10 represent optimization problems CDTLZ2, DTLZ1, DTLZ2, DTLZ3, DTLZ4, IDTLZ1, IDTLZ2, WFG3, WFG6, and WFG7, respectively. Different colors represent different clusters.