Capabilities and limitations of Large Eddy Simulation with perfectly stirred reactor assumption for engineering applications of unsteady, hydrogen combustion sequences
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ABSTRACT
This work evaluates the capabilities of Large Eddy Simulation with perfectly stirred reactor (PSR) assumption and detailed chemistry to predict unsteady, premixed, hydrogen combustion sequences. The model was benchmarked with hydrogen-air experimental tests and with numerical data of flame acceleration in an obstructed channel. Results permit to identify major shortcomings that should be addressed with this approach and to assess the uncertainties linked to the use of different sub-models. Spatial resolution was found to be critical and limits the applications of this approach due to the increase of the computational costs with the flame surface. While the influence of the detailed kinetic chemical scheme used was low, the impact of the sub-grid turbulence model used was high. Results showed that simulations provided good agreement with the experimental data when a minimum spatial resolution of 1/8 of the laminar flame thickness was imposed. This threshold permits to simulate with good results the early stages of the combustion sequence (ignition and initial flame acceleration) but limits the model applications when the flame surface increases. In-situ Adaptive Tabulation (ISAT) was an effective strategy to overcome the limitations and partially reduce the computational cost when detailed chemistry models are used together with PSR-LES.

1. Introduction
Chemical industry (Hoi et al., 2007), nuclear power plants (Garcia-Cascales et al., 2014; Karata et al., 2012; OECD, 2000; Sathiah et al., 2012), propulsion (Roy et al., 2004; Smirnov et al., 1999) are some of the fields where experts are especially concerned about safe combustion, accident prevention or hydrodynamics prediction. Benchmarks and real case studies of applications of computational fluid dynamics (CFD) models are key exercises to improve the knowledge in these fields (Issakhov et al., 2020; Kim & Kim, 2019; Pedersen & Rüther, 2019; Soto-Meca et al., 2016; Xiang et al., 2020). These strategies and others where CFD models are coupled with artificial techniques (Mosavi et al., 2019; Park et al., 2020; Shamshirband et al., 2020) are contributing to enhance the efficiency of the computations in these fields. Mosavi et al. (2019) showed how machine learning can help CFD in the prediction of hydrodynamic parameters on two-phase flow of a bubble column reactor with lower computational costs. Shamshirband et al. (2020) proposed a combination of an artificial intelligence optimization algorithm and CFD for modeling chemical-reactor hydrodynamics. Pedersen and Rüther (2019) used a case study to validate a hybrid CFD model and reduce the uncertainty in the prediction of peak flood discharges in rivers. In their study, the authors built both, a lab-scale model and a mesh grid from the same stereolithographic file of a gauging station located in a river in Norway and validated the simulations with the experimental data obtained from the lab-scale model. Issakhov et al. (2020) studied the chemical reaction of combustion sub-products emitted from a thermal power plant located in Kazakhstan and its dispersion in the nearby of the plant with CFD. They used two benchmarks to validate their CFD model before they applied it to the actual case of the study. Xiang et al. (2020) applied different finite-rate combustion models to tran-
sonic combustion test cases and compared the results with reference experimental combustors. This comparison permitted to evaluate their capabilities when modeling turbulence-chemistry interactions in transonic combustors. In H$_2$ accident prevention, Kim and Kim (2019) developed a CFD model for predicting H$_2$ detonation accidents in nuclear power plants. They used a Euler approach with a 7-step chemical-kinetics scheme that validated both theoretical transonic tests and lab-scale detonation experiments with good results. After the validation, they applied the model to the containment of a nuclear power plant and evaluated the wall overpressure levels that could be reached if a detonation took place. They found that an inventory of 20% of H$_2$ in the containment would generate overpressure levels of the order of $\sim$ 2 MPa if a detonation sequence happened.

Nowadays, accurate modeling of H$_2$ combustion on accident sequences in confined scenarios is difficult due to computational costs and the limited ad-hoc experiments available to validate the models. When it comes to validation, turbulence and chemistry are key topics (Xiang et al., 2020). Modeling of these processes together is highly desirable in many high-Reynolds-number problems, to obtain realistic predictions from the numerical results. Large-Eddy Simulations (LES) seems to be a cost-effective method to reach this goal when analyzing H$_2$ combustion dynamics in accident sequences. A realistic description of this type of combustion sequences requires the model to take into account several important flow mechanisms. Flow instability and wall interaction are key aspects of gas combustion dynamics playing an important role in flame acceleration or quenching. The non-linearity of the advection process leads to instabilities making the flow unsteady and three dimensional (3D). These instabilities, linked with the vortex dynamics, are some of the dominant flow mechanisms leading to the combustion dynamics. During acceleration, interactions between the flame front and the reflections of pressure perturbations in walls and obstacles might enhance heat release rate and vorticity generation due to Richtmyer-Meshkov instability (Ciccarelli et al., 2010; Meshkov, 1969). Several investigations (Ciccarelli et al., 2010), showed that stretching of the flame front due to the interaction with a non-uniform velocity field is one of the main causes of the flame acceleration. Therefore, to obtain a proper prediction of a combustion sequence, correct modeling of turbulence is essential. For problems with high Reynolds number, Direct Numerical Simulation (DNS) is a useful but demanding approach in terms of computational cost. On the contrary, LES is an option that provides results with reasonable accuracy for turbulent combustion (Pitsch, 2006). Another significant aspect that must be considered is the reaction kinetics. Some of the finite-rate combustion approaches which can be found within the LES framework are: the Implicit LES (ILES) (Duwig et al., 2011; Duwig & Dunn, 2013; Duwig & Ludiciani, 2014; Fureby, 2007; Grinstein & Kailasanath, 1995; Krüger et al., 2013), the Thickened Flame Models / Artificially Thickened Flame models (TFM / ATF) (Colin et al., 2000), the Partially Stirred Reactor (PaSR) models (Berglund et al., 2010) or the combustion modeling based on the Eddy Dissipation Concept (EDC) (Giacomazzi et al., 2004). It is also worth citing other models such as the LES Conditional Moment Closure (CMC), that uses conditionally averaged species equations (Navarro-Martinez et al., 2005), the Linear Eddy Model (LEM) which is based on solving 1D problems with high resolution meshes to obtain data required to model the sub-grid variables involved in LES of a 3D problem (Sankaran & Menon, 2005) or Probability/Filtered Density Function (PDF/EDF) models (Raman & Pitsch, 2007). The ILES, sometimes called ‘monotonically integrated’ LES (or MILES), considers that each computational cell has a homogeneous concentration and temperature at sub-grid level. In other words, it considers a perfectly stirred reactor situation within the sub-grid domain (PSR-LES). Thus, the validity of this model depends on the intensity of the sub-grid mixing for the combustion regime considered (Fureby, 2007; Duwig et al., 2011). Previous studies showed ILES was able to predict the burning flame speed of reactive flows which had intense small-scale turbulence (Duwig & Dunn, 2013; Duwig & Ludiciani, 2014; Grinstein & Kailasanath, 1995; Krüger et al., 2013). This is the case for distributed combustion regime (Duwig et al., 2011). For the corrugated flamelet regime, to neglect sub-grid scale contributions of the reaction modeling can be a good strategy when the resolution of the grid applied in LES is enough to resolve flame wrinkling patterns (Fiorina et al., 2015). However, it has limitations if the LES grid resolution is not enough. In practice, this strategy can predict the reaction rate relatively well if the heat losses or the stratification weaken the combustion reaction (what results in the thickening of the flame) or if the flame regime falls within the distributed reaction zone or close to it (Dodoulas & Navarro-Martinez, 2013; Duwig et al., 2012; Grinstein & Kailasanath, 1995). Out of that range, this approach may have limitations that must be identified. In the case of steady/frozen combustion conditions, Fiorina et al. (2015) compared this LES approach with others for a gas burner. In that work, they used a Smagorinski sub-grid scale turbulence model. The authors indicated that the selection of the chemical kinetics scheme also influences the reliability of this approach, as the reaction intermediaries that have shorter characteristic length scales may require finer meshes. They also showed that, in the case of stratified flame conditions,
compared to other models, implicit LES exhibited the shortest downstream flame expansion. In that region, the authors found that the grid was not fine enough to capture the wrinkling and thickness of the flame. As a consequence, the under resolution within the flame and the lack of a sub-grid scale flame wrinkling model underestimated the release of heat through the flame front. This resulted in an underprediction of the burning velocity of the flame and its expansion. Nonetheless, under those steady flow conditions, the PSR-LES was able to predict the average flame position in the region of laminar or quasi-transitional flow at the burner base (Fiorina et al., 2015).

As previously commented, PSR-LES model increases its computational requirements as a flame increases its surface, wrinkling and/or it transitions to turbulent regime. These processes eventually result an exponential increase of the computational demands that makes it challenging to fulfill. In this work, it is investigated whether there exists a minimum, flame grid-resolution, criterion that should be imposed in the model in order to fulfill the quality requirements needed to rely on the simulation results. Besides, it is analyzed whether a chemical integration strategy like ISAT could help effectively to overcome this limitation and to reduce the computational demand of this LES approach.

To the author’s knowledge, there is a lack of studies in the open literature where the capabilities and drawbacks of the PSR-LES approach are critically assessed to predict unsteady burning speed, and time evolution of other global variables, for example, during the initial stages of transient combustion sequences. Accordingly, this work seeks to evaluate the capabilities and the limitations of implicit LES without sub-grid scale combustion modeling (PSR-LES), coupled with detailed chemical kinetic schemes, to predict global variables of the combustion process. Moreover, it seeks to evaluate the performance of this approach at the initial stage of the combustion sequence (i.e. in the post-ignition, and in the flame acceleration phases, where the flow regime has a low or moderate Reynolds number). This assessment is performed by benchmarking the numerical simulations against combustion experiments performed with hydrogen-air mixtures in a spherical bomb by Sabard et al. (2013), and Goulier, Comandini, et al. (2017). Through this evaluation, the work also seeks to assess the impact of different sub-grid scale models, numerical schemes and chemical kinetic models, when applied in reactive flows in confined scenarios. Besides, numerical data of flame acceleration in an obstructed channel obtained with a different, contrasted, LES approach (i.e. the Artificially Thickened Flame (ATF) sub-grid combustion model), is also used to benchmark this approach.

In section 2, the physical models formulated for the problem studied are presented. These include conservation equations for the gas mixture, condition-dependent heat capacities, and the modeling of turbulence and chemistry with different sub-grid scale models, and chemical kinetics. Secondly, the numerical models are described. In section 3, the model is compared with the results of several experiments carried out in a spherical bomb, and with numerical data of flame acceleration in an obstructed channel. These data were used to identify and discuss the capabilities and drawbacks of this approach in section 4. Finally, in the last section, the conclusions and future work are outlined.

2. Materials and methods: the mathematical model

2.1. Governing equations

The model relies on the multicomponent transport equations of momentum, species mass fractions, and energy, and is closed with an equation of state. The approach used in this work is based on the modeling of turbulence by Large Eddy Simulation. Thus, the governing equations are presented in the Favre-averaged form (Chen et al., 1991) for the conservation of mass, momentum and energy (Equations 1–3) for compressible flow, as well as the transport equations for the species involved in the combustion process (Equation 4):

\[ \frac{\partial \bar{\rho}}{\partial t} + \nabla \cdot (\bar{\rho} \bar{u}) = 0 \]  
Continuity (1)

\[ \frac{\partial (\bar{\rho} \bar{u})}{\partial t} + \nabla \cdot (\bar{\rho} \bar{u} \otimes \bar{u}) = -\nabla \bar{p} + \nabla \cdot (\bar{S} - \bar{B}) \]  
Momentum (2)

\[ \frac{\partial \bar{p}}{\partial t} + \nabla \cdot (\bar{p} \bar{u} \bar{u}) = \tilde{S} \cdot \nabla \bar{u} + \frac{\partial \bar{p}}{\partial t} + \nabla \tilde{\bar{p}} \cdot \bar{u} \]  
Energy (3)

\[ \frac{\partial \bar{Y}_k}{\partial t} + \nabla \cdot (\bar{\rho} \bar{u} \bar{Y}_k) = \bar{N} \cdot (\tilde{\bar{Y}} - \bar{Y}_k) \times k = 1, \ldots, \text{NS} - 1 \]  
Mass Fraction of species (4)

where \text{NS} is the number of gas species, the \tilde{\bar{}} and \bar{\bar{}} are, respectively, the Favre Filtered quantities, which fulfill the property: \( \tilde{\bar{\rho}} \bar{\phi} = \bar{\rho} \bar{\phi} \). Thus, \( \tilde{\bar{\rho}}, \bar{\bar{\rho}}, \text{and} \bar{\bar{u}}, \) represents the density of the mixture and the velocity vector, whereas \( \tilde{\bar{h}}_i \) and \( \bar{\bar{p}} \) stands for the sensible enthalpy and the gas pressure. \( k_{f,jk}^0 \) is the formation enthalpy, and \( \tilde{\bar{\omega}}_k \) denotes the filtered reaction rate for the k-th species. The viscous stress
tensor is denoted by $\tilde{S}$, whereas the heat flux vector is $\tilde{h}$ and $B = \tilde{\rho}(\tilde{u} \otimes \tilde{u} - \tilde{u} \tilde{u})$ is the tensor of unresolved sub-grid stress. $b_h = \tilde{\rho}(\tilde{u}_h - \tilde{u} \tilde{u})$ is the vector of unresolved sub-grid heat flux that results when Favre filtering is applied to the convective terms. Besides, it is assumed that $\tilde{S} \approx 2\mu \cdot \text{dev}(\tilde{S})$ and $\tilde{h} \approx D_{th} \nabla \tilde{T}$. Note that $\mu$ is the viscosity and the deviatoric part of the resolved rate strain tensor is denoted by $\text{dev}(\tilde{S})$, and $D_{th}$ is the thermal diffusivity. Besides, a sub-grid LES model was employed for the unclosed terms for the filtered equations of the momentum and energy conservation.

Regarding the transport of species (Equation 4), the term $\tilde{f}_i^k$ is the $i$-th component of the laminar diffusive flux of species $k$. This term can be simplified by assuming the approximation of Hirschfelder et al. (1954), and by using Fick’s law, and assuming that the corresponding binary diffusion coefficients are equal (Williams, 1985). That yields: $\nabla \cdot (\tilde{\rho} \tilde{D} \nabla \tilde{Y}_k)$. This Favre form of the species equation has two unclosed terms which have to be modeled: the unresolved scalar transport term is commonly modeled in LES as $\tilde{u} \tilde{Y}_k - \tilde{u} \tilde{Y}_k = -D_{sgs} \nabla \tilde{Y}_k$, with $D_{sgs} = \frac{v_{sgs}}{\kappa}$, where $v_{sgs}$ is the sub-grid scale eddy viscosity, and $\kappa$ is the turbulent or sub-grid scale Schmidt number. The second unclosed term of Equation (4) is the filtered chemical source term $\tilde{\omega}_{\tilde{y}_k}$.

Regarding the laminar and sub-grid scale mass diffusion coefficients, in this work the same value of this coefficient is considered for all the species. The values adopted for each $\text{H}_2$-air mixture simulated are obtained from the estimations of the effective Lewis, calculated from the combustion experiments performed with similar $\text{H}_2$-air mixtures by Goulier, Comandini, et al. (2017). The Sutherland law is used to estimate the dynamic viscosity (Sutherland, 1893) as $\mu = A_S \frac{T^{3/2}}{(1+yS/TS)}$, with $A_S = 1.67212 \cdot 10^{-6} \frac{\text{kg}}{\text{m} \cdot \text{s} \cdot \text{K}^{1/2}}$, and $T_S = 170.672 \text{K}$.

In this model, it is considered the ideal gas approach and thus, $\tilde{p} = \tilde{\rho} \left( \sum_{k=1}^{NGSP} \tilde{Y}_k \frac{R_k}{M_k} \right) \tilde{T}$. The heat capacities for each component are considered to be functions of temperature (McBride et al., 1993). The specific enthalpy of the gas mixture can be calculated from these values as: $\tilde{h}_S = \sum_{k=1}^{NGSP} \int_{T_{ref}}^{T} c_p \delta T dT$.

As shown, a model for the sub-grid scale terms as well as a combustion model is needed for the closure of the system.

### 2.2. Sub-grid scale turbulence models

In the present study, the included sub-grid scale terms are modeled with four different sub-grid LES models to assess the influence of this closure issue. The first of these models, by Smagorinsky-Lilly (Lilly, 1991), relies on the Eddy viscosity assumption and it considers the anisotropic part of the sub-grid scale stress tensor $B_{ij}$ can be related to the resolved rate of the strain tensor $\tilde{S}_{ij}$, following:

$$B_{ij} - \frac{1}{3}B_{kk} \delta_{ij} \approx -2v_{sgs} \text{dev}(\tilde{S})$$

where $v_{sgs}$ is the sub-grid scale eddy viscosity. This magnitude is modeled as:

$$v_{sgs} = C_k L_S \sqrt{k_{sgs}}$$

$C_k$ is equal to 0.094, and $L_S$ is the sub-grid length scale (filter width). For the LES models considered, $L_S$ was computed by using the van-Driest damping function, to correct the $v_{sgs}$ behavior in the limit $y \to 0$, where $y$ denotes the distance to the closest wall. This correction is needed for the Smagorinsky model. Thus, the filter width can be computed as $L_S = \min(f, \Delta V)$ (Wallin & Johansson, 2000), where $\Delta V = V^{1/3}$ is an estimation of the local grid scale which is calculated from the cell volume $V$, and $f$ is:

$$f = \frac{k \cdot y}{C_{\Delta}} \left( 1 - e^{\frac{y}{(\nu + v_{sgs})}} \right)$$

where $\kappa$ is the von-Kármán constant, set to a value of 0.46; $y^+$ is calculated as $y^+ = \frac{y}{(\nu + v_{sgs})}|\nabla_n \tilde{u}|$, with $\nabla_n$ denoting the gradient in the normal wall direction. $A^+$ is set to 26.

The sub-grid scale kinetic energy $k_{sgs}$ can be defined as $k_{sgs} = \frac{1}{2}B_{kk} = \frac{1}{2}(\tilde{u}_k \tilde{u}_k - \tilde{u} \tilde{u})$, and for this model, it is computed taking into account the balance between the sub-grid scale energy production and dissipation. For compressible flow, $k_{sgs}$, results in:

$$k_{sgs} = \left( -\frac{1}{2} \text{tr}(\tilde{S}) + \sqrt{\left( \frac{1}{2} \text{tr}(\tilde{S}) \right)^2 + 8C_c C_k (\text{dev}(\tilde{S}) : \tilde{S})} \right)^2 \frac{2\kappa}{L_S^2}$$

where $C_c$ is set to 1.048, and: represents the double inner product.

The second model considered is Wall-Adapting Local Eddy viscosity (WALE) (Nicoud & Ducros, 1999). This model also relies on the Eddy viscosity assumption. It was specially tuned to provide the expected asymptotic behavior of wall-bounded flows ($y^+3$). In this model, the sub-grid scale eddy viscosity is computed by Equation (6), with the default constants. The difference remains in the calculation of the sub-grid scale kinetic energy, $k_{sgs}$,
which is obtained from:

\[ k_{\text{sgs}} = \left( \frac{C_w L_S}{C_k} \right)^2 \frac{(S_{ij} - \tilde{S}_{ij})^2}{(\tilde{S}_{ij} S_{ij})^{5/2} + (S_{ij} S_{ij})^{5/4}} \]  

(9)

where \( C_w \) value was set to its default value of 0.325, \( \tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \) and \( S_{ij}^d \) is the traceless symmetric part of the square of the velocity gradient tensor, calculated by \( \tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \frac{\partial u_j}{\partial x_i} \right) - \frac{1}{2} \delta_{ij} \left( \frac{\partial u_k}{\partial x_k} \frac{\partial u_k}{\partial x_k} \right) \).

Finally, both static (Yoshizawa & Horiuti, 1985) and dynamic \( k_{\text{sgs}} \)-Equation (Chai & Mahesh, 2012) models adapted for compressible flows were tested. In this case, the model considers an additional transport equation which is derived formally for compressible flows. Both models are also based on the Eddy viscosity assumption, and Eq. 6 is used for the sub-grid scale eddy viscosity calculation, with the same default value for \( C_k \). In these models, a transport equation for \( k_{\text{sgs}} \) is also considered:

\[ \frac{\partial}{\partial t} \left( \rho k_{\text{sgs}} \right) + \nabla \cdot \left( \rho k_{\text{sgs}} \overline{u} \right) = \nabla \cdot \left( \rho v_{\text{eff}} \nabla k_{\text{sgs}} \right) - \frac{C_e}{L_S} k_{\text{sgs}}^{3/2} \]  

(10)

with a constant value \( C_e = 1.048 \). In the case of the dynamic version of this model, constants are determined dynamically to adjust to the local flow conditions. For that purpose, additional explicit filtering (a Gaussian anisotropic filter) is considered at SGS level. Thus, \( C_w \) and \( C_e \) are evaluated dynamically by filtering the velocity field.

### 2.3. Combustion and chemical kinetics modeling

As previously commented, not only a sub-grid scale model is needed, but also a combustion scheme must be employed, also, for the closure of the system. Since a finite rate chemical model is incorporated into LES modeling, it is required a suitable reaction mechanism for the filtered reaction rates, \( \omega_k \), which implies an additional modeling issue. The reaction rates are commonly nonlinear functions which depend on temperature and concentration of species.

The adopted approach relies on the hypothesis of perfectly stirred reactor (i.e. \( \omega_k = \omega_k(\bar{Y}, \bar{T}) \)). It is worth to highlight here that this assumption is valid for laminar flow simulations, as well as DNS (Duwig & Ludiciani, 2014; Krüger et al., 2013). The validity of this assumption depends on two factors: (i) the grid resolution, and (ii) the intensity of the sub-grid mixing. First, if the grid resolution was capable to adequately resolve the reacting layer (close to DNS mesh), then the assumption of \( \omega_k = \omega_k(\bar{Y}, \bar{T}) \) would be valid. Notwithstanding, even using a typical LES-grid (coarser than DNS grids), it may approximate the reaction rate with good results, as indicates Fureby (2007), Duwig et al. (2011), Duwig and Dunn (2013). Regarding the second factor, the validity of the model would depend on the intensity of the sub-grid mixing, since high mixing intensity ensures that a perfectly stirred reactor can reasonably represent the physics under the LES-grid cells, with quite homogeneous sub-grid concentrations and temperature. Consequently, this work aims to evaluate the capabilities and limitations of LES with detailed chemical kinetic schemes, and without the use of additional sub-grid scale combustion modeling. The influence of the mesh size and validity of this approach applied for the cases studied will be discussed in section 3.

Regarding the chemical kinetic model, the models considered in this work are that of Williams (2008) and that of Marinov et al. (1995). The reactive species considered are: H₂, H₂O, O, OH, H₂O₂, H₂O₂, and H₂O. N₂ and Ar are assumed to be non-reacting gases. For Williams, the set of reactions considered are those presented in Table 1.

In the case of reactions that involve a third body (M) with a pressure-dependent behavior, the scheme provides a constant for the case of low pressure rate (k₀) and a constant for the case of high pressure rate (k∞). The Lin-denmann mechanism and the formula of Troe (1988)

### Table 1. Scheme for H₂ autoignition detailed chemistry (Williams, 2008).

| Subreaction | A (mol/cm³) | β (s⁻¹) | E (J/mol) |
|-------------|------------|---------|----------|
| H + O₂ → OH + O | 3.52·10⁻⁶ | -0.7 | 71,400 |
| H₂ + O → OH + H | 5.06·10⁻⁹ | 2.7 | 26,300 |
| H₂ + OH → H₂O + H | 1.17·10⁻⁹ | 1.3 | 15,200 |
| H₂O + OH → H₂O₂ + H | 7.60·10⁻³ | 3.8 | 53,400 |
| H₂O₂ → H₂O + O₂ | 1.30·10⁻¹ | -1.0 | 0.0 |
| H + OH + M → H₂O + M | 4.00·10⁻² | -2.0 | 0.0 |
| O + O + M → O₂ + M | 6.17·10⁻⁵ | -0.5 | 0.0 |
| H + O + M → OH + M | 4.71·10⁻⁴ | -1.0 | 0.0 |
| O + OH + M → HO₂ + M | 8.00·10⁻⁵ | 0.0 | 0.0 |
| H₂O₂ + M → H₂O + M | 6.45·10⁻⁷ | 0.4 | 0.0 |
| k₀ | 5.75·10⁻⁹ | -1.4 | 0.0 |
| k∞ | 5.75·10⁻⁹ | 1.4 | 0.0 |
| T_Roe | Fc = 0.5 | | |
| H₂O + H → H₂O + H | 7.08·10⁻⁵ | 0.0 | 1200 |
| H₂O + H₂ → H₂O + O₂ | 1.66·10⁻⁵ | 0.0 | 3400 |
| H₂O + H₂ → O + H₂O | 3.10·10⁻⁵ | 0.0 | 7200 |
| H₂O + O₂ → O + H₂O | 2.00·10⁻⁵ | 0.0 | 0.0 |
| H₂O + OH → H₂O₂ + O | 2.89·10⁻⁵ | -2.0 | 0.0 |
| OH + O + M → H₂O + M | 7.40·10⁻³ | -0.4 | 0.0 |
| k∞ | 7.40·10⁻³ | -0.4 | 0.0 |
| T_Roe | Fc = 0.265·e⁻¹⁻²⁻⁷ | 0.0 | 5800 |
| H₂O + HO₂ → H₂O₂ + O₂ | 2.00·10⁻³ | 0.0 | 3300 |
| H₂O₂ + H → H₂O₂ + H | 4.79·10⁻⁰ | 0.0 | 15,000 |
| H₂O₂ + H → H₂O₂ + H | 1.00·10⁻⁰ | 0.0 | 6000 |
| H₂O₂ + OH → H₂O₂ + OH | 7.08·10⁻² | 0.0 | 2000 |
| H₂O₂ + O → H₂O₂ + OH | 9.63·10⁻⁵ | 2.0 | 2000 |
were used in these cases:

\[ k = AT^\beta e^{(-E/kT)} \]  
(11)

\[ k = k_\infty \frac{(k_0[M]/k_\infty)}{(1 + (k_0[M]/k_\infty))} F \]  
(12)

\[ \log_{10} F = \left[ 1 + \left[ \frac{\log_{10}(k_0[M]/k_\infty) + c}{n - d(\log_{10}(k_0[M]/k_\infty) + c)} \right]^2 \right]^{-1} \times \log_{10} F_C \]  
(13)

where \( c = -0.4 - 0.67\log_{10} F_C, n = 0.75 - 1.27\log_{10} F_C, \) and \( d = 0.14. \) A detailed description of the procedure, as well as third body Chaperon efficiencies, can be found in Williams (2008). Note that all the reactions in Table 1 are reversible. The reverse reaction rates were calculated considering chemical equilibrium from the forward rates (McBride & Gordon, 1996).

In this work, an in situ adaptive tabulation strategy (ISAT) (Lu & Pope, 1997, 2009) is tested with the PSR-LES and the detailed kinetic models in order to evaluate the potential reduction achieved in the computational costs. ISAT permits to store chemistry calculations of the ordinary differential equations (ODE) in tables and to retrieve them when needed to avoid repeated calculations, reducing the computational cost (Hiremath et al., 2011; Pope, 1997).

### 2.4. Numerical approach

The CFD code used in the present work is based on the OpenFOAM v5 toolbox. Different finite-volume solvers and integration strategies were tested to assess their capabilities on this kind of combustion problems. Both, segregated and coupled computational methods were used. In the case of segregated simulations, the pressure-velocity coupling is done using PISO (Pressure Implicit with Splitting of Operator) scheme (Issa, 1986). A second-order central differencing is used for the reconstruction of convective fluxes. The convective terms in the scalar equations are solved using a second-order Total Variation Diminishing scheme (TVD). To solve the discretized equations, a solver based on preconditioned bi-conjugate gradient, and multi-grid methods are used to speed-up the pressure-velocity coupling steps.

Regarding coupled solvers, the hybrid schemes AUSM+ (Liou, 2006) and AUSM+ (Liou, 1996) and a flux-difference splitting scheme proposed by Rusanov (1962) were tested with different primitive reconstruction schemes, that is, a first-order unbounded upwind scheme, and second-order schemes with different TVD limited weighting factors, such as Barth-Jespersen (BJ) (Barth & Jespersen, 1989), van Albada (VA), van-Leer (VL), and van-Leer’s MUSCL (Toro, 1997).

A backward scheme of second order was used for the integration of time variable for both kinds of solvers. The equations were solved sequentially using explicit combustion source terms (Otón-Martínez et al., 2015). The variable time stepping was evaluated with a maximum Courant-Fredrich-Levy (CFL) number of 0.35, resulting in time steps of around \( 3 \times 10^{-7} \) s. Regarding the chemical source terms, a 4th order Rosenbrock ODE solver, with an absolute tolerance convergence criteria of \( 10^{-10} \) was used to integrate the chemical reactions, when required by the ISAT tabulation method. This ODE solver was tested for the ignition of a H2/air mixture with the GRI-Mech 3.0 mechanism and showed high stability during the system integration (Stone & Bisetti, 2014).

Additionally, a four-stage Runge–Kutta scheme was also used for the fluxes integration in case of coupled solvers. Even though, a higher number of operations per time step were needed due to the intermediate evaluation of the fluxes with the new primitive values, this scheme permitted to set a higher CFL number without the presence of instabilities in the simulation results (Otón-Martínez et al., 2015).

A local grid refinement strategy was used to progressively increase the resolution in the combustion region. The refinement was based on the local normalized density gradient. This procedure permitted to achieve an appropriate spatial resolution in the preheat, reacting and oxidation layer zones, acting as a flame sensor which tracked the flame surface during its propagation and adapting the mesh to its shape. This led to an affordable computational domain, with slightly coarser meshes in the burnt and unburnt regions, where a high spatial resolution is not needed. During the ignition sequence, a refinement was also carried out increasing the resolution upstream the flame surface. This procedure seemed to be a proper strategy for the premixed combustion cases faced in this work.

### 3. Results and discussion

#### 3.1. Validation of the CFD model

The present model was validated by simulating the experiments performed by Sabard and his co-workers and described in Sabard et al. (2013), Sabard (2013), Sabard et al. (2012) and Velasco et al. (2016).

These experiments were performed in a spherical bomb with different mixtures of \( \text{H}_2-\text{O}_2-\text{N}_2 \). The experimental set-up and the test procedure can be found in (Sabard, 2013; Sabard et al., 2013). The bomb is a stainless-steel sphere of 125 mm of internal radius, instrumented with wall pressure sensors with a measurement range of 0–1 MPa and a measurement uncertainty...
lower than 2%. In this work two different tests were selected for the model validation:

- Experiment 1 (H-EXP1) with 20% in volume of H₂ and a ratio of N₂/O₂ 3.76.
- Experiment 2 (H-EXP2) with 20% in volume of H₂ and a ratio of N₂/O₂ 2.33.

In those experiments, a pressure of 1 bar and a temperature of 298 K was set within the gas mixture after the gas feeling. The uncertainty in the setting of the composition of the gas mixture within the sphere was below 0.3%. Afterwards, the combustion sequence was initiated by the ignition of the mixture with an electric spark. During the experiments, it was also measured the molar composition of the combustion products in the gas phase, with a gas chromatographic diagnosis system HP 5890 Serie II (Agilent, 1994). The uncertainty of the measurements was estimated to be less than 0.5% of the mole percentage of the mixture (Sabard, 2013).

In order to validate the CFD model, simulation of the combustion sequence with different physical models was benchmarked against the time evolution of experimental variables, such as pressure, with the predictions provided from numerical simulations. The mesh used for simulation is represented in Figure 1 (Right).

As for the modeling of the ignition sequence, it is a common practice to follow the approach described by Liberman et al. (2011). It considers that the beginning of the initiation sequence can be modeled as an isobaric, quasi-instantaneous, heating process, that affects a very small volume of the domain (i.e. the ignition volume). In this work, different enthalpies and radius of ignition were tested (all for spherical volumes). An increase of the gas enthalpy within the ignition volume, corresponding to an energy spark around 800 kJ/m³, was enough to make progress the laminar autoignition sequence.

### 3.1.1. Influence of the spatial discretization strategy

In order to evaluate the influence of the spatial grid resolution on the model results, it was performed an analysis of the influence of the grid size on the flame front and the reacting layer. Table 2 summarizes the results of the convergence analysis compared with experimental data from Goulier, Comandini, et al. (2017), for similar H₂/Air composition and conditions than in the H-EXP1 case. These values were calculated from the flame properties obtained for the different 3D computational grids tested with no sub-grid modeling (hereafter called laminar case). Results showed that the unstretched laminar flame speed predicted with these models with meshes \( \delta L^0 / \Delta x \sim 1 \) provided errors below 18%. However, when a mesh with \( \delta L^0 / \Delta x = 8 \) was used, the errors in the prediction of the unstretched laminar flame speed were smaller than 1%.

At the initial stage of the propagation, the fundamental unstretched laminar flame speed \( (S_L^0) \) was calculated from the spatial flame velocity (denoted as burning speed, \( V_b^0 \)), and the expansion ratio at null strain \( (\rho_u / \rho_b) \), as \( S_L^0 = \frac{\rho_b}{\rho_u} V_b^0 \) (Giannakopoulos et al., 2015). This way, the effect of the different discretizations on obtaining a good prediction of the laminar flame with the detailed chemical kinetics was assessed. This analysis was performed using the 21-reactions model proposed by Williams in conjunction with the ISAT procedure. As shown in Table 2, coarse grids were not able to predict neither the unstretched laminar flame speed \( S_L^0 \) (cases 1, 2, and 4), nor the laminar flame thickness based on thermal gradient \( \delta L^0 = (T_b - T_u) / \max |\nabla T| \) (cases 1–6). It was needed a \( \delta L^0 / \Delta x > 6 \) grid to obtain a realistic laminar flame (case 7).

### Table 2. Grid convergence analysis.

| Case | \( S_L^0 \) (m/s) | \( \delta L^0 (|\nabla T|) \) (based) (mm) |
|------|----------------|----------------------------------------|
| Experimental Goulier, Chaumeix, et al. (2017) | 0.92 m/s (\( S_{\text{ref}} \)) | 0.382 mm (\( \delta_{\text{ref}} \)) |
| CASE 1 (30° × 30°, \( \delta L^0 / \Delta x = 0.5 \) static mesh) | 1.18 m/s (1.28 \( S_{\text{ref}} \)) | 1.734 mm (4.54 \( \delta_{\text{ref}} \)) |
| CASE 2 (30° × 30°, \( \delta L^0 / \Delta x = 1 \) static mesh) | 1.09 m/s (1.18 \( S_{\text{ref}} \)) | 1.165 mm (3.05 \( \delta_{\text{ref}} \)) |
| CASE 3 (30° × 30°, \( \delta L^0 / \Delta x = 4 \) static mesh) | 0.961 m/s (1.04 \( S_{\text{ref}} \)) | 1.090 mm (2.85 \( \delta_{\text{ref}} \)) |
| CASE 4 (1/8 Sphere, \( \delta L^0 / \Delta x = 0.5 \) dynamic mesh) | 1.03 m/s (1.11 \( S_{\text{ref}} \)) | 2.049 mm (5.36 \( \delta_{\text{ref}} \)) |
| CASE 5 (1/8 Sphere, \( \delta L^0 / \Delta x = 1 \) dynamic mesh) | 0.981 m/s (1.06 \( S_{\text{ref}} \)) | 1.171 mm (2.93 \( \delta_{\text{ref}} \)) |
| CASE 6 (1/8 Sphere, \( \delta L^0 / \Delta x = 4 \) dynamic mesh) | 0.951 m/s (1.03 \( S_{\text{ref}} \)) | 0.769 mm (2.01 \( \delta_{\text{ref}} \)) |
| CASE 7 (1/8 Sphere, \( \delta L^0 / \Delta x = 8 \) dynamic mesh) | 0.911 m/s (0.99 \( S_{\text{ref}} \)) | 0.394 mm (1.03 \( \delta_{\text{ref}} \)) |

**Figure 1.** (Left) Simplified geometry of the spherical bomb estimated for the modeling of this test and (Right) detail of the computational grid with a refinement strategy near the flame front.
Figure 2. (Left) Distribution of main physical properties vs. distance from the center ('Radius'), 2 ms after the ignition sequence (laminar cases). (Right) Details of different grids and refinement levels used for the resolution of the combustion region at 4 ms (flame surface with cells), with $k_{sgs}$ model, CASE 4 (Top), CASE 6 (Center), and CASE 7 (Bottom).

Figure 2 (Left) shows the distribution of the main flame physical properties obtained in the laminar cases, plotted along a radius line, after 2 ms from the beginning of the sequence (flame spherical equivalent radius of 15 mm). Figure 2 (Right) represents three snapshots with different grids used for the resolution of the combustion region: $30^\circ \times 30^\circ$ (case 4), and a $90^\circ \times 90^\circ$ (cases 6, and 7). These cases were simulated using the $k_{sgs}$ model and the 21-reactions model proposed by Williams and ISAT strategy. As shown, at the moment of the snapshot,
when the spherical equivalent radius was approximately 26 mm, the flame surface was not completely spherical.

Regarding the performance of the meshing strategy, the grids of a spherical sector have the benefit of a smaller computational domain, and consequently, fewer cells for a given resolution. On the other hand, with this kind of meshes, the cells aspect-ratio increased with the distance to the domain center, which is not recommended (Figure 2 Top-right). This might eventually break artificially the continuity of the flame, and might result in unphysical flame shape for low grid resolution (Case 4). However, with adequate grid resolution within the region with dynamic refinement, this potential problem disappeared. Therefore, Case 7 was the most appropriate to properly simulate the flame expansion (Figure 2 Bottom-right). On the other hand, results also showed that, in the case of considering a static mesh, the number of elements required to resolve the flame was higher than the one needed with the dynamic strategy. Due to this reason, to achieve that spatial resolution with affordable meshes, it was decided to use the dynamic mesh refinement process.

Figure 3 shows the numerical results of burning speed, defined as \( \frac{dr_{eq}}{dt} \), where \( r_{eq} \) is the spherical equivalent radius, computed as \( r_{eq} = \left( \frac{3}{4} \cdot V_{burnt}/\pi \right)^{1/3} \), with \( V_{burnt} \) the total volume of the burnt region. Results show that, despite the difference in the flame thickness provided by meshes with \( \delta_0/\Delta x = 4 \) (cases 3 and 6), it is possible to achieve a reasonably good prediction, in terms of burning speed, for the model considered. It is worth mentioning the similarities in the burning speed obtained especially in cases 6 and 7, which predict the flame burning speed properly with LES and detailed chemistry.

Results in Figure 3 suggest that the model proposed is able to predict the burning speed at the beginning of the combustion sequence (i.e. initiation and initial flame acceleration), when the Reynolds number is low. Regarding the validity of the LES approach, it was confirmed to be directly related to the mesh resolution (filter size \( \Delta \)), as well as to the intensity of the sub-grid mixing. In order to assess the validity of this assumption for the different computational grids, the regime diagram proposed by Pitsch (2006) was employed. This diagram was designed for premixed combustion in LES using the filter size \( \Delta \) as the length scale and the subfilter velocity fluctuations \( u'_s \) as the velocity scale. This takes into account not only physical properties of the combustion regime, but also modeling parameters, since the effect of the filter size is included. The parameters relevant in this diagram are the sub-grid Reynolds (\( Re \)), sub-grid Damköhler (\( Da \)) and the Karlovitz (\( Ka \)) numbers, defined as (Pitsch, 2006):

\[
Re = \frac{u'}{s_l \ell_F}
\]

\[
Da = \frac{s_l}{u' \ell_F}
\]

\[
Ka = \sqrt{\frac{u'^3 \ell_F}{s_l^3}}
\]

Figure 4 shows the evolution of these parameters obtained for cases 3, 5, 6 and 7. These values were sampled over the flame surface and averaged in each time step. Using the relationship \( \Delta/\delta_L \) and the \( Ka \) values obtained during the complete combustion sequence, one may obtain the zone regions of each case within the regime diagram, as shown in Figure 5.

The validity of the perfectly stirred reactor hypothesis can be addressed by the level of the sub-grid mixing intensity at the given length scale \( \Delta \). In order to fulfill this hypothesis, the sub-grid mixing effects must act faster
than any chemical reaction. This implies that the sub-grid structure characteristic time scale \( \tau_{\Delta} \sim \Delta/u'_{\Delta} \) must be smaller than the chemical time scale \( \tau_c \sim \delta_{L}/S_{L} \). This leads to \( Da < 1 \) as a requirement for the validity of the perfectly stirred reactor assumption in the cases where the flow conditions are not laminar, or the mesh resolution is far from the grids required for DNS. As shown in Figure 4 (Right), when the mesh size is smaller, and consequently \( \Delta_{1} \) decreases, \( Da \) values also decreases.

The combustion experiments used in the present work (Goulier, Comandini, et al., 2017; Sabard et al., 2013), were carried out in initial calm conditions (i.e. with no flow velocity within the scenario) where low \( Re_{\Delta} \) and \( Ka_{\Delta} \) values are expected. That means that a small filter size would be needed to ensure well-stirred sub-grid concentrations and temperatures. This is only achieved in case 7, according to the \( Da \) values reported in Figure 4. In addition, the low \( Ka \) values reported (especially for the cases 5, 6, and 7) indicate that the sub-grid modeling does not alter the flame structure, being the chemical region in laminar conditions, where the perfectly stirred reactor assumption is valid. As shown in Figure 4 (Left), the sub-grid turbulent intensity increases with the propagation of the flame, due to the flow velocity fluctuations induced by the propagation of the flame front. As a consequence, the Karlovitz values increase, reducing the \( Da \) values in the reacting zone. This relaxes the mesh cell size requirement, which permits case 6 to fulfill the \( Da < 1 \) criterium, at \( t = 6 \text{ ms} \). As shown in Figure 5, all points in simulations fall within the region of resolved turbulence for the cases 6 and 7, which may indicate that, in practice, the turbulence-chemistry interactions may be well simulated at grid-scale level. In fact, the burning speeds predicted in the four cases represented in Figure 5 were quite accurate, as shown in Figure 3.

In this section, the validity of the model at the initial stages of the combustion sequence was assessed. For the simulations presented in the next sections, case 7 with dynamic mesh refinement is the selected strategy.

### 3.1.2. Influence of the sub-grid scale turbulence model

In order to analyze the influence of the LES model used, the experimental data previously commented (Sabard et al., 2012; Sabard et al., 2013) is used. The influence of the sub-grid scale turbulence model used will be assessed, based on the experimental benchmark H-EXP1. For these conditions, Figure 6 (Left) shows pressure evolution as a function of time. The figure also includes the experimental data recorded at the wall of the sphere during the experiment. Different LES sub-grid scale models are applied, together with the chemical model by Williams and ISAT tabulation: Smagorinsky-Lilly, WALE, \( k_{sgs} \)-equation, and Dynamic Anisotropic \( k_{sgs} \)-equation. These models provide different results in the prediction of the pressure history at the wall of the sphere (Figure 6 (Left)). \( k_{sgs} \)-equation model provides the best prediction compared to the experimental data. The Smagorinsky-Lilly model shows less stable behavior, when the flame front is close to the wall. With this model, the flame accelerates at a higher rate, getting the...
Figure 6. (Left) Influence of the LES modeling on the pressure evolution at sphere wall (H-EXP1 conditions). (Right) Different kinematic sub-grid scale viscosity values obtained in the frame front region with the tested LES models ($t = 2 \times 10^{-3}$ s H-EXP1 conditions).

wall faster than in the case of the $k_{\text{sgs}}$-equation model. As shown, the WALE model also overestimates the flame acceleration. The reasons behind this dissimilar behavior partially rely on the different estimation of the transport phenomena (sub-grid scale viscous term, $\nu_{\text{sgs}}$) provided by each model. Figure 6 (Right) permits to illustrate this point. The figure presents the spatial distribution of the sub-grid viscous term provided by the four different models in the flame front region. The $\nu_{\text{sgs}}$ obtained by the dynamic $k_{\text{sgs}}$-equation model is negligible compared to the one obtained with the other sub-grid scale models within the flame front, whereas it is not null in front and behind the flame front region at $2 \times 10^{-3}$ s of simulated time. Regarding the non-dynamic sub-grid models, the $k_{\text{sgs}}$-equation model estimated the smallest value for the sub-grid scale viscous term $\nu_{\text{sgs}}$ in the region of the flame front, although it reported higher values downstream flame front. On the other hand, WALE and Smagorinsky-Lilly models predicted higher values of the subgrid diffusive terms. These differences might also be explained by their different properties. WALE was tuned to predict the $y^{+3}$ profile of the effective viscosity close to walls, under non-reacting flow conditions. However, the $k_{\text{sgs}}$-equation models are able to overcome the deficiency of local balance assumption between the sub-grid scale energy production and dissipation adopted in algebraic eddy viscosity models as the Smagorinsky-Lilly and WALE (Nicoud & Ducros, 1999). On the other hand, WALE and Smagorinsky-Lilly models predicted higher values of the subgrid viscous term.

When comparing both versions of the $k_{\text{sgs}}$-equation model, the main difference is the ‘non-dynamic’ one (here denoted simply as $k_{\text{sgs}}$-equation model) slightly underestimates the pressure rise near the wall, upstream the flame front (in the time lapse rounding 15 ms). As a result, it overestimates the deflagration factor near the wall, which is proportional to $dP/dt$. All in all, Figure 6 shows an important effect of the sub-grid models what points out the uncertainty linked with its election. The differences found among the models might be due to the fact that sub-grid scale models are developed, case by case, based on operators originally designed to behave more ‘accurately’ when facing certain canonical problems such as homogeneous isotropic turbulent flow, pure shear flows, pure rotating flows or wall flows in turbulent channels. Some examples of this challenging developing process can be found in the works of Sankaran and Menon (2005), Lilly (1991), Wallin and Johansson (2000), Nicoud and Ducros (1999) and Yoshizawa and Horiuti (1985). Overall, in the case of unsteady combustion problems, such as the one presented here, it is of paramount importance to benchmark LES against experimental data to ensure reliable results.

3.1.3. Influence of the chemical kinetics model

A comparison of the pressure evolution at the sphere predicted with two different chemical kinetic models is shown in Figure 7. These two are detailed chemical combustion models: the one by Williams (2008), and the one by Marinov et al. (1995). In both cases, ISAT tabulation was used to reduce the computational cost of the integration of these detailed models. The figure includes the experimental pressure recorded at the wall of the sphere.
during H-EXP-1. As shown, both detailed combustion models predict with reasonable accuracy the wall pressure evolution with time, with a slight delay in pressure rise for both models. Nonetheless, the model by Williams gives more accurate results. Altogether, the comparison permits to estimate the uncertainty linked to the use of different detailed chemical kinetic models. As shown, results were less sensitive to the detailed kinetic model than to the LES sub-grid scale model.

3.1.4. Cellular flames pattern

In the configuration studied in this work, the flame is initially laminar. During the initial stages of the flame expansion, the flame thickness is enough to permit this LES approach to resolve with a reasonable agreement the reacting flow phenomena. Under these lean H₂/O₂ conditions, thermodiffusive instabilities should occur leading to the formation of cellular flames. As previously said, the model considers an effective Lewis number equal for all species, and smaller than unity. Its value can be obtained from experiments (Goulier, Comandini, et al., 2017). Under these conditions, the simulation performed with detailed chemistry models, and with enough mesh resolution to resolve the flame front, should account for these instabilities, and the strain effects of the flame should be taken into account intrinsically with the model used. Figure 8 shows a comparison of the flame pattern observed in the experiments of Goulier, Comandini, et al. (2017), and the simulated pattern obtained for the same conditions. The numerical flame surface is represented as an isosurface based on a variable which represents a numerical Schlieren (based on the normalized density gradient). As shown in Figure 8, the numerical approach is able to account for this flame pattern, and provides results qualitatively similar to the experimental ones. Also, the critical radius at which the cellular cell pattern appears is predicted to be around 20 mm for an H₂-Air mixture of 20%, which is in agreement with the experimental measurements of Goulier, Comandini, et al. (2017).

3.1.5. Experimental benchmark and assessment of numerical schemes

In this section, the numerical schemes presented in Section 2.4 are analyzed by benchmarking against experimental data. Tables 3 and 4 show numerical predictions in terms of maximum wall pressure and sequence time, for the different numerical schemes considered. Regarding the estimation of maximum combustion pressure ($P_{\text{max}}$), the use of the different approaches entails less than 4% of error, except for Rusanov’s scheme. As for the prediction of the combustion time ($t_{\text{rise}}$), PISO, AUSM up and AUSM+ showed better prediction capacities. This is somehow expected, as the Rusanov scheme is known to be very diffusive, and it is not accurate for low Mach flow conditions, whereas AUSM is very efficient in transonic conditions (Prá et al., 2010; Velasco et al., 2016), and its variations (AUSM+, and AUSM up) are also adequate for a wide range of Mach values (Liou, 1996, 2006).

Regarding the prediction of the unsteady behavior of the sequence, Figures 9 and 11 show the wall pressure evolution predicted by the different schemes. In general, most of the numerical approaches capture the evolution, although with different precision. Flux difference splitting schemes (FDS), as Rusanov’s, show a too diffusive behavior. Figure 10 permits to support this point. In this figure, it is represented the radial distribution of the net mass flux in each cell in the surroundings of the flame front. As shown, Rusanov scheme predicts a
Table 3. Model predictions of maximum pressure and pressure rise time. H-EXP1.

| H-EXP1 | Experimental | PISO | AUSMup (Barth-Jespersen) | AUSM+ (Barth-Jespersen) | RUSANOV (Barth-Jespersen) |
|--------|--------------|------|--------------------------|-------------------------|----------------------------|
| $P_{\text{max}}$ (bar) | 5.72 | 5.68 | 5.74 | 5.74 | 7.14 |
| Error $P_{\text{max}}$ (%) | Ref. | 0.67 | 0.31 | 0.37 | 24.84 |
| $t_{\text{rise}}$ (ms) | 19.20 | 19.74 | 19.49 | 18.44 | 5.12 |
| Error $t_{\text{rise}}$ (%) | Ref. | 2.81 | 1.51 | -3.96 | -73.33 |

Table 4. Model predictions of maximum pressure and pressure rise time (H-EXP2).

| H-EXP2 | Experimental | PISO | AUSMup (Barth-Jespersen) | AUSM+ (Barth-Jespersen) | AUSMup (Van-Leer) (Runge Kutta) | AUSMup (Van-Leer) (Runge Kutta) |
|--------|--------------|------|--------------------------|-------------------------|---------------------------------|---------------------------------|
| $P_{\text{max}}$ (bar) | 5.585 | 5.663 | 5.712 | 5.694 | 5.638 | 5.62 | 5.616 |
| Error $P_{\text{max}}$ (%) | Ref. | 1.41 | 2.28 | 1.94 | 0.94 | 0.65 | 0.55 |
| $t_{\text{rise}}$ (ms) | 16.20 | 16.98 | 16.13 | 15.3 | 18.98 | 17.12 | 17.88 |
| Error $t_{\text{rise}}$ (%) | Ref. | 1.28 | -6.22 | -11.05 | 10.35 | -0.47 | 3.95 |

Figure 9. Influence of the numerical scheme. Time evolution of gauge pressure at the sphere wall (H-EXP1 conditions).

A wider spatial region of positive cell net mass flux, compared to the AUSM-type schemes for the same primitive spatial interpolation scheme used in the cell-to-face reconstruction. As a result, the flame thickness numerically obtained with this scheme is also larger (Figure 11, Right), what increases the heat released due to combustion, and provides a non-realistic burning speed. As a result, the scheme does not provide a realistic dynamic of the combustion sequence.

On the other hand, a coupled solver with flux vector splitting (FVS) schemes, such as AUSMup and AUSM+, can provide better results under the conditions of the experiment. In this case, AUSMup flux-schemes, with the Barth-Jespersen slope limiter, provide the best results, not only in maximum pressure at the wall but also in the rising time predicted. These schemes are less diffusive and do not introduce artificial numerical transport of the conserved variables, resulting in a thinner flame front with a more accurate combustion heat release. PISO segregated solver shows stability and robustness under the subsonic conditions of the experiments. It also provides a reasonable agreement on the dynamic evolution of wall pressure at the late stage of the sequence.

Figure 10. Cell net mass fluxes in the flame front region at $10^{-3}$ s after initiation sequence (H-EXP1 conditions).
As shown in Figure 11, the effect of increasing the oxygen fraction in the gas mixture (as defined for H-EXP2) is well captured by the numerical models, although different time evolutions are predicted, with errors between −0.4% and 11% in terms of rising time ($t_{\text{rise}}$), and between 0.5% and 1.4% in terms of peak pressure ($P_{\text{max}}$), as summarized in Table 4. PISO and AUSMup (Van-Leer, Runge–Kutta) are the schemes that provide the smallest prediction errors. AUSMup (Van-Leer, Runge–Kutta) scheme gives the best prediction of pressure evolution during the period when $dP/dt$ reached maximum values (i.e. during the intermediate lapse of time of the sequence, $11 < t < 17$ ms), whereas PISO scheme yields a better prediction at low-pressure conditions (i.e. during the initial stage of the sequence $t < 11$ ms). All in all, PISO and AUSMup (Van-Leer, Runge–Kutta) provide the smallest averaged errors for both experiments.

Concerning the benchmark for the combustion products, Table 5 presents a comparison of the experimental data and the model predictions with different schemes and Williams chemical model. As shown, the models can predict the final composition, with errors smaller than 6%. PISO, with Williams’ chemical model, provides the smallest deviations from experimental data. Similar results are obtained with the same scheme and Marinov’s chemical model, although with slightly bigger errors.

### Table 5. Benchmark of the combustion products with Williams (2008) and Marinov et al. (1995) chemistry models.

| H-EXP1 (% mol) | EXPERIMENTAL | PISO (Williams ch.) | AUSMup BJ (Williams ch.) | AUSM+ BJ (Williams ch.) | AUSMup VL (Williams ch.) | PISO (Marinov ch.) |
|---------------|---------------|---------------------|--------------------------|------------------------|--------------------------|-------------------|
| %H₂           | 0.00          | 0.05                | 0.22                     | 0.22                   | 0.17                     | 0.08              |
| %H             | 0.00          | 0.01                | 0.22                     | 0.05                   | 0.04                     | 0.01              |
| %O₂            | 7.65 ± 0.50   | 7.46                | 7.21                     | 7.21                   | 7.31                     | 7.41              |
| %O             | 0.00          | 0.04                | 0.17                     | 0.17                   | 0.14                     | 0.06              |
| %OH            | 0.00          | 0.40                | 1.14                     | 1.14                   | 0.98                     | 0.58              |
| %HO₂           | 0.00          | 0.00                | 0.00                     | 0.00                   | 0.00                     | 0.00              |
| %H₂O₂          | 0.00          | 0.00                | 0.00                     | 0.00                   | 0.00                     | 0.00              |
| %H₂O           | 22.59 ± 0.50  | 21.93               | 22.72                    | 22.62                  | 21.45                    | 21.80             |
| %N₂            | 69.76 ± 0.50  | 70.11               | 68.47                    | 68.58                  | 69.91                    | 70.06             |

### 3.2. Flame acceleration in an obstructed channel

In order to assess the capability of this combustion modeling strategy to predict flame acceleration phenomena of H₂-Air mixtures, simulations in an obstructed channel were carried out. The results presented in this section show the capabilities of ILES for this purpose, with different modeling procedures, taking into account its behavior under flame-vortex interactions. The simulation conditions are set to reach the turbulent combustion regime
during the sequence. That allows us to extend the evaluation of this modeling approach as a potential global strategy that might permit to simulate a complete combustion sequence, from the initial stages (laminar) to the fully turbulent combustion regime.

A 2D channel, 4 cm wide and 64 cm long, with a blockage ratio of 0.5 is considered for this study. It is filled in with rectangular obstacles of width \( \frac{d}{4} \), and length \( \frac{d}{4} \), being \( d \) the channel width. The obstacles are equally spaced along the channel. The distance between two consecutive obstacles is set to \( d \). The first obstacle is placed at a longitudinal distance of \( \frac{d}{2} \) from the ignition side. Simulations on a similar channel were carried out by Gamezo et al. (2007) for a stoichiometric H\(_2\)-Air mixture, and initial conditions of 1 atm and 293 K. These conditions result in flame laminar properties of \( b_0^L = 2.98 \text{ m/s} \) and \( \delta_0^L = 0.35 \text{mm} \), as reported by Gamezo et al. (2007). These computations were performed with a Godunov-type solver with no turbulence, in conjunction with a one-step Arrhenius kinetic model. A more recent study was performed by Emami et al. (2015) using a PISO solver with the 27-steps Marinov’s chemical mechanism, ISAT tabulation, and the \( k_{	ext{sgs}} \) modeling, as performed in this work, but with the difference of using an Artificially Thickened Flame (ATF) for the modeling of the sub-grid scale combustion effects. In that case, cell sizes of 0.125 and 0.0625 mm were employed. More detailed information about the channel geometry and physical properties of the flame can be found in Gamezo et al. (2007).

In the present work, computational domains with a discretization of 0.0875 mm (\( \delta_0^L / \Delta x = 4 \)) and 0.04375 mm (\( \delta_0^L / \Delta x = 8 \)) are used, to keep a similar grid resolution to that analyzed in the deflagration validation in section 3.1.1. Also, the PISO algorithm and an ignition volume with 5 mm of radius are considered. The same algorithm and ignition volume were used by Emami et al. (2015). No-slip boundary conditions are imposed at the wall surfaces. The channel is opened at its end, where a wave-transmissive boundary condition is imposed. A symmetry plane is imposed at the horizontal midplane of the channel (upper horizontal boundary in Figure 13) so that the computational domain considered is half of the channel. In order to perform the LES simulations on the 2D domain correctly, a structured mesh with a uniform cell size is considered, where the cell size (\( \Delta x \)) is the third cell dimension (i.e. 3D domain with an extrusion length of \( \Delta x \) in the third spatial direction, not resolving velocities and gradients in this direction). This way, the filter size for the LES sub-grid scale modelization is properly calculated from the cell volume. Besides, an effective Lewis of unity is considered. This is approximately the value reported by Goulier, Chaumeix, et al. (2017), for a stoichiometric H\(_2\)-Air mixture under similar conditions.

Three different simulations are presented: two of them with the 21-step chemical mechanism by Williams, one with \( \delta_0^L / \Delta x = 4 \) (CASE A) and another with \( \delta_0^L / \Delta x = 8 \) (CASE B); finally, a third one with \( \delta_0^L / \Delta x = 8 \) and the 27-step chemical mechanism by Marinov (CASE C), to assess the influence of the chemical mechanism in the computations. Note that ISAT method is used. This strategy was also adopted by Emami et al. (2015).

Figure 12 shows a comparison of the results predicted with the present approach against the numerical prediction by Emami et al. (2015) and Gamezo et al. (2007). The images at the top illustrate the flame tip speed versus the flame position and time, whereas the images at the bottom represent the dimensionless flame surface area versus flame position, as well as the combustion heat released versus the flame position. Note that the ordinate axes include both the position of the obstacles and the flame. The flame position was computed as the largest distance of the flame surface from the ignition point, whereas the flame surface was defined as the isosurface where \( Y_{H2} = 0.5 \cdot Y_{H2}^0 \). Here, \( Y_{H2}^0 \) denotes the initial H\(_2\) mass fraction of the premixed mixture within the channel. As shown, the present ILES approach can describe the flame acceleration mechanism in good agreement with the approaches used by Emami et al. and Gamezo et al. It is worth to be noted that the results of Figure 12 (Top-left) were shifted by 0.65 ms for a better comparison of the results by Emami et al. (2015) against those by Gamezo et al. (2007). Emami et al. attributed this time difference to the different chemical induction times obtained with the one-step mechanism used by Gazemo et al. compared to the detailed Marinov’s mechanism used by Emami et al. This induction time was reported by the authors to be a few times smaller for a one-step mechanism, when compared to real induction times (Liberman et al., 2010).

Concerning the results of the present work, they were also shifted by 0.65 ms for CASE C (Marinov’s mechanism) but only 0.5 ms for CASE B (Williams’ mechanism). This shifting revealed that, during the initial stage of the propagation, where the flame is laminar, the chemical mechanism and the modelization of the heat capacities of the mixture are key aspects to predict accurately the burning flame speed. Note that the values reported by Emami et al. with an ATF combustion modeling and those reported in this work were shifted by the same value when considering the same reaction mechanism. This confirmed the agreement of the present approach with the one of Emami et al. [61]. In addition, the comparison of CASE A and B show that the grid-independent solution found for the initial stage of the flame acceleration (Figure 12 Top-Left) is lost at a later stage of flame acceleration, when the coarse mesh (CASE A) is not
Figure 12. Comparison of the results predicted in the present work against the numerical prediction by Emami et al. (2015) and Gamezo et al. (2007). Top-left: Flame tip speed versus flame position. Top-right: Flame tip speed versus simulated time. Bottom-left: Dimensionless flame surface area versus flame position. Bottom-right: Flame heat released versus flame position.

able to follow the tendency of the refined one (CASE B). Notwithstanding, CASE B ($\frac{\Delta y}{\Delta x} = 8$) provides a reasonably good prediction of the numerical results in Gamezo et al. (2007) and Emami et al. (2015), for a turbulent flow regime with medium-high Reynolds numbers.

Figures 13 and 14 show some 2D snapshots of the sequence and permit to get some insights into the acceleration mechanism. Figure 13 shows the vorticity field with colourized flame front during the flame acceleration between obstacles 1 and 6 (CASE B), whereas Figure 14 shows a numerical Schlieren with the flame front colourized by H$_2$ reaction rate during the sequence. In these figures, the flame front is represented as an isovolume with H$_2$ mass fraction values between 0.5 and 23%.

As shown in Figures 12–14, the flame progressively accelerates as it surpasses the subsequent obstacles. At the initial stage, this acceleration is promoted by the increase of the effective flame surface area during the flame expansion (Figure 12 Top-Left). As the flame front surpasses an obstacle, the vortex shedding process increases the effective area of the flame (Figure 13). Once the flame surface area reaches its maximum value (Figure 12 Bottom-Left and Figure 13, obstacles 4-6), the promotion of the flame acceleration is mainly sustained by the combustion heat released, increased with the turbulence enhancement (Figure 14). Figures 13 and 14 also permit to show the interaction of the vortex and flame front during the flame acceleration. As the flame accelerates, the compressibility effects become significant, and the vortex structures induce the deformation of the flame front, increasing not only turbulence features but also local precursors of ‘hot-spots’. The presence of the obstacles also promotes...
the reflection of the local density gradient waves, which also distort the flame front, increasing its area and promoting the transition of the flame combustion regime.

4. Major limitations and needs of the model

The benchmarks performed permit to identify several shortcomings of this LES approach, that should be
considered and addressed. These can be summarized as follows:

- Results show that the unstretched laminar flame speed predicted with this type of models with meshes \( \delta L_0/\Delta x \sim 1 \), provide errors of \( \sim 18\% \). In this case, the numerical diffusion (i.e. numerical errors) might play an important role in the predicted flame speed.
- Spatial resolution was found to be critical. The unstretched laminar flame speed predicted with this type of models with meshes \( \delta L_0/\Delta x \sim 1 \) provide errors of \( \sim 18\% \). Furthermore, numerical diffusion might play an important role in the predicted flame speed.
- There is an important effect of the sub-grid models, which points out the uncertainty linked with its election, especially in the case of grids that do not provide enough flame resolution.
- There is an important effect of the sub-grid models, which points out the uncertainty linked with its election, especially in the case of grids that do not provide enough flame resolution.
- In practice, the present LES approach can be only used in the initial stages of unsteady combustion sequences, due to computational cost, as the grid conditions required in the absence of sub-grid combustion modeling are difficult to satisfy when the flame surface increases.
- Spatial resolution was found to be critical. The computational resources needed to reach the required level of flame resolution of this modeling approach increases as the flame expands and the flow increases its Reynolds number due to flame wrinkling and the effective increase of the flame surface.
- This study has pointed out some uncertainties and grid resolution requirements that must be controlled rigorously, to provide reliable results. Therefore, the present LES approach is not recommended or, at least, should be used with great care, if applied to critical applications. In those applications, other LES approaches, such as TFM / ATF (Nicolás-Pérez et al., 2020), would permit to relax those criteria.
- The analysis of these limitations has highlighted major requirements or needs that must be fulfilled to use this LES approach under unsteady sequences. Among them, the grid resolution criterium was found to be critical. For the specific conditions of the cases considered in this work, at least \( \delta L_0/\Delta x \sim 8 \), and \( Da < 1 \) should be respected. However, these criteria should be checked for other types of configurations.

The computational resources needed to reach the required level of flame resolution of this modeling approach increases as the flame expands and the flow increases its Reynolds number due to flame wrinkling and the effective increase of the flame surface.

As for the suggested improvements, results also showed this LES approach coupled with detailed chemistry and ISAT method was an affordable strategy to simulate the initial stages (i.e. post-ignition and flame acceleration) of premixed combustion problems, with low or moderate Reynolds numbers with reasonable accuracy, if a certain level of grid refinement was reached (\( \delta L_0/\Delta x \geq 8 \)).

Besides, the benchmarks highlighted other significant specifics:

- Spatial resolution was found to be critical. The unstretched laminar flame speed predicted with this type of models with meshes \( \delta L_0/\Delta x \sim 1 \) provide errors of \( \sim 18\% \). Furthermore, numerical diffusion might play an important role in the predicted flame speed.
- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.
- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.
- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.
- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.
- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.

5. Conclusions and future work

In this study, the capabilities and limitations of LES coupled with the PSR hypothesis were evaluated to simulate the initial stages of \( H_2 \)-air combustion experiments. This approach considers that there is a homogeneous concentration and temperature in each computational cell at sub-grid level. Different sub-grid turbulence and detailed chemistry models were tested in both experimental and numerical benchmarks. This permitted to evaluate the capabilities and limitations of this modeling approach when simulating unsteady combustion sequences with low or moderate Reynolds numbers. The study showed this LES approach can be applied to a grid with enough resolution to resolve flame thickness and wrinkling patterns. In this case, no sub-grid scale combustion modeling is needed. However, the model has important limitations that must be considered:

- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.
- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.
- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.
- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.
- The impact of sub-grid turbulence models was found to be high whereas the influence of the detailed kinetic scheme used was lower. Therefore, it is recommended to benchmark the sub-grid model used against experimental results.

Finally, the results also showed that this LES approach was able to account for the cellular flame pattern at the post-ignition phase, and provided results which were qualitatively similar to the experimental ones. Besides,
this approach is also to predict flame acceleration in an obstructed channel if the required level of flame resolution is met. These results permit to postulate this LES approach for experiments interpretation and dynamic studies of the early stage of a flame expansion.

The study also permits to identify research needs that should be addressed to improve the reliability of this LES approach. In this sense, the future direction of this work will focus on the extension of the benchmark of this LES approach with others based on reference experimental or numerical data to assess its limitations in different key combustion problems. Additional efforts should be also devoted to the development of combustion and sub-grid turbulence models or strategies with lower computational costs which could be applied to the simulation of transient combustion sequences.
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