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Abstract

In this paper, we consider a target random variable \(Y \sim VG_c(r, \theta, \sigma)\) distributed according to a centered Variance–Gamma distribution. For a generic random element \(F = I_2(f)\) in the second Wiener chaos with \(E[F^2] = E[Y^2]\) we establish a non-asymptotic optimal bound on the distance between \(F\) and \(Y\) in terms of the maximum of difference of the first six cumulants. This six moment theorem extends the celebrated optimal fourth moment theorem of I. Nourdin & G. Peccati for normal approximation. The main body of our analysis constitutes a splitting technique for test functions in the Banach space of Lipschitz functions relying on the compactness of the Stein operator. The recent developments around Stein method for Variance–Gamma approximation by R. Gaunt play a significant role in our study. As an application we consider the generalized Rosenblatt process at the extreme critical exponent, first studied by S. Bai & M. Taqqu.
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1 Introduction and results

1.1 Motivation and a summary of related results

The Variance–Gamma (VG) probability distribution on \(\mathbb{R}\) with parameters \(r > 0, \theta \in \mathbb{R}, \sigma > 0\) and \(\mu \in \mathbb{R}\) has probability density function given by

\[
p_{VG}(x; r, \theta, \sigma, \mu) = \frac{1}{\sigma \sqrt{\pi} t^{\frac{r}{2}}} e^{\frac{(x-\mu)^2}{2 \tau}} K_{r-1} \left( \sqrt{\theta^2 + \sigma^2} |x-\mu| \right), \quad x \in \mathbb{R},
\]

where \(K_{\nu}(x)\) is the modified Bessel function of the second kind, see \cite{Gau20b, Appendix A}. We write \(Y \sim VG(r, \theta, \sigma, \mu)\) when random variable \(Y\) is distributed according to the density \(p_{VG}\); for a detailed account and different parametrizations the reader is referred to \cite{Gau13}. When the parameter \(\mu\) satisfies \(\mu = -r\theta\), we write \(VG_c(r, \theta, \sigma)\) to denote the centered VG distribution, i.e., the one with mean zero. The family of VG distributions contains several classical probability distributions as special or limiting
between two random elements $F, \nu > \mathbb{NP09a, NP09b, NPR10, NR14, DP18}$. $F$ or fixed extended to many other target distributions, for example to the (centered) Gamma distribution $F$ distributed according to the centered Gamma distribution on $(\mathbb{p}$ when $\kappa \mathbb{F}$ distance between two random elements $C$ Their result says that there are two constants $\mathbb{C}$ and $\mathbb{max}$ of random elements in a fixed Wiener chaos of order $\mathbb{n} \mathbb{H}$, $\mathbb{F}$ of elements in the fixed Wiener chaos of order $\mathbb{n} \mathbb{H}$). In $\mathbb{NP09b, NP12a}$ Nourdin & Peccati combined Stein method for normal approximation with Malliavin calculus to give a quantitative version of this fourth moment theorem. Their result reads as follows. Let $\mathbb{N} \sim N(0,1)$ be a standard Gaussian random variable, and let $(F_n : n \geq 1) \subseteq \mathbb{H}_p$ be such that $\mathbb{E}[F_n^2] = 1$ for each $n \geq 1$. Then,

$$d_{TV}(F_n, N) \leq \sqrt{\frac{4p - 4}{3p}} \sqrt{\mathbb{E}[F_n^4] - 3},$$

(2)

where we recall that $d_{TV}(F, G) := \sup_{B \in \mathbb{B}(\mathbb{R})} |\mathbb{P}(F \in B) - \mathbb{P}(G \in B)|$ denotes the total variation distance between two random elements $F$ and $G$. It was believed for years that the appearance of the square root in the bound (2) makes it sub-optimal. In fact, it is and we refer to $\mathbb{BBN12}$ for an optimal bound for normal approximation in a ‘smooth’ integral probability metric. Finally, Nourdin & Peccati [NP15] established the optimal bound for the total variation distance. Their technique is based on an elegant iteration of Stein’s method and the integration-by-parts formula (see (18)) from Malliavin calculus, resulting in so-called higher-order iterated Gamma operators (defined in (19)).

Their result says that there are two constants $C_1, C_2 > 0$, independent of $n$, so that for any sequence $(F_n : n \geq 1) \subseteq \mathbb{H}_p$ of random elements in a fixed Wiener chaos of order $p \geq 2$,

$$C_1 \max \left\{ |\kappa_3(F_n)|, |\kappa_4(F_n) - 3| \right\} \leq d_{TV}(F_n, N) \leq C_2 \max \left\{ |\kappa_3(F_n)|, |\kappa_4(F_n) - 3| \right\},$$

(3)

where $\kappa_3(F_n)$ and $\kappa_4(F_n)$ are the third and the fourth cumulant of $F_n$, respectively. In particular, when $p$ is odd and therefore $\kappa_3(F_n) = 0$, the optimal rate $\mathbb{3}$ improves by a power of two the rate in (2).

The Malliavin-Stein approach to probabilistic limit theorem on a fixed Wiener chaos has been extended to many other target distributions, for example to the (centered) Gamma distribution [NP09a, NP09b, NPR10, NLR14, DPT18]. For fixed $\nu > 0$ let $G(\nu)$ stand for a random variable distributed according to the centered Gamma distribution on $\mathbb{R}$ with probability density function

$$p_\nu(x) = 2^{-\frac{3}{4}} \Gamma \left( \frac{\nu}{2} \right)^{-\frac{1}{2}} (x + \nu)^{-\frac{3}{2}} e^{-\frac{x}{\nu}}, \ x \geq -\nu.$$  

In [AEK20], the authors provide an optimal rate analogous to (3) within the second Wiener chaos in terms of the maximum of the third and fourth cumulant. Namely, there are constants $C_1, C_2 > 0$ such that for a sequence $(F_n : n \geq 1)$ of elements $F_n \in \mathbb{H}_2$,

$$C_1 \max \left\{ |\kappa_3(F_n) - \kappa_3(G(\nu))|, |\kappa_4(F_n) - \kappa_4(G(\nu))| \right\} \leq d_{\mathbb{H}_2}(F_n, G(\nu)) \leq C_2 \max \left\{ |\kappa_3(F_n) - \kappa_3(G(\nu))|, |\kappa_4(F_n) - \kappa_4(G(\nu))| \right\},$$

(4)

where, following [DPT18, AMP17], for $k \geq 1$, the so called smooth Wasserstein distance $d_{\mathbb{H}_k}(F, G)$ between two random elements $F$ and $G$ is given by

$$d_{\mathbb{H}_k}(F, G) := \sup_{h \in \mathbb{H}_k} \left| \mathbb{E}[h(F)] - \mathbb{E}[h(G)] \right|.$$
Here, the class $\mathcal{H}_k$ of the test functions is defined as

$$\mathcal{H}_k := \{h \in C^{k-1}(\mathbb{R}) : h^{(k-1)} \in \text{Lip}(\mathbb{R}) \text{ and } \|h^{(1)}\|_{\infty} \leq 1, \ldots, \|h^{(k)}\|_{\infty} \leq 1\},$$

where $C^{k-1}(\mathbb{R})$ is the space of $k-1$ times continuously differentiable functions on $\mathbb{R}$, Lip$(\mathbb{R})$ is the space of Lipschitz functions on $\mathbb{R}$ and $\|h^{(k)}\|_{\infty}$ denotes the smallest Lipschitz constant of $h^{(k-1)}$, the derivative of order $k-1$ of $h$ (where for convenience $h^{(0)} = h$). It is worth pointing out that $\|f^{(k)}\|_{\infty}$ coincides with the uniform norm of the derivative of $f^{(k-1)}$, whenever $f^{(k-1)}$ is differentiable. In particular, for $k = 1$ we obtain the classical Wasserstein distance.

In [ET15] the Malliavin-Stein method for VG approximation has been introduced, we outline the general estimates in Section 2.3. Thanks to recent developments on Stein’s method for the VG distribution by Gaunt [Gau20b], we present the results in a strengthened form using the distance $d_{\mathcal{H}_1}$ (instead of the so-called bounded Wasserstein distance $d_{\mathcal{H}_{w,1}}$ for which the results in [ET15] actually hold; note however that erroneously all bounds in [ET15] are formulated for the $d_{\mathcal{H}_1}$-distance).

In the context of the Malliavin-Stein method this results in the appearance of the higher-order iterated distribution is a second-order differential equation. Unlike for the normal or the Gamma distribution, the bound (5) is very handy and shows that convergence of the first six cumulants already implies convergence of the first six cumulants already implies convergence in distribution towards a VG distribution, its similarity with the bound (2) for normal approximation raises the question whether also in this situation the appearance of the square root makes it sub-optimal. In fact, our main result shows that this is indeed the case; for the proof see Section 3.1.

$$d_{\mathcal{H}_1}(F_n, Y) \leq C \left\{ \sum_{\ell=2}^{6} C_\ell (\kappa_\ell(F_n) - \kappa_\ell(Y)) + |\kappa_3(F_n) - \kappa_3(Y)| \right\},$$

where $C_\ell : \ell = 2, \ldots, 6$ are explicit constants depending only to parameters $r, \theta$, and $\sigma$. The bound (5) and its comparison with (2) and (3) (for normal approximation) or (4) (for Gamma approximation) are the main motivation and the starting point for the present paper.

1.2 Statement of the main result

Although bound (5) is very handy and shows that convergence of the first six cumulants already implies convergence in distribution towards a VG distribution, its similarity with the bound (2) for normal approximation raises the question whether also in this situation the appearance of the square root makes it sub-optimal. In fact, our main result shows that this is indeed the case; for the proof see Section 3.1.

**Theorem 1.1 (Optimal Variance–Gamma approximation).** Let $Y \sim VG_c(r, \theta, \sigma)$ be distributed according to a centered Variance-Gamma distribution with parameters $r > 0$, $\theta \in \mathbb{R}$ and $\sigma > 0$. Let $(F_n : n \geq 1) \subseteq \mathcal{H}_2$ be a sequence of elements from the second Wiener chaos. Define

$$M(F_n) := \max \left\{ |\kappa_\ell(F_n) - \kappa_\ell(Y)| : \ell = 2, 3, 4, 5, 6 \right\}.$$

Then, there are constants $C_1, C_2 > 0$ only depending on $r, \theta$ and $\sigma$ such that

$$C_1 M(F_n) \leq d_{\mathcal{H}_2}(F_n, Y) \leq C_2 M(F_n).$$

We recall an important stability result established by Nourdin & Poly [NP12b] for convergence in distribution of elements in the second Wiener chaos. It states that for a sequence $(F_n : n \geq 1) \subseteq \mathcal{H}_2$ in the second Wiener chaos converging in distribution to a random element $F$, as $n \to \infty$, one necessarily has that $F \in \mathcal{H}_1 \oplus \mathcal{H}_2$, the direct sum of the first and the second Wiener chaoses. In combination with Theorem 1.1 this yields the following result.
Corollary 1.2. Fix $\alpha, \beta > 0$ and let $r \in \mathbb{N}$. Assume that $Y \in \mathcal{H}_2$ belongs to the second Wiener chaos and takes the form

$$Y \xrightarrow{law} \sum_{i=1}^{r} \alpha(N_i^2 - 1) - \sum_{j=1}^{r} \beta(\tilde{N}_j^2 - 1) \sim \text{VG}_c(r, \alpha - \beta, 2\sqrt{\alpha\beta}),$$

where $(N_i, \tilde{N}_i : i \geq 1)$ are independent standard Gaussian random variables. Let $(F_n : n \geq 1) \subseteq \mathcal{H}_2$ be a sequence of elements belonging to the second Wiener chaos. Then, there are constants $C_1, C_2 > 0$ depending only on $\alpha, \beta$ and $r$ such that

$$C_1 \mathcal{M}(F_n) \leq d_{\mathcal{H}_2}(F_n, Y) \leq C_2 \mathcal{M}(F_n).$$

We close this section with a number of comments related to Theorem 1.1.

Remark 1.3. (a) In most practical applications, the rate (7) provides an improvement of (5), for a concrete example see Section 1.3. In addition, when $Y \sim \text{SVG}_c(r, \theta = 0, \sigma)$ has a centered and symmetric VG distribution, the quantity $\mathcal{M}(F_n)$ in (7) can be replaced by

$$\mathcal{M}'(F_n) := \max \{ |\kappa_{\ell}(F_n) - \kappa_{\ell}(Y)| : \ell = 2, 3, 4, 6 \}$$

where in comparison to $\mathcal{M}(F_n)$ the fifth cumulant difference $\kappa_5(F_n) - \kappa_5(Y)$ does not appear. However, the presence of the difference $\kappa_3(F_n) - \kappa_3(Y)$ is inevitable as demonstrated by [AAPS17, Example 2.1].

(b) A significant feature of the optimal rate (7) is that it is non asymptotic and a priori does not assume the law of the chaotic random variables $F_n \in \mathcal{H}_2$ in the second Wiener chaos to be close to that of the Variance–Gamma target distribution $Y$. The same phenomenon has first been observed for the centered Gamma distribution in [AEK20].

(c) For the proof of the upper bound in Theorem 1.1 the starting point is an adaption of the technique developed in [NP15] for normal approximation. However, in order to achieve the optimal upper bound we re-employ a novel operator theory technique introduced in [AEK20] within Stein’s method to split appropriate test functions. This is the topic of Section 3.1.2. Our methodology to obtain the optimal lower bound is based on complex analysis and differs from that in [NP15].

(d) Due to the existence of singularities in the derivative of the solution of the Variance–Gamma Stein equation [Gau20b, Propositions 3.4, 3.5] associated to non smooth test functions (such as indicator functions), an optimal rate for non-smooth probability metrics such as the Kolmogorov or the total variation distance is out of the scope of the techniques developed in the present paper.

(e) Let us briefly comment on a natural thought relating to the generalization of the optimal rate (7) to higher order Wiener chaoses. In fact, at least for the upper bound which is more demanding part, such an extension would come at the cost of understanding two technically rather involved computations. The first would be a tractable relation between the iterated Gamma operators $\Gamma_{alt,2}$ and $\Gamma_2$. For elements of the second Wiener chaos we overcome this difficulty in Proposition 2.1. Second, in higher order chaoses, verifying the crucial variance estimates (42), and (43) turns into estimates involving norms of contraction operators, which were not feasible for us. Furthermore, our method to achieve the optimal lower bound, relying on complex analysis, cannot be used in higher order chaoses, and hence require the development of new ideas.

(f) In [Gau17, Corollary 4.2], Gaunt derived the optimal $1/n$ rate for normal product approximation, which is a particular distribution in the VG class. Although his result allows for a wide class of potential applications (not necessary restricted to Gaussian set-up, i.e., the Wiener chaos), however imposing the normal distribution to the entries of the partial sums considered in [Gau17] leads to a special subclass of the second Wiener chaos. We would like to emphasize at this point...
that this framework is still not broad enough to capture the application we develop in Section 1.3. Furthermore, in Gau17 stronger smoothness assumptions on the test functions defining the probability metric are required.

1.3 Application to the generalized Rosenblatt process at extreme critical exponents

Recently Bai & Taqqu BT17 considered the so called generalized Rosenblatt process \( F_{\gamma_1, \gamma_2} = (F_{\gamma_1, \gamma_2}(t) : t \geq 0) \) which is defined as a double Wiener-Itô stochastic integral

\[
F_{\gamma_1, \gamma_2}(t) = A \int_{\mathbb{R}^2} \left( \int_0^t (s - x_1)^{\gamma_1} (s - x_2)^{\gamma_2} ds \right) B(dx_1)B(dx_2),
\]

where the prime \( t \) indicates exclusion of the diagonal \( \{x_1 = x_2\} \) in the stochastic integral, \( B \) denotes a standard Brownian random measure on \( \mathbb{R}^2 \), and \( A \neq 0 \) is a normalizing constant so that \( E[F_{\gamma_1, \gamma_2}(1)^2] = 1 \). The exponents \( \gamma_1 \) and \( \gamma_2 \) belong to the open triangle \( \Delta \) given by

\[
\Delta := \{ (\gamma_1, \gamma_2) \in \mathbb{R}^2 : \gamma_i \in (-1, -1/2), i = 1, 2, \gamma_1 + \gamma_2 > -3/2 \}
\]

The definition of \( \Delta \) ensures that the integrand belongs to \( L^2(\mathbb{R}^2) \), and hence the process is well-defined. The special case \( F_\gamma(t) := F_{\gamma, \gamma}(t) \), where \( \gamma \in (-3/4, -1/2) \) is the well-known Rosenblatt process Taq75. The self-similarity property of \( F_{\gamma_1, \gamma_2} \) yields that \( F_{\gamma_1, \gamma_2}(t) \overset{\text{law}}{=} t^{\gamma_1 + \gamma_2 + 2} F_{\gamma_1, \gamma_2}(1) \). Hence, hereafter we work only with random variable \( F_{\gamma_1, \gamma_2} := F_{\gamma_1, \gamma_2}(1) \).

In BT17, Bai & Taqqu studied distributional behavior of the random variable \( F_{\gamma_1, \gamma_2} \) at extreme critical exponents, that is, when the exponents \( \gamma_1 \) and \( \gamma_2 \) approach the boundaries of the triangle \( \Delta \), and obtained (among other results) the following remarkable limit theorem (the last assertion in part (b) follows from the results in AAPS17 Section 3.3).

**Theorem 1.4** (BT17, Theorem 2.2 and Theorem 2.4). Consider the sequence of random variables \( (F_{\gamma_1, \gamma_2} : (\gamma_1, \gamma_2) \in \Delta) \).

(a) As \( (\gamma_1, \gamma_2) \to (-1/2, \gamma) \) or \( (\gamma_1, \gamma_2) \to (\gamma, -1/2) \), where \(-1 < \gamma < -1/2\), the following weak convergence takes place:

\[
F_{\gamma_1, \gamma_2} \overset{\text{law}}{\to} Y \overset{\text{law}}{=} N_1 \times N_2 \sim \text{VG}_c(1, 0, 1)
\]

where \( N_1, N_2 \sim N(0, 1) \) are independent standard Gaussian random variables. Moreover, there exists a constant \( C > 0 \) so that, as \( \gamma_1 \to -1/2 \),

\[
d_{H_1}(F_{\gamma_1, \gamma_2}, Y) \leq C \sqrt{-\gamma_1 - \frac{1}{2}}.
\]

(b) Let \( \rho \in (0, 1) \), and consider random variable

\[
Y_{\rho} = \frac{\alpha_{\rho}}{\sqrt{2}}(N_1^2 - 1) - \frac{\beta_{\rho}}{\sqrt{2}}(N_2^2 - 1) \sim \text{VG}_c(1, \frac{\alpha_{\rho} - \beta_{\rho}}{\sqrt{2}}, \sqrt{2\alpha_{\rho}\beta_{\rho}}),
\]

where \( N_1, N_2 \sim N(0, 1) \) are independent standard Gaussian random variables. Put

\[
\alpha_{\rho} := \frac{(2\sqrt{\rho})^{-1} + (\rho + 1)^{-1}}{\sqrt{2(\rho)^{-1} + 2(\rho + 1)^{-2}}}, \quad \beta_{\rho} := \frac{(2\sqrt{\rho})^{-1} - (\rho + 1)^{-1}}{\sqrt{2(\rho)^{-1} + 2(\rho + 1)^{-2}}}.
\]
Assume \( \gamma_1 \geq \gamma_2 \), and that \( \gamma_2 = \frac{\gamma_1 + 1/2}{2} - 1/2 \). Then, as \( \gamma_1 \to -1/2 \) (and hence, \( \gamma_2 \to -1/2 \) too), the following weak convergence takes place:

\[
F_{\gamma_1, \gamma_2} \xrightarrow{\text{law}} Y_p. 
\]

Moreover, the exists a constant \( C > 0 \) so that, as \( \gamma_1 \to -1/2 \),

\[
d_{H_1}(F_{\gamma_1, \gamma_2}, Y_p) \leq C \sqrt{-\gamma_1 - \frac{1}{2}}. \tag{11}
\]

Since by definition all the random variables \( F_{\gamma_1, \gamma_2} \) are elements of the second Wiener chaos \( \mathcal{H}_2 \), we can apply our main Theorem 1.1 in order to deduce the following improved and in fact optimal rate of convergence in the Bai-Taqqu limit theorem for the \( d_{H_2} \)-distance; see Section 3.2 for the proof.

**Theorem 1.5.** Let all the assumption of Theorem 1.4 prevail. In both cases of Theorem 1.4 and with the corresponding target random variable \( Y \), as \( \gamma_1 \to -1/2 \), there exist two constants \( C_1, C_2 > 0 \) such that

\[
C_1 \left| -\gamma_1 - \frac{1}{2} \right| \leq d_{H_2}(F_{\gamma_1, \gamma_2}, Y) \leq C_2 \left| -\gamma_1 - \frac{1}{2} \right|. 
\]

**Remark 1.6.** (a) The rate \( \sqrt{-\gamma_1 - 1/2} \) at item (a) in Theorem 1.4 is first obtained in [BT17], and recently in [Gau20b] in the stronger probability metric \( d_{H_1} \). On the other hand, the same rate \( \sqrt{-\gamma_1 - 1/2} \) appearing at item (b) was obtained first in [AAP17] for the 2-Wasserstein distance (see [AAP17] Definition 1.1) by using a purely discrete Hilbert space approach, whereas Gaunt recently in [Gau20b] established the same rate for the distance \( d_{H_1} \) using Stein’s method for VG approximation. Gaunt’s approach has the following advantages. First, his approach is general, meaning that it provides estimate for a general random variable \( F \) satisfying only a minimal set of assumptions, while the approach in [AAP17] can be applied only to elements living in the second Wiener chaos. Second, it provides accesses to explicit constants, see Theorem 2.6.

(b) Gaunt in [Gau20b] Proposition 3.6 relates the distance \( d_{H_1} \) to the classical Kolmogorov distance \( d_{\text{Kol}}(F,G) := \sup_{x \in \mathbb{R}} |\mathbb{P}(F \leq x) - \mathbb{P}(G \leq x)| \) between two random variables \( F \) and \( G \). Applying his result, in the setting of Theorem 1.4 we infer that, as \( \gamma_1 \to -1/2 \),

\[
d_{\text{Kol}}(F_{\gamma_1, \gamma_2}, Y) \leq C \left| -\gamma_1 - \frac{1}{2} \right|^{1/4} \log \left| \frac{1}{-\gamma_1 - \frac{1}{2}} \right|, \tag{12}
\]

for some constant \( C > 0 \) depending on the parameters of the target distribution, see [Gau20b, p. 18] and [AAP17] Theorem 3]. We strongly believe that this bound is suboptimal, but as explained in Remark 1.6(d) an improvement by out techniques seems currently out of reach.

## 2 Background material

### 2.1 Elements of Malliavin calculus on Wiener space

In this section, we provide a brief introduction to Malliavin calculus and define some of the operators used in this framework. For more details, we refer the reader to the textbooks [NP12a, Nua06, NN18].

#### 2.1.1 Isonormal Gaussian processes and Wiener chaos

Let \( \mathfrak{H} \) be a real separable Hilbert space with inner product \( \langle \cdot, \cdot \rangle_{\mathfrak{H}} \), and \( X = \{X(h) : h \in \mathfrak{H}\} \) be an isonormal Gaussian process, defined on some probability space \((\Omega, \mathcal{F}, P)\). This means that \( X \) is a family of centered, jointly Gaussian random variables satisfying \( \mathbb{E}[X(g)X(h)] = \langle g, h \rangle_{\mathfrak{H}} \). We
assume that $\mathcal{F}$ is the $\sigma$-algebra generated by $X$. For an integer $q \geq 1$, we write $\mathcal{F}^{\otimes q}$ or $\mathcal{F}^{\circ q}$ to denote the $q$-th tensor product or the $q$-th symmetric tensor product of $\mathcal{F}$, respectively. If $H_q(x) = (-1)^q e^{x^2/2} \frac{d^q}{dx^q} e^{-x^2/2}$ is the $q$-th Hermite polynomial, then the closed linear subspace of $L^2(\Omega)$ generated by the family $\{H_q(X(h)) : h \in \mathcal{F}, \|h\|_H = 1\}$ is called the $q$-th Wiener chaos of $X$ and will be denoted by $\mathcal{H}_q$. For $f \in \mathcal{F}^{\otimes q}$, let $I_q(f)$ be the $q$-th multiple Wiener-Itô integral of $f$. An important observation is that for any $f \in \mathcal{F}$ with $\|f\|_H = 1$ we have that $H_q(X(f)) = I_q(f^{\otimes q})$. As a consequence, $I_q$ provides an isometry between $\mathcal{F}^{\otimes q}$ and the $q$-th Wiener chaos $\mathcal{H}_q$ of $X$. It is a well-known fact, called the Wiener-Itô chaotic decomposition, that any element $F \in L^2(\Omega)$ admits the expansion

$$F = \sum_{q=0}^{\infty} I_q(f_q),$$

where $f_0 = \mathbb{E}[F]$ and the $f_q \in \mathcal{F}^{\otimes q}$, $q \geq 1$ are uniquely determined.

Let $(e_k, k \geq 1)$ be a complete orthonormal system in $\mathcal{F}$. Given $f \in \mathcal{F}^{\otimes p}$ and $g \in \mathcal{F}^{\circ q}$, for every $r = 0, \ldots, p \wedge q$ where $p \wedge q$ denotes the minimum of $p$ and $q$, the contraction of $f$ and $g$ of order $r$ is the element of $\mathcal{F}^{\otimes (p+q-2r)}$ given by

$$f \otimes_r g = \sum_{i_1, \ldots, i_r = 1}^{\infty} \langle f, e_{i_1} \otimes \ldots \otimes e_{i_r} \rangle \mathcal{F}^{\otimes r} \otimes \langle g, e_{i_1} \otimes \ldots \otimes e_{i_r} \rangle \mathcal{F}^{\circ r}. \tag{14}$$

Notice that the definition of $f \otimes_r g$ does not depend on the particular choice of $(e_k, k \geq 1)$. Also note that $f \otimes_r g$ is not necessarily symmetric, its symmetrization will be denoted by $\tilde{f} \otimes_r g \in \mathcal{F}^{\otimes (p+q-2r)}$. Moreover, $f \otimes_0 g = f \otimes g$ equals the tensor product of $f$ and $g$ while, for $r = p$, $f \otimes_r g = \langle f, g \rangle \mathcal{F}^{\otimes p}$. Contractions appear naturally in the product formula for multiple Wiener-Itô integrals. Namely, if $f \in \mathcal{F}^{\otimes p}$ and $g \in \mathcal{F}^{\circ q}$, then

$$I_p(f) I_q(g) = \sum_{r=0}^{p \wedge q} \binom{p}{r} \binom{q}{r} I_{p+q-2r}(f \otimes_r g). \tag{15}$$

Another important result is the following isometry property of multiple integrals. Let $f \in \mathcal{F}^{\otimes p}$ and $g \in \mathcal{F}^{\circ q}$, where $1 \leq q \leq p$. Then

$$\mathbb{E}[I_p(f) I_q(g)] = \begin{cases} p! \langle f, g \rangle \mathcal{F}^{\otimes p} & \text{if } p = q \\ 0 & \text{otherwise.} \end{cases} \tag{16}$$

### 2.1.2 Malliavin operators

We denote by $\mathcal{S}$ the set of smooth random variables, that is, random variables of the form $F = g(X(\varphi_1), \ldots, X(\varphi_n))$, where $n \geq 1$, $\varphi_1, \ldots, \varphi_n \in \mathcal{F}$ and $g : \mathbb{R}^n \to \mathbb{R}$ is a $C^\infty$-function, whose partial derivatives have at most polynomial growth. For such random variables, we define the Malliavin derivative of $F$ with respect to $X$ as the $\mathcal{F}$-valued random element $DF \in L^2(\Omega, \mathcal{F})$ given by

$$DF = \sum_{i=1}^{\infty} \frac{\partial g}{\partial x_i} (X(\varphi_1), \ldots, X(\varphi_n)) \varphi_i.$$
with bounded partial derivatives and $F = (F_1, \ldots, F_m)$ is a vector of elements of $D^{1,q}$ for some $q$, then $\phi(F) \in D^{1,q}$ and

$$D\phi(F) = \sum_{i=1}^m \frac{\partial \phi}{\partial x_i}(F) DF_i.$$  

We remark that the conditions on $\phi$ are not optimal and can be weakened.

For $F \in L^2(\Omega)$, with chaotic expansion as in [13], we define the pseudo-inverse of the infinitesimal generator of the Ornstein-Uhlenbeck semigroup as

$$L^{-1}F = -\sum_{p=1}^\infty \frac{1}{p} I_p(f_p).$$

The following integration-by-parts formula is one of the main ingredients in Section 3.1 for proving the upper bound in the main theorem [14]. It says that for random elements $F, G \in D^{1,2}$,

$$E[FG] = E[F]E[G] + E[\langle DG, -DL^{-1}F \rangle_B].$$  

(18)

2.1.3 Gamma operators and cumulants

Let $F$ be a random variable with characteristic function $\phi_F(t) = E[e^{itF}]$, where $i$ stands for the imaginary unit. Its $j$-th cumulant, $j \in \mathbb{N}$, denoted by $\kappa_j(F)$, is defined as

$$\kappa_j(F) = \frac{1}{i^j} \frac{\partial^j}{\partial t^j} \log \phi_F(t) \bigg|_{t=0}.$$  

Now, let $F$ be a random variable with a finite chaos expansion as at (13). We define the Gamma operators $\Gamma_j$, $j \in \mathbb{N}_0$ recursively via

$$\Gamma_0(F) := F \quad \text{and} \quad \Gamma_{j+1}(F) := \langle DF, -DL^{-1}\Gamma_j(F) \rangle_B, \quad \text{for } j \geq 0.$$  

(19)

We also introduce the centered versions of the Gamma operators by

$$\Gamma_{j}(F) := \Gamma_{j}(F) - E[\Gamma_{j}(F)].$$

The alternative Gamma operators are related to the cumulants of $F$ by the following identity from [NP10]. For all $j \geq 0$, one has that $E[\Gamma_{alt,j}(F)] = \frac{1}{j!} \kappa_j(F)$.

Clearly, $\Gamma_j(F) = \Gamma_{alt,j}(F)$, for $j = 0$, and $j = 1$, while for $j \geq 2$ this is no more the case. However, on the second Wiener chaos the identity is preserved as the following result shows, which will frequently be used throughout this text.

Proposition 2.1. [AEK20, Proposition 2.1] Let $F = I_2(f) \in \mathcal{H}_2$ for some $f \in S_{\infty}^{\Omega}$ be an element of the second Wiener chaos. Then,

$$\Gamma_j(F) = \Gamma_{alt,j}(F) \quad \text{for all } j \geq 0.$$
2.1.4 Useful facts on random elements in the second Wiener chaos

Let $F = I_2(f)$ for some $f \in \mathcal{H}^2$ be a generic element in the second Wiener chaos. It is a classical result (see Section 2.7.4) that random variables of this type can be analyzed by means of the associated Hilbert-Schmidt operator $A_f : \mathcal{H} \to \mathcal{H}$ that maps $g \in \mathcal{H}$ onto $f \otimes_1 g \in \mathcal{H}$. Denote by $\{c_{f,i} : i \in \mathbb{N}\}$ the set of eigenvalues of $A_f$. We also introduce the following sequence of auxiliary kernels $(f \otimes_1^{(p)} f : p \geq 1) \subset \mathcal{H}^2$, defined recursively as $f \otimes_1^{(1)} f = f$, and, for $p \geq 2$ by $f \otimes_1^{(p)} f = (f \otimes_1^{(p-1)} f) \otimes_1 f$.

**Proposition 2.2.** (see e.g. [NP12a, p. 43]) Let $F = I_2(f)$ with $f \in \mathcal{H}^2$ be an element from the second Wiener chaos.

(a) The random variable $F$ admits the representation

$$F = \sum_{i=1}^{\infty} c_{f,i} \left( N_i^2 - 1 \right), \quad (21)$$

where the $(N_i : i \geq 1)$ are independent standard Gaussian random variables. The random series converges in $L^2(\Omega)$ and almost surely.

(b) For every $p \geq 2$, the $p$-th cumulant $\kappa_p(F)$ of $F$ is given by

$$\kappa_p(F) = 2^{p-1}(p-1)! \sum_{i=1}^{\infty} c_{f,i}^p$$

$$= 2^{p-1}(p-1)! \left( \langle f \otimes_1^{(p)} f \rangle_H \right)$$

$$= 2^{p-1}(p-1)! \text{Tr} \left( A_f^p \right), \quad (22)$$

where $\text{Tr}(A_f^p)$ stands for the trace of the $p$-th power of operator $A_f$.

2.2 Variance–Gamma distributions: basic properties and Stein estimates

Recall that a random variable $Y$ is said to have a Variance–Gamma (VG) probability distribution with parameters $r > 0, \theta \in \mathbb{R}, \sigma > 0, \mu \in \mathbb{R}$ if and only if its probability density function $p_{VG}(x; r, \theta, \sigma, \mu)$ is given by [1]. We write $Y \sim VG(r, \theta, \sigma, \mu)$ in this situation. In the limiting case $\sigma \to 0$ the support becomes the open interval $(\mu, \infty)$ if $\theta > 0$, and is $(-\infty, \mu)$ if $\theta < 0$. Also, it is known that for $Y \sim VG(r, \theta, \sigma, \mu)$ one has

$$\mathbb{E}(X) = \mu + r\theta, \quad \text{and} \quad \text{Var}(X) = r(\sigma^2 + 2\theta^2), \quad (23)$$

see for example relation (2.3) in [Gau14]. In this paper, we are interested in centered target distributions, so without loss of generality we set $\mu = -r\theta$, and write $VG_c(r, \theta, \sigma)$ for $VG(r, \theta, \sigma, -r\theta)$ to denote the centered Variance–Gamma distribution with parameters $r > 0, \theta \in \mathbb{R}$ and $\sigma > 0$. In particular, when $\theta = 0$, the random variable $Y \sim VG_c(r, 0, \sigma)$ has the symmetric centered Variance–Gamma distribution $SVG_c(r, \sigma)$. It is known that $Y \sim VG_c(r, \theta, \sigma)$ if and only if

$$Y \overset{\text{law}}{=} \theta(G - r) + \sigma \sqrt{G} N \quad (24)$$

where $N \sim N(0, 1)$ is standard Gaussian and $G \sim \Gamma(r/2, 1/2)$ is Gamma distributed with parameters $r/2$ and $1/2$, and $N$ and $G$ are independent, see [Gau13, Proposition 3.6]. Moreover, the following formulas from [ET15, Lemma 3.6] for the first sixth cumulants of $Y \sim VG_c(r, \theta, \sigma)$ will be used in the
where

Proposition 2.3. Let $Y \sim VG_c(r, \theta, \sigma)$. Assume further that $Y$ belongs to the second Wiener chaos. Then, $r \in \mathbb{N}$ is an integer, and there exist $\alpha, \beta > 0$ with $2(\alpha^2 + \beta^2) = \sigma^2 + 2\theta^2$ such that

$$Y \overset{law}{=} \sum_{i=1}^{r} \alpha(N_i^2 - 1) - \sum_{j=1}^{r} \beta(\tilde{N}_j^2 - 1)$$

(26)

where $(N_i, \tilde{N}_i : i \geq 1)$ are independent standard Gaussian random variables. In particular, $\theta = \alpha - \beta$, and $\sigma = 2\sqrt{\alpha\beta}$.

Proof. Let $\phi_Y(t) := \mathbb{E}[e^{itY}]$ be the characteristic function of $Y$. Then, by using a conditioning argument, we obtain

$$(\phi_Y(t))^{-2} = e^{2it\theta r} (1 - i2\theta t + \sigma^2 t^2)^r$$

(27)

see [MCC98] Equation (7). On the other hand, there exist $\alpha, \beta > 0$ with $\alpha - \beta = \theta$, and $\sigma^2 = 4\alpha\beta$ so that we can write $1 - i2\theta t + \sigma^2 t^2 = (1 - 2i\alpha t)(1 + 2i\beta t)$. Next, using the assumption that $Y$ is an element in the second Wiener chaos, the characteristic function of $Y$ can be also expressed as

$$(\phi_Y(t))^{-2} = \prod_{k \geq 1} e^{2i\alpha_k t} (1 - 2i\alpha_k t)$$

(28)

where the spectral coefficients ($\alpha_k : k \in \mathbb{N}$) satisfy $\sum_{k \geq 1} \alpha_k^2 < \infty$. Now, by comparison (27) and (28), and a root argument, one can infer that $\alpha_k = \alpha$ or $-\beta$ for all $k \geq 1$. Hence, the claim follows from a standard comparison between characteristic functions. \hfill \square

Next, we turn to Stein’s method for VG approximation. Following [Gau13, ET15], a Stein equation for the centered Variance–Gamma distribution $VG_c(r, \theta, \sigma)$ associated with a test function $h : \mathbb{R} \to \mathbb{R}$ is given by the following second order ordinary differential equation:

$$\sigma^2(x + r\theta)f''(x) + (\sigma^2 r + 2\theta(x + r\theta))f'(x) - xf(x) = h(x) - VG_c(r, \theta, \sigma)(h),$$

(29)

where $VG_c(r, \theta, \sigma)(h) = \mathbb{E}[h(Y)]$ and $Y \sim VG_c(r, \theta, \sigma)$. Moreover, we assume that $\mathbb{E}[h(Y)] < +\infty$. In [Gau14] it was shown that a solution to (29) is given by

$$f_h(x) = \frac{e^{-\beta x} K_\nu(\alpha|x|)}{\sigma^2|x|^\nu} \int_{0}^{\infty} e^{\beta y|y|^\nu} I_\nu(\alpha|y|) \tilde{h}(y) dy - \frac{e^{-\beta x} I_\nu(\alpha|x|)}{\sigma^2|x|^\nu} \int_{\infty}^{\infty} e^{\beta y|y|^\nu} K_\nu(\alpha|y|) \tilde{h}(y) dy$$

$$- \frac{e^{-\beta x} K_\nu(\alpha|x|)}{\sigma^2|x|^\nu} \int_{0}^{\infty} e^{\beta y|y|^\nu} I_\nu(\alpha|y|) \tilde{h}(y) dy + \frac{e^{-\beta x} I_\nu(\alpha|x|)}{\sigma^2|x|^\nu} \int_{-\infty}^{\infty} e^{\beta y|y|^\nu} K_\nu(\alpha|y|) \tilde{h}(y) dy,$$

(30)
where $\tilde{h} = h - VG_c(r, \theta, \sigma)(h)$, $\nu = \frac{1}{\gamma}$, $\alpha = \frac{\sqrt{\alpha^2 + \beta^2}}{\alpha}$, $\beta = \frac{\theta}{\gamma}$, and $I_\nu$ represents the modified Bessel function of the first kind. Also, if $h$ is bounded, then $f_h(x)$ and the derivative $f'_h(x)$ are bounded for all $x \in \mathbb{R}$, and $[30]$ is the unique bounded solution when $r \geq 1$, and the unique solution with bounded first derivative if $r > 0$. The next proposition plays a significant role in Section [5.1.2] and gathers the essential ingredients for our purposes on the regularity of the solution of the VG Stein equation [29].

**Proposition 2.4** ([Gau20b]). Let $f_h$ denote the solution [30] of the Variance–Gamma Stein equation [29] associated with the test function $h$.

(a) Assume that $h : \mathbb{R} \to \mathbb{R}$ is Lipschitz. Then

$$\|f_h\|_{\infty} \leq D_0(r, \theta, \sigma)\|h'\|_{\infty},$$

where the constants $D_i(r, \theta, \sigma) > 0$, $i \in \{0, 1, 2\}$, only depend on $r$, $\theta$ and $\sigma$, and are explicitly given in Equations (3.15)-(3.18) in [Gau20b].

(b) Assume furthermore that the function $h : \mathbb{R} \to \mathbb{R}$ is such that its first derivative $h'$ is bounded and Lipschitz. Then,

$$\|f_h^{(3)}\|_{\infty} \leq D_3(r, \theta, \sigma)\{\|h'\|_{\infty} + \|h''\|_{\infty}\},$$

where the constant $D_3(r, \theta, \sigma) > 0$ only depends on $r$, $\theta$ and $\sigma$, and is explicitly given in [Gau20b, Corollary 3.2].

In the proof of Proposition [5.4] below we need the following technical result.

**Proposition 2.5.** The solution $f_h$ given by [30] of the Variance–Gamma Stein equation [29] associated with a bounded test function $h$ satisfies the following properties.

(a) There exists a function $U : \mathbb{R} \to \mathbb{R}$ with $|U(x)| \to 0$, as $|x| \to \infty$, so that $|f_h(x)| \leq \|h\|_{\infty}U(x)$.

(b) There exists a function $V : \mathbb{R} \to \mathbb{R}$ with $|V(x)| \to 0$, as $|x| \to \infty$, so that $|f_h'(x)| \leq \|h\|_{\infty}V(x)$.

**Proof.** Both statements are direct consequences of the estimates (3.12), (3.13) given in [Gau20b, Theorem 3.1].

### 2.3 Malliavin–Stein method for Variance–Gamma approximation

In this section we recall some elements related to the Malliavin-Stein method for Variance–Gamma approximation originally developed in [ET13] and later refined in [Gau20b]. We start with the following useful observation that relates the variance of a linear combination of the iterated Gamma operators introduced via relation [19] to that of a linear combination of cumulants.

**Lemma 2.6.** Assume that $F = I_2(f) \in \mathcal{H}_2$ is an element belonging to the second Wiener chaos. Then, for $\ell \geq 1$ one has that

$$\text{Var} \left( \Gamma_{\ell+1}(F) - 2\theta \Gamma_\ell(F) - \sigma^2 \Gamma_{\ell-1}(F) \right) = \frac{\kappa_{2\ell+4}(F)}{(2\ell+3)!} - \frac{4\theta^2\kappa_{2\ell+3}(F)}{(2\ell+2)!} + \frac{(4\theta^2 - 2\sigma^2)\kappa_{2\ell+2}(F)}{(2\ell+1)!} + \frac{4\theta\sigma^2\kappa_{2\ell+1}(F)}{(2\ell)!} + \sigma^4\frac{\kappa_{2\ell}(F)}{(2\ell-1)!}. \quad (31)$$

In particular, when $\ell = 1$,

$$\text{Var} \left( \Gamma_2(F) - 2\theta \Gamma_1(F) - \sigma^2 F \right) = \frac{\kappa_6(F)}{5!} - \frac{4\theta^2\kappa_5(F)}{4!} + \frac{(4\theta^2 - 2\sigma^2)\kappa_4(F)}{3!} + \frac{4\theta\sigma^2\kappa_3(F)}{2!} + \sigma^4\kappa_2(F). \quad (32)$$
Furthermore, when \( F \overset{law}{=} Y \sim VG_c(r, \theta, \sigma) \) has a centered Variance–Gamma distribution, then
\[
\frac{\kappa_6(Y)}{5!} - 4\theta^2 \kappa_5(Y) + \left(4\theta^2 - 2\sigma^2\right) \frac{\kappa_4(Y)}{3!} + 4\theta\sigma^2 \frac{\kappa_3(Y)}{2!} + \sigma^4 \kappa_2(Y) = 0. \tag{33}
\]

**Proof.** To prove part (a) we use relation \( \text{APP}15 \) Equation (24), saying that
\[
\Gamma_{\ell}(F) = \Gamma_{\ell}(F) - \mathbb{E}[\Gamma_{\ell}(F)] = 2^{\ell} I_2(f \otimes^{(\ell+1)} f), \tag{34}
\]
and the isometry property \( \text{[10]} \). This allows us to conclude that
\[
\begin{align*}
\text{Var} \left( \Gamma_{\ell+1}(F) - 2\theta \Gamma_{\ell}(F) - \sigma^2 \Gamma_{\ell-1}(F) \right) \\
= 2 \left\| 2^{\ell+1} f \otimes^{(\ell+2)} f - 2^{\ell+1} \theta f \otimes^{(\ell+1)} f - 2^{\ell-1} \sigma^2 f \otimes^{(\ell)} f \right\|_2^2 \\
= 2^{2\ell+3} \langle f, f \otimes^{(2\ell+3)} f \rangle - 4\theta^2 2^{2\ell+2} \langle f, f \otimes^{(2\ell+2)} f \rangle + (4\theta^2 - 2\sigma^2) 2^{2\ell+1} \langle f, f \otimes^{(2\ell+1)} f \rangle + 4\theta^2 2^{2\ell} \langle f, f \otimes^{(2\ell)} f \rangle + \sigma^4 2^{2\ell-1} \langle f, f \otimes^{(2\ell-1)} f \rangle.
\end{align*}
\]
Now, the result follows by using item (b) in Proposition 2.2. Finally, the identity \( \text{[33]} \) follows by a direct computation via the cumulant relations \( \text{[26]} \).

Next, we rephrase, in a slightly different form, the result obtained in \( \text{ET}15 \) Theorem 4.1, which is the starting point for our analysis. We accentuate the recent development on Stein’s method for VG approximation in \( \text{Gau}20b \) that permits us to state the result in the stronger \( d_{\mathcal{H}_1} \)-distance instead of the so-called bounded Wasserstein distance \( d_{\mathcal{H}_{1,1}} \) and with fully explicit constants.

**Theorem 2.7 (ET15, Gau20b).** Let \( Y \sim VG_c(r, \theta, \sigma) \) be a centered Variance–Gamma random variable with parameters \( r > 0, \theta \in \mathbb{R}, \) and \( \sigma > 0 \).

(a) Let \( F \) be a centered random variable admitting a finite chaos expansion with \( \mathbb{E}[F^2] = \mathbb{E}[Y^2] \). Then
\[
d_{\mathcal{H}_1}(F, Y) \leq C_1 \sqrt{\text{Var} \left( \Gamma_{\ell,2}(F) - 2\theta \Gamma_{\ell,1}(F) - \sigma^2 F \right) + C_2 \left| \kappa_3(F) - \kappa_3(Y) \right|}, \tag{35}
\]
where
\[
C_1 = \frac{1}{\sigma^2} \left\{ \frac{2}{r + 2} A_{r+1, \theta, \sigma} \right\} \left\{ 1 + \left( 2 + \frac{\theta^2}{\sigma^2} B_{r, \theta, \sigma} \right) \right\}, \quad C_2 = \frac{1}{2} C_1, \tag{36}
\]
\[
B_{r, \theta, \sigma} = 6 + \frac{2\sqrt{2}}{\sqrt{r}} + 2\sqrt{2\pi (r + 1)} \frac{\left| \frac{\theta}{\sigma} \right|}{r} \left( 1 + \frac{\theta^2}{\sigma^2} \right)^{\frac{r-1}{2}} + 2(\sqrt{2\pi} + \sqrt{r}) A_{r, \theta, \sigma}, \tag{37}
\]
\[
A_{r, \theta, \sigma} = \left\{ \frac{2\sqrt{\pi}}{\sqrt{r-1}} \left( 1 + \frac{\theta^2}{\sigma^2} \right)^{\frac{r}{2}} \right\}, \quad \text{if } r \geq 2,
\]
\[
A_{r, \theta, \sigma} = \left\{ \frac{2\sqrt{\pi}}{\sqrt{r-1}} \left( 1 + \frac{\theta^2}{\sigma^2} \right)^{\frac{r}{2}} \right\}, \quad \text{if } r \in (0, 2). \tag{38}
\]

(b) Suppose that \( F = I_2(f) \in \mathcal{H}_2 \) belongs to the second Wiener chaos and satisfies \( \mathbb{E}[F^2] = \mathbb{E}[Y^2] \).

Then
\[
d_{\mathcal{H}_1}(F, Y) \leq C_1 \left\{ \frac{1}{\sqrt{5!}} \sqrt{|\kappa_6(F) - \kappa_6(Y)|} + 2 \frac{\theta^2}{4!} \sqrt{|\kappa_4(F) - \kappa_4(Y)|} \right\} + \sqrt{\frac{16\theta^2 - 2\sigma^2}{3!}} \sqrt{|\kappa_4(F) - \kappa_4(Y)|} + \sigma \sqrt{2|\theta|} \sqrt{|\kappa_3(F) - \kappa_3(Y)|} \right\} \tag{39}
\]
\[
+ \frac{C_1}{2} \left| \kappa_3(F) - \kappa_3(Y) \right|,
\]
where the constant $C_1$ is the same as in (a). The bound \ref{eq:by-parts-bound} can further be simplified to
\[ d_{H_1}(F, Y) \leq C \sqrt{M(F)} \] \hfill (40)
where $C = C_1 \max \left\{ \frac{1}{2}, \frac{2.2}{47}, \frac{1.6+2.2^2}{31}, \sigma \sqrt{2} / \sqrt{3} \right\}$ and, where we recall that the quantity $M(F)$ is given by \ref{eq:Malliavin}.\hfill \qed

\textbf{Proof.} The general estimate \ref{eq:by-parts-bound} can be achieved via the Stein equation \ref{eq:stein-equation}, the Malliavin integration-by-parts formula \ref{eq:ip}, along with the universal Stein bounds at item (a) in Proposition \ref{prop:stein-bound}. The reader is referred to [AAPS17, Theorem 4.1] for details. The estimate \ref{eq:by-parts-bound} is a direct consequence of Proposition \ref{prop:stein-bound} and Lemma \ref{lem:stein-bound}.

\textbf{Remark 2.8.} (a) The assumption in part (a) of Theorem \ref{thm:main} that $F$ admits a finite chaotic expansion can be relaxed. However, this direction is not the focus of the present paper.
(b) Imposing the assumption that $E[F^2] = E[Y^2]$ in Theorem \ref{thm:main} is no restriction of generality. In fact, if it is not satisfied, one can work with the bound \ref{eq:by-parts-bound} reveals that one can rewrite \ref{eq:stein-bound} as
\[ d_{H_1}(F, Y) \leq C \sqrt{M'(F)} \] \hfill (41)
where the quantity $M'(F)$ is given in Remark \ref{rem:stein-bound} item (a). Again, the presence of the third cumulant difference $|\kappa_3(F) - \kappa_3(Y)|$ is inevitable, see [AAPS17, Example 2.1].

\section{Proofs}

\subsection{Proof of Theorem 1.1}

\subsection*{3.1 Variance estimates}

The next two propositions provide the auxiliary estimates towards the optimal upper bound in terms of the variance of the iterated Gamma operators of Malliavin calculus.

\textbf{Proposition 3.1.} Let $Y \sim VG_c(\ell, \theta, \sigma)$ and let $F = I_2(f) \in H_2$ be a random variable belonging to the second Wiener chaos such that $E[F^2] = E[Y^2] = r(\sigma^2 + 2\theta^2)$. Put $C = C(r, \theta, \sigma) = 2r(\sigma^2 + 2\theta^2)$. Then, for $\ell \geq 1$,
\[ \text{Var}(r \Gamma_{\ell+2}(F) - 2\theta \Gamma_{\ell+1}(F) - \sigma^2 \Gamma_{\ell}(F)) \leq C(r, \theta, \sigma) \text{Var}(r \Gamma_{\ell+1}(F) - 2\theta \Gamma_{\ell}(F) - \sigma^2 \Gamma_{\ell-1}(F)) \leq C(r, \theta, \sigma) \ell \text{Var}(r \Gamma_{\ell+1}(F) - 2\theta \Gamma_{\ell}(F) - \sigma^2 F) . \] \hfill (42)

\textbf{Proof.} Using the representation \ref{eq:stein-representation} and the isometry \ref{eq:stein-isometry}, we get
\[ \text{Var}(r \Gamma_{\ell+2}(F) - 2\theta \Gamma_{\ell+1}(F) - \sigma^2 \Gamma_{\ell}(F)) = 2 \left\| 2^{\ell+2} f \otimes (\ell+3) f - 2^{\ell+2} \theta f \otimes \ell+2 f - \sigma^2 f \otimes (\ell+1) f \right\|_H^2 \]
\[ = 2 \left\| 2 f \otimes 1 \left( 2^{\ell+1} f \otimes (\ell+2) f - 2^{\ell+1} \theta f \otimes (\ell+1) f - 2^{\ell+1} \sigma^2 f \otimes (\ell+1) f \right) \right\|_H^2 \]
\[ \leq 2 \left\| 2 f \right\|^2 \left\| 2^{\ell+2} f \otimes (\ell+2) f - 2^{\ell+1} \theta f \otimes (\ell+1) f - 2^{\ell+1} \sigma^2 f \otimes (\ell+1) f \right\|_H^2 , \]
where to obtain the last inequality we used the classical estimate (4.4) in [BBNP12] Lemma 4.2. Now, the result follows by noticing that $\mathbb{E}[Z^2] = 2\|\theta\|^2_0 = \mathbb{E}[Y^2] = r(\sigma^2 + 2\theta^2)$. \hfill \qed

**Remark 3.2.** Assume $F \overset{law}{=} Y \sim VG_\epsilon(r, \theta, \sigma)$ has a centered Variance–Gamma distribution belonging to the second Wiener chaos. Then Proposition 4.1 together with the relation (33) immediately yield the following fact of independent interest that for every $\ell \geq 1$ the linear combination of cumulants appearing on the right-hand side of (34) always vanishes.

The next proposition encodes the splitting procedure of a given test function in the Banach space of Lipschitz functions. In particular, inequality (43) is the key estimate for our approach.

**Proposition 3.3.** Let $Y \sim VG_\epsilon(r, \theta, \sigma)$. Let $F = I_2(f) \in \mathcal{H}_2$ be a random variable belonging to the second Wiener chaos such that $\mathbb{E}[F^2] = \mathbb{E}[Y^2] = r(\sigma^2 + 2\theta^2)$. Then, for $\ell \geq 1$,

$$
\text{Var} \left( \Gamma_{2\ell+3}(F) - 2\theta \Gamma_{2\ell+2}(F) - \sigma^2 \Gamma_{2\ell+1}(F) \right)
- 2\theta \left( \Gamma_{2\ell+2}(F) - 2\theta \Gamma_{2\ell+1}(F) - \sigma^2 \Gamma_{2\ell}(F) \right)
- \sigma^2 \left( \Gamma_{2\ell+1}(F) - 2\theta \Gamma_{2\ell}(F) - \sigma^2 \Gamma_{2\ell-1}(F) \right)
\leq 2 \text{Var}^2 \left( \Gamma_{\ell+1}(F) - 2\theta \Gamma_{\ell}(F) - \sigma^2 \Gamma_{\ell-1}(F) \right).
$$

In particular for $\ell = 1$ one has that

$$
\text{Var} \left( \Gamma_5(F) - 2\theta \Gamma_4(F) - \sigma^2 \Gamma_3(F) \right)
- 2\theta \left( \Gamma_4(F) - 2\theta \Gamma_3(F) - \sigma^2 \Gamma_2(F) \right)
- \sigma^2 \left( \Gamma_3(F) - 2\theta \Gamma_2(F) - \sigma^2 \Gamma_1(F) \right)
\leq 2 \text{Var}^2 \left( \Gamma_2(F) - 2\theta \Gamma_1(F) - \sigma^2 F \right).
$$

**Proof.** Using the relation (33), the isometry property (16) and the classical estimate (4.4) in [BBNP12] Lemma 4.2, we see that

$$
\text{Var} \left( \Gamma_{2\ell+3}(F) - 2\theta \Gamma_{2\ell+2}(F) - \sigma^2 \Gamma_{2\ell+1}(F) \right)
- 2\theta \left( \Gamma_{2\ell+2}(F) - 2\theta \Gamma_{2\ell+1}(F) - \sigma^2 \Gamma_{2\ell}(F) \right)
- \sigma^2 \left( \Gamma_{2\ell+1}(F) - 2\theta \Gamma_{2\ell}(F) - \sigma^2 \Gamma_{2\ell-1}(F) \right)
\leq 2 \text{Var}^2 \left( \Gamma_{\ell+1}(F) - 2\theta \Gamma_{\ell}(F) - \sigma^2 \Gamma_{\ell-1}(F) \right).
$$
Assume that there exists \( \sigma \) it is enough to show that the point spectrum
\[
\sigma \left( \mathcal{D}_{\ell+1}(F) - 2\theta \mathcal{D}_{\ell}(F) - \sigma^2 \mathcal{D}_{\ell+1}(F) \right).
\]
This completes the argument. \( \square \)

### 3.1.2 A splitting technique

The methodology introduced in \cite{NP15} and Theorem 2.7 suggests that in order to get the optimal upper bound, one has to analyze the quantity
\[
\mathbb{E} \left[ h(F) \left( \mathcal{T}_2(F) - 2\theta \mathcal{T}_1(F) - \sigma^2 F \right) \right]
\]
for a given test function \( h : \mathbb{R} \to \mathbb{R} \), which is bounded and Lipschitz. This will be carried out by means of a so-called splitting technique suggested by the crucial variance estimate \cite{Gau13}. To this end, we adapt the language of operator theory that is employed for first time in \cite{AEK20}. We start by introducing the Banach space of Lipschitz functions \( (\mathcal{B}, \| \cdot \|_\mathcal{B}) \) by
\[
\mathcal{B} := \{ h : \mathbb{R} \to \mathbb{R} : h \text{ Lipschitz}, \| h \|_\infty < \infty, \| h' \|_\infty < \infty \}, \quad \| h \|_\mathcal{B} = \| h \|_\infty + \| h' \|_\infty.
\]

**Proposition 3.4.** Let \( h \in \mathcal{B} \). Denote by \( S(h) \) the unique bounded solution of the centered Variance-Gamma Stein equation \((29)\) with bounded first derivative. Then \( S(h) \in \mathcal{B} \), and moreover the mapping \( S : \mathcal{B} \to \mathcal{B} \) is a bounded linear operator.

**Remark 3.5.** We remark that existence and uniqueness of \( S(h) \) in Proposition 3.4 is guaranteed by \cite{Gau13} Lemma 3.13, Lemma 3.14.

**Proof of Proposition 3.4.** Let \( h \in \mathcal{B} \). Linearity of \( S \) follows directly from \((29)\), and the uniqueness of the bounded solution with bounded first derivative. Also, \( S(h) \in \mathcal{B} \) in virtue of Proposition 2.4. Finally,
\[
\| S(h) \|_\mathcal{B} = \| S(h) \|_\infty + \| S'(h) \|_\infty \leq (D_0 + D_1) \| h' \|_\infty \leq (D_0 + D_1) (\| h \|_\infty + \| h' \|_\infty) = (D_0 + D_1) \| h \|_\mathcal{B},
\]
where the constants \( D_0 \) and \( D_1 \) are the same as in Proposition 2.4. Hence, \( \| S \| \leq D_0 + D_1 \), and therefore \( S \) is a bounded linear operator on \( \mathcal{B} \). \( \square \)

**Proposition 3.6.** Let \( a, b, c \in \mathbb{R} \) be not equal to zero simultaneously. Consider the bounded linear operator \( S : \mathcal{B} \to \mathcal{B} \) defined as in Proposition 3.4. Set \( L = L(a, b, c) := aS + bS^2 + cS^3 \), where \( S^2 \) and \( S^3 \) stand for the two- and threefold composition of the operator \( S \), respectively. Then \( L \) is a bounded linear operator and the following statements are in order.

(a) The operator \( L \) does not admit any non-zero eigenvalue, i.e., if \( L(h) = \lambda h \) for some non-zero constant \( \lambda \in \mathbb{R} \), then necessary \( h = 0 \).

(b) For every non-zero scalar \( \lambda \in \mathbb{R} \), the operator \( I + \lambda L : \mathcal{B} \to \mathcal{B} \) is a one-to-one map, where \( I : \mathcal{B} \to \mathcal{B} \) stands for the identity operator.

**Proof.** That \( L \) is a bounded linear operator directly follows from the observation that \( \| L \| \leq |a| \| S \| + |b| \| S \|^2 + |c| \| S \|^3 \). To prove (a), by virtue of the spectral mapping theorem \cite{Rud91} Theorem 10.33, it is enough to show that the point spectrum \( \sigma_p(S) \) satisfies \( \sigma_p(S) = \emptyset \). We proceed by contradiction. Assume that there exists \( h \in \mathcal{B} \) such that for some non-zero scalar \( \lambda \),
\[
S(h) = \lambda h
\]
Let \( Y \sim VG_r(r, \theta, \sigma) \). This implies that \( \lambda \mathbb{E}[h(Y)] = \mathbb{E}[S(h)(Y)] = 0 \), and hence \( \mathbb{E}[h(Y)] = 0 \). Next, relation (14), together with the Stein equation (20) implies that the function \( h \) satisfies the ordinary differential equation

\[
\lambda \sigma^2 (x + r \theta) h''(x) + \lambda (\sigma^2 r + \theta (x + r \theta)) h'(x) - (\lambda x + 1) h(x) = 0.
\]  

According to [ZP02] the general solution of (40) is given by

\[
h(x) = e^{\sqrt{r^2 + \frac{\theta^2}{x^2} - \theta^2}} \left\{ C_1 u_1(x) + C_2 u_2(x) \right\},
\]

where \( u_1, u_2 \) are two linearly independent solution of the so-called confluent hypergeometric equation

\[
x u'' + (r - x) u - \kappa u = 0
\]

and the constant \( \kappa = \kappa(r, \theta, \sigma, \lambda) \) is explicit. Also \( C_1, C_2 \in \mathbb{R} \) are constants. First note that \( \sqrt{r^2 + \frac{\theta^2}{x^2} - \theta^2} > 0 \). On the other hand, it is known that the confluent hypergeometric equation \( xu'' + (r - x) u - \kappa u = 0 \) has a singular point at infinity, see [Vau07], Chapter 5, Appendix B. Hence, as \( x \to +\infty \), the general solution \( h \) given by (47) becomes unbounded, unless \( C_1 = C_2 = 0 \). If either one of constants \( C_1 \) or \( C_2 \) would be non-zero, then function \( h \) and therefore function \( S(h) \) becomes unbounded, which contradicts the fact that \( S(h) \) is bounded. Hence, \( C_1 = C_2 = 0 \), and therefore \( h = 0 \).

For part (b) assume that \( \lambda \neq 0 \) is a non-zero scalar. Then the mapping \( I + \lambda L : B \to B \) is a linear operator. Hence, \( I + \lambda L \) is a one-to-one map if and only if \( \text{Ker}(I + \lambda L) = 0 \). However, latter property follows directly from part (a).

**Proposition 3.7.** The bounded linear operator \( S : B \to B \) defined in Proposition (7.4) is a compact operator. Moreover, for any three scalars \( a, b, c \in \mathbb{R} \) the operator \( L = L(a, b, c) := aS + bS^2 + cS^3 \) is compact as well.

**Proof.** Let \( U_B := \{ h \in B : \|h\|_B = \|h\|_\infty + \|h'\|_\infty \leq 1 \} \) denote the unit ball of the Banach space \( B \). We need to show that the image \( S(U_B) \) of the unit ball is a precompact set in \( B \), or equivalently, that every sequence \( (S(h_n) : n \geq 1) \subseteq S(U_B) \) has a convergent subsequence in the topology of the Banach space \( B \). Following the first step presented in the proof of [AEK20] Proposition 3.7 without loss of generality we can assume that there exists an element \( h \in U_B \) such that \( h_n \to h \) pointwise, as \( n \to \infty \). Hereafter, we adapt the second parametrization of the Variance–Gamma distribution from [Gau13] Denition 3.2 that can easily transform into our parametrization via [Gau13] Equation (3.3)]. We now literally follow [Gau13] Chapter 3 for the solution of the Variance–Gamma Stein equation to verify some desired analytic properties of the solution \( S(h) \). Due to the integral representation of the solution \( S(h) \) [Gau13] Lemma 3.14, Equation (3.15)] (see also (30)), and the derivative \( S(h)' \) [Gau13] Lemma 3.16, Equation (3.16)] (see also [Gau20b], Equation (3.26)) an application of Lebesgue’s dominated convergence theorem implies that as, \( n \to \infty \),

\[
S(h_n) \to S(h), \quad \text{and} \quad S(h_n)' \to S(h)\prime, \quad \text{pointwise}.
\]

Hence, we are left to show that the latter convergences hold uniformly too. To this end, again following steps (2), and (3) in the proof of [AEK20] Proposition 3.7], it is enough to show that family \( \mathcal{F} := (S(h_n), S(h), S'(h_n), S'(h) : n \geq 1) \) is equiavanshing at infinity, that is, for every given \( \varepsilon > 0 \) there exists a compact interval \( K \subset \mathbb{R} \) such that \( |f(x)| < \varepsilon \) for all \( f \in \mathcal{F} \) and \( x \notin K \). However, this is a direct consequence of Proposition 2.5 together with the fact that \( \|h_n\|_\infty, \|h\|_\infty \leq 1 \) for every \( n \geq 1 \). Finally, compactness of the operator \( L \) follows directly from the fact that the subset of all compact operators constitutes an ideal of bounded operators, see [Meg98], 3.4.10 Proposition

**Theorem 3.8.** Let \( a, b, c \in \mathbb{R} \) be not-zero simultaneously. Consider the bounded linear operator \( L = L(a, b, c) := aS + bS^2 + cS^3 \) as in Proposition (7.0). Let \( \lambda \in \mathbb{R} \) be a non-zero. Then for every \( h \in B \) there exists a unique solution \( g \in B \) to the functional equation

\[
h = (I + \lambda L)(g) = g + a\lambda S(g) + b\lambda S^2(g) + c\lambda S^3(g).
\]
Remark 3.10. We remark that the constant $r_2$ in the previous proposition may depend on the parameters $r_1, \lambda, a, b, c, r, \theta$ and $\sigma$, but is universal with respect to the choice of $h$.

Proof of Proposition 3.11. Combining Proposition 3.9 with Theorem 3.8 we see that the linear bounded operator $I + \lambda L : B \to B$ is a bijection. Hence, the result follows from the inverse mapping theorem [Meg98, 1.6.6 Corollary].

After these operator theoretic preparations we turn now to VG approximation of random elements from the second Wiener chaos. The analysis of the quantity $\Psi_\ell(g)$ with $\ell \geq 0$ and $g \in \mathcal{H}_1$ given by (50) below is motivated by the Malliavin-Stein bound arising in the course of the proof of Theorem 1.1.

Proposition 3.11. Let $Y \sim VG_2(r, \theta, \sigma)$ and $F = I_2(f)$ be a random element belonging to the second Wiener chaos with $\mathbb{E}[F^2] = \mathbb{E}[Y^2]$. Let $g \in \mathcal{H}_1$. For $\ell \geq 0$, define

$$\Gamma_{\ell+2,\ell+1,\ell}(F) := \Gamma_{\ell+2}(F) - 2\theta \Gamma_{\ell+1}(F) - \sigma^2 \Gamma_\ell(F),$$

as well as the centred version

$$\overline{\Gamma}_{\ell+2,\ell+1,\ell}(F) := \Gamma_{\ell+2,\ell+1,\ell}(F) - \mathbb{E}[\Gamma_{\ell+2,\ell+1,\ell}(F)].$$

Then

$$\Psi_\ell(g) := \mathbb{E}\left[(g(F) - 2\theta S(g)(F)) \overline{\Gamma}_{\ell+2,\ell+1,\ell}(F)\right] = \sum_{k=1}^{4} \Psi_{\ell,k}(g),$$

where the quantities $\Psi_{\ell,k}(g)$, $k \in \{1, 2, 3, 4\}$, are given by

$$\Psi_{\ell,1}(g) := -2 \mathbb{E}\left[S(g)(F) \overline{\Gamma}_{\ell+3,\ell+2,\ell+1}(F)\right],$$

$$\Psi_{\ell,2}(g) := -\mathbb{E}\left[S(g)^{''}(F) \overline{\Gamma}_{\ell+2,\ell+1,\ell}(F) \overline{\Gamma}_{2,1,0}(F)\right],$$

$$\Psi_{\ell,3}(g) := -\mathbb{E}\left[S(g)^{''}(F) \overline{\Gamma}_{\ell+2,\ell+1,\ell}(F) \right] \times \left\{ \mathbb{E}\left[\Gamma_{2,1,0}(F)\right] - \mathbb{E}\left[\Gamma_{2,1,0}(Y)\right] \right\},$$

$$\Psi_{\ell,4}(g) := -\mathbb{E}\left[S(g)(F)\right] \times \left\{ \mathbb{E}\left[\Gamma_{\ell+3,\ell+2,\ell+1}(F)\right] - \mathbb{E}\left[\Gamma_{\ell+3,\ell+2,\ell+1}(Y)\right] \right\}.$$
Proof. Let \( g \in \mathcal{H}_1 \). Taking into account that \( E[\Gamma_{\ell+2,\ell+1,\ell}(F)] = 0 \), we can write

\[
E\left[ g(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \right] = E\left[ (g(F) - E[g(Y)]) \Gamma_{\ell+2,\ell+1,\ell}(F) \right]
\]

\[
= E\left[ (\sigma^2(F + r\ell)S(g)''(F) + (\sigma^2r + 2\theta(F + r\ell))S(g)'(F) - FS(g)(F)) \Gamma_{\ell+2,\ell+1,\ell}(F) \right]. \tag{52}
\]

Using Malliavin integration-by-parts formula, we obtain

\[
-E\left[ F S(g)(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \right] = -E\left[ S(g)(F) \Gamma_{\ell+3,\ell+2,\ell+1}(F) \right] - E\left[ S(g)'(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \Gamma_1(F) \right].
\]

Note that \( E[\Gamma_1(F)] = \kappa_2(F) = r(\sigma^2 + 2\theta^2) \), and using (52) we have that

\[
-E\left[ S(g)'(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \right] \Gamma_1(F) - 2\theta F]
\]

\[
= -E\left[ S(g)''(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \right] \Gamma_1(F) - 2\theta F]
\]

\[
- E\left[ S(g)'(F) \left\langle D \Gamma_{\ell+2,\ell+1,\ell}(F), -DL^{-1}(\Gamma_1(F) - 2\theta F) \right\rangle \right]. \tag{53}
\]

Note that

\[
E[\Gamma_{2,1,0}(F)] = \frac{1}{2} \kappa_3(F) - 2\theta \kappa_2(F),
\]

\[
E[\Gamma_{2,1,0}(Y)] = r\theta \sigma^2
\]

and that, for \( \ell \geq 0 \), we have

\[
E[\Gamma_{\ell+3,\ell+2,\ell+1}(Y)] = 0.
\]

Plugging these identities into (52) we obtain

\[
E\left[ g(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \right]
\]

\[
= -E\left[ S(g)(F) \Gamma_{\ell+3,\ell+2,\ell+1}(F) \right] - E\left[ S(g)''(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \Gamma_2,1,0(F) \right]
\]

\[
- E\left[ S(g)'(F) \left\langle D \Gamma_{\ell+2,\ell+1,\ell}(F), -DL^{-1}(\Gamma_1(F) - 2\theta F) \right\rangle \right]. \tag{54}
\]

Next, using representation (54) a straightforward computation shows that

\[
\left\langle D \Gamma_{\ell+2,\ell+1,\ell}(F), -DL^{-1}(\Gamma_1(F) - 2\theta F) \right\rangle \right\rangle = \Gamma_{\ell+4,\ell+3,\ell+2}(F) - 2\theta \Gamma_{\ell+3,\ell+2,\ell+1}(F)
\]

\[
+ E\left[ \Gamma_{\ell+2,\ell+2,\ell}(\Gamma_1(F) - 2\theta F) \right]. \tag{55}
\]
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Hence,

\[
\mathbb{E} \left[ S(g)'(F) \left( D \Gamma_{\ell+2,\ell+1,\ell}(F), -DL^{-1}(\Gamma_1(F) - 2\theta F) \right) \right] \\
= \mathbb{E} \left[ S(g)'(F) \left( \Gamma_{\ell+4,\ell+3,\ell+2}(F) - 2\theta \Gamma_{\ell+3,\ell+2,\ell+1}(F) \right) \right] \\
+ \mathbb{E} \left[ S(g)'(F) \right] \times \mathbb{E} \left[ \Gamma_{\ell+2,\ell+2,\ell}(\Gamma_1(F) - 2\theta F) \right] \\
= \mathbb{E} \left[ S(g)(F) \left( \Gamma_{\ell+3,\ell+2,\ell+1}(F) - 2\theta \Gamma_{\ell+2,\ell+1,\ell}(F) \right) \right] \\
+ \mathbb{E} \left[ S(g)'(F) \right] \times \mathbb{E} \left[ \Gamma_{\ell+2,\ell+2,\ell}(\Gamma_1(F) - 2\theta F) \right] \\
- \mathbb{E} \left[ S(g)'(F) \right] \times \mathbb{E} \left[ \Gamma_{\ell+4,\ell+3,\ell+2}(F) - 2\theta \Gamma_{\ell+3,\ell+2,\ell+1} \right] \\
= \mathbb{E} \left[ S(g)(F) \left( \Gamma_{\ell+3,\ell+2,\ell+1}(F) - 2\theta \Gamma_{\ell+2,\ell+1,\ell}(F) \right) \right],
\]

where we also used that

\[
\mathbb{E} \left[ \Gamma_{\ell+2,\ell+1,\ell}(\Gamma_1(F) - 2\theta F) \right] = \mathbb{E} \left[ \Gamma_{\ell+4,\ell+3,\ell+2}(F) - 2\theta \Gamma_{\ell+3,\ell+2,\ell+1} \right].
\]

Now, plugging (56) into (54) we obtain (50).

Next, we treat the estimates (51) for \( k = 2, 3, 4 \). Let \( k = 2 \). Using Proposition 2.4, the Cauchy-Schwarz inequality and Proposition 3.1, we obtain

\[
\left| \Psi_{\ell,2}(g) \right| \leq \mathbb{E} \left[ S(g)''(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \Gamma_{2,1,0}(F) \right] \leq C \mathbb{E} \left[ \Gamma_{\ell+2,\ell+1,\ell}(F) \Gamma_{2,1,0}(F) \right] \\
\leq C \sqrt{\text{Var} (\Gamma_{\ell+2,\ell+1,\ell})} \times \sqrt{\text{Var} (\Gamma_{2,1,0})} \leq C \sqrt{\text{Var} (\Gamma_{2,1,0})} \times \sqrt{\text{Var} (\Gamma_{2,1,0})} \\
\leq C \mathbb{M}(F),
\]

where we have implicitly used (52) to obtain the last inequality. Here and in what follows, \( C > 0 \) stands for a constant whose value might change from line to line.

Now, let \( k = 3 \). First, note that using Propositions 2.4 and 3.1, we obtain

\[
\left| \mathbb{E} \left[ S(g)''(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \right] \right| \leq C \sqrt{\text{Var} (\Gamma_{\ell+2,\ell+1,\ell}(F))} \leq C \sqrt{\mathbb{M}(F)}.
\]

Hence,

\[
\left| \Psi_{\ell,3}(g) \right| = \left| \mathbb{E} \left[ S(g)''(F) \Gamma_{\ell+2,\ell+1,\ell}(F) \right] \right| \times \left\{ \mathbb{E} \left[ \Gamma_{2,1,0}(F) \right] - \mathbb{E} \left[ \Gamma_{2,1,0}(Y) \right] \right\} \\
\leq C \sqrt{\mathbb{M}(F)} \times \left| \kappa_3(F) - \kappa_3(Y) \right| \leq C \mathbb{M}(F)^{3/2}.
\]

Finally, let \( k = 4 \). First, using Proposition 2.4 we have \( |\mathbb{E} [S(g)(F)]| \leq C \). Next, we proceed by an induction argument to show that, for \( \ell \geq 1 \),

\[
\left| \mathbb{E} \left[ \Gamma_{\ell+3,\ell+2,\ell+1}(F) - \mathbb{E} \left[ \Gamma_{\ell+3,\ell+2,\ell+1}(Y) \right] \right] \right| \leq C \mathbb{H}(F); \tag{57}
\]

note that the statement holds for \( \ell = 0 \) by (25) and a simple direct check. To show (57) we start by
writing

\[
E [\Gamma_{\ell+3,\ell+2,\ell+1}(F)] = \frac{\kappa_{\ell+4}(F)}{(\ell + 3)!} - 2\theta \frac{\kappa_{\ell+3}(F)}{(\ell + 2)!} + \sigma^2 \frac{\kappa_{\ell+2}(F)}{(\ell + 1)!} + \frac{\sigma^4}{(\ell - 1)!} + 4 \theta^2 \frac{\kappa_{\ell+1}(F)}{\ell!} + \frac{4 \theta \sigma^2}{(\ell - 1)!} + \frac{\sigma^2}{(\ell - 1)!}
\]

The two summands in the last line can be handled by means of the induction hypothesis. For the terms in the first line of the last expression, we have two possibilities. If \( \ell = 2s \) for some \( s \geq 1 \), then

\[
\frac{\kappa_{\ell+4}(F)}{(\ell + 3)!} - 4 \theta \frac{\kappa_{\ell+3}(F)}{(\ell + 2)!} + \left(4 \theta^2 - 2 \sigma^2\right) \frac{\kappa_{\ell+2}(F)}{(\ell + 1)!} + \frac{4 \theta \sigma^2}{(\ell - 1)!} + \frac{\sigma^4}{(\ell - 1)!}
\]

If otherwise \( \ell = 2s + 1 \) for some \( s \geq 1 \), then using Proposition 3.12, we obtain

\[
\left| \frac{\kappa_{\ell+4}(F)}{(\ell + 3)!} - 4 \theta \frac{\kappa_{\ell+3}(F)}{(\ell + 2)!} + \left(4 \theta^2 - 2 \sigma^2\right) \frac{\kappa_{\ell+2}(F)}{(\ell + 1)!} + \frac{4 \theta \sigma^2}{(\ell - 1)!} + \frac{\sigma^4}{(\ell - 1)!} \right|
\]

This completes the argument.

As a final step in the preparation of the proof of the upper bound in Theorem 1.1 we develop a general upper bound for the \( d_{\mathcal{H}_2} \)-distance between a second Wiener chaos random element and a centred VG-distributed random variable.

**Proposition 3.12.** Let \( Y \sim VG,(r, \theta, \sigma) \) and \( F \) be a random element belonging to the second Wiener chaos with \( E[F^2] = E[Y^2] \). Then there exists a constant \( C = C(r, \theta, \sigma) > 0 \) only depending on \( r, \theta \) and
Here \( \int_{0}^{\infty} \, \mathrm{d} t = 1 \) and Proposition \( \ref{prop:2.4} \), we obtain the upper bound
\[
\sigma(t) = \frac{H(t)}{2} + 4 \sigma^2(t) - 8 \theta(t) + 4 \sigma^2(t) \leq C(f)
\]
where \( C(f) \) is a constant depending on \( f \).

Proof. Let \( g \in \mathcal{H}_b \) be an arbitrary test function. Then using the Stein equation \( \ref{eq:2.1} \), the Malliavin integration-by-parts formula \( \ref{eq:2.8} \), and Proposition \( \ref{prop:2.4} \), we obtain the upper bound
\[
\left| \mathbb{E}[h(F)] - \mathbb{E}[h(Y)] \right| \leq \left| \mathbb{E}\left[(h(F) - 2\theta S(h)(F) - 4(\theta^2 + \sigma^2)S^2(h)(F) + 8\theta (\theta^2 + 4\sigma^2)S^3(h)(F)) \Gamma_{2,1,0}(F)\right] \right| + \left| \kappa_3(F) - \kappa_3(Y) \right|
\]

Now, the claims follow by applying Proposition \( \ref{prop:2.4} \), Theorem \( \ref{thm:3.8} \) with \( \lambda = 1, a = -2\theta, b = -4(\theta^2 + \sigma^2), c = 8\theta(\theta^2 + 4\sigma^2) \) and, finally, Proposition \( \ref{prop:3.9} \) \( \square \)

### 3.1.3 Proof of Theorem \( \ref{thm:1.1} \) upper bound

In what follows \( C > 0 \) stands for a generic constant whose value may change from line to line. Also, recall that the mapping \( \Psi_{(\cdot)} \) is defined via relation \( \ref{eq:5.10} \). We apply several times Proposition \( \ref{prop:3.11} \) to obtain
\[
\left( \Psi_0(h) - 2\theta \Psi_0(S(h)) \right) - 2\theta \left( \Psi_0(S(h)) - 2\theta \Psi_0(S^2(h)) \right) = 4\Psi_3(S^2(h)) + R_1
\]
\[
= -8\mathbb{E} \left[ S^3(h)(F) \Gamma_{4,3,2}(F) \right] + \tilde{R}_1.
\]
Here \( R_1 \) is some remainder term and theremainder term \( \tilde{R}_1 \) only consists of terms satisfying the estimate \( |\tilde{R}_1| \leq CM(F) \). Similarly,
\[
\Psi_0(2\theta S(h)) - \Psi_0(8\theta^2 S^2(h)) = 16\theta \mathbb{E} \left[ S^3(h)(F) \Gamma_{4,3,2}(F) \right] + R_2
\]
where \( R_2 \) also satisfies \( |R_2| \leq CM(F) \). Moreover,
\[
-4\sigma^2 \Psi_0(S^2(h)) = 8\sigma^2 \mathbb{E} \left[ S^3(h)(F) \Gamma_{3,2,1}(F) \right] + R_3
\]
where once more \( |R_3| \leq CM(F) \). Summing up \( \ref{eq:5.8} \), \( \ref{eq:5.9} \), \( \ref{eq:5.10} \), and using the linearity of map \( \Psi_0(\cdot) \) we obtain
\[
\left( \Psi_0(h) - 2\theta \Psi_0(S(h)) \right) - 2\theta \left( \Psi_0(S(h)) - 2\theta \Psi_0(S^2(h)) \right) + \Psi_0(2\theta S(h))
\]
\[
- \Psi_0(8\theta^2 S^2(h)) + 4\sigma^2 \Psi_0(S^2(h))
\]
\[
= \Psi_0 \left( h - 2\theta S(h) - 4(\theta^2 + \sigma^2)S^2(h) + 8\theta (\theta^2 + 4\sigma^2)S^3(h) \right)
\]
\[
= \mathbb{E} \left[ \left( h(F) - 2\theta S(h)(F) - 4(\theta^2 + \sigma^2)S^2(h)(F) + 8\theta (\theta^2 + 4\sigma^2)S^3(h)(F) \right) \Gamma_{2,1,0}(F) \right]
\]
\[
= -8\mathbb{E} \left[ S^3(h)(F) \left( \Gamma_{5,4,3}(F) - 2\theta \Gamma_{4,3,2}(F) - \sigma^2 \Gamma_{3,2,1}(F) \right) \right] + R
\]
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where $R$ is some term satisfying the estimate $|R| \leq CM(F)$. Now, the claim follows by applying first Proposition 3.12, then Proposition 2.4, item (b), to infer that
\[
\|S^3(h)\|_{\infty} \leq C\{\|h\|_{\infty} + \|h''\|_{\infty}\} \leq C,
\]
and finally the Cauchy-Schwartz inequality along with variance estimates (13) and (32). This completes the proof of the upper bound in Theorem 1.1. □

3.1.4 Proof of Theorem 1.1: lower bound

We essentially follow the same line of arguments already employed in [AEK20, Section 4.3] to prove the lower bound in Theorem 1.1. To this end, first taking into account the second moment assumption $\E[F^2] = \E[Y^2]$ and using hypercontractivity of the elements in Wiener chaos [NP12a, Corollary 2.8.14], it is a classical result (see [Luk70, Chapter 7]) that there exits a strip $\Delta = \Delta_{r, \theta, \sigma} := \{z \in \C : |\text{Im } z| < \delta\}$ in the complex plane (with $\delta = \delta(r, \theta, \sigma)$ depending on $r$, $\theta$ and $\sigma$ so that the two imaginary roots of the polynomial $1 - 2i\theta t + \sigma^2 t^2$ lie outside the strip) such that the characteristic functions $\phi_F$ and $\phi_Y$ are analytic inside $\Delta$. Moreover, within the strip $\Delta$, they admit the integral representations
\[
\phi_F(z) = \int_{\R} e^{ix\mu_F}(dx) \quad \text{and} \quad \phi_Y(z) = \int_{\R} e^{ix\mu_Y}(dx),
\]
where $\mu_F$ and $\mu_Y$ stand for the distributions of $F$ and $Y$, respectively. Next, recall that all elements in the second Wiener chaos have finite exponential moments, see [NP12a, Proposition 2.7.13, item (iii)]. Denote for $\rho > 0$ by $\Omega_{\rho, \delta} \subseteq \Delta$ the domain
\[
\Omega_{\rho, \delta} := \left\{z = t + iy \in \C : |\text{Re } z| < \rho, \text{Re } z < \min\{\delta, e^{-1}\}\right\}.
\]
Then, for any $z \in \Omega_{\rho, \delta}$, using with a Fubini’s argument, we have that
\[
\left|\phi_F(z) - \phi_Y(z)\right| = \left|\int_{\R} e^{ix\mu_F}(\mu_F - \mu_Y)(dx)\right| = \left|\sum_{k \geq 0} (-y)^k \int_{\R} x^k e^{ix}(\mu_F - \mu_Y)(dx)\right| \leq \sum_{k \geq 0} \frac{e^{-k}}{k!} \left|\phi_F^{(k)}(t) - \phi_Y^{(k)}(t)\right| \leq \sum_{k \geq 0} \frac{e^{-k}}{k!} \rho^{k+1} d_{H_2}(F, Y) = \rho e^{\rho e^{-1}} d_{H_2}(F, Y).
\]
Hence $|\phi_F(z) - \phi_Y(z)| \leq C_\rho d_{H_2}(F, Y)$ for every $z \in \Omega_{\rho, \delta}$ and some constant $C_\rho > 0$ only depending on $\rho$. Let $R > 0$ be such that the disk $D_R \subseteq \Omega_{\rho, \delta}$ with the origin is the center and the radius is $R$. Now, using the fact that
\[
\frac{1}{\phi^*_Y(z)} = e^{ir\theta z(1 - 2i\theta z + \sigma^2 z^2)^{r/2}}, \quad z \in D_R,
\]
one can readily conclude that function $\phi_Y$ is bounded away from 0 on the disk $D_R$. Also, for any $\ell \geq 2$,
\[
\left|\kappa_{\ell}(F)\right| \leq 2^{\ell-1}(\ell - 1)! \sum_{i \geq 1} |c_i|^{\ell} \leq 2^{\ell-1}(\ell - 1)! \max_{i} |c_i|^{\ell-2} \sum_{i \geq 1} |c_i|^{2} \leq 2^{\ell-2}(\ell - 1)! \sqrt{\E[F^2]}^{\ell-2} \times \E(F^2) = 2^{\ell-2}(\ell - 1)! (\E[F^2])^{\ell/2}. \quad (62)
\]
Let $E[F^2] = E[Y^2] = r(\sigma^2 + 2\theta) =: \eta = \eta(r, \theta, \sigma)$. Therefore, for any $z \in D_R$,
\[
\frac{1}{\phi_F(z)} \leq \exp \left\{ \sum_{\ell \geq 2} \frac{\kappa_{\ell}(F)}{\ell!}|z|^\ell \right\} \leq \exp \left\{ \sum_{\ell \geq 2} \frac{2^{\ell-2}(\ell-1)!\sqrt{\eta}^\ell}{\ell!}|z|^\ell \right\}
\]
\[
\leq \exp \left\{ \sum_{\ell \geq 2} \frac{2^{\ell-2}(\ell-1)!\sqrt{\eta}^\ell}{\ell!} R^\ell \right\} =: C_{R,\eta} < \infty,
\]
where $C_{R,\eta}$ is a constant depending on $R$ and $\eta$. Hence, the function $\phi_F(z)$ is also bounded away from 0 on the disk $D_R$. Thus we come to the conclusion that the functions $\phi_Y(z)$ and $\phi_F(z)$ are analytic on the disk $D_R$ and there exists a constant $c > 0$ such that $|\phi_Y(z)|, |\phi_F(z)| \geq c > 0$ for every $z \in D_R$. This implies that there exist two analytic functions $g_F$ and $g_Y$ such that
\[
\phi_F(z) = e^{g_F(z)}, \quad \phi_Y(z) = e^{g_Y(z)}, \quad z \in D_R,
\]
i.e., $g(z) = \log(\phi_F(z))$ and $g_Y(z) = \log(\phi_Y(z))$, for $z \in D_R$. In fact, the functions $g_F$ and $g_Y$ are given by the power series
\[
g_F(z) = \sum_{\ell \geq 1} \frac{\kappa_{\ell}(F)}{\ell!}(iz)^\ell, \quad g_Y(z) = \sum_{\ell \geq 1} \frac{\kappa_{\ell}(Y)}{\ell!}(iz)^\ell, \tag{63}
\]
respectively. Since the derivative of the analytic branch of the complex logarithm is $(\log z)' = \frac{1}{z}$ (see [Con95 Corollary 2.21]), one can infer that for some constant $C > 0$ whose value may differ from line to line and for every $z \in D_R$, we have
\[
\left| \sum_{\ell \geq 2} \frac{\kappa_{\ell}(F) - \kappa_{\ell}(Y)}{\ell!}(iz)^\ell \right| = \left| \log(\phi_F(z)) - \log(\phi_Y(z)) \right| \leq C|\phi_F(z) - \phi_Y(z)| \leq Cd_{H_2}(F, Y).
\]
Now, using Cauchy’s estimate for the coefficients of analytic functions, for any $\ell \geq 2$, we obtain
\[
\left| \kappa_{\ell}(F) - \kappa_{\ell}(Y) \right| \leq \ell!R^\ell \sup_{|z| \leq R} \left| \log(\phi_F(z)) - \log(\phi_Y(z)) \right|.
\]
Therefore,
\[
\max \left\{ |\kappa_{\ell}(F) - \kappa_{\ell}(Y)| : \ell = 2, 3, 4, 5, 6 \right\} \leq C d_{H_2}(F, Y)
\]
and the proof of Theorem 1.1 is complete. \hfill \square

### 3.2 Proof of Theorem 1.5

Suppose that the target random variable $Y$ is either as in item (a) or in item (b) of Theorem 1.5 respectively. Then, for any $\ell \geq 3$, as $\gamma_1 \to -1/2$, it is known that
\[
\kappa_{\ell}(F_{\gamma_1, \gamma_2}) = \kappa_{\ell}(Y) + O\left(-\gamma_1 - \frac{1}{2}\right). \tag{64}
\]
In fact, when $Y$ is as in item (a), the asymptotic relation [64] for the cumulants has been established in [BT17 Theorem 5.3], and in the case of item (b) in [AAP17 Lemma 3.2]. Hence, the result follows by applying our main Theorem 1.1. \hfill \square
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