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Abstract

We discuss the applicability of a unified hyperbolic model for continuum fluid and solid mechanics to modeling non-Newtonian flows and in particular to modeling the stress-driven solid-fluid transformations in flows of viscoplastic fluids, also called yield-stress fluids. In contrast to the conventional approaches relying on the non-linear viscosity concept of the Navier-Stokes theory and representation of the solid state as an infinitely rigid non-deformable solid, the solid state in our theory is deformable and the fluid state is considered rather as a “melted” solid via a certain procedure of relaxation of tangential stresses similar to Maxwell’s visco-elasticity theory. The model is formulated as a system of first-order hyperbolic partial differential equations with possibly stiff non-linear relaxation source terms. The computational strategy is based on a staggered semi-implicit scheme which can be applied in particular to low-Mach number flows as usually required for flows of non-Newtonian fluids. The applicability of the model and numerical scheme is demonstrated on a few standard benchmark test cases such as Couette, Hagen-Poiseuille, and lid-driven cavity flows. The numerical solution is compared with analytical or numerical solutions of the Navier-Stokes theory with the Herschel-Bulkley constitutive model for nonlinear viscosity.

Keywords: Hyperbolic equations, viscoplastic fluids, yield stress, stress relaxation, semi-implicit scheme, staggered mesh

1. Introduction

In [70, 32, 31], a unified first-order hyperbolic formulation for continuum fluid and solid mechanics was proposed. In a single system of partial differential equations (PDEs), such a model can describe various material responses including inviscid\textsuperscript{1} and viscous fluids, elastic and elastoplastic solids, see also [3, 44, 67, 18]. Due to its geometric, [71] and thus intrinsically covariant nature, this model was also formulated in the general relativistic settings [73]. Another useful extension of the model is based on the coupling with the equations for continuous modeling of damage and fracture which allows to describe both ductile and brittle fractures, e.g. see [83, 41]. The model originate from the works by Godunov and Romenski on Eulerian non-linear elastoplasticity theory [45, 47, 74, 46] in 1970s. Later it was suggested by Peshkov and Romenski [70] that this theory can be applied to describe viscous Newtonian flows. Therefore, sometimes we shall refer to this model as the Godunov-Peshkov-Romenski model or GPR model.

In this paper, we focus on investigating the capabilities of the unified model to describe flows exhibiting solid-fluid-type transformations such as in flows of viscoplastic fluids [2], also called yield-stress fluids. Indeed, being able to model both fluid an solid states, this unified formulation is a good candidate for a monolithic continuous modeling
of the solid-fluid transition such as thermally-driven melting and solidification\(^2\) process in additive manufacturing [37, 55, 54] as well as stress-driven fluidization and solidification process in industrial and environmental flows (landslides, avalanches, lava flows) of viscoplastic fluids and of dense granular flows [1]. This paper presents a preliminary step towards this ultimate goal. In particular, we shall assume that the solid-fluid transition occurs in a time-independent manner, i.e. infinitely fast.

Under these assumptions, we found out that the unified model is able to describe a quite general theoretical class of fluid flows, called Herschel-Bulkley fluids, which unites the nonlinear power-law-type viscosity with the yield-stress behavior of Bingham-type materials. The ability of the unified model to describe non-Newtonian fluids with a power-law viscosity was already demonstrated by Jackson and Nikiforakis [53]. Also, the model was used by Hank et al [49, 50] in the viscoelastic regime to model high-strain-rate impact problems of gel-type materials. In this paper, the ability of the unified model to describe the yield-stress behavior of viscoplastic fluids in low-Mach number regime is discussed for the first time.

The most dramatic feature of the viscoplastic fluids [2], is the yield stress, from both the physical and mathematical perspective, because below this threshold such a material behaves as an elastic solid (i.e. it is able to recover its original shape after the loading has been removed) while it flows irreversibly like a viscous fluid if the stresses exceed a threshold. Thus, such materials exhibit drastically different behavior above and below the yield stress.

While it is apparent that real viscoplastic fluids are essentially two-phase media with a stress-induced solid-fluid phase transformation, such materials have been considered as a two-phase media only relatively recently by Putz and Burghlea in [72] and Grmela [48]. In particular, it was demonstrated in [72] that some experimental data for a typical viscoplastic fluid such as shear thinning physical gel (Carbopol 940) can be fitted quite well if the chemical kinetics of the solid-fluid transition (i.e. breaking and restoration of bonds between molecules) are taken into account via an additional equation for the mass fraction of the solid state. Nevertheless, from the mathematical modeling viewpoint, to apply a two-phase approach to modeling viscoplastic flows is very challenging because fluids and solids are traditionally modeled by very different mathematical equations. Namely, fluid mechanics relies on the second-order Navier-Stokes equations of parabolic type, while solid mechanics relies on the first-order elastodynamic equations which are of hyperbolic type. Hence, a description of the solid-fluid transition would require changing the type of the PDEs which is a non-trivial problem from the mathematical and computational standpoints. Therefore, viscoplastic fluids are traditionally described by means of phenomenological Bingham-type models in which a material is considered as a nondeformable solid below the yield stress (infinitely rigid solid represented by the Navier-Stokes equations with an infinitely large viscosity), while the flow starts abruptly once the applied stress exceeds a threshold. Nevertheless, in the last couple of decades, mixed elastoviscoplastic approaches which combine the Navier-Stokes and elasticity theory have been proposed by several authors [76, 77, 4, 40]. The main idea of this type of models is to represent the Cauchy stress tensor \(\sigma\) as the sum of two parts \(\sigma = \sigma_{NS}( \dot{\varepsilon} ) + \sigma_E(\varepsilon)\) with \(\sigma_{NS}( \dot{\varepsilon} )\) being the conventional Navier-Stokes stress defined as the function of the strain rate \(\dot{\varepsilon}\), and \(\sigma_E\) being the elastic stress which is a function of the strain \(\varepsilon\). Yet, in these approaches, the fluid and solid states are characterized by the state variables of opposite nature, i.e. \(\dot{\varepsilon}\) being non-local (needs spatial gradients of velocity) and dissipative and \(\varepsilon\) being local and non-dissipative. It is thus, not clear at all how one can build a thermodynamically consistent theory describing transformation of one into another.

In contrast to the traditional way of modeling viscoplastic flows and the new aforementioned approaches, our approach does not rely on the Navier-Stokes theory and does not consider viscous fluids as a strain-rate-type constitutive theory, i.e. the strain rate \(\dot{\varepsilon}\) is excluded from being the state variable. Instead, both solids and fluids are considered from a deformation, and thus unified, geometrical standpoint\(^3\). This, in particular, allows to use exactly the same state variables for fluids and solids and to compute the Cauchy stress tensor in a unified manner. Furthermore, instead of the traditional viscosity, the parameter that characterizes the ability of the material to flow

\(^2\)For example, the importance of developing such an approach as ours is dictated by the necessity to predict the distribution of residual stresses in solidified materials in additive manufacturing. Recall that residual stresses can not appear in solids if they are treated as an infinitely viscous fluids.

\(^3\)In the language of differential geometry, this theory can be considered as a Riemann-Cartan geometry with non-zero torsion [71].
in our theory is the strain relaxation time $\tau$ which is a continuous analog of Frenkel’s concept of relaxation time $\tau_F$ in liquids [39, 17, 8, 10] which was proposed by Frenkel [39] and essentially provides a solid-like view on the kinetic description of liquids, e.g. see the discussion in [31] on Frenkel’s relaxation time and its continuous interpretation in our theory. We believe that the characterization of fluids and solids by the same set of state variables, the same form of the stress tensor, and the same “fluidity” characteristic (relaxation time) have a great potential for modeling of solidification/melting processes as it provides a unified thermodynamically consistent framework for continuous tracking of material properties across$^4$ the solid-fluid transformation fronts.

What concerns our numerical strategy, in contrast to our previous papers [32, 33, 18, 67] in which the model was studied using explicit Finite Volume and Discontinuous Galerkin methods belonging to the family of high-order ADER-Finite-Volumes and ADER-Discontinuous-Galerking schemes [87, 84, 89, 88, 22, 35, 30, 34, 36] and ADER schemes in the Arbitrary Lagrangian Eulerian framework [14, 15, 16, 42, 43], in this paper, we rely on our recent Semi-Implicit Structure Preserving Finite Volume (SISPFV) scheme [13] which allows to run the model efficiently in the low-Mach number regime typical for problems involving non-Newtonian fluids.

2. Mathematical model

2.1. System of governing PDEs

A quite general mixture model for modeling stress-induced solid-fluid phase transition was proposed in [68]. In this paper, however, we consider a much simpler model. In particular, we assume that the mobility of the solid and fluid phases in the transition zone is negligible, i.e. the relative velocity of the phases is zero. Furthermore, we shall assume that the fluid and solid states are only differ by the so-called strain relaxation time $\tau$ (to be introduced later) while all other material parameters such as longitudinal and shear sound speed$^5$ are equal.

The state parameters of interest are

$$(\rho, s, v, A), \quad (1)$$

where $\rho$ is the mass density, $s$ is the specific entropy, $v$ is the material velocity, and $A$ is the distortion matrix which characterizes the morphology of the material elements. The distortion can be seen as a local basis triad (three vectors). By measuring the changes in angles between these three vectors and coefficients of elongation/contraction, one can use $A$ as a deformation measure of the material elements$^6$. Also, the word “local” means that it is impossible to recover the global deformation of the whole continuum by integrating the distortion field $A$.

The system of governing PDEs in a Cartesian coordinate system can be written as [70, 32]

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho v_k)}{\partial x_k} = 0, \quad (2a)$$

$$\frac{\partial (\rho v_i)}{\partial t} + \frac{\partial \left(\rho v_i v_k + \rho \delta_{ki} - \sigma_{ki}\right)}{\partial x_k} = 0, \quad (2b)$$

$$\frac{\partial A_{ik}}{\partial t} + \frac{\partial \left(A_{im} v_m\right)}{\partial x_k} + v_j \left(\frac{\partial A_{ik}}{\partial x_j} - \frac{\partial A_{ij}}{\partial x_k}\right) = -\frac{E A_{ik}}{\theta}, \quad (2c)$$

$$\frac{\partial (\rho s)}{\partial t} + \frac{\partial \left(\rho s v_k\right)}{\partial x_k} = \frac{\rho}{\theta} E A_{ik} E A_{ik}, \quad (2d)$$

$$\frac{\partial (\rho E)}{\partial t} + \frac{\partial \left(\rho E v_k + v_i (p \delta_{ki} - \sigma_{ki})\right)}{\partial x_k} = 0. \quad (2e)$$

---

$^4$See also further developments of Frenkel’s seminal idea in unified descriptions [52, 23, 9, 38] of thermodynamical properties of matter across the solid-fluid interfaces.

$^5$Recall that in our theory, a viscous fluid is also characterized by a shear sound speed.

$^6$In the language of differential geometry, the distortion field can be viewed as a non-holonomic frame field, or Cartan’s moving frame, e.g. see [51, 71].
where the pressure $p$ and the tangential stresses $\sigma_{ik}$ should be defined via the total energy potential $E(\rho, s, v, A)$ as $p = \rho^2 E_\rho$ and $\sigma_{ik} = -\rho A_{ij} E_{A, jk}$, where, in turn, $E_\rho = \frac{\partial E}{\partial \rho}$ and $E_{A, jk} = \frac{\partial E}{\partial A_{jk}}$, $\delta_{ik}$ is the Kronecker delta, $T = E_s$ is the temperature, and $\theta > 0$ is one of the main constitutive functions of our theory which controls the rate of strain relaxation and will be specified in Sec. 2.3.

System (2) is an overdetermined system which has one more equations than unknowns. In fact, the total energy $E$ as mentioned above, is not an unknown but a potential $E = E(\rho, s, v, A)$ and the last equation (the total energy conservation law) is, in fact, the consequence of the others, i.e. it can be obtained as a linear combination of the rest equations, e.g. see [69, 46]. Yet, in order to guarantee the energy conservation exactly at the discrete level, it is equation (2e) that is used in the discretization of system (2) while the entropy equation is obtained as a consequence, see [13].

One can see that in order to close system (2) (to specify the pressure, stress, etc) one needs to specify the energy potential $E$ which is done in the following section.

2.2. Closure of the reversible part via energy potential

To close the system of governing PDEs (2), one needs to propose a model for the total energy $E$ and the strain relaxation function $\theta$. In the most general situations, the fluid and solid state of the material are governed by their own equations of state (energies) $E_t$ and $E_s$ so that the total energy of the material is

$$E = c E_s + (1 - c) E_t$$

with $c$ being the solid mass fraction. However, here, we consider a more simple situation and assume that both states are governed by the same equation of state, i.e. $E_s = E_t$, and we specify the total energy potential as the sum of three contributions

$$E(\rho, s, v, A) = E_i(\rho, s) + E_c(A) + E_k(v) \equiv E_i(\rho, s) + \frac{c_{sh}^2}{2} \|G\|^2 + \frac{1}{2} \|v\|^2,$$  \hspace{1cm} (4)

where $E_i(\rho, s)$ is the internal energy of volumetric deformation, $E_c(A)$ is the elastic energy of shear deformation, and $E_k(v)$ is the kinetic energy, $G' = G - \frac{1}{3} \text{tr}(G) I$ is the deviatoric (or trace-less) part of the metric tensor $G = A^T A$, $I$ is the identity matrix, and we use the following matrix and vector norms

$$\|G\| = \sqrt{\frac{1}{2} G'_{ij} G'_{ij}}, \hspace{1cm} \|v\| = \sqrt{v_i v_i}.$$  \hspace{1cm} (5)

Also, $c_{sh}$ is the shear sound speed, which, as was mentioned earlier, is assumed to be the same in the solid and fluid states. It characterizes the rigidity of the infinitesimal frames represented by the basis triads $A$.

The internal energy $E_i(\rho, s)$, in the case of solids and liquids, can be taken as a stiffened gas equations of state, e.g. see [32, 13]. However, in this paper, we only consider test cases that are considered in the literature for incompressible isothermal flows in confined geometries. This means that the choice of the internal energy $E_i(\rho, s)$ plays no role in this study. Nevertheless, in order to stay in the hyperbolic region of model (2), we always solve the full compressible model (2) for the full vector of state variables (1) and hence, an equations of state for the internal energy $E_i(\rho, s)$ has to be always provided. In particular, in all the test cases, we shall use the ideal gas equation of state for $E_i(\rho, s)$, i.e. $E_i(\rho, s) = \frac{\rho^{s-1}}{\gamma - 1} v^s / c_v$ or $E_i(\rho, p) = \frac{p}{\rho(\gamma - 1)}$ with $c_v$ being the heat capacity at constant volume and $\gamma$ the ration of specific heats.

Remark that, when dealing with incompressible flows, we do not impose the incompressibly constraint $\nabla \cdot v = 0$, which would change the type of the governing PDEs from hyperbolic to a mixed hyperbolic-elliptic type. Instead, we solve the full compressible formulation (2) with the new semi-implicit SISPVF scheme [13] in the low-Mach number limit $Ma \to 0$. Thus, as shown in [13], with this type of schemes, the density and velocity divergence fluctuations scale with $Ma^2$ in the low-Mach number limit.

Using (4), one can explicitly compute the derivatives $E_{A, ik}$ used in the right hand side of (2) and in the computation of the stress $\sigma_{ik}$. Thus, we have

$$E_A = c_{sh}^2 A G', \hspace{1cm} \sigma = -\rho A^T E_A = -2 \rho G E_G = -\rho c_{sh}^2 G G'.$$  \hspace{1cm} (6)
We remark that in contrast to the Navier-Stokes theory where the tangential stresses are of a dissipative nature, the tangential stresses of our theory are due to elastic forces which are intrinsically non-dissipative. The dissipation is introduced only via the right-hand side of system (2). In other words, in the context of viscous fluids, viscous solution of the parabolic Navier-Stokes equations is approximated by a solution of hyperbolic system (2) of viscoelastic medium, see the following section for the details.

2.3. Closure of the irreversible part

Recall that if the source term in (2c) vanishes then system (2) is simply the system of nonlinear elasticity written in the Eulerian coordinates [46, 32]. We thus say that the left hand-side of (2) is the reversible part of the time evolution [69, 66]. However, the most drastic changes in the material behavior is controlled by the right hand-side of (2c) which, together with the entropy production source term in (2d), constitutes the irreversible (dissipative) part of the time evolution. Note that the entropy production source term is obviously positive and hence, the second law of thermodynamics is always respected [69].

In particular, denoting by \( \tau \) the strain relaxation time discussed in the introduction and taking the energy potential in the form (4) and \( \theta \) in the form

\[
\theta = \frac{1}{3} \tau c_{sh}^2 |A|^{-5/3},
\]

(7)

it has been shown in [70, 32] that, for small \( 0 < \tau \ll 1 \), the stress tensor of our theory \( \sigma = -\rho A^T E_A \) (which is computed fully locally, i.e. as an algebraic function of state variables) approximates the Navier-Stokes stress (which is non-local in space, i.e. its computation involves spatial derivatives)

\[
\sigma_{NS} = \eta \dot{\gamma}, \quad \dot{\gamma} = \dot{\epsilon} - \frac{1}{3} \text{tr}(\dot{\epsilon}) I, \quad \dot{\epsilon} = \nabla v + \nabla v^T,
\]

(8)

at first order in \( \tau \), i.e. one can expand \( \sigma \) in series in \( \tau \)

\[
\sigma = \sigma_0 + \tau \sigma_1 + \tau^2 \sigma_2 + \ldots
\]

(9)

such that \( \sigma_0 = 0 \) and

\[
\sigma_1 = \frac{1}{6} \rho \tau c_{sh}^2 \dot{\gamma}.
\]

(10)

Here, \( \dot{\epsilon} \) is the strain rate tensor and \( \dot{\gamma} \) is the rate-of-shear tensor.

Thus, by comparing (8) and (10), one can conclude that the effective shear viscosity of our theory is expressed as

\[
\eta_{eff} = \frac{1}{6} \rho \tau c_{sh}^2.
\]

(11)

One can clearly see that the effective viscosity \( \eta_{eff} \) is composed of the two principal parameters of our theory: the shear sound speed \( c_{sh} \) which characterizes the elasticity of the infinitesimal frames represented by the basis triads \( A \) and thus, it characterizes the reversible part of the model, and \( \tau \) which characterizes the rate of dissipation. In other words, even if the model is employed in the diffusive regime \( \tau \ll 1 \), the viscous flow is approximated by a viscoelastic solution of our theory. In this case, the dissipative dynamics governed by the right hand-side dominates.

Therefore, in the presence of the relaxation term in (2c), the overall dynamics of system (2) is always of viscoelastic type at the time scales \( \tau < t < \infty \) because both parts of the time evolution (left and right hand-sides of (2)) are working together. Yet, the dynamics is reversible (elastic) at the time scales \( t < \tau \), e.g. see [39, 17, 8, 10, 70].

\[\text{This formula for } \eta_{eff} \text{ is valid only for the energy given by (4) and } \theta \text{ given by (7). For a different energy potential and } \theta, \text{ the coefficient } \frac{1}{6} \text{ may change or may depend on the density } \rho \text{ and entropy } s. \text{ Nevertheless, in general, one has that } \eta_{eff} \sim \rho \tau c_{sh}^2.\]

\[\text{More rigorously, in the viscous regime, the relaxation time } \tau \text{ has to be sufficiently smaller than the characteristic time of the macroscopic process.} \]
Despite the asymptotic expansion (9) was only performed under the assumptions of constant viscosity and constant relaxation time, we shall assume in this paper that the same procedure can be done even in the case of nonlinear viscosity which will inevitably result in a nonlinear but still sufficiently small $\tau$, now being a function of state variables $\tau = \tau(\rho, s, A)$. In principle, the “sufficient smallness” of $\tau$ can be achieved by taking larger shear sound speed $c_{sh}$ that for the same viscosity provides a smaller $\tau$ as can be seen from (11).

2.3.1. Pure fluids (no yield-stress behavior)

Based on the aforementioned reasoning, we assume that if the Newton law of viscosity (8) is generalized with a nonlinear viscosity

$$\sigma_{NS} = \eta(\dot{\gamma}) \dot{\gamma}, \quad \dot{\gamma} = \|\dot{\gamma}\| = \sqrt{\frac{1}{2} \dot{\gamma}_{ij} \dot{\gamma}_{ij}},$$

(12)

we still assume that the relation (11) holds for some constant shear sound speed $c_{sh}$ and some nonlinear function $\tau(A)$ to be determined.

For example, for incompressible flows of the power-law (PL) fluids with the viscosity

$$\eta_{PL}(\dot{\gamma}) = \kappa \dot{\gamma}^{n-1},$$

(13)

with $\kappa$ and $n$ being the so-called consistency and power-law indexes, one should solve (12) with respect to $\dot{\gamma}$, i.e. $\dot{\gamma}(\sigma) = (\sigma/\kappa)^{1/n}$, where $\sigma = \|\sigma\|$. This is necessary because $\dot{\gamma}$ is not a state variable in our theory. Then, one can get the power-law viscosity as a function of $\sigma$ which, in turn, is the function of $A$:

$$\eta_{PL}(A) = \kappa \left( \frac{\sigma}{\kappa} \right)^{\frac{n-1}{n}},$$

(14)

and the corresponding relaxation time $\tau$ is simply obtained from (11) and (14) as $\tau(A) = 6 \eta_{PL}(A)/(\rho c_{sh}^2)$. In particular, in this way, the first results for non-Newtonian power-law fluids with model (2) were obtained in [53] for Hagen-Poiseuille and lid-driven cavity flows.

Note that not all rheological models can be formulated in simple linear form as (12), e.g. see [61], and here, we do not provide a general recipe for finding the proper expression for the relaxation time $\tau$. For a specific nonlinear stress-strain-rate relation of the form $f(\sigma, \dot{\gamma}) = 0$, this question should be considered individually.

2.3.2. Viscoplastic fluids

In the classical fluid mechanics models such as Bingham, or more general Herschel-Bulkley model with yield-stress behavior, the material in the solid state is traditionally treated as a rigid solid (non-deformable) which has an infinite viscosity. Thus, if we apply directly the above approach to a constitutive relation with an infinite viscosity, we obtain an infinite relaxation time $\tau$ and therefore the smallness assumption under which the relation (11) was obtained does not hold.

In fact, an infinite relaxation time in our model corresponds to a deformable elastic solid (the right-hand side in (2c) vanishes) and there is no need to treat it as a fluid with an infinite viscosity. Therefore, for a viscoplastic fluid with a yield-stress $\sigma_Y$, we shall assume smallness of $\tau(A)$ only in the fluid region (i.e. $\sigma > \sigma_Y$), while in the solid region ($\sigma < \sigma_Y$) the relation (11) is not required and thus smallness of $\tau$ is not required as well. This inevitably causes that in a certain vicinity of the yield-stress $\sigma_Y$ there is a transition zone where $\tau$ is not small and the material is neither viscous nor elastic but visco-elastic. However, as we shall see in Section 4, this zone is negligibly small and does not affect much the overall solution.

Therefore, we treat the viscoplastic fluids as elastoviscoplastic with the relaxation time given by

$$\tau(A) = \begin{cases} \tau_s, & \|\sigma\| < \sigma_Y, \\ \tau_I(A), & \|\sigma\| \geq \sigma_Y, \end{cases}$$

(15)

The validity of this assumption will be justified later via numerical examples.
where \( \tau_s = \text{const} \) denotes the relaxation time in the solid region and is supposed to be much larger than the time scale of the problem (in practice, we take \( \tau_s = 10^{10} - 10^{20} \)) while the relaxation time in the fluid state \( \tau_f(A) \) can be computed from the viscosity based on the relation (11).

As an example, let us consider the Herschel-Bulkley (HB) constitutive relation for incompressible flows (e.g. see [59]) which includes the Bingham-type behavior

\[
\dot{\gamma} = \begin{cases} 
0, & \|\sigma\| < \sigma_Y, \\
\eta_{\text{HB}}^{-1} \sigma, & \|\sigma\| \geq \sigma_Y,
\end{cases}
\]

(16)

where \( \eta_{\text{HB}} = \eta_{\text{HB}}(\dot{\gamma}) \) is the Herschel-Bulkley viscosity of the fluid state that reads

\[
\eta_{\text{HB}}(\dot{\gamma}) = \kappa \dot{\gamma}^{n-1} + \sigma_Y \dot{\gamma}^{-1}, \quad \dot{\gamma} = \|\dot{\gamma}\|
\]

(17)

or

\[
\eta_{\text{HB}}(\sigma) = \left( \frac{\sigma - \sigma_Y}{\kappa} \right)^{-\frac{1}{n}} \sigma, \quad \sigma = \|\sigma\|
\]

(18)

where \( \kappa = \text{const} \) is the consistency index and \( n \) is the power-law index. Note that (17) includes the power-law viscosity (13) as a particular case for \( \sigma_Y = 0 \). Then, the fluid state relaxation time is computed from (11) as

\[
\tau_f(A) = \frac{6\eta_{\text{HB}}(\sigma)}{\rho c_{\text{sh}}^2}.
\]

(19)

This strategy is employed in the numerical examples presented in the following section.

Remark. The solid-fluid transition as it is treated in the Bingham-type models of classical fluid mechanics is a time-independent (instantaneous) transition. However, some real complex fluids with a yield-stress behavior cannot be treated in such a simplified way. The solid-fluid transition in such fluids is time-dependent and requires a chemical kinetics-type time evolution equation for an order parameter (e.g. mass fraction of the solid state) [72]. Therefore, we remark that a more general constitutive framework can be adopted in our framework for modeling this and other solid-fluid transitions, e.g. thermally driven phase transformations such as melting and solidification. In these settings, the material can be considered as a mixture of the solid and fluid states with an order-parameter-dependent relaxation time and the elastic modulus, e.g. \( \tau(C) = (c/\tau_s + (1 - c)/\tau_f)^{-1} \), where \( c \) is the mass fraction of the solid state, and \( \tau_s \) and \( \tau_f \) are the relaxation times in the solid and fluid states. In particular, a similar approach has been applied to modeling of the brittle and ductile fracture in solids in [83, 41] where the damaged material is treated as a fluid or solid with degraded elastic modulus and relaxation times.

2.4. Residual stresses and incompatible deformations

We recall that if the source term in the distortion equation (2c) vanishes then system (2) is nothing else but the nonlinear elasticity equations [46] written in Eulerian coordinates. In the elasticity setting, it is assumed that there is a one-to-one map \( x_i(t, \xi_j) \), called motion, between the Lagrangian \( \xi_i \) and Eulerian \( x_j \) coordinates and the distortion field \( A \) is defined as the gradient \( A_{ij} = \partial \xi_i / \partial x_j \) of the inverse map \( \xi_i(t, x_j) \). This further implies that the curl of the distortion field, \( B_{ij} = \varepsilon_{jkl} \partial_k A_{il} \) \((\partial_k = \partial/\partial x_k)\) must vanish because of the commutative property of second derivatives

\[
\frac{\partial A_{ik}}{\partial x_j} - \frac{\partial A_{ij}}{\partial x_k} = 0.
\]

(20)

In particular, one can obtain an evolution equation for \( B_{ij} \), see [69],

\[
\frac{\partial B_{ij}}{\partial t} + \frac{\partial}{\partial x_k} (B_{ij} v_k - v_j B_{ik}) + v_j \frac{\partial B_{ik}}{\partial x_k} = 0,
\]

(21)

by applying the curl operator to the homogeneous form of (2c).
The identity (20) is called condition of compatibility of deformations [46] and it simply states that the distortion field is the gradient of a motion $\xi_i(t, x_j)$. In this case the deformations are elastic which means that the stresses vanish globally once the original configuration (at $t = 0$) of the continuum is recovered, i.e. $x_i(0, \xi_j) = \xi_j$ and $A_{ij} = \delta_{ij}$. Moreover, equation (21) means that, in the elasticity theory, if the deformations were compatible at a given time instant then they stay so for all later times.

On the other hand, because the homogeneous distortion PDE (2c) is a direct consequence of $A_{ij}$ being the gradient of a motion $\xi_i(t, x_j)$ [46, 73], the non-vanishing right-hand side in (2c) destroys this connection between $A_{ij}$ and $\xi_i(t, x_j)$ and hence, the compatibility condition (20) for such a distortion field is not fulfilled in general. In other words, the original configuration of the continuum cannot be restored anymore and the deformation described by $A_{ij}$ is inelastic. The absence of a one-to-one map $x_i(t, \xi_j)$ simply implies that there is no change of variables $x_i \to x'_i$ that makes the internal geometry of the continuum globally flat, i.e. $A_{ij} = \delta_{ij}$ globally. In other words, the internal geometry is non-Euclidean in this case. Furthermore, because the energy potential (4) is constructed in such a way that the stress (6) vanishes only when $A_{ij} = \delta_{ij}$ or $A_{ij}$ is an orthogonal matrix, there will always be some points of the continuum where the stress is not zero. Such stresses are called residual stresses.

If the model is considered in a pure fluid regime (e.g., no yield stress, no thermally driven solidification) and if the external forces are removed then all stresses will eventually dissipate globally because the source stress in (2c) relaxes the stress $E_{A_{ij}}$ to zero. On the other hand, if the model includes a possibility of solidification then at a certain time instant the source term in (2c) may vanish because of $\tau = \infty$ and the accumulated residual stresses will stay in the material. In particular, it can be shown [75, 69, 71] that, in the absence of source terms in (2c), equation (21) is equivalent to the following ordinary differential equation

$$\frac{dB_{ij}'}{dt} = 0,$$

where $\frac{d}{dt} = \frac{\partial}{\partial t} + v_k \frac{\partial}{\partial x_k}$ is the material time derivative, and $B_{ij}' = \frac{1}{\text{det}(A)} A_{ik} B_{jk}$, that is, along the particle trajectories, the incompatibility of deformations is conserved.

The ability to predict the amplitude and distribution of residual stresses is important for modeling of some practical solidification problems, e.g., in additive manufacturing [37, 55, 54] but to the best of our knowledge has never been discussed in the context of viscoplastic flows. Yet, the investigation of this question is outside the scope of this paper and will be considered elsewhere. Nevertheless, it is worth to mention that it is a conventional viewpoint that growing solids of any nature (general mass deposition on the surface of a solid) usually have residual stresses due to the formation of geometrical incompatibilities during the growth. These incompatibilities can be described with the tools of non-Euclidean geometries [27, 60, 91]. We thus remark that our model can be generalized in such a way that the incompatibility measure $B_{ij}$ plays the role of state variable so that the fluid and solidified states can be viewed as a Riemann-Cartan manifold with non-vanishing torsion, see [71].

3. Numerical scheme

Here, we describe the Semi-Implicit Structure Preserving Finite Volume (SISPFV) scheme [13] which is used in the numerical simulations in Section 4. The SISPFV scheme is first-order accurate in time and second-order accurate in space. It is based on the staggered discretization with the pressure and energy stored in the cell-centers, velocity field stored on the cell-edges and the distortion field in the cell-corners, see Fig. 1. The SISPFV scheme consists of four steps. In the first step, see Sec. 3.2, the nonlinear convective part of the fluxes is discretized in an explicit manner using a classical second order MUSCL-Hancock type TVD finite volume scheme [86]. In the second step, the distortion field is evolved according to the new curl-preserving explicit finite difference discretization. In the third step, the mildly nonlinear pressure sub-system (momentum and energy fluxes containing the pressure) is solved implicitly using the nested Newton method of Casulli and Zanolli [24, 25, 29]. And in the fourth step, the stiff source term in (2c) is treated using the implicit Euler method. Thanks to the implicit treatment of the pressure sub-system, the CFL condition for the time step is formulated based on the flow velocity $v$ and shear sound speed $c_{\text{sh}}$ and not on the adiabatic sound speed. For semi-implicit schemes on unstructured staggered meshes, the reader is referred to [81, 82, 20, 5, 19, 21] and references therein.
The scheme is consistent with the low Mach number limit of the GPR equations, it is exactly curl-free for the homogeneous part of the PDE system in the absence of source terms and is consistent with the Navier-Stokes limit of the model in the stiff relaxation limit when \( \tau \to 0 \) and with the large-strain hyperelasticity limit of the equations when \( \tau \to \infty \). Yet, due to the strong non-linearity of the relaxation source term, the current version of the scheme is not truly asymptotic-preserving in the limit \( \tau \to 0 \) for the stress tensor \( \sigma \) but only quasi asymptotic-preserving, i.e. up to the second order error terms. In particular, this imposes certain limitations when we shall consider very stiff examples in Section 4, e.g. lid-driven cavity flows of HB fluid with \( n = 0.5 \).

System (2) can be written more compactly in the following matrix-vector notation

\[
\frac{\partial \mathbf{Q}}{\partial t} + \nabla \cdot (\mathbf{F}_c(\mathbf{Q}_c) + \mathbf{F}_p(\mathbf{Q}) + \mathbf{F}_v(\mathbf{Q})) + \nabla \mathbf{G}_v(\mathbf{Q}) + \mathbf{B}_v(\mathbf{Q}) \cdot \nabla \mathbf{Q} = \mathbf{S}(\mathbf{Q}),
\]

with the state vector \( \mathbf{Q} = (\rho, \rho v_i, A_{ik}, \rho E)^T \), the nonlinear tensor \( \mathbf{F}(\mathbf{Q}) = (\mathbf{f}(\mathbf{Q}), \mathbf{g}(\mathbf{Q})) \), with \( \mathbf{f} \) and \( \mathbf{g} \) the fluxes in \( x \) and \( y \) direction, respectively, the non-conservative product \( \mathbf{B}(\mathbf{Q}) \cdot \nabla \mathbf{Q} \) containing the curl terms in (2e), and the vector of potentially stiff algebraic relaxation source terms \( \mathbf{S}(\mathbf{Q}) \). As proposed in [29, 28] we split the flux tensor \( \mathbf{F}(\mathbf{Q}) \) into a convective part and a pressure part. However, the equations for the distortion \( A_{ik} \) as well as its respective contributions to the momentum equation and to the total energy conservation law need a special compatible and structure-preserving discretization using a vertex-based grid staggering. Hence, (23) is rewritten as

\[
\frac{\partial \mathbf{Q}}{\partial t} + \nabla \cdot \mathbf{F}_c(\mathbf{Q}_c) + \mathbf{F}_p(\mathbf{Q}) + \mathbf{F}_v(\mathbf{Q}) + \nabla \mathbf{G}_v(\mathbf{Q}) + \mathbf{B}_v(\mathbf{Q}) \cdot \nabla \mathbf{Q} = \mathbf{S}(\mathbf{Q}),
\]

where

\[
\mathbf{F}_c = \begin{pmatrix} \rho v_k & \rho v_i v_k & 0 \\ \rho v_i v_k & \rho(v_i \rho E_i + E_k) & 0 \\ \rho v_k (E_e + E_k) & 0 & \rho \end{pmatrix}, \quad \mathbf{Q}_c = \begin{pmatrix} \rho \rho v_i \rho v_k \\ \rho \rho v_i \rho E_i \rho E_k \\ \rho \rho E_i \rho E_k \end{pmatrix}, \quad \mathbf{F}_p = \begin{pmatrix} 0 \\ -\sigma_{ik} \\ 0 \end{pmatrix}, \quad \mathbf{F}_v = \begin{pmatrix} 0 \\ -\delta_{ik} \\ 0 \end{pmatrix},
\]

and

\[
\mathbf{G}_v(\mathbf{Q}) = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \quad \mathbf{B}_v(\mathbf{Q}) \cdot \nabla \mathbf{Q} = \begin{pmatrix} 0 \\ 0 \\ v_{im} \left( \frac{\partial A_{ik}}{\partial x_m} - \frac{\partial A_{im}}{\partial x_k} \right) \end{pmatrix}.
\]

Here, \( h = E_i + p/\rho \) is the specific enthalpy, \( \mathbf{F}_c(\mathbf{Q}_c) \) refers to purely convective fluxes that will be discretized explicitly and \( \mathbf{F}_p(\mathbf{Q}) \) are the pressure fluxes that will be discretized implicitly using an edge-based staggered grid. The resulting splitting into convective and pressure fluxes is identical to the flux-vector splitting scheme of Toro and Vázquez-Cendón forwarded in [90]. The remaining terms \( \mathbf{F}_v(\mathbf{Q}), \nabla \mathbf{G}_v(\mathbf{Q}) \) and \( \mathbf{B}_v(\mathbf{Q}) \cdot \nabla \mathbf{Q} \) will be carefully discretized in a structure-preserving manner using an explicit scheme on an appropriate vertex-based staggered grid. The relaxation source terms \( \mathbf{S}(\mathbf{Q}) \) can become stiff and thus require an implicit discretization on the vertex-based staggered mesh.

The following subsystem

\[
\frac{\partial \mathbf{Q}}{\partial t} + \nabla \cdot (\mathbf{F}_c(\mathbf{Q}_c) + \mathbf{F}_v(\mathbf{Q})) + \nabla \mathbf{G}_v(\mathbf{Q}) + \mathbf{B}_v(\mathbf{Q}) \cdot \nabla \mathbf{Q} = \mathbf{S}(\mathbf{Q}),
\]

will be discretized explicitly, apart from the potentially stiff algebraic source terms in \( \mathbf{S} \), which are discretized implicitly with a simple backward Euler scheme. The discretization method presented in the next section will consist in a combination of a classical second order MUSCL-Hancock type [86] TVD finite volume scheme for the convective fluxes \( \mathbf{F}_c \), a curl-free discretization for the terms \( \mathbf{G}_v \) and \( \mathbf{B}_v \cdot \nabla \mathbf{Q} \) using compatible gradient and curl operators as well as a vertex-based discretization of the terms \( \mathbf{F}_v \). The eigenvalues of subsystem (27) in \( x \) direction, or more precisely the eigenvalues of the matrix \( \mathbf{A}_v(\mathbf{Q}) \cdot \mathbf{e}_x \) with \( \mathbf{e}_x = (1, 0) \) when rewriting (27) in quasi-linear form

\[
\frac{\partial \mathbf{Q}}{\partial t} + \mathbf{A}_v(\mathbf{Q}) \cdot \nabla \mathbf{Q} = \mathbf{S}(\mathbf{Q}),
\]

are

\[
\lambda^e_{1,2} = u \pm \frac{2}{3} \sqrt{3} c_s, \quad \lambda^e_{3,4,5,6} = u \pm c_s, \quad \lambda^e_{7,8,\ldots,15} = u.
\]
The remaining pressure subsystem, which will be discretized implicitly, reads as follows:

$$\frac{\partial Q}{\partial t} + \nabla \cdot F_p(Q) = 0. \tag{29}$$

As already mentioned before, the resulting pressure subsystem is formally identical to the Toro-Vázquez pressure system [90], hence its eigenvalues in $x$ direction are

$$\lambda_{p,1,2} = \frac{1}{2} \left( u \pm \sqrt{u^2 + 4c_0^2} \right), \quad \lambda_{p,3,4,5,...,15} = 0, \tag{30}$$

with the adiabatic sound speed $c_0$, e.g. for the ideal gas EOS one has, as usual, $c_0^2 = \gamma p/\rho$.

3.1. Staggered mesh

To simplify the description of the numerical scheme, we restrict the discussion to two-dimensional motion, i.e. we assume that $\frac{\partial}{\partial x^3}$ vanishes for all fields and thus, we assume a two-dimensional physical domain $\Omega$ spread in $x_1 = x$ and $x_2 = y$ and which is covered by a set of equidistant and non-overlapping Cartesian control volumes $\Omega^{p,q} = [x^{p-\frac{1}{2}},x^{p+\frac{1}{2}}] \times [y^{q-\frac{1}{2}},y^{q+\frac{1}{2}}]$ with uniform mesh spacings $\Delta x = x^{p+\frac{1}{2}} - x^{p-\frac{1}{2}}$ and $\Delta y = y^{q+\frac{1}{2}} - y^{q-\frac{1}{2}}$ in $x$ and $y$ direction, respectively, and with $x^{p+\frac{1}{2}} = x^p \pm \Delta x/2$ and $y^{q+\frac{1}{2}} = y^q \pm \Delta y/2$. Nevertheless, we keep all third components of vectors and tensors in the discussion. The 3D extension of the scheme is straightforward, defining the normal components of the velocity field on the faces, and keeping the discrete distortion field $A$ in the vertices of the primary control volumes. We will furthermore use the notation $e_x = (1,0,0), e_y = (0,1,0)$ and $e_z = (0,0,1)$ for the unit vectors pointing into the directions of the Cartesian coordinate axes. Also, we use the following notations for the velocity components $u = v_1$ and $v = v_2$.

To avoid confusion between tensor indices and discretization indices, throughout this paper we will use the subscripts $i,j,k,l,m$ for tensor indices and the superscripts $n,p,q,r,s$ for the discretization indices in time and space, respectively. The discrete spatial coordinates will be denoted by $x^p$ and $y^q$, while the set of discrete times will be denoted by $t^n$. For a sketch of the employed staggered grid arrangement of the main quantities, see Fig. 1.

![Staggered mesh configuration](image.png)

Figure 1: Staggered mesh configuration with the pressure field $p^{p,q,n}$ defined in the cell barycenters, the velocity field components $u^{\frac{1}{2},q,n}$ and $v^{p,q+\frac{1}{2},n}$ defined on the edge-based staggered dual grids, respectively, and the distortion field $A_{ik}^{\frac{1}{2},q+\frac{1}{2},n}$. 
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3.2. Explicit discretization of the nonlinear convective terms and of the corner fluxes

The semi-implicit scheme used in this paper and proposed in [13] applies an explicit discretization of the nonlinear convective terms contained in $F_c = (F_c(Q), g_c(Q))$ and of the corner (vertex) fluxes $F_v = (F_v(Q), g_v(Q))$, starting from the known solution $Q^{p,q,n}$ at time $t^n$. The result is a new intermediate state vector $Q^{p,q,*}$ that is computed via a conservative finite volume formulation

$$Q^{p,q,*} = Q^{p,q,n} - \frac{\Delta t}{\Delta x} \left( F_{c,v}^{p+\frac{1}{2},q} - F_{c,v}^{p-\frac{1}{2},q} \right) - \frac{\Delta t}{\Delta y} \left( g_{c,v}^{p,q+\frac{1}{2}} - g_{c,v}^{p,q-\frac{1}{2}} \right),$$

(31)

with the numerical fluxes defined as

$$F_{c,v}^{p+\frac{1}{2},q} = u^{p+\frac{1}{2},q,n} \frac{1}{2} \left( Q_c \left( Q_{-}^{p+\frac{1}{2},q,n+\frac{1}{2}} + Q_c \left( Q_+^{p+\frac{1}{2},q,n+\frac{1}{2}} \right) \right) - \frac{1}{2} \left( Q_+^{p+\frac{1}{2},q,n+\frac{1}{2}} - Q_-^{p+\frac{1}{2},q,n+\frac{1}{2}} \right) \right)$$

$$+ \frac{1}{2} \left( F_v \left( Q^{p+\frac{1}{2},q+\frac{1}{2},n} \right) + F_v \left( Q^{p+\frac{1}{2},q-\frac{1}{2},n} \right) \right),$$

(32)

and

$$g_{c,v}^{p,q+\frac{1}{2}} = u^{p,q+\frac{1}{2},n} \frac{1}{2} \left( Q_c \left( Q_{-}^{p,q+\frac{1}{2},n+\frac{1}{2}} + Q_c \left( Q_+^{p,q+\frac{1}{2},n+\frac{1}{2}} \right) \right) - \frac{1}{2} \left( Q_+^{p,q+\frac{1}{2},n+\frac{1}{2}} - Q_-^{p,q+\frac{1}{2},n+\frac{1}{2}} \right) \right)$$

$$+ \frac{1}{2} \left( g_v \left( Q^{p+\frac{1}{2},q,n+\frac{1}{2}} \right) + g_v \left( Q^{p+\frac{1}{2},q,n+\frac{1}{2}} \right) \right).$$

(33)

Note that the fluxes above contain the nonlinear convective terms as well as the vertex fluxes $F_v$ and $g_v$, which contain the stress tensor $\sigma$. In (32) and (33), the maximum speed speeds are computed as

$$s_{x \text{ max}} = \max \left( \| \Lambda_{c,v}^x (Q_{-}^{p+\frac{1}{2},q,n+\frac{1}{2}}) \|, \| \Lambda_{c,v}^x (Q_+^{p+\frac{1}{2},q,n+\frac{1}{2}}) \| \right),$$

$$s_{y \text{ max}} = \max \left( \| \Lambda_{c,v}^y (Q_{-}^{p,q+\frac{1}{2},n+\frac{1}{2}}) \|, \| \Lambda_{c,v}^y (Q_+^{p,q+\frac{1}{2},n+\frac{1}{2}}) \| \right),$$

(34)

with $\Lambda_{k}^{c,v}$ the diagonal matrix of eigenvalues of the explicit subsystem (27) in direction $x$ and $y$, respectively. In (34) $\| \Lambda \|$ means the maximum norm of the matrix $\Lambda$, i.e. the maximum absolute value of the boundary-extrapolated values are simply computed via a standard MUSCL-Hancock scheme (see [86]), as follows:

$$Q_{-}^{p+\frac{1}{2},q,n+\frac{1}{2}} = Q^{p,q,n} + \frac{1}{2} \Delta x \partial_x h Q^{p,q,n} + \frac{1}{2} \Delta t \partial_t h Q^{p,q,n},$$

$$Q_{+}^{p+\frac{1}{2},q,n+\frac{1}{2}} = Q^{p+1,q,n} - \frac{1}{2} \Delta x \partial_x h Q^{p+1,q,n} + \frac{1}{2} \Delta t \partial_t h Q^{p+1,q,n},$$

and

$$Q_{-}^{p,q+\frac{1}{2},n+\frac{1}{2}} = Q^{p,q,n} + \frac{1}{2} \Delta y \partial_y h Q^{p,q,n} + \frac{1}{2} \partial_t h Q^{p,q,n},$$

$$Q_{+}^{p,q+\frac{1}{2},n+\frac{1}{2}} = Q^{p,q+1,n} - \frac{1}{2} \Delta y \partial_y h Q^{p,q+1,n} + \frac{1}{2} \partial_t h Q^{p,q+1,n},$$

with the discrete gradients in space and time computed via

$$\partial_x h Q^{p,q,n} = \minmod \left( \frac{Q^{p+1,q,n} - Q^{p,q,n}}{\Delta x}, \frac{Q^{p,q,n} - Q^{p-1,q,n}}{\Delta x} \right),$$

$$\partial_y h Q^{p,q,n} = \minmod \left( \frac{Q^{p+1,q,n} - Q^{p,q,n}}{\Delta y}, \frac{Q^{p,q,n} - Q^{p-1,q,n}}{\Delta y} \right),$$

where

$$\minmod (a, b) = \frac{1}{2} \left( (a - b) + \max(0, \min(0, a - b)) \right).$$
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and
\[ \partial_t \mathbf{Q}^{p,q,n} = - \frac{F_c}{\Delta x} (Q^{p,q,n} + \frac{1}{2} \Delta x \partial_x^h \mathbf{Q}^{p,q,n}) - \frac{F_v}{\Delta x} (Q^{p,q,n} - \frac{1}{2} \Delta x \partial_x^h \mathbf{Q}^{p,q,n}) \]
\[ - \frac{g_c}{\Delta y} (Q^{p,q,n} + \frac{1}{2} \Delta y \partial_y^h \mathbf{Q}^{p,q,n}) - \frac{g_v}{\Delta y} (Q^{p,q,n} - \frac{1}{2} \Delta y \partial_y^h \mathbf{Q}^{p,q,n}) \]
\[ \frac{1}{2 \Delta y} \left( g_v (Q^{p+\frac{1}{2},q+\frac{1}{2},n} - g_v (Q^{p-\frac{1}{2},q-\frac{1}{2},n} - g_v (Q^{p+\frac{1}{2},q-\frac{1}{2},n} - g_v (Q^{p-\frac{1}{2},q+\frac{1}{2},n})). \right) \]

3.3. Discrete divergence, curl and gradient operators

The main ingredients of the new structure-preserving staggered semi-implicit scheme proposed in this paper are the definitions of appropriate discrete divergence, gradient and curl operators acting on quantities that are arranged in different and judiciously chosen locations on the staggered mesh. The discrete pressure field at time \( t^n \) is denoted by \( p^{h,n} \) and its degrees of freedom are located in the center of each control volume as \( p^{p,q,n} = p(x^p, y^q, t^n) \). Throughout this paper we denote with the superscript \( h \) the set of all degrees of freedom of the discrete solution and all degrees of freedom generated by a discrete operator, in order to ease the notation. The discrete velocities \( v_1^{h,n} \) and \( v_2^{h,n} \) are arranged in an edge-based staggered fashion, i.e. \( u^{p+\frac{1}{2},q,n} := u_1^{p+\frac{1}{2},q,n} = v_1(x^{p+\frac{1}{2}}, y^q, t^n) \) and \( v^{p+\frac{1}{2},q+\frac{1}{2},n} := v_2^{p+\frac{1}{2},q+\frac{1}{2},n} = v_2(x^{p+\frac{1}{2}}, y^{q+\frac{1}{2}}, t^n) \). The discrete distortion field \( A^{h,n} \) is defined on the vertices of each spatial control volume as \( A^{h,n} := A_k(x^{p+\frac{1}{2}}, y^{q+\frac{1}{2}}, t^n) \). For clarity, see again Fig. 1.

The discrete divergence operator, \( \nabla^h \), acting on a discrete vector field \( \mathbf{v}^{h,n} \) is abbreviated by \( \nabla^h \cdot \mathbf{v}^{h,n} \) and its degrees of freedom are given by
\[ \nabla^h \cdot \mathbf{v}^{h,n} = \frac{\partial p^{p,q,n} - \partial p^{p-\frac{1}{2},q,n}}{\Delta x} + \frac{\partial p^{p,q+\frac{1}{2},n} - \partial p^{p,q-\frac{1}{2},n}}{\Delta y}, \quad (35) \]
i.e. it is based on the edge-based staggered values of the field \( \mathbf{v}^{h,n} \). It defines a discrete divergence on the control volume \( \Omega^{p,q} \) via the Gauss theorem,
\[ \nabla^h \cdot \mathbf{v}^{h,n} = \frac{1}{\Delta x \Delta y} \int_{\Omega^{p,q}} \nabla \cdot \mathbf{v} \, dx = \frac{1}{\Delta x \Delta y} \int_{\partial \Omega^{p,q}} \mathbf{v} \cdot \mathbf{n} \, dS, \quad (36) \]
based on the mid-point rule for the computation of the integrals along each edge of \( \Omega^{p,q} \). In (36) the outward pointing unit normal vector to the boundary \( \partial \Omega^{p,q} \) of \( \Omega^{p,q} \) is denoted by \( \mathbf{n} \). In a similar manner, the \( z \) component of the discrete curl, \( \nabla^h \times \), of a discrete vector field \( \mathbf{v}^{h,n} \) is denoted by \( (\nabla^h \times \mathbf{v}^{h,n}) \cdot \mathbf{e}_z \) and its degrees of freedom are naturally defined as
\[ (\nabla^h \times \mathbf{v}^{h,n}) \cdot \mathbf{e}_z = \varepsilon_{ijk} \partial_j v^{p,q+\frac{1}{2},k,n} = \frac{1}{2} \left( \frac{v^{p+\frac{1}{2},q+\frac{1}{2},n} - v^{p-\frac{1}{2},q+\frac{1}{2},n} + v^{p+\frac{1}{2},q-\frac{1}{2},n} - v^{p-\frac{1}{2},q-\frac{1}{2},n}}{\Delta x} \right) - \frac{1}{2} \left( \frac{u^{p+\frac{1}{2},q+\frac{1}{2},n} - u^{p+\frac{1}{2},q-\frac{1}{2},n} - u^{p-\frac{1}{2},q+\frac{1}{2},n} + u^{p-\frac{1}{2},q-\frac{1}{2},n}}{\Delta y} \right), \quad (37) \]
making use of the vertex-based staggered values of the field \( \mathbf{v}^{h,n} \), see the right panel in Fig. 2. In Eqn. (37) the symbol \( \varepsilon_{ijk} \) is again the usual Levi-Civita tensor. Eqn. (37) defines a discrete curl on the control volume \( \Omega^{p,q} \) via the Stokes theorem
\[ (\nabla^h \times \mathbf{v}^{h,n}) \cdot \mathbf{e}_z = \frac{1}{\Delta x \Delta y} \int_{\Omega^{p,q}} (\nabla \times \mathbf{v}) \cdot \mathbf{e}_z \, dx = \frac{1}{\Delta x \Delta y} \int_{\partial \Omega^{p,q}} \mathbf{v} \cdot \mathbf{t} \, dS, \quad (38) \]
based on the trapezoidal rule for the computation of the integrals along each edge of $\Omega^{p,q}$ (here, $t$ stands for the tangent vector to the face of the control volume). Since the distortion field $A$ transforms as a vector and not as a rank 2 tensor ($A$ is a triad and thus a set of three vectors), the degrees of freedom of the $z$-component of the discrete curl of $A^{h,n}$ simply read

$$
\left( (\nabla^{p,q} \times A^{h,n}) \cdot e_z \right)_i = \varepsilon_{ijk} \partial_i^{p,q} A^{h,n}_{jk}
$$

$$
= \frac{1}{2} \left( \frac{A^{p+\frac{1}{2}, q+\frac{1}{2}, n} - A^{p-\frac{1}{2}, q+\frac{1}{2}, n}}{\Delta x} + \frac{A^{p+\frac{1}{2}, q-\frac{1}{2}, n} - A^{p-\frac{1}{2}, q-\frac{1}{2}, n}}{\Delta x} \right)
$$

$$
- \frac{1}{2} \left( \frac{A^{p+\frac{1}{2}, q+\frac{1}{2}, n} - A^{p+\frac{1}{2}, q-\frac{1}{2}, n}}{\Delta y} + \frac{A^{p-\frac{1}{2}, q+\frac{1}{2}, n} - A^{p-\frac{1}{2}, q-\frac{1}{2}, n}}{\Delta y} \right).
$$

Last but not least, we need to define a discrete gradient operator that is compatible with the discrete curl, so that the continuous identity

$$
\nabla \times \nabla \phi = 0
$$

also holds on the discrete level. If we define a scalar field in the barycenters of the control volumes $\Omega^{p,q}$ as $\phi^{p,q,n} = \phi(x^{p}, y^{q}, t^{n})$ then the corner gradient generates a natural discrete gradient operator $\nabla^{h}$ of the discrete scalar field $\phi^{h,n}$ that defines a discrete gradient in all vertices of the mesh. The corresponding degrees of freedom generated by $\nabla^{h} \phi^{h,n}$ read (see the left panel of Fig. 2)

$$
\nabla^{p+\frac{1}{2}, q+\frac{1}{2}} \phi^{h,n} = \partial_{k}^{p+\frac{1}{2}, q+\frac{1}{2}} \phi^{h,n} = \left( \begin{array}{c}
\partial_{x}^{p+1, q+1, n} - \partial_{x}^{p, q, n} \\
\partial_{y}^{p, q+1, n} - \partial_{y}^{p, q, n} \\
0
\end{array} \right) + \left( \begin{array}{c}
\partial_{x}^{p+1, q+1, n} - \partial_{x}^{p+1, q, n} \\
\partial_{y}^{p+1, q+1, n} - \partial_{y}^{p, q, n} \\
0
\end{array} \right).
$$

(41)

Figure 2: Left: stencil of the discrete gradient operator, which computes the corner gradient of a scalar field defined in the cell barycenter. Right: stencil of the discrete curl operator, which defines the curl inside the cell barycenter using the vector field components defined in the corners of the primary control volume. In the right panel we also show the total 9-point stencil that is needed for the discrete identity $\nabla^{h} \times \nabla^{h} \phi^{h,n} = 0$.

It is then straightforward to verify that an immediate consequence of (37) and (41) is

$$
\nabla^{h} \times \nabla^{h} \phi^{h,n} = 0,
$$

(42)

i.e. one obtains a discrete analogue of (40). We furthermore define the following averaging operators from the three
different staggered meshes to the cell barycenter \((x^p, y^q)\):

\[
A_{ik}^{p,q,n} = \frac{1}{4} \left( A_{ik}^{p+ \frac{1}{2},q- \frac{1}{2},n} + A_{ik}^{p- \frac{1}{2},q- \frac{1}{2},n} + A_{ik}^{p- \frac{1}{2},q+ \frac{1}{2},n} + A_{ik}^{p+ \frac{1}{2},q+ \frac{1}{2},n} \right),
\]

\[
\nu^{p,q,n} = \frac{1}{2} \left( u^{p- \frac{1}{2},q,n} + u^{p+ \frac{1}{2},q,n} \right),
\]

\[
v^{p,q,n} = \frac{1}{2} \left( v^{p- \frac{1}{2},q,n} + v^{p+ \frac{1}{2},q,n} \right).
\]

### 3.4. Explicit, curl-free compatible discretization of the distortion field

The key ingredient of the numerical method [13] is the proper discretization of the thermal impulse equation and of the PDE for the distortion field. We employ the following compatible discretization

\[
A_{ik}^{p+ \frac{1}{2},q+ \frac{1}{2},n+1} = A_{ik}^{p+ \frac{1}{2},q+ \frac{1}{2},n} - \Delta t \partial_k \left[ \frac{1}{2} A_{ik}^{p+1,q,n+1} + \partial_k^{p+1,q,n+1} \right] \left( A_{im}^{h,n,v_{ic}^n} \right)
\]

\[
- \Delta t \frac{1}{4} \sum_{r=0}^{1} \sum_{s=0}^{1} A_{im}^{p+r,q+s,n} \left( \partial_m^{p+r,q+s} A_{ik}^{h,n} - \partial_k^{p+r,q+s} A_{im}^{h,n} \right)
\]

\[
- \Delta t \left[ \frac{\det(A)}{\tau} \frac{1}{\rho^{p+1,q+n+1}} \right] G_{jk}^{p+1,q+1,n+1}.
\]

It is easy to check that in the homogeneous case (when \(\tau \to \infty\) and therefore the algebraic source term vanishes) for an initially curl-free vector field \(A^{h,n}\) that satisfies \(\nabla \times A^{h,n} = 0\) also \(\nabla \times A^{h,n+1} = 0\) holds. To see this, one needs to apply the curl operator \(\nabla \times \) to (44). One realizes that the second row of (44), which contains the discrete curl of \(A^{h,n}\) vanishes immediately, due to \(\nabla \times A^{h,n} = 0\). The third row vanishes because \(\tau \to \infty\). The curl of the first term on the right hand side in the first row of (44) is zero because of \(\nabla \times A^{h,n} = 0\) and the curl of the second term is zero because of \(\nabla \times \phi^{h,n} = 0\), with the auxiliary scalar field \(\phi^{h,n} = A_{im}^{h,n,v_{mc}^n}\), whose degrees of freedom are computed as \(\phi^{p,q,n} = A_{im}^{p,q,n} v_{mc}^n\), after averaging of the velocity vector and the distortion into the barycenters of the control volumes \(\Omega_{p,q}\). Note that on uniform grids this average is second order accurate.

### 3.5. Implicit solution of the pressure equation

Up to now, the contribution of the pressure to the momentum and to the total energy conservation laws, i.e. the terms contained in the pressure fluxes \(F_p\), have been excluded. The discrete momentum equations including the pressure terms read (recall that \(u = v_1\) and \(v = v_2\))

\[
(pu)^{p+ \frac{1}{2},q,n+1} = (pu)^{p+ \frac{1}{2},q,n} - \frac{\Delta t}{\Delta x} (p^{p+1,q,n+1} - p^{p,q,n+1}),
\]

\[
(pv)^{p,q+ \frac{1}{2},n+1} = (pv)^{p,q+ \frac{1}{2},n} - \frac{\Delta t}{\Delta y} (p^{p,q+1,n+1} - p^{p,q,n+1}),
\]

where pressure is taken implicitly, while all nonlinear convective terms and the vertex fluxes have already been discretized explicitly via the operators \((pu)^{p+ \frac{1}{2},q,n}\) and \((pv)^{p,q+ \frac{1}{2},n}\) given in (31) and after averaging of the obtained quantities back to the edge-based staggered dual grid. Recalling that \(E_i(p,p), E_e(A_{ik}),\) and \(E_k(v_k)\) are three contributions to the specific total energy \(E\) given by (4), a preliminary form of the discrete total energy equation reads

\[
\rho E_i \left( p^{p,q,n+1} \right) + \rho E_e \left( p^{p,q,n+1} \right) + \rho \tilde{E}_k \left( p^{p,q,n+1} \right) = \rho E^{p,q,*} + \frac{\Delta t}{\Delta x} \left( \tilde{h}^{p+ \frac{1}{2},q,n+1} (pu)^{p+ \frac{1}{2},q,n+1} - \tilde{h}^{p- \frac{1}{2},q,n+1} (pu)^{p- \frac{1}{2},q,n+1} \right) - \frac{\Delta t}{\Delta y} \left( \tilde{h}^{p,q+ \frac{1}{2},n+1} (pv)^{p,q+ \frac{1}{2},n+1} - \tilde{h}^{p,q- \frac{1}{2},n+1} (pv)^{p,q- \frac{1}{2},n+1} \right).
\]
Here, we have used the abbreviation \( \rho E_i (p^{p,q,n+1}) = \rho^{p,q,n+1} E_i (p^{p,q,n+1}, \rho^{p,q,n+1}) \). Inserting the discrete momentum equations (45) into the discrete energy equation (46) and making tilde symbols explicit via a simple Picard iteration (using the lower index \( r \) in the following), as suggested in [29, 28], leads to the following discrete wave equation for the unknown pressure:

\[
\Delta t^2 \frac{h_r^{p+\frac{1}{2},q,n+1} (p_{r+1}^{p+1,q,n+1} - p_{r+1}^{p,q,n+1}) - h_r^{p-\frac{1}{2},q,n+1} (p_{r+1}^{p,q,n+1} - p_{r+1}^{p-1,q,n+1})}{\Delta x^2} - \Delta t^2 \frac{h_r^{p,q+\frac{1}{2},n+1} (p_{r+1}^{p,q+1,n+1} - p_{r+1}^{p,q,n+1}) - h_r^{p,q-\frac{1}{2},n+1} (p_{r+1}^{p,q-1,n+1} - p_{r+1}^{p,q,n+1})}{\Delta y^2} = \rho b_r^{p,q,n},
\]

with the known right hand side

\[
\rho \rho E_{i}^{p+1,q,n+1} + \rho E_{k}^{p,q,n+1} + \rho E_{k}^{p,q,n+1} - \rho E_{k}^{p,q,n+1} - \rho E_{k}^{p,q,n+1} - \rho E_{k}^{p,q,n+1} = 0.
\]

The density at the new time \( \rho^{p,q,n+1} = \rho^{p,q,*} \) is already known from (31), and also the energy contribution \( \rho E_{k}^{p,q,n+1} \) of the distortion field \( A^{h,n+1} \) is already known, after averaging onto the main grid of the staggered field components that have been evolved in the vertices via the compatible discretization (44) and (44). The final system for the pressure (47) forms a mildly nonlinear system of the form

\[
\rho E_{i}^{p+1,q,n+1} + M_r \cdot n^{p+1,q,n+1} = b_r^{p,q,n} \tag{49}
\]

as in [29], with a linear part contained in \( M_r \) that is symmetric and at least positive semi-definite. In one space dimension \( M_r \) is tridiagonal, while it is pentadiagonal in two space dimensions. Hence, with the usual assumptions on the nonlinearity detailed in [25], it can be efficiently solved with the nested Newton method of Casulli and Zanolli [24, 25]. As already stated in [29] for equations of state whose dependence of the internal energy density is linear in the pressure, the system (49) reduces to a linear one. For more complex cubic or tabulated equations of state, (49) becomes nonlinear.

We further note that in the incompressible limit (i.e. when the Mach number tends to zero, \( \text{Ma} \rightarrow 0 \), following the asymptotic analysis performed in [56, 57, 58, 63], the pressure tends to a constant and the contribution of the kinetic energy \( \rho E_{k} \) can be neglected w.r.t. \( \rho E_{i} \). Therefore, in the incompressible limit the system (47) tends to the usual pressure Poisson equation of incompressible flow solvers. In each Picard iteration, after the solution of the pressure system (47), the enthalpies at the interfaces are recomputed and the momentum is updated by

\[
(pu)_{r+1}^{p+\frac{1}{2},q,n+1} = (pu)_{r+1}^{p+\frac{1}{2},q,n} - \Delta t \frac{\Delta x}{\rho E_{i}^{p,q,n+1}} \left( p_{r+1}^{p+1,q,n+1} - p_{r+1}^{p,q,n+1} \right) \tag{50}
\]

from which the new kinetic energy density \( \rho E_{k}^{p,q,n+1} \) can be computed after averaging the momentum onto the main grid. At the end of the Picard iterations, the total energy is updated as

\[
\rho E^{p,q,n+1} = \rho E^{p,q,*} - \Delta t \frac{\Delta x}{\rho E_{i}^{p,q,n+1}} \left( h^{p+\frac{1}{2},q,n+1} (pu)_{r+1}^{p+\frac{1}{2},q,n+1} - h^{p-\frac{1}{2},q,n+1} (pu)_{r+1}^{p-\frac{1}{2},q,n+1} \right) - \Delta t \frac{\Delta y}{\rho E_{i}^{p,q,n+1}} \left( h^{p,q+\frac{1}{2},n+1} (pv)_{r+1}^{p,q+\frac{1}{2},n+1} - h^{p,q-\frac{1}{2},n+1} (pv)_{r+1}^{p,q-\frac{1}{2},n+1} \right),
\]

while the final momentum is averaged back onto the main grid. This completes the description of our new curl-free semi-implicit finite volume scheme for the GPR model of continuum mechanics in the two-dimensional case recently.
proposed in [13]. Due to the operator splitting between the explicit subsystem and the implicit pressure system and due to the fully implicit treatment of the algebraic source terms (backward Euler), the scheme proposed in this paper is globally only first order accurate in time. To obtain higher order in time, an IMEX Runge-Kutta scheme should be used, see [64, 65, 11, 12].

4. Numerical results

Throughout this section, we use the notations $u = v_1$, $v = v_2$ for the velocity components, and $x = x_1$, $y = x_2$ for the coordinates. In all the presented test cases, the CFL number for the explicit step of SISPFV scheme was set to 0.95 and was chosen based on the shear sound speed $c_{sh}$ which was set to 10 or higher and thus, greater then the flow velocity which was typically of the order of 1.

4.1. Couette flow

In the first example, we verify the model in the standard Couette flow problem with ($\sigma_Y > 0$) and without ($\sigma_Y = 0$) the yield stress. The two-dimensional computational domain $(x, y) \in [0, 1] \times [0, 1]$ has periodic boundary conditions in $x$-direction, and no-slip conditions at $y = 0$ and $y = 1$. Additionally, the boundary $y = 1$ is moving in the positive direction at a constant velocity. We solve system (2) with the SPSIFV scheme [13] on a grid composed of $4 \times 100$ elements until time $t = 10$ for a range of velocities of the moving boundary. At time $t = 10$, the velocity $u(y)$ has already reach a constant slope while the stress $\sigma_{12}(y)$ is constant (symbols in Fig. 3). The initial conditions are set to $\rho = 1$, $A = I$, $v = 0$. The material parameters of the GPR model are $c_{sh} = 10$, while the relaxation time $\tau$ is defined from the Herschel-Bulkley viscosity which has the parameters $\sigma_Y = 0$ or $\sigma_Y = 0.5$, $\kappa = 1$, $n = 0.5, 1.0$, or 1.5. The relaxation time in the solid state is taken as $\tau_s = 10^{10}$, while the fluid state relaxation time is computed from (19). In Fig. 3, one can notice that the yield-stress and power-law rheology of the HB model is well captured by the GPR model.

We also use the Couette flow example to demonstrate a peculiar feature of the distortion field. Namely, its intrinsic rotational dynamics. Recall that the distortion $A$ can be viewed as a local frame field (local basis triad) consisting of three linearly independent vectors. As has been noticed earlier [70, 32], the relaxation process in $A$ governed by the right-hand side in (2c) acts in such a way that the tangential stresses tend to reduce but also the basis triad $A$ rotates permanently even in the case when the velocity field is stationary. In the current formulation, the distortion spin does not affect the stress tensor $\sigma$, e.g. see [46], and does not violate the angular momentum conservation because the stress $\sigma$ stays always symmetric. An extension of the model towards accounting for the distortion spin and associating it to, for example, unresolved small-scale eddies in turbulent flows is discussed in [71] in the context of the Riemann-Cartan geometry.
Fig. 4 shows strong heterogeneity in the distortion field due to the intrinsic rotations despite the velocity and the stress are homogeneous and steady. In this regards, one may recall the polar decomposition for the distortion matrix $A = R\sqrt{G}$, with $R$ being an orthogonal matrix, and the fact that the stress $\sigma$ (6) does not depend on the rotation $R$, see [46]. To demonstrate this feature of the model, we carried out three simulations of the Couette flow in the domain $(x, y) \in [0, 1] \times [0, 1]$ with the GPR model and SISPFV scheme of a Newtonian fluid with $\eta = 10^{-1}$, $\eta = 10^{-2}$, and $\eta = 10^{-3}$, see Fig. 4. The numerical solutions are shown at times approximately right after the steady state is reached, $t = 5$ for $\eta = 10^{-1}$, $t = 50$ for $\eta = 10^{-2}$, and $t = 500$ for $\eta = 10^{-3}$. Initially, the fluid is at rest with the parameters $\rho = 1$, $v = 0$, $A = I$ and $c_{sh} = 10$. The velocity of the moving boundary ($y = 1$) is set to 1. A mesh of $4 \times 400$ elements was used for $\eta = 10^{-1}$ and $10^{-2}$, while to resolve the strong heterogeneity of $A$ at $\eta = 10^{-3}$ we were need to use a quite fine mesh of $4 \times 1600$ elements. A slight deviation from the constant value in $\sigma_{12}$ is visible for the case $\eta = 10^{-3}$ (bottom) which is due to the fact that at this mesh resolution and with the second-order accuracy of our SISPFV scheme we are still not able to resolve high heterogeneity of the distortion field in the interval $y \in [0.8, 1]$ of the most intense heterogeneity of $A$. Remark that the actual deformation of the fluid elements which is stored in $G$ are of the order of $10^{-3}$ while the elements of the rotation matrix $R$ are of the order of 1. Therefore, one may conclude that for high Reynolds number, the lack of the resolution of rotational peculiarities of the distortion field might result in errors in the stress tensor.

4.2. Plane Hagen-Poiseuille flow

In the second numerical example, we test the GPR model in the plane Hagen-Poiseuille flow. The two-dimensional computational domain $(x, y) \in [0, 1] \times [0, 1]$ has periodic boundary conditions in $x$-direction, and no-slip conditions at $y = 0$ and $y = 1$. We solve system (2) with the SISPFV scheme on a grid composed of $4 \times 100$ elements. The pressure drop $\Delta p$ is set to 0.1. In the initial conditions, we set the material velocity equal to the analytical solution (53), and other state variables were set as $\rho = 1$, $A = I$. The final integration time is $t = 1$. The analytical solution to the HB model is given by (e.g. see [7])

$$u(y) = \begin{cases} \frac{1}{m} f \left( \frac{m}{h} \right)^m \frac{m}{y}, & y \leq y_0, \\ \frac{1}{m} f \left( \frac{m}{h} \right)^m \frac{m}{y}, & y_0 \leq y \leq h - y_0, \\ \frac{1}{m} f \left( \frac{m}{h} \right)^m \frac{m}{y}, & y > h - y_0, \end{cases}$$

(53)

where $f = \frac{h}{V} \left( \frac{\Delta p h}{\kappa} \right)^{1/n}$, $m = 1 + 1/n$, $y_0 = h(1/2 - Bi/f^n)$, $h$ is the channel width, $V$ is a velocity scale, and $Bi$ is the generalized Bingham number which for the HB model can be defined as

$$Bi = \frac{\sigma_v}{\kappa} \left( \frac{h}{V} \right)^n 2^{1-n},$$

(54)

and which quantifies the effect of yield stress versus power-law, e.g. [79]. In the examples of this section, we set $h = 1.0$ (dimension in the $y$-direction) and the velocity scale $V = 2$.

Fig. 5 depicts the numerical solution to the GPR model and the analytical solution (53) to the HB model for a range of power-law exponents $n = 0.5, 1.0, 1.5$ and zero yield-stress $\sigma_v = 0$ ($Bi = 0$). The consistency index was taken as $\kappa = 1.0$. The shear sound speed in the GPR model was taken as $c_{sh} = 10$. The relaxation time in the solid state is taken as $\tau_s = 10^{20}$, while the fluid state relaxation time is computed from (19). Overall, a good agreement between the solutions is achieved.

Fig. 6 shows the numerical solution to the GPR model for a range Bingham numbers $Bi = 0, 0.1, 0.2, 0.3, 0.4$, and 0.5 and power-law index $n = 1$. A good agreement between the GPR solution and the solution to the HB model is achieved. The middle subfigure of Fig. 6 also shows a typical behavior of the relaxation time $\tau(A)$. The numerical solution for the same range of Bingham numbers but the power-law index $n = 0.5$ is shown in Fig. 6 (right subfigure). Also, a good agreement between the solution of our hyperbolic model and the parabolic model is achieved.
Figure 4: Couette flow of a Newtonian fluid obtained with our model for the Newtonian viscosity $\eta = 10^{-1}$ (top row, final time $t = 5$), $\eta = 10^{-2}$ (middle row, final time $t = 50$), and $\eta = 10^{-3}$ (bottom, final time $t = 500$). Cuts of the velocity $u$, stress $\sigma_{12}$, and $A_{11}$ component of the distortion, as well as a snapshot of $A_{11}$ (right column). The third and fourth columns demonstrate different orientations of the distortion field of the fluid layers due to the intrinsic rotations. The higher the Reynolds number the higher the orientational heterogeneity in the distortion field.
Figure 5: Hagen-Poiseuille flow. Comparison of the numerical solution to the GPR model obtained with the SISPFV scheme against the analytical solution to the Herschel-Bulkley model ($\sigma_Y = 0$) for the power-law exponents $n = 0.5$, $n = 1.0$, and $n = 1.5$ (left subfigure, from bottom to top). The middle and right subfigures show the effective viscosity of the GPR model $\eta_{\text{eff}} = \frac{1}{2} \rho \tau c^2_{\text{sh}}$ (lines) and the HB viscosity (symbols) computed from the analytical solution (53).

Figure 6: Hagen–Poiseuille flow of Herschel-Bulkley fluid for $n = 1.0$ (left) and $n = 0.5$ (right). Comparison of the numerical solution $u(y)$ to the GPR model (lines) against the analytical solution (53) to the HB model (symbols) for the range of Bi numbers: Bi = 0, 0.1, 0.2, 0.3, 0.4, and 0.5 (from top to bottom) for $n = 1.0$ and Bi = 0.1, 0.2, 0.3, and 0.4 for $n = 0.5$. The middle subfigure shows a typical behavior of the relaxation time ($n = 1.0$, Bi = 0.1).
4.3. Lid-driven cavity flow

In the third example, we consider another classical benchmark problem for the numerical solution of incompressible Navier-Stokes equations, the lid-driven cavity problem. As previously, we compute the numerical solution to the GPR model with the SISPFV scheme and it with the numerical solutions \[79, 80\] to the Herschel-Bulkley model for both cases \(\sigma_v = 0\) and \(\sigma_v > 0\).

4.3.1. Power-law fluid

For the computational setup in this section, the computational domain is given by \([0, 1] \times [0, 1]\). The initial condition is simply given by \(\rho = 1, v = 0, \text{ and } A = I\). The shear sound speed was set to \(c_{sh} = 10\). The lid velocity \((y = 1)\) was set to 1 and no-slip boundary condition is imposed on the other boundaries. The parameters of the Herschel-Bulkley model are \(\kappa = 10^{-2}, n = 0.5, 1.0, 1.5\), and also in this section, \(\sigma_v = 0\). The Reynolds number estimated based on the consistency index \(\kappa\) is \(Re = 100\). The computational domain was discretized with \(256 \times 256\) elements for \(n = 1.0\) and \(n = 1.5\) but we had to use a very fine mesh of \(1600 \times 1600\) elements in the most difficult for us case \(n = 0.5\). This is conditioned by the fact that for \(n = 0.5\), locally, the relaxation time drops down to \(10^{-5}\) and below which results in a very stiff source term in (2c). To efficiently deal with such a stiffness in the source term it is necessary to have an asymptotic preserving scheme while we recall that our SISPFV scheme is only quasi asymptotic-preserving property, see Section 3 and \[13\].

Fig. 7 shows the snapshots of \(|v|\) alongside with the streamlines and the cuts \(u(y)\) and \(v(x)\) of the velocity field at \(x = 0.5\) and \(y = 0.5\), accordingly. Overall, one can notice a good agreement between the numerical solution obtained with the SISPFV scheme for the first-order hyperbolic GPR model and the reference solution \[79\] to the parabolic Navier-Stokes equations with the Herschel-Bulkley viscosity.

Because the velocity fields depicted in Fig. 7 agree well with the reference solution of the Navier-Stokes equations with the Herschel-Bulkley viscosity, we can use this velocity data in order to compute the Navier-Stokes stress tensor \(\sigma_{NS}\) and compare it with the stress tensor of the GPR model computed from the distortion field according to (6). Note that the Navier-Stokes \(\sigma_{NS}\) (12) and the stress of the GPR model \(\sigma\) (6) are of different nature. The Navier-Stokes stress is of dissipative nature and is non-local (depends on the spatial gradient of the state variables) while \(\sigma\) is of elastic nature (non-dissipative) and computed locally (no space derivatives of state variables). Nevertheless, one can see in Fig. 8 that the two agree reasonably well.

Finally, Fig. 9 and Fig. 10 show non-trivial dynamics of the distortion field. We plot only \(A_{11}\) component but the others have a similar distribution. The real deformations of the material elements are tiny and contained in the metric tensor \(G = A^T A\) and they are hidden beyond the rotations \(R\) (see the discussion to Fig. 4 in Section 4.1) whose elements vary between \(-1\) and \(1\). Also, note that the dynamics of \(A\) is never steady even if other quantities (density, velocity) reach the steady-state. Thus, the colors in Fig. 9 and Fig. 10 keep evolving in time while preserving the overall pattern.

4.4. Visco-plastic fluids

In the last numerical example, we run the simulation of the lid-driven cavity flow of our model in the elastovisco-plastic regime, i.e. with \(\sigma_v > 0\). In this example, we only consider \(n = 1.0\) (i.e. the Herschel-Bulkley viscosity reduces to the Bingham viscosity). First, we run the model at Bingham numbers \(Bi = 1, 10\), and \(100\) at low Reynolds number \(Re = 1\) and then at the same Bingham numbers but at Reynolds \(Re = 100\). In all the simulation of this section, the yield stress \(\sigma_v\) is computed from \(54\) with \(h = 1, V = 2.03\). The lid velocity is set to 1 while the Reynolds number is controlled via setting \(\kappa = 1\) (\(Re = 1\)) or \(\kappa = 10^{-2}\) (\(Re = 100\)). Initially, the material is at rest with the parameters \(\rho = 1, v = 0, A = I\), while the simulation lasts until the velocity reaches the steady state.

Recall that the “softness” of the solid state in our model is characterized by the shear sound speed \(c_{sh}\) and because in the reference solution of the Bingham model we shall compare with, the solid state is treated as infinitely rigid we were need to take also a higher shear sound \(c_{sh}\) than in the previous examples. We chose \(c_{sh} = 50\) for all the simulations presented below.

Fig. 11 depicts the results at Reynolds number \(Re = 1\) and Bi = 1, 10, and 100. We plot the snapshots of \(\sigma/\sigma_v\) which can be used to distinguish the solidified \((\sigma/\sigma_v < 1)\) and fluid \((\sigma/\sigma_v > 1)\) regions. One can also use for that purpose the relaxation time \(\tau\) also depicted in Fig. 11. We can notice overall a good agreement with the reference
Figure 7: Lid-driven cavity flow, for the GPR model with the power-law exponents \( n = 0.5 \) (top row, \( t = 30 \)), \( n = 1.0 \) (middle row, \( t = 20 \)), and \( n = 1.5 \) (bottom row, \( t = 20 \)) and \( c_{\text{sh}} = 10 \). Middle and right column shows the cuts of the velocity field in \( x = 0.5 \) and \( y = 0.5 \) (red lines) and reference numerical solution (symbols) from [79] obtained with the Herschel-Bulkley model for \( \kappa = 10^{-2} \), zero yield stress, and the same power-law exponents \( n = 0.5, 1.0, \) and \( 1.5 \).
Figure 8: Lid-driven cavity flow. Comparison of the Navier-Stokes stress \( \sigma_{NS} = \eta(\dot{\gamma})\dot{\gamma} \) (computed from the velocity gradient of the GPR solution as a post-processing) and the stress of the GPR model computed from the distortion field \( \sigma = -\rho A^T E A \). Despite an overall good agreement is achieved some deviations are also visible which are due to the fact that our scheme is not perfectly asymptotic preserving but only quasi-asymptotic preserving.

Figure 9: Snapshots of \( A_{11} \) for the lid-driven cavity flow of the GPR model with the power-law exponents \( n = 1.0 \) (top row) and \( n = 1.5 \) (bottom row) at times \( t = 10, 20, \) and 40.
Figure 10: Snapshots of $A_{11}$ for the lid-driven cavity flow of the GPR model with the power-law exponent $n = 0.5$ at times $t = 30$ and $50$.

solution reproduced from [80] and obtained with a steady state finite volume solver for the Bingham model. To compute the solution, a mesh of $256^2$ cells was used for $Bi = 1$ and $Bi = 10$, while the a mesh of $512^2$ cells was used in the case of $Bi = 100$.

Finally, Fig. 12 and Fig. 13 show the solution to the GPR model at $Re = 100$. This time, we also have the possibility of quantitatively comparing the solution to the hyperbolic GPR model with the solution to the parabolic Navier-Stokes equations with the HB rheology, see the velocity cuts in Fig. 12. One can notice a good agreement with the reference solution. Also, we plot the snapshots of the velocity field in Fig. 13 in order to demonstrate that there is no flow in the solidified regions attached to the bottom of the cavity (the plug). The same computational meshes of $256^2$ (for $Bi = 1, 10$) and $512^2$ (for $Bi = 100$) were used for the case of $Re = 100$.

5. Conclusion and outlook

In this paper, we have studied the ability of the unified first-order hyperbolic model of continuum fluid and solid mechanics (2) to describe flows of non-Newtonian and, in particular, of viscoplastic fluids (or yield-stress fluids) [2]. Recently, it was already shown in [53] that the model can deal with non-Newtonian fluids with the power-law viscosity (without a yield stress), while here, for the first time, the model was used to describe the stress-driven solid-fluid transformations in the presence of the yield stress. Via direct comparison of the numerical solution of our model against analytical or numerical solutions to the Navier-Stokes equations with the Herschel-Bulkley viscosity on several standard benchmark test cases (Couette, Hagen-Poiseuille, and lid-driven cavity flows) it was demonstrated that the solution to the parabolic Navier-Stokes equations can be well approximated with the solution of our first-order hyperbolic model (2).

Note that, previously, the yield-stress fluids were modeled either with a pure viscous classical approach relying on the Navier-Stokes equations (Bingham-type models) and thus ignoring the elasticity of the unyielded state, or with more advanced elastoviscoplastic approaches which take into account the elasticity of the unyielded material [76, 77, 4, 40]. The latter, rely on the idea of additive splitting of the total Cauchy stress $\sigma$ into two parts $\sigma(\dot{\varepsilon}, \varepsilon) = \sigma_{NS}(\dot{\varepsilon}) + \sigma_E(\varepsilon)$ with $\sigma_{NS}(\dot{\varepsilon})$ being the conventional Navier-Stokes stress defined as the function of the strain rate $\dot{\varepsilon}$, and $\sigma_E$ being the elastic stress which is a function of the strain $\varepsilon$. The two stresses $\sigma_{NS}$ and $\sigma_E$ are conceptually different. Namely, the Navier-Stokes stress being the non-local stress (i.e. it involves the first gradient of the state vector) and fully dissipative in nature, while the elastic stress $\sigma_E$ being local and reversible. This makes it unclear the description of a general solid-fluid transformation (melting/solidification) with such an approach.

On the other hand, in our theory, the stress tensor, in both fluid and solid state, is computed in a unified manner $\sigma = -\rho A^T E_A$ based only on the strain measure, the distortion field $A$, while the use of the strain rate $\dot{\varepsilon}$ is not required at all. This, we believe, is one of the main novelties of our theory in comparison with the conventional aforementioned approaches, which should make our approach attractive for modeling of processes involving general solid-fluid transformations including thermally-driven melting and solidification. Note that the heat conduction,
Figure 11: Lid-driven cavity flow of GPR model in the elastoviscoplastic regime at low Reynolds number \( Re = 1 \) \((\kappa = 1)\) for \( Bi = 1 \) (top row), \( Bi = 10 \) (middle row), and \( Bi = 100 \) (bottom row). The power-low exponent is set to \( n = 1.0 \). The equivalent stress (left column) can be used to visualize the unyielded regions (blue, \( \sigma/\sigma_Y > 1 \)). Second columns show the relaxation time with the yellow color denoting the unyielded regions (for visualization, we color all cells with \( \tau > 1 \) in yellow). The reference solution of the Bingham model (reproduced from [80]) is shown in the right column. The shaded regions denote the unyielded regions \( \sigma > \sigma_Y \).
Figure 12: Lid-driven cavity flow of the GPR model in the elastoviscoplastic regime at $Re = 100$ ($\kappa = 10^{-2}$) and different Bingham numbers: $Bi = 1$ (top row, final time $t = 10$), $Bi = 10$ (middle row, final time $t = 1$), and $Bi = 100$ (bottom row, final time $t = 0.1$). Equivalent stress $\sigma = ||\sigma||$ and streamlines (left column), and $x = 0.5$ (middle column) and $y = 0.5$ (right column) cuts of the velocity field compared against the solution to the Bingham model (data has been extracted from [79]). In the left column, the blue color correspond to the solidified regions.
being ignored in this study, can be also described by the first-order hyperbolic equations with relaxation-type source terms similar to (2c), see [62, 13, 32].

Because all the benchmark tests considered in this paper involve incompressible flows, we have employed our new Semi-Implicit Structure Preserving Finite Volume (SISPFV) scheme proposed in [13] which treats the pressure part of the model in an implicit manner and thus, allows to run the model in the low-Mach number regime (Ma → 0). Further development of the scheme will concern an implicit treatment of the elastic part of the model which will allow to eliminate the shear sound speed from the stability condition of the numerical scheme resulting in a bigger time step. Also, in order to efficiently run the model in the stiff relaxation limit (τ ≪ 1), we plan to incorporate an IMEX Runge-Kutta-type time-integration in order to improve the accuracy of the current SISPFV scheme in time. Furthermore, for better tracking of the yield surface in flows of viscoplastic fluids, or propagation of general solidification fronts, one could use Arbitrary Lagrangian-Eulerian (ALE) schemes [14, 15, 16] or even more general schemes on non-conforming meshes [42, 43, 18].

Further applications of the model will concern the modeling melting and solidification processes in additive manufacturing [37, 55, 54]. For this purposes we shall use our first-order hyperbolic model for heat conduction [62, 32, 13, 69] and hyperbolic surface tension model advanced by Gavrilyuk et al in [6] and further developed by Schmidmayer et al [78] and Chiocchetti et al [26].
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