Comparing the linear and nonlinear buoyancy-driven circulation

By A. GJERMUNDSEN* and J. H. LACASCE, Department of Geosciences, University of Oslo, Oslo, Norway

(Manuscript received 22 December 2016; in final form 23 January 2017)

ABSTRACT

The buoyancy-driven circulation is studied in an idealized domain using two models, one based on the linearized planetary geostrophic equations and a fully nonlinear GCM. The surface buoyancy is specified (relaxed) to a chosen function of latitude in the linear (nonlinear) model. The models yield similar baroclinic flow in the interior, where the surface velocities are primarily zonal, and near the southern boundary, where a westward surface flow feeds the western boundary current (WBC). They differ however in the north. While the linear model has westward surface flow of limited vertical extent near the northern wall, the GCM has baroclinic flow which extends to the bottom with eastward surface velocities. The difference is due to convection, which weakens the stratification in the nonlinear model, amplifying the thermal wind transport associated with the surface buoyancy gradient. The WBC flow in the GCM feeds this, with northward surface flow over its entire length (as seen in nearly all previous similar studies). This in turn determines the meridional overturning circulation, since the WBC accounts for the largest meridional velocities. Roughly half the upwelling occurs in the WBC in the GCM and half in the interior, while the upwelling occurs in the interior and near the southern wall in the linear model. The study highlights the role of convection in modifying the response to the surface buoyancy gradient.
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1. Introduction

The oceanic meridional overturning circulation (MOC) plays a central role in the global redistribution of heat and trace gases in the climate system (Ganachaud and Wunsch, 2000; Lumpkin and Speer, 2007). With time scales of hundreds to thousands of years, it contributes to long term climatic variability, and as such the MOC has become a major research area. But which mechanisms drive the MOC is still debated (e.g. Kuhlbrodt et al., 2007). The MOC is usually studied with fully coupled general circulation models (GCMs), with an ocean forced by winds and surface heat and freshwater fluxes. Such studies reveal many interesting aspects. But the complexity of GCMs can obscure the relative importance of different forcings.

Both the wind- and buoyancy-driven circulations exhibit intensified western boundary currents (WBCs). So the northward flow towards the convection sites in the North Atlantic is superimposed on the Gulf Stream which closes the wind-driven subtropical gyre. Indeed the buoyancy-driven circulation is often conflated with the Gulf Stream, causing confusion in the media (e.g. Wunsch, 2004). Furthermore, wind and buoyancy forcing can act in tandem; indeed the buoyancy-driven circulation would not exist without vertical mixing (Sandström, 1908; Paparella and Young, 2002), a large fraction of which is due to the winds. But this complicates assessing how the MOC would change if one or another forcing were altered.

The buoyancy-driven circulation has been studied in the absence of explicit wind forcing though, to understand the response to surface buoyancy fluxes alone. Many such studies have been made in idealized geometries, like a rectangular box (Bryan, 1987; de Verdiere, 1988; Marotzke, 1997; Huck et al., 1999; Marotzke and Scott, 1999; Park and Bryan, 2000, 2001; Huck and Vallis, 2001; Park, 2006). The surface flux is imposed, as is the vertical mixing. The result is usually an MOC comparable in strength to that observed in full GCMs, despite the lack of wind forcing. Such simulations have been used to study the dependence on convective mixing (Marotzke and Scott, 1999), the choice of vertical coordinate (Park and Bryan, 2000, 2001) and horizontal resolution (Park, 2006).

These simulations exhibit similar features. The surface flow in the interior (away from the lateral boundaries) is generally zonal, zonal and in thermal wind balance with the surface density gradient. Sinking occurs in the northern part of the domain, producing a prominent deep WBC. The sinking occurs primarily in frictional boundary layers near the basin walls and as such, the overturning depends on the choice of frictional schemes (Huck et al., 1999).

*Corresponding author. e-mail: ada.gjermundsen@geo.uio.no
Idealized domains also permit analytical solutions. Assuming the background stratification is fixed and neglecting the advection of buoyancy and momentum, one can obtain a full solution to the steady circulation. The linear model (Pedlosky, 1969; Salmon, 1986) yields a circulation broadly like that in the nonlinear numerical solutions, with zonal interior flow and vertical motion confined to boundary layers near the walls. The model has been used to study the dependence on mixing (LaCasce, 2004), vertical velocities (Pedlosky and Spall, 2005) and the role of eastern boundary currents (Cessi and Wolfe, 2009; Cessi et al., 2010).

Other theoretical models have also been employed to study aspects of the buoyancy-driven circulation. In a seminal study, Stommel and Arons (1960) examined the circulation in an abyssal layer due to localized downwelling and uniform upwelling. Kawase (1987) modified their model by adding parameterized upwelling in the interior. Pedlosky and Spall (2005) examined a two layer model, as a simplified representation of the linear model, and considered (among other things) the effect of transport to other basins. Schloesser et al. (2012) proposed a multi-layer model, in which temperature could vary laterally as readily as the linear model to a direct comparison with a GCM, under identical forcing and basin configurations.

Such a comparison is the present goal. The exercise sheds light on both applicability of the linear model and on aspects of the circulation in the nonlinear models. While the linear model captures several important aspects, particularly at lower latitudes, it fails at higher latitudes where convection is acting. Describing how convection modifies the nonlinear solution is the second goal of the paper.

The linear model is outlined in Section 2 (further details are given in Appendix 1) as is the numerical model used here. The results are compared in Section 3 and the conclusions presented thereafter.

2. Model description: linear model

The linear model employs the steady planetary geostrophic (PG) equations (e.g. Samelson, 2011). Without wind forcing, these are:

\[-fv = -\frac{1}{\rho_c} \frac{\partial}{\partial x} p + v\nabla^2 u\]  \hspace{1cm} (1)

\[fu = -\frac{1}{\rho_c} \frac{\partial}{\partial y} p + v\nabla^2 v\]  \hspace{1cm} (2)

\[\frac{\partial}{\partial z} p = b\]  \hspace{1cm} (3)

\[\frac{\partial}{\partial x} u + \frac{\partial}{\partial y} v + \frac{\partial}{\partial z} w = 0\]  \hspace{1cm} (4)

\[\frac{\partial}{\partial x} \rho + \frac{\partial}{\partial y} \rho + \frac{\partial}{\partial z} \rho = 0\]  \hspace{1cm} (5)

Here \(b\) is the buoyancy, \(v\) is the lateral viscosity and \(\kappa_h\) and \(\kappa_v\) are horizontal and vertical diffusivities. The first four equations are common with the nonlinear PG equations (e.g. de Verdiere, 1988), but the buoyancy equation is modified by omitting time dependence and horizontal advection. And vertical advection is linearized about a prescribed background stratification, \(N^2\), which is assumed constant.

The lateral friction terms in the geostrophic relations permit no normal flow and no slip at the lateral walls.\(^1\) Lateral mixing in the buoyancy equation is meant to mimic eddy mixing. Under the assumption of a constant background stratification, this is equivalent to the Gent and McWilliams (1990) parameterization (Cessi and Wolfe, 2009).

The rectangular domain spans the range \(x \in [0, W], y \in [0, L], z \in [-H, 0]\). We assume no buoyancy fluxes normal to the lateral walls and bottom, and we specify the buoyancy at surface\(^2\):

\[b = B(y) \quad \text{at} \quad z = 0.\]  \hspace{1cm} (6)

We assume the surface buoyancy is a linear function of \(y\), i.e. \(B(y) = B_0(y - y_m)\), if \(y_m\) is the value at mid-basin.

The advantage of the PG equations is that they can be reduced to a single equation with one dependent variable (Welander, 1971). With the linear buoyancy equation, an equation for pressure is obtained:

\[p_x = \frac{\kappa_v f^2}{\beta N^2} p_{zzz} + \frac{\kappa_h f^2}{\beta N^2} \nabla^2 p_{zz} + \frac{v}{\beta} \nabla^4 p.\]  \hspace{1cm} (7)

The term on the LHS comes from the advection of planetary vorticity, while the terms on the RHS are vertical mixing, horizontal mixing and horizontal friction, respectively. Scaling the terms in (7) and dividing by the scale of the first term, \(p_x\), yields:

\[1 - \frac{\kappa_v f^2 L}{\beta N^2 D^4} \frac{\kappa_h f^2 L}{\beta N^2 D^2 L} \frac{v}{\beta L^3}.\]  \hspace{1cm} (8)

For reasonable values of \(\kappa_h\) and \(v\), the last two terms are small except near the boundaries. So the balance in the interior is between the first two terms, which yields the thermocline depth:

\[D = \left(\frac{\kappa_v f^2 L}{\beta N^2}\right)^{1/4}.\]  \hspace{1cm} (9)

where \(L\) is the basin scale. With the parameters used hereafter, this is roughly 400 m. The dependence of \(\kappa_v^{1/3}\) contrasts with that obtained for the nonlinear equations, of \(\kappa_v^{1/3}\) (Bryan, 1987; de Verdiere, 1988; Vallis, 2006). The difference stems from specifying \(N^2\) in the linear solution. Note the depth is only
weakly sensitive to $\kappa_v$ in the linear solution; decreasing $\kappa_v$ by a factor of 10 reduces the thermocline depth by only a factor of 1.8.

The zonal velocity exhibits a similar vertical scaling because:

$$ u \propto \frac{gD}{\rho_c f} \rho_y \propto \frac{g\alpha D}{f} T_y , $$

from thermal wind. With typical parameters, $u$ is of order $1 \text{ cm s}^{-1}$.

In the interior, the horizontal velocities are geostrophic and the Sverdrup relation holds:

$$ \beta v = f u_z . \quad (9) $$

Thus with a flat bottom and a rigid lid there is no depth-integrated flow.

The equation governing the interior flow (involving the first two terms in Equation 7) is easily solved following a Fourier cosine transform:

$$ p(x, y, z) = \sum_{n=1}^{\infty} \hat{p}_n(x, y) \cos \left( \frac{n\pi z}{H} \right) . \quad (10) $$

The resulting ODE in $x$ is solved by integrating westward from the eastern boundary ($x = W$), yielding:

$$ \hat{p}_n(x, y) = \frac{2 \rho_c B H}{n^2 \pi^2} \left( 1 - e^{\alpha_n(x-W)} \right) + p_e e^{\alpha_n(x-W)} , \quad (11) $$

where:

$$ \alpha_n = \frac{n^4 \pi^4 \kappa_v f^2}{\beta N^2 H^4} $$

and where $p_e$ is the pressure on the eastern wall. Thus the interior meridional velocity:

$$ \hat{v} = \frac{1}{\rho_c f} \frac{\partial}{\partial x} \hat{p} = \frac{\alpha_n}{\rho_c f} \left( p_e - \frac{2 \rho_c B H}{n^2 \pi^2} \right) e^{\alpha_n(x-W)} , \quad (12) $$

decays exponentially from the eastern wall. The higher baroclinic modes decay much more rapidly than the lower ones, implying the flow deepens to the west. The vertical velocity, obtained from the Sverdrup relation, is similarly intensified in the east.

The pressure, $p_e$, is constant to prevent normal flow at the eastern boundary. It is determined by demanding that the basin-integrated vertical velocity vanish (details are given in Appendix 1). The interior flow is dominated by the zonal component, in thermal wind balance with the buoyancy gradient at the surface.

The boundary layer structure is sketched in Fig. 1. No normal flow is satisfied on the three non-eastern walls in the outer of two frictional boundary layers. On the north and south walls, the balance in the outer layer is between the first three terms in Equation (7). The meridional width can be shown to scale as:

$$ L_y \propto \left( \frac{\kappa_h}{\kappa_v} \right)^{1/2} D \quad (13) $$

where $D$ is the thermocline depth above, $L_y$ is of order 1000 km, with the present parameters. On the western wall, it is the first and third terms which balance in the outer layer, referred to as a “thermal” layer (Pedlosky and Spall, 2005). The layer width scales as:

$$ L_x \propto \frac{\kappa_h f^2}{\beta N^2 D^2} . \quad (14) $$

This is of order 200 km with the present parameters.

In addition, there is a thin inner layer on each wall (Fig. 1) which satisfies the no-slip condition, the “hydrostatic” layer (Pedlosky and Spall, 2005; Schloesser et al., 2005). In this, the third and fourth terms in Equation (7) balance, i.e. the lateral buoyancy mixing and horizontal friction terms. The layer is very narrow, with a width which scales as:

$$ L_h \propto P r^{1/2} \frac{N D}{f_0} , \quad (15) $$

where $Pr = \nu/\kappa_h$ is the Prandtl number. Assuming $Pr$ is order one, the width is comparable to the deformation radius based on the thermocline depth, yielding $L_h \approx 10$ km. The hydrostatic layers have large vertical velocities. However the net vertical transport in the layer is balanced by opposing transport in the outer layer (Appendix 1). Thus in each double boundary layer there is no areally-integrated vertical transport from horizontal
mixing (although there is a net contribution from vertical mixing, as seen below).

If $v$ is large enough, the double western boundary layer is replaced by a single Munk layer (Pedlosky, 1969; LaCasce, 2004). However it can be shown that the areally-integrated vertical velocity vanishes in this case as well. Thus having a western Munk layer has relatively little effect on the interior circulation in the linear model.

3. Model description: MITgcm

For the numerical simulations, we use the Massachusetts Institute of Technology general circulation model (MITgcm) (Marshall et al., 1997a, 1997b). The model was run in an ocean-only configuration, with no sea ice or wind forcing. We employed a horizontal resolution of $0.45^\circ \times 0.45^\circ \cos(\theta)$ and 24 vertical levels spanning 6 km, with 20 m vertical resolution in the upper layers increasing to 900 m at depth.

A linear equation of state was used and the salinity was kept constant, so that changes in buoyancy were due solely to temperature. The surface temperature was relaxed to a profile of $27 \cos(\theta)$, with a relaxation time of one month. The latter can impact the stability of the solutions (e.g. Power and Kleeman, 1993), but we kept this fixed for present experiments. The model was spun up from a homogeneous rest state with a temperature of $15^\circ$C and it was run for 5500 years, by which time the solution was in a steady state.

For the mixing coefficients we used $\kappa_h = 10^3 \text{ m}^2\text{s}^{-1}$ and $\kappa_v = 10^{-4} \text{ m}^2\text{s}^{-1}$. Both vary in space in reality, being intensified near ocean boundaries (e.g. Ledwell and Bratkovich, 1995a, 1995b), but we kept both constant for comparison with the analytical solution. Convection is represented through enhanced vertical mixing (Klinger et al., 1996), in that $\kappa_v$ is set to 100 m$^2$s$^{-1}$ under unstable conditions. Lastly, a fairly large horizontal viscosity ($v = 10^4 \text{ m}^2\text{s}^{-1}$) was required, to maintain stability.

4. Results

4.1. Comparing the models

The surface velocities from the two models are shown in Fig. 2. The interior velocities in the linear model (left panel) are primarily zonal, in thermal wind balance with the surface temperature gradient. The flow diverges at the eastern boundary, turning south in the southern part of the domain and north in the northern. The latter is the model’s North Atlantic Current, bounding the warmer waters adjacent to the eastern boundary and the colder interior waters (e.g. Mauritzen, 1996). In both the north and south the flow turns westward along the respective boundaries and then towards the mid-basin along the western boundary. The WBCs, the strongest flows in the domain, feed the interior and close the circulation.

The interior flow in the GCM (right panel) is also zonal at the surface and veers north and south at the eastern boundary. As noted by Park (2006), this turning is missed in models with coarser resolution (and is difficult to see in this figure as well). As in the linear model, the flow in the southeast turns west at the southern boundary, feeding a boundary current which proceeds to the western boundary. But the flow near the northern boundary is eastward. As such the flow in the WBC, which feeds the northern flow, is northward over the full range of latitudes. Such surface flow is typical in simulations like this (e.g. de Verdiere, 1988; Marotzke, 1997; Huck et al., 1999; Park and Bryan, 2000).

The difference in the zonal flow is highlighted in a mid-basin transect, along 35$^\circ$E (Fig. 3). In the linear model, the flow is confined to the upper 2000 m. The velocities are eastward in the interior over the upper several hundred meters. The depth of the eastward flow increases to the north, consistent with the $f^{1/2}$ dependence indicated by the scaling in Equation (8). The flow below that is westward, and this contributes to making the depth-averaged velocity zero. Boundary currents with opposed baroclinic flow are seen at the north and south walls, and these also have zero depth-averaged transport. The depth of the flow is shallower at the southern boundary as $f$ is smaller than at the northern boundary. Note how the westward interior flow shallows to join the westward surface flow at the southern wall.

The GCM also exhibits eastward flow at the surface, westward flow below and a zero crossing depth which increases with latitude. The westward interior flow joins the surface return flow at the southern boundary as in the linear model. The solution differs though at the northern wall, where there is eastward flow to 2000 m and westward flow below that to the bottom. The velocities moreover are roughly 5 times larger than in linear model.

Fig. 4 shows cross sections of the meridional velocity in the two models, at 30$^\circ$N and 60$^\circ$N. In the linear model (left panels) the flow is mostly confined to the upper 2500 m. The flow depth increases from east to west, reflecting the more rapid decay of the higher baroclinic modes from the eastern boundary (Section 2). The surface flow at the eastern boundary is northward at 60$^\circ$N and southward at 30$^\circ$N, and there are opposing flows at depth. The flows on the eastern wall are linked to similarly oriented, but deeper, flows on the western boundary. The surface flow at the western boundary is toward the mid-basin at both latitudes.

In the GCM there is also baroclinic flow along the eastern boundary (right panels of Fig. 4), with northward surface flow at 60$^\circ$N and southward flow just below the surface at 30$^\circ$N. But the flow in the western boundary layer is entirely different, with a vertical structure resembling the first baroclinic mode and spanning the entire depth. The flow is northward at the surface and southward below 1000 m (the latter being the model’s Deep Western Boundary Current) and the structure is the same at both latitudes. The WBC is clearly feeding the flow near the northern wall (Fig. 3), which has the same vertical structure. Opposed
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Fig. 2. Horizontal velocity at the surface in the linear model (left) and MITgcm (right). The arrows indicate the direction and the colors indicate the strength of the flow.

Fig. 3. Mid-basin transects of the zonal velocity at 35°E in the linear model (left) and in MITgcm (right).

Baroclinic flow is seen offshore at both latitudes, suggestive of a recirculation.

The differences are more striking with the vertical velocities (Fig. 5). These vary significantly with depth, but we show the depth-integrated field for simplicity. In the linear model there is sinking in the north, where the imposed surface temperature anomaly is negative, and upwelling in the south, where it is positive. The transport in the northern, southern and eastern boundaries is consistent with that in the adjacent interior regions, but it is also stronger (we contour only the portions which contribute to the net up/downwelling). In the western layer there is intense upwelling in the north and sinking in the south.

As noted, the transport in the inner boundary layer in the west opposes that in the outer layer, and the area-integrated contributions cancel. Thus the strong upwelling in the northern part of the western boundary layer is canceled by downwelling next to the wall, in the no-slip layer (not visible in this figure). The net contributions to the vertical transport occur in the interior, in the outer layers (due to vertical mixing) in the north and south and in the single no-slip layer in the east. With the parameters used here, the interior and N/S boundary layer contributions are largest.

The sign of \( w \) in the boundary layers can be understood as follows. In the west, lateral mixing dominates the right hand side of the buoyancy equation in Equation (5):
Fig. 4. Cross-sections of the meridional velocity at 30°N (lower row) and 60°N (upper row) for the linear model (left column) and MITgcm (right column).

Fig. 5. Depth-integrated vertical velocity for the linear model (left) and MITgcm (right). In the north and south, only the vertical velocities associated with vertical mixing are shown, as only these contribute to the area-averaged $w$. The wave-like disturbances in the north in the MITgcm simulation are linked to convection (rather than numerical instability).

\[ N^2 w = \kappa_b h_{xx} = \frac{\kappa_h}{\rho c} p_{zx} , \]  

(16)

after invoking the hydrostatic relation. Furthermore the meridional velocity is geostrophic, so:

\[ w = \frac{f \kappa_h}{N^2} v_{zx} . \]  

(17)

In the northern part of the outer western boundary layer, $v_z$ is negative (the surface flow is southward) so $v_{zx}$ and $w$ are positive. But $v_{zx}$ is negative in the inner layer, due to the no-slip condition, so $w$ is negative there. In the southern part of the western boundary layer the results are reversed because the surface flow is northward.

The GCM also exhibits strong upwelling in the western boundary layer (right panel). However, there is no opposed downwelling near the wall. Rather, there is a large region of
downwelling offshore, in the recirculation seen in Fig. 4. Integrating across the two layers one finds that the downwelling only partially compensates the near-boundary upwelling, so the western boundary layer is a net upwelling site in the model. The balances in the WBC are examined further in Section (4.3).

The interior is also an upwelling region in the GCM (Fig. 5). Where then is the flow downwelling? The wavy region in the north indicates where convection is occurring, but $w$ is both positive and negative here. The major downwelling site rather is in the northeast corner, where the eastward flowing current (Fig. 2) impacts the eastern boundary (e.g. de Verdiere, 1988; Marotzke and Scott, 1999). As such the $w$ field resembles that imagined by Stommel and Arons (1960), with a localized source in the north and quasi-uniform interior upwelling. However significant upwelling also occurs in the western boundary layer, as seen by Kawase (1987).

There are also large vertical velocities in the no-slip layers along the southern, eastern and northern walls. The sign of $w$ is consistent with that in the linear model boundary layers, where the tangential velocity is in thermal wind balance and $w$ is balanced by lateral mixing. So near the northern wall, for example:

$$w \propto b_{yy} \propto -u_{zy}.$$ 

$u_{z}$ is positive and $u_{zy}$ negative near the wall, so $w$ is positive.

The other major difference between the models is the zonally-averaged stratification, shown for the GCM in the upper panel of Fig. 6. The thermocline in the south is confined to the upper 1000 m, but the isotherms outcrop at the northern latitudes. The profile is typical for such simulations (including those with wind-forcing) and in the ocean as well (e.g. Talley et al., 2003; Marshall and Plumb, 2007). But it differs markedly from the linear model, which assumes a constant stratification over the full range of latitudes.

The northern stratification is weakened by convection (lower panel). The zonally-averaged convective index shows that convection occurs at shallower levels to 60°N, but extends to the bottom north of 75°N. The region where $u$ differs so profoundly from the linear model, in Fig. 3, is precisely where convection reaches the bottom.

The similarities and differences between the two models are summarized in the schematic in Fig. 7. Both have eastward surface flow in the interior that veers north or south at the eastern wall. But convection in the GCM (right) reduces the stratification in the north. The surface flow is also eastward in this region, the surface expression of a baroclinic flow which extends to the bottom. The horizontal flow in the convective region is linked to a WBC with the same vertical structure. The linear model (left), with constant stratification, has instead a two-gyre circulation and its boundary layers feed the interior flow.
4.2. Convection in the GCM

Thus the major differences between the models are due to convection in the nonlinear model. As noted, convection in the MITgcm is parameterized as intensified vertical diffusion. This rapidly mixes buoyancy in the vertical, driving the temperature towards a linear vertical gradient and hence a constant (and small) $N$. Thus the buoyancy equation in the convective region is dominated by vertical mixing, i.e. $\kappa_v b_{zz} \approx 0$. This implies that the third derivative of the pressure vanishes, from the hydrostatic relation. So the pressure in the convective region has the form:

$$p(z) = A z^2 + B z + C.$$  

The coefficient, $B$, is determined by the imposed buoyancy gradient at the surface:

$$B = \rho_c B(0),$$

assuming the relaxation time for the surface temperature is sufficiently short. The constant $A$ is found by imposing zero buoyancy anomaly on the lower surface:

$$A = \rho_c B(0) (2H)^{-1}.$$  

Then $C$ is determined from the requirement of no depth-averaged flow. The final result is:

$$p(z) = \rho_c B(0) \left( \frac{z^2}{2H} + z + \frac{H}{3} \right). \tag{18}$$

The horizontal velocities have the same vertical structure, from geostrophy.

The velocity profile, averaged over the region where convection reaches the bottom, is compared to that predicted in Equation (18) in the left panel of Fig. 8. While not exact, the similarity is strong enough to support the preceding arguments. The mean stratification in the region is much weaker than in the region south of the convective zone (right panel of Fig. 8). In fact it exhibits some vertical variation, but it is more nearly constant in specific locations. The velocity profile resembles the first baroclinic mode, with a single zero crossing near 2500 m. However the shear is non-vanishing at the surface, to match the surface temperature gradient. Thus it is the temperature gradient at the surface which is ultimately responsible for horizontal transport in the convective region.

The net effect is illustrated in Fig. 9, which shows horizontal and vertical transports in chosen regions in the upper 1200 m. The near-surface flow is not confined to this range of depths, but using a constant depth is simpler and permits the transports to balance in each region (the transports below 1200 m are generally the opposite of these). Consider the NE box. There is 38 Sv entering from the west; this is the portion of the eastward flowing current in Fig. 3 above 1200 m. Most of this sinks (33 Sv), making this the major downwelling site in the model. A smaller portion (5 Sv) flows south, along the eastern boundary. The surface flow along the northern portion of the eastern boundary is northwards (Fig. 4), but there is southward flow beneath and this dominates the total transport over the upper 1200 m.

The box to the west of that in the NE corner has 33 Sv entering from the west. It also has 6 Sv upwelling from below. This occurs in the no-slip boundary layer adjacent to the wall. These combine to feed the 38 Sv into the NE box (minus a small 1 Sv flow to the south). In the NW box, there is 20 Sv entering from the south, across 60°N. There is also 11 Sv of upwelling, which occurs primarily in the WBC. Together these feed the 31 Sv flowing to the east. Without the upwelling from the no-slip layer on the northern wall, this 31 Sv would presumably proceed to the eastern wall and sink.

The meridional transport occurs primarily in the WBC. 9 Sv enters from the east, south of 30°N, and this comes primarily from along the southern boundary. This is augmented by upwelling along the current, and by a further 5 Sv from the east in the mid-latitudes. 6 of the 20 Sv crossing 60°N upwells in the
WBC, while another 7 Sv upwells in the interior. The remainder comes from horizontal circulation in the upper 1200 m.

The zonally-averaged overturning streamfunction, the MOC (lower panel of Fig. 10), is largely determined by the flow in the WBC. The amplitude of the primary cell is roughly 20 Sv, i.e. the same as that crossing 60°N in the west in Fig. 9. The MOC derives from the vertical integral of the zonally-averaged meridional velocity, and the latter is by far largest near the western boundary. Calculating the MOC by integrating over only the western layer yields nearly the same result (not shown).

The overturning in the linear model (upper panel) is very different, with a weaker anticyclonic cell confined to the south. This is because the northward flow in the WBC occurs only in the south (Fig. 2). The cell is also shallower in the linear model, as the sinking is mostly confined to the upper thousand meters.

There is also the blue cell in lower panel of Fig. 10, which has the opposite sign (cyclonic) circulation. This is the flow associated with upwelling in the no-slip layer at the northern wall. Similar cells have been seen previously (e.g. Marotzke, 1997; Zhang et al., 1992). The cyclonic cell in the linear linear...
model comes instead from the southward surface flow in the model’s WBC.

But what sets the transport in the GCM? As noted, the flow in the convective region extends to the bottom, so integrating the eastward flow yields a transport which depends on the depth, $H$, but not on the vertical diffusivity. This is curious, because the MOC is known to vary with $\kappa_v$ (e.g. Park and Bryan, 2000).

The reason is that the width of the convective region depends on $\kappa_v$. The northward surface flow along the western boundary brings warmer water into the convective region and this cools and convects. Increasing the northward transport causes the convective region to widen. The flow is in equilibrium when the heat lost at the surface is equal to the net meridional heat flux entering the northern region, which occurs primarily in the near-surface WBC.3

---

**Fig. 10.** The meridional overturning streamfunction, $\Psi(\theta, z)$, for the (top) linear model and (bottom) MITgcm. Positive $\Psi$ indicates clockwise rotation. Top figure: The linear model exhibits two overturning cells confined to the southern and northern part of the basin. Bottom figure: MITgcm exhibits one positive overturning cell spanning the basin and one narrow, negative cell in the north. The latter is a consequence of the no-slip condition at the northern wall.

**Fig. 11.** Maximum overturning (dark blue), northern boundary layer width (light blue), north-east downwelling (red), meridional heat transport at 47°N (brown) and heat transport in the southern boundary layer (green) sensitivity to vertical mixing, $\kappa_v$. The maximum overturning include three values from Winton (1996), scaled by 0.7.
To test this, we conducted additional experiments with different values of $\kappa_v$, in the range from $10^{-4}$ m$^2$s$^{-1}$ to $5 \cdot 10^{-3}$ m$^2$s$^{-1}$. The results (Fig. 11) indicate that the strength of the MOC co-varies with 1) the strength of sinking in the northeast, 2) the width of the convective region and 3) the meridional heat transport from the south. The different measures scale approximately as $\kappa_v^{2/5}$, somewhat slower than predicted from traditional scaling arguments (Welander, 1971) but in the range obtained in similar numerical simulations (Park and Bryan (2000) and references therein). Values from Winton (1996) are plotted for comparison.

Roughly three quarters of the transport in the WBC enters from the interior, and this flow scales as the other measures do. Having a larger vertical diffusivity yields more upwelling in the interior and a stronger current along the southern boundary. So the circulation in the thermocline region feeds that in the convective region, providing warm waters which sink. This also explains why the MOC, which reflects the flow in a region where vertical mixing is much larger than in the southern interior, nevertheless scales with $\kappa_v$.

For comparison, the width of the northern boundary layer in the linear model scales as $\kappa_v^{1/2} \kappa_v^{-1/4}$ (Section 2). So the layer actually contracts with increasing $\kappa_v$. But the comparison is misleading because the convective region in the GCM is not a traditional lateral boundary layer.

4.3. The western boundary current

The WBC is of primary importance to the MOC, accounting for most of the meridional flow from which the MOC derives. The greatest upwelling also occurs here. This implies that a significant portion of the MOC is essentially 2D.

In the linear model, the buoyancy equation is dominated by vertical advection and lateral mixing. In the GCM, the balance is more complex (Fig. 12), but is, approximately:

$$v_{by} + w_bz \approx \kappa_h b_{xx}$$

The same balance was seen by de Verdiere (1988). The vertical advection term is positive near the wall, where there is upwelling, and negative offshore in the recirculation region. This is balanced in part by meridional advection, which is negative over the region (because $v$ is positive and $b_y$ is negative). Lateral mixing on the other hand is negative near the wall and positive offshore.

The sign of the lateral mixing follows from thermal wind, as discussed before, because the tangential flow is in geostrophic balance:

$$b_{xx} = \frac{g}{f} v_{ex}.$$ 

$v_{xx}$ is positive near the wall and negative in the recirculation region (note that the term shown in the figure has the opposite sign, indicating the effect on the LHS of the buoyancy equation).

Upwelling in the WBC is frequently seen in simulations like this and is usually attributed to the Veronis effect (e.g. Schloesser et al., 2012), spurious diapycnal mixing induced by horizontal mixing when the isopycnals aren’t horizontal (Veronis, 1975). However lateral mixing also dominates in the linear model, in which the Veronis effect is identically zero (because the base stratification is only a function of z). de Verdiere (1988) likewise argued that western upwelling is genuine and that lateral diffusion is a necessary ingredient in the adjustment to the boundary conditions.
In the linear model, the outer western boundary layer has a width which scales as $f^2$ (Equation 14). But the boundary layer width in the GCM scales instead as $(v/\beta)^{1/3}$ (Fig. 13), indicating a Munk layer. As noted, a fairly large horizontal viscosity, $v$, is used in the simulation, to ensure numerical stability. Still, scaling the linear model with the same parameters suggests a double boundary layer structure. However, the linear model scaling assumes the WBC has a depth comparable to the thermocline depth, $D$. In the GCM, the WBC spans the entire water column. Using the total depth, $H$, instead of $D$, one can show that a Munk layer scaling is appropriate in the WBC. So convection also indirectly alters the dynamical balance in the WBC.

The linear model can be solved with a western Munk layer (Pedlosky, 1969; LaCasce, 2004). Though the detailed flow in the WBC (not shown) differs, the surface velocities in the rest of the basin are exactly like those in Fig. 2, with eastward flow in the interior and westward flow near the northern and southern boundaries. This must be the case, as the Munk layer also has zero net vertical transport. So using a Munk layer in the west does not fundamentally alter the linear model.

5. Summary and discussion

We compared a linear analytical model of the thermally-forced circulation in a rectangular basin with a full GCM, using the same basin geometry and flow parameters. The models agree primarily in the interior, where the surface flow is nearly zonal and in thermal wind balance with the surface temperature gradient. In both models the flow turns at the eastern wall. In the southern part of the domain, that flow proceeds westward along the southern boundary to feed the WBC. The subsurface interior flow is also similar in the two models, for example with westward subsurface flow which links to the westward surface flow along the southern boundary.

But the models differ in the northern part of the domain. In the linear model, the flow impinging on the eastern wall turns north to feed a westward flow along the boundary. The GCM instead has strong eastward flow right up to the northern wall. The difference in the northern flows impacts the WBCs as well. The linear model has opposed surface flow, convergent toward mid-latitudes, while the GCM has northward flow along the entire length of the WBC.

These differences are directly related to convection in the GCM, which produces weak stratification in the northern part of the domain and greatly increases the response to the surface forcing. The flow is in thermal wind balance with the surface temperature gradient, as in the southern interior, but the baroclinic flow extends to the bottom. This flow is fed by the WBC, which has a similar vertical structure.

The models also differ in the vertical velocities. In the linear model, the sinking occurs in the north and upwelling in the south, with zero net vertical transport in the WBC. In the GCM most of the sinking occurs in the northeast corner while the upwelling is split between the WBC and the interior. The model’s MOC largely reflects the WBC, which dominates the meridional flow in the basin. Nevertheless the WBC transport, and hence the sinking in the northeast corner, are fed by flow from the interior. Thus they scale with $\kappa_v$ in the same way as the interior transport.

So while the linear model captures aspects of the nonlinear circulation, it fails as a full representation. This is primarily because the background stratification in the model, specified a priori, doesn’t vary in latitude or longitude. The stratification in the GCM, determined as part of the solution, is much weaker in the north and this accounts for the differences.

Some aspects of the GCM circulation are captured by the layered theoretical models noted in Section (1). The deep western boundary current and interior upwelling is reminiscent of that described by Stommel and Arons (1960), and the significant upwelling in the WBC resembles that in Kawase (1987) under moderate interior damping. The layered model of Schloessner et al. (2012) exhibits the eastward flow in the convective region and the downwelling at the eastern wall, although the broad southwestward flow in the southern part of the basin differs from that seen here. Nevertheless we still lack a theoretical model which captures all aspects, the circulation at the surface and at depth, and that in the convective and non-convective regions.

Can the linear model be modified to mimic the GCM? We made several attempts to do this. By increasing $\kappa_v$ in the northern boundary layer, both the downwelling and the depth of the flow near the northern wall are increased. Using a value as large as the convective diffusivity ($100 \text{ m}^2\text{s}^{-1}$), one can force the flow along the western boundary to be entirely northward. But as noted, the northern boundary layer shrinks with increasing $\kappa_v$, so one never obtains a broad eastward flow. Similarly, one can permit net vertical transport in the western layer by altering the stratification in the inner layer, but such attempts nevertheless fail to produce a satisfactory solution. A future approach could involve matching two linear models, with stratification reflecting the non-convective and convective portions of the GCM solution.

It should be emphasized that the flow in these examples is imposed by the surface temperature gradient. Vertical mixing and convection only modify the response, by strengthening the upwelling in the interior and weakening the stratification at high latitudes, respectively. So rather than being “pushed” or “pulled” (e.g. Rahmstorf, 1995), the flow derives from the surface forcing.

What would happen if convection were “turned off”? Without increased mixing in the north, the stratification would presumably be more like that in the south, and the linear model would be more applicable. Then one would expect a double gyre structure, with convergent flow along the western boundary. The simulations of Marotzke and Scott (1999) demonstrated such a tendency, with a broadening of the northern cyclonic cell (with upwelling at the north wall). However the sinking actually intensified in their simulations, with deep downwelling at the
mid-basin. This occurred presumably in the western boundary layer, and was most likely related to the convergence. As the linear model neglects advection, it would miss this. Zhang et al. (1992) also obtained a two gyre circulation in response to slowed convection (although they also imposed wind forcing).

There is also the question of the geometry. With vertical side walls, the sinking and upwelling occurs in frictional lateral boundary layers. The no-slip condition at the walls produces flows which are probably unrealistic, as with the upwelling at the northern boundary. A free-slip condition is likely preferable, although this cannot be used in the linear model (which requires no-slip to satisfy zero heat flux). Topography is also likely to be important, causing the flow to veer before impacting the walls (e.g. Park and Bryan, 2001) and possibly invalidating the need for lateral boundary layers altogether (Salmon, 1998). But given the current resolution in climate models, lateral boundary layers will continue to be relevant for some time.

The upwelling in the WBC is another feature which could be affected by having different boundary conditions and/or topography. This has been attributed to the Veronis effect previously, and indeed the vertical flow is altered in isopycnal models (Park and Bryan, 2001). However lateral mixing is also dominant in the WBC in the linear model where there is no Veronis effect. We observe similar upwelling in the WBCs in global solutions with realistic bathymetry, so the issue is important. If realistic, it means a significant fraction of the overturning is occurring in WBCs.

The equator is also likely to be a site of important upwelling, as noted previously from observations (e.g. Ganachaud and Wunsch, 2000; Talley et al., 2003). In the present simulations there is upwelling along the southern wall, in both models, but it is probably suppressed, due to geostrophy in the linear model and the no-slip condition on the southern boundary. It will be interesting to see the relative contributions from the WBCs and the equatorial currents in more realistic simulations.
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Notes

1. Alternatively one can use Rayleigh friction (Salmon, 1986; Samelson and Vallis, 1977; LaCasce, 2004), but then additional dissipation, either in the buoyancy equation (Samelson and Vallis, 1977) or the hydrostatic equation (Salmon, 1986), is required to satisfy zero buoyancy flux at the walls.
2. Interestingly, the system is not closed if one instead specifies the surface flux.
3. The heat transport is positive in the surface WBC and negative offshore, in the recirculation region. There is also a small, negative contribution in the southward near-surface flow at the eastern boundary, but the surface contribution in the WBC is by far the largest.
4. In the solution of LaCasce (2004), the WBC is northward over its full length. This was due to an error in matching the western boundary transport to that in the northern current.
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vertical velocity obtains from the Sverdrup relation (9), given the meridional velocity (12). The result is:

\[ w_{int} = \frac{\kappa_v}{N^2} b_{zz} = \frac{\kappa_v}{\rho_c N^2} \int \int \frac{1}{f_s - fs} (p_e - \hat{F}) e^{(x-W)/\gamma_n} \, dx \, dy \]

where \( \gamma_n \) is as given in Section (2) and where:

\[ \hat{F} = \frac{2\rho_c BH}{n^2 \pi^2} \]

Note that \( w \) is intensified at the eastern wall.

As noted previously, the unknown pressure on the eastern wall, \( p_e \), is determined by demanding that the basin-integrated vertical velocity vanish. For this we require the integrated contributions from all regions in the linear model. The integral of the interior contribution is:

\[ \int \int w_{int} \, dx \, dy = \frac{\beta H}{n \pi \rho_c} \int_0^L \frac{1}{f_s} (p_e - \hat{F}) \, dy \]

\[ = \frac{p_e H}{\pi \rho_c} \left( \ln \left( \frac{f_n}{f_s} \right) - f_0 \left( \frac{1}{f_s} - \frac{1}{f_n} \right) \right) \]  

(A2)

The eastern wall has a single, no-slip layer. The balance in (7) is between the third and fourth terms, with a solution:

\[ p_{east} = -\alpha_n \gamma_n (p_e - \hat{F}) e^{(x-W)/\gamma_n} \]  

(A3)

where:

\[ \gamma_n = \frac{p_e^{1/2} N H}{\pi \mu} \]

In the buoyancy equation, vertical advection is balanced by lateral mixing. Solving for \( w \) yields:

\[ w_{east} = \frac{n \pi \kappa_h}{\rho_c N^2 H} \frac{\alpha_n}{\gamma_n} (p_e - \hat{F}) e^{(x-W)/\gamma_n} \]  

(A4)

Integrated over the basin, this is:

\[ \int \int w_{east} \, dx \, dy \approx \frac{n \pi}{3 \rho_c \rho^2 N^4 H^5} p_e \left( f_n^3 - f_s^3 \right) \]

\[ - \frac{n \pi}{\beta^2 N^4 H^4} 2B_0 \frac{1}{3} \left( f_n^4 - f_s^4 \right) \]

\[ - \frac{f_0}{3} (f_n^3 - f_s^3) \]  

(A5)

Due to the strong dependence on \( n \), these series converge poorly. However scaling suggests the contribution is much smaller than from the interior, so we ignore this when determining \( p_e \).

In the outer boundary layers in the north and south, the balance in (7) is between the first three terms. The equation is solved via the Laplace transform (LaCasce, 2004), with a result:

\[ p_{no} = \alpha_n (L)(p_e - \hat{F}) \int_0^{L-x} e^{-\alpha_n(L)s} \text{erf} \left( \frac{L - y}{2\sqrt{s \mu_n(L)}} \right) \, ds \]

(A6)

where:

\[ \mu_n = \frac{n \pi^2 H^2}{\pi \beta N^2 H^2} = \frac{\gamma_n^2 (L)^{\pi/\beta} \]

The solution in the southern layer is nearly the same in form. Vertical and lateral mixing are equally important in the buoyancy equation, so \( w \) is determined from:

\[ \hat{w}_{no} = \frac{n \pi \kappa_h}{\rho_c N^2 H^2} \frac{\alpha_n}{\gamma_n} (p_e - \hat{F}) e^{-\alpha_n(L)s} \]

(A7)

The integral over the basin is involved, but can be shown to be approximately:

\[ \int \int w_{no} \, dx \, dy \approx \frac{n \pi}{\rho_c N^2 H^2} \frac{\alpha_n}{\gamma_n} (p_e - \hat{F}) \frac{1}{2} \left( \frac{\mu_n(L)}{\alpha_n} \right)^{1/2} \]

\[ \propto (\kappa_v \kappa_H)^{1/2} \]

(A8)

The correction in the inner (hydrostatic) layer at the northern wall is:

\[ p_{ni} = -e^{-\gamma_n (L-y)} \frac{\alpha_n}{\gamma_n} (L) (p_e - \hat{F}) \]

\[ \times \int_0^t \frac{1}{\sqrt{2 \pi \mu_n}} e^{-\alpha_n(L)s} \exp \left( -\frac{\xi^2}{2 \mu_n(L)} \right) \, ds \]  

(A9)

and the vertical velocity is given by:

\[ w_{ni} = -\frac{n \pi \kappa_h}{\rho_c N^2 H^2} \frac{\alpha_n}{\gamma_n} (L)^2 A e^{-\gamma_n (L-y)} \]  

(A10)

The integral of this over the basin is straightforward. Again the solutions in the southern layer is very similar.

In the western outer layer, the balance in (7) is between the first and third terms. So the solution is a simple exponential:

\[ p_{wo} \approx (p_e - \hat{F}) e^{-x/\mu_n} \]  

(A11)

which follows from the no normal flow condition on the western wall and upon matching the meridional transport with the zonal transport in the outer boundary layer at either the north or south wall.
The vertical velocity is approximately:

$$w_{w0} \approx -\frac{n\pi\kappa_h}{\rho_c N^2 H \mu_n} (p_e - \hat{F}) e^{-x/\mu_n} .$$  \hspace{1cm} (A12)$$

Integrated over the basin, this is:

$$\int \int w_{w0} \, dA = -\frac{\beta H}{n\pi \rho_c} \int_0^L \frac{1}{f^2} (p_e - \hat{F}) \, dy ,$$  \hspace{1cm} (A13)$$

which is equal and opposite to the integrated transport in the interior (see also Pedlosky and Spall, 2005).

In the inner layer, the solution is:

$$p_{wi} \approx -\frac{\gamma_n}{\mu_n} (p_e - \hat{F}) e^{-x/\gamma_n} ,$$  \hspace{1cm} (A14)$$

which follows from the imposition of no-slip at $x = 0$. The vertical velocity is:

$$w_{wi} = \frac{n\pi\kappa_h}{\rho_c N^2 H \gamma_n \mu_n} (p_e - \hat{F}) e^{-x/\gamma_n} .$$  \hspace{1cm} (A15)$$

The areal integral of this is equal and opposite to that in the outer layer.