Controlling fingering instabilities in Hele-Shaw flows in the presence of wetting film effects
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In this paper, the interfacial motion between two immiscible viscous fluids in the confined geometry of a Hele-Shaw cell is studied. We consider the influence of a thin wetting film trailing behind the displaced fluid, which dynamically affects the pressure drop at the fluid-fluid interface by introducing a nonlinear dependence on the interfacial velocity. In this framework, two cases of interest are analyzed: The injection-driven flow (expanding evolution), and the lifting plate flow (shrinking evolution). In particular, we investigate the possibility of controlling the development of fingering instabilities in these two different Hele-Shaw setups when wetting effects are taken into account. By employing linear stability theory, we find the proper time-dependent injection rate \( Q(t) \) and the time-dependent lifting speed \( b(t) \) required to control the number of emerging fingers during the expanding and shrinking evolution, respectively. Our results indicate that the consideration of wetting leads to an increase in the magnitude of \( Q(t) \) [and \( b(t) \)] in comparison to the nonwetting strategy. Moreover, a spectrally accurate boundary integral approach is utilized to examine the validity and effectiveness of the controlling protocols at the fully nonlinear regime of the dynamics and confirms that the proposed injection and lifting schemes are feasible strategies to prescribe the morphologies of the resulting patterns in the presence of the wetting film.

DOI: 10.1103/PhysRevE.103.063105

I. INTRODUCTION

The Saffman-Taylor instability [1] arises at the interface separating two viscous fluids constrained to flow in the narrow gap between closely spaced parallel plates of an effectively two-dimensional (2D) Hele-Shaw cell. In its radial geometry setup [2], the Saffman-Taylor instability occurs when a fluid is injected through a central inlet, displacing a higher viscosity fluid radially outwards. As the initially almost circular fluid-fluid interface expands, it deforms, and fingerlike protuberances form. The perturbed interface evolves, and the produced fingers split at their tips, ultimately leading to the formation of highly branched interfacial patterns presenting fingers of different lengths [3–5]. In this way, one can say that in the injection-driven, constant-gap radial fingering instability the most emblematic pattern formation processes associated with it are finger ramification and finger competition.

A different type of fingering instability arises if the top plate of the Hele-Shaw cell is lifted in the direction perpendicular to the cell plates [6–17]. This lifting Hele-Shaw cell problem is a variant of the classical constant-gap Hele-Shaw situation in which the cell gap width is time dependent. In the lifting case, initially one has an almost circular interface separating a more viscous fluid surrounded by a less viscous one. Then, while the lower cell plate is held fixed, the outer plate is lifted parallel to it, establishing a time-dependent gap flow. During the lifting process, the outer fluid enters the gap through the sides and displaces the inner fluid, making the interface unstable due to the Saffman-Taylor instability. As a consequence, the shrinking interface deforms as the fingers of the outer fluid invade the inner fluid. Eventually, the amplitude of the perturbations increases, and longer, smooth, competing fingers of the outer fluid move toward the center of the cell. Note that in this situation, the instabilities are driven by the variable gap width, and not by injection of fluid.

In many industrial applications, the development of fingering instabilities may be undesirable. One emblematic example in which the emergence of interfacial instabilities is very unwelcome is during oil recovery [18,19], where petroleum is displaced by injection of water into the oil field in an attempt to extract more oil from the well. Depending on how this process is conducted, rapidly evolving ramified fingers may bypass the oil in the reservoir and reach the point of extraction, thus leading to poor oil recovery. It is also known that viscous fingering has a potentially harmful character in applications involving adhesives [10,15,20]. So, processes aimed toward minimizing the fingering instabilities, or controlling the growth of viscous fingers are of technological and scientific importance.

One of the methods to control the development of interfacial instabilities consists of using specific time-dependent injection fluxes \( Q(t) \) (in the case of expanding flow) and gap...
widths $b(t)$ (for shrinking flow). For example, in the framework of an injection-driven radial Hele-Shaw flow performed under $Q(t) \sim t^{-1/3}$, it has been demonstrated by fully nonlinear simulations and experiments that the system evolves into well behaved $n$-fold symmetric, self-similar structures [21]. Even though this particular process was not able to eliminate the interfacial disturbances, it does offer a valid way to prescribe and control the morphology of the resulting patterns, avoiding the appearance of inconvenient branched morphologies (formed by finger ramification) that arise when using the usual constant injection rate $Q$ [3–5]. As for lifting Hele-Shaw flows, the simulations performed under a variable gap $b(t) \sim t^{-2/7}$ in Ref. [22] revealed the emergence of $n$-fold morphologies that do not vanish as the interface shrinks though the evolution is not self-similar.

Despite the relatively large number of investigations of minimization and controlling schemes for Hele-Shaw problems [17,21–30], none of these studies consider the influence of wetting films on the dynamics of the interfacial evolution. However, depending on the nature of the fluids involved, they can wet the walls of the Hele-Shaw cell plates, leaving behind a film of finite thickness. In fact, wetting is the ability of a liquid to maintain contact with a solid surface, resulting from intermolecular interactions when the two are brought together. It deals with three phases of matter: gas, liquid, and solid. Wetting is a ubiquitous phenomena along with the interface dynamics in fluid mechanics and materials science [31–34]. Thus it is very important to include wetting effects in modeling and simulation of interface dynamics in fluid mechanics and materials science [35–38].

In a seminal paper [39] Park and Homsy have shown that the consideration of such wetting effects leads to non-negligible corrections in the pressure difference at the fluid-fluid interface, introducing a nonlinear dependence on the interfacial velocity. A number of subsequent theoretical and experimental investigations in rectangular Hele-Shaw cells [40–44] have indicated that the inclusion of wetting effects helps to provide a better match between theory and experiments. This has also been the case for injection-driven flows in the radial Hele-Shaw cell setup [45–49] and for time-dependent gap flows in the lifting Hele-Shaw arrangement [20,50]. In particular, by employing a weakly nonlinear analysis, the authors of Ref. [48] have demonstrated that the inclusion of wetting effects can significantly impact fingering formation at the onset of nonlinearites, providing overall stabilization of the fingers, and restraining the development of both finger bifurcation and finger length variability. Later on, these weakly nonlinear findings were confirmed by fully nonlinear simulations in Ref. [49]. In addition, in Ref. [49] the authors found that the number of fingers produced in the first ramification of the interface is generally different from that when no dynamic wetting is included.

From what we have discussed in the previous paragraphs, it is clear that the wetting film plays a major role in the interfacial development in Hele-Shaw flows, and its effect cannot be neglected. Even though Refs. [48–50] have succeeded in exploring the impact of wetting in Hele-Shaw flows, these studies focused mainly on analyzing morphological aspects of the patterns that arise in these systems, rather than developing controlling schemes. Motivated by these points, our main purpose in this work is to perform a theoretical investigation of controlling protocols that properly takes into account the effects of this thin film for two different types of Hele-Shaw flows. In particular, by considering the presence of the unavoidable wetting thin film, we seek to design feasible and more accurate controlling strategies that could be utilized for technological and industrial purposes.

Our study initiates by utilizing linear theory to determine the time-dependent injection strategy $Q(t)$ that keeps the mode of largest growth rate $\lambda_{\text{max}}$ unmodified as the interface evolves. In contrast to the studies that have utilized similar time-dependent approaches [17,21,22,24,30], our protocol is carefully designed to account for the thin wetting film left behind by the displaced fluid. Then, we use a boundary integral formalism to verify the efficiency of this linear-stability-based injection protocol in controlling the development of viscous fingering instabilities during fully nonlinear stages of the dynamics. We also apply similar maneuvering to design a time-dependent lifting speed $b(t)$ capable of controlling fingering formation in the lifting Hele-Shaw cell setup.

The remainder of this paper is organized as follows. In Sec. II A we present the governing equations for the injection-driven Hele-Shaw flow together with a derivation of the linear growth rate for the system taking into account wetting effects. The boundary integral scheme utilized to gain access to the interfacial shapes is demonstrated in Sec. II B. In Sec. II C we present our proposed controlling injection scheme and analyze its efficiency in the expanding evolution of the interface at fully nonlinear regime. Following a similar approach, in Sec. III we discuss the shrinking evolution subjected to our controlling time-dependent lifting speed. Our final conclusions are compiled in Sec. IV.

II. INJECTION-DRIVEN HELE-SHAW FLOW

A. Governing equations and linear growth rate

Consider a Hele-Shaw cell of constant gap spacing $b$ containing two immiscible, incompressible, and viscous fluids (see Fig. 1). Denote the viscosities of the inner and outer fluids, respectively, as $\eta_1$ and $\eta_2$. Between the two fluids there exists a surface tension $\sigma$. Fluid 1 is injected into fluid 2 at a given injection rate $Q = Q(t)$, which may depend on time. We describe the perturbed fluid-fluid interface as
\[ R(\theta, t) = R(t) + \xi(\theta, t), \]
where \( \theta \) represents the azimuthal angle and \( R(t) \) is the time-dependent unperturbed radius,
\[ R(t) = \sqrt{R_0^2 + \frac{1}{\pi} \int_0^t Q(t') dt'}. \]

with \( R_0 \) being the unperturbed radius at \( t = 0 \). The presence of the time integral in Eq. (1) is required since the injection rate is not necessarily constant. In addition, \( \xi(\theta, t) = \sum_{n=-\infty}^{+\infty} \xi_n(t) \exp(i n \theta) \) denotes the net interface perturbation with Fourier amplitudes \( \xi_n(t) \), and discrete wave numbers \( n \). Our main task in this section is to obtain the linear growth rate of interfacial perturbations.

For the effectively two-dimensional geometry of the radial Hele-Shaw cell, the governing equation of the system is the gap-averaged Darcy’s law [1–5]
\[ \mathbf{v}_j = -\frac{b^2}{12 n_j} \nabla p_j, \]
where \( \mathbf{v}_j \) and \( p_j \) denote the velocity and pressure in fluids \( j = 1, 2 \), respectively. From the irrotational nature of the flow (\( \nabla \times \mathbf{v}_j = 0 \)), and the incompressibility condition
\[ \nabla \cdot \mathbf{v}_j = 0, \]
it can be readily verified that the velocity potential \( \phi_j \) obeys Laplace equation \( \nabla^2 \phi_j = 0 \). In this context, to get the equation of motion for the interface, we rewrite (2) for each of the fluids in terms of the velocity potential. Integrate and then subtract the resulting equations from each other to obtain
\[ \left( \frac{\beta - 1}{\beta + 1} \right) \frac{\phi_1 + \phi_2}{2} - \left( \frac{\phi_1 - \phi_2}{2} \right) = -\frac{b^2 (p_1 - p_2)}{12(n_1 + n_2)}, \]
with \( \frac{\beta - 1}{\beta + 1} \) the dimensionless parameter \( \beta = n_2/n_1 \) the viscosity ratio.

To include the contributions coming from surface tension and wetting effects we consider a generalized Young-Laplace pressure boundary condition, which expresses the pressure jump across the fluid-fluid interface [39–44,46,47,51,52],
\[ p_1 - p_2 = \frac{\pi}{4} \sigma \kappa + \frac{2 a}{b} \cos \alpha_c [1 + J_0(Ca) + 2/3]. \]

The first term on the right-hand side (RHS) of Eq. (5) represents the contribution related to surface tension and the interfacial curvature \( \kappa \) in the plane of the Hele-Shaw cell. The factor \( \pi/4 \) is purely a capillary static effect, coming from the \( z \) average of the mean interfacial curvature. The second term on the RHS of Eq. (5) accounts for the contribution of the constant curvature associated with the interface profile in the direction perpendicular to the Hele-Shaw cell plates, set by the static contact angle \( \alpha_c \) measured between the plates and the curved meniscus. As in most experiments and wetting models, we consider a nonwetting fluid (fluid 1) displacing a wetting one (fluid 2), so that \( \alpha_c = 0 \). The second term also considers the effect of a thin wetting film trailing behind the displaced fluid, where \( Ca_j = n_2 V/\sigma \) is the local capillary number, \( V \) the normal component of the interface velocity, and \( J_0 = 3.8 \). Note that this term is crucial to this paper, and it has been originally proposed by a prior theoretical work by Park and Homsey [39]. They were the first to conduct such a theoretical analysis by combining Bretherton’s lubrication approximation [51] with the Saffman-Taylor equations [3], via double asymptotic expansion of the ratio of film thickness to transverse characteristic length and capillary number raised to 1/3. Following Park and Homsey’s analysis existing experimental and theoretical results were reconciled, thereby elucidating the important role of wetting film in the nonlinear finger formation process. Equation (5) imposes a dynamic boundary condition via the local capillary number \( Ca_j \), which is natural in interface dynamics in fluid mechanics and materials science [53–55].

The problem is then specified by the generalized pressure jump boundary condition (5), plus the kinematic boundary condition which states that the normal components of each fluid’s velocity are continuous at the interface
\[ \mathbf{n} \cdot \nabla \phi_1 = \mathbf{n} \cdot \nabla \phi_2, \]
with \( \mathbf{n} \) representing the unit normal vector at the interface.

Following standard steps performed in previous perturbative studies for Hele-Shaw flows [48], first, we define Fourier expansions for the velocity potentials. Then, we express \( \phi_j \) in terms of the perturbation amplitudes \( \xi_n \) by considering condition (6). Substituting these relations and the pressure jump condition Eq. (5) into Eq. (4), always keeping terms up to first order in \( \xi \), and Fourier transforming, we find the dimensionless equation of motion for the perturbation amplitudes
\[ \dot{\xi}_n = \lambda(n) \xi_n, \]
where the overdot denotes total time derivative,
\[ \lambda(n) = \frac{1}{1 + w(n)} \left[ \frac{Q}{2 \pi R^2 \left( \frac{\beta - 1}{\beta + 1} \right) |n| - 1} \right]^{-1} - \frac{\pi}{4 Ca_0 R^3 \left( \frac{\beta + 1}{\beta + 1} \right) |n| (n^2 - 1)} \]
(8)
is the linear growth rate, and
\[ w(n) = |n| J_0 \frac{\beta}{(\beta + 1)} \frac{1}{9 q R} \left( \frac{24 \pi R q^2}{Q Ca_x} \right)^{1/3} \]
(9)
is related to the wetting film contribution. Here, lengths and time are rescaled by \( R_0 \) and \( R_0^2/Q_0 \), respectively, and \( Q_0 \) is the injection rate at \( t = 0 \). The global capillary number
\[ Ca_x = \frac{12 n_2 R_0 Q_0}{\sigma b^2} \]
(10)
expresses a relative measure of viscous to surface tension forces, while \( q = R_0/b \) is the initial aspect ratio.

The expressions (7)–(9) represent the linear equations of the viscous fingering problem in a radial Hele-Shaw cell, taking into consideration the contributions from wetting film effects. We have verified that by setting \( J_0 = 0 \), Eqs. (7)–(9) reproduce the equivalent expressions originally derived in Ref. [56], where the effects of the wetting film are not taken into account. Note that, in this limit, a proper match with their results is obtained if the extra \( \pi/4 \) multiplicative factor...
appearing in the surface tension term in Eq. (5) is replaced by 1.

**B. Numerical scheme**

Using potential theory [57], the solution to the Laplace equation can be written in terms of boundary integrals. Considering the Darcy’s law written in terms of $\phi_j$, we take $\phi_1 = -\beta p_1$ and $\phi_2 = -p_2$ to be dimensionless potential functions of fluid 1 and fluid 2, respectively. These potential functions are harmonic and have continuous normal derivatives across the interface. Thus, the velocity potential $\phi$ satisfies a double layer potential

$$
\phi(x) = \frac{1}{2\pi} \int_\Gamma \gamma(x') \left( \frac{\partial \ln |x-x'|}{\partial n(x')} + 1 \right) ds(x') + \frac{Q}{2\pi} \ln |x|,
$$

(11)

where $\gamma(x)$ is the dipole density on the interface $\Gamma$ and $x$ denotes the position vector with the origin located at the center of the cell.

Using the dimensionless kinematic boundary condition and the pressure jump across the interface, we obtain

$$
\int_\Gamma \gamma(x) \left( \frac{\partial \ln |x-x'|}{\partial n(x')} + 1 \right) ds(x') + Q \ln |x| = \frac{1}{C_{\alpha} k} \left[ 2q(1 + J_0[C_{\alpha} ]^1/3) + \frac{\pi}{4} \kappa \right],
$$

(12)

Note that this system is very stiff due to the higher-order terms introduced by the curvature and requires a severe third-order time-step constraint $\Delta t \sim h^3$, where $\Delta t$ is the time step, and $h$ is the spatial grid size. Following the small-scale decomposition [61], we remove the stiffness and obtain a second-order accurate updating scheme in time.

**C. Expanding evolution with fixed number of fingers**

In this section, our task is to determine what is the functional form of a time-dependent injection rate $Q(t)$ for which the number of fingers remains unchanged as time progresses. Recall that, at the linear level, an estimate for the number of fingers formed during the injection process is given by the closest integer to the mode of largest growth rate $n_{\text{max}}$ [2–5]. Therefore, the desired $Q(t)$ will be the one that keeps $n_{\text{max}}$ unmodified as the interface evolves.

It is clear from Eq. (1) that the unperturbed radius $R(t)$ satisfies

$$
\dot{R} = \frac{Q(t)}{2\pi R(t)},
$$

(16)

while the Fourier amplitudes evolve as predicted by the linear equation (7). To characterize the interface morphology and quantitatively measure how much the fluid-fluid interface deviates from the reference circle, we introduce the rescaled perturbation mode amplitudes $\zeta_n/R = \zeta_n(t)/R(t)$, whose evolution is given by

$$
\frac{d}{dt} \left( \frac{\zeta_n}{R} \right) = \Lambda(n) \left( \frac{\zeta_n}{R} \right),
$$

(17)

where

$$
\Lambda(n) = \frac{\dot{\zeta}_n}{\zeta_n} - \frac{\dot{R}}{R} = \lambda(n) - \frac{Q}{2\pi R^2},
$$

(18)

is the modified linear growth rate.

Our control strategy is based on keeping the mode of largest growth rate $n_{\text{max}}$ of the system, that is, the mode for which $d\Lambda/dn|_{n=n_{\text{max}}} = 0$, unchanged. Therefore, the desired $Q(t)$ to accomplish this task is found by setting the derivative of Eq. (18) equal to zero, and utilizing Eqs. (8) and (9), we
obtain after some algebra
\[
\frac{1}{2\pi R^2} \left( \frac{\beta - 1}{\beta + 1} \right) Q \\
+ \frac{J_0 \beta}{18 \pi (\beta + 1) q R^2} \left( \frac{24 \pi R^2}{a g} \right)^{1/3} - \frac{\pi \beta \left( 3n_{\text{max}}^2 - 1 \right)}{4Ca_g (\beta + 1) R^3} \\
- \frac{\pi J_0 \beta^2 n_{\text{max}}}{18 (\beta + 1)^2 q R^4 Ca_g} \left( \frac{24 \pi R^2}{Ca_g} \right)^{1/3} Q^{-1/3} = 0. \tag{19}
\]

Note that by defining \( x = Q^{1/3} \), we identify Eq. (19) as a quartic equation. It is possible to find all the solutions of Eq. (19) and write closed-form analytical expressions for \( Q(t) \). However, in spite of the somewhat cumbersome nature of these closed-form solutions, we prefer to keep all the necessary information to solve Eq. (19) in Appendix B. In addition, the specific format of these solutions does not offer many physical insights.

As shown in Appendix B, Eq. (19) has four roots: Two complex [Eq. (B3)] and two real [Eq. (B4)]. The two complex roots have no physical meaning, and therefore we turn our attention to the other remaining roots. Regarding the two real roots, only one of them is positive as time increases, while the other one is negative and thus corresponds to a suction process and not an injection. Therefore, we adopt the positive real root of Eq. (19) as the injection rate responsible to keep fixed the mode of largest growth rate \( n_{\text{max}} \) as the interface expands. Throughout this work, we will refer to this pumping rate as \( Q_{n_{\text{max}}}(t) \).

It is worth noting that, by neglecting the wetting film contribution \( (J_0 = 0) \), Eq. (19) is significantly simplified, and one may readily find the solution as
\[
Q(t) = \frac{\pi^2 \beta \left( 3n_{\text{max}}^2 - 1 \right)}{2Ca_g (\beta + 1) R(t)}.
\tag{20}
\]

Then, by using Eq. (16), one may rewrite the injection rate explicitly in terms of \( t \) as \( Q(t) \sim t^{-1/3} \), thus reproducing the result previously obtained in Refs. [21,24] in the absence of wetting effects.

Before analyzing the efficiency of \( Q_{n_{\text{max}}}(t) \) in controlling the number of emerging fingers in the expanding interface, we first compare the injection rate \( Q_{n_{\text{max}}}(t) \), which takes into account the wetting effects \( (J_0 = 3.8) \), with the time-dependent flux given by Eq. (20), which neglects wetting \( (J_0 = 0) \). Figure 2 illustrates this comparison by plotting the variation of these two different injection rates \( Q(t) \) with respect to \( R(t) \), for \( n_{\text{max}} = 5, \beta = 10, q = 25 \), and \( Ca_g = 1000 \).

It can be seen that in order to control the number of emerging fingers, the wetting case requires a slightly larger injection rate magnitude in comparison with the nonwetting situation. In Ref. [48], the authors demonstrate that, at the linear regime, wetting tends to stabilize the growth of interfacial instabilities by shifting \( n_{\text{max}} \) toward lower wave numbers and reducing the magnitude of the growth rate. Therefore, if one intends to keep the same mode \( n_{\text{max}} \) fixed in both situations (with and without wetting), a larger injection rate must be utilized when wetting effects are taken into account. The inset graph in Fig. 2 is plotted considering \( \log_{10} Q(t) \) versus \( \log_{10} R(t) \), and shows that, for this particular choice of parameters, wetting has a small impact in the dependence of \( Q(t) \) with \( R(t) \), i.e., in both cases \( Q(t) \sim R(t)^{-1} \).

If one considers that the wetting film thickness scales as \( Ca_g^{2/3} \), which is defined by the fingertip velocity \( R = Q(t)/2\pi R(t) \), the film thickness would decrease in the radial direction since \( R \sim R(t)^{-2} \). In this scenario, the impact of the wetting film on the interfacial dynamics becomes less and less pronounced at later times, and this is the reason that both curves overlap for larger values of \( R(t) \) in Fig. 2.

To verify the efficiency of our linear-stability-based time-dependent injection rate \( Q_{n_{\text{max}}}(t) \) in controlling the interfacial development at fully nonlinear stages of the flow, when wetting effects are taken into account, we use our boundary integral formulation presented in Sec. II B and Appendix A to describe the time evolution of the interface. Figure 3 plots the fully nonlinear interface evolution when the controlling pumping rate \( Q_{n_{\text{max}}}(t) \) is utilized to select a fivefold symmetry with \( n_{\text{max}} = 5 \). In this figure, we set \( \beta = 10, q = 25, Ca_g = 1000 \), and the initial condition is \( R(\theta, 0) = 1 + 0.02(\sin 2\theta + \cos 3\theta + \cos 4\theta) \).

We initiate our discussion by surveying Fig. 3(a), which illustrates a time overlaid plot of the evolving interface shown at equal time intervals. It is quite evident that the controlling injection rate \( Q_{n_{\text{max}}}(t) \) makes the interface evolve toward the targeted fivefold symmetric pattern. In addition, this fingering structure shows no tendency toward nonlinear ramification processes (such as finger-tip-splitting) and finger competition. It is a well-known fact that the main effects of the wetting film in radial Hele-Shaw flow are to restrain the development of both finger bifurcation and finger length variability [48]. However, wetting only delays the occurrence of these nonlinear pattern-forming mechanisms but does not fully suppress them [48,49]. Therefore, the absence of these mechanisms in the pattern depicted in Fig. 3(a), even at such an advanced time regime, is caused by our time-dependent injection rate \( Q_{n_{\text{max}}}(t) \).
FIG. 3. Interface dynamics under the flux $Q_{\text{max}}(t)$ with $n_{\text{max}} = 5$. In (a) we depict a time overlaid plot of the evolving interface shown at equal time intervals, and (b) illustrates the corresponding fully nonlinear variation of the rescaled perturbation amplitudes $|\zeta_n(t)|/R(t)$ with $R(t)$ for all the modes in the interval $2 \leq n \leq 15$. In (c) we break the evolution depicted in (a) into snapshots of the interface at different values of unperturbed radius $R(t)$. Moreover, each plot frame in (c) is rescaled by its corresponding value of $R(t)$. Here $\beta = 10$, $q = 25$, $Cag = 1000$, and the initial condition is $R(\theta, 0) = 1 + 0.02(\sin 2\theta + \cos 3\theta + \cos 4\theta)$.

Note that this symmetric pattern evolves in time to the targeted fivefold structure set by our injection scheme, and, after that, the interface still expanding radially, but its shape is preserved, and the evolution becomes self-similar. Nevertheless, due to the very large final value of unperturbed radius ($R \approx 10^{15}$) utilized when plotting Fig. 3(a), crucial information about the initial and intermediate regimes of the interfacial dynamics is lost. In particular, it seems that the pattern already initiates from a fivefold interface, and the final result is a consequence of a specific choice of the initial condition. However, that is not the case, as one may see by analyzing Figs. 3(b) and 3(c).

Figures 3(b) and 3(c) provide supplementary details about how the system evolves from a nearly circular interface to the targeted fivefold self-similar final structure. Figure 3(b) illustrates the nonlinear variation of the rescaled perturbation amplitudes $|\zeta_n(t)|/R(t)$ ($2 \leq n \leq 15$) with $R(t)$ for the situation examined in Fig. 3(a), while in Fig. 3(c) we break the evolution depicted in Fig. 3(a) into separate snapshots of the interface at different values of $R(t)$. To better visualize...
the interface morphology, each plot frame in Fig. 3(c) is rescaled by its corresponding value of $R(t)$. Note that the absolute value $|\zeta_n(t)|/R(t) = \sqrt{a_n^2(t) + b_n^2(t)}/2R(t)$, where $a_n(t)$ and $b_n(t)$ are, respectively, the real valued cosine and sine Fourier amplitudes, is not obtained by utilizing the solution of the linear equation (17), but rather is extracted directly from the fully nonlinear patterns generated by our numerical scheme.

By analyzing Fig. 3(b), one observes a rapid growth of modes 4 and 8, which dominate the dynamics from $R = 1$ to $R = 10^4$. This is in accordance with the snapshot of the interface for $R = 2.2 \times 10^6$, where the pattern presents four wide fingers with flat tips, characterizing the onset of the classical tip-splitting phenomenon [48,49]. Based on this, one could expect that for subsequent times the interface would go through successive ramification processes ultimately leading to the formation of the usual branched patterns found in real experiments in a radial Hele-Shaw cell [3–5]. However, as $R$ increases, a different scenario is unveiled: The initially dominant modes 4 and 8 start to decay, and the system evolves into a complicated nonlinear stage characterized by intense interaction between the modes. In particular, note that mode 5, not present in the initial condition, is created and then selected by our controlling injection as the fastest growing mode. This influences the evolution of the interfacial pattern by changing its shape from a six-competing-fingers structure ($R = 3.3 \times 10^6$) to an almost symmetric five-fingered interface ($R = 7.2 \times 10^{10}$). Later, all the modes start to decay except by modes 5 and its harmonics (i.e., 10, 15,...), which stabilize and remain constants as the interface expands, thus reaching the self-similar stage of the dynamics ($R = 2.1 \times 10^{17}$).

We stress that the findings of Fig. 3 are also valid for other sets of parameters and initial conditions. In Fig. 4, for example, other combinations of $n_{\max}$ and $\beta$ are utilized, and similar results to those already presented in Fig. 3 are obtained. Figure 4 plots the fully nonlinear evolution when the controlling pumping rate $Q_{n_{\max}}(t)$ is used [Figs. 4(a)–4(d)], and the corresponding interface patterns for constant injection rate [Figs. 4(e) and 4(f)]. In Figs. 4(a) and 4(b) the time-dependent pumping rate we choose selects a fourfold symmetry with $n_{\max} = 4$. However, in Figs. 4(c) and 4(d) the time-dependent pumping rate intends to keep the number of fingers equal to five ($n_{\max} = 5$). While plotting these patterns, two values of $\beta$ have been used: $\beta = 10$ (for the left column patterns) and $\beta = 100$ (for the right column patterns). The interfaces are plotted in equal time intervals, and all the other physical parameters and initial conditions are the same as those used in Fig. 3.

In Figs. 4(a) and 4(b) we see the establishment of four-fingered structures. At later times, the resulting patterns are still fourfold symmetric with no signs of nonlinear ramification processes and finger competition. In Figs. 4(c) and 4(d), it is also evident that the controlling injection rate $Q_{n_{\max}}(t)$ makes the interface evolve toward the targeted fivefold symmetric pattern, regardless of the value of $\beta$.

This scenario is significantly changed when we consider the usual constant injection rate. As one can see by examining Fig. 4(e), a constant injection rate leads to the development of a branched fingering pattern, that also exhibits variability among the lengths of the fingers. In addition, the number of fingers is not kept constant as the interface expands, making its growth disordered and unpredictable. In fact, the same behavior is identified in Fig. 4(f) for $\beta = 100$. Nevertheless, note that the larger value of viscosity ratio turns the pattern even more unstable, and nonlinear effects are enhanced. The morphologies shown in Figs. 4(e) and 4(f) are in agreement with interfacial patterns previously found in Refs. [48,49]. Observe that the growing $n$-fold patterns having a fixed number of fingers shown in Figs. 4(a)–4(d) are dramatically different from the usual ramified shapes detected in Figs. 4(e) and 4(f) when a constant injection rate is employed. These findings confirm the efficiency of $Q_{n_{\max}}(t)$ in controlling the radial expansion of the interface in a Hele-Shaw cell in the presence of wetting film effects.

As a final remark about the results extracted from Fig. 4, we have also investigated the interfacial shapes depicted in Figs. 4(a)–4(d) when wetting effects are absent ($J_0 = 0$). In that case, our results point to the fact that the final interfacial shapes are independent of whether wetting effects are considered or not. However, the wetting film does impact the evolution of the modes before the establishment of the final self-similar shape by reducing the magnitudes of $|\zeta_n(t)|/R(t)$. In addition, it also delays the establishment of self-similar evolution (saturation of modes) when compared to the situation without wetting. In fact, these findings are in line with what has been reported in Refs. [48–50] regarding the stabilizing and delaying effects promoted by the wetting film on the onset of nonlinear pattern-forming mechanisms.

At this point, we would like to briefly comment about the possibility of reproducing the theoretical results obtained in this section in real Hele-Shaw cell experiments. In some of the cases illustrated here, we notice that symmetry selection and self-similar evolution are only achieved for very large values of $R$, as in the situation depicted in Fig. 3. This could cause an impression that our results are purely theoretical with no clear connection with real physical situations. However, that was done intentionally to show that even when the selected mode $n_{\max} = 5$ is absent in the initial condition [as in Figs. 3, 4(c), and 4(d)], which contains only modes 2, 3, and 4, it is created by nonlinear interactions and then selected by our controlling injection as the fastest growing mode. Actually, this result reinforces the efficiency of our time-dependent injection strategy in selecting and prescribing the interfacial shape in the presence of wetting. Of course, this intricate dynamics [see Fig. 3(b)] takes a considerable amount of time to establish, and this specific situation would be very difficult to observe in experiments.

On the other hand, when we choose $n_{\max} = 4$ [for instance, as in Fig. 4(b)], which is initially present in the initial condition, the selection of mode 4 as the fastest growing mode occurs since the very beginning of the dynamics, as one can observe in Fig. 5. Therefore, this is a feasible situation to be implemented in laboratories, since all the dimensionless parameters utilized to generate Fig. 4(b) are consistent with typical physical numbers used in real experiments (consider, for instance, the physical quantities $\eta_1 = 10^{-3} \text{ kg m}^{-1} \text{ s}^{-1}$, $\eta_2 = 10^{-1} \text{ kg m}^{-1} \text{ s}^{-1}$, $Q_0 = 3.5 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$, $b = 0.2 \text{ mm}$, $\sigma = 5 \times 10^{-2} \text{ N m}^{-1}$, and $R_0 = 0.5 \text{ cm}$). In particular, while symmetry selection can be seen
FIG. 4. Time evolution of the fully nonlinear interfacial patterns produced by the time-dependent controlling injection rate $Q_{\text{max}}(t)$ [(a)–(d)] obtained by solving Eq. (19), and by the usual constant injection [(e) and (f)] rate. In (a) and (b) [(c) and (d)] we impose that mode $n_{\text{max}} = 4$ ($n_{\text{max}} = 5$) is the fastest growing. The values for the viscosity ratio are $\beta = 10$ (for all the patterns in the left column) and $\beta = 100$ (for all the patterns in the right column). All the other physical parameters and initial conditions are the same as those used in Fig. 3.
at the early stages of the dynamics, self-similarity is observed only for a radius of order $10^3$ and, considering that would correspond to $R = 500$ cm and thus this phenomenon would require a very large Hele-Shaw cell to be observed in real experiments.

III. TIME-DEPENDENT GAP HELE-SHAW FLOW

A. Governing equations and linear growth rate

The geometry of the time-dependent gap Hele-Shaw cell is sketched in Fig. 6. Consider a Hele-Shaw cell of a variable gap width $b(t)$ containing two immiscible, incompressible, and viscous fluids. The upper plate of the cell can be lifted along the direction perpendicular to the cell plates ($z$ axis), and the initial fluid-fluid interface is circular, having radius $R_0$ and initial gap thickness $b_0 = b(t = 0)$. Here there is no injection. By using volume conservation, the time-dependent radius of the unperturbed interface is given by

$$R(t) = R_0 \sqrt{\frac{b_0}{b(t)}}. \quad (21)$$

As in the case of the injection-driven flow, we use Darcy’s law (2), the pressure jump condition (5), and the kinematic boundary condition (6) to obtain a differential equation for the perturbation amplitudes. However, due to the lifting of the upper plate, the gap-averaged incompressibility condition [8] is now written as

$$\nabla \cdot v_j = \frac{\dot{b}(t)}{b(t)}, \quad (22)$$

where $\dot{b}(t) = db/dt$ is the upper plate velocity along the $z$ axis. Moreover, the velocity potential obeys a Poisson equation

$$\nabla^2 \phi_j = \frac{\dot{b}(t)}{b(t)}. \quad (23)$$

Another important difference between the injection-driven flow presented in Sec. II A and the time-dependent gap setup is the fact that here is the nonwetting fluid 2 that displaces the wetting fluid 1, so that $\sigma_1 = \pi$ and $Ca_l = \eta l / \sigma$ in the pressure jump condition (5).

By following the standard steps described in the injection-driven situation of Sec. II A, a dimensionless equation of the form given by Eq. (7) is obtained for the lifting Hele-Shaw case, where now

$$\lambda(n) = \frac{1}{1 + w(n)} \left[ -\frac{\dot{b}}{2b} \left( 1 + \beta - 1 |n| \right) - \frac{\pi b^2}{4Ca_x(qR)^3(\beta + 1)} |n|^2 \right]. \quad (24)$$

is the linear growth rate, and

$$w(n) = |n| |J_0| \frac{b}{9qR(\beta + 1)} \left( \frac{24b}{bCa_xqR} \right)^{1/3} \quad (25)$$

is related to the wetting film contribution. We have nondimensionalized Eqs. (24) and (25) as follows: (i) in-plane lengths are rescaled by $R_0$; (ii) $b(t)$ is scaled on its initial value $b_0$; (iii) likewise, time is rescaled by the characteristic time $T = b_0 / |b_0|$. The global capillary number is

$$Ca_x = \frac{12\eta \dot{b}_0}{\sigma} \quad (26)$$

and $q = R_0/b_0$ is the initial aspect ratio.

The expressions (24) and (25) represent the linear equations of the viscous fingering problem in a lifting Hele-Shaw cell, taking into consideration the contributions from wetting film effects. Note that the situation in which wetting effects are neglected can be readily obtained by setting $J_0 = 0$. In this case, we do recover the linear growth rate derived in the literature in the absence of wetting effects [8,12].

B. Numerical scheme

For the shrinking interface, it is more convenient to work with the pressure field instead of velocity potential [22,62]. Therefore, we define the modified pressure $\tilde{p}(x) = p(x) - \frac{b(t)}{4\pi \dot{b}(t)} |x|^2$, which is harmonic and satisfies a double layer potential

$$\tilde{p}(x) = \int_{\Gamma} \gamma(x') \left( \frac{\partial \ln |x - x'|}{\partial n(x')} + 1 \right) ds(x').$$
Using the dimensionless boundary conditions of the problem, we show that $\gamma$ satisfies a Fredholm integral equation of the second kind
\begin{equation}
(1 + \beta)\gamma(x) + (1 - \beta) \frac{1}{\pi} \int_{\Gamma} \gamma(x') \left( \frac{\partial \ln |x - x'|}{\partial n(x')} + 1 \right) ds(x') = \frac{1}{q^2 C_a} \left[ - \frac{2q}{b(t)} (1 + J_0(C_a)^{2/3}) + \frac{\pi}{4} \kappa \right] - (1 - \beta) \frac{\dot{b}(t)}{2b(t)} |x|^2,
\end{equation}
and once we obtain $\gamma(x)$, $\nabla(x)$ can be computed via Dirichlet-Neumann map \[63\]
\begin{equation}
\nabla(x) = -\frac{b^2(t)}{2\pi} \int_{\Gamma} \gamma(x') \left( \frac{x' - x}{|x' - x|^2} \right) ds(x') - \frac{\dot{b}(t)}{2b(t)} x \cdot n.
\end{equation}

Equation (27) is well-conditioned and coupled with Eq. (29) via $C_a = \frac{\mu R(0) V}{\kappa}$. This system can be solved efficiently using an iterative method such as GMRES \[58\], and $V$ is computed using the Picard iteration described in Sec. II B. Once the normal velocity of the interface is determined, the interface is evolved by utilizing Eq. (15). Similar to the expanding case presented in Sec. II C, here our goal is to develop a specific time-dependent lifting speed $\dot{b}(t)$ expression that keeps $n_{\text{max}}$ fixed as the interface shrinks radially to the center of the cell. For the lifting Hele-Shaw setup, the unperturbed radius $R(t)$ satisfies
\begin{equation}
\dot{R} = -\frac{\dot{b}(t)}{2R(t)b^2(t)},
\end{equation}
and the linear evolution of the rescaled amplitudes is given by Eq. (17), with
\begin{equation}
\Lambda(n) = \lambda(n) + b \frac{\dot{b}}{2(Rb)^2}.
\end{equation}

By setting the derivative with respect to $n$ of Eq. (31) equal to zero, utilizing Eqs. (24) and (25), and using the fact that $R(t) = 1/\sqrt{t}$, we obtain
\begin{equation}
-\left( \frac{\beta - 1}{\beta + 1} \right) \frac{\dot{b}}{2b} + \frac{J_0}{18q(\beta + 1)} \left( \frac{24}{q C_a} \right)^{1/3} \dot{b}^{2/3} b - \frac{\pi}{4q^2 C_a} (\beta + 1) b^{7/2} - \frac{\pi J_0 n_{\text{max}}^3}{18(\beta + 1)^2 q^4 C_a} \left( \frac{24}{q C_a} \right)^{1/3} \dot{b}^{-1/3} b^{11/2} = 0.
\end{equation}

C. Shrinking evolution with fixed number of fingers

Similar to what we have done in Sec. II C, here our goal is to develop a specific time-dependent lifting speed $\dot{b}(t)$ expression that keeps $n_{\text{max}}$ fixed as the interface shrinks radially to the center of the cell. For the lifting Hele-Shaw setup, the unperturbed radius $R(t)$ satisfies
\begin{equation}
\dot{R} = -\frac{\dot{b}(t)}{2R(t)b^2(t)},
\end{equation}
and the linear evolution of the rescaled amplitudes is given by Eq. (17), with
\begin{equation}
\Lambda(n) = \lambda(n) + b \frac{\dot{b}}{2(Rb)^2}.
\end{equation}

By setting the derivative with respect to $n$ of Eq. (31) equal to zero, utilizing Eqs. (24) and (25), and using the fact that $R(t) = 1/\sqrt{t}$, we obtain
\begin{equation}
-\left( \frac{\beta - 1}{\beta + 1} \right) \frac{\dot{b}}{2b} + \frac{J_0}{18q(\beta + 1)} \left( \frac{24}{q C_a} \right)^{1/3} \dot{b}^{2/3} b - \frac{\pi}{4q^2 C_a} (\beta + 1) b^{7/2} - \frac{\pi J_0 n_{\text{max}}^3}{18(\beta + 1)^2 q^4 C_a} \left( \frac{24}{q C_a} \right)^{1/3} \dot{b}^{-1/3} b^{11/2} = 0.
\end{equation}

Equation (32) can also be identified as a quartic equation after one defines $x \equiv \dot{b}^{1/3}$. Therefore, all the discussion related to the solutions of the quartic equation (19) and the appropriate way to deal with this kind of expression, as well as the information provided by Appendix B, remain valid for Eq. (32). Hence, the positive real solution of Eq. (32), i.e., $\dot{b}_{\text{max}}(t)$, is the adequate time-dependent gap speed needed to maintain the number of fingers fixed in a lifting Hele-Shaw cell flow when the displaced fluid is a wetting fluid. On the other hand, the negative real solution corresponds to a squeezing process and can be disregarded.

Note that by neglecting the wetting film contribution ($J_0 = 0$), Eq. (32) is reduced to
\begin{equation}
\dot{b}(t) = -\frac{\pi}{2q^2 C_a} (\beta - 1) \dot{b}^{9/2}.
\end{equation}

This differential equation can be easily solved to find $\dot{b}(t) \sim t^{-2/7}$. Within this limit, our results agree with previous works \[22,24\] that analyzed the controlling problem in the absence of wetting effects for the lifting Hele-Shaw setup.

Figure 7 compares the lifting gap speed $\dot{b}_{\text{max}}(t)$ designed to account for wetting effects ($J_0 = 3.8$), with the nonwetting ($J_0 = 0$) gap speed given by Eq. (33). Both speeds $\dot{b}(t)$ are plotted as a function of $b(t)$, for $n_{\text{max}} = 3$, $\beta = 0$, $q = 112$, and $C_a = 7.1 \times 10^{-3}$.

First, note that to keep the same mode $n_{\text{max}}$ fixed in both cases, one needs to utilize a larger gap speed in the wetting system when compared to the nonwetting situation. This is due to the stabilizing effect provided by the wetting film. Also, we observe by analyzing the inset plot that the dependence of $\dot{b}(t)$ with $b(t)$ is nearly the same for both situations, i.e., $\dot{b}(t) \propto b(t)^{9/2}$. These conclusions are in line with what has been found previously for the injection-driven flow presented in Sec. II C. On the other hand, note that the distance between the two curves increases as $b(t)$ gets larger. In the
shrinking evolution, the fingertip velocity is given by $\dot{R} = -b(t)/2R(t) - b(t) \frac{3}{2}$, and since $b(t) \sim b(t)^{3/2}$, one concludes that $\dot{R} \sim b(t)^{3}$. Therefore, in opposition to the expanding case, in the shrinking situation, the film thickness increases as the interface moves radially toward the center of the Hele-Shaw cell, enhancing wetting effects at later times.

We close this section by discussing Fig. 8, which illustrates the fully nonlinear fluid-fluid interface evolution obtained by utilizing the time-dependent gap speed $b_{\text{max}}(t)$ with (a) $n_{\text{max}} = 3$ and (b) $n_{\text{max}} = 8$. Additionally, we also present the evolution under (c) the usual constant lifting speed $\dot{b} = 1$. In the bottom panels, we plot the corresponding variation of $|\zeta_n(t)|/R(t)$ with $b(t)$ for all the modes in the interval $2 \leq n \leq 15$. Here, we consider that the outer fluid 2 is air while the inner fluid 1 is a very viscous oil and hence $\beta = 0$. In addition, $q = 112, C_a = 7.1 \times 10^{-3}$, and the initial condition is $R(\theta, 0) = 1 + 0.02(\cos 3\theta + \cos 8\theta + \sin 13\theta)$.

By examining Fig. 8(a), we observe an initial slightly perturbed interface evolving to a well-behaved morphology as the interface shrinks. The final pattern is not only threefold symmetric, but also does not exhibit signs of finger competition. These visual conclusions are in agreement with the corresponding evolution of the rescaled perturbation amplitudes $|\zeta_n(t)|/R(t)$ depicted in the bottom panel, where we can verify that mode 3 is selected as the fastest growing mode by our lifting speed scheme. As a matter of fact, $b_{\text{max}}(t)$ also promotes the enhanced growth of the harmonic modes 6, 9, and 12, over all the other remaining modes. That effect was also detected in Fig. 3 for the expanding interface case. Note that in the injection-driven situation, the interface expands radially over the very large domain of fluid 2, and self-similarity is achieved for large values of $R$. On the other hand, in the time-dependent gap flow, the interface shrinks radially over the finite domain of fluid 1, and for the values of $R$ used here, we did not observe the establishment of a self-similar evolution.

The case for $n_{\text{max}} = 8$ is depicted in Fig. 8(b). As one can see by analyzing the evolution of $|\zeta_n(t)|/R(t)$, mode 8 is selected by $b_{\text{max}}(t)$ as the fastest growing since the very beginning of the dynamics, despite the fact that modes 3 and 5 have sizable amplitudes as well. This can also be verified by noticing the presence of 8 fingers on the interface. Unlike the case depicted in Fig. 8(a) for $n_{\text{max}} = 3$, here the interface is not symmetric, and we can still observe competition among the inward fingers at the final value of $b(t)$ considered. That happens because, for the case with $n_{\text{max}} = 3$, the modes decay very rapidly while mode 3 and its harmonics quickly dominate.
the dynamics setting the threefold symmetry of the interface. On the other hand, for \( n_{\text{max}} = 8 \), that effect would only be clearly perceived on the interface for larger values of time \( t \) (or equivalently larger values of \( b(t) \)). Note that the wetting term in Eq. (27) is related to the normal velocity \( V \) of the interface through the local capillary number \( C_{a_{l}} \), which increases as the interface shrinks. More specifically, the wetting term dominates the right-hand side of the integral equation. This dynamic term makes the system severely stiff. As a result, the Picard iteration is extremely expensive, and a significantly small time step is required. Therefore, performing simulations at a larger value of \( b(t) \), where the establishment of an eightfold symmetric pattern would easily be seen directly from the interfacial morphology, is very time-consuming. But despite this numerical limitation, we are still able to visualize mode selection by analyzing the evolution of the rescaled perturbation amplitudes.

Now we compare the interfacial evolutions depicted in Figs. 8(a) and 8(b) with the case illustrated in Fig. 8(c), which considers the lifting Hele-Shaw flow subjected to a constant lifting speed \( b = 1 \), so that \( b(t) = 1 + t \). We choose this specific situation due to the fact that it is the most common case investigated in experimental and theoretical studies in lifting Hele-Shaw flows [9,10,12,13,15,50,64,65]. Inspection of Fig. 8(c) shows that the time evolution under \( b = 1 \) is considerably different from the equivalent situation utilizing \( b_{\text{max}}(t) \) [Figs. 8(a) and 8(b)]. First, we note that modes 8 and 13 alternate as the dominant modes, but on the interface, it is possible to identify the formation of 13 inward competing fingers. Moreover, these wide inward-pointing fingers are alternated by the sharp, outward-pointing fingers of the inner fluid. These morphological features are in line with the findings of Ref. [50], which analyzed the effects of wetting in the lifting Hele-Shaw cell problem at the weakly nonlinear regime. One can also observe that the evolution of \( [\zeta(t) / R(t) \) shows a tendency toward the growth of all the modes as the interface shrinks, without selection of a specific mode. This impacts the interfacial evolution by turning it more unstable and disordered when compared to the controlled flow promoted by \( b_{\text{max}}(t) \) in Figs. 8(a) and 8(b).

As a final remark of our work, we ensure that the values of all relevant dimensionless parameters (\( \beta, C_{a_{l}}, q \)) we use throughout this work are consistent with realistic physical quantities related to existing radial [2–5,29,66–76] and lifting [6,7,9–15,17] Hele-Shaw cell arrangements, and material properties of the fluids.

IV. CONCLUSION

Injection-driven flow in radial Hele-Shaw cells results in ramified patterns if the injection rate is constant in time. The emerging structures are characterized by the occurrence of finger ramification and finger competition events [3–5]. Likewise, time-dependent gap flow in lifting Hele-Shaw cells leads to complex pattern morphologies [6–17] if the cell’s gap width grows linearly with time, i.e., lifting gap speed is constant in time. In this case, the resulting shapes are formed due to the intense competition among the fingered structures.

In many practical applications, the emergence of these hydrodynamic instabilities is undesirable and because of that much attention has been devoted to devising strategies for controlling the growth of such patterns. However, all existing studies that somehow try to control the emergence of these interfacial disturbances neglect the effects of the wetting film left behind by the displaced fluid during the flow, even though a considerable number of works [20,39–50] have pointed to the fact that wetting has an important role in the nonlinear finger formation process.

Motivated by these facts, in this work, we have explored the possibility of controlling the development of interfacial instabilities when wetting effects are taken into account. This was done by properly manipulating the injection rate \( Q(t) \) (for the expanding case) and the gap lifting speed \( b(t) \) (for the shrinking situation), with the ultimate goal of designing feasible and more accurate controlling strategies that could be utilized for technological and industrial purposes.

First, by taking into account wetting film effects, we employed a linear stability analysis for obtaining the optimal injection and lifting protocols, i.e., the strategies intended to control the total number of resulting fingers arising at the fluid-fluid interface for the injection-driven and lifting flows, respectively. The consideration of the wetting film led to an increase in the magnitude of \( Q(t) \) and \( b(t) \) in comparison to the nonwetting strategies. Then, we utilized a fully nonlinear boundary integral scheme to verify the effectiveness of these linear-stability-based controlling strategies in the advanced time regime of the dynamics.

Our numerical results show that these time-dependent protocols are indeed capable of promoting controlled development of the interface even at fully nonlinear stages of the flow. In particular, for injection-driven flow subjected to our time-dependent scheme, the resulting patterns are n-fold symmetric structures for which the number of fingers is kept constant as the interface grows radially, and no signs of nonlinear finger ramification and finger competition were identified. Moreover, the expanding interface evolved self-similarly after reaching a certain size. On the other hand, we have identified that our time-dependent lifting speed protocol is also successful in prescribing the number of emerging fingers during the shrinking evolution in the lifting flow. However, in this last situation, self-similar evolution was not achieved.
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**APPENDIX A: RESCALING SCHEME FOR INJECTION-DRIVEN FLOW**

We introduce a new rescaled [59,60] space and time frame \((\bar{x}, \bar{t})\) such that

\[
x = \bar{R}(\bar{t})\bar{x}(\bar{t}, \alpha)
\]

and

\[
\bar{t} = \int_0^t \frac{1}{\rho^{\prime}(\bar{t}')} d\bar{t}',
\]

where \(\bar{R}(\bar{t})\) is the space scaling factor representing the size of the interface, and \(\bar{x}\) is the position vector of the scaled interface with parametrization \(\alpha\). The timescale function \(\rho(\bar{t})\) maps the original time \(t\) to the new time \(\bar{t}\). In general, \(\rho(\bar{t}(t)) = \bar{R}(\bar{t})\) can be chosen arbitrarily to make the interface evolve in the new frame at any speed. The rescaled normal velocity \(\bar{V}\) satisfies

\[
\bar{V}(\bar{t}) = \bar{R} \frac{\bar{V}[\bar{t}(\bar{t})]}{\bar{R}} - \frac{\bar{x} \cdot \bar{n}}{\bar{R}} \frac{d\bar{R}}{d\bar{t}},
\]

where \(\bar{V}\) is the original normal velocity. In the rescaled frame, we require that the area enclosed by the interface remain constant, \(\bar{A}(\bar{t}) = \bar{A}(0)\). That is, the integration of the normal velocity along the interface in the scaled frame vanishes \(\oint_{\Gamma(\bar{t})} \bar{V} \, d\bar{s} = 0\). As a consequence,

\[
\frac{d\bar{R}}{d\bar{t}} = \frac{\bar{R} \bar{Q}}{2\bar{A}(0)}.
\]

Then, by taking \(\rho(\bar{t}) = \frac{\bar{R}(\bar{t})}{\bar{Q}}\), we make \(\bar{R}(\bar{t})\) evolve exponentially fast in the rescaled frame

\[
\bar{R}(\bar{t}) = \exp(\bar{t}).
\]

Taking \(\bar{\gamma}(\bar{x}) = \gamma(\bar{x})\bar{R}(\bar{t})\), we next rewrite the integral equation (12) in the rescaled frame as

\[
\frac{1}{2} \left( 1 + \frac{1}{\beta} \right) \bar{\gamma}(\bar{x}) + \frac{1}{2\pi} \left( \frac{1}{\beta} - 1 \right) \int_{\Gamma(\bar{t})} \bar{\gamma}(\bar{x}) \left[ \partial \ln |\bar{x} - \bar{X}| + R(\bar{t}) \right] d\bar{s}(\bar{x})
\]

\[
= -\frac{1}{Ca_\xi} \left[ \bar{R}(\bar{t}) \bar{Q} (1 + J_0|Ca_{\xi}|^{2/3}) + \frac{\pi}{4} \bar{R} \right]
\]

\[
- \left( \frac{1}{\beta} - 1 \right) \bar{R}(\bar{t}) \bar{Q} \left[ \ln[\bar{R}(\bar{t})] + \ln|\bar{x}| \right].
\]

Similarly, we compute the normal velocity in the rescaled frame as

\[
\bar{V}(\bar{x}) = \frac{\bar{A}}{\pi \bar{Q}} \left( \frac{1}{\bar{R}} \int_{\Gamma(\bar{t})} \bar{\gamma}(\bar{x}) \left( \frac{\bar{x} - \bar{X}}{\bar{x} - \bar{X}} \right) d\bar{s}(\bar{x}) + \bar{Q} \frac{\bar{x} \cdot \bar{n}}{|\bar{x}|^2} \right)
\]

\[
- \bar{x} \cdot \bar{n},
\]

where \(\bar{x}^\perp = (\bar{x}_2, -\bar{x}_1)\). The interface is evolved in the scaled frame through

\[
\frac{d\bar{x}(\bar{t}, \alpha)}{d\bar{t}} \cdot \bar{n} = \bar{V}(\bar{t}, \alpha).
\]

**APPENDIX B: SOLUTIONS OF EQS. (19) AND (32)**

In order to show the solutions of Eq. (19), we first rewrite it as

\[
Ax^4 + Bx^3 + Cx + D = 0,
\]

where

\[
A = \frac{1}{2\pi R^2} \left( \frac{1}{\beta} - 1 \right), \quad B = \frac{J_0}{18\pi (\beta + 1) q R^3} \left( \frac{24\pi R^2 \frac{Q}{Ca_g}}{\bar{Q}} \right)^{1/3}, \quad C = \frac{\pi \beta (3n_{max}^2 - 1)}{4Ca_g(\beta + 1) R^7}, \quad D = -\frac{\pi J_0 n_{max}^3}{18(\beta + 1)^2 q^2 Ca_g} \left( \frac{24\pi R^2 \frac{Q}{Ca_g}}{\bar{Q}} \right)^{1/3},
\]

and \(x = \bar{Q}^{1/3}\). The nature of the roots of the quartic equation (B1) is mainly determined by the sign of its discriminant [77]

\[
\Delta = 256A^3D^3 - 192A^2B_CD^2 - 27A^2C^4 + 6AB^2C^2D^2 + 27B^2D^2 - 4B^4C^3,
\]

which is negative and therefore indicates the existence of two distinct real roots and two complex conjugate nonreal roots. Following Ferrari’s method [78], the two complex roots can be written as

\[
x_{1,2} = -\frac{B}{4A} - S \pm \frac{1}{2} \sqrt{-4S^2 - 2p - \frac{q}{S}},
\]

and the two real roots are

\[
x_{3,4} = -\frac{B}{4A} + S \pm \frac{1}{2} \sqrt{-4S^2 - 2p - \frac{q}{S}}.
\]

where

\[
\bar{Q}^2 = 1, \quad p = -\frac{3B^2}{8A^2}, \quad q = \frac{B^3 + 8A^2C}{8A^3} < 0,
\]

\[
S = \frac{1}{2} \sqrt{\frac{2}{3}p^2 + \frac{1}{3A} \left( X + \frac{12AD - 3BC}{X} \right)},
\]

\[
X = \sqrt{\frac{27(B^2D + AC^2)^2 + \sqrt{27A}}{2}}.
\]

By the reasons mentioned in Sec. II.C, we adopt the cubed positive real root \(x_3^1\) as our injection strategy \(Q_{max}(t)\).

Regarding Eq. (32), after setting \(x = \bar{Q}^{1/3}\), it acquires exactly the same format of Eq. (B1), but with coefficients given by

\[
A = -\left( \frac{1}{\beta} - 1 \right), \quad B = \frac{J_0}{18q(\beta + 1) \left( \frac{24qCa_g}{Ca_g} \right)^{1/3} b}, \quad C = -\frac{\pi (3n_{max}^2 - 1)}{4q^2 Ca_g(\beta + 1)} b^{1/2}, \quad D = -\frac{\pi J_0 n_{max}^3}{18(\beta + 1)^2 q^2 Ca_g} \left( \frac{24qCa_g}{Ca_g} \right)^{1/3} b^{1/2}.
\]
Therefore, the expressions (B3) and (B4) are also the solutions for the lifting case presented in Sec. III C and we utilize \( x^3 \) as our lifting speed \( b_{\text{max}} (t) \).

**APPENDIX C: RESCALING SCHEME FOR TIME-DEPENDENT GAP FLOW**

Similar to what has been done in Appendix A, here we also introduce the new rescaled \([22,62]\) space and time frame \((\bar{x}, \bar{t})\), and Eqs. (A1)–(A3) remain valid for the time-dependent gap flow.

Using volume conservation for the inner viscous fluid 1, we have

\[
\bar{R}^{-1} \frac{d \bar{R}}{d \bar{t}} = -\bar{\rho} \frac{\partial h(\bar{t})}{\partial \bar{t}},
\]

where the dot means the time derivative in the original frame. Substituting Eq. (C1) into Eq. (A3), and using Eq. (28), we have that \( \bar{V} = \frac{\dot{\bar{x}}}{\bar{R}} \bar{V}(\bar{t}) \). Here we assume \( \frac{\partial h(\bar{t})}{\partial \bar{t}} = f(\bar{R}) \) and we choose \( \bar{R}(\bar{t}) = (1 + \bar{t})^{-1/4} \). Thus, we obtain \( \bar{\rho} = \frac{\dot{\bar{x}}}{\pi \bar{R}} \).

Taking \( \gamma = \frac{1}{\bar{R}} (1 + \beta) \bar{\rho} \), Eq. (27) can be rewritten as

\[
(1 + \beta) \bar{\rho} \frac{\partial \ln |\bar{x} - \bar{x}'|}{\partial n(\bar{x}')} + \bar{R}(\bar{t}) \int ds(\bar{x}')
\]

\[
= \frac{1}{\bar{R}} \left[ -2q \frac{\bar{R}}{b(\bar{t})} \left(1 + J_0(C_\lambda^{1/3}) + \frac{\pi}{4} \kappa \right) \right] - (1 - \beta) b(\bar{t}) \bar{R}^3 \frac{b(\bar{t})}{2b(\bar{t})} |\bar{x}'|^2,
\]

and we compute the normal velocity in the rescaled frame by utilizing

\[
\bar{V}(\bar{x}) = -\frac{b^2(\bar{t})}{2\pi \bar{R}} \int \frac{b(\bar{t})}{b(\bar{t})} \frac{\bar{g}(\bar{x}) (|\bar{x} - \bar{x}'|^2 - |\bar{x}'|^2)}{|\bar{x} - \bar{x}'|^2} d\bar{s}(\bar{x}').
\]

Then the interface evolution in the scaled frame is given by Eq. (A8).

---
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