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Abstract

Generative adversarial networks (GANs) learn the distribution of observed samples through a zero-sum game between two machine players, a generator and a discriminator. While GANs achieve great success in learning the complex distribution of image, sound, and text data, they perform suboptimally in learning multi-modal distribution-learning benchmarks including Gaussian mixture models (GMMs). In this paper, we propose Generative Adversarial Training for Gaussian Mixture Models (GAT-GMM), a minimax GAN framework for learning GMMs. Motivated by optimal transport theory, we design the zero-sum game in GAT-GMM using a random linear generator and a softmax-based quadratic discriminator architecture, which leads to a non-convex concave minimax optimization problem. We show that a Gradient Descent Ascent (GDA) method converges to an approximate stationary minimax point of the GAT-GMM optimization problem. In the benchmark case of a mixture of two symmetric, well-separated Gaussians, we further show this stationary point recovers the true parameters of the underlying GMM. We numerically support our theoretical findings by performing several experiments, which demonstrate that GAT-GMM can perform as well as the expectation-maximization algorithm in learning mixtures of two Gaussians.

1 Introduction

Learning the distribution of observed data is a basic task in unsupervised learning which has been studied for decades. The recently-introduced concept of Generative Adversarial Networks (GANs) [1] has demonstrated great success in various distribution learning tasks. Unlike the traditional maximum-likelihood-based approaches, GANs learn the distribution of observed data through a zero-sum game between two machine players, a generator $G$ mimicking the true distribution of data and a discriminator $D$ distinguishing the generator’s produced samples from real data points. This zero-sum game is typically formulated through a minimax optimization problem where $G$ and $D$ optimize a minimax objective quantifying how dissimilar $G$’s generated samples and real training samples are.

In GAN minimax optimization problems, the generator and discriminator functions are commonly chosen as two deep neural networks (DNNs). Leveraging the expressive power of DNNs, GANs have achieved state-of-the-art performance in learning complex distributions of image data [2, 3, 4]. This success, however, is achieved at the cost of their notoriously difficult training procedure which has introduced several challenges to the machine learning community. Addressing these challenges requires a deeper theoretical understanding of GANs, including their approximation, generalization, and optimization properties.

Specifically, GANs have been frequently observed to fail in learning multi-modal distributions [5]. As a widely-recognized training issue, a trained GAN model may collapse into only one or a few modes of the
underlying distribution, a phenomenon known as mode-collapse in the literature. Despite the recent advances in improving the generalization and stability properties of GAN models, state-of-the-art GAN architectures are often observed to struggle in learning even the simplest class of mixture distributions, i.e., the Gaussian mixture models (GMMs). Such empirical observations question the superiority of GANs over traditional methods of learning mixture models such as the expectation-maximization (EM) algorithm [6]. A natural question here is whether this gap fundamentally exists in learning multi-modal distributions or is due to a lack of appropriate design for the GAN players and loss function. In order to better understand how GANs learn multi-modal distributions, we focus on a GAN architecture that is amenable for learning the simplest, nontrivial model: a mixture of two Gaussians. After all, unless we understand how an adversarial learning architecture behaves in the simplest of cases, it would be hard to understand what happens in the case of deep neural networks.

In what follows, we show that with a proper design of the generator and discriminator function classes and choice of the minimax objective in the GAN’s optimization problem, it is possible to achieve performance similar to that of the EM algorithm in learning mixtures of two Gaussians. To achieve this goal, we propose Generative Adversarial Training for Gaussian Mixture Models (GAT-GMM), a minimax GAN framework for learning GMMs. GAT-GMM is formulated based on minimizing the Wasserstein distance between the underlying and generative GMMs. Leveraging optimal transport theory, we characterize optimal function spaces for training the generator and discriminator players as well as the minimax objective of the GAN problem. We show that GAT-GMM represents a non-convex concave minimax optimization problem which can be efficiently solved by a gradient descent ascent (GDA) method to reach a stationary minimax point.

In the well-studied benchmark case of symmetric mixtures of two well-separated Gaussians, we theoretically support GAT-GMM by providing approximation, generalization, and optimization guarantees. We show that the designed generator and discriminator will suffice for reaching zero approximation error in learning such two-component GMMs. Furthermore, we prove that the underlying GMM provides the only stationary minimax point satisfying a separability condition. We also bound the generalization error of estimating the minimax objective and its derivatives from empirical samples. The generalization bounds scale linearly with the dimension of the data as a consequence of GAT-GMM’s specific design. The generalization and optimization guarantees together show that a learnt well-separated GMM will generalize to the underlying distribution.

Finally, we experimentally demonstrate the success of GAT-GMM in learning symmetric mixtures of two Gaussians. We show that in practice, GAT-GMM can be optimized efficiently using a simple GDA optimization algorithm. Numerically, we find that GAT-GMM performs favorably compared to GANs with neural network players and achieves EM-like numerical performance in learning symmetric mixtures of two Gaussians. Our empirical results indicate that the generative adversarial training approach can potentially achieve state-of-the-art performance in learning GMMs. We summarize the main contributions of this work as follows:

• Proposing GAT-GMM as a generative adversarial training approach for learning GMMs,

• Reducing GAT-GMM to a non-convex concave minimax optimization problem with convergence guarantees to stationary minimax points,

• Demonstrating theoretical guarantees for GAT-GMM in learning symmetric mixtures of two well-separated Gaussians,

• Providing numerical support for the GAT-GMM approach in learning two-component GMMs.

2 Related Work

Theory of GANs: A large body of recent works have studied the theoretical aspects of GANs, including their approximation [7, 8, 9], generalization [10, 11, 12], and optimization [13, 14, 15, 16, 17, 18, 19, 20, 21] properties. We note that our model-based GAN framework for GMMs is similar to the approaches in [22, 23]
for learning Gaussians and invertible neural net generators. Specifically, [23] proposes a discriminator function for learning GMMs which matches our proposed model in the special case of identity covariance matrix. However, our work further analyzes the optimization properties of the resulting GAN problem. Also, multiple recent works [24, 25, 22, 26, 27, 28] explore the applications of optimal transport theory in improving GANs’ stability and convergence behavior.

**GANs for Learning GMMs:** Regarding the applications of GANs in learning GMMs, Pac-GAN [19] seeks to resolve the mode collapse issue by learning the distribution of two samples and reports improved performance scores in learning mixtures of Gaussians. The related references [29, 30, 31] propose considering a GMM input to GAN’s generator, and report empirical success for fitting GMMs. Flow-GANs [32] combine the maximum likelihood approach with GAN training and improve the performance of GANs in learning GMMs. Reference [33] suggests unrolling the discriminator’s optimization and shows it improves learning an underlying GMM. Reference [34] analyzies the convergence behavior of GANs in learning univariate mixtures of two Gaussians. Unlike our work, the above papers consider standard neural network players, with the exception of [34].

**Theory of Learning GMMs:** Several related works have studied the theoretical aspects and limits of learning GMMs, including the convergence and generalization behavior of learning GMMs with the EM algorithm [35, 36, 37, 38, 39, 40, 41, 42], the method of moments [43, 44, 45, 46, 47, 48], optimal transport tools [49, 50, 51], and recovery guarantees under separability assumptions [52, 53, 54, 55]. Specifically, [35, 36] analyze a similar benchmark setting of mixtures of two symmetric Gaussians for the EM algorithm. We note that these papers also assume a known covariance matrix and aim to learn only the mean parameter, while our theoretical setup further considers and learns an unknown covariance matrix.

### 3 Preliminaries

#### 3.1 Gaussian Mixture Models

We denote a two-component GMM by

\[
p_{\pi, \mu, \Sigma}(x) := \sum_{i=1}^{k} \pi_i \mathcal{N}(x | \mu_i, \Sigma_i),
\]

where \( \mathcal{N}(x | \mu, \Sigma) \) is the multivariate Gaussian distribution with mean \( \mu \) and covariance matrix \( \Sigma \), and \( \pi_i \) stands for the probability of observing a sample from component \( i \). A GMM uniformly distributed among its components will also satisfy \( \pi_i = \frac{1}{k} \) for every \( i \). If the covariance matrix is shared among the components we will have \( \Sigma_i = \Sigma_j \) for every \( i, j \). We call a two-component GMM symmetric if in addition to the uniform distribution and common covariance among components, we also have opposite means \( \mu_1 = -\mu_2 \).

#### 3.2 GANs and Optimal Transport Costs

The GAN framework learns the distribution of data through a minimax problem optimizing generator \( G \) and discriminator \( D \). The following minimax optimization is the vanilla GAN problem introduced in [1]:

\[
\min_{G} \max_{D \in \mathcal{D}} \mathbb{E}[\log(D(X))] + \mathbb{E}[\log(1 - D(G(Z)))].
\] (1)

In the above equation, \( \mathcal{G} \) and \( \mathcal{D} \) are function spaces for \( G \) and \( D \), respectively. \( Z \sim \mathcal{N}(0,I) \) is the random input to the generator, which we assume has a standard multivariate Gaussian distribution throughout this work. To improve the stability in training GANs, [24] proposes a GAN minimax problem minimizing an optimal transport cost. For a transportation cost \( c(x, x') \), the optimal transport cost \( W_c \) is defined as

\[
W_c(P, Q) := \inf_{\Pi \in \Pi(P, Q)} \mathbb{E}_M[c(X, X')].
\]

Here, \( \Pi(P, Q) \) is the set of all joint distributions with marginals \( P \) and \( Q \). A special case of interest is the 2-Wasserstein cost corresponding to quadratic \( c(x, x') = \frac{1}{2} \|x - x'\|^2 \). The following minimax problem formulation, called W2GAN [22], minimizes the 2-Wasserstein cost where \( D \) is called \( c \)-concave if for a function \( \tilde{D} \) we have \( D(x) = \inf_{x'} \tilde{D}(x') + c(x, x') \), and the \( c \)-transform is defined as \( D^c(x) := \sup_{\tilde{x}} D(x') - c(x, x') \):

\[
\min_{G} \max_{D \ c\text{-concave}} \mathbb{E}[D(X)] - \mathbb{E}[D^c(G(Z))].
\] (2)
4 An Optimal Transport-based Design of GAN Players for GMMs

Consider the W2GAN minimax problem (2) for learning a GMM. Solving the minimax problem over the original class of \( c \)-concave \( D \)'s will be statistically and computationally complex [10, 22]. Therefore, we need to characterize appropriate function spaces for learning \( G \) and \( D \). To obtain a tractable minimax optimization problem, these functions need to be optimized over parameterized sets of functions with bounded statistical complexity.

To find a tractable generator set \( G \) for \( k \)-component GMMs, we propose a random linear mapping that produces only mixtures of \( k \) Gaussians. Here, we consider a randomized mapping of the Gaussian input \( Z \sim \mathcal{N}(0, I_{d \times d}) \), specified by matrices \( \Lambda_i \in \mathbb{R}^{d \times d} \), vectors \( \mu_i \in \mathbb{R}^d \), and random \( Y \in \mathcal{Y} = \{1, \ldots, k\} \) distributed as \( \Pr(Y = i) = \pi_i \) for each \( 1 \leq i \leq k \):

\[
G(z) = \sum_{i=1}^{k} \mathbb{I}(Y = i)(\Lambda_i z + \mu_i).
\]

(3)

Here \( \mathbb{I}() \) denotes the indicator function which is equal to 1 if the input outcome holds and 0 otherwise. Therefore, the above generator can output any \( k \)-component GMM. If the underlying GMM is uniformly distributed among its components, we can further take \( Y \) to be uniform, that is, \( \pi_i = \frac{1}{k} \) for each \( i \). If the Gaussian components are also assumed to share the same covariance matrix, we can use the same \( \Lambda_i = \Lambda \) in the formulation. In the special case of a symmetric two-component underlying GMM with opposite means, \( G \) can be reduced to the following randomized mapping where \( Y \) is uniform on \( \{-1, +1\} \):

\[
G(z) = Y(\Lambda z + \mu).
\]

(4)

To find an appropriate discriminator set \( D \), we can consider the set of all discriminator functions that are optimal for two GMMs in (2)'s maximization problem. Therefore, we need to analytically characterize an optimal \( D \) in (2) for two GMMs. Since we consider the quadratic cost \( c(x, x') = \frac{1}{2} \| x - x' \|_2^2 \), we can apply Brenier’s theorem from the optimal transport theory literature.

**Lemma 1** (Brenier’s theorem, [56]). Suppose the generator’s distribution \( P_G(z) \) has finite first-order moment, i.e. \( \mathbb{E}[\|G(z)\|_2] < \infty \), and is absolutely continuous with respect to the data distribution. Then for \( c(x, x') = \frac{1}{2} \| x - x' \|_2^2 \), the optimal \( D^* \) in (2) satisfies

\[
X - \nabla D^*(X) \overset{\text{dist}}{=} G(Z),
\]

(5)

where \( \overset{\text{dist}}{=} \) means the two random vectors have the same probability distribution.

The above result implies that the optimal discriminator’s gradient \( \nabla D^*(x) \) provides an optimal transport map between the two GMMs. However, characterizing the precise optimal transport map between two GMMs is known to be challenging [49]. To address this issue, we use an idea that is adapted from reference [57]'s randomized transportation map between two distributions. As we show here, we can find such a randomized transportation between two GMMs uniformly distributed among their components. This randomized map is employed to obtain a deterministic transport map and bound its approximation error in the W2GAN problem.

Given \( X, \bar{X} \) distributed according to two GMMs, uniformly distributed among their components and parameterized by \( (\mu_i, \Sigma_i) \)'s and \( (\bar{\mu}_i, \bar{\Sigma}_i) \)'s, consider the following randomized transportation map from \( X \) to \( \bar{X} \):

\[
\Psi(X, Y) := \sum_{i=1}^{k} \mathbb{I}(Y = i)(\Gamma_i(X - \mu_i) + \bar{\mu}_i).
\]

(6)

where \( \Gamma_i = \frac{\Sigma_i}{\sigma_i^2} \Sigma_i^{-1/2} \) converts the covariance matrix for the \( i \)-th component and \( Y \) represents the random component label for \( X \). Note that \( \Psi(X, Y) \) has the same distribution as the GMM \( P_{\bar{X}} \). However, \( \Psi \) is a
function of both $X$ and $Y$, so to obtain a deterministic mapping of $X$, we take the conditional expectation:

$$
\psi(x) = \mathbb{E}[\Psi(X, Y) \mid X = x] = \sum_{i=1}^{k} \Pr(Y = i \mid X = x)(\Gamma_i(x - \mu_i) + \bar{\mu}_i) .
$$

(7)

The following theorem bounds the approximation error of considering the above transportation map in the W2GAN problem.

**Theorem 1.** Consider the W2GAN problem (2) with quadratic cost $c(x, x') = \frac{1}{2}\|x - x'\|^2_2$. Assume $\psi$ defined in (7) is the gradient of a convex function $\phi$. Then, the following inequalities hold for $D(x) = \frac{1}{2}\|x\|^2_2 - \phi(x)$:

$$
0 \leq W_c(P_X, P_\bar{X}) - \left\{ \mathbb{E}[\bar{D}(X)] - \mathbb{E}[\bar{D}(\bar{X})] \right\} \leq \left( \frac{3}{2} M_1 + \sqrt{M_1 M_2} \right) \sqrt{P_c} + \sqrt{M_1 M_2} \sqrt{P_e},
$$

(8)

where $P_c = \Pr(Y^\text{opt}(X) \neq Y)$ is the probability of misclassification of the Bayes classifier $Y^\text{opt}(X)$ for predicting label $Y$ from $X$. We define $M_1, M_2$ in the following equations with $\| \cdot \|_\sigma$ denoting the maximum singular value, i.e., the spectral norm,

$$
M_1 = 8 \max_i \| \Gamma_i \|^2_\sigma \sqrt{\mathbb{E}[\|X\|^2_2]} + 8 \sqrt{P_c} \max_i \| \Gamma_i \mu_i - \bar{\mu}_i \|_2^2 ,
$$

$$
M_2 = 2 \max_i \| \Gamma_i - I \|^2_\sigma \mathbb{E}[\|X\|^2_2] + 2 \max_i \| \Gamma_i \mu_i - \bar{\mu}_i \|_2^2 .
$$

Proof. We defer the proof to the Appendix.

The above theorem suggests that the transportation map $\psi$ in (7) provides an approximation of the original optimal transport cost $W_c(P_X, P_\bar{X})$ with an approximation error vanishing with the Bayes error of classifying the GMM’s components. Consequently, Theorem 1 implies that if the Gaussian components in the data distribution are well-separated, the integral of the approximate transportation map provides a near optimal discriminator in the W2GAN problem. Our next result characterizes a parametric set of functions whose gradient can approximate the above transportation map $\psi$.

**Proposition 1.** Consider GMM vectors $X, \bar{X}$ with parameters $(\mu_i, \Sigma_i)$’s and $(\bar{\mu}_i, \bar{\Sigma}_i)$’s. Suppose $\Sigma_i$ and $\bar{\Sigma}_i$ commute for each $i$, i.e., $\Sigma_i \Sigma_i = \Sigma_i \Sigma_i$. For every $x$, assume $\Pr(Y = i \mid X = x) - \Pr(\bar{Y} = i \mid \bar{X} = x) \leq \epsilon$ is satisfied when $X$ and its label $Y$ have parameters $(\mu_i, \Sigma_i)$ and when $\bar{X}, \bar{Y}$ have parameters $(\bar{\mu}_i, I)$. Then, a parameterized $D$ exists with the form

$$
D_{(A_i \phi_i)}(x) = \log \left( \frac{\sum_{i=1}^{k} \exp \left( \frac{1}{2} x^T A_i x + b_i x + c_i \right)}{\sum_{i=k+1}^{2k} \exp \left( b_i x + c_i \right)} \right),
$$

(9)

that satisfies the following inequality for $\psi$ defined in (7):

$$
\mathbb{E}[\|\psi(X) - \nabla D(X)\|_2] \leq \epsilon \left( \max_{i,j,l} \| \mu_i \|_2 + \sqrt{\| \Sigma_i^{-1} \|_\sigma \mathbb{E}[\|X\|^2_2]} + \sqrt{\| \Sigma_j^{-1} \|_\sigma \| \bar{\mu}_j \|_2} \right).
$$

Proof. We defer the proof to the Appendix.

Proposition 1 implies that if the conditional distribution $P_Y \mid X$ for $\bar{X}, \bar{X}$ can be well-approximated using the means of $X$, then the mapping $\psi$ can be captured by a softmax-based function in (9). As a special case, in the Appendix we show that Proposition 1’s assumption when $X, \bar{X}$ are symmetric mixtures of two well-separable Gaussians with means $\mu, \bar{\mu}$ translates to $\mu^T \bar{\mu} > O(\log(1/\epsilon))$.

**Remark 1.** In the setting of Proposition 1, assume that each GMM’s components share the same covariance matrix. Then, Proposition 1 remains valid for the following softmax-based quadratic $D_{(A_i \phi_i)}(x)$.

$$
D_{(A_i \phi_i)}(x) = \frac{1}{2} x^T A x + \log \left( \frac{\sum_{i=1}^{k} \exp (b_i^T x + c_i)}{\sum_{i=k+1}^{2k} \exp (b_i^T x + c_i)} \right)
$$

(10)
We note that given a shared identity covariance for the two GMMs, (10) reduces to the difference of two softmax functions, which revisits [23]’s proposed architecture for this special case. Proposition 1 combined with Theorem 1 shows that the proposed softmax-based quadratic architecture results in an approximate optimal transport map between the two GMMs. Therefore, we use the architectures in (3) and (10) for learning mixtures of Gaussians with a common covariance.

5 GAT-GMM: A Minimax GAN Framework for Learning GMMs

As shown earlier, we can constrain the generator and discriminator to the class of functions specified by (3) and (10) to approximate the solution to the W2GAN problem when the underlying GMM has common covariance across components. Considering the W2GAN minimax objective in (2), Proposition 2 suggests regularizing the expected c-transform in order to reduce the computational complexity of optimizing the c-transform function. We later show that this regularization will lead to a concave objective in the discriminator maximization optimization problem. For minimization followed by one step of gradient ascent for maximization. The following theorem provides an approximate stationary minimax point characterized by \[\eta\].

Proposition 2. Consider the discriminator function \(D_{A_i(b_i,c_i)}\) defined in (10). For constant \(\eta > 0\), assume \(\lambda_{\text{max}}(A) + 2\max_k ||b_i||_2^2 \leq \eta < 1\) where \(\lambda_{\text{max}}(\cdot)\) denotes the maximum eigenvalue. Then, for any set of vectors \((d_i)_{i=1}^k\) and constants \((e_i)_{i=1}^k\), we have

\[
\mathbb{E}[D_{A_i(b_i,c_i)}(X)] \leq \mathbb{E}[D_{A_i(b_i,c_i)}(X)] + \frac{3k^2(E[||X||_2^2] + 1)}{1-\eta}(||A||_F^2 + \sum_{i=1}^k (||b_i - d_i||_2^2 + ||b_{k+i} - d_i||_2^2 + (c_i - e_i)^2 + (c_{k+i} - e_i)^2)).
\]

Proof. We defer the proof to the Appendix.

Replacing the c-transform expectation in (2) with its upper-bound in (11), we reach the following regularized minimax problem for learning GMMs with a common covariance. We call the minimax framework a regularized minimax problem for learning GMMs with a common covariance.

\[
\begin{align*}
\min_{\Lambda_i(\mu_i)} \max_{A_i(b_i,c_i)} & \mathbb{E}[D_{A_i(b_i,c_i)}(X)] - \mathbb{E}[D_{A_i(b_i,c_i)}(G_{\Lambda_i(\mu_i)}(Z))] \\
& - \frac{\lambda}{2} ||A||_F^2 + \sum_{i=1}^k (||b_i - d_i||_2^2 + ||b_{k+i} - d_i||_2^2 + (c_i - e_i)^2 + (c_{k+i} - e_i)^2).
\end{align*}
\]

Here \(\lambda\) denotes the coefficient of the regularization term suggested by Proposition 2. Also, \((d_i, e_i)\)'s represent a fixed set of real vectors and constants. The \(d_i\)'s should be chosen to make the underlying GMM well-separable along their directions; we discuss how to select \(d_i\)'s for symmetric mixtures of two Gaussians in the next section. To solve (12), we propose a GDA algorithm where we iteratively apply one step of gradient descent for minimization followed by one step of gradient ascent for maximization. The following theorem provides optimization guarantees for the convergence of this algorithm to approximate stationary minimax points.

Theorem 2. Consider the GAT-GMM minimax problem (12) with the constraint that \(||A||_F^2 + \max_i ||\mu_i||_2^2 + 1 \leq \eta\). Suppose \(\mathbb{E}[||X||_2^2] \leq \eta < \frac{1}{2}\). Then, the GDA algorithm with maximization and minimization stepsizes \(\alpha_{\text{max}} = \frac{1}{\Lambda + 2\eta}\) and \(\alpha_{\text{min}} = \frac{1}{2\Lambda + \eta}\) for \(L = 2\Lambda + 4\eta + 10(k+1)(\frac{\eta}{\Lambda} + \max_i ||d_i||_2^2)\) and \(\kappa = \frac{L - 2\eta}{\Lambda - 2\eta}\) will find an approximate stationary point such that \(||\nabla_{\text{vec}(\Lambda_i(\mu_i))}^\top L(\Lambda_i(\mu_i))||_2 \leq \epsilon\) over \(O(\kappa L(2\eta/\Lambda)^2 + \kappa)\) iterations.

Proof. We defer the proof to the Appendix.

The above theorem shows that the GAT-GMM’s minimax problem, which reduces to a non-convex concave minimax optimization problem [58], for \(\lambda\) values characterized in the theorem, can be efficiently solved by GDA to obtain an approximate stationary minimax point characterized by [59].
6 Theoretical Guarantees for Symmetric Two-component GMMs

Here, we focus on the application of GAT-GMM for learning a symmetric mixture of two Gaussians $\frac{1}{2}N(\mu_{X}, \Sigma_{X}) + \frac{1}{2}N(-\mu_{X}, \Sigma_{X})$. This benchmark class of GMMs has been well studied in the literature for analyzing the convergence properties of the EM algorithm [35, 36]. We similarly provide theoretical guarantees for GAT-GMM in this benchmark setting. To apply GAT-GMM (12) for learning such a GMM, we use the discriminator architecture in (10) with a norm-squared regularization penalty such that $d_1 = -d_2 = d$ to obtain the minimax problem

$$
\begin{align*}
\min_{\Lambda, \mu} \max_{A,(b_i)_{i=1}^n} & \mathbb{E}[D_{A,(b_i)_{i=1}^n}(X)] - \mathbb{E}[D_{A,(b_i)_{i=1}^n}(G_{\Lambda, \mu}(Z))] \\
& - \frac{\lambda}{2} \left( ||A||_F^2 + ||b_1 - d||_2^2 + ||b_2 + d||_2^2 + ||b_3 - d||_2^2 + ||b_4 + d||_2^2 \right). 
\end{align*}
$$

(13)

In the following discussion, we use $\mathcal{L}(G_{\Lambda, \mu})$ to denote the optimal maximum discriminator objective in (13). Theorem 3 proves that the global solution to (13) will result in the underlying GMM as long as condition holds for the experiment’s GMM. We defer the proof to the Appendix.

**Proof.** We defer the proof to the Appendix. □

Theorem 3 explains that while we are constraining discriminator $D$ in (13) to the class of softmax-based quadratic functions, the global solution to GAT-GMM’s minimax problem still matches an underlying GMM with well-separable components along $d$. The next theorem indicates that the underlying $P_X$ is the only GMM with well-separable components along $d$ that is also a minimax stationary point in the GAT-GMM problem. Therefore, constraining $G$ to GMMs with well-separable components along $d$ results in only one minimax stationary solution which is the underlying GMM.

**Theorem 4.** Consider the setting of Theorem 3. Suppose that for every $d$, Condition 1 holds for $(\mu, \Sigma)$ along every over feasible $G_{\Lambda, \mu}$. Suppose $\mathbb{E}[||X||_2^2] + \mathbb{E}[||G_{\Lambda, \mu}(Z)||_2^2] \leq \lambda$ for feasible $G_{\Lambda, \mu}$’s. Then, $(\mu_X, \Sigma_X)$ is the only stationary point in the feasible set with $\nabla_{\text{vec}(\mu, \Lambda)} \mathcal{L}(G_{\Lambda, \mu}) = 0$.

**Proof.** We defer the proof to the Appendix. □

Finally, Theorem 5 bounds the generalization error of estimating the GAT-GMM’s minimax objective and its derivatives from empirical samples. This result implies that a stationary point of the empirical objective will lead to an approximate stationary point of the underlying objective given $O(d)$ samples.

**Theorem 5.** Consider the setting of Theorem 4 with the additional constraints $b_1 = -b_2$, $b_3 = -b_4$, which do not change the optimal solution to (13). Let $\hat{E}(G_{\Lambda, \mu})$ denote the empirical objective for $n$ i.i.d. $X_i$’s sampled from $P_X$. Let $\frac{\partial \mathcal{L}(G_{\Lambda, \mu})}{\partial \Lambda}$, $\frac{\partial \mathcal{L}(G_{\Lambda, \mu})}{\partial \mu}$ denote the objective’s derivative with respect to $\Lambda$, $\mu$. Then, for
every $\delta > 0$, with probability at least $1 - \delta$ the following bounds hold uniformly for every $\mu, \Lambda$ such that $\|\mu\mu^T + \Lambda\Lambda^T\|_F \leq \mathbb{E}[\|X\|^2]$:  

\begin{align}
|\hat{\mathcal{L}}(G_{\Lambda, \mu}) - \mathcal{L}(G_{\Lambda, \mu})| &\leq \mathcal{O}\left(\sqrt{\frac{d^2 \log(1/\delta)}{\lambda^2 n}}\right), \\
\left\| \frac{\partial \hat{\mathcal{L}}(G_{\Lambda, \mu})}{\partial \mu}(\mu) - \frac{\partial \mathcal{L}(G_{\Lambda, \mu})}{\partial \mu}(\mu) \right\|_2 + \left\| \frac{\partial \hat{\mathcal{L}}(G_{\Lambda, \mu})}{\partial \Lambda}(\Lambda) - \frac{\partial \mathcal{L}(G_{\Lambda, \mu})}{\partial \Lambda}(\Lambda) \right\|_2 &\leq \mathcal{O}\left(\frac{d \log(1/\delta)}{\lambda^2 n}\right). 
\end{align}

Proof. We defer the proof to the Appendix. \hfill \Box

7 Numerical Experiments

We considered two datasets of symmetric, 2-component GMMs. The first was a well-separated, 20-dimensional GMM with more than 2 components, are provided in the Appendix. 2-Wasserstein costs were considered two datasets of symmetric, 2-component GMMs. The first was a well-separated, 20-dimensional GMM with more than 2 components, are provided in the Appendix. We defer the proof to the Appendix.

Proof. We defer the proof to the Appendix. \hfill \Box

We considered two datasets of symmetric, 2-component GMMs. The first was a well-separated, 20-dimensional GMM with more than 2 components, are provided in the Appendix. We numerically verified for both datasets that Condition 1 holds along the top eigenvector of the scaled covariance, which is more difficult to learn due to high dimensionality and lack of axis-alignment [60]. We numerically verified for both datasets that Condition 1 holds along the top eigenvector of the empirical $\mathcal{E}[XX^T]$. For each dataset, we trained GAT-GMM using alternating gradient descent ascent. We compared GAT-GMM with the EM algorithm and the following standard neural net-based GANs: vanilla GAN (VGAN) [1], spectrally-normalized GAN (SN-GAN) [61], Pac-VGAN and Pac-SNGAN [19], GM-GAN [29], and Wasserstein GAN with weight clipping (WGAN-WC) [24] and gradient penalty (WGAN-GP) [62]. Full details on the datasets and grid of hyper-parameter choices, as well as additional experiments for mixtures with more than 2 components, are provided in the Appendix.

To numerically evaluate our model, we computed the negative log-likelihood of the samples produced. In addition, for GAT-GMM and EM, we computed the following GMM Objective which is the minimum of the 2-Wasserstein costs $W_c(\mathcal{N}(\mu, \Sigma), \mathcal{N}(\hat{\mu}, \hat{\Sigma}))$ and $W_c(\mathcal{N}(\mu, \Sigma), \mathcal{N}(\hat{\mu}, \hat{\Sigma}))$:  

\begin{align}
\text{Tr}(\Sigma + \hat{\Sigma} - 2(\Sigma^{1/2}\hat{\Sigma}\Sigma^{1/2})^{1/2}) + \min\{\|\mu - \hat{\mu}\|^2, \|\mu + \hat{\mu}\|^2\}. 
\end{align}

For the baseline GANs where we did not have access to exact $\hat{\mu}$ and $\hat{\Sigma}$, we used the trained generator to generate $10^5$ samples, divided the samples into those falling into the positive and negative orthants, computed the empirical means $\hat{\mu}_1, \hat{\mu}_2$ and covariances $\hat{\Sigma}_1, \hat{\Sigma}_2$ within the orthants, and estimated the GMM Objective using:

\begin{align}
\frac{1}{2} \sum_{i=1}^{2} \text{Tr}(\Sigma + \hat{\Sigma}_i - 2(\Sigma^{1/2}\hat{\Sigma}_i\Sigma^{1/2})^{1/2}) + \min\{\|\mu - \hat{\mu}_i\|^2, \|\mu + \hat{\mu}_i\|^2\}. 
\end{align}

Figure 3 plots the samples generated by the trained GAT-GMM, vanilla GAN, WGAN-WC, and WGAN-GP for the isotropic case. The other baseline GANs either performed about as well as WGAN-GP or worse.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{samples.png}
\caption{Samples produced from GAT-GMM, VGAN, WGAN-WC, WGAN-GP on isotropic task.}
\end{figure}
than WGAN-WC and vanilla GAN. Their generated samples, as well as the samples in the rotated covariance case, are displayed in the supplementary material. We observed that the GMM learned by GAT-GMM is visually very close to the underlying GMM. While WGAN-GP was able to qualitatively learn the GMM as well, both WGAN-WC and vanilla GAN produced visibly distinguishable samples. We note that WGAN-WC and vanilla GAN displayed mode collapse for many choices of hyper-parameters.

Quantitatively, GAT-GMM achieved a GMM objective of 0.0061 and 0.862 for isotropic and rotated covariances, respectively, while EM achieved GMM objectives of 0.0062 and 0.860. Thus, GAT-GMM resulted in numerical scores comparable to the EM’s scores in those experiments. Meanwhile, the top GMM objective values obtained by baseline GANs were 0.023 and 6.081, both achieved by WGAN-GP. Table 1 provides a table of the numerical results for some GANs, including the evaluated GMM objectives as well as negative log-likelihoods (NLL). The full table is provided in the Appendix.

In all our experiments, the standard baseline GANs were unable to approach EM’s performance, indicating that obtaining EM-like performance via a minimax GAN framework is non-trivial in general. From a computational perspective, GAT-GMM ran quickly on CPUs and achieved good results very quickly with 1-1 gradient descent-ascent (Figure 2), while neural net-based GANs required more discriminator steps to train properly. To further isolate the computational benefits of our discriminator choice, we also trained the linear generator (4) with neural net discriminators. As shown in Figure 2, GAT-GMM training is far faster and more stable than neural net GAN training for the same generator class.

| Method   | Isotropic GMM Objective | Isotropic NLL  | Rotated GMM Objective | Rotated NLL  |
|----------|-------------------------|---------------|-----------------------|-------------|
| GAT-GMM  | 0.0061                  | -5.873        | 0.862                 | 54.351      |
| EM       | 0.0062                  | -5.966        | **0.860**             | 54.968      |
| VGAN     | 0.338                   | 1.048         | 35.445                | 180.46      |
| SN-GAN   | 0.027                   | -6.257        | 6.111                 | 55.183      |
| WGAN-WC  | 0.225                   | **-7.525**    | 16.906                | 64.526      |
| WGAN-GP  | 0.023                   | -7.094        | 6.081                 | 55.656      |

Table 1: Numerical results on the isotropic and rotated datasets.
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Appendix A  Experiment Details and Additional Figures

A.1  Additional Details on Numerical Experiments

As discussed in the main text, we considered two symmetric, 2-component GMM learning tasks with \( n = 640 \) samples each. The first was an isotropic symmetric GMM with \( d = 20 \), mean \( \mu_1 = (1, \ldots, 1) \), \( \mu_2 = -\mu_1 \), and shared covariance \( \Sigma = 0.03 \times I_d \). The second was a high-dimensional symmetric GMM with a randomly rotated covariance matrix: we took \( d = 100 \), \( \mu_1 = (1, \ldots, 1) \), \( \mu_2 = -\mu_1 \), and \( \Sigma = QAQ^T \) where \( \Lambda \) is diagonal with entries distributed uniform on \( \left( \frac{1}{20}, \frac{1}{2} \right) \) and \( Q \) is a random orthogonal matrix.

All experiments were implemented using PyTorch [63]. For GAT-GMM, we trained with 1 or 5 discriminator updates per generator update, all combinations of generator and discriminator learning rates in \( \{ 1e - 1, 1e - 2, 1e - 3, 1e - 4 \} \), and regularization \( \lambda \in \{ 0.1, 1.0, 2.0 \} \). We initialized the generator mean \( \mu \) to be uniform in \( (-0.5, 0.5)^d \) and covariance parameter \( \Lambda = \sigma(I + 0.01 \times \mathcal{N}(0, 1)) \), where \( \sigma = O(2^{-1/2}) \) is chosen small enough so that the components are well-separated. For the discriminator, we initialized \( A = I_d + 0.01 \mathcal{N}(0, 1) \) and all of the \( b_k \) to be \( 0.01 \mathcal{N}(0, 1) \). We found generator/discriminator learning rate pairs of \( \{ 1e - 3, 1e - 2 \} \) and regularization \( \lambda = 0.1 \) to work best for \( d = 5 \), and \( \{ 1e - 2, 1e - 1 \} \) with regularization \( \lambda = 2.0 \) to work best for \( d = 1 \), although the training was robust to small changes in these hyperparameters.

For the neural network GANs, we used 4-layer nets of width 256 for both generator and discriminator with leaky ReLU activations of slope 0.2, along with 1 or 5 discriminator updates per generator update. Parameters were initialized with the He initialization [64]. The latent dimension was chosen to be the same as the data dimension. For VGAN, SN-GAN, and GM-GAN, we used the Adam [65] optimizer with learning rates in \( \{ 1e - 5, 1e - 4, 1e - 3 \} \), and other hyperparameters as default PyTorch settings (\( \beta_1 = 0.9, \beta_2 = 0.999 \)). For VGAN and SN-GAN, we used batch normalization [66] with default PyTorch settings (\( \epsilon = 1e - 05 \), momentum 0.1), and for SN-GAN we used spectral normalization with 1 power iteration, the default setting. For WGAN-WC and WGAN-GP, we used learning rates in \( \{ 5e - 5, 4e - 5 \} \). WGAN-WC was optimized using RMSProp [67] and weight clipping parameter 0.2, and WGAN-GP was optimized using Adam with default hyperparameters and regularization strength \( \{ 0.1, 1.0 \} \). The PacGAN variants were all trained with the same original hyperparameters and a packing level of 3. The results reported in this paper are for the best-performing GANs in the GMM objective.

A.2  Additional Figures and Tables

The full version of Table 1 is provided here in Table 2. We provide images of the samples for all the models on our isotropic and rotated covariance models in Figures 3, 4, and 5.

| Method      | Isotropic | Rotated |
|-------------|-----------|---------|
|             | GMM Objective | NLL | GMM Objective | NLL |
| GAT-GMM     | 0.0061     | -5.873 | 0.862         | 54.351 |
| EM          | 0.0062     | -5.966 | 0.860         | 54.968 |
| VGAN        | 0.338      | 1.048  | 35.445        | 180.46 |
| SN-GAN      | 0.027      | -6.257 | 6.111         | 55.183 |
| Pac-VGAN    | 0.324      | -5.731 | 36.101        | 65.136 |
| Pac-SNGAN   | 0.030      | -6.176 | 6.229         | 58.924 |
| GM-GAN      | 0.180      | -9.730 | 33.651        | 75.003 |
| WGAN-WC     | 0.225      | -7.525 | 16.906        | 64.526 |
| WGAN-GP     | 0.023      | -7.094 | 6.081         | 55.656 |

Table 2: Numerical results on the isotropic and rotated datasets.
A.3 Multi-component Mixtures

While the theory in this paper is primarily for symmetric mixtures with two components, we provide preliminary experiments for a mixture with 4 components. We train GAT-GMM with random initialization on a four-component mixture in 20 dimensions, with the $d_i$ parameters selected as the top eigenvectors of the empirical $E[XX^T]$. While the samples in Figure 6 show some bias, the GMM objective decreases nicely over training, and we suspect that with more careful hyper-parameter tuning, we would be able to achieve better performance.
Figure 5: Samples along axes with small variance for rotated task.

Figure 6: Samples and loss over time for GAT-GMM trained on a 4-component mixture.

Appendix B  Proofs

B.1  Proof of Theorem 1

We start by proving the following two lemmas.

**Lemma 2.** Define $M_1 := 8\max_i \|\Gamma_i\|^2_2 \sqrt{\mathbb{E}[\|X_i\|^2_2]} + 8\sqrt{P_c} \max_i \|\Gamma_i \mu_i - \bar{\mu_i}\|^2_2$. Then, the following inequalities hold:

$$W_\text{c}(P_{\psi(X)}, P_{G(Z)}) \leq \mathbb{E}[\|\psi(X, Y) - \psi(X)\|^2_2] \leq M_1 \sqrt{P_c}. \quad (18)$$
Proof. Note that $G(Z)$ shares the same distribution with $Ψ(X,Y)$. Therefore,

$$W_c(P_ψ(X), P_{G(Z)}) \leq \mathbb{E}[\|Ψ(X,Y) - ψ(X)\|_2^2]$$

$$= \mathbb{E}[\|Ψ(X,Y) - \mathbb{E}[Ψ(X,Y) | X]\|_2^2]$$

$$= \mathbb{E}[\text{Var}(Ψ(X,Y) | X)]$$

$$\leq \mathbb{E}[\|Ψ(X,Y) - ψ(X, Y^{opt}(X))\|_2^2]$$

$$\leq 8\sqrt{P_c} \max_i |\Gamma_i|^2 \sqrt{\mathbb{E}[\|X\|_2^4]} + 8P_c \max_i |\Gamma_i \mu_i - \bar{\mu}_i|_2^2$$

$$= M_1 \sqrt{P_c}.$$  

(19)

Here the last inequality holds due to the tower property of expectations, implying that

$$\mathbb{E}[\|Ψ(X,Y) - ψ(X, Y^{opt}(X))\|_2^2]$$

$$= \mathbb{E}[\|Ψ(X,Y) - ψ(X, Y^{opt}(X))\|_2^2 | X]$$

$$\leq \mathbb{E}[P_c(X) \max_i \{\|\Gamma_i - \Gamma_j\)X + (\Gamma_i \mu_i - \bar{\mu}_i - \Gamma_j \mu_j + \bar{\mu}_j\|_2^2\}]$$

$$\leq 4\mathbb{E}[P_c(X) \max_i \{\|\Gamma_i X + (\Gamma_i \mu_i - \bar{\mu}_i)\|_2^2\}]$$

$$\leq 8\mathbb{E}[P_c(X) \max_i \{\|\Gamma_i X\|_2^2 + \|\Gamma_i \mu_i - \bar{\mu}_i\|_2^2\}]$$

(20)

In the above equations, $P_c(x) := \text{Pr}(Y^{opt}(x) \neq Y | X = x)$ denotes the error probability of optimal Bayes classifier at $X = x$ and therefore $\mathbb{E}[P_c(X)] = \mathbb{E}[P(Y^{opt}(X) \neq Y | X = X)] = \text{Pr}(Y^{opt}(X) \neq Y) = P_c$ is the expected classification error in predicting $Y$ from $X$. (a) holds since for any two vectors $b_1, b_2$ we have

$$\|b_1 + b_2\|_2^2 = \|b_1\|_2^2 + \|b_2\|_2^2 + 2b_1^T b_2 \leq 2(\|b_1\|_2^2 + \|b_2\|_2^2).$$

(21)

(b) follows from the definition of the spectral norm implying that $\|A\|_2 \leq \|A\|_2$. (c) is the direct result of the Cauchy-Schwarz inequality. (d) holds because we have $P_c^2(x) \leq P_c(x)$ as $0 \leq P_c(x) \leq 1$. Finally (e) is based on the definition of misclassification rate $P_c = \mathbb{E}[P_c(X)].$

Lemma 3. Defining $M_2 := 2 \max_i |\Gamma_i - \Gamma_j|^2 \mathbb{E}[\|X\|_2^4] + 2 \max_i |\Gamma_i \mu_i - \bar{\mu}_i|_2^2$, then

$$\mathbb{E}[\|\nabla \tilde{D}(X)\|_2^2] = \mathbb{E}[\|\nabla \tilde{D}^c(ψ(X))\|_2^2] \leq M_2.$$  

(22)

Proof. Note that according to the Brenier’s theorem [56], $x + \nabla \tilde{D}(x)$ provides the optimal transport map from $P_X$ to $P_ψ(X)$. Similarly $x - \nabla \tilde{D}^c(x)$ provides the inverse optimal transport map from $P_ψ(X)$ to $P_X$. Plugging these optimal transport maps into the definition of optimal transport cost $W_c$, we obtain

$$W_c(P_X, P_ψ(X)) = \frac{1}{2}\mathbb{E}[\|\nabla \tilde{D}(X)\|_2^2] = \frac{1}{2}\mathbb{E}[\|\nabla \tilde{D}^c(ψ(X))\|_2^2].$$

(23)
Therefore, \(E[|\nabla \tilde{D}(\psi(X))|_2^2] = E[|\nabla \tilde{D}(X)|_2^2]\) holds. Moreover, note that

\[
E[|\nabla \tilde{D}(X)|_2^2] = E[|X - \psi(X)|_2^2] = E[\sum_{i=1}^k P(Y = i|X = X)((I - \Gamma_i)X + (\Gamma_i\mu_i - \tilde{\mu}_i))|_2^2]
\]

\[
\overset{(i)}{\leq} 2E[\max_i \|((I - \Gamma_i)X + (\Gamma_i\mu_i - \tilde{\mu}_i))\|_2^2] \overset{(g)}{=} 2E[\max_i \{|(I - \Gamma_i)X|_2^2 + \|\Gamma_i\mu_i - \tilde{\mu}_i\|_2^2\}] \overset{(h)}{=} 2\max_i |\Gamma_i - I|^2 E[|X|_2^2] + 2\max_i \|\Gamma_i\mu_i - \tilde{\mu}_i\|_2^2.
\]

(24)

Here \((f)\) is implied by the convexity of the Euclidean norm-squared function. \((g)\) holds since for any two vectors \(b_1, b_2\) we have \(\|b_1 + b_2\|_2^2 \leq 2\|b_1\|_2^2 + 2\|b_2\|_2^2\). \((h)\) follows from the spectral norm’s definition implying that \(\|Ab\|_2 \leq \|A\| \|b\|_2\) for any matrix \(A\) and vector \(b\). Hence, the lemma’s proof is complete.

To prove Theorem 1, note that according to the Kantorovich duality [56] we have

\[
W_c(P_X, P_G(Z)) = \max_D E[D(X)] - E[D^*(G(Z))]
\]

\[
\geq E[\tilde{D}(X)] - E[\tilde{D}^*(G(Z))].
\]

(25)

Therefore, in order to prove the theorem it suffices to show

\[
W_c(P_X, P_G(Z)) - \{E[\tilde{D}(X)] - E[\tilde{D}^*(G(Z))]\} \leq \sqrt{P_c} M_1 M_2 + P_c M_1^2,
\]

(26)

Having the quadratic cost \(c(x, x')\), \(\sqrt{W_c(P, Q)}\) results in the 2-Wasserstein distance which gives a metric distance among probability distributions. Therefore,

\[
W_c(P_X, P_G(Z)) \overset{(i)}{\leq} \left(\sqrt{W_c(P_X, P_\psi(X))} + \sqrt{W_c(P_\psi(X), P_G(Z))}\right)^2
\]

\[
= W_c(P_X, P_\psi(X)) + W_c(P_\psi(X), P_G(Z)) + 2\sqrt{W_c(P_X, P_\psi(X)) W_c(P_\psi(X), P_G(Z))}
\]

\[
\overset{(j)}{\leq} W_c(P_X, P_\psi(X)) + \sqrt{P_c} M_1 + \sqrt{P_c} M_1 M_2
\]

\[
\overset{(k)}{\leq} E[\tilde{D}(X)] - E[\tilde{D}^*(\psi(X))] + \sqrt{P_c} M_1 + \sqrt{P_c} M_1 M_2
\]

\[
\overset{(l)}{\leq} E[\tilde{D}(X)] - E[\tilde{D}^*(\psi(X))] + \sqrt{P_c} M_1 + \sqrt{P_c} M_1 M_2
\]

\[
+ E[\nabla \tilde{D}^*(\psi(X))^T(\psi(X) - \Psi(X, Y))] + \frac{1}{2} E[|\psi(X) - \Psi(X, Y)|^2]
\]

\[
\overset{(m)}{\leq} E[\tilde{D}(X)] - E[\tilde{D}^*(G(Z))] + \sqrt{P_c} M_1 + \sqrt{P_c} M_1 M_2
\]

\[
+ \sqrt{E[|\nabla \tilde{D}^*(\psi(X))|^2] E[|\psi(X) - \Psi(X, Y)|^2]} + \frac{1}{2} E[|\psi(X) - \Psi(X, Y)|^2]
\]

\[
\overset{(n)}{\leq} E[\tilde{D}(X)] - E[\tilde{D}^*(G(Z))] + \frac{3}{2} \sqrt{P_c} M_1 + \sqrt{P_c} M_1 M_2 + \sqrt{M_2 M_1} \sqrt{P_c}
\]

(27)

In the above equations, \((i)\) follows from the application of the triangle inequality holding for the 2-Wasserstein distance which is the square root of \(W_c(P, Q)\). \((j)\) is the consequence of Lemma 2 and Lemma 3. \((k)\) holds because of the Brenier theorem implying that \(\tilde{D}\) is the solution to the dual maximization problem.
Therefore, we have proved which completes the proof.

B.2 Proof of Proposition 1

Lemma 4. Consider GMM $\mathbf{X} \sim \sum_{i=1}^{k} \pi_i N(\mu_i, \Sigma_i)$ with component variable $Y$. Then, for $\phi(x) := -\log \left( \sum_{i=1}^{k} \exp \left( \frac{1}{2} (x - \mu_i)^T \Sigma_i^{-1} (x - \mu_i) + \frac{1}{2} \log(\pi_i^2 / \det(\Sigma_i)) \right) \right)$ we have

$$\nabla \phi(x) := \sum_{i=1}^{k} \Pr(Y = i|\mathbf{X} = \mathbf{x}) \Sigma_i^{-1} (x - \mu_i)$$

(29)

Proof. The lemma is an immediate consequence of the following application of the Bayes rule:

$$\Pr(Y = i|\mathbf{X} = \mathbf{x}) = \frac{\exp \left( -\frac{1}{2} (x - \mu_i)^T \Sigma_i^{-1} (x - \mu_i) + \frac{1}{2} \log(\pi_i^2 / \det(\Sigma_i)) \right)}{\sum_{i=1}^{k} \exp \left( -\frac{1}{2} (x - \mu_i)^T \Sigma_i^{-1} (x - \mu_i) + \frac{1}{2} \log(\pi_i^2 / \det(\Sigma_i)) \right)}.$$

(30)

Let’s rewrite function $\psi$ as

$$\psi(x) = \sum_{i=1}^{k} \left[ \Pr(Y = i|\mathbf{X} = \mathbf{x}) \Sigma_i^{1/2} \Sigma_i^{-1/2} (x - \mu_i) + \bar{\mu}_i \right]$$

$$= \sum_{i=1}^{k} \left[ \Pr(Y = i|\mathbf{X} = \mathbf{x}) \Sigma_i^{1/2} \Sigma_i^{-1/2} (x - \mu_i) \right] + \sum_{i=1}^{k} \left[ \Pr(Y = i|\mathbf{X} = \mathbf{x}) \bar{\mu}_i \right].$$

(31)

Considering $\mathbf{X}_1 \sim \sum_{i=1}^{k} \pi_i N(\mu_i, \Sigma_i^{1/2} \Sigma_i^{-1/2})$ with label variable $\tilde{Y}_1$, Lemma 4 together with the assumption that $\Sigma_i$ and $\Sigma_i$ commute imply that for function $\phi_1$ defined as

$$\phi_1(x) := -\log \left( \sum_{i=1}^{k} \exp \left( -\frac{1}{2} (x - \mu_i)^T \Sigma_i^{1/2} \Sigma_i^{-1/2} (x - \mu_i) + \log(\pi_i \det(\Sigma_i) / \det(\Sigma_i)) \right) \right)$$

(32)

we have

$$\nabla \phi_1(x) = \sum_{i=1}^{k} \left[ \Pr(\tilde{Y}_1 = i|\mathbf{X}_1 = \mathbf{x}) \Sigma_i^{1/2} \Sigma_i^{-1/2} (x - \mu_i) \right].$$

(33)

Similarly, for GMM $\mathbf{X}_2 \sim \sum_{i=1}^{k} \pi_i N(\bar{\mu}_i, I)$ and its component variable $\tilde{Y}_2$ we define

$$\phi_2(x) : = -\log \left( \sum_{i=1}^{k} \exp \left( -\frac{1}{2} \|x - \bar{\mu}_i\|_2^2 + \log(\pi_i) \right) \right)$$

$$= \frac{1}{2} \|x\|_2^2 - \log \left( \sum_{i=1}^{k} \exp \left( \frac{1}{2} \|x - \bar{\mu}_i\|_2^2 + \log(\pi_i) \right) \right)$$

(34)

which completes the proof.
for which Lemma 4 implies
\[
\nabla \phi_2(x) = -\sum_{i=1}^{k} [\Pr(\hat{Y}_2 = i|X_2 = x)(x - \bar{\mu}_i)]
\]
\[
= x - \sum_{i=1}^{k} \Pr(\hat{Y}_2 = i|\bar{X}_2 = x)\bar{\mu}_i
\]
(35)

Therefore, the proposition’s assumptions imply that for every \( x \) we have
\[
\left\| \nabla \phi_1(x) - \sum_{i=1}^{k} \Pr(Y = i|X = x)\bar{\Sigma}^{-1/2}_i \Sigma^{-1/2}_i (x - \mu_i) \right\|_2
\]
\[
= \left\| \sum_{i=1}^{k} \left[ (\Pr(Y = i|X = x) - \Pr(\hat{Y}_1 = i|\bar{X}_1 = x))\bar{\Sigma}^{-1/2}_i \Sigma^{-1/2}_i (x - \mu_i) \right] \right\|_2
\]
\[
\leq \sum_{i=1}^{k} \left[ \Pr(Y = i|X = x) - \Pr(\hat{Y}_1 = i|\bar{X}_1 = x) \right] \max_i \left\| \bar{\Sigma}^{-1/2}_i \Sigma^{-1/2}_i (x - \mu_i) \right\|_2
\]
\[
\leq \epsilon \max_i \left\| \bar{\Sigma}^{-1/2}_i \Sigma^{-1/2}_i (x - \mu_i) \right\|_2
\]
(36)

Also, we have
\[
\left\| x - \nabla \phi_2(x) - \sum_{i=1}^{k} \Pr(Y = i|X = x)\bar{\mu}_i \right\|_2
\]
\[
= \left\| \sum_{i=1}^{k} \left[ (\Pr(Y = i|X = x) - \Pr(\hat{Y}_2 = i|\bar{X}_2 = x))\bar{\mu}_i \right] \right\|_2
\]
\[
\leq \sum_{i=1}^{k} \left[ \Pr(Y = i|X = x) - \Pr(\hat{Y}_2 = i|\bar{X}_2 = x) \right] \max_i \left\| \bar{\mu}_i \right\|_2
\]
\[
\leq \epsilon \max_i \left\| \bar{\mu}_i \right\|_2.
\]

Combining the above inequalities with (31) we obtain
\[
\left\| \nabla \left( \frac{1}{2} \left\| x \right\|_2^2 + \phi_1(x) - \phi_2(x) \right) - \psi(x) \right\|_2 \leq \epsilon \left( \max_i \left\| \mu_i \right\|_2 + \max_i \sqrt{\left\| \bar{\Sigma}^{-1}_i \right\|_2 \left( \left\| x \right\|_2 + \left\| \bar{\mu}_i \right\|_2 \right)} \right)
\]
(37)

Note that \( \phi_1(x) = -\log(\sum_{i=1}^{k} \exp(\frac{1}{2} x^T A_i x + b_i x + c_i)) \) for some choice of \((A_i, b_i, c_i)_{i=1}^{k}\). Also, \( \frac{1}{2} \left\| x \right\|_2^2 - \phi_2(x) = \log(\sum_{i=k+1}^{2k} \exp(b_i x + c_i)) \) for some choice of \((b_i, c_i)_{i=k+1}^{2k}\). Therefore, \( \frac{1}{2} \left\| x \right\|_2^2 - \phi_2(x) + \phi_1(x) \) provides a function of the form \( D(A_i)_{i=1}^{k}, (b_i, c_i)_{i=1}^{k} \). Moreover, the above inequality implies that for this choice of \( D(A_i)_{i=1}^{k}, (b_i, c_i)_{i=1}^{k} \)
\[
\mathbb{E} \left[ \left\| \psi(x) - \nabla D(A_i)_{i=1}^{k}, (b_i, c_i)_{i=1}^{k}(x) \right\|_2 \right]
\]
\[
\leq \epsilon \left( \max_i \left\| \mu_i \right\|_2 + \max_i \sqrt{\left\| \bar{\Sigma}^{-1}_i \right\|_2 \mathbb{E} \left( \left\| x \right\|_2^2 \right)} + \max_i \sqrt{\left\| \bar{\Sigma}^{-1}_i \right\|_2 \left\| \bar{\mu}_i \right\|_2} \right)
\]
(38)

which completes the proof.

For the special case where we have symmetric mixtures of two well-separated Gaussians \( X \sim \frac{1}{2} \mathcal{N}(\mu, \Sigma) + \frac{1}{2} \mathcal{N}(-\mu, \Sigma) \) and \( \bar{X} \sim \frac{1}{2} \mathcal{N}(\bar{\mu}, \bar{\Sigma}) + \frac{1}{2} \mathcal{N}(-\bar{\mu}, \bar{\Sigma}) \), it can be seen that
\[
\Pr(Y = 0|X = x) = \frac{1}{1 + \exp(2\mu^T \Sigma^{-1} x)}, \quad \Pr(Y = 1|X = x) = \frac{1}{1 + \exp(-2\mu^T \Sigma^{-1} x)}.
\]
(39)
As a result, for every \( x \) such that \( |\mu^T\Sigma^{-1}x| > \frac{1}{2} \log(\frac{2}{\epsilon}) \), \( |\mu^T \bar{\Sigma}^{1/2}\Sigma^{-1/2}x| > \frac{1}{2} \log(\frac{2}{\epsilon}) \) and \( |\bar{\mu}^T x| > \frac{1}{2} \log(\frac{2}{\epsilon}) \) hold we will have \( \sum_{i=1}^{\ell} \Pr(Y = i | X = x) - \Pr(\tilde{Y} = i | X = x) \leq \epsilon \) for both choices of the GMMs in the proposition. Provided that the two GMMs have well-separated components we assume that \( \mu^T \Sigma^{-1} \mu > 4 \max \{ 1, \frac{\lambda_{\max}(\Sigma)}{\lambda_{\min}(\Sigma)} \} \log(6/\epsilon) \). Note that according to standard Gaussian tail bounds we have

\[
\Pr( |\mu^T \Sigma^{-1}X| \leq \mu^T \Sigma^{-1} \mu - t\sqrt{\mu^T \Sigma^{-1} \mu}) \leq \exp(-\frac{t^2}{2}),
\]

\[
\Pr( |\mu^T \bar{\Sigma}^{1/2}\Sigma^{-1/2}X| \leq \mu^T \bar{\Sigma}^{1/2}\Sigma^{-1/2} \mu - t\sqrt{\mu^T \bar{\Sigma} \mu}) \leq \exp(-\frac{t^2}{2}),
\]

\[
\Pr( |\bar{\mu}^T X| \leq |\bar{\mu}^T \mu| - t\sqrt{\mu^T \Sigma \bar{\mu}}) \leq \exp(-\frac{t^2}{2}). \tag{40}
\]

Therefore, choosing \( t = \sqrt{2 \log(6/\epsilon)} \) and taking a union bound shows that the outcomes \( |\mu^T \Sigma^{-1}X| > \frac{1}{2} \log(\frac{2}{\epsilon}) \), \( |\mu^T \bar{\Sigma}^{1/2}\Sigma^{-1/2}X| > \frac{1}{2} \log(\frac{2}{\epsilon}) \) and \( |\bar{\mu}^T X| > \frac{1}{2} \log(\frac{2}{\epsilon}) \) simultaneously hold with probability at least 1 – \( \epsilon \) given that

\[
|\bar{\mu}^T \mu| > \sqrt{\log(6/\epsilon)|\bar{\mu}^T \Sigma \bar{\mu}|} + \frac{1}{2} \log(\frac{2}{\epsilon}) = O(\log(1/\epsilon)). \tag{41}
\]

Defining the intersection of the above outcomes as event \( E \), we can apply the law of total probability to rewrite \( (38) \) as

\[
\mathbb{E}\left[ \left\| \psi(X) - \nabla D_{(A_0)^{\hat{b},(b,c)_{i_{\neq j}}}}(X) \right\|_2 \right]
\]

\[
\leq P(E) \epsilon \left( \max_i |\mu_i|_2 + \max_i \sqrt{\bar{\Sigma}_i \Sigma_i^{-1} \sigma \mathbb{E}[|X|_2^2 | E] + \max_i \sqrt{\bar{\Sigma}_i \Sigma_i^{-1} \sigma |\bar{\mu}_i|_2}} \right)
\]

\[+ (1 - P(E)) \left( \max_i |\mu_i|_2 + \max_i \sqrt{\bar{\Sigma}_i \Sigma_i^{-1} \sigma \mathbb{E}[|X|_2^2 | E^c] + \max_i \sqrt{\bar{\Sigma}_i \Sigma_i^{-1} \sigma |\bar{\mu}_i|_2}} \right)
\]

\[
\leq \epsilon \left( \max_i |\mu_i|_2 + \max_i \sqrt{\bar{\Sigma}_i \Sigma_i^{-1} \sigma (P(E) \mathbb{E}[|X|_2^2 | E] + \mathbb{E}[|X|_2^2 | E^c])} \right)
\]

\[+ \max_i \sqrt{\bar{\Sigma}_i \Sigma_i^{-1} \sigma |\bar{\mu}_i|_2} \right)
\]

\[
\leq 2\epsilon \left( \max_i |\mu_i|_2 + \max_i \sqrt{\bar{\Sigma}_i \Sigma_i^{-1} \sigma \mathbb{E}[|X|_2^2] + \max_i \sqrt{\bar{\Sigma}_i \Sigma_i^{-1} \sigma |\bar{\mu}_i|_2}} \right) \tag{42}
\]

where \( E^c \) denotes the complement of event \( E \). Note that the last inequality holds because of the tower property of expectations implying that \( P(E) \mathbb{E}[|X|_2^2 | E] \leq \mathbb{E}[|X|_2^2] \) and noting that \( \mathbb{E}[|X|_2^2 | E^c] \leq \mathbb{E}[|X|_2^2] \) since the event \( E^c \) only requires bounded projected norms along the characterized vectors.

### B.3 Proof of Remark 1

Note that if \( X, \tilde{X} \) have the same covariance matrix across their components, we will have \( \Sigma_i = \Sigma_j \) and \( \bar{\Sigma}_i = \bar{\Sigma}_j \) for every \( i, j \). Therefore, the exponents summed in \( \phi_1 \)'s definition in Lemma 3 share the same quadratic term \( -\frac{1}{2}X^T \Sigma_i^{-1/2}X \) which can be factored out from the log-sum-exp function. As a result, function \( \frac{1}{2} |X|^2 - \phi_2(X) + \phi_1(X) \) used for approximating \( \psi \) in Proposition 1's proof can be simplified and parameterized as \( D_{(A_0)^{\hat{b},(b,c)_{i_{\neq j}}}} \).

In the case of a symmetric mixture of two Gaussians, we have \( \pi_1 = \pi_2 = \frac{1}{2} \) and also \( \mu_1 = -\mu_2 \). As a result, the constant terms in approximation \( D_{(A_0)^{\hat{b},(b,c)_{i_{\neq j}}}} \), will be equal and we have \( c_1 = c_2, \) and \( c_3 = c_4 \). Therefore, \( D_{(A_0)^{\hat{b},(b,c)_{i_{\neq j}}}}(X) \) can be simplified to \( D_{(A_0)^{\hat{b},(b,c)_{i_{\neq j}}}}(X) + c \) for a constant \( c \). However, the additive constant \( c \) will be canceled out in the objective of the dual problem \( \mathbb{E}[D(X)] - \mathbb{E}[D^c(\tilde{X})] \) and hence can be removed to reach \( D_{(A_0)^{\hat{b},(b,c)_{i_{\neq j}}}} \).
B.4 Proof of Proposition 2

We first prove the following lemmas.

**Lemma 5.** For every \( x \), we have \( \nabla^2 D_{A,(b_i,c_i)_{i=1}^k} (x) \leq (\lambda_{\text{max}}(A) + 2 \max_i \| b_i \|_2^2) I \).

**Proof.** Since the Hessian of \( \frac{1}{2} x^T A x \) is \( A \), we only need to show for \( g_{(b_i,c_i)_{i=1}} (x) := \log(\sum_{i=1}^k \exp(b_i^T x + c_i)) \) we have \( \nabla^2 g_{(b_i,c_i)_{i=1}} (x) \leq \max_i \| b_i \|_2^2 \). To show this, note that defining multinomial distribution \( q_i(x) := \frac{\exp(b_i^T x + c_i)}{\sum_{j=1}^k \exp(b_j^T x + c_j)} \) we have

\[
\nabla^2 g_{(b_i,c_i)_{i=1}} (x) = \sum_i q_i(x) b_i b_i^T - \sum_{i,j} q_i(x) q_j(x) b_i b_j^T \\
= \sum_i q_i(x) b_i b_i^T - (\sum_i q_i(x) b_i) (\sum_i q_i(x) b_i)^T
\]

(43)

Therefore, since \( \sum_i q_i(x) = 1 \) we have

\[
\text{Tr}(\nabla^2 g_{(b_i,c_i)_{i=1}} (x)) \leq \text{Tr}(\sum_i q_i(x) b_i b_i^T) \\
= \sum_i q_i(x) \| b_i \|_2^2 \\
\leq \max_i \| b_i \|_2^2.
\]

(44)

Noting that for every positive semi-definite matrix \( B \), \( \lambda_{\text{max}}(B) \leq \text{Tr}(B) \), the proof is complete. \( \square \)

**Lemma 6.** For vectors \( (d_i)_{i=1}^k \) and constants \( (e_i)_{i=1}^k \) we have

\[
\| \nabla x D_{A,(b_i,c_i)_{i=1}^k} (x) \|_2^2 \leq 3k^2 (1 + \| x \|_2^2 \left( \| A \|_2^2 + \sum_{i=1}^k \| b_i - d_i \|_2^2 + \| b_{k+i} - d_i \|_2^2 + (c_i - e_i)^2 + \| (c_{k+i} - e_i) \|_2^2 \right) ).
\]

(45)

**Proof.** Defining \( q_i(x) := \frac{\exp(b_i^T x + c_i)}{\sum_{j=1}^k \exp(b_j^T x + c_j)} \) for \( 1 \leq i \leq k \) and \( q_i(x) := \frac{\exp(b_i^T x + c_i)}{\sum_{j=k+1}^{2k} \exp(b_j^T x + c_j)} \) for \( k + 1 \leq i \leq 2k \), we have

\[
\nabla x D_{A,(b_i,c_i)_{i=1}^k} (x) = A x + \sum_{i=1}^k q_i(x) b_i - \sum_{i=k+1}^{2k} q_i(x) b_i.
\]

(46)

Therefore, if we define \( p_i(x) := \frac{\exp(d_i^T x + e_i)}{\sum_{j=1}^k \exp(d_j^T x + e_j)} \) for \( 1 \leq i \leq k \), we can write

\[
\nabla x D_{A,(b_i,c_i)_{i=1}^k} (x) = A x + \sum_{i=1}^k [q_i(x) b_i - p_i(x) d_i] - \sum_{i=k+1}^k [q_{k+i}(x) b_{k+i} - p_i(x) d_i].
\]

(47)

To bound the norm of \( \sum_{i=1}^k [q_i(x) b_i - p_i(x) d_i] \), consider the Jacobian matrix of \( \sum_{i=1}^k q_i(x) b_i \) with respect to vector \( b_j \) and constant \( e_j \) which can be written as

\[
J_{\nabla x D_{A,(b_i,c_i)_{i=1}^k}} (b_j) = q_j(x) I + \sum_{i=1}^k q_i(x) (1 - q_j(x)) b_i^T x
\]

(48)

\[
J_{\nabla x D_{A,(b_i,c_i)_{i=1}^k}} (e_j) = (1 - q_j(x)) \sum_{i=1}^k q_i(x) b_i^T
\]

(49)
Consequently, the spectral norm of the Jacobian of $\sum_{i=1}^{k} q_i(x) b_i$ with respect to the concatenation $\text{vec}([b_1, \ldots, b_k, c_1, \ldots, c_k])$ is bounded by

$$
\left\lVert \sum_{j=1}^{k} \left[ q_j(x) I + \sum_{i=1}^{k} q_i(x)(1 - q_j(x)) b_i^T x \right]_\sigma + \sum_{i=1}^{k} q_i(x)(1 - q_j(x)) b_i \right\rVert_\sigma
\leq \left( \sum_{i=1}^{k} q_i(x) + (1 - q_j(x)) (\|x\|_2 + 1) \right) \sum_{i=1}^{k} q_i(x) \|b_i\|_2
\leq 1 + (k - 1)(\|x\|_2 + 1) \max_i \|b_i\|_2.
$$

Therefore, assuming $\max_i \|b_i\|_2 \leq 1$ and $\max_i \|d_i\|_2 \leq 1$ we have:

$$
\left\lVert \sum_{i=1}^{k} \left[ q_i(x) b_i - p_i(x) d_i \right] \right\rVert_2 \leq k(1 + \|x\|_2) \sqrt{\sum_{i=1}^{k} \left[ \|b_i - d_i\|_2^2 + (c_i - e_i)^2 \right]},
$$

$$
\left\lVert \sum_{i=1}^{k} \left[ q_{k+i}(x) b_{k+i} - p_i(x) d_i \right] \right\rVert_2 \leq k(1 + \|x\|_2) \sqrt{\sum_{i=1}^{k} \left[ \|b_{k+i} - d_i\|_2^2 + (c_{k+i} - e_i)^2 \right]}.
$$

Combining the above bounds with (47) and noting that for any three vectors $a, b, c$ we have $\|a + b + c\|_2 \leq 3(\|a\|_2 + \|b\|_2 + \|c\|_2)$, we obtain

$$
\left\lVert \nabla_x D_A(b_i, c_i)_{i=1}^k (x) \right\rVert_2^2
\leq 3 \left( \|Ax\|_2^2 + k^2(1 + \|x\|_2)^2 \sum_{i=1}^{k} \left[ \|b_i - d_i\|_2^2 + \|b_{k+i} - d_i\|_2^2 + (c_i - e_i)^2 + (c_{k+i} - e_i)^2 \right] \right).
$$

The lemma is an immediate result of the above inequality, noting that $\|Ax\|_2 \leq \|A\|_F \|x\|_2$. \hfill \square

According to Lemma 5 and the proposition’s assumptions,

$$
D_{A, (b_i, c_i)}^c_{i=1} (x) := \max_u D_{A, (b_i, c_i)}^{2k}_{i=1} (x + u) - \frac{1}{2} \|u\|_2^2
\leq \max_u D_{A, (b_i, c_i)}^{2k}_{i=1} (x) + u^T \nabla D_{A, (b_i, c_i)}^{2k}_{i=1} (x) - \frac{1 - \eta}{2} \|u\|_2^2
= D_{A, (b_i, c_i)}^{2k}_{i=1} (x) + \frac{\|\nabla D_{A, (b_i, c_i)}^{2k}_{i=1} (x)\|_2^2}{2(1 - \eta)}.
$$

Applying Lemma 6 to the above inequality shows that

$$
D_{A, (b_i, c_i)}^c_{i=1} (x) \leq D_{A, (b_i, c_i)}^{2k}_{i=1} (x) + \frac{3k^2(1 + \|x\|_2^2)(\|Ax\|_2^2 + \sum_{i=1}^{k} \left[ \|b_i - d_i\|_2^2 + \|b_{k+i} - d_i\|_2^2 + (c_i - e_i)^2 + (c_{k+i} - e_i)^2 \right])}{2(1 - \eta)}.
$$

Considering that $\frac{(1 + \|x\|_2^2)^2}{2} \leq 1 + \|x\|_2^2$ and $\|A\|_F \leq \|A\|_F$, Proposition 2 directly follows from the above inequality.

### B.5 Proof of Theorem 2

For simplicity, we merge $b_i$ and $c_i$ to get $b'_i = [b_i, c_i]$ for each $i$ by adding a constant feature 1 to get feature vector $X' = [X, 1]$. Under the theorem’s assumption, the maximization’s objective will be $(\lambda - 2\eta)$-strongly concave in its variables, since the trace and hence the maximum eigenvalue of $h(z) = \log(\sum_{i=1}^{k} \exp(z_i))$’s Hessian is bounded by 1. Thus, the term $\mathbb{E}[h(BX)]$ for matrix $B = [b'_1; \ldots; b'_k]$ has a $(\mathbb{E}[\|X\|_2^2] + 1)$-Lipschitz derivative with respect to $B$. Also, note that $\mathbb{E}[\|G_{\lambda, \mu}(Z)\|_2^2] \leq \|A\|_F^2 + \max_i \|\mu_i\|_2^2 + 1 \leq \eta$. As a
result, the maximization objective is a \((\lambda - 2\eta)\)-strongly concave function which has a \((\lambda + 2\eta)\)-Lipschitz derivative. Hence, \(\kappa\) results in an upper-bound on the condition number of this maximization problem. Furthermore, since \(\mathbf{1}^T \nabla h(\mathbf{z}) = 1\) the optimal \(\mathbf{B}'\)'s Frobenius distance to \([\mathbf{d}_1, \mathbf{e}_1]; \ldots; [\mathbf{d}_k, \mathbf{e}_k]\) is bounded by 
\[
\frac{E[\|\mathbf{X}\|_2^2] + E[\|G(\mathbf{Z})\|_2^2]}{\lambda} \leq \frac{2\eta}{\lambda}.
\]

Regarding the minimization variable, we note that according to Lemma 5 the minimax objective's derivative with respect to the generator's parameters \(\lambda, (\mu_i)_{i=1}^5\) provides a Lipschitz function, considering the Frobenius distance, with its Lipschitz constant upper-bounded by

\[
(1 + E[\|\mathbf{Z}\|_2^2])(\lambda_{\text{max}}(A) + 2 \max_i \|\mathbf{b}_i\|_2^2) = (k + 1) \lambda_{\text{max}}(A) + 2 \max_i \|\mathbf{b}_i\|_2^2 \leq (k + 1) \left( \lambda_{\text{max}}(A) + 2 \max_i \|\mathbf{d}_i\|_2^2 \right) \leq 5(k + 1) \left( \frac{3\eta}{\lambda} + \max_i \|\mathbf{d}_i\|_2^2 \right)
\]

where \((a)\) holds because the optimal \(A\) and \(\mathbf{b}_i\)'s satisfy the following inequalities.

\[
\lambda_{\text{max}}(A) = \frac{1}{\lambda} \lambda_{\text{max}}(E[\mathbf{XX}^T] - E[G(\mathbf{Z})G(\mathbf{Z})^T]) \leq \frac{\eta}{\lambda},
\]

\[
|\mathbf{b}_i|_2^2 \leq 2 (|\mathbf{b}_i - \mathbf{d}_i|_2^2 + |\mathbf{d}_i|_2^2) \leq \frac{2\eta}{\lambda} + 2 \max_i \|\mathbf{d}_i\|_2^2.
\]

As a result, the minimax objective is \(5(k + 1)\left( \frac{3\eta}{\lambda} + \max_i \|\mathbf{d}_i\|_2^2 \right)\)-smooth in the generator's variables. Therefore, the objective will be \(L\)-smooth with respect to the vector containing both the minimization and maximization variables given

\[
L = 2\lambda + 4\eta + 10(k + 1) \left( \frac{\eta}{\lambda} + \max_i \|\mathbf{d}_i\|_2^2 \right).
\]

Having the strong convexity-degree bounded by \(\lambda - 2\eta\), condition number \(\kappa = \frac{\lambda + 2\eta}{\lambda - 2\eta}\), and diameter of the feasible set for the maximization problem \(\frac{2\eta}{\lambda}\), and also the smoothness coefficient \(L\) in the non-convex strongly-concave optimization problem, the theorem follows from Theorem 4.4 in [58].

### B.6 Proof of Theorem 3

**Lemma 7.** Considering \(\tanh(\mathbf{x}) = \frac{\exp(\mathbf{x}) - \exp(-\mathbf{x})}{\exp(\mathbf{x}) + \exp(-\mathbf{x})}\) and a scalar Gaussian variable \(X\), we have

\[
E[X]E[\tanh(X)] - E[X]^2E[\tanh'(X)] \geq 0
\]

where the inequality holds with equality if and only if \(E[X] = 0\).

*Proof.* Without loss of generality, we suppose \(X = \mu + \sigma Z\) where we denote \(X\)'s mean and standard deviation using \(\mu\) and \(\sigma\) and \(Z \sim N(0, 1)\) has a standard Gaussian distribution. Note that \(\tanh\) is an odd function, and therefore its derivative \(\tanh'\) is even. Since for \(\mu = 0\) \(X\)'s density function is symmetric around zero, if \(\mu = 0\) we have

\[
E[\tanh(X)] = E[X]E[\tanh'(X)] = 0.
\]

Note that in general

\[
E[\tanh(X)] - E[X]E[\tanh'(X)] = E[\tanh(\mu + \sigma Z)] - \mu E[\tanh'(\mu + \sigma Z)].
\]

**Claim:** \(g_\sigma(\mu) := E[\tanh(\mu + \sigma Z)] - \mu E[\tanh'(\mu + \sigma Z)]\) is strictly increasing with \(\mu\).

To prove this claim, we consider \(g_\sigma\)'s derivative:

\[
g'_\sigma(\mu) = E[\tanh'(\mu + \sigma Z)] - E[\tanh'(\mu + \sigma Z)] - \mu E[\tanh''(\mu + \sigma Z)] = -\mu E[\tanh''(\mu + \sigma Z)].
\]
However, $\tanh''$ is an odd function which takes negative values for positive inputs. As a result, $E[\tanh''(\mu + \sigma Z)] > 0$ for any $\mu > 0$, because

$$E[\tanh''(\mu + \sigma Z)] = \int_{-\infty}^{\infty} p_Z(z) \tanh''(\mu + \sigma z) \, dz$$

$$= \int_{0}^{\infty} p_Z(z)(\tanh''(\mu + \sigma z) + \tanh''(\mu - \sigma z)) \, dz$$

$$> 0. \quad (60)$$

Similarly, one can show $E[\tanh''(\mu + \sigma Z)]$ is positive given a negative $\mu$. Hence, $g'_\sigma(\mu) = -\mu E[\tanh''(\mu + \sigma Z)]$ is positive everywhere except at $\mu = 0$ where it becomes zero. This implies that $g_\sigma(\mu)$ is strictly increasing in $\mu$ and the claim is valid.

Since the claim holds and as shown earlier $g_\sigma(0) = 0$, we always have

$$\mu g_\sigma(\mu) \geq 0 \quad (61)$$

where the inequality holds with equality only if $\mu = 0$. The lemma’s proof is therefore complete.

**Lemma 8.** Considering $\tanh(x) = \frac{\exp(x) - \exp(-x)}{\exp(x) + \exp(-x)}$ and a univariate Gaussianly-distributed $X$ with $E[X] \geq 0$, then

$$2E[\tanh''(X)] + E[\tanh'''(X)] \leq 0. \quad (62)$$

**Proof:** To show this lemma, note that $\tanh''$ is an odd function whereas $\tanh'''$ is an even function. Without loss of generality, suppose $X = \mu + \sigma Z$ for standard Gaussian $Z \sim N(0, 1)$ and $\mu \geq 0$. Note that if $\mu = 0$, we have

$$2E[\tanh''(X)] + E[\tanh'''(X)] = E[\tanh''(X)] < 0. \quad (63)$$

Here, the last equality holds because $\tanh''$ is odd while the density function $p_X(x)$ is even given $\mu = 0$. Also, $E[\tanh'''(X)] < 0$ for a zero-mean Gaussian $X$, because $\tanh'''(x)$ is an even function which has only one zero in the positive side ($x > 0$) at $x_0 = \frac{1}{2} \cosh^{-1}(2)$. For $0 \leq x < x_0$ $\tanh'''(x) < 0$ is negative, and for $x_0 < x$ we have $\tanh'''(x) > 0$. This is while a zero-mean univariate normal density is strictly decreasing over $[0, +\infty)$ and hence

$$E[\tanh'''(X)] = \int_{0}^{+\infty} P_Z(z) \tanh'''(\sigma z) \, dz$$

$$= 2 \int_{0}^{+\infty} P_Z(z) \tanh'''(\sigma z) \, dz$$

$$= 2 \left( \int_{0}^{x_0/\sigma} P_Z(z) \tanh'''(\sigma z) \, dz + \int_{x_0/\sigma}^{+\infty} P_Z(z) \tanh'''(\sigma z) \, dz \right)$$

$$< 2P_Z(x_0/\sigma) \left( \int_{x_0/\sigma}^{+\infty} \tanh'''(\sigma z) \, dz \right) + \int_{x_0/\sigma}^{+\infty} \tanh'''(\sigma z) \, dz$$

$$= 0. \quad (64)$$

Here, the last equality holds because $\int_{0}^{+\infty} \tanh'''(\sigma z) \, dz = \tanh''(+\infty) - \tanh''(0) = 0$. Also, the last inequality holds because $\tanh'''(x)$ is positive over $(x_0, +\infty)$ and negative over $[0, x_0]$, while the positive $P_Z(z)$ is strictly decreasing over $[0, \infty)$. Therefore, the lemma holds for $\mu = 0$.

We provide a similar proof for $\mu > 0$. Define

$$g_\mu(x) := 2[\tanh''(\mu + x) + \tanh''(\mu - x)] + \left[\tanh'''(\mu + x) + \tanh'''(\mu - x)\right]. \quad (65)$$

Clearly, $g_\mu$ is an even function for every $\mu$.

**Claim:** If $\mu \geq 0$, there exists some $x_\mu > 0$ for which we have $g_\mu(x) < 0$ for every $0 \leq x < x_\mu$ and $g_\mu(x) > 0$ for every $x_\mu < x$.
To show this claim, note that we have already proven this claim for $\mu = 0$. If $\mu > 0$, then note that there exists a unique $x_\mu$ such that $\mu + \tanh^{-1}(\sqrt{s}/2) < x_\mu < \mu - \log(\frac{2-\sqrt{s}}{2\mu})/2$ and $g_\mu(x_\mu) = 0$. This is because $2\tanh''(x) + \tanh'''(x) = \frac{2(1+\tanh(x))(1+3\tanh(x))}{\cosh^2(x)}$ has only one zero at $-\tanh^{-1}(\sqrt{s}/2)$ above which it takes negative values and below which it takes positive values where it takes its maximum value at $x_{\text{max}} = \log(\frac{2-\sqrt{s}}{2\mu})/2$. Therefore, since $2\tanh''(x) + \tanh'''(x)$ monotonically changes from its maximum value to 0 over $[\log(\frac{2-\sqrt{s}}{2\mu})/2, -\tanh^{-1}(\sqrt{s}/2)]$, such a unique $x_\mu$ will exist. We claim that no other $x$ can achieve the same value. This is because $\tanh'''$ is even and $\tanh''$ is odd, resulting in the following inequality for every $\mu > 0$

$$2[\tanh''(x+x_\mu) + \tanh''(-x-x_\mu)] + [\tanh'''(x+x_\mu) + \tanh'''(-x-x_\mu)] = 2\tanh''(x+x_\mu) > 0$$

where the inequality holds because $x_\mu \geq x_0$ for every positive $\mu$. As a result, for any $x > \mu - x_{\text{max}}$ we have

$$g_\mu(x) := 2[\tanh''(x+x_\mu) + \tanh''(-x-x_\mu)] + [\tanh'''(x+x_\mu) + \tanh'''(-x-x_\mu)]$$

$$\geq 2[\tanh''(x+x_\mu) + \tanh''(-x-x_\mu)] + [\tanh'''(x+x_\mu) + \tanh'''(-x-x_\mu)]$$

$$= 2\tanh''(x+x_\mu) > 0. \tag{66}$$

As a result, the even $g_\mu(x)$ is negative at every $|x| < x_\mu$ and takes positive values if $|x| > x_\mu$. Therefore, we have

$$E[2\tanh''(X) + \tanh'''(X)]$$

$$= \int_{-\infty}^{\infty} p_Z(z)[2\tanh''(\mu+\sigma Z) + \tanh'''(\mu+\sigma Z)]dz$$

$$= \int_{0}^{+\infty} p_Z(z)g_\mu(\sigma z)dz$$

$$= \left(\int_{0}^{x_\mu/\sigma} p_Z(z)g_\mu(\sigma z)dz + \int_{x_\mu/\sigma}^{+\infty} p_Z(z)g_\mu(\sigma z)dz\right)$$

$$< p_Z(x_\mu/\sigma)\left(\int_{0}^{x_\mu/\sigma} g_\mu(\sigma z)dz + \int_{x_\mu/\sigma}^{+\infty} g_\mu(\sigma z)dz\right)$$

$$= p_Z(x_\mu/\sigma)\int_{0}^{+\infty} g_\mu(\sigma z)dz$$

$$= 0. \tag{67}$$

In the above equations, the inequality holds because $P_Z(z)$ is strictly decreasing over $[0, +\infty)$ and as earlier shown $g_\mu(x)$ takes negative values over $[0, x_\mu)$ and positive values over $(x_\mu, +\infty)$. Moreover, the final equality holds, since $g_\mu(x)$ is defined as the even part of $2\tanh''(x+\mu) + \tanh'''(x+\mu)$, and hence its integral is the odd part of $2\tanh''(x+\mu) + \tanh'''(x+\mu)$. However, both $\tanh'$ and $\tanh''$ go to zero as $x$ approaches either $-\infty$ or $+\infty$. Therefore, $\int_{0}^{+\infty} g_\mu(x)dz = \frac{1}{2} \int_{-\infty}^{+\infty} g_\mu(x)dz = 0$. Therefore, the lemma’s proof is complete. 

**Lemma 9.** Define $g(\mu) = E[(\mu + \sqrt{s-\mu^2}Z)\tanh(\mu + \sqrt{s-\mu^2}Z)]$ where $Z \sim N(0, 1)$ is distributed according to a standard Gaussian distribution. Then, for any $0 < \mu \leq \sqrt{s}$ satisfying $2\mu^2 - 2\mu\sqrt{s-\mu^2} \geq s$, we have $g'(\mu) > 0$. 
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Proof. We use Stein’s lemma to further simplify $g’(µ)$:

$$
g’(µ) = (1 - \frac{µ}{\sqrt{s - µ^2}})Z(\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z) + (µ + \sqrt{s - µ^2}Z) \tanh’(µ + \sqrt{s - µ^2}Z)]) \tag{a}
g’(µ) = \mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)] + µ\mathbb{E}[\tanh’(µ + \sqrt{s - µ^2}Z)] + (s - µ^2)\mathbb{E}[\tanh^\prime(µ + \sqrt{s - µ^2}Z)] - µ\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)] - µ^2\mathbb{E}[\tanh^\prime(µ + \sqrt{s - µ^2}Z)] - µ^2\mathbb{E}[\tanh^\prime(µ + \sqrt{s - µ^2}Z)] - µ\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)] - µ\mathbb{E}[\tanh’(µ + \sqrt{s - µ^2}Z)] + (s - 2µ^2)\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)] + (s - 2µ^2)\mathbb{E}[\tanh’(µ + \sqrt{s - µ^2}Z)] - µ(s - µ^2)\mathbb{E}[\tanh^\prime(µ + \sqrt{s - µ^2}Z)] - µ(s - µ^2)\mathbb{E}[\tanh^\prime(µ + \sqrt{s - µ^2}Z)] - µ(s - µ^2)\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)]. \tag{88}
$$

Here, (a), (b), and (c) follow from Stein’s lemma showing that for a normally distributed $X \sim \mathcal{N}(µ, σ^2)$ and differentiable $h$, the following holds:

$$
\mathbb{E}[(X - µ)g(µ)] = σ^2\mathbb{E}[g’(µ)]. \tag{69}
$$

As a result, we have

$$
g’(µ) = \mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)] - µ\mathbb{E}[\tanh’(µ + \sqrt{s - µ^2}Z)] + (s - 2µ^2)\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)] - µ(s - µ^2)\mathbb{E}[\tanh’(µ + \sqrt{s - µ^2}Z)] - µ(s - µ^2)\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)]. \tag{70}
$$

According to Lemma 7, $\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)] - µ\mathbb{E}[\tanh’(µ + \sqrt{s - µ^2}Z)] > 0$ for $µ > 0$. Also, as shown in Lemma 8, under the assumption that $µ > 0$

$$
(s - 2µ^2)\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)] - µ(s - µ^2)\mathbb{E}[\tanh’(µ + \sqrt{s - µ^2}Z)] - µ(s - µ^2)\mathbb{E}[\tanh(µ + \sqrt{s - µ^2}Z)] \geq (s - 2µ^2 - µ(s - µ^2))\mathbb{E}[\tanh’(µ + \sqrt{s - µ^2}Z)]. \tag{71}
$$

As a result, $g’(µ) > 0$ if $s - 2µ^2 - µ(s - µ^2) < 0$ which completes the Lemma’s proof.

To show the theorem, we decompose $\mathcal{L}(G_{Λ, µ}) = \mathcal{L}_1(G_{Λ, µ}) + \mathcal{L}_2(G_{Λ, µ})$ into the following two components

$$
\mathcal{L}_1(G_{Λ, µ}) := \max A \mathbb{E} [\frac{1}{2}X^T AX - \frac{1}{2}G_{Λ, µ}(Z)^T AG_{Λ, µ}(Z)] + \frac{λ}{2}\|A\|^2_2.
$$

$$
\mathcal{L}_2(G_{Λ, µ}) := \max b_1, b_2, b_3, b_4 \mathbb{E} \left[ \log \left( \frac{\exp(b_1^T X)}{\exp(b_2^T X)} + \frac{\exp(b_3^T X)}{\exp(b_4^T X)} \right) \right] - \mathbb{E} \left[ \log \left( \frac{\exp(b_1^T G_{Λ, µ}(Z))}{\exp(b_2^T G_{Λ, µ}(Z))} + \frac{\exp(b_3^T G_{Λ, µ}(Z))}{\exp(b_4^T G_{Λ, µ}(Z))} \right) \right] - \frac{λ}{2} \left( \|b_1 - d\|^2_2 + \|b_2 + d\|^2_2 + \|b_3 - d\|^2_2 + \|b_4 + d\|^2_2 \right). \tag{73}
$$

Note that both $\mathcal{L}_1(G_{Λ, µ})$ and $\mathcal{L}_2(G_{Λ, µ})$ are non-negative, and hence their summation will be minimized if and only if both of them are zero. Notice that the zero value is achievable at $(µ, Σ) = (µ_X, Σ_X)$.

Therefore, the necessary and sufficient conditions to achieve the minimum zero value is $\mathcal{L}_1(G_{Λ, µ}) = 0$, i.e.

$$
\mathbb{E}[G_{Λ, µ}(Z)G_{Λ, µ}(Z)^T] = \mathbb{E}[XX^T], \tag{74}
$$
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and $\mathcal{L}_2(G_{\Lambda,\mu}) = 0$ which holds only if the optimal maximization variables satisfy $b_1 = b_3 = -b_2 = -b_4 = d$. Setting the gradient of the maximization objective to be zero at these values implies the following necessary and sufficient condition:

$$
E[X \tanh(d^T X)] = E[G_{\Lambda,\mu}(Z) \tanh(d^T G_{\Lambda,\mu}(Z))]. \tag{75}
$$

Notice that both $E[XX^T]$ and $E[X \tanh(d^T X)]$ represent expectations of even functions which are shared by the two symmetric Gaussian components in the underlying GMM and the generator’s output GMM. Therefore, we only need to guarantee that the mean and covariance parameters of $X \sim \mathcal{N}(\mu_X, \Sigma_X)$ are uniquely characterized by $E[XX^T]$ and $E[X \tanh(d^T X)]$.

First of all note that for $Y = d^T \tilde{X}$, we can calculate $E[Y^2]$ and $E[Y \tanh(Y)]$ as

$$
E[Y^2] = d^T E[XX^T] d,
$$

$$
E[Y \tanh(Y)] = d^T E[XX^T] d. \tag{76}
$$

Therefore, due to the well-separable condition assumed in the theorem, Lemma 9 implies that $E[Y \tanh(Y)]$ is a strictly increasing function of $E[Y^2]$ conditioned to a fixed $E[Y^2]$. As a result, there is only one Gaussian distribution $Y \sim \mathcal{N}(d^T \mu_X, d^T \Sigma_X d)$ that satisfies the well-separable condition which at the same time matches the known $E[Y^2]$ and $E[Y \tanh(Y)]$.

Hence, $G_{\Lambda,\mu}$ will match the underlying GMM along direction $d$. We further claim that this result also implies $G_{\Lambda,\mu}$ will match the underlying GMM along any direction $\tilde{d}$ and so has the same distribution as $X$. To show this, note that if we denote $\tilde{Y} = \tilde{d}^T G_{\Lambda,\mu}(Z) \sim \mathcal{N}(\tilde{d}^T \mu_X, \tilde{d}^T \Lambda_X \Lambda_X^T \tilde{d})$. Note that we have

$$
E[\tilde{Y}^2] = \tilde{d}^T E[XX^T] \tilde{d},
$$

$$
E[\tilde{Y} Y] = \tilde{d}^T E[XX^T] d,
$$

$$
E[\tilde{Y} \tanh(Y)] = \tilde{d}^T E[X \tanh(d^T X)]. \tag{79}
$$

We can evaluate all the above moments using the matched $E[XX^T]$ and $E[X \tanh(d^T X)]$. We claim that the above moments uniquely characterize the mean and variance of $\tilde{Y}$. This is because $(Y, \tilde{Y})$ have a jointly-Gaussian distribution and hence we can write $\tilde{Y} = aY + V + u$ where $a$ and $u$ are constants and $V \sim \mathcal{N}(0, \sigma_X^2)$ is a zero-mean Gaussian variable independent from $Y$. Then, since $E[YY] = E[V \tanh(Y)] = 0$ we have

$$
E[\tilde{Y} Y] = E[Y^2] a + E[Y] u, \tag{80}
$$

$$
E[\tilde{Y} \tanh(Y)] = E[Y \tanh(Y)] a + E[\tanh(Y)] u. \tag{81}
$$

Note that if we consider the determinant of the above linear system of two equations and two unknowns $(a, u)$, according to Stein’s lemma we have

$$
E[Y^2] E[\tanh(Y)] - E[Y] E[Y \tanh(Y)]
= E[Y^2] E[\tanh(Y)] - E[Y]^2 E[\tanh(Y)] - E[Y] \sigma_X^2 E[\tanh'(Y)]
= \sigma_X^2 (E[\tanh(Y)] - E[Y] E[\tanh'(Y)]) \tag{82}
$$

which, due to Lemma 7, is positive if $E[Y] > 0$. This condition will hold as a result of well-separated components implying that $E[X]$ is not orthogonal to $d$. As a result, (80) uniquely characterizes $a, u$ in terms of the known information. Knowing the value of $a, u$ we can further evaluate the variance of $V$ using $E[Y^2]$ which shows that the distribution of $\tilde{Y} := \tilde{d}^T X$ can be uniquely characterized from $E[XX^T]$ and $E[X \tanh(d^T X)]$. Therefore, there exists only one probability distribution matching $E[XX^T]$ and $E[X \tanh(d^T X)]$ with the underlying GMM and satisfying the well-separable components assumption which will be the underlying GMM. The theorem’s proof is hence complete.
B.7 Proof of Theorem 4

Similar to Theorem 3’s proof, we write $\mathcal{L}(G_{\Lambda, \mu})$ as the summation of the following two non-negative components

$$
\mathcal{L}_1(G_{\Lambda, \mu}) := \max_{\Lambda} \mathbb{E} \left[ \frac{1}{2} X^T A X \right] - \mathbb{E} \left[ \frac{1}{2} G_{\Lambda, \mu}(Z)^T AG_{\Lambda, \mu}(Z) \right] + \frac{\lambda}{2} \| \Lambda \|_F^2
$$

$$
= \frac{1}{2\lambda} \mathbb{E} \| XX^T \| - \mathbb{E} \| G_{\Lambda, \mu}(Z) G_{\Lambda, \mu}^T(Z) \|_F^2,
$$

(83)

$$
\mathcal{L}_2(G_{\Lambda, \mu}) := \max_{b_1, b_2, b_3, b_4} \mathbb{E} \log \left( \frac{\exp(b_1^T X) + \exp(b_2^T X)}{\exp(b_3^T X) + \exp(b_4^T X)} \right)

- \mathbb{E} \log \left( \frac{\exp(b_1^T G_{\Lambda, \mu}(Z)) + \exp(b_2^T G_{\Lambda, \mu}(Z))}{\exp(b_3^T G_{\Lambda, \mu}(Z)) + \exp(b_4^T G_{\Lambda, \mu}(Z))} \right)

- \frac{\lambda}{2} \left( \| b_1 - d \|_2^2 + \| b_2 + d \|_2^2 + \| b_3 - d \|_2^2 + \| b_4 + d \|_2^2 \right).
$$

(84)

Note that the maximization objective of $\mathcal{L}_2(G_{\Lambda, \mu})$ is $\lambda - \mathbb{E}[\| X \|_2^2] - \mathbb{E}[\| G_{\Lambda, \mu}(Z) \|_2^2]$-strongly concave in its variables, since $\mathbb{E}[\log(\exp(a_1) + \exp(a_2))]$’s Hessian’s maximum eigenvalue is upper-bounded by 1. As a result, $\mathcal{L}_2(G_{\Lambda, \mu})$ is the optimal value of maximizing a strongly-concave objective which has a unique solution.

Since we assume both $G_{\Lambda, \mu}(Z), X$ are zero-mean (because of their symmetric components), the optimal solution $b_i$’s will satisfy $b_2 = -b_1$ and $b_3 = -b_4$ for any feasible $G_{\Lambda, \mu}$. This is because $\mathbb{E}[(\frac{b_1 + b_3}{2})^T X] = \mathbb{E}[(\frac{b_1 + b_3}{2})^T G_{\Lambda, \mu}(Z)] = 0$ and $\mathbb{E}[(\frac{b_1 + b_3}{2})^T X] = \mathbb{E}[(\frac{b_1 + b_3}{2})^T G_{\Lambda, \mu}(Z)] = 0$ always hold, and in addition

$$
\| b_1 - d \|_2^2 + \| b_2 + d \|_2^2 = \| b_1 - b_2 \|_2^2 + \| b_2 \|_2^2,
$$

(85)

$$
\| b_3 - d \|_2^2 + \| b_4 + d \|_2^2 = \| b_3 - b_4 \|_2^2 + \| b_4 \|_2^2.
$$

(86)

Hence, in analyzing $\mathcal{L}(G_{\Lambda, \mu})$’s stationary points for which according to the Danskin’s theorem [68] we need to apply optimal $b_i$’s, without loss of generality we simplify $\mathcal{L}_2(G_{\Lambda, \mu})$ as

$$
\mathcal{L}_2(G_{\Lambda, \mu}) := \max_{b_1, b_3} \mathbb{E} \log \left( \frac{\exp(b_1^T X) + \exp(-b_1^T X)}{\exp(b_3^T X) + \exp(-b_3^T X)} \right)

- \mathbb{E} \log \left( \frac{\exp(b_1^T G_{\Lambda, \mu}(Z)) + \exp(-b_1^T G_{\Lambda, \mu}(Z))}{\exp(b_3^T G_{\Lambda, \mu}(Z)) + \exp(-b_3^T G_{\Lambda, \mu}(Z))} \right)

- \lambda \| b_1 - d \|_2^2 + \| b_3 - d \|_2^2.
$$

(87)

Notice that the above maximization objective and also $\mathbb{E}[G_{\Lambda, \mu}(Z) G_{\Lambda, \mu}(Z)^T]$ include even functions of $G_{\Lambda, \mu}(Z)$. Thus, in the following analysis without loss of generality we suppose $G_{\Lambda, \mu}(Z) \sim \mathcal{N}(\mu, \Lambda^2)$ where $\mu^T B_1 > 0$ for optimal $b_1$. This is because the other component $\mathcal{N}(-\mu, \Lambda^2)$ of the GMM results in the same expected values given an even function.

To characterize the stationary points of $\mathcal{L}(G_{\Lambda, \mu})$, we expand both $\nabla_\mu \mathcal{L}(G_{\Lambda, \mu}) = 0$ and $\nabla_{\text{vec}(\Lambda)} \mathcal{L}(G_{\Lambda, \mu}) = 0$ as

$$
-\mathbb{E} \left[ \tanh(b_1^T G_{\Lambda, \mu}(Z)) b_1 + \mathbb{E} \left[ \tanh(b_3^T G_{\Lambda, \mu}(Z)) b_3 \right] + \frac{1}{2\lambda} M^T \mu = 0,
$$

(88)

$$
-b_1 \mathbb{E} \left[ \tanh(b_1^T G_{\Lambda, \mu}(Z)) \right] b_3 + \mathbb{E} \left[ \tanh(b_3^T G_{\Lambda, \mu}(Z)) \right] b_1 + \frac{1}{2\lambda} M^T \Lambda = 0.
$$

(89)

Here $M := \mu \mu^T + \Lambda \Lambda^T - \mu X \mu^T - \Sigma_X$ denotes the residual appearing in $\mathcal{L}_1(G_{\Lambda, \mu})$’s gradient. Also, we define $b_1$ and $b_3$ as the optimal solutions to the maximization problem for $G_{\Lambda, \mu}$.

Since we reduced the analysis to a multi-variate Gaussian $G_{\Lambda, \mu}(Z)$, we can apply the multivariate generalization of Stein’s lemma. This application implies $\mathbb{E} \left[ \tanh(b_1^T G_{\Lambda, \mu}(Z)) \right] Z^T = \mathbb{E} \left[ \tanh(b_1^T G_{\Lambda, \mu}(Z)) \right] b_1^T \Lambda$.
and reduces the above identities to
\[
-\mathbb{E}[\tanh(b_1^T G_{\lambda, \mu}(Z))]b_1 + \mathbb{E}[\tanh(b_3^T G_{\lambda, \mu}(Z))]b_3 + M^T \mu = 0, \tag{90}
\]
\[
\{-\mathbb{E}[\tanh'(b_1^T G_{\lambda, \mu}(Z))]b_1 b_1^T + \mathbb{E}[\tanh'(b_3^T G_{\lambda, \mu}(Z))]b_3 b_3^T + M^T\} \Lambda = 0. \tag{91}
\]
Assuming the optimal \(\Lambda\) is a full-rank matrix, we obtain:
\[
M^T = \mathbb{E}[\tanh'(b_1^T G_{\lambda, \mu}(Z))]b_1 b_1^T - \mathbb{E}[\tanh'(b_3^T G_{\lambda, \mu}(Z))]b_3 b_3^T. \tag{92}
\]
Combining the above equations results in
\[
(\mathbb{E}[\tanh(b_1^T G_{\lambda, \mu}(Z))] - (b_1^T \mu) \mathbb{E}[\tanh'(b_1^T G_{\lambda, \mu}(Z))]b_1
\]
\[
= (\mathbb{E}[\tanh(b_3^T G_{\lambda, \mu}(Z))] - (b_3^T \mu) \mathbb{E}[\tanh'(b_3^T G_{\lambda, \mu}(Z))]b_3. \tag{93}
\]
The theorem’s assumption together with Lemma 7 shows that the scalars \(\mathbb{E}[\tanh(b_1^T G_{\lambda, \mu}(Z))] - (b_1^T \mu) \mathbb{E}[\tanh'(b_1^T G_{\lambda, \mu}(Z))]\) and \(\mathbb{E}[\tanh(b_3^T G_{\lambda, \mu}(Z))] - (b_3^T \mu) \mathbb{E}[\tanh'(b_3^T G_{\lambda, \mu}(Z))]\) are non-zero, since \(G_{\lambda, \mu}(Z)\) satisfies the well-separability assumption and hence has a non-zero mean along any optimal \(b_1\) or \(b_3\). Therefore, \(b_1\) and \(b_3\) have the same direction and for a real \(\alpha \in \mathbb{R}\) we have \(b_3 = \alpha b_1\). Note that \(\alpha > 0\) holds because as supposed in the theorem both optimal \(b_1, b_3\) are inside a ball with radius \(\frac{\|X\|_2}{\lambda}\) around \(d\) which does not include \(0\). As a result, we can reduce the above identity to
\[
\mathbb{E}[\tanh(b_1^T G_{\lambda, \mu}(Z))] - (b_1^T \mu) \mathbb{E}[\tanh'(b_1^T G_{\lambda, \mu}(Z))]
\]
\[
= \alpha \mathbb{E}[\tanh(\alpha b_1^T G_{\lambda, \mu}(Z))] - \alpha^2 (b_1^T \mu) \mathbb{E}[\tanh'(\alpha b_1^T G_{\lambda, \mu}(Z))]. \tag{94}
\]
**Claim:** \(\alpha = 1\).
To show this claim we define \(Y = b_1^T G_{\lambda, \mu}(Z) \sim \mathcal{N}(b_1^T \mu, b_1^T \Lambda b_1^T)\). Based on this definition, we define function \(h(\alpha)\) and simplify (94) to \(h(\alpha) = 0\):
\[
h(\alpha) := \alpha \left( \mathbb{E}[\tanh(\alpha Y)] - \mathbb{E}[\alpha Y] \mathbb{E}[\tanh'(\alpha Y)] \right) - \left( \mathbb{E}[\tanh(Y)] - \mathbb{E}[Y] \mathbb{E}[\tanh'(Y)] \right). \tag{95}
\]
Note that \(h(1) = 0\) holds by definition. For the derivative \(h'(\alpha)\) we have
\[
h'(\alpha) = \mathbb{E}[\tanh(\alpha Y)] - \mathbb{E}[\alpha Y] \mathbb{E}[\tanh'(\alpha Y)] +
\]
\[
= \mathbb{E}[\alpha Y - \mathbb{E}[\alpha Y] \tanh'(\alpha Y)] - \mathbb{E}[\alpha Y] \mathbb{E}[\alpha Y \tanh''(\alpha Y)]
\]
\[
(a) = \mathbb{E}[\tanh(\alpha Y)] - \mathbb{E}[\alpha Y] \mathbb{E}[\tanh'(\alpha Y)]
\]
\[
+ \alpha^2 (\sigma_Y^2 - \mathbb{E}[Y]^2) \mathbb{E}[\tanh''(\alpha Y)] - \alpha^3 \mathbb{E}[Y] \sigma_Y^2 \mathbb{E}[\tanh'''(\alpha Y)]. \tag{96}
\]
Here, \((a)\) follows from Stein’s lemma. According to the theorem’s assumption, the underlying GMM satisfies the well-separability condition along optimal \(b_1 = \alpha b_1\). As a result, for any feasible \(\alpha\), \(\alpha^2 (\mathbb{E}[Y]^2 - \sigma_Y^2) - 2\alpha^3 \mathbb{E}[Y] \sigma_Y^2 \geq 0\). Then, Lemma 8 and Lemma 7 imply that
\[
h'(\alpha) = \mathbb{E}[\tanh(\alpha Y)] - \mathbb{E}[\alpha Y] \mathbb{E}[\tanh'(\alpha Y)] +
\]
\[
+ \alpha^2 (\sigma_Y^2 - \mathbb{E}[Y]^2) \mathbb{E}[\tanh''(\alpha Y)] - \alpha^3 \mathbb{E}[Y] \sigma_Y^2 \mathbb{E}[\tanh'''(\alpha Y)] > 0. \tag{97}
\]
Hence, \(h\) is an increasing function for any feasible \(\alpha\) implying that \(\alpha = 1\) is the only solution for which \(h(\alpha) = 1\). The claim’s validity follows from this result.
Since the claim holds, we have \( b_1 = b_3 \). However, since \( b_1 = b_3 \) means \( \log(\exp(b_1^T X) + \exp(-b_1^T X)) = 0 \), we must have \( b_1 = b_3 = d \) to avoid any additional penalty coming from the regularization term in the maximization problem. Setting the gradient of the maximization objective to be 0 at \( b_1 = b_3 = d \) implies
\[
\mathbb{E}[G_{\Lambda, \mu}(Z) \tanh(d^T G_{\Lambda, \mu}(Z))] = \mathbb{E}[X \tanh(d^T X)].
\] (98)

Moreover, since \( \nabla_{\text{vec}(\Lambda, \mu)} \mathcal{L}_2(G_{\Lambda, \mu}) = 0 \), we should also have \( \nabla_{\text{vec}(\Lambda, \mu)} \mathcal{L}_1(G_{\Lambda, \mu}) = 0 \) which for a full-rank \( \Lambda \) implies
\[
\mathbb{E}[G_{\Lambda, \mu}(Z)G_{\Lambda, \mu}(Z)^T] = \mathbb{E}[XX^T].
\] (99)

However, in Theorem 3’s proof we showed (98) and (99) under Theorem 4’s assumption implies the same distribution for \( X \) and \( G_{\Lambda, \mu}(Z) \). This result shows the only stationary point in the characterized set provides the underlying GMM. The proof is therefore complete.

B.8 Proof of Theorem 5

Considering the additional optimization constraint, all the moment functions in the minimax objective, i.e., \( \mathbb{E}[XX^T] \) and \( \mathbb{E}[\log(\exp(b_1^T X) + \exp(-b_1^T X))] \), are the expected values of even functions for which we have the same expected value under \( \mathcal{N}(\mu_X, \Sigma_X) \) and \( \mathcal{N}(\mu_X, \Sigma_X) \). Therefore, without loss of generality we perform the generalization analysis assuming that all the \( n \) samples are drawn from \( \mathcal{N}(\mu_X, \Sigma_X) \). Note that as discussed in the proof of Theorem 4, this additional constraint does not change the optimal solution to the minimax problem.

Similar to Theorem 4’s proof, we consider \( \mathcal{L}(G_{\Lambda, \mu}) \) as the summation of the following two non-negative components
\[
\mathcal{L}_1(G_{\Lambda, \mu}) := \max_{\Lambda} \mathbb{E}\left[ \frac{1}{2} X^T AX - \frac{1}{2} G_{\Lambda, \mu}(Z)^T A G_{\Lambda, \mu}(Z) + \frac{\lambda}{2} \| A \|_F^2 \right]
\]
\[
= \frac{1}{2\lambda} \mathbb{E}\left[ \mathbb{E}[XX^T] - \mathbb{E}[G_{\Lambda, \mu}(Z)G_{\Lambda, \mu}(Z)^T] \right]_F^2,
\] (100)
\[
\mathcal{L}_2(G_{\Lambda, \mu}) := \max_{b_1, b_3} \mathbb{E}\left[ \log\left( \frac{\exp(b_1^T X) + \exp(-b_1^T X)}{\exp(b_3^T X) + \exp(-b_3^T X)} \right) \right]
\]
\[
- \mathbb{E}\left[ \log\left( \frac{\exp(\tilde{b}_1^T G_{\Lambda, \mu}(Z)) + \exp(-\tilde{b}_1^T G_{\Lambda, \mu}(Z))}{\exp(\tilde{b}_3^T G_{\Lambda, \mu}(Z)) + \exp(-\tilde{b}_3^T G_{\Lambda, \mu}(Z))} \right) \right] + \frac{\lambda}{2} (\| b_1 - d \|_2^2 + \| b_3 - d \|_2^2).
\] (101)

We also use \( \tilde{\mathcal{L}}_1(G_{\Lambda, \mu}) \) and \( \tilde{\mathcal{L}}_2(G_{\Lambda, \mu}) \) to denote the empirical versions of the above definitions evaluated on the empirical distribution of \( n \) observed samples.

To establish the generalization bound, we first bound the convergence rate for estimating the empirical mean vector \( \tilde{\mu} \) and covariance and \( \tilde{\Sigma} \) using \( n \) i.i.d. samples from the Gaussian distribution \( \mathcal{N}(\mu_X, \Sigma_X) \). Applying standard covariance bound developed for \( \| \Sigma \|_\sigma \) sub-Gaussian distribution \( \mathcal{N}(0, \Sigma_X) \) we can show that for any \( \delta > 0 \) with probability at least \( 1 - \delta \) we have:
\[
\| \tilde{\Sigma} - \Sigma_X \|_\sigma \leq \| \Sigma_X \|_\sigma \sqrt{\frac{C_1 d \log(2/\delta)}{n}}
\] (102)

where \( d \) denotes \( X \)’s dimension and \( C_1 \) is a universal constant. We refer the readers to [69] for a complete proof of this result. For the convergence of the empirical mean \( \tilde{\mu} \) to the true mean \( \mu_X \), we can use an \( \epsilon \)-covering over the unit ball with size \( N = 6^d \) and apply standard concentration inequalities to show there exists a universal constant \( C_2 \) that for any \( \delta \) with probability at least \( 1 - \delta \) the following holds for any unit-norm \( \| u \|_2 = 1 \)
\[
\| (u^T \tilde{\mu})^2 - (u^T \mu_X)^2 \| \leq \| \Sigma_X \|_\sigma \| \mu_X \|_2 \sqrt{\frac{C_2 d \log(2/\delta)}{n}}.
\] (103)
Having that $\|\m_1 b^T - \m_2 b^T\|_\sigma = \max_{|u| |z|=1} (u^T \m_1)^2 - (u^T \m_2)^2$, the above results say there exists a constant $C$ that for any $\delta > 0$ with probability at least $1 - \delta$ we have

$$\|\h\m^T + \s - \m X \m^T - \s X\|_\sigma \leq \|\s X\|_\sigma (1 + \|\m X\|_2) \sqrt{\frac{Cd \log(4/\delta)}{n}}. \quad (104)$$

Since $\|A\|_F \leq \sqrt{d} \|A\|_\sigma$ always holds for a $d \times d$ matrix $A$, the above inequality also implies

$$\|\h\m^T + \s - \m X \m^T - \s X\|_F \leq d\|\s X\|_\sigma (1 + \|\m X\|_2) \sqrt{\frac{C \log(4/\delta)}{n}}. \quad (105)$$

Therefore, the following inequalities will also hold

$$\left| \mathcal{L}_1(\G\m) - \mathcal{L}_1(\G\m) \right| \leq 2\left( \mathbb{E}[[X]^2] + \mathbb{E}[[G_{\m}(Z)]^2] \right) d\|\s X\|_\sigma (1 + \|\m X\|_2) \sqrt{\frac{C \log(4/\delta)}{\lambda^2 n}} + O\left( \frac{d^2 \log(2/\delta)}{n} \right) \quad (106)$$

$$\left\| \nabla \mu \mathcal{L}_1(\G\m)(\mu) - \nabla \mu \mathcal{L}_1(\G\m)(\mu) \right\|_\sigma \leq \|\mu\|_2 \Sigma X \|_\sigma (1 + \|\m X\|_2) \sqrt{\frac{C \log(4/\delta)}{\lambda^2 n}} \quad (107)$$

$$\left\| \nabla_{\mathrm{vec}(\Lambda)} \mathcal{L}_1(\G\m)(\Lambda) - \nabla_{\mathrm{vec}(\Lambda)} \mathcal{L}_1(\G\m)(\Lambda) \right\|_\sigma \leq \|\Lambda\|_\sigma \Sigma X \|_\sigma (1 + \|\m X\|_2) \sqrt{\frac{C \log(4/\delta)}{\lambda^2 n}} \quad (108)$$

Next, we bound the generalization error terms for $\mathcal{L}_2(\G\m)$. Note that $h_b(x) = \log(\exp(b^T x) + \exp(-b^T x))$ is a Lipschitz function with Lipschitz constant $\|b\|_2$. Also, since the maximization problem in $\mathcal{L}_2(\G\m)$ maximizes a $\{\Lambda \leq \mathbb{E}[[X]^2] - \mathbb{E}[[G_{\m}(Z)]^2]\}$-strongly concave objective, any optimal $b_1$ or $b_3$ has a Euclidean norm upper-bounded by $M = \|d\|_2 + \mathbb{E}[[X]^2] + \mathbb{E}[[G_{\m}(Z)]^2]$. We hence consider a cover of size $O(M^d)$ for such norm-bounded $b$'s. Note that for each $\|b\|_2 \leq M$, $h_b(X) = \log(\exp(b^T X) + \exp(-b^T X))$ provides an $M$-Lipschitz function of Gaussian $X$ for which we can apply standard concentration bounds [70] to obtain

$$\Pr\left( \frac{1}{n} \sum_{i=1}^{n} h_b(x_i) - \mathbb{E}[h_b(X)] \geq t \right) \leq \exp\left( -\frac{n t^2}{2M^2 \|\s X\|_\sigma^2 C_3} \right) \quad (109)$$

where $C_3$ is a universal constant. As a result, for any $\delta$ with probability at least $1 - \delta$ the following generalization bound uniformly holds over the set of norm-bounded $\|b\|_2 \leq M$

$$\left| \frac{1}{n} \sum_{i=1}^{n} h_b(x_i) - \mathbb{E}[h_b(X)] \right| \leq O\left( \frac{M\|\s X\|_\sigma \sqrt{d \log(M/\delta)}}{n} \right). \quad (110)$$

Therefore, the empirical maximization objective of $\mathcal{L}_2(\G\m)$ is at most $O\left( \|\s X\|_\sigma \sqrt{\frac{d \log(M/\delta)}{n}} \right)$-different from the underlying objective. Since $\mathcal{L}_2(\G\m)$ reduces to maximizing a $\{\Lambda \leq \mathbb{E}[[X]^2] - \mathbb{E}[[G_{\m}(Z)]^2]\}$-strongly concave objective, this result implies that the optimal $\widehat{b}_1, \widehat{b}_3$ for the empirical objective will be
Therefore, the proof is complete.

Remember from Theorem 4’s proof that by applying the Danskin’s theorem we get

\[
\nabla \mu \mathcal{L}_2(G_{\Lambda, \mu}) = \mathbb{E}[\tanh(b_3^T G_{\Lambda, \mu}(Z))]b_3 - \mathbb{E}[\tanh(b_1^T G_{\Lambda, \mu}(Z))]b_1
\]

Consequently, with probability at least \(1 - \delta\) we will have the following inequalities hold for all feasible \(\mu, \Lambda\)

\[
|\mathcal{E}_2(G_{\Lambda, \mu}) - \mathcal{L}_2(G_{\Lambda, \mu})| \leq O\left(M ||\Sigma_X|| \sigma \sqrt{\frac{d \log(M/\delta)}{\lambda^2 n}}\right) \tag{112}
\]

\[
|\nabla \mu \mathcal{E}_1(G_{\Lambda, \mu}) - \nabla \mu \mathcal{L}_2(G_{\Lambda, \mu})| \leq O\left(\mathbb{E}[||G_{\Lambda, \mu}(Z)||_2] M ||\Sigma_X|| \sigma \sqrt{\frac{d \log(M/\delta)}{\lambda^2 n}}\right). \tag{113}
\]

\[
|\nabla \Lambda \mathcal{E}_2(G_{\Lambda, \mu}) - \nabla \Lambda \mathcal{L}_2(G_{\Lambda, \mu})| \leq O\left(\mathbb{E}[||G_{\Lambda, \mu}(Z)||_2] M ||\Sigma_X|| \sigma \sqrt{\frac{d \log(M/\delta)}{\lambda^2 n}}\right). \tag{114}
\]

Finally, combining (106)-(108) with (112)-(114) shows that for every \(\delta > 0\) with probability at least \(1 - \delta\) the following will hold for any feasible \(G_{\Lambda, \mu}\)

\[
|\mathcal{E}(G_{\Lambda, \mu}) - \mathcal{L}(G_{\Lambda, \mu})| \leq O\left(\sqrt{\frac{d^2 \log(1/\delta)}{\lambda^2 n}}\right) \tag{115}
\]

\[
|\nabla \mu \mathcal{E}_1(G_{\Lambda, \mu}) - \nabla \mu \mathcal{L}_2(G_{\Lambda, \mu})| \leq O\left(\sqrt{\frac{d^2 \log(1/\delta)}{\lambda^2 n}}\right)
\]

\[
+ |\nabla \Lambda \mathcal{E}_1(G_{\Lambda, \mu}) - \nabla \Lambda \mathcal{L}_2(G_{\Lambda, \mu})| \leq O\left(\sqrt{\frac{d^2 \log(1/\delta)}{\lambda^2 n}}\right). \tag{116}
\]

Therefore, the proof is complete.