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Abstract. In the perspective of homogenization theory, strain-gradient elasticity is a strategy to describe the overall behaviour of materials with coarse mesostructure. In this approach, the effect of the mesostructure is described by the use of three elasticity tensors whose orders vary from 4 to 6. Higher-order constitutive tensors make it possible to describe rich physical phenomena. However, these objects have intricate algebraic structures that prevent us from having a clear picture of their modeling capabilities. The harmonic decomposition is a fundamental tool to investigate the anisotropic properties of constitutive tensor spaces. For higher-order tensors (i.e. tensors of order \( n \geq 3 \)), its establishment is generally a difficult task. In this paper a novel procedure to obtain this decomposition is introduced. This method, that we have called the Clebsch-Gordan Harmonic Algorithm, allows to obtain explicit harmonic decompositions satisfying good properties such as orthogonality and unicity. The elements of the decomposition also have a precise geometrical meaning simplifying their physical interpretation. This new algorithm is here developed in the specific case of 2D space and applied to Mindlin’s Strain-Gradient Elasticity. We provide, for the first time, the harmonic decompositions of the fifth- and sixth-order elasticity tensors involved in this constitutive law.

Introduction

Strain-Gradient Elasticity. Continuum mechanics is a well-established theory which constitutes the classical framework to study strain and stress in solid materials. The physics contained in the theory is versatile enough to describe the inner state of a planet subjected to the force of gravity, as well as to meet the daily needs of a mechanical engineer. These successes make classical continuum mechanics a fundamental theory of modern physics. Nevertheless, despite all its successes, situations have arisen in which its classical formulation reaches its limits and fails to correctly describe the physics at work: mechanics of nano-structures [54, 18, 12], elastic waves in periodic continua [17, 39], capillarity and surface tension phenomena [11, 32, 43, 22], etc.. Despite their diversities, these examples have in common that they show dependencies to characteristic lengths, a property that cannot be taken into account within the classical formulation of continuum mechanics.

Since the pioneering work of the Cosserat brothers in the early years of the 20th century [13], many scientists have proposed enriched continuum theories to extend the capabilities of the standard theory. With the contributions of Koiter [28], Toupin [45], Eringen [19], Mindlin [31, 32, 33] and many others, the 60’s was probably the most fertile period of this project [29]. At that time, the community of theoretical mechanics developed many models that are still relevant today. Leaving aside non-local aspects, the classical theory can be enriched either by including additional degrees of freedom (d.o.f) or by including higher-gradientes of the d.o.f. in the mechanical energy. All these models suffer the drawbacks: 1) to require too many material parameters to be of practical uses and 2) due to the intrinsic complexity of the equations, the content of the physics described by these models is difficult to grasp. At that time, except for some applications in physics to describe the dispersion of elastic waves in crystal [17], or to describe the mechanics of liquid crystals [20], these models were mostly unused.

The development of numerical homogenization methods that allow the coefficients required by the extended models to be related to a known mesostructure has changed the situation [21, 7, 46]. There is now a renewed interest in generalized continuum theories [49, 5, 8, 10]. This renewed interest has also been supported by the emergence of additive manufacturing techniques that permit specific mesostructures to be fabricated (almost) on demand [51, 2, 26]. Recently theoretical approaches have been developed to design
architectured materials in order to maximise the non-standard effects predicted by generalized mechanics [9], and for the first time the associated materials have been produced and tested [35].

In statics, to have an important contribution in the overall behaviour of strain-gradient effects, the classical elasticity needs to be almost degenerated [1]. This aspect has been widely studied in pantographic structures [3, 14], and is also encountered in pentamode metamaterials [30, 27] which also possess quasi-degenerated deformation modes. In dynamics, the contribution of higher-order effects is easier to highlight and to control. In some recent contributions [41, 40], it has been shown that for honeycomb materials, higher-order effects make a significant contribution as soon as the wavelength is about 10 times the size of unit cell size. This effect has been used in [40] to bend the trajectory of an elastic wave around a circular hole. The control of this effect in more general situations can find interesting engineering applications [42].

The design of architectured materials in which these higher-order effects are maximised, or at the contrary inhibited, is at the present time an open and challenging problem in mechanical sciences. An approach to the optimal design of strain-gradient architectured materials is to use topological optimization algorithms [38, 4]. For isotropic continua, the material optimisation process is formulated by expressing the design functionals as functions of the isotropic parameters of the different constitutive tensors. For anisotropic materials, the previous approach cannot be extended without a few precautions. A path to this rigorous extension is through the use of tensor invariants [38, 37].

**Harmonic decomposition.** To optimize the material independently of its spatial orientation, design functionals should be expressed as functions of tensorial invariants rather than in terms of tensorial components. The associated mathematical theory is the *invariant theory*, which aims at determining the minimal number of tensorial functions that are invariant with respect to a given group of transformations. Here, since a material is left invariant by orthogonal transformations (rotations and mirrors), the group of transformations will be O($d$) or SO($d$) in a $d$-dimensional space. If the mathematical theory is clear in any dimension, its practical and effective application strongly depend on the space dimension. For $d = 2$ the situation is rather clear and general results are available [16], while the case $d = 3$ presents some serious difficulties preventing general results [34].

In both cases, the effective construction of a basis of invariants lies on a first step which is the knowledge of an explicit irreducible decomposition of the tensors of the constitutive law. In the case of a symmetric second order tensor, this decomposition corresponds to the decomposition of a tensor into a spherical and a deviatoric part. This approach can be generalized to tensors of arbitrary order [6]. If the formal structure of these decompositions is easy to determine, both in 2D and 3D, when it comes to determining an explicit decomposition formula, things become more difficult:

- even if the harmonic structure is uniquely defined, the explicit decomposition is, in general, not unique and hence different, albeit isomorphic, constructions are possible [24];
- without a pertinent choice for the explicit harmonic decomposition, the derived tensor invariants will not have a clear physical content;
- the complexity of the computation increases quickly with the tensor order. An algorithmic procedure is therefore mandatory to perform this decomposition.

In the present study, which is devoted to bidimensional strain-gradient elasticity, the constitutive law involves tensors of order ranging from 4 to 6. If the harmonic decomposition of the fourth-order elasticity tensor is well-known [50, 15], for the fifth- and sixth-order tensors no decompositions are, to the best of the authors’ knowledge, available in the literature. Some procedures to perform this decomposition are available in the literature of continuum mechanics:

- **Spencer’s Algorithm** [44]: Spencer’s method consists in first reducing a general tensor into totally symmetric tensors and then decomposing each totally symmetric tensor into totally symmetric traceless tensors. It is, at the present time, the most known and used algorithm [23]. However this approach suffers the following limitations:
  - the treatment of higher-order tensors is quickly intractable;
  - its numerical implementation is not straightforward.

If efficient in simple situations, the Spencer algorithm seems to be of limited interest to treat more complicated problems.
Verchery’s Method [48, 47]: Verchery’s approach is based on a complex change of variable map, in a sense analogous to the transformation of Green and Zerna [25]. This method, which was recently re-explored in [16], is elegant, but its main limitations are:

- the method do not produce a practical formula for the decomposition;
- when different harmonic terms of the same order are present, the pairing of their components is not direct;

Further, the method is restricted to the 2D cases.

- Zou’s Approach [53]: The Zou’s method exploits a Clebsch-Gordan identity to construct an orthogonal harmonic decomposition of a $n$th-order tensor from the orthogonal harmonic decomposition of a $(n-1)$th-order tensor. This iterative method is powerful to obtain orthogonal harmonic decomposition of high-order tensors without index symmetry. Its application to tensors having specific index symmetries is possible, but can be cumbersome.

In addition, as a common limitation, none of the three listed methods provides a mechanical content to the harmonic tensors of the resulting decomposition.

The objective of the present contribution is to introduce a new method for determining explicit harmonic decompositions that solves the limitations of the previous methods. The algorithm we propose, which will be referred to as the Clebsch-Gordan Harmonic Algorithm, will be conducted here in a 2D framework, but can be extended without any conceptual obstruction to the 3D framework.

The main idea of the Clebsch-Gordan approach, and the main difference from all other methods, is first to decompose not the constitutive tensor (e.g. the fourth-order elasticity tensor for classical elasticity) but the state tensors on which it acts (e.g. the strain/stress second-order tensors). This first decomposition will induce a block structure on the constitutive tensor. If the elementary blocks are generally not harmonic, their harmonic structures are very simple, and their decomposition into irreducible parts easy to proceed. The combination of these different steps leads to an explicit harmonic decomposition of the constitutive tensor.

With regards to the other methods, the main advantages of the proposed approach are:

1. the procedure is algorithmic;
2. the decomposition is uniquely defined;
3. the elements of the decomposition are orthogonal to each other and have a clear physical content.

Further, since the space of state tensors is first decomposed, the resulting harmonic decomposition implies a decomposition of the internal energy density. Such a property is valuable to provide a physical content to the higher-order constitutive parameters of the model.

This article is organized as follows. In Section 1, we introduce notations that we will use throughout the text. Section 2 is devoted to the description of the strain-gradient elasticity constitutive law. By the end of this section, the harmonic structure of the model is introduced and detailed. Section 3 is devoted to the theoretical aspects of the method. Some general results that will be used all along the paper are introduced. In Section 4 the method is detailed for the fourth-order elasticity tensor. The purpose of this section is mainly illustrative and aims a recovering the well-known harmonic decomposition of the elasticity tensor. This approach is then extended, in Section 5, to the decomposition of the fifth- and sixth-order elasticity tensors involved in the model. Those results are, we believe, new and not available in the literature.

1. Notations

Throughout this paper, the Euclidean space $E^2$ is equipped with a rectangular Cartesian coordinate system with origin $O$ and an orthonormal basis $B = \{\mathbf{e}_1, \mathbf{e}_2\}$. Upon the choice of a reference point $O$ in $E^2$, and given a basis $B$, $E^2$ will be confound with the 2-dimensional vector space $\mathbb{R}^2$. As a consequence, points will be designated by their vector positions with respect to $O$. In the following, $\mathbf{x} = (x_1, x_2) = x_1 \mathbf{e}_1 + x_2 \mathbf{e}_2 = x_i \mathbf{e}_i$, where Einstein summation convention is used, i.e., when an index appears twice in an expression, it implies summation of that term over all the values of the index. Below are provided some specific notations and conventions used in this article.

Groups:

- $O(2)$: the group of invertible transformations of $\mathbb{R}^2$ satisfying $g^{-1} = g^T$, where $g^{-1}$ and $g^T$ stand for the inverse and the transpose of $g$. This group is called the orthogonal group;
• SO(2): the subgroup of O(2) of transformations \( g \) of determinant 1, called the special orthogonal group;
• \( S_n \): the group of all permutations on the set \( \{1, 2, ..., n\} \), called the symmetric group;
• \( I \): the trivial group solely containing the identity.

As a matrix group, O(2) is generated by
\[
\mathbf{r}(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}
\]
with \( 0 \leq \theta < 2\pi \) and \( \pi(\mathbf{n}) \equiv \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \),
where \( \mathbf{r}(\theta) \) is a rotation by an angle \( \theta \) and \( \pi(\mathbf{n}) \) is the reflection across the line normal to \( \mathbf{n} \):
\[
\pi(\mathbf{n}) = \mathbf{i}^{(2)} - 2\mathbf{n} \otimes \mathbf{n}, \quad \|\mathbf{n}\| = 1,
\]
with \( \mathbf{i}^{(2)} \) the second order identity tensor, as defined below.

**Tensor products:**
- \( \otimes \) denotes the usual tensor product of two tensors or vector spaces;
- \( \overset{n}{\otimes} \) denotes the \( n \)-th power of the tensor product, e.g. \( \overset{n}{\otimes}V := V \otimes \cdots \otimes V \) (\( n \) copies of \( V \));
- \( \overset{n}{\otimes^s} \) denotes the symmetrized tensor product;
- \( \overset{\circ}{\otimes} \) and \( \overset{\circ}{\otimes} \) indicates the following twisted tensor products:
  \[
  (a \overset{\circ}{\otimes} b)_{ijkl} = a_{ik}b_{jl}, \quad (a \overset{\circ}{\otimes} b)_{ijkl} = a_{il}b_{jk};
  \]
- \( \overset{\bullet}{\otimes} \) indicates the twisted tensor product defined by
  \[
  (a \overset{\bullet}{\otimes} b) = \frac{1}{2} \left( a \overset{\circ}{\otimes} b + a \overset{\circ}{\otimes} b \right).
  \]

**Tensor spaces:**
- \( \mathbb{G}^n := \overset{n}{\otimes} \mathbb{R}^2 \) is the space of \( n \)-th order tensors having no index symmetries;
- \( \mathbb{T}^n \) is a subspace of \( \mathbb{G}^n \) defined by its index symmetries;
- \( \mathbb{S}^n := S^n(\mathbb{R}^2) \) is the space of totally symmetric \( n \)-th order tensors on \( \mathbb{R}^2 \);
- \( \mathbb{K}^n \) is the space of \( n \)-th order harmonic tensors (i.e. totally symmetric and traceless tensors), with
  \[
  \dim(\mathbb{K}^n) = \begin{cases} 2 & \text{if } n > 0, \\ 1 & \text{if } n \in \{0, -1\}. \end{cases}
  \]

Among them:
- \( \mathbb{K}^0 \) is the space of scalars;
- \( \mathbb{K}^{-1} \) is the space of pseudo-scalars (i.e. scalars which change sign under improper transformations).

We will use tensors which are of different orders. Tensors of order \(-1\), \(0\), \(1\), \(2\), \(3\), \(4\), \(5\) and \(6\) are denoted by \( \beta, \alpha, \gamma, \; \sim \; \bowtie, \; A, \; B, \; C, \; D \), respectively. General tensors (i.e. with no mention of their order) are denoted using bold fonts, as for instance \( \mathbf{T} \). With respect to \( \mathcal{B} \), the components of \( \mathbf{T} \in \mathbb{T}^n \) are denoted as
\[
\mathbf{T} = T_{i_1 \ldots i_n}
\]
The simple, double, triple and fourth-order contractions are written \( . \), \( ; \), \( .. \); \( ; ; \), respectively. Generic \( k \)-th order contraction will be indicated by the notation \( ^{(k)} \). In components with respect to \( \mathcal{B} \), for general tensors \( \mathbf{A} \) and \( \mathbf{B} \), these notations correspond to
\[
(A \cdot B)_{i_1 \ldots i_n} = A_{i_1 \ldots i_p}B_{jp+1 \ldots i_n}, \quad (A : B)_{i_1 \ldots i_n} = A_{i_1 \ldots i_p k}B_{jp+1 \ldots i_n},
\]
\[
(A ; B)_{i_1 \ldots i_n} = A_{i_1 \ldots i_p j k}B_{j k i_p+1 \ldots i_n}, \quad (A :: B)_{i_1 \ldots i_n} = A_{i_1 \ldots i_p j k l m}B_{j k l i_p+1 \ldots i_n}.
\]
When needed, index symmetries of both spaces and their elements are expressed as follows: \( (.) \) indicates invariance under permutations of the indices in parentheses and \( ~ ~ ~ ~ \) indicates symmetry with respect to permutations of the underlined blocks. For example, \( a_{ij} \in \mathbb{T}_{(ij)} \) means that \( a_{ij} = a_{ji} \).

---

\(^1\)By totally symmetric we mean symmetric with respect to all permutations of indices.
Actions on tensors. We consider the action of two groups on the space $T^n$:

- the orthogonal group $O(2)$: the action of $O(2)$ on $T^n$ is given by
  $$\forall g \in O(2), \ T^g := g \ast T = g_{i,j} T_{i,j} = g_{i,j_1} g_{i,j_2} \cdots g_{i,j_n} T_{i,j_1} \cdots T_{i,j_n} \mathbb{E}_1 \otimes \cdots \otimes \mathbb{E}_n.$$  
  This action is the tensorial action, sometimes also known as the Rayleigh product. When clear from the context, no mention will be made of the tensor order in the product, in this case the notation $\ast$ simplifies to $\ast$. The set $G(T)$ defined as follows,
  $$G(T) := \{ g \in O(2) \mid g \ast T = T \}$$
  is the spatial symmetry group of $T$. A tensor $T$ is said to be isotropic if $G(T) = O(2)$.
- the symmetric group $S_n$: the action of $S_n$ on $T^n$ is given by
  $$\forall \varsigma \in S_n, \ T^\varsigma := \varsigma \ast T = T_{i_{k_1} \cdots i_{k_n}} \mathbb{E}_1 \otimes \cdots \otimes \mathbb{E}_n.$$  
  The set $G(T)$ defined as follows,
  $$G(T) := \{ \varsigma \in S_n \mid \varsigma \ast T = T \}$$
  is the index symmetry group of $T$. A tensor $T$ is said to be
  - generic if $G(T) = 1$, elements of $S^n$ verify this property;
  - totally symmetric if $G(T) = S_n$, elements of $S^n$ verify this property;

The notation $G(T)$ will also be used to indicate the index symmetry group of a generic element $T \in T^n$.

Special tensors:
- $I^V$ is the identity tensor on the vector space $V$. Identity tensors can be expressed using isotropic tensors:
  - $I^R$ is the second-order identity tensor on $\mathbb{R}^2$. It is defined from $\sim (2)$ whose components are given by the Kronecker delta $\delta_{ij}$:
    $$I^R = \sim (2);$$
  - $I^S = \sim (2) \otimes \sim (2)$ is the fourth-order identity tensor on $S^2$.
- $\varepsilon$ denotes the 2D Levi-Civita tensor defined by
  $$\varepsilon_{ij} = \begin{cases} 
    1 & \text{if } ij = 12, \\
    -1 & \text{if } ij = 21, \\
    0 & \text{if } i = j.
  \end{cases}$$

Miscellaneous notations:
- $\simeq$ denotes an isomorphism;
- $L(E, F)$ indicates the space of linear maps from $E$ to $F$;
- $L(E)$ indicates the space of linear maps from $E$ to $E$;
- $L^*(E)$ indicates the space of self-adjoint linear maps on $E$.

Tensor isotropic basis. Let us introduce $I^n$ the space of $n$-th order isotropic tensors:
$$I^n := \{ T \in T^n \mid \forall g \in O(2), \ g \ast T = T \}.$$  

Elements of $I^n$ are denoted $i_p^{(n)}$, in which $n$ indicates the order of the tensor and $p$ distinguishes among the different isotropic tensors of the same order. Every isotropic tensor can be expressed as a linear combination of products of $\sim (2)$ [52]. Products of $\sim (2)$ will be referred to as elementary isotropic tensors and, by definition, the element $i_1^{(2p)}$ is defined as:
$$i_1^{(2p)} = \sim (2) \otimes \cdots \otimes \sim (2) = \sim (2)^{p-1} \sim (2).$$

For fourth-order tensors, there exists 3 elementary isotropic tensors:
$$i_4^{(4)} = \delta_{ij} \delta_{kl}, \ i_4^{(4)} = \delta_{ik} \delta_{jl}, \ i_4^{(4)} = \delta_{il} \delta_{jk}.$$  

(1.1)
For sixth-order tensors, there exists 15 elementary isotropic tensors:

\[ \delta_{ij} \delta_{kl} \delta_{mn}, \quad \delta_{ij} \delta_{km} \delta_{ln}, \quad \delta_{ij} \delta_{kn} \delta_{lm} \]

\[ \delta_{ik} \delta_{jl} \delta_{mn}, \quad \delta_{ik} \delta_{jm} \delta_{ln}, \quad \delta_{ik} \delta_{jn} \delta_{lm} \]

\[ \delta_{il} \delta_{jk} \delta_{mn}, \quad \delta_{il} \delta_{jm} \delta_{kn}, \quad \delta_{il} \delta_{jn} \delta_{km} \]

\[ \delta_{im} \delta_{jk} \delta_{ln}, \quad \delta_{im} \delta_{jn} \delta_{kl}, \quad \delta_{im} \delta_{jl} \delta_{kn} \]

\[ \delta_{in} \delta_{jk} \delta_{lm}, \quad \delta_{in} \delta_{jl} \delta_{km}, \quad \delta_{in} \delta_{jm} \delta_{kl}. \]

According to the dimension of the physical spaces, these elementary tensors may not be necessarily independent. According to Racah [36], in 2D the number of independent fourth-order isotropic tensors is still 3, while for sixth-order isotropic tensors only 10 are independent.

2. STRAIN-GRADIENT ELASTICITY LAW

We introduce in this section the constitutive law of a linear strain-gradient elastic material [31, 33]. First, we present the state and constitutive tensors of the model. And, in the second part of the section, we detail their harmonic structures, mandatory for constructing the harmonic decomposition.

2.1. Constitutive equations. State tensors describe point-wisely the different physical fields (primal and dual) of the model. A linear constitutive law can be viewed as a linear map between the state tensors that characterize a chosen physical model. A linear constitutive law is defined by a set of constitutive tensors which describe the influence of the matter on these state tensor fields, more precisely they describe how primal and dual fields are connected by the matter.

In the case of classical elasticity, the state tensors are \( \sigma, \varepsilon \) and characterize the local state of stress and of strain, respectively\(^2\). These state tensors belong to the same space \( \mathbb{T}_{(ij)} \). The linearity of the model implies the use of a fourth-order tensor \( C \) as a constitutive tensor, this tensor can be viewed as an element of \( \mathcal{L}^4(\mathbb{T}_{(ij)}, \mathbb{T}_{(ij)}) \). In summary, for classical elasticity:

- **State tensors**: \( \sigma, \varepsilon \);
- **Constitutive tensor**: \( C \).

The linear strain-gradient elasticity model [32, 33] is obtained by extending the set of state tensors by including the strain-gradient tensor \( \eta := \varepsilon \otimes \nabla \) and its dual quantity, the hyperstress tensor \( \tau \). Those tensors are elements of \( \mathbb{T}_{(ij)k} \). The constitutive equations of the model define the stress tensor \( \sigma \) and the hyperstress tensor \( \tau \) as linear functions of the strain tensor \( \varepsilon \) and the strain-gradient tensor \( \eta \). This coupled constitutive law requires tensors belonging to the following spaces

\[ C \in \mathfrak{El}a_4 \simeq \mathcal{L}^4(\mathbb{T}_{(ij)}, \mathbb{T}_{(ij)}), \quad M \in \mathfrak{El}a_5 \simeq \mathcal{L}(\mathbb{T}_{(ij)k}, \mathbb{T}_{(ij)}), \quad A \in \mathfrak{El}a_6 \simeq \mathcal{L}^4(\mathbb{T}_{(ij)k}, \mathbb{T}_{(ij)k}). \]

In this model we have:

- **State tensors**: \( \sigma, \varepsilon, \tau, \eta \);
- **Constitutive tensors**: \( C \approx M \approx A \).

To be more specific, the constitutive equations read:

\[
\begin{align*}
\sigma & \approx C : \varepsilon + M : \eta \\
\tau & \approx M^\top : \varepsilon + A : \eta
\end{align*}
\]

(2.1)

where \( \varepsilon := \nabla (u \otimes \nabla + \nabla \otimes u) \), where \( \nabla \) denotes the nabla differential operator.

\(^2\) In the infinitesimal setting, the strain tensor is defined from the displacement field \( u \) as \( \varepsilon := \nabla u \).
• $C \in \mathbb{E}l_{a4} := \left\{ T \in T \otimes \mathbb{R}^2 \mid T \in T_{(ij) (kl)} \right\}$ is the fourth-order elasticity tensor;

• $M \in \mathbb{E}l_{a5} := \left\{ T \in T \otimes \mathbb{R}^2 \mid T \in T_{(ij)(kl)m} \right\}$ is the fifth-order elasticity tensor;

• $M^T \in \mathbb{E}l_{a5}^T := \left\{ T \in T \otimes \mathbb{R}^2 \mid T \in T_{(ij)k(lm)} \right\}$ is the fifth-order elasticity tensor defined as the transpose of $M$ in the following sense $(M^T)_{ijklm} = M_{lmi}k$;

• $A \in \mathbb{E}l_{a6} := \left\{ T \in T \otimes \mathbb{R}^2 \mid T \in T_{(ij)k(lm)n} \right\}$ is the sixth-order elasticity tensor.

Let’s define $S_{\text{grad}}$ the tensor space of the strain-gradient constitutive tensors as

\begin{equation}
S_{\text{grad}} = \mathbb{E}l_{a4} \oplus \mathbb{E}l_{a5} \oplus \mathbb{E}l_{a6}.
\end{equation}

A strain-gradient elastic law is defined by a triplet $E := (C, M, A) \in S_{\text{grad}}$.

### 2.2. Harmonic structure of constitutive tensors.

When a material is rotated\(^3\) its physical nature is not affected but, with respect to a fixed reference, constitutive tensors are transformed. Since constitutive tensors are usually of order greater than 2, the way they transform is not simple and their different parts transform differently: some components are left fixed while others turn at different speeds. The different mechanisms of transformation of a tensor with respect to an orthogonal transformation are revealed by its harmonic structure\(^4\). The harmonic decomposition consists in decomposing a finite-dimensional vector space into a direct sum of $O(2)$-irreducible subspaces. A subspace $\mathbb{K}$ of $\mathbb{T}^n$ is called $O(2)$-irreducible if: 1) it is $O(2)$-invariant (i.e., $g \ast T \in \mathbb{K}$ for all $g \in O(2)$ and $T \in \mathbb{K}$); 2) its only invariant subspaces are itself and the null space. It is known that $O(2)$-irreducible spaces are isomorphic to a direct sum of harmonic tensor spaces $\mathbb{K}^n$ [24, 6]. Such a decomposition is interesting since the $O(2)$-action on $\mathbb{K}^n$ is elementary and given by $\rho_n$ [6], with for $n \geq 1$:

\begin{equation}
\rho_n(r(\theta)) := \begin{pmatrix}
\cos n\theta & -\sin n\theta \\
\sin n\theta & \cos n\theta
\end{pmatrix}, \quad \rho_n(\pi(e_2)) := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\end{equation}

The $O(2)$-action on $\mathbb{K}^0$ is the identity and the $O(2)$-action on $\mathbb{K}^{-1}$ is given by the determinant of the transformation:

\begin{equation}
\rho_0(Q) := 1, \quad \rho_{-1}(Q) := \det Q.
\end{equation}

The harmonic structure of a tensor space can be determined without making heavy computations by using the *Clebsch-Gordan formula*. This formula indicates how the tensor product of two irreducible spaces decomposes into a direct sum of irreducible spaces. Note that this formula only indicates the structure of the resulting vector space and does not provide an explicit construction of the decomposition. The construction of an associated explicit decomposition will be undertaken in sections 4 and 5. For the determination of the harmonic structure, we use the following result, the proof of which is found in [6].

**Lemma 2.1.** For every integers $p > 0$ and $q > 0$, we have the following isotypic decompositions, where the meaningless products are indicated by $\times$:

\[
\begin{array}{c|c|c|c|c|c}
\otimes & \mathbb{K}^q & \mathbb{K}^0 & \mathbb{K}^{-1} \\
\mathbb{K}^p & \mathbb{K}^{p+q} \oplus \mathbb{K}^{p-q}, & p \neq q & \mathbb{K}^p & \mathbb{K}^0 & \mathbb{K}^{-1} \\
\mathbb{K}^0 & \mathbb{K}^{2p} \oplus \mathbb{K}^0 \oplus \mathbb{K}^{-1}, & p = q & \mathbb{K}^0 & \mathbb{K}^0 & \mathbb{K}^{-1} \\
\mathbb{K}^{-1} & \mathbb{K}^q & \mathbb{K}^0 & \mathbb{K}^{-1} & \mathbb{K}^0
\end{array}
\]

\[
\begin{array}{c|c|c|c|c|c}
\otimes & \mathbb{K}^p & \mathbb{K}^0 & \mathbb{K}^{-1} \\
\mathbb{K}^p & \mathbb{K}^{2p} \oplus \mathbb{K}^0 & \times & \times \\
\mathbb{K}^0 & \times & \mathbb{K}^0 & \times \\
\mathbb{K}^{-1} & \times & \times & \mathbb{K}^0
\end{array}
\]

Using the previous result, we can determine the harmonic structure of the state tensor spaces and constitutive tensor spaces of the strain-gradient elasticity:

\[^3\text{Here } rotated \text{ is understood in the broad sense of a full orthogonal transformation.}\]

\[^4\text{The explicit harmonic decomposition is just an explicit expression of this harmonic structure.}\]
The transformations of the harmonic components are elementary (cf. Equations (3.1)). As can be seen from the previous tables, this is the case for all the constitutive tensor spaces considered in this study.

### 3. Harmonic decomposition: methodology

In this section, we present the geometric objects and methods that are at the core of our approach to decompose tensors. With the exception of the Proposition 3.2 which must be adapted, the results provided in this section are valid for 2D and 3D physical spaces. The 3D situation will be detailed in a future contribution, and we will focus here only on the 2D case.

#### 3.1. The harmonic decomposition

Let $V$ and $W$ be two vector spaces, a map $\phi : V \rightarrow W$ is said to be $O(2)$-equivariant if

$$\forall g \in O(2), \forall v \in V, \ g \circ \phi(v) = \phi(g \circ v).$$

An explicit harmonic decomposition $\phi$ of a tensor $T \in T^n$ is an $O(2)$-equivariant linear isomorphism between a direct sum of harmonic spaces $V \simeq \bigoplus K^k$ and the space $T^n$:

$$\phi : V \simeq \bigoplus K^k \rightarrow T^n$$

$$(\alpha, \ldots, K^n) \mapsto T = \phi(\alpha, \ldots, K^n)$$

Since this isomorphism is $O(2)$-equivariant [6], it satisfies the following property:

$$\forall g \in O(2), \ g \circ T = g \circ \phi(\alpha, \ldots, K^n) = \phi(g \circ \alpha, \ldots, g \circ K^n)$$

which means that rotating $T$ is equivalent to rotating the elements of its decomposition and conversely. Since the transformations of the harmonic components are elementary (cf. Equations (2.3)), it is generally easier to study the transformations of the harmonic components rather than the ones of the full tensor. In that view, Equation (3.1) provides an explicit link between these two representations. The challenge is to obtain such an explicit expression for $\phi$.

#### 3.2. A three-step methodology

Consider two spaces of state tensors denoted by $E$ and $F$. The (linear) constitutive law is an element $T \in \mathcal{L}(E, F)$. In the present context, $T$ represents the constitutive tensor of which we want to obtain the harmonic decomposition. The construction of a Clebsch-Gordan Harmonic Decomposition (in abbreviated form CGHD) of $T$ is obtained using the following procedure:

1) **State Tensor Harmonic Decomposition (STHD):** Choose and compute an harmonic decomposition for elements $v \in E$ and $w \in F$. This decomposition implies the definition of harmonic embedding operators. From these operators, we get a family of orthogonal projectors that will be used to decompose $T$;

2) **Clebsch-Gordan Decomposition (CGD):** Consider an element $T \in \mathcal{L}(E, F)$ which represents the constitutive tensor of which we want to obtain the harmonic decomposition. The choice of a STHD and the use of the associated projectors induce a decomposition of $\mathcal{L}(E, F)$ into "blocks". This decomposition, that will be referred to as the Clebsch-Gordan Decomposition, is not irreducible;

3) **Clebsch-Gordan Harmonic Decomposition (CGHD):** Each elementary block of the Clebsch-Gordan Decomposition belongs to a space $K^p \otimes K^q$, the harmonic structure of which is known by the Clebsch-Gordan formula. The use of harmonic embeddings allows us to break down each block into irreducible tensors.

---

### Table 1. Irreducible decompositions of state tensor spaces (left table) and constitutive tensor spaces (right table).

| State tensor space | Harmonic structure | Constitutive tensor space | Harmonic structure |
|--------------------|--------------------|---------------------------|--------------------|
| $T_{(ij)}$         | $K^2 \oplus K^0$  | $\text{El}_{\alpha}$     | $K^1 \oplus K^2 \oplus 2K^0$ |
| $T_{(ij)k}$        | $K^3 \oplus 2K^1$ | $\text{El}_{\beta}$     | $K^4 \oplus 3K^3 \oplus 5K^1$ |
| $\text{El}_6$      | $K^6 \oplus 2K^4 \oplus 5K^2 \oplus 4K^3 \oplus K^{-1}$ |
The combination of the last two steps provides the Clebsch-Gordan Harmonic Decomposition of \( \mathbf{T} \in \mathcal{L}(\mathbb{E}, \mathbb{F}) \). The resulting decomposition is a particular explicit harmonic decomposition of \( \mathbf{T} \) which is compatible with the harmonic decompositions of \( \mathbf{v} \) and \( \mathbf{w} \). This decomposition is uniquely defined\(^5\) by the choice of a particular form of the harmonic decompositions for the spaces \( \mathbb{E} \) and \( \mathbb{F} \). It has to be noted that different choices for the decompositions of \( \mathbb{E} \) and \( \mathbb{F} \) will lead to different decompositions.

3.3. **Harmonic embeddings.** The isotypic decomposition of a tensor space \( T^n \) can be written in two different, but isomorphic, ways:

\[
T^n \cong \bigoplus_{k=-1}^{n} \bigoplus_{l=0}^{p_k} \mathbb{H}^{(n,k)}_{l} \cong \bigoplus_{k=-1}^{n} \bigoplus_{l=0}^{p_k} \mathbb{K}^{k}_{l},
\]

in which the involved spaces are:

- \( T^n \): a space of \( n \)-th order tensors with given index symmetries, it is the tensor space we want to decompose;
- \( \mathbb{H}^{(n,k)} \): a subspace of \( T^n \) isomorphic to \( \mathbb{K}^{k} \), it is the embedding space for the elements belonging to \( \mathbb{K}^{k} \);
- \( \mathbb{K}^{k} \): a space of \( k \)-th order harmonic tensors, the elements of this space are used to parametrize the harmonic decomposition of \( \mathbf{T} \in T^n \);

In the first decomposition of Equation (3.2), \( \mathbb{H}^{(n,k)} \) is a subspace of \( T^n \) isomorphic to \( \mathbb{K}^{k} \) with \( k \leq n \) while in the second one \( \mathbb{K}^{k} \) is a subspace of \( \mathbb{G}^{k} \), the space of generic \( k \)-th order tensors. In both decompositions, the first direct sum is on the order of the harmonic space while the other one concerns the summation of the different spaces of the same order. The space \( \mathbb{H}^{(n,k)} \) serves as an intermediate space to embed a tensor \( \mathbf{K} \in \mathbb{K}^{k} \) into \( \mathbf{T} \in T^n \). As such elements of \( \mathbb{H}^{(n,k)} \) are parametrized by elements from \( \mathbb{K}^{k} \), this parametrization is what we call the harmonic embedding. This technique will be used repeatedly in our work. As will be seen in Section 4 it allows us to express the harmonic decompositions in terms of projection operators.

Let us consider more precisely the parametrization of \( \mathbb{H}^{(n,k)} \) by \( \mathbb{K}^{k} \). The connections of the different spaces are shown on the following diagram:

\[
\begin{array}{ccc}
T^n & \overset{P^{(n,k)}}{\longrightarrow} & \mathbb{H}^{(n,k)} \\
\Phi^{(n,k)} & \downarrow & \Pi^{(k,n)} \\
\mathbb{G}^{k} & \overset{P^{(k)}}{\longrightarrow} & \mathbb{K}^{k}
\end{array}
\]

In this diagram, the associated mappings are:

- \( P^{(n,k)} \): a projector from \( T^n \) to its subspace \( \mathbb{H}^{(n,k)} \), \( P^{(n,k)} \) is a \( 2n \)-th-order tensor;
- \( p^{(k)} \): a projector from \( \mathbb{G}^{k} \) to its subspace \( \mathbb{K}^{k} \), \( p^{(k)} \) is a \( 2k \)-th-order tensor;
- \( \Pi^{(k,n)} \): a projector from \( T^n \) to its subspace \( \mathbb{K}^{k} \), \( \Pi^{(k,n)} \) is a \((n + k)\)th-order tensor\(^6\);
- \( \Phi^{(n,k)} \): an harmonic embedding of \( \mathbb{K}^{k} \) into \( T^n \), \( \Phi^{(n,k)} \) is a \((n + k)\)th-order tensor.

By definition, we have the following fundamental relations:

\[
I^{\mathbb{H}^{(n,k)} := \Phi^{(n,k)} \Pi^{(k,n)} \in \mathbb{I}^{2n}}, \quad I^{\mathbb{K}^{k} := \Pi^{(k,n)} \Phi^{(n,k)} \in \mathbb{I}^{2k}}.
\]

and, by construction,

\[
P^{(n,k)} = I^{\mathbb{H}^{(n,k)}}, \quad p^{(k)} = I^{\mathbb{K}^{k}}.
\]

We have the remarkable property that all these different operators are known as soon as \( \Phi^{(n,k)} \) is determined. To see that, let us first define \( \Phi^{(k,n)} := (\Phi^{(n,k)})^T \) to be the transpose of \( \Phi^{(n,k)} \), i.e. the tensor which

---

\(^5\)This claimed uniqueness is ensured by the property that in 2D the tensor product of irreducible harmonic spaces decomposes, as detailed in the tables of Lemma 2.1, into a direct sum of irreducible spaces of distinct orders. Even if the Clebsch-Gordan formula are different, this property is also valid in 3D.

\(^6\)In the notation \( \Pi^{(k,n)} \) the order of the bracketed exponents is organized so that the left-most exponent indicates the tensor order of the image of the map, while the right-most exponent is the tensor order of the argument. This convention does not apply for in-parenthesis exponents such as those appearing in \( P^{(n,k)} \) which is a \( 2n \)-th-order tensor and not a \((n + k)\)th-order one.
satisfies the following property:

\[ \forall \mathbf{V} \in \mathbb{T}^n, \forall \mathbf{v} \in \mathbb{K}^k, \quad \langle \mathbf{V}, \Phi^{(n, k)} \rangle_{\mathbb{T}^n} = \langle \Phi^{(n, k)} \rangle_{\mathbb{K}^k} \mathbf{v}. \]

In terms of components,

\[ (\Phi^{(k, n)})_{i_1 \ldots i_{n+k}} = (\Phi^{(n, k)})_{i_{n+1} \ldots i_{n+k} i_1 \ldots i_n}. \]

We have the following theorem:

**Theorem 3.1.** Let \( \Phi^{(n, k)} \) be an harmonic embedding of \( \mathbb{K}^k \) into \( \mathbb{T}^n \). The operators \( \Pi^{(k, n)} \), \( \mathbf{P}^{(k)} \), \( \Pi^{(k, n)} \) defined above can be expressed in terms of \( \Phi^{(n, k)} \) as follows:

\[ \Pi^{(k, n)} = \frac{1}{\gamma} \Phi^{(k, n)}, \quad \mathbf{P}^{(k)} = \frac{1}{\gamma} \Phi^{(k, n)} \cdot \Phi^{(n, k)} \]

in which \( \Phi^{(k, n)} \) denotes the transpose of \( \Phi^{(n, k)} \), \( \gamma \) is defined as

\[ \gamma = \frac{\| \Phi^{(n, k)} \cdot \mathbf{v} \|^2}{\| \mathbf{v} \|^2}, \quad \mathbf{v} \in \mathbb{K}^k \setminus \{0\}, \]

and we adopt the convention that, in the case \( k = 0 \), \( \gamma^{(0)} = \otimes \).

**Proof.** The proof is made by inserting the result of Lemma A.5 into the relations provided by combining equations 3.4 and 3.5. Intermediaries lemmas are provided in Appendix A. \( \Box \)

The following proposition gives a method to determine \( \gamma \):

**Proposition 3.2.** The constant \( \gamma \) can be calculated as

\[ \gamma = \frac{1}{2} \text{tr} M \]

in which \( M \) is the matrix of the linear map \( \eta : \mathbb{K}^k \to \mathbb{K}^k \) defined by

\[ \eta(\mathbf{v}) = (\Phi^{(k, n)} \circ \Phi^{(n, k)}) \cdot \mathbf{v}. \]

**Proof.** The proof is detailed in Appendix A, Proposition A.4. \( \Box \)

4. Application to classical elasticity

The aim of the present section is to detail the method to the well-known situation of the fourth-order elasticity tensor. Results obtained here can be checked with the results available in the literature [50, 15]. The presentation is here mainly illustrative and will be extended in the next section to the more complicated situation of strain-gradient elasticity for which results are original and not available in the literature. Let us begin by the construction of the harmonic decomposition of the state tensor space \( \mathbb{T}^{(ij)} \).

4.1. Step 1: Decomposition of the state tensor space \( \mathbb{T}^{(ij)} \). As indicated in Table 2.2, \( \mathbb{T}^{(ij)} \) has the following harmonic structure:

\[ \mathbb{T}^{(ij)} \simeq \mathbb{H}^{(2, 2)} \oplus \mathbb{H}^{(2, 0)} \simeq \mathbb{K}^2 \oplus \mathbb{K}^0. \]

The decomposition of an element \( t \in \mathbb{T}^{(ij)} \) is uniquely defined and it corresponds to the partition of \( t \) into a deviatoric tensor \( d \in \mathbb{H}^{(2, 2)} = \mathbb{K}^2 \) and a spherical one \( s \in \mathbb{H}^{(2, 0)} \). The identity tensor on \( \mathbb{T}^{(ij)} \) can be decomposed as a sum of a deviatoric and spherical projectors denoted \( \mathbf{P}^{(2, 2)} \) and \( \mathbf{P}^{(2, 0)} \):

\[ \mathbf{I}^{\mathbb{T}^{(ij)}} \simeq \mathbf{P}^{(2, 2)} \oplus \mathbf{P}^{(2, 0)} \]
The structure of the associated harmonic embeddings are described on the following diagrams

\[
\begin{array}{ccc}
\mathbb{T}(ij) & \overset{\mathbb{P}^{(2,2)}}{\approx} & \mathbb{H}^{(2,2)} \\
\mathbb{I}^{(i,j)} & \big|\big| & \mathbb{I}^{(i,j)} \\
\mathbb{G}^2 & \overset{\mathbb{P}^{(2,2)}}{\approx} & \mathbb{K}^2 \\
\mathbb{H}^{(2,0)} & \bigg|\bigg| & \mathbb{H}^{(2,0)} \\
\mathbb{K}^0 & \overset{\mathbb{P}^{(2,0)}}{\approx} & \mathbb{K}^0 \\
\end{array}
\]

Let us build the spherical projector \(\mathbb{P}^{(2,0)}\), first, the deviatoric projector \(\mathbb{P}^{(2,2)}\) will then be deduced from it. Following the harmonic embedding method, the spherical part of \(\mathbb{t}\) will be parametrized by a scalar \(\alpha \in \mathbb{K}^0\). To construct the associated projector, let us first determine the embedding operator \(\Phi^{(2,0)}\):

\[
\Phi^{(2,0)} = \lambda \mathbb{1}^{(2)}
\]

where \(\lambda \in \mathbb{R}\) is a free scaling factor. In this simple situation, \(\Phi^{(0,2)}\) the transpose of \(\Phi^{(2,0)}\) is equal to \(\Phi^{(2,0)}\) and, as a consequence of Theorem 3.1, \(\Pi^{(0,2)}\) has the following expression:

\[
\Pi^{(0,2)} = \frac{1}{\gamma} \Phi^{(0,2)} = \frac{\lambda}{\gamma} \mathbb{1}^{(2)} = \frac{1}{2\lambda} \mathbb{i}^{(2)}, \quad \text{since} \quad \gamma = \|\Phi^{(2,0)}\|^2 = 2\lambda^2.
\]

This results in the following expression for \(\mathbb{P}^{(2,0)}\):

\[
\mathbb{P}^{(2,0)} = \Pi^{(2,0)} \otimes \Phi^{(0,2)} = 2 \Phi^{(2,0)} \otimes \Phi^{(0,2)} = \frac{1}{2} \mathbb{i}^{(2)} \otimes \mathbb{i}^{(2)} = \frac{1}{2} \mathbb{i}^{(4)}
\]

where we recognize the well-known expression of the spherical projector. Note that the choice of a specific \(\lambda\) has no consequence on the expression of \(\mathbb{P}^{(2,0)}\). The deviatoric projector can then be obtained:

\[
\mathbb{P}^{(2,2)} := \mathbb{I}^{(i,j)} - \mathbb{P}^{(2,0)} = \frac{1}{2} \mathbb{i}^{(4)} + \mathbb{i}^{(4)} - \mathbb{i}^{(4)}.
\]

**Remark 4.1.** From Lemma A.6, it appears that the tensors \(\mathbb{P}^{(2,2)}\) and \(\mathbb{P}^{(2,0)}\) can be considered as isotropic elasticity tensors in \(\mathbb{Ela}_4\). Interpreted as elements of \((\mathbb{Ela}_4, :)\), these tensors are associated to the following Gram matrix:

|   | \(\mathbb{P}^{(2,0)}\) | \(\mathbb{P}^{(2,2)}\) |
|---|-----------------|-----------------|
| \(\mathbb{P}^{(2,0)}\)| 2              | 0               |
| \(\mathbb{P}^{(2,2)}\)| 0              | 1               |

Further, it can be noted that \(\mathbb{P}^{(2,k)} = \dim(\mathbb{K}^k), k \in \{0, 2\}\).

Although the value of \(\lambda\) has no importance for the expression of the projectors, it has some to construct an explicit parametrization of \(\mathbb{t}\) in terms of its harmonic components \(d\) and \(\alpha\). For our concern, the value of \(\lambda\) will be chosen by imposing \(\Pi^{(0,2)}\) to be the standard trace operator, i.e.

\[
\Pi^{(0,2)} : \mathbb{t} = \frac{1}{2\lambda} \mathbb{i}^{(2)} : \mathbb{t} = \text{tr}(\mathbb{t})
\]

which sets \(\lambda\) to \(\frac{1}{2}\). Collecting all the previous observations we obtain the following results:

**Proposition 4.2.** There exists an \(\text{O}(2)\)-equivariant isomorphism \(\varphi\) between \(\mathbb{T}(i,j)\) and \(\mathbb{K}^2 \oplus \mathbb{K}^0\) such that

\[
\mathbb{t} = \mathbb{d} + \mathbb{s} = \mathbb{d} + \Phi^{(2,0)} \alpha = \varphi(\mathbb{d}, \alpha)
\]
with \((d, \alpha) \in \mathbb{K}^2 \times \mathbb{K}^0\) and \(\Phi^{(2,0)}\) is such that
\[
s = \Phi^{(2,0)} \sim \alpha \quad \text{with} \quad \Phi^{(2,0)} \sim := \frac{1}{2} \sim^{(2)}.
\]
Conversely, we have
\[
\alpha = \Pi^{(0,2)} \sim t = \text{tr}(t) \quad \text{with} \quad \Pi^{(0,2)} \sim = i^{(2)}.
\]

4.2. **Step 2: Clebsch-Gordan Decomposition of \(\mathbb{E}_{la_4}\).** In this subsection, and in the following ones, results will be provided under two forms:

1. The general one which involves embedding operators (as will be used in the next section);
2. The simplified one, since for the particular case of the elasticity tensor the operators have very simple expressions.

Using the family of projectors \((P^{(2,2)}, P^{(2,0)})\) constructed from the harmonic decomposition of \(\mathbb{T}_{(ij)}\), we can demonstrate the following result:

**Proposition 4.3.** The tensor \(C \in \mathbb{E}_{la_4}\) admits the uniquely defined Clebsch-Gordan decomposition associated to the family of projectors \((P^{(2,2)}, P^{(2,0)})\):

\[
C \sim = C^{2,2} \sim + 2 \left( h^{2,0} \sim \otimes \Phi^{(0,2)} \sim + \Phi^{(2,0)} \sim \otimes h^{2,0} \sim \right) + 2 \alpha^{0,0} \sim P^{(2,0)} \sim
\]

in which \((C^{2,2} \sim, h^{2,0} \sim, \alpha^{0,0} \sim)\) are elements of \((\mathbb{K}^2 \sim \otimes \mathbb{K}^2 \sim) \times \mathbb{K}^2 \times \mathbb{K}^0\). Those elements are defined from \(C \sim\) as follows:

\[
\begin{aligned}
C^{2,2} \sim & = P^{(2,2)} \sim : C \sim : P^{(2,2)} \sim, \\
h^{2,0} \sim & = P^{(2,2)} \sim : C \sim : \Phi^{(2,0)} \sim = \frac{1}{2} P^{(2,2)} \sim : C \sim : i^{(2)}, \quad \text{and} \quad \\
\alpha^{0,0} \sim & = \frac{4}{3} C \sim : P^{(2,0)} \sim = \frac{4}{3} i^{(2)} \sim : C \sim : i^{(2)}.
\end{aligned}
\]

and \(\Phi^{frm-c,0} \sim\) is defined in Proposition 4.2.

**Proof.** Let consider \(t \sim\) and \(t^* \sim\) in \(T_{(ij)}\) such as \(t^* \sim = C \sim : t \sim\). The elements \(t \sim\) and \(t^* \sim\) can be decomposed as
\[
t \sim = d \sim + s \sim, \quad t^* \sim = d^* \sim + s^* \sim.
\]

Using the projectors \((P^{(2,2)}, P^{(2,0)})\), the following relations can be obtained:
\[
t^* \sim = P^{(2,2)} \sim : t^* \sim + P^{(2,0)} \sim : t^* \sim \quad \text{and} \quad \\
C \sim : P^{(2,0)} \sim : t \sim + (C \sim : P^{(2,0)} \sim) : t \sim.
\]

Through their combination the constitutive law \(t^* \sim = C \sim : t \sim\) can be expressed as
\[
\begin{aligned}
d^* \sim & = C^{2,2} \sim : d \sim + C^{2,0} \sim : s \sim, \quad \text{or using "matrix" notation} \quad \\
s^* \sim & = C^{0,2} \sim : d \sim + C^{0,0} \sim : s \sim,
\end{aligned}
\]
in which:

\[
\begin{aligned}
C^{2,2} \sim & = P^{(2,2)} \sim : C \sim : P^{(2,2)} \sim, \\
C^{0,2} \sim & = P^{(2,2)} \sim : C \sim : P^{(2,0)} \sim, \\
C^{0,0} \sim & = P^{(2,0)} \sim : C \sim : P^{(2,2)} \sim, \\
C^{2,0} \sim & = P^{(2,0)} \sim : C \sim : P^{(2,0)} \sim.
\end{aligned}
\]

Expressed under this form, the symmetry of the constitutive law is not obvious. Using the relation
\[
P^{(2,0)} \sim = 2 \Phi^{(2,0)} \sim \otimes \Phi^{(0,2)} \sim = \frac{1}{2} i^{(2)} \sim \otimes i^{(2)}
\]
the previous relationships can be rewritten as follows

\[
\begin{cases}
    C^{2,2} = P^{(2,2)} : C : P^{(2,2)}, \\
    C^{2,0} = 2(P^{(2,2)} : C : \Phi^{(0,2)}) \otimes \Phi^{(0,2)} = 2h^{2,0} \otimes \Phi^{(0,2)}, \\
    C^{0,2} = 2\Phi^{(0,2)} \otimes (\Phi^{(0,2)} : C : P^{(2,2)}) = 2\Phi^{(2,0)} \otimes h^{2,0}, \\
    C^{0,0} = 2\alpha^{0,0} P^{(2,0)},
\end{cases}
\]

where the following intermediate quantities have been introduced:

\[
h^{2,0} = P^{(2,2)} : C : \Phi^{(0,2)}, \quad \alpha^{0,0} = \Phi^{(0,2)} : C : \Phi^{(2,0)} = \frac{1}{2} P^{(2,0)} : C.
\]

Therefore, we obtain:

\[
t^* = d^* + s^* = \left( C^{2,2} + 2h^{2,0} \otimes \Phi^{(0,2)} : d + (2\Phi^{(2,0)} \otimes h^{2,0} + 2\alpha^{0,0} P^{(2,0)}) : s \right)
\]

\[
= \left( C^{2,2} + 2h^{2,0} \otimes \Phi^{(0,2)} : P^{(2,2)} : t \right) + \left( 2\Phi^{(2,0)} \otimes h^{2,0} + 2\alpha^{0,0} P^{(2,0)} \right) : t
\]

and hence, by identification:

\[
C = C^{2,2} + 2 \left( \Phi^{(2,0)} \otimes h^{2,0} + h^{2,0} \otimes \Phi^{(0,2)} \right) + 2\alpha^{0,0} P^{(2,0)}.
\]

4.3. Step 3: Clebsch-Gordan Harmonic Decomposition of $Ela_4$. The Clebsch-Gordan decomposition given by Equation (4.6) for the elasticity tensor is not irreducible, meaning that some of its components can further be decomposed. To determine which components can be reduced and how to reduce them, the Clebsch-Gordan formula is essential. By construction, $C^{2,2} \in K^2 \otimes^s K^2$, $h^{2,0} \in K^2 \otimes K^0$ and $\alpha^{0,0} \in K^0 \otimes^s K^0$.

By applying the Clebsch-Gordan formula (c.f. Lemma 2.1) to each one of these spaces we obtain:

\[
K^2 \otimes K^0 \simeq K^2, \quad K^0 \otimes^s K^0 \simeq K^0, \quad K^2 \otimes^s K^2 \simeq K^4 \oplus K^0,
\]

which indicates that:

- the components $(h^{2,0}, \alpha^{0,0}) \in K^2 \times K^0$ are already irreducible;
- the component $C^{2,2}$ is reducible and can be decomposed into a scalar and a fourth-order harmonic tensor.

To proceed the decomposition of $C^{2,2}$ consider the following lemma:

**Lemma 4.4.** Tensors $T^{2,2} \in K^2 \otimes^s K^2$ admit the uniquely defined harmonic decomposition

\[
T^{2,2} = H + \frac{\alpha}{2} P^{(2,2)}, \quad \text{with} \quad H \in K^4, \quad \alpha \in \mathbb{R}
\]

with

\[
\alpha = T^{2,2} : P^{(2,2)}, \quad H = T^{2,2} - \frac{\alpha}{2} P^{(2,2)}.
\]

**Proof.** It is a direct application of the Theorem B.1. □
Remark 4.5. The structure of the projections is summed up in the following diagram:

\[\begin{align*}
K^2 \otimes K^2 & \xrightarrow{1/4 P_{(2,2)}^k \otimes P_{(2,2)}^k} H^{(4,0)} \\
K^0 & \xrightarrow{1} K^0
\end{align*}\]

It can be observed that the method provides the intrinsic expression of the projector \(P_{(4,0)}^k\) from \(K^2 \otimes K^2\) onto \(H^{(4,0)}\),

\[P_{(4,0)}^k = \frac{1}{2} P_{(2,2)}^k \otimes P_{(2,2)}^k.\]

The insertion of the result of Lemma 4.4 in the Clebsch-Gordan decomposition demonstrates the following proposition:

Proposition 4.6. The tensor \(C \approx \text{Ela}_4\) admits the uniquely defined Clebsch-Gordan Harmonic Decomposition associated to the family of projectors \((P_{(2,2)}^k, P_{(2,0)}^k)\):

\[C = H^{2,2} + \frac{\alpha^{2,2}}{2} P_{(2,2)}^k + 2 \left( h^{2,0} \otimes \Phi_{(0,2)}^k + \Phi_{(2,0)}^k \otimes h^{2,0} \right) + 2 \alpha^{0,0} P_{(2,0)}^k\]

in which \((H_{(2,2)}^k, h_{(2,0)}^k, \alpha_{(2,2)}^k, \alpha_{(0,0)}^k)\) are elements of \(K^1 \times K^2 \times K^0 \times K^0\) defined from \(C\) as follows:

| \(K^0\) | \(K^2\) | \(K^4\) |
|---|---|---|
| \(\alpha_{(0,0)}^k \approx P_{(2,0)}^k : C \approx\) | \(h_{(2,0)}^k \approx P_{(2,2)}^k : C : \Phi_{(2,0)}^k\) | \(H_{(2,2)}^k \approx C_{(2,2)}^k - \frac{\alpha_{(2,2)}^k}{2} P_{(2,2)}^k\) |

where \(C_{(2,2)}^k \approx P_{(2,2)}^k : C : P_{(2,2)}^k\). The projectors \(P_{(2,2)}^k\) and \(P_{(2,0)}^k\) are defined in Equations (4.5) and (4.4) and \(\Phi_{(2,0)}^k\) is defined in Proposition 4.2.

5. Application to strain-gradient elasticity

In this last section we apply the proposed methodology to the fifth- and sixth-order elasticity tensors involved in strain-gradient elasticity. To proceed these decompositions, in accordance with our method, the first step consists in decomposing the state space \(T_{(ij)k}\) into a direct sum of \(O(2)\)-irreducible spaces.

5.1. Decomposition of the state tensor space \(T_{(ij)k}\). The space \(T_{(ij)k}\) has the following harmonic structure:

\[T_{(ij)k} \approx K^3 \oplus 2K^1.\]

Due to the multiplicity of \(K^1\) in the harmonic structure, the explicit harmonic decomposition is not uniquely defined [24]. The component in \(K^3\) is canonically defined but there are multiple possibilities concerning the decomposition of the vector parts. Among the different possibilities, some have more physical content than others. The one considered here consists in partitioning \(T_{(ij)k}\) into a totally symmetric tensor \((S \in S^3)\) and a remainder, before proceeding to the harmonic decomposition of each part separately.\(^7\) The process of the

\(^7\)Conversely to \(T_{(ij)}\) which was direct, the decomposition of \(T_{(ij)k}\) is two-step: 1) first a splitting according to index symmetries of the tensor space; 2) the harmonic decomposition of the symmetric elementary part. This approach can be formalized (Schur-Weyl Harmonic Decomposition), however this is not the subject of this contribution.
decomposition is described in the following diagram:

\[
\begin{array}{c}
\text{Sym} \quad \quad \quad \text{Id-Sym} \\
\downarrow \quad \quad \quad \quad \quad \quad \quad \quad \downarrow \\
(S, r) \quad \quad \quad \quad \quad (R, \mathcal{H}) \\
(\mathcal{H}, r) \in (\mathbb{K}^3 \times \mathbb{K}^1) \quad \quad \quad \quad \quad \mathcal{H} \in \mathbb{H}^{r(3,1)} \\
\end{array}
\]

where \(\text{Sym}\) and \(\mathcal{H}\) stands for the symmetrization and the harmonic decomposition processes, respectively. The space \(\mathbb{H}^{r(3,1)}\) appearing in this diagram is defined as

\[
\mathbb{H}^{r(3,1)} := \{ T \in T_{(ij)k} | T_{ijk} + T_{jki} + T_{ikj} = 0 \}, \quad \text{dim} \left( \mathbb{H}^{r(3,1)} \right) = 2.
\]

In the strain-gradient literature \(S\) describes the stretch-gradient part of the strain-gradient tensor, while \(R\) is the rotation-gradient \([31, 33]\).

We have the following result:

**Theorem 5.1 (Harmonic decomposition of \(T_{(ij)k}\)).** There exists an \(O(2)\)-equivariant isomorphism between \(T_{(ij)k}\) and \(\mathbb{K}^3 \oplus \mathbb{K}^1 \oplus \mathbb{K}^1\) such that for \(H \in \mathbb{K}^3\) and \((\mathcal{Y}^s, \mathcal{Y}^r) \in \mathbb{K}^1 \times \mathbb{K}^1\),

\[
T = H + \Phi^{s(3,1)} \cdot \mathcal{Y}^s + \Phi^{r(1,3)} \cdot \mathcal{Y}^r,
\]

with \((\Phi^{s(3,1)}, \Phi^{r(1,3)})\) the harmonic embeddings of the form:

\[
\Phi^{s(3,1)} = \frac{1}{4} \left( i_{(4)}^{(4)} + i_{(2)}^{(4)} + i_{(3)}^{(4)} \right) ; \quad \Phi^{r(1,3)} = \frac{1}{3} \left( 2 i_{(4)}^{(2)} - i_{(2)}^{(4)} - i_{(3)}^{(4)} \right),
\]

in which \((i_{(4)}^{(4)}, i_{(2)}^{(4)}, i_{(3)}^{(4)})\) are the fourth-order elementary identity tensors defined by Equation (1.1). Conversely, for any \(T \in T_{(ij)k}\), \((H, \mathcal{Y}^s, \mathcal{Y}^r) \in \mathbb{K}^3 \times \mathbb{K}^1 \times \mathbb{K}^1\) are defined from \(T\) as follows:

| \(\mathbb{K}^1\) | \(\mathbb{K}^3\) |
|-----------------|-----------------|
| \(\mathcal{Z}^r = \Pi^{r(1,3)} : T\) | \(\mathcal{X}^s = \Pi^{s(3,1)} : T\) |
| \(\mathcal{H} = T - \Phi^{s(3,1)} \cdot \mathcal{Y}^s - \Phi^{r(1,3)} \cdot \mathcal{Y}^r\) |

with \((\Pi^{s(3,1)}, \Pi^{r(1,3)})\) the harmonic projectors of the form:

\[
\Pi^{s(3,1)} = \frac{1}{3} \left( i_{(3)}^{(4)} + i_{(2)}^{(4)} + i_{(1)}^{(4)} \right) ; \quad \Pi^{r(1,3)} = \frac{1}{2} \left( 2 i_{(4)}^{(2)} - i_{(2)}^{(4)} - i_{(1)}^{(4)} \right).
\]

**Remark 5.2.** In the decomposition given by Equation (5.1), \(\mathcal{X}^s\) represents the vector part of the stretch-gradient tensor and \(\mathcal{Y}^r\) represents the vector part of the rotation-gradient tensor.

**Proof.** The decomposition of \(T \in T_{(ij)k}\) is two-step: first \(T\) is decomposed according to its index symmetries, then each elementary part is decomposed into harmonic tensors.

**Step 1: Index symmetry splitting**

Any tensor \(T \in T_{(ij)k}\) can be decomposed into a complete symmetric tensor \(S \in \mathbb{S}^3\) and a remainder \(V^r\) as:

\[
T = S + V^r
\]

with

\[
S_{ijk} = \frac{1}{3} (T_{ijk} + T_{jki} + T_{ikj}) \quad \text{and} \quad V^r_{ijk} = \frac{1}{3} (2T_{ijk} - T_{ikj} - T_{jki}).
\]

It is direct to check that the tensor \(V^r\) belongs to \(\mathbb{H}^{r(3,1)}\) and that the spaces \(\mathbb{S}^3\) and \(\mathbb{H}^{r(3,1)}\) are in direct sum.
Step 2: Harmonic decompositions
Let us decompose \( S \subseteq \mathbb{S}^3 \) and \( V^r \subseteq \mathbb{H}^{r(3,1)} \) into harmonic tensors. Consider this last case first, the following map:

\[
v^r_i \mapsto V^r_{ijk} := \frac{1}{3} (2\delta_{ij} v^r_k - \delta_{ik} v^r_j - \delta_{jk} v^r_i)
\]
is an embedding of \( \mathbb{K}^1 \) into \( \mathbb{H}^{r(3,1)} \), which can be rewritten in an intrinsic form as

\[
V^r = \Phi^{r(3,1)} V^r \quad \text{with} \quad \Phi^{r(3,1)} = \frac{1}{3} (2i_1(4) - i(4) - i(4)) \in \mathbb{T}(ij)kl.
\]

Since \( \dim(\mathbb{H}^{r(3,1)}) = 2 = \dim(\mathbb{K}^1) \), there is no other harmonic embedding to consider. The expression of the projection from \( \mathbb{H}^{r(3,1)} \) to \( \mathbb{K}^1 \) is obtained using Theorem 3.1:

\[
\Pi^{r(1,3)} = \frac{1}{2} \left( 2i_1(4) - i(4) - i(4) \right).
\]

Now consider the decomposition of \( S \subseteq \mathbb{S}^3 \) into the sum of harmonic tensors. Using Lemma 2.1 the harmonic structure of \( \mathbb{S}^3 \) is known to be isomorphic to \( \mathbb{K}^3 \oplus \mathbb{K}^1 \). Consider the subspace \( \mathbb{H}^{s(3,1)} \) of totally third-order tensors which are orthogonal to tensors in \( \mathbb{K}^3 \):

\[
\mathbb{H}^{s(3,1)} := \left\{ T \subseteq \mathbb{S}^3 \mid \forall H \subseteq \mathbb{K}^3, H : T = 0 \right\}.
\]

Since \( \dim(\mathbb{S}^3) = 4 \) and \( \dim(\mathbb{K}^3) = 2 \), we deduce that \( \dim(\mathbb{H}^{s(3,1)}) = 2 \). Let us consider the following map:

\[
v^s_i \mapsto V^s_{ijk} := \frac{1}{4} (\delta_{ij} v^s_k + \delta_{ik} v^s_j + \delta_{jk} v^s_i)
\]

which is an embedding \( \Phi^{s(3,1)} : \mathbb{K}^1 \hookrightarrow \mathbb{H}^{s(3,1)} \), given in an intrinsic form by

\[
V^s = \Phi^{s(3,1)} \sum^s \quad \text{with} \quad \Phi^{s(3,1)} = \frac{1}{4} \left( i_1(4) + i(4) + i(4) \right) \in \mathbb{S}^4.
\]

A direct application Theorem 3.1 provides the expression of the projection from \( \mathbb{H}^{s(3,1)} \) onto \( \mathbb{K}^1 \):

\[
\Pi^{s(1,3)} = \frac{1}{3} \left( i_3(4) + i(4) + i(4) \right).
\]

The tensor \( H \subseteq \mathbb{K}^3 \) is then directly deduced,

\[
H = \sum - \Phi^{s(3,1)} \sum^s.
\]

From the embedding operators involved in Theorem 3.1 a family of projectors can be deduced.

Proposition 5.3. Consider \( I_{ij}^k \subseteq \frac{1}{2} \left( i_8^{(6)} + i_{12}^{(6)} \right) \) the identity tensor on \( \mathbb{T}(ij)kl \). The following tensors

\[
P^{(3,1r)} = \frac{3}{2} (\Phi^{r(3,1)} \Phi^{r(1,3)}), \quad P^{(3,1s)} = \frac{4}{3} (\Phi^{s(3,1)} \Phi^{s(1,3)}), \quad P^{(3,3)} = I_{ij}^k - P^{(3,1s)} - P^{(3,1r)},
\]

where \( \Phi^{s(1,3)} \) and \( \Phi^{r(1,3)} \) are the transposes of \( \Phi^{s(3,1)} \) and \( \Phi^{r(3,1)} \) constitute a family of orthogonal projectors on \( \mathbb{H}^{r(3,1)} \), \( \mathbb{H}^{s(3,1)} \) and \( \mathbb{K}^3 \), respectively.

Proof. The multiplication table of the family \( (P^3, P^{1s}, P^{1r}) \) is the following one:

\[
\begin{array}{c|ccc}
& P^3 & P^{1s} & P^{1r} \\
\hline
P^3 & 1 & 0 & 0 \\
P^{1s} & 0 & 1 & 0 \\
P^{1r} & 0 & 0 & 1 \\
\end{array}
\]
showing that \( (P^3, P^{1s}, P^{1r}) \) are projectors.

\[ \square \]

**Remark 5.4.** In Proposition 5.3, the transpose \( \Phi^{s(1,3)}_\approx \) of \( \Phi^{s(3,1)}_\approx \) (in the sense of Equation (3.6)) has been used. However, since \( \Phi^{s(3,1)}_\approx \in \mathbb{S}^4 \), we have in this peculiar case \( \Phi^{s(1,3)}_\approx = \Phi^{s(3,1)}_\approx \). Even if it is superfluous in terms of algebra, the distinction has nevertheless been made here, and will be made in the following to ensure consistency of notation in our different expressions.

**Remark 5.5.** From Lemma A.6, the tensors \( (P_{(3,3)}^\approx, P_{(3,1s)}^\approx, P_{(3,1r)}^\approx) \) can be considered as isotropic elasticity tensors in \( \text{El}_6 \). Interpreted as elements of \( (\text{El}_6, \approx) \), these tensors are associated to the following Gram matrix:

\[
\begin{array}{|c|c|c|}
\hline
(\cdot) & P_{(3,3)}^\approx & P_{(3,1s)}^\approx & P_{(3,1r)}^\approx \\
\hline
P_{(3,3)}^\approx & 2 & 0 & 0 \\
P_{(3,1s)}^\approx & 0 & 2 & 0 \\
P_{(3,1r)}^\approx & 0 & 0 & 2 \\
\hline
\end{array}
\]

on which it can be checked, with a slight abuse of notation, that \( P_{(3,k)}^\approx \approx P_{(3,k)}^\approx = \text{dim}(\mathbb{K}^k), \ k \in \{1, 3\} \).

5.2. **Decomposition of Ela_6.** Since \( \text{El}_6 \approx \mathcal{L}^4(T_{(ij)k}, T_{(ij)k}) \), the construction of Clebsch-Gordan Harmonic Decomposition of \( A \in \text{El}_6 \approx \mathbb{R}^4 \), the construction of Clebsch-Gordan Harmonic Decomposition of \( A \in \text{El}_6 \) follows almost directly the method previously introduced for \( \text{El}_4 \). As such, we will begin by considering this case.

5.2.1. **Clebsch-Gordan Decomposition.** In the following proposition, the tensors \( a_{1s,3}^\approx \) and \( a_{1r,3}^\approx \) will denote the transposes of the tensors \( a_{1s,3}^\approx \) and \( a_{1r,3}^\approx \), respectively, in the sense defined by Equation (3.6).

**Proposition 5.6.** The tensor \( A \in \text{El}_6 \approx \mathbb{R}^4 \) admits the uniquely defined Clebsch-Gordan decomposition associated to the family of projectors \( (P_{(3,3)}^\approx, P_{(3,1s)}^\approx, P_{(3,1r)}^\approx) \):

\[
A \approx = A_{3,3}^\approx + \frac{16}{9} \Phi^{s(3,1)}_\approx \ast a_{1s,1s}^\approx \ast \Phi^{s(1,3)}_\approx + \frac{9}{4} \Phi^{r(3,1)}_\approx \ast a_{1r,1r}^\approx \ast \Phi^{r(1,3)}_\approx \\
+ \frac{4}{3} (a_{3,1s}^\approx \ast \Phi^{s(3,1)}_\approx + \Phi^{s(3,1)}_\approx \ast a_{1s,3}^\approx ) + \frac{3}{2} (a_{3,1r}^\approx \ast \Phi^{r(3,1)}_\approx + \Phi^{r(3,1)}_\approx \ast a_{1r,3}^\approx ) \\
+ 2 \left( \Phi^{s(3,1)}_\approx \ast a_{1s,1r}^\approx \ast \Phi^{r(3,1)}_\approx + \Phi^{r(3,1)}_\approx \ast a_{1r,1s}^\approx \ast \Phi^{s(1,3)}_\approx \right)
\]

in which \( A_{3,3}^\approx \in \mathbb{K}^3 \otimes \mathbb{K}^3 \), \( (a_{3,1s}^\approx, a_{3,1r}^\approx) \in (\mathbb{K}^3 \otimes \mathbb{K}^1)^2 \), \( (a_{1s,1s}^\approx, a_{1r,1r}^\approx) \in (\mathbb{K}^1 \otimes \mathbb{K}^1)^2 \) and \( a_{1s,1r}^\approx \in \mathbb{K}^1 \otimes \mathbb{K}^1 \) and \( \Phi^{s(3,1)}_\approx, \Phi^{r(3,1)}_\approx \) are defined in Proposition 5.1. Those elements are defined from \( A \approx \) as follows:

\[
\begin{array}{|c|c|c|}
\hline
T^2 & T^4 & T^6 \\
\hline
a_{1s,1s}^\approx : = \Phi^{s(3,1)}_\approx : = A : \Phi^{s(3,1)}_\approx \\
a_{1s,1r}^\approx : = \Phi^{s(3,1)}_\approx : = A : \Phi^{r(3,1)}_\approx \\
a_{1r,1r}^\approx : = \Phi^{r(3,1)}_\approx : = A : \Phi^{r(3,1)}_\approx \\
a_{3,1s}^\approx : = P_{(3,3)}^\approx : = A : P_{(3,3)}^\approx \\
a_{3,1r}^\approx : = P_{(3,3)}^\approx : = A : P_{(3,3)}^\approx \\
a_{3,3}^\approx : = P_{(3,3)}^\approx : = A : P_{(3,3)}^\approx \\
\hline
\end{array}
\]

**Proof.** The proof follows the steps detailed in the proof of Proposition 4.3, only the main points will be summed up here. Starting from the decomposition introduced in Theorem 5.1, any \( T \in T_{(ij)k} \) decomposes as follows:

\[
T \approx = H + V^s + V^r.
\]
Using the projectors \((P^{(3,3)}_{\approx}, P^{(3,1s)}_{\approx}, P^{(3,1s)}_{\approx})\) and following the method used in the proof of Proposition 4.3, the constitutive law can be brought to the following matrix form:

\[
\begin{pmatrix}
H^* \\ V^{*s} \\ V^{*r}
\end{pmatrix} =
\begin{pmatrix}
A^{3,3} & A^{3,1s} & A^{3,1r} \\
A^{1s,3} & A^{1s,1s} & A^{1s,1r} \\
A^{1r,3} & A^{1r,1s} & A^{1r,1r}
\end{pmatrix}
\begin{pmatrix}
H \\ V^{s} \\ V^{r}
\end{pmatrix},
\]

where the quantities are defined as:

\[
\begin{aligned}
A^{3,3} &:= P^{(3,3)}_{\approx} : A : P^{(3,3)}_{\approx}, \\
A^{3,1s} &:= \frac{4}{3} P^{3,1s} : \phi s(1,3), \\
A^{3,1r} &:= \frac{3}{2} P^{3,1r} : \phi r(1,3), \\
A^{1s,3} &:= \frac{4}{3} P^{s(3,1)} : a^{1s,3}, \\
A^{1s,1s} &:= \frac{16}{3} P^{s(3,1)} : a^{1s,1s}, \\
A^{1s,1r} &:= 2 P^{s(3,1)} : a^{1s,1r}, \\
A^{1r,3} &:= \frac{4}{3} P^{r(3,1)} : a^{1r,3}, \\
A^{1r,1s} &:= 2 P^{r(3,1)} : a^{1r,1s}, \\
A^{1r,1r} &:= \frac{9}{4} P^{r(3,1)} : a^{1r,1r},
\end{aligned}
\]

Using matrix notation, we have

\[
\begin{pmatrix}
H^* \\ V^{*s} \\ V^{*r}
\end{pmatrix} =
\begin{pmatrix}
A^{3,3} & 4 P^{3,1s} : \phi s(1,3) & 3 P^{3,1r} : \phi r(1,3) \\
4 P^{3,1s} : a^{1s,3} & a^{1s,1s} & 2 P^{r(3,1)} : a^{1r,1s} \\
3 P^{3,1r} : a^{1r,3} & 2 P^{r(3,1)} : a^{1r,1r} & \frac{9}{4} P^{r(3,1)} : a^{1r,1r}
\end{pmatrix}
\begin{pmatrix}
H \\ V^{s} \\ V^{r}
\end{pmatrix}.
\]

5.2.2. Harmonic Decomposition. In the Clebsch-Gordan decomposition of \(A\) the non-harmonic tensors belong to 4 different spaces:

- \(A^{3,3} \in \mathbb{K}^3 \otimes \mathbb{K}^3 \simeq \mathbb{K}^6 \oplus \mathbb{K}^0\);
- \((a^{3,1s}, a^{3,1r}) \in \mathbb{K}^3 \otimes \mathbb{K}^1 \simeq \mathbb{K}^4 \oplus \mathbb{K}^2\);
- \((a^{1s,1s}, a^{1r,1s}) \in \mathbb{K}^1 \otimes \mathbb{K}^1 \simeq \mathbb{K}^2 \oplus \mathbb{K}^0\);
- \((a^{1s,1r}, a^{1r,1r}) \in \mathbb{K}^1 \otimes \mathbb{K}^1 \simeq \mathbb{K}^2 \oplus \mathbb{K}^0 \oplus \mathbb{K}^{-1}\).

Their harmonic decompositions are provided in Appendix B, the associated results are the following:

- Tensors \(A^{3,3} \in \mathbb{K}^3 \otimes \mathbb{K}^3\) admit the uniquely defined harmonic decomposition

\[
A^{3,3} \equiv H + \frac{\alpha}{2} P^{(3,3)}\]

conversely,

\[
\alpha = \frac{A^{3,3}}{P^{(3,3)}} = H - \frac{\alpha}{2} P^{(3,3)}.
\]

- Tensors \(a^{3,1} \in \mathbb{K}^3 \otimes \mathbb{K}^1\) admit the uniquely defined harmonic decomposition

\[
a^{3,1} \equiv H + \phi^{(4,2)} : h, \quad \text{with} \quad (\phi^{(4,2)} : h)_{ijkl} = \frac{1}{2} (h_{ij} \delta_{kl} + h_{ik} \delta_{jl} - h_{il} \delta_{jk});
\]
conversely,
\[ h = \text{tr}_{14} a^{3,1}, \quad H = a^{3,1} - \Phi^{(4,2)} : h. \]

The notation \( \text{tr}_{ij} \) indicates that the contraction should be done on the \( i \)th and \( j \)th indices. • Tensors \( a^{1,1} \in \mathbb{K}^1 \otimes \mathbb{K}^1 \) admit the uniquely defined harmonic decomposition

\[ a^{1,1} \approx \sim d + \frac{\beta}{2} \xi + \frac{\alpha}{2} i^{(2)} \]

conversely,
\[ \alpha = a^{1,1} : i^{(2)} , \quad \beta = a^{1,1} : \epsilon, \quad d = a^{1,1} - \frac{\beta}{2} \epsilon - \frac{\alpha}{2} i^{(2)}. \]

In the following proposition, the notation \( T^{\alpha,\beta} \) indicates a generalized transposition operation in which, in components, the first \( \alpha \) indices are permuted with the last \( \beta \) ones.

**Proposition 5.7 (Clebsch-Gordan Harmonic Decomposition of \( \otimes \in \text{Elas}_6 \)).** The tensor \( \otimes \in \text{Elas}_6 \) admits the uniquely defined Clebsch-Gordan Harmonic Decomposition associated to the family of projectors \( \otimes (3,3), \otimes (3,1s), \otimes (3,1r) \):

\[
\begin{align*}
\otimes &= H^{3,3} + \frac{4}{3} (H^{3,1s} \otimes s (1,3) + H^{3,1s} \otimes H^{3,1s}) + \frac{3}{2} (H^{3,1r} \otimes r (1,3) + H^{3,1r} \otimes H^{3,1r}) \\
&+ \frac{16}{9} \Phi^{s(3,1)} h^{1s,1s} \otimes s (1,3) + \frac{9}{4} \Phi^{r(3,1)} h^{1r,1r} \otimes r (1,3) \\
&+ \frac{4}{3} \left( \Phi^{(4,2)} h^{3,1s} \otimes s (1,3) + \Phi^{s(3,1)} \otimes \Phi^{(4,2)} h^{3,1s} T_{3,1} \right) \\
&+ \frac{3}{2} \left( \Phi^{(4,2)} h^{3,1r} \otimes r (1,3) + \Phi^{r(3,1)} \otimes \Phi^{(4,2)} h^{3,1r} T_{3,1} \right) \\
&+ \frac{2}{3} \left( \Phi^{s(3,1)} h^{1s,1r} \otimes r (1,3) + \Phi^{r(3,1)} h^{1r,1s} \otimes s (1,3) \right) \\
&+ \frac{\alpha^{3,3}}{2} \otimes p^{(3,3)} + \frac{2}{3} \alpha^{1s,1s} \otimes p^{(3,1s)} + \frac{3}{4} \alpha^{1r,1r} \otimes p^{(3,1r)} + \alpha^{1s,1r} \left( \Phi^{s(3,1)} \otimes r (1,3) + \Phi^{r(3,1)} \otimes s (1,3) \right) \\
&+ \beta^{1s,1r} \left( \Phi^{s(3,1)} \otimes r (1,3) - \Phi^{r(3,1)} \otimes s (1,3) \right),
\end{align*}
\]

in which \( H^{3,3} \in \mathbb{K}^6 \), \( (H^{3,1s} \otimes s (1,3)) \in (\mathbb{K}^4)^2 \), \( (h^{3,1r} \otimes r (1,3)) \in (\mathbb{K}^2)^5 \), \( (\alpha^{3,3}, \alpha^{1s,1s}, \alpha^{1r,1r}, \alpha^{1s,1r}) \in (\mathbb{K}^0)^4 \) and \( \beta^{1s,1r} \in \mathbb{K}^{-1} \). Those elements are defined from \( \otimes \) as follows:

\[
\begin{array}{|c|c|c|c|}
\hline
\text{K}^{-1} & \text{K}^0 & \text{K}^2 & \text{K}^4 \\
\hline
\beta^{1s,1r} &= a^{1s,1r} : \epsilon & a^{1s,1r} : i^{(2)} & a^{1s,1r} : i^{(2)} \\
\alpha^{3,3} &= a^{3,3} \otimes p^{(3,3)} & h^{3,1s} &= a^{1s,1s} : i^{(2)} \\
\hline
\end{array}
\]

in which intermediate quantities are defined in Proposition 5.6.

**5.3. Decomposition of Elas_5.** In this last subsection, the Clebsch–Gordan Harmonic Decomposition of \( \otimes \in \text{Elas}_5 \) is provided. Since \( \text{Elas}_5 \simeq \mathcal{L}(T_{(ij)k}, T_{(ij)}) \), two different state tensor spaces are involved for constructing the decomposition.
5.3.1. Clebsch-Gordan Decomposition.

**Proposition 5.8.** The tensor \( M \in \mathbb{E}_{85} \) admits the uniquely defined Clebsch-Gordan Decomposition associated to the family of projectors \( (\mathbb{P}^{(3,3)}, \mathbb{P}^{(3,1s)}, \mathbb{P}^{(3,1r)}, \mathbb{P}^{(2,2)}, \mathbb{P}^{(2,0)}) \):

\[
M = M^{2,3} + \frac{4}{3} m^{2,1s} \cdot \Phi^{s[1,3]} + 3 \frac{m^{2,1r}}{2} \cdot \Phi^{r[1,3]} + 2 \frac{m^{2,0}}{3} \cdot \Phi^{[2,0]} \otimes \mu^{0,1s} + \frac{8}{3} \left( \Phi^{[2,0]} \otimes \mu^{0,1s} \right) \cdot \Phi^{s[1,3]} + 3 \left( \Phi^{[2,0]} \otimes \mu^{0,1r} \right) \cdot \Phi^{r[1,3]}
\]

in which \( M^{2,3} \in \mathbb{K}^2 \otimes \mathbb{K}^3 \), \( (m^{2,1s}, m^{2,1r}) \in (\mathbb{K}^2 \otimes \mathbb{K}^1)^2 \), \( m^{0,3} \in \mathbb{K}^3 \), \( \left( \mu^{0,1s}, \mu^{0,1r} \right) \in (\mathbb{K}^1)^2 \), and \( \Phi^{s[1,3]}, \Phi^{r[1,3]} \) and \( \Phi^{[0,2]} \) are defined, respectively, in Propositions 5.1 and 4.2. Those elements are defined from \( M \) as follows:

| \( T^1 \) | \( T^3 \) | \( T^5 \) |
|---|---|---|
| \( \mu^{0,1s} := \Phi^{[0,2]} : M : \Phi^{s[3,1]} \) | \( m^{2,1s} := \mathbb{P}^{(2,2)} : M : \Phi^{s[3,1]} \) | \( M^{2,3} := \mathbb{P}^{(2,2)} : M : \mathbb{P}^{(3,3)} \) |
| \( \mu^{0,1r} := \Phi^{[0,2]} : M : \Phi^{r[3,1]} \) | \( m^{2,1r} := \mathbb{P}^{(2,2)} : M : \Phi^{r[3,1]} \) | \( m^{0,3} := \Phi^{[0,2]} : M : \mathbb{P}^{(3,3)} \) |
| \( m^{0,3} := \Phi^{[0,2]} : M : \mathbb{P}^{(3,3)} \) | \( m^{0,1s} := \Phi^{[2,0]} : \Phi^{s[1,3]} \) | in which |
| \( m^{0,1r} := \Phi^{[2,0]} : \Phi^{r[1,3]} \) |

Proof. The proof follows the steps detailed in the proof of Proposition 4.3, only the main points will be summed up here. The constitutive law can be expressed in matrix notation as follows:

\[
\begin{pmatrix}
\text{d}^s \\
\text{s}^* \\
\end{pmatrix} = \begin{pmatrix}
M^{2,3} & M^{2,1s} & M^{2,1r} \\
M^{0,3} & M^{0,1s} & M^{0,1r} \\
H & V^s & V^r \\
\end{pmatrix}
\]

with

\[
\begin{cases}
M^{2,3} := \mathbb{P}^{(2,2)} : M : \mathbb{P}^{(3,3)}, \\
M^{2,1s} := \frac{4}{3} m^{2,1s} \cdot \Phi^{s[1,3]}, \\
M^{2,1r} := \frac{2}{3} m^{2,1r} \cdot \Phi^{r[1,3]}, \\
M^{0,3} := 2 \Phi^{[2,0]} \otimes m^{0,3}, \\
M^{0,1s} := \frac{2}{3} \left( \Phi^{[2,0]} \otimes \mu^{0,1s} \right) \cdot \Phi^{s[1,3]}, \\
M^{0,1r} := 3 \left( \Phi^{[2,0]} \otimes \mu^{0,1r} \right) \cdot \Phi^{r[1,3]},
\end{cases}
\]

In matrix form, we have

\[
\begin{pmatrix}
\text{d}^s \\
\text{s}^* \\
\end{pmatrix} = \begin{pmatrix}
M^{2,3} & 4 m^{2,1s} \cdot \Phi^{s[1,3]} \\
2 \Phi^{[2,0]} \otimes m^{0,3} & \frac{8}{3} \left( \Phi^{[2,0]} \otimes \mu^{0,1s} \right) \cdot \Phi^{s[1,3]} \\
\end{pmatrix} \begin{pmatrix}
\text{d}^s \\
\text{s}^* \\
\end{pmatrix} + \begin{pmatrix}
3 m^{2,1r} \cdot \Phi^{r[1,3]} \\
\frac{2}{3} m^{0,1s} \cdot \Phi^{r[1,3]} \\
\end{pmatrix} \begin{pmatrix}
\text{d}^s \\
\text{s}^* \\
\end{pmatrix} + \begin{pmatrix}
H \\
V^s \\
V^r \\
\end{pmatrix}
\]

From the construction, it can directly be checked that

\( M^{2,3} \in \mathbb{K}^2 \otimes \mathbb{K}^3 \), \( (m^{2,1s}, m^{2,1r}) \in (\mathbb{K}^2 \otimes \mathbb{K}^1)^2 \), \( m^{0,3} \in \mathbb{K}^3 \otimes \mathbb{K}^3 \), \( \left( \mu^{0,1s}, \mu^{0,1r} \right) \in \mathbb{K}^0 \otimes \mathbb{K}^1 \).

5.3.2. Harmonic Decomposition. In the Clebsch-Gordan decomposition of \( M \) the only non-harmonic tensors are \( M^{2,3} \in \mathbb{K}^2 \otimes \mathbb{K}^3 \) and \( (m^{2,1s}, m^{2,1r}) \) which belong to \( \mathbb{K}^2 \otimes \mathbb{K}^1 \). Their harmonic decompositions are provided in Appendix B, the associated results are the following:

- Tensors \( m^{2,1} \in \mathbb{K}^2 \otimes \mathbb{K}^1 \) admit the uniquely defined harmonic decomposition

\[
m^{2,1} = H + \Phi^{(3,1)} \cdot \Sigma
\]

with

\[
(\Phi^{(3,1)} \cdot \Sigma)_{ij} = \frac{1}{2} (v_i \delta_{jk} + v_j \delta_{ik} - v_k \delta_{ij})
\]
conversely, \[ v = \operatorname{tr}_{13} m^{2,1}, \quad H = m^{2,1} - \Phi^{(3,1)}, \quad \Sigma \]

- Tensors \( M^{2,3} \in \mathbb{K}^2 \otimes \mathbb{K}^3 \) admit the uniquely defined harmonic decomposition
  \[ M^{2,3} = H + \Phi^{(5,1)}, \quad \Sigma \]

with
  \[ 4(\Phi^{(5,1)}, \Sigma)_{ijkm} = v_i (\delta_{jk}\delta_{im} - \delta_{jl}\delta_{km} - \delta_{jm}\delta_{kl}) - v_j \delta_{im}\delta_{kl} + v_k (-2\delta_{ij}\delta_{km} + \delta_{il}\delta_{jm} + 2\delta_{im}\delta_{jl}) + v_l \delta_{ik}\delta_{jm} + v_m \delta_{ij}\delta_{kl}; \]

conversely,
  \[ v = \operatorname{tr}_{12} \left( \operatorname{tr}_{13} M^{2,3} \right), \quad H = M^{2,3} - \Phi^{(5,1)}, \quad \Sigma \]

Using these results we obtain:

**Proposition 5.9 (Clebsch-Gordan Harmonic Decomposition of \( M \in \mathbb{Ela}_5 \)).** The tensor \( M \in \mathbb{Ela}_5 \) admits the uniquely defined Clebsch-Gordan Harmonic Decomposition associated to the family of projectors \( (P^{(3,3)}, P^{(3,1)}, P^{(3,1)}), P^{(2,2)}, P^{(2,0)} \):

\[
M \approx H^{2,3} + \frac{4}{3} H^{2,1s} \cdot \Phi^{(3,1)} + \frac{3}{2} H^{2,1r} \cdot \Phi^{(1,3)} + 2 \Phi^{(2,0)} \otimes H^{0,3} + \Phi^{(5,1)} \cdot \Sigma^{2,3} + \frac{4}{3} \Phi^{(3,1)} \cdot \Sigma^{2,1s} \cdot \Phi^{(3,1)} + \frac{3}{2} \Phi^{(3,1)} \cdot \Sigma^{2,1r} \cdot \Phi^{(1,3)} + \frac{8}{3} \Phi^{(2,0)} \otimes \mu^{0,1s} \cdot \Phi^{(3,1)} + 3 \left( \Phi^{(2,0)} \otimes \mu^{0,1r} \right) \cdot \Phi^{(1,3)}
\]

in which \( H^{2,3} \in \mathbb{K}^5 \), \( (H^{2,1s}, H^{2,1r}, H^{0,3}) \in (\mathbb{K}^3)^3 \), \( (\Sigma^{2,3}, \Sigma^{2,1s}, \Sigma^{2,1r}, \Sigma^{0,1s}, \Sigma^{0,1r}) \in (\mathbb{K}^1)^5 \). Those elements are defined from \( M \) as follows:

| \( \mathbb{K}^1 \) | \( \mathbb{K}^1 \) | \( \mathbb{K}^3 \) |
|-----------------|-----------------|-----------------|
| \( \Sigma^{0,1s} = \mu^{0,1s} \) | \( \Sigma^{0,1r} = \mu^{0,1r} \) | \( H^{2,1r} = m^{2,1r} - \Phi^{(3,1)}, \Sigma^{2,1r} \) |
| \( \Sigma^{2,1s} = m^{2,1s} \) | \( H^{2,1s} = m^{2,1s} - \Phi^{(3,1)}, \Sigma^{2,1s} \) | \( H^{0,3} = m^{0,3} \) |
| \( \Sigma^{2,3} = \operatorname{tr}_{23}(\operatorname{tr}_{14}(M^{2,3})) \) | \( H^{2,3} = M^{2,3} - \Phi^{(5,1)}, \Sigma^{2,3} \) |

in which intermediate quantities are defined in Proposition 5.8 and \( \Phi^{(3,1)}, \Phi^{(3,1)} \) and \( \Phi^{(0,2)} \) are defined, respectively, in Propositions 5.1 and 4.2.

### 6. Conclusion

In this paper the harmonic decomposition of the constitutive tensors appearing in the 2D Mindlin’s Strain Gradient Elasticity has been investigated. Since no method available in the literature was considered satisfactory for the harmonic decomposition of higher order tensors, a new harmonic decomposition, referred to here as the **Clebsch-Gordan Harmonic Decomposition**, was proposed. The main results of the paper are two-fold:

- the explicit 2D Clebsch-Gordan harmonic decompositions of:
  - the fifth-order tensor of strain-gradient elasticity;
  - the sixth-order elasticity tensor of strain-gradient elasticity.
- the algorithm for the explicit Clebsch-Gordan harmonic decomposition for bidimensional tensors;
The Clebsch-Gordan algorithm is two-step and based on the explicit construction of the Clebsch-Gordan harmonic products. This approach, which shares some ideas with the one introduced by Zou in [55], allows us to easily obtain orthogonal harmonic decomposition of high-order tensors. Since the Clebsch-Gordan construction generates a new harmonic decomposition from a known one, the procedure can be iterated to obtain harmonic decompositions of arbitrary order tensors. The approach developed here in the 2D situation can be extended without any problem to the harmonic decomposition of 3D tensors. The study of this extension will be the object of a future contribution. It should be stressed that the proposed method for decomposing tensors that we have introduced is very general and is by no means restricted just to strain-gradient elasticity. We bet this method will find interesting applications beyond the one considered in the present contribution.

ACKNOWLEDGEMENTS

We thank Marc Olive for the multiple scientific discussions throughout the redaction of the manuscript. The first and the second authors acknowledge the support of the French Agence Nationale de la Recherche (ANR), under grant ANR-17-CE08-0039 (project ArchiMatHOS).

Appendix A. Proofs of Theorem 3.1 and Proposition 3.2

This appendix is devoted to the formulation and the proofs of Lemmas required to demonstrate Theorem 3.1 and Proposition 3.2. The main results of this appendix are Proposition A.4 and Lemmas A.6 and A.4. The other Propositions are intermediate results necessary to demonstrate them.

Proposition A.1. If \( n \) and \( k \) are of the same parity, \( \Phi^{(n,k)} \) is an non-null isotropic tensor of order \( k + n \), i.e.
\[
\Phi^{(n,k)} = \sum_i \lambda_i i^{(n+k)},
\]
on the other \( \Phi^{(n,k)} \) is the null tensor.

Proof. \( \Phi^{(n,k)} \) is an O(2)-equivariant linear map between tensor spaces of order \( n \) and \( k \) with \( n \geq k \), as such:
\[
\forall v \in \mathbb{R}^k, \forall g \in O(2), \quad g^{(n)}(\Phi^{(n,k)}(k)v) = \Phi^{(n,k)}(k)(g^{(k)}v).
\]
Using the change of variables \( v = g^{T^{(k)}v} \), we have
\[
\forall v^* \in \mathbb{R}^k, \forall g \in O(2), \quad g^{(n)}(\Phi^{(n,k)}(k)(g^{T^{(k)}v^*})) = \Phi^{(n,k)}(k)v^*.
\]
Moreover,
\[
g^{(n)}(\Phi^{(n,k)}(k)(g^{T^{(k)}v^*})) = g_{i_1 i_1} \cdots g_{i_n i_n} \Phi_{j_1 \cdots j_n k_{1k} \cdots k_l} T^{(k)} g_{l_1 l_1} \cdots g_{l_{k_l} l_{k_l}} v^{*}_{i_1 \cdots j_n} = g_{i_1 i_1} \cdots g_{i_n i_n} \Phi_{j_1 \cdots j_n k_{1k} \cdots k_l} v^{*}_{i_1 \cdots j_n} = (g^{(n+k)}(\Phi^{(n,k)}(k))) v^*.
\]
Then
\[
\forall v^* \in \mathbb{R}^k, \forall g \in O(2), \quad (g^{(n+k)}(\Phi^{(n,k)}(k)) - \Phi^{(n,k)}(k)) v^* = 0
\]
which implies that
\[
\forall g \in O(2), \quad g^{(n+k)}(\Phi^{(n,k)}(k)) = \Phi^{(n,k)}(k).
\]
Since the only isotropic tensor of odd order is the null tensor, \( \Phi^{(n,k)} \) is null if \( n \) and \( k \) are of different parity. If \( n \) and \( k \) are of the same parity, then \( \Phi^{(n,k)} \) is an isotropic tensor of order \( n + k \), and thus can be expressed as a linear combination of elements of \( \mathbb{R}^{n+k} \), i.e.
\[
\Phi^{(n,k)} = \sum_i \lambda_i i^{(n+k)}.
\]
\[\square\]
Proposition A.2. Consider $\Phi_{(n,k)}^{(k)} \in \mathbb{I}^{(n+k)}$ and $v \in \mathbb{K}^k$. The image $V \in \mathbb{H}^{(n,k)}$ of $v$ by $\Phi_{(n,k)}^{(k)}$ has the following form:

$$V = \Phi_{(n,k)}^{(k)} \cdot v = \sum \lambda_j \gamma_j \ast (i_j^{(n-k)} \otimes v), \quad \text{with } \gamma_j \in \mathbb{S}_n.$$ 

Proof. Since $\Phi_{(n,k)}^{(k)} = \sum_i \lambda_i i_i^{(n+k)}$, $V$ has the following expression

$$V = \Phi_{(n,k)}^{(k)} \cdot v = \sum \lambda_i i_i^{(n+k)} \ast v.$$ 

Since $v \in \mathbb{K}^k$, $v$ is totally symmetric and traceless, as such any term $i_i^{(n-k)} \ast v$ which implies contraction within $v$ disappears. The non-zero terms are, up to index permutation, those of the form $i_i^{(n-k)} \otimes v$, which gives the announced result.

Proposition A.3. Let $V \in \mathbb{H}^{(n,k)}$ be the image of $v \in \mathbb{K}^k \setminus \{0\}$ by $\Phi_{(n,k)}^{(k)} \in \mathbb{I}^{(n+k)}$. There exists $\gamma > 0$ independent of $\nu$ such that

$$\|V\|^2 = \gamma \|v\|^2.$$ 

Proof. As

$$V = \sum \lambda_j \gamma_j \ast (i_j^{(n-k)} \otimes v), \quad \text{with } \gamma_j \in \mathbb{S}_n,$$

we remark that $V$ is null if and only if $v$ is null. So let us assume that $v \in \mathbb{K}^k \setminus \{0\}$. Since $\|V\|^2$ and $\|v\|^2$ are strictly positive, there exists $\gamma > 0$ such $\|V\|^2 = \gamma \|v\|^2$. Let us show that $\gamma$ is independent of $v$. We consider the function $\rho : \mathbb{K}^k \setminus \{0\} \to \mathbb{R}^+$ defined by

$$\rho(v) := \frac{\|\Phi_{(n,k)}^{(k)} \cdot v\|^2}{\|v\|^2}$$

in which the norms are the Frobenius norms associated with the dot product corresponding to the tensor order, i.e. $(\cdot)$ for $k$-th order tensors. Since $\mathbb{K}^k$ is irreducible and its elements transform as vectors, any element of $\mathbb{K}^k$ can be obtained from a non-null reference one, $v^1$, up to a scaling factor and up to a rotation. We can then write

$$v = \lambda g^{(k)} \ast v^1, \quad \text{with } \lambda \in \mathbb{R}^+, \quad g \in O(2),$$

obviously the scaling and the rotation transformations commute. As a consequence, $\gamma$ is independent of $v$ if the function $\rho$ is constant on $\mathbb{K}^k \setminus \{0\}$. Let us show that the function $\rho$ is constant on $\mathbb{K}^k \setminus \{0\}$.

- We observe that

$$\forall (\lambda, v) \neq (0, 0), \quad \rho(\lambda v) = \frac{\|\Phi_{(n,k)}^{(k)} \cdot \lambda v\|^2}{\|\lambda v\|^2} = \frac{\|\Phi_{(n,k)}^{(k)} \cdot v\|^2}{\|v\|^2} = \rho(v).$$

So $\rho$ is an homogeneous function of degree 0, meaning that $\rho(v)$ is independent of the norm of $v$.

- $\rho$ is an isotropic function, i.e. $\rho(g \ast v) = \rho(v)$ for $v \neq 0$ and $\forall g \in O(2)$. First, $\Phi_{(n,k)}^{(k)}$ is $O(2)$-equivariant, hence

$$v' = g^{(k)} \ast v \Rightarrow V' = g^{(k)} \ast V,$$

secondly, norms are isotropic functions, as such

$$\forall g \in O(2), \quad \rho(g^{(k)} \ast v) = \frac{\|\Phi_{(n,k)}^{(k)} \ast (g^{(k)} \ast v)\|^2}{\|g^{(k)} \ast v\|^2} = \frac{\|g^{(k)} \ast V\|^2}{\|g^{(k)} \ast v\|^2} = \frac{\|V\|^2}{\|v\|^2} = \rho(v).$$

This result means that $\rho(v)$ is independent of the orientation of $v$. Since the scaling and the rotation transformations commute, and since the function is constant for both actions considered separately, we have

$$\rho(v) = \rho(\lambda g^{(k)} \ast v^1) = \rho(v^1) =: \gamma, \quad \forall v \in \mathbb{K}^k \setminus \{0\}.$$ 

Hence the constant $\gamma$ is independent of the considered vector $v \in \mathbb{K}^k$. □
The following proposition gives a method to compute the parameter \( \gamma \); it corresponds to Proposition 3.2 of Section 3.

**Proposition A.4.** The constant \( \gamma \) defined in Proposition A.3 can be also calculated as

\[
\gamma = \frac{1}{2} \text{tr } M
\]

in which \( M \) is the matrix of the linear map \( \eta : \mathbb{K}^k \to \mathbb{K}^k \) defined by

\[
\eta(v) = \left( \Phi^{(k,n)} \circ \Phi^{(n,k)} \right) \cdot v.
\]

**Proof.** Let \( v \in \mathbb{K}^k \setminus \{0\} \) and \( V := \Phi^{(n,k)}(k) \cdot v \). From Proposition A.3, there exists \( \gamma > 0 \) such that \( \|V\|^2 = \gamma \|v\|^2 \). Let us consider

\[
M^{(k,k)} = \Phi^{(k,n)}(n) \cdot \Phi^{(n,k)}(k)
\]

which can be considered as a symmetric second-order tensor on \( \mathbb{K}^k \). By introducing \( I_{\mathbb{K}^k} \) the second-order identity tensor on \( \mathbb{K}^k \), the relation \( \|V\|^2 = \gamma \|v\|^2 \) can be expressed as:

\[
v \cdot M^{(k,k)} \cdot v = \gamma v \cdot I_{\mathbb{K}^k} \cdot v.
\]

Differentiating with respect to \( v \) we obtain

\[
(M^{(k,k)} - \gamma I_{\mathbb{K}^k}) \cdot v = 0.
\]

By considering a specific basis for \( \mathbb{K}^k \), the former relation can be reformulated in terms of matrix,

\[
(M - \gamma I) \cdot v = 0.
\]

Since \( v \neq 0 \) the previous relation shows that \( \gamma \) is an eigenvalue of \( |M| \). This result can be refined by noting the following points:

- \( \forall k > 0, \ \dim(\mathbb{K}^k) = 2 \), as such \( |M| \) has at most 2 different eigenvalues ;
- Since by construction \( M^{(k,k)} \) is an isotropic tensor, \( |M| \) is proportional to \( |I| \), hence \( \gamma \) is a double eigenvalue.

As a consequence,

\[
\gamma = \frac{1}{2} \text{tr } |M|.
\]

\( \square \)

The next result is fundamental to demonstrate the Theorem 3.1.

**Lemma A.5.** The tensor \( \Phi^{(n,k)} \) is invertible, and its inverse \( \left( \Phi^{(n,k)} \right)^{-1} \) has the following expression:

\[
\left( \Phi^{(n,k)} \right)^{-1} = \frac{1}{\gamma} \Phi^{(k,n)}
\]

in which \( \Phi^{(k,n)} \) denotes the transpose of \( \Phi^{(n,k)} \) as defined by Equation (3.6).

**Proof.** Let \( v \in \mathbb{K}^k \) and \( V = \Phi^{(n,k)}(k) \cdot v \), we have

\[
\|V\|^2 = \langle \Phi^{(n,k)}(k) \cdot v, \Phi^{(n,k)}(k) \cdot v \rangle_{\mathbb{K}^k} = \langle v, \Phi^{(k,n)}(n) \cdot \Phi^{(n,k)}(k) \cdot v \rangle_{\mathbb{K}^k}.
\]

From Lemma A.3 we have:

\[
\|V\|^2 = \gamma \|v\|^2,
\]

then

\[
\langle v, \Phi^{(k,n)}(n) \cdot \Phi^{(n,k)}(k) \rangle_{\mathbb{K}^k} = \langle v, \gamma I_{\mathbb{K}^k} \cdot v \rangle_{\mathbb{K}^k}
\]

which is equivalent to

\[
\langle v, (\Phi^{(k,n)}(n) \cdot \Phi^{(n,k)} - \gamma I_{\mathbb{K}^k}) \cdot v \rangle_{\mathbb{K}^k} = 0.
\]

We deduce that

\[
\Phi^{(k,n)}(n) \cdot \Phi^{(n,k)} = \gamma I_{\mathbb{K}^k}
\]
and then
\[
\left( \Phi^{(n,k)} \right)^{-1} = \frac{1}{\gamma} \Phi^{(k,n)}.
\]

Finally, the next result will be used in Appendix B to directly characterize some harmonic embeddings.

**Lemma A.6.** Consider \( T^n \) a space of \( n \)-th order tensors and let \( H^{(n,k)} \) be a subspace of \( T^n \) isomorphic to a harmonic space \( K^k \) with \( k \leq n \). Then the projector \( P^{(n,k)} \) from \( T^n \) onto \( H^{(n,k)} \) belongs to \( L^2(T^n, T^n) \).

**Proof.** By its own definition, \( P^{(n,k)} \) is a linear map from \( T^n \) to \( T^n \). We can therefore consider it as a tensor of order \( 2n \), it remains to verify the major symmetry, i.e. that \( P^{(n,k)} = (P^{(n,k)})^T \). Since
\[
P^{(n,k)} = \frac{1}{\gamma} \Phi^{(n,k)} (k) \left( \Phi^{(n,k)} \right)^T,
\]
the major symmetry is verified. \( \square \)

**APPENDIX B. CLEBSCH-GORDAN HARMONIC EMBEDDINGS**

This section is devoted to the demonstration of the fundamental explicit harmonic decomposition associated with the embeddings \( \mathbb{K}^p \oplus \mathbb{K}^q \hookrightarrow \mathbb{K}^p \otimes \mathbb{K}^q \) used in the main part of the article. Since the embedding of the leading component is trivial, the problem reduces to the determination of the unique embedding of \( \mathbb{K}^{|p-q|} \) into \( \mathbb{K}^p \otimes \mathbb{K}^q \). Knowing the algebraic characterisation of \( \mathbb{K}^p \otimes \mathbb{K}^q \), this question can be reformulated in terms of linear algebra.

We have the following result:

**Theorem B.1.** For \( n \geq 1 \), let \( P^{(n,n)} \) be the tensor associated to the projector from \( T^n \) onto \( \mathbb{K}^n \) and consider \( T^{n,n} \) an element of \( L^s(\mathbb{K}^n, \mathbb{K}^n) \simeq \mathbb{K}^{2n} \otimes_s \mathbb{K}^n \). The tensor \( T^{n,n} \) can be parametrized as follows:
\[
T^{n,n} = K + \frac{\alpha}{2} P^{(n,n)}, \quad (K, \alpha) \in \mathbb{K}^{2n} \times \mathbb{K}^0.
\]
in such way that \( T^{n,n} (2n) \cdot P^{(n,n)} = \alpha \).

**Proof.** First by using the Clebsch-Gordan formula, it is known that \( L^s(\mathbb{K}^n, \mathbb{K}^n) \simeq \mathbb{K}^{2n} \oplus \mathbb{K}^0 \), as such \( T^{n,n} \in L^s(\mathbb{K}^n, \mathbb{K}^n) \) can be written as
\[
T^{n,n} = K + \alpha \Phi^{(2n,0)}
\]
with \( K \in \mathbb{K}^{2n}, \alpha \in \mathbb{K}^0 \), and \( \Phi^{(2n,0)} \) is an isotropic tensor of order \( 2n \) element of \( L^s(T^n, T^n) \). As a direct consequence of Lemma A.6, it can be observed that \( P^{(n,n)} \) is also an isotropic tensor of order \( 2n \) element of \( L^s(T^n, T^n) \). Since \( (H^{(n,0)}) \neq 1 \),
\[
\Phi^{(2n,0)} = \lambda P^{(n,n)}
\]
The scaling factor \( \lambda \) is determined such as \( T^{n,n} (2n) \cdot P^{(n,n)} = \alpha \). We have
\[
T^{n,n} (2n) \cdot P^{(n,n)} = \alpha \lambda P^{(n,n)} (2n) \cdot P^{(n,n)}.
\]
Since \( P^{(n,n)} = 1 \mathbb{K}^n \), \( (P^{(n,n)} (2n) \cdot P^{(n,n)}) = \text{dim}(\mathbb{K}^n) = 2 \). Then \( T^{n,n} (2n) \cdot P^{(n,n)} = 2 \alpha \lambda \) and we deduce that \( \lambda = \frac{1}{2} \).

**Corollary B.2 (Decomposition of \( \mathbb{K}^3 \otimes^s \mathbb{K}^3 \)).** Elements of \( \mathbb{K}^3 \otimes^s \mathbb{K}^3 \) can be decomposed as follows:
\[
\mathbb{A}^{3,3} \simeq \mathbb{H} + \frac{\alpha^{3,3}}{2} P^{(3,3)} \simeq, \quad \text{where } \alpha^{3,3} = \mathbb{A}^{3,3 (6)} \simeq \mathbb{P}^{(3,3)}\simeq
\]
and where \( P^{(3,3)} \) is defined in Proposition 5.3.

**Lemma B.3 (Decomposition of \( \mathbb{K}^3 \otimes \mathbb{K}^1 \)).** There exists an \( \text{O}(2) \)-equivariant isomorphism between \( \mathbb{K}^3 \otimes \mathbb{K}^1 \) and \( \mathbb{K}^4 \otimes \mathbb{K}^2 \) such that for any \( T^{3,1} \in \mathbb{K}^3 \otimes \mathbb{K}^1 \),
\[
T^{3,1} \simeq \mathbb{H} + \Phi^{(4,2)} : h, \quad \text{where } h = \text{tr}_{14} T^{3,1}.
\]
with \((K, h) \in \mathbb{K}^4 \times \mathbb{K}^2\) and \(\Phi_{\sim}^{(4,2)}\) is such that

\[
(\Phi_{\sim}^{(4,2)} : h)_{ijkl} = \frac{1}{2}(h_{ij}\delta_{kl} + h_{ik}\delta_{jl} - h_{il}\delta_{jk})
\]

where

\[
(\Phi_{\sim}^{(4,2)})_{ijklmn} = \frac{1}{2}\left(\delta_{kl}P_{ijmn}^{(2,2)} + \delta_{lj}P_{ikmn}^{(2,2)} - \delta_{jk}P_{ilmn}^{(2,2)}\right).
\]

Above, \(P_{\sim}^{(2,2)}\) is the standard deviatoric projector defined in Equation (4.5). Moreover, the inverse of \(\Phi_{\sim}^{(4,2)}\) is given by

\[
(\Pi_{\sim}^{(2,4)})_{ijklmn} = \frac{1}{2}\left(\delta_{mn}P_{kl}^{(2,2)} + \delta_{ln}P_{km}^{(2,2)} - \delta_{lm}P_{kn}^{(2,2)}\right).
\]

**Proof.** From the Clebsch-Gordan formula in 2D it is known that

\[\Phi \sim \begin{cases} \sim^T H \sim + \Phi_{\sim}^{(4,2)} : h & \text{with } H \in \mathbb{K}^4 \text{ and } h \in \mathbb{K}^2. \end{cases}\]

It can be checked that \(\mathbb{K}^4 \subset \mathbb{K}^3 \otimes \mathbb{K}^1\) and the question is the embedding of \(\mathbb{K}^2\) into \(\mathbb{K}^3 \otimes \mathbb{K}^1\). Up to a scaling factor, there is a unique way to do so. The embedding can be determined by solving a linear system. A general embedding of \(\mathbb{K}^2\) into \(\mathbb{K}^3 \otimes \mathbb{K}^2\) is given by:

\[
(\Phi_{\sim}^{(4,2)} : h)_{ijkl} = a_1h_{ij}\delta_{kl} + a_2h_{ik}\delta_{jl} + a_3h_{il}\delta_{jk} + a_4h_{jl}\delta_{ik} + a_5h_{kl}\delta_{ij}.
\]

It can be checked that, in \(\mathbb{R}^2\), for a generic \(h \in \mathbb{R}^2\), the family of tensors \(\{h_{ij}\delta_{kl}, h_{ik}\delta_{jl}, h_{il}\delta_{jk}, h_{jl}\delta_{ik}, h_{kl}\delta_{ij}\}\) is not free. For instance,

\[
\begin{align*}
(h_{kl}\delta_{ij} &= h_{il}\delta_{jk} + h_{jk}\delta_{il} - h_{ij}\delta_{kl} \\
(h_{lj}\delta_{ik} &= h_{il}\delta_{jk} + h_{jk}\delta_{il} - h_{ik}\delta_{jl}.
\end{align*}
\]

At contrary, the family restricted to its four first element is free. As a consequence we will consider the following free parametrization:

\[
(\Phi_{\sim}^{(4,2)} : h)_{ijkl} = b_1h_{ij}\delta_{kl} + b_2h_{ik}\delta_{jl} + b_3h_{il}\delta_{jk} + b_4h_{jl}\delta_{ik}.
\]

For \(\Phi_{\sim}^{(4,2)} : h\) to belong to \(\mathbb{K}^3 \otimes \mathbb{K}^1\) the following conditions have to be satisfied:

1. complete symmetry with respect to \((ijk)\):

\[\zeta(123) \star (\Phi_{\sim}^{(4,2)} : h) - (\Phi_{\sim}^{(4,2)} : h) = 0, \quad \text{with } \zeta(123) \in S_3;\]

2. traceless with respect to \((ijk)\):

\[\frac{1}{2} (\Phi_{\sim}^{(4,2)} : h) = 0.\]

As a consequence, \(\Phi_{\sim}^{(4,2)} : h \in \mathbb{K}^3 \otimes \mathbb{K}^1\) has the following form

\[
(\Phi_{\sim}^{(4,2)} : h)_{ijkl} = b_1(h_{ij}\delta_{kl} + h_{ik}\delta_{jl} - h_{il}\delta_{jk}).
\]

The value of \(b_1\) is determined by the closure condition:

\[
\text{tr}_{14} (\Phi_{\sim}^{(4,2)} : h) = h
\]

which implies \(b_1 = \frac{1}{2}\). So, at the end:

\[\text{(B.1)} \quad (\Phi_{\sim}^{(4,2)} : h)_{ijkl} = \frac{1}{2}(h_{ij}\delta_{kl} + h_{ik}\delta_{jl} - h_{il}\delta_{jk}).\]
To obtain $\Phi_{\approx}^{(4,2)}$, observe that

$$h = I_{\approx}^{K^2} : h = p_{(2,2)}^{(2,2)} : h.$$ 

Inserting this relation into Equation (B.1), the expression of $\Phi_{\approx}^{(4,2)}$ is obtained. Since $\|\Phi_{\approx}^{(4,2)} : h\|^2 = \|h\|^2$, the application of the Theorem 3.1 gives

$$\Pi_{\approx}^{(2,4)} = \left(\Phi_{\approx}^{(4,2)}\right)^T$$

and a direct computation allows us to check that

$$\Pi_{\approx}^{(2,4)} : (\Phi_{\approx}^{(4,2)} : h) = \text{tr}_{14}\left(\Phi_{\approx}^{(4,2)} : h\right) = h.$$ 

The structure of the harmonic embedding is summed-up on the following diagram

(B.2)

For the three next lemmas, the proofs follow the same lines and will not be detailed.

**Lemma B.4 (Decomposition of $K^2 \oplus K^3$).** There exists an O(2)-equivariant isomorphism between $K^2 \oplus K^3$ and $K^5 \oplus K^1$ such that for any $T_{\approx}^{2,3} \in K^2 \otimes K^3$,

$$T_{\approx}^{2,3} = H + \Phi_{\approx}^{(5,1)}{\bar{\nu}}, \quad \text{where} \quad {\bar{\nu}} = \text{tr}_{12}\left(\text{tr}_{13} T_{\approx}^{2,3}\right)$$

with $(H, {\bar{\nu}}) \in K^5 \times K^1$ and $\Phi_{\approx}^{(5,1)}$ is such that

$$\Phi_{\approx}^{(5,1)}{\bar{\nu}}_{ijklm} = \frac{1}{4} \left(v_1(\delta_{jk}\delta_{lm} - \delta_{jl}\delta_{km} - \delta_{jm}\delta_{kl}) - v_j\delta_{lm}\delta_{kl}\right) + v_k(-2\delta_{ij}\delta_{lm} + \delta_{jl}\delta_{jm} + 2\delta_{im}\delta_{jl}) + v_l\delta_{im}\delta_{jm} + v_m\delta_{ij}\delta_{kl},$$

where

$$\Phi_{\approx}^{(5,1)} = \frac{1}{4} \left(\begin{array}{cccccc} 1 & -2 & 1 & 1 & 1 & 1 \\ 1 & 2 & 1 & 1 & 1 & 1 \\ 1 & 2 & 2 & 1 & 1 & 1 \\ 1 & 2 & 2 & 2 & 1 & 1 \\ 1 & 2 & 2 & 2 & 2 & 1 \\ 1 & 2 & 2 & 2 & 2 & 2 \end{array}\right).$$

The inverse of $\Phi_{\approx}^{(5,1)}$ is given by

$$(\Pi_{\approx}^{(1,5)})_{ijklmn} = (\Phi_{\approx}^{(5,1)})_{jklmni}.\,$$

**Lemma B.5 (Decomposition of $K^2 \oplus K^1$).** There exists an O(2)-equivariant isomorphism between $K^2 \oplus K^1$ and $K^3 \oplus K^1$ such that

$$T_{\approx}^{2,1} = H + \Phi_{\approx}^{(3,1)}{\bar{\nu}}, \quad \text{with} \quad {\bar{\nu}} = \text{tr}_{13} T_{\approx}^{2,1}$$

with $(K, {\bar{\nu}}) \in K^3 \times K^1$. $\Phi_{\approx}^{(3,1)}$ coincide with $P_{\approx}^{(2,2)}$ which is the standard deviatoric projector defined in Equation (4.5). The inverse of $\Phi_{\approx}^{(3,1)}$ is given by

$$(\Pi_{\approx}^{(1,3)})_{ijkl} = (p_{(2,2)}^{(2,2)})_{ijkl}.\,$$
Lemma B.6. There exists an $O(2)$-equivariant embedding of $\mathbb{H}^{-1}$ into $G^2$ such that

$$T^{1,1} = \beta \Phi^{(2,-1)}$$

with $\beta = T^{1,1} : \epsilon$

with $\beta \in \mathbb{R}$ and $\Phi^{(2,-1)} = \epsilon$. As such $\Pi^{(-1,2)} = \epsilon$ and the projector $P^{(2,-1)}$ from $G^2$ onto $H^{(2,-1)}$ has the following expression:

$$P^{(2,-1)} = \frac{1}{2} \epsilon \otimes \epsilon.$$
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