Finite-temperature line shapes of hard-core bosons in quantum magnets: A diagrammatic approach tested in one dimension
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The dynamics in quantum magnets can often be described by effective models with bosonic excitations obeying a hard-core constraint. Such models can be systematically derived by renormalization schemes such as continuous unitary transformations or by variational approaches. Even in the absence of further interactions the hard-core constraint makes the dynamics of the hard-core bosons nontrivial. Here, we develop a systematic diagrammatic approach to the spectral properties of hard-core bosons at finite temperature. Starting from an expansion in the density of thermally excited bosons in a system with an energy gap, our approach leads to a summation of ladder diagrams. Conceptually, the approach is not restricted to one dimension, but the one-dimensional case offers the opportunity to gauge the method by comparison to exact results obtained via a mapping to Jordan-Wigner fermions. In particular, we present results for the thermal broadening of single-particle spectral functions at finite temperature. The line shape is found to be asymmetric at elevated temperatures and the bandwidth of the dispersion narrows with increasing temperature. Additionally, the total number of thermally excited bosons is calculated and compared to various approximations and analytic results. Thereby, a flexible approach is introduced that can also be applied to more sophisticated and higher dimensional models.

DOI: 10.1103/PhysRevB.90.024428 PACS number(s): 75.40.Gb, 75.10.Pq, 05.30.Jp, 78.70.Nx

I. INTRODUCTION

Dynamic correlations generally provide valuable information about the systems under study. In linear response, for instance, all conceivable susceptibilities are dynamic correlations. In many spectroscopic experiments, dynamic correlations are measured, for instance, dynamic structure factors in scattering experiments or current-current correlations in reflectivity or absorption measurements. At low temperatures, such experimental data provide valuable information about elementary excitations, their mutual interaction, and many matrix elements.

Theoretically, it is well established that even complex quantum systems can be described at low energies by simpler effective models. Such models can result, for instance, from various renormalization procedures [1,2]. Focusing on gapped systems, the elementary excitations can be viewed generically as quasiparticles, the number of which is conserved, that move and interact and determine the physical properties of the system under study. The corresponding effective Hamiltonian in terms of these quasiparticles can be derived systematically by unitary transformations, see for instance Ref. [3], or by variational approaches, see for instance Ref. [4]. Such approaches yield models in terms of the elementary excitations so that the dynamic response at zero temperature is captured and an enormous wealth of information is available. If such models conserve the number of quasiparticles, i.e., the number of excitations, they are no longer plagued by quantum fluctuations: their ground state is the vacuum of the quasiparticles, cf. Ref. [3]. Thus the only remaining fluctuations to worry about are thermal ones at finite temperature.

We have two classes for physical realizations of such systems in mind. Quantum antiferromagnets with a finite spin gap represent one wide class. In particular, various antiferromagnets made from coupled spin dimers belong to this class, for instance, dimerized spin chains [5–7], spin ladders [8,9], two-dimensionally coupled spin ladders [10–13], and three-dimensionally coupled spin dimers [14,15]. The elementary excitations are triplons, i.e., $S = 1$ hard-core bosons [16]. The hard-core repulsion comes about because the presence of one excitation at a given site (dimer) excludes the presence of a second excitation at this site. Another example of hard-core bosonic excitations are spin flips in the high-field phase of the transverse field Ising model. They represent hard-core excitations of a single flavor [17].

The other class are designed systems made from ultracold bosonic atoms trapped in suitable optical traps and lattices, for a review see Ref. [18]. The setup of ultracold atoms has the advantage that their number is conserved by construction. A disadvantage with respect to the considerations presented here is that there is no scattering process that creates or annihilates an atom as does inelastic neutron scattering with magnetic triplons or magnons.

The models in terms of conserved hard-core bosons, i.e., their number is a conserved quantity, are very successfully analyzed to extract information at zero temperature, i.e., in the immediate vicinity of the ground state. However, the models are also valid and useful at finite temperatures unless the temperature is so high that the system enters another phase.

The overall goal of the present article is to benchmark a diagrammatic approach that allows one to include the thermal fluctuations in a strongly interacting model of hard-core bosons with the vacuum being the ground state, i.e., no bosonic condensate is considered. The benchmarking is done for a simple gapped chain model in which only one kind of hard-core bosons hop from site to site. This model can be treated exactly by a Jordan-Wigner mapping to free fermions so that a reliable testbed is available. However, the simple
model shares all the basic elements of more complicated hard-core boson models: mobile bosons with an infinite local repulsion whose number is conserved so that no quantum fluctuations occur.

We stress that the one-dimensional case serves only as a testbed to gauge our method while the approach is applicable also in higher dimensions and is not restricted to the one-dimensional case. Since only a limited tool set to calculate the finite temperature dynamics of quantum systems in higher dimensions is available, the diagrammatic approach is a promising new technique for a wide range of problems.

By the careful benchmark, we validate an approach which can be applied to all kinds of particle-conserving gapped models. Such effective models are no longer subject to quantum fluctuations. They can be derived systematically by various techniques, in particular by continuous unitary transformations [3] so that a large class of problems can be tackled in this way. Wide-spread examples are the excitation line shapes in gapped quantum antiferromagnets investigated by neutron scattering in one dimension [7] as well as in three dimensions [14,15]. So far, the theoretical treatments of these experiments have focused on dispersion relations $\omega(k)$ and their temperature dependent shifts, neglecting issues of line shape and width. We highlight the one-dimensional material $\text{Cu(NO}_3\text{)}_2 \cdot 2.5(\text{D}_2\text{O})$, which is strongly dimerized and exhibits a large gap-to-bandwidth ratio so that a particle-conserving model free of quantum fluctuations is easily derivable [19].

The diagrammatic approach to thermal fluctuations is systematically controlled by the expansion parameter $\exp(-\beta \Delta)$, where $\beta$ is the inverse temperature and $\Delta$ is the energy gap. We present the direct calculation of the leading order in $\exp(-\beta \Delta)$ of the self-energy and the corresponding self-consistent calculation with dressed propagators. This approach is tested for a model for which numerically exact results are available for the propagators. We show by comparison of numerical data that both approaches agree in linear order in $\exp(-\beta \Delta)$. In this comparison, we focus on the position of the single-boson peak in the spectral response, its broadening, and the symmetry of its shape. We show that while the single-boson peak broadens, the overall bandwidth of the dispersion tends to narrow upon increasing temperature. This behavior has been observed experimentally [6,7,14,15] and it is at the focus of ongoing theoretical research [20–24]. This underlines its importance. In view of the constantly improved instrumentation of inelastic neutron scattering setups, a growing interest in reliable theoretical techniques for the thermal effects on line shapes is to be expected. We also evaluate the average occupation due to thermal excitations and find an excellent agreement between the self-consistent diagrammatic result and the exact one.

In view of these results, the self-consistent diagrammatic approach suggests itself for application to more complicated, extended models for gapped quantum antiferromagnets after their reformulation in terms of conserved quasiparticles to take the quantum fluctuations into account. Extensions may comprise longer-range hoppings, further interactions among the hard-core excitations, and excitations of several flavors. Also, the application in dimensions greater than one appears promising because one may generally expect that a diagrammatic perturbative approach works even better in higher dimensions.

The present article is set up as follows. In the next section, the considered model is introduced. Second, in Sec. III, we present the diagrammatic approach in detail; a particular focus lies on the pure cosine band as it results from nearest-neighbor hopping. In Sec. IV, we explain how the equivalent fermionic model allows the numerically exact calculation of the propagators of the hard-core bosons. In Sec. V, we gauge the diagrammatic approach in quantitative comparison with the exact results and discuss its properties in detail. Finally, Sec. VI concludes the article.

II. MODEL

In this section, we introduce the model and the general quantities, such as the spectral functions, in which we are interested. General observations on the temperature dependence of the spectral weight of hard-core bosons are also presented.

To introduce the diagrammatic expansion for hard-core bosons, we choose a simple 1D model, a single chain of lattice sites. Every site can either be occupied or empty, so that the local Hilbert space is two dimensional. In real space, the Hamiltonian reads

$$H = \sum_i \left( \Delta + \frac{W}{2} \right) b_i^\dagger b_i - \sum_i W b_i^\dagger b_{i+1} + \text{H.c.},$$

where $b_i^\dagger$ and $b_i$ are operators at site $i$, which fulfill the hard-core boson relation

$$[b_j, b_i^\dagger] = \delta_{i,j}(1 - 2b_j^\dagger b_j).$$

The Hamiltonian (1) consists of a local energy term and a nearest-neighbor hopping. The energy gap is given by $\Delta > 0$, while $W > 0$ is the bandwidth of the dispersion

$$\omega(k) = \Delta + \frac{W}{2}[1 - \cos(k)],$$

where $k$ is the momentum of the excitations. The minimum of the dispersion with value $\Delta$ is found at $k = 0$. The ground state of the system is given by the vacuum state.

In typical physical systems, such as spin ladders or spin chains, additional interactions, non-particle-conserving terms as well as longer range hopping are present. We do not consider these terms in our simple model, but we stress that there are a variety of methods to treat such terms, which can be combined with our diagrammatic approach. For example, models with non-particle-conserving terms can be mapped to effective, particle-conserving models by continuous unitary transformations (CUT) [5,25–28], while additional interactions, besides the hard-core constraint, can be dealt with on a mean-field level. Longer-range hopping processes trivially modify the dispersion.

To test our diagrammatic results, we make use of the fact that the Hamiltonian (1) can be mapped to a system of free
fermions by the Jordan-Wigner transformation [29,30]

\[ c_j = \exp\left(\pi i \sum_{l<j} b_l^\dagger b_l\right) b_j, \tag{4a} \]

\[ b_j = \exp\left(-\pi i \sum_{l<j} c_l^\dagger c_l\right) c_j. \tag{4b} \]

The operators \( c_j^\dagger \) and \( c_j \) fulfill fermionic anticommutator relations. After a Fourier transformation to reciprocal space, the Hamiltonian (1) reads

\[ H = \sum_k \omega(k)c_k^\dagger c_k. \tag{5} \]

In contrast to free bosons, the spectral properties of hard-core bosons at finite temperature are not exactly known. Even though the above fermionic approach can be applied, the calculation of dynamic susceptibilities remains a difficult task because of the nonlocality of the Jordan-Wigner transformation. One example is the single-particle temperature Green function

\[ G(j,\tau) = -\langle T b_j^\dagger(-i\tau) b_0(0) \rangle, \tag{6} \]

where \( \tau \) is the imaginary time and \( T \) is the time-ordering superoperator. The corresponding spectral function reads

\[ A(p,\omega) = -\frac{1}{\pi} \lim_{\omega_0 \rightarrow -\omega+i0^+} \frac{1}{\sqrt{N}} \text{Im} \int_0^\beta d\tau e^{i\omega_0\tau} \sum_l e^{-ipl} G(l,\tau). \tag{7} \]

where we introduced the Matsubara frequencies \( \omega_0 \), the inverse temperature \( \beta = 1/T \), and the total number of sites \( N \).

The spectral function is connected to the dynamic structure factor (DSF) by the fluctuation-dissipation theorem:

\[ S(p,\omega) = \frac{1}{1 - e^{-\beta\omega}} [A(p,\omega) + A(p, -\omega)]. \tag{8} \]

The DSF is the relevant quantity for many experiments. For instance, it is accessible in inelastic neutron scattering experiments.

Note that there are no contributions from anomalous Green functions,

\[ G(l,\tau)_{\text{anomalous}} = -\langle T b_l^\dagger(-i\tau) b_l(0) \rangle, \tag{9} \]

since the Hamiltonian (1) is particle conserving.

Another important difference between hard-core bosons and normal bosons concerns sum rules for spectral functions. In general, the weight of the spectral function is determined by

\[ \int_{-\infty}^{\infty} A(p,\omega)d\omega = \langle [b_p, b_p^\dagger] \rangle. \tag{10} \]

For normal bosons this is a constant. In contrast, for hard-core bosons, transforming Eq. (2) into Fourier space yields

\[ [b_p, b_p^\dagger] = \delta_{p,p} - \frac{2}{N} \sum_{q_1} b_{q_1-p+p}^\dagger b_{q_1}. \tag{11} \]

As a result, the sum rule reads

\[ \int_{-\infty}^{\infty} A(p,\omega)d\omega = 1 - 2n(T), \tag{12} \]

where \( n(T) = \frac{1}{N} \sum_q \langle b_q^\dagger b_q \rangle \) is the thermal occupation. At zero temperature, \( n(T = 0) = 0 \) holds and the sum rule yields unity. The opposite case at infinite temperature is \( n(T = \infty) = 1/2 \); a site is occupied with probability 50% and the spectral weight over all positive and negative frequencies adds up to zero.

### III. DIAGRAMMATIC APPROACH

In this section, we introduce the diagrammatic approach to treat the hard-core repulsion at finite temperatures. The key idea is an expansion in the small parameter \( \exp(-\beta\Delta) \).

In Sec. III A, the single-particle self-energy is calculated for arbitrary dispersion relation. In Sec. III B, we specialize our results to the pure cosine band and show for this special case, that the shift of the dispersion, due to the finite density of thermal fluctuations, is a second-order effect in \( \exp(-\beta\Delta) \).

#### A. General calculations

Our diagrammatic approach is based on the idea to replace the hard-core boson operators by pure bosonic operators and to enforce the hard-core constraint by an infinite on-site interaction,

\[ H \rightarrow H_B = H + H_U, \quad H_U = \lim_{U \rightarrow \infty} U \sum_i b_i^\dagger b_i b_i^\dagger b_i. \tag{13} \]

This idea has long been known under the name of Brückner theory for nuclear matter and \( \text{He}_3 \) [31]. For low-dimensional solid state systems, such as spin ladders, it was first proposed in Ref. [32]. In contrast to that investigation, we are not dealing with quantum fluctuations but with thermal fluctuations, i.e., the number of bosons is a constant of motion in our case. In the original approach, anomalous Green functions are present and it is difficult to determine which diagrams contribute in leading order in the density of quantum fluctuations. In our application, no quantum fluctuations are present. The initial spin Hamiltonian may contain non-particle-conserving terms, but we assume that they have been eliminated by some renormalization procedure, for instance by unitary transformations. Consequently, we assume that at zero temperature the propagation of the hard-core bosons is described exactly.

Transforming the Hamiltonian \( H_B \) into reciprocal space yields

\[ H_B = \sum_q \omega(q) b_q^\dagger b_q + \frac{U}{N} \sum_{q,p,k} b_{q+k}^\dagger b_{q+p} b_{q+p} b_{q+k}. \tag{14} \]

Note that in higher dimensions the momenta \( q, p, k \) are vectors. This does not change the subsequent theoretical calculations. In practice, the equations can then be solved using higher-dimensional fast Fourier techniques.

We expand the single-particle propagator \( G(k,\omega) \) in terms of Feynman diagrams. Since the interaction is infinite, a truncated perturbative approach in the interaction strength cannot succeed. Instead, we use the density of thermal excitations as a small expansion parameter, i.e., we expand in \( \exp(-\beta\Delta) \). The leading order is given by those diagrams.
yielding the scattering amplitude \( \Gamma_1 \). We interpret \( \Gamma_1 \) as a low-temperature approximation. Our approximation breaks down once the density of thermally excited bosons becomes too high. This is the case whenever there are fluctuations of thermally excited bosons present. As a result, our approximation breaks down once the density of thermally excited bosons is not small anymore. So the chosen approach represents a low-temperature approximation.

The elementary building block in the ladder diagrams is the scattering amplitude, defined in Fig. 2, which can be interpreted as a generalized effective interaction. It is easily seen that the scattering amplitude fulfills a Dyson-like equation, the Bethe-Salpeter equation, shown in Fig. 3.

To simplify the following expressions we introduce the 2-momentum

\[
P = (p, i\omega_p)
\]

and the corresponding summation

\[
\sum_P = \sum_p \sum_{i\omega_p}.
\]

The Bethe-Salpeter equation in Fig. 3 reads in formulas

\[
\Gamma(P) = \frac{U}{N\beta} - \frac{U}{N\beta} \Gamma(P) \sum_L G_0(P + L)G_0(-L).
\]

Note that the scattering amplitude only depends on the total momentum \( P \) and not on any relative momenta. This is due to the simple structure of \( H_U \) in Fourier space.

In the following, we assume that each propagator in the diagrams in Figs. 1–3 is the bare boson propagator

\[
G_0(P) = \frac{1}{i\omega_P - \omega(P)}.
\]

Below, however, we will relax this assumption in the self-consistent evaluation. Equation (16) can be solved for \( \Gamma(P) \) yielding

\[
\Gamma(P) = \frac{U/(N\beta)}{1 + U M(P)},
\]

where

\[
M(P) = \frac{1}{N\beta} \sum_L G_0(P + L)G_0(-L).
\]

Since \( M(P) \) consists of convolutions of two Green functions, it is of order (at least) \( O(1/\omega) \) so that a Hilbert representation exists; it reads

\[
M(\omega, p) = \int_{-\infty}^{\infty} dx \frac{\rho_p(x)}{\omega - x},
\]

which can be obtained from the imaginary part

\[
\rho_p(x) = \frac{-1}{\pi} \lim_{\omega_l \to x + i\delta} \frac{1}{N} \sum_I \frac{1}{i\omega_p - [\omega(-l) + \omega(p + l)]} \times \left( \frac{1}{e^{\beta\omega(-l)} - 1} - \frac{1}{e^{\beta\omega(p+l)} - 1} \right).
\]

From the last expression, one sees that the spectral function \( \rho_p(x) \) is negative so that \( M(\omega, p) \) is negative as well for large, positive frequencies.

The spectral density \( \rho_p(x) \) can be calculated either analytically or numerically for a given dispersion \( \omega(k) \). For computational details, we refer the reader to Appendix B. Note that we already computed the sum over all Matsubara frequencies \( \omega_l \) appearing in Eq. (19) leading to the Bose functions in Eq. (21). The function \( \rho_p(x) \) consists of a two-particle continuum describing the spectral properties of two-particle scattering states. For \( T \ll \Delta \), the thermal factor can be expanded according to

\[
\left( \frac{1}{e^{\beta(x + i\delta)} - 1} - \frac{1}{e^{\beta(x - i\delta)} - 1} \right) = 1 + O(e^{-\beta \Delta}).
\]

It is not possible to take the limit \( U \to \infty \) already in Eq. (18), because there exists no spectral representation for \( \Gamma(P) \). This is one of the main differences to Ref. [34], where the Brückner theory was applied to the double-layer Heisenberg antiferromagnet at finite temperatures. In that model, quantum fluctuations are present, but the imaginary part of the self-energy was neglected and therefore broadening was omitted. Then, the spectral function \( A(p, \omega) \) remains a sharp \( \delta \) function even at finite temperature, but its position in frequency depends on temperature.

We know that \( M(\omega, p) \propto O(1/\omega) \) for \( \omega \to \infty \). Thus

\[
\frac{U}{1 + U M(\omega, p)} - U \propto O(1/\omega)
\]

holds. Consequently, there also

\[
\Gamma_1 \propto O(1/\omega)
\]

is the case in our model. This is true as long as there exists a sharp \( \delta \) function even at finite temperature, but its position in frequency depends on temperature. We know that \( M(\omega, p) \propto O(1/\omega) \) for \( \omega \to \infty \). Thus

\[
\frac{U}{1 + U M(\omega, p)} - U \propto O(1/\omega)
\]

holds. Consequently, there also

\[
\Gamma_1 \propto O(1/\omega)
\]
exists a spectral representation for this quantity,
\[ \frac{U}{1 + U M(\omega, p)} - U = \int_{-\infty}^{\infty} dx \tilde{\rho}_p(x), \]  
(23)
which again is determined by the imaginary part of the left-hand side. We calculate for finite \( \omega \) and \( U \),
\[ \frac{-1}{\pi} \lim_{\omega \to +i\delta} \Im \left[ \frac{U}{1 + U M(\omega, p)} - U \right] = \frac{-U^2 \rho_p(x)}{\left[ 1 + \mathcal{P} \int_{-\infty}^{\infty} \frac{\rho_p(y)}{y-x} dy \right]^2 + \left[ \rho_p(x)\pi \right]^2}. \]  
(24)
At this stage, one can take the limit \( U \to \infty \) and define the function
\[ f_p(x) = \frac{-\rho_p(x)}{\left[ \mathcal{P} \int_{-\infty}^{\infty} \frac{\rho_p(y)}{x-y} dy \right]^2 + \left[ \rho_p(x)\pi \right]^2}, \]  
(25)
where \( \mathcal{P} \) stands for the principal value of the integral. Again, this expression can be evaluated analytically or numerically, depending on the dispersion. In addition, for large \( \omega \), the denominator in (23) can vanish completely, because the real part of \( M(\omega, p) \) becomes negative in this region. The vanishing denominator yields an additional \( \delta \) function in \( \tilde{\rho}_p(x) \).

Thus \( f_p(x) \) is not the only contribution to \( \tilde{\rho}_p(x) \) but there also is the signature of an antibound state at very high energies in the range \( \mathcal{O}(U) \). The appearance of the antibound state in a lattice model with dominant repulsion \( U \) between the elementary excitations is actually to be expected. The propagator of two particles acquires an additional pole at \( U \).

In the context of our approach, however, it is a mathematical artifact because in the final limit \( U \to \infty \) the antibound state does not occur directly in any measurable quantity. This would be different in systems where \( U \) is very large, but not infinite, for instance, for ultracold atoms in optical lattices.

We stress that in spite of the limit \( U \to \infty \), which makes the antibound state vanish at infinity, it leaves traces at finite energies. To our knowledge, this has not been discussed in detail before. We will derive these effects in the following. To obtain the position and weight of the antibound state, we expand the denominator in Eq. (23) for high frequencies \( \omega \gg U \) leading to
\[ \frac{U}{1 + U M(\omega, p)} - U \approx \frac{U}{1 + \rho_0(p)\frac{1}{\omega} + \rho_1(p)\frac{1}{\omega^2}} - U, \]  
(26)
where \( \rho_0(p) \) and \( \rho_1(p) \) are the weight and the first moment of \( \rho_p(x) \), respectively,
\[ \rho_0(p) = \int_{-\infty}^{\infty} \rho_p(x) dx, \]  
(27a)
\[ \rho_1(p) = \int_{-\infty}^{\infty} x \rho_p(x) dx. \]  
(27b)

Based on Eq. (21b), one realizes that \( \rho_0(p) \) actually does not depend on \( p \). Therefore the \( p \) dependence can be ignored in the following calculations.

Extracting the imaginary part from Eq. (26) leads to
\[ \frac{-1}{\pi} \lim_{\omega \to +i\delta} \Im \left[ \frac{U \omega^2}{\omega^2 + U \rho_0 \omega + U \rho_1(p)} \right] = \frac{-U}{\pi} \lim_{\omega \to +i\delta} \Im \left[ \frac{\omega^2}{(\omega - \omega_1)(\omega - \omega_2)} \right], \]  
(28a)
where
\[ \omega_1 = -\frac{U \rho_0}{2} + \sqrt{\frac{U^2 \rho_0^2}{4} - U \rho_1(p)}. \]  
(28b)
\[ \omega_2 = -\frac{U \rho_0}{2} - \sqrt{\frac{U^2 \rho_0^2}{4} - U \rho_1(p)}. \]  
(28c)

We point out that \( \omega_1 = \mathcal{O}(U) \) is the energy of the antibound state while \( \omega_2 = \mathcal{O}(U^0) \) is a spurious root due to the expansion in \( 1/\omega \). Now we use Dirac’s identity
\[ -\pi \delta(\omega - \omega_0) = \Im \lim_{\delta \to 0^+} \frac{1}{\omega - \omega_0 + i\delta}, \]  
(29)
to obtain
\[ \frac{-1}{\pi} \lim_{\omega \to +i\delta} \Im \left[ \frac{U \omega^2}{\omega^2 + U \rho_0 \omega + U \rho_1(p)} \right] = U \left( \frac{x^2}{x - \omega_1} \delta(x - \omega_1) + \frac{x^2}{x - \omega_2} \delta(x - \omega_2) \right). \]  
(30)
In the following, we can drop the contribution of the spurious root. Combination with Eq. (25) yields
\[ \tilde{\rho}_p(x) = f_p(x) + U \left( \frac{x^2}{x - \omega_1 \omega_2} \delta(x - \omega_1) \right). \]  
(31)

Next we address the single-particle self-energy. To generate all diagrams in Fig. 1, the scattering amplitude must be closed in two ways as shown in Fig. 4.

If the hard-core bosons can have several flavors, the first diagram has to be counted several times, once for each flavor, because the flavor of the upper boson loop is independent of the one in the lower propagator. This is not the case for the second diagram because it does not have an independent boson loop. Thus it is counted only once even if several flavors are possible.

Due to the simple structure of the interaction, both diagrams yield the same contribution to the self-energy:
\[ \Sigma(P) = \frac{-2}{N\beta} \sum_k G_0(K) e^{i\omega_0^0} \frac{U}{1 + U M(P + K)}. \]  
(32)
Inserting the spectral representation (23) yields
\[ \Sigma(P) = -\frac{2}{N\beta} \sum_{k} G_0(K) \cdot e^{i\omega_0 u} \left( \int_{-\infty}^{\infty} dx \frac{\tilde{f}_{p+k}(x)}{i\omega + i\omega_0 - x + U} \right). \] (33)

Next, we sum over all Matsubara frequencies \( \omega_k \) and take the limit \( U \to \infty \). Splitting the self-energy into real and imaginary parts leads to
\[ \text{Re} \Sigma(p, \omega) = \frac{2}{N} \sum_{k} \left[ \frac{\omega - \rho_1(p + k)}{\rho_0} + \frac{\omega(k)}{\rho_0} \right] \frac{1}{e^{\beta\omega(k)} - 1} \]
\[ + \mathcal{P} \int_{-\infty}^{\infty} \frac{\rho_{\Sigma,p}(x)}{\omega - x} dx, \] (34a)
\[ \text{Im} \Sigma(p, \omega) = -\pi \rho_{\Sigma,p}(\omega), \] (34b)
where \( \rho_{\Sigma,p}(\omega) \) is the spectral function for the self-energy:
\[ \rho_{\Sigma,p}(\omega) = \frac{2}{N} \sum_{k} f_{p+k}(\omega + \omega(k)) \left[ \frac{1}{e^{\beta\omega(k)} - 1} \right. \]
\[ \left. - \frac{e^{\beta\omega(k)} - 1}{e^{\beta\omega(k)} + 1} \right]. \] (34c)

We draw the reader’s attention to the additional contributions in the real part of the self-energy besides the principal value integral over the spectral function \( \rho_{\Sigma,p}(\omega) \). These additional terms stem from the contribution of the antibound state in Eq. (30). They are subtle in nature because they represent the leftovers at finite frequencies \( \omega = \mathcal{O}(\Omega^0) \) of the antibound state in (31), which itself tends to infinity upon \( U \to \infty \). In this way, a frequency dependence remains in the real part of the self-energy that cannot be traced back to a spectral density at finite frequencies.

Next, we calculate our primary quantity of interest, the spectral function of the propagator,
\[ A(p, \omega) = \frac{-1}{\pi} \text{Im} \lim_{\omega_0 \to -\omega + i\delta} G(i\omega_p), \] (35a)
\[ = \frac{-1}{\pi} \text{Im} \Sigma(\omega, p) \] (35b).

The real part of the self-energy describes the shift of the peak position due to the interaction with the thermally populated background. We will see that a narrowing of the dispersion will ensue. The imaginary part describes the broadening of lines of the single excitations due to the hard-core interactions. If the imaginary part of the self-energy has only a negligible dependence on \( \omega \), the spectral function \( A(p, \omega) \) is a symmetric Lorentzian with full width \( 2\text{Im} \Sigma \) at half maximum. Below, we will see that this approximation does not hold at elevated temperatures.

One way to improve the results obtained from the ladder diagrams is to calculate the spectral function self-consistently. Thereby, we realize a conserving approximation in the sense of Baym and Kadanoff [35]. In order to do so, each bare propagator must be replaced by the fully dressed propagator
\[ G(P) = \int_{-\infty}^{\infty} A(p, x) \frac{dx}{i\omega_p - x}, \] (36)
which modifies the resulting equations slightly. On the diagrammatic level, this means that also a number of higher order diagrams are taken into account that consist of propagators with self-energy insertions. We refer the reader to Appendix A for more details on the explicit self-consistent calculation.

B. Special case: cosine band

The leading, linear contribution in \( \exp(-\beta \Delta) \) in the above general calculations can be evaluated analytically for the cosine band corresponding to nearest-neighbor hopping. This allows us to evaluate the real part of the self-energy in this order. For \( \rho_p(x) \), we obtain
\[ \rho_p(x) = -\frac{1}{\pi} \left( [W \cos \left( \frac{p}{2} \right)]^2 - (2\Delta + W - x)^2 \right)^{-1/2} + \mathcal{O}(e^{-2\beta \Delta}). \] (37)
The corresponding real part vanishes if \( \omega \) lies within the band. Using the expansion of \( \rho_p(x) \) to calculate the expansion of \( f_p(x) \) leads to
\[ f_p(x) = \frac{1}{\pi} \sqrt{\left( W \cos \left( \frac{p}{2} \right) \right)^2 - (2\Delta + W - x)^2} + \mathcal{O}(e^{-2\beta \Delta}). \] (38)
For \( \rho_{\Sigma,p}(x) \), we deduce
\[ \rho_{\Sigma,p}(x) = \frac{2}{N} \sum_{k} f_{p+k}(x + \omega(k)) e^{-\beta\omega(k)} + \mathcal{O}(e^{-2\beta \Delta}), \] (39a)
where
\[ \frac{1}{e^{\beta\omega(k)} - 1} - \frac{e^{-\beta\omega(k)}}{e^{\beta\omega(x(k))} - 1} = e^{-\beta\omega(k)} + \mathcal{O}(e^{-2\beta \Delta}) \] (39b) is used for \( x \gtrsim \Delta \). We aim at the real part of the self-energy describing the shift of the spectral function \( A(p, \omega) \). The expansion in \( \exp(-\beta \Delta) \) yields
\[ \text{Re} \Sigma(p, \omega) = \frac{2}{N} \sum_{k} \left[ -\omega - \rho_1(p + k) - \omega(k) \right. \]
\[ + \mathcal{P} \int_{-\infty}^{\infty} f_{p+k}(x + \omega(k)) \frac{dx}{\omega - x} e^{-\beta\omega(k)} \]
\[ \left. + \mathcal{O}(e^{-2\beta \Delta}) \right]. \] (40)
where we made use of
\[ \rho_0 = -1 + \mathcal{O}(e^{-\beta \Delta}). \] (41)
Next we consider \( \rho_1(p + k) \) and expand it in \( \exp(-\beta \Delta) \):
\[ \rho_1(p) = \int_{-\infty}^{\infty} \rho_p(x) dx, \] (42a)
\[ = -2\bar{\omega} + \mathcal{O}(e^{-\beta \Delta}), \] (42b)
where \( \bar{\omega} \) is the average value of the dispersion in the Brillouin zone. For the cosine band, this simply is
\[ \bar{\omega} = \Delta + \frac{W}{2}. \] (43)
Finally, we compute the principal value integral in (40) for the cosine band to reach

\[ P \int_{-\infty}^{\infty} \frac{f_{p+k}(x + \omega(k))}{\omega - x} \, dx = \omega - \left[ \Delta + \frac{W}{2} (1 + \cos(k)) \right] + O(e^{-\beta \Delta}), \quad (44) \]

as long as \( |\omega - [\Delta + W/2(1 + \cos(k))]| < |W \cos(p/2 + k/2)| \) holds. This is always true for \( \omega = \omega(p) \). Inserting Eqs. (42), (31), and (44) into the real part of the self-energy (40) yields

\[ \text{Re} \, \Sigma(p, \omega) = 0 + O(e^{-2\beta \Delta}). \quad (45) \]

Since our diagrammatic expansion is correct in first order in \( \exp(-\beta \Delta) \), we conclude that the first-order corrections in \( \exp(-\beta \Delta) \) to the real part of the self-energy vanish rigorously. We will confirm this conclusion by evaluating the equivalent fermionic model in the next sections. Hence the shift of the dispersion due to finite temperature for cosine bands is a second-order effect \( \propto \exp(-2\beta \Delta) \). Interestingly, this result in one dimension also holds in the case of multifactor hard-core bosons such as triplons because the multiplicity of the flavors only affects the prefactor of the self-energy.

IV. EQUIVALENT FERMIONIC MODEL

In this section, an equivalent fermionic model is introduced by means of the Jordan-Wigner transformation. This mapping allows us to calculate the finite temperature dynamics numerically based on the evaluation of Pfaffians. This approach is limited to a certain class of one-dimensional systems but allows us to gauge the diagrammatic approach.

The Hamiltonian (1) can be interpreted as an anisotropic spin model, the XX chain. Note that \( S^+_i = S^x_i + i S^y_i \) is identical to the hard-core boson creation operator \( b^+_i \), see Eq. (2). The open-ended \( N \)-site \( S = 1/2 \) XX chain in a homogeneous magnetic field \( h \) is defined by

\[ H_{XX} = -J \sum_{i=1}^{N-1} (S^+_i S^+_i + S^+_i S^+_i) + h \sum_{i=1}^{N} (S^z_i + \frac{1}{2}). \quad (46) \]

\( H_{XX} \) is one of the simplest quantum many-body systems because many of its properties can be derived from those of noninteracting lattice fermions. Nevertheless, it shows nontrivial dynamics.

The square of the Pfaffian is equal to the determinant of the antisymmetric matrix with the elements of (52) above the diagonal. Other properties of Pfaffians can be found in the literature [39]. The numerical evaluation of Pfaffians proceeds along similar lines as that of determinants. Many matrix elements can be reduced to zero by operations, which

\[ \text{H}_{XX} \text{can be mapped [36,37] to a Hamiltonian of noninteracting fermions,} \]

\[ H_F = -\frac{J}{2} \sum_{i=1}^{N} \sum_{k=1}^{N} c^+_i c_{i+1} + c^+_i c_{i-1} + h \sum_{i=1}^{N} c^+_i c_i, \quad (47) \]

by means of the Jordan-Wigner transformation (4). The diagonal form of the fermion Hamiltonian is

\[ H_F = \sum_k \omega(k) c^+_k c_k, \quad (48) \]

where the operators \( c^+_k \) and \( c_k \) create and destroy a fermion in a one-particle eigenstate, respectively. The one-particle energy eigenvalues are

\[ \omega(k) = -J \cos k + h, \quad k = \frac{v \pi}{N+1}, \quad v = 1, \ldots, N \quad (49) \]

and the eigenvectors are sinusoidal functions of the site index \( i \). Obviously, the dispersion relations (49) and (3) are identical for \( J = \frac{W}{2} \) and \( h = \Delta + \frac{W}{2} \).

In the fermionic ground state, all single-particle states with negative energies are occupied, while all other states are empty. For \( |h| > J \), the ground state is either completely occupied or completely empty. In the intermediate field range, \( |h| < J \), the ground state contains a partially filled band of Jordan-Wigner fermions.

We are interested in the correlation functions \( \langle S^z_i(t) S^z_j \rangle \), which have a rather complicated structure in the fermionic representation. With the fermionic identity

\[ \exp(i \pi c_i^+ c_i) = (c_i^+ + c_i)(c_i^+ - c_i) \quad (50) \]

applied to the Jordan-Wigner transformation (4), this correlation function may be expressed in terms of the auxiliary operators \( A_i = c_i^+ + c_i \) and \( B_i = c_i^+ - c_i \) as follows:

\[ \langle S^z_i(t) S^z_j \rangle = \frac{1}{4} \langle A_i(t)B_i(t)A_j(t)B_j(t) \rangle \cdot \langle A_i(t)B_i(t)A_j(t)B_j(t) \rangle \cdot \langle A_i(t)B_i(t)A_j(t)B_j(t) \rangle \cdot \langle A_i(t)B_i(t)A_j(t)B_j(t) \rangle. \quad (51) \]

This expectation value of a product of 2(i + j − 1) fermion operators may be expanded in terms of two-point expectation values using Wick’s theorem [38]. The result is most compactly expressed as a Pfaffian:

\[ 4 \langle S^z_i(t) S^z_j \rangle = \begin{vmatrix} \langle A_i(t)B_i(t) \rangle & \langle A_i(t)A_j(t) \rangle & \cdots & \langle A_i(t)A_j(t) \rangle \\ \langle B_i(t)A_j(t) \rangle & \langle A_i(t)B_i(t) \rangle & \cdots & \langle B_i(t)A_j(t) \rangle \\ \cdots & \cdots & \cdots & \cdots \\ \langle B_{j-1}A_j(t) \rangle & \cdots & \cdots & \cdots \end{vmatrix} \quad (52) \]
are known to leave the value of the Pfaffian invariant. After production of sufficiently many zero elements the evaluation of the Pfaffian becomes trivial due to an expansion theorem. An implementation along these lines was described by Derzhko and Krokhmalskii [40]. We use a similar algorithm here. An alternative recursive scheme for evaluating Pfaffians was used by Jia and Chakravarty [41].

The matrix elements of (52) can be evaluated from the expressions [42],

\[
\langle A_j(t)A_l \rangle = \frac{2}{N+1} \sum_k \sin k j \sin kl \times \left[ \cos \omega(k)t - i \sin \omega(k)t \tanh \frac{\beta \omega(k)}{2} \right], \tag{53a}
\]

\[
\langle A_j(t)B_l \rangle = \frac{2}{N+1} \sum_k \sin k j \sin kl \times \left[ i \sin \omega(k)t - \cos \omega(k)t \tanh \frac{\beta \omega(k)}{2} \right], \tag{53b}
\]

along with the relations

\[
\langle B_j(t)B_l \rangle = -\langle A_j(t)A_l \rangle, \tag{54a}
\]

\[
\langle B_j(t)A_l \rangle = -\langle A_j(t)B_l \rangle. \tag{54b}
\]

All elements of type (53a) with odd \( j - l \) and all elements of type (53b) with even \( j - l \) vanish. In fact, for \( t = 0 \) the elements (53a) are zero for all \( j \neq l \).

A word on boundary conditions is in order at this point. The mapping between the spin and fermion Hamiltonians as given above is only possible for open boundary conditions. For cyclic boundary conditions, the Jordan-Wigner transformation generates different Hamiltonians for even and odd total fermion numbers, respectively. This makes the calculation of the dynamic correlations \( \langle S^z_i(t)S^z_j \rangle \) extremely awkward, if not impossible, since every \( S^z \) operator switches back and forth between subspaces of even and odd fermion numbers. We therefore stick to open boundary conditions.

In order to make sure that open-chain numerical results pertain to the thermodynamic limit, only spins sufficiently far from the boundaries of sufficiently long chains may be considered. Then the finite group velocity of the Jordan-Wigner fermions prevents the occurrence of “echoes” reflected from the chain boundaries in the dynamic correlations for short enough times.

The quantity of interest in this study is the DSF \( S^z(q,\omega) \), since it is directly related to the spectral function \( A(q,\omega) \) by the fluctuation-dissipation theorem. \( S^z(q,\omega) \) is the Fourier transform with respect to space and time of the dynamic correlation \( \langle S^z_i(t)S^z_j \rangle \):

\[
S^z(q,\omega) = \sum_n \int_{-\infty}^{\infty} dt \exp[-i(qn - \omega t)] \langle S^z_i(t)S^z_{i+n} \rangle. \tag{55}
\]

\( S^z(q,\omega) \) is determined using fast Fourier transform algorithms. A technical problem occurs at low temperature, where \( \langle S^z_i(t)S^z_j \rangle \) displays slow power-law asymptotics at long times leading to spurious oscillations in \( S^z(q,\omega) \) if the Fourier transform is performed using a finite time interval. However, for the purposes of the present study, only the position and width of the dominant peak (or rather ridge) in \( S^z(q,\omega) \) is relevant so that no filtering or asymptotic continuation techniques had to be applied. All results discussed here are for the gapped case, \(|h| > J\) (or \( \Delta > 0 \)). DSF data for the case \(|h| < J\) were published some years ago [43] as were results for dimerized XX chains [44].

V. RESULTS

In this section, we discuss the results of the diagrammatic approach in detail. First, we compare the line shapes calculated by the diagrammatic approach with the numerically exact results obtained from the equivalent fermionic model in Sec. VA. Here, we also verify our analytical finding concerning the shift of the peak position from Sec. III B. Next, we extract the thermal occupation function from the single-particle Green function and compare it to various approximations and to the exact result. In Sec. VC, we study the real and imaginary parts of the self-energy obtained by the diagrammatic approach and discuss their general features. In the final two sections, Secs. VD and VE, we show the finite temperature broadening over a wide range of temperatures for the two modes defining the minimum and the maximum of the single-boson dispersion, respectively. We also discuss how the single-particle band narrows in energy at finite temperature.

A. Comparison to exact fermionic evaluation

Here, we compare the results of the diagrammatic expansion to the results of the exact fermionic evaluation. The latter are exact except for finite-size or finite-time effects. Thus the fermionic results will serve as testbed for the diagrammatic approach. The quantity of interest is the single-particle spectral function \( A(p,\omega) \). It is connected to the DSF by Eq. (8). It turns out that the spectral function has almost no weight for \( \omega < 0 \) in the parameter regime which we are focusing on. Therefore we can approximate the relation between \( A(p,\omega) \) and \( S(p,\omega) \) by

\[
S(p,\omega) = \frac{1}{1 - e^{-\beta\omega}} A(p,\omega) , \omega > 0. \tag{56}
\]

All diagrammatic results presented are calculated self-consistently, if not denoted otherwise. In Fig. 5, we compare the spectral function at finite temperature \( T = 0.434\Delta \), i.e., \( \exp(-\beta\Delta) = 0.100 \) obtained by the fermionic approach and by diagrammatic expansion for a narrow bandwidth \( W = 0.5\Delta \). The results agree very well for momentum \( p = \pi \), while a slight difference appears for \( p = 0 \). To understand the main effects qualitatively, the following argument helps. The weight of the peak changes only very little as function of temperature, see, for instance, Figs. 11 and 12 below. Thus the height of the peak is inversely proportional to its width. The width is proportional to the imaginary part of the self-energy, see Eq. (35), which in turn is exponentially small, namely, proportional to \( \exp(-\beta\Delta) \). Thus the height is proportional to \( \exp(\beta\Delta) \). This very strong dependence on the temperature \( (\beta = 1/T) \) puts the discrepancy between the height of the two curves for \( p = 0 \) into perspective. If \( \exp(\beta\Delta) \) is large, let us say \( \exp(\beta\Delta) = 10 \), a slight inaccuracy of 2% in the gap, which is modified by the real part of the self-energy, induces a
5% error in the height. For $\exp(\beta \Delta) = 100$, the relative error would even rise to 10%.

The shift of the peak position at finite temperature seems to be overestimated by the diagrammatic expansion. Since the shift is a second-order effect $\exp(-2\beta \Delta)$ and the diagrammatic expansion is only correct in first order $\exp(-\beta \Delta)$, such deviations can be expected. We attribute this difference to two sources: (i) the ladder approximation is not able to capture all relevant physical processes at this fairly elevated temperature. (ii) The data obtained in the fermionic approach have a finite resolution in the time domain, which implies some inaccuracies in the frequency domain. We do not include peaks at lower temperatures because they become very quickly extremely sharp so that it is difficult to evaluate their shape with appropriate numerical precision. This holds true for the numerical evaluation of both the exact and of the diagrammatic approach. We emphasize, however, that by construction the diagrammatic expansion underestimates the broadening obtained from the ladder approximation decreases, which clearly indicates that the ladder diagrams no longer capture the dominant scattering processes.

Figure 6 shows the spectral functions for the wide band case $W = 4\Delta$ at finite temperature $T = 0.434\Delta$, i.e., $\exp(-\beta \Delta) = 0.100$. Due to the larger bandwidth, the group velocity of the excitations is increased and the finite system size in the fermionic evaluation induces additional errors. This is clearly visible in the additional wiggling in the spectral function obtained in the fermionic approach.

Next, we want to study the shift of the peak position in more detail. In Figs. 7 and 8 the shift for the narrow and for the wide-band case is depicted as a function of the inverse temperature. Both methods indicate that the shift is a second-order effect in $\exp(-\beta \Delta)$, verifying our analytical argument, see Sec. III B. The diagrammatic expansion overestimates the shift as we have already seen in Figs. 5 and 6. Note that for $W = 4\Delta$ and $p = \pi$ four data points obtained by the fermionic approach show the same shift. This error is caused by the finite frequency resolution used in the fermionic approach. We stress again that the exact fermionic expressions are difficult to evaluate numerically, in particular, for low temperatures.

The width of the spectral functions is also investigated. It is measured by the full width at half maximum. The data are depicted in Figs. 9 and 10. For low temperatures, the data of both approaches agree well. Both data sets support our analytic finding in Eq. (34b) that the width is a first-order effect in $\exp(-\beta \Delta)$. Upon increasing temperature, the diagrammatic expansion underestimates the broadening of the line shape. This can be attributed to the missing diagrams $\propto \exp(-2\beta \Delta)$ not included in our approach. These diagrams describe additional scattering processes increasing the decoherence and broadening the line shape further. For $W = 0.5\Delta$ and very high temperatures, we even see that the broadening obtained from the ladder approximation decreases, which clearly indicates that the ladder diagrams no longer capture the dominant scattering processes.

![Diagrammatic p = 0 and Fermonic p = 0 comparison](image1)

![Diagrammatic p = \pi and Fermonic p = \pi comparison](image2)

![Diagrammatic p = 0 and Fermonic p = 0 comparison for W = 0.5\Delta](image3)
Finally, we consider the temperature dependence of the weight of the spectral function. More specifically, we plot the deviation from unity in logarithmic scale \( \log_{10}[A \exp(-\beta \Delta)] \) as a function of the inverse temperature. For both cases, an amazing agreement between the two methods is found. Since we have already shown in Sec. II that the thermal occupation is captured very accurately by the diagrammatic expansion in agreement with the exact fermionic results, see Eq. (12), we expect that the thermal occupation is directly connected to the weight of the spectral function. More specifically, we plot \( \log_{10}[A \exp(-\beta \Delta)] \) as a function of \( \Delta/T \) for the narrow band in Fig. 11 and for the wide band in Fig. 12 versus the inverse temperature.

**B. Thermal occupation**

Here, we focus on the thermal occupation, which can be determined from the spectral function by evaluating the integral

\[
n(T) = \frac{1}{2\pi} \int_0^{2\pi} \frac{dk}{e^{\beta \omega(T)} - 1} \int_{-\infty}^{\infty} A(k,\omega) d\omega dk.
\]  

(57)

Since the Jordan-Wigner transformation maps the hard-core bosons to fermions without interaction, the exact expression...
for the thermal occupation is easily available:

\[
n(T) = \frac{1}{2\pi} \int_{0}^{2\pi} (b_i^\dagger b_i) dk = \frac{1}{N} \sum_i (b_i^\dagger b_i) \tag{58a}
\]

\[
= \frac{1}{N} \sum_i (c_i^\dagger c_i) = \frac{1}{2\pi} \int_{0}^{2\pi} \frac{1}{e^{\beta\omega(k)} + 1} dk. \tag{58b}
\]

It is not possible to calculate the momentum-dependent thermal occupation analytically, because it includes many-particle correlation functions in the fermionic picture, see Sec. IV.

A crude estimate for the occupation function of hard-core bosons was proposed in Ref. [45],

\[
n(T,k)_{app} = \frac{e^{-\beta\omega(k)}}{1 + z(T)}, \tag{59}
\]

where \(z(T) = \sum_k \exp[-\beta\omega(k)]\). It is correct for flat bands, \(W = 0\), but often used as a first approximation also in the case of dispersive bands, see for instance Refs. [9,46]. The implied approximate thermal occupation reads

\[
n(T)_{app} = \frac{z(T)}{1 + z(T)}. \tag{60}
\]

We call the thermal occupation approximate hard-core statistics below because it only captures the local aspects of repelling bosons. The approximate statistics captures the correct values for \(T = 0\) and \(T = \infty\) for nonzero bandwidth. We therefore expect deviations from the exact expression to appear for moderate temperatures \(T \sim \Delta\) and wide bands \(W \gg \Delta\). The thermal occupation for the narrow band \(W = 0.5\Delta\) is depicted in Fig. 13. For low \(T\), the precise statistics does not matter, so that even the free boson statistics

\[
n(T)_{boson} = \frac{1}{2\pi} \int_{0}^{2\pi} \frac{1}{e^{\beta\omega(k)} - 1} dk \tag{61}
\]

captures the correct behavior. This changes distinctively at higher temperatures. The occupation number for free bosons has no bound for rising temperature, while for hard-core bosons, the limit \(n(T = \infty) = 1/2\) has to be fulfilled. Therefore the free boson approximation breaks down at \(T \gtrsim 0.3\Delta\). The non-self-consistent calculation improves the statistics beyond this point, but also breaks down once temperature reaches \(T \gtrsim 0.6\Delta\). Fortunately, the self-consistent calculation stays very close to the exact result, even for temperatures far above the energy gap. For the narrow band, the approximate statistics \(n(T)_{app}\) is indistinguishable from the exact curve.

Figure 14 shows the thermal occupation for the wide band \(W = 4\Delta\) for the same temperature range as in the narrow-band case. The thermal occupation does not grow as fast as for

FIG. 12. (Color online) Weight of the spectral function for \(W = 4\Delta\) as a function of the inverse temperature. Crosses represent results obtained in the fermionic approach, while boxes and circles represent results obtained by the diagrammatic expansion. The function \(\log_{10}[A \exp(-\beta\Delta)]\) has been fitted to the data using the parameter \(A\).

FIG. 13. (Color online) Temperature dependence of the occupation function for \(W = 0.5\Delta\). Comparison between a simple bosonic approximation, the non-self-consistent solution, the self-consistent solution, the approximate statistics from Ref. [45], and the exact fermionic expression.

FIG. 14. (Color online) Temperature dependence of the occupation function for \(W = 4\Delta\). Comparison between a simple bosonic approximation, the non-self-consistent solution, the self-consistent solution, the approximate statistics from Ref. [45], and the exact fermionic expression.
the narrow band due to the larger energy scale \( W \). The free boson approximation holds up to \( T \approx 0.4\Delta \), while the non-self-consistent calculation is correct up to \( T \approx 0.8\Delta \). Again the self-consistent solution agrees excellently with the exact result, while the approximate statistics \( n(T)_{\text{app}} \) overestimates the occupation for temperatures above \( T \approx 0.6\Delta \). For temperatures \( T \gg \Delta + W \) (not shown), the approximate statistics and the exact curve merge again.

C. Details of the diagrammatic approach

In the previous section, we gauged the diagrammatic approach by comparing it to the exact fermionic results. In the present section, we discuss the results of the diagrammatic expansion for various temperatures and bandwidths in more detail. As before, we restrict ourselves to the self-consistent solutions.

Even though self-consistency improves the results, we still require that the temperature is not too high, so that higher-order processes can be neglected. We stress that the single-particle gap \( \Delta \) is the most important energy scale, but also the bandwidth \( W \) at zero temperature plays an important role. Especially for the same temperature \( T \) and gap \( \Delta \), the narrow-band limit \( W \lesssim \Delta \) and the wide-band limit \( W \gtrsim \Delta \) can differ significantly, because narrow bands generically allow for a much larger fraction of thermal excitations, i.e., a higher density of thermally excited hard-core bosons, than wide bands.

In Figs. 15 and 16, we investigate the real and imaginary parts of the self-energy \( \Sigma(p,\omega) \) at various temperatures for the maximum mode \( p = \pi \) for \( W = 0.5\Delta \). The vertical line indicates the energy of the \( p = \pi \) mode at zero temperature.

D. Finite-temperature peak broadening

At zero temperature, the single-particle spectral function \( A(p,\omega) \) is a \( \delta \) function in frequency, signaling stable quasiparticles and providing the dominant contributions to the DSF. Our approach includes this basic property, because the expression for the self-energy \( \Sigma(p,\omega) \) in Eqs. (34a) and (34b) vanishes for \( T \to 0 \). Only because our numerical implementation to calculate \( A(p,\omega) \) is restricted to a finite frequency and momentum resolution, we require that the temperature is not too low. Otherwise, we are not able to resolve the spectral function. Especially, the self-consistent solutions require a finite broadening as initial input. This initial broadening does not matter at all once the computation is iterated for self-consistency and convergence is indeed reached. In our case, using up to 8 GB of memory to resolve the spectral function, we require that \( T > 0.15\Delta \).

First, we consider the temperature dependence of the gap mode at momentum \( p = 0 \) for the narrow band case \( W = 0.5\Delta \) calculated self-consistently in Fig. 17. For low temperatures, the response is primarily of Lorentzian shape and centered at the zero temperature response \( \omega = \Delta \). This changes distinctively at higher temperatures. Due to increased scattering with thermal excitations, the height of the spectral function decreases. The decrease scales with \( \exp(-\beta\Delta) \). The maximum of the response shifts towards higher energies and the peak broadens asymmetrically towards higher energies.
The degree of asymmetry is clearly visible in Fig. 18 where we compare the spectral function to a Lorentzian fit. While a pure Lorentzian shape provides evidence for incoherent scattering [47], i.e., an exponential decay in the time domain, asymmetric deviations imply nontrivial scattering. This observation agrees with recent theoretical as well as experimental studies [7,12–15,20–24].

Second, we consider the temperature dependence of the maximum mode at momentum $p = \pi$ for the narrow band case $W = 0.5\Delta$ calculated self-consistently. This quantity is depicted in Fig. 19. Similar to the gap mode, the spectral function of the maximum mode has a Lorentzian shape and it is centered at the zero temperature position $\omega = \Delta + W$ for low temperatures. The peak broadens with rising temperature and becomes asymmetric. In contrast to the gap mode, the peak position of the maximum mode shifts towards lower energies. Concomitantly, the asymmetric line shape accumulates weight at lower energies.

An overview plot of the self-consistent spectral function $A(p, \omega)$ at fixed temperature $T = 0.8\Delta$ is given in Fig. 20. One clearly sees how the asymmetry slowly changes from the gap mode to the maximum mode in dependence of total

FIG. 17. (Color online) Spectral function $A(p, \omega)$ at various temperatures for the gap mode $p = 0$ for $W = 0.5\Delta$.

FIG. 18. (Color online) Comparison between Lorentzian line shape and asymmetric spectral function at $p = 0$ for $W = 0.5\Delta$.

FIG. 19. (Color online) Spectral function $A(p, \omega)$ at various temperatures for the maximum mode $p = \pi$ for $W = 0.5\Delta$.

FIG. 20. (Color online) Spectral function for various momenta at fixed temperature $T = 0.8\Delta$ for $W = 0.5\Delta$. Note the offset of the $y$ axis.

E. Band narrowing

The asymmetry and the shift of positions observed in the previous section indicates that the total bandwidth of the system decreases upon rising temperature. We examine this feature in more detail in Figs. 21 and 22 for the narrow- and the wide-band cases, respectively. The position of the maximum in the response is plotted as a function of the total momentum $p$ for various temperatures $T \ll \Delta$. While for low temperatures the maximum is located at the dispersion $\omega(p)$, the band is narrowing upon increasing temperature. This effect can be explained by the thermal occupation of an increasing number of sites, blocking the propagation of an inserted particle. Consequently, the energy gap is increased and the bandwidth is decreased. In the literature, this is often called the temperature dependence of the gap [46] and of the dispersion, although the physical parameters $\Delta$ and $W$ of the model do not change with

...
temperatures. The inset shows a more detailed plot for the gap mode.

FIG. 22. (Color online) Dispersion determined from the position of the maximum of the spectral function for $W = 4\Delta$ for various temperatures. The inset shows a more detailed plot for the gap mode and for the maximum mode.

VI. CONCLUSION

In this paper, we benchmarked a diagrammatic approach to particle-conserving models that is capable of dealing with thermal fluctuations in leading order in $\exp(-\beta\Delta)$. We stress that particle-conserving effective models are free from quantum fluctuations at zero temperature because the vacuum is the ground state. Such effective models can be systematically derived for a large class of microscopic Hamiltonians such as gapped quantum antiferromagnets, for instance, dimerized spin chains [5–7,16], spin ladders [8,9], two-dimensionally coupled spin ladders [10–13], and three-dimensionally coupled spin dimers [14,15].

For the benchmark, we study the spectral properties of an exactly solvable gapped one-dimensional hard-core boson model with the nearest-neighbor hopping and no other interaction but the hard-core repulsion. We used diagrammatic perturbation theory to calculate the single-particle self-energy. The hard-core constraint was enforced by an infinite on-site interaction. The small control parameter is the density of thermal excitations, which implies that the summation of ladder diagrams is necessary and sufficient to capture the leading order in $\exp(-\beta\Delta)$. We emphasize that this concept applies equally in any other dimension, which is a particular asset of the approach advocated and tested here.

Our results show how the single-particle $\delta$ peak in the spectral function broadens with increasing temperature and how bandwidth and momentum influence the spectral function. We used the mapping to interaction-free Jordan-Wigner fermions to obtain results, which are numerically exact except for finite size and time effects. By these data, we have gauged our diagrammatic approach and evaluated its limits. For low temperature, a very good agreement is reached. Both methods show that the shift of the peak position is a second-order effect $\propto \exp(-2\beta\Delta)$ for the cosine band. In contrast, the width of the peak is a first-order effect $\propto \exp(-\beta\Delta)$. Thus it is captured very well by the diagrammatic approach for low enough temperatures. Our findings agree with those by Essler and co-workers obtained by direct computations of the leading contributions to the partition sums [21,23,48]. The focus of the Refs. [21,23] is on the relevant continuum field-theoretical model, while Ref. [48] studied the strong Ising limit of a spin chain. The former references deal with an infinitely wide band without lattice while the latter treats a very narrow band on a lattice. Both studies are specific to one dimension.

With the help of the spectral function we also calculated the thermal occupation, that is, the total number of thermally excited bosons. The corresponding results of the self-consistent diagrammatic approach are in excellent agreement with the exact analytic expression available from the fermionic description, even for temperatures far above the gap $\Delta$.

We found clear evidence that (i) the line shapes become asymmetric and that (ii) the band width of the overall dispersion narrows upon increasing temperature. Note that both phenomena seem to be not a specific feature of one dimension but also show up in quantum magnets that are coupled in all three space dimensions. One very recent example is given in Ref. [15], where the asymmetric broadening is observed by inelastic neutron scattering in the three-dimensional antiferromagnet $\text{Sr}_2\text{Cr}_2\text{O}_6$.

From a theoretical point of view, we expect that the asymmetric line shapes as well as the narrowing of the total bandwidth do not depend qualitatively on dimensionality. The argument in support of this expectation is that both phenomena are most pronounced in the case of relatively narrow bands of the order of the gap and at temperatures also of the order of the gap. In this regime, modes at all momenta are thermally excited bosons. The bulk of the density of states matters. The dimensionality, however, influences mostly the band edges and the van Hove singularities at the edges of the density of states.

A different scenario is displayed by systems with a very high or even infinite bandwidth, where the dynamics of
the thermal excitations strongly depends on the lower band edge singularity. Further calculations for higher-dimensional systems are beyond the scope of the present paper, but they are clearly called for in the near future.

We conclude that the proposed approach is successfully benchmarked against the exact solution. This finding suggests to generally extend the success of particle-conserving effective models at zero temperatures to small, but finite temperatures by this diagrammatic technique. This enlarges the applicability and thus the usefulness of such effective models considerably. Especially, the combination with the CUT approach seems promising. By means of the CUTs, the quantum fluctuations of the hard-core bosons at zero temperature are treated in high precision by mapping the microscopic models to effective, particle-conserving ones.

We emphasize that the presented diagrammatic approach does not rely on integrable field theories or other properties specific to one dimension. Thus various extensions suggest themselves. One may consider more complicated dispersions and multilined core-hard-bosons in exactly the same way. Furthermore, one may include other interactions including correlated hopping processes for the hard-core excitations at least on a mean-field level. Most importantly, it is conceptually possible to extend the presented approach to higher dimensions and to different models that are currently subject of ongoing experimental research, see, for instance, Refs. [14,15].

We conclude that the diagrammatic expansion is an efficient and universal method to calculate line shapes at not too high temperatures from the particle-conserving effective models for a wide range of gapped systems with hard-core bosonic excitations. This has been shown in the present work on the level of a testbed calculation in one dimension. Various extensions can be tackled next.
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APPENDIX A: SELF-CONSISTENT CALCULATION

Here, we modify the diagrammatic derivations given in Sec. III A so that the dressed propagator $G(P)$ is used instead of the bare one $G_0(P)$,

$$G_0(P) \rightarrow G(P) = \int_{-\infty}^{\infty} \frac{A_p(x)}{i\omega_p - x} dx. \quad (A1)$$

This changes the calculation of $M(P)$ in (19),

$$M(P) = \frac{1}{N} \sum_l \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dx' \frac{A_{p+}(x) A_{-}(x')}{i\omega_p - (x' + x)} \left( \frac{1}{e^{-\beta x'} - 1} - \frac{1}{e^{\beta x} - 1} \right). \quad (A2)$$

which leads to a modified expression for $\rho_p(y)$:

$$\rho_p(y) = \frac{-1}{N} \sum_l \int_{-\infty}^{\infty} dx \left[ A_{p+}(x) \frac{A_{-}(y - x)}{e^\beta x - 1} - A_l(x) \frac{A_{-}(y - x)}{e^{-\beta(y-x)} - 1} \right]. \quad (A3)$$

The calculation of $f_p(x)$ in (25) remains unchanged so that $\tilde{\rho}_p(x)$ now reads

$$\tilde{\rho}_p(x) = f_p(x) + U \left[ \frac{\omega_1^2(p)}{\omega_1(p) - \omega_2(p)} \delta(x - \omega_1(p)) \right]. \quad (A4a)$$

where

$$\omega_1(p) = -\frac{U\rho_0(p)}{2} + \sqrt{\frac{U^2\rho_0(p)^2}{4} - U\rho_1(p)}, \quad (A4b)$$

$$\omega_2(p) = -\frac{U\rho_0(p)}{2} - \sqrt{\frac{U^2\rho_0(p)^2}{4} - U\rho_1(p)}. \quad (A4c)$$

Due to the self-consistency, the weight function $\rho_0(p)$ now depends on total momentum $p$. The spectral function for the self-energy reads

$$\rho_{\Sigma,p}(y) = \frac{2}{N} \sum_k \int_{-\infty}^{\infty} dx \left[ f_k(x) \left[ A_{k-}(y - x) \delta(x - \omega_1(p)) \right] - \frac{f_k(x)}{e^{\beta x} - 1} A_{k-}(y - x) \right]. \quad (A5)$$

which is again a two-dimensional convolution:

$$\rho_{\Sigma,p}(y) = \frac{2}{N} \sum_k \int_{-\infty}^{\infty} dx \left[ f_k(x) \frac{A_{(p-k)}(-y - x)}{e^{-\beta(y+x)} - 1} \right] \quad \text{and} \quad \rho_{\Sigma,p}(y) = \frac{2}{N} \sum_k \int_{-\infty}^{\infty} dx \left[ f_k(x) \frac{A_{(p-k)}(-y - x)}{e^{-\beta(y+x)} - 1} \right]. \quad (A6)$$

The real and imaginary parts of the self-energy finally read

$$\text{Re} \Sigma(p,\omega) = \frac{2}{N} \sum_k \int_{-\infty}^{\infty} dx' A_k(x') \left[ \frac{\omega}{\rho_0(p + k)} - \frac{\rho_1(p + k)}{\rho_0^2(p + k) + \omega^2} \right] \frac{1}{e^{\beta x'} - 1} + \frac{P}{1} \int_{-\infty}^{\infty} \frac{\rho_{\Sigma,p}(x)}{\omega - x} dx, \quad (A7a)$$

$$\text{Im} \Sigma(p,\omega) = -\pi \rho_{\Sigma,p}(\omega). \quad (A7b)$$

APPENDIX B: COMPUTATIONAL DETAILS

To make the diagrammatic expansion numerically tractable, we discretize all quantities of interest in momentum and frequency space. For momentum space we typically use up to 1024 points, while up to 65 536 points are used in frequency space to ensure a good resolution. Using smaller numbers does not change the results significantly. The numbers of points are powers of 2 to make use of fast radix-2-algorithms from the FFTW library [49]. The necessary calculations for the diagrammatic expansion of the spectral functions can be divided into four parts. First, the calculation of $\rho_p(x)$ in (21).
In the non-self-consistent case, we employ
\[ \rho_p(x) = \frac{-1}{2\pi} \int_0^{2\pi} dl \delta(x - [\omega(-l) + \omega(p+l)]) \]
\[ \times \left( \frac{1}{e^{\beta \omega(p+l)} - 1} - \frac{1}{e^{-\beta \omega(-l)} - 1} \right) \]  (B1a)
\[ = \frac{-1}{2\pi} \sum_l \frac{1}{|\omega(-l) + \omega(p+l)|} \]
\[ \times \left( \frac{1}{e^{\beta \omega(p+l)} - 1} - \frac{1}{e^{-\beta \omega(-l)} - 1} \right). \]  (B1b)

where \(\omega(l)\) is the derivative of the dispersion with respect to \(l\). The values \(l_i\) are the roots of the function \(g(l) = x - [\omega(-l) + \omega(p+l)]\). They are calculated numerically using a one-dimensional root finding algorithm. In the self-consistent case, the calculation can be carried out as given in (A3) because it represents a two-dimensional convolution in the variables \(l\) and \(x\). It can be calculated using conventional, fast convolution algorithms, based on fast Fourier transforms (FFTs).

The second step is the calculation of \(f_p(x)\) in (25). Here the main intricacy is the calculation of the principal value. This can be carried out efficiently using the tricks proposed by Liu and Kosloff [50].

The third step is the calculation of \(\rho_{\Sigma,p}(\omega)\) in (34c). In the non-self-consistent case, this can be done using standard one-dimensional integration algorithms, while the self-consistent case can again be mapped to a two-dimensional convolution, see (A6).

Finally, some remarks are in order on the calculation of the real and imaginary parts of the self-energy. While the imaginary part is again trivial, the real part requires another principal value integral and three one- or two-dimensional integrals.

It turns out that the calculations based on two-dimensional convolutions are much faster than those in the non-self-consistent case. This can be traced back to the fact that a single two-dimensional convolution is sufficient to calculate quantities such as \(\rho_p(x)\), while the same quantity in the non-self-consistent case requires the computation of a full set of roots for each pair of values \(x\) and \(p\) we are interested in.
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