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Abstract. The famous Uniformization Theorem states that on closed Riemannian surfaces there always exists a metric of constant curvature for the Levi-Civita connection. In this article we prove that an analogue of the uniformization theorem also holds for connections with metric torsion in the case of non-positive Euler characteristic. Our main tool is an adapted form of the Ricci flow.

1. Introduction and results

Throughout this article we consider a closed Riemannian surface $M$ with a Riemannian metric $g$. By $\nabla^{LC}$ we denote the Levi-Civita connection, which we obtain from the metric $g$. For any affine connection there exists a $(2,1)$-tensor field $A$ such that
$$\nabla^T X Y = \nabla^{LC} X Y + A(X, Y)$$
for all vector fields $X, Y$. We demand that the connection is metric, that is for all vector fields $X, Y, Z$ one has
$$X(g(Y, Z)) = g(\nabla_X Y, Z) + g(Y, \nabla_X Z).$$
Hence the endomorphism $A$ has to skew-adjoint, that is
$$g(A(X, Y), Z) = -g(Y, A(X, Z)).$$
The skew-adjoint endomorphism $A$ is called the torsion of the connection. Since we are only considering a two-dimensional manifold, the torsion endomorphism takes a rather simple form (see [13, Theorem 3.1]), that is
$$A(X, Y) = g(X, Y)V - g(V, Y)X,$$
where $V$ is a vector field. For this reason one calls $A(X, Y)$ vectorial torsion. We obtain the torsion tensor
$$T(X, Y) = A(X, Y) - A(Y, X) = g(V, X)Y - g(V, Y)X.$$ (1.1)
For more details on metric connections with torsion see [5] and references therein. The torsion contributes to the scalar curvature by
$$R = R_g + 2\text{div}_g V,$$ (1.2)
where $R_g$ denotes the curvature of the Levi-Civita connection. For a proof, see [1, Lemma 3.1]. For more details on the geometry of metric connections with vectorial torsion see [1].

The Gauss-Bonnet formula is not changed by the presence of torsion since the torsion contributes to the scalar curvature via a divergence term, that is
$$4\pi\chi(M) = \int_M R d\mu = \int_M (R_g + 2\text{div}_g V) d\mu.$$ Let $(M, g)$ be a surface with torsion $A$ induced by the vector field $V$. Then we see that for the conformal metric $(M, e^u g)$, the vector field $e^u V$ induces a connection with the same torsion $A$.

We are now interested in the following problem: Given a vectorial torsion $A$ can we find a metric $g$ in a given conformal class such that $R = \text{const}$? Our problem is related to the so-called prescribed curvature problem: Let $(M, h)$ be a closed Riemannian surface and let $f: M \to \mathbb{R}$ be a prescribed function. Does there exist a metric conformal to $h$, that is $g = e^u h$, whose
scalar curvature is given by $f$. Using the formula for the change of the scalar curvature under a conformal change of the metric this leads to the partial differential equation

$$-\Delta_h u + R_h = f e^u.$$ 

On $S^2$ this problem is very subtle and became known as Nierenbergs problem, it can be attacked using variational techniques [6]. However, the prescribed curvature problem can also be investigated by a flow approach, see [12] and [2].

In our case we want to prescribe the function $r - 2\text{div}_g V$ (where $r$ is defined below) which yields the following partial differential equation

$$-\Delta_h u + R_h = (r - 2\text{div}_g V) e^u.$$ 

Note that the divergence of the vector field $V$ depends on the metric $g$, hence the function we want to prescribe also depends on the metric.

To study the existence of constant curvature metrics on closed surfaces for a metric connection with torsion we will make use of the following evolution equation for the metric:

$$\frac{\partial}{\partial t} g(t) = (r - R_g - 2\text{div}_g V_g(t)) g(t), \quad g(0) = g_0$$ 

(1.3)

In order to ensure that the torsion does not change, the vector field $V_g(t)$ has to evolve by $\frac{d}{dt} V = (r - R)V$ or equivalently, the corresponding family of one-forms dual to $V$ via the metric $g(t)$ is constant in time.

A solution of this equation is called a normalized Ricci flow for a metric connection with (fixed) torsion. Note that $r$ and the volume are constant along this flow. In the case of vanishing torsion, it is known that the normalized Ricci flow on any surface converges to a metric of constant curvature [8]. We will prove the following

**Theorem 1.1.** Let $(M, g_0)$ be a closed Riemannian surface. Then there exists a unique solution $g(t)$ of (1.3) for all $t \in [0, \infty)$. If $\chi(M) \leq 0$ the solution converges to a metric of constant curvature with torsion as $t \to \infty$.

**Corollary 1.2.** Let $(M, g)$ be a closed Riemannian surface with $\chi(M) \leq 0$ equipped with a vectorial torsion $A$. Then in the conformal class of $g$, there exists a (up to rescaling) unique metric $\bar{g}$ whose scalar curvature with respect to the torsion $A$ is constant.

As for the standard Ricci flow the case of positive Euler characteristic is the most difficult one.

We want to point out that the evolution equation (1.3) is also connected to the so-called renormalization group flow studied in quantum field theory. This flow arises in the perturbative quantification of the so-called non-linear sigma model, the Ricci flow being the first order truncation. Our flow would describe the first order approximation of the renormalization group flow for a non-linear sigma model, where the target is two-dimensional and has a metric connection with torsion. A similar flow in higher dimensions has been studied in [11].

2. **Ricci flow with metric torsion**

In this section we discuss the basic properties of (1.3). Moreover, we establish the longtime-existence of our flow. Rewriting (1.3) as an evolution equation for the conformal factor, that is $g(t) = e^{u(t)} g_0$, yields

$$\frac{\partial}{\partial t} u = \Delta_{g(t)} u - e^{-u(t)} (R_{g_0} + 2\text{div}_{g_0} V) + r.$$ 

(2.1)

Using standard parabolic theory we obtain a unique smooth solution of (2.1) for $t \in [0, T)$ satisfying $u_0 = 0$. 

The Riemann tensor of the connection is
\[ \nabla \nabla f = \nabla_{\nabla f} + \nabla_{f,\nabla} f + \nabla_{f,\nabla f} - 2\Delta f \cdot g(V, X), \]
where \( \nabla_{\nabla f} \) denotes the second covariant derivative involving torsion. Note that the Laplacian on functions does not change in the presence of torsion.

Proof. We do the computation with respect to an orthonormal frame. Then
\[ \nabla_{\nabla f} = \sum_j \nabla_{\nabla f, e_j} f = \sum_j \nabla_{e_j,\nabla f} f + \sum_j \nabla_{e_j,\nabla f, e_j} f. \]

Note that the curvature endomorphism is given by \( R_{X,Y}^{\text{Tors}} = [\nabla_{X,\text{Tors}}, \nabla_{Y,\text{Tors}}] - \nabla_{[X,Y],\text{Tors}} \) such that \( \nabla_{X,Y} - \nabla_{Y,X} = R_{X,Y}^{\text{Tors}} - R_{Y,X}^{\text{Tors}} \). Therefore, we get the torsion term above.

To proceed, we remark that the Hessian of a function is not symmetric since it satisfies
\[ \nabla_{X,Y} f - \nabla_{Y,X} f = -\nabla_{(X,Y),\text{Tors}} f = \nabla_{g(V,Y)X-g(V,X)Y} f \]
and thus,
\[ \sum_j \nabla_{e_j,\nabla f} f = \Delta f - \nabla_{\nabla f, \text{Tors}} f + \nabla_{V,X} f - g(V, X)\Delta f. \]

To consider the other term, we first remark that the Riemann tensor of the connection is antisymmetric in the last two entries
\[ \langle R_{X,Y}^{\text{Tors}}, Z, W \rangle = -\langle R_{X,Y}^{\text{Tors}}, W, Z \rangle, \]
which follows from [1, Lemma 3.1]. Because the connection is metric, we have \( \langle \nabla_{X,\text{Tors}} \omega \rangle^Z = \nabla_{X} (\omega^Z) \) for any one-form \( \omega \) which implies \( \langle R_{X,Y}^{\text{Tors}} \omega \rangle^Z = R_{X,Y}^{\text{Tors}} (\omega^Z) \) and thus
\[ \langle R_{X,Y}^{\text{Tors}} \omega \rangle(Z) = -\omega(R_{X,Y}^{\text{Tors}} Z). \]

Therefore, we have
\[ \sum_j R_{X,e_j}^{\text{Tors}} \nabla_{e_j} f = -\nabla_{\text{Ric}^{\text{Tors}}(X)} f = -\frac{1}{2} R \nabla_X f, \]
which completes the proof. \( \square \)

Remark 2.4. Because of this complicated formula, it turned out that it is more convenient to use the Levi-Cevita connection for higher derivative estimates. For the rest of the paper, all covariant derivatives are therefore taken with respect to the Levi-Cevita connection.
Lemma 2.5. Let \((M, g(t))\) be a solution of the normalized Ricci flow with torsion on a closed surface. Then the scalar curvature \(R\) of the connection evolves by
\[
\frac{d}{dt} R = \Delta R + R(R - r). \tag{2.4}
\]

Proof. By the first variation of the Levi-Cevita scalar curvature \(R\) we have,
\[
\frac{d}{dt} R = -\Delta h - R g h,
\]
where we assume \(\frac{d}{dt} g = h \cdot g\). Moreover, because the family of one-forms corresponding to \(V_{g(t)}\) via \(g(t)\) is constant and therefore,
\[
\frac{d}{dt} (\text{div} V) = (r - R)\text{div} V
\]
by Lemma 2.2. Inserting \(h = -R + r\) and using \(R = R + 2\text{div} V\) yields the formula. \(\square\)

By the standard Ricci identity (2.3) and the evolution for the scalar curvature we get the following

Lemma 2.6. Let \((M, g(t))\) be a solution of the normalized Ricci flow with torsion on a closed surface. Then \(|\nabla R|^2\) evolves as
\[
\frac{d}{dt} |\nabla R|^2 = \Delta |\nabla R|^2 - 2|\nabla^2 R|^2 + (4R - 3r + 2\text{div} V)|\nabla R|^2. \tag{2.5}
\]

Definition 2.7. We define the curvature potential \(f\) by
\[
\Delta f = R - r. \tag{2.6}
\]

The right hand side of (2.6) has vanishing integral, so there always exists a solution to this equation.

Lemma 2.8. Let \(f_0(x, t)\) be a potential of the curvature for a solution \((M, g(t))\) of the normalized Ricci flow with torsion on a closed Riemannian surface. Then there exists a function \(c(t)\) depending only on \(t\) such that the potential function \(f = f_0 + c\) satisfies
\[
\frac{\partial f}{\partial t} = \Delta f + rf. \tag{2.7}
\]

Proof. By differentiating (2.6) with respect to \(t\) and Lemma 2.5 we obtain
\[
\frac{\partial}{\partial t} \Delta f = (R - r)^2 + \Delta \frac{\partial f}{\partial t} = \frac{\partial R}{\partial t} = \Delta \Delta f + R(R - r),
\]
which gives
\[
\Delta \left(\frac{\partial f}{\partial t} - \Delta f - rf\right) = 0.
\]
Since the only harmonic functions on a closed surface are constants, there is a function \(\gamma(t)\) such that
\[
\frac{\partial}{\partial t} f_0 = \Delta f_0 + rf_0 + \gamma.
\]
The statement follows by setting \(c(t) := -e^{rt} \int_0^t e^{r\tau} \gamma(\tau) d\tau\). \(\square\)

Lemma 2.9. We have the following evolution equations for the potential function \(f\)
\[
\frac{d}{dt} (f^2) = \Delta (f^2) - 2|\nabla f|^2 + 2 rf^2,
\]
\[
\frac{d}{dt} |\nabla f|^2 = \Delta |\nabla f|^2 - 2|\nabla^2 f|^2 + 2\text{div} V |\nabla f|^2 + r |\nabla f|^2. \tag{2.8}
\]
Proof. The first equation follows by a direct calculation, for the second one we make use of the standard Ricci identity (2.3), that is
\[
\frac{d}{dt} |\nabla f|^2 = 2\langle \nabla \Delta f, \nabla f \rangle + 2r|\nabla f|^2 + (R - r)|\nabla f|^2
\]
\[
= 2\langle \nabla \Delta f, \nabla f \rangle - R_g|\nabla f|^2 + (R + r)|\nabla f|^2
\]
\[
= \Delta |\nabla f|^2 - 2|\nabla^2 f|^2 + 2\text{div}V|\nabla f|^2 + r|\nabla f|^2.
\]

Corollary 2.10. Let \((M, g(t))\) be a solution of the normalized Ricci flow with torsion on a closed surface and let \(f\) be a potential for the curvature. Then there exists a constant \(C\) such that
\[
|f| \leq Ce^{rt}.
\] (2.9)

Proof. This follows directly from the maximum principle. \(\square\)

Using the evolution equation for the curvature potential (2.7) we find

Lemma 2.11. Let \((M, g(t))\) be a solution of the normalized Ricci flow with torsion on a closed surface. For \(r \leq 0\) there exists a uniform constant \(C\) such that
\[
g \leq C, \quad |\text{div}V| \leq C.
\]

Proof. We calculate
\[
\frac{d}{dt}(\text{div}V)^2 = 2\Delta f(\text{div}V)^2 = 2\left(\frac{df}{dt} - rf\right)(\text{div}V)^2,
\]
which can be integrated as
\[
|\text{div}V| = \exp(f(x, t) - f(x, 0) - r \int_0^t f(x, \tau) d\tau).
\] (2.10)

Note that this bound is uniform if \(r \leq 0\). We can rewrite the evolution equation for the metric as
\[
\frac{d}{dt}g = - (\Delta f)g = \left(\frac{df}{dt} - rf\right)g
\]
and again the result follows by integration. \(\square\)

Proposition 2.12. Let \((M, g(t))\) be a solution of the normalized Ricci flow with torsion on a closed surface. We obtain
\[
R \leq C,
\] (2.11)
where the constant \(C\) depends on \(t\) and is finite for finite values of \(t\).

Proof. We set
\[
Z := |\nabla f|^2 + \beta(R - r),
\]
where \(\beta\) is some positive number. By a direct calculation we obtain
\[
\frac{dZ}{dt} = \Delta Z + rZ + 2\text{div}V|\nabla f|^2 + \beta(\Delta f)^2 - 2|\nabla^2 f|^2
\]
\[
\leq \Delta Z + rZ + 2\text{div}V|\nabla f|^2 + 2|\nabla^2 f|^2(\beta - 1).
\]

In the following we choose \(\beta \leq 1\). To bound \(\text{div}V|\nabla f|^2\) we note that we have a time dependent bound of \(\text{div}V\) from (2.9) for arbitrary \(r\), denote this bound by \(v_1(t)\). Note that \(v_1(t)\) is finite for finite values of \(t\). Thus, we obtain from (2.8) that
\[
\frac{d}{dt} |\nabla f|^2 \leq \Delta |\nabla f|^2 + (r + v_1(t))|\nabla f|^2.
\]

By the maximum principle we obtain
\[
|\nabla f|^2 \leq v_2(t),
\]
where \(v_2(t)\) is finite for finite values of \(t\).
where $v_2(t)$ is again finite for finite values of $t$. Thus, we find
\[
\frac{dZ}{dt} \leq \Delta Z + rZ + v_1(t)v_2(t).
\]
Making use of the maximum principle and the Gronwall-Lemma we obtain
\[
Z(t) \leq Z(0)e^{rt} + \int_0^t v_1(s)v_2(s)e^{rs}.
\]
Since the right hand side of this inequality is finite for finite values of $t$ we obtain the statement. \hfill \Box

**Lemma 2.13.** Let $(M, g(t))$ be a solution of the normalized Ricci flow with torsion on a closed surface.

- If $r < 0$, then
  \[ R - r \geq (R_{\text{min}}(0) - r)e^{rt}. \]
- If $r = 0$, then
  \[ R > -\frac{1}{t}. \]
- If $r > 0$, then
  \[ R \geq R_{\text{min}}(0)e^{-rt}. \]

In each case the right hand side tends to 0 as $t \to \infty$.

**Proof.** This follows from (2.4) and the maximum principle exactly as in [7, Lemma 5.9]. \hfill \Box

**Proposition 2.14.** Let $(M, g(t))$ be a solution of the normalized Ricci flow with torsion on a closed surface. Then there exists a unique solution for all $t \in [0, \infty)$.

**Proof.** By (1.3) we are deforming the metric $g(t)$ in its conformal class. Writing $g(t) = e^{u(t)}g_0$ the equation (1.3) is equivalent to
\[
\frac{\partial u}{\partial t} = -R(u) + r.
\]
By the bound (2.11) this yields a bound on $|\frac{\partial u}{\partial t}|$ and also $u(t)$. Moreover, we can rewrite (1.3) as
\[
\frac{\partial u}{\partial t} = \Delta_{g(t)}u - e^{-u(t)}(R_{g_0} + 2\text{div}_{g_0}V) + r \tag{2.12}
\]
with the initial condition $u(0) = 0$. Interpreting (2.12) as an elliptic equation we may apply elliptic Schauder theory ([10], p. 79) and get that $u \in C^{1+\alpha}(M)$. Making use of the regularity gained from elliptic Schauder theory we interpret (2.12) as a parabolic equation. By application of parabolic Schauder theory ([10], p. 79) we then get that $u \in C^{2+\alpha}(M)$. Suppose that there would be a maximal time of existence $T_{\text{max}}$, then using that $u \in C^{2+\alpha}(M)$, we can continue the solution beyond $T_{\text{max}}$ yielding the claim. \hfill \Box

3. Convergence

In this section we establish convergence of (1.3) in the cases $\chi(M) \leq 0$ and point out the difficulties of the spherical case. To this end we will often make use of the following identities
\[
[\nabla, \Delta]f = -\frac{1}{2}R_g \nabla f, \quad [\nabla, \Delta]T = R_g \ast \nabla T + \nabla R_g \ast T, \quad \frac{d}{dt}, \nabla T = \nabla R \ast T
\]
for functions $f$ and for higher tensors $T$, where the last equation holds along (1.3). Here, $\ast$ is Hamilton’s notation for a combination of tensor products and contractions. Thus, by induction, it is easily seen that
\[
[\nabla^k, \Delta]f = \sum_{l=0}^{k-1} \nabla^l R_g \ast \nabla^{k-l} f, \quad \frac{d}{dt}, \nabla^k f = \sum_{l=1}^{k} \nabla^l R \ast \nabla^{k-l} f
\]
and in particular
\[ [\nabla^k, \Delta]R = \sum_{l=0}^{k-1} [\nabla^l R * \nabla^{k-l} R + \nabla^l \text{div} V * \nabla^{k-l} R], \quad \left[ \frac{d}{dt}, \nabla^k \right]R = \sum_{l=1}^{k} \nabla^l R * \nabla^{k-l} R. \] (3.1)

**Remark 3.1.** If the Euler characteristic is non-positive then constant curvature metrics with torsion are unique up to rescaling. To see this let \( g \) be a metric on a surface and \( \bar{g} = e^u g \). A straightforward calculation shows
\[ \bar{R} = R_g + 2\text{div}_g V_g = e^{-u}(R_g - \Delta u + 2\text{div}_g V_g) = e^{-u}(R - \Delta u). \]
If we assume that \( R = \bar{R} = r \) (constant scalar curvature and same volume) we get
\[ \Delta u = r(e^{-u} - 1). \]
It is immediate that \( u \) must be constant on the torus. If \( r \) is negative, the maximum principle and the fact that \( \int_M e^{2u} d\mu_g = \text{Vol}(M, g) \) also imply that \( u \) is constant.

### 3.1. Negative Euler Characteristic

In this section we will prove the following subcase of Theorem 1.1.

**Theorem 3.2.** Let \((M, g_0)\) be a closed Riemannian surface. If \(\chi(M) < 0\) the solution of (1.3) starting at \(g_0\) converges exponentially in any \(C^k\)-norm to a metric \(g_\infty\) of constant curvature with torsion as \(t \to \infty\).

Our proof follows a similar approach as [7, Chapter 5]. Before we prove the result we make the following observation.

**Remark 3.3.** There do not exist conformal Killing vector fields on surfaces with negative Euler characteristic. For metrics of constant negative curvature this follows from [3, Theorem 4.44]. For arbitrary metrics the claim follows from conformal invariance. Hence there do not exist a non-trivial self-similar solution of (1.3) on surfaces with negative Euler characteristic.

We set
\[ G := |\nabla f|^2 + \alpha f^2 + \beta(R - r) \]
with \(\alpha, \beta > 0\). By a direct calculation we obtain the following

**Lemma 3.4.** Let \((M, g(t))\) be a solution of (1.3). Then the quantity \(G\) evolves by
\[ \frac{d}{dt} G = \Delta G + (2\text{div}V + r - 2\alpha)|\nabla f|^2 + 2\alpha r f^2 + \beta r(R - r) + \beta(\Delta f)^2 - 2|\nabla^2 f|^2. \] (3.2)

**Proof.** This follows from (2.9), Lemma 2.9 and the identity
\[ \frac{d}{dt} (R - r) = \Delta(R - r) + r(R - r) + (\Delta f)^2. \]

**Lemma 3.5.** Let \((M, g(t))\) with \(\chi(M) < 0\) be a solution of (1.3). Then we have the estimate
\[ |R - r| \leq C e^{rt/2}. \]

**Proof.** We estimate the evolution equation for the quantity \(G\) from (3.2) and find
\[ \frac{d}{dt} G \leq \Delta G + (2\text{div}V + r - 2\alpha)|\nabla f|^2 + 2\alpha r f^2 + \beta r(R - r) + 2(\beta - 1)|\nabla^2 f|^2. \]
Choosing \(\beta \leq 1\) and \(\alpha \geq \text{div}V - \frac{r}{2}\) we obtain
\[ R - r \leq C e^{rt} \]
by the maximum principle. Moreover, we have the differential inequality
\[ \frac{d}{dt} (R - r)^2 = \Delta(R - r)^2 - 2|\nabla R|^2 + 2(R - r)^2 \leq \Delta(R - r)^2 + 2(r - r)^2 + C e^{rt}(R - r)^2. \]
In particular, we have
\[
\frac{d}{dt}(R - r)^2 = \Delta(R - r)^2 + r(R - r)^2
\]
for large \( t \), which yields the result by the maximum principle. \( \square \)

**Lemma 3.6.** Let \((M, g(t))\) with \(\chi(M) < 0\) be a solution of (1.3). Then we have the estimates
\[
|\nabla R| \leq C e^{r/2t}, \quad |\nabla \text{div} V| \leq C.
\]

**Proof.** Using (2.5) we get for \(\alpha > 0\)
\[
\frac{d}{dt}(|\nabla R|^2 + \alpha(R - r)^2) \leq \Delta(|\nabla R|^2 + \alpha(R - r)^2) + (4R - 3r + 2\text{div} V - 2\alpha)|\nabla R|^2 + 2\alpha R(R - r)^2
\]
\[
\leq \Delta(|\nabla R|^2 + \alpha(R - r)^2) + r(|\nabla R|^2 + \alpha(R - r)^2),
\]
where we chose \(\alpha \geq 2(R - r) + \text{div} V\) in the second step. By application of the maximum principle this yields
\[
|\nabla R| \leq C e^{r/2t}.
\]

Now we deduce that \(\nabla \text{div} V\) is bounded. In fact
\[
\frac{d}{dt}|\nabla \text{div} V|^2 = 3(R - r)|\nabla \text{div} V|^2 + 2\text{div} V \langle \nabla R, \nabla \text{div} V \rangle
\]
and the bound on \(\text{div} V\) and the decay of \(R - r\) and \(\nabla R\) immediately implies a bound on \(\nabla \text{div} V\). \( \square \)

Making use of the same methods we now establish exponential decay of the \(k\)-th derivative of the curvature.

**Proposition 3.7.** Let \((M, g(t))\) with \(\chi(M) < 0\) be a solution of (1.3). Then we have the estimates
\[
|\nabla^k R| \leq C_k e^{r/2t}
\]
for all \(k > 0\).

**Remark 3.8.** Note that this Proposition implies Theorem 3.2.

**Proof.** Making use of (3.1) we get
\[
\frac{d}{dt}|\nabla^k R|^2 = \Delta|\nabla^k R|^2 - 2|\nabla^{k+1} R|^2 - (k + 2)r|\nabla R|^2 + \sum_{l=0}^{k} \nabla^l R * \nabla^{k-l} R * \nabla^k R
\]
\[
+ \sum_{l=1}^{k-1} \nabla^l \text{div} V * \nabla^{k-l} R * \nabla^k R.
\]
Now we proceed by induction on \(k\). Assume that
\[
|\nabla^l R| \leq C(l) e^{r/2t}, \quad |\nabla^l \text{div} V| \leq C(l) \text{ for all } 1 \leq l \leq k - 1.
\]
From the above evolution equation and by the induction hypothesis, we have
\[
\frac{d}{dt}|\nabla^k R|^2 \leq \Delta|\nabla^k R|^2 + \left(C_1(|R| + |\text{div} V|) + C_2 - (k + 2)r\right)|\nabla R|^2 + e^{rt},
\]
\[
\frac{d}{dt}|\nabla^{k-1} R|^2 \leq \Delta|\nabla^{k-1} R|^2 - 2|\nabla^k R|^2 + C_3|\nabla^{k-1} R|^2 + C_4 e^{r/2t} |\nabla^{k-1} R|
\]
\[
\leq \Delta|\nabla^{k-1} R|^2 - 2|\nabla^k R|^2 + C_4 e^{rt}.
\]
For $\alpha > 0$ large enough we find
\[
\frac{d}{dt}(|\nabla^k R|^2 + \alpha|\nabla^{k-1} R|^2) \leq \Delta(|\nabla^k R|^2 + \alpha|\nabla^{k-1} R|^2) + (C_1(|R| + |\text{div } V|) + C_2 - (k + 2)r - 2\alpha)|\nabla^k R|^2 + C_3 e^{rt}
\]
\[
\leq \Delta(|\nabla^k R|^2 + \alpha|\nabla^{k-1} R|^2) - (\varepsilon - r)(|\nabla^k R|^2 + \alpha|\nabla^{k-1} R|^2) + C_4 e^{rt}
\]
and thus by the maximum principle
\[
|\nabla^k R| \leq C e^{r/2t}.
\]
To finish the induction step, we have to show that $\nabla^k \text{div } V$ is bounded. From $\frac{d}{dt}\text{div } V = (R - r)\text{div } V$, we get by differentiating
\[
\frac{d}{dt}\nabla^k \text{div } V = \frac{d}{dt}|\nabla^k| \text{div } V + \nabla^k \frac{d}{dt}\text{div } V = \sum_{l=1}^k \nabla^l (R - r) \ast \nabla^{k-l} \text{div } V.
\]
This yields the estimate
\[
\frac{d}{dt}|\nabla^k \text{div } V|^2 \leq \sum_{l=1}^k C_l|\nabla^l (R - r)||\nabla^{k-l} \text{div } V||\nabla^k \text{div } V| \leq C_7 e^{r/2t}|\nabla^k \text{div } V|,
\]
which implies the bound of $|\nabla^k \text{div } V|$ and completes the induction step. \hfill \Box

3.2. Zero Euler Characteristic. In this section we will prove the remaining subcase of Theorem [1.3]

**Theorem 3.9.** Let $(M, g_0)$ be a closed Riemannian surface. If $\chi(M) = 0$ the solution of (1.3) starting at $g_0$ converges exponentially to a metric $g_\infty$ of constant curvature with torsion as $t \to \infty$.

The proof of Theorem [3.9] is similar to the case of the standard Ricci flow. By assumption we have zero Euler characteristic and thus the family of metrics $g(t)$ is bounded uniformly. First, we derive uniform bounds on the curvature, then we show that several integral norms of the curvature decay exponentially. By the Sobolev embedding theorem we then conclude that the curvature has to decay exponentially itself.

Before we prove the main result we make the following observations.

**Remark 3.10.** On the torus, one can construct plenty of solutions of the equation
\[
(-R_g + r_g - 2\text{div}_g V)g = L_X g.
\]
In fact, any non-flat metric on the torus possesses a conformal Killing vector field $X$ that is not Killing, i.e. $L_X g = f \cdot g$ for some nonzero $f \in C^\infty(M)$ with vanishing integral. Because the integral is vanishing, we can always find a vector field $V$ such that the equation $-R_g + r_g - 2\text{div}_g V = f$ is satisfied.

A solution of (1.3) starting at such a metric $g$ is tangent to the orbit of the diffeomorphism group acting on $g$ at $t = 0$ but we do not get a family of isometric metrics since the flow converges to a constant scalar curvature metric as $t \to \infty$ due to the main theorem.

**Remark 3.11.** If we consider the conformal transformation $g = e^u h$ for a given metric $h$ and a function $u$, then finding a metric of zero curvature is equivalent to solving the following equation
\[
0 = R_g = e^{-u}(-\Delta_h u + R_h + 2\text{div}_h V).
\]
However, the Poisson equation
\[
\Delta_h u = R_h + 2\text{div}_h V
\]
can always be solved since the right hand side has vanishing integral. Due to this reason we expect convergence of (1.3) in the case of zero Euler characteristic.
Lemma 3.12. Let \((M, g(t))\) with \(\chi(M) = 0\) be a solution of \((\text{1.3})\). Then we have the uniform estimate
\[
f^2 + \left| \nabla f \right|^2 + R^2 + \left| \nabla R \right|^2 \leq C. \tag{3.4}
\]

Proof. We set
\[
H := f^2 + \alpha |\nabla f|^2 + \beta_0 R^2 + \beta_1 \left| \nabla R \right|^2
\]
with positive constants \(\alpha, \beta_0, \beta_1\) to be fixed later. Using the evolution equations for the scalar curvature \((2.1)\), its derivative \((2.5)\), the curvature potential and its derivative \((2.8)\), we find
\[
\frac{d}{dt} H = \Delta H + |\nabla f|^2 (2\alpha \text{div} V - 2) + \beta_0 R(\Delta f)^2 - 2\alpha |\nabla^2 f|^2 \\
+ |\nabla R|^2 (-2\beta_0 + \beta_1 4R + 2\beta_1 \text{div} V) - 2\beta_1 |\nabla^2 R|^2 \\
\leq \Delta H + 2|\nabla f|^2 (\alpha \text{div} V - 1) + 2|\nabla^2 f|^2 (\beta_0 R - \alpha) + 2|\nabla R|^2 (2\beta_1 R + \beta_1 \text{div} V - \beta_0).
\]
By adjusting the positive constants \(\alpha, \beta_0\) and \(\beta_1\) and application of the maximum principle we obtain the claim. \(\square\)

Making use of the same method it is not difficult to also bound the \(k\)-th derivative of the curvature. However, to achieve decay of the curvature we need to consider integral estimates. By a direct calculation we obtain the following

Lemma 3.13. Let \((M, g(t))\) with \(\chi(M) = 0\) be a solution of \((\text{1.3})\). Then the following equations hold:
\[
\frac{d}{dt} \int_M |\nabla f|^2 d\mu = -2 \int_M R^2 d\mu, \\
\frac{d}{dt} \int_M R^2 d\mu = -2 \int_M |\nabla R|^2 d\mu + \int_M R^3 d\mu, \\
\frac{d}{dt} \int_M |\nabla R|^2 d\mu = -2 \int_M (\Delta R)^2 d\mu - 2 \int_M R^2 \Delta R d\mu, \\
\frac{d}{dt} \int_M (\Delta R)^2 d\mu = -2 \int_M |\nabla \Delta R|^2 d\mu - 2 \int_M \Delta R \Delta R^2 d\mu + \int_M R(\Delta R)^2 d\mu.
\]

Proof. The key point is to use the equality \(R = \Delta f = \partial_t f\) in a suitable way. To this end we calculate
\[
\frac{d}{dt} \int_M |\nabla f|^2 d\mu = \int_M R |\nabla f|^2 d\mu + \int_M (-R) |\nabla f|^2 d\mu - 2 \int_M \frac{\partial f}{\partial t} \Delta f d\mu = -2 \int_M R^2 d\mu.
\]
By a similar calculation we find
\[
\frac{d}{dt} \int_M R^2 d\mu = 2 \int_M R(\Delta R + R^2) d\mu - \int_M R^3 d\mu
\]
and the other two equalities follow similarly. \(\square\)

By interchanging covariant derivative and making use of the standard Ricci identity \((2.3)\) we find
\[
\int_M |\nabla^2 R|^2 d\mu = \int_M (\Delta R)^2 d\mu - \frac{1}{2} \int_M R g |\nabla R|^2. \tag{3.5}
\]
Moreover, we will make use of the following

Lemma 3.14. Let \(f\) be a smooth function and \(c_1\) some positive constant. Then the following inequality holds
\[
\int_M (\Delta f)^2 d\mu \geq c_1 \int_M |\nabla f|^2 d\mu. \tag{3.6}
\]
Proof. We will prove the claim by a spectral decomposition. Let \( f_i \) be the \( i \)-th eigenfunction of the Laplace operator, that is \( \Delta f_i = -\lambda_i f_i \), where \( \lambda_i \) denotes the \( i \)-th eigenvalue. We expand \( f = \sum_{i=0}^{\infty} a_i f_i \), where \( a_i \) are real-valued coefficients. Making use of the \( L^2 \)-orthogonality of the eigenfunctions of the Laplace operator the claim is equivalent to

\[
\sum_{i=0}^{\infty} a_i^2 (\lambda_i^2 - c_1 \lambda_i) \geq 0.
\]

Due to the spectral properties of the Laplace operator it is easy to find some positive constant \( c_1 \) such that the above inequality holds, which finishes the proof.

\[\square\]

**Proposition 3.15.** Let \((M, g(t))\) with \( \chi(M) = 0 \) be a solution of (1.3). Then the scalar curvature converges exponentially to zero as \( t \to \infty \), that is

\[ |R| \leq Ce^{-Ct}. \]

**Proof.** First, we fix two positive numbers \( \alpha, \beta \) and calculate

\[
\frac{d}{dt} \int_M (\alpha |\nabla f|^2 + \beta R^2) d\mu = -2\alpha \int_M R^2 d\mu - \beta \int_M |\nabla R|^2 d\mu + \beta \int_M R^2 d\mu
\]

\[
\leq -\alpha \int_M R^2 d\mu - \alpha \int_M (\Delta f)^2 d\mu + \beta C \int_M R^2 d\mu
\]

\[
\leq (\beta C - \alpha) \int_M R^2 d\mu - c_1 \int_M |\nabla f|^2 d\mu,
\]

where we first used that \( R \) is bounded uniformly and then applied (3.6) to the curvature potential. Choosing \( \alpha > \beta C \) we obtain

\[
\int_M (\alpha |\nabla f|^2 + \beta R^2) d\mu \leq Ce^{-Ct}.
\]

Using the evolution equation for \( |\nabla R|^2 \) from Lemma 3.13 we find

\[
\frac{d}{dt} \int_M |\nabla R|^2 d\mu \leq -\int_M (\Delta R)^2 d\mu + \int_M R^4 d\mu \leq -c_1 \int_M |\nabla R|^2 d\mu + C \int_M R^2 d\mu,
\]

where we used Young’s inequality and (3.6). By the Gronwall inequality this implies

\[
\int_M |\nabla R|^2 d\mu \leq Ce^{-Ct}.
\]

Using the evolution equation for \( (\Delta R)^2 \) from Lemma 3.13 we find

\[
\frac{d}{dt} \int_M (\Delta R)^2 d\mu = -2 \int_M |\nabla \Delta R|^2 d\mu + 2 \int_M \langle \nabla R^2, \nabla \Delta R \rangle d\mu + \int_M R(\Delta R)^2 d\mu
\]

\[
\leq \int_M |\nabla R|^2 d\mu + C_2 \int_M (\Delta R)^2 d\mu
\]

\[
\leq C_1 \int_M |\nabla R|^2 d\mu + C_2 \int_M (\Delta R)^2 d\mu,
\]

where \( C_1, C_2 \) are positive constants. Again, we fix two positive numbers \( \alpha, \beta \) and calculate

\[
\frac{d}{dt} \int_M (\alpha |\nabla R|^2 + \beta (\Delta R)^2) d\mu \leq -\alpha \int_M (\Delta R)^2 d\mu - \alpha c_1 \int_M |\nabla R|^2 d\mu + \beta C_1 \int_M |\nabla R|^2 d\mu
\]

\[
+ \alpha C \int_M R^2 d\mu + \beta C_2 \int_M (\Delta R)^2 d\mu.
\]

Now, we choose \( \alpha > \frac{\beta C_1}{c_1} + \beta C_2 \), which implies

\[
\frac{d}{dt} \int_M (\alpha |\nabla R|^2 + \beta (\Delta R)^2) d\mu \leq -C \int_M (\alpha |\nabla R|^2 + \beta (\Delta R)^2) d\mu + \alpha C \int_M R^2 d\mu.
\]
Making use of the Gronwall inequality again and using the exponential decay of the $L^2$-norm of $R^2$, we get
\[ \int_M (\Delta R)^2 d\mu \leq Ce^{-Ct}. \]
Moreover, by (3.5) this implies
\[ \int_M |\nabla^2 R|^2 d\mu \leq Ce^{-Ct}. \]
We now have achieved the exponential convergence of the $L^2$-norms of $R$, $\nabla R$ and $\nabla^2 R$. Thus, by the Sobolev embedding theorem, this yields the exponential convergence of $R$.

Using the method applied in the proof of Proposition 3.15 one can also establish the exponential decay of higher derivatives of the curvature. This finishes the proof of Theorem 3.9.

4. Positive Euler Characteristic

As for the standard Ricci flow the case of the sphere is the most complicated one. However, several tools have been developed that ensure convergence of the standard Ricci flow. These tools include the so-called surface entropy and a differential Harnack estimate.

Unfortunately, it turns out that all of these tools can no longer be applied in our case. We have already seen that we have longtime existence, but the question of convergence is rather subtle.

4.1. Linearization Stability and Instability.

Lemma 4.1. Let $T(g) = (-R + r)g$ and $\hat{g}$ such that $R\hat{g} = r$, which corresponds to a stationary point of (1.3). Then
\[ \frac{d}{ds}\bigg|_{s=0} T((1 + sh)\hat{g}) = (\Delta h + rh)\hat{g}, \]
where $h \in C^\infty(M)$.

Proof. This follows directly from the standard variational formulas
\[ \frac{d}{ds}\bigg|_{s=0} R_{g+th} = -\Delta h - R_{\hat{g}} h \quad \frac{d}{ds}\bigg|_{s=0} \text{div}_{g+th} V^\flat = -\text{div}V^\flat h. \]

Proposition 4.2. On the sphere any stationary point except the round metric is linearly unstable.

Proof. Since the flow preserves the volume, we restrict to volume-preserving deformations of the metric and hence, we assume that $h$ has vanishing integral. The linearization operator (restricted to volume-preserving deformations) admits positive eigenvalues whenever $\text{spec}(-\Delta) \cap (0, r) \neq \emptyset$. However, due to a theorem by Hersch [9], the first nonzero eigenvalue of the Laplacian satisfies
\[ \lambda_1 \leq \frac{8\pi}{\text{Vol}(S^2, g)} = \frac{\int R \, dV}{\text{Vol}(S^2, g)} = r \]
for any metric on $S^2$ and equality only holds for the standard sphere.

Remark 4.3. The previous Proposition shows that we cannot expect convergence in general. Our problem is similar to the prescribed curvature problem on $S^2$, which can also be attacked by a flow approach [12]. In that reference it is shown that not every function can be prescribed on $S^2$ and although our problem is slightly different we encounter similar difficulties here.

On the other hand, $\mathbb{RP}^2$ admits metrics such that $\lambda_1 > r$ and thus these metrics are linearly stable. It is not clear whether one can expect convergence of the flow (1.3) on $\mathbb{RP}^2$ in general.
4.2. Self-similar solutions on the sphere. In this subsection we study self-similar solutions of \([1.3]\) on the two-sphere, which is important to understand the asymtotics of our flow. In the case of the standard Ricci flow the only soliton is the round metric, which follows by applying the Kazdan-Warner identity. It turns out that this identity does not give any information in our case and so we follow a different approach here using ideas from dynamical systems theory.

**Lemma 4.4.** Let \(g\) be a self-similar solution of \([1.3]\) and \(v \in C^\infty(M)\) satisfying \(\Delta v = \text{div} V^\flat\). Then \(v\) is constant along the integral curves of \(X\).

**Proof.** The one-form \(V^\flat\) splits as \(V^\flat = dv + \omega\) where \(v \in C^\infty(M), \text{div}_g \omega = 0\) and \(v\) is non-constant since \(\text{div}_g V\) must be nonzero. If \(\text{div}_g V\) was zero, we had a self-similar solution of the standard Ricci flow and so it must be constant. Now we have

\[0 = LX V^\flat = LX dv + LX \omega = d(X(v)) + L X \omega\]

and

\[\text{div}_g(LX \omega) = X(\text{div}_g \omega) - \text{div}(LX g \omega) = -\text{div}_g LX g \omega = -\text{div}_{h, g} \omega = h \cdot \text{div}_g \omega = 0.\]

Thus, \(d(X(v))\) and \(L X \omega\) are both linearly independent hence they both vanish. Thus, \(X(v)\) is constant and hence it must be equal to zero since this expression vanishes at the extrema of \(v\). \(\square\)

**Proposition 4.5.** The round sphere cannot be a self-similar solution of \([1.3]\).

**Proof.** In this case, \(X = \text{grad} h\) and the function \(h\) is a restriction of a linear function in \(\mathbb{R}^3\). Without loss of generality, assume that \(h\) is the projection to the \(z\)-coordinate. Then the critical points of \(X\) are the poles and the integral curves are the half great-circles connecting the poles. If \(v\) is constant along these curves it must be constant on the whole manifold by continuity which causes a contradiction. \(\square\)

**Proposition 4.6.** If \((S^2, g)\) is a nontrivial soliton, then it can neither be a gradient soliton nor a soliton corresponding to a divergence-free vector field.

**Proof.** Taking the trace of the equation \((-R + r) g = LX g\), we get \((-R + r) = \text{div} X\) and thus, the soliton must be trivial if \(\text{div} X = 0\).

Now consider the case where \(X\) is a gradient vector field. For a conformal Killing vector field the zeros are isolated \([4]\). Let \(X\) be such that \((-R + r) g = LX g\) and let \(p_1, \ldots, p_k\) be the zeros of \(X\). Let \(v\) be a smooth function such that \(\Delta v = \text{div} V^\flat\) and \(a_i := v(p_i) \in \mathbb{R}\). Let \(p \in S^2\) be arbitrary and \(\varphi_t(p), t \in \mathbb{R}\) be the integral curve of \(X\) with \(\varphi_0(p) = p\). Since \(X\) is a gradient vector field, \(\varphi_t(p)\) joins two of the \(p_i\) and because of Lemma 4.3 \(v(p) = a_i\) for some \(i \in \{1, \ldots, k\}\). Since \(p\) was arbitrary, this implies that \(v\) is piecewise constant and since \(S^2\) is connected, \(v\) must be constant.

It follows that \(R_g = R\) because \(\text{div} V = \Delta v = 0\) so that \(g\) is a soliton of the standard Ricci flow. But any such soliton must be trivial, see e.g. \([7]\) Proposition 5.21]. \(\square\)

**Remark 4.7.** By continuity one can show that any vector field close to a gradient field cannot appear on the right hand side of the soliton equation \([2.2]\). This again follows from Lemma 4.4 since the qualitative behavior of the dynamical system generated by \(X\) does not change under small perturbations. We conjecture that there exist no nontrivial solitons at all.
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