Dissecting the Inner Galaxy with $\gamma$-Ray Pixel Count Statistics
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We combine adaptive template fitting and pixel count statistics in order to assess the nature of the Galactic center excess in Fermi-LAT data. We reconstruct the flux distribution of point sources well below the Fermi-LAT detection threshold, and measure their radial and longitudinal profiles in the inner Galaxy. We find that all point sources and the bulge-correlated diffuse emission each contributes $O(10\%)$ of the total inner Galaxy emission, and disclose a potential sub-threshold point-source contribution to the Galactic center excess.

Introduction. The Galactic center excess (GCE) shows up as an unexpected $\gamma$-ray component in the data of the Large Area Telescope (LAT), aboard the Fermi satellite, at GeV energies, from the inner degrees of the Galaxy [1,6]. Despite the great interest raised by the GCE discovery, its nature is still unknown. While the GCE morphology has been found to be consistent with a Navarro, Frenk and White (NFW) profile [6] for annihilating particle dark matter (DM) in [1,4,7–10], it could also be due to a population of millisecond pulsars, as proposed by [11]. Stellar distributions were used as tracers of point sources (PS) emitting below threshold, and turned out to match the morphological features of GCE photons better than DM-inspired templates in [12–14]. All these results were obtained by $\gamma$-ray analyses based on the, so-called, template fitting. In parallel, complementary methods, based on photon-count statistics and aimed at detecting new point sources below the threshold of the Fermi catalogs were developed. They initially revealed that the GCE can be entirely due to a population of PS [15,16]. More recently, the DM interpretation was brought back by [17], although hampered by systematics affecting photon-count statistical methods [18–22]. Techniques involving neural networks have also been explored [23,24]. As a conclusive probe of the PS nature of the GCE, a fully multiwavelength approach has been proposed, from radio to gravitational wave observations [25–27]. A major limitation to all these studies is the modeling of the Galactic diffuse foreground, and the impact of residual mis-modeled emission on the results’ robustness. As for template fitting methods, the analysis of the diffuse emission has been recently approached with the skyFACT algorithm, which fits the $\gamma$-ray sky by combining methods of image reconstruction and adaptive spatio-spectral template regression [28]. The skyFACT method has been tested in the Inner Galaxy (IG) region, and probed to be efficient in the removal of most residual emission for a robust assessment of the GCE properties [12,25]. Another source of uncertainty is the contribution of sub-threshold PSs. Photon-count statistical methods can discriminate photons from $\gamma$-ray sources based on their statistical properties [29]. In particular, the 1-point probability distribution function method [30] (1pPDF) fits the contribution of diffuse and PS components to the $\gamma$-ray 1-point fluctuations histogram. Employing 1pPDF on Fermi-LAT data, it was possible to measure the PS count distribution per unit flux, $dN/dS$, below the LAT detection threshold at high latitudes [30,32], and to set competitive bounds on DM [33].

The scope of this Letter is to apply the 1pPDF method to Fermi-LAT data from the IG to understand the role of faint PS to the GCE, while minimizing the mis-modelling of diffuse emission components. To this end, we adopt a hybrid approach which combines, for the first time, adaptive template fitting methods as implemented in skyFACT, and 1pPDF techniques.

Rationale, data and methodology. We follow a two-step procedure: First, we fit $\gamma$-ray data with skyFACT in order to build a model for the emission in the region of interest (ROI), maximally reducing residuals found to bias photon-count statistical methods [20]. Secondly, we run 1pPDF fits with skyFACT-optimized diffuse models as input, and assess the role of PS to the GCE.

We analyze 639 weeks of P8R3 ULTRACLEANVETO Fermi-LAT data [34] until 2020-08-27. For the skyFACT fit, we consider an ROI of $40^\circ \times 40^\circ$ around the GC [35], and the 0.3–300 GeV energy range. We closely follow [12] and update the analysis for the increased data set and 4FGL catalog [36]. The emission model includes $\gamma$ rays from inverse Compton scattering, $\pi^0$ decay, 4FGL point-like and extended sources, the Fermi bubbles, the isotropic $\gamma$-ray background (IGRB), and the GCE. For the latter, we consider a template for the Galactic bulge emission as in [12], and one for a generalized NFW DM distribution with slope 1.26 (NFW126) [3,4]. We refer...
The free parameters are $A_i\|S_i$ for more details.

We operate the 1pPDF analysis in the energy range $2 − 5$ GeV $[31, 33]$, restricting to events with best angular reconstruction (evtype=PSF3) and coming from the inner $20^\circ \times 20^\circ$, IG ROI hereafter. We cut at latitudes $|b| > 0.5^\circ$ or $2^\circ$ to check the stability of 1pPDF results. The 1pPDF-fit model components are: an IGRB template (free normalization), a diffuse emission template (free normalization), and an isotropic PS (IPS) $[38]$ population with $dN/dS$ defined by a multiple broken power law:

\[
\frac{dN}{dS} = A_S \begin{cases} 
\left(\frac{S}{S_0}\right)^{-n_1} & S > S_{b1}; \\
\left(\frac{S}{S_0}\right)^{-n_1+n_2} \left(\frac{S}{S_0}\right)^{-n_2} & S_{b2} < S \leq S_{b1}; \\
\vdots & \\
\left(\frac{S}{S_0}\right)^{-n_1+n_2} \left(\frac{S}{S_0}\right)^{-n_2+n_3} \cdots \left(\frac{S}{S_0}\right)^{-n_{N_b+1}} & S \leq S_{bN_b}.
\end{cases}
\]

The free parameters are $A_S$, the flux break positions, and the broken power-law indices, $n_i$ $[37]$. The IPS $dN/dS$ measured by the 1pPDF fit should recover the $dN/dS$ of Fermi-LAT detected PS in the bright regime while pushing the PS detection threshold down to lower fluxes $[30, 31]$. Our goal being to quantify the role of PS to the GCE within the 1pPDF, we add a GCE smooth template in the 1pPDF fit. As a baseline, we use the best-fit skyFACT bulge template in the 1pPDF fit (1pPDF-B), and we define the sF-B diffuse model as the sum of best-fit inverse Compton, $\pi^0$ decay, Fermi bubbles, and extended sources, thus subtracting the bulge emission. The normalization, $A_{B/NFW126}$ for the bulge/NFW126 template, refers to the rescaling factor relative to the best-fit normalization from skyFACT.

On the one hand, the use of skyFACT best-fit diffuse model guarantees a robust characterization of GCE spectrum and morphology against systematics related to the mis-modeling of the diffuse emission $[8, 20]$, resolving over/under-subtraction issues by including a large number of nuisance parameters. The limitations of such a systematic uncertainty are indeed also relevant for the reconstruction of faint PS with 1pPDF methods $[37]$.

On the other hand, the skyFACT optimization procedure mitigates possible systematics related to the mis-modeling of unaccounted components $[18]$, by allowing spatial remodulation in the fit templates. Also, we stress that this is the first time the stellar distribution in the Galactic bulge as tracer of GCE photons is used in pixel count statistical analyses (except for brief cross-checks, as in e.g. $[17]$).

Besides the bulge, we also consider NFW126 as smooth GCE in the 1pPDF analysis (1pPDF–NFW126). In this case, we construct the corresponding skyFACT-optimized diffuse model (sF–NFW126) from the skyFACT run adopting NFW126 as GCE, in analogy with the sF–B model. Such a procedure guarantees maximal consistency between GCE and diffuse models adopted as input in the 1pPDF. Finally, to bracket the uncertainties related to the optimization of the diffuse model, we also build a skyFACT-optimized diffuse template from the skyFACT run not including any GCE additional template (sF–noGCE).

Results. Our updated analysis of Fermi-LAT data with skyFACT confirms previous findings from $[12] [14]$. A bulge distribution for GCE photons is strongly preferred by data on top of the NFW126-only model ($\sim 10\sigma$), and there is mild evidence for an additional NFW126 contribution on top of the bulge-only model ($\sim 4\sigma$), cf. $[37]$. This implies that the model maximally reducing the residuals is the skyFACT best-fit of the run with the bulge.

We then use skyFACT-optimized diffuse and smooth GCE templates as input for 1pPDF fits, testing $0.5^\circ$ and $2^\circ$ latitude cuts. Our results are summarized in Fig. 1, where we show the best-fit $dN/dS$ for the IPS in the IG ROI for several 1pPDF fit configurations. First, we notice that whatever GCE template is added to the 1pPDF fit components (bulge or NFW126), its normalization never converges toward the lower bound of its prior interval, regardless of the skyFACT diffuse template adopted. The same is valid for the IPS normalization. In all fit setups shown, an IPS population is recovered below the LAT flux threshold. The reconstructed IPS $dN/dS$ is stable against systematics related to the choice of skyFACT-optimized diffuse template, and latitude cut. Moreover, it does not present any spurious effect at the Fermi-LAT threshold ($\sim 10^{-10}$ ph cm$^{-2}$ s$^{-1}$), and IPS are resolved down to $\sim 10^{-11}$ ph cm$^{-2}$ s$^{-1}$ for $|b| > 0.5^\circ$, depending on the modeling of the smooth GCE component. This holds true even when no GCE smooth template is included neither in the skyFACT fit nor in the 1pPDF one, contrary to what happens using non-optimized diffuse models $[18] [20]$. We therefore demonstrate, also in the context of 1pPDF methods, that reducing large-scale residuals from mis-modeling of the diffuse emission improves the reconstruction of PS $dN/dS$ (see also $[37]$). The reconstructed $dN/dS$ has a normalization decreasing with increasing latitude cuts, suggesting that PS are more numerous towards the very GC. When an NFW126 template is included in the 1pPDF fit, the IPS $dN/dS$ is compatible with the 1pPDF–noGCE case. In both cases, the second break in the $dN/dS$ – in addition to the one set in the bright regime – is recovered close to the LAT flux threshold. Instead, the 1pPDF–B reconstructs PS down to lower fluxes, regardless of sF–noGCE or sF–B diffuse models. For these setups, the second flux break is found at $\sim 2 \cdot 10^{-11} (8 \cdot 10^{-12})$ ph cm$^{-2}$ s$^{-1}$ for $|b| > 0.5^\circ (2^\circ)$. Going from $|b| > 0.5^\circ$ to $|b| > 2^\circ$, the $dN/dS$ is resolved down to even lower fluxes. A posteriori, we associate such a better sensitivity to IPS to the ability of the fit-
ted diffuse components to further reduce fit residuals.

We quantify now the evidence for models with an additional smooth GCE template. To this end, we compare the global evidence, $\ln Z$, for the 1pPDF-noGCE, 1pPDF-B, and 1pPDF-NFW126 setups, with different.skyFACT diffuse model inputs. For each model combination, we compute the Bayes factor between model $i$ and $j$, $B_{ij} = \exp(\ln Z_i - \ln Z_j)$, and assess the strength of evidence of model $i$ with respect to model $j$. Our results are presented in Tab. I. Regardless of the skyFACT-optimized diffuse template adopted, data always more strongly support models which include an additional smooth template for the bulge with respect to models without GCE in the skyFACT and/or 1pPDF fits ($\ln B_{ij} > 20$), and models with an additional smooth NFW126 component in the skyFACT and/or 1pPDF fits ($\ln B_{ij} > 7$). Whenever a bulge template is included in our analysis, this is preferred even with respect to additional smooth DM templates. As for our baseline model, sF-B, and $|b| > 2^\circ$, the evidence for an additional bulge template (1pPDF-B), with respect to 1pPDF-noGCE is $\ln B \approx 95$. Moreover, in this case the normalization of the bulge template is $A_B = 1.1 \pm 0.1$, supporting the consistency between GCE and diffuse model adopted. This evidence is as strong also for $|b| > 0.5^\circ$, $\ln B \approx 110$.

We note that, when we use the sF-noGCE diffuse model in the 1pPDF fit including the bulge (1pPDF-B), we find comparable evidence to the 1pPDF-B, sF-B setup. Indeed, skyFACT is able to re-absorb part of the photons from the bulge by re-modulating (spatially) other diffuse templates, and so, partially reduces the residuals also in the sF-noGCE case. This is perfectly consistent with the fact that $A_B = 0.8 \pm 0.1$. Models with PS and a smooth bulge component are therefore strongly preferred by data, regardless of the optimized diffuse model employed. On the contrary, the evidence for an additional smooth NFW126 template with respect to models without GCE in the skyFACT fit and/or 1pPDF fits depends on the choice of the skyFACT-optimized diffuse template adopted, as well as on the latitude cut.

We have tested our results against a number of systematic effects, which are detailed in [37].

The flux percentages reported in Tab. I illustrate that 1pPDF fits to Fermi-LAT data find non-null (and even comparable) emission from both the IPS population and the smooth GCE template, in most cases each contributing about 10% of the total emission in the ROI. Since 4FGL sources (2$^\circ$ cut, without analysis flag, see Fig. 1) account for 7% (10% including flagged sources) of the total IG emission, the remaining flux comes from sub-threshold IPS. We have verified [37] that our results are not driven by PS in the ultra-faint regime [19], where the sensitivity of the 1pPDF method drops (as quantified by the magnitude of uncertainty bands in Fig. 1), and an IPS population may become degenerate with a truly diffuse emission.

We also measure the IPS dN/dS in two control regions: the outer Galaxy (OG, $|b| < 20^\circ$, $60^\circ < |l| < 90^\circ$) and the extragalactic region (EG, $|b| > 40^\circ$, $|l| > 90^\circ$). The reconstructed dN/dS in both OG and EG ROIs does not present any spurious threshold effect and can identify IPS down to the statistical limit of the method around $\sim 10^{-11}$ ph cm$^{-2}$ s$^{-1}$ [30]. We compute the source density $dN/d\Omega$ in the flux interval $[10^{-11} - 10^{-9}]$ ph cm$^{-2}$ s$^{-1}$, finding $\sim 0.6$ sources/deg$^2$ in the OG, and $\sim 0.3$ sources/deg$^2$ in the EG, see Fig. 2.

Since the spatial distribution of PS is isotropic by construction, we test the PS spatial behavior by dissect-
TABLE I. Results for the 1pPDF analysis of the IG LAT data. First four columns: setup of the analysis and latitude mask of the IG. The ln(\text{Z}) is the nested sampling global log-evidence extracted from Multinest [30]. Last two columns: flux percentage of different model components with respect to the total emission in the ROI (for \( S < 10^{-8} \) ph cm\(^{-2}\) s\(^{-1}\), see [37]), and normalization of smooth GCE template in the 1pPDF. Flux percentage always sum to unity within errors.

| Description                  | 1pPDF setup       | skyFACT diffuse | [b] cut [\textdegree] | ln(\text{Z}) | Point sources/diffuse/GCE % | \( \Delta b/\text{NFW126} \) |
|------------------------------|-------------------|-----------------|------------------------|--------------|-----------------------------|-----------------------------|
| No GCE (both)                | 1pPDF-noGCE       | sF-noGCE        | 2                      | -6113        | 12/89/-                     | -                           |
| Bulge (1pPDF only)           | 1pPDF-B           | sF-noGCE        | 2                      | -6076        | 13/81/7                     | 0.8 ± 0.1                   |
| DM (1pPDF only)              | 1pPDF-NFW126      | sF-noGCE        | 2                      | -6084        | 10/84/6                     | 1.8 ± 0.2                   |
| Bulge (skyFACT only)         | 1pPDF-noGCE       | sF-B            | 2                      | -6169        | 11/89/-                     | -                           |
| Bulge (both)                 | 1pPDF-B           | sF-B            | 2                      | -6074        | 13/77/10                    | 1.1 ± 0.1                   |
| DM (both)                    | 1pPDF-NFW126      | sF-NFW126       | 2                      | -6084        | 11/82/7                     | 2.3 ± 0.3                   |
| No GCE (both)                | 1pPDF-noGCE       | sF-noGCE        | 0.5                    | -7822        | 13/86/-                     | -                           |
| Bulge (1pPDF only)           | 1pPDF-B           | sF-noGCE        | 0.5                    | -7802        | 14/83/3                     | 0.3 ± 0.1                   |
| DM (1pPDF only)              | 1pPDF-NFW126      | sF-noGCE        | 0.5                    | -7818        | 14/85/1                     | 0.3 ± 0.1                   |
| Bulge (skyFACT only)         | 1pPDF-noGCE       | sF-B            | 0.5                    | -7907        | 15/85/-                     | -                           |
| Bulge (both)                 | 1pPDF-B           | sF-B            | 0.5                    | -7796        | 14/79/7                     | 0.8 ± 0.1                   |
| DM (both)                    | 1pPDF-NFW126      | sF-NFW126       | 0.5                    | -7820        | 14/84/2                     | 0.6 ± 0.2                   |

![FIG. 2. Radial (left) and longitude (right) source density \( dN/d\Omega \) profiles, as reconstructed by the 1pPDF-B fit using the aF-B diffuse model. We also display source density profiles for 4FGL sources (black points), and average source densities in the OG and EG ROIs.](image)

...ing the IG ROI into three concentric annuli, masked for latitudes \([b] < 0.5\textdegree\). We extract the \( dN/dS \) separately in each ring, and integrate it over the flux interval \([10^{-11} - 10^{-9}] \text{ ph cm}^{-2} \text{ s}^{-1}\). The result is reported in Fig. 2 as a function of the mean \( \Theta_{GC} = \sqrt{b^2 + l^2} \) in each ring, for our baseline 1pPDF-B, sF-B setup. We observe a decreasing trend of the \( dN/d\Omega \) in the IG with \( \Theta_{GC} \). Also, the \( dN/d\Omega \) in the innermost ring is about a factor of three higher than 4FGL sources, as well as than in OG and EG. For the most external ring, the source density is instead comparable with the catalog, OG and EG ones. This corroborates the evidence that the IG PS population is not purely isotropic nor extragalactic in origin, but rather it peaks towards the GC. Similarly, we build the longitude profile of IG PS, Fig. 2. The \( dN/dS \) has been fitted in 6 longitude slices from the GC bound at \([|l|] = 6\textdegree, 12\textdegree\) and 20\textdegree. The derived \( dN/d\Omega \) shows again a distribution peaked around the GC, and compatible with OG (and partially with 4FGL and EG) sources only in the most external longitude interval. This result adds a piece of evidence that the GCE (defined as an excess of photons above traditionally adopted foreground/background astrophysical models) is contributed by faint PS on lines-of-sight toward the Galactic center, and, perhaps, in the Galactic bulge, supporting their Galactic origin.

**Conclusions.** For the first time, we analyzed the IG Fermi-LAT sky by means of the 1pPDF photon-count statistics technique in order to understand the role of PS to the GCE. To minimize the systematic effects inherent the modeling of the \( \gamma \)-ray sky, we introduced important methodological novelties. First, we implemented within the 1pPDF new, optimized, models for the diffuse emission from skyFACT adaptive template fits, developing a self-consistent procedure which effectively reduces diff-
fuse mis-modeling. Secondly, besides PS, in the 1pPDF fit we included an additional smooth GCE template which traces the stellar distribution in the Galactic bulge.

The updated skyFACT analysis of the IG confirms that the GCE is better described by a bulge template than an NFW126 model at high significance. Moreover, we find that the 1pPDF method, supplied with skyFACT diffuse emission templates, always recovers an IPS population well below the Fermi-LAT flux threshold, down to ∼ 10^{-11} ph cm^{-2} s^{-1} for |b| > 0.5°. The reconstructed IPS dN/dS is stable against a number of systematics, in particular related to the choice of skyFACT-optimized diffuse template and latitude cut. Regardless of the skyFACT-optimized diffuse template, data always prefer models which include an additional smooth template for the bulge with respect to both models without it and models with an additional NFW126 template, in the skyFACT and/or 1pPDF fits.

Our results show that, within the statistical validity of the 1pPDF and the setups tested, IPS and diffuse bulge each contributes about 10% to the γ-ray emission along the lines-of-sight toward the GC. In particular, within our baseline model the 1pPDF founds that PS (bulge) contribute 13% (10%) of the total emission of the IG. Subtracting the contribution from cataloged sources, a non-negligible fraction of the IG emission is accounted by sub-threshold PS. This further corroborates a possible, at least partial, stellar origin of the GCE.

We also verified that this IPS population is not purely isotropic nor extragalactic in origin, rather it peaks towards the very GC. Although the final confirmation of the PS nature of the GCE will most likely come from multiwavelength future observations, we undoubtedly got one step closer to the understanding of the mysterious nature of the GCE emission.
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THE skyFACT ANALYSIS

In this section, we discuss in more detail the analysis and results of the Fermi-LAT γ-ray fit with skyFACT [28].

For the skyFACT analysis, we consider all FRONT+BACK events (evtype=3) to maximize the statistics against the large number of free parameters in the fit. The data are binned in energy into 30 logarithmically-spaced bins from 0.2 to 500 GeV, and spatially into cartesian pixels of size 0.5°. The fit is performed in the energy range 0.3 – 300 GeV, and the main ROI restricted to the inner 40° × 40°. This skyFACT ROI is larger than our 1pPDF inner Galaxy (IG) ROI since, for the purpose of template fitting, the ROI must be large enough to be able to correctly assess the GCE morphology [14]. The model of the γ-ray sky diffuse components and the statistical analysis closely follow [12]. The main novelties here are: (i) The increased data set; (ii) the restricted ROI to ensure stability of the fit with the increased data set; and (iii) the use of the 4FGL catalog to model Fermi-LAT point-like and extended sources.

Every model component is characterized by an input spectrum and morphology, which are fitted to γ-ray data with the adaptive template fitting algorithm implemented in skyFACT, and based on penalized maximum likelihood regression. Hyperparameters in the regularization term of the likelihood control the allowed variation of spectral and spatial free parameters, preventing overfitting. Spectral and spatial modulation parameters (i.e. nuisance parameters) are allowed to vary to account for mis-modelling of the input templates. The minimization is performed by the L-BFGS-B (Limited memory BFGS with Bound constraints) algorithm. We refer to [28] for more details about the technical implementation. The diffuse γ-ray (spectral and spatial) model components we input are: (i) An isotropic spatial component with the best-fit IGRB spectrum from [39]; (ii) an inverse Compton spectral and spatial component computed for a typical scenario of cosmic-ray sources and propagation parameters with the DRAGON code [40]; (iii) three rings for the spatial distribution of photons from π0 decay, as traced by the sum of atomic and molecular hydrogen...
distribution and available within the GALPROP public release\(^1\) (the \(\pi^0\) decay input spectrum is taken from [41]), (iv) the Fermi bubbles with spectrum from [42] and a uniform geometrical template as input morphology, and (v) the GCE. For the latter, we test different spatial models: NFW templates with slopes equal to 1 (NFW100) and 1.26 (NFW126) and a bulge template, composed by a boxy-bulge and a nuclear bulge as modeled in [12]. Additionally, we refit all point-like and extended sources at the position of 4FGL cataloged sources. We refer to [12, 28] for details about the \(\gamma\)-ray model. Spectral and spatial uncertainties on the model components are set by regularization terms. We allow variations as in run\(5\) of [28] for all components, except for the additional GCE template. For the GCE, we fix the spatial structure of the template (i.e. no additional freedom allowed on the spatial modulation parameters), while we leave full bin-by-bin freedom to the spectral parameters (i.e. unconstrained GCE spectrum). To study systematics on the \(dN/dS\), see Sec., we run fits for different values of the spatial smoothing hyperparameter, \(\eta\), as defined in [28], the spatial smoothing hyperparameter is \(\eta = 1/x^2\), where \(x\) is the admitted variation between neighboring pixels. The reference values are \(\eta_g = 25\) for the gas and \(\eta_b = 4\) for the Fermi bubbles. By varying the smoothing scale, we therefore check the bias induced by mis-modeling at small scales.

This updated analysis confirms previous findings about the preference for a bulge morphology of the GCE on top of DM-only templates. In Tab. SII, we report the log-likelihood values of \texttt{skyFACT} fits with various GCE templates. Results for the 40° × 40° IG ROI and for the OG ROI, for an unconstrained GCE spectrum.

| ROI    | \texttt{skyFACT} run | \(-2\ln L\) |
|--------|----------------------|-------------|
| IG     | r5_noGCE             | 151770.6    |
|        | r5_NFW126            | 151616.6    |
|        | r5_NFW100            | 151686.6    |
|        | r5_bulge             | 151482.8    |
|        | r5_bulge_NFW126      | 151435.4    |
|        | r5_bulge_NFW100      | 151445.2    |
| OG     | r5_noGCE             | 210753.6    |
|        | r5_bulge             | 210740.9    |

THE 1PPDF ANALYSIS

In this section, we provide further details on the 1pPDF analysis. We start by a small review of the 1pPDF method and implementation as presented in [30, 31, 33], with some details specifically important for the analysis of the IG. The Fermi-LAT dataset used for the 1pPDF analysis is then described, before focusing on the model parameters and priors for the 1pPDF analysis.

The 1pPDF method

Different implementations of photon-count statistical methods applied on Fermi-LAT data have been presented [30] (also called 1pPDF), and [33] (also called NPTF). In the actual implementation of the 1pPDF, the probability \(p_k^{(p)}\) of finding \(k\) photons is pixel-dependent, \(p\) denoting the evaluated map pixel. Different photon sources will contribute to the \(p_k^{(p)}\) with different statistics. Truly diffuse, isotropic emissions will contribute to \(p_k^{(p)}\) with counts following a Poissonian distribution. The presence of non-Poissonian sources, such as PS, and more complex diffuse structures

---

\(^1\)https://galprop.stanford.edu/
FIG. S3. Left panel: Region of interest for the 1pPDF analysis in the Inner Galaxy. Middle panel: Outer Galaxy. Right panel: extragalactic. The Fermi-LAT counts per pixel in the energy bin [2, 5] GeV are reported.

alters the shape of $p_k$, which permits to investigate these components by means of the 1pPDF of the data (see [30] for details).

The total diffuse contribution is given by the sum of the Galactic diffuse emission (as derived by skyFACT or taken from existing models, see next), a diffuse component describing the GCE as derived by skyFACT following a bulge or DM morphology, and a truly isotropic diffuse emission. Being $x^{(p)}_{\text{diff}}$ the number of diffuse photon counts expected in a map pixel $p$ we have: (see also [33])

$$x^{(p)}_{\text{diff}} = A_{\text{gal}} x^{(p)}_{\text{gal}} + A_{\text{GCE}} x^{(p)}_{\text{GCE}} + x^{(p)}_{\text{iso}} F_{\text{iso}}.$$  \hfill (S2)

$F_{\text{iso}}$ is the integral flux of the isotropic diffuse emission, and the expression in Eq. (S2) permits to use directly $F_{\text{iso}}$ as a sampling parameter, in order to have physical units of flux. The skyFACT templates for the Galactic diffuse emission and GCE enter the 1pPDF fit with the best-fit normalization as found within the corresponding skyFACT analysis, and we allow $A_{\text{gal, GCE}}$ as additional normalization factors. When dealing with real $\gamma$-ray data, one has to take into account source-smearing effects due to a finite detector point-spread function (PSF), which cause the photon flux detected from a given point source to be spread over a certain area of the sky (i.e. adjacent pixels, when skymaps are divided in pixels). We correct for the PSF effect by statistical means as detailed in [30].

Fermi-LAT dataset for 1pPDF

We restrict the analysis of Fermi-LAT data to events in the quartile with the best angular reconstruction, i.e. evtype=PSF3. The spatial binning of photon events is performed using the HEALPix equal-area pixellation scheme \[44\] with resoluton parameter $\kappa = 7$ \[44\] (the total number of pixels covering the entire sky is $N_{\text{pix}} = 12 N_{\text{side}}^2$ and $N_{\text{side}} = 2^\kappa$). The analysis is restricted to the $2 - 5$ GeV energy bin. Previous analyses of the IG using photon-count statistics typically started from 2 GeV to avoid significant PSF smoothing and Galactic diffuse emission systematics at lower energies, while going up to 20 GeV \[16, 20\]. We choose to cut at 5 GeV instead of 20 GeV as the photon statistics is largely dominated by lower energies, and to easily compare to our previous results at high Galactic latitudes \[30, 31\]. Also, performing the 1pPDF analysis in smaller energy bins might allow to further investigate the nature of IPS, which is left to future work.

A benchmark upper flux cut of $10^{-8}$ ph cm$^{-2}$ s$^{-1}$ is applied. We do not mask resolved sources, but we model them together with fainter PS to reduce possible systematics connected to the source masking or to additional Poissonian templates. A lower flux cut is only effectively applied within the hybrid method, see next section.

To dissect the source-count distribution of PS in the IG we restrict to specific ROI. The fiducial IG ROI is defined by a $20^\circ \times 20^\circ$ square around the GC. As discussed in \[20\], the choice of the ROI can influence the results of photon-count statistical analysis, and needs to be chosen carefully. We found the $20^\circ \times 20^\circ$ square optimal to contain enough statistics to constrain the IPS parameters, and not too large, to avoid possible over-subtraction of the Galactic diffuse emission \[20\]. Nevertheless, we tested that our main conclusions are unchanged when going to $30^\circ \times 30^\circ$. Although we cannot test directly in the fit the preference for different PS spatial distributions, we can nevertheless verify if these PS are truly isotropic over the ten-degree scale of the IG ROI, and if they are mainly Galactic or extragalactic. To this end, the IG ROI is partitioned in radial and longitudinal slices to build the profiles shown in Fig. 2. For the sake of definiteness, the corresponding portions of the IG are illustrated in Fig. [S4].
FIG. S4. Radial and longitude slices. The Inner Galaxy division in radial (longitude) slices in the left (right) panel used for computing the source number density depicted in Fig. 2, with consistent color coding.

Furthermore, two additional ROIs are used to investigate the nature of the IPS found in the IG ROI: The outer Galaxy (OG, $|b| < 20^\circ$, $60^\circ < |l| < 90^\circ$) and the extragalactic (EG, $|b| > 40^\circ$, $|l| > 90^\circ$) ROIs. The first is meant to represent Galactic IPS, but away from the GC, while the second to provide the truly extragalactic population of IPS. We define the OG such that, from the skyFACT runs, we do not have any longer evidence for a GCE emission. Since there is no evidence for the GCE, the diffuse models obtained with and without this additional component are consistent. For the IG and OG ROIs we also cut the innermost region along the Galactic plane. We test different cuts $|b| > 0.5^\circ$, $2^\circ$, $4^\circ$, finding consistent results. We stress that a latitude cut of $2^\circ$ was used in past analyses [16, 18, 20], while we demonstrate the consistency of our results down to $0.5^\circ$ for the first time.

An illustration of these three ROIs is provided in Fig. S3. For each ROI, the counts per pixel of Fermi-LAT data in the energy bin $2 - 5$ GeV and for the analysis cuts described in this section are reported.

Model parameters, priors, fitting procedure

We recall that the 1pPDF fits to Fermi-LAT data are performed with the following components: Isotropic diffuse emission template, diffuse emission template (optimized or not through skyFACT fit), IPS population with source-count distribution per unit flux $dN/dS$ and, if included, a diffuse template describing the GCE, following a Galactic bulge or DM morphology. The IPS population is described by a unique multiple broken power law (MBPL, see Eq. (1)) with two or three free breaks, while the Poissonian components have one free normalization each. The normalization constant in Eq. (1) is fixed to $S_0 = 5 \cdot 10^{-9}$ ph cm$^{-2}$ s$^{-1}$. The results presented in the main text have been obtained using a Galactic diffusion emission template optimized by skyFACT, to reduce background systematics. Results using alternative diffuse emission templates are discussed in the following. Both the diffuse emission templates and the GCE templates used as inputs for the 1pPDF fits are the optimized outputs of skyFACT, and enter the 1pPDF fits with an additional free normalization, $A_{\text{gal}}$ and $A_{\text{B/NFW126}}$, respectively. The pixel-dependent likelihood function $L(\Theta)$ is defined following the L2 method in [30]. In this way, the spatial morphology of the skyFACT diffuse templates is taken into account in the 1pPDF fits. In fact, while below the sensitivity of the 1pPDF method the PS in the ultra-faint regime are in principle degenerate with a diffuse emission, our pixel dependent likelihood is sensitive to the morphology of the diffuse spatial templates. The full list of free parameters $\Theta$, along with their prior intervals are summarized in Tab. SIII.

To sample the posterior distribution $P(\Theta) = L(\Theta)\pi(\Theta)/Z$ (where $\pi(\Theta)$ is the prior and $Z$ is the Bayesian evidence) the MultiNest framework [45] was used in its standard configuration, setting 1000 live points with a tolerance criterion of 0.2. One-dimensional profile likelihood functions [46] for each parameter are built from the final posterior sample in order to get prior-independent frequentist parameter estimates. If not differently stated, best-fit parameter estimates refer to the obtained maximum likelihood parameter values. Consistent results are found for the Bayesian parameter estimation. The nested sampling global log-evidence $\ln(Z)$ is used to build Bayes factors for model comparison, see main text.
TABLE SIII. Prior types and ranges for the 1pPDF analysis of the IG. The first two parameters are in common with all the setups, while the third is present only in the 1pPDF-B, 1pPDF-HFW126 analyses. The second block refers to the parameters for the IPS when using the MBPL fit approach, while the last one to the Hybrid approach, where the MBPL was extended with a node. The normalizations $A_S$, $A_{\text{ud}1}$ are given in units of cm$^2$sr$^{-1}$. The break positions $S_{\text{bn}1,\text{ud}1}$ are in units of ph cm$^{-2}$ s$^{-1}$. The $F_{\text{iso}}$ is given in units of cm$^2$sr$^{-1}$ s$^{-1}$. All other parameters are dimensionless.

| Method | Parameter | Prior | Range $N_b = 2$ ($\pm 3$) |
|--------|-----------|-------|---------------------------|
|        | $A_{\text{gal}}$ | log-flat | [0.1,10] |
|        | $F_{\text{iso}}$ | log-flat | $[10^{-11}, 10^{-8}]$ |
| MBPL   | $A_S$  | log-flat | $[10^8, 5 \cdot 10^{11}]$ |
|        | $S_{b1}$ | log-flat | $[5 \cdot 10^{-9}, 10^{-8}]$ |
|        | $S_{b2}$ | log-flat | $[10^{-13} (5 \cdot 10^{-10}), 5 \cdot 10^{-9}]$ |
|        | $S_{b3}$ | log-flat | $[\ldots (10^{-13}), \ldots (5 \cdot 10^{-10})]$ |
|        | $n_1$ | flat | [-1, 3] |
|        | $n_2$ | flat | [-1, 3.5] |
|        | $n_3$ | flat | [-2 (1), 2 (3)] |
|        | $n_4$ | flat | $[\ldots (-2),\ldots (2)]$ |
| Hybrid | $A_S$  | log-flat | $[10^8, 5 \cdot 10^{11}]$ |
|        | $S_{b1}$ | log-flat | $[10^{-9}, 10^{-8}]$ |
|        | $S_{b2}$ | log-flat | $[10^{-11} (2 \cdot 10^{-10}), 10^{-9}]$ |
|        | $S_{b3}$ | log-flat | $[\ldots (10^{-11}), \ldots (2 \cdot 10^{-10})]$ |
|        | $n_1$ | flat | [2.5, 4.3] |
|        | $n_2$ | flat | [1.3, 2.3] |
|        | $n_3$ | flat | [1.3, 3] |
|        | $n_4$ | flat | $[\ldots (1.3),\ldots (3)]$ |
|        | $A_{\text{ud}1}$ | log-flat | $[10^{12}, 10^{17}]$ |
|        | $S_{\text{ud}1}$ | fixed | $5 \cdot 10^{-12} (3 \cdot 10^{-12})$ |
|        | $n_f$ | fixed | -10 |

Different fitting techniques have been introduced within the 1pPDF framework [29]. We here use the MBPL approach as benchmark, where the parameters of the MBPL in Eq. (1) are sampled directly. To check for possible systematics introduced in the ultra-faint regime, we also perform our analysis using the Hybrid approach (see [30] for details). This is characterized by fixing a grid number of nodes (i.e. fixed flux positions) for the $dN/dS$ fit, around the sensitivity threshold of the analysis. The Hybrid approach was introduced to address possible underestimation or bias in the reconstructed source-count distribution fit and its uncertainty bands at the lower end of the faint-source regime, as demonstrated using Montecarlo simulations in [30]. This has been shown to alleviate possible bias when measuring the $dN/dS$ in the ultra-faint regime, which can cause a loss of sensitivity of the method.

DIFFUSE EMISSION TEMPLATE SYSTEMATICS

One of the main novelties of this work is the fact to employ consistently diffuse emission models optimized using skyFACT within the 1pPDF. We here apply the 1pPDF to the IG using other widely used diffuse emission templates: The official spatial and spectral template released by the Fermi-LAT Collaboration for Pass 8 data (Official P8) (gll.iem.v06.fits, see Ref. [47]), and the models labeled A (modA) and B (modB), optimized for the study of the IGRB in [39]. We note that within modA and modB the Fermi bubbles are not modeled. The results for the $dN/dS$ of the IG are illustrated in the left (right) panel of Fig. S5 when cutting the innermost 2° (4°).

By using standard diffuse models (modA, modB and Official P8), we reconstruct spurious sources at $\sim 4 \times 10^{-10}$ ph cm$^{-2}$ s$^{-1}$, well above the sensitivity of the 1pPDF. Such a peak of the IPS $dN/dS$ disappears instead if we use diffuse emission templates as optimized with skyFACT. Large scale residuals are indeed reduced when allowing the spatial diffuse templates to be remodeled in the fit. Even in the absence of an additional GCE template, the skyFACT fit remodulates the diffuse components such to partially absorbs GCE photons, therefore reducing residuals and improving the fit with respect to standard diffuse models. Also, in this ROI, all the diffuse models, except the skyFACT one, do not properly reproduce the 4FGL catalog bright sources. We notice that the spurious IPS peak of the $dN/dS$ corresponds to a peak of flagged 4FGL sources, further corroborating the conclusion that it is indeed a spurious reconstruction effect. We stress that any comparison with 4FGL cataloged sources is purely illustrative, and serves for cross-checking our results at high fluxes.
We therefore confirm previous findings [20] that large residuals due to mis-modelling of diffuse emission induce a bias in the reconstruction of PS in the inner Galaxy.

We also identify spatially critical regions within the IG where this mis-modeling effect is more pronounced, notably the Northern hemisphere (both West and East quadrants). This might be connected to the North/South asymmetry found within the NPTF analysis of the GCE discussed in [18]. As shown in Fig. S6 the spurious IPS peak of the \( dN/dS \) reconstructed with the 1pPDF using the Official P8 template is found to be strongly pronounced in the North IG ROI in the same flux region as found in Fig. S5, while it is not present in the analysis of the South IG ROI. When using the diffuse emission templates as obtained with skyFACT, we find instead a smoother \( dN/dS \) which is compatible within 1\( \sigma \) uncertainty with the 4FGL unflagged sources. Moreover, the 1pPDF results for the \( dN/dS \) using the Official P8 and the skyFACT diffuse templates in the South IG ROI are compatible within the obtained 1\( \sigma \) bands.
**dN/dS MODELING SYSTEMATICS**

The stability of the dN/dS results in the IG from the combined 1pPDF-skyFACT analysis of Fermi-LAT data was tested against a number of systematics.

The dN/dS in the IG and OG is well described by a MBPL with two free breaks. We verified that an additional free break is not preferred by data, and that the MBPL obtained with three free breaks (see prior intervals in Table SIII) is compatible, within the uncertainties, with the case of two free breaks. This is illustrated in the left panel of Fig. S7.

Fluxes from bright sources with $S > 10^{-8}$ ph cm$^{-2}$ s$^{-1}$ are not considered in the 1pPDF analysis. We verified that shifting the upper flux cut down to $S > 10^{-9}$ ph cm$^{-2}$ s$^{-1}$ does not change our main results. The only difference we observe is a change in the position of the first flux break, driven by few, bright sources, always compatible with 4FGL points and uncertainties within $1 - 2\sigma$ C.L. As for the low-flux regime, in our benchmark 1pPDF setup we do not include any lower flux cut. To test for possible effects connected to the faint end of the source-count distribution, we repeated the main analysis using the hybrid approach introduced in [30]. We set a fixed node at $S_{\text{sn}1}$, with the index of the power-law component below the last node, $n_f = -10$, thus effectively suppressing possible contributions in the ultra-faint regime below the fixed node. Note that a fixed node $S_{\text{sn}0}$ at the lower limit of the prior for the last free break is technically imposed, since the first free node $S_{\text{nb}1}$ is continuously connected to the MBPL component with a power law at higher fluxes. We tested different values for the position of $S_{\text{sn}1}$ in the faint source regime, together with a MBPL with two or three free breaks. Results are summarized in the left panel of Fig. S7. To the extent we have tested, a node in the faint source regime at $3 - 5 \times 10^{-12}$ ph cm$^{-2}$ s$^{-1}$ does not affect the reconstructed dN/dS of the IG, which is well compatible, within $1\sigma$ uncertainty bands, with the benchmark results discussed in Fig. 1. In particular, the dN/dS is well compatible in the flux interval $10^{-11} - 10^{-9}$ ph cm$^{-2}$ s$^{-1}$, where the radial and longitude profiles are computed.

We also tested the effect on the 1pPDF results of changing the smoothing scale $\eta$ of the Galactic diffuse components in the skyFACT fit. The benchmark values used for the results illustrated so far are $\eta_g = 25$ and $\eta_b = 4$ for the gas and the Fermi bubbles components, respectively. Variations for $\eta_g = 25$ and different values for $\eta_g = 400, 100, 11, 4$ are tested to assess possible systematic connected to this choice. In fact, a higher value of $\eta$ corresponds to a higher smoothing in the skyFACT template used for 1pPDF analysis. A different smoothing scale in the skyFACT diffuse template could affect the reconstructed dN/dS in the 1pPDF, as this could leave residuals at small angular scales that could be wrongly attributed to PS by the 1pPDF. In Fig. S7 the corresponding results for the dN/dS are reported, compared to the benchmark results also shown in Fig. 1. This test is performed using the sF-B diffuse emission within the 1pPDF-B fit. The best fit and 1$\sigma$ band of the reconstructed source-count distribution are consistent for all the explored variations in $\eta_g$. The same is true for the best-fit parameters of the IPS. As for the other 1pPDF parameters, variations of $\eta_b$ do not affect significantly the best fit of $A_B$ and the ln($Z$). We instead observe a slight decrease

![Graph showing systematic for dN/dS reconstruction in the IG.](image-url)
FIG. S8. *Outer Galaxy and extragalactic dN/dS*. Source count distribution of the outer Galaxy (left panel) and of the extragalactic ROI (right panel) obtained from the 1pPDF analysis. Outer Galaxy: Results for the dN/dS are reported for two cases: (i) using the skyFACT Galactic diffuse emission model without any component modeling the GCE (black line), and for the benchmark sF-B model, where an additional component modeling the bulge is added. Extragalactic: Results are here reported using the Official P8 model and modA. Points as in Fig. S5.

*(increase) of ln(Z) for decreasing (increasing) ηg. This is expected, as for smaller ηg in the skyFACT fit the Galactic diffuse emission gas template can more easily account for small variations between adjacent pixels, decreasing the overall residuals.*

Finally, we note that, when analyzing the inner Galaxy divided in rings as shown in Fig. S4, the best-fit normalization for $A_B$ decreases slightly going towards the innermost ring. However, the uncertainties get larger, making the bulge template normalization $A_B$ in the rings still compatible with the numbers shown in Table I within 1σ uncertainties.

**OUTER GALAXY AND EXTRAGALACTIC dN/dS RESULTS**

We finally report extended results on the OG and EG ROI, which are illustrated in Fig. S8. We note that in these ROI there are no 4FGL flagged sources, and the dN/dS is well described by a single power law from $S \sim 3 \cdot 10^{-9}$ ph cm$^{-2}$ s$^{-1}$ down to $S \sim 10^{-11}$ ph cm$^{-2}$ s$^{-1}$. The IPS in the OG and EG are well consistent with 4FGL source counts for bright sources. In both cases, we obtain compatible results among different Galactic diffuse emission models, both for skyFACT (left panel) or for the Official P8 and modA (right panel). Results for the [2, 5] GeV IPS in the EG are also well compatible with previous studies 31, 53.