Nonequilibrium open quantum systems with multiple bosonic and fermionic environments: A hierarchical equations of motion approach
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We present a hierarchical equations of motion approach, which allows a numerically exact simulation of nonequilibrium transport in general open quantum systems involving multiple macroscopic bosonic and fermionic environments. The performance of the method is demonstrated for a model of a nanosystem, which involves interacting electronic and vibrational degrees of freedom and is coupled to fermionic and bosonic baths. The results show the intricate interplay of electronic and vibrational degrees of freedom in this nonequilibrium transport scenario for both voltage and thermally driven transport processes. Furthermore, the use of importance criteria to improve the efficiency of the method is discussed.

I. INTRODUCTION

Open quantum systems, which involve coupling to one or multiple reservoirs, are ubiquitous in many areas of physics, including nanophysics, quantum thermodynamics, quantum optics, and quantum information theory. They are also relevant for a variety of novel technological developments that involve a nanoscale system coupled to a macroscopic environment, such as quantum information devices, nanoelectronic setups, and thermoelectric generators on the scale of single molecules. The theoretical description of open quantum systems requires in most cases numerical methods. In this context, several approximate methods as well as numerically exact techniques have been developed and applied. Many applications of the numerically exact approaches focus on the treatment of either bosonic or fermionic environments. However, especially in the realm of quantum thermodynamics and quantum transport, the inclusion of both types of environments in the model is often necessary. So far, only a few applications of numerically exact techniques have been reported to scenarios which include both types of environments. In this paper, we extend the hierarchical equations of motion approach (HEOM) for efficient treatment of open quantum systems with multiple bosonic and fermionic environments.

The HEOM method (in the context of nonequilibrium electron transport, also called the hierarchical quantum master equation approach) was originally developed by Tanimura and Kubo for the description of relaxation dynamics in open quantum systems induced by the coupling to bosonic environments. Later, it was extended by several groups for the investigation of charge and energy transport caused by fermionic environments. As summarized by Tanimura, so far studies using the HEOM approach have focused on either bosonic or fermionic reservoirs. In Ref. the HEOM method was formulated and applied to a system coupled to an environment consisting of two fermionic reservoirs and a single bosonic mode. In this work, we formulate the HEOM method for more general models, depicted in Fig. which include multiple bosonic and fermionic environments. This extension allows us to study more general scenarios such as electronic and phononic heat transport induced by bias voltages or temperature differences.

The outline of this paper is as follows: The generalization of the model system and the HEOM formalism are introduced in Sec. II. In Sec. III we discuss the performance of the method for exemplary models, including both voltage and thermally driven charge and heat transport. Section IV concludes with a summary. Throughout the paper, we use units where $\hbar = 1$ and $k_B = 1$.

II. METHOD

We consider an open quantum system described by a subsystem $S$, which is coupled to both bosonic (B) and fermionic (F) environments. The total Hamiltonian is given by

$$H = H_S + H_{SB} + H_B + H_{SF} + H_F.$$ (1)
The fermionic environment $H_F$ may consist of multiple macroscopic noninteracting fermionic baths,
\[ H_F = \sum_\alpha H_{F\alpha} = \sum_{\alpha, k} \varepsilon_{k\alpha} c_{k\alpha}^\dagger c_{k\alpha}. \] (2)

Here, $c_{k\alpha}^\dagger (c_{k\alpha})$ denotes the fermionic creation (annihilation) operator associated with state $k$ of bath $\alpha$ with energy $\varepsilon_{k\alpha}$. Nonequilibrium situations can be introduced by assigning different chemical potentials $\mu_{F\alpha}$ and/or temperatures $T_{F\alpha}$ to the different baths. Similarly, the bosonic environment $H_B$ may contain more than one noninteracting bosonic bath,
\[ H_B = \sum_\alpha H_{B\alpha} = \sum_{\alpha, j} \omega_{ja} b_{ja}^\dagger b_{ja}, \] (3)

where $b_{ja}^\dagger (b_{ja})$ denotes the bosonic creation (annihilation) operator associated with state $j$ of bath $\alpha$ with frequency $\omega_{ja}$. Nonequilibrium situations can be achieved by choosing different temperatures $T_{B\alpha}$ for different bosonic baths. For simplicity, we assume vanishing chemical potentials $\mu_{B\alpha} = 0$, which holds true for phonons and photons.

For the validity of the subsequent derivation of the HEOM, we restrict ourselves to system-environment coupling terms which are linear in the bath creation and annihilation operators,
\[ H_{SF} = \sum_{\alpha, k} \nu_{k\alpha} c_{k\alpha}^\dagger W + \text{H.c.}, \] (4a)
\[ H_{SB} = V \sum_{\alpha, j} \xi_{ja} (b_{ja}^\dagger + b_{ja}). \] (4b)

Both $V$ and $W$ are operators acting only on the subsystem degrees of freedom (DOFs). They are not restricted in their action on the bosonic DOFs; however, $W$ has to act as a generalized annihilation operator on the fermionic DOFs and overall reduce one fermionic occupation number by one. In contrast, $V$ must not change the fermionic occupation numbers and may involve sums of even numbers of fermionic annihilation and creation operators. The influence of the bosonic and fermionic environment on the system dynamics is encoded in the so-called spectral density functions,
\[ J_{B\alpha} (\omega) = \pi \sum_j |\xi_{ja}|^2 \delta (\omega - \omega_{ja}), \] (5a)
\[ J_{F\alpha} (\varepsilon) = 2\pi \sum_k |\nu_{k\alpha}|^2 \delta (\varepsilon - \varepsilon_{k\alpha}). \] (5b)

With these general specifications of the open quantum system, we present the general idea of the derivation of the HEOM, which is outlined in more detail in Refs. 48 and 51. The central quantity of the approach is the reduced density matrix $\rho(t)$ of the subsystem, defined by the trace over the DOFs of the environment of the total density matrix $\rho(t)$,
\[ \rho(t) = \text{Tr}_{B+F} \{ \rho(t) \}. \] (6)

Employing a bath-interaction picture, we avoid the direct appearance of bath related dynamical phases in the equation of motion of the reduced density matrix. In this picture, the time-dependence of the reduced density matrix can be written as
\[ \rho(t) = \text{Tr}_{B+F} \left\{ \mathcal{U}(t, 0) \rho(0) \mathcal{U}^\dagger (t, 0) \right\}, \] (7)
with the time-evolution operator
\[ \mathcal{U}(t, t_0) = \mathcal{T} \left( \text{e}^{-i \int_{t_0}^t dt H_{SB}(\tau) + H_{SF}(\tau) + H_B} \right). \] (8)

Here, $\mathcal{T}$ denotes the time-ordering operator and the time-dependence of $H_{SB}/H_{SF}$ originates from the chosen bath-interaction picture.

Exploiting the Gaussian properties of the noninteracting macroscopic environments, a formally exact path-integral for the reduced density matrix of the subsystem involving a Feynman-Vernon influence functional can be derived.48,53,62-64

As a consequence of noninteracting Gaussian baths, all information about system-bath couplings is encoded in the time correlation functions of the free baths
\[ C_{B\alpha} (t - \tau) = \sum_j |\xi_{ja}|^2 \left( b_{ja}^\dagger (t) b_{ja} (\tau) + b_{ja} (t) b_{ja}^\dagger (\tau) \right) \big|_{B\alpha}, \] (9a)
\[ C_{F\alpha}^s (t - \tau) = \sum_k |\nu_{k\alpha}|^2 \left( c_{k\alpha}^\dagger (t) c_{k\alpha} (\tau) \right) \big|_{F\alpha}. \] (9b)

Here, $\langle \cdot \rangle_{X\alpha} = \text{Tr}_{X\alpha} \{ \cdot \rho_{X\alpha} \}$ denotes the expectation value with respect to the corresponding free bath
\[ \rho_{X\alpha} = \frac{\exp(-\beta_{X\alpha} (H_{X\alpha} - \mu_{X\alpha} N_{X\alpha}))}{\text{Tr}_{X\alpha} \{ \exp(-\beta_{X\alpha} (H_{X\alpha} - \mu_{X\alpha} N_{X\alpha})) \}}, \] (10)
and $s \in \{-, +\}$ has been introduced with $c_{k\alpha} c_{k\alpha} = c_{k\alpha}$ and $c_{k\alpha}^\dagger c_{k\alpha} = c_{k\alpha}^\dagger$. Furthermore, $N_{X\alpha}$ represents the particle number operator of the bosonic or fermionic particles and $\beta_{X\alpha}$ describes the inverse temperature $1/T_{X\alpha}$ in the respective bath $X\alpha$. The time correlation functions are related to the bath spectral densities (see Eqs. 51 and 51b) via
\[ C_{B\alpha} (t) = \int_0^\infty d\omega \frac{J_{B\alpha} (\omega)}{\pi} \left[ \frac{\beta_{B\alpha} \omega}{2} \cos (\omega t) - i \sin (\omega t) \right], \] (11a)
\[ C_{F\alpha}^s (t) = \int_{-\infty}^\infty d\varepsilon \frac{J_{F\alpha} (\varepsilon)}{2\pi} \frac{e^{is\varepsilon t}}{\cosh (\varepsilon - \mu_{F\alpha}) + 1}. \] (11b)

Within the HEOM approach, the correlation functions are described by sums over exponentials,
\[ C_{B\alpha} (t) = A_{B\alpha} \sum_p \eta_{p, \alpha} e^{-\gamma_{p, \alpha} t}, \] (12a)
\[ C_{F\alpha}^s (t) = \Gamma_{F\alpha} \sum_q \eta_{q, \alpha} e^{-\gamma_{q, \alpha} t}, \] (12b)
where common strategies to determine the weights \( \eta \) and decay rates \( \gamma \) include the Matsubara and Padé decompositions. Furthermore, \( \Lambda_{th} \) and \( \Gamma_{F \alpha} \) are coupling strengths of the respective baths and are defined by the respective spectral density. The exponentially decaying time correlation functions ensure a closed set of equations of motion.\(^{61}\)

Under the constraints on the Hamiltonian stated above, the influence functional factorizes into two parts which originate from the bosonic and fermionic environments separately.\(^{52,59}\) The separate influence functionals can be obtained as shown in detail in previous works.\(^{48,49,51,59}\) The hierarchical equations of motion are constructed by consecutive time derivatives of the influence functional. The combination of the hierarchies originating from the different environments leads to\(^{59}\)

\[
\frac{\partial}{\partial t} \rho_{g|\hbar}^{(m|n)} = - \left( i\mathcal{L}_S + \sum_{l=1}^m \gamma_{gl} + \sum_{l=1}^n \gamma_{hl} \right) \rho_{g|\hbar}^{(m|n)} \\
- \sum_{h_x} A_{h_x} \rho_{g|\hbar}^{(m|n+1)} - \sum_{l=1}^n (-1)^l \mathcal{C}_{hl} \rho_{g|\hbar}^{(m|n-1)} \\
+ \sum_{g_x} B_{g_x} \rho_{g_x|\hbar}^{(m+1|n)} + \sum_{l=1}^n D_{gl} \rho_{g_l|\hbar}^{(m-1|n)},
\]

with the multi-indices \( g = (p, \alpha) \) and \( h = (q, \alpha, s) \), the notation for the multi-index vectors \( v = v_1 \ldots v_p \), \( v_x = v_{1x} \ldots v_{px} \), and \( v_x = v_{1x} \ldots v_{px} \), and \( \mathcal{L}_S O = [H_S, O] \). To facilitate a unified treatment of the bosonic and fermionic hierarchy, the index management for the bosonic part of the hierarchy differs from the convention in other publications.\(^{70,73,74}\) Here, \( \rho^{(0|0)} \) represents the reduced density operator of the subsystem, and the higher-tier auxiliary density operators (ADOs) \( \rho_{g|\hbar}^{(m|n)} \) encode the influence of the environment on the subsystem dynamics. Tier by tier the ADOs introduce the effect of higher order system-bath correlations. These ADOs also include the time-local transport observables like energy and particle currents.\(^{51,53,70,73}\) Employing the generating functional approach\(^{72,72}\) such observables are related to compositions of ADOs.

The operators \( A_{h_x} \) and \( C_{hl} \) connect the \( (n+1)\text{-th} \) and \( (n-1)\text{-th} \) fermionic-tier ADOs, respectively, and the operators \( B_{g_x} \) and \( D_{gl} \) connect the \( n\text{-th} \) bosonic-tier ADO to the \( (m+1)\text{-th} \) and \( (m-1)\text{-th} \) bosonic-tier ADO via

\[
\begin{align*}
A_{h_x} \rho_{g|\hbar}^{(m|n)} & = \Gamma \left( W_{s_h} \rho_{g_s|\hbar}^{(m|n)} W_{s_h}^\dagger \right), \\
B_{g_x} \rho_{g|\hbar}^{(m|n)} & = \Lambda \left( V \rho_{g|\hbar}^{(m|n)} \right), \\
C_{hl} \rho_{g|\hbar}^{(m|n)} & = (-1)^n \eta_{hl} W_{s_h} \rho_{g|\hbar}^{(m|n)} - \eta_{hl}^* \rho_{g|\hbar}^{(m|n)} W_{s_h}^\dagger, \\
D_{gl} \rho_{g|\hbar}^{(m|n)} & = \eta_{gl} V \rho_{g|\hbar}^{(m|n)} - \eta_{gl}^* \rho_{g|\hbar}^{(m|n)} V,
\end{align*}
\]

leading to a twofold hierarchy of equations of motion. Generalizing these operators for linear superpositions of the system-bath couplings defined in Eqs. (14a) and (14b), the superindices \( g \) and \( h \), the operators \( V \) and \( W \) and the coupling strengths \( \Lambda \) and \( \Gamma \) acquire an additional index.

For applications, only a finite number of poles characterizing the baths can be taken into account. By employing additional resummation schemes this limitation can be overcome.\(^{75}\) Here, the hierarchy needs to be truncated in a suitable manner. For this purpose previous works have introduced an importance criterion for pure fermionic environments, which estimates the importance of an ADO to the dynamics of the system.\(^{53,58,76}\) If the importance \( I \) assigned to an ADO is below a given threshold value \( \theta \), it is neglected. This reduces the numerical complexity to a manageable level and allows for a systematic convergence. For details of the convergence properties of the HEOM method, we refer to Refs.\(^{54,77,79}\) Here, we generalize the criterion to the combined hierarchy and assign to each operator \( \rho_{g|\hbar}^{(m|n)} \) the importance value

\[
I \left( \rho_{g|\hbar}^{(m|n)} \right) = \prod_{i=1}^n \frac{\Gamma \sum_{a \in \{1 \ldots l\}} \text{Re} \left[ \gamma_{ha} \right] \eta_{ha}}{\sum_{a \in \{1 \ldots l\}} \text{Re} \left[ \gamma_{ha} \right] \text{Re} \left[ \gamma_{hi} \right]}.
\]

The importance of an ADO is weighted according to its influence within the fermionic and bosonic hierarchies simultaneously. Motivated by the factorized structure of the HEOM, we add a factor considering the bosonic part of the twofold hierarchy to the importance estimate for the ADOs in the fermionic hierarchy presented by Härtle et al., which stems from the HEOM in the stationary condition.\(^{53}\) This factor is constructed similarly to that for the fermionic environment. It assesses the importance due to the respective order in the bosonic part of the hierarchy, and it reflects the relative importance of an ADO within one hierarchical order for the stationary state.

### III. ILLUSTRATIVE APPLICATIONS

In this section, we illustrate the performance of the HEOM approach for the combination of bosonic and fermionic environments. To this end, we consider a basic model for the subsystem involving interacting electronic and vibrational degrees of freedom. The results of the numerically exact HEOM method are compared to the well-established Born-Markov master equation approach (BMME). Explicit formulas and detailed derivations for the BMME can be found in Refs.\(^{2,13,16,58}\). The BMME is perturbative in the system-environment coupling up to the second, i.e., lowest nonvanishing, order and assumes a separation of relaxation timescales in the
The comparison allows a validation of the approximate BMME method and underlines the necessity to use numerically exact methods such as HEOM for stronger-coupling regimes.

A. Model

As sketched in Fig. 2, we consider a model system that consists of a single electronic state and a single vibrational mode, described by the Hamiltonian

$$H_S = \Omega a^\dagger a + \varepsilon_0 d^\dagger d + \lambda(a^\dagger + a)d^\dagger d.$$  (16)

Here, $a^\dagger$ and $a$ are the creation and annihilation operators of the electronic state with energy $\varepsilon_0$. The electronic state is coupled to the vibrational mode via the coupling constant $\lambda$. The couplings to the respective environments have the forms

$$H_{SF} = \sum_{\alpha,k} \left( \nu_{\alpha k} e_{\alpha k}^\dagger c_{\alpha k} d + \text{H.c.} \right),$$  \hspace{1cm} (17a)

$$H_{SB} = (a^\dagger + a) \sum_{\alpha,j} \xi_{j\alpha} \left( b_{j\alpha}^\dagger + b_{j\alpha} \right),$$  \hspace{1cm} (17b)

and are specified by the spectral densities

$$J_{B,\alpha}(\omega) = \frac{\omega}{\Omega} \frac{\omega^2 - \omega_{\alpha}^2}{\omega_{\alpha}^2 + \omega^2} \Lambda_{B,\alpha},$$  \hspace{1cm} (18a)

$$J_{F,\alpha}(\varepsilon) = \frac{\omega_{\alpha}^2}{D_{\alpha}^2} \frac{D_{\alpha}^2}{D_{\alpha}^2 + (\varepsilon - \mu_{F,\alpha})^2}. \hspace{1cm} (18b)$$

Here, we include the system frequency $\Omega$ in the definition of the bosonic bath spectral density for two purposes.

First, the behavior of the spectral density in the limit $\omega \to 0$ does not depend on the cutoff frequency $\omega_{\alpha}$. Second, the coupling strength $\Lambda_{B,\alpha}$ has the dimension of an energy and defines a decay time $\frac{\Lambda_{B,\alpha}}{\omega_{\alpha}^2}$. The Lorentzian suppression of high-energy contributions by the cutoff frequency and the bandwidth $D_{\alpha}$ is beneficial for the closed derivation of the HEOM and allows for a straightforward use of the Padé decomposition scheme to approximate the correlation functions. Throughout this work, we assume symmetric configurations, i.e., $\Gamma_L = \Gamma_R = \frac{\Lambda}{2}$, and $\Lambda_L = \Lambda_R = \frac{\Lambda}{2}$.

It is noted that this model has been studied extensively without bosonic baths using both approximate and numerically exact approaches. For the explanation of the transport phenomena, the system part of the Hamiltonian is often diagonalized by the small polaron transformation via $S = \exp(\Lambda^d d(a - a^\dagger))$. Thereby, the charging and discharging processes of the system induced by the fermionic environment are accompanied by de-/excitations of the vibrational mode with their transition amplitudes given by the so-called Franck-Condon matrix elements. Therefore, we do not use such a transformation for the combined fermionic and bosonic HEOM considered here.

Subsequent to the introduction of the observables of interest, we show results for two parameter regimes specified in more detail in Table I. Parameter set A is chosen such that the perturbative treatment within the BMME is expected to be valid. In contrast, the system-environment coupling is enhanced, and the cutoff frequency in the bosonic bath $\omega_{\alpha}$ is reduced in parameter set B. Both changes weaken the validity of the perturbative treatment of the model system by the BMME.

| Set | $\Gamma$ | $D_{\alpha}$ | $\Lambda$ | $\omega_{\alpha}$ | $T$ | $\Omega$ | $\tau_0$ |
|-----|---------|-------------|----------|-----------------|----|---------|---------|
| A   | 0.005   | 30          | 0.005    | 0.2             | 0.2| 0.025   | 0.2     |
| B   | 0.05    | 30          | 0.0425   | 0.05            | 0.025| 0.2     | 0.2     |

TABLE I. Model parameters used in the calculations. All parameters are given in eV.

B. Observables

System observables, such as the population of the electronic level and the vibrational excitation, can be directly...
Furthermore, in Ref. 88, the transient and thermodynamic properties of different heat currents in a fermionic transport setup were discussed. In the steady state, which is considered in this work, these different definitions are equivalent to Eqs. (20a) and (20b), because the term $\langle dH_{\alpha \gamma} \rangle$ vanishes.

It should be noted that there exist different definitions of the heat current. For example, the expression $J_{B\alpha} = -\langle dH_{B\alpha} \rangle$ was used in Refs. 74 and 87 for bosonic heat currents. Furthermore, in Ref. 88 the transient and thermodynamic properties of different heat current definitions in a fermionic transport setup were discussed. In the steady state, which is considered in this work, these different definitions are equivalent to Eqs. (20a) and (20b), because the term $\langle dH_{\alpha \gamma} \rangle$ vanishes.

It can be shown that expectation values of observables, which are quadratic in system and/or environment annihilation or creation operators, are exact for a noninteracting system ($\lambda = 0$) if all contributions of fermionic and bosonic ADOs up to second tier are taken into account in the calculation. This statement includes the charge and heat currents and is a generalization of the statement for fermionic model systems. For the interacting system considered here, the tier of ADOs required for convergence is checked in test calculations.

C. Voltage-driven charge and heat transport

First, we consider charge and heat transport driven by an external bias voltage. We start by recapitulating the well known charge current-voltage characteristics of the model systems13,16,51 and briefly discuss the changes induced by the bosonic environment. To this end, we expose the model system to a symmetric external bias voltage $\Phi$, i.e., $\mu_L = -\mu_R = \Phi$. As we do not apply a temperature difference and are not considering any other asymmetries of the contacts, the effect of the bosonic baths can be described by a single bath with the coupling strengths $\lambda = \lambda_L + \lambda_R$ and the environmental temperature $T$.

Figure 3 presents the vibrational excitation $\langle a^{\dagger}a \rangle$, the charge current $I$, and the differential conductance $dI/d\Phi$ as a function of bias voltage $\Phi$ for two different electronic-vibrational interaction strengths $\lambda$. Numerically exact HEOM results (solid lines) are compared to perturbative BMME results (dashed lines). In (a) and (b), the parameters are chosen according to parameter sets A and B, respectively. The green solid line shows the HEOM results without a bosonic environment ($\lambda = 0$) for $\frac{\lambda}{\Omega} = 1.5$. 
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parison to results without a bosonic environment ($\Lambda = 0$). The typical Franck-Condon step structure in the vibrational excitation- and the charge-current-voltage characteristics\textsuperscript{13,16,81} is slightly visible for weak electron-vibrational interaction ($\frac{\lambda_n}{\Omega} = 0.2$) and becomes more pronounced for stronger interaction strengths ($\frac{\lambda_n}{\Omega} = 1.5$). The peaks in the differential conductance-voltage characteristics are located at $e\Phi \approx 2(n_0 + n\Omega)$, with $n \in \mathbb{N}$. At these bias voltages, resonant transport processes become active. The reduction in step heights for larger bias voltages and the corresponding saturation of the charge current are related to the structure of the Franck-Condon matrix,\textsuperscript{82}

Without relaxation of the vibrational mode by a bosonic bath ($\Lambda = 0$), another prominent phenomenon is the vibrational instability, which describes very high excitations of the vibrational mode for large bias voltages and, especially, for weak electronic-vibrational interactions.\textsuperscript{85,89} As pointed out before,\textsuperscript{13,16,81} this effect is based on the dominance of electron-hole pair creation processes for the cooling mechanism. Introducing the additional vibrational relaxation by an environment, this dominance is reduced with increasing coupling strength.\textsuperscript{85,89} As a result, the vibrational excitation for weak electronic-vibrational interaction is lower than for stronger interactions in the regime of large bias voltages. Furthermore, the vibrational relaxation reduces the population of highly vibrational excited states of the system. This affects the charge transport processes for strong electronic-vibrational interaction in two different ways. For small bias voltages, processes starting with an excited vibration are less likely, and the charge current is accordingly lowered. On the contrary, transitions with a high energy transfer into the vibration are favored by the electronic-vibrational interaction for higher bias voltages. Their probability is enhanced by the vibrational environment, and consequently, the charge current is increased. In addition, it is known that the damping of a bare harmonic oscillator by a bosonic bath leads to a reduction of the harmonic oscillator frequency.\textsuperscript{81} The effect of this frequency renormalization is reflected in the shift of the peak positions in the differential conduction to lower bias voltages with the introduction of the bosonic bath.

For weak system-environment coupling, the Born-Markov approximation is expected to be valid. This is confirmed by the agreement of the BMME and the HEOM results in this parameter regime (see Fig. 3 (a)). In contrast, stronger coupling strengths increase the importance of cotunneling and other higher-order processes, which result in a broadening of the electronic energy level and, for interacting systems, in an additional shift of the characteristic energies of transport processes (see Fig. 3 (b)). As the BMME allows only for sequential tunneling processes, it neglects these effects, and deviations to the numerically exact HEOM become more pronounced for stronger coupling strengths.

Besides differences in the charge current, the bosonic environment also induces a heat current from the electronic into the vibrational degrees of freedom. Figure 4 depicts the heat current $J_{\text{vib}} = -\sum_\alpha J_{\alpha_{\text{vib}}}$ from the electronic environment into the vibrational environment and its differential behavior as a function of bias voltage. We observe a steplike increase of the vibrational excitation and the heat current with bias voltage, which is in accordance with the expected excitation of the vibrational mode and its damping by the vibrational environment. Analogous to the charge current, the steps in the heat current are connected to the onset of resonant emission processes that involve more and more vibrational quanta. In addition, a decrease in the relative step heights with decreasing electronic-vibrational interaction is observed, which is caused by the suppression of processes that involve multiple vibrational quanta. However, the step heights remain almost constant with increasing bias volt-
age. The latter observation is a result of the interplay of the reduction of the Franck-Condon matrix elements for processes with a higher energy transfer into the vibrational degree of freedom and the increase of the transferred energy by these processes.

Increasing the non-Markovianity of the environmental damping by reducing the cutoff frequency \( \omega_c \) of the bosonic bath and increasing the coupling strengths to both environments, the BMME results deviate significantly from the numerically exact HEOM results (see Fig. 4 (b)). Again, we observe that the higher-order processes included in the HEOM lead to a broadening in the arising step structure and a shift of the step positions.

D. Thermally driven charge and heat transport

Another important type of transport process in nanostructures is charge and heat transport induced by a temperature difference of the reservoirs. For purely electronic transport, such processes result in thermoelectric phenomena. Here, we apply temperature differences \( \Delta T \) by heating the left fermionic and bosonic bath \( T_L = T + \Delta T \) without introducing an external bias voltage. The temperature of the right reservoirs remains constant.

Figure 5 shows the charge current and its differential behavior as a function of the applied temperature difference. Overall, the thermally driven charge current does not exhibit such pronounced features like the bias voltage induced charge current because the temperature is a smoother driving force. Nevertheless, we observe a suppression of the charge current for stronger electronic-vibrational interactions, which occurs due to the Franck-Condon blockade of transport channels. For weak electronic-vibrational interaction, the thermally driven charge transport is mainly carried by elastic processes. The peak in the differential conductance can be understood by the difference between the Fermi-distribution functions evaluated at the energy of the polaron shifted electronic state \( \varepsilon_0 \). In contrast, many different transport channels are contributing to the charge current in the strong electronic-vibrational interaction case, as discussed for the bias voltage driven transport in the last section. As these processes have different and higher threshold energies, their smooth onset induced by the temperature difference reduces the peak in the differential behavior of the charge current.

For weak coupling, the BMME and HEOM results agree very well (see Fig. 5 (a)). For stronger coupling, the differences in the charge currents obtained with the HEOM and BMME methods (see Fig. 5 (b)) are explained by the energy level broadening. On the one hand, the charge current for small temperature differences is larger than predicted by the BMME because the broadening of the characteristic energy of transport processes enables the onset of these processes earlier. On the other hand, part of the transport processes is shifted to higher energies, which become less effective when driven by a temperature difference. Accordingly, the charge current is reduced for large temperature differences by the broadening.

Figure 5 presents the heat current leaving the left electronic bath \( J_{FL} \), the heat current leaving the left bosonic bath \( J_{BL} \), and their added differential thermal conductivity \( \frac{dJ}{dT} = \frac{dJ_{FL} + dJ_{BL}}{dT} \) as a function of the temperature difference \( \Delta T \). In the weak system-environment coupling regime (see Fig. 5 (a)), we observe an increase of the heat current out of the hot electronic bath in accordance with the behavior of the charge current. Due to Franck-Condon blockade of transport channels, the heat current for stronger electronic-vibrational interaction is reduced. In comparison to the charge current, the reduction is less pronounced as the processes with higher thresholds are realized by electrons that induce a vibrational energy.
transfer of multiple vibrational quanta. The heat current out of the hot vibrational bath rises with increasing temperature difference without strong dependence on the electronic-vibrational coupling for a weak system-environment coupling.

Stronger system-environment couplings (see Fig. 6(b)) affect the electronic heat current analogous to the charge current. As the cooling of the vibration by electrons gets more effective with increasing system-environment coupling, the dependence on the electronic-vibrational coupling increases as well.

E. Computational aspects and numerical convergence

We finally discuss the numerical aspects of the importance criterion and the numerical convergence of the HEOM method. For the computational treatment of the HEOM approach (see Eq. (21)), the number of explicitly considered ADOs is reduced, without losing any information, by utilizing the symmetries of the ADOs within one tier, i.e.,

\[
\rho^{(m|n)}_{g_1 g_2 \cdots g_m | h_1 \cdots h_n} = \rho^{(m|n)}_{g_2 g_1 g_3 \cdots g_m | h_1 \cdots h_n},
\]

(21a)

\[
\rho^{(m|n)}_{g_1 \cdots g_m | h_1 h_2 \cdots h_n} = -\rho^{(m|n)}_{g_2 g_1 g_3 \cdots g_m | h_2 h_1 \cdots h_n},
\]

(21b)

\[
\rho^{(m|n)}_{g_1 \cdots g_m | h_1 \cdots h_n} = (-1)^m \rho^{(m|n)}_{g_1 \cdots g_m | h_1 \bar{h}_2 \cdots \bar{h}_n},
\]

(21c)

For an exemplary case, Table III shows the number of independent ADOs, which have to be considered in the different tiers of the HEOM. It demonstrates the strong increase of the number of ADOs with increasing order of the twofold hierarchy. Without the application of an importance criterion, the large number of ADOs in higher orders renders the numerical simulation intractable because all of them need to be saved in the memory.

TABLE III. Number of ADOs which are considered within the HEOM approach (see Eq. (21)), the number of explicitly considered ADOs is reduced, without losing any information, by utilizing the symmetries of the ADOs within one tier, i.e.,

\[
\rho^{(m|n)}_{g_1 g_2 \cdots g_m | h_1 \cdots h_n} = \rho^{(m|n)}_{g_2 g_1 g_3 \cdots g_m | h_1 \cdots h_n},
\]

(21a)

\[
\rho^{(m|n)}_{g_1 \cdots g_m | h_1 h_2 \cdots h_n} = -\rho^{(m|n)}_{g_2 g_1 g_3 \cdots g_m | h_2 h_1 \cdots h_n},
\]

(21b)

\[
\rho^{(m|n)}_{g_1 \cdots g_m | h_1 \cdots h_n} = (-1)^m \rho^{(m|n)}_{g_1 \cdots g_m | h_1 \bar{h}_2 \cdots \bar{h}_n},
\]

(21c)

For an exemplary case, Table III shows the number of independent ADOs, which have to be considered in the different tiers of the HEOM. It demonstrates the strong increase of the number of ADOs with increasing order of the twofold hierarchy. Without the application of an importance criterion, the large number of ADOs in higher orders renders the numerical simulation intractable because all of them need to be saved in the memory.

Next, we consider the consistency of this importance criterion. To this end, Fig. 6 shows exemplarily the effect of using the importance criterion on the convergence of charge or heat currents. Specifically, we depict...
the charge-current-voltage and the heat-current-voltage characteristics for different threshold values considered. As the importance estimate for the ADOs within the fermionic part of the hierarchy is similar to the original definition by H"artle et al.\textsuperscript{28}, our observations in the bias voltage driven charge current are also similar. For large bias voltages, i.e., deep in the resonant transport regime, the results obtained with a high threshold value show little deviation from converged results. Approaching the nonresonant regime, $e\Phi < 2\pi\theta_0$, these deviations become significant. For too large thresholds, we observe unphysical negative charge currents or even fail to obtain a stationary state result. The latter is caused by the occurrence of positive real parts in the eigenvalues of the propagation matrix of the system. The influence of these eigenvalues might be eliminated by the projection method suggested by Dunn et al.\textsuperscript{28}.

The composition of ADOs in the heat current differs from that of the charge current, and thus, the convergence behavior with respect to the threshold value changes. We observe a deviation for large threshold values over the whole voltage bias window shown. This deviation decreases systematically by lowering the threshold value. As observed for the charge current, the convergence with respect to the threshold value is slower in the nonresonant regime.

Figure 7 illustrates the convergence of the HEOM results for a fixed threshold value of $\theta = 10^{-9}$ with increasing truncation order $o_{\text{max}}$, which specifies the considered ADOs $\rho_{g/h}^{(m,n)}$, $m,n \leq o_{\text{max}}$. For the parameters considered, the results obtained for the different orders agree in the nonresonant regime, indicating convergence already for $o_{\text{max}} = 2$. In the resonant regime, small shifts in the peak positions in the resonant regime are seen for lower $o_{\text{max}}$, which are more pronounced in the heat current than in the charge current. These are caused by frequency corrections introduced by higher-order effects of the vibrational bath, which require the inclusion of ADOs with at least $o_{\text{max}} = 3$.

Finally, we comment on the computational effort required to solve the HEOM, especially the runtime, using as an example the data in Fig. 8. The data were obtained by the time-propagation of the HEOM into its stationary state using the Runge-Kutta-Fehlberg algorithm based on sparse matrix vector multiplication from the Intel MKL library. The runtimes for the different parameter regimes needed by a four-threaded execution on four CPUs of an Intel Xeon E6252 Gold processor are in the range of 5 h for parameter set A and 20 h for parameter set B. The main reason for the different runtimes in the two parameters sets is the different system-environment coupling strengths. The number of ADOs, which have to be considered for converged results, increases strongly for larger coupling strengths. The effect of this ADO number increase on the runtime outweighs the effect of reduced propagation times caused by the enhanced damping of the internal system dynamics. We also note that the computational effort does not depend significantly on the bias voltage and the strength of the electronic-vibrational coupling.

**IV. CONCLUSION**

In this work, we have formulated the HEOM method for open quantum systems involving multiple bosonic and
fermionic environments. This extended approach allows the study of quantum transport through nanosystems induced by bias voltages and/or temperature differences in a numerically exact manner for both types of environments on equal footing. To facilitate efficient simulations with the extended HEOM method, we have also formulated an importance criterion for the elements of the hierarchical structure, which reduces the computational effort to a manageable level without compromising the ability to control the numerical convergence.

In order to demonstrate the performance of the extended HEOM method, we have applied it to a generic interacting model of electronic and vibrational charge and heat transport in a molecular junction. The results show the intricate interplay of electronic and vibrational degrees of freedom in this nonequilibrium transport scenario for both voltage and thermally driven transport processes.

Applications of the extended HEOM method to more complex models and/or time-dependent setups are possible and promise to reveal further interesting physical effects in nanosystems. The approach may also provide new opportunities to study fundamental questions of quantum thermodynamics in nanosystems beyond linear response and weak coupling in a numerically exact way. One example is fluctuations, which were studied recently using the HEOM method for bosonic or fermionic reservoirs separately.60,92
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