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ABSTRACT

Today, most automated test generators, such as search-based software testing (SBST) techniques focus on achieving high code coverage. However, high code coverage is not sufficient to maximise the number of bugs found, especially when given a limited testing budget. In this paper, we propose an automated test generation technique that is also guided by the estimated degree of defectiveness of the source code. Parts of the code that are likely to be more defective receive more testing budget than the less defective parts. To measure the degree of defectiveness, we leverage Schwa, a notable defect prediction technique.

We implement our approach into EvoSuite, a state of the art SBST tool for Java. Our experiments on the Defects4J benchmark demonstrate the improved efficiency of defect prediction guided test generation and confirm our hypothesis that spending more time budget on likely defective parts increases the number of bugs found in the same time budget.

CCS CONCEPTS

• Software and its engineering → Software testing and debugging; Search-based software engineering.
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1 INTRODUCTION

Software testing is a crucial step in improving software quality. Finding effective test cases, however, is a complex task, which is becoming even more difficult with the increasing size and complexity of software systems. Automated software testing makes this labour intensive task easier for humans by automatically generating test cases for a software system. In particular, search based software testing (SBST) techniques [36] have been very successful in automatically generating test cases, and are widely used not only in academia, but also in the industry (e.g., Facebook [4, 44]).

SBST techniques use search methods such as genetic algorithms [1, 50] to find high quality test cases for a particular system. These methods focus on code coverage, and research shows that SBST methods are very effective at achieving high coverage [2, 49, 51, 52]. They can even cover more code than the manually written test cases [28, 58]. However, a test suite with high code coverage does not necessarily imply effective bug detection by the test suite. Indeed, previous studies show that SBST methods are not as effective in finding real bugs [3, 59]. Even EvoSuite [19] – a state of the art SBST tool – could only find on average 23% of the bugs from the Defects4J dataset [39], which contains 357 bugs from 5 java projects [59]. Ideally, SBST techniques should aim at generating test cases that reveal bugs, however this is a difficult task since during the search for test cases it is not possible to assess if a test case has found a bug (e.g., semantic bugs). In this paper, we aim to enhance SBST techniques by incorporating information from a defect prediction algorithm to inform the search process of the areas in the software system that are likely to be defective. Thus, the SBST technique, while it cannot tell whether the test cases it produces are indeed finding bugs, it is able to generate more test cases for the defective areas, and as a result, increases the likelihood of finding the bugs.

Defect prediction algorithms [42] estimate the likelihood that a file [13, 14, 42], class [8] or method/function [10, 32, 37] in a software system is defective. These methods are very effective at identifying the location of bugs in software [10, 47, 54]. As a result of their efficacy, defect prediction models are used to help developers focus their limited testing effort on components that are the most likely to be defective [13]. In addition, defect prediction has been used to inform a test case prioritisation strategy, G-clef [54], of the classes that are likely to be buggy, and found it is promising. Our
work is the first to use defect prediction for improving automated test case generation.

We introduce defect prediction guided SBST (SBST_{DPG}), which uses information from a defect predictor to focus the search towards the defective areas in software rather than spending the available computational resources (i.e., time budget) to cover non-defective areas. We employ Schwa [14, 54] as the defect prediction approach, which calculates the defect scores based on the change history of the Java classes. Next, a budget allocation algorithm, called Budget Allocation Based on Defect Scores (BADS) allocates the time budget for each class based on the predictions given by the defect predictor. At a high level, it follows the basic and intuitive rule: highly likely to be defective classes get a higher time budget allocated and less likely to be defective classes get a lower time budget. Finally, we use DynaMOSA [52], a state of the art SBST algorithm, to generate test suites for each class in the project by spending the allocated time budgets.

Real-world projects are usually very large and there can be even more than 1,000 classes in a project. Hence, it takes significant amount of resources (e.g., time) to run these test generation tools for each class in the project. At the same time, the available computational resources are often limited in practice [11]. Therefore, it is necessary to optimally utilise the available resources (e.g., time budget) to generate test suites for the projects with maximal bug detection. Existing SBST approaches allocate the available time budget equally for each class in the project [23, 24]. Usually, most classes are clean, hence we argue that this is a sub-optimal strategy. Our proposed approach addresses this by allocating the available time budget to each class in the project based on the class level defect prediction information.

We evaluate how our approach performs in terms of the efficiency in finding real bugs compared to the state of the art. Second, we examine if our approach finds more unique bugs. This is particularly important to investigate, as it will reveal if using information from the defect prediction can help SBST reveal bugs that cannot be found otherwise. We evaluate SBST_{DPG} on 434 reported real bugs from 6 open source java projects in the Defects4J dataset. Our empirical evaluation demonstrates that in a resource constrained environment, when given a tight time budget, SBST_{DPG} is significantly more efficient than the state of the art SBST with a large effect size. In particular, SBST_{DPG} finds up to 13.1% more bugs on average compared to the baseline approach. In addition, our approach is also able to expose more unique bugs which cannot be found by the state-of-the-art approach.

In summary, the contribution of this paper is a novel approach that combines defect prediction and SBST to improve the bug detection capability of SBST by focusing the search more towards the defective areas in software. In addition, we present an empirical evaluation involving 434 real bugs from 6 open source java projects (which took roughly 34,600 hours) that demonstrates the efficiency of our proposed solution. Finally, the source code of our proposed technique and the scripts for post processing the results are publicly available here: https://github.com/SBST-DPG

2 RELATED WORK

2.1 Search Based Software Testing

Search based software testing (SBST) is an effective strategy for achieving high code coverage [51–53]. Shamshiri et al. [59] and Almasi et al. [3] studied the bug detection performance of SBST on open source and industrial software respectively. While EvoSuite [19], which we consider as the state of the art SBST tool given its maturity, found more bugs than the other techniques used in their studies, overall the results show that the bug detection is still a significant challenge for SBST. Particularly, EvoSuite found only an average of 23% bugs from the Defects4J dataset [59]. It is clear that using only the 100% branch coverage criterion was not sufficient to search for test cases that can detect the bugs. In contrast, we use defect prediction information to focus the search to extensively explore the search space for test cases in defective areas.

Gay [31] studied the effect of combining coverage criteria on the bug detection performance of SBST, and found that multiple coverage criteria outperform a single criterion. However, the authors did not recommend a general strategy to select which criteria to combine, since their selection strategies also produced many ineffective combinations. Our work is the first approach that focuses on informing SBST of the defective areas to spend more search resources to such areas. Thus, we believe our approach will further improve the bug detection capability of the single criterion or combination of criteria.

2.2 Defect Prediction

Previous work on defect prediction have considered a wide range of metrics such as code size [45], code complexity [61], object-oriented [8], organisational [47] and change history [46] to predict future defects in a software project. Graves et al. [34] showed that the number of changes and particularly the recent changes to the code are effective indicators of future defects. Kim et al. [40] followed the observation that bugs occur in software change history as bursts, hence they argue that recent changes to the code and recent faults in the code are likely to introduce bugs in the future.

Rahman et al. [56] proposed a simple approach, which was eventually implemented by the Google Engineering team [42, 43], that orders files by the number of bug fix commits in a file, and found out that its performance is quite similar to the more complex approach FixCache [40]. Furthermore, they showed that the files that have been recently involved in a bug fix are likely to contain further bugs. Paterson et al. [54] used an enhanced version of this approach as the defect predictor to inform a test case prioritisation strategy of the classes that are likely to be buggy, and found it is promising. In particular, they used Schwa [14], which predicts defects in programs by using three metrics; recent changes, recent bug fixes, and recent new authors [47] to the code.

2.3 Budget Allocation Problem

Search based software test generation tools like EvoSuite generate test suites for each class in the project separately. This is done by running a search method such as genetic algorithm (GA) for each class to maximise statement, branch, and method coverage, or a combination of the three. One of the crucial parameters that
has to be tuned is the time budget for each class, which is used as a stopping criterion for the GA. Allocating a higher time budget allows the search method to extensively explore the search space of possible test inputs, thus increasing the probability of finding the optimum.

For small projects, it is feasible to run automated test generation individually for each class in the project. Real-world projects, however, are usually very large, e.g., a modern car has millions of lines of code and thousands of classes [9], and they require a significant amount of resources (e.g., time) to run the test generation tools for each class in the project. Even in an open source project like Apache Commons Math [16], there are around 800 classes. In a project like this, it would take at least 13-14 hours to run automated test generation with spending just one minute per each class. At the same time, the available computational resources are often limited in practice [11]. Therefore this raises the question, 'How should we optimally utilise the available computational resources (e.g., time budget) to generate test suites for the whole project with maximal bug detection?'

Previous work on bug detection performance of SBST [3, 31, 59] allocated a fix time budget to test generation for each buggy class. Since the buggy classes are not known prior to running tests, in practice all the classes in the project have to be allocated the same time budget. Usually, most classes are not buggy, hence we argue that this is a sub-optimal strategy. Our approach solves this problem by allocating time budget to classes based on the information given by a defect predictor.

Campos et al. [11] proposed a budget allocation based on the complexity of the classes in order to maximise the branch coverage. In particular, they used number of branches in a class as a proxy to the complexity of the class. In contrast, the scope of this research is to maximise the number of bugs detection.

Contrary to the previous works [3, 11, 31, 59] that considered test suite generation for a regression testing scenario, we focus on generating tests to find bugs not only limited to regressions, but also the bugs that are introduced to the system at various times.

3 DEFECT PREDICTION GUIDED SEARCH-BASED SOFTWARE TESTING

Defect Prediction Guided SBST (SBST\textsubscript{DPG})(see Figure 1) uses defect scores of each class produced by a defect predictor to focus the search towards the defective areas of a program. Existing SBST approaches allocate the available time budget equally for each class in the project [23, 24, 52, 59]. Usually, most classes are not buggy, hence we argue that this is a sub-optimal strategy. Ideally, valuable resources should be spent in testing classes that are likely to be buggy, hence we employ a defect predictor, known as Schwa [14], to calculate the likelihood that a class in a project is defective. Our approach has three main modules: i) Defect Predictor (DP), ii) Budget Allocation Based on Defect Scores (BADS), and iii) Search-Based Software Testing (SBST).

3.1 Defect Predictor

The defect predictor gives a probability of defectiveness (defect score) for each class in the project. The vector $s$ represents this output. In our implementation of SBST\textsubscript{DPG}, we choose (a) the level of granularity of the defect predictor to be the class level, and (b) the Schwa [14] as the defect predictor module.

Paterson et al. [54] successfully applied Schwa as the defect predictor in G-clef to inform a test case prioritisation strategy of the classes that are likely to be buggy. Certainly other defect prediction approaches proposed in the literature (e.g., FixCache [40], Change Bursts [48]) would also be suitable for the task at hand. A strength of Schwa is its simplicity, and that it does not require training a classifier which makes it easy to apply to an industrial setting where training data is not always available (like the one we study). In addition, Schwa can be considered as an enhancement of a tool implemented by the Google Engineering team [42, 43].

Schwa uses the following three measures which have been shown to be effective at producing defect predictions in the literature (see Section 2.2): i) Revisions - timestamps of revisions (recent changes are likely to introduce faults), ii) Fixes - timestamps of bug fix commits (recent bug fixes are likely to introduce new faults), and iii) Authors - timestamps of commits by new authors (recent changes by the new authors are likely to introduce faults). The Schwa tool extracts this information through mining a version control system such as Git [33]. The tool is readily available to use as a python package at PyPi [29]. Therefore, given the robustness of this tool and its approach, we decide to use it as the defect predictor module in our approach.

Schwa [30] starts with extracting the three metrics; Revisions ($R_c$), Fixes ($F_c$), and Authors ($A_c$) for all classes $c \in C$ in the project. For each timestamp, it calculates a time weighted risk (TWR) [42] using the Equation (1).

$$TWR(t_i) = \frac{1}{1 + \exp(-12t_i + 2 + (1 - TR) \times 10)}$$

The quantity $t_i$ is the timestamp normalised between 0 and 1, where 0 is the normalised timestamp of the oldest commit under consideration and 1 is the normalised timestamp of the latest commit. The number of commits that Schwa tracks back in version history of the project ($n$) is a configurable parameter and it can take values from one commit to all the commits. The parameter $TR \in [0, 1]$ is called the Time Range and it allows to change the importance given to the older commits. The time weighted risk formula scores recent timestamps higher than the older ones (see Figure 2).

Once Schwa calculated the TWRs, it aggregates these TWRs per each metric, and calculates a weighted sum $s_c$ for each class $c \in C$ in the project as in Equation (2).

$$s_c = w_r \times \sum_{t_i \in R_c} TWR(t_i) + w_f \times \sum_{t_i \in F_c} TWR(t_i) + w_a \times \sum_{t_i \in A_c} TWR(t_i)$$

The sum $\sum_{t_i \in R_c} TWR(t_i)$ is the total of the time weighted risks of the Revisions metric for class $c$. Similarly, $\sum_{t_i \in F_c} TWR(t_i)$ and $\sum_{t_i \in A_c} TWR(t_i)$ are the sums of the TWRs of the Fixes and Authors metrics for class $c \in C$. The quantities $w_r$, $w_f$, and $w_a$ are weights that modify the TWR sum of each metric and their sum is equal to 1. The weighted sum, $s_c$, is called the score of class $c \in C$. 
Finally, the Schwa tool estimates the probability \( p(c) \) of that a class \( c \) is defective as given in Equation (3).

\[
p(c) = 1 - \exp(-s_c)
\]  

(3)

In this paper, we refer to this probability of defectiveness \( p(c) \) as the defect score of class \( c \in C \).

### 3.2 Budget Allocation Based on Defect Scores

Budget Allocation Based on Defect Scores (BADS) takes the defect scores \( s = \{ p(c) | c \in C \} \) as input and decides on how to allocate the available time budget to each class based on these scores, producing a vector \( t \) as output. Ideally, all the defective classes in the project should get more time budget while non-defective classes can be left out from test generation. However, the defect predictor only gives an estimation of the probability of defectiveness. Therefore, BADS allocates more time budget to the highly likely to be defective classes than to the less likely to be defective classes. This way we expect SBST to get higher time budget to extensively explore for test cases in defective classes rather than in non-defective ones.

#### 3.2.1 Exponential Time Budget Allocation Based on Defect Scores

Algorithm 1 illustrates the proposed time budget allocation algorithm of BADS, where \( s \) is the set of defect scores of the classes, \( T \) is the total time budget for the project, \( t_{\text{min}} \) is the minimum time budget to be allocated for each class, \( T_{DP} \) is the time spent by the defect predictor module, and \( e_a \), \( e_b \), and \( e_c \) are parameters of the exponential function that define the shape of the exponential curve. \( t \) is the set of time budgets allocated for the classes.

**Algorithm 1** Exponential Time Budget Allocation Based on Defect Scores

**Input:** The set of all the classes \( C \), where \( N = |C| \)

\[
s = \{s_1, s_2, \ldots, s_N\}
\]

\( T, t_{\text{min}}, T_{DP} \)

\( e_a, e_b, e_c \)

**Output:** \( t = \{t_1, t_2, \ldots, t_N\} \)

1. **procedure** `AllocateTimeBudget`
2. \( r \leftarrow \text{Assign-Rank}(s) \)
3. \( r' \leftarrow \text{Normalise-Rank}(r) \)
4. \( w' \leftarrow 0 \)
5. **for all** \( c_i \in C \) **do**
6. \( w_i' \leftarrow e_a + e_b \times \exp(e_c + r_i') \)
7. \( w \leftarrow \text{NORMALISE-WEIGHT}(w') \)
8. \( t \leftarrow 0 \)
9. **for all** \( c_i \in C \) **do**
10. \( t_i \leftarrow w_i \times (T - N \times t_{\text{min}} - T_{DP}) + t_{\text{min}} \)
11. **Return**(t)

The defect scores assignment in Figure 3 is a good example of the usual defect score distribution by a defect predictor. Usually, there are only a few classes which are actually buggy. Allocating higher time budgets for these classes would help maximise the bug detection of the test generation tool. Following this observation and the results of our pilot runs, we use an exponential function (line 6 in Algorithm 1) to highly favour the budget allocation for the few highly likely to be defective classes.

Moreover, there is relatively higher number of classes which are moderately likely to be defective (e.g., \( 0.5 < \text{defect score} < 0.8 \)). It is also important to ensure there is sufficient time budget allocated for these classes. Otherwise, neglecting test generation for these classes could negatively affect bug detection of the test generation tool. We introduce a minimum time budget, \( t_{\text{min}} \), to all the classes because we want to ensure that every class gets a budget allocated regardless of the defectiveness predicted by the defect predictor. The exponential function in Algorithm 1 together with \( t_{\text{min}} \) allow an adequate time budget allocation for the moderately likely to be defective classes.

Upon receiving the defect scores \( s \), BADS assigns ranks \( r \) for all the classes according to the defect scores. Next, the `NORMALISERANK` function normalises the ranks in the range \([0,1]\), where the rank of the most likely to be defective class is 0 and the least likely to
be defective class is 1. Then, each class gets a weight \( w'_i \) assigned based on its normalised rank by the exponential function. The amount of time budget allocated to class \( c_i \) is proportional to \( w'_i \). The parameters \( c_a, c_b, \) and \( c_c \) have to be carefully selected such that the weights are almost equal and significantly small for the lower-ranked classes, and the difference between the weights of adjacently ranked classes rapidly increases towards the highly-ranked classes. The \textsc{Normalise-Weight} function normalises the weights to the range \([0,1]\), ensuring the summation is equal to 1, and produces the normalised weights vector \( w \). Finally, \textsc{BADS} allocates time budget for each class from the remaining available time budget, \( T - N \times t_{\text{min}} - T_{\text{DP}} \), based on its normalised weight (line 10 in Algorithm 1).

3.2.2 The 2-Tier Approach. According to the defect predictor outcome, almost all the classes in the project get non-zero defect scores attached to them. This gives the impression that all these classes can be defective with at least a slight probability. However, in reality, this does not hold true. For a given project version, there are only a few defective classes. A defect predictor is likely to predict that clean classes are also defective with a non-zero probability. While the exponential function disfavours the budget allocation for these highly likely to be defective classes, \( t_{\text{min}} \) guarantees a minimum time budget allocated to them. If we decrease \( t_{\text{min}} \) in order to make the budget allocation negligible for the likely to be clean classes, then it would risk a sufficient time budget allocation for the moderately likely to be defective classes.

We propose the 2-Tier approach which divides the project into two tiers following the intuition that only a set of classes are defective in a project. \textsc{BADS} sorts the classes into two tiers before the weights assignment, such that the highly likely to be defective classes are in the first tier and the less likely to be defective classes are in the second tier. This allows to further discriminate the less likely to be defective classes, and favour the highly likely to be defective classes by simply allocating only a smaller fraction of the total time budget to the second tier and allocating the rest to the first tier. Section 4.4.3 provides more details on the parameter selection of the 2-Tier approach.

3.3 Search Based Software Testing

We use \textsc{EvoSuite} [19] as the search-based software testing (SBST) module in our defect prediction guided SBST approach. \textsc{EvoSuite} is an automated test generation framework that generates JUnit test suites for Java classes. It was first proposed by Fraser and Arcuri [19] in 2011, since then it has gained growing interest in the SBST community [6, 51, 52, 57, 59]. Its effectiveness has been evaluated on open source and as well as industrial software projects in terms of the code coverage [23, 51–53, 57] and bug detection [3, 59]. Furthermore, \textsc{EvoSuite} won 6 out of 7 of the SBST unit testing tool competitions [12, 21, 22, 25–27]. To date, \textsc{EvoSuite} is actively maintained, and its source code and releases are readily available to use at GitHub [15] and their website [18]. Therefore, given the maturity of \textsc{EvoSuite}, we decide to use it as the SBST module in our approach.

More recently, Panichella et al. [52] developed a new search algorithm, \textsc{DynaMOSA} (Dynamic Many-Objective Sorting Algorithm), as an extension to \textsc{EvoSuite}, which stands as the current state of the art. It has been shown to be effective at achieving high branch, statement and strong mutation coverage than the previous versions of \textsc{EvoSuite} ([20, 51, 57]) [52]. Moreover, \textsc{DynaMOSA} was the search algorithm of \textsc{EvoSuite}, which won the unit testing tool competition at SBST 2019 [12]. Therefore, we use \textsc{DynaMOSA} as the search algorithm in \textsc{EvoSuite}.

4 DESIGN OF EXPERIMENTS

We evaluate our approach in terms of its efficiency in finding bugs, and the effectiveness in revealing unique bugs, i.e., bugs that cannot be found by the benchmark approach. Our first research question is:

\textbf{RQ1: Is SBST}_\textsc{DPG} \textbf{more efficient in finding bugs compared to the state of the art?}

To answer this research question, we run a set of experiments where we compare our approach against the baseline method discussed in Section 4.3. All methods are employed to generate test cases for \textsc{Defects4J} [38], which is a well-studied benchmark of buggy programs described in Section 4.2. Once the test cases are generated, we check if they find the bugs in the programs, and report the results as the mean and median over 20 runs. To check for statistical significance of the differences and the effect size, we employ two-tailed non-parametric Mann-Whitney U-Test with the significance level (\( \alpha \)) 0.05 [5] and Vargha and Delaney’s \( A_{12} \) statistic [60]. We also plot the results as boxplots to visualise their distribution.

In addition, to analyse the effectiveness of the proposed approach, we seek to answer the following research question:

\textbf{RQ2: Does SBST}_\textsc{DPG} \textbf{find more unique bugs?}

To answer this research question, we analyse the results from the experiments in more detail. While the first research question focuses on the overall efficiency, in the second research question we aim to understand if SBST\textsubscript{DPG} is capable of revealing more unique bugs which can not be exposed by the baseline method. Part of the efficiency of our proposed method, however, could be due to its robustness, which is measured by the success rate, hence we also report how often a bug is found over 20 runs.
4.1 Time Budget
In real world scenario, total time budget reserved for test generation for a project depends on how it is used in the industry. For example, a project having hundreds of classes and running SBST 1-2 minutes per class takes several hours to finish test generation. If an organisation wants to adapt SBST in their continuous integration (CI) system [17], then it has to share the resources and schedules with the processes already in the system; regression testing, code quality checks, project builds etc. In such case, it is important that SBST uses minimal resources possible, such that it does not idle other jobs in the system due to resource limitations.

Panichella et al. [52] showed that DynaMOSA is capable of converging to the final branch coverage quickly, sometimes with a lower time budget like 20 seconds. This is particularly important since faster test generation allows more frequent runs and thereby it makes SBST suitable to fit into the CI/CD pipeline. Therefore, we decide that 30 seconds per class is an adequate time budget for test generation and 15 seconds per class is a tight time budget in a usual resource constrained environment. We conduct experiments for 2 cases of total time budgets ($T$): $15 \times N$ and $30 \times N$ seconds.

4.2 Experimental Subjects
We use the Defects4J dataset [38, 39] as our benchmark. It contains 434 real bugs from 6 real-world open source Java projects. We remove 4 bugs from the original dataset [38] since they are not reproducible under Java 8, which is required by EvoSuite. The projects are JFreeChart (26 bugs), Closure Compiler (174 bugs), Apache commons-lang (64 bugs), Apache commons-math (106 bugs), Mockito (38 bugs) and Joda-Time (26 bugs). For each bug, the Defects4J benchmark gives a buggy version and a fixed version of the program. The difference between these two versions of the program is the applied patch to fix the bug, which indicates the location of the bug. The Defects4J benchmark also provides a high-level interface to perform tasks like running the generated tests against the other version of the program (buggy/fixed) to check if the tests are able to find the bug, fixing the flaky test suites etc. [38].

Defects4J is widely used for research on automated unit test generation [59], automated program repair [41], fault localisation [55], test case prioritisation [54], etc. This makes Defects4J a suitable benchmark for evaluating our approach, as it allows us to compare our results to existing work.

4.3 Baseline Selection
We use the current state of the art SBST algorithm, DynaMOSA [52], with equal time budget allocation, SBST$_{naDPC}$, as our baseline for comparison. Previous work on bug detection capability of SBST allocated an equal time budget for all the classes [3, 31, 59]. Even though, Campos et al. [11] proposed a budget allocation targeting the maximum branch coverage, we do not consider this as a baseline in our work as we focus on bug detection instead. Our intended application scenario is generating tests to find bugs not only limited to regressions, but also the bugs that are introduced to the system in different times. Hence, we consider generating tests to all of the classes in the project regardless of whether they have been changed or not. Therefore, in equal budget allocation, total time budget is equally allocated to all the classes in a project.

4.4 Parameter Settings
There are 3 modules in our approach. Each module has various parameters to be configured, and the following subsections outline the parameters and their chosen values in our experiments.

4.4.1 Schwa. Schwa has 5 parameters to be configured; $w_r$, $w_f$, $w_g$, $TR$, and $n$. We choose the default parameter values used in Schwa [30] as follows: $w_r = 0.25$, $w_f = 0.5$, $w_g = 0.25$, and $TR = 0.4$. Our preliminary experiments with $n = 50$, 100, 500, 1000 and all commits suggest that $n = 500$ gives most accurate predictions.

4.4.2 EvoSuite. Arcuri and Fraser [7] showed that parameter tuning of search algorithms is an expensive and long process, and the default values give reasonable results when compared to tuned parameters. Therefore, we use the default parameter values used in EvoSuite in previous work [20, 52] except for the following parameters.

Coverage criteria: We use branch coverage since it performs better among the other single criteria [31]. Gay [31] found some multiple criteria combinations to be effective on bug detection than single criterion. However, they did not recommend a strategy to combine multiple criteria as their strategies also produced ineffective combinations. Therefore, we decide to use only single criterion.

Assertion strategy: As Shamshiri et al. [59] mentioned, mutation-based assertion filtering can be computationally expensive and lead to timeouts sometimes. Therefore, we use all possible assertions as the assertion strategy.

Given a coverage criterion (e.g., branch coverage), DynaMOSA explores the space of possible test inputs until it finds test cases that cover all of the targets (e.g., branches) or the time runs out (i.e., time budget). These are known as stopping criteria. This way, if the search achieves 100% coverage before the timeout, any remaining time budget will be wasted. At the same time, DynaMOSA aims at generating only one test case to cover each target in the system under test (SUT), since its objective is to maximise the coverage criterion given. This also helps in minimising the test suite produced. However, when it comes to finding bugs in the SUT, just covering the bug does not necessarily imply that the particular test case can discover the bug. Hence, we find that using 100% coverage as a stopping criterion and aiming at finding only one test case for each target deteriorate the bug detection capability of DynaMOSA. Therefore, in our approach, we configure DynaMOSA to generate more than one test case for each target in the SUT, retain all these test cases, disable test suite minimisation and remove 100% coverage from the stopping criteria. By doing this, we compromise the test suite size in order to increase the bug detection capability of SBST.

4.4.3 BADS. Following the results of our pilot runs, we use the default threshold of 0.5 to allocate the classes into the two tiers. In particular, the top half of the classes (ranked in descending order according to defect scores) are allocated in the first tier ($N_1$) and the rest are in the second tier ($N_2$). $N_1$ and $N_2$ are the number of classes in the first and second tiers respectively.

Our preliminary results also suggest that allocating 90% and 10% of the total time budget ($T$) to the first tier ($T_1$) and the second tier ($T_2$) sufficiently favours the highly likely to be defective classes, while not leaving out the less likely to be defective classes from
test generation. In particular, we choose $T_1 = 27 \times N_1$ and $T_2 = 3 \times N_2$ seconds at $T = 15 \times N$ and $T_1 = 54 \times N_1$ and $T_2 = 6 \times N_2$ seconds at $T = 30 \times N$. We choose 15 and 30 seconds as $t_{min}$ for the first tier ($t_{min_1}$) at $T = 15 \times N$ and $T = 30 \times N$ respectively. The rationale behind choosing these values for $t_{min}$ is that it guarantees the classes in the first tier at least get a time budget of the equal budget allocation (i.e., budget allocation without defect prediction guidance). For $t_{min}$ of the second tier ($t_{min_2}$), we assign 3 and 6 seconds at $T = 15 \times N$ and $T = 30 \times N$ because we believe $T_2$ is not enough to go for an exponential allocation.

The parameters for the exponential function are as follows: $e_a = 0.02393705$, $e_b = 0.9731946$, and $e_c = -10.47408$. The rationale behind choosing the parameter values for the exponential function is as follows. The exponential curve is almost flat and equal to 0 for the values in the x axis from 0.5 to 1 (see Figure 4). Then, after $x = 0.5$, it starts increasing towards $x = 0$. Finally, at $x = 0$, the output is equal to 1.

**Figure 4: Exponential Function of BADS**. $e_a = 0.02393705$, $e_b = 0.9731946$, and $e_c = -10.47408$

### 4.5 Prototype

We implement the Defect Prediction Guided SBST approach in a prototype tool in order to empirically evaluate it. The prototyped tool is available to download from here: https://github.com/SBST-DPG/sbst-dpg

### 4.6 Experimental Protocol

As we mentioned earlier, to answer RQ1 and RQ2, we conduct experiments for $T = 15 \times N$ and $30 \times N$ seconds.

In SBST$_{DPG}$, Schwa uses current versions of the repositories of the projects. For each bug, Schwa predicts the defectiveness of the classes at the commit just before the bug fixing commit. For each bug in Defects4J, there is a buggy version and a fixed version of the project. We take each buggy version of the projects, and then generate test suites only for the buggy class(es) of that project version using the two approaches. To take the randomness of SBST into account, we repeat each test generation run 20 times, and carry out statistical tests when necessary. Consequently, we have to run a total of 2 (approaches) $\times$ 511 (buggy classes) $\times$ 20 (repetitions) $\times$ 2 (time budgets) = 40,880 test generations. We collect the generated test suites after each test generation run. Next, we use the *fix test suite* interface in Defects4J to remove the flaky tests from each test suite [59]. Then, we execute each resulting test suite against the respective buggy and fixed versions to check if it finds the bug or not using the *run bug detection* interface. If the test suite is not compilable or there is at least one failing test case when the test suite is run against the buggy version, then it is marked as *Broken*. If not, it will be run against the fixed version. Then, if at least one test case fails, the test suite is marked as *Fail* (i.e., test suite finds the bug). If all the test cases pass, then the test suite is marked as *Pass* (i.e., test suite does not find the bug).

### 5 RESULTS

We present the results for each research question following the method described in Section 4. While the main aim is to evaluate if our approach is more efficient than the state of the art, we also focus on explaining its strengths and weaknesses.

**Table 1: Mean and median number of bugs found by the 2 approaches against different total time budgets.**

| $T$ (s) | Mean | Median | p-value | $\bar{A}_{12}$ |
|--------|------|--------|---------|---------------|
| 15 $\times$ N | SBST$_{DPG}$ | 131.45 | 134.5 | $<0.0001$ | 0.67 |
|         | SBST$_{noDPG}$ | 133.95 | 134.5 | | 0.94 |
| 30 $\times$ N | SBST$_{DPG}$ | 171.45 | 170 | | |
|         | SBST$_{noDPG}$ | 166.9 | 167.5 | | |

RQ1. Is SBST$_{DPG}$ efficient in finding bugs?

As described in Section 4, we perform 20 runs for each SBST approach and each buggy program in Defects4J and report the results as boxplots in Figure 5. As we can see, overall, our proposed method SBST$_{DPG}$ finds more bugs than the baseline approach for both 15 and 30 seconds time budgets.

We also report the means, medians and the results from the statistical analysis in Table 1. SBST$_{noDPG}$ finds 133.95 bugs on average at total time budget of 15 seconds per class. SBST$_{DPG}$ outperforms SBST$_{noDPG}$, and finds 151.45 bugs on average, which is an average improvement of 17.5 (+13.1%) more bugs than SBST$_{noDPG}$. The difference of the number of bugs found by SBST$_{DPG}$ and SBST$_{noDPG}$ is statistically significant according to the Mann-Whitney U-Test (p-value < 0.0001) with a large effect size ($\bar{A}_{12} = 0.94$). Thus, we can conclude that SBST$_{DPG}$ is more efficient than SBST$_{noDPG}$.

At total time budget of 30 seconds per class, SBST$_{DPG}$ finds more bugs than the SBST$_{noDPG}$. According to the Mann-Whitney U-Test, the difference between SBST$_{DPG}$ and SBST$_{noDPG}$ is not statistically significant, with a p-value of 0.67. However, the effect size of 0.67 suggests that SBST$_{DPG}$ finds more bugs than SBST$_{noDPG}$ 67% of the time, which is significant given how difficult it is to find failing test cases [35].

In summary, defect prediction guided SBST (SBST$_{DPG}$) is significantly more efficient than SBST without defect prediction guidance (SBST$_{noDPG}$) when they are given a tight time budget in a usual resource constrained scenario. When there is sufficient time budget SBST$_{DPG}$ is more effective than SBST$_{noDPG}$ 67% of the time.
To further analyse the differences between the two approaches, Figure 6 reports the distribution of the number of classes where a bug was found across 20 runs for the 2 approaches grouped by the relative ranking position produced by Schwa at total time budget of 15 seconds per class. Relative ranking position is the normalised rank of the respective class as described in Algorithm 1.

We observe that when the buggy classes are correctly ranked at the top by Schwa, and allocated more time by BADS, the performance of SBST_{DPG} is significantly better than the baseline method. More than half of the buggy classes (52%) are ranked in the top 10% of the project by Schwa, as shown in Table 2, and allocated 66.61 seconds of time budget on average by BADS. Around 36% of the buggy classes are ranked in the 10-50% of the projects. BADS employs an exponential function to largely favour a smaller number of highly likely to be defective classes and allocates an adequate amount of time to the moderately defective classes.

Only 12% of the buggy classes are ranked below the first half of the project. BADS assumes not all classes in a project are defective and follows the 2-Tier approach to optimise the budget allocation for the project. Thus, all the classes in the second tier which contains the classes that are ranked as less likely to be buggy, get a very small time budget (2 seconds). Unsurprisingly, SBST_{noDPG} found more bugs out of these 59 buggy classes than SBST_{DPG}. This indicates that the defect predictor’s accuracy is key to the better performance of SBST_{DPG} and there is potential to improve our approach further.

For completeness, we also measure and present the number of true positives, false negatives, and recall of Schwa. Based on the 0.5 threshold, i.e., if the defect score is greater than or equal to 0.5 then the class is buggy and it is non-buggy if the defect score is less than 0.5, Schwa labels 436 buggy classes correctly (true positives) and mislabels 75 buggy classes (false negatives). Hence, Schwa achieves a recall of 0.85.

The defect predictor (i.e., Schwa) and BADS modules add an overhead to SBST_{DPG}. While this overhead is accounted in the time budget allocation in SBST_{DPG}, we also report the time spent by the defect predictor and BADS modules together. Schwa and BADS spent 0.68 seconds per class on average (standard deviation = 0.4 seconds), which translates to a 4.53% and 2.27% overhead in 15 and 30 seconds per class time budgets respectively. Therefore, this shows the overhead introduced by Schwa and BADS in SBST_{DPG} is very small and negligible.
Table 3: Success rate for each method at $15\times N$ total time budget. Bug IDs that were found by only one approach are highlighted with different colours; SBST$_{DPG}$ and SBST$_{naDPS}$.

| Bug ID  | SBST$_{DPG}$ | SBST$_{naDPS}$ | Bug ID  | SBST$_{DPG}$ | SBST$_{naDPS}$ | Bug ID  | SBST$_{DPG}$ | SBST$_{naDPS}$ | Bug ID  | SBST$_{DPG}$ | SBST$_{naDPS}$ |
|---------|--------------|----------------|---------|--------------|----------------|---------|--------------|----------------|---------|--------------|----------------|
| Math-5  | 0.77         | 0.67           | Math-6  | 0.77         | 0.67           | Math-7  | 0.77         | 0.67           | Math-8  | 0.77         | 0.67           |
| Math-9  | 0.77         | 0.67           | Math-10 | 0.77         | 0.67           | Math-11 | 0.77         | 0.67           | Math-12 | 0.77         | 0.67           |
| Math-13 | 0.77         | 0.67           | Math-14 | 0.77         | 0.67           | Math-15 | 0.77         | 0.67           | Math-16 | 0.77         | 0.67           |
| Math-17 | 0.77         | 0.67           | Math-18 | 0.77         | 0.67           | Math-19 | 0.77         | 0.67           | Math-20 | 0.77         | 0.67           |
| Math-21 | 0.77         | 0.67           | Math-22 | 0.77         | 0.67           | Math-23 | 0.77         | 0.67           | Math-24 | 0.77         | 0.67           |
| Math-25 | 0.77         | 0.67           | Math-26 | 0.77         | 0.67           | Math-27 | 0.77         | 0.67           | Math-28 | 0.77         | 0.67           |
| Math-29 | 0.77         | 0.67           | Math-30 | 0.77         | 0.67           | Math-31 | 0.77         | 0.67           | Math-32 | 0.77         | 0.67           |
| Math-33 | 0.77         | 0.67           | Math-34 | 0.77         | 0.67           | Math-35 | 0.77         | 0.67           | Math-36 | 0.77         | 0.67           |
| Math-37 | 0.77         | 0.67           | Math-38 | 0.77         | 0.67           | Math-39 | 0.77         | 0.67           | Math-40 | 0.77         | 0.67           |
| Math-41 | 0.77         | 0.67           | Math-42 | 0.77         | 0.67           | Math-43 | 0.77         | 0.67           | Math-44 | 0.77         | 0.67           |
| Math-45 | 0.77         | 0.67           | Math-46 | 0.77         | 0.67           | Math-47 | 0.77         | 0.67           | Math-48 | 0.77         | 0.67           |
| Math-49 | 0.77         | 0.67           | Math-50 | 0.77         | 0.67           | Math-51 | 0.77         | 0.67           | Math-52 | 0.77         | 0.67           |
| Math-53 | 0.77         | 0.67           | Math-54 | 0.77         | 0.67           | Math-55 | 0.77         | 0.67           | Math-56 | 0.77         | 0.67           |
| Math-57 | 0.77         | 0.67           | Math-58 | 0.77         | 0.67           | Math-59 | 0.77         | 0.67           | Math-60 | 0.77         | 0.67           |
| Math-61 | 0.77         | 0.67           | Math-62 | 0.77         | 0.67           | Math-63 | 0.77         | 0.67           | Math-64 | 0.77         | 0.67           |
| Math-65 | 0.77         | 0.67           | Math-67 | 0.77         | 0.67           | Math-68 | 0.77         | 0.67           | Math-70 | 0.77         | 0.67           |
| Math-71 | 0.77         | 0.67           | Math-72 | 0.77         | 0.67           | Math-73 | 0.77         | 0.67           | Math-74 | 0.77         | 0.67           |
| Math-75 | 0.77         | 0.67           | Math-76 | 0.77         | 0.67           | Math-77 | 0.77         | 0.67           | Math-78 | 0.77         | 0.67           |

RQ2. Does SBST$_{DPG}$ find more unique bugs?

To investigate how our approach performs against each bug, we present an overview of the success rates for each SBST method at total time budget of 15 seconds per class in Table 3. Success rate is the ratio of runs where the bug was detected. Due to space limitation, we omit the entries for bugs where none of the approaches were able to find the bug. We also highlight the bugs that were detected by only one approach. As can be seen from Table 3, our approach outperforms the benchmark in terms of the success rates for most of the bugs.

This observation can be confirmed with the summary of the results which we report in Table 4. What is particularly interesting to observe from the more granular representation of the results in Table 3 is the high number of bugs where our approach has $100\%$ success rate, which means that SBST$_{DPG}$ finds the respective bugs in all the runs. This is an indication of the robustness of our approach.

Certain bugs are harder to find than others. Out of the 20 runs for each SBST approach, if a bug is only detected by one of the approaches, we call it a unique bug. The reason why we pay special attention to unique bugs is because they are an indication of the
ability of the testing technique to discover what cannot be discovered otherwise in the given time budget, which is an important strength [35]. SBST\textsubscript{DPG} found 236 bugs altogether, which is 54.38\% of the total bugs, whereas SBST\textsubscript{noDPG} found only 215 (49.54\%) bugs. SBST\textsubscript{DPG} found 35 unique bugs that SBST\textsubscript{noDPG} could not find in any of the runs. On the other hand, SBST\textsubscript{noDPG} found only 14 such unique bugs. 30 out of these 35 bugs have buggy classes ranked in the top 10\% of the project by Schwa, and the other 5 bugs in 10-50\% of the project. We observe similar results at total time budget of 30 seconds per class as well, where SBST\textsubscript{DPG} found 32 unique bugs, while SBST\textsubscript{noDPG} was only able to find 13 unique bugs.

SBST\textsubscript{DPG} found 127 bugs more times than SBST\textsubscript{noDPG}, while for SBST\textsubscript{noDPG}, this is only 47. 92 out of these 127 bugs have buggy classes ranked in the top 10\% of the project and the other 35 bugs in 10-50\% of the project.

If we consider a bug as found only if all the runs by an approach find the bug (success rate = 1.00), then the number of bugs found by SBST\textsubscript{DPG} and SBST\textsubscript{noDPG} become 84 and 76. There are 27 bugs which only SBST\textsubscript{DPG} detected them in all of the runs.

In summary, SBST\textsubscript{DPG} finds 35 more unique bugs compared to the benchmark approach. Furthermore, it finds a large number of bugs more frequently than the baseline. Thus, this suggests that the superior performance of SBST\textsubscript{DPG} is supported by both its capability of finding new bugs which are not exposed by the baseline and the robustness of the approach.

We pick Math-94 and Time-8 bugs and investigate the tests generated by the 2 approaches. Figure 7a shows the buggy code snippet of MathUtils class from Math-94. The if condition at line 412 is placed to check if either $u$ or $v$ is zero. This is a classic example of a bug due to an integer overflow. Assume the method is called with the following inputs MathUtils.\texttt{gcd}(1073741824, 1032). Then, the if condition at line 412 is expected to be evaluated to false since both $u(1073741824)$ and $v(1032)$ are non-zeros. However, the multiplication of $u$ and $v$ causes an integer overflow to zero, and the if condition at line 412 is evaluated to true. Figure 7b shows the same code snippet of MathUtils class after the patch is applied. To detect this bug, a test should not only cover the true branch of the if condition at line 412, but also pass the non-zero arguments $u$ and $v$ such that their multiplication causes an integer overflow to zero.

The fitness function for the true branch of the if condition at line 412 is $u\times v/(u\times v+1)$, and it tends to reward the test inputs $u$ and $v$ whose multiplication is closer to zero more than the ones whose multiplication is closer to causing an integer overflow to zero. For an example, suppose we have two individuals $u = 2$, $v = 3$ and $u = 12085$, $v = 1241$ in the current generation. The fitness of the first and second individuals will be $6\times 1881/(6\times 1881)$ and $14997485\times 1241$. Thus, the first individual is considered fitter when compared with the second one, while the second one is closer to detect the bug than the first one. Therefore in a situation like this, we can increase the chances of detecting the bug by allowing the search method to extensively explore the search space of possible test inputs and generate more than one test case (test inputs) for such branches.

SBST\textsubscript{noDPG} generated 30.75 test cases on average that cover the true branch of the if condition at line 412, yet it was not able to detect the bug in any of the runs. Schwa ranked Math-94 bug in the top 10\% of the project and BADS allocated 37 seconds time budget to the search. Then, SBST\textsubscript{DPG} generated 49.8 test cases on average that cover the said branch. As a result, it was able to find the bug in 7 runs out of 20. Allocating a higher time budget increases the likelihood of detecting the bug since it allows the search method to explore the search space extensively to find the test inputs that can detect the bug.

![Buggy code](image1.png) (a) Buggy code
![Fixed code](image2.png) (b) Fixed code

Figure 7: MathUtils class from Math-94

Figure 8a shows the buggy code snippet of DateTimeZone class from Time-8. The forOffsetHoursMinutes method takes two integer inputs hoursOffset and minutesOffset, and returns the DateTimeZone object for the offset specified by the two inputs. If the method forOffsetHoursMinutes is called with the inputs hoursOffset=0 and minutesOffset=-15, then it is expected to return a DateTimeZone object for the offset $-00:15$. However, the if condition at line 279 is evaluated to true and the method throws an IllegalArgumentException exception instead. Figure 8b shows the same code snippet after the patch is applied. To detect this bug, a test case has to execute the if conditions at lines 273 and 276 to false; that is hoursOffset $\neq 0$ or minutesOffset $\neq 0$ and hoursOffset $\in [-23, 23]$, and then it has to execute the if condition at line 279 to true with a minutesOffset $\in [-59,-1]$. Moreover, there is a new condition introduced at line 282 in the fixed code to check if the hoursOffset is positive when the minutesOffset is negative (see Figure 8b). Thus, this adds another constraint to the possible test inputs that can detect the bug, which is hoursOffset $\leq 0$. Therefore, it is evident that it is hard not only to find the right test inputs to detect the bug, but also to find test inputs to at least cover the buggy code.

As it was the case in Math-94, just covering the buggy code (true branch of the if condition at line 279) is not sufficient to detect the Time-8 bug. For an example, test inputs hoursOffset=-4 and minutesOffset=-150 cover the buggy code, however they cannot detect the bug. Therefore, the search method needs more resources to generate more test cases that cover the buggy code such that it eventually finds the right test cases that can detect the bug.

Our investigation into the tests generated by the 2 approaches shows that the baseline, SBST\textsubscript{noDPG}, covered the buggy code in 90\% of the runs. SBST\textsubscript{noDPG} generated 25.78 test cases on average that cover the buggy code and it was able to detect the bug in 14 runs out of 20. Whereas, SBST\textsubscript{DPG} allocated 75 seconds time budget to the search as Schwa ranked the bug in the top 10\% of the project and generated 109.8 test cases on average that cover the buggy code. As a result, it was able to detect the bug in all of the runs (success rate = 1.00). Therefore, this again confirms the importance
272 public static DateTimeZone forOffsetHoursMinutes(int hoursOffset, int
273 minutesOffset) throws IllegalArgumentException {
274 if (hoursOffset < -23 || hoursOffset > 23) {
275 throw new IllegalArgumentException("Hours out of range: " + hoursOffset);
276 }
277 if (minutesOffset < -59 || minutesOffset > 59) {
278 throw new IllegalArgumentException("Minutes out of range: " + minutesOffset);
279 }
280 if (hoursOffset == 0 && minutesOffset == 0) {
281 return DateTimeZone.UTC;
282 }
283 int offset = 0;
284...
287
(a) Buggy code
Figure 8: DateTimeZone class from Time-8

(b) Fixed code

of focusing the search more into the buggy classes to increase the likelihood of detecting the bug.

6 THREATS TO VALIDITY

Internal Validity. As outlined in Section 4.4.2, we configure DynaMOSA to generate more than one test case for each target in the SUT, retain all these test cases and disable test suite minimisation. By doing this, we expect to compromise the test suite size in order to maximise the bug detection of SBST. To investigate the benefit of configuring DynaMOSA in this way, we also run the same set of experiments using DynaMOSA with test suite minimisation and equal budget allocation, SBSTO. We compare its performance against SBST.nzDPG: SBSTO finds 85.75 and 93.45 bugs on average at total time budget of 15 and 30 seconds per class. SBST.nzDPG outperforms SBSTO with an average improvement of 48.2 (+56.2%) and 73.45 (+78.6%) more bugs in each case, which are statistically significant according to the Mann-Whitney U-Test (p-value < 0.0001) with a large effect size (A12 = 1.00). However, this huge improvement comes with a price, i.e., SBST.nzDPG produces large test suites. This can be problematic if the developers have to insert the test oracles manually to the generated tests. Thus, we identify this as a potential threat to internal validity and future works need to be done on adapting appropriate test suite minimisation techniques to SBST.nzDPG.

To encounter the randomised nature of GA used in DynaMOSA, we run the experiments for 20 times and carry out sound statistical tests; two-tailed non-parametric Mann-Whitney U-Test [5] and Vargha and Delaney’s A12 statistic [60].

The parameter configurations for Schwa and BADS are either the default values or based on the results of the pilot runs. We believe the performance of SBST.nzDPG can be further improved by fine-tuning the parameters of Schwa and BADS.

We employ an exponential function to allocate time budgets for classes based on the defect scores. As opposed to an exponential allocation, a direct mapping (i.e., linear budget allocation) would have been simple and straightforward. However, as described in Section 3.2.1, there are only a few number of classes which are actually buggy (i.e., highly likely to be defective) and they need to be allocated more time budget to maximise the bug detection of the test generation tool. Thus, we believe a linear allocation approach is not able to largely favour these small number of classes like the exponential allocation approach does.

External Validity. We use 434 real bugs from Defects4J dataset that are drawn from 6 open source projects. These projects may not represent all program characteristics; especially in industrial projects. Although, Defects4J has been widely used in the literature [41, 54, 55, 59] as a benchmark. Future work needs to be done on applying SBST.nzDPG on other bugs datasets.

 EvoSuite generates JUnit test suites for Java programs. Thus, we may not be able to generalise the conclusions to other programming languages. However, the concept we introduced in this research is not language dependent and can be applied to other programming languages as well.

7 CONCLUSION

We introduce defect prediction guided SBST (SBST.nzDPG) that combines class level defect prediction and Search-Based Software Testing to efficiently find bugs in a resource constrained environment. SBST.nzDPG employs a budget allocation algorithm, Budget Allocation Based on Defect Scores (BADS), to allocate time budgets for classes based on their likelihood of defectiveness. We validate our approach against 434 real bugs from Defects4J dataset. Our empirical evaluation demonstrates that in a resource constrained environment, when given a tight time budget, SBST.nzDPG is significantly more efficient than the state of the art approach with a large effect size. In particular, SBST.nzDPG finds 13.1% more bugs on average compared to the state of the art SBST approach when they are given a tight time budget of 15 seconds per class. Further analysis of the results finds that the superior performance of SBST.nzDPG is supported by its ability to find more unique bugs which otherwise remain undetected.

We aim to extend our work in the following directions as future work; i) employ a defect predictor which uses different features to produce predictions, ii) adapt an appropriate test suite minimisation strategy to address the generation of larger test suites, and iii) validate SBST.nzDPG against other bugs datasets.
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