No quantum solutions to linear constraint systems in odd dimension from Pauli group and diagonal Cliffords
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Linear constraint systems (LCS) have proven to be a surprisingly prolific tool in the study of non-classical correlations and various related issues in quantum foundations. Many results are known for the Boolean case, yet the generalisation to systems of odd dimension is largely open. In particular, it is not known whether there exist LCS in odd dimension, which admit finite-dimensional quantum, but no classical solutions. In recent work, [J. Phys. A, 53, 385304 (2020)] have shown that unlike in the Boolean case, where the $n$-qubit Pauli group gives rise to quantum solutions of LCS such as the Mermin-Peres square, the $n$-qudit Pauli group never gives rise to quantum solutions of a LCS in odd dimension. Here, we generalise this result towards the Clifford hierarchy. More precisely, we consider tensor products of groups generated by (single-qudit) Pauli and diagonal Clifford operators.
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1 Introduction

Linear constraint systems (LCS) have sparked a lot of interest in recent years, see [2; 4; 5; 12; 26; 30] for instance. Every LCS can be cast into a two-player nonlocal game, which from a computational perspective are of interest as multi-prover interactive proof systems [5]. In this form, LCS have played a prominent role in the various stages and final solution of Tsirelson’s problem [21; 29; 30; 32]. The surprisingly rich interplay between quantum foundations and computer science, as well as the structure theory of von Neumann algebras [11; 22; 23] shows that LCS have important applications in quantum theory.

Quantum solutions to LCS are known to exist only in even or infinite (Hilbert space) dimension; it is an open question whether finite-dimensional quantum solutions to LCS also exist over \( \mathbb{Z}_d \) for \( d \) odd. Notably, the qubit Pauli operators in the Mermin-Peres square (see Fig. 1 below) define a quantum solution to a LCS over \( \mathbb{Z}_2 \) (see Eq. (2)). This raises the question whether LCS with quantum but no classical solutions exist within the \( n \)-qudit Pauli group \( P_{d^{\otimes n}} \) for arbitrary finite dimension \( d \); yet, [27] have shown that this is not the case.

Here, we generalise this result to a larger group, taking inspiration from (measurement-based) quantum computation, where the Pauli group appears at the first level of the so-called Clifford hierarchy (see Sec. 3.2 below) [7; 15; 16]. More precisely, we consider extensions of the (single-qudit) Pauli group by diagonal Clifford operators. Importantly, the resulting group contains a set of operators that has been shown to be universal for function computation in the restricted subtheory of deterministic, non-adaptive measurement-based quantum computation (MBQC) with linear side-processing (on a GHZ resource state) (see Ref. [9; 10; 28] for details). Within this subtheory, contextuality—roughly, the impossibility of assigning outcomes to all measurements independent of other simultaneously performed measurements—has been identified as a resource for computational advantage [9; 28]. Indeed, Pauli and diagonal Clifford measurement operators generally lead to contextual MBQC [10]. Since the nonexistence of classical solutions to a LCS is also a form of contextuality, this further motivates to seek quantum solutions to LCS for \( \mathbb{Z}_d \) within this group.²

Surprisingly, our main result (Thm. 2) shows that no such solutions exist. What is more, the techniques developed in this work constitute a first step towards the analysis of (the existence of quantum solutions to) LCS in groups generated from other gate sets used in quantum computation (beyond Pauli and diagonal Clifford gates).

The rest of this paper is organised as follows. In Sec. 2 we briefly review the Mermin-Peres square and the definition of linear constraint systems. In Sec. 3, we define the group of interest, generated from Pauli and diagonal Clifford gates. Sec. 4 studies its properties, and builds up to the proof of our key technical contribution (Thm. 1). The details are of independent interest, but may be skipped on first reading. Sec. 5 contains the main result of our work (Thm. 2), and Sec. 6 concludes.

1Here, the dimension refers to the (minimal) Hilbert space on which operators act. The existence of linear constraint systems over \( \mathbb{Z}_d \) admitting possibly infinite-dimensional quantum but no classical solutions for arbitrary \( d \in \mathbb{N} \) has been reported in [31].

2MBQC and LCS are related, in fact, every deterministic, non-adaptive MBQC acting on a GHZ state with operators from this enlarged group gives rise to an associated LCS. Note that measurement operators in MBQC commute on their common resource eigenstate. Consequently, the MBQC lifts to a quantum solution of its associated LCS if and only if measurement operators commute (independent of the resource state). Since it would distract from the results of the present paper, we will defer a more detailed analysis of the correspondence between MBQC and LCS to future work.
2 Linear constraint systems and Mermin-Peres square

\[ x_1 = X \otimes 1 - x_2 = 1 \otimes Y - x_3 = X \otimes Y \]

\[ x_4 = 1 \otimes X - x_5 = Y \otimes 1 - x_6 = Y \otimes X \]

\[ x_7 = X \otimes X - x_8 = Y \otimes Y - x_9 = Z \otimes Z \]

Figure 1: Two-qubit Pauli operators in the (contextuality proof of the) Mermin-Peres square [24; 25].

Let \( P_2^\otimes n = \langle X, Y, Z \rangle^\otimes n \) denote the \( n \)-qubit Pauli group.\(^3\) The nine two-qubit Pauli operators \( x_k \in P_2^\otimes 2, k \in \{1, \ldots, 9\} \) in Fig. 1 satisfy the following constraints: (i) every operator is a square root of the identity, \( x_k^2 = 1 \otimes 1 \) for all \( k \in \{1, \ldots, 9\} \), (ii) the operators in every row and column commute, \([x_k, x_l] = 0\) for all \( k, l \in \{1, \ldots, 9\} \), and (iii) the operators in every row and column obey the multiplicative constraints

\[ \prod_{k=1}^9 x_k^{A_{ik}} = (-1)^{b_i}, \quad \forall i \in \{1, \ldots, 6\}, \tag{1} \]

where \( A \in M_{6,9}(\mathbb{Z}_2) \) and \( b \in \mathbb{Z}_2^6 \) are defined as follows

\[
A = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 
\end{pmatrix}, \quad b = \begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
1 
\end{pmatrix}. \tag{2}
\]

Assume that there exists a (classical) solution \( x_k = (-1)^{\tilde{x}_k} \) with \( \tilde{x}_k \in \mathbb{Z}_2^9 \). Then the constraints can be equivalently expressed in terms of the additive equation \( A\tilde{x} = b \mod 2 \),

\[ \prod_{k=1}^9 x_k^{A_{ik}} = (-1)^{\sum_{k=1}^9 A_{ik}\tilde{x}_k} = (-1)^{b_i}. \tag{3} \]

However, as is easily seen by multiplying the constraints in Eq. (1), no such solution exists. The Mermin-Peres square thus constitutes a proof of quantum contextuality, that is, the impossibility of assigning spectral values to observables independent of other commuting, and thus simultaneously measurable observables. More generally, we will call a group \( G \subset U(d) \) noncontextual if it admits a spectral value assignment, i.e., a map \( v : G \to U(1) \) such that (i) \( v(g) \in \text{sp}(g) \) and (ii) \( v(gg') = ^3The Pauli matrices are \( X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \) and \( Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \).
$v(g)v(g')$ whenever $[g,g'] := gg'g^{-1}g'^{-1} = 1$.\footnote{Here, $\text{sp}(g) = \{\lambda \in U(1) \mid \det(g - \lambda \mathbb{1}) = 0\}$ denotes the spectrum of $g$, that is, the set of eigenvalues of $g$.} Otherwise $G$ is called contextual. Note that any classical solution to Eq. (2) would amount to a value assignment for $P^\otimes 2$ in Fig. 1.

Generalising this example, one defines linear constraint systems (LCS) ‘$Ax = b \mod d$’ for any $A \in M_{m,n}(\mathbb{Z}_d)$ and $b \in \mathbb{Z}_d^n$. A classical solution to a LCS is a vector $\tilde{x} \in \mathbb{Z}_d^n$ solving the system of linear equations $A\tilde{x} = b \mod d$, whereas a quantum solution is an assignment of unitary operators $x \in U^\otimes n(d)$ such that (i) $x^d_k = 1$ for all $k \in \{1, \ldots, n\}$ (‘$d$-torsion’), (ii) $[x_k, x_{k'}] = x_kx_{k'}x_k^{-1}x_{k'}^{-1} = 1$ whenever $(k, k')$ appear in the same row of $A$, i.e., $A_{lk} \neq 0 \neq A_{lk'}$ for some $l \in \{1, \ldots, m\}$ (‘commutativity’), and (iii) $\prod_{i=1}^n x^{A_{li}} = \omega^{b_i}$ for all $l \in \{1, \ldots, m\}$, and where $\omega = e^{2\pi i}$ ‘constraint satisfaction’).\footnote{With \cite{26}, we call an operator solution an assignment $x \in U^\otimes n(d)$ satisfying (i) and (iii), but not (ii).} For more details on linear constraint systems we refer to \cite{4; 27; 30}.

3 On Paulis and Cliffords

This section builds up to the definition of the groups $K_Q^\otimes n$ in Sec. 3.3, which encompasses Pauli and diagonal Clifford operators. We first review some basic facts about the Heisenberg-Weyl group in Sec. 3.1, before we extend it by additional operators, motivated by the diagonal Clifford hierarchy as shown in Sec. 3.2.

3.1 Pontryagin duality and Heisenberg-Weyl group

Given any finite abelian group $G$, we define its Pontryagin dual $\hat{G}$ as the set of group homomorphisms into the unitary group $U(1)$,

$$\hat{G} := \text{Hom}(G, U(1)) = \{ \chi : G \to U(1) \mid \chi(gh) = \chi(g)\chi(h) \ \forall g, h \in G \}.$$ \hspace{1cm} (4)

$\hat{G}$ itself is a finite abelian group under pointwise multiplication. By Pontryagin duality, there is a canonical isomorphism $\text{ev}_G : G \to \hat{G}$ given by

$$\text{ev}_G(x)(\chi) := \chi(x).$$

The Heisenberg-Weyl group $H(G)$ of $G$ is now defined as follows. Let $C^G$ be the Hilbert space of complex-valued functions on $G$ and define the translation operators $t_x$, $x \in G$ and multiplication operators $m_\chi$, $\chi \in \hat{G}$ by

$$(t_xf)(y) = f(x + y) \quad (m_\chi f)(y) = \chi(y)f(y),$$ \hspace{1cm} (5)

for all $f \in C^G$.\footnote{The measure needed in the definition of $L^2(G)$ is the unique Haar measure on $G$.} Clearly, the operators in Eq. (5) do not commute, instead they satisfy the canonical Weyl commutation relations,

$$t_xm_\chi = \overline{\chi(x)}m_\chi t_x, \quad \forall x \in G, \chi \in \hat{G}.$$ \hspace{1cm} (6)

The Heisenberg-Weyl group is the subgroup of the unitary group on the Hilbert space $C^G$ generated by these operators.
Of particular interest for quantum computation is the discrete Heisenberg-Weyl group $H(Z_d)$ with $\hat{Z}_d = \{\chi^q(q) = \omega^{aq} \mid \omega = e^{2\pi i}, a \in \mathbb{Z}_d\} \cong \mathbb{Z}_d$. Note that the Heisenberg-Weyl group can also be seen as a subgroup of the normaliser $H(Z_d) \subset N(T)$ of a maximal torus of the special unitary group,

$$T = T(SU(d)) = \{S_\xi = \text{diag}(\xi(0), \cdots, \xi(d-1)) \in SU(d) \mid \xi : \mathbb{Z}_d \to U(1), \prod_{q \in \mathbb{Z}_d} \xi(q) = 1\}.$$  \hfill (7)

See [18, Chapter 11] for details about maximal tori in Lie groups. There is a split extension

$$1 \to T \to N(T) \to W(T) \to 1,$$  \hfill (8)

where $N(T)$ is the normalizer of $T$ and $W(T) = N(T)/T$ is called the Weyl group. In the case of the special unitary group $SU(d)$, $W(T) \cong \text{Sym}(d)$ is the symmetric group on $d$ elements. It induces an action on $T$ by

$$x \cdot t = xtx^{-1},$$  \hfill (9)

where $x \in W(T) \cong \text{Sym}(d)$ on $t \in T$. Let $X$ be the generalised Pauli shift operator. The group $(X) \cong \mathbb{Z}_d$ generated by $X$ can be identified with a subgroup of $W(T) \cong \text{Sym}(d)$. In particular, note that the Heisenberg-Weyl group arises from the split extension in Eq. (8), by restriction to the Pontryagin dual

$$1 \to \hat{Z}_d \to H(Z_d) \to \langle X \rangle \to 1.$$  \hfill (10)

Comparing Eq. (10) with Eq. (8) suggests to extend the Pontryagin dual $\hat{Z}_d$ in the definition of the (discrete) Heisenberg-Weyl group to a maximal torus subgroup of the special unitary group.\hfill 8

### 3.2 Diagonal Clifford hierarchy

**Clifford hierarchy.** Recall that the Clifford hierarchy is defined recursively from $C_1(d) := P_d$ and $C_{k+1}(d) := \{C \in U(d) \mid \forall M \in P_d : CMC^\dagger \subset C_k(d)\}$, where we follow the notation in Ref. [7]. $C_k(d)$ is also known as the Clifford group, it is the normaliser of the qudit Pauli group $P_d$; note that $C_k(d)$ is not a group for $k > 2$. We remark that the Clifford hierarchy is of fundamental importance in quantum computation with magic state injection [3; 16; 19; 20]. In particular, the Gottesman-Knill theorem proves that the so-called stabiliser subtheory [13; 14], which encompasses all unitary Clifford circuits on eigenstates of $n$-qubit Pauli group, and Pauli-measurements can be efficiently classically simulated [1; 7; 15]. While stabiliser subtheory is not universal for quantum computation, adding a single additional unitary gate, e.g. the $T$-gate ($\frac{\pi}{8}$-phase gate) to any set of generators of the Clifford group does yield a universal gate set.

**Diagonal Clifford hierarchy.** Similarly, the diagonal Clifford hierarchy for $d$ odd is defined recursively from $D_1(d) := \hat{Z}_d$ (see Sec. 3.1), and $D_{k+1}(d) := \{S_\gamma = \text{diag}(\gamma(0), \cdots, \gamma(d-1)) \in U(d) \mid \forall M \in H(Z_d) : S_\gamma MS_\gamma^\dagger \subset D_k(d)\}$.\hfill 9 We will be particularly interested in the subgroups of the special diagonal Clifford hierarchy $SD_k(d) := D_k(d) \cap SU(d)$ for all $k \in \mathbb{N}$, since operators $S_\xi X^b$ with $S_\xi \in SD_k(d)$ are $d$-torsion by Lm. 3 below.

---

7For $d$ odd, $P_d \cong H(Z_d)$, but for $d$ even these groups differ by central elements [7]. In particular, note that the qudit Pauli group $P_2 = \{(i, X, Z)\}$, whereas $H(Z_2) = \{X, Z\}$.

8The restriction to the special unitary group $SU(d)$ in Eq. (7) ensures that (local measurement) operators $M(\xi, b) = S_b X^b$, with $b \neq 0$ and $S_b \in T$ have order $d$ (Lm. 3). We also remark that the extension of $\hat{Z}_d$ to $T$ is closely related to the diagonal Clifford hierarchy (cf. [6]), which embeds into the maximal torus of the unitary group $T(U(d))$ (see also Remark. 2).

9The definition of $(D_k(d))_{k \in \mathbb{N}}$ notably depends on a choice of basis, viz. maximal torus $T(U(d)) \subset U(d)$ (cf. Eq. (7) below).
Lemma 1. Let \( \xi : \mathbb{Z}_d \to U(1) \) be a function with \( d \) odd. If \( S_\xi \in SD_k(d) \) then \( S_\xi^{d+1} = 1 \).

Proof. The case \( k = 1 \) is immediate. The general case \( k > 1 \) follows by induction from the recursive definition of the (special) diagonal Clifford hierarchy. More precisely, for any diagonal element \( S_\xi \) with \( \xi : \mathbb{Z}_d \to U(1) \) the canonical Weyl commutation relations in Eq. (6) generalise to

\[
S_\xi X S_\xi^{-1} = S_{\Delta \xi} X ,
\]

where we define \( \Delta \xi : \mathbb{Z}_d \to U(1) \) by \( \Delta \xi(q) := \frac{\xi(q+1)}{\xi(q)} \in U(1) \). In particular,

\[
\prod_{q=0}^{d-1} \Delta \xi(q) = \prod_{q=0}^{d-1} \frac{\xi(q+1)}{\xi(q)} = \frac{\prod_{q=0}^{d-1} \xi(q+1)}{\prod_{q=0}^{d-1} \xi(q)} = 1 = 1 .
\]

By definition, \( SD_{k+1}(d) \) is the pre-image to \( SD_k(d) \) of the operator \( \Delta : T \to T \) for \( T \) a maximal torus in \( SU(d) \). Now, assume that the assertion holds for \( k-1 \) and let \( S_\xi' \in SD_{k-1}(d) \). From \( \xi'(q) = \Delta \xi(q) = \frac{\xi(q+1)}{\xi(q)} \) we find that any pre-image \( S_\xi \in SD_k(d) \) of \( S_\xi' \) under \( \Delta \) satisfies \( \xi(q+1) = \xi(q)\xi'(q) \).

Let \( \xi(0) = e^{ic} \) with \( c \in \mathbb{R} \) arbitrary, then \( \xi(q) = e^{ic} \prod_{k=0}^{q-1} \xi(k) \). Moreover, since \( S_\xi \in SU(d) \) by assumption we have \( \xi^{-1}(0) = \prod_{q=0}^{d-1} \xi(q) = e^{i(d-1)c} \prod_{q=1}^{d-1} \xi(k) \), from which it follows that \( e^{dqc} = \prod_{q=1}^{d-1} \xi^q(k) \). Finally, since \( \xi^q(k) \) is a \( k \)-th root of unity by the inductive hypothesis, it follows that \( e^{ic} \) is a \( k+1 \)-th root of unity.

It follows that not every operator \( S_\xi \) with \( \xi : \mathbb{Z}_d \to U(1) \) is an element of \( D_k(d) \) for some \( k \in \mathbb{N} \). For instance, \( \xi = (1, e^{i\sqrt{2}}, e^{-i\sqrt{2}}) \notin D_k(3) \) for any \( k \in \mathbb{N} \). Nevertheless, as a consequence of Thm. 3 in App. A, \( S_\xi \in D_k(d) \) if and only if \( S_\xi^m = 1 \) for some \( m \in \mathbb{N} \).

Contextuality has been identified as a resource in measurement-based quantum computation (MBQC) [9; 28]. Motivated in part by the universality of Pauli and diagonal Clifford gates within the restricted subtheory of deterministic, non-adaptive MBQC with linear side-processing (on a GHZ resource state) [10], in the next section, we will define groups generated from tensor products of these operators.

3.3 Definition of \( K_Q^{\otimes n}(d) \)

In this section, we define a group generated from operators \( S_\xi X^b \) that are \( d \)-torsion in the sense that \( (S_\xi X^b)^d \) is an element of \( D_k(d) \). For an integer \( m \geq 1 \), let \( T_{(dm)} \) denote the subgroup of the maximal torus of the special unitary group \( T \) consisting of elements of order \( dm \); that is \( T_{(dm)} = \{ S_\xi \in T \mid S_\xi^{dm} = 1 \} \).

In particular, when \( d \) is an odd prime, the subgroup \( T_2 \) consists of elements \( S_\xi \) where \( \xi \) is of the form \( \xi(q) = a_0 + a_1q + a_2q^2 + \cdots + a_{d-1}q^{d-1} \) with \( a_i \in \mathbb{Z}_d \) for all \( 0 \leq i \leq d-1 \) (cf. Eq. (16)).

Definition 1. For a subgroup \( T_\subset Q \subset T_{(dm)} \) invariant under the action of \( \langle X \rangle \) we define the following subgroup of the special unitary group:

\[
K_Q(d) = \langle S_\xi X^b \mid b \in \mathbb{Z}_d, S_\xi \in Q \rangle \subset SU(d) ,
\]

where \( X|q\) = \( |q+1\) is the generalised Pauli shift operator and \( S_\xi|q\) = \( \xi(q)|q\) is a generalised phase gate.\(^{10}\)

\(^{10}\)Note that not all (diagonal) elements in \( K_Q(d) \) have order \( d \). Such operators do not arise as local measurement operators in (deterministic, non-adaptive) ld-MBQC, they are merely a byproduct of Def. 1.
We denote the n-fold Kronecker tensor product of $K_Q(d)$ by

$$K_Q^{\otimes n}(d) = K_Q(d) \otimes \cdots \otimes K_Q(d).$$

Similarly $H^{\otimes n}(\mathbb{Z}_d)$ denotes the n-fold Kronecker tensor product of $H(\mathbb{Z}_d)$.

Note that $K_Q(d) = H(\mathbb{Z}_d)$ reduces to the discrete Heisenberg-Weyl group\(^{\text{11}}\) for $Q = T(d)$ where $d$ is an odd prime. In this paper we will consider the other extreme that is when $Q = T(d^m)$.

Note also that $K_Q(d) = Q \times \langle X \rangle \cong Q \rtimes \mathbb{Z}_d$ is a split extension, (as a restriction of Eq. (8))

$$1 \to Q \to K_Q(d) \to \langle X \rangle \to 1.$$ (12)

We will therefore often write $S_{\xi}X^b \in K_Q(d)$ as $(\xi, b)$, where $b \in \mathbb{Z}_d$ and $S_{\xi} \in Q$. By Eq. (9), the group action of $\mathbb{Z}_d$ on $Q$ is given by

$$S_{b\xi}[q] := X^b \cdot S_{\xi}[q] = X^bS_{\xi}X^{-b}[q] = X^b\xi[q - b] = X^b\xi(q - b)[q - b] = \xi(q - b)[q],$$

that is $b \cdot \xi(q) = \xi(q - b)$ for all $q \in \mathbb{Z}_p$. The group operation of $K_Q(d)$ is given by

$$(\xi, b)(\xi', b') = (\xi \cdot \xi', b + b'),$$

and the inverse is given by

$$(\xi, b)^{-1} = ((-b) \cdot \xi^{-1}, -b),$$

where $(\xi, b), (\xi', b') \in K_Q(d)$.

**Lemma 2.** Let $(\xi, b), (\chi, 0) \in K_Q(d)$. Let $n$ be a positive integer, we have

1. $(\xi, b)^n = \left(\prod_{i=0}^{n-1}(ib) \cdot \xi, nb\right)$.
2. $(\xi, b)^n(\chi, 0) = ((nb) \cdot \chi, 0)(\xi, b)^n$. Thus we also have $(\chi, 0)(\xi, b)^n = (\xi, b)^n((-nb) \cdot \chi, 0)$.
3. $((\xi, b)(\chi, 0))^n = (\prod_{i=1}^{n}(ib) \cdot \chi, 0)(\xi, b)^n$.

**Proof.** The proofs of all three statements are straightforward; see App. A for details. \(\square\)

## 4 Properties

We are interested in quantum solutions to LCS in $K_Q^{\otimes n}(p)$, the group generated by Pauli and diagonal Clifford operators; to this end, we first analyse its abelian subgroups in the next section, before defining a map from $K_Q^{\otimes n}(p)$ to the Heisenberg-Weyl group $H^{\otimes n}(\mathbb{Z}_p)$ that preserves $p$-torsion abelian subgroups in Sec. 4.2. This map will allow us to prove our main result, Thm. 2 in Sec. 5.

This section is of a technical nature and may be skipped on first reading.

---

\(^{\text{11}}\)For $d$ odd, $\mathcal{P}_d \cong H(\mathbb{Z}_d)$, but for $d$ even these groups differ by central elements [7]. In particular, note that the qubit Pauli group $\mathcal{P}_2 = \langle i, X, Z \rangle$, whereas $H(\mathbb{Z}_2) = \langle X, Z \rangle$. 
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4.1 Abelian subgroups of $K^n_Q(p)$

From now on, we fix $p$ to be an odd prime. In this section we will describe $(p$-torsion) abelian subgroups of $K^n_Q(p)$ where $Q = T_{(p^m)}$. For simplicity, we will use the following notation:

$$K = K_Q(p) \quad \text{and} \quad K^n = K^n_Q(p).$$

We begin with a description of $p$-torsion elements in $K$.

**Lemma 3.** An element $M \in K$ is $p$-torsion, i.e. $M^p = 1$, if either

- $M = S_{\xi}$ for some $S_{\xi} \in T_{(p)}$, or
- $M = S_{\xi}X^b$ with $b \neq 0$.

*Proof.* Follows from Lm. 2(1), and our assumption $\xi \in T_{(p)}$, which implies $\det(S_{\xi}) = \prod_{k=0}^{p-1} k \cdot \xi = 1$.

Next, we describe commuting pairs of elements in $K$ up to a phase.

**Lemma 4.** Let $M = S_{\xi}X^b$ and $M' = S_{\xi'}X^{b'}$ be elements in $K$ such that $[M, M'] = \omega^c1$ for some $c \in \mathbb{Z}_p$. Then one of the following cases hold:

1. $b = b' = 0$ and $M, M' \in Q$. In particular, $c = 0$.
2. $b \neq 0$ and $b' = 0$ and $M' \in \hat{\mathbb{Z}}_p$. In addition, if $c = 0$, then $M' \in Z(K)$.
3. $b, b' \neq 0$ and there exists $a, y \in \mathbb{Z}_p$ and $S_{\chi} \in \hat{\mathbb{Z}}_p$ such that $\omega^a M' = (MS_{\chi})^y$. Here $\chi(q) = \omega^{c_0}$ where $b'c' = -c$ and $yb = b'$. In addition, if $c = 0$, then $\omega^a M' = M^y$.

*Proof.* We will use the alternative notation $(\xi, b) = S_{\xi}X^b$. First, we calculate the commutator:

$$[M, M'] = (\xi, b)(\xi', b')(\xi, b)^{-1}(\xi', b')^{-1}$$

$$= (\xi b \cdot \xi', b + b') \left((-b) \cdot \xi^{-1}, -b\right) \left((-b') \cdot \xi'^{-1}, -b'\right)$$

$$= (\xi b \cdot \xi', b + b') \left((-b) \cdot \xi^{-1}(b - b') \cdot \xi'^{-1}, b - b'\right)$$

$$= (\xi b \cdot \xi'(b + b' - b) \cdot \xi^{-1}(b + b' - b') \cdot \xi'^{-1}, b + b' - b')$$

$$= (\xi b \cdot \xi' \cdot \xi^{-1}(b + b' - b)) .$$

Thus we have $[M, M'] = (\xi, 0)$, where $\hat{\xi}(q) = \xi(q)\xi'(q - b)\xi^{-1}(q - b')\xi'^{-1}(q)$ for all $q \in \mathbb{Z}_p$.

Case 1: We assume $b = b' = 0$. In this case, we have $M, M' \in Q$. This group is abelian, thus $c = 0$.

Case 2: We assume $b \neq 0$ and $b' = 0$. In this case, we have

$$[M, M'] = \omega^c1 \iff \xi(q)\xi'(q - b)\xi^{-1}(q - b')\xi'^{-1}(q) = \omega^c$$

$$\iff \xi'(q - b) = \xi'(q)\omega^c$$

$$\iff \xi'(q) = \xi'(q + b)\omega^c.$$
By definition (cf. Eq. (7)), we have $\prod_{q=0}^{p-1} \xi'(q) = 1$. Thus we obtain

$$1 = \prod_{q=0}^{p-1} \xi'(q) = \prod_{q=0}^{p-1} \xi'(0) \omega^{mc} = (\xi'(0))^p \omega^{mc} \sum_{q=0}^{p-1} q = (\xi'(0))^p,$$

where we used that $\sum_{q=0}^{p-1} q = \frac{p(p-1)}{2}$ is divisible by 2, hence, $\sum_{q=0}^{p-1} q$ is a multiple of $p$ and thus $\omega^{mc} \sum_{q=0}^{p-1} q = 1$. Finally, we set $\xi'(0) = \omega^a$ for some $a \in \mathbb{Z}_p$ and obtain

$$\xi'(q) = \xi'(0) \omega^{mc} = \omega^a \omega^{mc} = \omega^{mc+a},$$

therefore $M' = (\xi', b') \in \hat{Z}_p$. In particular, if $c = 0$ we have $\xi'(q) = \omega^a$, and as a result $M' \in Z(K)$.

Case 3: Assume that $b, b' \neq 0$. We pick $c' \in \mathbb{Z}_p$ and $y \in \mathbb{Z}_p$ such that $b'c' = -c$ and $yb = b'$, and we define $\chi(q) = \omega^{c'}$. By Lm. 2(1), we have

$$(MS\chi)^y = ((\xi, b)(\chi, 0))^y = (\xi b \cdot \chi, b)^y = (\tilde{\xi}, yb) = (\tilde{\xi}, b'),$$

where $\tilde{\xi} = \left( \prod_{q=0}^{p-1}(ib) \cdot \xi \right) \left( \prod_{q=1}^{p-1}(ib + b) \cdot \chi \right)$. Since $[M, M'] = \omega^c I$, by Eq. (13), we have

$$\xi(q)\xi'(q-b)\xi^{-1}(q-b')\xi'^{-1}(q) = \omega^c \iff \frac{\xi(q)}{\xi(q-b')} = \frac{\xi'(q)}{\xi'(q-b') \omega^c}. \quad (15)$$

Then we calculate

$$\frac{\tilde{\xi}(q)}{\xi(q-b)} = \frac{\tilde{\xi}(q)}{b \cdot \xi(q)} = \frac{\left( \prod_{q=0}^{p-1}(ib) \cdot \xi \right) \left( \prod_{q=1}^{p-1}(ib + b) \cdot \chi \right)}{\left( \prod_{q=0}^{p-1}(ib + b) \cdot \xi \right) \left( \prod_{q=1}^{p-1}(ib + b) \cdot \chi \right)}(q)$$

$$\xi \left( \prod_{q=1}^{p-1}(ib) \cdot \xi \right) b \cdot \chi \left( \prod_{q=1}^{p-1}(ib + b) \cdot \chi \right)(q)$$

$$= \left( \frac{\xi(q)}{\xi(q-b') \omega^c} \right) \omega^{q-b} \omega^{b'} \quad (\text{by definition of } \chi \text{ and } yb = b')$$

$$= \frac{\xi'(q)}{\xi'(q-b)} \omega^{c \cdot c'} \quad (\text{by Eq. } (15))$$

By rearranging this equation, we get

$$\frac{\xi(q)}{\xi'(q)} = \frac{\xi(q-b)}{\xi'(q-b)},$$

for all $q \in \mathbb{Z}_p$. Thus we conclude that there is a constant $x$ such that for all $q \in \mathbb{Z}_p$, we have $\xi(q) = x\xi'(q)$. By definition, we have $\prod_{q=0}^{p-1} \xi(q) = \prod_{q=1}^{p-1} \xi'(q) = 1$. It follows that

$$1 = \prod_{q=0}^{p-1} \xi(q) = \prod_{q=0}^{p-1} x\xi'(q) = x^p \prod_{q=0}^{p-1} \xi'(q) = x^p.$$
Thus $x = \omega^a$ for some $a \in \mathbb{Z}_p$ and we have $\xi(q) = \omega^a \xi'(q)$ for some $a \in \mathbb{Z}_p$. Combining $\xi(q) = \omega^a \xi'(q)$ with Eq. (14), we obtain

$$(MS_x)^y = (\xi, b') = (\omega^a \xi', b') = (\omega^a, 0)(\xi', b') = \omega^a M'.$$

In particular, if $c = 0$, then $\chi(q) = 1$ and $\omega^a M' = M^y$.

These two results combined gives us the description of $p$-torsion abelian subgroups of $K$.

**Corollary 1.** Maximal $p$-torsion abelian subgroups of $K$ fall into two classes:

- the subgroup $T(p)$, and
- $\langle 1, S_{\xi}X \rangle$ where $S_{\xi} \in Q = T(p^m)$.

Any two distinct maximal $p$-torsion abelian subgroup intersect at the center $Z(K) = \langle 1 \rangle$.

**Proof.** This follows immediately from Lm. 4 with $c = 0$ and Lm. 3.

We reformulate Lm. 4 in a way that will be useful for computing the commutator in terms of a symplectic form.

**Corollary 2.** Let $M = S_{\xi}X^b$ and $M' = S_{\xi'}X^{b'}$ be elements in $K$ such that $[M, M'] = \omega^c 1$ for some $c \in \mathbb{Z}_p$. Then one of the following cases hold:

1. $b = b' = 0$, in which case $c = 0$.
2. $b \neq 0$, in which case $M' = S_{\chi}M^{b'/b}$ where $\chi'(q) = \omega^{\alpha_0 + \alpha_1 q}$ for some $\alpha_0, \alpha_1 \in \mathbb{Z}_p$ and $c = -b \alpha_1'$.
3. $b' \neq 0$, in which case $M = S_{\chi}M^{b/b'}$ where $\chi(q) = \omega^{\alpha_0 + \alpha_1 q}$ for some $\alpha_0, \alpha_1 \in \mathbb{Z}_p$ and $c = b' \alpha_1$.

**Proof.** We will explain the case where at least one of $b$ or $b'$ is nonzero. Then we are either in case (2) or (3) of Lm. 4. Assume we are in case (3). We can write $M' = S_{\chi'}M^{b'/b}$ for some $S_{\chi'} \in \hat{\mathbb{Z}}_p$ using part (2) and (3) of Lm. 4. Using Eq. (13) we compute $c = -b \alpha_1'$. Note that taking $b' = 0$ we see that Lm. 4 part (2) is also covered by this case. Case (3) can be dealt with in a similar way.

Next we move on to analyzing $K^\otimes n$. Using Thm. 3 in the Appendix we can express $\xi$ as follows:

$$\xi(q) = \exp \left( \sum_{j=1}^{m} \frac{2 \pi i}{p^j} f_j(q) \right),$$

where each $f_j$ is a polynomial of the form

$$f_j(q) = \sum_{a=0}^{p-1} \vartheta_{j,a} q^a, \quad \vartheta_{j,a} \in \mathbb{Z}_p.$$  

We need a generalized version of Lm. 3 to describe $p$-torsion elements in $K^\otimes n$.

**Lemma 5.** An element $M = M_1 \otimes M_2 \otimes \cdots \otimes M_n$ in $K^\otimes n$ is $p$-torsion if there exists a subset $I \subset \{1, 2, \cdots , n\}$ such that the following holds:

- $M_i \notin Q$, that is, $M_i = S_{\xi_i}X^{b_i}$ with $b_i \neq 0$ for all $i \notin I$. 
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• For all $i \in I$ we have $M_i \in Q$ such that $\vartheta_{j,a}^{(i)} = 0$ for all $j \geq 2, a \neq 0$ and $\sum_{i \in I} \vartheta_{2,0}^{(i)} = 0 \mod p$.

Proof. It suffices to show that $M_i \in Q$ satisfies $M_i^p = \omega^a 1$ for some $c_i \in \mathbb{Z}_p$ whenever $\vartheta_{j,a}^{(i)} = 0$ for all $j \geq 2, a \neq 0$. This follows from Eq. (16). □

To track the commutator in the case of $K^\otimes_n$ we will need the symplectic form borrowed from the Heisenberg-Weyl group $H^\otimes_n(p)$. For $v = (v_Z, v_X)$ and $v' = (v'_Z, v'_X)$ in $\mathbb{Z}_p^n \times \mathbb{Z}_p^n$ the symplectic form is defined by

$$[v, v'] = v_Z \cdot v'_X - v'_Z \cdot v_X \mod p,$$

where $\cdot$ denotes the inner product on vectors in $\mathbb{Z}_p^n$. Using this symplectic form we can describe the commutator of two elements that commute up to a phase.

**Corollary 3.** Let $M = M_1 \otimes M_2 \otimes \cdots \otimes M_n$ and $M' = M'_1 \otimes M'_2 \otimes \cdots \otimes M'_n$ be elements in $K^\otimes_n$ such that $[M, M'] = \omega_c 1$. For every $1 \leq i \leq n$, write $M_i = (\xi_i, b_i)$, let $b = (b_1, b_2, \cdots, b_n)$ and let $\bar{f} = (\vartheta_{1,1}^{(1)}, \vartheta_{1,1}^{(2)}, \cdots, \vartheta_{1,1}^{(n)})$, where $\vartheta_{1,1}^{(i)}$ is the coefficient in Eq. (17) that appears in the expansion of $\xi_i$ in Eq. (16); similarly for $\bar{f}'$ and $\bar{b}'$. Then we have

$$[M, M'] = \omega_{[v, v']} 1,$$

where $v = (\bar{f}, \bar{b})$ and $v' = (\bar{f}', \bar{b}')$.

Proof. Since $[M, M'] = \omega_c 1$ we have $[M_i, M'_i] = \omega_{c_i} 1$ such that $\sum_{i=1}^n c_i = c \mod p$. Cor. 2 implies that $c_i$ is either zero or given by the formula in parts (2) and (3) of this result. Suppose we are in case (2). Then $M'_i = S_{\chi_i} M_i^{b_i/b}$ where $\chi_i = \alpha_i^{q_i} + \alpha'_i q$. Using Lm. 2 (1) we can compute the coefficient $\vartheta_{1,1}^{(i)}$ in $\xi'$. It turns out that $\vartheta_{1,1}^{(i)} = \alpha_i^{q_i} + b_i \vartheta_{1,1}^{(i)}$, which gives

$$[M_i, M'_i] = \omega^{-b_i} 1 = \omega^{-b_i(\vartheta_{1,1}^{(i)} - \vartheta_{1,1}^{(i)})} = \omega^{\vartheta_{1,1}^{(i)} b_i}.$$

Case (3) can be dealt with similarly. Combining $\omega_{c_i}$’s we obtain the formula for the symplectic form. □

For each $M = M_1 \otimes \cdots \otimes M_n$ we will associate the vector $v = (\bar{f}, \bar{b})$ defined in Cor. 3. A subspace $W$ in $\mathbb{Z}_p^n \times \mathbb{Z}_p^n$ is called isotropic if $[w, w'] = 0$ for all $w, w' \in W$. Using this definition we observe that a subgroup $(M^{(1)}, M^{(2)}, \cdots, M^{(n)})$ of $K^\otimes_n$ is abelian if and only if the subspace $\langle v^{(1)}, v^{(2)}, \cdots, v^{(n)} \rangle$ of $\mathbb{Z}_d^n$, where $v^{(i)} = (\bar{f}^{(i)}, \bar{b}^{(i)})$, is isotropic.

### 4.2 Projecting $p$-torsion abelian subgroups into the Heisenberg-Weyl group

Let $K^\otimes_n(p)$ denote the subset of $p$-torsion elements in $K^\otimes_n$. In this section, we will construct a map

$$\phi : K^\otimes_n(p) \to H^\otimes_n(\mathbb{Z}_p),$$

that restricts to a group homomorphism on every $p$-torsion abelian subgroup. Cor. 3 hints at a “linearization map” that could potentially serve for this purpose. The map we need is closely related to linearization, yet needs to be slightly adjusted when acting on $p$-torsion elements. We will revisit this point in Remark 1 below, after the definition of the map.
Definition 2. For $\xi$ given as in Eq. (16) we introduce two maps:

$$R(\xi) = \omega^{\vartheta_{1,0}+\vartheta_{2,0}+\vartheta_{1,1}}q$$ and $$P(\xi) = \omega^{\vartheta_{1,0}+\vartheta_{1,1}}q$$.

Using this notation we define a map

$$\phi : K_\omega^\otimes \rightarrow H_\omega^\otimes (Z_p)$$

as follows:

$$\phi(M_1 \otimes M_2 \otimes \cdots \otimes M_n) = \phi_1(M_1) \otimes \phi_1(M_2) \otimes \cdots \otimes \phi_1(M_n),$$

where $\phi_1(M)$ for $M = (\xi, b) \in K$ is defined by

$$\phi_1(M) = \begin{cases} 
(R(\xi), 0) & \text{if } b = 0 \\
(P(\xi), 1) & \text{if } b = 1
\end{cases}$$

and $\phi_1(M) = \phi_1(M^{b-i})^b$ if $1 < b < p - 1$.

Remark 1. Note the additional factor $\omega^{\vartheta_{2,0}}$ in the definition of $\phi_1(M)$ for $M \in Q$. Recall that for $M^p = 1$,$$
M = \left(\omega^{\sum_{a=0}^{p-1} \vartheta_{1,a} q^a \sqrt[3]{\omega^{2a}}, 0}\right),$$
by Lm. 5. It is easy to see that defining $\phi_1$ as a linear projection in both cases, that is for $b = 0, 1$, would not restrict to a group homomorphism as desired.

To see this, let $p = 3$ and consider $S_{\xi_1} \otimes S_{\xi_2}$ where $\xi_1(q) = \sqrt[3]{\omega}$ and $\xi_2(q) = \sqrt[3]{\omega^2}$:

$$\phi(M_1 \otimes M_2)\phi(M_1 \otimes M_2) = (\phi_1(M_1) \otimes \phi_1(M_2))(\phi_1(M_1) \otimes \phi_1(M_2)) = 1 \otimes 1,$$

which is not the same as

$$\phi((M_1 \otimes M_2)(M_1 \otimes M_2)) = \phi(M_1^2 \otimes M_2^2)$$

$$= \phi(\sqrt[3]{\omega^2}1 \otimes \omega \sqrt[3]{\omega}1)$$

$$= \phi_1(\sqrt[3]{\omega^2}1 \otimes \phi_1(\omega \sqrt[3]{\omega}1)$$

$$= \omega(1 \otimes 1).$$

Lemma 6. Let $S_{\xi}, S_{\xi'} \in Q$ be such that $S_{\xi}, S_{\xi'}^p \in Z(K)$. Then we have

$$\phi(S_{\xi}S_{\xi'}) = \phi(S_{\xi})\phi(S_{\xi'}).$$

Proof. The condition $S_{\xi}, S_{\xi'} \in Z(K)$ implies that $\vartheta_{j,a} = 0$ for $j \geq 2$, $a \neq 0$; similarly for $\vartheta'_{j,a}$ (according to the proof of Lm. 5). In other words, we have

$$\xi(q) = \omega^{\sum_{a=0}^{p-1} \vartheta_{1,a} q^a \sqrt[3]{\omega^{2a}}, 0}$$

$$\xi'(q) = \omega^{\sum_{a=0}^{p-1} \vartheta'_{1,a} q^a \sqrt[3]{\omega^{2a}}, 0}$$

$$\xi(q)\xi'(q) = \omega^{\sum_{a=0}^{p-1} (\vartheta_{1,a} + \vartheta'_{1,a}) q^a \sqrt[3]{\omega^{2a}+2a}}, 0.$$ 

By definition of $\phi$, we have

$$\phi(S_{\xi}S_{\xi'})(q) = \omega^{\vartheta_{1,0}+\vartheta'_{1,0}+(\vartheta_{1,1}+\vartheta'_{1,1})q \sqrt[3]{\omega^{2a}+2a}},$$
which is the same as

$$\phi(S_{\xi})(q)\phi(S_{\xi'})(q) = \omega^{\theta_1,0+\theta_1,1}q^{\omega^{\theta_2,0}+\omega^{\theta_1,1}q^{\omega^{\theta_2,1}} = \omega^{\theta_1,0+\theta_1,1}q^{\omega^{\theta_2,1}} \cdot q^{\omega^{\theta_2,0}} \cdot q^{\omega^{\theta_2,1}}}.$$

Thus \(\phi(S_{\xi}S_{\xi'}) = \phi(S_{\xi})\phi(S_{\xi'}).\)

\[\square\]

**Lemma 7.** Let \(M \in K\) such that \(M \not\in Q\) and \(S_{\chi} \in \hat{Z}_p\). Then we have

$$\phi(S_{\chi}M) = \phi(S_{\chi})\phi(M) = S_{\chi}\phi(M).$$

**Proof.** We denote \(M = (\xi, b)\) and \(S_{\chi} = (\chi, 0)\). Define \(\bar{\chi} = \prod_{i=0}^{y-1}(ib) \cdot \chi\) and \(\bar{\xi} = \prod_{i=0}^{y-1}(ib) \cdot \xi\), where \(y \in \hat{Z}_p\) such that \(yb = 1\). Consider the element \((\chi, b)\). By Lm. 2, we have

$$(\chi, b) = ((\chi, b)^y)^b = \left(\prod_{i=0}^{y-1}(ib) \cdot \chi, 1\right)^b = \left(\prod_{j=0}^{b-1}j \cdot \bar{\chi}, b\right) \implies \chi = \prod_{j=0}^{b-1}j \cdot \bar{\chi}.$$ 

Next, consider the element \((\xi, b)\), we have

$$(\xi, b) = ((\xi, b)^y)^b = \left(\prod_{i=0}^{y-1}(ib) \cdot \xi, 1\right)^b = (\bar{\xi}, 1)^b$$

$$\implies \phi(\xi, b) = (P(\bar{\xi}), 1)^b = \left(\prod_{j=0}^{b-1}j \cdot P(\bar{\xi}), b\right).$$

For the element \(S_{\chi}M\), we have

$$(\chi, 0)(\xi, b) = ((\chi\xi, b)^y)^b = \left(\left(\prod_{i=0}^{y-1}(ib) \cdot \chi\right) \left(\prod_{i=0}^{y-1}(ib) \cdot \xi\right), 1\right)^b = (\bar{\chi}\bar{\xi}, 1)^b.$$ 

Notice that since \(S_{\chi} \in \hat{Z}_p\), we have \(P(\bar{\chi}\bar{\xi}) = \bar{\chi}P(\bar{\xi})\). Therefore

$$\phi((\chi, 0)(\xi, b)) = (P(\bar{\chi}\bar{\xi}), 1)^b = (\bar{\chi}P(\bar{\xi}), 1)^b$$

$$= \left(\left(\prod_{j=0}^{b-1}j \cdot \bar{\chi}\right) \left(\prod_{j=0}^{b-1}j \cdot P(\bar{\xi})\right), b\right) = (\chi, 0)\phi(\xi, b) = \phi(\chi, 0)\phi(\xi, b).$$

\[\square\]

**Lemma 8.** Let \(M = (\xi, b)\) and \(M' = (\xi', b')\) be elements of \(K\) such that \([M, M'] = \omega^c 1\) for some \(c \in \hat{Z}_p\) and \(b, b' \neq 0\). Then we have

$$\phi(MM') = \phi(M)\phi(M').$$

**Proof.** We have \(M' = (\xi', b') = (\xi_0', 1)^{b'}\) where \(\xi_0' = \prod_{i=0}^{z-1}(ib') \cdot \xi'\) and \(z \in \hat{Z}_p\) such that \(zb' = 1\). Thus we have

$$\phi(M') = (P(\xi_0'), 1)^{b'}.$$
By Lm. 4(3), there exists $a \in \mathbb{Z}_p$ and $y \in \mathbb{Z}_p$ where $yb' = b$ and $S_\chi = (\chi,0) \in \hat{\mathbb{Z}}_p$ such that $M = S_\omega(M'S_\chi)^y$. Thus we have

$$M = \omega^a((\xi', b')(\chi, 0))^y = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) ((\xi', b'))^y \quad \text{(apply Lm. 2(3))}$$

$$= \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) ((\xi_0', 1)^b)^y$$

$$= \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) (\xi_0', 1)^b.$$ 

By Lm. 7, we have

$$\phi(M) = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) \phi((\xi_0', 1)^b) = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) (P(\xi_0'), 1)^b.$$ 

Next, consider the product of $M$ and $M'$. We have

$$MM' = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) (\xi_0', 1)^b(\xi_0', 1)^b' = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) (\xi_0', 1)^{b+b'}.$$ 

We consider two cases. First, we assume $b+b'$ is a multiple of $p$. In this case, we have $(\xi_0', 1)^{b+b'} = (P(\xi_0'), 1)^{b+b'} = 1$. Thus $MM' \in T(p)$. Hence

$$\phi(MM') = \phi \left( \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) \right) = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right).$$

Therefore we have

$$\phi(M)\phi(M') = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) (P(\xi_0'), 1)^{b+b'} = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) = \phi(MM').$$

Second, we assume that $b+b'$ is not a multiple of $p$. By Lm. 7, we then have

$$\phi(MM') = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) \phi((\xi_0', 1)^{b+b'}) = \omega^a \left( \prod_{j=1}^{y} (jb') \cdot \chi, 0 \right) (P(\xi_0'), 1)^b(P(\xi', 1)^b'$$

$$= \phi(M)\phi(M').$$

\[ \square \]

**Theorem 1.** The map $\phi : K^{\otimes n}_{(p)} \to H^{\otimes n}(\mathbb{Z}_p)$ restricts to a group homomorphism on p-torsion abelian subgroups. That is,

$$\phi(MM') = \phi(M)\phi(M'),$$

for all $M, M' \in K^{\otimes n}_{(p)}$ such that $[M, M'] = 1$.

**Proof.** Let $M = M_1 \otimes \cdots \otimes M_n$ and $M' = M'_1 \otimes \cdots \otimes M'_n$ be elements of $K^{\otimes n}_{(p)}$. Since $M^p = (M')^p = 1$ and $[M, M'] = 1$ both Lm. 5 and Cor. 3 apply. In particular, we can reduce to the case $n = 1$ according to Def. 2. Consequently, there are four cases to consider:
quantum solution of the LCS. We show that a classical solution
Proof. Let
Classical solution
\[ \eta : \Gamma \to K_Q^{\otimes n}(p) \]
For a LCS \'Ax = b \mod d\' with \( A \in M_{m,n}(\mathbb{Z}_d) \) and \( b \in \mathbb{Z}_d^m \), the solution group \( \Gamma(A,b) \) is the finitely presented group generated by the symbols \( J,g_1,\ldots,g_n \) and the relations

(a) \( g_i^d = e \), \( J^d = e \) (\'d-torsion\'),

(b) \( Jg_iJ^{-1}g_i^{-1} = e \) for all \( i \in \{1,\ldots,n\} \) and \( g_jg_kg_j^{-1}g_k^{-1} = e \) whenever there exists a row \( i \) such that \( L_{ij} \neq 0 \) and \( L_{ik} \neq 0 \), (\'commutativity\')

(c) \( \prod_{j=1}^N g_j^{A_{ij}} = J^b \) for all \( i \in \{1,\ldots,m\} \) (\'constraint satisfaction\').

We are interested in solutions to LCS in \( K_Q^{\otimes n}(p) \) for \( p \) odd prime, the group generated by Pauli and diagonal Clifford operators (see Def. 1). Surprisingly, we find that LCS admitting a solution \( \Gamma \to K_Q^{\otimes n}(p) \) are classical. To prove this, we will reduce a solution \( \Gamma \to K_Q^{\otimes n}(p) \) to a solution \( \Gamma \to H^{\otimes n}(\mathbb{Z}_p) \) using the map \( \phi \) from the previous section.

**Theorem 2.** Let \( \Gamma \) be the solution group of a LCS over \( \mathbb{Z}_p \) where \( p \) is an odd prime. Then the LCS admits a quantum solution \( \eta : \Gamma \to K_Q^{\otimes n}(p) \) with \( T(p) \subset Q \subset T(p^n) \) if and only if it admits a classical solution \( \eta : \Gamma \to \mathbb{Z}_p \).

**Proof.** A classical solution \( x \in \mathbb{Z}_p^n \) becomes a quantum solution under the identification \( M_k = \omega^x \mathbf{1} \in Z(K_Q^{\otimes n}(p)) \) for all \( k \in \{1,\ldots,n\} \). For the converse, assume that \( \eta : \Gamma \to K_Q^{\otimes n}(p) \) is a quantum solution of the LCS. We show that \( \phi \circ \eta : \Gamma \to H^{\otimes n}(\mathbb{Z}_p) \) defines a solution of the LCS, i.e., that the map \( \phi : K_Q^{\otimes n}(p) \to H^{\otimes n}(\mathbb{Z}_p) \) preserves the constraints in \( \Gamma \). This follows directly form Thm. 1 more precisely,

(i) \( d\)-torsion: clearly, every \((n\)-qudit Pauli\) operator \( P \in H^{\otimes n}(\mathbb{Z}_p) \) has order \( p \) (for \( p \) odd prime).

In fact, \( \phi \) preserves \( d\)-torsion by Thm. 1: \( \phi(M)^p = \phi(M^p) = \phi(\mathbf{1}) = \mathbf{1} \) for all \( M \in K_Q^{\otimes n}(p) \).

(ii) commutativity: \( \phi \) preserves commutativity by Thm. 1.
(iii) constraint satisfaction: let \( \{ M_j \}_{j \in J}, M_j \in K_Q^{\otimes n}(p) \) be a set of pairwise commuting operators such that \( M_j^p = 1 \) for all \( j \in J \) and \( \omega^j \cdot 1 = \prod_{j \in J} M_j \). It follows that \( \{ M_j \}_{j \in J} \) generates an abelian subgroup of order \( p \), hence, \( \phi \) preserves constraints by Thm. 1:

\[
\omega^j \cdot 1 = \phi(\omega^j \cdot 1) = \phi(\prod_{j \in J} M_j) = \prod_{j \in J} \phi(M_j) .
\]

Consequently, \( \phi \circ \eta : \Gamma \to H^{\otimes n}(\mathbb{Z}_p) \) also defines a solution of the LCS.

Finally, the existence of a classical solution of the LCS follows from Thm. 2 in [27], which defines a map \( v : H(\mathbb{Z}_p) \to \mathbb{Z}_p \) — a homomorphism in abelian subgroups. Similar to above, it follows that \( v \circ \phi \circ \eta : \Gamma \to \mathbb{Z}_p \) yields a classical solution of the LCS described by \( \Gamma \).

More generally, the argument applies to any map \( \phi : G \to H \) that restricts to a group homomorphism on \( p \)-torsion abelian subgroups.

**Corollary 4.** Let \( \Gamma \) be the solution group of a LCS over \( \mathbb{Z}_p \) for \( p \) odd prime, let \( \eta : \Gamma \to G \) be a solution and \( \phi : G \to H \) be a map that restricts to a group homomorphism on \( p \)-torsion abelian subgroups of \( G \). Then \( \phi \circ \eta : \Gamma \to H \) is a solution to the LCS.

**Proof.** Constraints of LCS hold in abelian subgroups of \( \Gamma \), hence, are preserved by \( \phi \) (Thm. 2). \( \qed \)

**Remark 2.** Thm. 2 is a generalisation of Thm. 2 in [27]. The latter proves that any solution in the Heisenberg-Weyl group \( P^{\otimes n} \cong H^{\otimes n}(\mathbb{Z}_p) \cong K_{\mathbb{Z}_p}^{\otimes n} (p) = (\hat{\mathbb{Z}}_p \ltimes \langle X \rangle)^{\otimes n} \) for \( p \) odd prime is classical. Diagonal elements \( S = \text{diag}(\xi(0), \cdots, \xi(d-1)) \in H(\mathbb{Z}_p) \) are restricted to the Pontryagin dual \( \hat{\mathbb{Z}}_p \subset T(\mathbb{Z}_p) \); equivalently they lie in the first level of the special diagonal Clifford hierarchy \( \mathcal{SD}_1(d) \) (cf. [6]). Thm. 2 generalises these to higher levels in the special diagonal Clifford hierarchy \( \mathcal{SD}_k(d) \).

In particular, we note that Thm. 3 (see App. A) closely resembles the classification of the diagonal Clifford hierarchy of Thm. 2 in [6], as well as the resource analysis of contextuality in Id-MBQC of Thm. 5 in [10]. Finally, we will discuss the even prime case in App. B.

### 6 Discussion

The Mermin-Peres square in Fig. 1 defines a linear constraint system (LCS) over the Boolean ring \( \mathbb{Z}_2 \), which admits a quantum solution in terms of two-qubit Pauli operators. To date, no generalisation of the Mermin-Peres square to qudit systems, more generally no finite-dimensional quantum solution to a LCS over \( \mathbb{Z}_d \) for \( d \) odd, has been found.\(^\text{12}\) It has been shown that no such examples can be constructed within the Heisenberg-Weyl group, equivalently the qudit Pauli group [27]. Our main theorem, Thm. 2, generalises this result beyond Pauli operators to the diagonal Clifford hierarchy, lending support to the conjecture that no quantum solutions exist in all of \( SU(d) \).

The connection with the Clifford hierarchy further suggests an avenue either towards generalisations of our result or towards examples of contextual LCS in odd prime dimension. Recall that \( K_Q(p) \) contains the diagonal Clifford hierarchy (up to phase). However, \( K_Q(p) \) does not contain general Clifford operators. Still, for \( p = 3 \) every single-qutrit Clifford operator \( M \) is semi-Clifford, i.e., \( M = C_1 D C_2 \) with \( C_1, C_2 \in C_2(3) \) and \( D \) diagonal [17; 33]. Moreover, this result is conjectured to be true for all prime dimensions [8]. This hints at a generalisation of our construction to tensor products of groups generated from (semi-)Clifford operators, and, to analyse the existence of quantum solutions to LCS in groups generated from gate sets in quantum computation more generally.

\(^\text{12}\)Note that possibly infinite-dimensional solutions to LCS over \( \mathbb{Z}_d \) for arbitrary \( d \) exist by [31].
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A Properties of \( K_Q(p) \)

Proof of Lm. 2. (1) We do induction on \( n \). The statement is trivial for \( n = 1 \). Assume the statement is true when \( n = k \) and consider the case \( n = k + 1 \). We have

\[
(\xi, b)^{k+1} = (\xi, b)^k (\xi, b) = \left( \prod_{i=0}^{k-1} (ib) \cdot \xi, kb \right) (\xi, b) = \left( \prod_{i=0}^{k-1} (ib) \cdot \xi \right) \cdot (kb) \cdot (\xi, (k+1)b)
\]

\[
= \left( \prod_{i=0}^{k} (ib) \cdot \xi \right) \cdot (k+1)b)
\]

(2) We first prove the statement for \( n = 1 \). In this case, we have

\[
(\xi, b)(\chi, 0) = (\xi b \cdot \chi, b) = (b \cdot \chi, 0)(\xi, b) .
\]
Now, we consider the general case. By part (i), we have
\[
(\xi, b)^n(\chi, 0) = \left( \prod_{i=0}^{n-1} (ib \cdot \xi, nb) \right) (\chi, 0) = (\xi, nb)^n(\chi, 0).
\]

(3) We proceed by induction on \( n \). By part (ii), the statement holds for \( n = 1 \). Consider \( n = k + 1 \). We have
\[
((\xi, b)(\chi, 0))^{k+1} = ((\xi, b)(\chi, 0))^k(\xi, b)(\chi, 0) = \left( \prod_{i=1}^{k} (ib \cdot \chi, 0) \right) (\xi, b)^{k+1}(\chi, 0)
= \left( \prod_{i=1}^{k} (ib \cdot \chi, 0) \right) ((k+1)b \cdot \chi, 0)(\xi, b)^{k+1} \quad \text{(by part (ii))}
= \left( \prod_{i=1}^{k+1} (ib \cdot \chi, 0) \right) (\xi, b)^{k+1}.
\]

Next, we are going to prove that for every \( S_\xi \in T_{(p^m)} \), the function \( \xi \) can be expressed uniquely as
\[
\xi(q) = \prod_{k=1}^{m} \exp \left[ \frac{2\pi i}{p^k} \left( \sum_{a=0}^{p-1} \vartheta_{k,a}q^a \right) \right],
\]
where \( \vartheta_{i,j} \in \mathbb{Z}_{p^m} \). We define the following sets:
\[
Q_{m} = \left\{ \begin{pmatrix} x_0 \\ \vdots \\ x_{p-1} \end{pmatrix} \mid \forall i \in 0, \cdots, p - 1, x_i = \exp \left( \frac{2\pi i}{p^m} y_i \right) \text{ where } y_i \in \mathbb{Z}_{p^m} \right\}.
\]
\[
G_{m} = \left\{ S_\xi = \begin{pmatrix} (\xi(0)) \\ \vdots \\ (\xi(p-1)) \end{pmatrix} \mid \xi(q) = \prod_{k=1}^{m} \exp \left[ \frac{2\pi i}{p^k} \left( \sum_{a=0}^{p-1} \vartheta_{k,a}q^a \right) \right] \text{ where } \vartheta_{k,a} \in \mathbb{Z}_{p} \right\}.
\]

**Remark 3.** We have the following remarks related to the above definitions:

(i) Both \( Q_{m} \) and \( G_{m} \) are groups with respect to matrix multiplication.

(ii) For \( i \in \{1, \cdots, p\} \), define a matrix \( M_i \) to be as follows
\[
(M_i)_{jk} = \begin{cases} \exp \left( \frac{2\pi i}{p^m} \right) & \text{if } j = k = i \\ 1 & \text{if } j = k \text{ and } j, k \neq i \\ 0 & \text{otherwise} \end{cases}.
\]

Then \( \{M_1, \cdots, M_p\} \) is a generating set of \( Q_{m} \).

(iii) \( T_{(p^m)} \) is a subgroup of \( Q_{m} \). Explicitly, we have \( T_{(p^m)} = \{ M \in Q_{m} \mid \det(M) = 1 \} \).
Remark 4 (Fermat’s little theorem). Let $p$ be a prime. If $a \in \mathbb{Z}$ and $a$ is not divisible by $p$, then we have
\[ a^{p-1} \equiv 1 \mod p. \]

Corollary 5. Let $p$ be a prime and $q \in \{1, \cdots, p-1\}$. Then there exists $0 \neq c \in \mathbb{N}$ such that $1 + (p-1)q^{p-1} = cp$.

Proof. Since $p$ is a prime and $q$ is not divisible by $p$, we have
\[
q^{p-1} \equiv 1 \mod p \\
\implies (p-1)q^{p-1} \equiv p-1 \mod p \\
\implies 1 + (p-1)q^{p-1} \equiv p \equiv 0 \mod p.
\]
Thus there exists $c \in \mathbb{N}$ such that $1 + (p-1)q^{p-1} = cp$. \hfill \Box

Theorem 3. Let $p$ be a prime. For any $m \in \mathbb{N}$, we have $Q_m^{(p)} = G_m^{(p)}$. In particular, for every element $S_\xi \in T_m^{(p)}$, we can express $\xi$ uniquely as
\[
\xi(q) = \prod_{k=1}^{m} \exp \left( \frac{2\pi i}{p^k} \left( \sum_{a=0}^{p-1} \vartheta_{k,a} q^a \right) \right), \tag{19}
\]
where $\vartheta_{k,a} \in \mathbb{Z}_p$ (and $\prod_{q=0}^{p} \xi(q) = 1$).

Proof. This result can be obtained from Thm. 2 in [6]. Here, we provide an independent proof. It is clear that $G_m^{(p)} \subseteq Q_m^{(p)}$. We are left to show that $Q_m^{(p)} \subseteq G_m^{(p)}$. We claim that there exists $S_{\xi_0} \in G_m^{(p)}$ such that $S_{\xi_0} = \text{diag}(\exp(2\pi i/p), 1, \cdots, 1)$. Then for $b \in \{1, \cdots, p-1\}$, we define $S_{\xi_b} \in G_m^{(p)}$ by $\xi_b(q) = \xi_0(q-b)$. Thus we have $S_{\xi_b} = \text{diag}(1, \cdots, 1, \exp(2\pi i/p), 1, \cdots, 1)$ where $\exp(2\pi i/p)$ appear in the $b+1^{th}$ position. Observe that any $M \in Q_m^{(p)}$ can be expressed as
\[
M = S_{\xi_0}^{k_0} S_{\xi_1}^{k_1} \cdots S_{\xi_m}^{k_m-1},
\]
where $k_0, \cdots, k_{m-1} \in \mathbb{Z}^{p^m}$. Therefore we can define $S_\xi \in G_m^{(p)}$ where $\xi = \prod_{b=0}^{p-1} \xi_b^{k_b}$ such that $S_\xi = M$. Thus we can conclude that for any $M \in Q_m^{(p)}$, there exists $S_\xi \in G_m^{(p)}$ such that $S_\xi = M$, hence, $Q_m^{(p)} \subseteq G_m^{(p)}$.

Next we prove our claim. We proceed by induction on $m$. Consider the case $m = 1$, and define
\[
\xi(q) = \exp \left( \frac{2\pi i}{p} (1 + (p-1)q^{p-1}) \right).
\]
Then for $q = 0$, we have $\xi(0) = \exp(2\pi i/p)$. For $q \in \{1, \cdots, p-1\}$, by Cor. 5, there exists $c_q \in \mathbb{N}$ such that
\[
1 + (p-1)q^{p-1} = c_q p. \tag{20}
\]
Thus for $q \neq 0$, we have
\[
\xi(q) = \exp \left( \frac{2\pi i}{p} (1 + (p-1)q^{p-1}) \right) = \exp(2\pi i c_q) = 1.
\]
Assume the statement is true for $m = n$, and consider the case $m = n + 1$. We want to find $S_\zeta \in G_n^{(p)}$ such that $S_\zeta = \text{diag} \left( e^{\frac{2\pi i}{p^{n+1}}}, 1, \cdots, 1 \right)$. Let $M \in Q_n^{(p)}$ be given as

$$M = \text{diag} \left( 1, e^{\frac{-2\pi i}{p^n}(c_1)}, e^{\frac{-2\pi i}{p^n}(c_2)}, \cdots, e^{\frac{-2\pi i}{p^n}(c_{p-1})} \right).$$

By induction hypothesis, there exists $S_\theta \in G_n^{(p)}$ where

$$\theta(q) = \prod_{k=1}^{n} e^{\frac{2\pi i}{p^k} \sum_{a=0}^{p-1} c_{k,a} q^a},$$

such that

$$S_\theta = \text{diag} \left( 1, e^{\frac{-2\pi i}{p^n}(c_1)}, e^{\frac{-2\pi i}{p^n}(c_2)}, \cdots, e^{\frac{-2\pi i}{p^n}(c_{p-1})} \right).$$

Next, we define $S_\xi \in G_{n+1}^{(p)}$ where

$$\xi(q) = \theta(q) e^{\frac{2\pi i}{p^{n+1}} (1 + (p - 1)q^{p-1})}.$$

For $q = 0$, we have $\xi(0) = \theta(0) e^{\frac{2\pi i}{p^{n+1}}} = e^{\frac{2\pi i}{p^{n+1}}}$. For $q \in \{1, \cdots, p - 1\}$, we have

$$\xi(q) = \theta(q) e^{\frac{2\pi i}{p^{n+1}} (1 + (p - 1)q^{p-1})} = e^{\frac{-2\pi i}{p^n} c_q} e^{\frac{2\pi i}{p^{n+1}} (c_q p)} = 1,$$

where we used Eq. (20). Consequently, there exists $S_\xi \in G_{n+1}^{(p)}$ such that $S_\xi = \text{diag}(e^{\frac{2\pi i}{p^{n+1}}}, 1, \cdots, 1)$.

\[\Box\]

### B Even vs odd prime

In this section, we will discuss the group structure of $K_Q^{\otimes n}(2)$ where $Q = T_{(2^m)}$ for some $m \geq 1$. We will show that Thm. 2 does not work for $p = 2$.

**Lemma 9.** Let $Q = T_{(2^m)}$. Then $K_Q(2)$ is isomorphic to the dihedral group $D_{2m+1}$ of order $2^{m+1}$.

**Proof.** Observe that $T_{(2^m)}$ can be expressed as

$$T_{(2^m)} = \left\{ \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix} \mid a \in \mathbb{C}, \ a^{2^m} = 1 \right\},$$

which is a cyclic group generated by the matrix $M = \begin{pmatrix} e^{2\pi i/2^m} & 0 \\ 0 & e^{-2\pi i/2^m} \end{pmatrix}$. Therefore

$$\text{Ker}_{T_{(2^m)}}(2) = \langle M, X \rangle.$$

Notice that $M$ has order $2^m$ and $X$ has order 2. By simple calculation, we also have $XMX = M^{-1}$. By identifying $X$ with reflection and $M$ with rotation in the dihedral group, we have

$$\text{Ker}_{T_{(2^m)}}(2) \cong \langle r, s \mid r^{2^m} = s^2 = 1, srs = r^{-1} \rangle \cong D_{2m+1}.$$

\[\Box\]
Remark 5. Observe that \( K_{T(d)}(2) \cong D_8 \cong H(\mathbb{Z}_2) = \langle X, Z \rangle \)\(^{13}\) and \( K_{T(2)}(2) \cong \mathbb{Z}_2 \).

**Lemma 10.** Assume that \( Q = T_{(2^m)} \) where \( m \geq 2 \). Let \( M = \left( \begin{array}{cc} a & 0 \\ 0 & a^{-1} \end{array} \right) X^b \) and \( M' = \left( \begin{array}{cc} a' & 0 \\ 0 & a'^{-1} \end{array} \right) X^{b'} \) be elements of \( K_Q(2) \) such that \([M, M'] = \pm 1 \in Z(K_Q(2)). \) Then one of the following cases hold:

1. \( b = b' = 0 \) and \( M, M' \in Z \). In particular, \([M, M'] = 1 \).
2. \( b = 1, b' = 0 \) and \( M' \in T(4) \). In addition, if \([M, M'] = 1 \), then \( M' \in Z(K_Q(p)) \).
3. \( b = 0, b' = 1 \) and \( M \in T(4) \). In addition, if \([M, M'] = 1 \), then \( M \in Z(K_Q(p)) \).
4. \( b = b' = 1 \) and \( M = S_XM' \) where \( S_X \in T(4) \). In addition, if \([M, M'] = 1 \), then \( M = \pm M' \).

**Proof.** First, we consider the case where \( b = b' = 0 \). In this case, we have \( M, M' \in Q \). Thus \([M, M'] = 1 \). Next, by Lm. 9, we can identity \( K_Q(2) \) with the dihedral group. In other words, we have \( M = r^k s^b \) and \( M' = r^{k'} s^{b'} \) for some \( k, k' \in \mathbb{N} \), where \( r \) and \( s \) are the rotation and reflection generator of the dihedral group, respectively. Then our assumption \([M, M'] = \pm 1 \) can be rewritten as \([r^k s^b, r^{k'} s^{b'}] = r^n \) where \( r^{2n} = 1 \).

First, we consider \( b = 1 \) and \( b' = 0 \). In this case, we have \( M = r^k s \) and \( M' = r^{k'} \). By calculation, we get

\[
r^{-n} = r^n = [M, M'] = (r^k s)(r^{k'})(s r^{-k})(r^{-k'}) = r^k r^{k'} r^{-k} r^{-k'} = r^{-2k'} \Rightarrow (r^{k'})^4 = 1 .
\]

Thus we can conclude that \( M^{14} = 1 \) and therefore \( M' \in T(4) \). In addition, if \([M, M'] = 1 \), we have \( 1 = r^2 k' \), then \( M^2 = 1 \). It follows that \( M' = \pm 1 \in Z(K_Q(2)) \). The case \( b = 0 \) and \( b' = 1 \) is similar.

Next, consider \( b = b' = 1 \). In this case, we have \( M = r^k s \) and \( M' = r^{k'} s \). By calculation, we get

\[
r^n = [M, M'] = (r^k s)(r^{k'} s)(s r^{-k} k)(s r^{-k'}) = r^k r^{k'} r^{-k} r^{-k'} = r^{2(k-k')} \cdot
\]

We can now conclude that \((r^{k-k'})^4 = 1 \) and \( r^{k'} = r^{-n} r^{k-k'} r^k \). Observe that \((n r^{-k-k'})^4 = 1 \). Thus \( M = S_XM' \) for some \( S_X \in T(4) \). In addition, if \([M, M'] = 1 \), we have \((r^{k-k'})^2 = 1 \) and therefore \( M = \pm M' \).

**Corollary 6.** Maximal 2-torsion abelian subgroups of \( K_Q(2) \) fall into two classes:

- the subgroup \( T(2) \), and
- \((\zeta_1, S_{\zeta} X) \) where \( S_{\zeta} \in Q = T_{(2^m)} \).

Any two distinct maximal 2-torsion abelian subgroups intersect at the center \( Z(K_Q(2)) = \{ \pm 1 \} \).

**Proof.** This follows immediately from Lm. 10 with \([M, M'] = 1 \).

**Example 1.** Define \( M = S_{\xi_1} X \) and \( N = S_{\xi_2} X \) where

\[
\begin{align*}
\xi_1(q) &= (-1)^{1+q_i}, \\
\xi_2(q) &= (-1)^{q_i}.
\end{align*}
\]

\(^{13}\)The isomorphism is given by mapping \( X \in K_{T(d)}(2) \) to \( X \in H(\mathbb{Z}_2) \) and mapping \( \left( \begin{array}{cc} i & 0 \\ 0 & -i \end{array} \right) \in K_{T(d)}(2) \) to \( XZ \in H(\mathbb{Z}_2) \).
In other words, we have $M = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$ and $N = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}$. Notice that $M^2 = N^2 = 1$ and $[M,N] = 1$. Suppose that we define $\phi$ for $p = 2$ analogous to the odd case, more precisely using the $P$ map in Def. 2, we have

$$\phi(M) = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} X = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},$$

$$\phi(N) = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} X = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$

Thus we have $\phi(M)\phi(N) = 1$. On the other hand, we have $MN = -1$ and therefore

$$\phi(MN) = -1 \neq \phi(M)\phi(N).$$

Notice that both $\phi(M)$ and $\phi(N)$ are elements of $H(\mathbb{Z}_2)$ rather than $K_{T(2)}(2)$.

**Remark 6.** Thm. 2 does not work for $p = 2$. Note first that unlike the odd prime case (cf. Rmk. 2), for $p = 2$ we have $P_2 \not\cong H(\mathbb{Z}_2) \not\cong K_{T(2)}(2) = T(2) \rtimes \langle X \rangle = \langle -1, X \rangle$. Now, as defined in Def. 2, $\phi$ maps into $H(\mathbb{Z}_2)$ rather than $\langle -1, X \rangle$, yet it is easy to see that $\phi : K_{T(2)} \rightarrow H(\mathbb{Z}_2)$ is not a homomorphism when restricted to 2-torsion abelian subgroups (see Ex. 1 above).

Moreover, there is no way to adapt Def. 2 in such a way that $\phi$ maps $K_Q \otimes^n 2$ into $(-1, X) \otimes^n$ for $n > 1$. If that were the case, analogous arguments to those in Thm. 2 would imply that $K_Q \otimes^n$ is noncontextual, yet $K_Q \otimes^n$ is contextual. To see this, we remark that the quantum solution corresponding to the LCS given by Mermin-Peres square already arises for $H(\mathbb{Z}_2) \otimes^2$. Consequently, $H(\mathbb{Z}_2) \otimes^n$ is contextual for all $n > 1$. Finally, using the isomorphism $K(4) \cong H(\mathbb{Z}_2)$ (cf. Rmk. 5) it also follows that $K_{T(2)}(2m)$ is contextual for all $n > 1, m > 2$. As a final remark note that Corollary 6 implies that $K_Q(2)$ is noncontextual.

---

14In fact, it is sufficient to note that $Y \otimes Y = -ZX \otimes ZX$ in Fig. 1 (a).