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Abstract

We present a general approach to video understanding, inspired by semantic transfer techniques successfully used for 2D image understanding. Our method considers a video to be a 1D sequence of clips, each one associated with its own semantics. The nature of these semantics – natural language captions or other labels – depends on the task at hand. A test video is processed by forming correspondences between its clips and the clips of reference videos with known semantics, following which, reference semantics can be transferred to the test video. We describe two matching methods, both designed to ensure that (a) reference clips appear similar to test clips and (b), taken together, the semantics of selected reference clips is consistent and maintains temporal coherence. We use our method for video captioning on the LSMDC’16 benchmark and video summarization on the SumMe benchmark. In both cases, our method not only surpasses state of the art results, but importantly, it is the only method we know of that was successfully applied to both video understanding tasks.

1. Introduction

Despite decades of research, video understanding problems are still very much at the frontier of computer vision capabilities. The reasons for this are many, and include the challenges of collecting, labeling and processing video data, which is typically much larger yet less abundant than images. It is also at least partially due to the inherent ambiguity of actions in videos which often defy attempts to attach dichotomic labels to video sequences [12].

Rather than attempting to assign videos with single action labels (in the same way that 2D images are assigned object classes in, say, the ImageNet collection [35]) a growing number of efforts focus on other representations for the semantics of videos. One popular approach assigns videos with natural language text annotations which describe the events taking place in the video [2, 32]. Systems are then designed to automatically predict these annotations. Others attach video sequences with numeric values indicating what parts of the video are more interesting or important [10]. Machine vision is then expected to determine the relative importance of each part of the video and summarize videos by keeping only their most important parts.

Importantly, although impressive progress was made on these and other video understanding problems, this progress was often made disjointedly: separate specialized systems tailored in order to obtain state of the art performance on different video understanding problems. Still lacking is a unified general approach to solving these different tasks.

Our approach is inspired by recent 2D dense correspondence estimation methods (e.g., [14, 25]). These methods were successfully shown to solve a variety of image understanding problems by transferring per-pixel semantics from reference images to query images. This general ap-
approach was effectively applied to a variety of tasks, including single view depth estimation, semantic segmentation and more. We take an analogous approach, applying similar techniques to 1D video sequences rather than 2D images.

Specifically, image based methods combine local, per-pixel appearance similarity with global, spatial smoothness. We instead combine local, per-frame appearance similarity with global semantics smoothness, or temporal coherence. This is exemplified in Fig. 1 which shows how temporal coherence improves the text captions assigned to a video sequence.

Our contributions are as follows: (a) We describe a novel method for matching test video clips to reference clips. References are assumed to be associated with semantics representing the task at hand; hence, by this matching we transfer semantics from reference to test videos. This process seeks to match clips which share similar appearances while maintaining semantic coherency between the assigned reference clips. (b) We discuss two techniques for maintaining temporal coherency: The first uses unsupervised learning for this purpose whereas the second is supervised. (c) Finally, we show that our method is general by presenting state of the art results on two recent and challenging video understanding tasks, previously addressed separately: Video caption generation on the LSMDC’16 benchmark [34] and video summarization on the SumMe benchmark [10]. Importantly, we plan to publicly release our code and models\textsuperscript{1}.

2. Related work

Dense correspondences for 2D image understanding. Our work is inspired by methods developed for estimating per-pixel (dense) correspondences between two images of similar, though not necessarily the same, scenes. One of the earliest methods to show potential applications for this capability was \textsuperscript{13}. It was later followed by the SIFT flow of \textsuperscript{25}, which provided a robust means for computing and using dense correspondences.

Briefly, these methods assume that reference images are associated with a semantic channel containing, e.g., per-pixel depths \textsuperscript{13}\textsuperscript{18}, semantic segmentation labels \textsuperscript{24}\textsuperscript{42} and even character labels for text images \textsuperscript{15}. Robust dense correspondence methods are then applied in order to match the pixels in a novel, test image to these references. Following this, the values of the semantic channel can be transferred to the query. We refer to a recent survey of these methods and their applications in \textsuperscript{14}. Surprisingly, despite their potential, we are unaware of previous attempts to apply this approach to videos.

Video annotation. Significant progress was made in the relatively short time since work on video annotation / caption generation began. Early methods such as \textsuperscript{[11,17,27,49]} attempted to cluster captions and videos and applied this for video retrieval. Others \textsuperscript{[9,20,43]} generated sentence representations by first identifying semantic video content (e.g., verb, noun, etc.) using classifiers tailored for particular objects and events and then generating template based sentences. Unfortunately, this approach does not scale well, as it requires substantial efforts to provide suitable training data for the classifiers, as well as limits the possible sentences that the model can produce.

More recently, and following the success of image annotation systems based on deep networks such as \textsuperscript{[6,48]}, some began applying similar techniques to videos \textsuperscript{[6,40,46,50]}. Whereas image based methods used convolutional neural networks (CNN) for this purpose, application to video required addressing temporal data, which led to the use of long recurrent neural networks (RNN), particularly short-term memory networks (LSTM) \textsuperscript{[16]}. Our own method uses CNN and LSTM models, but in fundamentally different ways, as we later explain in Sec. 4.

Video summarization. This task involves selecting the subset of a query video’s frames which represents its most important content. This is not a new problem and relevant existing work is substantial. Early methods developed for this purpose relied on unsupervised, manually specified cues for determining which parts of a video are important and should be retained. A few such examples include \textsuperscript{[3,30,39,52]}.

More recently, the focus shifted towards supervised methods \textsuperscript{[7,10,11,53]}, which assume that training videos provide also manually specified labels indicating the importance of different video scenes. These include method which use multiple man-tailored decisions to choose video portions for the summary \textsuperscript{[10,11]} and methods relying on the determinantal point process (DPP) to increase the diversity of selected video subsets \textsuperscript{[8,7,53]}.

Contrary to video description tasks, LSTM based methods were only considered for summarization very recently in \textsuperscript{[54]}. Their use of LSTM is also very different from ours.

3. Preliminaries

Our approach assumes that test videos are partitioned into clips. It then matches each test clip with a reference (training) clip. Matching is performed with two goals in mind: first, at the clip level, we select reference clips with visually similar appearances to the input. Second, at the video level, we select a sequence of clips which best preserves semantic coherency. That is, taken in sequence, the order of selected, reference semantics should adhere to the order in which they appeared in the training videos.

Following this step, the semantics associated with selected reference clips can be transferred to test clips, thereby allowing us to reason about the test video using information found in the training videos.
from our reference. This approach is general, as it allows for different types of semantics to be stored and transferred from reference, training videos to the test videos. This can include, in particular, textual annotations, action labels, manual annotations of interesting frames and more. Thus, different semantics represent different video understanding problems which our method can be used to solve.

3.1. Encoding video content

We assume that training and test videos are partitioned into a sequence of clips. A clip \( C \) consists of a few consecutive frames \( I_i, i \in 1..n \) where \( n \) is the number of frames in the clip. Our tessellation approach is agnostic to the particular method chosen to represent these clips. Of course, the more robust and discriminative the representation, the better we expect our results to be. We therefore chose the following two step process, based on the recent state of the art video representations of [22].

Step 1: Representing a single frame. Given a frame \( I \), we use an off the shelf CNN to encode its appearance. We found the VGG-19 CNN to be well suited for this purpose. This network was recently proposed in [38] and used to obtain state of the art results on the ImageNet, large scale image recognition benchmark (ILSVRC) [35]. In their work, [38] used the last layer of this network to predict ImageNet class labels, represented as one-hot encodings. We instead treat this network as a feature transform function \( f : I \mapsto a' \) which for image (frame) \( I \) returns the 4096D response vector from the penultimate layer of the network.

To provide robustness to local translations, we extract these features by oversampling: \( I \) is cropped ten times at different offsets around the center of the frame. These cropped frames are normalized by subtracting the mean value of each color channel and then fed to the network. Finally, the ten 4096D response vectors returned by the network are pooled into a single vector by element-wise averaging. Principle component analysis (PCA) is further used to reduce the dimensionality of these features to 500D giving us the final, per frame representation a.

Step 2: Representing multiple frames. Once frames are encoded, we pool them to obtain a representation for the entire clip. Pooling is performed by Recurrent Neural Network Fisher Vector (RNN-FV) encoding [22].

Specifically, we use their RNN, trained to predict the feature encoding of a future frame, \( a_i \), given the encodings for its \( k \) preceding frames, \((a_{i-k}, ..., a_{i-1})\). This RNN was trained on the training set from the Large Scale Movie Description Challenge [34], containing roughly 100K videos. We apply the RNN-FV to the representations produced for all the frames in the clip. The gradient of the last layer of this RNN is then taken as a 100,500D representation for the entire sequence of frames in \( C \). We again use PCA for dimensionality reduction, this time mapping the features produced by the RNN-FV to 2,000D dimensions, resulting in our pooled representation A. We refer to [22] for more details about this process.

3.2. Encoding semantics

As previously mentioned, the nature of the semantics associated with a video depends on the task at hand. We seek a single, effective means of representing these semantics, regardless of the particular task our method is applied to solve. We tested several representations for video semantics and chose the recent Fisher Vector of a Hybrid Gaussian-Laplacian Mixture Model (FV-HGLMM) [19], as it provided the best results in our tests.

Briefly, we assume a textual semantic representation, \( s \) for a clip \( C \), where \( s \) is a string containing natural language words. We use word2vec [26] to map the sequence of words in \( s \) to a vector of numbers, \((s_1, ..., s_m)\), where \( m \) is the number of words in \( s \) and can be different for different clips. FV-HGLMM then maps this sequence of numbers to a vector \( S \in \mathbb{R}^M \) of fixed dimensionality, \( M \).

FV-HGLMM is based on the well-known Fisher Vectors (FV) [29] [57] [41]. The standard Gaussian Mixture Models (GMM) typically used to produce FV representations are replaced here with a Hybrid Gaussian-Laplacian Mixture Model which was shown in [19] to be effective for image annotation. More details on this representation can be found in that paper.

3.3. The joint semantics video space (SVS)

Clip representations and their associated semantics are all mapped to the joint SVS. We aim to map the appearance of each clip and its assigned semantics to two neighboring points in the SVS. By doing so, given an appearance representation for a query clip, we can search for potential semantic assignments for this clip in our reference set using standard Euclidean distance. This property will later become important in Sec. 4.1.

In practice, all clip appearance representations A and their associated semantic representations S are jointly mapped to the SVS using regularized Canonical Correlation Analysis (CCA) [47] where the CCA mapping is trained using the ground truth semantics provided with each benchmark. This produces representations \( V^A \) and \( V^S \) for the appearance and semantics, respectively, for each clip.

4. Tessellation

We assume a data set of training (reference) clips, \( \{V^A_j\} \) and their associated semantics, \( \{V^S_j\} \), represented as described in Sec. 3. Here, \( j \in 1..N \) indexes the entire data set containing \( N \) clips. As these clips may come from different videos, \( j \) does not necessarily reflect temporal order.

Given a test video, we process its clips following Sec. 3.1 and 3.3 obtaining a sequence of clip representations, \( U_j^i \) in
4.1. Tessellation distribution

Given the sequence of appearance representations \( \mathbf{U} = (\mathbf{U}_1^A, ..., \mathbf{U}_M^A) \) for the test clip, we seek a corresponding set of reference semantics \( \mathbf{V} = (\mathbf{V}_1^S, ..., \mathbf{V}_M^S) \) (here, again, \( j \) indexes the \( N \) clips in the reference set). We make the Markovian assumption that the semantics assigned to input clip \( i \), only depends on the appearance of clip \( i \) and the semantics assigned to its preceding clip, \( i - 1 \). This gives the standard factorization of the joint distribution for the clip appearances and their selected semantics:

\[
P(\mathbf{V}, \mathbf{U}) = P(\mathbf{V}_1^S) P(\mathbf{U}_1^A | \mathbf{V}_1^S) \prod_{i=2}^{M} P(\mathbf{V}_i^S | \mathbf{V}_{i-1}^S) P(\mathbf{U}_i^A | \mathbf{V}_i^S).
\]

The data term in terms of associated semantics and not pixel appearances in the SVS. Second, we define the smoothness by building on the joint embedding of semantics and appearances matches test video with two important distinctions: First, the data term is our data term for the test clip appearance, which is similar to the representation of the selected semantics.

2. Temporal coherence. The selected semantics are ordered similarly to their occurrences in the training set. Drawing on the analogy to spatial correspondence estimation methods such as SIFT flow [25], the first requirement is our data term and the second is a smoothness term, albeit with two important distinctions: First, the data term matches test appearances to reference semantics directly, by building on the joint embedding of semantics and appearances in the SVS. Second, we define the smoothness term in terms of associated semantics and not pixel coordinates.

4.1. Tessellation distribution

We set the priors \( P(\mathbf{V}_{ji}^S) \) to be the uniform distribution. Owing to our mapping of both appearances and semantics to the joint SVS, we can define both posterior probabilities simply using the L2-norm of these representations:

\[
P(\mathbf{U}_i^A | \mathbf{V}_j^S) \propto \exp (-||\mathbf{U}_i^A - \mathbf{V}_j^S||^2)
\]

\[
P(\mathbf{V}_j^S | \mathbf{V}_{j-1}^S) \propto \exp (-||\mathbf{V}_j^S - \mathbf{V}_{j-1}^S||^2)
\]

Ostensibly, we can now apply the standard Viterbi method [31] to obtain a sequence \( \mathcal{V} \) which maximizes this probability. In practice, we used a slightly modified version of this method, and, when possible, a novel method designed to better exploit our training data to predict database matches. These are explained next.

4.2. Restricted Viterbi method.

Given the test clip appearance representations \( \mathbf{U} \), the Viterbi method provides an assignment \( \mathbf{V}^* \) such that,

\[
\mathbf{V}^* = \arg \max_{\mathbf{V}} P(\mathbf{V}, \mathbf{U}).
\]

We found that in practice \( P(\mathbf{U}_i^A | \mathbf{V}_j^S) \) is a long-tail distribution, with only a few database elements \( \mathbf{V}_j^S \) near enough to any \( \mathbf{U}_i^A \) for their probability to be more than near-zero. We therefore restrict the Viterbi method in two ways. First, we consider only the \( r' = 5 \) nearest neighboring database semantics features. Second, we apply a threshold on the probability of our data term, Eq. (2), and do not consider semantics \( \mathbf{V}_j^S \) falling below this threshold, except for the first nearest neighbor. Therefore, the number of available assignments for each clip is \( 1 \leq r \leq 5 \). This process is illustrated in figure [2](left).
4.3. Predicting the dynamics of semantics

The Viterbi method of Sec. 4.2 is efficient and requires only unsupervised training. Its use of the smoothness term of Eq. (2), however, results in potentially constant semantic assignments, where for any \( j \), \( V^S_j \) can equal \( V^S_{j-1} \).

In cases where reference clips are abundant and come from continuous video sources, we provide a more effective method of ensuring smoothness. This is done by supervised learning of how the semantic labels associated with video clips change over time, and by using that to predict the assignment \( V^S_i \) for \( U^A_i \).

Our process is illustrated in Fig. 2 (right). We train an LSTM RNN on the semantic and appearance representations of the training set video clips. We use this network as a function:

\[
g(V^S_0, V^S_1, \ldots, V^S_{i-1}, U^A_1, \ldots, U^A_{i-1}, U^A_i) = V^S_i,
\]

\[
V^S_0 = 0,
\]

which predicts the semantic representation \( V^S_i \) for the clip at time \( i \) given the semantic representation, \( V^S_{i-1} \), assigned to the preceding clip and the appearance of the current clip, \( U^A_i \). The labeled examples used to train \( g \) are taken from the training set, following the processing described in Sec. 3.2 and 3.3 in order to produce 2000D post-CCA vectors. Each pair of previous semantics ground truth and current clip in the training data provides one sample for the training of the LSTM. We employ two hidden layers, each with 2000 LSTM cells. The output, which predicts the semantics of the next clip, is 2000D.

Given a test video, we begin processing it as in Sec. 4.2. In particular, for each of its clip representations \( U^A_i \), we select \( r \leq 5 \) nearest neighboring semantics from the training set. At each time step \( i \), we feed the clip and its assigned semantics from the preceding clip at time \( i - 1 \) to our LSTM predictor \( g \). We thus obtain an estimate for the semantics we expect to see at time \( i \), \( \hat{V}^S_i \).

Of course, the predicted vector \( \hat{V}^S_i \) cannot necessarily be interpreted as a semantic label, as not all points in the SVS have semantic interpretations (in fact, many instead represent appearance information and more do not represent anything at all). We therefore choose a representation \( V^S_i \) out of the \( r \) selected for this clip, such that \( ||\hat{V}^S_i - V^S_i||^2 \) is smallest.

5. Results

We next apply the process described above to two separate video understanding tasks: Video Annotation and Video Summarization.

5.1. Video Annotation

In our annotation experiments, we used the movie annotation benchmark defined by the 2016 Large Scale Movie Description and Understanding Challenge (LSMDC16) \[34\]. LSMDC16 presents a unified version of the recently published large-scale movie datasets, M-VAD \[44\] and MPII-MD \[32\]. The dataset contains 188 movies, divided to short (4-20 seconds) video clips with associated sentence descriptions. A total of 188 movies are available, from which 152, 12 and 17 are used for training, validation and test, respectively.

Table 1 presents annotation results. We focus primarily on the CIDEr-D \[45\] and the BLEU-4 \[28\] measures, as they are the only ones known to be well correlated with human perception \[33\] \[45\]. Other metrics are provided because they were previously reported by others. These measures are: BLEU1–3 \[28\], METEOR \[5\], and ROUGE-L \[23\]. We compare our method with several published and unpublished systems. The results include the following three variants of our pipeline.

**Baseline.** Our baseline system using simple nearest neighbor matching to choose reference semantics. We match each test clip with its closest semantics in the SVS space. From Table 1, we see that this simple method alone outper-
forms previous State-of-the-Art. This gain demonstrates the importance of a semantics-appearance similarity matching.

**Unsupervised tessellation.** We tested several configurations of the method described in Sec. 4.2. Specifically we explore different numbers $r'$ of nearest neighboring database semantics. We found that the best results are achieved with five neighboring database semantics. Evidently (Table 1), even an unsupervised method for considering temporal coherency improves results over our baseline approach and previous methods.

**Supervised tessellation.** To train the LSTM model described in Sec. 4.3 to predict semantics, we sample mini batches of 20 sequences and train for a maximum of 55 epochs using a learning rate decay mechanism. We set the LSTM number of units to 2000, and use two LSTM layers. All hyperparameters were selected using the validation set. This system achieved the overall best performance on both CIDEr-D and BLEU-4, the metrics known to be most correlated with human perception [33, 45], outperforming previous state of the art with a gain of 23% on CIDEr-D. Some qualitative results are provided in Fig. 5.

### 5.2. Video Summarization

We evaluate our proposed Tessellation framework for video summarization on the SumMe benchmark [10]. The benchmark consists of 25 raw user videos each depicting a certain event. The video frames are hand labeled with an importance score ranging from 0 (redundant) and 1 (vital). The videos are about 1-5 minutes in length and the task is to produce a summary in the form of selected frames which is up-to 15% of the given video’s length. The evaluation metric is the average F-measure of the predicted summary with the ground truth annotations. We follow [11, 54] in evaluating with respect to the different provided user annotations.

Similar to video annotation, our approach is to transfer the semantics (here represented by frame importance values) from the gallery to the tessellated video. Our method operates without incorporating additional computational steps, such as optimizing the selected set using the determinantal point processes [21], commonly used for such applications [8, 7, 53].

Table 2 compares our performance with several recent reports on the same benchmark. We again provide results for all three variants of our system. This time, our baseline and the supervised tessellation methods are both outperformed by previous work. Our unsupervised tessellation (Sec. 4.3), however, outperforms the state of the art on this benchmark by a substantial margin.

We believe the simpler unsupervised method worked better here because the available training examples were much fewer than required for the more powerful but more data hungry RNN-LSTM. Specifically, we used only the labels from the SumMe data set, without leveraging other summarization datasets for this purpose (e.g. [4, 39]).

### 6. Conclusions

We present a general tool for video understanding, designed to transfer different types of semantic information from reference, training videos to novel test videos. Two alternatives are proposed: unsupervised tessellation which uses dynamic programming to apply temporal, semantic coherency, and supervised tessellation which employs LSTM
to predict future semantics. We show these methods, coupled with a recent video representation technique, to provide state of the art results on two very different video analysis domains: video annotation and video summarization.

An obvious next step for this approach would be to apply it to other video understanding tasks, primarily action recognition. Existing action recognition benchmarks [12] provide action labels rather than clip semantics and it remains to be seen how well these can be transferred and used to predict action labels.
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