An overview of profiling side channel analysis based on machine learning
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Abstract: It has made a real issue in cryptographic security with the widespread use of them which attracts more attention now. This paper summarizes the most distinguishing profiling type attack in the side channel of cryptographic chips. The principle steps of the traditional profiling side channel analysis are introduced firstly, then the exposed problems are directed in discussion. It fits well to solve the problems using the algorithm in machine learning. So what undoubtedly added in is that the profiling side channel analysis is based on machine learning. Also the situation and the progress are both the significance in the paper. The disadvantages and the future of its development are mentioned at the end.

1. Introduction
In 1996, Paul Kocher [1] proposed the side channel analysis (SCA) the first time, which broke the traditional cryptanalysis research ideas. Bypassing the research on the mathematical security of cryptographic algorithms, it directly analyzes the particular equipments. The cryptographic operations leak some physical information related to the keys, which can be collected to obtain the key of the related devices. As a result, the information has been stolen while the traditional password analysis seems safe.

SCA can be divided into two categories: profiling SCA and non-profiling SCA. Profiling SCA aims to copy a template to implement a SCA. Generally, it is called profiling SCA while it also stands for the traditional Gaussian model-based template attack [2] and stochastic attacks [3] based on linear regression. Non-profiling SCA always uses statistical models to analyze, including differential power analysis (DPA) [1], correlation power analysis (CPA) [4], collision analysis (CA) [5], and mutual information analysis (MIA) [6] and so on.

2. Traditional profiling SCA
The traditional template SCA is to obtain the same equipment as the target device, and to model the collected signals through feature engineering then implement matching attacks. In theory, the profiling SCA is the best SCA method under the premise of obtaining the same target device.

The idea of profiling SCA is also based on the statistical analysis of the assumptions of intermediate values in the encryption phase. The adversary records the leakage \( l_{x,k} \) measured on the cryptographic device, where the \( x \) is the known plain text (bytes), and the \( k \) is the target keys (bytes). During the attack, the adversary uses a series of template leaked signal \( l \) for profiling first. Then it uses the candidate model parameter which is the probability density function of \( \theta_{x,k} \) to calculate the probability, and the adversity obtains a new attack trajectory to solve the maximum a posteriori probability of the key \( k \). As the formula (2-1) goes:
There are three profiling SCA based on the above theory of mathematics, including feature extraction, template construction, and template matching.

(1) Feature Extraction:

Feature extraction and splitting is the preprocessing process of feature engineering. The position of the feature points extracted by the SOD [2] (Sum Of pairwise Differences) method was proposed by Chari et al. Christian [7] and others proposed an improved method SOSD, adding a square operation based on the SOD method to solve the problem of the difference sign. However, the effect of SOD and SOSD will be significantly reduced when the number of samples is limited and data of sufficient scale cannot be collected. Gierlichs [8] et al. proposed the SOST algorithm based on the above problems, and introduced T-test to eliminate the statistical impact of sample size on mean and variance.

(2) Template Construction:

In the previous mathematical theory of traditional template SCA, we can choose a Gaussian template or a stochastic template for the undetermined model parameters \( \theta_{x,k} \). It means that the parameter \( \theta_{x,k} \) corresponds to the mean vector \( \mu_{x,k} \) and the covariance matrix \( \Sigma_{x,k} \) by using the Gaussian model estimation, and the mean vector and the covariance matrix of the best template are obtained by the maximum likelihood principle to find the key. Using a stochastic model, at the same time, the data operation part \( h_i(x,k) \) and the zero-mean noise part \( R_i \) are divided into the measured trajectory \( I(x,k) \), and \( I_i(x,k) \) and \( h_i(x,k) \) The differences of the two are multi-time accumulated to represent the noise covariance, and then the maximum probability value is obtained by the maximum likelihood principle, which is an unknown key. As the formula (2-2):

\[
\alpha(x_1, \ldots, x_N; k) = \prod_{j=1}^{N} f_0(\hat{h}_i(x_j, k^*)) - h_i^*(x_j, k)) \tag{2-2}
\]

\( f_0 \) represents the covariance matrix, \( k^* \) represents the unknown correct key, and \( h_i^*(\cdot) \) represents the estimated value of \( h_i(\cdot) \). For the comparison between TA and SA (Stochastic attack), Gierlichs et al. [8] confirmed that the success rate of TA is higher when the amount of feature point data is larger, and SA is more accurate when the amount of analysis data is relatively small. This also proves the applicability of TA to high-dimensional large data volume.

(3) Template Matching

The classical random sample matching methods in multivariate statistics mainly include distance discrimination, Bayesian discrimination and Fisher discriminant [10]. The distance discrimination includes statistical distance and Mahalanobis distance. In addition, we can also match the classic CPA and DPA methods without profiling SCA in the matching phase, and the difference is that the analysis efficiency is higher than the template with the original method.

3. Profiling Side Channel Analysis based on Machine Learning

Most of the traditional profiling side channel analyses use the Gaussian model, which cause the cumbersome data dimension explosion and classification process while Machine Learning [11] can be the optimal alternative.

According to the learning styles, ML technology can be divided into three categories: unsupervised learning [12], semi-supervised learning [13] and supervised learning [14]. Unsupervised learning is mainly used when information (training data sets) is not available and does not require any prior verification or data modeling. Typical examples are clustering (eg K-means [15]) and dimensionality reduction (eg principal component analysis PCA [16]). Supervised learning refers to the techniques involved in modeling a training data set (marked data set), including classification and regression.
Once the learning starts, a supervised learning algorithm is executed, and the algorithm returns the most accurate output for the new input based on the previously learned model. The main methods currently used in supervised machine learning for template attacks include: neural network (NN) [17], random forest (RF) [18], support vector machine (SVM) [19] and so on. Semi-supervised learning relies on hypotheses for direct push and induction, which combines the characteristics of both of these learning styles: Training a large number of unlabeled samples with limited-labeled samples. It avoids the waste of data, and also avoids the disadvantages of weak supervisory generalization ability and low unsupervised learning accuracy.

Supervised learning learns new data through trained tags, which corresponds to the modeling phase of the profiling SCA that the process of feature extraction and classification. In combination with the traditional template attack, the following steps are taken to implement the attack:

1) Dimensionality reduction. The preprocessing step for raw data usually refers to dimensionality reduction. The number of trajectories we obtained in the actual experiment is very large, so the relevant leakage feature points are selected for the intermediate value of a single key correlation for preprocessing. The linear discriminant analysis LDA and principal component analysis PCA are usually used for dimensionality reduction.

2) Data set classification. In order to make efficient use of the data, the dimensionally processed data will be divided into training data sets and test data sets so that machine learning can be tested after modeling.

3) Training. Training is the learning process that supervises learning. It selects the appropriate model with the right place. Some common training models are: Support Vector Machine (SVM), Neural Network (NN), Decision Tree (DT), Random Forest (RF), and \( k \)NN [20]. Those can replace Gaussian or stochastic models in traditional template attacks.

   ① Support Vector Machine (SVM): The support vector machine is a classifier that supports vector operations. The algorithm can determine the classification boundary by using only part of the data composition vector, that is, constructing the optimal separation hyperplane to maximize the distance (the boundary) from the nearest data point of each class. It may happen that these classes are not linearly separable or have some constant. Therefore, applying kernel techniques [21] is a method of creating non-linearly separated surfaces. The largest boundary plane may still be linear in the transformed feature space. The kernel has many parameters to choose from. For example, kernel functions can be linear, polynomial, radial basis, or sigmoid. The most common function is the radial basis function (RBF). Therefore, SVM technology has a good classification effect on nonlinear classification problems. The support vector machine method is recognized as the most effective and research use in profiling SCA with its excellent generalization ability and high learning precision.

   According to the characteristics of SVM technology, Hospodar and Gierlichs [22] successfully optimized the encryption intermediate value analysis by using LS-SVM technology on block cipher software for the first time. Heuser and Zohner [23] created a general methodology for SVM attacks and compared this method with a template attack, which proved that SVM is better than TA. In 2013, Bartkewitz and Lemke-Rust [24] applied a multivariate SVM machine learning model to improve the attack success rate compared to the single-bit method. In addition, they use (linear) SVM as a preprocessing tool for feature selection, similar to the method of Brank [25]. Then, for the protected encryption algorithm, Lerman [26] and others used SVM to perform a template attack on AES with a rotating S-box mask and compared it with TA and SA. The results show that using the support vector machine only needs 26 measurements and retrieval to complete the crack, which is better than other algorithms. Another attack based on support vector machine (SVM) was proposed in [27]. The author uses a support vector machine to recover the key bit by bit by using the key in the key replacement loop.

   ② Neural Network (NN): The perceptron of the neuron-like cell mechanism is the simplest neural network model in which the input values are accumulated by weights and the classification tags are output through the activation function. Multiple Layer Neural networks are combined by a perceptron into a complex structure to process the data to be classified. The neural network (NN) is mainly used for branches of the cryptographic to implement key distribution [28], hash function [29], random number
generator [30], public key cipher [31] and exchange protocol [32]. A power analysis method based on Multiple Layer Perceptron was first proposed in [33]. In this work, the author uses the simple MLP in the neural network to attack the AES key, and can determine the first byte of the key with a probability of about 90%, which can achieve single-digit trajectory cracking. In [34], the MLP method pre-processed by using the measured power trajectory is pre-processed, the optimization is not computationally demanding, the probability of suppressing the corresponding key estimation is reduced, and the reduction may tend to be wrong. The number of keys categorized makes the estimated success rate nearly 100%.

Decision Tree (DT) and Random Forest (RF): Each internal node of DT tests an attribute (such as the average). From top to bottom, each branch corresponds to an attribute value, and each leaf is assigned to a classification. After that, the training data is organized into a tree, and the classification of the new trajectory is equivalent to the tree searching and the decision-making process of divide and conquer is implemented. A random forest is made up of many decision trees. Each tree is trained by using different categories of data in the training data set. The output is determined based on the results of all decision tree voting. Decision tree has obvious advantages for individual learning, it belongs to weak learners and which generalization ability is not strong. Random forest is composed of multiple learners with a good generalization of integrated learning, so it often appears in research together with SVM technology for comparison. Lerman [20] used RF for SCA and compared it with typical supervised learning methods and TAs to the representing neural networks and support vector machines. The result is that the RF comprehensive comparison score is highest when the amount of model data is small and the actual test data dimension is high, which proves that it is not always the best choice while the SVM is popular. In addition, Lerman [26] successfully used RF to break the masked AES, which also had obvious advantages when compared with TA.

\(k\)NN: Without any training, the data set is assigned a new instance to the class containing most \(k\) (fixed parameter) nearest neighbors by majority vote, which is supervised "lazy learning" [36]. Martinasek [35] used the \(k\)NN method for modeling power analysis and compared it to the classic TA. The experimental result shows that the \(k\)NN corresponding to the covariance matrix does not have a higher success rate, and the advantages are obvious. Compared with the TA, it can not select more feature points due to the restriction, bypassing the redundant stage of learning and training, and is a potential SCA in machine learning.

Verification. Verify the success rate of our training results by validating the data set and evaluate it based on the results. This step is usually the specific implementation phase of our evaluation of a machine learning model.

(5) Test matching. After the modeling phase, the training-verified model is matched with the measured attack data for analysis.

It is obvious that the supervised learning mechanism fits perfectly with the profiling SCA, so most of the whole machine-based profiling SCA fields use the generalized SVM and the random-featured RF model for training classification. Compared to the dimensional explosion problem of traditional modeling classes, the machine learning method is very good, and the data can be directly trained without presupposing the model. But when the data dimension is kept at a reasonably low level, traditional modeling attacks still dominate, which is related to the training time of machine learning.

4. Summary

With the rapid development of technology, people pay more and more attention to the field of encryption security. As the most powerful profiling SCA in theory, its development has been attracting in the industry.

The traditional classic profiling SCA process has been introduced in detail. The Gaussian profiling SCA is the most widely used and has been regarded as the representative of profiling SCA. In view of the fatigue of high-dimensional data processing by the classic Gaussian SCA, the advantages of machine learning are highlighted. Many model algorithms have been developed and applied in this field, and significant optimization results have been achieved. At present, there are still many shortcomings in the research of machine-based profiling SCA. The following are summarized:
(1) The supervised learning model is applied in a single way. The research history of machine learning modeling attacks can also be called the research history of SVM and RF. It is a very potential research direction for other deep neural networks and lazy learning (kNN and Bayesian classifier).

(2) The overall development of machine learning is not comprehensive. The correspondence between the nature of modeling and supervised learning has led to a high proportion of supervised learning. We can still use the semi-supervised learning and reinforcement learning with this nature to develop new methods.

(3) Insufficient anti-protection attacks. Most of the machine learning-based profiling attacks target unprotected encryption algorithms in order to compare them with traditional modeling attacks. However, there are many encryption devices with protection in the actual situation, and the comprehensive evaluation of a class of machine learning models should also add anti-protection effects.
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