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Abstract This paper deals with a class of antagonistic stochastic games of three players, A, B, and C, of whom the first two are active players and the third is a passive player. The active players exchange hostile attacks at random times \( T = \{t_1, t_2, \ldots \} \) of random magnitudes with each other and also with player C. Player C does not respond to any attacks (that are regarded as a collateral damage). There are two sustainability thresholds \( M \) and \( T \) are set so that when the total damages to players A and B cross \( M \) and \( T \), respectively, the underlying player is ruined. At some point \( t_\nu \) (ruin time), one of the two active players will be ruined. Player C’s damages are sustainable and some rebuilt. Of interest are the ruin time \( t_\nu \) and the status of all three players upon \( t_\nu \) as well as at any time \( t \) prior to \( t_\nu \). We obtain an analytic formula for the joint distribution of the named processes and demonstrate its closed form in various analytic and computational examples. In some situations pertaining to stock option trading, stock prices (player C) can fluctuate. So in this case, it is of interest to predict the first time when an underlying stock price drops or significantly drops so that the trader can exercise the call option prior to the drop and before maturity \( T \). Player A monitors the prices upon times \( T \) assigning 0 damage to itself if the stock price appreciates or does not change and assumes a positive integer if the price drops. The times \( T \) are themselves damages to player B with threshold \( T \). The “ruin” time is when threshold \( M \) is crossed (i.e., there is a big price drop or a series of drops) or when the maturity \( T \) expires whichever comes first. Thus a prior action is needed and the time is predicted. We illustrate the applicability of the game on a number of other practical models, including queueing systems with vacations and \((N,T)\)-policy.

Keywords Random Walk, Independent and Stationary Increments Processes, Fluctuations of Stochastic Processes, Marked Point Processes, First Passage Time, Signed Marked Random Measures, Time Sensitive Analysis

1 Introduction

In this article we study the behavior of bivariate signed marked random measures around specified thresholds in which underlying marks are competing against each other. There are various applications of such settings found in stochastic modeling, including finance and queueing. It is very convenient to formalize the problem using some terminology of antagonistic stochastic games of several players, even though our interpretation does not include traditional game-theoretical components such as payoff functions and iterative optimization.

To serve this objective, we consider a generic game of three players, A, B, and C of whom A and B are “active players” who are involved in a periodic exchange of random hostile actions aimed at inflicting damages upon each other, while player C is passive being a collateral damage of the active part of the game. Player C periodically recovers from the blows and he does not respond to the actions from the other players. In a nutshell, such a game can be described as follows. At random times \( t_0, t_1, t_2, \ldots \), players A and B exchange with simultaneous hostile actions inflicting casualties of random magnitudes, \( x_0, x_1, x_2, \ldots \), and \( \Delta_0, \Delta_1, \Delta_2, \ldots \), respectively, until one of the two players becomes ruined. The latter is stipu-
lated by two respective sustainability thresholds, $M$ and $T$, so that once (that is, upon one of the epochs $t_i$'s) those thresholds are crossed due to excessive damages to at least one of the players, the game is over. Whereas players A and B are fighting against each other, player C collects hits of random magnitudes and although player C does not respond to the attacks at $t_0, t_1, t_2, \ldots$, he recovers from them on occasion. It is manifested by a series $\pi_0, \pi_1, \pi_2, \ldots$ of real-valued increments, some of which are damages (with $\pi$’s positive) and some recoveries (with other $\pi$’s being negative). The status of player C upon the game end is often of main interest.

From various useful applications of the above setting, we name three models that are motivational for studying such “games.”

**Model 1. Stock Option Trading.** In the situation related to stock option trading, suppose a trader buys a call option for a volatile stock with maturity at time $T$. The target strategy is to exercise the option when the stock rises above the strike price at the highest stock price prior to maturity, that is, either to buy the underlying stock at the highest price and immediately sell it for profit, or sell the underlying option. Suppose the trader observes the stock randomly at times $t_1, t_2, \ldots$, priced at $P_{t_1}, P_{t_2}, \ldots$, respectively. We introduce an auxiliary process of marks $x_0, x_1, x_2, \ldots$ such that $x_k = 0$ when $\pi_k = P_k - P_{k-1} \geq 0$ and $x_k = 1$ when $\pi_k < 0$. Because the trader is supposed to acquire the option for an appreciably high price will still be reasonably high. The latter may not be true for the first time or when the option expires earlier. Hence, the epoch $t_{\nu-1}$ will guarantee that $t_{\nu-1} < T$ and at the same time, the stock price will still be reasonably high. The latter may not be true though, but this needs to be investigated and evaluated predicting the status of such game upon $t_{\nu-1}$ and $t_{\nu}$. Perhaps even more reasonable would be to predict the time of a stock’s sharp drop rather than just turning negative.

A somewhat similar setting has been proposed in Dshalalow [12] and Dshalalow and Liew [16]. However, in all of these applications to stock option trading, the authors dealt with the so-called time non sensitive analysis. That is when associated functionals of the named variables did not relate to time. In contrast with the past work, the time sensitive analysis includes the information on pertinent stochastic processes providing us with their status at each moment of time $t$. In addition, the time variable screens the stock prices from the inception of the process until times $t_{\nu-1}$ and between $t_{\nu-1}$ and $t_{\nu}$. This is significantly more advanced than the results of [12, 13, 16], but it requires a different approach and a more substantive analysis based on a double stochastic expansion of underlying functionals as it will be shown through the course of the paper.

Another article that relates to the present paper and offers applications to finance is the recent work [20] by the authors of this paper. This paper dealt with a stock price, without its competition with the time variable running up against an expiration date pertaining to option trading, with no game that requires the presence of two (active) players, and consequently, in one dimension, and thus less challenging. Yet the approach is based on time sensitive analysis that is foundational for the current work.

It has to be mentioned that most work on fluctuations of stochastic processes (including [17] by the same authors) required that they are monotone, if there a closed form of underlying functionals is targeted. With a non monotone processes such as stock prices, it turned out that treating the stock prices as the status of a passive player required the introduction of an auxiliary (active) player associated with the passive player and this is how game-theoretical setting comes out. This approach has been proposed in Dshalalow [12] and [13], although in the context of non sensitive analysis.

**Model 2. Modified T-Policy in GI/G/1 Queueing System with Multiple Vacations.** Suppose a single server, when he is done with a queue, goes on multiple vacations. During his absence, newly arriving customers are placed in a buffer waiting for the server to resume his service. Suppose customers’ arrivals form a (delayed) renewal process $t_0, t_1, t_2, \ldots$, whereas the server’s vacations form an independent Poisson point process upon the times $\tau_1, \tau_2, \ldots$. The server’s vacations (i.e., vacation segments) are monitored upon times $t_0, t_1, t_2, \ldots$, so that the number of server’s vacations at time $t_k = A_k = x_0 + \ldots + x_k$, with $x_i$ being the number of server’s vacations in interval $[t_{i-1}, t_i]$ ($t_{-1} = 0$). (The latter information can be easily obtained.) The server’s absence is limited by two parameters: the number of vacation trips, say $M$, and the total duration of server’s absence from the system, limited by some $T > 0$. Thus, the server must return to the system upon one of the epochs $t_0, t_1, t_2, \ldots$, say $t_\nu$, whichever of the two events takes place earlier: $A_\nu \geq M$ or $t_\nu \geq T$. This is a modified T-Policy in a game-theoretical setting. A basic T-Policy was introduced in the late seventies by Heyman [23] and then periodically shown up in the literature [35, 37, 39]. The present setting applies to GI/G/1/$\infty$-type queues with multiple vacations.

**Model 3. NT-Policy in M/G/1 System with Multiple Vacations.** Here is another variant of the modified T-Policy. Suppose customers arrive in the system according to a marked Poisson process in an M/G/1/$\infty$-type queue. After the queue of available customers drops below some $r$, the server leaves the system on some maintenance. Suppose the status of the system during server’s maintenance period is monitored upon a delayed renewal process $t_0, t_1, t_2, \ldots$. The entire absence of the server is limited by two parameters $N$ and $T$, that is, if upon one of the epochs, say $t_\nu$, the total number of customers (including those left behind on server’s departure) has accumulated to $N$ or more ($N \geq r$) or if at $t_\nu$, server’s vacation time exceeded $T$, the server must return to the system. There, in the system, the server will possibly rest waiting, if the queue length is still below $N$. The two policies combined are known as an NT-Policy model. There are quite a few papers on NT-Policy (cf., [2, 3, 25, 27, 39]) including one [29] by Lee et al. about a “supreme triadic” (N,D,T)-Policy. While it is of interest to find a probabilistic information about the first passage time $t_\nu$ and status of the system at $t_\nu$, it is of further importance to obtain the distribution of the queuing process at any time $t$ during
the interval \([0, t_\nu)\). The latter is needed for the formation of the semi-regenerative kernel \([1, 5, 6]\) in order to obtain the probability distribution of the time dependent parameter queueing process \(Q(t)\). This method is generally superior to a more common supplementary variables technique that, along with other limitations, requires the existence of densities for generally distributed random variables. The same need in the continuous time parameter process would be warranted for the other two models, although it is obvious that a more refined information about the underlying processes (namely, for each for \(t \in [0, t_\nu)\)) does not require any further apologetics and it is a stand-alone research.

The Layout of the Paper. In section 2, we proceed with a rigorous formalism of the game in the context of the functional (joint transform)

\[
\Phi_\nu(t) = E z^{A(t)} e^{-i\eta P(t)} e^{i\nu \int_0^{t_\nu} e^{-i\varphi P_{t_\nu-1}} e^{-\psi t_{t_\nu-1} u} A_{t_\nu} e^{-i\phi P_{t_\nu} e^{-\vartheta t_{t_\nu}}} 1_{[0,t_\nu)}(t)
\]

(1.1)

This functional provides us with the probabilistic status of the game for players A, T, and P at any time \(t\) from the inception of the game until its end (exit) as well as the status of the players upon the exit \(t_\nu\) and one step prior to the exit \(t_\nu-1\) from the game. Section 3 undergoes a detailed analysis of this functional ending with a closed-form expression, whereas section 4 discusses special cases to support our claim of analytic tractability. We turn our attention to the stock option trading (Model 1) and, among other valuable data, predict the time of the first drop of a stock, then validate the results obtained by simulation. Due to a limited space and time, we chose not to investigate the other two models, but we plan to explore them in our forthcoming research.

Relation to the Existing Literature. Our work topically falls into fluctuations of stochastic processes, which is a widely referred to area of random walk, renewal processes, random measures, recurrent processes, Markov processes, and semi-Markov processes, to name a few \([7-9, 26, 33, 36]\) and their applications to astronomy and biology \([24]\), queueing \([4,10,11]\), stochastic games \([14]\), finance and economics \([12, 13, 16, 20, 27, 30, 31, 38]\), physics \([24, 32]\), and earthquakes \([33]\). The main focus of our work is on time sensitive fluctuations, meaning that at least some of the component processes are with continuous time parameter. Some prior work on time sensitive fluctuations is due to Dshalalow \([14]\) (pertaining to antagonistic games), Dshalalow and Nandyose \([17, 20]\) about one-dimensional processes, Dshalalow and White \([21]\) on two-dimensional processes. Dshalalow and White \([21]\) studied random measures of two active nonnegative components competing against each other. However, the game was observed over arbitrary times (not adapted to the process) and consequently, the information on the status of the game was delayed. Nor did the authors of \([21]\) consider a third, passive, non monotone component. The delayed factor yielded less tame functionals than in the present work. Finally, our processes relate to a class of signed random measures introduced in section 2 that is rarely seen in the literature (cf. \([20, 34]\)).

2 Problem Setting

Now all different settings brought by Models 1-3 (and even other situations) can be formalized by a game of three players, as mentioned in the introduction. A generic game under consideration is driven by the following bivariate signed random measure on a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t), P)\)

\[
\mathcal{A} \otimes \mathcal{P} \otimes \mathcal{T} = \sum_{n=0}^{\infty} (x_n, \pi_n) \mathcal{E}_{t_n}
\]

(\(\varepsilon_{t_n}\) is the Dirac point mass at point \(a\)),

(2.1)

where the marks \(x_n\)’s are nonnegative integer- and \(\pi_n\)’s are real-valued r.v.’s (random variables). The associated support counting measure \(\sum_{n=0}^{\infty} \varepsilon_{t_n}\) forms a delayed renewal process. We further assume that the random measure \(\mathcal{A} \otimes \mathcal{P} \otimes \mathcal{T}\) is position dependent, that is, \(x_n, \pi_n, \Delta_n = t_n - t_{n-1}\) are dependent. However, \((x_n, \pi_n, \Delta_n = t_n - t_{n-1})\) is a trivariate sequence of independent random vectors and for \(n = 1, 2, \ldots\), they are identically distributed. That being said, we assume that their joint distributions are known and given by the transforms

\[
\gamma_0(u, \phi, \vartheta) = E u^{x_0} e^{-i\phi \pi_0} e^{-\vartheta \Delta_0}, \|u\| \leq 1, \phi \in \mathbb{R}, \text{Re}\vartheta > 0.
\]

(2.2)

Next,

\[
\gamma(u, \phi, \vartheta) = E u^{x_1} e^{-i\phi \pi_1} e^{-\vartheta \Delta_1}, \|u\| \leq 1, \phi \in \mathbb{R}, \text{Re}\vartheta > 0.
\]

(2.3)

Let

\[
\nu_1 := \min\{n = 0, 1, \ldots: A_n \geq M\},
\]

(2.5)

and

\[
\nu := \nu_1 \land \nu_2
\]

(2.6)

be called the exit index of the game. The r.v. \(t_\nu\) is referred to as the first passage time of the game.

The game is played between two active hostile players A and B (where B is meant to represent the time-related point process \(\{t_0, t_1, \ldots\}\)). The third player, C is passive and only takes hits, but does not respond. The game runs until one of the two active players or both are defeated on one of the epochs \(t_k\)’s that takes place at \(t_\nu\).

Now

\[
(A(t), P(t)) := \mathcal{A} \otimes \mathcal{P} \otimes \mathcal{T}[0, t]
\]

(2.7)

is the associated continuous time parameter process. The following functional of the game is of interest.

\[
\Phi_\nu(t) = E z^{A(t)} e^{-i\eta P(t)} e^{i\nu \int_0^{t_\nu} e^{-i\varphi P_{t_\nu-1}} e^{-\psi t_{t_\nu-1} u} A_{t_\nu} e^{-i\phi P_{t_\nu} e^{-\vartheta t_{t_\nu}}} 1_{[0,t_\nu)}(t)
\]

(2.8)

that is, \(\Phi_\nu\) gives the status of the game at any time \(t\) prior to \(t_\nu\), along with the output variables \(A_{t_\nu}, P_{t_\nu}\), and those one step prior to the exit at time \(t_{\nu-1}\), namely, \(A_{\nu-1}\) and \(P_{\nu-1}\).
For the sequel, we set
\[ A_{-1} = t_{-1} = P_{-1} = 0. \]  \hfill (2.9)
We further notice that \((A(t), P(t))\) is piece-wise linear jump process and it is constant on each time subinterval \([t_{k-1}, t_k)\).

3 Analysis of \(\Phi_p\)

To deal with \(\Phi_p\), we break it into three functionals \(\Phi_{\nu_1 < \nu_2}, \Phi_{\nu_1 > \nu_2}\), and \(\Phi_{\nu_1 = \nu_2}\) treated in this section separately.

3.1 Player B defeats player A

In this subsection, we consider the game adapted to the confined filtration \(\mathcal{F}_t \cap \{ \nu_1 < \nu_2 \}\). The associated functional reads
\[
\Phi_{\nu_1 < \nu_2} (t) = E\left[ z^{A(t)} e^{-i\nu P(t)} u^{A_{\nu_1} - 1} e^{-i\nu P_{\nu_1}} e^{-\nu_{\nu_1}} 1_{[0,t_{\nu_1})} (t) 1_{\{\nu_1 < \nu_2\}} \right] 
\]
\[
= \sum_{k=0}^\infty \sum_{n>k} E \left[ z^{A(t)} e^{-i\nu P(t)} u^{A_{\nu_1} - 1} e^{-i\nu P_{\nu_1}} e^{-\nu_{\nu_1}} u^{A_k} e^{-i\nu P_k} e^{-\nu_k} 1_{(t_{k-1}, t_k]} (t) 1_{\{k\}} 1_{(n)} \right].
\]  \hfill (3.1)

We partition the interval \([0, t_k)\) into \([0, t_k) = \bigcup_{j=0}^j (t_{k-j-1}, t_{k-j})\) under (2.7) to yield
\[
\Phi_{\nu_1 < \nu_2} (t) = \sum_{k=0}^\infty \sum_{n>k} E \left[ z^{A(t)} e^{-i\nu P(t)} u^{A_{\nu_1} - 1} e^{-i\nu P_{\nu_1}} e^{-\nu_{\nu_1}} u^{A_k} e^{-i\nu P_k} e^{-\nu_k} 1_{(t_{k-1}, t_k]} (t) 1_{\{k\}} 1_{(n)} \right].
\]  \hfill (3.2)

In our next efforts to unfold \(\Phi_{\nu_1 < \nu_2}\) we will apply methods of discrete and continuous operational calculus. We will use an approach previously developed by Dshalalow [14] and further explored in Dshalalow and White [21] and referred to as a stochastic expansion. To this end, we define two sequences of exit indices
\[
\nu_1 (p) = \inf \{ n = 0, 1, \ldots : A_n > p \}, p = 0, 1, \ldots,
\]  \hfill (3.3)
and
\[
\nu_2 (q) = \inf \{ n = 0, 1, \ldots : t_n \geq q \}, q \geq 0.
\]  \hfill (3.4)

Then, for any pair \((p, q) \in \mathbb{N}_0 \times \mathbb{R}_+\), let
\[
\nu(p, q) = \nu_1 (p) \wedge \nu_2 (q).
\]  \hfill (3.5)

Note that \(\nu_1 = \nu_1 (M - 1)\) and \(\nu_2 = \nu_2 (T)\). Now consider the associated extended family of functionals \(\{ \Phi_{\nu_1 (p) < \nu_2 (q)} (t) : (p, q) \in \mathbb{N}_0 \times \mathbb{R}_+ \}\) in the form of
\[
\Phi_{\nu_1 (p) < \nu_2 (q)} (t) = E \left[ z^{A(t)} e^{-i\nu P(t)} u^{A_{\nu_1 (p)} - 1} e^{-i\nu P_{\nu_1 (p)}} e^{-\nu_{\nu_1 (p)}} u^{A_k} e^{-i\nu P_k} e^{-\nu_k} 1_{(t_{k-1}, t_k]} (t) 1_{\{k\}} 1_{(n)} \right].
\]  \hfill (3.6)

to which we apply the transforms \(D_p\) and \(\mathcal{L}_q\) defined as follows.
\[
f^* (x, q) = D_p \{ f(p, q) \} (x, q) = \sum_{p=0}^\infty x^p f(p, q)(1 - x), ||x|| < 1,
\]  \hfill (3.7)
where \(f\) is a complex-valued analytic function with the domain \(\mathbb{N}_0 \times \mathbb{R}_+\). The inverse of \(D_p\) is the so-called \(D\)-operator previously introduced in Dshalalow (cf., [15]):
\[
f (k, q) = D_k f^* (x, q) = \left\{ \begin{array}{ll}
\lim_{x \to 0} \frac{1}{i \phi P} \left[ \frac{1}{i \phi P} f^* (x, q) \right], & k \geq 0
\\
0, & k < 0.
\end{array} \right.
\]  \hfill (3.8)

The \(\mathcal{L}\) denotes the Laplace-Carson transform defined as
\[
\mathcal{L}_q \varphi (y) = y \int_{q=0}^\infty e^{-yq} \varphi (q) dq, \text{ Re } y > 0.
\]  \hfill (3.9)
The Laplace-Carson transform follows the familiar pattern of the Laplace transform whose inverse is
\[
\mathcal{L}_q^{-1} (\cdot) = \mathcal{L}_y^{-1} \left[ \frac{1}{y} \right].
\]  \hfill (3.10)
with \(\mathcal{L}\) standing for the Laplace transform. Together, they form the composition
\[
\mathcal{L}_q D_p := \mathcal{L}_q \circ D_p.
\]  \hfill (3.11)
Thus, if
\[
\tilde{f} (x, y) = \mathcal{L}_q D_p f (p, x, y),
\]  \hfill (3.12)
then
\[
f (k, q) = D_k \mathcal{L}_q^{-1} \left( \tilde{f} (x, y) \right) (k, q).
\]  \hfill (3.13)
Note that the transforms can be applied in any order.

Now with (3.7-3.13) in mind, the functional \(\Phi_{\nu_1 < \nu_2} (t)\), after the \((p, q)\)-expansion and the use of operator \(\mathcal{L}_q D_p\), turns to
\[
\tilde{\Phi}_{\nu_1 < \nu_2} (t, x, y) = \mathcal{L}_q D_p \sum_{k=0}^\infty \sum_{j=0}^\infty \sum_{n>k} E \left[ z^{A(t)} e^{-i\nu P(t)} u^{A_{\nu_1} - 1} e^{-i\nu P_{\nu_1}} e^{-\nu_{\nu_1}} u^{A_k} e^{-i\nu P_k} e^{-\nu_k} 1_{(t_{k-1}, t_k]} (t) 1_{\{k\}} 1_{(n)} \right] (x, y)
\]
\[
= \sum_{k=0}^\infty \mathcal{L}_q D_p \left[ 1_{\{k\}} 1_{(n)} \right] (x, y)
\]  \hfill (3.14)
By Fubini’s theorem and from
\[ \mathcal{L} \Phi_{\nu_1 \nu_2} (t, x, y) = \sum_{k=0}^{\infty} \sum_{j=0}^{k} \Phi_{jk} (t, x, y), \tag{3.16} \]

where

\[ \Phi_{jk} (t, x, y) = \sum_{n>k} E \left[ z^A(t) e^{-i\psi t} \Phi_{A-1} e^{-i\phi P_{k-1}} \times e^{-\psi t_k - u A_k e^{-i\phi P_k} e^{-\theta t_k} 1_{[t_k-j-1, t_k-j]} (t)} \times (x A_k - x A_k) (e^{-y t_n - e^{-y t_n}}) \right]. \tag{3.17} \]

To further continue with \( \Phi_{\nu_1 \nu_2} (t, x, y) \) we break (3.16-3.17) into four separate cases. We start with

**Case (i).** \( 0 < j < k \).

\[ \Phi_{jk} (t, x, y) = \sum_{n>k} E \left[ z^A(t) e^{-i\psi t} \Phi_{A-1} e^{-i\phi P_{k-1}} \times e^{-\psi t_k - u A_k e^{-i\phi P_k} e^{-\theta t_k} 1_{[t_k-j-1, t_k-j]} (t)} \times (x A_k - x A_k) (e^{-y t_n - e^{-y t_n}}) \right]. \]

From (2.3),

\[ \sum_{n>k} E \left[ e^{-y(\Delta_k n - \Delta_n - 1)} (1 - e^{-y \Delta_n}) \right] = \sum_{n>k} \gamma^{n-k-1} (1, 0, y) [1 - \gamma (1, 0, y)] = 1. \tag{3.19} \]

The latter holds true, because \( \| \gamma (1, 0, y) \| < 1 \) due to the restriction \( \text{Re} y > 0 \) in (3.9) (imposed on \( y \) for different reasons). Thus, from (3.19),

\[ F_{jk} (t, x, y) = E \left[ 1_{[t_k-j-1, t_k-j]} (t) (uv x)^{A_k-j} e^{-i(\varphi + \phi + \eta) P_{k-1}} \times e^{-i(\varphi + \phi + \eta) P_{k-1}} e^{-i(\theta + \psi + y) \Delta_k} \right] \tag{3.20} \]

(such factorization is due to \( \Delta_k \)’s dependence on \( [t_k-j-1, t_k-j] \) and \( \pi_{k-j} \) dependence on \( \Delta_{k-j} \) arriving at

\[ \Phi_{jk} (t, x, y) = \Phi_{jk} (t, x, y) = F_{jk} (t, x, y) f_j (x, y). \tag{3.21} \]

Here,

\[ F_{jk} (t, x, y) = E \left[ 1_{[t_k-j-1, t_k-j]} (t) (uv x)^{A_k-j} e^{-i(\varphi + \phi + \eta) P_{k-1}} \times e^{-i(\varphi + \phi + \eta) P_{k-1}} e^{-i(\theta + \psi + y) \Delta_k} \right] \tag{3.22} \]

and, with (2.3),

\[ f_j (x, y) = \gamma^j (uv x, \varphi + \phi, \vartheta + \psi + y) \times \gamma (u, \phi, \vartheta + y) - \gamma (u x, \varphi + \psi + y). \tag{23} \]

At this point, we turn to a further transform applied to \( \Phi_{\nu} (t, x, y) \) and subsequently to \( \Phi_{\nu_1 \nu_2} (t, x, y) \) and all pertinent terms and factors containing time \( t \), namely, the Laplace transform with respect to \( t \).

\[ \Phi_{\nu}^* (t, x, y) := \int_0^\infty e^{-\theta t} \Phi_{\nu} (t, x, y) dt. \tag{3.24} \]

Hence, from (3.22),

\[ F_{jk}^* (\theta, x, y) = \int_0^\infty e^{-\theta t} F_{jk} (t, x, y) dt \]

\[ = \sum_{a=0}^\infty (uv x)^a \sum_{\xi=0}^\infty (uv x)^\xi \int_0^\infty e^{-i(\varphi + \phi + \eta)p} \times \int_{-q}^\infty e^{-i(\varphi + \phi)q} \int_{s=0}^\infty e^{-i(\theta + \psi + y)s} \times \int_0^{\delta} e^{-i(\theta + \psi + y)\delta} \int_{t=0}^\infty e^{-\theta t} dt \]

\[ \times P_{A_k-j-1} \otimes P_{k-1-j} \otimes \delta x_{k-j} \otimes \pi_{k-j} \otimes \Delta_{k-j} \]

\[ \otimes (a, dp, ds, \xi, ds, d\delta), \tag{3.25} \]
and after straightforward calculations, with (2.2-2.3),

\[ F_{jk}^* (\theta, x, y) = \frac{1}{\bar{\theta}} \gamma_0 (u v w x, \varphi + \phi + \eta, \theta + \vartheta + \psi + y) \]
\[ \times \gamma^{k-j-1} (u v w x, \varphi + \phi + \eta, \theta + \vartheta + \psi + y) \]
\[ \times \{ \gamma (u v x, \varphi + \phi, \theta + \psi + y) \}
\[ - \gamma (u v x, \varphi + \phi, \theta + \vartheta + \psi + y) \}. \] (3.26)

For now and in the sequel, it will be easier to operate under the following abbreviations:

\[ \gamma = \gamma (u v w x, \varphi + \phi + \eta, \theta + \vartheta + \psi + y), \gamma_0 \]
\[ = \gamma_0 (u v w x, \varphi + \phi + \eta, \theta + \vartheta + \psi + y), \] (3.27)

\[ \hat{\gamma} = \gamma (u v x, \varphi + \phi, \theta + \psi + y), \hat{\gamma} (\theta) \]
\[ = \gamma (u v x, \varphi + \phi, \theta + \vartheta + \psi + y). \] (3.28)

\[ g = \gamma (u x, \phi, \theta + y), g_1 = \gamma (u, \phi, \theta + y) \]. (3.29)

Thus, (3.26) reads

\[ F_{jk}^* (\theta, x, y) = \frac{1}{\bar{\theta}} \gamma_0 \gamma^{k-j-1} [\hat{\gamma} - \hat{\gamma} (\theta)] \] (3.30)

and \( f_j (x, y) = \hat{\gamma}^{j-1} [g_1 - g] \).

Now summing up \( F_{jk}^* (\theta, x, y) f_j (x, y) \) for all \( 0 < j < k \) we get

\[ \sum_{k=1}^{\infty} \sum_{j=1}^{k-1} \Phi_{jk}^* (\theta, x, y) = \gamma_0 \frac{g_1 - g}{(1 - \gamma) (1 - \hat{\gamma})} \Gamma' \gamma, \] (3.31)

where

\[ \Phi_{jk}^* (\theta, x, y) := \int_{t=0}^{\infty} e^{-\theta t} \Phi_{jk} (t, x, y) dt \] (3.32)

and

\[ \Gamma' \gamma := \frac{1}{\bar{\theta}} [\hat{\gamma} - \hat{\gamma} (\theta)]. \] (3.33)

Now formula (3.31) is due to the convergence of associated geometric series guaranteed by

\[ ||\gamma|| < 1 \text{ and } ||\hat{\gamma}|| < 1 \] (3.34)

(cf. Dshalalow and Nandyose [17, 20]).

Case (ii). \( j = 0, k > 0 \).

\[ \Phi_{0k} (t, x, y) = \sum_{n=0}^{\infty} E \left[ e^\theta t e^{-i n P(t)} e^{A_{k-1}} e^{-i \varphi P_{k-1}} \right] 
\times e^{-\psi t_{k-1}} e^{A_k} e^{-i \varphi P_k} e^{-\psi t_k} \mathbf{1}_{[t_{k-1}, t_k)} (t) \left( x^{A_{k-1}} - x^A_k \right) \]
\[ \times e^{-\theta t_k} \mathbf{1}_{[t_{k-1}, t_k)} (t) \left( x^{A_{k-1}} - x^A_k \right) \]
\[ \times e^{-\psi t_{k-1}} e^{-y \Delta k} \sum_{n>0} E \left[ e^{-y \Delta k + \ldots + \Delta n} (1 - e^{-y \Delta n}) \right] \]
\[ = E \left[ e^{A_{k-1}} e^{-i (\varphi+\eta) P_{k-1} - i \psi t_k} e^{-i (\psi+\eta) P_k} \mathbf{1}_{[t_{k-1}, t_k)} (t) \right]. \] (3.35)

Then applying the Laplace transform and unfolding the expectation, from (3.35),

\[ \Phi_{0k}^* (\theta, x, y) = \sum_{a=0}^{\infty} \sum_{\xi=0}^{\infty} \left[ \Phi_{a} (u x, \phi, \theta + y) \right] \]
\[ \times \int_{p=-\infty}^{\infty} e^{-i (\varphi+\eta) p} \int_{q=-\infty}^{\infty} e^{-i \psi q} \int_{s=0}^{\infty} e^{-i (\psi+\eta) s} \]
\[ \times \int_{s=0}^{\infty} e^{-i \psi s} \int_{t=-\infty}^{\infty} e^{-i \psi t} \int_{g=-\infty}^{\infty} e^{-i \psi g} \]
\[ \times \sum_{a=0}^{\infty} \sum_{\xi=0}^{\infty} e^{-i \psi a} e^{-i \psi \xi} \int_{t=s}^{\infty} e^{-i \psi t} dt \int_{g=s}^{\infty} e^{-i \psi g} \]
\[ \times \prod_{k=1}^{\infty} \prod_{j=1}^{\infty} e^{-i \psi a} e^{-i \psi \xi} \prod_{k=1}^{\infty} \prod_{j=1}^{\infty} e^{-i \psi t} dt \int_{g=s}^{\infty} e^{-i \psi g} \]
\[ = \frac{1}{\bar{\theta}} \gamma_0 \gamma^{k-1} [g_1 - g - g_1 (\theta) + g (\theta)] \] with

\[ g (\theta) = \gamma (u x, \phi, \theta + \psi + y), g_1 (\theta) = \gamma (u, \phi, \theta + \psi + y). \] (3.36)

Summing up \( \Phi_{0k}^* (\theta, x, y) \) over all \( k = 1, 2, \ldots \), under (3.34) gives

\[ \sum_{k=1}^{\infty} \Phi_{0k}^* (\theta, x, y) = \frac{\gamma_0}{1 - \gamma \bar{\theta}} \left[ g_1 - g - g_1 (\theta) + g (\theta) \right]. \] (3.37)

Case (iii). \( j = k > 0 \).
\[ \Phi_{kk} (t, x, y) = \sum_{n > k} E \left[ z^A(t)e^{-i\eta(t)}v^{A_k-1}e^{-i\phi P_{A_k-1}}e^{-i\phi \Delta_k} \times u^{A_k}e^{-i\phi \Delta_k} \sum_{n > k} e^{-i(\varphi + \phi)\pi_k e^{-i(\varphi + \psi)\Delta_k}} \right] \]

\[ = E \left[ 1_{[t_0, t_0]} (t) (uwz)^A e^{-i(\varphi + \phi)\Delta_k} \times (x^{A_k})^2 \right] \]

\[ \times e^{-i(\varphi + \phi)(\pi_k e^{-i(\varphi + \psi)\Delta_k})} \times E \left[ e^{-y(\Delta_k + \Delta_{k+1}) (1 - e^{-y\Delta_k})} \right]. \] (3.38)

Next with \( t_1 = A_1 = P_1 = 0 \) and from (3.19),

\[ \sum_{n > k} E e^{-y(\Delta_k + \Delta_{k+1} + \Delta_{k+2})} (1 - e^{-y\Delta_k}) = 1, \]

implying that

\[ \Phi_{kk} (t, x, y) = E \left[ 1_{[t_0, t_0]} (t) (uwz)^A e^{-i(\varphi + \phi)\Delta_k} \times (x^{A_k})^2 \right] \]

\[ \times e^{-i(\varphi + \phi)(\pi_k e^{-i(\varphi + \psi)\Delta_k})} \times E \left[ e^{-y(\Delta_k + \Delta_{k+1}) (1 - e^{-y\Delta_k})} \right]. \]

\[ \] (3.41)

where \( \Delta_0 = t_0 \). Thus,

\[ \Phi_{00} (t, x, y) = E \left[ u^{A_0} e^{-i\phi P_0} e^{-i(\varphi + \eta)\pi_0} 1_{[t_0, t_0]} (t) (1 - x^{A_0}) \right] \] (3.42)

and

\[ \Phi_{0j} (t, x, y) = \sum_{a} (u^a - (ux)^a) \int_{0}^{s} e^{-i\phi \pi_0} \int_{0}^{\infty} e^{-i(\varphi + \eta)s} \]

\[ \times \int_{0}^{s} e^{-i\eta \pi_0} e^{-i(\varphi + \eta)s} \]

\[ = \frac{1}{\theta} [g_{01} - g_0 - g_0(\theta) + g_0(\theta)]. \] (3.43)
Finally, summing up the respective components in all four cases yields
\[
\Phi_{\nu_1<\nu_2}^* (\theta, x, y) = \sum_{k=1}^{\infty} \sum_{j=1}^{k-1} \Phi_{jk}^* (\theta, x, y) \nonumber \\
+ \sum_{k=1}^{\infty} \Phi_{0k}^* (\theta, x, y) + \sum_{k=1}^{\infty} \Phi_{kk}^* (\theta, x, y) + \Phi_{00}^* (t, x, y) 
\]
\[
= \gamma_0 \frac{g_2 - g}{(1 - \gamma)(1 - \bar{\gamma})} \Gamma \gamma + \frac{\gamma_0}{1 - \gamma \theta} \frac{1}{1 - \bar{\gamma}} \left[ g_1 - g_1 (\theta) + g (\theta) \right] 
\]
\[
+ \frac{g_2 - g}{1 - \bar{\gamma}} \Gamma \gamma_0 + \frac{1}{\bar{\gamma}} \left[ g_0 - g_0 (\theta) + g_0 (\theta) \right]. 
\]
(3.44)

### 3.2 Player A defeats player B

In the functional
\[
\Phi_{\nu_2<\nu_1}^* (t) = \mathbb{E} \left[ z^{A(t)} e^{-inP(t)} x^{A_{\nu_2-1}} e^{-i\varphi_{\nu_2-1}} e^{-\psi_{\nu_2-1}} 
\times e^{-i\varphi P_{\nu_2-1}} e^{-\theta P_{\nu_2-1}} 1_{[0,\nu_2)} (t) 1_{\{\nu_2<\nu_1\}} \right] 
\]
and its Laplace transform we need to reverse the roles of \(x\) and \(y\), but only in those terms where the expression of \(x\) and \(y\) is symmetric, e.g., \(g (1, y)\), \(g (1, y, \theta)\) and subsequently \(\Gamma g\) and \(\Gamma g (\theta)\), \(g_2 (x, 0) = \gamma (ux, \phi, \theta)\), \(g_2 (\theta) = \gamma (x, 0, \theta) = \gamma (ux, \phi, \theta \theta)\) thus, arriving at
\[
\Phi_{\nu_1<\nu_2}^* (\theta, x, y) = \gamma_0 \frac{g_2 - g}{(1 - \gamma)(1 - \bar{\gamma})} \Gamma \gamma + \frac{\gamma_0}{1 - \gamma \theta} \frac{1}{1 - \bar{\gamma}} \left[ g_1 - g_1 (\theta) + g (\theta) \right] 
\]
\[
+ \frac{g_2 - g}{1 - \bar{\gamma}} \Gamma \gamma_0 + \frac{1}{\bar{\gamma}} \left[ g_0 - g_0 (\theta) + g_0 (\theta) \right]. 
\]
(3.46)

### 3.3 Both players are ruined upon the first passage time

In this third alternative we have
\[
\Phi_{\nu_1=\nu_2} (t) = \mathbb{E} \left[ z^{A(t)} e^{-inP(t)} x^{A_{\nu_2-1}} 
\times e^{-i\varphi P_{\nu_2-1}} e^{-\psi_{\nu_2-1}} 1_{\{\nu_1=\nu_2\}} \right] 
\]
and
\[
\hat{\Phi}_{\nu_1=\nu_2} (t, x, y) = \mathbb{D} \mathbb{L} \hat{\Phi}_{\nu_2=\nu_1} (t) = \sum_{k=1}^{\infty} \sum_{j=1}^{k-1} \Phi_{jk}^* (t, x, y), 
\]
where
\[
\Phi_{jk} (t, x, y) = \mathbb{E} \left[ z^{A(t)} e^{-inP(t)} 
\times x^{A_{k-1}} e^{-i\varphi P_{k-1}} e^{-\psi_{k-1}} 1_{[0,t_k)} (t) \left( x^{A_k - 1} - x^{A_k} \right) e^{-y_{k-1}} - e^{-y_{k+1}} \right]. 
\]
(3.48)

Then we break (3.48) into four cases below.
and
\[
\Phi^{(2)}_{ok}(t, x, y) = E \left[ \mathbf{1}_{\{\tau_{k-1} < t_k\}} (t) (uvx)^{\Delta_k} e^{-i(\varphi + \varphi) P_{k-1} e^{-(\vartheta + \vartheta) t_{k-1}}} \right] \\
\times \left( (ux)^{\Delta_k} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_k} - (ux)^{\Delta_k} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_k} \right). 
\]
(3.57)

Here \( \Phi^{(2)}_{ok}(t, x, y) \) is identical to that of Case (ii) for \( \Phi_{\nu_1,\nu_2}(t) \) implying that
\[
\Phi^{(2)}_{ok}(\theta, x, y) = \gamma_0^{-1} \left[ g_1 - g_1(\theta) \right], 
\]
(3.58)
wheras
\[
\Phi^{(1)}_{ok}(t, x, y) = \sum_{k=1}^{\infty} \left( \sum_{\xi=0}^{\infty} \left[ u^\xi - (ux)^\xi \right] \right) \int_{-\infty}^{\infty} e^{-i(\varphi + \varphi + \eta) p} \\
\times \int_{-\infty}^{\infty} e^{-i\varphi q} \int_{-\infty}^{\infty} e^{-(\vartheta + \vartheta + \varsigma) s} \int_{-\infty}^{\infty} e^{-\delta t} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\theta dt} \\
\times \left( a_{\nu_2} P_{\nu_1 - 1} e^{-\Delta_k} \right) \left( a_{\nu_2} P_{\nu_1 - 1} e^{-\Delta_k} \right) \\
= \frac{1}{\beta} \gamma_0^{-1} \left[ g_{12} - g_{12}(\theta) \right]. 
\]
(3.59)

Hence,
\[
\Phi^{*}_{ok}(t, x, y) = \frac{1}{\beta} \gamma_0^{-1} \left[ g_{12} - g_{12}(\theta) \right], 
\]
(3.60)
and from (3.55),
\[
\sum_{k=1}^{\infty} \Phi^{*}_{ok}(\theta, x, y) = \frac{\gamma_0}{1 - \gamma} \left[ g_{12} - g_{12}(\theta) \right], 
\]
(3.61)

Case (iii), \( j = k > 0 \). Here we have
\[
\Phi_{kk}(t, x, y) = E \left[ \mathbf{1}_{\{\tau_{k-1} < t_k\}} (t) (uvx)^{\Delta_k} e^{-i(\varphi + \varphi) P_{k-1} e^{-(\vartheta + \vartheta) t_{k-1}}} \right] \\
\times \left( (ux)^{\Delta_k} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_k} - (ux)^{\Delta_k} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_k} \right) \\
= F_{kk}(t, x, y), 
\]
(3.62)

where
\[
F_{kk}(t, x, y) = E \left[ \mathbf{1}_{\{\tau_{k-1} < t_k\}} (t) (uvx)^{\Delta_k} e^{-i(\varphi + \varphi) P_{k-1} e^{-(\vartheta + \vartheta) t_{k-1}}} \right] \\
\times e^{-i(\varphi + \varphi)(\varpi_1 + \ldots + \varpi_{k-1}) e^{-(\vartheta + \vartheta)(\Delta_k + \ldots + \Delta_{k-1})}} \\
\times \left( (ux)^{\Delta_k} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_k} - (ux)^{\Delta_k} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_k} \right) \\
= \frac{\gamma_0^{-1}}{\beta} \left[ g_{1} - g_{1}(\theta) \right] + g_{2}(\theta) - g_{1} + g_{2}(\theta) - g_{1}(\theta) - g_{2}(\theta). 
\]
(3.63)

Thus, because \( \|\gamma\| < 1 \) and \( \|\hat{\gamma}\| < 1 \), as pointed out in (3.34),
\[
\sum_{k=1}^{\infty} \Phi^{*}_{ok}(\theta, x, y) = \frac{g_{12} - g_{12}(\theta) + g_{2}(\theta) - g_{1} + g_{2}(\theta) - g_{1}(\theta) - g_{2}(\theta)}{1 - \hat{\gamma}} \Gamma_{0}. 
\]
(3.66)

completing Case (iii).

Case (iv). For \( j = k = 0 \), we have
\[
\Phi_{00}(t, x, y) = E \left[ \mathbf{1}_{\{\tau_{0} < t_0\}} (t) (ux)^{\Delta_0} e^{-i(\varphi + \varphi) P_{0} e^{-(\vartheta + \vartheta) t_{0}}} \right] \\
\times e^{-i(\varphi + \varphi)(\varpi_1 + \ldots + \varpi_{k-1}) e^{-(\vartheta + \vartheta)(\Delta_k + \ldots + \Delta_{k-1})}} \\
\times \left( (ux)^{\Delta_0} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_0} - (ux)^{\Delta_0} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_0} \right) \\
= E \left[ \mathbf{1}_{\{\tau_{0} < t_0\}} (t) \left( u_{\nu_1} A_{\nu_2} - (ux)^{\Delta_0} e^{-i(\varphi + \varphi) P_{0} e^{-(\vartheta + \vartheta) t_{0}}} \right) \\
\times \times e^{-i(\varphi + \varphi)(\varpi_1 + \ldots + \varpi_{k-1}) e^{-(\vartheta + \vartheta)(\Delta_k + \ldots + \Delta_{k-1})}} \\
\times \left( (ux)^{\Delta_0} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_0} - (ux)^{\Delta_0} e^{-i\varphi \varphi} e^{-(\vartheta + \vartheta) \Delta_0} \right) \\
= F_{00}(t, x, y), 
\]
(3.67)

with \( \Phi^{(2)}_{00}(\theta, x, y) \) exactly the same as of Case (iv) under \( \Phi_{\nu_1,\nu_2}(t) \), that is,
\[
\Phi^{(2)}_{00}(\theta, x, y) = \frac{1}{\beta} \left[ g_{01} - g_{01}(\theta) - g_{01}(\theta) \right]. 
\]
(3.68)

Unlike \( \Phi^{(2)}_{00}(t, x, y) \), the functional \( \Phi^{(1)}_{00}(t, x, y) \) has \( y = 0 \) in its third component. Thus
\[
\Phi^{(1)}_{00}(\theta, x, y) = \frac{1}{\beta} \left[ g_{12} - g_{12}(\theta) - g_{12}(\theta) \right]. 
\]
(3.69)

implying that
\[
\Phi^{*}_{00}(\theta, x, y) = \Phi^{(1)}_{00}(\theta, x, y) - \Phi^{(2)}_{00}(\theta, x, y) \\
= \frac{1}{\beta} \left[ g_{12} - g_{12}(\theta) - g_{12}(\theta) \right], 
\]
(3.70)
completing Case (iv).
Now summing up $\Phi^*$’s from all four cases, under the provisions of (3.34), gives

$$\Phi_{\nu_1=\nu_2}(\theta, x, y) = \gamma_0 \frac{g_{12} - g_1 - g_2 + g}{(1 - \gamma)(1 - \gamma)} \Gamma g_{12} + \frac{g_{12} - g_1 - g_2 + g}{1 - \gamma} \Gamma g_{12} + \frac{\gamma_0}{1 - \gamma} \frac{g_{12} - g_1 - g_2 (\theta) + g_2 (\theta)}{1 - \gamma}$$

$$+ \frac{\gamma_0}{1 - \gamma} \frac{g_1 + g + g_1 (\theta) - g (\theta)}{1 - \gamma}$$

$$+ \frac{\gamma_0}{1 - \gamma} \frac{g_{12} - g_1 - g_2 (\theta) - g_2 (\theta)}{1 - \gamma}$$

$$= \frac{1}{\nu} [g_{12} (\theta) - g (\theta)] = 1$$

$$\Gamma g_{12} = 1$$

$$\Gamma g_{012} = 1$$

$$\Gamma g_{12} = 1$$

$$\Gamma g_{012} = 1$$

Finally, the transformation of the main functional $\Phi_{\nu}$ reads

$$\Phi^*(\theta, x, y) = \int_{t=0}^{\infty} e^{-\theta t} D_p LC_q \left[ E_z A(t) e^{-i\eta P(t)} v A_{\nu-1} \right. $$

$$\times e^{-i\varphi P_{\nu-1} e^{-\psi t_{\nu-1}}} u A_{\nu} e^{-i\varphi P_{\nu} e^{-\theta}}$$

$$= \hat{\Phi}_{\nu_{1} < \nu_{2}} (\theta, x, y) + \hat{\Phi}_{\nu_{1} > \nu_{2}} (\theta, x, y) + \hat{\Phi}_{\nu_{1} = \nu_{2}} (\theta, x, y)$$

$$= \frac{\gamma_0}{1 - \gamma} \Gamma g_{12} \theta + \frac{\gamma_0}{1 - \gamma} \Gamma g_{12} - \Gamma g_{12} (\theta)$$

$$+ \frac{\gamma_0}{1 - \gamma} \Gamma g_{12} \theta + \Gamma g_{12} - \Gamma g_{012} (\theta) \right].$$

The above result can be summarized in the following theorem.

**Theorem 3.1.** In a stochastic game of two active hostile players A and B (where B is the point process $\{t_0, t_1, \ldots \}$) and one passive player C, the transform

$$\Phi^*(\theta, x, y) = \int_{t=0}^{\infty} e^{-\theta t} D_p LC_q \left[ E_z A(t) e^{-i\eta P(t)} v A_{\nu-1} \right.$$}

$$\times e^{-i\varphi P_{\nu-1} e^{-\psi t_{\nu-1}}} u A_{\nu} e^{-i\varphi P_{\nu} e^{-\theta}}$$

$$= \hat{\Phi}_{\nu_{1} < \nu_{2}} (\theta, x, y) + \hat{\Phi}_{\nu_{1} > \nu_{2}} (\theta, x, y) + \hat{\Phi}_{\nu_{1} = \nu_{2}} (\theta, x, y)$$

$$= \frac{\gamma_0}{1 - \gamma} \Gamma g_{12} \theta + \frac{\gamma_0}{1 - \gamma} \Gamma g_{12} - \Gamma g_{12} (\theta)$$

$$+ \frac{\gamma_0}{1 - \gamma} \Gamma g_{12} \theta + \Gamma g_{12} - \Gamma g_{012} (\theta).$$

of the joint functional $\Phi_{\nu}$ (1.1) describing the evolution of the game at any time $t$ from its inception to the end at $t_{\nu}$ (the first passage time) satisfies the following formulas:

$$\Phi^*(\theta, x, y) = \frac{\gamma_0}{1 - \gamma} \Gamma g_{12} \theta$$

$$+ \frac{\gamma_0}{1 - \gamma} \Gamma g_{12} - \Gamma g_{12} (\theta)$$

$$+ \frac{\gamma_0}{1 - \gamma} \Gamma g_{12} \theta + \Gamma g_{012} - \Gamma g_{012} (\theta).$$

where

$$\Gamma g_{12} (\theta) = 1$$

$$\Gamma g_{12} = 1$$

$$\Gamma g_{12} = 1$$

$$\Gamma g_{012} = 1$$

Finally, for an illustration, consider the following special cases pertaining to a constantly fluctuating stock price of some company over the times $t_0 = 0, t_1, t_2, \ldots$ that starts off at time zero with a price of $\pi_0$ which is assumed to be a.s. a constant r.v. equal to $p_0$. Without making any further mention, we always refer to Theorem 3.1 under special assumptions.

**Case 1. Observation of process $P (t)$ when Player A’s threshold is $M = 1$.**

**1a.** Suppose we are interested in the characteristics of the process around the period when the stock price drops for the first time or when maturity $T$ is reached, whichever comes first. Because the stock prices cannot be modeled by a monotone process, we regard the observed prices upon $t_{\nu}$’s as forming the passive component, and introduce the active component

$$X_\nu = \begin{cases} 0, & \pi_\nu \geq 0 \\ 1, & \pi_\nu < 0 \end{cases} \quad (4.1)$$

Our next assumption is that the marginal distribution of $\pi_1$ is Laplace with parameter $\mu$ and zero shift. Thus the pdf of $\pi_1$ is

$$f_{\pi_1}(x) = \frac{1}{2} \mu e^{-|x|}, x \in \mathbb{R}. \quad (4.2)$$

Also, suppose $\Delta_\nu \sim \text{Exp} (\lambda), \; n = 1, 2, 3, \ldots$. Then, with

$$\gamma_0 (u, \varphi, \theta) = E_u A_{\nu} e^{-i\varphi P_{\nu} e^{-\theta}} = e^{-i\varphi P_{\nu}} \quad (3.75)$$

We note that this assumption is impractical, because it can send a stock to a negative territory. However, we do it for illustration purposes only. A more reasonable assumption would be a Laplace distribution with a non-zero shift.
under $P_0 = \pi_0 = p_0$ a.s. constant, and $A_0 = t_0 = 0$ a.s., we have
\[ \gamma_0 = \gamma_0 (uvzx, \varphi + \phi, \eta, \theta + \varphi + \psi + y) = e^{-i(x + \phi + y)p_0} \tag{4.3} \]
and
\[ \Gamma \gamma_0 = \Gamma g_{012} = \Gamma g_{012} (\theta) = 0. \tag{4.4} \]

Hence,
\[ \Phi^* (\theta, x, y) = \frac{e^{-i(x + \phi + y)p_0}}{(1 - \gamma)(1 - \bar{\gamma}) \Gamma \gamma_1 \theta} + \frac{e^{-i(x + \phi + y)p_0}}{1 - \gamma} [\gamma g_{12} - \Gamma g_{12} (\theta)], \tag{4.5} \]

implying that
\[ e^{i(x + \phi + y)p_0} \Phi^* (\theta, x, y) = e^{i(x + \phi + y)p_0} \Phi^* (\theta, x, y) \]
\[ = \int_{t=0}^{\infty} e^{-\theta t} D_p \mathcal{L}_q \left( E \left[ z^{A(t)} e^{-i\theta P(t)} e^{i\rho P_{\nu-1}} \mathbb{1}_{0, t_0}(t) \right] e^{-i\varphi P_{\nu-1}} \right) (x, y) dt \]
\[ = \left[ 1 - \gamma (uvzx, \varphi + \phi, \eta, \theta + \varphi + \psi + y) \right] \]
\[ \times \left[ 1 - 1 \gamma (uxx, \varphi + \phi, \theta + \varphi + \psi + y) \right]^{-1} \]
\[ \times \left[ \gamma (uxx, \varphi + \phi, \theta + \varphi + \psi + y) \right] - \left[ \gamma (uxx, \varphi + \phi, \theta + \varphi + \psi + y) \right]^{-1} \]
\[ \times \left[ \gamma (uxx, \varphi + \phi, \theta + \varphi + \psi + y) \right] \]
\[ \gamma (uxx, \varphi + \phi, \theta + \varphi + \psi + y) \]
\[ + \left[ 1 - \gamma (uxx, \varphi + \phi, \theta + \varphi + \psi + y) \right]^{-1} \]
\[ \times \left[ \gamma (uxx, \varphi + \phi, \theta + \varphi + \psi + y) \right] \]
\[ \gamma (uxx, \varphi + \phi, \theta + \varphi + \psi + y) \]. \tag{4.6} \]

Next, with $z = v = u = 1$,
\[ e^{i(x + \phi + y)p_0} \Phi^* (\theta, x, y) = e^{i(x + \phi + y)p_0} \theta \]
\[ \times \int_{t=0}^{\infty} e^{-\theta t} D_p \mathcal{L}_q \left( E \left[ z^{A(t)} e^{-i\theta P(t)} e^{i\rho P_{\nu-1}} \mathbb{1}_{0, t_0}(t) \right] e^{-i\varphi P_{\nu-1}} \right) (x, y) dt \]
\[ = \left[ 1 - \gamma (x, \varphi + \phi + \eta, \theta + \varphi + \psi + y) \right] \]
\[ \times \left[ 1 - \gamma (x, \varphi + \phi + \theta + \varphi + \psi + y) \right] \]
\[ \times \left[ \gamma (x, \varphi + \phi + \theta + \varphi + \psi + y) \right] - \left[ \gamma (x, \varphi + \phi + \theta + \varphi + \psi + y) \right]^{-1} \]
\[ \times \left[ \gamma (x, \varphi + \phi + \theta + \varphi + \psi + y) \right] \]
\[ \gamma (x, \varphi + \phi + \theta + \varphi + \psi + y) \]
\[ + \left[ 1 - \gamma (x, \varphi + \phi + \eta, \theta + \varphi + \psi + y) \right]^{-1} \]
\[ \times \left[ \gamma (x, \varphi + \phi + \theta + \varphi + \psi + y) \right] \]
\[ \gamma (x, \varphi + \phi + \theta + \varphi + \psi + y) \]. \tag{4.7} \]

Furthermore, with $\varphi = \psi = \phi = \theta = 0$,
\[ e^{i\eta p_0} \theta \Phi^* (\theta, x, y) \]
\[ = e^{i\eta p_0} \theta \int_{t=0}^{\infty} e^{-\theta t} D_p \mathcal{L}_q \left( E e^{-i\eta P(t)} \mathbb{1}_{[0, t_0]} (t) \right) (x, y) dt \]
\[ = \left[ 1 - \gamma (x, \eta, \theta + \psi + y) \right] \left[ 1 - \gamma (x, 0, y) \right]^{-1} \]
\[ \times \left[ \gamma (1, 0, 0) - \gamma (x, 0, y) \right] \]
\[ + \left[ 1 - \gamma (x, \eta, \theta + y) \right]^{-1} \left[ \gamma (1, 0, 0) - \gamma (x, 0, y) \right] \]
\[ + \gamma (1, 0, 0) + \gamma (x, 0, \theta + y) \]. \tag{4.8} \]

Assuming position independent marking,
\[ \gamma (x, \phi, \theta) = E e^{i\phi \pi_1} e^{-i\phi \Delta_1} = E e^{i\phi \pi_1} e^{-\phi \Delta_1}, \]

where $E e^{-\phi \Delta_1} = \frac{\lambda}{\lambda + \varphi}$, as $\Delta_1 \sim \text{Exp}(\lambda)$. Then, under $M = 1$,
\[ \mathcal{D}_0 \gamma^{i\eta p_0} \theta \Phi^* (\theta, x, y) = e^{i\eta p_0} \theta \Phi^* (\theta, x, y) \]
\[ = \left[ 1 - \gamma (0, \eta, \theta + y) \right] \left[ 1 - \gamma (0, 0, y) \right]^{-1} \]
\[ \times \left[ \gamma (x, 0, y) - \gamma (0, 0, y) \right] \left[ \gamma (1, 0, 0) - \gamma (0, 0, y) \right] \]
\[ + \left[ 1 - \gamma (0, \eta, \theta + y) \right]^{-1} \left[ \gamma (1, 0, 0) - \gamma (0, 0, y) \right] \]
\[ + \gamma (1, 0, \theta) + \gamma (0, 0, \theta + y) \]. \tag{4.9} \]

Now,
\[ \gamma (0, \varphi, \theta) = E u^{x_1} e^{-i\phi \pi_1} \bigg|_{x=0} E e^{-\Delta_1 \vartheta} \]
\[ = E 1_{\{\pi_1 \geq 0\}} e^{-i\phi \pi_1} \frac{\lambda}{\lambda + \varphi}. \tag{4.10} \]

Due to our assumption on the pdf of $\pi_1$, \[ \gamma (0, \phi) = E 1_{\{\pi_1 \geq 0\}} e^{-i\phi \pi_1} \]
\[ = \int_{x=0}^{\infty} e^{-i\phi x} \frac{1}{2\mu} e^{-\mu x} dx = \frac{1}{2\mu + i\phi} \gamma (0, 0) = \frac{1}{2}. \tag{4.11} \]

Because $E e^{-i\phi \pi_1} = E e^{-i\phi \pi_1} (1_{\{\pi_1 \geq 0\}} + 1_{\{\pi_1 < 0\}})$, we have
\[ E e^{-i\phi \pi_1} = E u^{x_1} e^{-i\phi \pi_1} \bigg|_{x=1} E e^{\Delta_1 \vartheta} = \gamma (1, 0, 0) \]
\[ = \frac{1}{2\mu + i\phi} \int_{x=0}^{\infty} e^{-i\phi x} \frac{1}{2\mu} e^{-\mu x} dx = \frac{\mu^2}{\mu^2 + \phi^2}. \tag{4.12} \]

Thus,
\[ \gamma (1, \phi, \theta) = E e^{-i\phi \pi_1} e^{-\Delta_1 \vartheta} e^{-i\phi \pi_1} \frac{\lambda}{\lambda + \varphi} \]
\[ = \frac{\mu^2}{\mu^2 + \phi^2} \frac{\lambda}{\lambda + \varphi}. \tag{4.13} \]
and
\[
\gamma(1, 0, \theta) = \frac{\lambda}{\lambda + \theta} \tag{4.14}
\]

implying that
\[
e^{in_p\phi^*(\theta, 0, y)} = e^{in_p} \int_0^\infty e^{-\theta t} D_p LC_y \left[ E e^{-inP(t)} 1_{[0,t]}(t) \right] (x, y) \, dt
\]
and then its Laplace inverse with respect to \(\theta\) we have (4.15) in the form
\[
e^{in_p\phi^*(\theta, 0, y)} = \frac{1}{\lambda + \theta} + A \frac{1}{\lambda + \theta} \frac{1}{y + B} \tag{4.16}
\]

Due to the relation between the Laplace-Carson and Laplace transforms we will seek the Laplace inverse of the function
\[
F(y, \theta) = \frac{1}{\lambda + \theta y} + A \frac{1}{\lambda + \theta y + B} \tag{4.17}
\]
and then its Laplace inverse with respect to \(\theta\) or other way around which is about the same complexity.

With
\[
\mathcal{L}_y^{-1} \{ F(y, \theta) \} (T) = \frac{1}{\lambda + \theta} + A \frac{1}{\lambda + \theta \frac{1}{B} + \theta} - A \frac{1}{\lambda + \theta B + \theta} e^{-BT} e^{-\theta T} \tag{4.18}
\]

and
\[
\mathcal{L}_\theta^{-1} \{ \mathcal{L}_y^{-1} \{ F(y, \theta) \} \} (t)
\]
and
\[
\mathcal{L}_\theta^{-1} \left( \frac{1}{\lambda + \theta} \right) (t) + A \mathcal{L}_\theta^{-1} \left( \frac{1}{\lambda + \theta B + \theta} \right) (t)
\]
and
\[
e^{-\lambda + \frac{A}{B - \lambda} e^{-\lambda T} \left[ 1 - \frac{1}{T, \infty} (t) e^{(\lambda - B)T} \right]}
\]
we arrive at
\[
e^{in_p L^{-1}_y \mathcal{L}_y^{-1} \phi^*(\theta, 0, y) (t, T)} = e^{-\lambda + \frac{A}{B - \lambda} e^{-\lambda T} \left[ 1 - \frac{1}{T, \infty} (t) e^{(\lambda - B)T} \right]}
\]

for each \(t\) in a mesh from 0 to max \(\{\tau_i^* : i = 1, \ldots, n\}\), and assume \(P\{t_\nu < t\} \approx \frac{1}{n} \approx 1\) for later times \(t\).

In Figure 1 below, we plot the predicted cumulative distribution function \(P\{t_\nu < t\} \approx 1 - P\{t_\nu > t\}\) using (4.24) under the special case when \(\mu = 1, \lambda = 1, T = 10, M = 1\) for \(0 \leq t \leq 15\) (in black). In blue, we use the Monte Carlo estimate of \(P\{t_\nu < t\}\) with the same parameter values on the mesh \(0, 0.01, \ldots, 15\) with sample size \(n = 1000\).
Returning to (4.23),

\[ E e^{-i\eta P_t} 1_{[0,\tau_\nu]} (t) \]
\[ = e^{-\lambda t} \left[ g (t) 1_{[0,T]} (t) + g (T) 1_{(T,\infty)} (t) \right], \quad (4.25) \]

where

\[ g (\eta, t) = e^{-\frac{1}{2} \frac{\mu t}{\mu + i\eta}} e^{-i\eta p_0}. \quad (4.26) \]

Hence we have that,

\[ \frac{\partial}{\partial \eta} g (\eta, t) = g (\eta, t) \left[ -i \frac{1}{2} \lambda \mu - \frac{1}{\mu + i\eta} - ip_0 \right]. \quad (4.27) \]

and

\[ i \frac{\partial}{\partial \eta} g (\eta, t)_{\eta=0} = e^{\frac{1}{2} \lambda t} \left( \frac{1}{2\mu} MA + p_0 \right), \quad (4.28) \]

implying that the expected stock price at any time \( t \) confined on the interval \( [0, \tau_\nu) \) is

\[ EP (t) 1_{[0,\tau_\nu]} (t) = i \frac{\partial}{\partial \eta} e^{-i\eta P_t} 1_{[0,\tau_\nu]} (t)_{\eta=0} \]
\[ = e^{-\lambda t} \left[ e^{\frac{1}{2} \lambda t} \left( \frac{1}{2\mu} \lambda + p_0 \right) 1_{[0,T]} (t) \right. \]
\[ \left. + e^{\frac{1}{2} \lambda T} \left( \frac{1}{2\mu} \lambda T + p_0 \right) 1_{(T,\infty)} (t) \right]. \quad (4.29) \]

The following gives the joint density of the stock value at time \( t \in [0, \tau_\nu) \).

**Proposition 1.** It holds true that

\[ \frac{\partial}{\partial \vartheta} P \{ P (t) \leq \vartheta, \tau_\nu > t \} \]
\[ = e^{-\lambda t} \left\{ \mathcal{F}^{-1} \left[ e^{\frac{1}{2} \lambda \frac{\mu^2}{\mu + i\vartheta}} t^{-ip_0} \right] (\vartheta) 1_{[0,T]} (t) \right. \]
\[ + \mathcal{F}^{-1} \left[ e^{\frac{1}{2} \lambda \frac{\mu^2}{\mu + i\vartheta}} t^{-ip_0} \right] (\vartheta)_{t=T} 1_{(T,\infty)} (t) \}, \]

where \( \mu = 1 \), \( \lambda = 1 \), \( T = 10 \), \( p_0 = 4 \), and \( M = 1 \).
where $F^{-1}$ is the inverse of the Fourier transform, with

$$F^{-1} \left[ e^{\frac{\lambda}{\mu} \frac{t}{\nu + \eta} - i \eta \mu} \right] (\vartheta) = \delta (\vartheta - p_0) + \mathbf{1}_{\mathbb{R}_{+}} (\vartheta - p_0) e^{-\mu (\vartheta - p_0)} \sum_{n=1}^{\infty} \frac{1}{n!} \frac{1}{(n-1)!}$$

$$\times \left( \frac{1}{2} \lambda \mu t \right)^n (\vartheta - p_0)^n - 1$$

$$= \delta (\vartheta - p_0) + \mathbf{1}_{\mathbb{R}_{+}} (\vartheta - p_0) e^{-\mu (\vartheta - p_0)} \sum_{n=1}^{\infty} \frac{1}{n!} \frac{1}{(n-1)!}$$

$$\times \left( \frac{1}{2} \lambda \mu t \right)^n (\vartheta - p_0)^n - 1$$

$$\times I_1 \left( \sqrt{2 \lambda \mu t (\vartheta - p_0)} \right) \mathbf{1}_{\mathbb{R}_{+}} (\vartheta - p_0) ,$$

where $\delta$ is the Dirac Delta function, and $I_1$ is the modified Bessel function of the first kind.

The figures 4 and 5 below depict the obtained density in Proposition 1 for different values of parameter $\mu$ (of the assumed Laplace distribution) and $\lambda$ (for the exponential distribution). Akin to rate parameter effects on Laplace and exponential density amplitudes, $\mu$ appears to affect the amplitude of the density curve of Proposition 1 and to a lesser extent its shift to the right, whereas $\lambda$ only affects its amplitude.

**Figure 4.** Joint probability density functions of $P(t)$ and $t_w$ for a special case where $\lambda = 1, t = 10, T = 10$, and $p_0 = 4$, plotted for several values of $\mu$.

**Figure 5.** Joint probability density functions of $P(t)$ and $t_w$ for a special case where $\mu = 0.7, t = 10, T = 10$, and $p_0 = 4$, plotted for several values of $\lambda$.

**Proof.** Recall that

$$F^{-1} [g (\eta, t)] = \frac{1}{2 \pi} F \left[ g (-\eta, t) \right]$$

(4.30)

where $g (\eta, t) = e^{\frac{\lambda}{\mu} \frac{t}{\nu + \eta} - i \eta \mu}$. From the expansion of

$$e^{\frac{\lambda}{\mu} \frac{t}{\nu + \eta} - i \eta \mu} = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{1}{2} \lambda \mu t \right)^n \frac{1}{(\mu - i \eta)^n}$$

(4.31)

and due to

$$F \left( \frac{1}{(\mu - i \eta)^n} \right) (\vartheta)$$

$$= \left\{ \begin{array}{ll}
0, & \vartheta < 0 \\
\left( \frac{n}{(n-1)!} \right) \pi \vartheta^{n-1} e^{-\mu \vartheta}, & \vartheta > 0, n = 1, 2, \ldots,
\end{array} \right. \ (4.32)

and

$$F (1) (\vartheta) = 2 \pi \delta (\vartheta)$$

(4.33)

we have that

$$F \left( e^{\frac{\lambda}{\mu} \frac{t}{\nu + \eta} - i \eta \mu} \right) (\vartheta)$$

$$= 2 \pi \delta (\vartheta) + 2 \pi e^{-\mu \vartheta} \sum_{n=1}^{\infty} \frac{1}{n!} \frac{1}{(n-1)!} \left( \frac{1}{2} \lambda \mu t \right)^n$$

$$\times \vartheta^{n-1} \mathbf{1}_{\mathbb{R}_{+}} (\vartheta) . \ (4.34)$$

From

$$F (g (\eta) e^{i \eta \eta}) (\vartheta) = F (g (\eta)) (\vartheta - b) ,$$

and

$$F (\eta) (\eta) (\vartheta) = F \left( e^{\frac{\lambda}{\mu} \frac{t}{\nu + \eta} - i \eta \mu} \right)$$

$$= F \left( e^{\frac{\lambda}{\mu} \frac{t}{\nu + \eta} - i \eta \mu} \right) (\vartheta - p_0) = 2 \pi \delta (\vartheta - p_0)$$

$$+ 2 \pi e^{-\mu (\vartheta - p_0)} \sum_{n=1}^{\infty} \frac{1}{n!} \frac{1}{(n-1)!} \left( \frac{1}{2} \lambda \mu t \right)^n$$

$$\times (\vartheta - p_0)^{n-1} \mathbf{1}_{\mathbb{R}_{+}} (\vartheta - p_0) , \ (4.35)$$
we have that
\[
F^{-1}(g(\eta, t))(\theta) = \delta(\theta - p_0) + e^{-\mu(\theta - p_0)} \sum_{n=1}^{\infty} \frac{1}{n!} \left( \frac{1}{2} \lambda \mu t \right)^n \\
\times (\theta - p_0)^{n-1} 1_{\mathbb{R}_+}(\theta - p_0)
\] (4.36)
and the assertion follows thereafter. □

1b. Next with player $A$'s sustainability threshold $M = 2$ we end the game when the stock price drops twice. Under equation (4.8),
\[
e^{in\theta} \Phi^* (\theta, x, y) = \left[ [1 - \gamma (x, \eta, \theta + y)] [1 - \gamma (x, 0, y)] \right]^{-1} \\
\times \frac{1}{\theta} [\gamma (x, 0, y) - \gamma (x, \theta, \eta + y)] [\gamma (1, 0, 0) - \gamma (x, 0, y)] \\
+ [1 - \gamma (x, \eta, \theta + y)]^{-1} \frac{1}{\theta} [\gamma (1, 0, 0) \\
- \gamma (x, 0, y) - \gamma (1, 0, \theta + \gamma (x, 0, \theta + y))].
\] (4.37)

Now
\[
\gamma(0, \phi, \theta) = Eu_x e^{-\phi \pi_1} |_{u=0} E e^{-\Delta_1 \theta} = E 1_{\{\pi_1 \geq 0\}} e^{-\phi \pi_1} \frac{\lambda}{\lambda + \theta}. \tag{4.38}
\]
with the pdf of $\pi_1$ defined in (4.2),
\[
\gamma (x, \eta, y) = Ex_x e^{-in\pi_1} e^{-y \Delta_1} \tag{4.39}
\]
due to position independent marking
\[
\gamma (x, \eta, y) = Ex_x e^{-in\pi_1} \frac{\lambda}{\lambda + y} \left[ 1_{\{X_1 = 0\}} + 1_{\{X_1 = 1\}} \right] \\
= \frac{\lambda}{\lambda + y} [\beta (0, \pi_1) + \beta (1, \pi_1)], \tag{4.40}
\]
where
\[
\beta (0, \pi_1) = Ex_x e^{-in\pi_1} 1_{\{X_1 = 0\}} \\
= E e^{-in\pi_1} 1_{\{\pi_1 \geq 0\}} = \int_{s=0}^{\infty} \frac{1}{2} \mu e^{(-\mu + in)s} ds = \frac{1}{2} \mu e^{-\mu i n}, \tag{4.41}
\]
and
\[
\beta (1, \pi_1) = Ex_x e^{-in\pi_1} 1_{\{X_1 = 1\}} = Ex_x e^{-in\pi_1} 1_{\{\pi_1 > 0\}} \\
= x \int_{s=-\infty}^{0} e^{-is} \frac{1}{2} \mu e^{s} ds = \frac{1}{2} \mu e^{-\mu i n}. \tag{4.42}
\]
So
\[
\gamma (x, \eta, y) = \frac{\lambda}{\lambda + y} [\beta (0, \pi_1) + \beta (1, \pi_1)] \\
= \frac{\lambda}{\lambda + y} \frac{1}{2} \mu e^{\mu (1 + x) - i n \mu (1 - x)} \tag{4.43}
\]
and
\[
\gamma (x, 0, y) = \gamma (x, \eta, y) |_{\eta=0} = \frac{\lambda}{\lambda + y} \frac{1 + x}{\lambda + 2} \tag{4.44}
\]
with
\[
\gamma (1, 0, y) = \frac{\lambda}{\lambda + y}. \tag{4.45}
\]
Hence,
\[
e^{in\theta} \Phi^* (\theta, x, y) = \left[ 1 - \frac{\lambda}{\lambda + \theta + y} \frac{1}{2} \mu^2 \frac{(1 + x) - i n \mu (1 - x)}{\mu^2 + n^2} \right]^{-1} \frac{\theta}{\lambda + \theta}. \tag{4.46}
\]
\[
= \frac{1}{1 - A \frac{1}{\lambda + \theta + y} + A \frac{1}{\lambda + \theta + y + B}}.
\]
The Laplace inverse with respect to $y$ and $\theta$ of
\[
F (y, \theta) = \frac{1}{\lambda + \theta} + A \frac{1}{\lambda + \theta + y + B} \tag{4.48}
\]
because of
\[
L_y^{-1} [F (y, \theta)] (T) = \frac{1}{\lambda + \theta} + A \frac{1}{\lambda + \theta + y + B} = \\
= \frac{1}{\lambda + \theta} + A \frac{1}{\lambda + \theta + B + \theta} - A \frac{1}{\lambda + \theta + B + \theta} e^{-BT} e^{-\theta T} \tag{4.49}
\]
is
\[
L^{-\lambda} \{ L_y^{-1} [F (y, \theta)] (T) \} (t) \tag{4.50}
\]
and
\[
= L^{-\lambda} \left( \frac{1}{\lambda + \theta} + A \frac{1}{\lambda + \theta + B + \theta} \right) (t) \\
- A e^{-BT} L^{-\lambda} \left( \frac{1}{\lambda + \theta + B + \theta} e^{-\theta T} \right) (t) \\
= e^{-\lambda t} + A \frac{1}{B - \lambda} e^{-\lambda t} \left[ 1 - 1_{(T, \infty)} (t) e^{(\lambda - B) T} \right] \\
- A \frac{1}{B - \lambda} e^{-BT} \left[ 1 - 1_{(T, \infty)} (t) \right].
\]
So,
\[ e^{i \eta \theta} L_{\theta}^{-1} L_{\psi}^{-1} e^{x} \Phi^{*} (\theta, 0, y) (t, T) \]
\[ = e^{-\lambda t} + \frac{A}{B-\lambda} e^{-\lambda t} \left[ 1 - 1_{(T, \infty)} (t) e^{(\lambda - B) T} \right] \]
\[ \quad - \frac{A}{B-\lambda} e^{B t} 1_{[0, T]} (t), \quad (4.51) \]
where
\[ A = \frac{1}{2} \mu^{2} (1 + x) - i \eta \mu (1 - x) \]
\[ \mu^{2} + \eta^{2} \]
and \( B = \lambda - A \) and \( \frac{A}{B-\lambda} = -1 \).

Hence
\[ e^{i \eta \theta} L_{\theta}^{-1} L_{\psi}^{-1} e^{x} \Phi^{*} (\theta, 0, y) (t, T) \]
\[ = e^{-\lambda t} - e^{-\lambda t} \left[ 1 - 1_{(T, \infty)} (t) e^{\lambda T} \right] + e^{B t} 1_{[0, T]} (t) \]
\[ = e^{-\lambda t} \left[ e^{\frac{1}{2} \lambda T} e^{\frac{1}{2} \mu T} e^{\frac{1}{2} \mu T} 1_{[0, T]} (t) \right] \]
\[ + e^{\frac{1}{2} \lambda T} e^{\frac{1}{2} \mu T} e^{\frac{1}{2} \mu T} 1_{(T, \infty)} (t) \]. \quad (4.52)

Next we apply the \( D \)-operator to
\[ G (x) = e^{-\lambda t} \left[ e^{\frac{1}{2} \lambda T} e^{\frac{1}{2} \mu T} e^{\frac{1}{2} \mu T} 1_{[0, T]} (t) \right] \]
\[ + e^{\frac{1}{2} \lambda T} e^{\frac{1}{2} \mu T} e^{\frac{1}{2} \mu T} 1_{(T, \infty)} (t) \] \quad (4.53)
to get
\[ D_{x}^{-1} G (x) \]
\[ = e^{-\lambda t} \left[ e^{\frac{1}{2} \lambda T} e^{\frac{1}{2} \mu T} e^{\frac{1}{2} \mu T} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{1}{2} \mu - i \eta \right)^{n} x^{n} 1_{[0, T]} (t) \right] \]
\[ + e^{\frac{1}{2} \lambda T} e^{\frac{1}{2} \mu T} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{1}{2} \lambda T - \mu - i \mu \right)^{n} 1_{[0, T]} (t) \]
\[ = e^{-\lambda t} \left[ e^{\frac{1}{2} \lambda T} e^{\frac{1}{2} \mu T} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{1}{2} \mu - i \eta \right)^{n} x^{n} 1_{(T, \infty)} (t) \right] \]
\[ + e^{\frac{1}{2} \lambda T} e^{\frac{1}{2} \mu T} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{1}{2} \lambda T - \mu - i \eta \right)^{n} 1_{(T, \infty)} (t) \] \quad (4.54)
implies that
\[ E e^{-i \eta \nu} \nu_{0} (t) 1_{[0, T]} (t) \]
\[ = e^{-(\lambda t + i \eta t)} \left[ 1 + \frac{1}{2} \frac{\lambda T}{\mu - i \eta} \right] 1_{[0, T]} (t) \]
\[ + e^{\frac{1}{2} \lambda T} e^{\frac{1}{2} \mu T} \left[ 1 + \frac{1}{2} \lambda T - \mu - i \eta \right] 1_{(T, \infty)} (t) \]. \quad (4.55)

In particular,
\[ E 1_{[0, t_{\nu}]} (t) = P [t_{\nu} > t] \]
\[ = e^{-\lambda t} \left[ e^{\frac{1}{2} \lambda T} \left[ 1 + \frac{1}{2} \lambda T \right] 1_{[0, T]} (t) \right] \]
\[ + e^{\frac{1}{2} \lambda T} \left[ 1 + \frac{1}{2} \lambda T \right] 1_{(T, \infty)} (t) \]
or the CDF is
\[ P \{ t_{\nu} \leq t \} = 1 - e^{-\lambda t} \left[ e^{\frac{1}{2} \lambda T} \left[ 1 + \frac{1}{2} \lambda T \right] 1_{[0, T]} (t) \right] \]
\[ + e^{\frac{1}{2} \lambda T} \left[ 1 + \frac{1}{2} \lambda T \right] 1_{(T, \infty)} (t) \] \quad (4.56)

The latter agrees with simulation as depicted in Figure 6 below. Again, we use the Monte Carlo approach to simulation for estimating \( P \{ t_{\nu} \leq t \} \) as described above.

5 Applications to Queueing Models

In this section we return to queueing Models 2 and 3 regarding their relevance to the game studied in sections 3 and 4. We restrict ourselves with a discussion on applications of these results moving more detailed and substantial treatments of these models in our separate, forthcoming, papers.

Model 2. Consider an GI/G/1-type queueing system in which a single server goes on vacations when the queue becomes exhausted. The input to the system is specified by a renewal process
\[ T = \sum_{n=0}^{\infty} \epsilon_{t_{n}} \]
The server’s (multiple) vacations consist of single vacation segments that form an ordinary Poisson process
\[ \nu = \sum_{n=0}^{\infty} \epsilon_{t_{n}} \]
of rate \( \lambda \) (vacation segments per unit time). The number of vacations was said to be “observed” or rather recorded only upon
the epochs $\mathcal{T}$ making the combination of the two processes as a marked renewal process
\[
\mathcal{A} \otimes \mathcal{T} = \sum_{n=0}^{\infty} x_n
\]
with position dependent marking, where $x_n$ stands for the number of vacation segments in interval $[t_{n-1}, t_n)$ ($t_{-1} = 0$). Thus,
\[
A_n = \sum_{k=0}^{n} x_k
\]
gives the number of vacation segments in interval $[0, t_n)$. As specified in the model, server’s vacation segments may not exceed a positive integer number $M$. However, if he does, he will not be recalled until a next arrival epoch, say some $t_k$. Consequently, the real number of vacation segments the server renders can become arbitrarily larger than $M$ dependent on the crudeness of the point process $\mathcal{T}$. This happens because we do not have control over serve’s vacations within intervals $[t_{n-1}, t_n)$.

On the other hand, the cumulative vacation time the server is allowed to use is also limited, namely, by a positive real $T$. And again, once that number becomes exceeded, the server won’t be recalled immediately, but with some delay upon a nearest arrival epoch. So the server will be recalled when one of the two named events take place, whichever of the two comes first.

In a nutshell, the server’s vacations are terminated by the following formal means. With
\[
\nu_1 = \min \{ n = 0, 1, \ldots : A_n \geq M \}
\]
\[
\nu_2 = \min \{ n = 0, 1, \ldots : t_n \geq T \}
\]
\[
\nu = \nu_1 \wedge \nu_2
\]
we have $t_\nu$ being the server exit from his vacations (known in the literature as the first passage time). Now because the server vacations are being observed upon the arrival process $\mathcal{T}$, we guaranteed that the server finds at least one customer in the system to resume his service.

Note that the only reason to allow the arrival process to run from $t_0$ rather than $t_1$ is due some applications that could require a delay, but most practical reasons, the first observed time can be regarded as $t_1$. Thus, if the server is to return to the system at time $t_1$, he finds one customer waiting (or a batch of customers if the input is bulk).

As it readily seen, this model has no passive component that we can simply omit from the game. Alternatively, we can assume that there is yet another, independent, stream of customers which is a bulk Poisson formalized by a marked Poisson process
\[
\pi = \sum_{n=0}^{\infty} y_n \varepsilon_s
\]
with position independent marking, of intensity $\mu$. Let $\pi_n$ denote the number of customers that arrive in the system in interval $[t_{n-1}, t_n)$. Then,
\[
\mathcal{P} = \sum_{n=0}^{\infty} \pi_n \varepsilon_{t_n}
\]
is a marked renewal process describing the second input stream to the system as observed upon $\mathcal{T}$. Therefore, the marked random measure
\[
\mathcal{A} \otimes \mathcal{P} \otimes \mathcal{T} = \sum_{n=0}^{\infty} (x_n, \pi_n) \varepsilon_{t_n}
\]
is exactly as in the game-theoretic context of section 2, with the same notation and specifications. The main functional $\gamma$ of (2.3) is obviously
\[
\gamma (u, v, \theta) = Eu^{x_1} v^{\pi_1} e^{-\theta \Delta_1} = \gamma (\theta + \lambda - \lambda u + \mu - \mu b (v)),
\]
where
\[
\gamma (\theta) = e^{-\theta \Delta_1} (\Delta_1 = t_1 - t_0)
\]
and
\[
b (v) = Ev^{y_1}.
\]
(the size of the first batch in the second input).

When the sequence of vacations stopped and the server returns to the system, he may start servicing the available customers somehow separately or on the FIFO basis independent of their types. We are not going to worry about the next phase of a complex service cycle that initiates with vacations and ends with the completion of the first service thereafter, subject to a separate work. However, we need to know about the contents of the buffer (or waiting room) upon the end of the vacation and during the vacation for various reasons. One of them is to construct the semi-regenerative kernel of the queueing process in case of M/G/1-type or GI/M/1-type queues and a subsequent analysis of the continuous time parameter queueing process, cf., [1, 4-6]. Consequently, the time sensitive analysis rendered on phase 1, during server’s vacations and concluded in Theorem 3.1 will have to be merged with a time sensitive functional on phase 2, i.e. during a service time. The latter is relatively straightforward as the rest of the queue.

On a side note, if the queueing process is semi-regenerative, another useful approach would be based on the common formation of an embedded process while applying time insensitive analysis. The latter is far less complicated than Theorem 3.1’s scrutiny and it has been rendered in a series of work by the first author.

**Model 3.** In this M/G/1-type system, the server leaves the operating facility for maintenance, once the queue drops below some fixed $r$ ($\geq 1$). The term “maintenance” is almost synonymous to “vacations” except that the server can do some specified work, such as processing second priority customers until he is done with at least some $M$ of them or when his absence from the main facility exceeds $T$, whichever of the two events occurs first. Note that we assume that the server will processes second priority jobs in random batches and each service duration will correspond to a vacation segment and that runs by an independent renewal process $t_0, t_1, t_2, \ldots$. Now upon the server’s return, he will not start his work on primary customers unless there are $N$ of them in the system, so that he is likely to rest waiting until the buffer accumulates to at least $N$ of them. The input is marked Poisson suggesting that his waiting time will be determined by using means of fluctuation analysis, in this case time sensitive analysis. Thus only upon the second
exit does the server start servicing first priority customers in a batch not exceeding his capacity, say $R (r \leq R \leq N)$. So the service cycle in this version consists of three (not two) phases, namely, the first phase is the server maintenance, then his wait, and then service of primary customers.

The time insensitive analysis of comparable system has been undertaken by Dshalalow and Merie [18] and Dshalalow, Merie, and White [19]. The time sensitive analysis is, as expected significantly more complex, but we are done with the first phase by accommodating the results and notation of Theorem 3.1. In this case, the two active players A and B will be the secondary jobs during the maintenance period and the time spent during the maintenance, constrained by $M$ and $T$, respectively. The passive player C is impersonated by the stream of the primary jobs repleishing the buffer from the initial value $Q_0 (< r)$ to whatever quantity it comes on server’s return.

Here is another variant of the same model mentioned in the introduction. The server leaves the system under the same condition to render unspecified maintenance or he “leaves on vacations.” The latter consists of identically distributed vacation segments formalized by a renewal point process $t_1, t_2, \ldots$. The server will continue his vacations until one of the two events takes places first. (a) The number of the primary units replenishes to at least $N$. (b) His absence exceeds time $T$. The ascribed rule is referred to the NT-policy and it is previously studied in the literature (already mentioned in the introduction). Now when the server returns, he may end up find less than $N$ jobs in the system. In this case, he rests waiting for the buffer to accumulate to $N$ or more customers before the server resumes his service. Like the above mentioned model, this one also consists of three phases. In the first phase, the input stream (presumably marked Poisson), that is player A, competes the vacation time, player B, bounded by $N$ and $T$, respectively. Obviously, one or both of these thresholds maybe exceeded, but maybe only one of them, so that the other player (the winner) will not see his site ruined upon the exit from the game. Note that in this model, there is no passive player, unless we want to invent one.

6 Concluding Remarks

In this paper we studied a class of signed marked random measures $A \otimes P \otimes T = \sum_{n=0}^{\infty} (x_n, \pi_n) \in_t x_n$ with position dependent marking, on a filtered probability space $(\Omega, F, F_t, P)$ that models a stochastic game of three players A, B, and C, of whom A and B are active antagonistic players inflicting damages of random magnitudes upon each other at random epochs of time $\{t_0, t_1, \ldots\}$, whereas player P, being possibly a collateral damage, does not respond to the attacks. The position of the passive player C is modeled by a non monotone marginal process $P (t)$ often related to stock price variations. We developed new techniques (in the framework of fluctuation theory), to find a closed-form expression for the functional

$$\Phi_\nu (t) = E \nu \otimes \nu \otimes T \sum_{n=0}^{\infty} (x_n, \pi_n) \in_t x_n$$

in terms of multiple transforms established in Theorem 3.1. With the inversion of the underlying transforms of $\Phi_\nu$, we provided ample evidence to the claim that $\Phi_\nu$ is analytically tractable, illustrating them in the analysis of stock option trading. The numerical values of analytical results agreed with simulation for a number of special cases.

We obtained analytical solutions for the functional

$$\Phi_\nu (t) = E e^{-\nu P (t)} 1_{[0, t_\nu]} (t).$$

This functional gives the status of underlying stock price process

$$P (t) = \sum_{n=0}^{\infty} \pi_n \in_t x_n [0, t]$$

at any time in interval $[0, t_\nu]$. Specifically, using player’s A threshold levels $M = 1$ and $M = 2$ which represent the first and second drop of the stock price process $P (t)$, respectively, we derive formulas for $EP (t) 1_{[0, t_\nu]} (t)$ and $P (t_\nu > t)$ and validated the analytical results by simulation. Furthermore, for $M = 1$, we have establish an explicit formula for density $\frac{\partial}{\partial t} P (\{t \leq \nu, t_\nu > t\})$.

From the practical stand point, the setting went way beyond applications to stock option trading. We suggested several useful and popular queueing models that can be regarded as other examples of the game. Closed form results have been known in earlier work by the first author (c.f., [12-13]) and most recent [18-19], but they almost exclusively related to time insensitive analysis while time sensitive analysis associated with the continuous time parameter queueing process (meant to be in our context), still remains an open problem to date. So to the best of our knowledge, no previous work on this topic has been registered. As regards the queueing process, in the present paper, we laid foundation and obtained the most challenging results pertaining to phase 1. This is when the server went on maintenance or vacations and ends phase 1 on his return. The other two phases are less challenging, but still require some work that will include merging of all subsequent phases to complete the queueing analysis. We note here that the entire work will involve a semi-regenerative analysis of the queueing process, which in turn will require the formation of the semi-regenerative kernel. The latter deals with integrals of type

$$h (Q_0, z) = \int_{0}^{\infty} E \left[ z^{Q (t)} 1_{[0, T_\nu]} (t) Q_0 \right] dt$$

(cf. Dshalalow [15]) that is a marginal functional and reduction from

$$\int_{0}^{\infty} e^{-\theta t} E \left[ z^{Q (t)} 1_{[0, T_\nu]} (t) Q_0 \right] dt$$

when $\theta = 0$ of Theorem 3.1.
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