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Abstract

Ramsey’s Theorem guarantees for every graph $H$ that any 2-edge-coloring of a sufficiently large complete graph contains a monochromatic copy of $H$. In 1962, Erdős conjectured that the random 2-edge-coloring minimizes the number of monochromatic copies of $K_k$, and the conjecture was extended by Burr and Rosta to all graphs. In the late 1980s, the conjectures were disproved by Thomason and Sidorenko, respectively. A classification of graphs whose number of monochromatic copies is minimized by the random 2-edge-coloring, which are referred to as common graphs, remains a challenging open problem. If Sidorenko’s Conjecture, one of the most significant open problems in extremal graph theory, is true, then every 2-chromatic graph is common, and in fact, no 2-chromatic common graph unsettled for Sidorenko’s Conjecture is known. While examples of 3-chromatic common graphs were known for a long time, the existence of a 4-chromatic common graph was open until 2012, and no common graph with a larger chromatic number is known.

We construct connected $k$-chromatic common graphs for every $k$. This answers a question posed by Hatami, Hladký, Král’, Norine and Razborov [Combin. Probab. Comput. 21 (2012), 734–742], and a problem listed by Conlon, Fox and Sudakov [London Math. Soc. Lecture Note Ser. 424 (2015), 49–118, Problem 2.28]. This also answers in a stronger form the question raised by Jagger, Štovíček and Thomason [Combinatorica 16, (1996), 123–131] whether there exists a common graph with chromatic number at least four.
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1 Introduction

Ramsey’s Theorem [35] led to a large body of results on the existence of well-behaved substructures in large structures, known as Ramsey Theory, with links to many other areas of mathematics, see e.g. [9,22]. Prominent examples of such links are Hindman’s Theorem [27] and Szemerédi’s Theorem [45] in number theory. In one of its simplest forms, the Ramsey’s Theorem asserts that for every graph $H$, there exists an integer $N$ such that any 2-edge-coloring of the complete graph with
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vertices contains a monochromatic copy of $H$. Determining the smallest such $N$, known as the Ramsey number $r(H)$ of a graph $H$, is a famous open problem, even in the supposedly simplest case when $H$ is a complete graph. The best lower bound on the Ramsey number of a complete graph is by a random construction, which pioneered the development of the probabilistic method in combinatorics [1], however, whether this random construction is (asymptotically) optimal is still widely open despite recent major progress [7,38] and, in particular, the recent major breakthrough [5] on the upper bound. This problem is an example of a classical theme in extremal combinatorics: when is a random graph construction (close to) optimal? In this paper, we are concerned with the quantitative version of this problem, known as Ramsey multiplicity, which asks how many monochromatic copies of a graph $H$ necessarily exist in any 2-edge-coloring of the complete graph with $N$ vertices, and when the bound coming from the random construction is optimal.

Goodman’s Theorem [21] implies that the number of monochromatic copies of the triangle $K_3$ is asymptotically minimized by the random 2-edge-coloring, i.e., when each edge of a complete graph is colored randomly with one of two colors with probability $1/2$. We say that a graph $H$ is common if the number of monochromatic copies of $H$ is asymptotically minimized by the random 2-edge-coloring of a complete graph. In particular, $K_3$ is common and more generally every cycle is common [22].

In 1962, Erdős [15] conjectured that every complete graph is common, and later Burr and Rosta [4] conjectured that every graph is common. Both conjectures turned out to be false: in the late 1980s, Sidorenko [41,42] showed that a triangle with a pendant edge is not common and Thomason [46] showed that $K_4$ is not common. More generally, any graph containing $K_4$ is not common [28] (and so almost every graph is not common), and there exist graphs $H$ and 2-edge-colorings with the number of monochromatic copies of $H$ sublinear in the number of monochromatic copies of $H$ in the random 2-edge-coloring [6,18].

A characterization of the class of common graphs is an intriguing open problem and there is even no conjectured description of the class. This problem is closely related to the famous conjecture of Sidorenko [39] and of Erdős and Simonovits [16], which asserts that every bipartite graph $H$ has the Sidorenko property, i.e., the number of copies of $H$ in any graph is asymptotically at least the number of its copies in the random graph with the same density. Since every graph $H$ with the Sidorenko property is common, as the number of copies of $H$ in each color class is at least the expected number of its copies in the random edge-coloring, the conjecture, if true, would imply that all bipartite are common. Hence, families of bipartite graphs known to have the Sidorenko property [2,8,10–12,42,43] provide examples of bipartite graphs that are common.

Common graphs that are not bipartite, i.e., their chromatic number is larger than two, are scarce. In particular, Jagger, Štovíček and Thomason asked whether there exists a common graph with chromatic number at least four. While odd cycles [42] and even wheels [28,40] are examples of 3-chromatic common graphs, also see [23], the existence of a common graph with chromatic number at least four was open until 2012 when the 5-wheel was shown to be common [26] as one of the first application of the flag algebra method of Razborov [36]. The question whether there exist common graphs with arbitrarily large chromatic number has been reiterated in [26], and also by Conlon, Fox and Sudakov in the survey paper “Recent developments in graph Ramsey theory”, which is now a classical reference for results and directions related to Ramsey theory.

Problem (Conlon, Fox and Sudakov [9 Problem 2.28]). Do there exist common graphs of all chromatic numbers?

In this paper, we solve this problem by establishing the following.

Theorem 1. For every $\ell \in \mathbb{N}$, there exists a connected common graph with chromatic number $\ell$. 

We treat common graphs using methods from the theory of graph limits while employing spectral tools from the operator theory; graph limit methods permit avoiding lower order terms when analyzing large graphs, which makes our arguments simpler to present and in some cases also more natural. To prove Theorem 1, we show that every graph of sufficiently large girth can be embedded in a graph $H$ such that any 2-edge-coloring of a complete graph has asymptotically at least as many monochromatic copies of $H$ as the random 2-edge-coloring. The proof of Theorem 1 is split into two cases based on whether the considered 2-edge-coloring is close to the random coloring or not; we refer to the two cases as the local regime and the non-local regime (we provide an overview of the proof in Subsection 1.2). The core of the proof is formed by the arguments related to (in)dependence of monochromatic embeddings of different parts of $H$; this is described by the existence of a dominant eigenvalue of the operator associated with the 2-edge-coloring. While both the Sidorenko property and common graphs have been studied in the local regime \cite{14,19,20,24,33}, the proof of Theorem 1 requires new spectral arguments to control (in)dependence of monochromatic embeddings of different parts of $H$ in the host edge-colored complete graph. Our techniques could be used in other settings, e.g., the setting of a conjecture of Kohayakawa, Nagle, Rödl and Schacht \cite{30} as discussed in Section 7.

Our techniques also apply in the setting of $k$-common graphs introduced in \cite{28}; for a positive integer $k$, a graph $H$ is $k$-common if the random $k$-edge-coloring of a complete graph asymptotically minimizes the number of monochromatic copies of $H$ among all $k$-edge-colorings. This notion provides another link to the Sidorenko property: a graph $H$ has the Sidorenko property if and only if the graph $H$ is $k$-common for all $k \geq 2$ \cite{31}. If $H$ is $k$-common, then $H$ is $k'$-common for all $k'=2,\ldots,k$, and thus $k$-common graphs for $k \geq 3$ are even more rare than common graphs (as such graphs are necessarily also common). In fact, the question of Jagger, Štovíček and Thomason \cite{28} about the existence of a non-bipartite $k$-common graph for $k \geq 3$ has been resolved only recently in \cite{31}. Using the techniques developed to prove Theorem 1 we also prove the following.

\textbf{Theorem 2}. For every integer $k \geq 2$ and positive integer $\ell$, there exists a connected $k$-common graph with chromatic number $\ell$.

\subsection{Proof motivation}
To motivate our proof, we sketch a possible strategy for proving the existence of a disconnected common graph with high chromatic number. We present the strategy in the language of graph limits, which is reviewed in Section 2. Fix a graph $H$ with girth four and chromatic number $k \geq 3$ and consider the disjoint union of the graph $H$ and a complete bipartite graph, denoted as $H \cup K_{n,n}$, for a large $n$. Showing that $H \cup K_{n,n}$ is common amounts to showing that

$$t(H \cup K_{n,n}, W) + t(H \cup K_{n,n}, 1 - W) \geq 2^{-e(H)-n^2+1}$$

(1)

for every graphon $W$, where $e(H)$ denotes the number of edges in $H$. Note that the right side of (1) is equal to the left side when $W$ is the constant graphon equal $1/2$, i.e., $W$ is the limit graphon for the sequence of the Erdős-Rényi random graphs $G_{m,1/2}$. Since the inequality (1) is symmetric in $W$ and $1 - W$, it is enough to establish (1) for graphons $W$ with density at least $1/2$, i.e., when $\int_{[0,1]^2} W \geq 1/2$.

The graph $H \cup K_{n,n}$ is locally common in the following sense as shown by Fox and the last author \cite{19,20}.

\textbf{Theorem 3} (Fox and Wei \cite{20}). If a graph $G$ has even girth, then for any $p \in [0,1]$, any graphon $W$ with density $p$ such that $\|W - p\|_\square \leq p^2 2^{-48e(G)-2}$, and $\|W\|_\infty \leq 2p$ satisfies that $t(G, W) \geq p^{e(G)}$. 


Hence, if a graphon $W$ is close (in the cut distance $\| \cdot \|_\infty$) to the $1/2$-graphon, then Theorem 3 almost implies that (1): the issue lies in the fact that if $W$ has density $p > 1/2$, then the graphon $1 - W$, whose density is $1 - p$, may fail to satisfy $\|1 - W\|_\infty \leq 2(1 - p)$ needed to apply Theorem 3.

The proof of Theorem 3 in [19] can be extended, at the expense of having a stronger bound on $\|W - p\|_\infty$, to the setting with the condition $\|W\|_\infty \leq 2p$ weakened to $\|W\|_\infty \leq Cp$ for any fixed $C \in \mathbb{N}$, however, the bound on $\|W - p\|_\infty$ would depend on $H$ (in addition to $C$). Such an extension of Theorem 3 would be sufficient for the case of the disconnected graph $H \cup K_{n,n}$, however, the proofs of Theorems 23 and 24 in Section 6 require a bound on $\|W - p\|_\infty$ that is independent of the actual graph $H$ for a specific family of graphs $H$. Indeed, the value of $\varepsilon_0$ in Theorem 18, which gives a variant of Theorem 3 tailored for our setting, does not depend on $\ell$. Without removing the dependance on $H$ (or at least proving a significantly better dependance than in Theorem 3), which is the crucial contribution of the arguments presented in Section 3, it would not be possible to set up the parameters to prove Theorems 23 and 24 and so Theorems 1 and 2.

We now continue a sketch of the argument that $H \cup K_{n,n}$ is common. As discussed, if $W$ is close to the $1/2$-graphon, then the inequality (1) holds by a suitable extension of Theorem 3. If a graphon $W$ is not close (in the cut distance) to the $1/2$-graphon, we can use that the graph $K_{n,n}$ has the Sidorenko property in the strong quantitative sense as given by Lemmas 4 and 7.

$$t(K_{n,n}, W) \geq \left(p^4 + \frac{\|W - p\|_4^4}{8}\right)^{n^2/4}.$$  

Hence, the quantity $t(K_{n,n}, W)$ is significantly larger than $p^{n^2}$, which can balance out a possible drop of the density of $H$ in $W$ and so implies that

$$t(H \cup K_{n,n}, W) \geq 2^{-e(H) - n^2 + 1}.$$  

However, if a graphon $W$ contains a sparse part, it may even happen that $t(H, W) = 0$, so $t(H \cup K_{n,n}, W) = 0$, and the argument fails (in fact, it can be shown that the presence of a sparse part is essentially the only obstacle for the argument to proceed). However, if $W$ contains a sparse part of measure $\alpha_0 > 0$ with density $q$ close to 0, then this part has density $1 - q$ in $1 - W$ and its contribution to $t(H \cup K_{n,n}, 1 - W)$ (as formalized in Lemma 21) is roughly $\alpha_0^{e(H) + 2n} (1 - q)^{e(H) + n^2}$; the value of $\alpha_0$ depends on $H$ only and so if $n$ is sufficiently large, then

$$\alpha_0^{e(H) + 2n} (1 - q)^{e(H) + n^2} \geq 2^{-e(H) - n^2 + 1}.$$  

Here, we use that the number of edges of $H \cup K_{n,n}$ grows superlinearly in the number of vertices of $H \cup K_{n,n}$ with $n$ tending to infinity.

1.2 Proof overview

On a high level, the proofs of Theorems 23 and 24 which imply Theorems 1 and 2 respectively, follows the lines described in Subsection 1.1: the main steps of the two proofs are visualized in Figure 1.

In the proof of Theorem 23, we show that a graph $H_0$ obtained by joining a suitable high-girth high-chromatic chromatic graph $H$ by a suitably long path to a complete bipartite graph $K_{m,n}$ is common. The length $\ell$ of the path joining $H$ and the complete bipartite graph needs to be carefully controlled. On one hand, the path needs to be long enough to make copies of $H$ and $K_{m,n}$ in a graphon $W$ sufficiently independent in the sense that $t(H_0, W)$ is approximately $t(H, W) t(K_{m,n}, W) p^\ell$ for any graphon $W$ with density $p$; note that $t(H \cup K_{m,n}, W) = \ldots$
Theorem 18 (local regime)
$W$ with density $p \geq p_0$ and $\|W - p\|^2 \leq \varepsilon \Rightarrow t(H_0, W) \geq p^e(H_0)$

Theorem 22 (non-local regime)
$W$ with density $p \geq p_0$, no sparse part and $\|W - p\|^2 \geq \varepsilon \Rightarrow t(H_0, W) \geq p^e(H_0)$

Theorem 23
$H_0$ is common, i.e., $t(H_0, W) + t(H_0, 1 - W) \geq 2 \cdot 2^{-e(H_0)}$

- $W$ has a part with measure $\alpha_0$ and density $q$ close to zero
  $$\Rightarrow t(H_0, 1 - W) \geq \alpha_0^e(H_0)(1 - q)^e(H_0) \geq 2 \cdot 2^{-e(H_0)}$$
- $1 - W$ has a part with measure $\alpha_0$ and density $q$ close to zero
  $$\Rightarrow t(H_0, W) \geq \alpha_0^e(H_0)(1 - q)^e(H_0) \geq 2 \cdot 2^{-e(H_0)}$$
- $W$ has density $\geq 1 - p_0$
  Theorem 18 or Theorem 22 \(\Rightarrow t(H_0, W) \geq (1 - p_0)^e(H_0) \geq 2 \cdot 2^{-e(H_0)}\)
- $1 - W$ has density $\geq 1 - p_0$
  Theorem 18 or Theorem 22 \(\Rightarrow t(H_0, 1 - W) \geq (1 - p_0)^e(H_0) \geq 2 \cdot 2^{-e(H_0)}\)
- $W$ has density $p \in [p_0, 1 - p_0]$ and no sparse part
  Theorem 18 or Theorem 22 \(\Rightarrow t(H_0, W) \geq p^e(H_0)\)
  Theorem 18 or Theorem 22 \(\Rightarrow t(H_0, 1 - W) \geq (1 - p)^e(H_0)\)
  $t(H_0, W) + t(H_0, 1 - W) \geq p^e(H_0) + (1 - p)^e(H_0) \geq 2 \cdot 2^{-e(H_0)}$

Theorem 24
$H_0$ is $k$-common, i.e., $t(H_0, W_1) + \cdots + t(H_0, W_k) \geq k \cdot k^{-e(H_0)}$

- $\exists i \ W_i$ has a part with measure $\alpha_0$ and density close to zero
  induction \(\Rightarrow t(H_0, W_1) + \cdots + t(H_0, W_k) \geq \alpha_0^e(H_0)(k - 1)^{-e(H_0)} \geq k \cdot k^{-e(H_0)}\)
- $\exists i \ W_i$ has density smaller than $p_0 \Rightarrow \exists j$ density of $W_j$ is at least $(k - 1)^{-1}$
  $$\Rightarrow t(H_0, W_j) \geq (k - 1)^{-e(H_0)} \geq k \cdot k^{-e(H_0)}$$
- Each $W_i$ has density $p_i \geq p_0$ bounded away from zero and no sparse part
  Theorem 18 or Theorem 22 \(\Rightarrow t(H_0, W_i) \geq p_i^{-e(H_0)}\)
  $$t(H_0, W_1) + \cdots + t(H_0, W_k) \geq p_1^{-e(H_0)} + \cdots + p_k^{-e(H_0)} \geq k \cdot k^{-e(H_0)}$$

Figure 1: Informal statements of Theorems 18 and 22 and the main steps in the proofs of Theorems 23 and 24 which assert that a suitable graph $H_0$ is common and $k$-common, respectively.
t(H, W)t(K_{m,n}, W). At the same time, the number of edges of the graph H_0 needs to stay super-linear in the number of the vertices of H_0, i.e., the length ℓ needs to be o(v(H) + mn), so that we are able to handle the case when the graphon W contains a sparse part of measure α_0 > 0 with density q close to 0. In such case, the density of H_0 in W can be zero but the density of H_0 in 1 − W is approximately α_0 v(H_0)(1 − q) e\(\varepsilon(H_0)\), which needs to be at least 2\(\varepsilon(H_0)\) in order to yield that H_0 is common.

As the first step towards proving Theorems 23 and 24, we deal with the local regime and establish a counterpart of Theorem 3, which is given as Theorem 18 in Section 3. While Theorem 18 applies to graphs of a particular form only, the bound on the cut distance given in Theorem 3 is independent of the length ℓ of the path attached to the graph H (in addition to relaxing the technical assumption that \(\|W\|_{\infty} \leq 2p\) as discussed in Subsection 1.1). The independence on ℓ is essential for proving Theorem 19 in Section 4 where the obtained bound on the cut distance has to be independent of the parameters ℓ, m and n so that it is sufficiently strong to eventually yield proofs of Theorems 23 and 24. The proof of Theorem 19 which is the technically most challenging part of our argument, is obtained using spectral arguments, which allow us to control how densities of rooted subgraphs change when walking along a path in a graphon. In particular, we argue that the density of H_0 in a graphon W is at least the density of H_0 in the constant graphon with the same density as W (Cases 1 and 2 in the proof) unless the graphon W has a sparse part (Case 3), which in turn implies that it also has a denser part where sufficiently many copies of the graph H_0 can be found.

The non-local regime is addressed in Section 5. First, Lemma 21 yields that the density of a fixed graph H in any graphon W is positive unless W contains a sparse part, however, the constants in the statement of the lemma depend on H. Lemma 21 is then used to prove Theorem 22 which asserts that if a graphon W is far in the cut distance from the constant (quasirandom) graphon, then the density of the graph H_0 in W is large enough unless W contains a sparse part whose size is independent of the parameters ℓ, m and n (from a suitably chosen range).

Finally, Section 6 presents our main results—Theorems 23 and 24. The main steps of their proofs are visualized in Figure 4. If a graphon W or 1 − W has a sparse part, then the density of H_0 in the complement of the sparse part is sufficiently large to establish that H_0 is common; here, we need that ℓ is sublinear in v(H) + mn. Otherwise, if a graphon W is close to a constant graphon, then the density of H_0 in both W and 1 − W is at least the density of H_0 in the constant graphons with the same density by Theorem 19 and if W is not close to a constant graphon (and does not have a sparse part), then the density of H_0 in both W and 1 − W is at least the density of H_0 in the constant graphons with the same density by Theorem 22. A simple convexity argument now yields that t(H_0, W) + t(H_0, 1 − W) ≥ 2 \cdot 2\(\varepsilon(H_0)\).

The proof of the more general Theorem 24 which concern k-common graphs, proceeds by induction on k, which is the number of colors. Individual color classes are represented by graphons W_1, . . . , W_k such that W_1 + · · · + W_k is a graphon with density close to one (rather than exactly equal to one); this makes the induction argument significantly easier. If one of graphons W_1, . . . , W_k has a very sparse part, we apply induction to the remaining k − 1 colors restricted to the sparse part. If one of the color classes is sparse, we argue that we find sufficiently many copies of H_0 in the densest color class (here, we use that ℓ is sublinear in v(H) + mn). If neither of these two cases apply, we use for each graphon W_i, i = 1, . . . , k, Theorem 19 or Theorem 22 depending whether W_i is close to a constant graphon or not, i.e., whether the corresponding color class falls into the local or non-local regime, to derive that the density of H_0 in each W_i is at least as in the constant graphon with the same density, and we eventually derive using convexity of the function p\(\varepsilon(H_0)\) that the sum of densities of H_0 in W_1, . . . , W_k is sufficiently large.
2 Preliminaries

In this section, we fix notation used throughout the paper and present auxiliary results needed in our arguments. We start with basic notation. The set of the first \(k\) positive integers is denoted by \([k]\), and the set of all \(k\)-element subsets of \(A\) is denoted by \(\binom{A}{k}\). If \(A\) is a measurable subset of \(\mathbb{R}^k\), we write \(\mu(A)\) for the measure of \(A\); throughout the paper, we always consider the standard Borel measure on \(\mathbb{R}^k\).

All graphs considered in this paper are simple and loopless. If \(G\) is a graph, then the vertex set of \(G\) is denoted by \(V(G)\) and the edge set by \(E(G)\); the numbers of vertices and edges of \(G\) are denoted by \(v(G)\) and \(e(G)\), respectively. If \(A\) is a subset of vertices of \(G\), then \(G[A]\) is the subgraph induced by \(A\), i.e., the graph with the vertex set \(A\) and the edge set \(E(G) \cap \binom{A}{2}\). Finally, if \(F\) is a subset of edges of \(G\), then \(\langle F \rangle\) is the spanning subgraph of \(G\) with the edge set \(F\); the host graph \(G\) will always be clear from the context. A homomorphism from a graph \(H\) to \(G\) is mapping \(f\) from \(V(H)\) to \(V(G)\) such that if \(uv\) is an edge of \(H\), then \(f(u)f(v)\) is an edge of \(G\), and the homomorphism density of \(H\) in \(G\), denoted by \(t(H,G)\), is the probability that a random mapping from \(V(H)\) to \(V(G)\) is a homomorphism.

The \(n\)-vertex path is denoted by \(P_n\), the \(n\)-vertex cycle by \(C_n\), the complete graph with \(n\) vertices by \(K_n\), and the complete bipartite graph with parts consisting of \(a\) and \(b\) vertices by \(K_{a,b}\). Finally, \(K_{a\ell,b}\) is the graph obtained from \(K_{a,b}\) by adding an \(\ell\)-edge path to one of the vertices in the \(a\)-vertex part. In particular, \(K_{a\ell,b}\) is just the graph \(K_{a,b}\).

### 2.1 Graph limits

We treat the notion of common graphs using tools from the theory of graph limits. In this subsection, we provide an introduction to the most important concepts; we refer the reader to the monograph by Lovász [34] for a more complete treatment. In the theory of graph limits, large graphs are represented by an analytic object called graphon. A graphon is a measurable function \(W : [0,1]^2 \to [0,1]\) that is symmetric, i.e., \(W(x,y) = W(y,x)\) for all \(x,y \in [0,1]\). When no confusion can arise, we use \(p\) to denote the graphon equal to \(p \in [0,1]\) everywhere. More generally, a kernel is a symmetric measurable function \(U : [0,1]^2 \to \mathbb{R}\). In particular, a graphon is a kernel with range in \([0,1]\). A graphon can be thought of as a continuous version of the adjacency matrix of a graph. Because of this analogy, we refer to the elements of the domain \([0,1]\) as to vertices of \(W\). The degree of a vertex \(x \in [0,1]\) of a graphon \(W\) is defined as

\[
\text{deg}_W(x) = \int_{[0,1]} W(x,y) \, dy.
\]

The homomorphism density of a graphon \(W\) is the density of \(W\) in \(W\) defined as

\[
t(W) = \int_{[0,1]^{V(W)}} \prod_{uv \in E(W)} W(x_u, x_v) \, dx_{V(W)}.
\]  \hspace{1cm} (2)

For brevity, we often speak about the density of \(H\) in \(W\) instead of the homomorphism density of \(H\) in \(W\). The density of a graphon \(W\) is the density of \(K_2\) in \(W\), i.e., \(t(K_2,W)\). Analogously, we define the homomorphism density of a graph \(H\) in a kernel \(U\) using \(\text{deg}_U\), and we define the density of a kernel \(U\) to be \(t(K_2,U)\).

We now cast the definition of graphs with the Sidorenko property and commons graphs in the language of graph limits, see e.g. [31] for further details. A graph \(H\) has the Sidorenko property if the following holds for every graphon \(W\):

\[
p^e(H) \leq t(H,W)
\]
where $p$ is the density of $W$. A graph $H$ is common if it holds that 

$$2^{1-e(H)} \leq t(H,W) + t(H,1-W)$$

for every graphon $W$. Finally, for an integer $k \geq 2$, we say that a graph $H$ is $k$-common if 

$$k^{1-e(H)} \leq t(H,W_1) + \cdots + t(H,W_k)$$

holds for all graphons $W_1, \ldots, W_k$ such that $W_1 + \cdots + W_k = 1$.

We next define the notion of a norm for kernels, which gives a metric on the space of kernels and so on graphons. The cut norm of a kernel $U$ is defined as 

$$\|U\|_\Box = \sup_{S,T \subseteq [0,1]} \left| \int_{S \times T} U(x,y) \, dx \, dy \right|$$

where the supremum is taken over all measurable subsets $S$ and $T$ of $[0,1]$. If $U$ is a kernel with $\|U\|_\infty \leq 1$, then it holds \cite{34} Lemma 8.12 that 

$$\|U\|_\Box \leq t(C_4,U) \leq 4\|U\|_\Box. \quad (3)$$

Similarly, it holds that $t(P_2,U) \leq 2\|U\|_\Box$. Since $C_4$ has the Sidorenko property, it holds that $t(C_4,W) \geq p^4$ for every graphon $W$ with density $p$. If a graphon $W$ with density $p$ is actually far from the $p$-constant graphon, then the density of $C_4$ is much larger than $p^4$ as given in the lemma.

**Lemma 4** \cite{13} (Cooper, Kráľ and Martins \cite{13} Lemma 11). The following holds for every graphon $W$ with density $p$: 

$$p^4 + \frac{\|W - p\|_\Box^4}{8} \leq t(C_4,W).$$

On the other hand, the Counting Lemma, which we now state, implies that $t(C_4,W) \leq p^4 + 4\|W - p\|_\Box$ for every graphon $W$ with density $p$.

**Lemma 5** \cite{34} Counting Lemma, Lovász \cite{34} Lemma 10.23). The following holds for every graph $H$ and all graphons $W_1$ and $W_2$: 

$$|t(H,W_1) - t(H,W_2)| \leq e(H) \cdot \|W_1 - W_2\|_\Box.$$

We next define a notion used in \cite{31} that can be viewed as an analogue of a subgraph in a graphon. Consider a measurable function $h : [0,1] \to [0,1]$ such that $\|h\|_1 > 0$. Let $f : [0,\|h\|_1] \to [0,1]$ be the measurable function defined as 

$$f(z) := \inf \left\{ t \in [0,1] \text{ such that } \int_{[0,t]} h(x) \, dx \geq z \right\}.$$ 

Note that it holds $\int_A h(x) \, dx = \mu(f^{-1}(A))$ for every measurable subset $A \subseteq [0,1]$. We define the graphon $W[h]$ by setting 

$$W[h](x,y) = W(f(x \cdot \|h\|_1), f(y \cdot \|h\|_1)) \quad \text{for } (x,y) \in [0,1]^2.$$ 

Note that if $h$ is the indicator function of a measurable subset $A$, then $W[h]$ is obtained by restricting $W$ to $A$ and rescaling; if this is the case, we write $W[A]$ for the graphon $W[h]$. It can be shown that 

$$t(H,W[h]) = \frac{1}{\|h\|_1(H)} \int_{[0,1]^V(H)} \prod_{u \in V(H)} h(u) \prod_{uv \in E(H)} W(x_u, x_v) \, dx_V(H)$$
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sets is needed for (6) to hold.

We conclude this subsection by defining a notion of an almost independent set in a graphon. For a graphon \( W \) and \( \delta > 0 \), \( \mathcal{H}_\delta(W) \) is the set of all measurable functions \( h : [0, 1] \to [0, 1] \) with \( \| h \|_1 > 0 \) such that the density of \( W[h] \) is at most \( \delta \). The \( \delta \)-independence ratio of \( W \) is defined as

\[
\alpha_\delta(W) = \sup_{h \in \mathcal{H}_\delta(W)} \| h \|_1;
\]

if the set \( \mathcal{H}_\delta(W) \) is empty, then we set \( \alpha_\delta(W) = 0 \). We remark that this notion is closely related to the notion of \((\rho, d)\)-dense graphs widely used in Ramsey Theory: a graph is \((\rho, d)\)-dense if any subset of at least \( \rho \cdot v(G) \) vertices of \( G \) induces a subgraph with density at least \( d \). Indeed, if a graphon \( W \) is a limit graphon of a sequence of \((\rho, d)\)-dense graphs, then \( \alpha_\delta(W) < \rho \) for every \( \delta < d \).

### 2.2 Rooted graphs

A rooted graph is a graph with one or more vertices distinguished as roots. We will use superscripts to emphasize that a graph is rooted and indicate the number of roots. In particular, \( H^* \) will denote a rooted graph with a single root, \( H^{***} \) will denote a rooted graph with two roots, and \( H^{***\cdots} \) will denote a rooted graph with three or more roots. In all rooted graphs considered in this paper, the set of roots will always form an independent set. To simplify our notation, if \( H^* \) is a rooted graph, \( v(H) \) and \( e(H) \) denote the number of vertices and edges of \( H^* \), respectively, as these quantities are the same regardless of the presence or the absence of roots. Examples of rooted graphs considered further include the following. The rooted graph \( P_n^* \) is the graph obtained from the \( n \)-vertex path by choosing one of its end vertices as a root. The rooted graph \( K^*_{a,b} \) is the graph obtained from the complete bipartite graph \( K_{a,b} \) by choosing one of the vertices of the \( a \)-vertex part as a root. Finally, the rooted graph \( K^*_{a,\ell,b} \) is the graph obtained from \( K_{a,\ell,b} \) by choosing the end vertex of the appended \( \ell \)-edge path as a root.

If \( G^* \) and \( H^* \) are two rooted graphs, then \( G^* \oplus H^* \) is the (unrooted) graph obtained by identifying their roots. Note that \( K_{a,\ell,b} = P_{\ell+1}^* \oplus K_{a,b}^* \). Similarly, if \( G^{***} \) and \( H^{***} \) are two rooted graphs with two roots, then \( G^{***} \oplus H^{***} \) is the graph obtained by identifying the corresponding roots, and if \( G^{**\cdots} \) and \( H^{**\cdots} \) are two rooted graphs with the same number of roots, then \( G^{**\cdots} \oplus H^{**\cdots} \) is the graph obtained by identifying the corresponding roots; the correspondence will always be clear from the context.

We next extend the notion of homomorphism density to rooted graphs. Let \( H^{**\cdots} \) be a rooted graph with \( k \) roots, and let \( v_1, \ldots, v_n \) be the vertices of \( H^{**\cdots} \) listed in a way that the vertices \( v_1, \ldots, v_k \) are the roots. If \( U \) is a kernel and \( x_1, \ldots, x_k \in [0, 1] \), we define \( t_{x_1,\ldots,x_k}(H^{**\cdots}, U) \) as

\[
t_{x_1,\ldots,x_k}(H^{**\cdots}, U) = \int_{[0,1]^{n-k}} \prod_{v_i,j \in E(H^{**\cdots})} U(x_i,x_j) \, dx_{k+1} \cdots dx_n.
\]

Observe that if \( W \) is a graphon, then \( \deg_W(x) = t_x(P_2^*, W) \) for \( x \in [0, 1] \). Finally, if \( G^{**\cdots} \) and \( H^{**\cdots} \) are two rooted graphs such that each has \( k \) roots and the roots induce an independent set, it holds that

\[
t((G^{**\cdots} \oplus H^{**\cdots}), U) = \int_{[0,1]^k} t_{x_1,\ldots,x_k}(G^{**\cdots}, U) t_{x_1,\ldots,x_k}(H^{**\cdots}, U) \, dx_1 \cdots dx_k
\]

for every kernel \( U \); note that the assumption that the roots of \( G^{**\cdots} \) and \( H^{**\cdots} \) form independent sets is needed for (4) to hold.
2.3 Spectral properties of graphons and kernels

We now review spectral properties of graphons and kernels; we refer to [34, Section 7.5] for further details. Fix a kernel $U$ with $\|U\|_\infty \leq 1$. We can think of $U$ as a Hilbert-Schmidt integral operator from $L^2[0,1]$ to $L^2[0,1]$ defined as

$$(Uf)(x) = \int_0^1 U(x,y)f(y) \, dy.$$ 

Let $\lambda_1, \lambda_2, \ldots$ be the non-zero eigenvalues of $U$ listed in the non-increasing order of the absolute value (with multiplicities), and let $f_1, f_2, \ldots$ be the corresponding orthonormal eigenfunctions, i.e., $\|f_i\|_2 = 1$ for every $i$ and the functions are orthogonal to each other in $L^2[0,1]$. Note that

$$\sum_i \lambda_i f_i(x)f_i(y)$$ 

converges to $U$ in the $L^2$-norm. We remark that if $U$ is a graphon with density $p$, then $\lambda_1$ is at least $p$. Since we have assumed that $\|U\|_\infty \leq 1$, it holds that $\|Uf_i(x)\|_2 = \|f_i\|_2 = 1$ for every $x \in [0,1]$, i.e., $\|Uf_i\|_\infty \leq 1$, which implies that $\|f_i\|_\infty \leq |\lambda_i|^{-1}$.

The spectrum of $U$ can be used to express the density of cycles and paths. Expressing the density of cycles is easier: it holds for every $n \geq 2$ that

$$t(C_n,U) = \sum_i \lambda_i^n.$$ 

(7)

To express the density of paths, we need to introduce additional notation. Let $j : [0,1] \to [0,1]$ be the constant function equal to $1$, and set $\alpha_i \in [0, \pi/2]$ to be the real such that $\langle j, f_i \rangle = \cos \alpha_i$ (we may assume without loss of generality by replacing $f_i$ with $-f_i$ that the product is non-negative). Further set $\delta = 1 - \cos \alpha_1$. Informally speaking, for a graphon $W$, $\delta$ measures how close $W$ is to having all the degrees the same, in particular, $\delta = 0$ if and only if $\deg_W(x) = p$ for almost every $x \in [0,1]$ where $p$ is the density of $W$. The following holds for every $n \geq 2$ (for $n = 2$, the equality is a particular case of (7.21) in [34]):

$$t(P_n,U) = \langle j, U^{n-1}j \rangle = \sum_i \lambda_i^{n-1}\cos^2 \alpha_i.$$ 

(8)

In the rest of this subsection, we deal with graphons only and estimate some of the introduced parameters. These estimates will be used repeatedly in the proofs of Theorems 18 and 19. Fix a graphon $W$ with density $p \in [0,1]$, and let $\gamma = t(C_4,W) - p^4$. Note that $\gamma \geq 0$ since the cycle $C_4$ has the Sidorenko property; on the other hand, $\gamma \leq 4\|W - p\|_\square$ by the Counting Lemma (Lemma 5). Since the density of $C_4$ in $W$ is at least $\lambda_1^4$, it follows that

$$\lambda_1 \leq p + \frac{\gamma}{4p^4} \leq p + \frac{\|W - p\|_\square}{p^3}.$$ 

(9)

We derive from $\lambda_1 \geq p$ and (7) that

$$|\lambda_i| \leq \gamma^{1/4}$$ 

(10)

holds for every $i \geq 2$. Hence, we derive from (10) that

$$\sum_{i \geq 2} \lambda_i^m \leq \gamma^{m/4} \sum_{i \geq 2} \lambda_i^4 \leq \gamma^{m/4}.$$ 

(11)
holds for every \( m \geq 4 \). In addition, (10) yields that it holds for every \( m \geq 0 \) that

\[
\left| \sum_{i \geq 2} \lambda_i^m \cos^2 \alpha_i \right| \leq \sum_{i \geq 2} |\lambda_i|^m \cos^2 \alpha_i \leq \max_{i \geq 2} |\lambda_i|^m \cdot \sum_{i \geq 2} \cos^2 \alpha_i \leq \max_{i \geq 2} |\lambda_i|^m \leq \gamma^{m/4},
\]

which implies by (8) that

\[
\lambda_1^m (1 - \delta)^2 - \gamma^{m/4} \leq t(P_{m+1}, W) \leq \lambda_1^m (1 - \delta)^2 + \gamma^{m/4}. \tag{12}
\]

We next estimate \( \delta \) in terms of \( \gamma \) and subsequently in terms of \( \|W - p\|_\Box \). Since the path \( P_5 \) has the Sidorenko property and (8) holds, we obtain that

\[
p^4 \leq t(P_5, W) = \sum_i \lambda_i^4 \cos^2 \alpha_i \leq \lambda_1^4 (1 - \delta)^2 + \sum_{i \geq 2} \lambda_i^4 = \lambda_1^4 (1 - \delta)^2 - \lambda_1^4 + \sum_i \lambda_i^4 \leq p^4 (1 - \delta)^2 - p^4 + \sum_i \lambda_i^4 = p^4 (1 - \delta)^2 + \gamma \leq p^4 (1 - \delta) + \gamma.
\]

It follows that

\[
\delta \leq \frac{\gamma}{p^4} \leq \frac{4\|W - p\|_\Box}{p^4}. \tag{13}
\]

Since the eigenfunctions \( f_i \)'s are orthonormal, we obtain that

\[
\sum_i \cos^2 \alpha_i = \sum_i \langle i, f_i \rangle^2 \leq \|i\|^2 = 1. \tag{14}
\]

The inequality (14) implies that

\[
\sum_{i \geq 2} \cos^2 \alpha_i \leq 1 - (1 - \delta)^2 = 2\delta - \delta^2 \leq 2\delta. \tag{15}
\]

In particular, \( \cos \alpha_i \leq 2\delta^{1/2} \) for every \( i \geq 2 \). Using (8) for \( n = 2 \), (11) and (15), we obtain that

\[
p = \sum_i \lambda_i \cos^2 \alpha_i \leq \lambda_1 (1 - \delta)^2 + \gamma^{1/4} \sum_{i \geq 2} \cos^2 \alpha_i \leq \lambda_1 (1 - \delta)^2 + 2\delta \gamma^{1/4}.
\]

This implies for \( \delta \in [0, 1] \) that

\[
\lambda_1 \geq \frac{p - 2\delta \gamma^{1/4}}{(1 - \delta)^2} \geq (p - 2\delta \gamma^{1/4})(1 + \delta)^2 \geq p(1 + 2\delta) - 2\delta \gamma^{1/4}(1 + \delta)^2 \geq p(1 + 2\delta) - 8\delta \gamma^{1/4}. \tag{16}
\]

### 2.4 Estimates on densities

We now review several estimates on densities of graphs in graphons and kernels. A large number of the estimates that we present is standard and we state them explicitly just for referencing in the rest of the paper. We start with one of such estimates, which follows by the standard use of Jensen's inequality, see e.g. [31 Proposition 1.10]. The two lemmas are also implied by the weak Hölder property that all complete bipartite graphs have since they are weakly norming [25], also see [34 Section 14.1] for in-depth discussion.

**Lemma 6.** The following holds for every graphon \( W \) and all integers \( m, m', n \) such that \( m \geq m' \):

\[
t(K_{m,n}, W) \geq t(K_{m',n}, W)^{m/m'}.
\]
Two applications of Lemma 6 yield the following.

**Lemma 7.** The following holds for every graphon $W$ and all integers $m, n \geq 2$:

$$t(K_{m,n}, W) \geq t(C_4, W)^{mn/4}.$$ 

The estimates in the rest of the subsection concern kernels. We start with a well-known estimate, which follows by a straightforward application of the Cauchy-Schwarz inequality.

**Lemma 8.** The following holds for any kernel $U$:

$$0 \leq t(K_{1,2}, U) \leq t(C_4, U)^{1/2}. \quad (17)$$

The next lemma follows by using Jensen’s inequality and the following two identities:

$$t(K_{1,k}, U) = \int_{[0,1]} t_x(P_2^k, U)^k \, dx \quad \text{and} \quad t(K_{2,k}, U) = \int_{[0,1]^2} t_{x,y}(K_{2,1}^k, U)^k \, dx \, dy.$$

**Lemma 9.** The following holds for any kernel $U$ with $\|U\|_\infty \leq 1$ and every integer $k \geq 2$:

$$|t(K_{1,k}, U)| \leq t(K_{1,2}, U)^{k/2} \leq t(K_{1,2}, U) \quad \text{and} \quad |t(K_{2,k}, U)| \leq t(C_4, U)^{k/2} \leq t(C_4, U).$$

The remaining estimates that we present were proven by Lovász in [33]; we state them with corresponding references to the statements in the paper [33], which contain them or imply them. We remark that the second inequality in Lemma 12 follows using Lemma 8.

**Lemma 10** (Lovász [33] Lemma 3.3). Let $f_1, \ldots, f_n : [0,1]^k \to \mathbb{R}$ be bounded measurable functions such that for each variable there are at most two functions $f_i$ that depend on that variable. It holds that

$$\int_{[0,1]^k} \prod_{i \in [n]} f_i(x_1, \ldots, x_n) \, dx_1 \cdots dx_k \leq \prod_{i \in [n]} \|f_i\|_2.$$ 

**Lemma 11** (Lovász [33] Corollary 3.12). The following holds for any kernel $U$ with $\|U\|_\infty \leq 1$ and every integer $k \geq 2$:

$$t(C_{2k}, U) \leq t(C_4, U)^{k/2}.$$ 

**Lemma 12** (Lovász [33] Lemma 3.14). The following holds for any kernel $U$ with $\|U\|_\infty \leq 1$ and every integer $k \geq 1$:

$$t(P_{k+3}, U)^4 \leq t(P_3, U)^4 t(C_4, U)^k \leq t(C_4, U)^{k+2}.$$ 

**Lemma 13** (Lovász [33] Lemma 3.19). The following holds for any kernel $U$ with $\|U\|_\infty \leq 1$ and every bipartite graph $G$ with minimum degree two and girth at least 4 that is not a single cycle or a complete bipartite graph:

$$|t(G, U)| \leq t(C_4, U)^{5/4}.$$ 

**Lemma 14** (Lovász [33] Lemma 3.21). The following holds for any kernel $U$ with $\|U\|_\infty \leq 1$ and any tree $T$ that is not a star:

$$|t(T, U)| \leq t(P_3, U)t(C_4, U)^{1/4}.$$ 

**Lemma 15** (Lovász [33] Lemma 3.22). The following holds for any kernel $U$ with $\|U\|_\infty \leq 1$ and every bipartite graph $G$ with girth at least 4 that has exactly one vertex of degree one:

$$|t(G, U)| \leq \frac{(t(C_4, U) + t(P_3, U)) \cdot t(C_4, U)^{1/8}}{2}.$$
2.5 Entropy based estimates

We next estimate the density of a graph $K_{a|\ell,b}$. The next lemma asserts that a graph $K_{a|\ell,b}$ has the Sidorenko property in a strong sense as $t(K_{1,2},G) \geq t(K_{2,2})^2$. Our proof is based on the entropy argument, which has been pioneered in this context by Szegedy [44].

**Lemma 16.** Let $a$, $b$ and $\ell$ be any positive even integers. It holds that for any graph $G$,

$$t(K_{a|\ell,b},G) \geq t(K_{1,2},G)^{(ab+\ell)/2}.$$

**Proof.** Fix integers $a$, $b$ and $\ell$, and a graph $G$, and let $n$ be the number of vertices of $G$. We say that a triple $(x_1, x_2, y)$ of vertices of $G$ is feasible if $x_1y$ and $x_2y$ are edges of $G$. We define several probability distributions on vertices of $G$ and their tuples. The first distribution is the uniform distribution on $t(K_{1,2},G)n^3$ feasible triples $(x_1, x_2, y)$; note that the entropy of this distribution is

$$H(x_1, x_2, y) = 3 \log n + \log t(K_{1,2},G).$$

The second distribution is the distribution on $(a+1)$-tuples $(x_1, \ldots, x_a, y)$ that we first choose $y$ according to the marginal distribution of the uniform distribution on feasible triples and we then choose $x_1, \ldots, x_a$ to be neighbors of $y$ chosen uniformly and independently of each other. Observe that the marginal distribution on $y$ and any two of the vertices $x_1, \ldots, x_a$ is the uniform distribution on feasible triples and so the following holds:

$$H(x_1, \ldots, x_a, y) = \frac{a}{2}H(x_1, x_2|y) + H(y) = \frac{a}{2}H(x_1, x_2, y) - \frac{a-2}{2}H(y) \geq \frac{a}{2}H(x_1, x_2, y) - \frac{a-2}{2} \log n.$$

The third distribution is the distribution on $(a+b)$-tuples $(x_1, \ldots, x_a, y_1, \ldots, y_b)$ that we first choose $x_1, \ldots, x_a$ according to the marginal distribution derived from the second distribution and we then choose each of $y_1, \ldots, y_b$ according to the second distribution conditioned on the choice of $x_1, \ldots, x_a$. Observe that

$$H(x_1, \ldots, x_a, y_1, \ldots, y_b) = b \cdot H(y|x_1, \ldots, x_a) + H(x_1, \ldots, x_a)
= b \cdot H(x_1, \ldots, x_a, y) - (b-1)H(x_1, \ldots, x_a)
\geq b \cdot H(x_1, \ldots, x_a, y) - a(b-1) \log n
\geq \frac{ab}{2}H(x_1, x_2, y) - \frac{(a-2)b}{2} \log n - a(b-1) \log n
= \frac{ab}{2}H(x_1, x_2, y) - \frac{3ab - 2a - 2b}{2} \log n.$$

Finally, the last distribution, which is a distribution on $(a+b+\ell)$-tuples of vertices, is obtained as follows. We first choose $(x_1, \ldots, x_a, y_1, \ldots, y_b)$ according to the third distribution; note that the marginal distribution of $x_1$ is the same as its marginal distribution of the uniform distribution on feasible triples. Next choose $(x_1', y_1', x_1')$ uniformly among all feasible triples with the first coordinate equal to $x_1$, then $(x_2', y_2', x_2')$ uniformly among all feasible triples with the first coordinate equal to $x_1'$, then $(x_2', y_3', x_3')$ uniformly among all feasible triples with the first coordinate equal to $x_2'$ and so on until the triple $(x_{\ell/2-1}', y_{\ell/2}, x_{\ell/2})$ has been chosen. Observe that

$$H(x_1, y_1', x_1', \ldots, y_{\ell/2}', x_{\ell/2}') = \frac{\ell}{2}H(y, x_2|x_1) + H(x_1) = \frac{\ell}{2}H(x_1, y, x_2) - \left(\frac{\ell}{2} - 1\right)H(x_1).$$

It follows that $H(x_1, \ldots, x_a, y_1, \ldots, y_b, y_1', x_1', \ldots, y_{\ell/2}', x_{\ell/2}')$ is equal to

$$H(x_1, y_1', x_1', \ldots, y_{\ell/2}', x_{\ell/2}') + H(x_1, \ldots, x_a, y_1, \ldots, y_b) - H(x_1)$$
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Lemma 4 now yields that
\[ \geq \frac{ab + \ell}{2} H(x_1, x_2, y) - \frac{3ab - 2a - 2b}{2} \log n - \frac{\ell}{2} H(x_1) \]
\[ \geq \frac{ab + \ell}{2} H(x_1, x_2, y) - \frac{3ab - 2a - 2b + \ell}{2} \log n \]
\[ = (a + b + \ell) \log n + \frac{ab + \ell}{2} \log t(K_{1,2}, G), \]
where the last inequality is implied by \([18]\). Since \( H(x_1, \ldots, x_a, y_1, \ldots, y_b, y'_1, \ldots, y'_{\ell/2}; x'_1, \ldots, x'_{\ell/2}) \) is at most \( \log (t(K_{a[\ell,b]} G)^{n^{a+b+\ell}}) \), we conclude that \( \log t(K_{a[\ell,b]} G) \geq \frac{ab + \ell}{2} \log t(K_{1,2}, G) \), i.e., \( t(K_{a[\ell,b]} G) \geq t(K_{1,2}, G)^{(ab+\ell)/2} \) as desired. \( \square \)

Our second estimate on the density of a graph \( K_{a[\ell,b]} \) is a quantitative bound on the density of \( K_{a[\ell,b]} \) in a graphon \( W \) depending on its distance from the constant graphon with the same density.

**Lemma 17.** For all positive even integers \( a, b \) and \( \ell \) such that \( \ell \leq ab/4 \), it holds that
\[ t(K_{a[\ell,b]} W) \geq p^{ab+\ell} (1 + 10^{-9} \| W - p \|_{\square}^{16}) \] for every graphon \( W \) with density \( p \).

**Proof.** Fix integers \( a, b \) and \( \ell \), and a graphon \( W \) with density \( p \); set \( \varepsilon = \| W - p \|_{\square} \). Let \( A \) be the set of \( x \in [0,1] \) such that \( \deg_W(x) \leq p(1 - 0.001\varepsilon^5) \). We distinguish two cases depending on the measure of \( A \).

The first case is the case when \( \mu(A) < 0.001p\varepsilon^5 \), i.e., the degree of most of the vertices of \( W \) is close to \( p \). Consider the graphon \( W_1 \) defined as
\[ W_1(x, y) = \begin{cases} 0 & \text{if } x \in A \text{ or } y \in A, \text{ and} \\ W(x, y) & \text{otherwise.} \end{cases} \]
Observe that
\[ \deg_{W_1}(x) \geq p(1 - 0.001\varepsilon^5) - \mu(A) \geq p(1 - 0.002\varepsilon^5) \] for every \( x \notin A \). It follows that the density \( p_1 \) of \( W_1 \) is at least
\[ p_1 \geq (1 - \mu(A))(1 - 0.002p\varepsilon^5) \geq (1 - 0.001p\varepsilon^5)p(1 - 0.002\varepsilon^5) \geq p(1 - 0.003\varepsilon^5). \]
Note that the cut distance between \( W \) and \( W_1 \) is at most \( 2\mu(A) + \mu(A)^2 \leq 3\mu(A) \leq 0.003p\varepsilon^5 \). Hence, the triangle inequality implies that
\[ \| W_1 - p_1 \|_{\square} \geq \| W - p \|_{\square} - \| W - W_1 \|_{\square} - |p - p_1| \geq \varepsilon - 0.006p\varepsilon^5 \geq 0.994\varepsilon. \]
Lemma 4 now yields that
\[ t(C_4, W_1) \geq p_1^4 + \frac{0.994^4\varepsilon^4}{8} \geq p_1^4(1 + 0.122\varepsilon^4) \geq p^4 (1 - 0.003\varepsilon^5)^4 (1 + 0.122\varepsilon^4) \geq p^4 (1 + 0.1\varepsilon^4). \]
Hence, Lemma 7 implies (the last inequality follows from \( \ell \leq ab/4 \)) that
\[ t(K_{a,b}, W_1) \geq t(C_4, W_1)^{ab/4} \geq p^{ab} (1 + 0.1\varepsilon^4)^{ab/4} \geq p^{ab} (1 + 0.03\varepsilon^4)^{ab/4 + 2\ell}. \]
Therefore, we obtain using \([19] \) that
\[ t(K_{a[\ell,b]} W_1) \geq p^{ab+\ell} (1 + 0.03\varepsilon^4)^{ab/4 + 2\ell} (1 - 0.002\varepsilon^5)^{\ell} \geq p^{ab+\ell} (1 + 0.03\varepsilon^4)^{ab/4 + \ell}. \]
As \( t(K_{a|\ell,b}, W) \geq t(K_{a|\ell,b}, W_1) \), the estimate in the statement of the lemma follows.

We next analyze the complementary case, i.e., the case when the measure of \( A \) is at least 0.001\( p\varepsilon^5 \). We obtain the following estimate on \( t(K_{1,2}, W) \) using the Cauchy-Schwarz inequality:

\[
t(K_{1,2}, W) = \int_{[0,1]} \deg_W(x)^2 \, dx = \int_{A} \deg_W(x)^2 \, dx + \int_{[0,1] \setminus A} \deg_W(x)^2 \, dx
\]

\[
\geq \frac{1}{\mu(A)} \left( \int_{A} \deg_W(x) \, dx \right)^2 + \frac{1}{1 - \mu(A)} \left( \int_{[0,1] \setminus A} \deg_W(x) \, dx \right)^2
\]

\[
= \frac{1}{\mu(A)} \left( \int_{A} \deg_W(x) \, dx \right)^2 + \frac{1}{1 - \mu(A)} \left( p - \int_{A} \deg_W(x) \, dx \right)^2
\]

\[
= p^2 + \frac{\mu(A)}{1 - \mu(A)} \left( p - \int_{A} \deg_W(x) \, dx \right)^2
\]

\[
\geq p^2 + \frac{0.001p\varepsilon^5}{1 - 0.001p\varepsilon^5} (0.001p\varepsilon^5)^2 \geq p^2 + 10^{-9}\varepsilon^{15}p^3.
\]

Observe that \( \varepsilon = \|W - p|\|_\square \leq \|W\|_\square + \|p\|_\square = 2p \) and so \( t(K_{1,2}, W) \geq p^2(1+10^{-9}\varepsilon^{16}/2) \). Therefore, Lemma \[18\] now yields that

\[
t(K_{a|\ell,b}, W) \geq t(K_{1,2}, W)^{(2\alpha+\ell)/2} \geq p^{\alpha+\ell}(1+10^{-9}\varepsilon^{16}/2)^{\alpha+\ell}/2 \geq p^{\alpha+\ell}(1+10^{-9}\varepsilon^{16})^{\alpha+\ell}/2.
\]

The estimate given in the statement of the lemma is now established. \( \square \)

3 Locally Sidorenko component

In this section, we establish that a certain family of graphs that contain any fixed high girth graph as an induced subgraph has the Sidorenko property in a local sense. As discussed in Subsections \[1.1\] and \[1.2\] the main contribution of this section is Theorem \[18\] asserting that the value of \( \varepsilon_0 \) is independent of \( \ell \) and so, when \( H^\bullet \) is fixed, of the graph \( H^\bullet \oplus P_\ell^\bullet \). The proof is inspired by the proof of an extension of a result by Lovász \[33\] due to Fox and the last author \[19, 20\], however, it does not follow from either of these results even when the bound is not required to be uniform. We remark that the lower bound of 50 on the girth of \( G \) given in Theorem \[18\] can certainly be decreased, possibly all the way to 4, at the expense of making the proof of Theorem \[18\] significantly more technical; we decided to prove the theorem with the lower bound of 50 as proving it with an even larger lower bound on the girth would not simplify the proof substantially.

**Theorem 18.** For every graph \( G \) with girth at least 50 and every real number \( p_0 \in (0, 1) \), there exist a real \( \varepsilon_0 > 0 \) and a connected rooted graph \( H^\bullet \) containing \( G \) as an induced subgraph such that the following holds for every graphon \( W \) with density \( p \geq p_0 \) and \( \|W - p|\|_\square \leq \varepsilon_0 \):

\[
t(H^\bullet \oplus P_\ell^\bullet, W) \geq p^{e(H)+\ell-1}
\]

for every integer \( \ell \geq 9 \).

**Proof.** Fix a graph \( G \) and a real \( p_0 \in (0, 1) \). The graph \( H^\bullet \) is obtained from the graph \( G \) by attaching a 3-edge-path and a 12-edge-path to two different vertices of \( G \), attaching a cycle of length four to the end vertex of the 12-edge-path not contained in \( G \), and choosing the end vertex of the 3-edge-path not contained in \( G \) as the root. The construction of \( H^\bullet \) is illustrated in Figure \[2\].
In what follows, we will use $H$ for the non-rooted graph with the same vertices and edges as $H^\bullet$, i.e., $H^\bullet$ can be obtained from $H$ by distinguishing the vertex $v_0$ as the root.

We will show that the statement of the theorem holds for $\epsilon_0$ chosen as

$$\epsilon_0 = \min \left\{ \frac{p_0^4}{10^{12}}, \frac{p_0^6}{2^{\delta(p_0)} + 90} \right\}.$$  

In particular, $\epsilon_0$ satisfies that

$$\frac{3\epsilon_0^{1/4}}{p_0} \leq \frac{1}{100} \left( 1 - \frac{4\epsilon_0}{p_0^4} \right)^2.$$  

We remark that the estimate (20) will be used later to show that the middle inequality in (31) holds for all $m \geq 2$ and the first inequality in (33) holds for all $m = 2, \ldots, \ell$ whenever $\lambda_1 \in [p_0, 1]$, $\delta \in [0, 4\epsilon_0/p_0^4]$ and $\gamma \in [0, 4\epsilon_0]$.

Consider a graph $H^\bullet \oplus P^\bullet_\ell$ for $\ell \geq 9$ and a graphon $W$ with density $p \geq p_0$ such that $\|W - p\|_\square \leq \epsilon_0$. To simplify our notation, we will write $H_\ell$ for $H^\bullet \oplus P^\bullet_\ell$. The vertices of the path $P^\bullet_\ell$ will be denoted by $v_0, \ldots, v_{\ell-1}$ in a way that $v_0$ is the root; the two internal vertices of the 3-edge path attached to $G$ when constructing $H^\bullet$ will be denoted by $v_{-2}$ and $v_{-1}$ in a way that $v_{-1}$ is the neighbor of $v_0$. The notation is illustrated in Figure 3.

Let $U = W - p$ and observe that $t(K_2, U) = 0$ (as the density of $W$ is $p$) and $\|U\|_\infty \leq 1$. Since a path $P_m$ has the Sidorenko property for every $m \geq 1$, we obtain that

$$t(P_m, p + U) = t(P_m, W) \geq p^{m-1}$$  

for every $m \geq 1$. The density of $H_\ell$ can be expressed (see [33] and [34, Proof of Proposition 16.27]) as

$$t(H_\ell, W) = t(H_\ell, p + U) = p^{e(H) + \ell - 1} + \sum_{F_0 \subseteq E(H_\ell), F_0 \neq \emptyset} p^{e(H) + \ell - 1 - |F_0|} t(\langle F_0 \rangle, U).$$  

Hence, in order to establish the statement of the theorem, it is enough to show the following (note
that the sum from (22) is divided by \( p^{\ell(H)} \):

\[
\sum_{F_0 \subseteq E(H \ell), F_0 \neq \emptyset} p^{\ell-1-|F_0|} t((F_0), U) \geq 0. \tag{23}
\]

We split the non-empty \( 2^{e(H)+\ell-1} - 1 \) subsets \( F_0 \) of \( E(H \ell) \) into eight groups given below, which we analyze separately. We say that a component of \( \langle F_0 \rangle \) is a core component if it contains an edge of \( H^* \).

(a) The graph \( \langle F_0 \rangle \) has no core component.

(b) The graph \( \langle F_0 \rangle \) has a single core component and this component is \( C_4 \).

(c) The graph \( \langle F_0 \rangle \) has a single core component and this component is a star.

(d) The graph \( \langle F_0 \rangle \) has a core component containing the vertex \( v_8 \).

(e) The graph \( \langle F_0 \rangle \) has no core component containing \( v_8 \) and there is a core component containing a cycle of \( G \).

(f) The graph \( \langle F_0 \rangle \) has no core component containing \( v_8 \) and the only cycle in \( \langle F_0 \rangle \) is \( C_4 \) but the core component containing \( C_4 \) is not just \( C_4 \).

(g) The graph \( \langle F_0 \rangle \) has no core component containing \( v_8 \), all core components are acyclic or \( C_4 \), and at least one of the acyclic core components is not a star.

(h) The graph \( \langle F_0 \rangle \) has no core component containing \( v_8 \), all core components are stars or \( C_4 \), and there are at least two core components.

We briefly verify that each subset \( F_0 \) belongs to exactly one of the groups \( (a) \)–\( (h) \). Since any core component containing the vertex \( v_8 \) can be neither \( C_4 \) nor a star, the group \( (d) \) is disjoint from the remaining seven groups. If \( F_0 \) is not covered by the group \( (a) \) or \( (d) \) then \( \langle F_0 \rangle \) has at least one core component and no core component of \( \langle F_0 \rangle \) contains \( v_8 \). We restrict our attention to such subsets \( F_0 \) in the rest of this paragraph. If \( \langle F_0 \rangle \) has a core component containing a cycle of \( G \) (note that the length of this cycle is at least 50), then \( F_0 \) belongs to the group \( (e) \) and it cannot belong to any other group. If \( \langle F_0 \rangle \) has no core component containing a cycle of \( G \) but it has a core component that contains the cycle \( C_4 \) and this core component is not solely this cycle, then \( F_0 \) belongs to the group \( (f) \) and it cannot belong to any other group. Hence, we can further restrict our attention to only those subsets \( F_0 \) such that no core component of \( \langle F_0 \rangle \) contains \( v_8 \) and each core component of \( \langle F_0 \rangle \) is either acyclic or solely the cycle \( C_4 \). If one of core components is not a star, then \( F_0 \) belongs to the group \( (g) \) and it cannot belong to any other group. Otherwise, all core components of \( \langle F_0 \rangle \) are stars or solely the cycle \( C_4 \). If \( F_0 \) has a single core component, then it belongs to the group \( (b) \) or the group \( (e) \); otherwise, i.e., when \( F_0 \) has at least two core components, it belongs the group \( (h) \).

We conclude that each subset \( F_0 \) belongs to exactly one of the groups \( (a) \)–\( (h) \) in Claims 18.1–18.7. Claim 18.1 and Claim 18.7 will readily yield that the left hand side of (23) is at least

\[
t(P_t, p + U)(t(P_3, U) + t(C_4, U)) - t(P_t, p + U) \left( \frac{t(P_3, U)}{2} + \frac{3t(C_4, U)}{8} \right) \geq t(P_t, p + U) \left( \frac{t(P_3, U)}{2} + \frac{5t(C_4, U)}{8} \right) \geq 0,
\]
which establishes that (23) holds. In particular, when Claim 18.1 and Claim 18.7 are established, the proof of the theorem will be completed. We remark that Claims 18.2–18.6 describe auxiliary results used to prove Claim 18.7.

**Claim 18.1.** The sum of the terms in the left side of (23) that involve $F_0$ from one of the groups (a)–(c) is at least

$$t(P_t, p + U) (t(P_3, U) + t(C_4, U)).$$

**Proof of Claim 18.1.** The sum of the terms that involve a set $F_0$ from the group (a) is equal to

$$\sum_{F \subseteq E(P_t), F \neq \emptyset} p^{\ell - 1 - |F|} t((F), U) = \sum_{F \subseteq E(P_t)} p^{\ell - 1 - |F|} t((F), U) - p^{\ell - 1} = t(P_t, p + U) - p^{\ell - 1} \geq 0, \quad (24)$$

where the last inequality follows from the fact that $P_t$ has the Sidorenko property and $p + U = W$.

Along the same lines, we derive that the sum of the terms that involve a set $F_0$ from the group (b) (note that such $F_0$ contain all the edges of $C_4$ and some edges of $P_t^*$, and $F_0$ can consist of the four edges of $C_4$ only) is equal to

$$\sum_{F \subseteq E(P_t)} p^{\ell - 1 - |F|} t((F), U) t(C_4, U) = t(P_t, p + U) \frac{t(C_4, U)}{p^4} \geq t(P_t, p + U) t(C_4, U). \quad (25)$$

It remains to analyze the sum of terms that involve a set $F_0$ from the group (c). For any edge $e$ of $H^*$, the sum of the terms that involve a set $F_0$ from the group (c) such that the core component of $(F_0)$ is formed by the edge $e$ only is equal to zero as $t(K_2, U) = 0$. Hence, the sum of the terms that involve a set $F_0$ from the group (c) is equal to

- the sum of the terms that involve such $F_0$ with $\{v_0v_1, v_0v_2, v_0v_3\} \subseteq F_0$,
- the sum of the terms that involve such $F_0$ with $\{v_0v_1, v_0v_2, v_0v_3\} \subseteq F_0$,
- the sum of the terms that involve such $F_0$ that the core component of $F_0$ has at least two edges but does not contain $v_0$.

The sum of the terms that involve such $F_0$ with $\{v_0v_1, v_0v_2\} \subseteq F_0$ is equal to (note that $t(K_{1, 2}, U) \geq 0$ by Lemma 8)

$$\sum_{F \subseteq E(P_{t-1})} p^{\ell - 2 - |F|} t((F), U) t(K_{1, 2}, U) = t(P_{t-1}, p + U) \frac{t(K_{1, 2}, U)}{p} \geq 0. \quad (26)$$

Similarly, the sum of the terms that involve such $F_0$ with $\{v_0v_1, v_0v_2\} \subseteq F_0$ is equal to

$$\sum_{F \subseteq E(P_{t-2})} p^{\ell - 3 - |F|} t((F), U) t(K_{1, 2}, U) = t(P_{t-2}, p + U) t(K_{1, 2}, U) \geq 0. \quad (27)$$

Finally, sum of the terms that involve such $F_0$ from the group (c) such that the core component of $F_0$ has at least two edges but does not contain $v_0$ is equal to the following:

$$\sum_{F \subseteq E(P_t)} \sum_{v \in V(H) \setminus \{v_0v_1, v_0v_2\}} \sum_{d=2}^{\deg_H(v)} \binom{\deg_H(v)}{d} p^{\ell - 1 - |F| - d} t((F), U) t(K_{1, d}, U)$$
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Since it holds that $t(K_{1,1}, U) = t(K_2, U) = 0$, we obtain that (28) is equal to

$$t(P_t, p + U) \sum_{v \in V(H) \setminus \{v_0, v_{-1}\}} \sum_{d=1}^{\deg_H(v)} \left( \frac{\deg_H(v)}{d} \right) p^{-d} t(K_{1,d}, U).$$

(28)

Since the quantities estimated in (24), (26) and (27) are non-negative, the sum of the terms from one of the groups (a)–(c) is at least the sum of the final estimates given in (25), i.e., at least $t(P_t + U) t(K_{1,2}, U) + t(C_4, U)$. This yields the bound stated in the claim.

Recall that Pascal’s inequality asserts $(1 + x)^n \geq 1 + nx$ for all integers $n \geq 0$ and reals $x \geq -1$. As $U \geq -p$, it holds that $t_x(K^*_{2}, U) \geq -p \geq -1$ and so (29) is at least

$$t(P_t, p + U) \sum_{v \in V(H) \setminus \{v_0, v_{-1}\}} \int_{[0,1]} \left( 1 + \frac{t_x(K^*_{2}, U)}{p} \right) \frac{\deg_H v}{p} - 1 \, dx.$$

(29)

where the last inequality follows since $p \leq 1$ and the degree of at least one vertex of $H$ different from $v_0$ and $v_{-1}$ is at least two.

Since the quantities estimated in (24), (26) and (27) are non-negative, the sum of the terms that involve a set $F_0$ from one of the groups (a)–(c) is at least the sum of the final estimates given in (25) and (30), i.e., at least $t(P_t + U) t(K_{1,2}, U) + t(C_4, U)$. This yields the bound stated in the claim.

Before we proceed with proving Claims 18.2, 18.6 we recall an estimate on the density of $P_t$ in $W = p + U$ from Subsection 2.3 and provide more refined estimates that are needed in the proofs of some of the claims. Let $\lambda_1$ be the largest eigenvalue of $W$ viewed as a Hilbert-Schmidt operator on $L_2[0,1]$, let $\gamma = t(C_4, W) - p^4$ and let $\delta$ be defined as in Subsection 2.3. Recall that $\gamma \leq 4\varepsilon_0$ by (3), $p \leq \lambda_1 \leq p + \varepsilon_0/p^3$ by (9), and $\delta \leq 4\varepsilon_0/p^4$ by (13). By (12), it holds that

$$\lambda_1^m (1 - \delta)^2 - \gamma^{m/4} \leq t(P_{m+1}, p + U) \leq \lambda_1^m (1 - \delta)^2 + \gamma^{m/4}$$
for every integer \( m \geq 0 \). Next, the choice of \( \varepsilon_0 \) implies that \( \gamma^{1/4} \leq (4p_0^4/10^{12})^{1/4} \leq p_0/700 \) and \( \delta \leq 4\varepsilon_0/p^4 \leq 10^{-11} \), and so we obtain that

\[
\frac{t(P_m, p + U)}{t(P_{m+1}, p + U)} \leq \frac{\lambda_1^{m-1}(1 - \delta)^2 + \gamma^{(m-1)/4}}{\lambda_1^{m}(1 - \delta)^2 - \gamma^{m/4}}
\]

\[
\leq \frac{\lambda_1^{m-1}(1 - 10^{-11})^2 + (p_0/700)^{m-1}}{\lambda_1^{m}(1 - 10^{-11})^2 - (p_0/700)^m}
\]

\[
\leq \frac{\lambda_1^{m-1}(1 - 10^{-11})^2 + (\lambda_1/700)^{m-1}}{\lambda_1^{m}(1 - 10^{-11})^2 - (\lambda_1/700)^m}
\]

\[
\leq \frac{(1 - 10^{-11})^2 + 1/700}{(1 - 10^{-11})^2 - 1/700^2} \cdot \frac{1}{\lambda_1} \leq \frac{101}{100\lambda_1} \leq \frac{101}{100p}
\]

(31)

for every integer \( m \geq 2 \); since \( t(P_1, p + U) = 1 \) and \( t(P_2, p + U) = p \), the estimate (31) also holds for \( m = 1 \). Hence, the following holds for every \( i = 0, \ldots, 8 \):

\[
t(P_{\ell-i}, p + U) \leq \left( \frac{101}{100p} \right)^i t(P_\ell, p + U) \leq \frac{2}{p^8} t(P_\ell, p + U)
\]

(32)

Similarly to (31), the choice of \( \varepsilon_0 \) implies that the following holds for every integer \( m = 2, \ldots, \ell \):

\[
t(P_m, p + U) \leq \frac{\lambda_1^{m-1}(1 - \delta)^2 + \gamma^{(m-1)/4}}{\lambda_1^{m}(1 - \delta)^2 - \gamma^{m/4}} \leq \frac{101}{100}. \]

(33)

If \( m = 1 \), the left side of (33) is 1, and so the estimate (33) also holds for \( m = 1 \).

**Claim 18.2.** The absolute value of the sum of the terms in the left side of (29) that involve \( F_0 \) from the group (d) is at most

\[
\frac{1}{8} t(P_\ell, p + U) t(C_4, U).
\]

**Proof of Claim 18.2.** Consider a set \( F_0 \) from the group (d). Let \( F_c \) be the edges of \( F_0 \) contained in the core components of \( (F_0) \), and let \( k \) be the largest index such that \( v_k \) is contained in a core component of \( F_0 \). Note \( k \geq 8 \) by the definition of the group (d). Let \( S^* \) be the rooted graph obtained from \( (F^*_c) \) by removing the path \( v_0 \cdots v_k \) and choosing the vertex \( v_0 \) to be the root. Observe that

\[
|t((F_c), U)| = \left| \int_{[0,1]} t_x(P_{k+1}^*, U) t_x(S^*, U) \, dx \right|
\]

\[
\leq \left( \int_{[0,1]} t_x(P_{k+1}^*, U)^2 \, dx \right)^{1/2} \left( \int_{[0,1]} t_x(S^*, U)^2 \, dx \right)^{1/2}
\]

\[
\leq \left( \int_{[0,1]} t_x(P_{k+1}^*, U)^2 \, dx \right)^{1/2} \, dx = t(P_{2k+1}, U)^{1/2} \leq t(C_4, U)^{k/4},
\]

where the last inequality follows from Lemma 12. As there are at most \( 2^{e(H)} \) choices of a set \( F_c \) such that a core component of \( F_0 \) contains \( v_k \) but not \( v_{k+1} \), the absolute value of the sum of the terms that involve \( F_0 \) from the group (d) is at most

\[
2^{e(H)} \left( t(C_4, U)^{k/4} + \sum_{k=8}^{\ell-1} t(P_{\ell-k}, p + U) t(C_4, U)^{k/4} \right).
\]

(34)
Using \( (33) \), we estimate the sum in \( (34) \) as follows:

\[
t(C_4, U)^{t/4} + \sum_{k=8}^{\ell-1} t(P_{\ell-k}, p + U) t(C_4, U)^{k/4} \leq t(C_4, U)^{t/4} + \frac{101}{100} \sum_{k=8}^{\ell-1} t(P_{\ell}, p + U)^{\frac{t-k-1}{t-1}} t(C_4, U)^{k/4}
\]

\[
\leq \frac{101}{100} \sum_{k=8}^{\ell} t(P_{\ell}, p + U)^{\frac{t-k-1}{t-1}} t(C_4, U)^{k/4}.
\]

We next estimate the last sum using that \( t(P_\ell, p + U) \geq p^{\ell-1} \):

\[
\frac{101}{100} \sum_{k=8}^{\ell} t(P_{\ell}, p + U)^{\frac{t-k-1}{t-1}} t(C_4, U)^{k/4} \leq \frac{101}{100} t(P_\ell, p + U) \sum_{k=8}^{\ell} \left( \frac{t(C_4, U)^{1/4}}{t(P_\ell, p + U)^{1/4}} \right)^k
\]

\[
\leq \frac{101}{100} t(P_\ell, p + U) \sum_{k=8}^{\ell} \left( \frac{t(C_4, U)^{1/4}}{p} \right)^k
\]

\[
= \frac{101}{100} t(P_\ell, p + U) \frac{t(C_4, U)^2}{p^8} \sum_{m=0}^{\ell-8} \left( \frac{t(C_4, U)^{1/4}}{p} \right)^m
\]

\[
\leq \frac{101}{100} t(P_\ell, p + U) \frac{t(C_4, U)^2}{p^8} \sum_{m=0}^{\ell-8} \left( \frac{4\varepsilon_0^{1/4}}{p} \right)^m,
\]

which we further estimate using \( \varepsilon_0 \leq \frac{p_0^4}{10^{12}} \) to be at most

\[
\frac{101}{100} t(P_\ell, p + U) \frac{t(C_4, U)^2}{p^8} \sum_{m=0}^{\ell-8} \left( \frac{p_0}{100p} \right)^m \leq \frac{101}{100} t(P_\ell, p + U) \frac{t(C_4, U)^2}{p^8} \sum_{m=0}^{\infty} \left( \frac{1}{100} \right)^m
\]

\[
\leq 2t(P_\ell, p + U) \frac{t(C_4, U)^2}{p^8}.
\]

We now plug in this estimate to \( (34) \) and derive using \( (3) \) and the choice of \( \varepsilon_0 \) that the absolute value of the sum of the terms that involve \( F_0 \) from the group \( (d) \) is at most

\[
2^{e(H)+1} \frac{t(P_\ell, p + U) t(C_4, U)^2}{p^8} \leq 2^{e(H)+1} \frac{4\varepsilon_0 t(P_\ell, p + U) t(C_4, U)}{p^8} \leq \frac{1}{8} t(P_\ell, p + U) t(C_4, U).
\]

The proof of the claim is now completed. \( \square \)

**Claim 18.3.** The absolute value of the sum of the terms in the left side of \( (23) \) that involve \( F_0 \) from the group \( (d) \) is at most

\[
\frac{1}{8} t(P_\ell, p + U) (t(P_3, U) + t(C_4, U)).
\]

**Proof of Claim 18.3.** Consider a set \( F_0 \) such that a core component of \( \langle F_0 \rangle \) contains a cycle of \( G \). Let \( F_c \) be the edges of \( F_0 \) contained in the core components of \( \langle F_0 \rangle \), let \( C \) be the shortest cycle of \( G \) contained in \( \langle F_c \rangle \), let \( L \geq 50 \) be the length of \( C \), and let \( q \) be the number of vertices of degree at least three in \( \langle F_c \rangle \) that are contained in \( C \). If \( q \leq 7 \), a part of the cycle \( C \) is an 8-edge path whose all internal vertices have degree two in \( \langle F_c \rangle \). Let \( S^{**} \) be the rooted graph obtained from \( \langle F_c \rangle \) by
Figure 4: Illustration of the definition of \( v_i, V_i \) and \( T_i^{**} \) in the proof of Claim 18.3. Roots are the vertices depicted in the figure.

Figure 5: Examples of rooted trees \( T_i^{**} \) and the associated trees \( T_i^2 \) in the proof of Claim 18.3.

removing the edges of such an 8-edge path and choosing the end vertices of the removed path to be two roots of \( S^{**} \). We obtain using the Cauchy-Schwarz inequality and Lemma 11 that

\[
|t(\langle F_c \rangle, U)| = \left| \int_{[0,1]^2} t_{x,x'}(P_9^{**}, U)t_{x,x'}(S^{**}, U) \, dx \, dx' \right| \\
\leq \left( \int_{[0,1]} t_{x,x'}(P_9^{**}, U)^2 \, dx' \right)^{1/2} \left( \int_{[0,1]} t_{x,x'}(S^{**}, U)^2 \, dx \, dx' \right)^{1/2} \\
\leq t(C_{16}, U)^{1/2} \leq t(C_{4}, U)^2. \tag{35}
\]

We next assume that \( q \geq 8 \). Let \( v_1, \ldots, v_4 \) be any four vertices of \( C \) with degree at least three in \( \langle F_c \rangle \) such that no two of them are consecutive on the cycle \( C \); the choice of \( C \) as the shortest cycle contained in \( G \) implies that the vertices \( v_1, \ldots, v_4 \) form an independent set. Let \( V_i \) for \( i \in [4] \) be the set consisting of the vertex \( v_i \) and the vertices at distance at most two from \( v_i \) in \( \langle F_c \rangle \) that are not contained in the cycle \( C \); see Figure 4. Observe that the sets \( V_1, \ldots, V_4 \) are disjoint and there is no edge joining a vertex of \( V_i \) and \( V_j \) for \( i \neq j \); otherwise, \( \langle F_c \rangle \) would contain a cycle shorter than \( C \), which would be formed by a path from \( v_i \) through \( V_i \) and then from \( V_j \) back to \( v_j \) and the shorter of the two parts of \( C \) delimited by \( v_i \) and \( v_j \). For \( i = 1, \ldots, 4 \), let \( T_i^{**} \) be the rooted graph obtained from the subgraph of \( \langle F_c \rangle \) induced by \( V_i \) by choosing the vertex \( v_i \) and all vertices at distance exactly two from \( v_i \) to be the roots. Further, let \( S^{**} \) be the graph obtained from \( \langle F_c \rangle \) by deleting the non-root vertices of \( T_i^{**}, \ldots, T_4^{**} \) and choosing the other vertices shared with \( T_1^{**}, \ldots, T_4^{**} \) as roots. Let \( m \) be the number of roots of \( S^{**} \). Observe that it holds that (we omit the exact subscripts at the functions \( t \) for clarity)

\[
|t(\langle F_c \rangle, U)| = \left| \int_{[0,1]^m} t_{\ldots}(S^{**}, U) \prod_{i=1}^4 t_{\ldots}(T_i^{**}, U) \, dx_1 \ldots \, dx_m \right|.
\]

For \( i = 1, \ldots, 4 \), we write \( T_i^2 \) for the graph obtained by taking two copies of \( T_i^{**} \) and identifying
Hence, we obtain from (36) that
\[
|\langle F_c, U \rangle| \leq \left( \int_{[0,1]^m} t... (S^\bullet \cdots, U)^2 \, dx_1 \cdots dx_m \right)^{1/2} \prod_{i=1}^4 \left( \int_{[0,1]^m} t... (T_i^\bullet \cdots, U)^2 \, dx_1 \cdots dx_m \right)^{1/2} 
\leq \prod_{i=1}^4 \left( \int_{[0,1]^m} t... (T_i^\bullet \cdots, U)^2 \, dx_1 \cdots dx_m \right)^{1/2} = \prod_{i=1}^4 t(T_i^2, U)^{1/2}. \tag{36}
\]

Consider \( i \in [4] \). If the vertex \( v_i \) has degree one in \( T_i^\bullet \cdots \), then \( T_i^2 \) is the complete bipartite graph \( K_{2,d} \) where \( d \) is the number of roots of \( T_i^\bullet \cdots \). If \( d = 1 \), then \( t(T_i^2, U) = t(P_3, U) \). If \( d \geq 2 \), we obtain using Lemma 9 that \( t(T_i^2, U) \leq t(C_4, U) \). If the vertex \( v_i \) has a neighbor of degree one in \( T_i^\bullet \cdots \), it holds that \( t_{x_1, \ldots, x_r}(T_i^\bullet \cdots, U)^2 \leq t_{x_1}(P_i^\bullet, U)^2 \) (assuming that \( x_1 \) corresponds to the root vertex \( v_i \)) and so \( t(T_i^2, U) \leq t(P_3, U) \). Otherwise, \( T_i^2 \) satisfies the assumptions of Lemma 13 and we obtain that
\[
t(T_i^2, U) \leq t(C_4, U)^{5/4} \leq t(C_4, U).
\]

In all three cases, it holds that
\[
t(T_i^2, U) \leq \max\{t(P_3, U), t(C_4, U)\} = t(P_3, U) + t(C_4, U).
\]

Hence, we obtain from (36) that
\[
|\langle F_c, U \rangle| \leq (t(P_3, U) + t(C_4, U))^2. \tag{37}
\]

As there are at most \( 2^{e(H)+7} \) possible sets \( F_c \) such that an associated set \( F_0 \) can be contained in the group \([e]\) we conclude using (32), (35) and (37) that the absolute value of the sum of the terms that involve \( F_0 \) from the group \([e]\) is at most
\[
\frac{2}{p_0^2} t(P, p + U) 2^{e(H)+7} (t(P_3, U) + t(C_4, U))^2. \tag{38}
\]

The choice of \( \varepsilon_0 \) implies using (3) that
\[
t(C_4, U) \leq 4p_0^{32}/2^{8e(H)+90}
\]
and so
\[
t(P_3, U) \leq t(C_4, U)^{1/2} \leq 2p_0^{32}/2^{4e(H)+45}, \tag{40}
\]
which yields that (38) does not exceed \( \frac{1}{8} t(P, p + U) (t(P_3, U) + t(C_4, U)) \).

**Claim 18.4.** The absolute value of the sum of the terms in the left side of (23) that involve \( F_0 \) from the group \([f]\) is at most
\[
\frac{1}{8} t(P, p + U) (t(P_3, U) + t(C_4, U)).
\]

**Proof of Claim 18.4.** Consider a set \( F_0 \) from the group \([f]\) and let \( F_c \) be the edges of \( F_0 \) contained in the core components of \( \langle F_0 \rangle \). Let \( m \) be the number of edges of the 12-edge path from \( C_4 \) to the graph \( G \) in \( H \) that are contained in the component of \( \langle F_0 \rangle \) that contains \( C_4 \). Note that \( m \geq 1 \) by the definition of the group \([f]\). If \( m \leq 7 \), we obtain using \( \|U\|_\infty \leq 1 \) and Lemma 15 that
\[
t(\langle F_c, U \rangle) \leq \frac{1}{2} (t(C_4, U) + t(P_3, U)) t(C_4, U)^{1/8}. \tag{41}
\]
If \( m \geq 8 \), let \( S^{**} \) be the rooted graph obtained from \( \langle F_c \rangle \) by removing the edges of an 8-edge subpath of the \( m \)-edge path starting at \( C_4 \) and choosing the end vertices of the path to be two roots of \( S^{**} \). As in \((35)\), we obtain that
\[
|t(\langle F_c \rangle, U)| \leq t(C_4, U)^2. \tag{42}
\]
The estimates \((41)\) and \((42)\) imply that the following holds in either of the cases:
\[
|t(\langle F_c \rangle, U)| \leq (t(C_4, U) + t(P_3, U)) t(C_4, U)^{1/8}.
\]
As there are at most \( 2^{e(H)+7} \) possible sets \( F_c \) such that an associated \( F_0 \) can be contained in the group \([f]\) we conclude using \((32)\) and the choice of \( \varepsilon_0 \), which implies that \((39)\) holds, that the absolute value of the sum of the terms that involve \( F_0 \) from the group \([f]\) is at most
\[
\frac{2}{p_0^6} t(P_t, p + U) 2^{e(H)+7} (t(P_3, U) + t(C_4, U)) t(C_4, U)^{1/8} \leq \frac{1}{8} t(P_t, p + U)(t(P_3, U)+t(C_4, U)).
\]
This completes the proof of the claim. \( \square \)

**Claim 18.5.** The absolute value of the sum of the terms in the left side of \((23)\) that involve \( F_0 \) from the group \([g]\) is at most
\[
\frac{1}{8} t(P_t, p + U) t(P_3, U).
\]
**Proof of Claim 18.5.** Consider a set \( F_0 \) from the group \([g]\) and let \( F_c \) be the edges of \( F_0 \) contained in the core components of \( \langle F_0 \rangle \). We obtain using Lemma \((14)\) that
\[
|t(\langle F_c \rangle, U)| \leq t(P_3, U) t(C_4, U)^{1/4}.
\]
As there are at most \( 2^{e(H)+7} \) possible sets \( F_c \) such that an associated set \( F_0 \) can be contained in the group \([g]\) we conclude using \((32)\) and the choice of \( \varepsilon_0 \), which implies that \((39)\) holds, that the absolute value of the sum of the terms that involve \( F_0 \) from the group \([g]\) is at most
\[
\frac{2}{p_0^6} t(P_t, p + U) 2^{e(H)+7} t(P_3, U) t(C_4, U)^{1/4} \leq \frac{1}{8} t(P_t, p + U) t(P_3, U).
\]
The proof of the claim is now completed. \( \square \)

**Claim 18.6.** The absolute value of the sum of the terms in the left side of \((23)\) that involve \( F_0 \) from the group \([h]\) is at most
\[
\frac{1}{8} t(P_t, p + U) t(P_3, U).
\]
**Proof of Claim 18.6.** Consider a set \( F_0 \) from the group \([h]\) and let \( F_c \) be the edges of \( F_0 \) contained in the core components of \( \langle F_0 \rangle \), and let \( S_1 \) and \( S_2 \) be any two core components of \( \langle F \rangle \). If \( S_i \) is a single edge, then \( t(S_i, U) = 0 \), and if \( S_i \) is \( C_4 \), then \( t(S_i, U) = t(C_4, U) \). Finally, if \( S_i \) is a star with at least two leaves, we obtain using Lemma \((10)\) that
\[
|t(S_i, U)| \leq t(K_1, U) = t(P_3, U).
\]
Hence, we obtain that
\[
|t(\langle F_c \rangle, U)| \leq |t(S_1, U) t(S_2, U)| \leq t(P_3, U) (t(P_3, U) + t(C_4, U)).
\]
As there are at most $2^{e(H)+7}$ possible sets $F_\varepsilon$ such that an associated set $F_0$ can be contained in the group $\{h\}$, we conclude using (32) and the choice of $\varepsilon_0$, which implies that (40) holds, that the absolute value of the sum of the terms that involve $F_0$ from the group $\{h\}$ is at most
\[
\frac{2t(P_t, p + U)2^{e(H)+7}t(P_3, U)(t(P_3, U) + t(C_4, U))}{8} \leq \frac{1}{8}t(P_t, p + U)t(P_3, U),
\]
which completes the proof of the claim. \[\square\]

Summing the bounds obtained in Claims 18.2–18.6 yields the following.

**Claim 18.7.** The absolute value of the sum of the terms in the left side of (23) that involve a set $F_0$ from one of the groups $\{d\}, \{h\}$ is at most
\[
t(P_t, p + U) \left( \frac{t(P_3, U)}{2} + \frac{3t(C_4, U)}{8} \right).
\]

Since we have proven both Claim 18.1 and Claim 18.7, the proof of the theorem is now completed. \[\square\]

## 4 Local regime

In this section, we prove that the graph $H^\bullet \oplus K_{m|\ell,n}$ is locally Sidorenko (assuming $W$ has density bounded away from zero), where the bound on locality does not depend on the parameters $\ell$, $m$ and $n$, under the assumption that all three parameters are sufficiently large. Similarly to the proof of Theorem 18, the proof of Theorem 19 is split into several separate claims, which are stated and proven inside the proof of the theorem since they rely on the notation introduced at the beginning of the proof of the theorem.

**Theorem 19.** For every graph $G$ with girth at least 50 and every real number $p_0 \in (0, 1)$, there exist a real $\gamma_0 > 0$, a positive integer $n_0$ and a connected rooted graph $H^\bullet$ that contains $G$ as an induced subgraph such that the following holds for graphon $W$ with density $p \geq p_0$ such that $t(C_4, W) - p^4 \leq \gamma_0$:
\[
t(H^\bullet \oplus K_{m|\ell,n}^\bullet, W) \geq p^{e(H)+mn+\ell}
\]
for all even integers $m, n, \ell \geq n_0$ such that $m$ is divisible by 5 and $\ell \geq n + e(H)$.

**Proof.** We first apply Theorem 18 with $G$ and $p_0$ to get a connected rooted graph $H^\bullet$ that contains $G$ as an induced subgraph and a real $\varepsilon_H > 0$. We prove that the statement of the theorem holds with
\[
\gamma_0 = \min \left\{ \frac{\varepsilon_H}{8}, \frac{p_0^{160}}{2900} \right\} \quad \text{and} \quad n_0 = 64.
\]
Note that Theorem 18 implies that
\[
t(H^\bullet \oplus P_{\ell+1}^\bullet, W) \geq p^{e(H)+\ell}
\]
for every graphon $W$ with density $p \geq p_0$ such that $t(C_4, W) - p^4 \leq \gamma_0$, and for every integer $\ell \geq 8$; note that $\|W - p\|_\square \leq \varepsilon_H$ indeed holds for any such graphon by Lemma 18.

Fix even integers $m, n, \ell \geq n_0$ such that $m$ is divisible by 5 and $\ell \geq n + e(H) \geq n_0 \geq 64$. Assume that (43) fails for $H^\bullet$, $m$, $n$, $\ell$ and $\gamma_0$, and let $q$ be the supremum over all $p \in [p_0, 1]$ such that there exists a graphon $W$ with density $p$ and $t(C_4, W) - p^4 \leq \gamma_0$ such that
\[
t(H^\bullet \oplus K_{m|\ell,n}^\bullet, W) < p^{e(H)+mn+\ell}.
\]
Fix such a graphon $W$ with density $p > q/(1 + p_0^{mn}/4)$ for the rest of the proof. Observe that the choices of $q$ and $p$ implies that every graphon $W'$ with density $p' \geq p(1 + p_0^{mn}/4)$ and $t(C_4, W) - (p')^4 \leq \gamma_0$ satisfies (43).

We next analyze spectral properties of the operator associated with the graphon $W$ using results presented in Subsection 2.3. Let $\lambda_i$ be the non-zero eigenvalues of $W$ listed in the non-increasing order of the absolute value (with multiplicities), and let $f_i$ be the corresponding orthonormal eigenfunctions. Further, let $\alpha_i \in [0, \pi/2]$ be the real such that $(j, f_i) = \cos \alpha_i$, and set $\delta = 1 - \cos \alpha_1$. Finally, let $\gamma = t(C_4, W) - p^4$. Note that $\gamma \leq \gamma_0$.

We start with giving a lower bound on $\lambda_1$ in terms of $p$ and $\delta$. We obtain using (16) and $\gamma \leq p_0^{4/20}$ that
\[
\lambda_1 \geq p(1 + 2\delta) - 8\delta \gamma^{1/4} \geq p(1 + 2\delta) - \delta p_0/4 \geq p(1 + 7\delta)/4.
\] (46)

On the other hand, it holds that $\lambda_1 \leq p + \gamma/(4p^3)$ by (9). Hence, we obtain using (46) and $\gamma \leq p_0^{4/20}$ that
\[
\delta \leq \frac{4}{\gamma} \cdot \frac{\lambda_1 - p}{p} \leq \frac{\gamma}{7p^3} \leq \frac{p_0^2}{2^{20}} \leq \frac{1}{2^{20}}.
\] (47)

Let $g_H : [0, 1] \to [0, 1]$ be defined as $g_H(x) = t_x(H^*, W)$ and let $g_K : [0, 1] \to [0, 1]$ be defined as $g_K(x) = t_x(K^*_{m,n}, W)$. Note that it holds that $g_K(x) = t_x(K^*_{m,n}, W) \leq t(K_{m-1,n}, W)$ for every $x \in [0, 1]$, which implies that
\[
\|g_K\|_2 \leq \|g_K\|_\infty \leq t(K_{m-1,n}, W).
\] (48)

Set $\sigma_i = \langle g_H, f_i \rangle$ and $\kappa_i = \langle g_K, f_i \rangle$. Since $\|g_H\|_2 \leq \|g_H\|_\infty \leq 1$ and $\|g_K\|_2 \leq \|g_K\|_\infty \leq 1$, we obtain that $|\sigma_i| \leq 1$ and $|\kappa_i| \leq 1$ for every $i$. Next observe that
\[
t(H^* \oplus K^*_{m|\ell,n}, W) = \langle g_H, W^\ell g_K \rangle = \sigma_1 \kappa_1 \lambda_1^\ell + \sum_{i \geq 2} \sigma_i \kappa_i \lambda_i^\ell.
\] (49)

In the next two claims, we give lower bounds on the product $\sigma_1 \lambda_1^\ell$ and $\kappa_1$.

**Claim 19.1.** For every $\ell' \geq 8$, it holds that
\[
\sigma_1 \lambda_1^\ell' \geq p_{e(H) + \ell'} - 2\gamma^{\ell'/4}\delta^{1/2}.
\]

**Proof of Claim 19.1.** Consider a positive integer $\ell' \geq 8$. The estimate (44) implies that
\[
p_{e(H) + \ell'} \leq t(H^* \oplus P_{\ell' + 1}^*, W) = \sigma_1 \lambda_1^\ell' (1 - \delta) + \sum_{i \geq 2} \sigma_i \lambda_i^\ell' \cos \alpha_i.
\] (50)

We combine (50) with (11) and (15) to obtain that
\[
p_{e(H) + \ell'} \leq \sigma_1 \lambda_1^\ell' (1 - \delta) + \sum_{i \geq 2} \sigma_i \lambda_i^\ell' \cos \alpha_i \leq \sigma_1 \lambda_1^\ell' + \sum_{i \geq 2} |\lambda_i|^{\ell'} \cdot |\cos \alpha_i|
\]
\[
\leq \sigma_1 \lambda_1^\ell' + \left( \sum_{i \geq 2} \lambda_i^{2\ell'} \right)^{1/2} \left( \sum_{i \geq 2} \cos^2 \alpha_i \right)^{1/2}
\]
\[
\leq \sigma_1 \lambda_1^\ell' + 2\gamma^{\ell'/4}\delta^{1/2}.
\]

Hence, we can conclude that
\[
\sigma_1 \lambda_1^\ell' \geq p_{e(H) + \ell'} - 2\gamma^{\ell'/4}\delta^{1/2}
\] (51)

holds for every $\ell' \geq 8$. The estimate given in the statement of the claim now follows. \(\square\)
Claim 19.2. It holds that
\[\kappa_1 \geq t(K_{m-1,n}, W)((p^4 + \gamma)^{n/4} - 2\delta^{1/2}).\]

Proof of Claim 19.2. We first obtain using the Cauchy-Schwarz inequality that
\[t(K_{m,n}, W) = (g_K, i) = \sum_{i \geq 1} \kappa_i \cos \alpha_i \leq \kappa_1 \cos \alpha_1 + (1 - \cos^2 \alpha_1)^{1/2} \|g_K\|_2,\]
which implies using the definition of \(\delta\) and (48) that
\[t(K_{m,n}, W) \leq \kappa_1 \cos \alpha_1 + 2\delta^{1/2} t(K_{m-1,n}, W).\]
Hence, it follows using Lemma 6 that
\[\kappa_1 \geq t(K_{m,n}, W) - 2\delta^{1/2} t(K_{m-1,n}, W) \geq t(K_{m-1,n}, W)(t(K_{m-1,n}, W)^{1/(m-1)} - 2\delta^{1/2}).\]
Since Lemma 7 implies that
\[t(K_{m-1,n}, W)^{1/(m-1)} \geq t(C_4, W)^{n/4} = (p^4 + \gamma)^{n/4},\]
the statement of the claim now follows.

We next distinguish the following three cases, which will be covered in Claims 19.3, 19.5 and 19.6 respectively. In each of the cases, we show that the fixed graphon \(W\) satisfies (43), which would contradict the choice of \(W\) and so complete the proof of the theorem.

(i) It holds that \(\delta \leq \frac{\gamma^2 n^2 p^{2n}}{1600p^4}\).

(ii) It holds that \(\delta > \frac{\gamma^2 n^2 p^{2n}}{1600p^4}\) and \(\|g_K\|_2 \leq \frac{\kappa_1}{\gamma^{1/8}}\).

(iii) It holds that \(\delta > \frac{\gamma^2 n^2 p^{2n}}{1600p^4}\) and \(\|g_K\|_2 > \frac{\kappa_1}{\gamma^{1/8}}\).

Intuitively speaking, Case (i) corresponds to the situation when the degrees of almost all vertices of \(W\) are the same, which is equivalent to that \(\delta\) is small. Case (ii) corresponds to the situation when the sum in (49) is small compared to the leading term, i.e., the term \(\sigma_1 \kappa_1 \lambda_n^1\) controls the expression in (49). In Case (iii) which covers the cases not covered in Cases (i) and (ii) we show that the reason for the sum in (49) being large comparatively to the leading term is that the graphon \(W\) contains a part denser than \(q\) where we identify sufficiently many copies of \(H^* \oplus K_{n|\ell,n}\); here, we use the choice of \(q\) as the supremum among the densities of graphons violating (43) for fixed \(m, n\) and \(\ell\).

Claim 19.3. If \(\delta\) is at most \(\frac{\gamma^2 n^2 p^{2n}}{1600p^4}\), then (43) holds for \(m, n, \ell\) and the graphon \(W\).

Proof of Claim 19.3. We start with refining the bound given in Claim 19.2 using the assumption that \(\delta \leq \frac{\gamma^2 n^2 p^{2n}}{1600p^4}\), which is equivalent to \(\frac{40\delta^{1/2} p^{1/2}}{np^{1/2}} \leq \gamma\), and Pascal’s inequality:
\[\kappa_1 \geq t(K_{m-1,n}, W) \left((p^4 + \gamma)^{n/4} - 2\delta^{1/2}\right)\]
\[\geq t(K_{m-1,n}, W) \left(p^n \left(1 + \frac{n\gamma}{4p^3}\right) - 2\delta^{1/2}\right)\]
\[ \geq t(K_{m-1,n}, W) \left( p^n \left( 1 + \frac{10\delta^{1/2}}{p^n} \right) - 2\delta^{1/2} \right) \]

\[ = t(K_{m-1,n}, W) \left( p^n + 8\delta^{1/2} \right) \geq t(K_{m-1,n}, W)p^n(1 + 8\delta^{1/2}). \quad (52) \]

Hence, we conclude using Claim 19.1, the bound \( \gamma \leq p^8/2^{20} \), (52) and \( \ell \geq \epsilon(H) \) that the first term in (49) can be bounded from below as follows:

\[ \sigma_1\gamma_1^\ell \geq (p^{\epsilon(H) + \ell} - 2^{\ell/4}\delta^{1/2}) t(K_{m-1,n}, W)p^n(1 + 8\delta^{1/2}) \]

\[ \geq (p^{\epsilon(H) + \ell} - p^{2\ell}\delta^{1/2}/16) t(K_{m-1,n}, W)p^n(1 + 8\delta^{1/2}) \]

\[ = t(K_{m-1,n}, W)p^n \left( p^{\epsilon(H) + \ell} + 8p^{\epsilon(H) + \ell}\delta^{1/2} - p^{2\ell}\delta^{1/2}/16 - p^{2\ell}\delta^{1/2} \right) \]

\[ \geq t(K_{m-1,n}, W)p^n \left( p^{\epsilon(H) + \ell} + 8p^{\epsilon(H) + \ell}\delta^{1/2} - p^{2\ell}\delta^{1/2} \right) \geq t(K_{m-1,n}, W)p^{\epsilon(H) + \ell + n}. \quad (53) \]

On the other hand, the absolute value of the sum in (49) can be bounded from above using Cauchy-Schwarz inequality, (11) and (48) as follows:

\[ \left| \sum_{i \geq 2} \sigma_i\gamma_1^\ell \right| \leq \left( \sum_{i \geq 2} \kappa_i^2/\sigma_i^2 \right)^{1/2} \left( \sum_{i \geq 2} \gamma_i^\ell \right)^{1/2} \]

\[ \leq \left( \sum_{i \geq 1} \kappa_i^2/\sigma_i^2 \right)^{1/2} \left( \sum_{i \geq 1} \gamma_i^\ell \right)^{1/2} \]

\[ = \| g_K \|_2 \cdot \gamma^{\ell/4} \leq t(K_{m-1,n}, W)\gamma^{\ell/4}. \quad (54) \]

Hence, we conclude using (49), (53), (54), Lemma 7, Pascal’s inequality, \( \gamma \leq p^{16}/2^{32} \) and \( \ell \geq n + \epsilon(H) \geq 8 \) that

\[ t(H^* \oplus K_{m|\ell,n}^*, W) \geq t(K_{m-1,n}, W) \left( p^{\epsilon(H) + \ell + n} - \gamma^{\ell/4} \right) \]

\[ \geq (p^4 + \gamma)^{(m-1)n/4} \left( p^{\epsilon(H) + \ell + n} - \gamma^{1+\ell/8} \right) \]

\[ \geq p^{(m-1)n} \left( 1 + \frac{\gamma}{p^4} \right)^{(m-1)n/4} \left( p^{\epsilon(H) + \ell + n} - \gamma^{1+\ell+n+\epsilon(H)/16} \right) \]

\[ \geq p^{(m-1)n} \left( 1 + \frac{(m-1)n\gamma}{4p^4} \right) \left( p^{\epsilon(H) + \ell + n} - \gamma p^{\epsilon(H) + \ell + n} \right) \]

\[ \geq p^{\epsilon(H) + \ell + mn} \left( 1 + \frac{\gamma}{2} \right) \left( 1 - \frac{\gamma}{4} \right) \geq p^{\epsilon(H) + \ell + mn}, \]

which completes the proof of the claim. \( \square \)

Before stating and proving Claims 19.5 and 19.6, we show that if \( \delta \) is large, then \( \kappa_1 \) is also large as stated in the next claim.

Claim 19.4. If \( \delta \) is larger than \( \frac{\gamma^2n^2p^{2n}}{1600p^8} \), then \( \kappa_1 \geq p^{mn} \).
Proof of Claim 19.4. We start with a bound on the density of $K_{1,2}$:

$$t(K_{1,2}, W) = \langle j, W^2 \rangle = \sum_{i \geq 1} \lambda_i^2 \cos^2 \alpha_i \geq \lambda_1^2 \cos^2 \alpha_1 = \lambda_1^2 (1 - \delta)^2.$$ 

Since $mn/10$ is an even integer, which follows from the facts that $m$ and $n$ are even integers and $m$ is divisible by 5, Lemma 16 implies that

$$t(K_{mn/10, n}, W) \geq \lambda_1^{mn/10} (1 - \delta)^{11mn/10}.$$ 

On the other hand, we obtain using (11) that

$$t(K_{mn/10, n}, W) = \langle j, W^{mn/10} g_K \rangle = \kappa_1 (1 - \delta) \lambda_1^{mn/10} + \sum_{i \geq 2} \kappa_i \cos \alpha_i \lambda_i^{mn/10} \leq \kappa_1 \lambda_1^{mn/10} + \sum_{i \geq 2} \lambda_i^{mn/10} \leq \kappa_1 \lambda_1^{mn/10} + \gamma^{mn/40}.$$ 

We obtain by combining the just obtained lower and upper bounds on $t(K_{mn/10, n}, W)$ that

$$\kappa_1 \geq \lambda_1^{mn/10} (1 - \delta)^{11mn/10} - \gamma^{mn/40} / \lambda_1^{mn/10}.$$  

(55)

We next plug the estimate (46) to (55) and we derive using $\gamma \leq p^{160}$, Pascal’s inequality, and $n_0 \geq 20$ that

$$\kappa_1 \geq p^{mn} (1 + 7\delta/4)^{mn/10} (1 - \delta)^{11mn/10} - \gamma^{mn/40} / p^{mn/10}$$

$$\geq p^{mn} ((1 + 7\delta/4)^{10} (1 - \delta)^{11})^{mn/10} - \gamma^{mn/160} p^{2mn}$$

$$\geq p^{mn} ((1 + 70\delta/4)(1 - 11\delta))^{mn/10} - \gamma^2 p^{2n+mn}$$

$$\geq p^{mn} (1 + 70\delta/4 - 11\delta - 770\delta^2/4)^{mn/10} - \gamma^2 p^{2n+mn}$$

which yields using $\delta \leq 2^{-20}$ given by (47) that

$$\kappa_1 \geq p^{mn} (1 + 4\delta)^{mn/10} - \gamma^2 p^{2n+mn} \geq p^{mn} \left(1 + \frac{2\delta mn}{5} - \gamma^2 p^{2n}\right).$$

We now use the assumption from the statement of the claim that $\delta > \gamma^2 n^2 p^{2n}/1600$, and the fact that $n_0 \geq 20$ to derive that

$$\kappa_1 \geq p^{mn} \left(1 + \frac{\gamma^2 mn^3 p^{2n}}{4000} - \gamma^2 p^{2n}\right) \geq p^{mn},$$  

(56)

which completes the proof of the claim. 

We are now ready to analyze Cases (ii) and (iii) which are covered in the next two claims.

Claim 19.5. If $\delta$ is larger than $\frac{\gamma^2 n^2 p^{2n}}{1600p^{150}}$ and $\|g_K\|_2$ is at most $\frac{\kappa_1}{\gamma^{1/8}}$, then \[13\] holds for $m$, $n$, $\ell$ and the graphon $W$. 
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Proof of Claim 19.4. We first plug the assumption \( \|g_K\|_2 \leq \frac{\sigma_1}{\gamma^{1/8}} \) to (49) and obtain using (11) and Cauchy-Schwarz inequality that

\[
t(H^* \oplus K_{m|\ell,n}^*, W) = \sigma_1 \kappa_1 \lambda_1^\ell + \sum_{i \geq 2} \sigma_i \kappa_i \lambda_i^\ell \\
\geq \sigma_1 \kappa_1 \lambda_1^\ell - \sum_{i \geq 2} |\kappa_i| \cdot |\lambda_i|^\ell \\
\geq \sigma_1 \kappa_1 \lambda_1^\ell - \|g_K\|_2 \gamma^{\ell/4} \geq \kappa_1 \left( \sigma_1 \lambda_1^\ell - \gamma^{\ell/8} \right). \tag{57}
\]

We next estimate \( \sigma_1 \lambda_1^\ell \) using Claim 19.1 with \( \ell' = \ell - 1 \), (46) and \( \ell \geq 10 \), as follows:

\[
\sigma_1 \lambda_1^\ell = \sigma_1 \lambda_1^{\ell-1} \lambda_1 \geq \left( p^{e(H)+\ell-1} - 2\gamma^{(\ell-1)/4} \delta/2 \right) p(1 + 7\delta/4) \\
\geq p^{e(H)+\ell} \left( 1 - \frac{2\gamma^{(\ell-1)/4} \delta/2}{p^{e(H)+\ell-1}} \right) (1 + 7\delta/4) \\
\geq p^{e(H)+\ell} \left( 1 - 2\gamma^{\ell/8} \delta/2 \right) (1 + 7\delta/4). \tag{58}
\]

We obtain using Claim 19.4 (57), (58), \( \gamma \leq p^{64} \) and \( \ell \geq n + e(H) \) that

\[
t(H^* \oplus K_{m|\ell,n}^*, W) \geq p^{mn} \left( \sigma_1 \lambda_1^{\ell-1} - \gamma^{\ell/8} \right) \\
\geq p^{mn} \left( p^{e(H)+\ell} \left( 1 - 2\gamma^{\ell/8} \delta/2 \right) (1 + 7\delta/4) - \gamma^{\ell/8} \right) \\
\geq p^{e(H)+\ell+mn} \left( 1 - \gamma^{\ell/16} \delta^{1/2}/2^{10} \right) (1 + 7\delta/4) - \gamma^{\ell/16}. \tag{59}
\]

We next estimate \( \gamma^{\ell/16} \) using the assumption that \( \frac{\gamma^2 n^2 p^{2n}}{1600p^2} < \delta \), \( n \geq 64 \) and \( \ell \geq n \) (and \( \ell \geq 64 \)) as follows:

\[
\gamma^{\ell/16} \leq \gamma^2 \gamma^{\ell/32} \leq \frac{1600\delta}{n^2 p^{2n}} \gamma^{160\ell/32} \leq \frac{\delta}{p^{2n}} \gamma^{160n/32} \leq \delta.
\]

Hence, we obtain from (59) that

\[
t(H^* \oplus K_{m|\ell,n}^*, W) \geq p^{e(H)+\ell+mn} \left( 1 - \delta^{3/2}/2^{10} \right) (1 + 7\delta/4) - \delta \\
\geq p^{e(H)+\ell+mn} \left( 1 + 7\delta/4 - \delta^{3/2}/2^{10} - 7\delta^{5/2}/2^{12} - \delta \right) \geq p^{e(H)+\ell+mn},
\]

which yields the statement of the claim.

\[\square\]

Claim 19.6. If \( \delta \) is larger than \( \frac{\gamma^2 n^2 p^{2n}}{1600p^2} \) and \( \|g_K\|_2 \) is larger than \( \frac{\sigma_1}{\gamma^{1/8}} \), then (43) holds for \( m, n, \ell \) and the graphon \( W \).

Proof of Claim 19.6. Our aim is to show that \( W \) contains a significantly denser part and use this part to obtain a contradiction with the choice of \( q \) at the beginning of the proof. Observe that we can assume the eigenfunction \( f_1 \) is non-negative since the graphon \( W \) is non-negative (if needed, change \( f_1 \) on a set of measure zero). We define subsets \( S \) and \( S' \) of \([0,1]\) (also see Figure 6) as follows:

\[
S = \{ x \in [0,1] \text{ such that } f_1(x) \leq \gamma^{\ell/100} \}, \quad \text{and} \\
S' = \{ x \in [0,1] \text{ such that } f_1(x) \leq 1 - \delta^{1/4} \}.
\]
Note that \( \gamma^{\ell/100} \leq \gamma_0^{n_0/100} \leq 2^{-128} \) by the choice of \( n_0 \) and \( \gamma_0 \) and \( \delta^{1/4} \leq 1/32 \) by (47), and so it holds that \( S \subseteq S' \).

We start with bounding the measures of the sets \( S \) and \( S' \) from above. Since \( \|f_1\|_1 = \langle f_1, i \rangle = 1 - \delta \) and \( 0 \leq f_1(x) \leq 1 \) for all \( x \in [0, 1] \), we obtain that \( \mu(S)\gamma^{\ell/100} + 1 - \mu(S) \geq 1 - \delta \), which implies using (47) that

\[
\mu(S) \leq \frac{\delta}{1 - \gamma^{\ell/100}} \leq \frac{p_0}{2^{20}(1 - \gamma^{\ell/100})} \leq \frac{p}{2^{16}}. \tag{60}
\]

Similarly, it holds that \( \mu(S')(1 - \delta^{1/4}) + 1 - \mu(S') \geq 1 - \delta \), which implies that

\[
\mu(S') \leq \delta^{3/4}. \tag{61}
\]

Our next step is proving the following lower bound on the measure of the set \( S \):

\[
\mu(S) \geq \left( 1 - \gamma^{\ell/20} \right) p_{mn} \geq \frac{p_{mn}}{2}. \tag{62}
\]

Suppose that (62) does not hold, i.e., \( \mu(S) < \left( 1 - \gamma^{\ell/20} \right) p_{mn} \). We first bound \( \kappa_1 \) as follows (we use the Sidorenko property of \( K_{m,n} \), i.e., \( t(K_{m,n}, W) \geq p_{mn} \), in the penultimate inequality):

\[
\kappa_1 = \int_{[0,1]} f_1(x) g_K(x) \, dx \\
\geq \int_{[0,1]} \gamma^{\ell/100} g_K(x) \, dx + \int_{S} \left( f_1(x) - \gamma^{\ell/100} \right) g_K(x) \, dx \\
\geq \gamma^{\ell/100} \int_{[0,1]} g_K(x) \, dx - \gamma^{\ell/100} \mu(S) \\
> \gamma^{\ell/100} \left( t(K_{m,n}, W) - \left( 1 - \gamma^{\ell/20} \right) p_{mn} \right) \\
\geq \gamma^{\ell/100} t(K_{m,n}, W) \left( 1 - 1 + \gamma^{\ell/20} \right) \geq \gamma^{\ell/16} t(K_{m,n}, W). \tag{63}
\]

On the other hand, we obtain using the assumption \( \|g_K\|_2 > \frac{\kappa_1}{\gamma^{\ell/8}} \) that

\[
\kappa_1 < \gamma^{\ell/8} \|g_K\|_2 = \gamma^{\ell/8} \left( \int_{[0,1]} g_K(x)^2 \, dx \right)^{1/2} \\
\leq \gamma^{\ell/8} \|g_K\|_1^{1/2} \|g_K\|_\infty^{1/2} \\
\leq \gamma^{\ell/8} t(K_{m,n}, W)^{1/2} t(K_{m-1,n}, W)^{1/2},
\]

which implies using Lemma 6 the Sidorenko property of \( K_{m,n} \), \( \gamma \leq p^{16} \) and \( \ell \geq n + e \) (II) that

\[
\kappa_1 < \gamma^{\ell/8} t(K_{m,n}, W) t(K_{m,n}, W)^{(m-1)/2m} \\
\leq \gamma^{\ell/16} p^n t(K_{m,n}, W)^{(2m-1)/2m} \leq \gamma^{\ell/16} t(K_{m,n}, W). \tag{64}
\]

However, the estimates (63) and (64) contradict each other. Hence, we conclude that (62) holds.

We next analyze the graphon \( W[T] \) where \( T = [0, 1] \setminus S \) and start with estimating the density of \( W[T] \); we refer to Figure 6 for the illustration of the relation of the sets \( S, S' \) and \( T \). As the first step to estimate the density of \( W[T] \), we bound the density of \( W \) between the sets \( S \) and \( [0, 1] \setminus S' \) (we refer to Figure 6 and recall that \( \lambda_1 \in [p_0, 1] \)):

\[
\mu(S) \gamma^{\ell/100} \geq \int_{S} f_1(x) \, dx = \int_{S} \frac{1}{\lambda_1} \left( \int_{[0,1]} W(x,y) f_1(y) \, dy \right) \, dx \geq \int_{S \times [0,1]} W(x,y) f_1(y) \, dx \, dy
\]
\[
\int_{S \times ([0,1] \setminus S')} W(x, y) f_1(y) \, dx \, dy \geq (1 - \delta^{1/4}) \int_{S \times ([0,1] \setminus S')} W(x, y) \, dx \, dy,
\]
which yields that
\[
\int_{S \times ([0,1] \setminus S')} W(x, y) \, dx \, dy \leq \frac{\gamma^{\ell/100} \mu(S)}{1 - \delta^{1/4}} \leq 2 \gamma^{\ell/100} \mu(S). \tag{65}
\]
Hence, we can estimate the density of \( W \) on \( T^2 \) using (65) as follows (we again refer to Figure 6):
\[
\int_{T^2} W(x, y) \, dx \, dy = \int_{[0,1]^2} W(x, y) \, dx \, dy - \int_{S^2} W(x, y) \, dx \, dy - 2 \int_{S \times ([0,1] \setminus S)} W(x, y) \, dx \, dy
\geq p - \mu(S)^2 - 2 \mu(S) \cdot \mu(S' \setminus S) - \int_{S \times ([0,1] \setminus S')} W(x, y) \, dx \, dy
\geq p - \mu(S)^2 - 2 \mu(S) \cdot \mu(S' \setminus S) - 4 \gamma^{\ell/100} \lambda_1 \mu(S)
\geq p - \mu(S)^2 - 2 \mu(S) \cdot \mu(S') - 4 \gamma^{\ell/100} \lambda_1 \mu(S),
\]
which combines with estimates (60), (61), \( \delta \leq p^2 / 2^{20} \) by (47), and \( \gamma^{\ell/100} \leq \gamma_0^{n_0/100} \leq p^{100} / 2^{128} \) by the choice of \( n_0 \) and \( \gamma_0 \) to
\[
\int_{T^2} W(x, y) \, dx \, dy \geq p - \frac{\mu(S)}{2^{16}} - 2 \mu(S) \delta^{3/4} - 4 \gamma^{\ell/100} \mu(S)
\geq p - \frac{\mu(S)}{2^{16}} - \frac{\mu(S)}{2^{14}} - \frac{\mu(S)}{2^{126}} \geq p \left( 1 - \frac{\mu(S)}{2^{10}} \right).
\]
Hence, the density \( p_T \) of the graphon \( W[T] \) is at least
\[
p_T \geq \frac{\int_{T^2} W(x, y) \, dx \, dy}{(1 - \mu(S))^2} \geq p \left( 1 - \frac{\mu(S)}{2^{10}} \right) \left( 1 + 2 \mu(S) \right) \geq p \left( 1 + \frac{511 \mu(S)}{256} \right), \tag{66}
\]
which combines with (62) to
\[
p_T \geq p \left( 1 + \frac{511 \mu(S)}{512} \right) > p \left( 1 + p^{mn} / 4 \right). \tag{67}
\]
Note that if \( q \) were equal to 1, then (67) would imply that \( p_T > 1 \) (recall that \( q \leq p(1 + p_0^{mn} / 4) \)), which is impossible, and so it holds that \( q < 1 \). Finally, we estimate \( \gamma_T = t(C_4, W[T]) - p_T^4 \) as follows:
\[
\gamma_T = t(C_4, W[T]) - p_T^4 \leq \frac{t(C_4, W)}{(1 - \mu(S))^4} - p_T^4 \left( 1 + \frac{511 \mu(S)}{256} \right)^4.
\]
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5 Non-local regime

Since the density \( p_T \) of \( W[T] \) is larger than \( q \) by (67) (again recall that \( q \leq p(1 + p_0^{mn}/4) \)) and \( γ_T \leq γ_0 \) by (68), the choice of \( q \) implies that

\[
t(H^* \oplus K_{m|δ,n}, W[T]) \geq p_T^{e(H)+ℓ+mn}.
\]

Hence, we obtain using (4), (60) and (66) that

\[
t(H^* \oplus K_{m|δ,n}, W) \geq (1 - \mu(S))^e(H)+ℓ+m+n−2 \cdot p_T^{e(H)+ℓ+mn} \]

\[
\geq p^{e(H)+ℓ+mn}(1 - \mu(S))^{e(H)+ℓ+m+n−2} \left( 1 + \frac{511μ(S)}{256} \right)^{e(H)+ℓ+mn} \]

\[
\geq p^{e(H)+ℓ+mn} \left( 1 - μ(S) + \frac{511μ(S)^2}{256} - \frac{511μ(S)}{256} \right)^{e(H)+ℓ+m+n−2} \]

\[
\geq p^{e(H)+ℓ+mn} \left( 1 - μ(S) + \frac{511μ(S)}{256} - \frac{511μ(S)^2}{256} \right) \]  

which implies that \( W \) satisfies (45) under the assumptions made in the statement of the claim. \( \square \)

Claims 19.3, 19.5 and 19.6 imply that \( W \) satisfies (45), which contradicts the choice of \( W \) as violating (45), and so completes the proof of the theorem. \( \square \)

Theorem 19 together with the Counting Lemma (Lemma 5) applied for \( C_4 \) yields the following.

**Corollary 20.** For every graph \( G \) with girth at least 50 and every real number \( p_0 \in (0,1) \), there exist a real \( ε_0 > 0 \), a positive integer \( n_0 \) and a connected rooted graph \( H^* \) that contains \( G \) as an induced subgraph such that the following holds for every graphon \( W \) with density \( p \geq p_0 \) such that \( \| W - p \|_\Box \leq ε_0 \):

\[
t(H^* \oplus K_{m|δ,n}, W) \geq p^{e(H)+mn+ℓ}
\]

for all even integers \( m, n, ℓ \geq n_0 \) such that \( m \) is divisible by 5 and \( ℓ \geq n + e(H) \).
Lemma 21. For every graph $H$ and real $\delta \in (0, 1)$ there exist reals $\omega_0 > 0$ and $\alpha_0 > 0$ such that every graphon $W$ satisfies at least one of the following:

- $t(H, W) \geq \omega_0$, or
- $\alpha_\delta(W) \geq \alpha_0$.

The next theorem is the main result of this section. The theorem asserts that if a graphon $W$ is far from the quasirandom graphon and does not contain a sparse part, then the density of $H^\bullet \oplus K_{m|\ell,n}^\bullet$ in $W$ is at least the density of $H^\bullet \oplus K_{m|\ell,n}^\bullet$ in the quasirandom graphon with the same density.

Theorem 22. For all positive reals $p_0 \in (0, 1)$, $\delta \in (0, 1)$ and $\varepsilon_0 \in (0, 1)$, and rooted graph $H^\bullet$, there exist a positive real $\alpha_0$ and a positive integer $n_0$ such that every graphon $W$ with density $p \geq p_0$ and with $\|W - p\|_\Box \geq \varepsilon_0$ satisfies at least one of the following:

- $\alpha_\delta(W) \geq \alpha_0$, or
- it holds for all integers $m, n \geq n_0$ and $\ell \leq mn/4$ that
  \[ t\left(H^\bullet \oplus K_{m|\ell,n}, W\right) \geq p^{e(H) + mn + \ell}. \]

Proof. Fix the reals $p_0, \delta$ and $\varepsilon_0$ and the rooted graph $H^\bullet$. Let $\omega_0$ and $\alpha'_0$ be the reals obtained by applying Lemma 21 with $\delta$ and $H$, and let $d_0 = \omega_0(p_0\varepsilon_0/10)^{16e(H)}$. Choose $n_0 \geq 2$ such that

\[ d_0 \left(1 + 10^{-11} \varepsilon_0^{16}\right)^{n_0^2/4} \geq 1. \]

We show that the statement of the theorem holds for this choice of $n_0$ and for $\alpha_0 = \alpha'_0 p_0(\varepsilon_0/10)^{16}$. Fix a graphon $W$ and let $A$ be the set of $x \in [0, 1]$ such that $t_x(H^\bullet, W) \leq d_0$. First suppose that $\mu(A) > p_0(\varepsilon_0/10)^{16}$ and note that $t(H, W[A]) \leq d_0/\mu(A)^{\varepsilon(H)} < \omega_0$. Hence, the graphon $W[A]$ does not satisfy the first conclusion of Lemma 21 and so it satisfies the second conclusion, i.e., $\alpha_\delta(W[A]) \geq \alpha'_0$. It follows that $\alpha_\delta(W) \geq \alpha'_0 \mu(A) \geq \alpha_0$. Therefore, we can assume in the rest of the proof of the theorem that $\mu(A) \leq p_0(\varepsilon_0/10)^{16}$.

Let $W'$ be the graphon obtained from the graphon $W$ by setting

\[ W'(x, y) = \begin{cases} 0 & \text{if } x \in A \text{ or } y \in A, \\ W(x, y) & \text{otherwise.} \end{cases} \]

Note that the density $p'$ of $W'$ is at least $p - 3\mu(A) \geq p(1 - 3(\varepsilon_0/10)^{16})$ and

\[ \|W - p'\|_\Box \geq \|W - p\|_\Box - |p - p'| \geq \|W - p\|_\Box - 3(\varepsilon_0/10)^{16}. \]

As $\|W - p\|_\Box \geq \varepsilon_0$, we obtain using Lemma 17 (note that we need that $\ell \leq mn/4$ to apply the lemma) that

\[
\begin{align*}
t(K_{m|\ell,n}, W') &\geq p^{mn + \ell} \left(1 - 3(\varepsilon_0/10)^{16}\right)^{mn + \ell} \left(1 + 10^{-9} \left(1 - 3(\varepsilon_0/10)^{16}\right)^{16}\varepsilon_0^{16}\right)^{mn/4 + \ell/4} \\
&\geq p^{mn + \ell} \left(1 - 12(\varepsilon_0/10)^{16}\right)^{mn/4 + \ell/4} \left(1 + 10^{-10}\varepsilon_0^{16}\right)^{mn/4 + \ell/4} \\
&\geq p^{mn + \ell} \left(1 - 10^{-14}\varepsilon_0^{16}\right) \left(1 + 10^{-10}\varepsilon_0^{16}\right)^{mn/4 + \ell/4} \\
&\geq p^{mn + \ell} \left(1 + 10^{-11}\varepsilon_0^{16}\right)^{mn/4 + \ell/4}. \tag{69}
\end{align*}
\]
We next estimate the density of \( H^\bullet \oplus K_{m|\ell,n}^\bullet \) in the graphon \( W \) as follows:

\[
t(H^\bullet \oplus K_{m|\ell,n}^\bullet, W) = \int_{[0,1]} t_x(H^\bullet, W)t_x(K_{m|\ell,n}^\bullet, W) \, dx
\]

\[
\geq d_0 \int_{[0,1]} t_x(K_{m|\ell,n}^\bullet, W) \, dx \geq d_0 \int_{[0,1]} t_x(K_{m|\ell,n}^\bullet, W') \, dx = d_0 t(K_{m|\ell,n}^\bullet, W').
\]

Hence, we obtain using \((69)\) and the choice of \( n_0 \) that

\[
t(H^\bullet \oplus K_{m|\ell,n}^\bullet, W) \geq d_0 p^{mn+\ell} (1 + 10^{-11} \varepsilon_0^{16})^{mn/4} \geq p^{mn+\ell} \geq p^{e(H)+mn+\ell}.
\]

The statement of the theorem now follows.

\( \square \)

6 Main result

We are now ready to prove our main results—Theorem 1 and more general Theorem 2. Since there are graphs with arbitrarily large chromatic number and girth at least 50 by a classical result of Erdős [17], also see [1], the former is an immediate corollary of the next theorem, which is a special case of Theorem [24] proven later in this section. However, we include a short proof of the next theorem to highlight the main steps of the argument in the case of 2 colors.

**Theorem 23.** For every graph \( G \) with girth at least 50, there exist a positive integer \( N_0 \) and a connected rooted graph \( H^\bullet \) that contains \( G \) as an induced subgraph such that the following holds for any graphon \( W \):

\[
t\left( H^\bullet \oplus K_{m|n+e(H),n}^\bullet, W \right) + t\left( H^\bullet \oplus K_{m|n+e(H),n}^\bullet, 1 - W \right) \geq 2^{1 - \varepsilon}\left( H^\bullet \oplus K_{m|n+e(H),n}^\bullet \right) = 2^{1 - 2\varepsilon(H) - (m+1)n}
\]

for all even integers \( m, n \geq N_0 \) such that \( m \) is divisible by 5.

**Proof.** Fix a graph \( G \) and an integer \( k \) as in the statement. We apply Corollary [20] with \( p_0 = 1/4 \) to obtain a positive real \( \varepsilon_0 \), a positive integer \( n_0 \) and a connected rooted graph \( H^\bullet \) containing \( G \) as an induced subgraph such that every graphon \( W \) with density \( p \geq 1/4 \) and with \( \|W - p\|_\square \leq \varepsilon_0 \) satisfies that

\[
t\left( H^\bullet \oplus K_{m|n+e(H),n}^\bullet, W \right) \geq p^{2\varepsilon(H) + (m+1)n}
\]

for all even integers \( m, n \geq n_0 \) such that \( m \) is divisible by 5. We next apply Theorem [22] with \( p_0 = 1/4, \delta = \min\{\varepsilon_0/2, 1/16\}, \varepsilon_0 \) and \( H^\bullet \) to obtain a positive real \( \alpha_0 \) and an integer \( n_0 \) with the properties given in Theorem [22]. We now set \( N_0 \) in a way that \( N_0 \) is at least \( \max\{8, n_0, e(H)\} \) and the following holds for all \( m, n \geq N_0 \):

\[
\alpha_0^{v(H) + e(H) + m + 2n - 1} \geq 1.5^{1 - 2\varepsilon(H) - (m+1)n}.
\]

We now show that the statement of theorem holds for any graphon \( W \) and all even integers \( m, n \geq N_0 \) such that \( m \) is divisible by 5. To do so, fix a graphon \( W \). By symmetry, we can assume that the density \( p \) of \( W \) is at least 1/2 (otherwise, we consider the graphon \( 1 - W \) instead of \( W \)).

Suppose that \( \alpha_0(1 - W) \geq \alpha_0, \) and let \( h : [0, 1] \rightarrow [0, 1] \) be such that \( |h| \geq \alpha_0 \) and the density of \( (1 - W)[h] = 1 - W[h] \) is at most \( \delta \). Let \( q \) be the density of \( W[h] \); note that \( q \geq 1 - \delta \). The triangle inequality implies that \( \|W[h] - q\|_\square \leq \|1 - W[h]\|_\square + (1 - q) \leq 2\delta \leq \varepsilon_0 \). Hence, Corollary [20] \((1)\) and \((70)\) yield that

\[
t\left( H^\bullet \oplus K_{m|n+e(H),n}^\bullet, W \right) \geq \alpha_0^{v(H) + e(H) + m + 2n - 1} t\left( H^\bullet \oplus K_{m|n+e(H),n}^\bullet, W[h] \right)
\]
\[ \begin{align*}
\alpha W \quad & \text{such that every graphon} \\
\end{align*} \]

We conclude that if \( \alpha W \geq \alpha W \), then the statement of the theorem holds. In the rest of the proof, we assume that both \( \alpha W \) and \( \alpha W \) are at most \( \alpha W \).

We now derive from Corollary \[ \text{20} \] if \( \| W - p \| \leq \varepsilon \) or from Theorem \[ \text{22} \] if \( \| W - p \| > \varepsilon \) that

\[ t \left( H^* \oplus K_{m[n+e(H),n]}, W \right) \geq p^{2\varepsilon(H)+(m+1)n}. \quad (71) \]

In particular, if \( p \geq 3/4 \), it follows that

\[ t \left( H^* \oplus K_{m[n+e(H),n]}, W \right) \geq 1.5^{2\varepsilon(H)+(m+1)n} \cdot 2^{2\varepsilon(H)-(m+1)n} \geq 2^{1-2\varepsilon(H)-(m+1)n}, \]

and so the statement of the theorem holds. On the other hand, if \( p < 3/4 \), then the density of \( 1 - W \) is at least \( p_0 = 1/4 \), and we can derive from Corollary \[ \text{20} \] or from Theorem \[ \text{22} \] depending whether the cut distance between \( 1 - W \) and \( 1 - p \) is at most \( \varepsilon \) or larger, that

\[ t \left( H^* \oplus K_{m[n+e(H),n]}, 1 - W \right) \geq (1 - p)^{2\varepsilon(H)+(m+1)n}. \quad (72) \]

We combine \[ (71) \] and \[ (72) \] to obtain that

\[ t \left( H^* \oplus K_{m[n+e(H),n]}, W \right) + t \left( H^* \oplus K_{m[n+e(H),n]}, 1 - W \right) \geq p^{2\varepsilon(H)+(m+1)n} + (1 - p)^{2\varepsilon(H)+(m+1)n}, \]

which is at least \( 2^{1-2\varepsilon(H)-(m+1)n} \) by convexity of the function \( x^{2\varepsilon(H)+(m+1)n} \). This completes the proof of the theorem.

We are now ready to prove the more general result, which implies Theorem \[ 2 \]. To display the dependence on the length of the path between \( H^* \) and \( K_{m,n}^* \), we decided to use \( \ell \) throughout the proof to denote the length of this path.

**Theorem 24.** For every graph \( G \) with girth at least 50 and every integer \( k \geq 2 \), there exist a positive integer \( N_k \) and a connected rooted graph \( H^* \) that contains \( G \) as an induced subgraph such that the following holds for any \( k \) graphons \( W_1, \ldots, W_k \) such that \( W_1 + \cdots + W_k = 1 \):

\[ \sum_{i=1}^{k} t \left( H^* \oplus K_{m[\ell,n], W_i} \right) \geq k^{1-e(H)-mn-\ell} \]

for all even integers \( m, n \geq N_k \) and \( \ell = n + e(H) \) such that \( m \) is divisible by 5.

**Proof.** Fix the graph \( G \) and the integer \( k \). Apply Corollary \[ \text{20} \] with \( p_0 = 1/2k \) to obtain a positive real \( \varepsilon \), a positive integer \( n_0 \) and a connected rooted graph \( H^* \) containing \( G \) as an induced subgraph such that every graphon \( W \) with density \( p \geq 1/2k \) and with \( \| W - p \| \leq \varepsilon \) satisfies that

\[ t \left( H^* \oplus K_{m[\ell,n], W} \right) \geq p^{e(H)+mn+\ell} \quad (73) \]

for all even integers \( m, n, \ell \geq n_0 \) such that \( m \) is divisible by 5 and \( \ell \geq n + e(H) \). Without loss of generality, we may assume that \( \varepsilon \leq 1/(4k) \).
We next repeatedly apply Theorem 22. Set \( \delta_1 = \varepsilon_0/2 \leq 1/8 \). For \( k' = 2, \ldots, k \), apply Theorem 22 with \( p_0 = 1/2k \), \( \delta = \delta_{k'-1}/2 \), \( \varepsilon_0 \) and \( H^* \) to obtain a positive real \( \alpha_{k'} \) and an integer \( n_{k'} \), and set \( \delta_{k'} = \min\{\delta_{k' - 1}2^{k'/2}, 1/4k'\} \). Finally, set \( N_k \) in a way that \( N_k \) is at least \( n_0 \) and the following holds for all \( m, n \geq N_k \):

\[
\frac{1}{k(n + e(H))} \leq \frac{m}{\min(1, (1 + 1/k^2))2^{(e(H)+\alpha_0)m+1} \geq k,}
\]

\[
(1 + 1/k^2)^2 \leq \frac{1}{k^2} \geq \left( \frac{1}{k^2} \right)^2 \geq 1 \quad (74)
\]

and

\[
\alpha_{k'}^{n(H)+e(H)+m+2n-1} \geq \left( \frac{1}{k^2} \right)^2 \geq 1 \quad (75)
\]

for \( k' = 2, \ldots, k \). Note that such \( N_k \) exists since it holds \( 1 - \frac{\delta_{k'-1}}{k'} \geq \frac{4k'-1}{4k'-1} > 2/k' \) for \( k' = 2, \ldots, k \).

We now prove the following claim, which implies that the statement of the theorem.

**Claim 24.1.** Let \( k' \in [k] \). Any \( k' \) graphons \( W_1, \ldots, W_{k'} \) such that \( \|W_1 + \cdots + W_{k'}\|_{\infty} \leq 1 \) and \( t(K_2, W_1 + \cdots + W_{k'}) \geq 1 - \delta_{k'} \) satisfy that

\[
\sum_{i=1}^{k'} t(H^* \oplus K^*_{m|\ell,n}, W_i) \geq k'. \left( \frac{t(K_2, W_1 + \cdots + W_{k'})}{k'} \right)^{e(H)+\alpha_0\ell} \quad (76)
\]

for all even integers \( m, n \geq N_k \) and \( \ell = n + e(H) \) such that \( m \) is divisible by 5.

**Proof of Claim 24.1.** The proof proceed by induction on \( k' = 1, \ldots, k \). The base of the induction is the case \( k' = 1 \). Consider a graphon \( W_1 \) such that \( t(K_2, W_1) \geq 1 - \delta_1 = 1 - \varepsilon_0/2 \), i.e., the density \( p \) of \( W_1 \) is at least \( 1 - \varepsilon_0/2 \). Note that \( \|W_1 - p\|_{\Box} \leq \|W_1 - 1\|_{|\|1-p|\|} \leq \varepsilon_0 \). Hence, Corollary 20 implies that \( (73) \) holds for \( W = W_1 \), which is equivalent to \( (77) \) for \( k' = 1 \).

We now present the induction step. Consider \( k' \in \{2, \ldots, k\} \) and assume that the claim holds for \( k' - 1 \). Consider graphons \( W_1, \ldots, W_{k'} \) and let \( p_1, \ldots, p_{k'} \) be their respective densities; note that \( p_1 + \cdots + p_{k'} \geq 1 - \delta_{k'} \). First suppose that there exists \( i \) such that \( \alpha_{\delta_{k'-1}/2}(W_i) \geq \alpha_{k'} \). By symmetry, we may assume that \( i = k' \). Hence, there exists \( h : [0,1] \to [0,1] \) with \( \|h\|_1 \geq \alpha_{k'} \) such that the density of \( W_{k'}[h] \) is at most \( \delta_{k'-1}/2 \). It follows that the density of \( (W_1 + \cdots + W_{k'-1})[h] \) is at least

\[
1 - \frac{\delta_{k'} - \delta_{k'-1}}{2} \geq 1 - \frac{\delta_{k'} - \delta_{k'-1}}{2} \geq 1 - \frac{\delta_{k'} - \delta_{k'-1}}{2} = 1 - \delta_{k'-1}.
\]

By the induction hypothesis, it holds that

\[
\sum_{i=1}^{k'-1} t(H^* \oplus K^*_{m|\ell,n}, W_i[h]) \geq (1 - \delta_{k'-1})^{e(H)+\alpha_0\ell} / (k'-1)^{e(H)+\alpha_0\ell}.
\]

It follows using \( (76) \) and \( \|h\|_1 \geq \alpha_{k'} \) that

\[
\sum_{i=1}^{k'-1} t(H^* \oplus K^*_{m|\ell,n}, W_i) \geq \|h\|_1^{e(H)+\alpha_0\ell} / (k'-1)^{e(H)+\alpha_0\ell} \geq \left( \frac{1}{k'} \right)^{e(H)+\alpha_0\ell},
\]

which implies that \( (77) \) holds. In the rest, we will assume that \( \alpha_{\delta_{k'-1}/2}(W_i) < \alpha_{k'} \) for every \( i \in [k'] \).
Next suppose that there exists \(i \in [k']\) such that the density \(p_i\) of \(W_i\) is less than \(1/2k\); by symmetry, we may assume that \(i = k'\). It follows that the density of one of the graphons \(W_1, \ldots, W_{k'-1}\), say the graphon \(W_1\), is at least

\[
\frac{1 - 1/2k - \delta_k}{k' - 1} \geq \frac{1 - 1/2k' - 1/4k'}{k' - 1} = \frac{4k' - 3}{4(k' - 1)k'} \geq \frac{1 + 1/4k}{k'}.
\]

We obtain using Corollary 20 (if \(\|W_1 - p_1\|_\square \leq \varepsilon_0\)) or Theorem 22 (if \(\|W_1 - p_1\|_\square > \varepsilon_0\)) that

\[
t(H^* \oplus K_{m|\ell,n}, W_1) \geq \left(1 + \frac{1/4k}{k'}\right) e(H) + mn + \ell \geq k \left(1 + \frac{1}{k'}\right) e(H) + mn + \ell \geq k' \left(1 + \frac{1}{k'}\right) e(H) + mn + \ell,
\]

which implies that (77) (the middle inequality above follows from (75)).

It remains to consider the case that \(p_i \geq 1/2k\) and \(\alpha_{\delta_{k'-1}/2}(W_i) \leq \alpha_k\) for every \(i \in [k']\). In this case, we apply to each \(W_i, i \in [k']\), either Corollary 20 (if \(\|W_1 - p_1\|_\square \leq \varepsilon_0\)) or Theorem 22 (if \(\|W_1 - p_1\|_\square > \varepsilon_0\)) to get that

\[
t(H^* \oplus K_{m|\ell,n}, W_i) \geq p_i e(H) + mn + \ell.
\]

Hence, we conclude that

\[
\sum_{i=1}^{k'} t(H^* \oplus K_{m|\ell,n}, W_i) \geq \sum_{i=1}^{k'} p_i e(H) + mn + \ell \geq k' \left(p_1 + \cdots + p_{k'}\right) e(H) + mn + \ell,
\]

where the last inequality follows from Jensen’s inequality. It follows that (77) holds, which completes the proof of the claim.

Since the statement of Claim 24.1 for \(k' = k\) is actually stronger than the statement of the theorem, the proof of theorem is now completed. \(\square\)

7 Conclusion

We finish with briefly presenting another connection of our result to Sidorenko’s Conjecture. A simple example showing that a non-bipartite graph \(H\) does not have the Sidorenko property is given when the host graph \(G\) is bipartite; in such case \(t(H, G) = 0\). Kohayakawa, Nagle, Rödl and Schacht [30] conjectured that having a large spare part in the host graph \(G\) is the only obstacle for \(t(H, G) \geq t(K_2, G)e(H)\) to hold. Recall that a graph is \((\rho, d)\)-dense if any subset of at least \(\rho \cdot v(G)\) vertices of \(G\) induces a subgraph with density at least \(d\); we refer to Subsection 2.1 for the relation to the notions studied in this paper. The conjecture of Kohayakawa, Nagle, Rödl and Schacht [30] says that any graph has the Sidorenko property with respect to \((o(1), d)\)-dense host graphs.

**Conjecture 25** (Kohayakawa, Nagle, Rödl and Schacht [30]). Let \(H\) be a graph, and let \(\eta\) and \(p\) be positive reals. There exists a positive real \(\rho\) such that \(t(H, G) \geq (1 - \eta)\rho e(H)\) for every sufficiently large \((\rho, p)\)-dense graph \(G\).

Sidorenko’s Conjecture would imply that Conjecture 25 holds for all bipartite graphs. Among non-bipartite graphs, Conjecture 25 is known to hold only for some specific families [0,30,32,37], e.g., complete multipartite graphs, unicyclic graphs, cycles with a single chord, graphs obtained by gluing complete multipartite graphs in a tree-like way, and graphs obtained by gluing along independent sets in highly symmetric ways. Theorems 19 and 22 imply that for every graph \(G\) with girth at
least 50, there exists a connected rooted graph $H^*$ containing $G$ as an induced subgraph and $n_0$ such that the graph $H^* \oplus K_{m|\ell,n}^*$ satisfies Conjecture 25 for all even integers $m, n, \ell \geq n_0$ such that $m$ is divisible by 5 and $n + e(H) \leq \ell \leq mn/4$.

We finish with an open problem motivated by the techniques used in the proof Theorem 19, where it was essential that the graph $H^* \oplus K_{m|\ell,n}^*$ has a long path formed by vertices of degree two. In particular, the techniques used in this paper would not establish the existence of a 3-connected high-chromatic common graph. So, it is natural to ask the following.

**Problem 26.** Is it true that for every $\ell \geq 2$ and every $k \geq 3$, there exists an $\ell$-chromatic $k$-connected common graph?

Ko and Lee [29] answered the above question in the affirmative by combining our construction and the book product of graphs. They also posed the following more general problem.

**Problem 27** (Ko and Lee [29, Question 3.1]). Is it true that for every $\ell \geq 2$, every $k \geq 3$ and every $g \geq 4$, there exists an $\ell$-chromatic $k$-connected common graph with girth at least $g$?
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Appendix

We provide a self-contained proof of Lemma 21 for completeness.

Proof of Lemma 21 Fix $\delta > 0$. We will show by induction on $r$ that there exist positive reals $\omega_r$ and $\alpha_r$ such that $t(K_r, W) \geq \omega_r$ or $\alpha_\delta(W) \geq \alpha_r$. The statement of the lemma will follow by setting $\omega_0 = \omega_{v(H)}$ and $\alpha_0 = \alpha_{v(H)}$ (note that $t(K_r, W) \leq t(H, W)$ for every $r$-vertex graph $H$).

The base of the induction is the case $r = 1$, which holds with $\omega_1 = 1$ and any $\alpha_1 \in (0, 1]$. We next present the induction step when $r \geq 2$. Assuming the existence of $\omega_{r-1}$ and $\alpha_{r-1}$, we will show that it is possible to set $\omega_r = (1 - \delta)\delta^{r-1}\omega_{r-1}$ and $\alpha_r = \delta\alpha_{r-1}$.

Consider a graphon $W$ and let $A$ be the set of $x \in [0, 1]$ such that $\deg_W(x) \leq \delta^2$. If $\mu(A) \geq \delta$, then the density of the graphon $W[A]$ is at most $\mu(A)\delta^2/\mu(A)^2 \leq \delta$, which yields that $\alpha_\delta(W) \geq \delta \geq \alpha_r$. Hence, we can assume that $\mu(A) \leq \delta$ in what follows.

Let $f_x : [0, 1] \to [0, 1]$ for $x \in [0, 1]$ be the function defined as $f_x(y) = W(x, y)$. Observe that

$$t(K_r, W) = \int_{[0, 1]} \left( \int_{[0, 1]} f_x(y) \, dy \right)^{r-1} t(K_{r-1}, W[f_x]) \, dx.$$ 

It follows that if $t(K_{r-1}, W[f_x]) \geq \omega_{r-1}$ for every $x \in [0, 1] \setminus A$, then $t(K_r, W) \geq (1 - \mu(A))\delta^{r-1}\omega_{r-1} \geq \omega_r$. Otherwise, there exists $x \in [0, 1] \setminus A$ such that $\alpha_\delta(W[f_x]) \geq \alpha_{r-1}$, which means that there exist $g : [0, 1] \to [0, 1]$ such that

$$\int_{[0, 1]} f_x(y) g(y) \, dy \int_{[0, 1]} f_x(y) \, dy \geq \alpha_{r-1} \quad \text{and} \quad \int_{[0, 1]} f_x(z) g(y) g(z) W(y, y) \, dy \, dz \left( \int_{[0, 1]} f_x(y) g(y) \, dy \right)^2 \leq \delta.$$ 

It follows that the function $h : [0, 1] \to [0, 1]$ defined as $h(y) = f_x(y) g(y)$ satisfies that $\|h\|_1 \geq \alpha_{r-1} \delta = \alpha_r$ and the density of $W[h]$ is at most $\delta$. Hence, $\alpha_\delta(W) \geq \alpha_r$ as required. This completes the proof of the induction step and so the proof of the lemma.

$\blacksquare$