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Abstract. This paper presents the linearised Boltzmann equation for photons for scalar, vector and tensor perturbations in flat, open and closed FLRW cosmologies. We show that E- and B-mode polarisation for all types can be computed using only a single hierarchy. This was previously shown explicitly for tensor modes in flat cosmologies but not for vectors, and not for non-flat cosmologies.
1 Prelude

1.1 Introduction

The Boltzmann equation for linear cosmological perturbations constitutes a set of roughly one hundred coupled, ordinary differential equations (ODE), depending on the assumed cosmological model and the requested accuracy. This system of ODE’s are solved several thousand times a day, which easily makes it the most often solved system of differential equations in cosmology. The equations were derived in a series of papers with contributions from many authors. The effect of photon polarisation for scalar perturbations was first correctly included by Kaiser [1] and Bond&Efstathiou [2]. The equations for tensor perturbations were given by Crittenden et. al. [3] building on previous work by Polnarev [4]. Kosowsky [5] gave a quantum mechanical re-derivation of the scalar and tensor photon Boltzmann equation. Seljak&Zaldarriaga invented the line-of-sight method [6] for calculating CMB-anisotropies.
which drastically reduced the number of differential equations necessary for calculating the power-spectrum of anisotropies. They were also the first to realise that the Stokes parameters $Q$ and $U$ were not optimal for an all-sky analysis, but that the parity eigenstates $E$ and $B$ should be used instead [7].

Hu&White finally gave a unified treatment of all modes in their seminal paper [8]. Their approach is called the total angular momentum method, and it is based upon expansions in spin-weighted spherical harmonics. In this formalism $E_l$ and $B_l$ are the natural expansion coefficients in a spin-weighted expansion of $Q \pm iU$. Due to the relation between spin-weighted spherical harmonics and rotation matrices, this formulation gave a clean derivation of the general scattering term in the photon Boltzmann equation. At the same time, Seljak, Zaldarriaga and Bertschinger had derived the scalar equations in non-flat cosmologies [9]. Hu&White, in collaboration with Seljak and Zaldarriaga, finally extended the total angular momentum method to non-flat cosmologies [10], thereby giving equations valid for all modes in cosmologies with constant curvature. However, the reduction from 2 polarisation hierarchies to 1 for tensor modes, which was previously used in [3–5, 7] was lost in this process. These equations are also not easy to compare with the ones of Ma&Bertschinger [11] which for many cosmologists continue to be the primary reference on cosmological perturbation theory. Thus, the purpose of this paper is to show how the number of polarisation hierarchies can be reduced in all cases, and also to connect the modern paper of Hu et. al. to the classic paper of Ma&Bertschinger.

There is another formalism that we did not mention so far, namely the covariant and gauge invariant approach of Challinor&Lasenby, see [12] and references herein. This approach was further expanded and refined by Challinor [13, 14] and later also by Lewis [15]. This approach shares many of the advantages of the total angular momentum method, and it can be easily generalised to non-linear perturbations. The equations of the popular Boltzmann code CAMB is derived in this formalism [16]. However, this method also shares the disadvantage of requiring two polarisation hierarchies for vectors and tensors.

1.2 Conventions

We are using the ($-+++$) sign-convention for the metric, and greek indices are running from 0 to 3 while latin indices are running from 1 to 3. For consistency with Hu et al. [8], we are omitting the Condon-Shortley phase $(-1)^m$ in the definition of the (spin-weighted) spherical harmonics and in the definition of the associated Legendre polynomials. Note that this is contrary to the conventions of both Wikipedia and Mathematica, which includes the phase for both. Under this convention, the following equations hold:

$$P_l^m(\mu) = (1 - \mu^2)^{m/2} \frac{d^n}{d\mu^n} (P_l(\mu)),$$  \hspace{1cm} (1.1)

$$Y_l^m(\theta, \phi) = \sqrt{\frac{2l + 1}{4\pi} \frac{(l - m)!}{(l + m)!}} P_l^m(\mu) e^{im\phi},$$  \hspace{1cm} (1.2)

where $\mu \equiv \cos \theta$. Throughout this paper we will not write the arguments of these functions explicitly. Instead we employ the following notation:

$$sY_l^m \equiv sY_l^m(\theta, \phi)$$  \hspace{1cm} (1.3)

$$sY_l^{m'} \equiv (sY_l^m(\theta', \phi'))^*$$  \hspace{1cm} (1.4)

$$P_l^m \equiv P_l^m(\mu)$$  \hspace{1cm} (1.5)
\[ P_{l}^{m'} \equiv P_{l}^{m'}(\mu') \] (1.6)

where the conventions for ordinary spherical harmonics and ordinary Legendre polynomials follows by putting \( s = 0 \) and \( m = 0 \) respectively. Note the implicit complex conjugation for \( Y_{l}^{m'} \) and \( \bar{Y}_{l}^{m'} \). We will use Ma&Bertschinger’s convention for Legendre expansions

\[ X(\mu) = \sum_{l=0}^{\infty} (-i)^{l}(2l + 1)X_{l}P_{l}, \] (1.7)

and it will be understood that \( X' \equiv X(\mu') \).

1.3 Metric

Following [10], we write the metric as

\[ g_{\mu\nu} = a^{2}(\gamma_{\mu\nu} + h_{\mu\nu}) , \] (1.8)

where \( h_{\mu\nu} \) is a perturbation and the spatial part of the background metric can be written as

\[ \gamma_{ij} = \begin{cases} K < 0, \\ \arcsinh(\sqrt{|K|}r), \\ \arcsin(\sqrt{|K|}r), \end{cases} \]

\[ K \to 0, \quad K > 0. \] (1.9)

This metric can be constructed by embedding a 3-dimensional sphere (pseudo-sphere) of positive (negative) curvature \( K \) in 4 dimensional Euclidean (Lorentzian) space. The radial coordinate \( r \) of the 4-dimensional space is then mapped to \( \xi \) by

\[ \xi = \begin{cases} \sqrt{|K|}r, & K < 0, \\ \arcsinh(\sqrt{|K|}r), & K \to 0, \\ \arcsin(\sqrt{|K|}r), & K > 0. \end{cases} \] (1.10)

The covariant derivative of \( X \) with respect to the spatial background metric \( \gamma_{ij} \) will be denoted \( X_{ij} \). We will use conformal time \( \tau \), and the derivative with respect to \( \tau \) is denoted by a dot. \( K \) is constant and given by \( K = -H_{0}^{2}(1 - \Omega_{\text{tot}}) \).

1.4 Perturbation types and normal modes

Cosmological perturbations are usually divided into three types: scalar-, vector- and tensor-perturbations. This decomposition is based on how the perturbation behaves under spatial rotations, and it is useful because the Boltzmann equation does not couple the different types at linear order. More formally, we can write the eigentensor equation for the Laplacian:

\[ \nabla^{2}Q_{i_{1}i_{2}...i_{|m|}}^{(m)} = \gamma^{jk}Q_{i_{1}i_{2}...i_{|m|}|jk}^{(m)} = -k^{2}Q_{i_{1}i_{2}...i_{|m|}}^{(m)}. \] (1.11)

The vector modes has zero divergence, i.e. \( \gamma^{ij}Q_{ij}^{(\pm 1)} = 0 \) while the tensor modes are transverse and traceless: \( \gamma^{ik}Q_{ij}^{(\pm 2)} = \gamma^{ij}Q_{ij}^{(\pm 2)} = 0 \). These eigentensors, together with the three auxiliary tensors

\[ Q_{ij}^{(0)} = -\frac{1}{k^{2}}Q_{ij}^{(0)}, \quad Q_{ij}^{(0)} = \frac{1}{k^{2}}Q_{ij}^{(0)} + \frac{1}{3}\gamma_{ij}Q_{ij}^{(0)}, \quad Q_{ij}^{(\pm 1)} = -\frac{1}{2k}Q_{ij}^{(\pm 1)} + Q_{ij}^{(\pm 1)}, \] (1.12)
can be used to decompose a general perturbation such as the perturbed metric or the baryon velocity. In flat space, these objects have simple explicit representations \[8\]. In the Boltzmann equation, all \(Q^{(m)}\) tensors are fully contracted with the propagation unit vector for the photons, \(\hat{n}\), or with \((\hat{e}_1 \pm i \hat{e}_2)\) in the case of polarisation\(^1\). These fully contracted \(Q^{(m)}\) tensors are called normal modes and can be used to expand any function of any type \(m\) and spin \(s\). In flat space, the \(s = 0\) and \(s \pm 2\) normal modes can be written as

\[
M_l^m = (-i)^l \sqrt{\frac{4\pi}{2l + 1}} Y_l^m e^{i\vec{k} \cdot \vec{x}}, \quad \pm 2M_l^m = (-i)^l \sqrt{\frac{4\pi}{2l + 1}} \pm 2Y_l^m e^{i\vec{k} \cdot \vec{x}}, \quad (1.13)
\]

and for a general spin \(s\) we have

\[
sM_l^m = (-i)^l \sqrt{\frac{4\pi}{2l + 1}} sY_l^m e^{i\delta(\vec{x}, \vec{k})}, \quad (1.14)
\]

We always assume that the direction of propagation \(\hat{n}\) is expressed in spherical coordinates \((\theta, \phi)\) where \(\theta\) is the angle between \(\hat{n}\) and the wave vector \(\vec{k}\) of each Fourier mode. It was a key insight by Hu et. al. to realise that one can construct modes with the same angular structure in a non-flat space. They found that the normal modes can be written in the form

\[
sM_l^m = (-i)^l \sqrt{\frac{4\pi}{2l + 1}} sY_l^m e^{i\delta(\vec{x}, \vec{k})}, \quad (1.15)
\]

where \(e^{i\delta(\vec{x}, \vec{k})}\) can in principle be calculated, along with a general formula for the spatial derivative of a mode:

\[
n^i (sM_l^m)_{ij} = \frac{q}{2l + 1} s\kappa_l^m (sM_{l-1}^m) - s\kappa_{l+1}^m (sM_{l+1}^m) - i\frac{qms}{l + 1} sM_l^m, \quad (1.16)
\]

where \(s\kappa_l^m = \sqrt{(l^2 - m^2)(l - s^2)} \left(1 - K \frac{l^2}{q^2}\right)\) and \(q \equiv \sqrt{|K| \nu} = \sqrt{k^2 + (|m| + 1)K}\).

We shall also define the wavevector \(\vec{q}\) which is parallel to \(\vec{k}\) and has length \(q\). Note that equation (1.16) tells us everything we need to know about the generalised plane wave \(e^{i\delta(\vec{x}, \vec{k})}\): it will just cancel out at each side of the equations just like the usual plane wave. Because of this, we will almost never write it explicitly in our equations.

\section{Boltzmann equation}

\subsection{Temperature and polarisation}

The CMB radiation can be described by 3 Stokes parameters \(I, Q, U\). The 4th Stokes parameter \(V\) represents circular polarisation but it is irrelevant since it is not generated by Thomson scattering. Following Hu&White \[8\], we form the vector of first order perturbations\(^2\)

\[
\vec{T}(\vec{x}, \hat{n}, \tau) = \frac{1}{4} \left( \frac{\delta I}{T}, \frac{\delta Q + i\delta U}{T}, \frac{\delta Q - i\delta U}{T} \right) \equiv (\Theta, Q + iU, Q - iU), \quad (2.1)
\]

\(^1\hat{e}_1\) and \(\hat{e}_2\) form an orthonormal basis in the plane perpendicular to the wave vector \(\vec{k}\).

\(^2\)Two different conventions exist for writing the perturbations, which differ by a factor 4. The first convention is using intensity fluctuation \((\delta I/T, \ldots)\) and is being used by Ma&Bertschinger \[11\], Crittenden et. al. \[3\] and Kosowsky \[5\]. The second convention uses the equivalent of temperature fluctuations \((\Theta, \ldots)\) and is being used by Hu&White \[8, 10\]. Seljak&Zaldarriaga \[6, 7, 9\] are using the second convention for tensors and the first convention for scalars. We will make use of both.
where \( \hat{n} \) is the propagation direction of the photons and \( \Theta \) is the temperature fluctuation \( \Theta \equiv \delta T/T \). We start from the Boltzmann equation for \( \tilde{T} \), equation (45) in Hu&White [8]

\[
\frac{d\tilde{T}}{d\tau} = \frac{\partial \tilde{T}}{\partial \tau} + n' \nabla_i \tilde{T} = \tilde{C}[\tilde{T}] + \tilde{D}[h_{\mu\nu}],
\]

where \( \tilde{D} = (D_\Theta, 0, 0) \) is the source term related to the metric, and the collision term can be written as

\[
\tilde{C}[\tilde{T}] = -\kappa \tilde{T} + \frac{\kappa}{10} \int d\Omega' \Theta' + \hat{n} \cdot \vec{v}_B, 0, 0 \right) + \frac{\kappa}{10} \int d\Omega' \sum_{m=-2}^{2} P^{(m)} (\Omega, \Omega') \tilde{T}'.
\]

Here \( \vec{v}_B \) is the baryon velocity, \( \kappa = n_c \sigma_T a \) is the differential optical depth, and the scattering matrix can be written in the following form:

\[
P^{(m)} (\Omega, \Omega') = \left( \begin{array}{ccc}
Y^m_2 Y^m_2 & -\sqrt{\frac{2}{3}} Y^m_2 Y^m_2 & -\sqrt{\frac{2}{3}} Y^m_2 Y^m_2 \\
-\sqrt{2} Y^m_2 Y^m_2 & 3 Y^m_2 Y^m_2 & 3 Y^m_2 Y^m_2 \\
\frac{2}{3} Y^m_2 Y^m_2 & -\frac{2}{3} Y^m_2 Y^m_2 & 0
\end{array} \right).
\]

Evaluating the matrix product yields:

\[
P^{(m)} \tilde{T}' = \left( \begin{array}{ccc}
Y^m_2 \{ Y^m_2 \Theta' - \sqrt{\frac{3}{2}} Y^m_2 (Q' + iU') - \sqrt{\frac{3}{2}} Y^m_2 (Q' - iU') \} \\
2 Y^m_2 \{ -\sqrt{2} Y^m_2 \Theta' + 3 Y^m_2 (Q' + iU') + 3 Y^m_2 (Q' - iU') \} \\
-2 Y^m_2 \{ -\sqrt{2} Y^m_2 \Theta' + 3 Y^m_2 (Q' + iU') + 3 Y^m_2 (Q' - iU') \}
\end{array} \right)
\]

where we defined the symbols

\[
\mathcal{E}^m \equiv 2 Y^m_2 + 2 Y^m_2, \quad \mathcal{E}^m \equiv 2 Y^m_2 + 2 Y^m_2, \\
\mathcal{B}^m \equiv 2 Y^m_2 - 2 Y^m_2, \quad \mathcal{B}^m \equiv 2 Y^m_2 - 2 Y^m_2.
\]

The explicit representations of these symbols for \( m = 0, 1 \) and 2 are given in table 1. By forming the sum and the difference of row 2 and 3 of the Boltzmann equation, we find separate evolution equations for \( Q \) and \( U \):

\[
\frac{d}{d\tau} \left( \begin{array}{c}
\Theta \\
\mathcal{Q} \\
\mathcal{U}
\end{array} \right) = \left( \begin{array}{ccc}
\Theta - \frac{1}{\pi} \int d\Omega' \Theta' \hat{n} \cdot \vec{v}_B \\
\mathcal{Q} \\
\mathcal{U}
\end{array} \right) - \left( \begin{array}{c}
D_\Theta \\
0 \\
0
\end{array} \right)
\]

\[
= \frac{\kappa}{10} \sum_{m=-2}^{2} \int d\Omega' \left( \begin{array}{c}
Y^m_2 \{ Y^m_2 \Theta' - \sqrt{\frac{3}{2}} \mathcal{E}^m Q' - \sqrt{\frac{3}{2}} \mathcal{B}^m U' \} \\
2 Y^m_2 \{ -\sqrt{2} Y^m_2 \Theta' + 3 \mathcal{E}^m Q' + 3 \mathcal{B}^m U' \} \\
-2 Y^m_2 \{ -\sqrt{2} Y^m_2 \Theta' + 3 \mathcal{E}^m Q' + 3 \mathcal{B}^m U' \}
\end{array} \right).
\]

Here we used the fact that the second and third entry in \( \tilde{D}[h_{\mu\nu}] \) vanish. The original quantities \( Q \pm iU \) have definite spin \( s = \pm 2 \) so the can be expanded directly in the \( \pm 2 M^m_l \) modes of equation(1.13). This is not true for \( Q \) and \( U \) alone, but as we shall see, this is not a problem.
2.2 Reducing the system of equations

We will decompose all quantities on the left hand side of equation (2.7) into scalar \( (m = 0) \),
vector \( (m = \pm 1) \) and tensor \( (m = \pm 2) \) components. Each component couples only to the
corresponding term in the sum over collision terms. By considering the equations for \( Q^{(m)} \)
and \( U^{(m)} \), it is clear that \( i U^{(m)} \) and \( Q^{(m)} B^m / E^m \) satisfy the same differential equation, and
since the initial condition of both \( Q \) and \( U \) is zero, we must always have

\[
i U^{(m)} = \frac{B^m}{\mathcal{E}^m} Q^{(m)},
\]

which also covers the special case of \( B^0 = 0 \). (U-type polarisation vanishes for scalar modes.)
This enables us to reduce the system of equations, a fact which has been used in the past for
scalar modes and for tensor modes in flat space. We find

\[
\frac{d}{d\tau} \left( \Theta^{(m)}_2 \right) + \kappa \left( \Theta^{(m)}_2 - \frac{1}{4\pi} \int d\Omega' \Theta^{(m')}_2 - \mathbf{n} \cdot \mathbf{\hat{v}}_B^{(m)} \right) - \left( D_\Theta^{(m)} \right)_0 = \frac{\kappa}{10} \int d\Omega' \left( Y_2^m \left\{ \frac{1}{2} \mathcal{E}^m - \sqrt{\frac{3}{2}} \mathcal{E}^m Q' - \sqrt{\frac{3}{2}} \mathcal{E}^m U' \right\} \right)
\]

\[
= \frac{\kappa}{10} \int d\Omega' \left( Y_2^m \left\{ \frac{1}{2} \mathcal{E}^m - \sqrt{\frac{3}{2}} \mathcal{E}^m Q' - \sqrt{\frac{3}{2}} \mathcal{E}^m U' \right\} \right)
\]

\[
\frac{\kappa}{10} \int d\Omega' \left( \frac{1}{2} \mathcal{E}^m \left\{ \frac{1}{2} \mathcal{E}^m Q' - \frac{1}{2} \mathcal{E}^m Q' \right\} \right) - \left( \frac{B^m}{\mathcal{E}^m} \right)_0 Q^{(m)}(m).
\]

Equation (2.9) shows that a single polarisation hierarchy is always enough, and this is our
main result. Physically, this comes from the axial symmetry of the Thomson scattering term
combined with the fact that the metric perturbations do not source polarisation directly.

2.3 Change of variables

If we do the change of variables

\[
\Theta^{(m)} = f_m(\theta) e^{im\phi} F^{(m)},
\]

\[
Q^{(m)} = g_m(\theta) e^{im\phi} G^{(m)},
\]

where \( f_m \) and \( g_m \) are two arbitrary functions to be specified later, \( F^{(m)} \) and \( G^{(m)} \) can be
expanded in ordinary Legendre polynomials since they no longer depend on \( \phi \). The form
of the function \( f_m \) is constrained by the requirement that the \( \theta \)-dependence of the following
three terms can be written as a finite sum of Legendre polynomials:

- the metric terms, \( e^{-im\phi} f_m^{-1} D_\Theta^{(m)} \),
• the Doppler term, $e^{-im\phi} f_m^{-1} \hat{n} \cdot \vec{v}_B^{(m)}$,

• the factor in front of the $F^{(m)}$ scattering term, $e^{-im\phi} f_m^{-1} Y_2^m$.

One can check that this requirement singles out an optimal $f_m$ up to a normalisation factor for all cases, and we give them in equation (2.12). The function $g_m$ is less constrained due to the absence of metric sources. The terms that must be representable by a finite number of Legendre polynomials are

• the coefficient in front of $G^{(m)\prime}$: $f e^{im\phi} g_m(\theta')$,

• the factor in front of the $G^{(m)}$ scattering term, $e^{-im\phi} g_m^{-1} \mathcal{E}^m$.

When $m \neq 0$, the simplest function that satisfies both requirements is $g_m \sim \mathcal{E}^m$. For $m = 0$ we have two choices: $g_m \sim 1$ or $g_m \sim \sin^2 \theta$. The latter greatly simplifies the correspondence between $E_l^{(0)}$ and $G_l^{(0)}$, while simplifying the equations at the same time. However, the first choice is the one commonly employed in the literature on scalar polarisation (e.g. Ma&Bertschinger [11]), so we stick with this convention. In summary we have:

$$\begin{align*}
\Theta^{(0)} &\equiv \frac{1}{4} F^{(0)}, \\
Q^{(0)} &\equiv \frac{1}{4} G^{(0)}, \\
\Theta^{(1)} &\equiv \frac{1}{4} \sin \theta e^{i\phi} F^{(1)}, \\
Q^{(1)} &\equiv \frac{1}{4} \sin \theta \cos \theta e^{i\phi} G^{(1)}, \\
\Theta^{(2)} &\equiv \frac{1}{4} \sin^2 \theta e^{2i\phi} F^{(2)}, \\
Q^{(2)} &\equiv \frac{1}{4} (1 + \cos^2 \theta) e^{2i\phi} G^{(2)}.
\end{align*}$$

(2.12)

The constant has been chosen such that $F^{(0)} = F^{\text{M&B}}_{\gamma}$ and $G^{(0)} = G^{\text{M&B}}_{\gamma}$ where $F^{\text{M&B}}_{\gamma}$ and $G^{\text{M&B}}_{\gamma}$ are the scalar temperature and polarisation perturbations of Ma&Bertschinger. For tensor modes, our proposed substitution is equivalent to the one introduced by Polnarev [4] and used (implicit, if not explicit) by subsequent workers, [3, 5–7]. However, in these papers the substitution was always imposed before reducing the hierarchy. We would like to emphasise that the reduction in the hierarchies has nothing to do with the variable substitution, but is a direct consequence of the structure of the Thomson scattering term in the Boltzmann equation for photons.

We expand $F^{(m)}$ and $G^{(m)}$ in Legendre polynomials according to equation (1.7). Explicitly, we have

$$\begin{align*}
F^{(m)} &= \sum_l (-i)^l (2l + 1) F_l^{(m)} P_l, \\
G^{(m)} &= \sum_l (-i)^l (2l + 1) G_l^{(m)} P_l.
\end{align*}$$

(2.13)
2.4 Scalar, vector and tensor Boltzmann equations

After the change of variables in the previous section, the Boltzmann equation (2.9) becomes

\[
\frac{d}{d\tau} \left( F^{(0)} - \frac{4D_{\phi}}{G^{(0)}} \hat{v}_B - 4\hat{v}_B \right) - \frac{4P^{(0)}}{0} = \kappa \left( -4P^2P^{(0)} \right),
\]

\[
\frac{d}{d\tau} \left( F^{(1)} - \frac{4e^{-i\phi}}{G^{(1)}} \hat{v}_B - \frac{4e^{-i\phi}D^{(1)}_{\phi}}{0} \right) = \kappa \left( 2\sqrt{6}P^{(1)} \right),
\]

\[
\frac{d}{d\tau} \left( F^{(2)} + \frac{4e^{-2i\phi}}{\sin^2 \theta} D^{(2)}_{\phi} \right) = \kappa \left( -\sqrt{6}P^{(2)} \right).
\]

where \( P^{(m)} \) are given by

\[
P^{(0)} = \frac{1}{8} \left[ F_2^{(0)} + G_0^{(0)} + G_2^{(0)} \right],
\]

\[
P^{(1)} = -\frac{\sqrt{6}}{40} \left[ F_1^{(1)} + 3F_3^{(1)} + 2G_0^{(1)} + \frac{10}{7}G_2^{(1)} - \frac{4}{7}G_4^{(1)} \right],
\]

\[
P^{(2)} = -\frac{1}{\sqrt{6}} \left[ \frac{1}{10}F_0^{(2)} + \frac{1}{7}F_2^{(2)} + \frac{3}{70}F_4^{(2)} - \frac{3}{5}G_0^{(2)} + \frac{6}{7}G_2^{(2)} - \frac{3}{70}G_4^{(2)} \right].
\]

The Boltzmann equations (2.15) are derived in detail in appendix A. Equations (2.16) can a priori be taken as a definition of \( P^{(m)} \) but in appendix B we show that they are actually identical to the \( P^{(m)} \) of Hu&White. The linear combination of multipoles in \( P^{(2)} \) is usually denoted \( \Psi \) [3, 6, 17], while the linear combination in \( P^{(0)} \) is sometimes denoted by \( \Pi \) [6]. However, we find the notation of Hu&White more systematic.

2.5 The metric source term

We split the perturbed part of the metric into scalar, vector and tensor perturbations using the eigentensors defined in equation (1.11) and (1.12). In the notation of Hu et. al., the perturbed part of the metric is written as

\[
h_{00} = -2A^{(0)}Q^{(0)},
\]

\[
h_{0i} = -B^{(0)}Q_i^{(0)} - B_i^{(1)}Q_i^{(1)},
\]

\[
h_{ij} = 2H_L^{(0)}Q_{\gamma ij} + \sum_{m=0}^{2} 2H_L^{(m)}Q_{ij}^{(m)}.
\]

By choosing a gauge, we can eliminate 2 out of the 4 scalar perturbations and one of the vector perturbations. In table 2 we have defined the synchronous and conformal Newtonian gauge. We now turn to the metric part of the Boltzmann equation (2.1). Only the \( \Theta \)-component of \( \bar{D}[h_{\mu\nu}] \) is non-zero, but it is not trivial to derive in the general gauge defined by (2.17). Our metric term differ from the one given in [8, 10] by a few signs\(^3\), so we have included our derivation in appendix C. We find

\[
D_{\Theta} = -\frac{1}{2} n^i n^j h_{ij} - n^i h_{0i} + \frac{1}{2} n^i h_{00}.\]

\(^3\)Note that all the source terms given in both [8] and [10] agree with our expression for \( D_{\Theta} \).
The vector and tensor metric terms appearing in the Boltzmann equations (Table 2) can be expanded in generalised Fourier modes and Legendre multipoles as 

We need the following identities for contraction of \( Q^{(m)} \) by \( n^i \)'s:

\[
\begin{align*}
\mathcal{Q}^{(0)} &= M_0^0, & n^i \mathcal{Q}_i^{(0)} &= M_1^0, & n^i \mathcal{Q}_i^{(0)} &= -kM_1^0, & n^i n^j \mathcal{Q}_{ij}^{(0)} &= \frac{2\sqrt{1-3K/k^2}}{3} M_2^0 \\
n^i \mathcal{Q}_i^{(1)} &= M_1^1, & n^i n^j \mathcal{Q}_{ij}^{(1)} &= \frac{1}{\sqrt{3}} \sqrt{1-2K/k^2} M_1^1, & n^i n^j \mathcal{Q}_{ij}^{(2)} &= M_2^2,
\end{align*}
\]

where the normal modes \( M_0^m \) have been defined in equation (1.13). Some of these relations follow directly from the definition of the normal modes of Hu et al. [10], while the rest follow from using equation (1.16) in the definition of the auxiliary tensors (1.12). The metric part then splits into three parts,

\[
\begin{align*}
D_{\Theta}^{(0)} &= -\dot{H}_L^{(0)} M_0^0 + \left[ kA^{(0)} + \dot{B}^{(0)} \right] M_1^0 - \frac{2}{3} \sqrt{1-3K/k^2} \hat{H}_T^{(0)} M_2^0, \\
D_{\Theta}^{(1)} &= \dot{B}^{(1)} M_1^1 - \frac{1}{\sqrt{3}} \sqrt{1-2K/k^2} \hat{H}_T^{(1)} M_1^1, \\
D_{\Theta}^{(2)} &= -\hat{H}^{(2)} M_2^2.
\end{align*}
\]

The vector and tensor metric terms appearing in the Boltzmann equations (2.15b) and (2.15c) read explicitly:

\[
\begin{align*}
4e^{-i\phi} (\sin \theta)^{-1} D_{\Theta}^{(1)} &= -2\sqrt{2} \dot{B}^{(1)} M_0^0 + 2\sqrt{2} \sqrt{1-2K/k^2} \hat{H}_T^{(1)} M_0^0, \\
4e^{-2i\phi} (\sin \theta)^{-2} D_{\Theta}^{(2)} &= \sqrt{6} \hat{H}^{(2)} M_0^0,
\end{align*}
\]

where we have used the three relations

\[
\begin{align*}
e^{-i\phi} (\sin \theta)^{-1} M_1^1 &= -\frac{1}{\sqrt{2}} M_0^0, \\
e^{-i\phi} (\sin \theta)^{-1} M_2^2 &= -\sqrt{\frac{3}{2}} M_0^0, \\
e^{-2i\phi} (\sin \theta)^{-2} M_2^2 &= -\frac{1}{2} \sqrt{\frac{3}{2}} M_0^0.
\end{align*}
\]

### 2.6 Free-streaming

Any arbitrary \( \phi \)-independent quantity \( X(\tau, \vec{x}, \hat{n}) \) can be expanded in generalised Fourier modes and Legendre multipoles as

\[
\begin{align*}
X(\tau, \vec{x}, \hat{n}) &= \frac{1}{(2\pi)^3} \int d^3 \vec{q} \sum_l (-1)^l (2l + 1) X_l(\tau, \vec{q}) P_l(\mu) e^{i\delta(\vec{x}, \vec{k})} \\
&= \frac{1}{(2\pi)^3} \int d^3 \vec{q} \sum_l (2l + 1) X_l(\tau, \vec{q}) M_l^0,
\end{align*}
\]

---

Table 2. Metric perturbations in the synchronous gauge and conformal Newtonian gauge. Non-specified components in each gauge are zero. We have adopted Ma&Bertschingers conventions for the scalar metric perturbations.
and the free-streaming equation of such a function reads
\[
\frac{dX}{d\tau} = \frac{\partial X}{\partial \tau} + n^i X_{1i} = 0. \tag{2.26}
\]

By using equation (1.16), we find
\[
\dot{X}_l = \frac{k}{2l + 1} \left[ l s_l X_{l-1} - (l + 1) s_{l+1} X_{l+1} \right], \quad s_l \equiv \sqrt{1 - K^2 - \frac{1}{k^2}}. \tag{2.27}
\]

Noting that \( s_l = 1 \) for \( K = 0 \), we can easily recover the flat limit. The hierarchy needs to be closed at some finite \( l_{\text{max}} \), and for this Ma&Bertschinger suggested to use the recurrence relation for spherical Bessel functions. The equivalent of spherical Bessel functions in non-flat space are hyperspherical Bessel functions. They satisfy the recurrence relation [18]
\[
\sqrt{\nu^2 - \frac{K l^2}{K}} \Phi'_{\nu}(x) = (2l - 1) \cot K(x) \Phi'_{\nu-1}(x) - \sqrt{\nu^2 - \frac{K(l - 1)^2}{K}} \Phi'_{\nu-2}(x), \Rightarrow \tag{2.28}
\]
\[
\cot K(x) \Phi'_{\nu}(x) = \frac{1}{2l + 1} \left\{ \sqrt{\nu^2 - \frac{K(l + 1)^2}{K}} \Phi'_{\nu+1}(x) + \sqrt{\nu^2 - \frac{K l^2}{K}} \Phi'_{\nu-1}(x) \right\}, \tag{2.29}
\]
and their derivatives can be expressed as
\[
\frac{d}{dx} \Phi'_{\nu}(x) = l \cot K(x) \Phi'_{\nu}(x) - \sqrt{\nu^2 - \frac{K(l + 1)^2}{K}} \Phi'_{\nu+1}(x),
\]
\[
= \frac{1}{2l + 1} \left\{ l \sqrt{\nu^2 - \frac{K l^2}{K}} \Phi'_{\nu-1}(x) - (l + 1) \sqrt{\nu^2 - \frac{K(l + 1)^2}{K}} \Phi'_{\nu+1}(x) \right\}, \tag{2.30}
\]
where
\[
cot K(x) = \begin{cases} \coth(x) & K < 0 \\ \frac{l}{x} & K = 0 \\ \cot(x) & K > 0 \end{cases}. \tag{2.32}
\]

Multiplying equation (2.31) by \( \sqrt{|K|} \) and using \( |K|\nu^2 = k^2 + K \) valid for \( m = 0 \), we find
\[
\sqrt{|K|} \frac{d}{dx} \Phi'_{\nu}(x) = \frac{k}{2l + 1} \left\{ l s_l \Phi'_{\nu-1}(x) - (l + 1) s_{l+1} \Phi'_{\nu+1}(x) \right\}, \tag{2.33}
\]
showing that \( \Phi'_{\nu}(x) \) with \( x = \sqrt{|K|} \tau \) satisfies the free-streaming hierarchy, equation (2.27). Using the recurrence relation (2.28) then leads to the following ansatz for closing the hierarchy:
\[
\dot{X}_{l_{\text{max}}} = k \left[ s_{l_{\text{max}}} X_{l_{\text{max}}-1} - (l_{\text{max}} + 1) \frac{\sqrt{|K|}}{k} \cot K \left( \sqrt{|K|} \tau \right) X_{l_{\text{max}}} \right]. \tag{2.34}
\]

### 2.7 Boltzmann hierarchies

After variable substitution and Legendre expansion, the Boltzmann equation becomes a hierarchy of multipoles:
\[
\dot{F}^{(m)}_l = \frac{k}{2l + 1} \left[ l s_l F^{(m)}_{l-1} - (l + 1) s_{l+1} F^{(m)}_{l+1} \right] - \kappa F^{(m)}_l + \nu^{(m)}_l, \tag{2.35}
\]
\[
\dot{G}^{(m)}_l = \frac{k}{2l + 1} \left[ l s_l G^{(m)}_{l-1} - (l + 1) s_{l+1} G^{(m)}_{l+1} \right] - \kappa G^{(m)}_l + \nu^{(m)}_l, \tag{2.36}
\]
where the \( u_l^{(m)} \) source terms are

\[
\begin{align*}
  u_0^{(0)} &= \kappa F_0^{(0)} - 4\dot{H}_L^{(0)}, \\
  u_1^{(0)} &= \frac{4}{3}(kA^{(0)} + B^{(0)} + \kappa \theta_b), \\
  u_2^{(0)} &= \frac{4}{3} \kappa P^{(0)} - \frac{8}{15} \sqrt{1 - \frac{3\kappa}{k} H_T^{(0)}}, \\
  u_0^{(1)} &= -\frac{1}{\sqrt{2}}(\dot{B}^{(1)} + 4\dot{v}_B^{(1)}), \\
  u_1^{(1)} &= \frac{4}{3\sqrt{2}} \sqrt{1 - 2K/k^2 H_T^{(1)}} - 2\sqrt{\frac{2}{3}} \kappa P^{(1)}, \\
  u_0^{(2)} &= 2\sqrt{\frac{2}{3}} H_T^{(2)} - 2\sqrt{\frac{2}{3}} \kappa P^{(2)},
\end{align*}
\]

while the polarisation source terms \( v_l^{(m)} \) are given in terms of the quantities \( P^{(m)} \) of equation (2.16):

\[
\begin{align*}
  v_0^{(0)} &= 4\kappa P^{(0)}, \\
  v_2^{(0)} &= 4 \kappa P^{(0)}, \\
  v_0^{(1)} &= 4 \sqrt{\frac{3}{2}} \kappa P^{(1)}, \\
  v_2^{(1)} &= 2 \sqrt{\frac{3}{2}} \kappa P^{(2)}.
\end{align*}
\]

In the synchronous and conformal gauge, \( u_l^{(m)} \) reduce to

**Newtonian gauge**

\[
\begin{align*}
  u_0^{(0)} &= 4\dot{\varphi} + \kappa F_0^{(0)}, \\
  u_1^{(0)} &= \frac{4}{3} \kappa \psi + \kappa \frac{4}{30} \theta_b, \\
  u_2^{(0)} &= \frac{4}{5} \kappa P^{(0)}, \\
  u_0^{(1)} &= -2\sqrt{2}\dot{V} - 2\sqrt{2} \kappa v_B^{(1)}, \\
  u_1^{(1)} &= -2\sqrt{\frac{2}{3}} \kappa P^{(1)}, \\
  u_0^{(2)} &= 2\sqrt{\frac{2}{3}} H - 2\sqrt{\frac{2}{3}} \kappa P^{(2)}.
\end{align*}
\]

**Synchronous gauge**

\[
\begin{align*}
  u_0^{(0)} &= -\frac{2}{3} \dot{h} + \kappa F_0^{(0)}, \\
  u_1^{(0)} &= \kappa \frac{4}{3} \theta_b, \\
  u_2^{(0)} &= \frac{4}{5} \kappa P^{(0)}, \\
  u_0^{(1)} &= -2\sqrt{2} \kappa v_B^{(1)}, \\
  u_1^{(1)} &= \frac{4}{3\sqrt{2}} \sqrt{1 - 2K/k^2 \dot{h} \dot{V}} - 2\sqrt{\frac{2}{3}} \kappa P^{(1)}, \\
  u_0^{(2)} &= 2\sqrt{\frac{2}{3}} H - 2\sqrt{\frac{2}{3}} \kappa P^{(2)}.
\end{align*}
\]

**2.8 The line of sight integrals**

The line of sight integrals are most easily derived in the original variables of Hu et. al. [10]. We will just quote their general results here:

\[
\begin{align*}
  \frac{\theta_l^{(m)}}{2l + 1} &= \int_0^{\tau_0} d\tau \kappa^{-\kappa} \sum_j S_j^{(m)} \phi_l^{(jm)}, \\
  \frac{E_l^{(m)}}{2l + 1} &= \int_0^{\tau_0} d\tau \kappa e^{-\kappa} \left(-\sqrt{\frac{6}{3}} P^{(m)}(\kappa e^{-\kappa}) \varepsilon_l^{(m)},
\end{align*}
\]

\[
\begin{align*}
  \frac{D_l^{(m)}}{2l + 1} &= \int_0^{\tau_0} d\tau \kappa e^{-\kappa} \left(-\sqrt{\frac{6}{3}} P^{(m)}(\kappa e^{-\kappa}) \beta_l^{(m)}.
\end{align*}
\]

where \( \phi_l, \epsilon_l \) and \( \beta_l \) are the radial functions of Hu et. al. [10]. In a flat Universe, they are given in terms of spherical Bessel functions, and in the non-flat case they are given in
terms of hyperspherical Bessel functions. The source for polarisation, \( p^{(m)} \), are given by equation (2.16), while the \( S_j^{(m)} \) are given by

\[
S_j^{(0)} = \frac{2j+1}{4} u_j^{(0)}, \quad S_j^{(1)} = -\frac{1}{\sqrt{8}} u_j^{(1)}, \quad S_j^{(2)} = -\frac{1}{\sqrt{6}} u_j^{(2)}.
\]

2.9 Correspondence formulae

We only need the \( E_2^{(m)} \) multipole to get the line-of-sight integrals, but in appendix B we have derived the general formulae for recovering the \( E_l^{(m)} \) and \( B_l^{(m)} \) multipoles from our polarisation multipoles \( G_l^{(m)} \). The computations are rather lengthy, but the final relations are:

\[
\Theta_l^{(0)} = \frac{(2l+1)}{4} F_l^{(0)},
\]

\[
E_l^{(0)} = \sqrt{\frac{(l-2)!}{(l+2)!}} \frac{2l+1}{4} \left[-l(l-1)G_l^{(0)} + \sum_{k=0}^{l-2} i^{l-k} \left(1 + (-1)^{l+k}\right) (2k+1)G_k^{(0)}\right],
\]

\[
\Theta_l^{(1)} = \frac{1}{4} \sqrt{\frac{(l+1)!}{(l-1)!}} \left(F_{l-1}^{(1)} + F_{l+1}^{(1)}\right),
\]

\[
E_l^{(1)} = \frac{1}{2} \sqrt{\frac{2l+1}{5}} \left[(2l-3)\gamma_{l-2}^{(1)} G_{l-2}^{(1)} - (2l+1)\gamma_l^{(1)} G_l^{(1)} + (2l+5)\gamma_{l+2}^{(1)} G_{l+2}^{(1)}\right],
\]

\[
B_l^{(1)} = \frac{1}{2} \sqrt{\frac{2l+1}{5}} \left[-(2l-1)\gamma_{l-1}^{(1)} G_{l-1}^{(1)} + (2l+3)\gamma_{l+1}^{(1)} G_{l+1}^{(1)}\right],
\]

\[
\Theta_l^{(2)} = -\frac{1}{4} \sqrt{\frac{(l+2)!}{(l-2)!}} \left[\frac{1}{2l-1} F_{l-2}^{(2)} + \frac{2(2l+1)}{(2l-1)(2l+3)} F_{l}^{(2)} + \frac{1}{2l+3} F_{l+2}^{(2)}\right],
\]

\[
E_l^{(2)} = \sqrt{\frac{2l+1}{5}} \left[-(2l-3)\alpha_{l-2}^{(2)} \alpha_{l-2}^{(1)} + (2l+1)\alpha_l^{(2)} \alpha_l^{(1)} - (2l+5)\alpha_{l+2}^{(2)} \alpha_{l+2}^{(1)}\right],
\]

\[
B_l^{(2)} = \sqrt{\frac{2l+1}{5}} \left[(2l-1)\alpha_{l-1}^{(2)} \alpha_{l-1}^{(1)} - (2l+3)\alpha_{l+1}^{(2)} \alpha_{l+1}^{(1)}\right].
\]

Closed form expressions for \( \gamma_l^{(1)} \) and \( \alpha_l^{(2)} \) are given in equation (B.18) and (B.37) respectively.

3 Conclusion

In this paper we have showed that calculating the CMB polarisation by evolving the \( E^- \) and \( B^- \) mode as it is usually done is not optimal. Instead, evolving a single quantity, \( G^{(m)} \), is enough, and the multipoles of \( E^{(m)} \) and \( B^{(m)} \) can then be recovered from the multipoles of \( G^{(m)} \). This was previously known only for scalar perturbations and tensor perturbations in flat space. In addition to the obvious computational advantage of having one less hierarchy to evolve in time, the free-streaming solution is also simplified in our approach since all perturbations are expanded in ordinary Legendre polynomials. These equations will soon be implemented in the public code CLASS\(^4\).

\(^4\)Available at http://class-code.net
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A Scattering terms

In this appendix we show how to calculate the scattering terms in equations (2.15).

A.1 Scalar perturbations

After the substitution
\[
\Theta^{(0)} \equiv \frac{1}{4} F^{(0)}, \quad Q^{(0)} \equiv \frac{1}{4} G^{(0)},
\]
equation (2.9) for \( m = 0 \) reads
\[
\frac{d}{d\tau} \left( \begin{array}{c} F^{(0)} \\ G^{(0)} \end{array} \right) + \kappa \left( \begin{array}{c} F^{(0)} - \frac{1}{4\tau} \int d\Omega' F^{(0)r} - 4n \cdot \vec{v}_B^{(0)} \\ G^{(0)} \end{array} \right) - \left( \begin{array}{c} 4D^{(0)} \\ 0 \end{array} \right) = 0.
\]

A.2 Vector perturbations

For the vector perturbations, we do the following change of variables:
\[
\Theta^{(1)} \equiv \frac{1}{4} \sin \theta \epsilon^{\dot{\phi}} F^{(1)}, \quad Q^{(1)} \equiv \frac{1}{4} \sin \theta \cos \theta \epsilon^{\dot{\phi}} G^{(1)},
\]
In these variables, the Boltzmann equation (2.9) takes the form

\[
\frac{d}{d\tau} \left( \frac{F^{(1)}}{G^{(1)}} \right) + \kappa \left( \frac{F^{(1)} - 4 e^{\theta} \sin \theta \hat{n} \cdot \nabla G^{(1)}}{G^{(1)}} \right) - \left( \frac{4 e^{\theta} D^{(1)}}{\Theta} \right) = \text{\textit{\ldots}}
\]

\[
= \frac{\kappa}{10} \int d\Omega' \left( \frac{1}{2} \sqrt{\frac{15}{2\pi}} (-\hat{\mu}) \cos \theta \left\{ Y_2^{(1)}(1 - \mu^2) \right\} iF^{(1)} + \left( \frac{1}{2} \sqrt{\frac{15}{2\pi}} (1 - \mu^4) \right) G^{(1)} \right)
\]

\[
= \frac{\kappa}{10} \int d\Omega' \left( \frac{15}{2\pi} \left\{ (\mu'(1 - \mu^2)) iF^{(1)} + (1 - \mu^4) G^{(1)} \right) \right)
\]

\[
= \frac{\kappa}{10} \int d\Omega' \left( \frac{15}{2\pi} \left\{ (\mu'(1 - \mu^2)) iF^{(1)} + (1 - \mu^4) G^{(1)} \right) \right)
\]

\[
= \frac{\kappa}{10} \int d\Omega' \left( \frac{15}{2\pi} \left\{ (\mu'(1 - \mu^2)) iF^{(1)} + (1 - \mu^4) G^{(1)} \right) \right)
\]

\[
= \frac{\kappa}{10} \left( \frac{3}{2} \right) \left\{ \frac{1}{2} F_1^{(1)} + \frac{1}{2} F_3^{(1)} + 2G_0^{(1)} + \frac{4}{3} G_2^{(1)} - \frac{4}{3} G_4^{(1)} \right) \right)
\]

\[
= \frac{\kappa}{10} \left( \frac{2\sqrt{6}}{3} P_1^{(1)} \right)
\]

(A.6)

A.3 Tensor perturbations

For the tensor perturbations, we do the change of variables

\[
\Theta^{(2)} = \frac{1}{4} \sin^2 \theta e^{\phi} F^{(2)} = \sqrt{\frac{2\pi}{15}} Y_2^{(2)} F^{(2)}\]

\[
Q^{(2)} = \frac{1}{4} (1 + \cos^2 \theta) e^{\phi} G^{(2)} = \sqrt{\frac{3}{2 \pi}} \sqrt{\frac{2\pi}{15}} \epsilon^{(2)} \]

(A.8)

After this substitution, the Boltzmann equation (2.9) reads

\[
\frac{d}{d\tau} \left( \frac{F^{(2)}}{G^{(2)}} \right) + \kappa \left( \frac{F^{(2)} - 4 e^{\theta} \sin \theta \hat{n} \cdot \nabla G^{(2)}}{G^{(2)}} \right) - \left( \frac{4 e^{\theta} D^{(2)}}{\Theta} \right) = \text{\textit{\ldots}}
\]

\[
= \frac{\kappa}{10} \int d\Omega' \left( \frac{1}{2} \sqrt{\frac{15}{2\pi}} \left\{ Y_2^{(2)} \Theta' - \sqrt{\frac{3}{2}} \epsilon^{(2)} + \frac{(B^{(2)})^2}{\epsilon^{(2)}\epsilon} \right\} \right)
\]

\[
= \frac{\kappa}{10} \int d\Omega' \left( \frac{15}{2\pi} \left\{ (1 - \mu^2)^2 F^{(2)} - (1 + 6\mu^2 + \mu^4) G^{(2)} \right) \right)
\]

\[
= \frac{\kappa}{10} \int d\Omega' \left( \frac{15}{2\pi} \left\{ (1 - \mu^2)^2 F^{(2)} - (1 + 6\mu^2 + \mu^4) G^{(2)} \right) \right)
\]

\[
= \frac{\kappa}{10} \int d\mu' \left( \frac{15}{2\pi} \left\{ \left\{ \frac{5}{8} P_0^{(2)} - \frac{15}{16} P_2^{(2)} + \frac{25}{32} P_4^{(2)} \right\} F^{(2)} - \left\{ \frac{5}{8} P_0^{(2)} - \frac{15}{16} P_2^{(2)} + \frac{25}{32} P_4^{(2)} \right\} G^{(2)} \right) \right)
\]

\[
= \frac{\kappa}{10} \int d\mu' \left( \frac{15}{2\pi} \left\{ \left\{ \frac{5}{8} P_0^{(2)} - \frac{15}{16} P_2^{(2)} + \frac{25}{32} P_4^{(2)} \right\} F^{(2)} - \left\{ \frac{5}{8} P_0^{(2)} - \frac{15}{16} P_2^{(2)} + \frac{25}{32} P_4^{(2)} \right\} G^{(2)} \right) \right)
\]
\[
\dot{\kappa} = \frac{\dot{\kappa}}{10} \left( \begin{cases} F_0^{(2)} + \frac{10}{7} F_2^{(2)} + \frac{3}{7} F_4^{(2)} - 6 G_0^{(2)} + \frac{60}{7} G_2^{(2)} - \frac{3}{4} G_4^{(2)} \\ - F_0^{(2)} + \frac{10}{7} F_2^{(2)} + \frac{3}{7} F_4^{(2)} - 6 G_0^{(2)} + \frac{60}{7} G_2^{(2)} - \frac{3}{4} G_4^{(2)} \end{cases} \right) \right)
\]

\[
\dot{\kappa} = \frac{\dot{\kappa}}{\sqrt{\frac{6}{P^{(2)}}} \sqrt{6 P^{(2)}}}.
\]

(A.9)

B Correspondence between expansions

Here we derive the correspondence between the ordinary Legendre expansion coefficients \( F_l^{(m)} \) and \( G_l^{(m)} \) and the coefficients \( \Theta_l^{(m)} \), \( E_l^{(m)} \) and \( B_l^{(m)} \) in the spin-weighted spherical harmonics expansions of Hu et. al.

B.1 Scalar modes

The scalar temperature expansions can be directly compared. Hu et. al.’s expansion is

\[
\Theta^{(0)} = \sum_l (-i)^l \Theta_l^{(0)} \sqrt{\frac{4\pi}{2l+1}} Y_l^0 = \sum_l (-i)^l \Theta_l^{(0)} P_l,
\]

while ours is

\[
\Theta^{(0)} = \frac{1}{4} F^{(0)} = \sum_l (-i)^l (2l + 1) \frac{1}{4} F_l^{(0)} P_l,
\]

so we find

\[
\Theta_l^{(0)} = \frac{(2l+1)}{4} F_l^{(0)}.
\]

(B.3)

The \( E_l^0 \) relation is more complicated. (Remember that \( B_l^{(0)} \) is zero.) We use the following explicit formula for \( \pm 2 Y_l^0 \):

\[
\pm 2 Y_l^0 = \sqrt{\frac{(l-2)!}{(l+2)!}} \sqrt{\frac{2l+1}{4\pi}} P_l^2,
\]

(B.4)

which is easily derived from equation (3) in [8]. Hu et. al.’s expansion can then be written as

\[
Q^{(0)} = Q^{(0)} \pm i U^{(0)} = \sum_l (-i)^l \sqrt{\frac{(l-2)!}{(l+2)!}} E_l^{(0)} P_l^2,
\]

which leads to

\[
E_l^{(0)} = (-i)^{-l} \sqrt{\frac{(l-2)!}{(l+2)!}} \frac{2l+1}{2} \int_{-1}^1 d\mu Q^{(0)} P_l^2,
\]

\[
= (-i)^{-l} \sqrt{\frac{(l-2)!}{(l+2)!}} \frac{2l+1}{2} \sum_k (-i)^k \frac{2k+1}{4} G_k^{(0)} \int_{-1}^1 d\mu P_k P_l^2.
\]

(B.6)

We could not find the general formula for the needed integral\(^5\) anywhere in the literature, so we have included its derivation here. The first step is to use the definition of the associated

\(^5\)However, had we instead chosen \( Q^{(0)} \sim \sin^2 \theta G^{(0)} \) as discussed in section 2.3, this integral would have been given directly by Gaunt’s formula.
Legendre polynomial, equation (1.1):

\[
\int_{-1}^{1} d\mu P_k P_l^2 = \int_{-1}^{1} d\mu (1 - \mu^2) P_k P_l''
\]

\[
= \int_{-1}^{1} d\mu \left[ - \frac{k(k-1)P_{k-2}}{(2k-1)(2k+1)} + \frac{2(k^2 + k - 1)P_k}{(2k-1)(2k+3)} - \frac{(k+1)(k+2)P_{k+2}}{(2k+1)(2k+3)} \right] P_l''. \quad (B.7)
\]

The second derivative of a Legendre polynomial can be recast into a sum over Legendre polynomials. To derive this sum, we start from the basic relation

\[
(2n + 1)P_n = P_{n+1}' - P_{n-1}', \quad (B.8)
\]

which can be iterated to give

\[
P_n' = \sum_{j=0}^{n-1} (1 - (-1)^{j+n}) \frac{2j + 1}{2} P_j. \quad (B.9)
\]

The second derivative can then be expressed as

\[
P_n'' = \sum_{j=0}^{n-1} (1 - (-1)^{j+n}) \frac{2j + 1}{2} \sum_{k=0}^{j-1} (1 - (-1)^{k+j}) \frac{2k + 1}{2} P_k
\]

\[
= \sum_{j=0}^{n-1} \sum_{k=0}^{j-1} (1 - (-1)^{k+j}) (1 - (-1)^{j+n}) \frac{2j + 1}{2} \frac{2k + 1}{2} P_k
\]

\[
= \sum_{k=0}^{n-2} \sum_{j=k+1}^{n-1} (1 - (-1)^{k+j}) (1 - (-1)^{j+n}) \frac{2j + 1}{2} \frac{2k + 1}{2} P_k
\]

\[
= \sum_{k=0}^{n-2} (1 + (-1)^{k+n}) \frac{2k + 1}{4} (n - k)(n + k + 1) P_k.
\]

This leads to

\[
\int_{-1}^{1} d\mu P_k P_l'' = \sum_{j=0}^{l-2} (1 + (-1)^{j+l}) \frac{2j + 1}{4} (l - j)(l + j + 1) \frac{2}{2k + 1} \delta_{jl}
\]

\[
= \begin{cases} 
\frac{4}{3} (1 + (-1)^{k+n}) (l - k)(l + k + 1), & k \leq l - 2, \\
0, & k > l - 2.
\end{cases}
\]

We now insert equation (B.10) that we just derived in equation (B.7). We find

\[
\int_{-1}^{1} d\mu P_k P_l^2 = \frac{1 + (-1)^{l+k}}{2} \left\{ \begin{array}{c}
\frac{k(k-1)(l-((k-2)))(l + (k - 2) + 1)I_{k<l}}{(2k-1)(2k+1)} + \\
+ \frac{2(k^2 + k - 1)(l-((k-2)))(l + k + 1)I_{k<l-2}}{(2k-1)(2k+3)} - \\
- \frac{(k+1)(k+2)(l-((k-2)))(l + (k + 2) + 1)I_{k<l-4}}{(2k+1)(2k+3)}
\end{array} \right\}
\]

\[
= \begin{cases} 
\frac{4}{2l+1} & \text{if } k \leq l - 2 \text{ and } k + l \text{ is even}, \\
0 & \text{otherwise}.
\end{cases} \quad (B.10)
\]
We can now evaluate the integrals in equation (B.6). We find that the correspondence between \( E^{(0)}_l \) and \( G^{(0)}_l \) reads:

\[
E^{(0)}_l = (-\hat{a})^{-l} \sqrt{\frac{(l-2)!}{(l+2)!}} \left[ -l(l-1)G^{(0)}_l + \sum_{k=0}^{l-2} (-\hat{a})^k \left( 1 + (-1)^{l+k} \right) (2k+1)G^{(0)}_k \right],
\]

\[
= \sqrt{\frac{(l-2)!}{(l+2)!}} \left[ -l(l-1)G^{(0)}_l + \sum_{k=0}^{l-2} (-\hat{a})^k \left( 1 + (-1)^{l+k} \right) (2k+1)G^{(0)}_k \right].
\]

(B.11)

We can now calculate the quantity \( P^{(0)} \) of Hu&White starting from their definition

\[
P^{(m)} = \frac{1}{10} \left[ \Theta^{(m)}_2 - \sqrt{6} E^{(m)}_2 \right].
\]

(B.12)

We have \( \Theta^{(0)}_2 = \frac{5}{4} F^{(0)}_2 \) and

\[
\sqrt{6} E^{(0)}_l = \frac{\sqrt{6}}{4!} \left[ -2G^{(0)}_2 - 2G^{(0)}_0 \right] = -\frac{5}{4} \left[ G^{(0)}_0 + G^{(0)}_2 \right],
\]

so we find

\[
P^{(0)} = \frac{1}{8} \left[ F^{(0)}_0 + G^{(0)}_0 + G^{(0)}_2 \right],
\]

(B.13)

in accordance with our definition of \( P^{(0)} \), equation (2.16).

In the notation of Seljak&Zaldarriaga \cite{6}, we have \( P^{(0)} = \frac{1}{2} \Pi \) where we have used the correspondence \( F^{(0)}_l = 4\Delta^{(S)}_{P,l} \) and \( G^{(0)}_l = 4\Delta^{(S)}_{P,l} \) between our multipoles and their multipoles.

**B.2 Vector modes**

For connecting \( F^{(1)} \) and \( \Theta^{(1)} \), we use the formula

\[
\sqrt{1 - \mu^2} P_l = \frac{1}{2l+1} \left[ P^1_{l+1} - P^1_{l-1} \right].
\]

(B.14)

Note that this equation depends on the convention for the Condon-Shortley phase. We rewrite our expansion of \( F^{(1)} \) in the following way:

\[
\Theta^{(1)} = \frac{1}{4} i \sin \theta e^{i\phi} \sum_l (-\hat{a})^l (2l+1) F^{(1)}_l P_l,
\]

\[
= \sum_l (-\hat{a})^{l-1} \frac{1}{4} F^{(1)}_l e^{i\phi} \left( P^1_{l+1} - P^1_{l-1} \right),
\]

\[
= \sum_l \frac{1}{4} \left( (-\hat{a})^{l-2} F^{(1)}_{l+1} - (-\hat{a})^{l} F^{(1)}_{l+1} \right) P^1_{l+1} e^{i\phi},
\]

\[
= \sum_l (-\hat{a})^{l} \frac{1}{4} \sqrt{\frac{4\pi}{2l+1}} \sqrt{\frac{(l+1)!}{(l-1)!}} \left( -F^{(1)}_{l-1} - F^{(1)}_{l+1} \right) Y^1_l.
\]

Comparing this to the expansion of Hu&White yields

\[
\Theta^{(1)}_l = -\frac{1}{4} \sqrt{\frac{(l+1)!}{(l-1)!}} \left( F^{(1)}_{l-1} + F^{(1)}_{l+1} \right).
\]

(B.15)
We now turn to the $E_l^{(1)}$ and $B_l^{(1)}$ relations. We have

$$Q^{(1)} + iU^{(1)} = Q^{(1)} + \frac{B_1^{(1)}}{C_1} Q^{(1)},$$

$$= \frac{1}{4} \left( 1 - \frac{1}{\cos \theta} \right) \sin \theta \cos \theta e^{i\phi} G^{(1)},$$

$$= -\sqrt{\frac{\pi}{5}} 2 Y_2^1 \sum_l (-i)^l (2l + 1) G_l^{(1)} P_l.$$

The product $P_{l2} Y_2^1$ can be expanded in $s = 2, m = 1$ spin-weighted spherical harmonics:

$$P_{l2} Y_2^1 = \sum_j \gamma_l^{j} Y_j^1,$$  \hspace{1cm} (B.16)

with expansion coefficients given by

$$\gamma_l^{j} = \sqrt{\frac{4 \pi}{2l + 1}} \int d\Omega_2 Y_2^1 \star \gamma_l^{(2) Y_j^1} = -\sqrt{\frac{4 \pi}{2l + 1}} \int d\Omega_2 Y_2^1 \star \gamma_l^{(2) Y_j^1 - 1}$$

$$=-\sqrt{\frac{5}{(2l + 1)}} \left( \begin{array}{ccc} 2 & l & j \\ 1 & 0 & -1 \end{array} \right) \left( \begin{array}{ccc} 2 & l & j \\ -2 & 0 & 2 \end{array} \right).$$  \hspace{1cm} (B.17)

The selection rules for the Wigner 3-j symbols tells us that $\gamma_l^{j}$ is non-zero if and only if $j \geq 2$ and $|l - j| \leq j \leq l + 2$. In this range, $\gamma_l^{j}$ can be written as

$$\gamma_l^{j} = (-1)^{j + \frac{1}{2}} \sqrt{\frac{5}{(2l + 1)}} \frac{(j^2 + j - 1)(j + 1)(j^2 + j - 2 - l(l + 1))}{(l - j)(l - j + 1)}.$$  \hspace{1cm} (B.18)

Since $j = 0$ and $j = 1$ are roots in this formula, we do not need to consider the restriction $j \geq 2$. We can now rewrite our Legendre expansion as an expansion in $Y_l^1$:

$$Q^{(1)} + iU^{(1)} = -\sqrt{\frac{\pi}{5}} \sum_l (-i)^l (2l + 1) G_l^{(1)} \sum_{j=-2}^{l+2} \gamma_l^{j} Y_j^1$$

$$= -\sqrt{\frac{\pi}{5}} \left\{ \sum_l (-i)^l (2l + 1) G_l^{(1)} \gamma_l^{j} Y_l^{j-2} + \cdots + \sum_l (-i)^l (2l + 1) G_l^{(1)} \gamma_l^{j} Y_l^{j+2} \right\}$$

$$= -\sqrt{\frac{\pi}{5}} \left\{ \sum_l (-i)^{l+2} (2(l + 2) + 1) G_l^{(1)} \gamma_l^{j} Y_l^{j+2} + \cdots + \right.$$  

$$+ \sum_l (-i)^{l-2} (2(l - 2) + 1) G_l^{(1)} \gamma_l^{j} Y_l^{j-2} \right\}$$

$$= -\sqrt{\frac{\pi}{5}} \sum_l (-i)^l \left\{ \left[ -(2l - 3) \gamma_l^{j} Y_l^{j-2} + (2l + 1) \gamma_l^{j} Y_l^{j+1} \right] - (2l + 5) \gamma_l^{j} Y_l^{j-2} \right\}$$

$$+ i \left\{ (2l - 1) \gamma_l^{j} Y_l^{j-1} - (2l + 3) \gamma_l^{j} Y_l^{j+1} \right\} Y_l^1.$$  

\[6\text{We have used equation (B.35) to re-express the quantity } (2 + (l - j))!(2 - (l - j))!. \text{ The Wigner 3-j symbols can be simplified by applying equation (B.31).} \]
We can finally compare with Hu et al., and we find
\[ E_l^{(1)} = \frac{1}{2} \sqrt{\frac{2l + 1}{5}} \left[ (2l - 3) \gamma_{l-2} G_{l-2}^{(1)} - (2l + 1) \gamma_{l} G_{l}^{(1)} + (2l + 5) \gamma_{l+2} G_{l+2}^{(1)} \right], \quad (B.19) \]
\[ B_l^{(1)} = \frac{1}{2} \sqrt{\frac{2l + 1}{5}} \left[ -(2l - 1) \gamma_{l-1} G_{l-1}^{(1)} + (2l + 3) \gamma_{l+1} G_{l+1}^{(1)} \right]. \quad (B.20) \]

In order to calculate the \( P^{(1)} \) of Hu&White, we need \( \Theta^{(1)} \) and \( E_2^{(1)} \). They are
\[ \Theta_2^{(1)} = -\frac{1}{4} \sqrt{3l} \left( F_1^{(1)} + F_3^{(1)} \right), \quad (B.21) \]
\[ E_2^{(1)} = \frac{1}{2} \left[ \gamma_0 G_0^{(1)} - 5 \gamma_2 G_2^{(1)} + 9 \gamma_4 G_4^{(1)} \right], \quad (B.22) \]
leading to
\[ P^{(1)} = \frac{1}{10} \left[ \Theta_2^{(1)} - \sqrt{6} E_2^{(1)} \right] = -\frac{\sqrt{6}}{40} \left[ F_1^{(1)} + F_3^{(1)} + 2 G_0^{(1)} + \frac{10}{7} G_2^{(1)} - \frac{4}{7} G_4^{(1)} \right], \quad (B.23) \]
which matches our definition of \( P^{(1)} \) in equation (2.16).

### B.3 Tensor modes

Our expansion for \( \Theta \) reads
\[ \Theta^{(2)} = \frac{1}{4} e^{2i\phi} (1 - \mu^2) F^{(2)} \]
\[ = \frac{1}{4} \sum_l (-1)^l e^{2i\phi} (1 - \mu^2) F_l^{(2)} (2l + 1) P_l \]
\[ = \frac{1}{4} \sum_l (-1)^l e^{2i\phi} (1 - \mu^2) F_l^{(2)} \left[ \frac{1}{2l - 1} \frac{d^2 P_{l-2}}{d\mu^2} - \frac{2(2l + 1)}{(2l - 1)(2l + 3)} \frac{d^2 P_l}{d\mu^2} + \frac{1}{2l + 3} \frac{d^2 P_{l+2}}{d\mu^2} \right] \]
\[ = \frac{1}{4} \sum_l (-1)^l e^{2i\phi} F_l^{(2)} \left[ \frac{P_{l-2}^2}{2l - 1} - \frac{2(2l + 1)}{(2l - 1)(2l + 3)} \frac{P_l^2}{2l + 3} + \frac{P_{l+2}^2}{2l + 3} \right] \]
\[ = \frac{1}{4} \sum_l (-1)^l e^{2i\phi} F_l^{(2)} \left[ \frac{2(2l + 1)}{(2l - 1)(2l + 3)} F_l^{(2)} - \frac{1}{2l + 3} F_{l+2}^{(2)} \right] \]
\[ = \sum_l (-1)^l \frac{1}{4} \sqrt{\frac{4\pi}{2l + 1}} \sqrt{(l + 2)!} \left[ \frac{1}{2l - 1} F_{l-2}^{(2)} + \frac{2(2l + 1)}{(2l - 1)(2l + 3)} F_l^{(2)} + \frac{1}{2l + 3} F_{l+2}^{(2)} \right] Y_l^2, \quad (B.24) \]
where we used equation (1.1) and (1.2). This expansion can be compared directly to that of Hu&White:
\[ \Theta^{(2)} = \sum_l (-1)^l \sqrt{\frac{4\pi}{2l + 1}} \Theta_l^{(2)} Y_l^2, \quad (B.25) \]
so we find
\[
\Theta_l^{(2)} = -\frac{1}{4} \sqrt{\frac{(l+2)!}{(l-2)!}} \left[ \frac{1}{2l-1} F_{l-2}^{(2)} + \frac{2(2l+1)}{(2l-1)(2l+3)} F_l^{(2)} + \frac{1}{2l+3} F_{l+2}^{(2)} \right].
\]
(B.26)

Thus,
\[
\Theta_2^{(2)} = -\frac{1}{2} \sqrt{6} \left[ \frac{1}{3} F_0^{(2)} + \frac{10}{21} F_2^{(2)} + \frac{1}{7} F_4^{(2)} \right]
\]
\[
= -\frac{10}{\sqrt{6}} \left[ \frac{1}{10} F_0^{(2)} + \frac{3}{70} F_2^{(2)} + \frac{1}{7} F_4^{(2)} \right].
\]
(B.27)

We can write our expansions of \(Q\) and \(U\) in a form which is easy to compare to the expansions of Hu and White:
\[
Q^{(2)} = \left[ 1 + \frac{B^2}{E^2} \right] \frac{1}{4} (1 + \cos^2 \theta) e^{i \phi} G^{(2)}
\]
\[
= \left[ 1 + \cos^2 \theta \mp \cos \theta \right] \frac{1}{4} G^{(2)}
\]
\[
= \sum_{l=0}^{\infty} (-1)^l (2l + 1) \frac{4\pi}{5} P_{l \pm 2} Y_2^{(2)} G_l^{(2)}.
\]
(B.28)

Considering only \(Q + iU\), we expand \(P_{l \pm 2} Y_2^{(2)}\) in terms of spin 2 spherical harmonics:
\[
P_{l \pm 2} Y_2^{(2)} = \sum_j \alpha_l^{j} Y_j^{(2)},
\]
(B.29)

where the expansion coefficients can be found from the orthogonality of the spin-weighted spherical harmonics:
\[
\alpha_l^{j} = \int d\Omega P_{l \pm 2} Y_2^{(2)} (\bar{\alpha} Y_j^{(2)})^*
\]
\[
= \sqrt{\frac{4\pi}{2l+1}} \int d\Omega Y_0 Y_2^{(2)} (\bar{\alpha} Y_j^{(2)})^* (-1)^4
\]
\[
= \sqrt{\frac{4\pi}{2l+1}} \sqrt{\frac{5(2l+1)(2j+1)}{4\pi}} \left( \begin{array}{cc} l & 2 \ j \\ 0 & 2 \ j \end{array} \right) \left( \begin{array}{cc} l & 2 \ j \\ 0 & -2 \ j \end{array} \right) (-1)^{0+2-2}
\]
\[
= \sqrt{5(2j+1)} \left( \begin{array}{cc} l & 2 \ j \\ 0 & 2 \ j \end{array} \right) (-1)^{2+2j}.
\]
(B.30)

Using the selection rules for the Wigner 3-j symbols, we find that we only have non-zero values for \(|l - 2| \leq j \leq l + 2\), so the sum in equation (B.29) contains only 5 terms. We can find a simple analytical expression for the Wigner 3-j symbol using the general expression
\[
\left( \begin{array}{ccc} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{array} \right) = (-1)^{j_1-j_2-m_3} \Delta(j_1, j_2, j_3) \prod_{k=1}^{3} \sqrt{(j_k - m_k)! (j_k + m_k)!} \times
\]
\[
\times \sum_s (-1)^s \frac{1}{s! (j_1 + j_2 - j_3 - s)! (j_1 - m_1 - s)! (j_2 + m_2 - s)!} \times
\]
\[
\times \frac{1}{(j_3 - j_2 + m_1 + s)! (j_3 - j_1 - m_2 + s)!}.
\]
(B.31)
where the sum is over all non-negative integers $s$ such that all the arguments of the factorials are non-negative, and $\Delta(j_1j_2j_3)$ is defined by

$$\Delta(j_1j_2j_3) = \sqrt{(j_1 + j_2 - j_3)!(j_1 - j_2 + j_3)!(j_1 + j_2 + j_3)!} / (j_1 + j_2 + j_3 + 1)!.$$  \hfill (B.32)

It is easy to verify that in our case, only $s = l - j + 2$ is allowed. We find

$$\left( \begin{array}{c} l \\ 0 \\ -2 \end{array} \right) = (-1)^j 2\sqrt{6} \Delta(j_2j) \sqrt{\frac{(j + 2)!}{(j - 2)!}} \left[ (2 + (l - j))!(2 - (l - j))! \right]^{-1} \hfill (B.33)$$

Note that the fractions of factorials just select a finite number of terms which can be written explicitly. The last fraction can be written in the following way:

$$\chi(l - j) \equiv (2 + (l - j))!(2 - (l - j))! = (2 + |l - j|)! (2 - |l - j|)! = \begin{cases} 2^{|l - j|} |l - j| = 0 \\ 3^{|l - j|} |l - j| = 1 \\ 4^{|l - j|} |l - j| = 2 \end{cases}, \hfill (B.34)$$

which for all relevant values can be written compactly as

$$(2 + (l - j))!(2 - (l - j))! = 2 \left[ 4(l - j)^2 - 3|l - j| + 2 \right]. \hfill (B.35)$$

By combining these results we find

$$\left( \begin{array}{c} l \\ 0 \\ -2 \end{array} \right) = (-1)^l 2\sqrt{6} \sqrt{\frac{(j - 1)j(j + 1)(j + 2)}{(l - j + 1)(l + j + 1)(l + j + 2)(l + j + 3)\chi(l - j)}}, \hfill (B.36)$$

leading to

$$\alpha^j_l = \frac{12 \sqrt{5(2j + 1)}(j - 1)j(j + 1)(j + 2)}{(l - j + 1)(l + j)(l + j + 1)(l + j + 2)(l + j + 3)(4(l - j)^2 - 3|l - j| + 2)} \hfill (B.37)$$

We can now insert the expansion (B.29) into equation (B.28):

$$Q^{(2)} + iU^{(2)} = \sum_{l=0}^{\infty} (-i)^l (2l + 1) \sqrt{\frac{4\pi}{5}} G^{(2)}_l \sum_{j=-2}^{l+2} \alpha^j_l Y^2_j$$

$$= \sum_{l=0}^{\infty} (-i)^l (2l + 1) \sqrt{\frac{4\pi}{5}} G^{(2)}_l \alpha^{-2}_l Y^2_{l-2} +$$

$$+ \sum_{l=0}^{\infty} (-i)^l (2l + 1) \sqrt{\frac{4\pi}{5}} G^{(2)}_l \alpha^{-2}_l Y^2_{l+2}$$

$$= \sum_{l=0}^{\infty} (-i)^l \sqrt{\frac{4\pi}{5}} 2Y^2_l \sum_{j=-2}^{2} (-i)^j (2l + j + 1) G^{(2)}_{l+j} \alpha^j_{l+j}$$

$$= \sum_{l=0}^{\infty} (-i)^l \sqrt{\frac{4\pi}{5}} 2Y^2_l \left\{ [2l - 1] G^{(2)}_{l-1} \alpha^l_{l-1} - (2l + 2) G^{(2)}_{l+1} \alpha^l_{l+1} \right\} +$$

$$+ \left\{ (2l - 3) G^{(2)}_{l-2} \alpha^l_{l-2} + (2l + 1) G^{(2)}_{l} \alpha^l_{l} - (2l + 5) G^{(2)}_{l+2} \alpha^l_{l+2} \right\}.$$
This expansion can now be directly compared to Hu&White's expansion

\[ Q^{(2)} + iU^{(2)} = \sum_l l(l+1) Y_l^2 \left( E_l^{(2)} + iB_l^{(2)} \right), \]  

(B.38)

leading to the identification

\[ E_l^{(2)} = \sqrt{\frac{2l+1}{5}} \left[ -(2l - 3)G_{l-2}^{(2)} \alpha_{l-2} - (2l + 1)G_l^{(2)} \alpha_l - (2l + 5)G_{l+2}^{(2)} \alpha_{l+2} \right], \]  

(B.39)

\[ B_l^{(2)} = \sqrt{\frac{2l+1}{5}} \left[ (2l - 1)G_{l-1}^{(2)} \alpha_{l-1} - (2l + 3)G_{l+1}^{(2)} \alpha_{l+1} \right]. \]  

(B.40)

Note that the square roots in \( \alpha^l \) combine with the square root in front, so all expressions will be in terms of fractions. As an example we can calculate \( E_2^{(2)} \):

\[ E_2^{(2)} = -G_0^{(2)} + \frac{10}{7} G_2^{(2)} - \frac{1}{14} G_4^{(2)} \]

\[ = \frac{10}{6} \left[ -\frac{3}{5} G_0^{(2)} + \frac{6}{7} G_2^{(2)} - \frac{3}{70} G_4^{(2)} \right]. \]  

(B.41)

We can now calculate \( P^{(2)} \) of Hu&White from the definition of \( P^{(m)} \), equation (2.16). \( \Theta_2^{(2)} \) is given by (B.27) and \( E_2^{(2)} \) by equation (B.41). Thus

\[ P^{(2)} = \frac{1}{10} \left[ \Theta_2^{(2)} - \sqrt{6} E_2^{(2)} \right] \]

\[ = \frac{1}{10} \left[ -\frac{10}{\sqrt{6}} \left( \frac{1}{10} F_0^{(2)} + \frac{1}{7} F_2^{(2)} + \frac{3}{70} F_4^{(2)} \right) - \sqrt{6} \left( -\frac{3}{5} G_0^{(2)} + \frac{6}{7} G_2^{(2)} - \frac{3}{70} G_4^{(2)} \right) \right] \]

\[ = -\frac{1}{\sqrt{6}} \left[ \frac{1}{10} F_0^{(2)} + \frac{1}{7} F_2^{(2)} + \frac{3}{70} F_4^{(2)} - \frac{3}{5} G_0^{(2)} + \frac{6}{7} G_2^{(2)} - \frac{3}{70} G_4^{(2)} \right], \]  

(B.42)

which is the same as our definition of \( P^{(2)} \), equation (2.16). This expression can be compared to the \( \Psi \) used by different authors, but note that the exact expression depends on the definition of the Legendre expansion as well as the convention for the perturbation. Crittenden et. al. [3] are using intensity fluctuation units \(^7\) like us, but they are omitting the \((-i)^l \) in their convention for Legendre expansion. Taking this into account, we find \( \Psi = -\sqrt{6} P^{(2)} \).

C Relativistic Boltzmann equation in an arbitrary gauge

The relativistic Boltzmann equation is often derived in the literature in the synchronous gauge (see e.g. [17]) or longitudinal gauge (see e.g. [19–21]). The general result is derived in [22, 23] and quoted in [8, 10], but with differences in the signs of a few terms, and even with a different expression for the contribution of the metric perturbation \( h_{0i} \). This justifies the presentation a full derivation in this Appendix. We stick to the metric choice

\[ g_{\mu\nu} = a^2 (\gamma_{\mu\nu} + h_{\mu\nu}) \]  

(C.1)

\(^7\)This can be verified by integrating their definition of the perturbed distribution function \( \delta f \) over momentum.
such that \( x^0 \equiv \tau \) represents conformal time, and \( \gamma_{00} = -1 \). In the Friedmann-Lemaître model, for any set of comoving coordinates, the tensor \( \gamma_{\mu\nu} \) must be diagonal. Indices are raised using \( \bar{g}^{\mu
u} = \bar{g}^{\mu\rho} \bar{g}^{\lambda\rho} \delta_{\rho\lambda} \) for the background, and \( \delta g^{\mu\nu} = -\bar{g}^{\mu\nu} \bar{g}^{\lambda\rho} \delta_{\rho\lambda} \) for the perturbations. For photons traveling along a given geodesic, the four-momentum \( P^\mu = \frac{dx^\mu}{d\lambda} \) obeys

\[
P^\mu P_\mu = 0.
\]

Instead the four-velocity \( u^\mu \) of a given observer is normalized to \( u^\mu u_\mu = -1 \). When the trajectory of an observer crosses that of a photon, the observer measures a photon energy \( \omega \equiv -u^\mu P_\mu \). If the observer happens to be at rest with respect to the coordinate system, \( u^\mu \) vanishes. In that case, the previous relations imply \( u^0 = 1/\sqrt{-g_{00}} \) and

\[
\omega = -g_{0\mu} u^0 P^\mu = \sqrt{-g_{00}} P^0 - a h_{0i} P^i.
\]

It is trivial to show that at order one in perturbations, \( \omega \approx \sqrt{g_{ij}} P^i P^j \) (the relation is even exact in any gauge where \( h_{0i} = 0 \)). The direction of propagation of a photon is given by 

\[
n^i = \frac{P^i}{\sqrt{\gamma_{ij} P^j P^j}}, \quad \gamma_{ij} n^i n^j = 1.
\]

Using \( P^\mu P_\mu = 0 \), we see that at order zero in perturbations, \( n^i \) is equal to \( P^i / P^0 \). The phase-space distribution of a given species can be expressed as a function of coordinates \( x^\mu \), of the energy \( \omega \) measured by a comoving observer, and of the direction of propagation \( n^i \). In the special case of massless particles, gravitational interactions preserve the shape of the distribution, which can be expressed as:

\[
f(x^\mu, \omega, n^i) = g \left( y(x^\mu, \omega, n^i) \right)
\]

where \( g(y) \) could be a Bose-Einstein or Fermi-Dirac distribution, and the quantity \( y \) involves the energy, the background temperature and the direction-dependent temperature fluctuation:

\[
y(x^\mu, p, n^i) = \frac{\omega}{T(\tau)(1 + \Theta(x^\mu, n^i))} \approx \frac{\omega}{T(\tau)} \left( 1 - \Theta(x^\mu, n^i) \right) .
\]

The dependence of the temperature fluctuation \( \Theta \) on direction appears when the tight-coupling approximation breaks down. For massless species, the collisionless Boltzmann equation (or Liouville equation) expressing the conservation of the phase-space distribution along geodesics reads

\[
\frac{df}{d\lambda} = g'(y) y \left[ p^\mu \frac{\partial \log(y)}{\partial \tau} + p^i \frac{\partial \log(y)}{\partial x^i} + \frac{d\omega}{d\lambda} \frac{\partial \log(y)}{\partial \omega} + \frac{dn^i}{d\lambda} \frac{\partial \log(y)}{\partial n^i} \right] = 0 .
\]

The last term is of order two in perturbations, since in an unperturbed universe geodesics would be straight lines, while \( \Theta \) and \( y \) would be isotropic. Keeping at most first-order perturbations, we get

\[
\dot{\Theta} + \dot{T} + \frac{P^i}{P^0} \partial_i \Theta - \frac{1}{P^0} \frac{d\log \omega}{d\lambda} = 0 .
\]

The dependence of the temperature fluctuation \( \Theta \) on direction appears when the tight-coupling approximation breaks down. For massless species, the collisionless Boltzmann equation (or Liouville equation) expressing the conservation of the phase-space distribution along geodesics reads

\[
\frac{df}{d\lambda} = g'(y) y \left[ p^\mu \frac{\partial \log(y)}{\partial \tau} + p^i \frac{\partial \log(y)}{\partial x^i} + \frac{d\omega}{d\lambda} \frac{\partial \log(y)}{\partial \omega} + \frac{dn^i}{d\lambda} \frac{\partial \log(y)}{\partial n^i} \right] = 0 .
\]

The last term is of order two in perturbations, since in an unperturbed universe geodesics would be straight lines, while \( \Theta \) and \( y \) would be isotropic. Keeping at most first-order perturbations, we get

\[
\dot{\Theta} + \dot{T} + \frac{P^i}{P^0} \partial_i \Theta - \frac{1}{P^0} \frac{d\log \omega}{d\lambda} = 0 .
\]

At order zero in perturbations we are left with

\[
\frac{\dot{T}}{T} - \frac{1}{P^0} \frac{d\log a P^0}{d\lambda} = 0 .
\]

By using the geodesic equation \( \frac{dp^0}{d\lambda} = -\bar{\Gamma}^0_{\mu\nu} P^\mu P^\nu \), one can easily show that

\[
\frac{\dot{T}}{T} + \frac{\dot{a}}{a} = 0 .
\]

\[^8\text{opposite to the direction of observation.}\]
and that the temperature scales like the inverse of the scale factor. By subtracting this
equation to the full one, we get the first-order equation governing temperature fluctuations:
\[
\dot{\Theta} + \frac{P^i}{P^0} \partial_i \Theta - \left[ \frac{1}{P^0} \frac{d \log \omega}{d \lambda} + \frac{\dot{a}}{a} \right] = 0 \tag{C.9}
\]
Since \( \partial_i \Theta \) is a perturbation, we can replace its coefficient \( \frac{P^i}{P^0} \) by its zero-order approximation \( n^i \). Also, at order one, we can use \( \omega = \sqrt{g_{00}} P^0 (1 - h_{0\bar{n}} n^i) \), and expand the equation as:
\[
\dot{\Theta} + n^i \partial_i \Theta - \left[ \frac{d \log \sqrt{g_{00}}}{d \tau} + \frac{1}{P^0} \frac{d \log P^0}{d \lambda} - \frac{d h_{0\bar{n}}}{d \tau} n^i + \frac{\dot{a}}{a} \right] = 0 \tag{C.10}
\]
(we recall that \( P^0 = d\tau/d\lambda \)). Using the relations \( g^{00} = 1/g_{00} \) and \( \partial_\alpha g_{\mu \nu} = \Gamma^\lambda_{\alpha \mu} g_{\lambda \nu} + \Gamma^\lambda_{\alpha \nu} g_{\lambda \mu} \),
we can express the first term between brackets as
\[
\frac{d \log \sqrt{g_{00}}}{d \tau} = \frac{1}{2g_{00}} \left( g_{00} + \partial_i g_{00} \frac{dx^i}{d \tau} \right) = \Gamma^0_{00} + \left( \Gamma^0_{i0} - \frac{\dot{a}}{a} h_{0i} \right) \frac{P^i}{P_0} . \tag{C.11}
\]
The second term between brackets can be expanded using the geodesics equation:
\[
\frac{1}{P^0} \frac{d \log P^0}{d \lambda} = -\Gamma^0_{00} - 2\Gamma^0_{i0} \frac{P^i}{P^0} + \Gamma^0_{ij} \frac{P^j}{P^0} \tag{C.12}
\]
After some cancellations, we are left with a reduced expression:
\[
\dot{\Theta} + n^i \partial_i \Theta + \Gamma^0_{ij} \left( \frac{P^i}{P^0} \right)^2 + \Gamma^0_{i0} \frac{P^i}{P^0} + \frac{\dot{a}}{a} h_{0i} n^i + \frac{d h_{0i}}{d \tau} n^i - \frac{\dot{a}}{a} = 0 . \tag{C.13}
\]
The third term can be computed by substituting \( \Gamma^0_{ij} \) with its explicit expression, \( P^i P^j \) by \( (\gamma_{ij} \partial_\alpha P^\alpha) n^i n^j \), and \( (\gamma_{ij} \partial_\alpha P^\alpha) P^\beta \) by \( \left( -a^{-2} g_{00} P^0 - 2h_{0\bar{n}} P^0 - h_{ij} 
\right) \). After a few lines of somewhat tedious calculations, we get:
\[
\Gamma^0_{ij} \left( \frac{P^i}{P^0} \right)^2 = \frac{\dot{a}}{a} \left( 1 - 2h_{0\bar{n}} n^i \right) + \frac{1}{2} h_{ij} n^i n^j
\]
\[
+ \left( -\frac{1}{2} [\partial_i h_{0j} + \partial_j h_{0i}] + \frac{1}{2} [h_{0k} \gamma^{ij} \partial_j \gamma_{ii} + h_{0j} \gamma^{ij} \partial_i \gamma_{jj}] \right) n^i n^j . \tag{C.14}
\]
The second line can be written in a more compact and intuitive way using the covariant derivative \( \gamma^k_{ij} \) defined for the spatial metric \( \gamma_{ij} \) (in other words, based on the Christoffel symbols \( \gamma^k_{ij} \) computed from \( \gamma_{ij} \), which are actually equal to those of the full spatial metric \( g_{ij} \) computed at order zero in perturbations):
\[
h_{0ji} \equiv \partial_i h_{0j} - \gamma^k_{ij} h_{0k} . \tag{C.15}
\]
We notice that
\[
h_{0lj} n^i n^j = h_{0lj} n^i n^j = (\partial_i h_{0j} - h_{0j} \gamma^{ij} \partial_i \gamma_{jj}) n^i n^j . \tag{C.16}
\]
Hence the second line of equation (C.14) is equal to \( -h_{0lj} n^i n^j \). The fourth term in equation (C.13) is much easier to obtain:
\[
\Gamma^0_{i0} \frac{P^i}{P^0} = -\frac{1}{2} \partial_i h_{00} n^i + \frac{\dot{a}}{a} h_{0n} n^i . \tag{C.17}
\]
We can simplify equation (C.13) using (C.14, C.17). After several cancellations, we get:

\[
\dot{\Theta} + n^i \partial_i \Theta + \frac{1}{2} h_{ij} n^i n^j - h_{0ij} n^i n^j - \frac{1}{2} \partial_i h_{00} n^i + \frac{dh_{0i}}{d\tau} n^i = 0 .
\] (C.18)

Several authors define the energy \( \omega \) as \( \sqrt{g_{00} P^0} \), neglecting the correction terms proportional to \( h_{0i} \), and obtain the above equation without the last term (see e.g. [22, 23]). If instead we take this term into account and express it as

\[
\frac{dh_{0i}}{d\tau} n^i = \left( \dot{h}_{0i} + h_{0ij} \frac{dx^j}{d\tau} \right) n^i = \dot{h}_{0i} n^i + h_{0ij} n^i n^j ,
\] (C.19)

we obtain as a final result

\[
\dot{\Theta} + n^i \partial_i \Theta + \frac{1}{2} h_{ij} n^i n^j - \frac{1}{2} \partial_i h_{00} n^i + \dot{h}_{0i} n^i = 0 .
\] (C.20)

This expression differs from its counterpart in [8, 10] through the sign of the third and of the last terms.
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