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This paper proposes an important extension to Conditional Value-at-Risk (CoVaR), the popular systemic risk measure, and investigates its properties on the cryptocurrency market. The proposed Vulnerability-CoVaR (VCoVaR) is defined as the Value-at-Risk (VaR) of a financial system or institution, given that at least one other institution is equal or below its VaR. The VCoVaR relaxes normality assumptions and is estimated via copula. While important theoretical findings of the measure are detailed, the empirical study analyses how different distressing events of the cryptocurrencies impact the risk level of each other. The results show that Litecoin displays the largest impact on Bitcoin and that each cryptocurrency is significantly affected if an event of joint distress among the remaining market participants occurs. The VCoVaR is shown to capture domino effects better than other CoVaR extensions.
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1. Introduction

Various developments and crises over the last two decades, such as the financial crisis of 2009, have demonstrated how volatile, fragile, and interconnected the financial system and its institutions can be. This gives rise to systemic risk, which can be described as ‘the risk of the financial system as a whole’ (Cao 2014, p. 2). The regulatory methodology focuses highly on protecting the financial system against systemic risk events by identifying globally systemically important financial institutions based on cross-jurisdictional activities, size, interconnectedness, substitutability, and complexity. These higher risk institutions are subject to higher loss absorbency requirements, which are imposed next to general liquidity and risk-based capital requirements (Basel Committee on Banking Supervision 2013). However, the question of correctly quantifying systemic risk via appropriate measures remains a crucial task and has developed into a highly researched area. Classical univariate risk measures such as the VaR or the Expected Shortfall are constructed to quantify the risk of an isolated institution or asset class. Consequently, these univariate measures are unable to quantify the impact of an institution’s distress on another institution or the whole financial system. As a result, alternative multivariate measures which overcome these limitations and are able to quantify the impact of the risk of a financial institution on other institutions in a system need to be defined.

The last decade has seen a rise of a completely new, highly volatile, and risky financial product known as Cryptocurrency (CC). The CC has recently received increased attention in academia (Vidal-Tomás 2021, Petukhina et al. 2021), and further reference material is provided in Corbet et al. (2019), Giudici et al. (2020), and Fang et al. (2022). However, the economics of those financial assets are yet not well understood, and the risks hidden in this system require thorough investigation. The potential threats from CC have recently also been recognized by regulating authorities, see Basel Committee on Banking Supervision (2019). The following systemic risk discussion focuses solely on CC as financial assets, but the methods are general and are applicable to other inter-connected financial asset classes.

Bisias et al. (2012) and Benoit et al. (2017) provide extensive surveys of current methodologies to quantify systemic risk. Among these several methods, the most widely-applied market-based measure is the Conditional Value-at-Risk (CoVaR) by Adrian and Brunnermeier (2016), which expands the approach of the VaR to a conditional setting. The CoVaR can be defined as a quantile of the conditional return distribution of CC (or a system) j given that the CC i is under distress, which means that if the usually
stable Litecoin (LTC) becomes risky, will this risk be transferred to Bitcoin (BTC)? Based on that concept, Adrian and Brunnermeier (2016) define a measure called Delta-CoVaR by taking the difference between CoVaR\(^i\) with \(i\) being exactly at its VaR and with \(i\) being in its median state, therefore highlighting the strength of the effect. A list of further systemic risk measures has been developed and analysed by Girardi and Ergün (2013), Mainik and Schaanning (2014), Acharya et al. (2017), and Brownlees and Engle (2017). Zhou (2010) considers, among other measures, the Vulnerability Index (VI) that represents the probability that the CC of interest violates its VaR under the condition of at least one other CC violating its VaR. Several studies have expanded the CoVaR measure to a multiple case by incorporating more than one variable in the conditional event. Cao (2014) introduces the Multi-CoVaR (MCoVaR) with the condition of several CCs being simultaneously in distress. Bernardi et al. (2019) propose the System-CoVaR (SCoVaR), in which the conditional variables are aggregated via their sum. Further extensions are detailed in Bernardi et al. (2017, 2018), Di Bernardino et al. (2015), and Bonaccolto et al. (2021).

The main goal of this paper is to formalize a flexible approach that allows to cover a variety of distress events without having to specify a pre-specified distressing situation of the given system, e.g. distress of a specific element or group of elements. Therefore, complementary to SCoVaR and MCoVaR, this empirical study proposes the Vulnerability-CoVaR (VCoVaR), which translates the idea of the VI to the conditional quantile setting. The VCoVaR is defined as the VaR of a CC (or the CC system) given there exists at least one other CC being below or equal to its VaR. Copula-based estimation strategies and characteristics for CoVaR and all investigated CoVaR extensions (SCoVaR, MCoVaR, VCoVaR) are detailed and validated in a thorough simulation study. CoVaR, MCoVaR, and VCoVaR are found to be equal in certain dependence scenarios. Simulation-based analysis of the measures depending on the dependence structure and intensity reveal the desirable property of the VCoVaR of being a monotonically decreasing function of the dependence parameter for a selected list of Archimedean copulae (AC). As an important by-product of this research, a semi-automated univariate model selection procedure based on the minimization of an information criterion while fulfilling the requirements on the respective time series residuals is proposed, see Appendix B of the Supplementary Material.

The paper is structured as follows: Section 2 illustrates why the VCoVaR is particularly appropriate for the CC market and further motivates the use of copula for estimation. Section 3 formally defines the measures and derives the copula-based estimation. Section 4 investigates the properties of the risk measures. Section 5 includes the simulation study, while Section 6 contains the application study of CCs. Section 7 concludes. The R code to reproduce the results of this paper is available at https://github.com/MarWaltz/VCoVaR.

2. Systemic risk in the cryptocurrency market

The literature identifies two highly relevant characteristic properties of the CC market: the existence of significant spillover effects and the occurrence of herding behaviour among CC market participants. The latter relates to the phenomenon that investors tend to imitate each other’s transaction behaviour instead of following their own information and belief basis (Hwang and Salmon 2004). The existence of spillover effects is displayed in Borri (2019), who applies the CoVaR of Adrian and Brunnermeier (2016) based on quantile regression to discover that CCs are highly exposed to tail-risk from other CCs. Ji et al. (2019) use the methodology of Diebold and Yilmaz (2015) to quantify return and volatility spillovers in the CC market. Pursuing a similar methodological approach, Li et al. (2020) find that risk spillovers are stronger in the direction from CCs with small market capitalization to those with larger capitalization. Xu et al. (2021) run the TENET approach originally developed in Härdle et al. (2016) to conclude that the market of CCs is coined by significant effects of spillover risk and that the connectedness in the market increased steadily over the course of time. Further spillover analysis of the crypto-market can be found in Koutmos (2018), Luu Duc Huynh (2019), and Katsiampa et al. (2019), while the empirical findings are greatly summarized in the survey of Kyriazis (2019). Along with spillover effects, CCs also show a strong behaviour of tail dependence, see Tiwari et al. (2020) and Xu et al. (2021), which can be modelled using the copula method.

Regarding the existence of herding behaviour, a relevant contribution is Bouri et al. (2019), who identify using the approach of Stavroyiannis and Babalos (2017) significant herding effects whose intensity varies over time. Vidal-Tomás et al. (2019) give evidence for herding effects during downward market situations, based on the methodology of Chang et al. (2000) and Chang and Zheng (2010). They notice that the behaviour of the main CCs is crucial for the investment decisions of traders. Ballis and Drakos (2020) and Kallinterakis and Wang (2019) also follow the method of Chang et al. (2000) and confirm the presence of herding effects, although detecting stronger effects during upward market situations. Finally, Kyriazis (2020) contains a survey about the empirical findings.

These two properties—spillover effects and herding behaviour—of the CC market suggest that distress of a CC leads to subsequent distressed states of other CCs, and consequently, a domino effect might take place, increasing the likelihood of a systemic risk event. Additionally, there is evidence that the CC market can be primarily influenced by one dominant CC, for example BTC, as stated in Smales (2020).

The VCoVaR is especially appropriate for the CC market because the measure is tailored for quantifying tail-dependence and domino effects. For example, in the case of extreme losses of Bitcoin (BTC) under the condition that at least one of Ethereum (ETH), Litecoin (LTC), Monero (XMR), and Ripple (XRP) is under distress, with the VCoVaR we capture all situations of such distress spreading processes in the system. It is not necessary to define which CC initially was under distress or how far the domino effect is already developed. The notion of at least one includes all possible scenarios and is hence more appropriate in capturing domino effects than the existing alternatives CoVaR, MCoVaR, and SCoVaR, which focus only on one pre-specified distress situation. The use of copulae allows to model both tail dependencies and contagion risk, with the latter being...
especially pronounced in this market with one dominant CC. Consequently, the VCovAR provides a flexible tool to depict the impact of such systemic risk scenarios due to its natural consideration of the special characteristics of the CC market.

3. Conditional multivariate risk measures

3.1. Definitions

Before formally introducing the conditional measures, the univariate VaR measure is reviewed. Let $X_{i,t}$ be the return of CC $i$ at time $t$. The VaR$_{α,i}$ at probability level $α ∈ (0, 1)$ is implicitly defined as:

$$P(X_{i,t} ≤ VaR_{α,i}) = α.$$ (1)

If $X_{i,t} ∼ F_{i,t}$, one can alternatively write $VaR_{α,i} = F_{i,t}^{-1}(α)$, with $F_{i,t}^{-1}$ being the generalized inverse of $F_{i,t}$, defined as $F^{-1}(u) = \inf\{x : F(x) ≥ u\}$.

Let $X_{j,t}$ be the return of CC (or the CC system) $j$ at time $t$. The original Adrian and Brunnermeier (2016) CovAR$^{α,β}_{α,β,j}$ with probability level $β$ for $j$ given $X_{i,t}$ equals its VaR$_{α,j}$ is defined as:

$$P(X_{j,t} ≤ CovAR^{α,β}_{α,β,j} \mid X_{i,t} = VaR_{α,i}) = β, \quad \text{for } j \neq i.$$ (2)

The CovAR$^{α,β}_{α,β,j}$ is the quantile of the conditional return distribution. Frequently applied probability levels in practice are $α = β = 0.05$ or $α = β = 0.01$. We consider general cases with $α, β \in (0, 1)$ for all measures. Girardi and Ergün (2013) modify (2) by adding inequality to the condition:

$$P(X_{j,t} ≤ CovAR^{α,β}_{α,β,j} \mid X_{i,t} ≤ VaR_{α,i}) = β.$$ (3)

It is argued that this definition is reasonable as it considers more extreme distressing events of CC $i$ and gives the opportunity to apply standard backtesting procedures, e.g., Kupiec (1995). Mainik and Schaanning (2014) showed for selected bivariate distributions that the CovAR in (2) is not a monotonically increasing function of the dependence coefficient between $(X_{j,t}, X_{i,t})$, while the one in (3) is monotonically increasing. Note that this translates into monotonically decreasing functions in our case, as Mainik and Schaanning (2014) considered loss variables. This characteristic is referred to as dependence consistency. More precisely, Theorem 3.6 in Mainik and Schaanning (2014) guarantees the measure in (3) is dependence consistent if $(X_{i,t}, X_{j,t})$ follows a bivariate elliptical distribution or an elliptical copula. Similar properties have been found for the Gumbel copula.

However, the relationships in the CC world are unlikely to be fully captured with a bivariate distribution. It is necessary to find alternatives, including several variables for the conditional event, to capture more complex scenarios in which $p > 1$ CCs are in distress. In the following, let $X_{i} = (X_{j,1}, \ldots, X_{j,p})^T$ be the vector of returns of CCs, with indices collected in the vector $i = 1, \ldots, p$ at time $t$ where $j$ is not part of these CCs. The first considered extension, the SCovAR, aggregates the variables in the conditional event by taking their sum and was introduced in Bernardi et al. (2019). Building on this idea, the SCovAR in this paper is implicitly defined as follows:

**Definition 3.1 (System-CovAR)** Given the return $X_{j,t}$ of cryptocurrency/system $j$ and the returns $X_i$ of cryptocurrencies $i$, the SCovAR is defined as:

$$P\left(\bigwedge_{i=1}^{p} X_{j,t} ≤ SCovAR_{α,β,j}^{α,β} \mid \sum_{i=1}^{p} X_{i,t} ≤ VaR_{α,i} \left\{ \sum_{i=1}^{p} X_{i,t} \right\} \right) = β.$$ (4)

Bernardi et al. (2019) impose the additional restriction that every variable in the conditional event is below or equal its individual VaR, what leads to a different form of (4), namely:

$$P\left(\bigwedge_{i=1}^{p} X_{j,t} ≤ SCovAR_{α,β,j}^{α,β} \mid \sum_{i=1}^{p} X_{i,t} ≤ VaR_{α,i} \left\{ \sum_{i=1}^{p} X_{i,t} \right\}, \forall i : X_{i,t} ≤ VaR_{α,i} \right) = β.$$ (5)

Building on their formulation, the authors find a generalization of the Expected Shortfall measure, which is used to pursue a game theoretic approach of risk allocation. However, this paper separates these naturally different restrictions into the SCovAR as in Definition 3.1 and the MCoVaR, which is introduced in the following.

The MCoVaR is the second extension and was introduced in Cao (2014). This measure covers cases where all $X_{i,t}$ are simultaneously equal or below their VaR$_{α,i}$ level. Thus, using probability levels $α$ and $β$, it is defined as:

**Definition 3.2 (Multi-CovAR)** Given the return $X_{j,t}$ of cryptocurrency/system $j$ and the returns $X_i$ of cryptocurrencies $i$, the MCoVaR is defined as:

$$P(X_{j,t} ≤ MCoVaR_{α,β,j}^{α,β} \mid \forall i : X_{i,t} ≤ VaR_{α,i}) = β.$$ (5)

Although it is possible to consider different $α$-levels for each $X_{i,t}$ to balance individual effects, for simplicity, it is assumed that all measures impose a common $α$-level for the conditional variables. Cao (2014) defines a measure of systemic risk contribution by taking the difference of the MCoVaR as in (5) and the MCoVaR when the $X_{j,t}$ are at a normal state. As for the SCovAR, the aim of this paper is also to study the properties and estimation of the MCoVaR given in (5).

Along these lines, we propose the VCovAR, which is to the best of our knowledge not existent in the current literature, although allowing for a new perspective on systemic risk. It translates the idea of the VI of Zhou (2010) into a conditional quantile setting. The VI was originally defined on loss distributions and measures the probability of $X_{j,t}$ violating its VaR given there exists at least one other CC violating its VaR. Transferring this approach, the VCovAR is implicitly defined as follows:

**Definition 3.3 (Vulnerability-CovAR)** Given the return $X_{j,t}$ of cryptocurrency/system $j$ and the returns $X_i$ of cryptocurrencies $i$, the VCovAR is defined as:

$$P(X_{j,t} ≤ VCovAR_{α,β,j}^{α,β} \mid \exists i : X_{i,t} ≤ VaR_{α,i}) = β.$$ (6)
This approach allows to cover a variety of distress events and naturally generalizes the CoVaR of (3) and the MCoVaR of (5). It is straightforward to see that the conditional event of the MCoVaR is a subset of the conditional events of the VCoVaR. In a setting of positive dependencies, the distressing event of the MCoVaR relates to the worst case covered in the VCoVaR, namely all $X_i$ are below or equal to their VaR. On the other side, the VCoVaR is able to cover situations that are less negative than the bivariate CoVaR. Having, e.g. the return of three CCs LTC, XMR, and XRP as conditional variables, the VCoVaR captures situations in which XMR violates its VaR while LTC and XRP do not. This crypto market situation can be assessed more positive than the one of the bivariate CoVaR with XMR in the conditional event as additional positive information about LTC and XRP exist.

3.2. Estimation of systemic risk measures

3.2.1. CoVaR estimation. The original CoVaR of Adrian and Brunnermeier (2016) given in (2) was estimated using a quantile regression approach (Koenker and Bassett 1978). Girardi and Ergün (2013) point out that—although the resulting CoVaR$^{ij}_{\alpha,\beta}$ estimate is time-variant—the impact of VaR$_{\alpha_{ij}}$ on CoVaR$^{ij}_{\alpha_{ij}}$ is constant, which is unlikely to be the case in practice. In contrast, they propose to estimate their CoVaR modification based on the bivariate distribution of $(X_{ij}, X_{ij})$, thus rewrite (3) as:

$$P(X_{ij} \leq \text{CoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}, X_{ij} \leq \text{VaR}^{ij}_{\alpha_{ij}}) = \beta,$$

which reduces to:

$$P(X_{ij} \leq \text{CoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}, X_{ij} \leq \text{VaR}^{ij}_{\alpha_{ij}}) = \alpha \beta,$$

as per definition $P(X_{ij} \leq \text{VaR}^{ij}_{\alpha_{ij}}) = \alpha$, see (1). On this basis, the following three-step procedure was proposed for the estimation:

Step 1: Fit a suitable univariate time-series process (selected, e.g. through our newly proposed procedure, see Section 6.1.2) to $X_{ij}$ and estimate VaR$_{\alpha_{ij}}$.

Step 2: Estimate the bivariate conditional heteroscedasticity model (e.g. the DCC-GARCH model of Engle 2002) to obtain an estimate of the time-dependent bivariate density $f_{ij}(x_{ij}, x_{ij})$ with observations $x_{ij}, x_{ij}$ of $X_{ij}, X_{ij}$ with $i = 1, \ldots, p$.

Step 3: Solve for CoVaR$^{ij}_{\alpha_{ij}, \beta_{ij}}$ the equation:

$$\int_{-\infty}^{\text{CoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}} \int_{-\infty}^{\text{VaR}^{ij}_{\alpha_{ij}}} f_{ij}(x_{ij}, x_{ij}) \, dx_{ij} \, dx_{ij} = \alpha \beta. \quad (8)$$

This procedure might be computationally demanding as it involves numerical evaluation of a double integral. Overcoming this issue, we base our estimation on copulae. Copulae are multivariate distribution functions with margins being $U[0,1]$, see Joe (2014). Copulae give the opportunity to specify the dependence structure of random variables in a flexible way, allowing to go beyond the commonly applied multivariate Gaussian and t-distribution. This is also handy because CC returns are even less normal than fiat stocks, see, e.g. Szczepielski et al. (2020) for an extensive investigation of proper CC return distributions.

To estimate the CoVaR as given in (7), Reboredo and Ugolini (2015) express the bivariate distribution function $F_{X_{ij}, X_{ij}}(X_{ij}, X_{ij})$ as:

$$P(X_{ij} \leq \text{CoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}, X_{ij} \leq \text{VaR}^{ij}_{\alpha_{ij}}) = F_{X_{ij}, X_{ij}}(\text{CoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}, \text{VaR}^{ij}_{\alpha_{ij}}) = C_{X_{ij}, X_{ij}}(F_{X_{ij}}(\text{CoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}), F_{X_{ij}}(\text{VaR}^{ij}_{\alpha_{ij}}); \theta_{ij}),$$

using the Sklar (1959) theorem. $F_{X_{ij}}$ and $F_{X_{ij}}$ denote the marginal distributions of $X_{ij}$ and $X_{ij}$, respectively. $C_{X_{ij}, X_{ij}}$ refers to the copula function with parameter $\theta_{ij}$. The CoVaR$^{ij}_{\alpha_{ij}, \beta_{ij}}$ is estimated by solving:

$$C_{X_{ij}, X_{ij}}(F_{X_{ij}}(\text{CoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}), \alpha; \theta_{ij}) = \alpha \beta, \quad (9)$$

which uses $F_{X_{ij}}(\text{VaR}^{ij}_{\alpha_{ij}}) = \alpha$. Note that in the case of AC (9) can be solved analytically for CoVaR$^{ij}_{\alpha_{ij}, \beta_{ij}}$ see Karimalis and Nomikos (2018). Another crucial advantage is that it is not necessary to estimate the VaR of the conditional variable beforehand (Reboredo and Ugolini 2015). To compute (9), it is sufficient to estimate the copula and the marginal distribution of $X_{ij}$. This estimation strategy is transferred to the SCoVaR of (4). Although it involves information of $p$ conditional variables, it can be estimated using (9) while replacing $X_{ij}$ with $\sum_{i=1}^{p} X_{ij}$ for estimating the copula between $X_{ij}$ and $\sum_{i=1}^{p} X_{ij}$.

3.2.2. MCoVaR estimation. Set $\text{VaR}_{\alpha_{ij}} = (\text{VaR}_{\alpha_{ij}}, \ldots, \text{VaR}_{\alpha_{ij}})^T$, where $X_i \leq \text{VaR}_{\alpha_{ij}}$ holds componentwise. Furthermore, set $\alpha = (\alpha, \ldots, \alpha)^T$ and $F_X(\text{VaR}_{\alpha_{ij}}) = (F_{X_{ij}}(\text{VaR}_{\alpha_{ij}}), \ldots, F_{X_{ij}}(\text{VaR}_{\alpha_{ij}}))^T$. To estimate the MCoVaR, (5) can be rewritten as:

$$P(X_{ij} \leq \text{MCoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}, X_{ij} \leq \text{VaR}^{ij}_{\alpha_{ij}}) = \beta. \quad (10)$$

Similar to the procedure of Girardi and Ergün (2013), Cao (2014) computes the individual VaR for each CC and assumes a parametric form of the $(p+1)$-dimensional distribution for all involved variables. On this basis, the denominator of (10) can be computed, leading to an expression with a multiple integral with $p + 1$ variables and the MCoVaR as the only unknown. This is solved numerically, and Cao (2014) assumes a multivariate t-distribution driving the overall dependency in the application.

Furthermore, (10) is given in terms of copulae by:

$$C_{X_{ij}, X_{ij}}(F_{X_{ij}}(\text{MCoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}), F_X(\text{VaR}_{\alpha_{ij}}); \theta_{ij}) = \beta,$$

leading to:

$$C_{X_{ij}, X_{ij}}(F_{X_{ij}}(\text{MCoVaR}^{ij}_{\alpha_{ij}, \beta_{ij}}), \alpha; \theta_{ij}) = \beta, \quad (11)$$
where \( \alpha = (\alpha_1, \ldots, \alpha_p)^\top \in (0,1)^p \). \( C_{X_j, X_k} \) denotes the \((p+1)\)-dimensional copula of \( (X_{j1}, X_{k1}, \ldots, X_{pj}) \) with the parameter \( \theta_{j1} \). \( C_X \) refers to the \( p \)-dimensional copula of \( X \) with parameter \( \theta_{1j} \). This expression can be solved, as the \( MCoVaR \) is the only unknown term. Consequently, it is sufficient to have an appropriate estimate of the copulae and the marginal distribution \( F_{X_j} \). One can assume different structures for the copulae enabling different interpretations of the gained \( MCoVaR \), which will be detailed in Section 4.2. In practice, \( C_{X_j, X_k} \) is estimated from the data, and the copula \( C_X \) is gained through marginalization, setting \( C_X(\alpha; \theta_{j1}) = C_{X_j, X_k}(1, \alpha_1; \theta_{j1}) \) from the grounding property (Nelsen 2006). Notice that (11) yields an analytic solution for specific copula families. Let \( \psi \) be a generator function for an AC with parameter \( \theta \) and \( \psi^{-1} \) the corresponding inverse. Let \( C_X \) be some copula under the assumption, that \( C_{X_j, X_k}(u_j, u_1, \ldots, u_{p}; \theta_{j1}) = \psi^{-1}[\psi_{\theta_{j1}}(u_j) + \psi_{\theta_{j1}}(C_X(u_1, \ldots, u_{p}; \theta_{j1})]] \) with \( (u_j, u_1, \ldots, u_{p})^\top \in [0,1]^{p+1} \) is the proper copula function. Simplification of (11) yields:

\[
MCoVaR_{\alpha, \beta, \theta}^{(\beta)} = F_{X_j}^{-1}[\psi_{\theta_{j1}}^{-1}(\alpha)\{C_X(\alpha; \theta_{j1})\beta - \psi_{\theta_{j1}}^{-1}(\alpha)\}] - \psi_{\theta_{j1}}^{-1}(\alpha). \tag{12}
\]

Special cases are where \( C_{X_j, X_k} \) is an AC or a Hierarchical Archimedean copula (HAC), see Okhrin et al. (2013). In the former case, (12) transforms to:

\[
MCoVaR_{\alpha, \beta, \theta}^{(\beta)} = F_{X_j}^{-1}[\psi_{\theta_{j1}}^{-1}(\alpha)\{p\psi_{\theta_{j1}}^{-1}(\alpha)\beta - p\psi_{\theta_{j1}}^{-1}(\alpha)\}],
\]

where the dependence intensity is expressed via the AC parameter \( \theta_{j1} \). Furthermore, from (11) follows that \( MCoVaR_{\alpha, \beta, \theta}^{(\beta)} = CoVaR_{\alpha, \beta, \theta}^{(\beta)} \) for \( p = 1 \), as (11) reduces to (9).

3.2.3. \( VCoVaR \) estimation. In the following, the copula-based representation of the \( VCoVaR \) of (6) is derived. Set \( \mathbf{1} - \alpha = (1 - \alpha_1, \ldots, 1 - \alpha_1)^\top \) of length \( p \).

**Lemma 3.1** The \( VCoVaR \) defined in (6) is equivalent to:

\[
\frac{F_{X_j}(VCoVaR_{\alpha, \beta, \theta}^{(\beta)}) - \bar{C}_X(1 - \alpha; \theta_{j1}) + \bar{C}_X(1 - F_{X_j}(VCoVaR_{\alpha, \beta, \theta}^{(\beta)}), 1 - \alpha; \theta_{j1})}{1 - \bar{C}_X(1 - \alpha; \theta_{j1})} = \beta, \tag{13}
\]

where \( \bar{C}_X \) denotes the \((p+1)\)-dimensional survival copula associated with \( (X_j, X_k) \) and parameter \( \theta_{j1} \), and \( \bar{C}_X \) denotes the \( p \)-dimensional survival copula of \( X \), characterized by a parameter \( \theta_{1j} \).

Proofs of all lemmata are provided in Appendix 1. The \( VCoVaR \) is estimated by solving (13). The estimation approach includes survival functions, which can - analogously to the case of distribution functions—be decomposed using survival copulae, see Georges et al. (2001). A crucial characteristic is that the survival copula of a pair of random variables is the 180 degrees rotated version of its copula, similar holds for any dimension. In consequence, there exists a direct relationship between \( C \) and \( \bar{C} \). This allows estimation of the involved survival copulae in practice as follows:

first, estimate the copula \( C_{X_j, X_k} \) from the data and rotate it to find \( \bar{C}_{X_j, X_k} \). Second, extract \( \bar{C}_X \) through marginalization, setting \( \bar{C}_X(1 - \alpha; \theta_{j1}) = \bar{C}_{X_j, X_k}(1, 1 - \alpha; \theta_{j1}) \). The essential point is again the sufficiency of having an estimate of the (survival) copula and the marginal distribution \( F_{X_j} \). Additionally, the considered risk measures in (9), (11), and (13) are continuous transformations of these estimators. Therefore all asymptotic distributional properties of the risk measures are directly determined by application of the delta method, see Oehlert (1992).

The following Lemma shows the equivalence between the copula-based representations of \( CoVaR \) and \( VCoVaR \) if only one conditional variable is considered.

**Lemma 3.2** Given (9) and (13), it holds that \( VCoVaR_{\alpha, \beta, \theta}^{(\beta)} = CoVaR_{\alpha, \beta, \theta}^{(\beta)} \) if \( p = 1 \).

4. Properties of systemic risk measures

4.1. Independence and perfect dependence

Let us establish a connection between the \( CoVaR \) measures introduced previously if all variables are independent or perfectly positive dependent. The case of perfect negative dependence is not considered, as countermonotonicity in higher dimensions is problematic.

**Lemma 4.1** Let \( X_{j1}, X_{12}, \ldots, X_{pj} \) be independent, given expressions (9), (11), and (13), it holds that \( CoVaR_{\alpha, \beta, \theta}^{(\beta)} = MCoVaR_{\alpha, \beta, \theta}^{(\beta)} = VCoVaR_{\alpha, \beta, \theta}^{(\beta)} = F_{X_j}^{-1}(\beta) \).

This observation is reasonable, as in the case of independence, the conditional probabilities of (3), (5) and (6) equal the respective unconditional probability, which results in the VaR at level \( \beta \). Transferred to the market of CCs, in the case of independence, an extreme event for a crypto return under condition is completely irrelevant for the crypto return \( X_{j1} \).

**Lemma 4.2** Let \( X_{j1}, X_{12}, \ldots, X_{pj} \) be perfectly positive dependent, given expressions (9), (11), and (13), it holds that:

\[
CoVaR_{\alpha, \beta, \theta}^{(\beta)} = MCoVaR_{\alpha, \beta, \theta}^{(\beta)} = VCoVaR_{\alpha, \beta, \theta}^{(\beta)} = F_{X_j}^{-1}(\alpha \beta).
\]

All conditional measures equal the VaR at level \( \alpha \beta \) in the given scenario, being directly influenced by the VaR level of the conditional variables, which means that in the case of perfect positive dependence, it is sufficient to consider one conditional crypto return, as additional CCs would not generate any additional information.

4.2. General positive dependencies

We want to gain further understanding of the measures based on (9), (11), and (13). Two major objectives are pursued. First, to detect the general behaviour of the measures as the function of the dependence parameter for a given copula. Second, to investigate differences between different copula families. This is realized by solving (9), (11), and (13) for a range of copula parameters. The marginal distribution \( F_{X_j} \) is set to be standard normal.
For the bivariate CoVaR of (9), the Gaussian, t, Clayton, and Gumbel copulae are chosen, while we consider two approaches to analyse the MCoVaR of (11) and the VCoVaR of (13). Generally, we set \( p = 2 \). First, the copula \( C_{X_j, X_1, X_2}(u_1, u_2, u_3) \) is assumed to be Clayton or Gumbel, thus belonging to the AC family. We excluded the Gaussian and t-copula as they require more correlation parameters in higher dimensions, and we want to start the analysis by varying one dependence parameter at a time. The copula of \( (X_j, X_2) \) is attained by marginalization: \( C_{X_j, X_1}(u_1, u_2) = C_{X_j, X_2}(1, u_2, u_3) \). As a consequence, the measure depends only on one parameter for the Clayton and Gumbel copula and can be visualized comparable to the bivariate CoVaR case. This allows interpreting how the measure changes if the dependence of \( (X_j, X_1, X_2) \) as a whole changes. Second, the copula of \( (X_j, X_1, X_2) \) is assumed to be a HAC. The idea of a HAC is to nest AC in a hierarchical structure to allow for a more flexible specification of the dependence structure, as the property of AC of having one parameter materializes in practice often as a limitation. The following structure is imposed:

\[
C_{X_j, X_1, X_2}(u_1, u_2, u_3) = C_1[u_1, C_2(u_2, u_3)].
\]

The bivariate copula \( C_2 \) describes the dependency inside the conditional variables, while \( C_1 \) describes the dependency between the target variable and the conditional variables. Notice that for the VCoVaR each copula is rotated, as the measure is based on survival copulae.

For comparability, each copula parameter is converted into Kendall’s \( \tau \) (Joe 2014). As in Section 4.1, only positive dependencies with Kendall’s \( \tau \in [0, 1] \) are considered, although \( \tau \) does not range over the whole domain in some cases as numerical issues at the limits appeared. Note that \( \tau < 0 \) results in negative pair-dependencies, which is controversial in dimensions \( d > 2 \). The computations in the following are realized using the R-packages \texttt{copula} (Kojadinovic and Yan 2010) and \texttt{HAC} (Okhrin and Ristig 2014).

4.2.1. CoVaR properties. Starting with the bivariate CoVaR, figure 1 shows the measure depending on the selected copula and Kendall’s \( \tau \). The probability levels \( \sigma = \beta = 0.05 \) and \( \alpha = \beta = 0.01 \) are considered. In general, the CoVaR decreases monotonically for all copulae if Kendall’s \( \tau \) increases. This is consistent with the findings of Mainik and Schaanning (2014). For example, this implies the stronger LTC depends on XRP, the stronger a distressing event of XRP will impact LTC. Furthermore, the results of Section 4.1 are special cases for those copulae where independence (\( \tau = 0 \)) and perfect positive dependence (\( \tau = 1 \)) are attained. Given the standard normal distribution for the margins, these are \( F_{X_1}^{-1}(\beta) \approx -1.645 \) and \( F_{X_1}^{-1}(\alpha\beta) \approx -2.807 \), respectively, for \( \alpha = \beta = 0.05 \). The CoVaR converges for all copulae towards these theoretical limits, except for the t-copula if \( \tau \rightarrow 0 \). This is reasonable as \( \tau = 0 \) restricts the correlation of the t-copula to be 0, but does not affect the degrees of freedom \( v \). However, the t-copula converges towards the Gaussian one if \( v \rightarrow \infty \) (Eling and Toplek 2009). This is reflected in figure 1, as with increasing \( v \) the curve of the t-copula comes closer to the one of the Gaussian copula. The curve of the Clayton copula decreases very fast, while the curves of the Gumbel and Gaussian copulae decrease slowly. Thus, the Clayton copula leads to more conservative estimates of the CoVaR and should produce in an application fewer exceedances than the other copulae.

4.2.2. MCoVaR and VCoVaR properties. Figure 2 shows the results of the first approach with three-dimensional AC. The figure also contains the theoretical limits of Section 4.1, and both the MCoVaR and the VCoVaR converge towards them if \( \tau \rightarrow 0 \) or \( \tau \rightarrow 1 \). This is the case for both considered probability levels. However, the MCoVaR is not a monotonically decreasing function of Kendall’s \( \tau \). For the Clayton copula, the MCoVaR achieves its minimum for \( \tau \approx 0.2 \), while for the Gumbel copula it is around \( \tau \approx 0.75 \). Thus, the MCoVaR measure of (11) does not reflect the behaviour of the bivariate CoVaR for the given copula specification. Nevertheless, it is reasonable to detect lower values of the MCoVaR in comparison to the CoVaR, as the conditioning event describes a worse market situation. In contrast to the MCoVaR, the VCoVaR is a monotonically decreasing function of Kendall’s \( \tau \). Thus the
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Figure 1. Bivariate CoVaR for different copulae and standard normal margins. The upper grey line corresponds to the independence case \( F_{X_1}^{-1}(\beta) \) and the lower one to perfect positive dependence \( F_{X_1}^{-1}(\alpha\beta) \), as derived in Section 4.1.
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Figure 2. MCoVaR and VCoVaR for different copulae and standard normal margins. The upper grey line corresponds to the independence case \( F_{X_1}^{-1}(\beta) \) and the lower one to perfect positive dependence \( F_{X_1}^{-1}(\alpha\beta) \), as derived in Section 4.1.
Figure 2. MCoVaR and VCoVaR assuming Archimedean copulae for $C_{X_j, X_1, X_2}$, $t$. The upper grey lines correspond to the independence case $F_{X_j, t}^{-1}(\beta)$ and the lower ones to perfect positive dependency $F_{X_j, t}^{-1}(\alpha \beta)$, as derived in Section 4.1.

Figure 3. MCoVaR and VCoVaR assuming Hierarchical Archimedean copulae with $C_{X_j, X_1, X_2}(u_1, u_2, u_3) = C_1(u_1, C_2(u_2, u_3))$. $\tau_1$ refers to $C_1$ and $\tau_2$ to $C_2$, $\alpha = \beta = 0.05$. (a) Multi-CoVaR and (b) vulnerability-CoVaR.

measure decreases if the dependency of $(X_j, X_1, X_2)$ as a whole intensifies. Furthermore, the curve of the Clayton copula again decreases faster than the one of the Gumbel copula. Transferring this to practice, we can expect the Clayton copula to lead to more conservative estimates for the VCoVaR in the empirical part.

The second approach using the HAC allows decomposing these characteristics even further. Figure 3 shows the surfaces for Clayton and Gumbel generators if a HAC is assumed. Regarding notation, the figure contains $\tau_1$ and $\tau_2$, referring to $C_1$ and $C_2$, respectively. Note that a HAC is required to fulfill the sufficient nesting condition in order to be a proper copula (Okhrin et al. 2013). This condition corresponds to $\tau_1 \leq \tau_2$ for considered copulae, the area in the surface plots violating this condition remains empty. The edges of the surfaces at $\tau_1 = \tau_2$ in figure 3 equal the corresponding curves in figure 2, as the HAC is the equivalent with the AC of the first approach.

The MCoVaR decreases for both copulae if the dependency between the target variable and the conditional variables, represented through $\tau_1$, intensifies. For example, if BTC is the variable of interest and XRP and XMR are under condition, the impact of joint distresses of XRP and XMR on BTC increases if BTC has a larger dependency with XRP and XMR. This observation is reasonable and justifies the application of the MCoVaR. However, this mainly reflects the dependence consistency of the bivariate CoVaR. Given a fixed $\tau_2$, the value $C_2(u_2, u_3)$ can be calculated with $u_2, u_3$ set to $\alpha$, as seen from (11). In consequence, the analysis with varying $\tau_1$ becomes analogous to a bivariate CoVaR analysis with an $\alpha$-level adjusted by the dependency between $X_1, t$ and $X_2, t$. If on the other side $\tau_1$ is fixed and $\tau_2$ increases, the MCoVaR is much less affected and tends to increase. Regarding our example with BTC, XMR, and XRP, this could potentially be interpreted as follows: if the conditional CCs XMR and XRP only have a weak dependence, the conditional event in (5)
will be unlikely. If such a joint event still happens, the market situation will be devastating and the MCoVaR needs to be very small. If in the other case, XRP and XMR depend highly on each other, distress of XRP suggests distress of XMR and vice versa. The fulfillment of the condition is a consequence of the dependency between XRP and XMR and not of the situation of the overall market. Thus, the values of the MCoVaR are slightly higher. However, the overall impact of \( \tau_1 \) on the MCoVaR is of primary importance and determines the general behaviour of the measure. Differentiating between the two considered copulae shows the Clayton copula decreases faster in \( \tau_1 \), although there is an overlapping of the two surfaces in figure 3(a) for high \( \tau_1, \tau_2 \).

The VCoVaR using the HAC structure in figure 3(b) decreases if \( \tau_1 \) increases. This observation confirms that the VCoVaR as calculated in (13), is a reasonable extension of the bivariate CoVaR measure. In contrast to the MCoVaR, the VCoVaR decreases if the dependency between the conditional variables, expressed through \( \tau_2 \), increases. This could be explained via different conditional events. Consider the example of BTC with XRP and XMR under condition again. If the dependency between XRP and XMR increases, the probability that the conditional event of the VCoVaR in (6) yields a bad scenario, namely both CCs are in distress, increases. Consequently, the VCoVaR needs to decrease to capture these potentially worse situations. However, the impact of \( \tau_2 \) on the VCoVaR is less pronounced than the one of \( \tau_1 \). Finally, the Clayton copula produces again smaller VCoVaR values than the Gumbel copula.

5. Simulation study

A simulation study is performed to test whether (9), (11), and (13) can reliably calculate the respective measure if the true copula is known, and no temporal dependency is present. The study is performed as follows: Step 1: Assume \((X_{ij},X_{ij})\) for the CoVaR or \((X_{ij},X_{ij},X_{ij})\) for the M- and VCoVaR following a certain copula with dependence parameter \( \tau \). Step 2: Sample \( n=10,000 \) iid observations from the copula with margins being \( U \sim [0,1] \) and estimate the copula via maximum likelihood (ML). Step 3: Compute the respective conditional measure through (9), (11), and (13), and the VaR of the conditional variables as the empirical \( \alpha \)-quantile. Step 4: Compute the violation rate of the respective measure using the sample equivalents of \( \beta \) from the definitions in (3), (5), and (6), respectively. Step 5: Repeat Steps 2 to 4 for \( N = 100 \) times and calculate the average violation rate.

The Gumbel and Clayton copulae are analysed with Kendall’s \( \tau \in [0.25, 0.50, 0.75] \). The sample equivalents of \( \beta \) in Step 4 are calculated by considering only the simulated observations which fulfill the conditional event. Of those observations, the number of violations of the respective CoVaR measure is computed. The equivalent of \( \beta \) is then the ratio between the latter and the number of observations fulfilling the conditional event, which were considered in the first stage. This is equivalent to the procedure of Mainik and Schaanning (2014), in which the bivariate CoVaR was analysed. Table 1 shows that for both selected probability levels, both copulae, and all values of Kendall’s \( \tau \), the violation rates are close to nominal level \( \beta \). Concluding this simulation study, the copula-based (9), (11), and (13) are able to reliably compute the respective measure if the correct copula is assumed for the data-generating process.

6. Empirical study

6.1. In-sample estimation

6.1.1. Proceeding and data investigation. The study uses five CCs BTC, ETH, LTC, XMR, and XRP. These five CCs constitute approximately 65% (as of 28/03/2022) of the overall CC market capitalization and offer relatively long time series compared to other CCs, thus providing a sufficient database. The data contains daily closing prices in USD stemming from the Community Network Data kindly provided by Coin Metrics (https://coindirectory.io, accessed: 01/12/2021), similar to Chaim and Laurini (2018) and Tsang and Yang (2021). The sample includes \( n = 2283 \) observations from 01/09/2015 to 30/11/2021 as CCs are traded every day, including weekends. For the analysis, the prices are transformed in log-returns. We calculate: (1) The bivariate CoVaR for all possible combinations of the five CC; (2) The SCoVaR, MCoVaR, and VCoVaR of each CC if the remaining four CCs are treated as conditional variables.

The study uses the copula-based (9), (11), and (13) are able to reliably compute the respective measure if the correct copula is assumed for the data-generating process.

Table 1. Average violation rates for CoVaR, MCoVaR, and VCoVaR estimation.

| Measure   | \( \tau = 0.25 \)          | \( \tau = 0.50 \)          | \( \tau = 0.75 \)          |
|-----------|---------------------------|---------------------------|---------------------------|
|           | Clayton                   | Gumbel                    | Clayton                   | Gumbel                    | Clayton                   | Gumbel                    |
| CoVaR     | 0.0489                    | 0.0493                    | 0.0499                    | 0.0507                    | 0.0506                    | 0.0506                    |
| MCoVaR    | 0.0491                    | 0.0516                    | 0.0501                    | 0.0501                    | 0.0490                    | 0.0480                    |
| VCoVaR    | 0.0503                    | 0.0505                    | 0.0507                    | 0.0495                    | 0.0496                    | 0.0502                    |
|          | \( \alpha = \beta = 0.05 \) |                          |                           |                           |                           |                           |
| CoVaR     | 0.0102                    | 0.0082                    | 0.0102                    | 0.0089                    | 0.0093                    | 0.0085                    |
| MCoVaR    | 0.0080                    | 0.0062                    | 0.0082                    | 0.0112                    | 0.0101                    | 0.0117                    |
| VCoVaR    | 0.0110                    | 0.0099                    | 0.0115                    | 0.0113                    | 0.0091                    | 0.0089                    |

\( \alpha = \beta = 0.05 \)
the respective marginal model for each time series separately. Step 2: Perform the parametric probability integral transformation on residuals to obtain iid \( U[0,1] \) data. Step 3: Estimate the copula based on the resulting pseudo-sample observations. Step 4: Solve (9), (11), or (13), respectively.

6.1.2. Univariate models. Empirical results from the literature indicate that CC returns exhibit characteristics as volatility clustering, fat tails, and leverage effects, see Zhang et al. (2018) and Phillip et al. (2018). To account for these dynamics and building on the stationarity assumption, the margins are assumed to follow an autoregressive moving-average (ARMA) model for the conditional mean \( \mu_t \), and a GJR-GARCH model (Glosten et al. 1993) for the conditional variance \( \sigma_t^2 \). For example, when \( X_{jt} \) denotes the log-return of a CC at time \( t \), the full ARMA\((p, q)\)-GJR-GARCH\((P, Q)\) model can be outlined as follows (Ghalanos 2020):

\[
X_{jt} = \mu_t + \varepsilon_t, \quad \mu_t = \mu + \sum_{i=1}^{p} \phi_i (X_{j,t-i} - \mu) + \sum_{j=1}^{q} \psi_j \varepsilon_{t-j}, \quad \varepsilon_t = \sigma_t \zeta_t,
\]

\[
\sigma_t^2 = \omega + \sum_{i=1}^{P} (\lambda_i + \gamma_i \mathbb{I}_{(\varepsilon_{t-i} \leq 0)}) \varepsilon_{t-i}^2 + \sum_{j=1}^{Q} \delta_j \sigma_{t-j}^2,
\]

with iid \( \zeta_t \sim F_\zeta(0,1) \) and \( \mathbb{I}_{\cdot} \) being an indicator function. This results in the ability of the GJR-GARCH specification to model positive and negative shocks, represented by \( \varepsilon_t \), differently and accounts for the leverage effect (Ghalanos 2020). For \( F_\zeta \), the skew-t distribution with skewness \( \xi \) and shape \( \nu \) of Fernández and Steel (1998) is selected, as the time series exhibited a strong indication of non-normality and skewness.

For parameter constraints and additional remarks on the model, see Glosten et al. (1993). In the context of this application, the ARMA-GJR-GARCH model acts as a filter for temporal dependencies inside the time series and the empirical counterparts of \( z_t \) are extracted for further modeling. These standardized residuals \( \hat{z}_t \) should be as serially independent as possible. In addition, it might be unnecessary to specify the model as presented above, and a more parsimonious version would be sufficient to capture the dynamics of the data. Considering these facts, we use a semi-automated process which selects the best fitting model according to an information criterion while fulfilling necessary requirements on the residuals, for details see Appendix B of the Supplementary Material.

Building on the selected univariate models, the VaR for each time series at level \( \alpha \) can be calculated parametrically as described in a forecasting context in Kuester et al. (2006):

\[
\text{VaR}_{\alpha,t} = \hat{\mu}_t + \hat{\sigma}_t F_\zeta^{-1}(\alpha | \hat{\xi}, \hat{\nu}),
\]

where \( \hat{\mu}_t, \hat{\sigma}_t, \hat{\xi}, \hat{\nu} \) are the estimates from the fitted univariate model. The generated in-sample VaR estimates are necessary for evaluation and comparison with the conditional measures. To validate the VaR estimates, table 2 shows the realized equivalents of \( \alpha \) in (1) and the absolute number of observations, in which the respective log-return was equal or below the VaR estimate. The rates are close to \( \alpha = 0.05 \) in all cases, indicating the accuracy of the models.

6.1.3. Copula models. With the univariate models being estimated, the standardized residuals \( \hat{z}_t \) are parametrically transformed to \( U[0,1] \), denoted \( u_{i,t} = F_\zeta(\hat{z}_{i,t} | \hat{\xi}, \hat{\nu}) \) with \( i \in \{1, \ldots, 5\} \) for BTC, ETH, LTC, XMR, and XRP. Based on these pseudo-observations, the copulae are estimated. The following time-invariant copula models are chosen for the application: Gaussian, \( t \), Clayton, and Gumbel. Time-invariance
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Table 2. Violations for the VaR estimates.

|             | BTC | ETH | LTC | XMR | XRP | Sys:BTC | Sys:ETH | Sys:LTC | Sys:XMR | Sys:XRP |
|-------------|-----|-----|-----|-----|-----|---------|---------|---------|---------|---------|
| Rate in %   | 6.00| 5.43| 5.35| 4.78| 5.04| 4.69    | 4.86    | 4.73    | 5.17    | 5.04    |
| Number      | 137 | 124 | 122 | 109 | 115 | 107     | 111     | 108     | 118     | 115     |

Notes: Sys:BTC denotes the sum of the log-returns of ETH, LTC, XMR, and XRP. For the selected \( \alpha = 0.05 \) we should observe 114.1 violations.
relates to having the same copula parameter at every point of time \( t \). In this case, the measures in (9), (11), and (13) become time-variant only through the dynamic nature of the univariate model of BTC, while the dependencies are assumed to be constant. However, it might be beneficial to investigate time-variant copulae to capture the potential dynamics of the dependencies, which is why we incorporate the dynamic model of Patton (2006) and the DCC-copula approach of Jin (2010). Detailed descriptions of these models alongside resulting parameter estimates of all copulae can be found in Appendix B of the supplementary material.

### 6.1.4. Estimates of the systemic risk measures

Building on the estimated marginal distributions and copulae, (9), (11), and (13) are solved for the systemic risk measures. Table 3 shows descriptive statistics alongside violation rates, which are the sample equivalents of \( \beta \) and computed similar to Section 5. Figures 5 and 6 illustrate selected measures when the log-return of BTC is \( X_{ij} \). The supplementary material contains further plots.

This leads to the following findings:

1. On average, all conditional measures are below the respective univariate VaR, reflecting the positive dependencies in the crypto-market. Moreover, the figures show that the conditional measures are driven by similar dynamics as the VaR, which is a consequence of the chosen static \( t \)-copula and the inverse margin operation (15).

2. According to average bivariate CoVaR, BTC and LTC primarily affect each other. Consequently, figure 5 displays the CoVaR of BTC drastically below its VaR. This finding agrees with Luu Duc Huynh (2019) and...
Figure 5. CoVaR of BTC with LTC under condition using a time-invariant \( t \)-copula. Realized violation rate: 0.0492.

Figure 6. VCoVaR, SCoVaR, and MCoVaR of BTC with time-invariant \( t \)-copula.

Xu et al. (2021), who noticed BTC as a risk recipient of other CCs. Investors might keep that in mind when driving towards BTC. ETH responds similarly to isolated distressing events of BTC, LTC, XMR, and XRP. However, a notable impact has LTC on XRP since it leads to the lowest average CoVaR estimates for this CC.

(3) Generally, the average SCoVaR estimate for each CC is below the bivariate CoVaR estimates. The only exception being the pair BTC and LTC. This implies that knowing LTC is in distress appears to be worse for BTC than knowing the summation of ETH, LTC, XMR, and XRP is in a critical state.

(4) The MCoVaR yields the lowest average estimates for each CC, illustrating how strongly a joint distressing event of other major CCs can impact a particular currency. In addition, the MCoVaR has the highest variance among all considered measures.

(5) Finally, the VCoVaR is estimated below the VaR, but larger than all conditional measures. This means that knowing that at least one out of the other four CC is in distress appears less critical than knowing that exactly one is in distress without information on the other three. This reflects the nature of the conditional event and can be interpreted in two ways. First, from a methodological point of view, the conditional event of the VCoVaR includes more scenarios than all other considered measures. Consequently, more observations will fulfill it, see figure 6. To achieve a violation rate at level \( \beta \) for this amount of observations, the VCoVaR estimate has to lie closer to the log-return of BTC than the other conditional measures. Second,
from an economic point of view, the cases of the conditional event of the VCoVaR when one CC is in distress have the additional information that the other CCs are not in distress, which the bivariate CoVaR does not include. For example, knowing LTC is in distress is worse than knowing LTC is in distress and ETH, XMR, and XRP are not. This information advantage is decisive, as it gives positive information about the market. This was discussed theoretically in Section 3.1 and perfectly materializes in this application. Furthermore, the VCoVaR exhibits the lowest variance among all other conditional measures.

(6) All measure can be reliably estimated via copulae. However, the selected dependence model is crucial for the estimation quality. In general, the best copulae are the $t$-copula and the Clayton one. The time-variant Patton (2006) and DCC models can reliably be used as well, but offer only in distinct cases advantages over the static $t$ and Clayton models. The worst performance yields the Gumbel copula since it cannot model the lower tail dependence adequately. These observations are in line with the results of the simulations in Section 4.2. However, the violation rates should be treated carefully due to the evaluation approach, which only considers the observations fulfilling the respective conditional event.

6.2. Out-of-sample estimation

To validate the estimation performance in an out-of-sample setting, we analyse the CCs based on a moving window approach. As in Section 6.1 holds: $\alpha = \beta = 0.05$, and we calculate the same systemic risk measures. The window size covers $w = 500$ observations, and a one-day-ahead forecasting strategy is pursued. The univariate model is always assumed to be a GJR-GARCH(1,1) model with $\mu = 0$ and skew-$t$ innovations. The CoVaR, SCoVaR, MCoVaR, and VCoVaR forecasts for $t + 1$ are evaluated based on calculating the realized equivalents of $\beta$ in (3), (4), (5), and (6) while using the forecasted VaR and the log-return of $t + 1$. This is motivated by Girardi and Ergün (2013), although this work focuses directly on violation rates instead of tests like Kupiec (1995). To perform the one-day-ahead VaR forecasting, (15) is calculated using the forecasts of the conditional mean and conditional variance. The procedure for the conditional measures for each window is as follows: Step 1: Fit a GJR-GARCH(1,1) model to each time series and form the standardized residuals parametrically to $U(0,1)$. Step 2: Based on these pseudo-observations, estimate the respective copula via ML. Step 3: Forecast the measure by solving (9), (11), and (13) using the one-day-ahead forecast of the univariate model (14) of the $X_{it}$ variable:

$$\hat{\sigma}_{jt}^2 = \tilde{\gamma}_0 + (\tilde{\gamma}_1 + \tilde{\gamma}_2 I_{\hat{\epsilon}_{jt} < 0}) \hat{\epsilon}_{jt}^2 + \tilde{\delta}_j \hat{\sigma}_{jt}^2.$$

The resulting VaR violation rates for the CC are with 0.0572 for BTC, 0.0544 for ETH, 0.0578 for LTC, 0.0494 for XMR, and 0.0651 for XRP all close to $\alpha = 0.05$. Further, the rates for the systems are similarly accurate: 0.0511 for Sys:BTC, 0.0522 for Sys:ETH, 0.0483 for Sys:LTC, 0.0522 for Sys:XMR, and 0.0511 for Sys:XRP. Table 4 shows the violation rates for copula

### Table 4. Out-of-sample rates of the risk measures.

| Measure         | Gaussian | $t$ | Clayton | Gumbel |
|-----------------|----------|-----|---------|--------|
| BTC-ETH         | 0.1237   | 0.0825 | 0.0928 | 0.1959 |
| BTC-LTC         | 0.0583   | 0.0485 | 0.0485 | 0.1165 |
| BTC-XMR         | 0.1023   | 0.0568 | 0.0568 | 0.1932 |
| BTC-XRP         | 0.1466   | 0.0862 | 0.0345 | 0.2328 |
| BTC-SCoVaR      | 0.1099   | 0.0549 | 0.0549 | 0.1758 |
| BTC-MCoVaR      | 0.0513   | 0.0513 | 0.0513 | 0.1026 |
| BTC-VCoVaR      | 0.0909   | 0.0642 | 0.0481 | 0.1390 |
| ETH-BTC         | 0.1078   | 0.0784 | 0.0686 | 0.1667 |
| ETH-LTC         | 0.0583   | 0.0583 | 0.0485 | 0.1068 |
| ETH-XMR         | 0.1023   | 0.0795 | 0.0455 | 0.1705 |
| ETH-XRP         | 0.0948   | 0.0690 | 0.0431 | 0.1552 |
| ETH-SCoVaR      | 0.0968   | 0.0753 | 0.0430 | 0.1290 |
| ETH-MCoVaR      | 0.0233   | 0.0233 | 0.0233 | 0.0698 |
| ETH-VCoVaR      | 0.0952   | 0.0635 | 0.0423 | 0.1270 |
| LTC-BTC         | 0.0588   | 0.0490 | 0.0392 | 0.1176 |
| LTC-ETH         | 0.0722   | 0.0515 | 0.0515 | 0.1031 |
| LTC-XMR         | 0.1023   | 0.0682 | 0.0568 | 0.1477 |
| LTC-XRP         | 0.0776   | 0.0431 | 0.0345 | 0.1121 |
| LTC-SCoVaR      | 0.0814   | 0.0581 | 0.0465 | 0.1279 |
| LTC-MCoVaR      | 0.0250   | 0.0750 | 0.0750 | 0.1250 |
| LTC-VCoVaR      | 0.0681   | 0.0576 | 0.0419 | 0.1099 |
| XMR-BTC         | 0.1078   | 0.0784 | 0.0490 | 0.1667 |
| XMR-ETH         | 0.0825   | 0.0825 | 0.0412 | 0.1340 |
| XMR-LTC         | 0.0874   | 0.0777 | 0.0405 | 0.1359 |
| XMR-XRP         | 0.0948   | 0.0690 | 0.0431 | 0.1466 |
| XMR-SCoVaR      | 0.0968   | 0.0860 | 0.0430 | 0.1290 |
| XMR-MCoVaR      | 0.0732   | 0.0732 | 0.0732 | 0.1220 |
| XMR-VCoVaR      | 0.0737   | 0.0474 | 0.0474 | 0.1105 |
| XRP-BTC         | 0.1667   | 0.0980 | 0.0882 | 0.2941 |
| XRP-ETH         | 0.1134   | 0.0825 | 0.0825 | 0.1959 |
| XRP-LTC         | 0.1165   | 0.0680 | 0.0583 | 0.1845 |
| XRP-XMR         | 0.1250   | 0.0795 | 0.0795 | 0.2386 |
| XRP-SCoVaR      | 0.0769   | 0.0769 | 0.0769 | 0.1429 |
| XRP-MCoVaR      | 0.0732   | 0.0244 | 0.0244 | 0.0732 |
| XRP-VCoVaR      | 0.1561   | 0.1040 | 0.0636 | 0.1676 |

Notes: The copula with the closest rate to $\beta = 0.05$ for each row is marked bold. BTC-LTC denotes the CoVaR of BTC with LTC under condition.

Quantifying systemic risk in the financial system is a key focus for regulators and risk management practitioners. Especially the rapidly-growing and highly volatile market of CC has attracted the attention of regulating authorities and researchers due to its potential impact on the status of the global financial system. An important methodological contribution is the systemic risk measure CoVaR, introduced by Adrian and Brunnermeier (2016). Cao (2014) proposed an
extension called Multi-CoVaR, while Bernardi et al. (2019) introduced a measure named System-CoVaR. Complementing these extensions, a new measure, the Vulnerability-CoVaR is proposed. The VCoVaR offers the improved ability to capture domino effects and is advantageous in a system where there exists at least one other CC which is facing an extreme risk scenario. Due to evidence of spillover effects, tail-dependence, and herding behaviour, such domino effects are an existing threat and source of systemic risk in the CC market.

The simulation-based analysis of dependence consistency displays the property of the VCoVaR to be a monotonically decreasing function of the dependence parameter for selected AC. The empirical analysis on the CC market showed that LTC displays the largest impact on BTC out of the selected currencies, and LTC further affects XRP relatively strongly. Generally, each CC is significantly affected if an event of joint distress of the remaining currencies occurs, which can be considered symptomatic for systemic risk events in the CC market. Interestingly, a situation of at least on CC being in distress appears less critical than a specification of one concrete CC in the conditional event. This observation reflects exactly the nature of the conditional event of the VCoVaR. Regarding the estimation quality, significant differences between the considered copulae are detected. However, for the t and Clayton copulae, the conditional measures are reliably estimated, as the in-sample and out-of-sample violation rates are approximately in line with the selected probability level.

Future work on the topic of CoVaR extensions could extend the analysis of dependence consistency to broader families of copulae and higher dimensional scenarios. Especially in the case of the newly proposed VCoVaR, theoretical analysis and simulations apart from the considered Archimedean copula models could be conducted. In addition, considerd CoVaR extensions could be applied to different asset markets with varied sample sizes, to validate the estimation quality using more observations. For example, the method can be applied to other financial asset classes such as foreign exchange, stock markets, commodity markets, and their interactions, which are likely to have a systemic risk event and suffer from spillovers or domino effects. It could also be analysed whether the VCoVaR could be reasonably extended to a difference-based measure comparable to the Delta-CoVaR of Adrian and Brunnermeier (2016).

Supplemental data

Supplemental data for this article can be accessed online at http://dx.doi.org/10.1080/14697688.2022.2063166.
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**Appendix 1. Proofs**

**Proof of Lemma 3.1** Transform (6) to:

\[
P[X_{ij} \leq \text{VCoVaR}^{\alpha}_{ij}, (\exists i : X_{ij} > \text{VaR}^\alpha_{ij})] = \beta. \quad (A1)
\]

Based on: \(P(\exists i : X_{ij} > \text{VaR}^\alpha_{ij}) = 1 - P(\forall i : X_{ij} \leq \text{VaR}^\alpha_{ij})\), and:

\[
P[X_{ij} \leq \text{VCoVaR}^{\alpha}_{ij}, (\exists i : X_{ij} \leq \text{VaR}^\alpha_{ij})] = P[X_{ij} \leq \text{VCoVaR}^{\alpha}_{ij}] - P[X_{ij} \leq \text{VCoVaR}^{\alpha}_{ij}, (\exists i : X_{ij} \leq \text{VaR}^\alpha_{ij})]
\]
\( + P[X_{j,t} \leq \text{VCoVaR}^{ij}_{\alpha,\beta,t}, (\forall i : X_{i,t} > \text{VaR}^{i}_{\alpha,t})] \).

(A1) is rewritten:

\[
P(X_{j,t} \leq \text{VCoVaR}^{ij}_{\alpha,\beta,t}) - P[X_{j,t} \\
\leq \text{VCoVaR}^{ij}_{\alpha,\beta,t}, (\forall i : X_{i,t} > \text{VaR}^{i}_{\alpha,t})] = \beta.
\]

Recognizing:

\[
P(\forall i : X_{i,t} > \text{VaR}^{i}_{\alpha,t}) = P(X_{j,t} \leq \text{VCoVaR}^{ij}_{\alpha,\beta,t}, (\forall i : X_{i,t} > \text{VaR}^{i}_{\alpha,t}))
\]

\[
+ P[X_{j,t} > \text{VCoVaR}^{ij}_{\alpha,\beta,t}, (\forall i : X_{i,t} > \text{VaR}^{i}_{\alpha,t})] = \beta.
\]

allows to transform (A2) to:

\[
P(X_{j,t} \leq \text{VCoVaR}^{ij}_{\alpha,\beta,t}) = P(\forall i : X_{i,t} > \text{VaR}^{i}_{\alpha,t})
\]

\[
+ P[X_{j,t} > \text{VCoVaR}^{ij}_{\alpha,\beta,t}, (\forall i : X_{i,t} > \text{VaR}^{i}_{\alpha,t})] = \beta.
\]

Noticing this expression consists of survival functions, Lemma 3.1 follows. \( \blacksquare \)

\textbf{Proof of Lemma 3.2} Equation (13) becomes:

\[
\frac{F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}) - (1 - \alpha)}{1 - (1 - \alpha)} + \hat{C}_{X_{j,t},X_{i,t}}[1 - F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}), 1 - \alpha; \theta_{1,t}] = \beta.
\]

Noticing \( \hat{C}(u_1, u_2) = u_1 + u_2 - 1 + C(1 - u_1, 1 - u_2) \), rewrite:

\[
\hat{C}_{X_{j,t},X_{i,t}}[1 - F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}), 1 - \alpha; \theta_{1,t}]
\]

\[
= 1 - F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}) + 1 - \alpha - 1
\]

\[
+ C_{X_{j,t},X_{i,t}}[F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}), \alpha; \theta_{1,t}].
\]

Simplifying and inserting into (A3) yields:

\[
C_{X_{j,t},X_{i,t}}[F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}), \alpha; \theta_{1,t}] = \alpha \beta,
\]

equaling the result of the bivariate CoVaR in (9). Thus, \( \text{VCoVaR}^{ij}_{\alpha,\beta,t} = \text{CoVaR}^{ij}_{\alpha,\beta,t} \).

\textbf{Proof of Lemma 4.1} The CoVaR of (9) becomes:

\[
F_{X_{j,t}}(\text{CoVaR}^{ij}_{\alpha,\beta,t}) = \alpha \beta,
\]

which reduces for \( \alpha, \beta \in (0, 1) \) to: \( \text{CoVaR}^{ij}_{\alpha,\beta,t} = F_{X_{j,t}}^{-1}(\beta) \).

\( F_{X_{j,t}}^{-1} \) denotes the inverse marginal distribution of \( X_{j,t} \). The MCoVaR of (11) becomes:

\[
\frac{F_{X_{j,t}}(\text{MCoVaR}^{ij}_{\alpha,\beta,t}) - \alpha \beta}{1 - (1 - \alpha)^p}
\]

which simplifies to: \( \text{MCoVaR}^{ij}_{\alpha,\beta,t} = F_{X_{j,t}}^{-1}(\beta) \). Finally, the VCoVaR in (13) becomes:

\[
\frac{F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}) - (1 - \alpha)^p}{1 - (1 - \alpha)^p} = \beta.
\]

Simplification yields:

\[
\frac{F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t})[1 - (1 - \alpha)^p]}{1 - (1 - \alpha)^p} = \beta,
\]

leading to: \( \text{VCoVaR}^{ij}_{\alpha,\beta,t} = F_{X_{j,t}}^{-1}(\beta) \).

\textbf{Proof of Lemma 4.2} The CoVaR of (9) becomes:

\[
\min[F_{X_{j,t}}(\text{CoVaR}^{ij}_{\alpha,\beta,t}, \alpha) = \alpha \beta,
\]

as the copula equals the upper Fréchet-Hoeffding bound. Solving leads to: \( \text{CoVaR}^{ij}_{\alpha,\beta,t} = F_{X_{j,t}}^{-1}(\alpha \beta) \), based on \( \alpha, \beta \in (0, 1) \). Similarly for the MCoVaR, (11) transforms in:

\[
\frac{\min[F_{X_{j,t}}(\text{MCoVaR}^{ij}_{\alpha,\beta,t}), \alpha]}{\min(\alpha)} = \beta,
\]

which is solved as: \( \text{MCoVaR}^{ij}_{\alpha,\beta,t} = F_{X_{j,t}}^{-1}(\alpha \beta) \). For the VCoVaR, (13) becomes:

\[
\frac{F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}) - \min(1 - \alpha)}{1 - \min(1 - \alpha)} = \beta,
\]

which applies the upper Fréchet-Hoeffding bound to survival copulae, see Lux and Papastapoulos (2017). Notice that \( F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}) \geq \alpha \) implies \( \beta = 1 \). This follows directly as (A4) would reduce in this case to:

\[
F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}) - (1 - \alpha) + (1 - F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t})) = \alpha \beta,
\]

which is simplified to: \( \beta = 1 \). As \( \alpha, \beta \in (0, 1) \) is imposed, it must hold: \( F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}) < \alpha \). In this scenario, (A4) can be transformed to:

\[
F_{X_{j,t}}(\text{VCoVaR}^{ij}_{\alpha,\beta,t}) - (1 - \alpha) + (1 - \alpha) = \beta,
\]

which yields: \( \text{VCoVaR}^{ij}_{\alpha,\beta,t} = F_{X_{j,t}}^{-1}(\alpha \beta) \).