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ABSTRACT. We introduce a general technique for decomposing monomial algebras which we use to study the Lefschetz properties. In particular, we prove that Gorenstein codimension three algebras arising from numerical semigroups have the strong Lefschetz property, and we give partial results on monomial almost complete intersections. We also study the reverse of the decomposition process – a gluing operation – which gives a way to construct monomial algebras with the Lefschetz properties.

1. Introduction

The Lefschetz properties of graded Artinian algebras is an active area of research in commutative algebra with connections to many branches of mathematics, including algebraic geometry, combinatorics, topology, and representation theory, see [7] and [11] for an overview. Recall that an Artinian standard graded algebra $A$ has the WLP if there is a linear form $\ell$ such that the map induced by multiplication by $\ell$ has maximal rank in every degree, while $A$ has the SLP if the map induced by $\ell^i$ has maximal rank in every degree, for all $i$. Although the research community is making steady progress on the classification of graded Artinian algebras with respect to the Lefschetz properties, there are many natural families of algebras which still remain uncategorized.

In this paper we study some of these classes, including codimension three Gorenstein algebras and equigenerated monomial almost complete intersections. To perform most of these studies, we introduce a method to decide whether a monomial algebra has one of the Lefschetz properties by splitting its $k$-basis into smaller pieces.

Even though our technique is only applicable for monomial algebras, we can derive results also on non-monomial algebras using a result by Wiebe [16]: if $k[x_1, \ldots, x_n]/\text{in}_< (I)$ has the weak/strong Lefschetz property (WLP/SLP), then so does $k[x_1, \ldots, x_n]/I$, giving the connection to the monomial case. Here $\text{in}_< (I)$ denotes the initial ideal with respect to the monomial order $\prec$.

The class of Gorenstein algebras that we consider may be seen as a generalization of the Gorenstein codimension three algebras associated to the Apéry set of a numerical semigroup described by Guerrieri [6]. We show that algebras in this class have the SLP, which extends and simplifies recent results by Miró-Roig and Tran on the presence of the WLP for a subclass of the Apéry set class described above [13, 14]. Our class of Gorenstein algebras with the SLP also covers a class described by Iarrobino, McDaniel, and Seceleanu [8, Corollary 5.14].
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In the monomial almost complete intersection part, we restrict ourselves to the equigenerated case. We show that \( k[x_1, \ldots, x_n]/(x_1^{d_1}, \ldots, x_n^{d_n}, x_2^{d-1}) \), \( k \) a field of characteristic zero, has the SLP for all \( n \) and conjecture necessary and sufficient conditions for the WLP and the SLP in codimension three. Moreover, we prove the necessary part in the WLP case and, using a recent result by Cook II and Nagel [4], provide a reduction for the sufficient part.

We also give examples in the literature which can be seen as special cases of our method, and which inspired us to investigate the basis splitting argument; a result on the WLP for powers of monomial complete intersections by Boij, Fröberg and the second author [1], and a result on the SLP of complete intersections of products of linear forms by Juhnke-Kubitzke, Miro-Roig, Murai, and Wachi [9].

It is our hope that the combination of Wiebe’s result with our decomposition method will provide a useful technique for establishing the Lefschetz properties also for other classes of graded Artinian algebras than we consider in this paper.

We organize the paper as follows. In Section 2 we introduce our basis splitting argument, which gives a way of decomposing and gluing algebras. In Section 3 we apply the decomposition method and give a class of Gorenstein algebras with the SLP. In Section 4 we introduce the class of ideals coming from tables, extending our result in Section 3. In Section 5 we decompose equigenerated monomial almost complete intersection algebras, to give results on the Lefschetz properties of these algebras. The last part, Section 6, concerns the gluing operation, which can be used to construct monomial algebras with the Lefschetz properties.

Finally, some words on the notation. For the rest of the paper, \( k \) will denote a field of characteristic zero, and \( R \) will denote the standard graded polynomial algebra in \( n \) variables over \( k \). If \( I \) is a monomial ideal in \( R \), we let \( I^c \) denote the set of monomials in \( R \) which are not in \( I \). For any \( f \in R \) and any subset \( X \) of \( k[x_1, \ldots, x_n] \), we let \( fX = \{ fg \mid g \in X \} \). For a graded algebra \( S = R/I \), \( I \) a homogeneous ideal, we let \( HF(S, i) \) denote the \( k \)-dimension of the \( i \)th graded component \( S_i \). Also, we let \( HS(S, t) \) denote the Hilbert series of \( S \); \( HS(S, t) = \sum_i HF(S, i)t^i \).

2. A Basis Splitting Argument for Monomial Algebras

We begin by a well known result, which we state as a lemma.

**Lemma 1.** Let \( K \) be a monomial ideal in \( R \) and let \( m \) be a monomial. Let \( I = K + (m) \) and \( J = K : (m) \) Then

\[
K^c = I^c \sqcup mJ^c,
\]

and it follows that

\[
HS(R/K, t) = HS(R/I, t) + t^{\deg(m)} HS(R/J, t).
\]

**Proof.** Monomials in \( K^c \) which are not divisible by \( m \) are exactly monomials in \( (K + (m))^c = I^c \). Monomials in \( K^c \) which are divisible by \( m \) are multiples of \( m \) by monomials in \( (K : (m))^c = J^c \). \( \square \)

If \( I \), \( J \), \( K \), and \( m \) are as in Lemma 1 we say that \( K \) can be decomposed into \( I \) and \( J \) w.r.t. \( m \). We may also think of \( K \) as a gluing of \( I \) and \( J \) w.r.t. \( m \), an operation discussed further in Section 6.

Before we state and prove our main decomposition result we recall that when \( A \) has the WLP (SLP), the element \( \ell \) for which the multiplication maps have maximal rank is called a weak (strong) Lefschetz element. If \( A \) is a monomial algebra, \( A \) has
Theorem 1. Let \( K, m, I, J \) be as in \( \text{Lemma 1} \) and in addition assume
\[
\text{HF}(R/I, i) < \text{HF}(R/I, i + d) \implies \text{HF}(R/J, i - \deg(m)) \leq \text{HF}(R/J, i - \deg(m) + d)
\]
and
\[
\text{HF}(R/I, i) > \text{HF}(R/I, i + d) \implies \text{HF}(R/J, i - \deg(m)) \geq \text{HF}(R/J, i - \deg(m) + d)
\]
for all \( i \) and some positive integer \( d \). Let \( f \) be a form of degree \( d \). If multiplication by \( f \) has maximal rank in every degree in \( R/I \) and \( R/J \) then it does so in \( R/K \).

In particular, if the above assumptions on the Hilbert functions hold for \( d = 1 \) (respectively, for all \( d \geq 1 \)), then \( R/K \) has the WLP (respectively, SLP) if both \( R/I \) and \( R/J \) do.

Proof. By \( \text{Lemma 1} \) we have \( R/K = R/I \oplus m(R/J) \), considered as vector spaces. With this decomposition of \( R/K \) we can represent the multiplication map \( f : [R/K]_i \to [R/K]_{i+d} \) by a block matrix
\[
M = \begin{pmatrix}
\ast & 0 \\
0 & f : [R/J]_{i-\deg(m)} \to [R/J]_{i-\deg(m)+d}
\end{pmatrix}
\]
with the convention \( [R/J]_j = \{0\} \) if \( j < 0 \). The diagonal blocks correspond to multiplication by \( f \) in \( R/I \) and \( R/J \), and it is a lower triangular block matrix since \( f(m(R/J)) \subseteq m(R/J) \). By the condition given on the Hilbert functions it can not happen that one of the diagonal blocks has strictly more rows than columns while the other block has strictly fewer rows than columns. Hence \( M \) has maximal rank if the two diagonal blocks have maximal ranks. This is the same as saying that multiplication by \( f \) has maximal rank in every degree in \( R/K \) if it does so in both \( R/I \) and \( R/J \).

From now on we will only consider Artinian algebras. For an Artinian algebra \( A = \bigoplus A_i \), the largest \( s \) such that \( A_s \neq 0 \), is called the maximal socle degree of \( A \). If \( \text{HF}(A, i) = \text{HF}(A, s - i) \) for all \( i \in \{0, \ldots, s\} \), we say that \( A \) has a symmetric Hilbert series. We say that \( A \) has the SLP in the narrow sense if \( A \) has the SLP and its Hilbert series is symmetric.

Corollary 1. Let \( K \) be an Artinian monomial ideal and let \( m \) be a monomial. Let \( I = K + (m) \) and \( J = K : (m) \), and note that these ideals are Artinian as well. Assume that

1. \( R/I \) has a symmetric Hilbert series and the maximal socle degree \( r \),
2. \( R/J \) has a symmetric Hilbert series and the maximal socle degree \( s \) such that \( r - s = 2 \deg(m) \).

Then \( R/K \) has a symmetric Hilbert series and the maximal socle degree \( r \). Moreover, if \( R/I \) and \( R/J \) both have the WLP (SLP) then so does \( R/K \).

Proof. As the series \( t^{\deg(m)} \text{HS}(R/J, t) \) is symmetric around \( s/2 + \deg(m) = r/2 \), it follows from \( \text{Lemma 1} \) that the Hilbert series of \( R/K \) is symmetric. Since \( \text{HS}(R/K, t) = t^{\deg(m)} \text{HS}(R/J, t) + \text{HS}(R/I, t) \), the maximal socle degree equals \( \max(r, s + \deg(m)) = r \).

Now assume that \( R/I \) and \( R/J \) both have the WLP (SLP). Then they both have unimodal Hilbert series. Since \( R/I \) has a symmetric Hilbert series and the maximal socle degree \( r \), the inequality \( \text{HF}(R/I, i) < \text{HF}(R/I, i + d) \) implies that
2i + d < r. As \( r = s + 2 \deg(m) \), this is equivalent to \( 2(i - \deg(m)) + d < s \).
This, in turn, implies \( \text{HF}(R/J, i - \deg(m)) \leq \text{HF}(R/J, i - \deg(m) + d) \), since \( R/J \) has symmetric Hilbert series and the maximal socle degree \( s \). In the same way \( \text{HF}(R/I, i) > \text{HF}(R/I, i + d) \) implies \( 2i + d > r \), which then implies \( \text{HF}(R/J, i - \deg(m)) \geq \text{HF}(R/J, i - \deg(m) + d) \). It now follows from Theorem 1, with \( f \) being the sum of the variables, that \( R/K \) has the WLP (SLP).

When \( K \) is glued symmetrically from \( I \) and \( J \) w.r.t. \( m \) as in Corollary 1, we say that the gluing is centre-to-centre.

Example 1. In [9] it is proved that algebras in a certain class of complete intersections generated by products of linear forms have the SLP. The key to the result is that one can determine the associated initial ideals, and prove that these monomial ideals have the SLP. The initial ideals are of the form

\[
K = (x_1^{d_1+1}, \ldots, x_n^{d_n+1}, x_1x_n^{d_0}, x_2x_n^{d_0+d_1}, \ldots, x_n^{d_0+d_{n-1}}),
\]

where \( d_0, d_1, \ldots, d_{n-1} \) are positive integers. We will now give a proof of the fact that this ideal defines an algebra with the SLP in the narrow sense and the maximal socle degree \( d_0 + \cdots + d_{n-1} \), using Corollary 1.

The proof is by induction over \( n \). For \( n = 1 \) the statement is true because all algebras in one variable have the SLP in the narrow sense.

Let \( I = K + (x_1) \) and

\[
J = K : (x_1) = (x_1^{d_1+1}, x_2^{d_2+1}, \ldots, x_{n-1}^{d_{n-1}+1}, x_n^{d_0}).
\]

Notice that

\[
\frac{R}{I} \cong \frac{k[x_2, \ldots, x_n]}{(x_2^{d_2+1}, \ldots, x_{n-1}^{d_{n-1}+1}, x_2x_n^{d_0+d_1}, \ldots, x_n^{d_0+d_{n-1}})}
\]

and the latter algebra has the SLP in the narrow sense with maximal socle degree \( r = d_0 + \cdots + d_{n-1} \), by the inductive assumption. Also \( R/J \) has the SLP in the narrow sense as it is a monomial complete intersection [15]. The maximal socle degree of \( R/J \) is \( s = d_0 + \cdots + d_{n-1} - 2 \). As \( r - s = 2 \) we can use Corollary 2 with \( m = x_1 \), and it follows that \( R/K \) has the SLP in the narrow sense.

Example 2. In [1] it is proved that \( k[x_1, \ldots, x_n]/(x_1^2, x_2^2)^2 \) has the WLP when \( n \) is odd. We will sketch the proof in terms of Theorem 1 and will do so by defining a sequence of algebras and then arguing that they all have the WLP.

Let \( K_0 := (x_1^2, \ldots, x_n^2)^2 \). Let \( K_1 := K_0 + (x_1^2) = x_1^2 + (x_2^2, \ldots, x_n^2)^2 \) and let \( J_1 := K_0 : (x_1^2) = (x_1^2, x_2^2, \ldots, x_n^2) \). Next, let \( K_2 := K_1 + (x_2^2) = (x_1^2 + x_2^2) + (x_3^2, \ldots, x_n^2)^2 \) and \( J_2 := K_1 : (x_2^2) = (x_1^2, x_2^2, x_3^2, \ldots, x_n^2) \). Continue this way to define ideals \( K_1, \ldots, K_{n-1}, J_1, \ldots, J_{n-1} \), with \( K_i = K_{i-1} + (x_i^2) \) and \( J_i := K_{i-1} : (x_i^2) \).

In particular, \( K_{n-1} = (x_1^2, \ldots, x_{n-1}^2, x_n^4) \) and \( J_1 = \cdots = J_{n-1} = (x_1^2, \ldots, x_n^2) \), so being monomial complete intersections, \( K_{n-1} \) and \( J_{n-1} \) have the SLP. By Lemma 4, we have that \( K_{i-1} = K_i + x_i^2J_i^c \) for \( i = 1, \ldots, n-1 \). One can check that \( K_{i-1}, (x_i^2), K_i, J_i \) fulfill the requirement in Theorem 1 for \( i = n-1, \ldots, 1 \), with \( d = 1 \) and \( n \) odd, which involves some work with binomial coefficients, see [1]. This gives that \( K_{n-2}, \ldots, K_0 \) define algebras with the WLP.

Remark: The method of proof does not apply for the SLP, which is open. Neither does the method apply for the WLP and the case when \( n \) is even, but it is expected that \( k[x_1, \ldots, x_n]/(x_1^2, x_2^2)^2 \) has the WLP also when \( n \) is even.
3. A class of Gorenstein algebras with the SLP

In this section we use [Corollary 1] to detect a new class of Gorenstein algebras with the SLP. This generalizes results in [13] and [8] concerning Artinian Gorenstein algebras in codimension three, see [Corollary 2] and [Remark 1].

The first step is to prove that the quotient by the initial ideal, under a certain monomial ordering, has the SLP.

**Lemma 2.** Let \(d_1, \ldots, d_n\) be nonnegative integers, and let \(\alpha_1, \ldots, \alpha_n\) be integers such that \(0 \leq \alpha_i \leq d_i\), and \(d_1 = \alpha_2 + \cdots + \alpha_n\). Define the monomial ideal

\[K = (x_1^{d_1}, \ldots, x_n^{d_n}) + x_1^{d_1-\alpha_1}(x_2^{d_2-\alpha_2}, \ldots, x_n^{d_n-\alpha_n}).\]

Then \(R/K\) has the SLP in the narrow sense, with socle degree \(d_1 + \cdots + d_n - \alpha_1 - n\), unless \(K = R\).

**Proof.** Assume \(K \neq R\). In particular, all \(d_i\) are positive. We start by considering the following special cases.

- \(\alpha_1 = d_1\) and \(\alpha_i = d_i\) for some \(i > 1\). In this case \(K = R\).
- \(\alpha_1 < d_1, \alpha_i = d_i\) for some \(i > 1\). In this case \(K = (x_1^{d_1-\alpha_1}, x_2^{d_2}, \ldots, x_n^{d_n})\).
  Then \(R/K\) is a monomial complete intersection, which always have the SLP, and the socle degree is \(d_1 + \cdots + d_n - \alpha_1 - n\), as desired.
- \(\alpha_1 = 0\). In this case \(K = (x_1^{d_1}, \ldots, x_n^{d_n})\), so \(R/K\) is a monomial complete intersection with socle degree \(d_1 + \cdots + d_n - n\). This is the desired socle degree as \(\alpha_1 = 0\).
- \(\alpha_1 = d_1\) and \(\alpha_i < d_i\) for all \(i > 1\). Here \(K = (x_1^{d_1}, x_2^{d_2-\alpha_2}, \ldots, x_n^{d_n-\alpha_n})\), so \(R/K\) has the SLP and the socle degree is \(d_1 + \cdots + d_n - \alpha_2 - \cdots - \alpha_n - n = d_1 + \cdots + d_n - d_1 - n = d_1 + \cdots + d_n - \alpha_1 - n\).

Assume none of the above holds. Then take \(m = x_1^{d_1-\alpha_1}\) and let \(I = K + (m) = (x_1^{d_1-\alpha_1}, x_2^{d_2}, \ldots, x_n^{d_n})\) and \(J = K : (m) = (x_1^{\alpha_1}, x_2^{d_2-\alpha_2}, \ldots, x_n^{d_n-\alpha_n})\). Both \(I\) and \(J\) are different from \(R\). In order to apply [Corollary 1] we need to show that

\[(d_1 + \cdots + d_n - \alpha_1 - n) - (\alpha_1 + d_2 + \cdots + d_n - \alpha_2 - \cdots - \alpha_n - n) = 2(d_1 - \alpha_1).\]

This simplifies to \(d_1 = \alpha_2 + \cdots + \alpha_n\), which is true by assumption. \(\square\)

Next we consider a class of ideals \(K'\) such that in \(\omega(K')\), w. r. t. certain monomials orders, is the ideal \(K\) from Lemma 2. We will also consider a generalized version of the pairs \(K, K'\) in Theorem 3.

**Theorem 2.** Let \(d_1, \ldots, d_n\) be nonnegative integers, and let \(\alpha_1, \ldots, \alpha_n\) be integers such that \(0 \leq \alpha_i \leq d_i\), and \(d_1 = \alpha_2 + \cdots + \alpha_n\). Define the ideal

\[K' = (x_1^{d_1} + cx_2^{\alpha_2} \cdots x_n^{\alpha_n}, x_2^{d_2}, \ldots, x_n^{d_n}) + x_1^{d_1-\alpha_1}(x_2^{d_2-\alpha_2}, \ldots, x_n^{d_n-\alpha_n}),\]

where \(c\) is any nonzero constant. Then \(R/K'\) is Gorenstein and has the SLP, unless \(K' = R\).

**Proof.** Let

\[a = (x_1^{d_1} + cx_2^{\alpha_2} \cdots x_n^{\alpha_n}, x_2^{d_2}, \ldots, x_n^{d_n}).\]

As a first step we shall prove that \(K' = a : (x_1^{\alpha_1})\). In other words we want to determine for which polynomials \(p\) it holds that \(px_1^{\alpha_1} \in a\). Let \(\prec\) be any monomial order with \(x_i \succ x_j\) for all \(i \geq 2\). The given generators of \(a\) are a Gröbner basis w. r. t. \(\prec\), since the leading terms are pure powers of the variables. Therefore one
way of proving that an element belongs to \( a \) is to prove that it reduces to zero by the division algorithm on the generators of \( a \). In this case the reduction algorithm can be described as substituting \( x_i^{d_i} \mapsto -cx_2^{a_2} \cdots x_n^{a_n} \), and removing any term divisible by \( x_i^{d_i} \) for \( i \geq 2 \). Let \( \bar{p} \) be the remainder of \( p \) after applying this reduction algorithm. Then the exponent of \( x_i \) in any term of \( \bar{p} \) is less than \( d_i \). To determine when \( \bar{p}x_1^{a_1} \) belongs to \( a \) we shall apply the reduction once more to \( \bar{p}x_1^{a_1} \). We claim that no two terms in the support of \( \bar{p}x_1^{a_1} \) can be mapped to constant multiples of the same monomial by the substitution \( x_i^{d_i} \mapsto -cx_2^{a_2} \cdots x_n^{a_n} \). We can ignore coefficients when proving this claim. Suppose \( x_1^{a_1} + \beta_1 x_2^{a_2} \cdots x_n^{a_n} \) and \( x_1^{a_1} + \gamma_1 x_2^{a_2} \cdots x_n^{a_n} \), with \( 0 \leq \gamma_i, \beta_i < d_i \) for each \( i \), were mapped to the same monomial. That is, we would have

\[
x_1^{a_1 + \beta_1 - kd_1} x_2^{a_2 + k + a_2} \cdots x_n^{a_n + k + a_n} = x_1^{a_1 + \gamma_1 - k'd_1} x_2^{a_2 + k' - a_2} \cdots x_n^{a_n + k' - a_n}.
\]

Comparing the exponents of \( x_1 \) we see that \( |\beta_1 - \gamma_1| = |k - k'|d_1 \). But \( |\beta_1 - \gamma_1| < d_1 \) so the only option is \( k = k' \) and \( \beta_1 = \gamma_1 \). Comparing the exponents of the other variables results in \( \beta_i = \gamma_i \) for all \( i \), meaning that the two monomials were in fact equal from the beginning. This means that there is no cancellation of terms when we apply the substitution to \( \bar{p}x_1^{a_1} \). So for \( \bar{p}x_1^{a_1} \) to reduce to zero we need each term to be mapped to a term divisible by \( x_i^{d_i} \) for some \( i \geq 2 \). This requires each term of \( \bar{p}x_1^{a_1} \) to be divisible by \( x_1^{d_1} \) and \( x_i^{d_i} \) for some \( i \geq 2 \). In other words \( \bar{p}x_1^{a_1} \) belongs to the ideal \( \langle x_1^{d_1}, x_2^{d_2 - a_2}, \ldots, x_n^{d_n - a_n} \rangle \). Then \( \bar{p} \in \langle x_1^{d_1 - a_1}, x_2^{d_2 - a_2}, \ldots, x_n^{d_n - a_n} \rangle \) and finally \( p \in \langle a, x_1^{d_1 - a_1}, x_2^{d_2 - a_2}, \ldots, x_n^{d_n - a_n} \rangle = K' \). This proves that \( K' = a : \langle x_1^{a_1} \rangle \).

The ideal \( a \) is a complete intersection, so it follows that \( R/K' \) is Gorenstein. As \( K' \) is generated by monomials and one binomial it is straightforward to verify that all S-polynomials reduce to zero, w. r. t. \( \prec \), and therefore the given generating set is a Gröbner basis. Then

\[
\text{in}_\prec(K') = \langle x_1^{d_1}, \ldots, x_n^{d_n} \rangle + x_1^{d_1 - a_1} \langle x_2^{d_2 - a_2}, \ldots, x_n^{d_n - a_n} \rangle,
\]

so we know from Lemma 2 that \( R/\text{in}_\prec(K') \) has the SLP. It follows that \( R/K' \) has the SLP as well, using Wiebe’s result [10].

We can now present a substantial generalization of the main results in [13] [14] on the WLP for some specific classes of codimension three Gorenstein algebras arising from the Apéry set of a numerical semigroup. By [6] Theorem 5.6], all such algebras are of the form described in [Theorem 2], with \( n = 3 \) and \( c = -1 \).

**Corollary 2.** Codimension three Gorenstein algebras arising from the Apéry set of a numerical semigroup have the SLP.

**Remark 1.** In [3], the authors study Artinian Gorenstein algebras obtained by a topological decomposition technique, referred to as the connected sum construction. One result, see [3] Corollary 5.14, is that an algebra defined by an ideal

\[
(x^{a+b-k} + y^{b-k}z^a, y^{b+1}z^{a+1}) + x(y^{k+1}, z)
\]

has the SLP. This now also follows as a special case of [Theorem 2] with

\[
d_1 = a + b - k, \quad d_2 = b + 1, \quad d_3 = a + 1,
\]

\[
a_1 = a + b - k - 1, \quad a_2 = b - k, \quad a_3 = a, \quad \text{and} \quad c = 1.
\]

A natural question is whether the decomposition method that we propose in this paper is related to the connected sum construction.
4. Ideals coming from tables

In this section we introduce a class of ideals extending those in Section 3. We prove that these algebras have the SLP in the narrow sense using Corollary 1.

**Definition 1.** An \((s, n)\)-table, where \(0 \leq s < n\), is an \((s + 1) \times n\) matrix of non-negative integers as in Figure 1 such that

1. \(\alpha_{i,j} = 0\) for all \(i > j\),
2. \(\sum_{i=1}^{s} \alpha_{i,j} \leq d_j\) for all \(j\),
3. \(d_k = \sum_{i=1}^{s} \alpha_{i,k} + \sum_{j=k+1}^{n} \alpha_{k,j} + \alpha_{k+1,k+1}\) for \(1 \leq k \leq s\), where we set \(\alpha_{s+1,s+1} = 0\).
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To each table \(T\) we will associate a monomial ideal in \(K[x_1, \ldots, x_n]\)

\[K(T) := K_0(T) + K_1(T) + \cdots + K_s(T),\]

where

- \(K_0(T) := (x_1^{d_1}, x_2^{d_2}, \ldots, x_n^{d_n})\),
- \(K_1(T) := x_1^{d_1-\alpha_{1,1}} (x_2^{d_2-\alpha_{1,2}}, \ldots, x_n^{d_n-\alpha_{1,n}})\),
- \(K_2(T) := x_1^{d_1-\alpha_{1,1}} x_2^{d_2-\alpha_{1,2}-\alpha_{2,2}} (x_3^{d_3-\alpha_{1,3}-\alpha_{2,3}}, \ldots, x_n^{d_n-\alpha_{1,n}-\alpha_{2,n}})\),
- \(\vdots\)
- \(K_s(T) := x_1^{d_1-\alpha_{1,1}} \cdots x_s^{d_s-\alpha_{s,s}} \cdots (x_s^{d_s+1-\alpha_{s,s+1}} \cdots x_n^{d_n-\alpha_{1,n}-\cdots-\alpha_{s,s}})\).

**Example 3.** (1 condition, 3 variables)
Consider the table \( T \) in Figure 2. Here we have \( K_0(T) = (x^6, y^7, z^4) \), \( K_1(T) = x^4(y, z^4) \). Thus \( K(T) = K_0(T) + K_1(T) = (x^6, y^7, z^4, x^4y, x^4z^4) = (x^6, y^7, z^4, x^4y) \).

Figure 3. Three different tables representing the same ideal \( K = (x^9, y^7, z^5, w^4) \).

Note that if \( s = 0 \) (that is, the table has 1 row), then the corresponding ideal is a monomial complete intersection or even the whole ring. Therefore, in this section we will always assume \( s \geq 1 \). Note, however, that even if \( s \geq 1 \), the corresponding ideal might still be a complete intersection (as Figure 3 shows) or even the whole ring.

**Theorem 3.** Let \( K = K(T) \), where \( T \) is a table with \( s \geq 1 \). Then \( R/K \) has the SLP in the narrow sense, and its maximal socle degree is \( d_1 + \cdots + d_n - \alpha_{1,1} - n \), unless \( K = R \).

**Proof.** Assume \( K \neq R \). We will prove the statement by induction on the number of rows of the table. The base case \( s = 1 \) has been proven in [Lemma 2](#). Let \( m = x_1^{d_1-\alpha_{1,1}} \) and let \( I = K + (m) \) and \( J = K : (m) \). We will consider 4 different cases:

- **\( I = J = R \).** We assumed \( K \neq R \). Now, \( I = K + (m) = R \), therefore, \( (m) = R \). But then \( R = J = K : (m) = K : R = K \), which implies \( K = R \) to start with, which is a contradiction.
- **\( I \neq R, J = R \).** Since \( J = K : (m) = R \), we conclude that \( m \in K \), which means \( R \neq I = K + (m) = K \). Note that \( R \neq I = (x_1^{d_1-\alpha_{1,1}}, x_2^{d_2}, \ldots, x_n^{d_n}) \), which implies that \( R/I = R/K \) has the SLP in the narrow sense and the maximal socle degree \( d_1 + \cdots + d_n - \alpha_{1,1} - n \).
- **\( I = R, J \neq R \).** We assumed \( K \neq R \). Now, \( I = K + (m) = R \), therefore, \( (m) = R \) and \( R \neq J = K : (m) = K : R = K \). Note that \( (m) = R \) is equivalent to \( d_1 = \alpha_{1,1} \). This means, we are left to show that \( R/K = R/J \) possesses the SLP in the narrow sense and has the maximal socle degree \( d_1 + \cdots + d_n - \alpha_{1,1} - n = d_1 + \cdots + d_n - \alpha_{1,1} - n - 2(d_1 - \alpha_{1,1}) \). We shall return to this case later.
• $I \neq R$, $J \neq R$. Note that $I = (x_1^{d_1 - \alpha_1,1}, x_2^{d_2 - \alpha_1,2}, \ldots, x_n^{d_n - \alpha_1,n})$. Then algebra $R/I$ possesses the SLP in the narrow sense and has the maximal socle degree $d_1 + \cdots + d_n - \alpha_{1,1} - n$. In order to apply Corollary 1, we need to show that $R/J$ possesses the SLP in the narrow sense and has the maximal socle degree $d_1 + \cdots + d_n - \alpha_{1,1} - n - 2(d_1 - \alpha_{1,1})$.

To combine the last 2 cases: we need to show that if $J \neq R$, $R/J$ has the SLP in the narrow sense and the maximal socle degree $d_1 + \cdots + d_n - \alpha_{1,1} - n - 2(d_1 - \alpha_{1,1})$.

Note that

\[ J = (x_1^{\alpha_1,1}, x_2^{\alpha_1,2}, \ldots, x_n^{\alpha_1,2}), \]

\[ x_2^{d_2 - \alpha_1,2} - \alpha_2,2 (x_3^{d_3 - \alpha_1,3} - \alpha_2,3, \ldots, x_n^{d_n - \alpha_1,n} - \alpha_2,n), \]

\[ x_2^{d_2 - \alpha_1,2} - \alpha_2,2, \ldots, x_s^{(d_s, - \alpha_1,s) - \alpha_2,s, (x_s^{(d_s+1, - \alpha_1,s+1) - \alpha_2,s+1, \ldots, x_n^{d_n - \alpha_1,n}) - \alpha_2,n)}. \]

We also remark that

\[ \mathbb{k}[x_1, \ldots, x_n]/J = \mathbb{k}[x_2, \ldots, x_n]/J' \otimes_{\mathbb{k}} \mathbb{k}[x_1]/(x_1^{\alpha_1,1}) \]

where $J'$ is obtained from $J$ by removing the first generator. Note that $J'$ is not the whole ring and that $\alpha_{1,1} \neq 0$. By \cite{7} Theorem 3.34, it is enough to show that $\mathbb{k}[x_2, \ldots, x_n]/J'$ possesses the SLP in the narrow sense and has the maximal socle degree

\[ d_1 + \cdots + d_n - \alpha_{1,1} - n - 2(d_1 - \alpha_{1,1}) - (\alpha_{1,1} - 1) = -d_1 + d_2 + \cdots + d_n - n + 1. \]

First of all note that $J'$ comes from a table. To obtain a table for $J'$, one should remove the first column of the table for $K$ together with the first condition and subtract the first two rows, as shown in Figure 4. By the induction hypothesis (noting that $J' \neq R$) we know that $J'$ possesses the SLP in the narrow sense and has the maximal socle degree $(d_2 - \alpha_{1,2}) + \cdots + (d_n - \alpha_{1,n}) - \alpha_{2,2} - (n - 1)$. Thus we are left to show that

\[ (d_2 - \alpha_{1,2}) + \cdots + (d_n - \alpha_{1,n}) - \alpha_{2,2} - (n - 1) = -d_1 + d_2 + \cdots + d_n. \]

This is equivalent to $\alpha_{1,2} + \alpha_{1,3} + \cdots + \alpha_{1,n} + \alpha_{2,2} = d_1$, which is exactly the first condition of the table for $K$ (the removed red condition). \hfill \Box
Theorem 4. Let $T$ be a table, $K = K(T)$ and let $K'$ be the ideal, obtained by replacing $x_1^{d_1}$ with $x_1^{d_1} + c x_2^{a_2} x_3^{a_3} \cdots x_n^{a_n}$, where $c$ is any constant and $a_i$ is the sum of all numbers of column $i$ which contribute to the first (red) condition. In other words, $a_2 = a_{1,2}$ for $s = 1$, $a_2 = a_{1,2} + a_{2,2}$ for $s \geq 2$, and $a_i = a_{1,i}$ for $i \geq 3$ and for any $s$. Then $R/K'$ has the same Hilbert series as $R/K$ and possesses the SLP.

Proof. Similarly to Theorem 2, the initial ideal of $K'$ equals $K$ with respect to a monomial order fulfilling $x_1 \succ x_i$. Therefore, by Wiebe’s result, we are done. \[\square\]

Remark 2. Let $K$ and $K'$ be as above, and set $s = 1$. Then we will recover the classes of ideals from Section 3. However, if $s > 1$, the corresponding algebras will not be Gorenstein in general.

Question 1. All the ideals in Section 3 and Section 4, as well as the class of ideals in Example 1, are glued centre-to-centre of several CI’s, therefore they have the SLP in the narrow sense. Can this method be used to detect other classes of monomial algebras with SLP in the narrow sense? One should note that not all monomial algebras with the SLP in the narrow sense can be obtained in this way, see Example 4.

Example 4. Let $R = k[x,y,z]$ and $K = \langle x^3, y^3, z^5, x^2 y^2, xz, yz \rangle$. The ideal $K$ is the initial ideal, w.r.t. the Lex order, of the ideal defined by the Macaulay dual generator $X^2Y^2 + Z^4$. The algebra $R/K$ has the SLP and the Hilbert series $1 + 3t + 4t^2 + 3t^3 + t^4$. However, there is no monomial $m$ such that the conditions on the Hilbert functions of $I = K + (m)$ and $J = K : (m)$ in Theorem 4 hold for all $d$. 

\[\text{Figure 4. Obtaining a table for } J' \text{ from a table for } K\]
5. Monomial almost complete intersections

Stanley’s result \cite{15}, that monomial complete intersections have the SLP, mentioned in Example \ref{ex.1} is usually seen as the starting point of the study of the Lefschetz properties. Therefore it is natural to consider the Lefschetz properties for monomial almost complete intersections (m.a.c.i.’s), that is, algebras defined by ideals of the form \((x_1^{a_1}, \ldots, x_n^{a_n}, m)\), where \(m\) is a monomial.

Brenner and Kaid \cite{2} gave the now famous example that the algebra generated by \(x_1^3, x_2^3, x_3^4, x_1x_2x_3\) fails the WLP. Migliore, Miro-Roig, and Nagel \cite{10} generalized this result and showed that \(x_1^d, x_2^d, x_3^d, x_1 \cdots x_d\) fails the WLP for all \(d \geq 3\). They also undertook a deep study of codimension three level m.a.c.i.’s, establishing a conjecture \cite{10} Conjecture 6.8 of the presence of this WLP for this class and proved the sufficient part of the conjecture.

Cook II and Nagel \cite{3} \cite{4} used the connection between monomial ideals in three variables and bipartite matchings to give further evidence for the conjecture.

Here we focus on the equigenerated case. We will present two conjectures on equigenerated m.a.c.i.’s, one for the SLP, and one for the WLP.

Our conjectures suggest a classification of the SLP and the WLP in the codimension three case, and we give partial necessary conditions in the SLP case using our basis splitting argument, and sufficient conditions using the representation theory of \(S_2\) in the WLP case.

5.1. The SLP for some equigenerated m.a.c.i.’s.

**Theorem 5.** The algebra defined by the ideal \((x_1^{a_1}, x_2^{a_2}, \ldots, x_n^{a_n}, x_1^{a_1-1}x_2)\) has the SLP.

**Proof.** Let \(K = (x_1^{a_1}, x_2^{a_2}, \ldots, x_n^{a_n}, x_1^{a_1-1}x_2)\),

\[ I = K + (x_1^{a_1-1}) = (x_1^{a_1-1}, x_2^{a_2}, \ldots, x_n^{a_n}), \]

\[ J = K : (x_1^{a_1-1}) = (x_1, x_2, x_3^a, \ldots, x_n^a). \]

Both \(R/I\) and \(R/J\) are monomial complete intersections, so they both have the SLP. The maximal socle degree of \(R/I\) is \(n(a-1)-1\) and the maximal socle degree of \(R/J\) is \((n-2)(a-1)\). We shall now check that the conditions on the Hilbert function in Theorem \ref{thm.1} with \(m = x_1^{a_1-1}\), are satisfied. If \(\text{HF}(R/I, i) < \text{HF}(R/I, i + d)\) then we must have \(2i + d < n(a-1) - 1\). This implies \(2(i-a+1) + d < (n-2)(a-1) - 1 < (n-2)(a-1)\), which means that \(\text{HF}(R/J, i-a+1) < \text{HF}(R/J, i-a+1 + d)\). If \(\text{HF}(R/I, i) > \text{HF}(R/I, i + d)\) then \(2i + d > n(a-1) - 1\), which implies \(2(i-a+1) + d > (n-2)(a-1)\). Then \(2(i-a+1) + d \geq (n-2)(a-1)\), which means that \(\text{HF}(R/J, i-a+1) \geq \text{HF}(R/J, i-a+1 + d)\).

We believe that the algebra defined by \((x_1^{a_1}, x_2^{a_2}, \ldots, x_n^{a_n}, x_1^{a_1-2}x_2x_3)\) for \(a \geq 4\) also has the SLP, but unfortunately our basis splitting argument does not seem to apply in this case. For the codimension three case we have a conjecture for all possible m.a.c.i.’s with the SLP. The conjecture is based on computer calculations in Macaulay2 \cite{5} using the package MaximalRankProperties \cite{12}.

**Conjecture 1.** The equigenerated m.a.c.i.’s of codimension three with the SLP are given by \((x_1^{a_1}, x_2^{a_2}, x_3^{a_3}, x_1^{a_1-2}x_2x_3)\) with \(a \geq 2\), \((x_1^{a_1}, x_2^{a_2}, x_3^{a_3}, x_1^{a_1-2}x_2x_3)\) with \(a \geq 4\), \((x_1^5, x_2^5, x_3^5, x_1^2x_2x_3)\) and \((x_1^3, x_2^7, x_3^3, x_1^3x_2^2x_3)\).
5.2. The WLP for codimension three equigenerated m.a.c.i’s. We also make a conjecture for the WLP, again based on computer experiments. Let $R_{a,b,c} = \mathbb{k}[x,y,z]/(x^d, y^d, z^d, x^ay^bz^c)$, where $a \geq b \geq c$ and $d = a + b + c$.

**Conjecture 2.** The algebra $R_{a,b,c}$ fails the WLP if and only if the following two conditions hold:

1. $d = 6k + 3$ for an integer $k$ such that $a < 4k + 2$,
2. Among the numbers $a$, $b$, and $c$, at least two are equal.

We can prove the sufficient part of **Conjecture 2**. The method of proof is inspired by the proof of [1], Theorem 18.

**Theorem 6.** Suppose the conditions in **Conjecture 2** hold. Then the algebra $R_{a,b,c}$ fails the WLP.

In the proof we will use the following lemma.

**Lemma 3.** Let $a \geq b \geq c$, and let $d = a + b + c$. Suppose that $d = 6k + 3$ for some integer $k$ and that $a < 4k + 2$. Then the value of the Hilbert function of the algebra $R_{a,b,c}$ in degrees $8k + 2$ and $8k + 3$ is equal to $6(2k + 1)^2$.

**Proof.** We have $(x^ay^bz^c) \cap (x^d) = (x^ay^bz^c)$, and $d + b + c > 6k + 3(6k + 3 - (4k + 2)) = 8k + 4$, showing that $(x^ay^bz^c)$ and $(x^d)$ have empty intersection in degrees less than or equal to $8k + 4$. We also have $(x^ay^bz^c) \cap (y^d) = (x^ay^d) z^c$, and $a + d + c > d + b + c > 8k + 4$, so $(x^ay^bz^c)$ and $(y^d)$ have empty intersection in degrees less than or equal to $8k + 4$. A similar argument applies to $(x^ay^bz^c) \cap (z^d)$. Therefore, the Hilbert function in degree $i \in [6k + 3, 8k + 4]$ is equal to $(i + 2)(i - d + 2)$. A calculation shows that $(8k+2)^2 - 4(8k+2 - (6k+3)^2) = 6(2k+1)^2$.

**Proof of Theorem 6.** Suppose that $d = 6k + 3$, $a < 4k + 2$ and that among the numbers $a$, $b$, and $c$, at least two are equal. Since $R_{a,b,c}$ is a monomial algebra, $R_{a,b,c}$ has the WLP if and only if multiplication by $x + y + z$ has maximal rank in every degree.

**Case 1:** Suppose that $b = c$, implying $a$ is odd. First of all we would like to compute the number of monomials of $R_{a,b,b}$ in degrees $8k + 2$ (respectively, $8k + 3$) fixed by the permutation interchanging $y$ and $z$. Let $F_{8k+2}$ (respectively, $F_{8k+3}$) denote the corresponding set of monomials. Let $x^{d_1}(yz)^{d_2} \in F_{8k+3}$. Note that $d_1$ is odd, and thus we can divide this monomial by $x$ and get a monomial in $F_{8k+2}$. That gives us a map

$$F_{8k+3} \to F_{8k+2}$$

$$x^{d_1}(yz)^{d_2} \mapsto x^{d_1-1}(yz)^{d_2}.$$  

This map is clearly injective. We would like to know how much it fails to be surjective. If this map was surjective, then every monomial in $F_{8k+2}$, multiplied by $x$, would give a monomial in $F_{8k+3}$. However, this is not the case. Indeed, there are monomials $m \in F_{8k+2}$ such that $mx = 0$. These are exactly monomials outside of the image of the map above. We would like to know how many such monomials there are. If $m \neq 0$ and $mx = 0$, we have two options. Either the $x$-exponent of $m$ is $d - 1 = 6k + 2$, in which case $m = x^{6k+2}(yz)^b$, or the $x$-exponent of $m$ is $a - 1$, in which case $m = x^{a-1}(yz)^{\frac{a+b-2}{2}}$. Note that this makes sense since $a$ is odd. It is easy to see that in both cases indeed $mx = 0$. We conclude that $|F_{8k+2}| - |F_{8k+3}| = 2$.  


Consider the symmetric group on two elements and let the non-identity element act by interchanging $y$ and $z$ in $R_{a,b,c}$. From Lemma 3 and the above calculation, we get that the multiplicity of the trivial representation in degree $8k + 2$ equals $(6(2k+1)^2 + s)/2$, while the multiplicity in degree $8k+3$ equals $(6(2k+1)^2 + (s-2))/2$. Since these two numbers differ, the multiplication by $x+y+z$ cannot be an isomorphism by Schur’s lemma.

Case 2: Suppose that $a=b$, implying $c$ odd. A similar argument as in Case 1 gives that if we denote by $s$ the number of monomials in degree $8k + 2$ that are fixed by the permutation interchanging $x$ and $y$, then the number of monomials in the next degree that are fixed by the same permutation equals $s-2$. Therefore, we can use Schur’s lemma again to conclude that the multiplication by $x+y+z$ cannot be an isomorphism. \[\square\]

**Remark 3.** It is interesting to notice the similarity between Theorem 6 and [10, Theorem 7.2] – in both cases the failure of the WLP occurs when the Hilbert function has what is referred to in [10] as “twin peaks”.

By using a special case of [4, Theorem 4.10], namely that if $a \geq b \geq c$ and $d = a+b+c$, then the algebra $R_{a,b,c}$ has the WLP in all cases given by Conjecture 2 except the case $d = 6k+3$ and $4k+2 > a > b > c > 0$, this gives, together with Theorem 6, the following result.

**Proposition 1.** To show that Conjecture 2 holds true, it is enough to show that the algebra $R_{a,b,c}$ has the WLP, where $d = 6k+3$ and $4k+2 > a > b > c > 0$.

Unfortunately, even though the case left open might at first sight look like a tractable problem, we have so far failed in our attempts in providing a proof.

**Remark 4.** There is a misprint in [4, Theorem 4.10]: the statement (b) (2) (II) should read

$$a + b + c - 2(\alpha + \beta + \gamma)$$

is divisible by 6

instead of

$$a + b + c + \alpha + \beta + \gamma$$

is divisible by 6.

6. AN ATTEMPT OF GLUING IDEALS

Let $I^c$ denote monomials outside of $I$, as before. Let $G(I)$ denote the (unique) minimal generating set of $I$. We have seen that, given an ideal $K$ and a monomial $m$, we can define $I = K + (m)$ and $J = K : (m)$, so that $\text{HS}(R/K, t) = \text{HS}(R/I, t) + t^{\deg(m)} \text{HS}(R/J, t)$. In a sense, $K$ is decomposed into $I$ and $J$ with respect to $m$. We are interested in the reverse process: given $I$ and $J$ do there exist $K$ and $m$ such that $I = K + (m)$ and $J = K : (m)$? In other words, does there exist a $K$ glued from $I$ and $J$ w.r.t. some $m$?

If one of the ideals $I, J, (m)$ and $K$ is trivial (that is, equal to 0 or $R$), then we will not get anything new and non-trivial. Therefore, all ideals $I, J, (m)$ and $K$ will be proper from now on.

**Proposition 2.** Let $I = I' + (m)$. Assume that $I' : (m) \subseteq J$ and let $K = I' + mJ$. Then $\text{HS}(R/K, t) = \text{HS}(R/I, t) + t^{\deg(m)} \text{HS}(R/J, t)$.

**Proof.** Monomials outside of $K$ which are not divisible by $m$ are exactly the same as monomials outside of $(m) + K = (m) + I' + mJ = (m) + I' = I$. Monomials
outside of \( K \) which are divisible by \( m \) are multiples of \( m \) by monomials outside of \( K : (m) = (I' + mJ) : (m) = I' : (m) + mJ : (m) = I' : (m) + J = J. \)

**Remark 5.** Note that from the proof of \[ \text{Proposition 2} \] it follows that \( I = K + (m) \) and \( J = K : (m) \). Thus \( K \) is glued of \( I \) and \( J \) with respect to \( m \).

**Remark 6.** Note that \( I' \) is not necessarily a proper ideal. If \( I' = R \), then \( I = I' + (m) = R \) (thus we shall not consider this case), but we do not rule out \( I' = 0 \).

For example, let \( I' = 0, I = I' + (m) = (m) \), where \( (m) \) is a proper ideal. Then \( I' : (m) = 0 : (m) = 0 \) (since \( (m) \neq 0 \)) and thus we can take any proper ideal \( J \). Then \( K = I' + mJ = mJ \) is glued from \( I = (m) \) and \( J \).

**Remark 7.** If there exists a gluing of \( I \) and \( J \) with respect to \( m \), then \( m \) belongs to \( G(I) \), the set of minimal generators of \( I \). Indeed, if such a gluing \( K \) exists, then necessarily \( I = K + (m) \) and \( J = K : (m) \). In particular, \( J = K + (m) \) implies \( m \in I \). However, if there exists \( m' \in I \) such that \( m' \mid m \), \( m' \neq m \), and given that \( I = K + (m) \), we get \( m' \in K \). Thus \( m \in K \), in which case \( I = K, J = K : (m) = R \), and therefore, it is a trivial gluing.

Now that we know that \( m \in G(I) \), we can set \( I_m := (G(I) \backslash \{m\}) \).

**Remark 8.** No element of \( G(I_m) = G(I) \backslash \{m\} \) is divisible by \( m \) and no element of \( G(I_m) \) divides \( m \) since otherwise \( G(I) \) was not a minimal generating set of \( I \) to start with.

In the following, by \( B \in [A, C] \) we mean \( A \subseteq B \subseteq C \) for ideals \( A, B, C \).

**Proposition 3.** Let \( I, I', J, m, K \) be as in \[ \text{Proposition 2} \] and let \( I_m \) be as defined above. Then

1. \( I' \subseteq [I_m, K] \), in particular, \( I_m \subseteq K \).
2. any ideal \( I'' \subseteq [I_m, K] \) satisfies conditions of \[ \text{Proposition 2} \] and gives the same gluing \( K \).

**Proof.**

1. The inclusion \( I' \subseteq K \) is obvious since \( K = I' + mJ \). Assume \( I_m \not\subseteq I' \). Then there is an element \( e \in I_m \backslash I' \). Note that in this case \( e \) can be chosen to be in \( G(I_m) \). Then \( e \in I_m + (m) = I = I' + (m) \), that is, \( e \in (m) \), which is a contradiction to \( e \in G(I_m) \) according to \[ \text{Remark 8} \].

   We can conclude that \( I_m \subseteq I' \).

2. Let \( I'' \subseteq [I_m, K] \). Then \( I'' + (m) \subseteq [I_m + (m), K + (m)] = [I, I] = I \). Also, \( I'' : (m) \subseteq K : (m) = J \), that is, the conditions of \[ \text{Proposition 2} \] are satisfied. Then \( I'' + mJ \subseteq [I_m + mJ, K + mJ] = [I_m + mJ, K] \). If we prove that \( I_m + mJ = K \), we are done. We already know that \( I_m \subseteq K \) and \( mJ \subseteq K \), thus it is enough to show that \( K \subseteq I_m + mJ \).

   Assume \( e \in K \backslash I_m \). Then \( e \in K + (m) = I = I_m + (m) \), which implies \( e \in (m) \), say, \( e = me_1 \). Then \( e_1 \in (e) \subseteq (m) \subseteq K : (m) = J \), that is, \( e_1 \in J \) and thus \( e = me_1 \in mJ \). \( \square \)

**Example 5.** Let \( I' = (x^2, y^3, z^4, xy^2, xz^3, xyz) \) and \( m = x \). Then

\[
I = (x) + I' = (x, y^3, z^4),
\]

\[
I' : (x) = (x, y^2, x^2, y^3, z^3, yz) =: J,
\]
and
\[ K = I' + xJ = (x^2, y^3, z^4, xy^2, xz^3, xyz) + x(x, y^2, z^3, yz) = (x^2, y^3, z^4, xy^2, xz^3, xyz). \]

Clearly \( k[x, y, z]/I \) has the SLP, and it is easily checked that so does \( k[x, y, z]/J \). Moreover, \( K, m, I, J \) satisfy the assumptions of Theorem 1 for any \( d \), so it follows that \( k[x, y, z]/K \) has the SLP.

Remark 9. If in Example 5 we instead let \( I' := (y^3, z^4) \), then\[ I = (x) + I' = (x, y^3, z^4), \]
\[ I' : (x) = (y^3, z^4) \subseteq (x, y^2, z^3, yz) =: J, \]
\[ K = I' + xJ = (y^3, z^4) + x(x, y^2, z^3, yz) = (x^2, y^3, z^4, xy^2, xz^3, xyz), \]
which shows that the gluing of \( I \) and \( J \) with respect to \( m \), if it exists, is independent of \( I' \), demonstrating Proposition 3. In Example 5 we took the biggest possible choice of \( I' \) which is \( I' = K \). Here we are taking the smallest possible choice, \( I' = I_m \).

Let \( I \) be a nontrivial ideal given by its minimal generating set \( G(I) \). From all of the above we see that:

1. Any potential monomial \( m \) for gluing is contained in \( G(I) \). So let us choose some \( m \in G(I) \).
2. As soon as \( I \) and \( m \in G(I) \) are chosen, we have the following. Assume that \( I' \) and \( J \) are chosen to satisfy the gluing conditions and \( K = I' + mJ \).
Then we know that any \( I'' \in [I_m, K] \) would do the same gluing. Thus, when \( I \) and \( m \) are known, we can without loss of generality set \( I' = I_m \), even though \( J \) is not known yet.
3. Now we can choose any \( J \) such that \( I_m : (m) \subseteq J \). In particular, every element of \( G(I) \) can be used for some nontrivial gluing since a nontrivial choice of \( J \supseteq I_m : (m) \) will always exist. Indeed, this is only impossible if \( I_m : (m) = R \), that is, \( m \in I_m \), which is a contradiction according to Remark 8.

Remark 10. Note that if we choose \( J = I_m : (m) \), then \( K = I_m + mJ = I_m \) and the interval \([I_m, K]\) becomes a single point.

We reach the following conclusion.

Theorem 7. The ideals \( I \) and \( J \) can be glued together if and only if there exists \( m \in G(I) \) such that \( I_m : (m) \subseteq J \). In this case the gluing is done with respect to \( m \) and \( K = I_m + mJ \).

Example 6. Let \( I = (x^3, y^2, z^4), J = (x, y, z) \). Any monomial in \( G(I) \) can be chosen to be \( m \). If, say, \( m = x^3 \), then \( I_m = (y^3, z^4) \) and since \( I_m : (m) \subseteq J \), we have \( K = I_m + mJ = (y^3, z^4) + x^3(x, y, z) = (x^4, y^2, z^4, x^3y, x^3z) \). Note that \( I \) and \( J \) are monomial complete intersections; the maximal socle degree of \( R/I \) is 6, the maximal socle degree of \( R/J \) is 0, and \( \deg(m) = 3 \). Thus \( K, m, I, J \) satisfy the conditions of Corollary 7 and therefore \( K \) is even a centre-to-centre gluing of \( I \) and \( J \). In particular, \( R/K \) has the SLP in the narrow sense. Another way to see it is to note that \( K \) is the ideal associated to the table in Figure 5.
Figure 5. A table giving the ideal in Example 6.

Note that if for given $I$ and $J$ there exist several suitable choices of $m$, then we will necessarily obtain different gluings. Indeed, let $K = I_{m_1} + m_1 J = I_{m_2} + m_2 J$, where $m_1, m_2 \in G(I), m_1 \neq m_2$. Then $m_1 \in I_{m_2} \subseteq K$. Then $m_1 \in I_{m_1} + m_1 J$, which implies $J = K = R$.
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