CONSTRAINTS ON PHOTOIONIZATION FEEDBACK FROM NUMBER COUNTS OF ULTRA-FAINT HIGH-REDSHIFT GALAXIES IN THE FRONTIER FIELDS
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ABSTRACT

We exploit a sample of ultra-faint high-redshift galaxies (demagnified Hubble Space Telescope, HST, H160 magnitude > 30) in the Frontier Fields clusters A2744 and M0416 to constrain a theoretical model for the UV luminosity function in the presence of photoionization feedback. The objects have been selected on the basis of accurate photometric redshifts computed from multi-band photometry including seven HST bands and deep IRAC observations. Magnification is computed on an object-by-object basis from all available lensing models of the two clusters. We take into account source detection completeness as a function of luminosity and size, magnification effects, and systematics in the lens modeling of the clusters under investigation. We find that our sample of high-z galaxies constrain the cutoff halo circular velocity below which star formation is suppressed by photoionization feedback to \( v_{\text{cut}} < 50 \text{ km s}^{-1} \). This circular velocity corresponds to a halo mass of \( \approx 5.6 \times 10^9 \text{ M}_\odot \) and \( \approx 2.3 \times 10^9 \text{ M}_\odot \) at \( z = 5 \) and \( 10 \), respectively: higher-mass halos can thus sustain continuous star formation activity without being quenched by external ionizing flux. More stringent constraints are prevented by the uncertainty in the modeling of the cluster lens, as embodied by systematic differences among the lens models available.
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1. INTRODUCTION

The investigation of the reionization process and of the earliest phases of galaxy evolution are deeply connected. Star-forming galaxies are currently believed to be the sources of ionizing photons, with the bulk of the ionizing flux generated by objects at the faint end of the luminosity function (LF; e.g., Bouwens et al. 2015a; Finkelstein et al. 2015; Robertson et al. 2015; Castellano et al. 2016b), although we cannot yet rule out a contribution from bright star-forming galaxies (Sharma et al. 2016) or active galactic nuclei (e.g., Giallongo et al. 2015; Yoshiura et al. 2016). Our understanding of the reionization epoch is currently limited by a poor knowledge of key physical quantities such as the escape fraction of ionizing photons (e.g., Khaire et al. 2015), the intrinsic ionizing budget (e.g., Ma et al. 2016; Stanway et al. 2016), and the cutoff of the UV LF at faint magnitudes (e.g., Bouwens et al. 2015a). The investigation of the LF cutoff is of particular interest because of its relation with star formation and feedback processes in low-mass halos. Faint galaxies are hosted by low-mass halos with shallow gravitational potentials: in the presence of an external ionizing flux their gas could be evaporated and the star formation quenched (e.g., Mesinger & Dijkstra 2008; Hasegawa & Semelin 2013; Sobacchi & Mesinger 2013a, 2013b). This may eventually result in a reduction of the number of ionizing photons they emit, thus questioning their role in ionizing the IGM. The reionization process and its sources interplay with each other. Until now, there has been a lack of direct observations of such a picture.

The gravitational lensing provides us with the opportunity to investigate such faint galaxy populations. The Frontier Fields (FF) Survey provides the ideal context for such an investigation. The FF survey is an Hubble Space Telescope (HST) observing program targeting six galaxy clusters and six parallel pointings at depths comparable to the Hubble Ultra Deep Field one. Thanks to magnification effects, the FF survey enables the study of galaxies as intrinsically faint as those that will be detected by the James Webb Space Telescope in blank fields. In principle, the effect of feedback can be investigated through a direct derivation of the UV LF to look for a cutoff of the galaxy number density distribution. Here, we take an alternative and more powerful approach described in Yue et al. (2014, hereafter Y14), namely, a comparison between the observed number counts and those predicted by a theoretical model of formation and evolution of galaxies during the reionization epoch (Yue et al. 2016). As shown by Y14, such an approach is extremely sensible and enables constraints even from limited galaxy samples. We will exploit the technique outlined in Y14 using data from the first two FF Abell-2744 (hereafter A2744) and MACSJ0416.1-2403 (M0416).

Throughout the paper, observed and rest-frame magnitudes are in the AB system, and we adopt the \( \Lambda \)-CDM concordance model \( (\Omega_m = 0.308, \Omega_\Lambda = 0.692, \Omega_b = 0.048, h = 0.678, \sigma_8 = 0.815, n_s = 0.97) \) see Planck Collaboration et al. 2015.

2. THE FF DATA SET

We exploit the ASTRODEEP photometric redshift catalogs of A2744 and M0416 from Castellano et al. (2016a, hereafter C16b) based on the multi-band photometry presented in Merlin et al. (2016, hereafter M16).\(^5\) We summarize here the information most relevant for the present work.

The catalogs include information for 10 passbands: the 7 HST bands observed under the FF program (F435W, F606W,
F814W, F105W, F125W, F140W, and F160W) together with the Hawk-I@VLT K_s band and IRAC 3.6 and 4.5 μm data. The typical 5σ depth in two point-spread function-FWHM apertures are ∼28.5–29.0 (HST filters), ∼26.2 (K_s), and ∼25 (IRAC). The detection is performed on the F160W band (hereafter H_160) after applying a procedure (see M16) to remove foreground light both from bright cluster galaxies and the diffuse intra-cluster light (ICL). Low-resolution K_s and IRAC images have been processed with T-PHOT (Merlin et al. 2015). As shown in M16, this procedure enhances the detection of faint-lensed galaxies, especially in the central regions of the clusters.

Photometric redshifts have been measured with six different techniques based on different codes and assumptions (see C16b). The FF sources are then assigned the median of the six available estimates in order to minimize systematics and improve the accuracy. In the cluster fields, the typical accuracy found from a comparison with spectroscopic samples is σ_z/(1+z) ~ 0.04. We successfully recover as high-z sources most of the z > 6 candidates known in the two fields (Laporte et al. 2014; Oesch et al. 2015; Zheng et al. 2014; Zitrin et al. 2014; Atek et al. 2015; Coe et al. 2015; Ishigaki et al. 2015; McLeod et al. 2015). We assign magnification values to sources in our catalogs as estimated from the different lensing models of the two FF fields. We measure for each object the shear and mass surface density values at its position from the relevant maps, and we use them to compute the magnification at the source photometric redshift.

2.1. High-redshift Sample

Following Y14 in this work, we will consider objects at 5.0 < z < 10.0 and with intrinsic magnitude fainter than H_{160,int} = 30.0. Such faint sources are typically hosted in halos of mass ~10^{8.5}–10^{9.5} M_☉, corresponding to virial temperatures T_{vir} > 1.5 × 10^4 K, that are likely strongly affected by photoionization feedback (e.g., Dijkstra et al. 2004; Mesinger & Dijkstra 2008, Y14). In Figure 1, we show the
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**Figure 1.** Top: the number of galaxies in intrinsic H_{160,int} bins of width 1.0 mag for the clusters A2744 (left) and M0416 (right), respectively. Different symbols refer to different lensing models. For display purposes, we slightly shift the x-axes of some models within the magnitude bin. To guide the eye, we plot the N = 1 as horizontal dashed line. Bottom: demagnified UV rest-frame magnitudes in A2744 (black lines and filled circles) and M0416 (red lines and empty circles); as a function of redshift (top panel) and distribution (bottom). The Bradac model is used for reference in the former plot; median among number counts from the eight models is used in the latter (error bars show the interquartile range).

---

6 http://www.stsci.edu/hst/campaigns/frontier-fields/Lensing-Models
number of galaxies with intrinsic $H_{60,\text{int}} > 30$ in magnitude bins with width $\Delta H_{60,\text{int}} = 1$ as obtained by demagnifying observed magnitudes following the different available lensing models in the two fields. The number of $H_{60,\text{int}} > 30$ high-$z$ sources ranges from 19 to 32 in the A2744 field, and from 14 to 20 in the M0416 field, depending on the adopted lensing map. We find that most of these are faint $H_{160} \sim 28–29$ sources magnified by a factor $\sim 5–10$ with only a small fraction of the objects ($\sim 10\%$, depending on the model) being selected thanks to an extremely high magnification ($\gtrsim 50$). Objects at $z \sim 5–7$ constitute the bulk of the sample outnumbering higher-redshift sources by a factor of $7–8$. The samples selected according to different models typically include different sources, with only about half of the objects being selected by two or more models in each field. Despite these differences, the number counts obtained from different lensing models show a similar behavior. In Section 4, we will describe the procedure we exploit to derive theoretical constraints while taking into account these discrepancies between different lensing models.

2.2. Completeness Simulations

A critical ingredient for comparing predicted and observed number counts of ultra-faint-lensed sources is the detection completeness as a function of the observed $H_{160}$ magnitude. As described in M16, we estimate completeness through imaging simulations with synthetic sources of different magnitudes and sizes. We consider both point-like and exponential profile sources with a half-light radius of $0.05 < R_b < 1.0$ arcsec and total magnitude $26.5 < H_{160} < 30.0$. We simulate $2 \times 10^5$ sources per field. Two hundred mock galaxies each time are placed at random positions in our detection image, which is then analyzed using the same SExtractor parameters adopted in the real case. After the whole input galaxy population has been analyzed, we store the tabulated values of the completeness at different magnitudes and $R_b$ that will be used in Section 4 for comparing observation to our model. As a reference, the 90% detection completeness ranges from $H_{60} \sim 26.6–26.7$ ($R_b = 0.3$ arcsec) to $H_{60} \sim 27.7–27.8$ in the case of point sources.

3. THE MODEL

We compare our observations to a theoretical model for the LF of high-$z$ galaxies in the presence of reionization feedback. The model extends the analytical algorithm described in Trenti et al. (2010), Tacchella et al. (2013), and Mason et al. (2015) by additionally including the quenching of star formation activity in low-mass halos that are located in ionized regions. Full details are presented in the above mentioned papers and in Yue et al. (2016); here, we briefly summarize the main properties. The model relies on the assumption of a star formation efficiency that is a redshift-independent function of halo mass. Halos with the same final mass can have different luminosities as a result of different mass assembly histories. The star formation efficiency parameter is calibrated from the observed $z = 5$ UV LFs and then used to model the LF at higher redshifts on the basis of the halo mass function and the above constructed luminosity–halo mass relations. As pointed out by Mason et al. (2015), this approach allows us to reproduce the observed high-$z$ LFs.

The effect of photoionization feedback on the star formation activity depends on the halo mass: (1) SFR is suppressed in halos with circular velocity below a given cutoff value ($v_{\text{cut}}$) that form in already ionized regions; (2) star formation can begin in halos with $v_s < v_{\text{cut}}$ that formed in neutral regions, but it is then quenched if their environment is ionized by neighboring galaxies; (3) star formation proceeds uninterrupted as the host halos are massive enough ($>v_{\text{cut}}$) all the time. Using the “bubble model” based algorithm presented in Furlanetto et al. (2004), we model the above three cases to find the probability for a given halo to be located in an ionized bubble large enough to contain at least another persistent galaxy (i.e., always having $>v_{\text{cut}}$) and revise the halo star formation history described above accordingly. We eventually obtain the UV luminosity and emission rate of ionizing photons of a halo when its mass, formation time, and star formation quench time are given. The model has two free parameters, the escape fraction of ionizing photons ($f_{\text{esc}}$) and the above mentioned cutoff circular velocity $v_{\text{cut}}$, that provide a flexible way to model the interconnection between UV background and feedback effects on the star formation. These two parameters are treated as independent of each other in our model: for each given pair of values, we compute the reionization history and the resulting UV LFs in a self-consistent way (see Yue et al. 2016 for details).

As an effect of reionization feedback, the abundance of galaxies in halos with $v_s < v_{\text{cut}}$ drops rapidly (although not necessarily monotonically). Interestingly, due to the extremely steep intrinsic UV LF faint end, even a strong reionization feedback (i.e., high $f_{\text{esc}}$ and $v_{\text{cut}}$) is not enough to make the abundance drop to zero, such that faint galaxies with $v_s < v_{\text{cut}}$ may still exist and be numerous even after reionization is completed. These galaxies can start their initial star formation activity at the formation time and are then quenched later on. They act as a fossil record of the reionization process: their abundance allows us to constrain the reionization history. Finally, we remark that our model assumes $\Lambda$CDM cosmology, and the abundance of low-mass galaxies is consistently interpreted as affected by feedback effects on star formation in low-mass halos. However, modifications of the initial power spectrum as in WDM cosmologies can also affect number counts at the faintest end in a similar way (e.g., Barkana et al. 2001; Dayal et al. 2015; Menci et al. 2016).

4. CONSTRAINTS ON THE LF CUTOFF

In this section, we investigate the constraints we can put thanks to the FFs high-$z$ sample on the two free parameters in our model: $f_{\text{esc}}$ and $v_{\text{cut}}$. We exploit Monte Carlo simulations to compute the probabilities to observe different number of galaxies once the LF is given. First, we have the mean number of galaxies in the effective volume behind one pixel in the lensing model:

$$\langle N \rangle = \Delta \Omega \int dz_s r^2 \left(\frac{dr}{dz_s}\right) \frac{1}{\mu (z_s)} \int \Phi (L, z_s) dL,$$

where $\Delta \Omega$ is the solid angle of this pixel, $r$ is the comoving distance, and $\mu$ is the magnification. We then randomly generate an integer $N$ from a Poisson distribution with mean value $\langle N \rangle$, so there are $N$ galaxies in hand; each galaxy is assigned a redshift from the probability distribution $\propto d \langle N \rangle / dz_r$, and then a luminosity from the probability distribution $\propto \Phi (L, z)$ where $\Phi (L, z)$ is the theoretical LF for a given $f_{\text{esc}}$ and $v_{\text{cut}}$ (Yue et al. 2016). We assign to this galaxy
a physical size \( R \) that follows a log-normal distribution. As in Huang et al. (2013), the peak of the distribution is luminosity-dependent:

\[
\bar{R}(L) = R_0 \left( \frac{L}{L_0} \right)^{\beta}.
\]  

(2)

We take the best-fitting parameters at \( z_0 = 5 \) (however, parameters at \( z_0 = 4 \) yield similar results) in their Table 3, namely, \( R_0 = 1.19 \) kpc, \( L_0 \) corresponding to an absolute magnitude \( M_0 = -21 \), and \( \beta = 0.25 \). The variance of the distribution is \( \sigma_{\log R} = 0.9 / \ln 10 \). The physical size at other redshifts is derived from a \((1+z)^{1.20}\) evolution. We verified that a different assumption on the evolution of size with redshift, as the \((1+z)^{-0.47}\) found by Curtis-Lake et al. (2016), does not significantly affect the results. The last step is to include observational incompleteness on the basis of simulations described in Section 2.2. To this aim, we find the apparent magnitudes for the above \( N \) galaxies as \( H_{160, \text{int}} - 2.5 \log(\mu) \) and the observed angular sizes \( \sqrt{\mu} \times \theta \), where \( H_{160, \text{int}} \) is the intrinsic magnitude and \( \theta \) is the intrinsic angular size. The predicted number counts are then scaled on the basis of the estimated completeness level for galaxies of the given observed magnitude and size.

After the loop for all lensing pixels that are in the WFC3/ \( HST \) field of view, one random realization is completed. For each lensing model we eventually make 30,000 realizations. In the above algorithm, each pixel is treated as independent of each other, so if the effective volume of different pixels overlaps (as in the case of multiple images), galaxies in the overlapped volume are counted more than once. Therefore, when comparing simulated samples with observations, the number of images instead of the number of objects, should be compared, such that we are not interested in determining whether our high-\( z \) samples include multiple images of the same observed source.

For a given pair of parameters \( f_{\text{esc}} \) and \( v_{\text{cut}} \), we can now compute the probability \( p_j(N_{\text{obs}}^j f_{\text{esc}}, v_{\text{cut}}) \) to observe a number of galaxies \( N_{\text{obs}}^j \) in the \( j \)th magnitude bin following the \( j \)th lensing model. We can then build the mean probability across all eight lensing models available in each field:

\[
p(N_{\text{obs}}^j f_{\text{esc}}, v_{\text{cut}}) = \frac{1}{8} \sum_j p_j(N_{\text{obs}}^j f_{\text{esc}}, v_{\text{cut}}). \tag{3}
\]

As an example, we show \( p \) as a function of \( N^i \) in Figure 2 for the two fields A2744 and M0416 for the case when \( f_{\text{esc}} = 0.2 \) and \( v_{\text{cut}} = 30 \) km s\(^{-1}\) are compared for reference to the
The median of the number counts computed from the different lensing models.

We compute the final likelihood assuming that the number counts in different magnitude bins are independent of each other. We also include an additional term to weight each model according to its consistency with the observed constraints on the CMB optical depth $\tau_{\text{obs}}$:

$$L \propto \exp \left( -\frac{\chi^2}{2} \right) \times \prod p \left( N_{\text{obs}}|f_{\text{esc}}, \nu_{\text{cut}} \right),$$

where

$$\chi^2_{\tau} = \frac{(\tau - \tau_{\text{obs}})^2}{\sigma_{\tau}^2}. \quad (5)$$

$\tau_{\text{obs}} = 0.066$ and $\sigma_{\tau} = 0.016$ are the Planck measurement (Planck Collaboration et al. 2015), and $\tau$ is the theoretical optical depth that depends on $f_{\text{esc}}$ and $\nu_{\text{cut}}$ (e.g., Shull & Venkatesan 2008; Yue et al. 2016).

In Figure 3, we plot the contour map of the constraints on $f_{\text{esc}}$ and $\nu_{\text{cut}}$ from the combination of the two clusters A2744 and

Figure 4. UV luminosity functions from our model with no feedback (blue), $v_{\text{cut}} = 50$ km s$^{-1}$ (green), and $v_{\text{cut}} = 30$ km s$^{-1}$ (magenta) at, from top to bottom, $z = 5$, $z = 8$, and $z = 10$. Observed points are from Bouwens et al. (2015b; red), McLure et al. (2013; green), and Atek et al. (2015; magenta).

Figure 5. Parameter constraints obtained from three individual lensing models available for both clusters. From left to right: Bradac; Zitrin-nfw; Zitrin-ltm.
M0416. The number of ultra-faint FF galaxies yields a limit of $v_c^\text{cut} \lesssim 50 \text{ km s}^{-1}$ (1σ) on the cutoff circular velocity. In general terms, the number counts effectively constrain $v_c^\text{cut}$, while no constraints can be put on $f_{\text{esc}}$. Indeed, the dependence of the number counts on $f_{\text{esc}}$ is mostly evident $\sim 3$–5 mag fainter than the LF turnover magnitude at all redshifts and/or at magnitudes close to the LF turnover during reionization (i.e., $z > 7$), thus in a luminosity range that is not yet reached by current samples (see Yue et al. 2016 for details). The constraint we obtain on $v_c^\text{cut}$ can be translated into $\approx 5.6 \times 10^9 M_\odot$ and $\approx 2.3 \times 10^9 M_\odot$ at $z = 5$ and 10, respectively. In smaller, the larger the halo mass is, the easier its star formation is quenched. Here, what we get is the upper limit, above which one can safely say that halos can sustain continuous star formation. We verified that the inclusion in Equation (4) of the consistency criterion with the measured CMB optical depth has a minor effect on the above constraints. We show in Figure 4 the model UV LFs at $z = 5$, 8, 10 for reference $v_c^\text{cut}$ values consistent with the limit we derived compared to the no-feedback case: the cutoff circular velocity corresponds to a UV cutoff that slightly depends on redshifts and roughly corresponds to $M_{UV} \sim -15$ ($v_c^\text{cut} = 50$ km s$^{-1}$) and $M_{UV} \sim -12$ ($v_c^\text{cut} = 30$ km s$^{-1}$). To improve these constraints and observe the intrinsic decline of galaxy abundance due to reionization feedback, an improvement of either the observational data or of the lensing models is needed. Our conclusions are robust against photometric redshift uncertainty: we found no appreciable change using different realizations of the high-$z$ sample obtained by randomly perturbing the photometric redshifts in the parent catalog according to the relevant uncertainty.

In Figure 5, we show the contour maps obtained using three different lensing models that are available for both clusters. On the one hand, individual models yield constraints that are in overall agreement with those outlined above. On the other hand, our “global” approach is more conservative since looser constraints than from individual maps are obtained when systematics are taken into account. This shows that improving lensing models and understanding their underlying discrepancies provides the best way to improve this kind of analysis.

5. SUMMARY AND CONCLUSIONS

We have constrained our theoretical model (Section 3) for the LF at high redshift using a sample of ultra-faint ($H_{60,\text{int}} > 30$) $z > 5$ galaxies in the first two FF clusters A2744 and M0416. The objects have been selected on the basis of their photometric redshift computed from 10-band photometry from the F435W to IRAC 4.5 μm bands (Section 2). The comparison between theory and observations relies on the estimation of source detection completeness as a function of luminosity and size and on taking into account systematics due to different lensing models. The free parameters of our model are the escape fraction of ionizing photons ($f_{\text{esc}}$) and the cutoff circular velocity ($v_c^\text{cut}$) below which star formation is suppressed by photoionization feedback. We find that galaxy number counts yield constraints on the reionization feedback strength while they are nearly unaffected by $f_{\text{esc}}$. We found $v_c^\text{cut} < 50$ km s$^{-1}$, corresponding to a halo mass $\approx 5.6 \times 10^9 M_\odot$ and $\approx 2.3 \times 10^9 M_\odot$ at $z = 5$ and 10, respectively, and to $M_{UV} \approx -15$. Our analysis shows that photoionization feedback does not quench star formation activity in halos with circular velocity above 50 km s$^{-1}$, while present data do not allow us to pinpoint the threshold below which feedback is effective. We find that the uncertainty in the lensing models, as embodied by systematic differences between different maps, is the factor that most limits our capability in putting stringent constraints on the effects of feedback on the high-redshift LF.
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