Rigid-body fitting to atomic force microscopy images for inferring probe shape and biomolecular structure
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Abstract

Atomic force microscopy (AFM) can visualize functional biomolecules near the physiological condition, but the observed data are limited to the surface height of specimens. Since the AFM images highly depend on the probe tip shape, for successful inference of molecular structures from the measurement, the knowledge of the probe shape is required, but is often missing. Here, we developed a method of the rigid-body fitting to AFM images, which simultaneously finds the shape of the probe tip and the placement of the molecular structure via an exhaustive search. First, we examined four similarity scores via twin-experiments for four test proteins, finding that the cosine similarity score generally worked best, whereas the pixel-RMSD and the correlation coefficient were also useful. We then applied the method to two experimental high-speed-AFM images inferring the probe shape and the molecular placement. The results suggest that the appropriate similarity score can differ between target systems. For an actin filament image, the cosine similarity apparently worked best. For an image of the flagellar protein FlhAC, we found the correlation coefficient gave better results. This difference may partly be attributed to the flexibility in the target molecule, ignored in the rigid-body fitting. The inferred tip shape and placement results can be further refined by other methods, such as the flexible fitting molecular dynamics simulations. The developed software is publicly available.

Author summary

Observation of functional dynamics of individual biomolecules is important to understand molecular mechanisms of cellular phenomena. High-speed (HS) atomic force microscopy (AFM) is a powerful tool that enables us to visualize the real-time dynamics of working biomolecules under near-physiological conditions. However, the information available by the AFM images is limited to the two-dimensional surface shape detected via the force to the probe. While the surface information is affected by the shape of the probe tip, the probe shape itself cannot be directly measured before each AFM measurement. To overcome this problem, we have developed a computational method to simultaneously infer the probe tip shape and the molecular placement from an AFM image. We show that...
our method successfully estimates the effective AFM tip shape and visualizes a structure with a more accurate placement. The estimation of a molecular placement with the correct probe tip shape enables us to obtain more insights into functional dynamics of the molecule from HS-AFM images.

Introduction

Virtually all the cellular phenomena are accomplished by functional dynamics of individual biomolecules, and thus observation of their movements at the single-molecule level is a key step to understand molecular mechanisms. Among many single-molecular observation techniques [1] such as fluorescence resonance energy transfer microscopies [2–4], single particle tracking [5], optical tweezers [6], and atomic force microscopies (AFM) [7], the high-speed AFM (HS-AFM) is unique in that it can observe real-time structural dynamics of biomolecules at work near the physiological condition [8,9]. The HS-AFM has been extensively used in biophysics to successfully observe structural dynamics of molecular motors [10–12], large biomolecular complexes [13,14], intrinsically disordered proteins [15], and so on. Thanks to recent developments, the frame acquisition rate of the HS-AFM reaches tens of frames per second, keeping its high spatial resolution, ~2 nm in lateral direction and ~0.15 nm in vertical direction to the stage [9].

Although the AFM is powerful, it remains difficult to estimate three-dimensional molecular structure directly from the AFM image. This is in part because the AFM is limited to the two-dimensional surface height information detected via the force to the probe. Moreover, to transform the AFM data into three-dimensional structural information, one needs to know the probe tip shape, which is normally unknown a priori. There are several works that estimate the orientation and location of a molecule from an AFM image [16–20]. In contrast, estimation of the shape of the tip used in the experiments is limited [21–24]. The blind tip estimation method can infer the outer bound on the tip geometry from an AFM image without assuming any tip shape, but is somewhat sensitive to the noise in the image [25]. Alternatively, Trinh and colleagues [25] developed a method to estimate the probe tip radius by using tobacco mosaic virus (TMV) as a calibrator and proposed to always observe it with the samples of interest. Although TMV is a stable and easy-to-use calibrator, it is not always easy to observe it at the same condition as other molecules that generally requires different conditions to be stabilized on the AFM stage. Also, a recent work [26] that reconstructs the three-dimensional structures of amyloid fibril developing a method to refine the topography carefully estimates the probe tip radius. However, they use the ideal corkscrew symmetry in the specimen and it is not always applicable to other biomolecules. In general, the probe tip shape varies sample by sample. Its radius is typically sharpened to ~5 nm and sometimes less than 1 nm, and it is almost impossible to observe the shape of the probe tip at such a high resolution before using it in the experiment [8]. Recently, we developed a computational method [27] that enables to reconstruct a molecular model from an AFM image taking the conformational change into account, inspired by the flexible fitting method for cryo-electron microscopy (cryo-EM) electron density map [28]. We also showed that, from the result of the flexible fitting, we can estimate the effective tip radius [29]. However, the biased molecular dynamics is rather time-consuming method that requires large computational resources. Thus, it is not yet useful enough to estimate the tip probe. Also, the information that can be reconstructed from the flexible fitting is limited to the parameter used in the biasing potential and sometimes it might be hard to interpret as the physical shape of the probe.
In this paper, we developed a rigid-body fitting method to simultaneously search the probe tip shape and the structure placement best-fit to a given AFM image. The tip shape can be estimated from the optimization of the similarity between an experimental AFM image and pseudo-AFM image generated from a molecular model with a varying geometry of the probe tip, as in our previous approach [29]. In contrast to the previous approach, our current method directly models the physical shape of the probe tip, and thus is more straightforward to interpret the estimation results. First, by twin experiments, we examined four different image similarity scores for three monomeric proteins and investigated the relationships between the size of proteins, the image similarity scores, and the accuracy of tip shape inference. Next, we performed a twin experiment using a model of actin filament and confirmed that our method works well even when the template structure fits only to a part of an observed AFM image. Finally, we applied our method to two real experimental HS-AFM images, the actin filament and the flagellar protein FlhAC ring, and estimated the probe shape in the experimental measurements.

Methods

Collision-detection method for pseudo-AFM image generation

We utilized the conventional collision-detection method to generate pseudo-AFM images from a structural model of the target molecule [27,30–32]. The method calculates the height at which the probe hits an atom in the target molecules tethered on the stage. The stage surface is set to the XY-plane, on which the molecules are placed to the positive Z side. We approximate the probe tip as a hemisphere (the radius 0.5 to 5.0 nm) combined with a circular frustum of a cone (the half-apex angle 5 to 30 degree), with its symmetric axis parallel to Z-axis (Fig 1A). For each pixel, the probe center is fixed to the XY-coordinates of the center of the pixel. Moving down the probe from the top, the method detects the collision between the probe tip and atoms in the target. In the twin-experiments, when we make a reference AFM image that serves as an "experimental AFM image", after determining the collision heights of all the pixels, we added spatially independent Gaussian noise with the mean 0 nm and the standard deviation 0.3 nm, which is a typical level of noise as is shown in Results.

![Fig 1. A pseudo-AFM image generation scheme and the search algorithm.](https://doi.org/10.1371/journal.pcbi.1009215.g001)
Image similarity calculation

To calculate similarity between a pseudo-AFM image generated from a molecular model and the reference image (the AFM experimental data in normal use and a generated image in the case of twin-experiments), we examined four different similarity score functions; the cosine similarity, the correlation coefficient, the pixel-RMSD, and the penalty function. It should be noted that, even though we call the AFM data “the AFM image”, it is merely the two-dimensional array of the molecular height. Therefore, the mapping to colors does not affect the analysis. Through twin-experiments, we compared their performances.

Since the experimental/reference AFM image contains non-negligible noise, the search method may tend to place the molecule at a high-noise spot as an artifact. To reduce this unfavorable case, we limited the pixels used to calculated the similarity functions. In the similarity calculation, we trimmed both pseudo- and reference AFM images by the minimum bounding rectangle of non-zero-height pixels in the pseudo-AFM image. We note that, due to the probe tip size, the pseudo-AFM image can have non-zero height even at the pixel where the molecule is absent. This is especially significant when the target molecule is tall, the probe tip radius is large, and the probe apex angle is large.

Cosine similarity

The cosine similarity is the function used in our previous research of flexible fitting method [27], though it was called a “modified correlation coefficient” previously, and also used in the field of cryo-EM flexible fitting [28]. The form of the function resembles to the correlation coefficient, but each term does not subtract the mean values. Thus, unlike the correlation coefficient, the cosine similarity depends not only on the relative height of pixels, but also the absolute height of pixels.

\[
\text{c.s.}(H^{\text{sim}}; H^{\text{ref}}) = \frac{\sum_p H_p^{\text{sim}} H_p^{\text{ref}}}{\sqrt{\sum_p (H_p^{\text{sim}})^2} \sqrt{\sum_p (H_p^{\text{ref}})^2}}
\]

Here, \(H^{\text{sim}}\) denotes the pseudo-AFM image generated from a molecular model and \(H^{\text{ref}}\) denotes the reference AFM image. \(H_p\) denotes the height at the pixel \(p\). The cosine similarity takes 1.0 if two images are identical, and 0 when the two images are completely orthogonal. Notably, the cosine similarity is invariant against the uniform scaling, i.e., \(H_p^{\text{sim}} \rightarrow sH_p^{\text{sim}}\). To use this function in a minimization protocol, we defined the corresponding cost function as follows.

\[
V_c, i(H^{\text{sim}}; H^{\text{ref}}) = 1.0 - \text{c.s.}(H^{\text{sim}}; H^{\text{ref}})
\]

Correlation coefficient

The correlation coefficient is a well-known measure that represents how two data sets resemble each other.

\[
\text{c.c.}(H^{\text{sim}}; H^{\text{ref}}) = \frac{\sum_p (H_p^{\text{sim}} - \langle H^{\text{sim}} \rangle)(H_p^{\text{ref}} - \langle H^{\text{ref}} \rangle)}{\sqrt{\sum_p (H_p^{\text{sim}} - \langle H^{\text{sim}} \rangle)^2} \sqrt{\sum_p (H_p^{\text{ref}} - \langle H^{\text{ref}} \rangle)^2}}
\]

Since each term subtracts its mean value, it does not depend on the absolute height. Similar to the cosine similarity, it takes 1.0 if the two images are identical and -1.0 if images are completely opposite. Notably, the correlation coefficient is invariant against the uniform scaling, i.e., \(H_p^{\text{sim}} \rightarrow sH_p^{\text{sim}}\), as well as the uniform shifting i.e., \(H_p^{\text{sim}} \rightarrow H_p^{\text{sim}} + s\). To use this in
the minimization, we also defined the cost function below.

\[ V_{\text{cc}}(H^{(\text{sim})}; H^{(\text{ref})}) = 1.0 - c.c.(H^{(\text{sim})}; H^{(\text{ref})}) \]

Here, \( \langle x \rangle \) denotes the mean value of \( x \)’s.

**pixel-RMSD**

The root mean square displacement (RMSD) is a widely used measure to calculate the difference between two data. Here we utilized the RMSD of pixel heights as the cost function between the two images. To distinguish it from the RMSD between two structural models, we call it the pixel-RMSD hereafter. The RMSD takes 0 if the two images are identical and takes a positive value if the two images are different. The pixel-RMSD value changes by the uniform scaling and by the uniform shifting, in contrast to the above two scores. We used the pixel-RMSD value itself as the cost function in the minimization.

\[ V_{\text{pixel-RMSD}}(H^{(\text{sim})}; H^{(\text{ref})}) = \sqrt{\frac{1}{N} \sum_{p} (H^{(\text{sim})}_p - H^{(\text{ref})}_p)^2} \]

where \( N \) means the number of pixels.

**Penalty function**

In a previous related study, a rigid body fitting method to an AFM image using molecular docking algorithms was examined [17–19]. It uses a cost function composed of three regions, forbidden, favorable, and neutral zones. Region above the topography data are the forbidden zone and particles should not be found. The region immediately beneath the topography where particle can contribute to the topography is defined as the favorable zone. The rest is defined neutral and does not affect to the cost function. The study utilized an existing docking method using the cost function, it has an advantage in terms of efficiency but, since it does not have any model of the probe, it cannot be used to reconstruct probe shape. Here, inspired by this previous approach, we define a penalty function, somewhat resemble to, but not identical to, the previous one. If a height at a pixel in a pseudo-AFM image exceeds the height of the corresponding pixel in the reference image, the cost increases. If a height of a pixel in a pseudo-AFM image is less than and close to that of the corresponding pixel in the reference image, the cost decreases. Otherwise, the cost does not change. Specifically, we define the penalty function as follows:

\[ V_{\text{penalty}}(H^{(\text{sim})}; H^{(\text{ref})}) = \sum_{p} \text{Penalty}(H^{(\text{sim})}_p; H^{(\text{ref})}_p) \]

\[ \text{Penalty}(H^{(\text{sim})}; H^{(\text{ref})}) = \begin{cases} 
  k_{\text{penalty}} & \text{if } (H^{(\text{ref})} < H^{(\text{sim})}) \\
  -k_{\text{reward}} & \text{if } (H^{(\text{ref})} < H^{(\text{sim})} + \text{thickness}) \\
  0 & \text{otherwise}
\end{cases} \]

In this work, we chose 1.2 nm as the thickness of the favorable region, the same value in the previous work, 10.0 as the \( k_{\text{penalty}} \) and 1.0 as the \( k_{\text{reward}} \). Note that this penalty function is not exactly the same as that of the previous research because we use pixel heights to calculate the cost but the original one uses the particle positions. Since our purpose is to reconstruct the probe shape as well as the three-dimensional structural model, we need to use a pseudo-AFM
image generated with a probe model. Thus, we used heights of the pixels, not the height of the atoms in a model.

**Exhaustive search rigid-body fitting method**

In this work, we exhaustively searched the discretized orientation and translation of a molecule as well as the discretized radius and the half-apex angle of the probe tip to find the optimal combination of the molecular placement and the probe shape that generates the pseudo-AFM image with the highest similarity to the reference AFM image.

To search the orientation of a molecule, we first define a step size of the rotational angle that divides 360 degree into a multiple of 4. Unless otherwise noted, we use 10 degree as the step size. Then we distribute points on a spherical surface evenly, according to the step size (Fig 1B). To distribute evenly spaced points on the spherical surface, we divided the great circle by the step size starting from the pole where the positive side of Z-axis intersects the spherical surface. Since we chose the step size to make the number of dividing points a multiple of 4, we have a point on the equator where the XY-plane intersects the spherical surface. When we call the point at the pole as the 0-th point, the 9-th point is on the equator. For each point, the n-th point, chosen on the great circle, we consider the surface that passes through the point and that is perpendicular to the Z-axis. We then divide the section of the spherical surface and the n-th plane, i.e., the n-th circle, into n components. In this manner, we can distribute points on spherical surface almost evenly. Finally, we rotate the molecule to make Z-axis turns to those points, and then rotate the molecule around the new Z-axis.

For each orientation, we first generate the pseudo-AFM image and calculate the bounding rectangle of non-zero-height pixels. We then move the image translationally in XY-direction in the range where the bounding rectangle does not stick out of the reference AFM image. Here, we define the step size of the translation along the X- and Y-axis as the pixel size. We search the location of molecule along Z-axis only if the reference image contains a pixel that is higher than any of the pixel in pseudo-AFM image. Since the resolution of HS-AFM image in Z-axis is typically from 0.05 nm to 0.15 nm, we used 0.064 nm as the step size along the Z-axis.

The exhaustive search typically takes several tens of minutes on a PC with a single CPU core, although the precise time depends on the target molecules and the computer used.

**Twin experiment**

To assess the performance of the methods and compare the four similarity score functions unambiguously, we first conduct the so-called twin-experiments. A twin-experiment begins with a random choice of a position and an orientation of a target protein structure bound on a surface (see the next subsection for more details). We also choose a probe tip radius and the half-apex angle. These together serve as the ground-truth data of the molecular placement and the probe shape. Using this ground-truth setup, we generate an AFM image via the collision-detection method, to which we added 10 different realizations of Gaussian noises. The generated 10 AFM images play the role of “experimental AFM images” and are referred as the reference AFM images. Then, applying the exhaustive search rigid-body fitting method to the reference AFM image, we seek the lowest-scored placement and the probe shape.

The deviation between the ground-truth structure and the best-fit placement found in the exhaustive search is measured as the RMSD. For this purpose, we simply calculated the structure RMSD without further optimizing the alignment. To distinguish it from the pixel-RMSD used to measure the difference of two AFM images, we will call it as the structure-RMSD hereafter. Note that, since the orientation search uses relatively large step size (10 degree), the best orientation may still have non-negligible structure-RMSD.
Protein modeling

In this paper, we used dynein [33], myosin [pdb id: 2KIN] [34], actin monomer, and actin filament [pdb id: 6BNO] [35] as the targets of twin experiments. To remove the heterogeneity in the actin filament structure, we aligned the chain A in the PDB structure to the other chains and replaced them by the chain A structure. Then we aligned the last monomer of the octamer by the first monomer and obtained 15-mer and 29-mer structures of actin filament.

For the test on the real HS-AFM image of a flagellar protein FlhA$_{C}$ ring, we used a structure of FlhA$_{C}$ 9-mer ring obtained by placing FlhA$_{C}$ [pdb id: 3A5I] in a ring-shaped orientation described in Terahara and colleagues [36].

In the HS-AFM experimental setup, normally proteins are weakly bound to the stage to moderate the fast Brownian diffusion. To mimic this situation while generating the reference image in the twin experiments, we calculated an oriented bounding box (OBB) of each protein and rotated the protein to ground the largest face of the OBB on the stage. The OBB axes are calculated based on the principal component analysis of the particle coordinates. The first axis is the first principal component, the second axis is the second principal component rotated to make it perpendicular to the first axis, and the third axis is the cross product of first and second axes. After generating the reference pseudo-AFM images, we rotated the model randomly around X-, Y-, and Z-axis to remove the exact reference structure from the orientation used while searching.

Software availability

The exhaustive search rigid-body fitting method is implemented as a part of software, the afmize [32]. Originally, the afmize was a software to generate a pseudo-AFM image for a given structure, which was developed in our previous work [27]. Now, it is extended to perform the rigid-body fitting. The software is freely available for download from https://github.com/ToruNiina/afmize. The method we introduced in this paper is available as the second major release. Though the time required depends on the size of the molecule, resolution of conformations, and the size of AFM image, it typically takes several tens of minutes to run on a normal desktop computer with intel i7 CPU using only one core.

Atomic force microscopy measurement and data

For the measurement of actin filament, a laboratory-built HS-AFM apparatus built in Kodera group at Kanazawa University as described previously was used [8]. Briefly, a glass sample stage (diameter, 2 mm; height, 2 mm) with a thin mica disc (1.5 mm in diameter and ~0.05 mm in thickness) glued to the top by epoxy was attached onto the top of a Z-scanner by a drop of nail polish. A freshly cleaved mica surface was treated for 5 min with 0.01% (3-aminopropyl) triethoxysilane (APTES) diluted with milli-Q water (Shin-Etsu Chemical). After rinsing the surface with drops of milli-Q water (20 μl × 5), the solution was replaced with buffer A (25 mM KCl, 2 mM MgCl$_2$, 1 mM EGTA, 20 mM Imidazole–HCl, pH 7.6). A drop (2 μl) of actin filaments (ca. 1 μM), which were stabilized with phalloidin [11], diluted with buffer A was deposited for 10 min. After rinsing the surface with buffer A of 20 μl, the sample stage was immersed in a liquid cell filled with buffer A of 60 μl, and HS-AFM imaging was carried out in the tapping mode. We used small cantilevers (BL-AC10DS-A2, Olympus, Tokyo) whose spring constant, resonant frequency in water, and quality factor in water were ~0.1 N/m, ~0.5 MHz, and ~1.5, respectively. The probe tip was grown on the original tip end of a cantilever through electron beam deposition using ferrocene and was further sharpened using a radio frequency plasma etcher (Tergeo, PIE Scientific LLC., USA) under an argon gas atmosphere (Direct mode, 10 sccm and 20 W for 1.5 min). The cantilever’s free oscillation amplitude A0
and set-point amplitude. As were set at ~2 nm and ~0.9 × A₀, respectively. Details of the method for HS-AFM imaging are described elsewhere [37].

For the AFM movie of FlhAC, we used the data obtained previously [36], in which the experimental parameters relevant to the current study are the followings: A glass sample stage (diameter, 2nm; height, 2nm) with a thin mica disc (1mm in diameter and ~0.05 mm thick) glued to the top by epoxy was attached on to the top of a Z-scanner by a drop of nail polish. A fleshly cleaved mica surface was prepared by removing the top layers of mica using a Scotch tape. AFM imaging was carried out in a tapping mode, using small cantilevers (BLAC10DS-A2, Olympus).

Results

Noise analysis in experimental AFM images

Before the setup of twin-experiments, we analyzed several AFM images to estimate the intensity of the background noise in the observation. We took two HS-AFM movies that observe FlhAC monomers [36] and actin filaments because those movies contain large background areas and selected 5 frames in the last part of the movies. Then we manually selected background regions from those images and estimated the location of the stage via the standard least square method assuming that the stage is a tilted plane. After that, we collected the deviation of the height of each pixel from the estimated stage position.

S1 Fig shows the histogram of the deviation collected from the background area in the experimental observation of FlhAC monomers (the first case) and actin filaments (the second case). In the first case, the histogram fits well to the Gaussian of which the standard deviation is 0.284 nm. In the second case, although the distribution slightly deviates from the Gaussian because of some outliers, we fitted it with a Gaussian of which the standard deviation is 0.347 nm. In the second case, we recognized several unidentified objects that are supposed to be contaminants, which could lead to a small deviation of the stage position and cause the distortion of the histogram. Since this appears only in limited area, this is not taken into accounts here. We concluded the noise in the HS-AFM observation can be approximated by the normal distribution with its standard deviation around 0.3 nm. We used this value as a noise level when we generate the reference pseudo-AFM image in the twin experiments.

Twin-experiment: Dynein

As the first test protein, we chose dynein because of its large size and anisotropic shape. Since the random noise in the AFM image is independent from molecules, the larger the target molecule is, the higher signal-to-noise ratio we will obtain. Also, its anisotropic structure is expected to make the orientation search relatively easy.

We placed a dynein model [33] on a surface and generated two reference-AFM images using two different probe shapes, 1 nm/10 degree (Fig 2A) and 3 nm/20 degree (Fig 2C) (for the probe shape, the values before and after the slash indicate the tip radius and the half-apex angle, respectively, throughout). These two images are treated as the reference “experimental” AFM images in the context of the twin-experiment. For each reference-AFM image, we applied the exhaustive search method using the four different score functions and compared all the results. Since the probe tip radius used in real AFM imaging [8] is normally between 0.5 nm and 5 nm, we used tip radii of the same range in the search. After obtaining the minimum cost structure, to evaluate the accuracy of the structure placement we calculated the structure-RMSD with respect to the ground-truth structure used to generate the reference AFM image. Note that the exhaustive search method uses the discrete space for the orientation (10 degree here), the translation (same as the pixel size, typically, it is 1 nm), the tip radius (6 values from
0.5 nm to 5.0 nm), and the half-apex angle (10 and 20 degrees). By applying random translation/rotation to prepare the initial structure, we did not include the exactly-correct position/orientation in the test cases. Thus, the minimum possible structure-RMSD may become the same order of sum of the half step sizes.
Fig 2E–2L show the result of the case when the reference-AFM image is generated with the 1 nm/10 degree probe. When we used the cosine similarity as the cost function, the lowest cost configuration across all the search space was always the one with correct probe shape. The structure-RMSD of those configurations were around 1.3 nm and it is smaller than that of the structures predicted by different probe shapes (5.6 or 9.8 nm). Contrary, to our surprise, when we used the correlation coefficient, the lowest cost configuration was not the correct probe shape but the probe with 1.0 nm/20 degree. In the resulting structure, the dynein molecule is placed vertically to fit to the AAA ring. This might be caused by two reasons, masking and the scale invariance to the uniform shift of the correlation coefficient. As described in Methods, unlike the cosine similarity, the correlation coefficient has the same value after adding a constant value across an image. Since pixels that have zero height in the pseudo-AFM image are ignored in the cost function in our approach, the correlation coefficient sometimes falls into an overfitting to some portion of the image. The structure-RMSD of those configurations were almost the same as that of the cosine similarity (~1.3 nm). Thus, it can reconstruct the orientation of molecule even though it cannot accurately infer the probe tip angle. When we used the pixel-RMSD as the cost function, the lowest cost configuration was rarely in the correct probe shape (3 out of 10), but was 0.5 nm/20 degree (7 out of 10). However, the structure-RMSD of the lowest cost configuration searched with a different probe shape was comparatively small compared to other cost functions (~1.3 nm). Lastly, when we used the penalty function as the cost function, the result with the smallest probe shape had the lowest cost value. This is reasonable because the penalty function increases its costs if a pixel in a pseudo-AFM image exceeds that of the reference AFM-image, and smaller probe shapes tend to produce images that contain less non-zero pixels because of the small cross section and also make the pixels around the concave regions of molecular surface lower.

Fig 2M–2T show the result of the case when the reference-AFM image is generated with the 3 nm radius/20 degree probe. In this case, the larger tip radius tends to hide fine features on the surface of the specimen, so the structure placement must be more difficult. When we used the cosine similarity as the cost function, the lowest cost configuration was often reached with the correct probe shape (i.e., 3 nm radius/20 degree) (7 out of 10), but sometimes the 3 nm radius/10 degree probe had the lowest cost (3 out of 10). The structure-RMSD of those configurations were as small as that in the case of 1nm radius/20 degree probe (~1.3 nm). When we used the correlation coefficient as the cost function, the results of the correct probe shape often had the lowest cost (7 out of 10) and the structure-RMSD was also low (~1.3 nm). In the case of the pixel-RMSD, the results of the correct probe shape always had the lowest cost and the structure-RMSD was low (~1.3nm). The penalty function favors, as before, the smallest probe.

In summary of the dynein case, the cosine similarity generally worked well and, in the case of relatively blunt probe, the pixel-RMSD and the correlation coefficient worked well, too.

**Twin-experiment: Myosin**

Next, we conducted otherwise the same examination for a myosin motor domain complex. The myosin motor domain is smaller in size than dynein so that the structure placement is expected to be more difficult than the case of dynein. The results for myosin showed overall the same tendency as the case of dynein (S2 Fig). Just in summary, the cosine similarity score worked well both in the structure placement and the probe shape inference in most cases. The correlation coefficient worked well in the structure placement, but it sometimes failed to infer the probe shape, maybe because of the same reason described in the case of dynein. The pixel-RMSD worked better when the reference-AFM image is generated by a larger probe, but
otherwise, worked slightly worse. The penalty function always favors smaller probe shape and the structure-RMSD of best-score structure was small.

**Twin-experiment: Actin monomer**

We further applied the same method to an actin monomer, which is even smaller than the myosin motor domain, and thus is a harder target.

Fig 3E–3L show the result when the reference-AFM image is generated by the 1 nm/10 degree probe. When the cosine similarity is used as the cost function, it had less probability to infer the correct probe shape (4 out of 10) and it was difficult to distinguish the correct one from similar probes, such as 0.5 nm/10 degree (5 out of 10). The placed structure sometimes had markedly large structure-RMSDs, such as 3 nm, where the orientation was almost opposite. We note that the actin monomer is only weakly anisotropic so that it is rather difficult to distinguish the correct orientation from the opposite one. The prediction by the correlation coefficient showed nearly the same tendency as the cosine similarity. When we used the pixel-RMSD as the cost function, the reconstructed probe shape is rather different from the correct one, but, to our surprise, the placed structure always had relatively small structure-RMSDs. This is possibly because the pixel-RMSD directly compares the height of the image without the invariance to the uniform scaling and can decide the placement more robustly in the idealized situation of the twin-experiment. The penalty function showed the same severe artefact as the cases of dynein and myosin.

Fig 3M–3T show the result when the reference AFM image is generated by the 3 nm/20 degree probe. Using the cosine similarity, it could not infer the probe shape. The structure-RMSD of the best fit configuration sometimes had a large value. The correlation coefficient showed almost the same as the case of the cosine similarity. However, when the pixel-RMSD was used as the cost function, the reconstructed configuration always had relatively small structure-RMSD. The penalty function favors too small probe, as before. All the cost functions did not distinguish the tip apex angle when the probe radius exceeds 3 nm. This is because the highest pixel in the pseudo-AFM image has only 4 nm, thus the conical part of the tip almost never interacts with the protein when the probe radius is larger than 3 nm and the resulting pseudo-AFM image becomes the same.

From those results, when the target protein is relatively small and the target image has pseudo-symmetry, we found that the pixel-RMSD works better than the cosine similarity and the correlation coefficient in terms of the prediction of the placement. When the probe shape is acute, the pixel-RMSD could infer the probe shape, but the accuracy decreases. So, in this case, it could be better to use the pixel-RMSD to find the best configuration and later compare the probe shape by using the cosine similarity. Note that, the pixel-RMSD highly depends on the absolute value of the heights. Thus, when applying the pixel-RMSD to the experimental data, we need to estimate the stage position in Z direction accurately.

**Twin-experiment: Actin filament**

As the final case of twin-experiments, we examined a case where we fit a partial molecular structure into a reference AFM image that contains a larger molecular complex. We generated a reference AFM image using 29-mer structure of actin filament (the AFM image in Fig 4A–4C), which serves as the ground-truth. Note that the actin filament has the directionality; the one end is called the barbed (+) end, and the other called the pointed (-) end. We then used a 15-mer of actin as the structure to be fitted (Fig 4B–4D). To calculate the structure-RMSD between the predicted structure and the ground-truth structure, we calculated the structure-RMSD between all possible consecutive 15-mer in the reference 29-mer structure and took the
Fig 3. Twin-experiments for an actin monomer. (A) One of the reference images in the twin-experiment, generated with the 1 nm/10 degree probe. (B) The image generated from the predicted structure with the cosine-similarity-based cost function. (C) One of the reference images in the twin-experiment with the 3 nm/20 degree probe. (D) The image generated from the predicted structure with the cosine-similarity-based cost function. The color bar shows the height in nm (shared by all of the images here). (E-L) The results of twin-experiment with a reference image generated by the 1 nm/10 degree probe. Results of 10 replicated runs are overlaid; each run uses different reference AFM images with independent noise. The row corresponds to the cost function. The leftmost 4 panels (E, G, I, K) show the lowest scores of images. The next 4 panels (F, H, J, L) show the structure-RMSD of the structures with the lowest score. Red vertical dashed lines show the ground-truth probe shape. Results from two probe angles, 10 degree in red and 20 degree in blue, are plotted in parallel. Solid lines connect the representative results from one reference AFM image. (M-T) The results of twin-experiment with the reference image generated by the 3 nm/20 degree probe, shown in the same way as E-L. The cyan vertical dashed lines show the ground-truth probe shape.

https://doi.org/10.1371/journal.pcbi.1009215.g003
minimum value as the structure-RMSD between the prediction and the ground-truth structures.

First, same as before, we set the pixel/grid size to 1 nm and performed the twin-experiment using the cosine similarity with the same set of probe shapes. The method found the correct probe shape as the lowest cost (8 out of 10) and the structure-RMSD was well small in those configurations (Fig 4E and 4F). S3 Fig shows the result with the other three cost functions. Except the penalty function, other cost functions also found the correct probe shape and the configuration rather accurately. From those results, both the probe shape and configuration can be estimated by using a portion of the complex structure.

Second, we performed the same twin experiment with the image resolution as the pixel/grid size as 2 nm (Fig 4G and 4H), which is twice as large as the previous case. Using the cosine similarity, the probe shape can often be estimated correctly (7 out of 10) or close to the correct shape (3 nm radius/10 degree) otherwise. The best-fit placements had small structure-RMSDs. S3 Fig shows the result with the other three cost functions. Use of the correlation function correctly estimates the probe radius, but fails to infer the probe angle. With the pixel-RMSD, it often finds the correct probe shape (6 out of 10), but it sometimes has incorrect apex angle of 10 degree (4 out of 10). We found that sometimes the resulting structures have large structure-
RMSD. In these cases, the location of the structure was fine, but the directionality of actin filament was opposite. This failure suggests that, in case of near-symmetric target molecules with a low resolution of AFM image, the structure inference could be slightly difficult.

From those results, we found that the cosine similarity, the correlation coefficient, and the pixel-RMSD work well for both the probe shape inference and the structure placement when we have an image with 1 nm resolution. However, we also show that when we have an image with the coarser resolution, 2 nm per pixel, the cosine similarity and the pixel-RMSD worked relatively better and the other cost functions could estimate probe radius but not the apex angle of the probe.

**Real-data: Actin filament**

So far, we applied the exhaustive search rigid-body fitting method to the synthetic-AFM images, i.e., the twin-experiments because we need the ground-truth structure for assessing the accuracy of the predictions. Now, we apply our method to real experimental AFM images. Here we used an HS-AFM image of the actin filament on which we fit the 15-mer structure of actin filament.

First, before the application, we estimated the stage surface. The stage surface is close to, but, inevitably, not perfectly parallel to, the XY-plane of the AFM apparatus. Thus, the measured Z-coordinate does not directly represent the height of the specimen. For accurate modeling, we first estimated the stage surface and corrected the measured data. To estimate the stage position from the experimental image (Fig 5A), we extracted pixels that are supposed to represent the stage and fitted these pixels by the plane surface via the least square method (Fig 5B). The obtained equation of the surface plane was $z = 0.004x - 0.003y - 18.8 \text{ (nm)}$. The surface is indeed close to, but not identical to the XY-plane; it has almost 1 nm difference between the edge of the image (S4 Fig). We used this equation and subtracted the height of the stage from the apparent data (Fig 5C) at each pixel and chose 40x40 pixels region as a reference AFM image from the corrected image (Fig 5D).

For the corrected HS-AFM image given in Fig 5B, 5C, 5E and 5F show the result of the exhaustive search rigid-body fitting with the cosine similarity. The probe shape that achieves the lowest cost was 3.0 nm/15 degree (Fig 5G). Therefore, the actual probe shape seems to be around this value. The result of pixel-RMSD was consistent with these values (Fig 5H). This value is in the range of the typical AFM probe radius 0.5 nm ~ 5.0 nm in literature [8]. Then, we further searched the probe shape at a finer grid between 10 degrees and 20 degrees with 3 nm radius (Fig 5J and 5K). Both the cosine similarity and the pixel RMSD gave the best score with the probe 3 nm/16 degree. This consistence shows the reliability of the result.

The result with the correlation coefficient was not consistent with the other two cost functions. In the best fit result with the correlation coefficient, the actin filament was placed almost vertically to fit the left terminal of the filament. This ill-behavior is similar to that found in the case of twin-experiment for dynein.

Finally, we address the inference/prediction of the orientation of the actin filament in the AFM image. We first note that, we cannot identify the orientation of the filament by eye. It should be noted that, experimentally, the actin filament orientation can be investigated by the binding of some actin-binding proteins. In the previous section, the twin-experiment showed that our method can identify the orientation accurately for the image in the ideal condition. Then, what about the case of a real AFM image? In the top 10 alignment with the 3.0 nm/16 degree probe, we found all the top 10 structures having the barbed (+) end points at the right. The pixel-RMSD function showed the same results. We note that, in the all top 10 alignment, the structure is placed at the edge of the filament of the AFM image. Thus, the presence of the
Fig 5. Exhaustive search rigid body fitting to an experimental HS-AFM image of actin filament. (A) The stage plane estimated from the background regions of experimental AFM image. (B) The AFM image after the correction of stage position. (C) The reference image used in the rigid-body fitting. It is taken from the lower left rectangular region of the image in B. (D) The pseudo-AFM image generated by the best estimation with the cosine similarity score with the 3 nm/16 degree probe that shows the best score. (E) The absolute value of difference between C and D. (F) The resulting actin filament structure model on top of the reference AFM image. In (A–F), the color map is given in nm unit. In (D) and (F), the orientation of the generated actin filament model is indicated by (+) and (-) labels. (G-I) The cost values of the best fit using varying probe shape. From left to right, the result using the cosine similarity (G), the pixel-RMSD (H), and the correlation coefficient (I) are plotted. In (G-I), the marker color and shape represent the probe angle and three consecutive markers have the same probe radius. (J, K) The results of finer-grid search of probe angle with radius 3.0, using the cosine similarity score (J) and the pixel-RMSD score (K).

https://doi.org/10.1371/journal.pcbi.1009215.g005
edge in the image could help identifying the orientation. In summary, the orientation of the actin filament is likely to be identified by the exhaustive-search rigid-body fitting, even when it is hardly recognized by visual inspection.

**Real-data: FlhAC ring**

Lastly, we applied the exhaustive search rigid-body fitting to the ring-like FlhAC homo oligomer [36] (Fig 6). To estimate the stage position, we first extracted several small regions that are supposed to represent the stage. We performed the least square fitting to the equation of a plane (S5A and S5B Fig), and subtracted the height of the stage (Fig 6A and 6B). As a target image, we then selected a ring at the left side of the image and extracted a rectangular region where the ring is visualized (Fig 6C). We used a ring shaped nonamer structure for the rigid-body fitting with the cosine similarity, the pixel-RMSD, and the correlation coefficient as the cost function.

In any cases, we found that the resulting pseudo-AFM images generated from the best-fit have markedly larger height compared to the experimental AFM image by ~1.5 nm (Fig 6D and 6E for the case of the correlation coefficient). Looking into the structure model of FlhAc, we noticed that the molecule has relatively long loop region at the top and bottom in the ring structure, which is in contrast to the structure of the actin filament that does not have long loops. Obviously, such loop structures can easily be altered by the interactions with the stage and/or the tip. The rigid-body fitting, in its current form, does not account for such plasticity at all. Thus, the rigid-body fitting inevitably gave markedly higher pseudo-AFM images than the real AFM image.

If we assume that the loop structure is largely compressed whereas the other core domain keeps its reference structure in the AFM measurement environment, the invariance of the similarity score with respect to the uniform shift i.e., \( H_{\text{sim}}^{(\text{in})} \rightarrow H_{\text{sim}}^{(\text{in})} + s \), becomes a key property, where \( s \) corresponds to the compression of the loop. The uniform scaling could also account for some of structure deformation. Among the three similarity scores, only the correlation coefficient has the invariance with respect to the uniform shift and the uniform scaling. Actually, when we apply a linear scaling and an uniform shifting to the best-fit structure with the correlation coefficient, the transformed image becomes much closer to the real AFM image (S5D–S5J Fig). It could represent the compression in the loop region on top of globular part. Notably, if we restrict shifting to negative z direction, shifting does not help to decrease the pixel-RMSD and the result was the same as the case in which we applied scaling only. In contrast to the correlation coefficient, both the pixel-RMSD and the cosine similarity are sensitive to the uniform shift of the image. In fact, visual inspection of the best-fit images clearly suggests that the image obtained by the correlation coefficient is superior to those by the others (S5M–S5P Fig).

Not surprisingly, the inferred probe radius and angle were rather different among the three (Fig 6G–6I); none of the pairs were consistent. The correlation coefficient exhibited a minimum at 0.5 nm radius and 25.0 degree.

**Discussion**

In this work, we developed the exhaustive search rigid-body fitting method to infer the placement and the probe tip shape that generate most similar pseudo-AFM image to the experimental/reference AFM image. Although there are some limitations, by applying the method with varying probe shape parameters, we showed that the shape of the probe used in the reference AFM image can be inferred. By comparing four score functions in the ideal twin-experiments, we showed that the cosine similarity score generally works well and both the pixel-RMSD and
the correlation coefficient are also useful. We also applied the rigid-body fitting to the two real HS-AFM images, the actin filament and the FlhA C ring, and estimated the shapes of the probes, finding that the appropriate similarity score differs between the two cases. The cosine similarity was the best in the actin filament image, while the correlation coefficient was the best in the case of FlhA C ring. The difference can be attributed to the plasticity of the target molecules. Which similarity score is best for a given target is not a priori clear so that, in practice, we recommend users to apply the method with all the three similarity scores. Probably, one can pick up the best score and its best molecular placement via visual inspection. Since the

Fig 6. Exhaustive search rigid body fitting to an HS-AFM experimental image of FlhA C ring [36]. (A) The stage plane estimated from the background regions of experimental AFM image. (B) The AFM image after the correction of stage plane. (C) The reference image used in the rigid-body fitting. It is taken from the left middle rectangular region of the image in (B). (D) The pseudo-AFM image generated by the estimation result with the correlation coefficient. (E) The absolute value of differences between (C) and (D). (F) The resulting FlhA C nonamer ring structure model on top of the reference AFM image. (G-I) The result of fitting using cosine similarity (G), pixel-RMSD (H), and correlation coefficient (I). The colors and shapes of the marker represents the angle of the probe. The angle is 5 (dot), 10 (triangle), 15 (diamond), 20 (thin diamond), 25 (x), and 30 degrees (hexagon), respectively. Within 6 trials using varying probe angles, the same probe radius is used.

https://doi.org/10.1371/journal.pcbi.1009215.g006
shape of the probe strongly affects the AFM image, the probe shape will be very important information for further refinement analysis, such as the flexible fitting.

By comparing the four score functions via twin experiments of the grid search method, we showed that the cosine similarity works well under many conditions like different image resolution, tip shape, and the sizes of molecules, both in the probe size estimation and the configuration estimation. The cosine similarity is a function that resembles to the correlation function and has been extensively used in cryo-EM flexible fitting to compare the electron density map [28] and also in the AFM flexible fitting to compare the reference AFM images [27]. In the case of small proteins, the pixel-RMSD can work better than the cosine similarity in terms of the placement inference. Therefore, in the cases of relatively small proteins, it might improve the estimation to use the pixel-RMSD to determine the location and the orientation of the protein of interest. After that, the probe shape can be improved by comparing values from cosine similarity cost functions using the pseudo-AFM images generated with the structure obtained by pixel-RMSD calculation.

In fact, these two scores, the cosine similarity and the pixel-RMSD, are closely related mathematically. To understand the relation, we introduce the pixel heights of both reference and pseudo-AFM images normalized to unity, \( H^{(\text{ref})}_{\text{normalized}} \) and \( H^{(\text{sim})}_{\text{normalized}} \) respectively. Then, the pixel-RMSD and the cosine similarity are related by

\[
V_{\text{pixel-RMSD}}(H^{(\text{sim})}_{\text{normalized}}, H^{(\text{ref})}_{\text{normalized}})^2 = \frac{2}{N} V_{\text{cs}}(H^{(\text{sim})}_{\text{normalized}}, H^{(\text{ref})}_{\text{normalized}}).
\]

Namely, the score for the cosine similarity of the original (unnormalized) images is proportional to the square of the pixel-RMSD of the normalized images. Therefore, only the presence or absence of the normalization is the source of the difference between the two scores. Generally, two images generated with two different probe radii have noticeably different heights only at clefts and cavities on the molecular surface, and the edges of the molecule. This results in relatively small pixel-RMSD values of unnormalized images with different probe radii. On the other hand, the sum of the squared heights, which appeared in the normalization factor, depends on the probe radius; it is larger with a larger probe radius. Thus, when the pixel heights of the two images are normalized with different probe radii, the heights would differ at all the pixels, due to the different normalization factor, resulting in a larger pixel-RMSD of the normalized images, i.e., the score for the cosine similarity. This property may increase the pixel-RMSD of normalized images with different probe radii and contribute to the improved ability of the cosine similarity to detect the difference in probe radii.

In the application to the real AFM image of the FlhA_C ring, we found the correlation coefficient is the best score among the three scores examined. This superiority of the correlation coefficient for the FlhA_C ring can be attributed to its invariance of the score with respect to the uniform shift and the uniform scaling. When the target molecule contains noticeable loops and other flexibility, these two types of invariance would help the rigid-body fitting. It should be noted that the correlation coefficient, in our current implementation, can fail to estimate the molecular placement in some cases (the case of the twin-experiment of dynein and the real AFM image of the actin filament). However, the resulting molecular placement often has obviously different height distribution from the target image. Thus, these failure can be avoided just by supervising the results by the user.

We found that the penalty-based cost function is not applicable to the probe size estimation because it always favors smaller probe that produces smaller image. This is because if there are less non-zero pixels in the model AFM image, the opportunity to have a penalty decrease. Because of this feature, sometimes it fails to estimate the configuration. We note that, this
penalty-based function is not the same as that used in the previous research. The penalty-based cost function used in this work calculates cost using the height of pixels in an AFM image, and the previous research calculates the cost using coordinates of particles.

We here used a rigid-body collision detection method to generate pseudo-AFM images, but in reality, there might be some deformation of biomolecules under the AFM measurement. To go beyond this limitation, we could estimate the elasticity of the protein to estimate a scale factor on the heights in the pixel using some other methods, such as molecular dynamics simulations, although these methods are much more time-consuming.

In both of two experimental AFM images, the estimated probe angle was extremely sharp (5 degree or less), compared to the value guessed in other researches [25,26], which were around 20 degree. It is possible that the apex-angle differs largely sample by sample. Alternatively, there could be another possibility that the observation method of HS-AFM, the tapping mode in the HS-AFM, caused this difference. Since, in the tapping mode, the probe always vibrates and only taps the sample and quickly detaches from it, the lateral part of the probe has less chance to collides with the sample. Thus, the resulting image could contain the effect of tapping and the estimated probe shape might be affected by those artifacts. Although the estimated probe shape is possibly affected by the observation technique, the result of estimation can be used as an effective probe shape in the successive analysis, such as flexible fitting, because the systematic error caused by the effective tip radius can be described by the current tip model. To decipher these points, it may be interesting to include the vibrating cantilever and probe tip controlled via a feedback within the molecular simulation systems, although this makes the estimate much more time consuming.

In this paper, for simplicity, we modeled a probe tip as a combination of simple geometric shapes that can be controlled only by two parameters, the hemisphere radius and the half apex angle of a circular frustum of a cone. In reality, however, the probe shape could have much more complicated shape. There is a classic method to estimate the probe shape from an AFM image without any prior knowledge, called the blind tip reconstruction method [38–40]. Since the method does not postulates the shape of the probe, this is much more ambitious and thus a potentially more powerful method. Notably, the blind tip reconstruction has not been used in biomolecular AFM experiments partly because the method is highly sensitive to noise [25]. In the present study, we briefly tested the applicability of the blind tip reconstruction algorithm for biomolecular AFM, using the twin-experiment sample and the real HS-AFM image of the actin filament. In the twin-experiment of the actin filament, we first used the noise-free pseudo-AFM image from our structure model (S6A Fig) and applied the blind tip reconstruction method (S6B and S6C Fig). The results suggest a successful estimate in the cross-section along Y-axis, but not so along X-axis. Second, when we added the standard noise that is the same level as the above studies, the inferred tip shape becomes highly sensitive to the noise (S6D–S6H Fig). Next, for a real HS-AFM image of the actin filament (S7A Fig), we applied the blind tip reconstruction method, obtaining rather blurred shapes estimated. In particular, the radius of the reconstructed apex sensitively depends on the unknown threshold parameter in the method (S7B–S7F Fig). Overall, we conclude that the blind tip reconstruction, albeit potentially ideal, cannot easily be applied to biomolecular AFM images.

Technically, searching the best location of a molecular model can be speeded up by using the fast Fourier transformation (FFT) [41]. However, within our program, we found that the most time-consuming operation was not the translational search, but the pseudo-AFM image generation for all the discrete orientations of molecules. Also, as the FFT imposes periodicity and wraps around the borders of AFM images instead of just cropping, it could lead to incorrect score values when the molecule(s) located at the borders of the image. Therefore, we did not use the FFT-based method here for the translational search. In the AFM image case, the
data are two-dimensional images and the grid size (~1nm) is larger than that of the docking simulation (~0.1 nm) where the FFT is of more importance. We have much less grids (typically, the order of $10^3$ or $10^4$ after focusing on a region of interest) compared to the three-dimensional docking simulation (typically, $10^6$ grids).

In our development stage, we tried to use the Monte Carlo simulated annealing for the search process, as in our previous study [27]. The Monte Carlo process includes translational and rotational movements of the target molecule, as well as the change in probe tip shape. This stochastic search worked well in some cases when the temperature cooling schedule was fine-tuned. We, however, found that the temperature cooling schedule that works well differs case by case and thus must be carefully tuned for each target system. Often, this tuning was not straightforward. In addition, we need to repeat many independent runs to confirm that we reached the global minimum, without being trapped to a metastable basin. Altogether, we concluded that the simulated annealing is not the best approach for this rigid-body fitting, and decided to employ the exhaustive search protocol, which does not need any simulation parameters to be tuned and is more robust. We anticipate that the cost function landscape does not have a funnel-like shape, but may have a golf-course-like shape, in which the configuration space that has a low-cost function is narrow only around the global minimum. Outside this narrow region, the landscape has some noise-driven ruggedness with no global bias towards the global minimum. In such a case, the stochastic search does not work well, in general.

**Supporting information**

**S1 Fig. Noise distributions in the background regions of experimental AFM images.** We used two AFM movies that contains large background regions, FlhAc monomer (Top) and actin filament (Bottom). After extracting background regions manually, we estimated the stage plane by a simple least squares method and then collected the deviation from the estimated stage height. We took the last 5 frames in the AFM movie. By construction, the mean of the noise is almost equal to zero. The standard deviation of the distribution is 0.284 nm in the case of FlhAc and 0.347 nm in the case of actin filament.

**S2 Fig. Twin-experiments for myosin.** (A) One of the reference images in the twin-experiment with the 1 nm/10 degree probe. (B) The image generated from the predicted structure with the cosine similarity-based cost function. (C) One of the reference images in the twin-experiment with the 3 nm/20 degree probe. (D) The image generated from the predicted structure with the cosine similarity-based cost function. The color bar shows the height in nm (shared by all of the images here). (E-L) The results of twin-experiment with a reference image generated by the 1 nm/10 degree probe. The row corresponds to the cost function. The leftmost 4 panels (E, G, I, K) show the lowest scores of images. The next 4 panels (F, H, J, L) show the structure-RMSD of the structures with the lowest score. Red vertical dashed lines show the ground-truth probe shape. (M-T) The results of twin-experiment with a reference image generated by the 3 nm/20 degree probe, shown in the same way as E-L. The cyan vertical dashed lines show the ground-truth probe shape.

**S3 Fig. Twin-experiments with actin filament.** The left 2 columns (ABEFIJ) show the result of the prediction from images with 1nm-wide pixels. The right 2 columns (CDGHKL) show the result with 2nm-wide pixels. The top row (A-D) shows the results with the correlation-based cost function. The middle row (E-H) shows the results with the pixel-RMSD. The
bottom row (I-L) shows the results with the penalty function.

(EPS)

**S4 Fig. The stage position is estimated by a simple least square method.** The left panel shows the experimental image of actin filament. The right panel shows the actual data (gray line) and the estimated position of the stage (red line) along the white dotted line in the left panel.

(EPS)

**S5 Fig. Further results of the rigid-body fitting to an HS-AFM experimental image of FlhAC ring [36].** (A) The experimental AFM image used. (B) The background regions that are used in the stage position estimation. White regions are ignored. (C) The corrected AFM image in the reference region used in the rigid-body fitting. (D, G, J) The reference image used in the fitting. The same image as C. (E) The resulting image using the correlation coefficient linearly scaled by a factor of 0.704 to minimize pixel-RMSD. (F) The absolute value of difference between D and E. (H) The resulting image using the correlation coefficient uniformly shifted in -0.89 nm along z axis to minimize pixel-RMSD. (I) The absolute value of the difference between G and H. (K) The resulting image shifted 5.0 nm along z axis and scaled linearly by a factor of 0.38 to minimize pixel-RMSD. (L) The absolute value of the difference between J and K. (M) The result using the cosine similarity-based cost function. (N) The absolute values of the difference between the reference image (panel C) and the pseudo-AFM image of the best-fit model with the cosine similarity (panel M). (O) The result using the pixel-RMSD. (P) The absolute values of the difference between the reference image (panel C) and the pseudo-AFM image of the best-fit model with the pixel-RMSD.

(EPS)

**S6 Fig. Blind tip reconstruction from pseudo-AFM images.** (A) Noise-free pseudo-AFM image of the 15-mer actin filament used in the twin-experiment in Fig 4. The image is generated by a 3 nm/20 degree probe, with the pixel width 1 nm. No noise is added to the image. (B) Cross sections of tip shapes along the X coordinate. The red line denotes the ground truth of the tip shape, i.e., the tip shape used for generating the pseudo-AFM image. The black line is the estimation by the blind tip reconstruction algorithm. (C) Cross sections of tip shapes along the Y coordinate. (D) Pseudo-AFM image with Gaussian noise. Ten different images are generated by adding spatially independent Gaussian noise with the mean 0 nm and the standard deviation 0.3 nm. One of the ten images is shown. (E) Cross sections of tip shapes along the X coordinate. The red line denotes the ground truth of the tip shape. The black lines show the estimated tip shapes by the blind tip reconstruction from the ten images using the threshold parameter of 0 nm. (F) Cross sections of tip shapes along the Y coordinate. (G) and (H) are estimated tip shapes by using the threshold parameter of 0.3 nm.

(TIFF)

**S7 Fig. Blind tip reconstruction from real AFM data.** (A) The real AFM image of actin filament analyzed by the blind tip reconstruction. This is the same AFM data as those analyzed in Fig 5. The stage height is corrected by the fitted surface plane. (B) Cross section of the estimated tip shape along the X coordinate. Blind tip reconstruction is applied by using the threshold parameter of 0 nm. (C) Cross section along the Y coordinate. (D) and (E) are estimated tip shapes by using the threshold parameter of 0.3 nm.

(TIFF)
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