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Abstract
This work considers two linear operators which yield wave modes that are classified as neutrally stable, yet have responses that grow or decay in time. Previously, King et al. (Phys. Rev. Fluids, 1, 2016, 073604:1-19) and Huber et al. (IMA J. Appl. Math., 85, 2020, 309-340) examined the one-dimensional (1D) wave propagation governed by these operators. Here, we extend the linear operators to two spatial dimensions (2D) and examine the resulting solutions. We find that the increase of dimension leads to long-time behaviour where the magnitude is reduced by a factor of $t^{-1/2}$ from the 1D solutions. Thus, regions of the solution which grew algebraically as $t^{1/2}$ in 1D now are algebraically neutral in 2D, whereas regions which decay (algebraically or exponentially) in 1D now decay more quickly in 2D. Additionally, we find that these two linear operators admit long-time solutions that are functions of the same similarity variable that contracts space and time.

1. Introduction

An essential feature of a partial differential equation operator that models wave propagation is whether it admits solutions that will amplify or damp with time as waves propagate in space. In some physical processes, such as in liquid fuel atomizers [1, 2, 3], instabilities are necessary to enable the flow to break into droplets, and in other cases turbulence is used to facilitate mixing [4]. In many processes, however, stability of wave-like disturbances is not only desired, it is required, such as in thin film coating used to manufacture printed electronics and liquid crystal display screens [5, 6]. Although the latter processes are governed by the nonlinear equations of fluid dynamics, it is standard to linearize about steady operating conditions; coating processes are run with tight constraints on the uniformity of the product, and thus linearized equations are often sufficient to predict the effect of process disturbances [7].

Classical stability theory, introduced by Lord Rayleigh [8] in 1880 and further refined over the next hundred years, serves to classify the response, $h$, of a linearized system by assembling its fundamental modes (responses), $h_k$, as $h = \sum h_k$. For a two-dimensional (2D) linear operator, each mode may be expressed as:

$$h_k = A(k)e^{i(kx-\omega t)} = A(k_x, k_z)e^{i(k_xx+k_zz-\omega t)}$$  \hspace{1cm} (1)

where $k$ is the real wave number vector, $x$ is the spatial vector, $\omega$ is a complex frequency, $t$ is time, and $A(k_x, k_z)$ is the wave number dependent amplitude. By substituting
Eq. (1) into the homogeneous version of the linearized operator, the dispersion relation
\[ \omega \equiv \omega(k) = \omega(k_x, k_z) \] is found such that the result –Eq. (1)– is nontrivial (i.e., leaving \( A(k) \) arbitrary). The idea, then, is to examine the behaviour of individual modes to draw stability conclusions. In particular, since \( k \) is real valued, the only mechanism for Eq. (1) to admit exponential growth or decay is through the imaginary part of the complex frequency,
\[ \omega_i(k) \equiv \text{Im}[\omega(k)] \]. Any single mode that grows in time will dominate other modes which decay in time. Furthermore, of the growing modes, the one that grows the fastest (or decays the slowest) will dominate the behaviour of \( h \) as \( t \to \infty \) with an exponential growth (or decay) rate of \( \omega_{i,\text{max}} \equiv \max(\omega_i(k)) \) determined from the dispersion relation. The amplitude of the long-time behaviour, \( h_{\text{max}} \), may be expressed as:
\[ h_{\text{max}} \sim A_{\text{max}} e^{\omega_{i,\text{max}} t} \quad \text{as } t \to \infty, \] (2)
where \( A_{\text{max}} \) is the amplitude of the maximum growth mode. In Eq. (2), \( \omega_{i,\text{max}} \) can be used to determine the classical stability for a given set of conditions as follows [9, 10, 11]:

\[ \begin{align*}
\omega_{i,\text{max}} < 0 : & \quad \text{The system is stable} \\
\omega_{i,\text{max}} = 0 : & \quad \text{The system is neutrally stable} \\
\omega_{i,\text{max}} > 0 : & \quad \text{The system is unstable}
\end{align*} \] (3a,b,c)

Depending on the operator being studied, the stability of the system may depend on the parameters in the governing equation. If a given set of parameters results in \( \omega_{i,\text{max}} = 0 \), the condition of neutral stability is met. When this occurs, the system governed by the operator is said to be at the “neutral stability boundary”, as small changes in the parameters can often move the system to a state of stability or instability.

Classical stability analysis implies that a stable system –Eq. (3a)– will exhibit exponentially damped responses with time whereas a system that is unstable –Eq. (3c)– will exhibit exponential amplification. However, at the boundary between the two regimes –Eq. (3b)–, the method fails to accurately predict the long-time linear stability of the system, as shown in the previous work by King et al. [12] and Huber et al. [13]. Specifically, King et al. examined a one-dimensional (1D) operator (henceforth referred to as 1D-KRK)\(^1\) that governs the response to varicose perturbations in a curtain flow, and Huber et al. studied a 1D operator (henceforth referred to as 1D-CMH)\(^1\) that enabled the neutral stability threshold in Eq. (3) to be traversed by the variation of a parameter. At the neutral stability boundary, neither operator should result in growing or decaying responses as per the classification given by Eq. (3b); however, both operators admit solutions that exhibit algebraic (i.e., \( t^p \), \( p \) real and rational) growth in time. In this paper, we examine the 2D extensions of the 1D-KRK and 1D-CMH operators, denoted respectively as the 2D-KRK and 2D-CMH operators.

A closely related set of problems is that of one-dimensional water waves that are neutrally stable according to Eq. (3b) but whose amplitudes damp with an algebraic \( t^{-\frac{1}{2}} \) dependence at long times [14, 15]. Lighthill notes that the damping rate is reduced by a factor of \( t^{-\frac{1}{2}} \)

\(^1\)Notation is chosen to reflect the dimesionality of the operator and the lead author’s initials
with the addition of each spatial dimension [15]. Herein, we show that this feature is also true of at least two systems that exhibit algebraic growth in 1D.

The paper is organized as follows. In Section 2, the 2D-KRK operator is introduced, its Fourier integral solution is obtained, and its long-time asymptotic behaviour is determined. Section 3 similarly examines the 2D-CMH operator. A comparison between the 2D responses in Sections 2 and 3 and their 1D counterparts in [12] and [13] is provided in Section 4, and concluding remarks are provided in Section 5.

2. 2D-KRK: 2D extension of algebraically growing 1D-KRK model for varicose waves in liquid curtains

2.1. Problem statement

The first problem examined here is the 2D extension of a 1D operator derived from a model of varicose waves in a thin flowing curtain in the absence gravity and with passive ambient gas [2]. The previous 1D analysis found that the response to disturbances in this flow grows algebraically; a natural extension is to examine the response to a 2D disturbance. The increase in dimension is implemented by replacing all the 1D spatial derivatives with 2D del operators as follows:

\[
\left( \frac{\partial}{\partial t} + \mathbf{c} \cdot \nabla \right)^2 + B^2 \nabla^4 \right) h = A \delta(x) \delta(z) \delta(t), \quad (4a)
\]

\[
\mathbf{c} \cdot \nabla = c_x \frac{\partial}{\partial x} + c_z \frac{\partial}{\partial z}, \quad \nabla^4 = \frac{\partial^4}{\partial x^4} + 2\frac{\partial^4}{\partial x^2 \partial z^2} + \frac{\partial^4}{\partial z^4} \quad (4b)
\]

\[
h(x, z, 0) = 0, \quad \frac{\partial h}{\partial t}(x, z, 0) = 0 \quad (4c)
\]

\[
h \to 0 \text{ as } x, z \to \pm \infty, \quad c_x, c_z \geq 0, \quad B, A \in \mathbb{R}. \quad (4d)
\]

In Eq. (4a), \( \mathbf{c} \) is the underlying convective fluid flow vector with components \( c_x \) and \( c_z \) and \( B \) is a real valued parameter that is related to the Weber number as described in [12]. Note that the forcing function in Eq. (4a) has the real-valued amplitude \( A \). As written, the constraints in Eq. (4c) are chosen to be homogeneous; care, however, has been taken in making that choice. It is clear from the 1D-KRK and the 1D-CMH [12, 13] analyses that the form of initial conditions can affect whether algebraic growth occurs. This is discussed further in the next section, before proceeding to examine the solution to the system in Eq. (4).

2.2. Initial Condition Justification

It is first useful to note that an impulse disturbance to the surface velocity, \( \partial h/\partial t \) in Eq. (4c), has the exact same effect as the impulse forcing function included in Eq. (4a) (see Appendix A.1 for details). For this reason, the initial velocity may be taken to be zero in Eq. (4c) without loss of generality. Additionally, an impulse disturbance to initial surface height, \( h \) in Eq. (4c), leads to a solution that violates the condition of \( h \to 0 \) as \( x, z \to \pm \infty \) in Eq. (4d); this nonphysical solution is included in Appendix A.1. Although not stated
explicitly in [12], this violation also occurs in 1D-KRK. An interesting feature of this 2D nonphysical solution is that, because the Fourier transform of the solution exists through rapid oscillations of the sinusoidal integrand, the Fourier integral solution methodology admits the violation. If one extends the class of allowable solutions to include spatially non-local responses, the solution nevertheless does damp with time. To avoid the nonphysical nature of this solution however, the initial height is chosen to be zero in Eq. (4c). In summary, homogeneous constraints on the system in Eq. (4) are chosen without loss of generality in the stability conclusions that follow.

2.3. Classical stability analysis

In the one-dimensional problem 1D-KRK, all modes \( h_k \) in Eq. (1) are neutrally stable [12]. The addition of a higher dimension does not change this behaviour. Through the substitution of the modal form –Eq. (1)– into the homogeneous version of Eq. (4a), the following dispersion relation is obtained:

\[
\omega = (c_x k_x + c_z k_z) \pm B(k_x^2 + k_z^2). \tag{5}
\]

In Eq. (5), \( k_x \) and \( k_z \) are the real wave numbers in the \( x \) and \( z \) directions, respectively, and \( \omega \) is the complex frequency. Because \( c_x, k_x, c_z, k_z \) are real, \( \omega \) is always real, just as in the case of water waves [14, 15]. As such, the imaginary part of \( \omega \) is always 0, and all modes –Eq (1)– are neutrally stable for all values of the parameters according to Eq. (3). As a check, note that the 1D dispersion relation (Equation (5a) in [12] with \( n = 2 \)) is recovered by letting \( c_z = k_z = 0 \) in Eq. (5). According to classical stability analysis in Eq. (3), the response to such a disturbance should neither grow nor decay. However, the solution grows algebraically in 1D as shown in King et al. [12].

2.4. Integral solution

The solution to Eq. (4) is found by taking Fourier transforms in \( x \) and \( z \) (resulting in the transformed variable \( \hat{h}_{xz} \)) and the Laplace transform in \( t \). The resulting Fourier inversion integral solution is given as

\[
h(x, z, t) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{h}_{xz} e^{ik_x x} e^{ik_z z} dk_x dk_z,
\]

\[
\hat{h}_{xz} = A e^{-i\psi t} \frac{\sin (\eta t)}{\eta}, \quad \psi = c_x k_x + c_z k_z, \quad \eta = B(k_x^2 + k_z^2). \tag{6}
\]

Note that there is a removable singularity at \( \eta = 0 \) in Eq. (6). In order to extract the asymptotic behaviour of the integral at large times, the standard approach is to express the sine function in terms of complex exponentials and evaluate each new integral as \( t \) goes to infinity. However, doing so leads to poles along the path of integration, i.e. principal values. Although one could proceed in this way, the issue is avoided entirely by introducing the new variable \( \xi \) into the integral –Eq. (6)– to obtain
\[
\tilde{h}(x, z, t, \xi) = \frac{A}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\psi t} \left( \frac{\sin(\xi \eta t)}{\eta} \right) e^{ik_x x} e^{ik_z z} d\eta d\xi,
\]

(7a)

\[
\tilde{h}(x, z, t, 0) = 0, \quad \tilde{h}(x, z, t, 1) = h(x, z, t),
\]

(7b)

where Eqs. (6) and (7a) are linked via the relation in Eq. (7b). The structure of the integrand in Eq. (7a) is chosen such that taking its derivative with respect to \(\xi\) completely removes the \(\eta\) in the denominator as:

\[
\frac{\partial \tilde{h}}{\partial \xi} = \frac{At}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\psi t} \cos(\xi \eta t) e^{ik_x x} e^{ik_z z} d\eta d\xi.
\]

(8)

The solution for \(h\) may then be obtained via the integration of the resulting Eq. (8) using the constraints in Eq. (7b):

\[
h(x, z, t) = \int_{0}^{1} \frac{\partial \tilde{h}}{\partial \xi} d\xi.
\]

(9)

The cosine in Eq. (8) is complexified and the resulting integral is decomposed as

\[
\frac{\partial \tilde{h}}{\partial \xi} = \frac{At}{8\pi^2} (Q + W),
\]

(10a)

\[
Q = \int_{-\infty}^{\infty} e^{i\xi Bk_z^2 + i(\frac{x}{t} - c_z)k_z} d\xi \left[ \int_{-\infty}^{\infty} e^{i\xi Bk_z^2 + i(\frac{x}{t} - c_z)k_z} d\xi \right],
\]

(10b)

\[
W = \int_{-\infty}^{\infty} e^{-i\xi Bk_z^2 + i(\frac{x}{t} - c_z)k_z} d\xi \left[ \int_{-\infty}^{\infty} e^{-i\xi Bk_z^2 + i(\frac{x}{t} - c_z)k_z} d\xi \right].
\]

(10c)

The integrals in Eqs. (10b) and (10c) are evaluated in closed form (see Appendix A.2) to yield:

\[
\frac{\partial \tilde{h}}{\partial \xi} = \frac{A}{4\xi B \pi} \sin \left( \frac{t}{4\xi B} \left( (V_x - c_x)^2 + (V_z - c_z)^2 \right) \right)
\]

(11)

where \(V_x = \frac{x}{t}\) and \(V_z = \frac{z}{t}\) are velocities introduced to provide a convenient representation of the solution.

Eq. (11) is then substituted into Eq. (9) and integrated to attain the solution to Eq. (4). The exact solution can be expressed in terms of a similarity variable \(\Phi\) as

\[
h(\hat{V}, t) = \frac{A}{4B\pi} \left( \frac{\pi}{2} - \int_{0}^{\frac{\Phi}{4B}} \frac{1}{u} \sin(u) du \right), \quad \Phi = \hat{V}^2 t.
\]

(12a)
\[ \hat{V} = \sqrt{(V_x - c_x)^2 + (V_z - c_z)^2}. \]  

(12b)

In Eq. (12b), \( \hat{V} = 0 \) corresponds to the peak of the response. More generally, \( \hat{V} \) is defined as the locus of velocities relative to the velocity of the convecting peak \((c_x, c_z)\). Note that when \( \hat{V} = 0 \) in Eq. (12a) the solution has a constant height expressed as

\[ h|_{\hat{V}=0} = \frac{A}{8B}. \]  

(13)

The long-time asymptotic behaviour of the sine integral in Eq. (12a) for \( \hat{V} \neq 0 \) may be expressed as:

\[ h(\Phi)|_{(\hat{V}\neq 0)} \sim \frac{A}{\pi \Phi} \cos \left( \frac{\Phi}{4B} \right) + O \left( \frac{1}{\Phi^2} \right), \quad \Phi = \hat{V}^2 t, \quad \text{as } \Phi \to \infty. \]  

(14)

The limit of \( \Phi \) going to infinity aligns with the limit of \( t \) going to infinity for any fixed non-zero \( \hat{V} \).

The sine integral solution –Eq. (12a)– (implemented using MATLAB’s sinint function) is shown in Figs. 1 and 2 for different values of the convection parameters \( c_x \) and \( c_z \). In accordance with Eq. (13), the height of the response peak (i.e. \( \hat{V} = 0 \)) remains constant as the response evolves in time. For the other loci of velocities, \( \hat{V} \neq 0 \), the solution decays as \( O(1/t) \) in accordance with Eq. (14).

Figure 1: Time evolution of 2D-KRK response given by Eq. (12a) with \( A = 10 \) and \( B = 1 \). There is no underlying convective flow as \( c_x = c_z = 0 \). The constant height peak remains situated at \( x = z = 0 \) and the breadth of the response increases as time progresses. The radius of any given phase feature (e.g. crest or trough) increases as \( \sqrt{t} \) as given by Eq. (17).
Figure 2: Time evolution of 2D-KRK response given by Eq. (12a) with $A = 10$, $B = 1$, and underlying convective flow of $c_x = c_z = 0.5$. The peak moves along $(x, z) = (c_x t, c_z t)$, and the breadth of any given phase feature (e.g. crest or trough) propagates radially relative to this position with time as $\sqrt{t}$ as given by Eq. (16).

The similarity variable in Eq. (12a) implies that a similarity transform could be applied to Eq. (4) to attain an ordinary differential equation whose exact solution is Eq. (12a). Fig. 3 provides a plot of the similarity solution, which has been represented spatially in Figs. 1 and 2. By inspection, it is observed that the spatial responses of Figs. 1 and 2 are rotations and stretches of this solution relative to the location of the traveling peak ($\hat{V} = 0$) at $x = c_x t$ and $z = c_z t$ according to Eq. (12b).
The similarity solution—Eq. (12a)—may be used to extract more features of the solution in the physical \((x, z, t)\) domain. If \(\hat{V}\) is held fixed in Eq. (12), then \(\Phi\) goes as \(t\), and we can examine the behaviour of any propagation speed relative to that of the peak (corresponding to \(\hat{V} = 0\)). According to Eq. (14), then, the response for any fixed \(\hat{V}\) decays asymptotically as \(1/t\) for large times. The variable \(\Phi\) may be equivalently expressed explicitly in terms of space and time as:

\[
\Phi = \frac{R^2}{t}, \quad R^2 = (x - c_xt)^2 + (z - c_zt)^2, \tag{15}
\]

where \(R\) is the radius of a circle centered at \(x = c_xt\) and \(z = c_zt\). Thus for fixed \(R\), \(\Phi\) will go as \(1/t\) as shown in Eq. (15). A fixed value of \(R\) provides the locus of points a distance of \(R\) away from the convecting peak. This is most easily visualized when \(c_x = c_z = 0\) (Fig. 1), as fixed values of \(R\) corresponds to fixed concentric circles in the \(x, z\) plane. As time goes on, the solution at a fixed \(R\) will yield smaller \(\Phi\) values; Fig. 3 indicates that the solution grows towards the maximum value of the peak as \(t \to \infty\) (i.e. \(\Phi \to 0\) for fixed \(R\)).

2.5. Spatial stability

The similarity solution—Eq. (12a)—can be used track the spatial behaviour of the response. For any given fixed value of \(\Phi\), \(h(\Phi)\) will be constant. Therefore, all values of \(x, z,\) and \(t\) which result in the same \(\Phi\) will be the same height. this also means that the apparent phase of the wave form is fixed for a given value of phi. Eq. (15) may be rewritten as:

\[
R = \sqrt{(x - c_xt)^2 + (z - c_zt)^2} = \sqrt{\Phi t}. \tag{16}
\]

Thus, for any given height, the solution (fixed \(\Phi\)) moves radially relative to the peak as \(\sqrt{t}\), but does so more slowly than the peak itself translates \((x = c_xt, z = c_zt)\). Fig. 4 provides a visualization of these features for a given value of \(\Phi\).
For the case where either $c_x$ or $c_z$ is nonzero, the peak itself convects away from its initial position at $x = z = 0$. From that perspective, the solution itself has a character akin to a convectively unstable system [10, 11], although here the maximum height of the system is constant. For this reason, we follow the convention of [16] in classifying these waves as “convectively neutral.” It is worth noting that if both convective parameters are zero, then the expanding circles are all concentric, as shown in Fig. 4, and are given by

$$\sqrt{x^2 + z^2} = \sqrt{\Phi t}. \quad (17)$$

In this case the system can said to be “absolutely neutral” because the disturbance will eventually infect any given $(x, z)$ domain [16]. Unlike absolutely unstable systems, the solution here does not grow without bound, as the maximum value is the constant height of the peak.

3. 2D-CMH: 2D extension of algebraically growing 1D-CMH model

3.1. Problem statement

We now consider the 2D extension of the 1D differential operator described in [13] and examine the response of that system. For reference in what follows, recall from Section 1 that the 1D and 2D problems are referred to as 1D-CMH and 2D-CMH, respectively. The well-posed system to examine the 2D response, $h$, is given by

$$\left[ \frac{\partial^2}{\partial t^2} + \nabla^4 - \nabla^2 \frac{\partial}{\partial t} + B \frac{\partial}{\partial t} + B^2 \right] h = A \delta(x) \delta(z) \delta(t) \quad (18a)$$
\[ \nabla^4 = \frac{\partial^4}{\partial x^4} + 2 \frac{\partial^4}{\partial x^2 z^2} + \frac{\partial^4}{\partial z^4}, \quad \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2}, \]  
\]
\[ (18b) \]

\[ h(x, z, 0) = 0, \quad \frac{\partial h}{\partial t}(x, z, 0) = 0 \]  
\[ (18c) \]

\[ h \to 0 \text{ as } x, z \to \pm \infty, \quad B \in \mathbb{R}. \]  
\[ (18d) \]

where \( B \) is a real parameter affecting system stability (see [13]) and \( A \) is a real forcing magnitude. Note that Eq. (18) is a simplified extension of the 1D-CMH operator found in [13], as the terms responsible for convection have been removed. As with the previous problem, zero valued initial conditions are chosen. Further justification for this choice is provided in Section 3.3.

3.2. Classical stability analysis

The classical stability analysis is performed by substituting Eq. (1) into the homogeneous form of Eq. (18) as described previously. A dispersion relation for \( \omega(k) \) is obtained that assures nontrivial solutions,

\[ \omega = \frac{1}{2} \left( -i(B + \eta) \pm \sqrt{3 \left( \eta - \frac{B^3}{3} + \frac{8}{3}B^2 \right)} \right), \quad \eta = k_x^2 + k_z^2. \]  
\[ (19) \]

Eq. (19) indicates that

\[ \omega_i = \frac{-(B + k_x^2 + k_z^2)}{2} \quad \text{and that} \quad \omega_{i,\text{max}} = -\frac{B}{2}, \]  
\[ (20) \]

and thus stability is determined by the sign of \( B \) in Eq. (20). According to the classical stability characterization –Eq. (3)–, the system is unstable when \( B < 0 \), stable when \( B > 0 \), and neutrally stable when \( B = 0 \). This is the same characterization given to the 1D-CMH system in [13]. For \( B = 0 \) (the situation examined in this paper) the dispersion relation is written for reference as

\[ \omega = \frac{1}{2} \left( -i\eta \pm \eta \sqrt{3} \right), \quad \eta = k_x^2 + k_z^2, \quad \eta \geq 0. \]  
\[ (21) \]

The corresponding operator is expressed as

\[ \left[ \frac{\partial^2}{\partial t^2} + \nabla^4 - \nabla^2 \frac{\partial}{\partial t} \right] h = A\delta(x)\delta(z)\delta(t), \]  
\[ (22a) \]

\[ \nabla^4 = \frac{\partial^4}{\partial x^4} + 2 \frac{\partial^4}{\partial x^2 z^2} + \frac{\partial^4}{\partial z^4}, \quad \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2}, \]  
\[ (22b) \]

\[ h(x, z, 0) = 0, \quad \frac{\partial h}{\partial t}(x, z, 0) = 0, \]  
\[ (22c) \]

\[ h \to 0 \text{ as } x, z \to \pm \infty. \]  
\[ (22d) \]
3.3. Initial Conditions

As discussed in the context of the 2D-KRK problem in Section 2, care has been taken in choosing homogeneous constraints in Eqs. (18c) and (22c) so as to assure correct stability conclusions are drawn about the operator. In particular, the effect of applying an impulse function to the initial surface velocity $\partial h / \partial t$, is the same as applying the impulse forcing function included in Eq. (22a) in an analogous way to the 2D-KRK problem of Section 2 (see Supplemental Material Section Appendix D.1). Due to the complexity of the analysis method, the effect of a delta function in the initial surface height, $h(x, z, 0)$ in Eq. (22c), was surveyed numerically via the Fourier Series Solution (FSS) provided in Appendix B.1. It should be noted that spatially infinite domain problems require transforms to obtain solutions, but here a discrete Fourier series is utilized. To do so, the domain of the operator is truncated to be sufficiently large such that changes in the domain length do not yield any changes in the response in the times examined [17]. We find that the response from an initial surface height decays along all $V_x = \gamma / t$ and $V_z = \gamma / t$ velocities either at the same rate as, or faster than, the solution disturbed with only the surface velocity. We conclude that an impulsive function forcing is a sufficient disturbance to extract the stability character of the operator. As a result, the analysis is conducted with just the impulse forcing function in Eq. (22a) and the initial conditions given in Eq. (22c). In what follows, the just-described FSS (Appendix B.1) is used to validate all asymptotic results in their regimes of validity and to generate full solutions to Eq. (22). In the 3D plot to follow (Fig. 5), the FSS is generated using 2000 terms each in $k_x$ and $k_z$. For the plots where only one direction is shown (Figs. 10 and 6), the 4000 terms were used in $k_x$ and $k_z$ is not needed to generate solutions (because only $z = 0$ was considered).

3.4. Analysis

The solution to Eq. (22) is found by taking Fourier transforms in $x$ and $z$ (resulting in the transformed variable $\hat{h}_{xz}$) and the Laplace transform in $t$. The resulting Fourier inversion integral solution is given as

$$h(x, z, t) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{h}_{xz} e^{ik_x x} e^{ik_z z} dk_x dk_z,$$

$$\hat{h}_{xz} = \left(A e^{-\frac{\eta}{2} t}\right) \sin \left(\frac{\eta \sqrt{3} t}{2}\right), \quad \eta = k_x^2 + k_z^2. \quad (23)$$

Note that the result –Eq. (23)– is similar in form to that of Eq. (6) for the 2D-KRK problem (Section 2), with the significant difference being the $O(k_x^2, k_z^2)$ term in the damped exponential instead of the $O(k_x, k_z)$ term. This difference in form leads to a significant increase in analysis complexity. In order to evaluate Eq. (23), it is first converted to polar form as, $(k_x, k_z) \rightarrow (\xi, \theta)$, with radial component $\xi \in [0, \infty)$ and angular component $\theta \in [0, 2\pi]$. The result is the new integral given by

$$h(V_x, V_z, t) = \frac{A}{2\pi^2 \sqrt{3}} \int_0^\infty \sin \left(\frac{\sqrt{3} \xi^2 t}{2}\right) \frac{e^{-\xi^2 t}}{\xi} \left(\int_0^{2\pi} e^{iBt} d\theta\right) d\xi,$$
\[ B = (\cos(\theta)V_x + \sin(\theta)V_z), \quad V_x = \frac{x}{t}, \quad V_z = \frac{z}{t}. \quad (24) \]

The inner integral in \( \theta \) can be evaluated asymptotically through the method of steepest descent (Appendix B.2) in the limit as \( t \to \infty \) holding \( V_x \) and \( V_z \) fixed. The result is

\[
\int_{0}^{2\pi} e^{i B \xi t} d\theta \bigg|_{\hat{V} \neq 0} \sim 2 \cos \left( \xi \hat{V} t - \frac{\pi}{4} \right) \sqrt{\frac{2\pi}{V \xi t}} \quad \text{as } t \to \infty. \quad (25)
\]

When \( \hat{V} = 0 \), the \( \theta \) integral can be evaluated exactly. The solution to the \( \theta \) integral for this case is

\[
\int_{0}^{2\pi} e^{i B \xi t} d\theta \bigg|_{\hat{V}=0} = \int_{0}^{2\pi} e^{0} d\theta = 2\pi. \quad (26)
\]

Eqs. (25) and (26) are substituted into Eq. (24) to yield

\[
h(\hat{V}, t) \bigg|_{\hat{V} \neq 0} \sim \frac{A}{2\pi^2 \sqrt{3}} \int_{0}^{\infty} \sin \left( \frac{\sqrt{3}}{2} \xi^2 t \right) \frac{\xi}{e^{-\frac{\xi^2}{4} t}} \left( 2 \cos \left( \xi \hat{V} t - \frac{\pi}{4} \right) \sqrt{\frac{2\pi}{V \xi t}} \right) d\xi \quad \text{as } t \to \infty, \quad (27)
\]

\[
h(0, t) = \frac{A}{\pi \sqrt{3}} \int_{0}^{\infty} \sin \left( \frac{\sqrt{3}}{2} \xi^2 t \right) \frac{\xi}{e^{-\frac{\xi^2}{4} t}} d\xi. \quad (28)
\]

Eq. (28), which is exact, may be evaluated, through the variable substitution of \( U = \frac{\sqrt{3}}{2} \xi^2 t \), to obtain a constant height solution as

\[
h \bigg|_{\hat{V}=0} = \frac{A}{6\sqrt{3}} \text{ for all } t. \quad (29)
\]

In the case where \( \hat{V} \neq 0 \), Eq. (27) is rearranged through the substitution of \( U = \xi^2 t \) to obtain

\[
h \sim \frac{A}{2\pi^2 \sqrt{3}} \left( \frac{(2\pi)^{\frac{1}{2}}}{\hat{V} \xi \xi t} \right) \int_{0}^{\infty} \frac{\sin \left( \frac{\sqrt{3}}{2} U \right)}{U \xi} e^{-\frac{U^2}{4}} \cos \left( \hat{V} (Ut)^{\frac{1}{2}} - \frac{\pi}{4} \right) dU \quad \text{as } t \to \infty. \quad (30)
\]

To evaluate the integral in Eq. (30), the cosine is interpreted as the real part of a complex integral as follows:

\[
h \sim \frac{A}{2\pi^2 \sqrt{3}} \left( \frac{(2\pi)^{\frac{1}{2}}}{\hat{V} \xi \xi t} \right) \text{Re} \left[ e^{-i \frac{\pi}{4}} J \right] \quad \text{as } t \to \infty, \quad (31)
\]
\[ J = \int_0^\infty \sin\left(\frac{\sqrt{3}U}{2}\right) e^{-U^2/4} \left(1 + i\delta(U)\right) dU. \]  

(32)

After performing the substitutions of \( W = \sqrt{U} \) and \( S = \sqrt{V^2 t} \), Eq. (32) can be written as

\[ J = 2(J_1 + iJ_2), \]  

(33a)

\[ J_1 = \int_0^\infty \frac{\sin\left(\frac{\sqrt{3}W^2}{2}\right)}{W^2} e^{-W^2/4} \cos(SW) dW, \]  

(33b)

\[ J_2 = \int_0^\infty \frac{\sin\left(\frac{\sqrt{3}W^2}{2}\right)}{W^2} e^{-W^2/4} \sin(SW) dW. \]  

(33c)

In the analysis of the integrals in Eqs. (33b) and (33c), traditional methods of asymptotic analysis fail as \( S \) approaches infinity (which is consistent with the \( t \rightarrow \infty \) limit taken in Eq. (30)). In particular, integration by parts and the method of steepest descent both cannot be used to extract an asymptotic behaviour. A solution can, however, be found by complexifying the sines and evaluating the resulting integrals in terms of modified Bessel functions of the first kind, \( I_\nu(z) \). These can, in turn, be expanded asymptotically for large \( S \). This is a simplified explanation for brevity; the full analysis can be found in Supplemental Material section Appendix D.3.3.

The structure of the modified Bessel functions plays a key role in the evaluation of Eqs. (33b) and (33c) and is discussed here. The following asymptotic expansions were used in our analysis and are adjustments of those found in Abramowitz and Stegun [18] and Wolfram Alpha [19]:

\[ I_\nu(z) \sim \frac{e^z}{\sqrt{2\pi z}} I(\nu, z) + i \frac{e^{-z + i\nu(1 - 2m) - i\pi m}}{\sqrt{2\pi z}} J(\nu, z) \quad \text{as } |z| \rightarrow \infty, \]  

(34a)

\[ m = \begin{cases} 0, & \text{Im}(z) > 0, \\ 1, & \text{Im}(z) < 0, \end{cases} \quad \nu \in \mathbb{R}, \quad z \in \mathbb{C}, \quad z \notin \mathbb{R}, \]  

(34b)

\[ I[\nu, z] = 1 - \frac{4\nu^2 - 1}{8z} + \frac{(4\nu^2 - 1)(4\nu^2 - 9)}{2!(8z)^2} - \frac{(4\nu^2 - 1)(4\nu^2 - 9)(4\nu^2 - 25)}{3!(8z)^3} \]
\[ + \frac{(4\nu^2 - 1)(4\nu^2 - 9)(4\nu^2 - 25)(4\nu^2 - 49)}{4!(8z)^4} + O\left(\frac{1}{z^5}\right). \]  

(34c)
\[ J[\nu, z] = 1 + \frac{(4\nu^2 - 1)}{8z} + \frac{(4\nu^2 - 1)(4\nu^2 - 9)}{2!(8z)^2} + \frac{(4\nu^2 - 1)(4\nu^2 - 9)(4\nu^2 - 25)}{3!(8z)^3} + \frac{(4\nu^2 - 1)(4\nu^2 - 9)(4\nu^2 - 25)(4\nu^2 - 49)}{4!(8z)^4} + O\left(\frac{1}{z^5}\right), \quad (34d) \]

these adjustments were necessary so that they agreed with the implementation of MATLAB’s besseli() function over the full range of arguments required in our analysis. Note that the only difference between \( I \) and \( J \) in Eq. (34) is the sign of every other term. An interesting issue encountered in the asymptotic analysis of Eq. (32) is the interactions between the leading order terms in Eq. (34a). If only the asymptotically dominant terms of Eq. (34a) are considered, the following solution is constructed using the first five terms in \( I \) and \( J \),

\[ J = b\sqrt{2\pi} \left( C_1 S^{-\frac{3}{2}} + C_2 S^{-\frac{7}{2}} + C_3 S^{-\frac{15}{2}} \right) \quad \text{as } S \to \infty, \quad (35) \]

where \( C_1, C_2, \text{and} C_3 \) are constants provided in Supplemental Material Section Appendix D.3.4. However, in accordance with Eq. (31), the solution for \( J \) is multiplied by \( e^{-i\pi/4} \) and the real part is taken. When that is done, we find that

\[ \text{Re} \left[ e^{-i\frac{\pi}{4}} C_1 \right] = \text{Re} \left[ e^{-i\frac{\pi}{4}} C_2 \right] = \text{Re} \left[ e^{-i\frac{\pi}{4}} C_3 \right] = \text{Re} \left[ e^{-i\frac{\pi}{4}} J \right] = 0. \quad (36) \]

Thus, no asymptotic behaviour may be extracted from the leading order terms. Consequently, the sub-dominant terms of the Bessel expansion in Eq. (34) must be included in the analysis of \( J \), which leads to the following result

\[ J \sim 2\sqrt{2\pi} e^{i\frac{\pi}{4}} \left( \frac{1}{2} \sin \left( \frac{\sqrt{3}}{8} S^2 \right) + \frac{\sqrt{3}}{2} \cos \left( \frac{\sqrt{3}}{8} S^2 \right) - \frac{i}{2} \cos \left( \frac{\sqrt{3}}{8} S^2 \right) \right. \]
\[ + \left. \frac{i\sqrt{3}}{2} \sin \left( \frac{\sqrt{3}}{8} S^2 \right) \right) S^{-\frac{3}{2}} e^{-\frac{s^2}{8}} + O \left( S^{-\frac{5}{2}} e^{-\frac{s^2}{8}} \right) \quad \text{as } S \to \infty, \quad (37) \]

Substituting Eq. (37) into Eq. (31) yields the asymptotic solution to Eq. (22). This solution, and Eq. (29), can be expressed as a function of a similarity variable \( \Phi \) as

\[ h(\Phi) \bigg|_{\Phi \neq 0} \sim \frac{A}{\pi \sqrt{3}} \left( \sin \left( \frac{\sqrt{3}}{8} \Phi \right) \right. \]
\[ + \sqrt{3} \cos \left( \frac{\sqrt{3}}{8} \Phi \right) \right) e^{-\frac{\Phi}{\sqrt{3}}} \Phi + O \left( \Phi^{-\frac{5}{2}} e^{-\frac{s^2}{8}} \right) \quad \text{as } \Phi \to \infty, \quad (38a) \]

\[ h\bigg|_{\Phi = 0} = \frac{A}{6\sqrt{3}} \quad \text{for all } t, \quad (38b) \]
\[ \Phi = \hat{V}^2 t, \quad \hat{V} = \sqrt{V_x^2 + V_z^2}. \]  

(38c)

Note that the similarity variable \( \Phi \) is defined identically to that of the 2D-KRK problem—Eq. (12a)—for \( c_x = c_z = 0 \). However, unlike the solution to the 2D-KRK problem, Eq. (38a) is not exact. That said, the result in Eq. (38b) is not subject to asymptotic constraints and is exact.

Similarly to the non-convective case for the 2D-KRK operator, the 2D-CMH solution has a single peak of constant height for all time, given exactly by Eq. (29) (or equivalently by Eq. (38b)). For all other velocities \( \hat{V} \) in Eq. (38a), the solution decays exponentially. The asymptotic solution given by Eq. (38a) is nonuniform in space and cannot resolve the behaviour for small \( \Phi \) (see Fig. 6). For this reason, Fig. 5 uses the FSS (Appendix B.1) to construct the full response solution.

![Figure 5: FSS to Eq. (22) for several different times. As time progresses, the peak expands radially and isotropically, but the maximum value remains constant. The data was generated using 2000 Fourier terms each in \( k_x \) and \( k_z \) and a value of \( A = 10 \).](image)

Notably in Fig. 5, the response spreads radially in time; however the solution decays in time for every nonzero velocity (i.e. for a given \( \hat{V} \)). According to Eq. (38a), the asymptotic solution is constant for any given fixed value of \( \Phi \); thus a given solution height, \( h \), expands as \( \sqrt{t} \) as given by Eq. (17). Because convective terms in the operator are zero as discussed above, the response is symmetric about the origin (the location of the initiating disturbance). As the peak at \( x = z = 0 \) does not grow or decay, the result may be considered “absolutely neutral” as described for 2D-KRK in Section 2.5.
As mentioned previously, the asymptotic solution –Eq. (38a)– cannot accurately predict the solution response for small values of $\Phi$, where all of the nontrivial behavior occurs. Nevertheless, the behavior of the asymptotic solution is useful to examine key differences between the 1D and 2D response propagation to follow. Below a value of approximately $\Phi = 11.4$, the asymptotic solution and the FSS begin to disagree, based on a criterion that the absolute difference be less than 1% of the peak height (see Appendix B.3). It is worth noting that, for sufficiently long time, the FSS (Appendix B.1) tends towards a function solely of the similarity variable $\Phi = \hat{V}^2 t$, as shown in the insert of Fig. 6. This allows for a compact comparison shown in the main window of Fig. 6 between the Fourier series and the the long-time asymptotic expansion, the latter of which is solely a function of $\Phi$ for all time, but only accurate for long-time and fixed $\hat{V}$; this is shown by the agreement of the two solutions in Fig. 6 as $\Phi \to \infty$.

4. Discussion

4.1. Comparison between 1D-KRK and 2D-KRK

We now compare and contrast the 2D-KRK response propagation determined above in Section 2 with the 1D-KRK response from previous work. To enable a direct comparison, we write the 1D solution from [12] with only a forcing disturbance as
\[ h(x, z) = t \frac{|V_x - c_x|}{2B} \left[ S \left( \frac{|V_x - c_x|}{2B^{\frac{1}{2}}} t^{\frac{1}{2}} \right) - C \left( \frac{|V_x - c_x|}{2B^{\frac{1}{2}}} t^{\frac{1}{2}} \right) \right] [A] \\
+ \frac{1}{\sqrt{\pi}} \cos \left[ \frac{\pi}{4} - \frac{(V_x - c_x)^2 t}{4B} \right] \left( \frac{A}{\sqrt{B}} t^{\frac{1}{2}} \right), \quad (39a) \]

where the Fresnel integrals \( S(z) \) and \( C(z) \) are defined as

\[ S(z) = \sqrt{\frac{2}{\pi}} \int_0^z \sin(k^2)dk, \quad C(z) = \sqrt{\frac{2}{\pi}} \int_0^z \cos(k^2)dk. \quad (39b) \]

Note that, along the peak \( (V_x = c_x) \), Eq. (39a) becomes

\[ h(x, z) \bigg|_{V_x = c_x} = \frac{A}{\sqrt{2B \pi}} t^{\frac{1}{2}}. \quad (40) \]

The asymptotic behaviour of Eq. (39a) for \( V_x \neq c_x \) is provided in [12] (under the simplifications used above) as

\[ h(x, t) \bigg|_{V_x \neq c_x} \sim \left( \frac{AB^{\frac{1}{2}} 2^{\frac{3}{2}}}{\sqrt{2\pi\|V_x - c_x\|^\frac{3}{2}}} t^{-\frac{1}{2}} \right) \cos \left[ \left( \frac{|V_x - c_x|}{2} \right)^2 \frac{t}{B} + \frac{\pi}{4} \right] + O(t^{-1}) \quad \text{as } t \to \infty. \quad (41) \]

A significant distinction between the 1D-KRK and 2D-KRK solutions is that the peak of the former grows in time in accordance with Eq. (40) while the peak of the latter stays constant. Additionally, the 1D-KRK solution response has nontrivial features that extend farther (i.e., larger breadth) than those of the 2D-KRK solution (see Figs. 7 and 8). The difference is further demonstrated by plotting the data sets normalized by their peaks (see Appendix A.3 for plot).
Figure 7: Comparison between the convective solutions of 1D-KRK (dotted black curve) and 2D-KRK (Solid blue curve) for $t = 1$ and $t = 2$. Short times are chosen to capture the behaviour of 1D-KRK before the algebraic growth swamps out the constant height of 2D-KRK. Red horizontal lines mark the height of the 2D peak, which remains constant. The 1D-KRK response is generated using Eq. (39a), and the 2D-KRK response is generated using Eq. (12), both with $A = 10$ and $B = 1$.

Figure 8: Comparison between the non-convective ($c = 0$ for 1D, $c_x = c_z = 0$ for 2D) solutions of 1D-KRK (dotted black curve) and 2D-KRK (Solid blue curve) for $t = 1$ and $t = 2$. Short times are chosen to capture the response features of 1D-KRK before the growing peak makes the axis scale too large to see the solution features of the 2D-KRK. Red horizontal lines mark the height of the 2D peak, which remains constant. The 1D-KRK response is generated using Eq. (39a), and the 2D-KRK response is generated using Eq. (12), both with $A = 10$ and $B = 1$.

The difference in the width of the 1D and 2D responses can be partially explained by the fact that the 1D solution exhibits transient growth (Fig. 9), but the 2D response exhibits no such behaviour. Every nonzero $\hat{V}$ value in the 2D case immediately starts decaying, as
evidenced by the derivative of \( h \) in Eq. (12a) with respect to \( t \),

\[
\frac{\partial h}{\partial t} \bigg|_{t=0} = -\frac{A\hat{V}^2}{16B^2\pi}.
\] (42)

Past the transience, the solutions for every nonzero \( \hat{V} \) decay faster in the 2D case (i.e. \( O(1/t) \) from Eq. (13)) than in the 1D case (i.e. \( O(t^{-1/2}) \) from Eq. (40)), further curtailing the peak width. In both cases, the convective term does not change the shape of the disturbance, it only translates it in a given direction. For the 2D solution, this can be seen explicitly in the similarity solution –Eq. (12a)–, where \( h \) is a function of the velocity relative to the traveling peak rather than that relative to the origin.

![Figure 9: Non-convective results for small velocities (i.e. fixed velocities \( V_x \equiv x/t \)) for the 1D- and 2D-KRK. In the 1D problem (left), the solution will grow transiently along non-zero velocities, but will ultimately decay in time. In the 2D problem (right), the solution immediately starts decaying along all non-zero velocities. The data for both cases were generated with the impulsive forcing amplitude of \( A = 10 \), the parameter value of \( B = 1 \), and the underlying velocities of \( c_x = c_z = 0 \). The 1D-KRK response is generated using the exact solution –Eq. (39a)– adapted from [12] with \( c = 0 \). The 2D solution is generated using Eq. (12).](image)

Overall, we see that the 1D-KRK response grows algebraically in Eq. (40) compared to the constant height of the 2D-KRK peak in Eq. (13) and this reduction in amplitude by a factor of \( t^{1/2} \) carries over to other fixed velocities. In particular, as noted above, the 1D-KRK response goes as \( t^{-1/2} \) from Eq. (41) and in 2D-KRK, the response goes as \( 1/t \) from Eq. (14).

4.2. Comparison between 1D-CMH and 2D-CMH

We now compare and contrast the 2D-CMH response propagation determined in Section 3 with the 1D-CMH responses from previous work. To enable comparison, we write write the 1D solution from [13] without convective terms and with only a forcing disturbance as
\[ h(x,t)\big|_{V_x \neq 0} \sim \frac{e^{-\frac{V_x^2}{8}t}}{\sqrt{3\pi t}} \left( \frac{4A}{V_x^2} \right) \cos \left[ \frac{\sqrt{3V_x^2}t}{8} \right] \quad \text{as } t \to \infty. \tag{43} \]

The behaviour of Eq. (43) for \( V_x = 0 \) is given exactly in [13] as

\[ h(x,t)\big|_{V_x=0} = A\sqrt{\frac{t}{3\pi}}. \tag{44} \]

A significant distinction between the 1D-CMH and 2D-CMH solutions is that the peak of the former grows in time in accordance with Eq. (44) while the peak of the latter stays constant in accordance with Eq. (29). Fig. 10 provides a comparison of the 1D-CMH and 1D-CMH solutions obtained via the Fourier Series Solution (FSS) provided in Appendix B.1.

Figure 10: Comparison between the 1D solution (dotted black line) of [13] and the 2D solution –Eq. (22)– (solid blue line). Both solutions are generated using the FSS (Appendix B.1) with \( A = 10 \). The top row is zoomed out to show both solutions. The bottom row (row) is zoomed in on the red dashed region to show that the 2D solution has the same structure as the 1D solution, just on a smaller scale.

As with the previous operator, there is a large difference in amplitude between the 1D and 2D cases. At the velocity of the peak, \( \dot{V} = 0 \), the 1D-CMH solution grows algebraically as \( t^{1/2} \) from Eq. (44) and the 2D-CMH solution is a constant from Eq. (29). For nonzero \( \dot{V} \), the increase in dimension leads to a decay rate in 2D-CMH of the form \( e^{-t(t^{-1})} \) from Eq. (38a) which is a factor of \( t^{-1/2} \) faster than the decay rate in 1D-CMH of \( e^{-t(t^{1/2})} \) from Eq. (43). Unlike the behaviour shown in figure 8, both cases here have the same controlling factor of \( e^{-t} \). As such, there is not a noticeable difference between the widths of the responses.
5. Conclusions

The linear operators studied by King et al. [12] and Huber et al. [13] have been extended to 2D through an identical methodology; time derivatives are kept the same, and spatial derivatives are replaced with 2D del operators. For both operators, we find that an increase in the dimensionality leads to a decrease in growth rates and an increase in decay rates. The changes are equivalent for both operators, and scale the response character by a factor of $t^{-1/2}$. The algebraic growth of $t^{1/2}$ at the peak velocities in both [12] and in [13] is reduced to a constant height proportional to $t^0$. Along all the other velocities, the behaviour is reduced from $(t^{-1/2})$ and $(e^{-V/8 t^{-1/2}})$ to $(t^{-1})$ and $(e^{-V/8 t^{-1}})$ respectively. The propagation of wave features in 2-D expand as $t^{1/2}$, which is slightly more slowly than the corresponding 1D case for the KRK operator. Both solutions can be expressed in terms of the similarity variable $\Phi$ (in 2D-KRK, for all time; in 2D-CMH, only for large time) which couples time and the radial velocity relative to the peak and allows for relevant features of the solutions to be extracted.
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Appendix A. 2D-KRK: Analysis

Appendix A.1. Effect of initial conditions on solution response

Working from the 2D-KRK operator –Eq. (4)– with the forcing amplitude set to zero, we obtain
\[
\left( \frac{\partial^2 h}{\partial t^2} + 2c_x \frac{\partial^2 h}{\partial t \partial x} + 2c_z \frac{\partial^2 h}{\partial t \partial z} + c_x^2 \frac{\partial^2 h}{\partial x^2} + 2c_x c_z \frac{\partial^2 h}{\partial x \partial z} + c_z^2 \frac{\partial^2 h}{\partial z^2} \right) \\
+ B^2 \left( \frac{\partial^4 h}{\partial x^4} + 2 \frac{\partial^4 h}{\partial x^2 \partial z^2} + \frac{\partial^4 h}{\partial z^4} \right) = 0. \tag{A.1}
\]

Instead of the homogeneous initial conditions in Eq. (4c), we apply
\[
h(x, z, 0) = H_0 \delta(x) \delta(z), \quad \frac{\partial h}{\partial t}(x, z, 0) = U_0 \delta(x) \delta(z), \tag{A.2}
\]
where \( h \to 0 \) as \( x, z \to \pm \infty \). Taking the Fourier transforms of Eq. (A.1) in the \( x \) and \( z \) directions, we obtain
\[
\frac{d^2 \hat{h}_{xz}}{dt^2} + 2ic_x k_x \frac{d\hat{h}_{xz}}{dt} + 2ic_z k_z \frac{d\hat{h}_{xz}}{dt} - c_x^2 k_x^2 \hat{h}_{xz} - 2c_x c_z k_x k_z \hat{h}_{xz} - c_z^2 k_z^2 \hat{h}_{xz} \\
+ B^2 k_x^4 \hat{h}_{xz} + 2B^2 k_x^2 k_z^2 \hat{h}_{xz} + B^2 k_z^4 \hat{h}_{xz} = 0, \tag{A.3}
\]
where
\[
\hat{h}_{xz}(0) = H_0, \quad \frac{d\hat{h}_{xz}}{dt}(0) = U_0, \tag{A.4}
\]
\[
\psi = c_x k_x + c_z k_z, \quad \eta = B(k_x^2 + k_z^2). \tag{A.5}
\]
The solution to the 2nd order ordinary differential equation –Eq. (A.3)– subject to Eq. (A.4) is
\[
\hat{h}_{xz} = e^{-i\psi t} \left( \frac{U_0 + (i\psi + i\eta)H_0}{\eta} \right) \left( \frac{e^{int} - e^{-int}}{2i} \right) + H_0 e^{-i\psi t} e^{-int}. \tag{A.6}
\]
The forced solution –Eq.(12a)– is superimposed on Eq. (A.6) to obtain
\[
\hat{h}_{xz,Total} = e^{-i\psi t} \left( \frac{(A + U_0) + (i\psi + i\eta)H_0}{\eta} \right) \left( \frac{e^{int} - e^{-int}}{2i} \right) + H_0 e^{-i\psi t} e^{-int}. \tag{A.7}
\]
By inspection of Eq. (A.7), the effect of the forcing magnitude \( A \) and the initial surface velocity \( U_0 \) are equivalent. Therefore, \( U_0 \) can be taken to be zero without loss of response character.

To examine the effect of a initial surface height, the values of \( A \) and \( U_0 \) are set to zero in Eq. (A.7) and the inversion integrals are utilized to yield
\[
h = H_0 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{(\psi + \eta)}{\eta} \left( \frac{e^{int} - e^{-int}}{2} \right) + e^{-int} \right) e^{-i\psi t} e^{i k_x V_x t} e^{i k_z V_z t} dk_x dk_z.
\]

23
\[ \psi = c_x k_x + c_z k_z, \quad \eta = k_x^2 + k_z^2, \quad V_x = \frac{x}{t}, \quad V_z = \frac{z}{t}. \quad (A.8) \]

Through the steps included in Supplemental Material Section Appendix C.1, Eq. (A.8) is solved exactly to yield

\[
\begin{align*}
    h(x, z, t) &= \frac{H_0}{4Bt\pi} \left( 1 - 2\frac{c_x(V_x - c_x) + c_z(V_z - c_z)}{\dot{V}} \right) \sin \left( \frac{\dot{V}t}{4B} \right), \\
    \dot{V} &= \sqrt{(V_x - c_x)^2 + (V_z - c_z)^2}. \quad (A.9)
\end{align*}
\]

Note that \( h \) is not localized— it exists at non-negligible amplitude at all values of \( \dot{V} \) for any value of \( t \). This violates the condition of \( h \to 0 \) as \( x, z \to \infty \). This solution is admitted because the Fourier transform of the integral exists due to the rapid oscillations in the integrand.

**Appendix A.2. Determination of \( Q \) and \( W \) in Eq. (10) via contour integration**

From Eq. (10), the integrals \( Q \) and \( W \) may be expressed in terms of separate \( x \) and \( z \) integrals as

\[
Q = Q_x Q_z, \quad W = W_x W_z. \quad (A.10)
\]

In Eq. (A.10), the integral subscripts \( x \) and \( z \) correspond respectively to the integrated variables \( k_x \) and \( k_z \) in Eq. (10); the definitions of \( Q_x, Q_z, W_x, \) and \( W_z \) can thus be made by inspection of Eq. (10). The analysis for \( Q_x \) is presented below; the analysis of the remaining sub-integrals closely follows that provided here, and are relegated to Supplemental Material section Appendix C.4. To begin, we write

\[
Q_x = \int_{-\infty}^{\infty} e^{i(\Phi(k_x))t} dk_x, \quad (A.11)
\]

where \( \Phi \) is expressed as

\[
\Phi = \xi B k_x^2 + (V_x - c_x)k_x, \quad V_x = \frac{x}{t}. \quad (A.12)
\]

The integral A.11 is evaluated through complex contour integration, and contours are chosen such that they move through saddle points; this enables the method of steepest descent to be applied as \( t \) approaches infinity. To apply the method, saddle points, \( k_s \), are determined by writing the derivatives of \( \Phi \) as

\[
\frac{d\Phi}{dk_x}(k_s) = 2\xi B k_s + (V_x - c_x) = 0, \quad (A.13)
\]

\[
\frac{d^2\Phi}{dk_x^2}(k_s) = 2\xi B \neq 0, \quad (A.14)
\]

to yield
\[ k_s = \frac{(c_x - V_x)}{2\xi B}, \quad V_x = \frac{x}{t}. \quad (A.15) \]

In taking the derivative, we hold \( V_x, B, \) and \( \xi \) fixed. Note that for any velocity, \( \hat{V} \), the saddle point is purely real. The complex integration contour for \( \mathcal{Q}_x \) through the saddle point \( k_s \) is shown in Fig. A.11. The angles, \( \gamma_1 \) and \( \gamma_2 \) are chosen such that the contours can be evaluated (see Supplemental Material Section Appendix C.4).

Figure A.11: Integration path for \( \mathcal{Q}_x \). Note that Eq. (A.15) indicates that the saddle point \( k_s \) always lies on the real axis.

Because there are no poles enclosed in either side of the contour, the following equations must be true:

\[ 0 = \int_{C_{1a}} e^{i\Phi t} dk_x + \int_{C_{1b}} e^{i\Phi t} dk_x + \int_{C_4} e^{i\Phi t} dk_x, \quad (A.16) \]

\[ 0 = \int_{C_{1b}} e^{i\Phi t} dk_x + \int_{C_2} e^{i\Phi t} dk_x + \int_{C_{3a}} e^{i\Phi t} dk_x. \quad (A.17) \]

Additionally, the contours are established such that

\[ \mathcal{Q}_x = \lim_{R \to \infty} \left[ \int_{C_{1a}} e^{i\Phi t} dk_x + \int_{C_{1b}} e^{i\Phi t} dk_x \right]. \quad (A.18) \]

Therefore, \( \mathcal{Q}_x \) can be evaluated as

\[ \mathcal{Q}_x = \lim_{R \to \infty} \left[ -\int_{C_2} e^{i\Phi t} dk_x - \int_{C_{3a}} e^{i\Phi t} dk_x - \int_{C_{3b}} e^{i\Phi t} dk_x - \int_{C_4} e^{i\Phi t} dk_x \right]. \quad (A.19) \]
Although motivated by the method of steepest descent to extract long-time behavior, the contours in Fig. A.11 enable the exact evaluation of the integrals in Eq. (A.19) for all time. (see Supplemental Material section Appendix C.4.1). After evaluating Eq. (A.19) and applying the same methodology to $Q_z$, $W_x$, and $W_z$ in Eq. (A.10) above we obtain

$$Q = \frac{i\pi}{\xi B} e^{\left(\frac{-i}{\pi \xi} ((V_x - c_x)^2 + (V_z - c_z)^2) t\right)}$$ \hspace{1cm} (A.20)

$$W = -\frac{i\pi}{\xi B} e^{\left(\frac{i}{\pi \xi} ((V_x - c_x)^2 + (V_z - c_z)^2) t\right)}.$$ \hspace{1cm} (A.21)

**Appendix A.3. Difference in response breadth between 1D-KRK and 2D-KRK responses**

As mentioned in Section 4.1, the difference in width between the 1D-KRK and 2D-KRK peaks can be extracted by plotting the data normalized by peak height.

Figure A.12: A comparison between the 1D solution –Eq. (39a)– (dotted black lines) and the 2D asymptotic solution –Eq. (12a)– (Solid blue lines) with data normalized to the respective peaks. Just as with Fig. 8, the data were generated with $A = 10$ and $B = 1$.

Note that the 1D solution in Fig. A.12 has nontrivial features that extend farther in the $x$-direction (i.e., has a larger breadth) than that of the 2D solution, as described and justified in Section 4.1. This difference is further demonstrated in the regions away from $x/t = 0$ by normalizing both data sets. The finer structure of the 2D-KRK solution in Fig. 8 are lost because of the the difference in amplitudes between the 1D and 2D solutions.
Appendix B. 2D-CMH: Analysis

Appendix B.1. Fourier Series Solution (FSS)

The FSS for Eq. (22) is found using standard methods [17] subject to the following initial conditions:

\[ h(x, z, 0) = H_0 \delta(x) \delta(z), \quad \frac{\partial h}{\partial t}(x, z, 0) = U_0 \delta(x) \delta(z). \]  

(B.1)

Over the finite domains of \( x \in [-L_x, L_x] \) and \( z \in [-L_z, L_z] \), the FSS is

\[ \text{FSS}(x, z, t) = \sum_{j=-\infty}^{\infty} \sum_{g=-\infty}^{\infty} f_{j,g}(t) e^{ik_j x} e^{ik_g z}, \quad k_j = \frac{j \pi}{L_x}, \quad k_g = \frac{g \pi}{L_z}, \]  

(B.2a)

\[ f_{j,g} = e^{-\frac{\eta^2 t}{4}} \left( \frac{1}{4L_x L_z} \right) \left( H_0 \cos \left( \frac{\eta \sqrt{3}}{2} t \right) + 2 \frac{\psi}{\eta} \sin \left( \frac{\eta \sqrt{3}}{2} t \right) \right), \]  

(B.2b)

\[ \psi = \frac{1}{\sqrt{3}} \left( (A + U_0) + \frac{1}{2} \eta H_0 \right), \quad \eta = (k_j^2 + k_g^2). \]  

(B.2c)

Appendix B.2. Long-time asymptotic behaviour of \( \theta \) integral in Eq. (24)

Appendix B.2.1. Phase Function and Saddle Points for Method Of Steepest Descent

The integral in \( \theta \) from Eq. 24 is evaluated asymptotically using the method of steepest descent as \( t \to \infty \). To do so, we first rewrite the integral in terms of a phase function \( \Phi \), so

\[ \mathcal{I}_\theta = \int_0^{2\pi} e^{i\Phi} d\theta, \quad \Phi = (\cos(\theta)V_x + \sin(\theta)V_z) \xi. \]  

(B.3)

According to the method, derivatives of \( \Phi(\theta) \) are taken to find relevant saddle points.

\[ \frac{d\Phi}{d\theta} = (-\sin(\theta)V_x + \cos(\theta)V_z) \xi, \]  

(B.4)

\[ \frac{d^2\Phi}{d\theta^2} = -(\cos(\theta)V_x + \sin(\theta)V_z) \xi, \]  

(B.5)

We observe that \( \Phi(\theta) \) has relevant 2\(^{nd}\) order saddle points, \( \theta_s \), where the first derivative is zero and the second derivative is non-zero. These points are defined as

\[ \theta_s = \arctan \left( \frac{V_z}{V_x} \right) + n\pi. \]  

(B.6)

Note that, for \( m = 1, 2, 3, \ldots \), the odd derivatives, \( 2m - 1 \), are zero at \( \theta = \theta_s \) and the signs of the even derivatives alternate as \((-1)^m(\cos(\theta_s)V_x + \sin(\theta_s)V_z)\). According to the method of steepest descent, the asymptotic behavior of the integral –Eq. (B.3)– will be dominated by the region near the saddle point. To this end, the phase function \( \Phi \) is linearized near the saddle point as
Φ_{θ_s} = \Phi(\theta_s) \left( \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n)!} (\theta - \theta_s)^{2n} \right). \quad (B.7)

In Eq. (B.7), note that \( \Phi_{\theta_s} \) denotes the Taylor series expansion of \( \Phi \) near the saddle point, and \( \Phi^{(n)}(\theta_s) \) denotes the \( n \)th derivative of \( \Phi \) evaluated at the saddle point. Dropping the higher orders of \( (\theta - \theta_s) \), we are left with

\[
\Phi_{\theta_s} \sim \Phi(\theta_s) \left( 1 - \frac{1}{2} (\theta - \theta_s)^2 + O[(\theta - \theta_s)^4] \right) \quad \text{as } \theta \to \theta_s, \quad (B.8)
\]

which is sufficient to extract the leading order behaviour of the integral –Eq. (B.3)– in what follows.

**Appendix B.2.2. Integration contours for \( \theta \) integral in solution of 2D-CMH problem**

The following is typical of the contours which are established to evaluate Eq. (B.3) and the analysis thereof. The specific layout of the phase space depends on the signs and values of \( V_x \) and \( V_z \). The following analysis assumes that the saddle points, \( \theta_s \), do not lie on the ends of the integration contour. The case where they do is provided in Supplemental Material section Appendix D.3.1.

![Figure B.13: Contours of constant Re[\Phi] as a function of Re[\theta] and Im[\theta] from Eq. (B.3). The integral of interest is marked with a dotted line running between \( \theta = 0 \) and \( \theta = 2\pi \). Saddle points at \( \theta_s = \arctan(V_z/V_x) + n\pi \) are marked with (●). Three closed contours are established which each contain a portion of the integral of interest. Each saddle point is at the maximum value of the contour, with each contour closing as Im[\theta] → ±\infty which equates to Re[\Phi] → −\infty. Each contour will be generalized as three triangles in Fig. B.14.

For the following analysis, the contours are generalized to be three triangles as shown below.

![Figure B.13](image-url)
Figure B.14: Simplified schematic of the contours in Fig. B.13. The integration contour for Eq. (B.3) is given by the sub-contours $I_A$, $I_B$, and $I_C$. The remaining sub-contours serve to form three closed contours, $A$, $B$, and $C$. The points $\theta_{S_1}$ and $\theta_{S_2}$ are two saddle points which lie on the integration contour. Note that two saddles will always lie on the $\theta$ contour if $V_z/V_x \neq 0$ as per Eq. (B.6).

Because there are no poles (enclosed or otherwise), the closed contours in Figs. B.14 lead to the following equations:

$$0 = \oint_A = I_{A_A} + I_{A_B} + I_{A_C}, \quad \text{(B.9a)}$$

$$0 = \oint_B = I_{B_A} + I_{B_B} + I_{B_C}, \quad \text{(B.9b)}$$

$$0 = \oint_C = I_{C_A} + I_{C_B} + I_{C_C}, \quad \text{(B.9c)}$$

which can be rearranged as

$$I_{A_A} = -I_{A_B} - I_{A_C}, \quad \text{(B.10a)}$$

$$I_{B_A} = -I_{B_B} - I_{B_C}, \quad \text{(B.10b)}$$

$$I_{C_A} = -I_{C_B} - I_{C_C}. \quad \text{(B.10c)}$$

As we are considering the cases where a saddle point does not lie at 0 or $2\pi$ (the limits of integration for Eq. (B.3)), it is observed that contours without saddle points are asymptotically subdominant to those with saddle points as $t$ goes off to infinity. The equations can be written as
\[ I_{A_A} \sim -I_{A_B} \quad \text{as } t \to \infty, \quad (B.11a) \]
\[ I_{B_A} = -I_{B_B} - I_{B_C}, \quad (B.11b) \]
\[ I_{C_A} \sim -I_{C_C} \quad \text{as } t \to \infty. \quad (B.11c) \]

The total integral in \( \theta \) can therefore be written asymptotically as
\[ I_{\theta} \sim -I_{A_B} - I_{B_B} - I_{B_C} - I_{C_C} \quad \text{as } t \to \infty. \quad (B.12) \]

The integral along a sub-contour \((I_{A_B}, I_{B_C}, I_{B_B}, \text{or } I_{C_C})\), denoted here as \( \int_S \), can be written in terms of the radial distance \( r \) and angle \( \gamma \) relative to a saddle point. This is done by letting \( \theta = \theta_s + r e^{i\gamma}, \ d\theta = e^{i\gamma} dr \). Fundamentally, each sub-integral can be broken up into two regions, the region near the saddle point, and the rest of the path.

Along a sub-contour, the region near the saddle point is asymptotically dominant over the rest of the path though integration by parts. Additionally, when looking near the saddle point, \( \Phi \) can be linearized using Eq. (B.8). Then, the upper bound of integration can be increased to infinity, accruing only asymptotically subdominant terms \[ [20 \]. In the conversion to radial coordinates, the angle \( \gamma \) is the angle of approach or departure of the steepest contours through the saddle point; the steepest paths are perpendicular to the contours of constant \( \text{Re}[i\Phi] \) in the complex \( \theta \) plane. The values of \( \gamma \) are chosen such that the integrand takes the form of \( e^{-r^2} dr \). Using \( \pm \) to denote that the sign depends on the particular sub-contour being examined,
\[ \int_S \sim \pm e^{i\Phi(\theta_s)t+i\gamma} \int_0^\infty e^{-\Phi(\theta_s)/2} r^2 dr \quad \text{as } t \to \infty, \quad (B.13) \]
which evaluates to
\[ \int_S \sim \pm e^{i\Phi(\theta_s)t+i\gamma} \sqrt{\frac{\pi}{2\Phi(\theta_s)t}} \quad \text{as } t \to \infty. \quad (B.14) \]

Applying the method to each sub-contour in Eq. (B.12), the overall integral in \( \theta \) is expressed asymptotically as
\[ I_\theta \sim 2 \cos \left( \xi \hat{V} t - \frac{\pi}{4} \right) \sqrt{\frac{2\pi}{\hat{V} t}} \quad \text{as } t \to \infty, \quad (B.15) \]
where
\[ \hat{V} = \sqrt{\hat{V}_x^2 + \hat{V}_z^2}. \quad (B.16) \]

Note that when the saddle points lie on the ends of the integration contour, the solution is equivalent (Supplemental Material Section Appendix D.3.1).
Appendix B.3. Criterion for agreement between asymptotic and FSS solution

As mentioned at the end of Section 3, the judgment of when $\Phi$ is sufficiently large for the FSS (Appendix B.1) and asymptotic solution –Eq. (38)– to agree is made based on Fig. B.15. Here, one can observe that for $\Phi \geq 11.4$, indicated in Fig. B.15, the magnitude of the error is less than $4/\langle 600\sqrt{3} \rangle \approx 0.01$ (1% of the peak height given by Eq. (38b)).

![Graph showing the difference between the asymptotic solution and the FSS](image)

Figure B.15: The difference between the asymptotic solution –Eq. (38)– and the FSS (Appendix B.1) versus $\Phi$. The blue dashed lines denote where the difference between the two solutions is equal to $\pm 1\%$ of the exact peak height in Eq. (38b). A vertical red line marks the value of $\Phi = 11.4$ above which the error is between the marked bounds. The black dotted line marks the $\Phi$ axis.
Appendix C. Supplemental Material: 2D-KRK: Analysis

Appendix C.1. Evaluating $h$ for initial height disturbance

Eq. (A.8) is transcribed below for completeness.

\[
h = H_0 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{\psi + \eta}{\eta} \left( \frac{e^{i\eta t} - e^{-i\eta t}}{2} \right) + e^{-i\eta t} \right) e^{-i\eta t} e^{ik_xV_x t} e^{ik_zV_z t} dk_x dk_z,
\]

\[
\psi = c_x k_x + c_z k_z, \quad \eta = k_x^2 + k_z^2, \quad V_x = \frac{x}{t}, \quad V_z = \frac{z}{t}.
\]

Eq. (A.1) is broken up as

\[
h(x, z, t) = \frac{H_0}{4\pi^2} (A + B + C),
\]

\[
A = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\eta t} \left( \frac{i\eta (e^{i\eta t} - e^{-i\eta t})}{2i\eta} \right) e^{i k_x x} e^{i k_z z} dk_x dk_z,
\]

\[
B = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\eta t} \left( \frac{i\eta (e^{i\eta t} - e^{-i\eta t})}{2i\eta} \right) e^{i k_x x} e^{i k_z z} dk_x dk_z,
\]

\[
C = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\eta t} \left( e^{-i\eta t} \right) e^{i k_x x} e^{i k_z z} dk_x dk_z,
\]

\[
\psi = c_x k_x + c_z k_z, \quad \eta = k_x^2 + k_z^2.
\]

Appendix C.1.1. Solution to $A$ (sub-integral of $h$)

The integral $I$ is established such that

\[
I = \frac{1}{t} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\sin(\eta t)}{\eta} \left( e^{i k_x x} e^{i k_z z} \right) dk_x dk_z,
\]

\[
\frac{\partial I}{\partial \gamma} \bigg|_{\gamma=1} = A.
\]

Another parameter, $\alpha$, is introduced into Eq. (C.7) such that

\[
\hat{I} = \frac{1}{t} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\sin(\alpha \eta t)}{\eta} \left( e^{i k_x x} e^{i k_z z} \right) dk_x dk_z,
\]

\[
\hat{I} \bigg|_{\alpha=0} = 0, \quad \hat{I} \bigg|_{\alpha=1} = I.
\]

The derivative is taken with respect to $\alpha$. 32
\[
\frac{\partial \hat{I}}{\partial \alpha} = - \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\gamma|t|} \left( \cos(\alpha|t|) \right) e^{ik_x x} e^{ik_z z} dk_x dk_z.
\]

(C.11)

Through the same steps as laid out for \( \frac{\partial h}{\partial \xi} \) in Section 2.4, we find that

\[
\frac{\partial \hat{I}}{\partial \alpha} = -\frac{\pi}{\alpha Bt} \sin \left( \frac{t}{4\alpha B} \left( \hat{V}_\gamma \right) \right),
\]

\( \hat{V}_\gamma = (V_x - \gamma c_x)^2 + (V_z - \gamma c_z)^2. \)

(C.12)

Integrating in \( \alpha \) yields

\[
I = \pi Bt \left( \frac{\hat{V}_\gamma t}{4B} \int_0^{V_x} \sin(u) du - \frac{\pi}{2} \right),
\]

(C.13)

and differentiating in \( \gamma \) yields,

\[
\frac{\partial I}{\partial \gamma} = - \left( c_x (V_x - \gamma c_x) + c_z (V_z - \gamma c_z) \right) \frac{2\pi}{\hat{V}_\gamma Bt} \sin \left( \frac{\hat{V}_\gamma t}{4B} \right).
\]

(C.14)

From the construction of \( I \) in Eq. (C.8),

\[
A = - \left( c_x (V_x - c_x) + c_z (V_z - c_z) \right) \frac{2\pi}{\hat{V}_\gamma Bt} \sin \left( \frac{\hat{V}_\gamma t}{4B} \right)
\]

(C.15)

Appendix C.1.2. Solution to \( \mathcal{B} \) (sub-integral of \( h \))

Eq. (C.4) is rearranged into the form

\[
\mathcal{B} = \frac{1}{2} \int_{-\infty}^{\infty} e^{iBk_x^2 + i(V_x - c_x)k_x} dt \int_{-\infty}^{\infty} e^{iBk_z^2 + i(V_z - c_z)k_z} dk_z dk_x
\]

\[
- \frac{1}{2} \int_{-\infty}^{\infty} e^{-iBk_x^2 + i(V_x - c_x)k_x} dt \int_{-\infty}^{\infty} e^{-iBk_z^2 + i(V_z - c_z)k_z} dk_z dk_x
\]

(C.16)

Combined with Eqs. (10b) and (10c, it is shown in Section Appendix C.4 that

\[
Q = \int_{-\infty}^{\infty} e^{iBk_x^2 + i(V_x - c_x)k_x} \left[ \int_{-\infty}^{\infty} e^{iBk_z^2 + i(V_z - c_z)k_z} dk_z \right] dk_x = \frac{i\pi}{\hat{V}_\gamma Bt} e^{\left( \frac{\hat{V}_\gamma t}{4B} \right) (c_x - V_x)^2 + (c_z - V_z)^2},
\]

(C.17)
\[ W = \int_{-\infty}^{\infty} e^{(-i\xi B k^2 + i(\frac{\xi}{t} - c_z) k_z) t} \left[ \int_{-\infty}^{\infty} e^{(-i\xi B k^2 + i(\frac{\xi}{t} - c_z) k_z) t} dk_z \right] \] 
\[ dk_x = \frac{-i\pi}{\xi B t} e^{\left( \frac{it}{4B} \left( (V_x - c_x)^2 + (V_z - c_z)^2 \right) \right)} \]. 

(C.18)

Therefore,
\[ B = \frac{i\pi}{Bt} \cos \left( \frac{t}{4B} \left( (V_x - c_x)^2 + (V_z - c_z)^2 \right) \right). \] 

(C.19)

Appendix C.1.3. Solution to \( C \) (sub-integral of \( h \))

Using results in Section Appendix C.4 to follow and combining with Eq. (10b), we obtain

\[ W = \int_{-\infty}^{\infty} e^{(-i\xi B k^2 + i(\frac{\xi}{t} - c_z) k_z) t} \left[ \int_{-\infty}^{\infty} e^{(-i\xi B k^2 + i(\frac{\xi}{t} - c_z) k_z) t} dk_z \right] 
\[ \int_{-\infty}^{\infty} e^{(-i\xi B k^2 + i(\frac{\xi}{t} - c_z) k_z) t} dk_x = \frac{-i\pi}{\xi B t} e^{\left( \frac{it}{4B} \left( (V_x - c_x)^2 + (V_z - c_z)^2 \right) \right)} \]. 

(C.20)

\[ C = \frac{-i\pi}{Bt} e^{\left( \frac{it}{4B} \left( (V_x - c_x)^2 + (V_z - c_z)^2 \right) \right)} \]. 

(C.21)

Appendix C.1.4. Assembling sub-integrals to obtain the solution to \( h \)

Substituting the results from Sections Appendix C.1.1, Appendix C.1.2, and Appendix C.1.3 into Eq. C.2 yields

\[ h(x, z, t) = \frac{H_0}{4\pi^2} \left( -c_x (V_x - c_x) + c_z (V_z - c_z) \right) \frac{2\pi}{V t} \sin \left( \frac{\hat{V} t}{4B} \right) 
\[ + \frac{i\pi}{Bt} \cos \left( \frac{t}{4B} \left( (V_x - c_x)^2 + (V_z - c_z)^2 \right) \right) + \frac{-i\pi}{Bt} e^{\left( \frac{it}{4B} \left( (V_x - c_x)^2 + (V_z - c_z)^2 \right) \right)} \], 

(C.22)

which can be rearranged into the form found in Eq. (A.9) in the appendix, transcribed below for completeness

\[ h(x, z, t) = \frac{H_0}{4Bt\pi} \left( 1 - 2c_x (V_x - c_x) + c_z (V_z - c_z) \right) \frac{2\pi}{V} \sin \left( \frac{\hat{V} t}{4B} \right) 
\[ \hat{V} = \sqrt{(V_x - c_x)^2 + (V_z - c_z)^2}. \] 

(C.23)

Appendix C.2. Development of Fourier inversion integral for 2D-KRK operator

Taking the Fourier transforms in \( x \) and \( z \) of the 2D-KRK operator –Eq. (4)– yields a second order ordinary differential equation of the Fourier transformed variable, \( \hat{h}_{xz}(t) \).
\[ \hat{h}_{xz} = \frac{A}{\eta} e^{-i\psi t} \left( \frac{e^{i\eta t} - e^{-i\eta t}}{2i} \right), \quad \psi = c_x k_x + c_z k_z, \quad \eta = B(k_x^2 + k_z^2), \quad (C.24) \]

\[ \hat{h}_{xz}(0) = 0, \quad \frac{d\hat{h}_{xz}}{dt}(0) = 0, \quad (C.25) \]

\[ \psi = c_x k_x + c_z k_z, \quad \eta = B(k_x^2 + k_z^2). \quad (C.26) \]

Note that, in this construction, \( \psi \) and \( \eta \) are always real and \( \eta \) is non-negative. The inverse Fourier transforms (in \( x \) and \( z \)) are reproduced here from the main text Eq. (6) for completeness.

\[ h(x, z, t) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{h}_{xz}(x, z, t) e^{ik_x x} e^{ik_z z} dk_x dk_z, \quad (C.27) \]

\[ h(x, z, t) = \frac{A}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\psi t} \left( \frac{\sin(\eta t)}{\eta} \right) e^{ik_x x} e^{ik_z z} dk_x dk_z \quad \eta = B(k_x^2 + k_z^2). \quad (C.28) \]

**Appendix C.3. Evaluating inversion integral through introduction of parameter \( \xi \)**

The variable \( \xi \) is introduced to create the function \( \tilde{h}(x, z, t, \xi) \) such that

\[ \tilde{h}(x, z, t, 0) = 0, \quad \tilde{h}(x, z, t, 1) = h(x, z, t), \quad (C.29) \]

\[ \tilde{h}(x, z, t, \xi) = \frac{A}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\psi t} \left( \frac{\sin(\xi \eta t)}{\eta} \right) e^{ik_x x} e^{ik_z z} dk_x dk_z. \quad (C.30) \]

The derivative is taken with respect to \( \xi \),

\[ \frac{\partial \tilde{h}}{\partial \xi} = \frac{At}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\psi t} \cos(\xi B(k_x^2 + k_z^2) t) e^{ik_x x} e^{ik_z z} dk_x dk_z, \quad (C.31) \]

and thus, in accordance with Eq. (C.29), we have

\[ h(x, z, t) = \int_{0}^{1} \frac{\partial \tilde{h}}{\partial \xi} d\xi. \quad (C.32) \]

The function \( \partial \tilde{h}/\partial \xi \) is evaluated as laid out in Appendix A.2 resulting in the following:

\[ \frac{\partial \tilde{h}}{\partial \xi} = \frac{A}{4\xi B\pi} \sin \left( \frac{t}{4\xi B} \left( (V_x - c_x)^2 + (V_z - c_z)^2 \right) \right). \quad (C.33) \]
Through Eq. (C.32), we obtain

\[ h(x, z, t) = \frac{1}{4\xi B\pi} \sin \left( \frac{t}{4\xi B} \left( (V_x - c_x)^2 + (V_z - c_z)^2 \right) \right) d\xi, \quad (C.34) \]

which can be rearranged to

\[ h(x, z, t) = \frac{A}{4B\pi} \left( \frac{\pi}{2} - \int_0^{\frac{\hat{V}_t}{4\xi B}} \frac{1}{u} \sin(u) du \right), \]

\[ \hat{V} = \sqrt{(V_x - c_x)^2 + (V_z - c_z)^2}. \quad (C.35) \]

Note that, when Eq. (C.35) is written in terms of \( \Phi = \hat{V}^2 t \), the result is Eq. (12a).

**Appendix C.4. Evaluation of \( Q \) and \( W \) integrals**

According to Eq. (A.10), the \( Q \) and \( W \) integrals consist of the product of an integral in \( x \) and an integral in \( z \). Each sub-integral is handled separately in the following sections.

**Appendix C.4.1. Evaluation of \( Q_x \) sub-integral**

Working from the analysis in Appendix A.2, the integrals in the following expression

\[ Q_x = \lim_{R \to \infty} \left[ - \int_{C_2} e^{i\Phi_t} dk_x - \int_{C_3a} e^{i\Phi_t} dk_x - \int_{C_4} e^{i\Phi_t} dk_x - \int_{C_3b} e^{i\Phi_t} dk_x \right] \quad (C.36) \]

need to be evaluated. Because the angles depicted in Fig. A.11 are limited to be in the intervals

\[ \gamma_1 \in \left[ 0, \frac{\pi}{2} \right], \quad \gamma_2 \in \left[ \pi, \frac{3\pi}{2} \right], \quad (C.37) \]

the integral along contours \( C_2 \) and \( C_4 \) go to zero as \( R \) goes to infinity as Jordan arcs. The process for evaluating the two remaining contours is the same for both \( C_{3a} \) and \( C_{3b} \) (differing only in the direction of integration and value of \( \gamma \)). Therefore, only the evaluation along \( C_{3a} \) will be transcribed below. The integrand is rotated and shifted through the substitution of \( k = k_s + re^{i\gamma} \), \( dk = e^{i\gamma} dr \) to yield

\[ \int_{C_3a} e^{i\Phi_t} dk_x = \int_0^\infty e^{\left( -i \frac{(V_x - V_s)^2}{4\xi B} \right) t} e^{\left( i\xi B r e^{2i\gamma} \right) t} e^{i\gamma_1} dr. \quad (C.38) \]

The value of \( \gamma_1 \) in Eq. (C.53) is chosen to be \( \pi/4 \), to obtain

\[ \int_{C_{3a}} e^{i\Phi_t} dk_x = -e^{i\pi} e^{\left( -i \frac{(V_x - V_s)^2}{4\xi B} \right) t} \int_0^\infty e^{\left( -\xi B r^2 \right) t} dr, \quad (C.39) \]

36
\[
\int_{C_{3a}} e^{i\Phi_t} dk_x = -\frac{1}{2} e^{i\frac{\pi}{4}} e^{\left(-\frac{i \left(c_x-V_x\right)^2}{4\xi B}\right)t} \sqrt{\frac{\pi}{\xi B t}}.
\]

Applying the same process to the other contour yields

\[
Q_x = e^{i\frac{\pi}{4}} e^{\left(-\frac{i \left(c_x-V_x\right)^2}{4\xi B}\right)t} \sqrt{\frac{\pi}{\xi B t}}.
\]

**Appendix C.4.2. Evaluation of \(Q_z\) sub-integral**

The structure of the integral \(Q_z\) is identical to that of \(Q_x\) with \(z\) instead of \(x\). Therefore,

\[
Q_z = e^{i\frac{\pi}{4}} e^{\left(-\frac{i \left(c_z-V_z\right)^2}{4\xi B}\right)t} \sqrt{\frac{\pi}{\xi B t}}.
\]

**Appendix C.4.3. Evaluation of \(W_x\) sub-integral**

The sub-integral \(W_x\) is

\[
W_x = \int_{-\infty}^{\infty} e^{\left(-i\xi B k_x^2 + i\left(V_x - c_x\right)k_x\right)t} dk_x.
\]

The integrand of (C.43) is expressed in the following form,

\[
W_x = \int_{-\infty}^{\infty} e^{i(\Phi(k_x))t} dk_x
\]

where

\[
\Phi = -\xi B k_x^2 + \left(V_x - c_x\right)k_x, \quad V_x = \frac{x}{t}.
\]

The derivatives of \(\Phi\) are

\[
\frac{d\Phi}{dk_x} = -2\xi B k_x + (V_x - c_x),
\]

\[
\frac{d^2\Phi}{dk_x^2} = -2\xi B.
\]

The function \(\Phi\) has a second order saddle point, \(k_s\) at

\[
k_s = \frac{(V_x - c_x)}{2\xi B}, \quad V_x = \frac{x}{t}
\]

Note that, for any velocity ray, the saddle point is purely real. A typical integration contour takes the form of Fig C.16 centered on the saddle point \(k_s\).
Because there are no poles enclosed in either contour, the following must be true from Cauchy’s theorem:

\[
0 = \int_{C_{1a}} e^{i\phi} dk_x + \int_{C_3} e^{i\phi} dk_x + \int_{C_4} e^{i\phi} dk_x, \quad (C.49)
\]

\[
0 = \int_{C_{1b}} e^{i\phi} dk_x + \int_{C_2} e^{i\phi} dk_x + \int_{C_{3b}} e^{i\phi} dk_x. \quad (C.50)
\]

Additionally,

\[
W_x = \lim_{R \to \infty} \left[ \int_{C_{1a}} e^{i\phi} dk_x + \int_{C_{1b}} e^{i\phi} dk_x \right]. \quad (C.51)
\]

Therefore, \( W_x \) can be evaluated as

\[
W_x = \lim_{R \to \infty} \left[ -\int_{C_2} e^{i\phi} dk_x - \int_{C_{3a}} e^{i\phi} dk_x - \int_{C_2} e^{i\phi} dk_x - \int_{C_{3b}} e^{i\phi} dk_x \right]. \quad (C.52)
\]

The evaluation of Eq. (C.52) is done with the same process as applied in Section Appendix C.4.1, except that the angles \( \gamma_1 \) and \( \gamma_2 \) in Fig. C.16 lie in the ranges of

\[
\gamma_1 \in \left[ \frac{\pi}{2}, \pi \right], \quad \gamma_2 \in \left[ \frac{3\pi}{2}, 2\pi \right]. \quad (C.53)
\]

Applying the same method as for \( Q_x \), the integrals evaluate to

\[
W_x = -e^{\frac{3\pi}{4}} e^{i\left(V_{x1x} - \epsilon_x\right)^2 t} \sqrt{\frac{\pi}{\xi Bt}}. \quad (C.54)
\]
Appendix C.4.4. Evaluation of $W_z$ sub-integral

The structure of the integral $W_z$ is identical to that of $W_x$ with $z$ instead of $x$. Therefore,

$$W_z = -e^{i\frac{3\pi}{4}}e^{-\frac{(V_x-e_x)^2}{4\pi B t}}\sqrt{\frac{\pi}{\xi B t}}$$  \hspace{1cm} (C.55)

Appendix D. Supplemental Material: 2D-CMH: Analysis

Appendix D.1. The effect of initial conditions on the stability of 2D-CMH solutions

Following the same steps as in Section Appendix D.2, the following is obtained for the solution to Eq. 22 in the algebraic domain (the inverse Laplace transform is not necessary for this step),

$$\hat{H} = \frac{(A + U_0) + sH_0 + \eta H_0}{s^2 + \eta s + \eta^2}, \quad \eta = k_x^2 + k_z^2.$$

Note that the forcing amplitude $A$ and the initial height disturbance $U_0$ have the exact same effect.

Appendix D.2. Development of the Fourier Inversion Integral for 2D-CMH operator

Taking Fourier transforms in $x$ and $z$ are taken of the 2D-CMH operator –Eq. (22)– yields a second order ordinary differential equation of the Fourier transformed variable, $\hat{h}_{xz}(t)$.

$$\frac{d^2 \hat{h}_{xz}}{dt^2} + \left(\eta + B\right)\frac{d\hat{h}_{xz}}{dt} + \left(\eta^2 + B^2\right)\hat{h}_{xz} = A\delta(t).$$

\hspace{1cm} (D.2)

$$\hat{h}_{xz}(0) = 0, \quad \frac{d\hat{h}_{xz}}{dt}(0) = 0, \quad \eta = k_x^2 + k_z^2.$$

\hspace{1cm} (D.3)

Note that, in this construction, $\eta$ is always real and non-negative. Eq. (D.2) is evaluated through a Laplace transform to yield the Fourier inversion integrals:

$$h(x, z, t) = \frac{A}{2\pi^2\sqrt{3}}\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (e^{-\frac{\eta}{2}t}) \frac{\sin\left(\frac{\sqrt{3}}{2}\sqrt{3t}\right)}{\eta} e^{ik_x V_x t} e^{ik_z V_z t} dk_x dk_z,$$

\hspace{1cm} (D.4)

$$\eta = k_x^2 + k_z^2, \quad V_x = \frac{x}{t}, \quad V_z = \frac{z}{t}.$$

Appendix D.3. Transformation of inversion integral into polar coordinates

Eq. (D.4) is converted into polar coordinates using the following definitions:

$$\xi = \sqrt{k_x^2 + k_z^2}, \quad k_x = \xi \cos(\theta), \quad k_z = \xi \sin(\theta), \quad dk_x dk_z = \xi d\xi d\theta.$$  \hspace{1cm} (D.5)

Letting $B = \cos(\theta)V_x + \sin(\theta)V_z$ gives us

$$h(x, z, t) = \frac{A}{2\pi^2\sqrt{3}} \int_{0}^{\infty} \frac{\sin\left(\frac{\sqrt{3}}{2}\xi^2 t\right)}{\xi} e^{-\xi^2 t} \left(\int_{0}^{2\pi} e^{iB\xi t} d\theta\right) d\xi.$$  \hspace{1cm} (D.6)
Once the equation is in this form, the inner integral in \( \theta \) can be evaluated followed by that of the outer integral in \( \xi \).

**Appendix D.3.1. Evaluation of \( \theta \) integral for the special case of \( V_z/V_x = 0 \)**

In order for the saddle points –Eq. (B.6)– to lie on the ends of the integration contour, \( V_z/V_x = 0 \). This is the case when either \( V_z \) is zero and \( V_x \) is non-zero or when \( V_x \) goes to infinity for finite \( V_z \). Note here that, in this limit, the term \( \hat{V} = \sqrt{V_x^2 + V_z^2} \) is equivalent to \( V_x \).

![Figure D.17: Re[\( \phi \)] vs Re[\( \theta \)] and Im[\( \theta \)]. The integral of interest is marked with a dotted line running between \( \theta = 0 \) and \( \theta = 2\pi \). Saddle points at \( \theta_s = 0, \pi, 2\pi \) are marked with (●). Two closed contours are established which each contain a portion of the integral of interest. Each saddle point is at the maximum value of the contour, with each contour closing as Im[\( \theta \)] → ±\( \infty \) which equates to Re[\( i\Phi \)] → −\( \infty \). Each contour will be generalized as two triangles in Figure D.18.](image)

For the following analysis, the contours are represented schematically as two triangles as shown below.
Figure D.18: simplified schematic of Figure D.17. The integration contour for equation (B.3) is given by the sub-contours $I_A$, $I_B$. The remaining sub-contours serve to form two closed contours, $A$ and $B$. The points $\theta_{S_1}$, $\theta_{S_2}$, and $\theta_{S_3}$ are three saddle points which lie on the integration contour. Note that the saddles lie at $\theta = (0, \pi, 2\pi)$ when $V_z/V_x = 0$ as per equation (B.6).

Because there are no poles in or on the contours, each closed contour $A$ and $B$ can be written as

$$0 = I_A + I_B + I_C,$$

(D.7)

$$0 = I_A + I_B + I_C.$$

(D.8)

Unlike the case in Appendix B.2, none of the contours can be neglected as time gets large. The integral $I_\theta$ can be evaluated as

$$I_\theta \sim -I_{AB} - I_{AC} - I_{BC} - I_{BC} \quad \text{as } t \to \infty.$$

(D.9)

Eq. (D.9) is evaluated through the same method as Eq. (B.12). Doing so yields

$$I_\theta \sim 2 \left( \cos \left( V_x \xi t - \frac{\pi}{4} \right) \right) \sqrt{\frac{2\pi}{V_x \xi t}},$$

(D.10)

which is equivalent to Eq. (25).

**Appendix D.3.2. Conversion of $\xi$ integral into alternative integral $J$ for evaluation**

From Eq. (27), we have
\[ h \bigg|_{\tilde{V} \neq 0} \sim \frac{A}{2\pi^2\sqrt{3}} \int_0^\infty \frac{\sin\left(\frac{\sqrt{3}}{2} \xi^2 t\right)}{\xi} e^{-\frac{\xi^2}{2}} \left( 2 \cos\left(\xi \tilde{V} t - \frac{\pi}{4}\right) \sqrt{\frac{2\pi}{V \xi t}} \right) d\xi \quad \text{as } t \to \infty, \quad (D.11) \]

where \( \tilde{V} = \sqrt{V_x^2 + V_z^2} \). Let \( U = \xi^2 t, \, dU = 2\xi t d\xi \), and thus

\[ h \bigg|_{\tilde{V} \neq 0} \sim \left(\frac{2\pi}{\sqrt{V_x^2 t^4}}\right) \int_0^\infty \frac{\sin\left(\frac{\sqrt{3}}{2} U\right)}{U^{\frac{5}{4}}} e^{-\frac{U}{2}} \cos \left(\hat{V}(Ut)^{\frac{1}{2}} - \frac{\pi}{4}\right) dU \quad \text{as } t \to \infty. \quad (D.12) \]

Rewriting the cosine as the real part of a complex exponential, we obtain

\[ h \bigg|_{\tilde{V} \neq 0} \sim \left(\frac{2\pi}{\sqrt{V_x^2 t^4}}\right) \int_0^\infty \frac{\sin\left(\frac{\sqrt{3}}{2} U\right)}{U^{\frac{5}{4}}} e^{-\frac{U}{2}} \Re \left[ e^{i(\hat{V}(Ut)^{\frac{1}{2}} - \frac{\pi}{4})} \right] dU \quad \text{as } t \to \infty, \quad (D.13) \]

which can be rearranged as

\[ h \bigg|_{\tilde{V} \neq 0} \sim \left(\frac{2\pi}{\sqrt{V_x^2 t^4}}\right) \Re \left[ e^{(-i\frac{\pi}{4})} \int_0^\infty \frac{\sin\left(\frac{\sqrt{3}}{2} U\right)}{U^{\frac{5}{4}}} e^{-\frac{U}{2}} e^{i(\hat{V}(Ut)^{\frac{1}{2}})} dU \right] \quad \text{as } t \to \infty. \quad (D.14) \]

The result is Eqs. (31) and (32), and is transcribed below for completeness.

\[ h \bigg|_{\tilde{V} \neq 0} \sim \frac{A}{2\pi^2\sqrt{3}} \left(\frac{2\pi}{\sqrt{V_x^2 t^4}}\right) \Re \left[ e^{(-i\frac{\pi}{4})} J(\hat{V}, t) \right] \quad \text{as } t \to \infty. \quad (D.15) \]

\[ J(\hat{V}, t) = \int_0^\infty \frac{\sin\left(\frac{\sqrt{3}}{2} U\right)}{U^{\frac{5}{4}}} e^{-\frac{U}{2}} e^{i(\hat{V}(Ut)^{\frac{1}{2}})} dU \quad (D.16) \]

**Appendix D.3.3. Evaluation of integral J**

Starting from Eq. (D.16), we complexify the sine and separate it into two integrals, \( J_1 \) and \( J_2 \) according to Eq. (33) but transcribed here for reference,

\[ J_1 = \int_0^\infty \frac{\sin\left(\frac{\sqrt{3}}{2} W^2\right)}{W^2} e^{-\frac{W^2}{2}} \cos(WS) dW, \quad (D.17) \]

\[ J_2 = \int_0^\infty \frac{\sin\left(\frac{\sqrt{3}}{2} W^2\right)}{W^2} e^{-\frac{W^2}{2}} \sin(WS) dW, \quad (D.18) \]
where \( W = \sqrt{U} \) and \( S = \sqrt{V^2 + t} \). In order to evaluate (D.17), it is first differentiated with respect to \( S \), complexified, and broken into two integrals

\[
\frac{dJ_1}{dS} = -\frac{(I_1 - I_2)}{2i}, \tag{D.19}
\]

\[
I_1 = \int_0^\infty \frac{e^{i\left(\frac{\sqrt{3}}{2}W^2\right)}}{W^{1/2}} e^{-\frac{w^2}{4}} \sin(WS) dW, \tag{D.20}
\]

\[
I_2 = \int_0^\infty \frac{e^{-i\left(\frac{\sqrt{3}}{2}W^2\right)}}{W^{1/2}} e^{-\frac{w^2}{4}} \sin(WS) dW. \tag{D.21}
\]

From WolframAlpha [21]

\[
I_1 = \frac{\pi S^2 e^{-\frac{S^2}{8A_1}} I_\frac{1}{2}\left(\frac{S^2}{8A_1}\right)}{2\sqrt{2A_1}}, \tag{D.22}
\]

\[
I_2 = \frac{\pi S^2 e^{-\frac{S^2}{8A_2}} I_\frac{1}{2}\left(\frac{S^2}{8A_2}\right)}{2\sqrt{2A_2}}, \tag{D.23}
\]

where

\[
A_1 = \frac{1}{2} - i\frac{\sqrt{3}}{2}, \quad A_2 = \frac{1}{2} + i\frac{\sqrt{3}}{2}. \tag{D.24}
\]

Therefore,

\[
\frac{dJ_1}{dS} = -\frac{\pi S^2}{4i\sqrt{2}} \left( \frac{e^{-\frac{S^2}{8A_1}} I_\frac{1}{2}\left(\frac{S^2}{8A_1}\right)}{\sqrt{A_1}} - e^{-\frac{S^2}{8A_2}} I_\frac{1}{2}\left(\frac{S^2}{8A_2}\right) \frac{S^2}{\sqrt{A_2}} \right). \tag{D.25}
\]

The solution \( J_1 \) can be extracted from Eq. (D.25) by integration as

\[
J_1 = \int_s^\infty \frac{dJ_1}{dS} \bigg|_{S=\Omega} d\Omega. \tag{D.26}
\]

Note that, in order to evaluate this integral, the modified Bessel functions of the first kind are replaced with their asymptotic expansions for large arguments given by Eq. (34). The resulting integrand is then integrated by parts to yield the asymptotic behaviour of \( J_1 \) at large \( S \). In order to evaluate (D.18), it is complexified and broken into two integrals

\[
J_2 = \frac{J_{21} - J_{22}}{2i}. \tag{D.27}
\]
\[ J_{21} = \int_0^\infty \frac{e^{\left(i \frac{\sqrt{3}}{2} W^2\right)}}{W^{\frac{3}{2}}} e^{-\frac{W^2}{2}} \sin(WS) dW, \quad (D.28) \]

\[ J_{22} = \int_0^\infty \frac{e^{-\left(i \frac{\sqrt{3}}{2} W^2\right)}}{W^{\frac{3}{2}}} e^{-\frac{W^2}{2}} \sin(WS) dW. \quad (D.29) \]

From WolframAlpha [22],

\[ \int_0^\infty \xi^{-\frac{3}{2}} e^{-A\xi^2} \sin(B\xi) d\xi = \frac{\pi B^{\frac{3}{2}} e^{-\frac{B^2}{8A}} \left(I_{-\frac{1}{4}} \left(\frac{B^2}{8A}\right) + I_{\frac{3}{4}} \left(\frac{B^2}{8A}\right)\right)}{2\sqrt{2A}}, \quad (D.30) \]

As before, we write

\[ A_1 = \frac{1}{2} - i \frac{\sqrt{3}}{2}, \quad A_2 = \frac{1}{2} + i \frac{\sqrt{3}}{2}. \quad (D.31) \]

The solutions to Eqs. (D.28) and (D.29) are

\[ J_{21} = \frac{\pi S^{\frac{3}{2}} e^{-\frac{S^2}{8A_1}} \left(I_{-\frac{1}{4}} \left(\frac{S^2}{8A_1}\right) + I_{\frac{3}{4}} \left(\frac{S^2}{8A_1}\right)\right)}{2\sqrt{2A_1}}, \quad (D.32) \]

\[ J_{22} = \frac{\pi S^{\frac{3}{2}} e^{-\frac{S^2}{8A_2}} \left(I_{-\frac{1}{4}} \left(\frac{S^2}{8A_2}\right) + I_{\frac{3}{4}} \left(\frac{S^2}{8A_2}\right)\right)}{2\sqrt{2A_2}}. \quad (D.33) \]

Eqs. (D.32) and (D.33) are combined in Eq. (D.27) to yield

\[ J_2 = \frac{\pi S^{\frac{3}{2}}}{4i\sqrt{2}} \left( e^{-\frac{S^2}{8A_1}} \sqrt{\frac{\left(\frac{S^2}{8A_1}\right)}{\sqrt{A_1}}} - e^{-\frac{S^2}{8A_2}} \sqrt{\frac{\left(\frac{S^2}{8A_2}\right)}{\sqrt{A_2}}} \right). \quad (D.34) \]

Appendix D.3.4. Cancellation of leading order terms of Bessel expansion in evaluation of J integral

Equations (D.26) and (D.34) are evaluated using just the leading order terms of the Bessel expansion –Eq. (34)– leading to the following result

\[ J \sim \frac{2}{\sqrt{2\pi}} \left( C_1 S^{-\frac{3}{2}} + C_2 S^{-\frac{7}{2}} + C_3 S^{-\frac{15}{2}} \right) \text{ as } S \to \infty. \quad (D.35) \]

The solution \( J \) is written in terms of the aggregate constants

\[ C_1 = \frac{\sqrt{\frac{2}{3}}}{b F_1 + ib(F_1 + G_1)}, \quad (D.36) \]
\[ C_2 = -\frac{2\sqrt{2}}{7} b F_2 - 2i ab(F_2 + G_2). \] (D.37)

\[ C_3 = -\frac{4\sqrt{2}}{15} (a^3 b - ab^3) F_4 - i(4a^3 b - 4ab^3)(F_4 + G_4), \] (D.38)

\[ a = \frac{1}{2}, \quad b = \frac{\sqrt{3}}{2} \] (D.39)

where the coefficients \( F_n \) and \( G_n \) are defined recursively as:

\[ F_1 = (\frac{1}{4} - 1), \quad F_2 = F_1(\frac{1}{4} - \frac{9}{2}), \quad F_3 = F_2(\frac{1}{4} - \frac{25}{3}), \quad F_4 = F_3(\frac{1}{4} - \frac{49}{4}), \] (D.40)

\[ G_1 = (\frac{9}{4} - 1), \quad G_2 = G_1(\frac{9}{4} - \frac{9}{2}), \quad G_3 = G_2(\frac{9}{4} - \frac{25}{3}), \quad G_4 = G_3(\frac{9}{4} - \frac{49}{4}). \] (D.41)

As a note, the terms which contained just \( F_3 \) and \( G_3 \) cancel out exactly. As stated in Eq. 36,

\[ \Re \left[ e^{-i\frac{\pi}{4}} C_1 \right] = \Re \left[ e^{-i\frac{\pi}{4}} C_2 \right] = \Re \left[ e^{-i\frac{\pi}{4}} C_3 \right] = 0. \] (D.42)

Therefore, we can conclude that \( \Re[e^{-i\frac{\pi}{4}} J] = 0 \) if only the leading order terms are considered.

**Appendix D.3.5. Relevant terms of Bessel expansion to evaluate of \( J \) integral**

Equations (D.26) and (D.34) are evaluated using just the sub-dominant terms of the Bessel expansion –Eq. (34)–, and substituted into Eq. (33) to yield

\[ J \sim \sqrt{2\pi} e^{i\frac{\pi}{4}} \left( \sin \left( \frac{\sqrt{3}}{8} S^2 \right) + \sqrt{3} \cos \left( \frac{\sqrt{3}}{8} S^2 \right) - i \cos \left( \frac{\sqrt{3}}{8} S^2 \right) + i\sqrt{3} \sin \left( \frac{\sqrt{3}}{8} S^2 \right) \right) S^{-\frac{3}{2}} e^{-\frac{s^2}{8}} \]

\[ + O \left( S^{-\frac{5}{2}} e^{-\frac{s^2}{8}} \right) \text{ as } S \to \infty, \] (D.43)

where \( S = \sqrt{\hat{V}^2 t} \) and \( \hat{V} = \sqrt{V_x^2 + V_z^2} \)