Novel ensemble collaboration method for dynamic scheduling problems
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ABSTRACT
Dynamic scheduling problems are important optimisation problems with many real-world applications. Since in dynamic scheduling not all information is available at the start, such problems are usually solved by dispatching rules (DRs), which create the schedule as the system executes. Recently, DRs have been successfully developed using genetic programming. However, a single DR may not efficiently solve different problem instances. Therefore, much research has focused on using DRs collaboratively by forming ensembles. In this paper, a novel ensemble collaboration method for dynamic scheduling is proposed. In this method, DRs are applied independently at each decision point to create a simulation of the schedule for all currently released jobs. Based on these simulations, it is determined which DR makes the best decision and that decision is applied. The results show that the ensembles easily outperform individual DRs for different ensemble sizes. Moreover, the results suggest that it is relatively easy to create good ensembles from a set of independently evolved DRs.
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• Computing methodologies → Planning and scheduling.
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1 INTRODUCTION
Scheduling is an essential part of many real-world processes, which are directly affected by the quality of the schedules created. As a result, much of the research has focused on studying various scheduling problems and methods to achieve the best possible results. Most scheduling problems are NP-hard, which makes it difficult to obtain optimal solutions in a reasonable time [21]. As a result, scheduling problems are usually solved using various heuristic methods. However, many scheduling problems are also dynamic in nature, which means that not all problem properties are known at the beginning, but become available only during the execution of the system. This complicates the application of standard search based methods, such as genetic algorithms. Dispatching rules (DRs) have therefore become the method of choice for dynamic scheduling problems.

DRs are simple heuristics that iteratively construct the schedule [39]. At each decision point, they only determine which job should be executed next. Thus, as new jobs are released into the system or other changes occur, these rules can easily adapt to such situations. Since manual development of good DRs is difficult, research has been done on automatic development of DRs in recent years. In these studies, genetic programming (GP) [23] has emerged as the method of choice for automatic development of new DRs, as it was demonstrated that the rules generated by GP outperform the best manually developed DRs in most cases.

However, there is a limit to how good results only a single DR can achieve. This is a direct consequence of the No Free Lunch theorem [31], which states that no one method can achieve the best results on all problems. Therefore, it is also impossible for GP to develop a single DR that will produce good results on all problem instances it may encounter. Many studies have focused on improving the performance of individual DRs [5, 12], but such a rule will still perform poorly on some instances. Therefore, several studies have focused on investigating methods for multiple DRs to collaborate in solving a problem [6, 20, 27]. The motivation for such a research direction is that if a single DR cannot always make the best decisions, perhaps a collection of DRs making decisions together can produce better results.
Most studies that addressed the idea of using multiple DRs together used them in the form of ensembles. Although various ensemble learning methods have been proposed and used in the literature [3, 27], all studies showed that ensembles of DRs performed significantly better than individual DRs. This in turn motivated several follow-up studies that looked more deeply into the problem of designing ensembles.

In this study, we explore a slightly different way in which DRs forming an ensemble can work together, which differs in some aspects from the standard ensembles in the literature. More specifically, the DRs contained in the ensemble work together to solve a problem instance, but unlike standard ensembles where the independent decisions of all rules are aggregated, in these ensembles the decisions of all the rules are simulated individually. This means that each time a decision needs to be made, all the rules in the ensemble are evaluated and their decisions are assessed. The best decision is then applied to the schedule. In this way, the ensemble tries to select the best available decision and apply it to the schedule. The specific objectives of this study can be summarised as follows:

1. Design a novel approach in which the DRs in an ensemble work together.
2. Construct ensembles of DRs and apply the proposed collaboration approach to study their performance.
3. Analyse various aspects of the proposed ensemble collaboration method.

The remainder of the paper is organised as follows. Section 2 provides a literature review. Section 3 describes the description on the unrelated machines environment, and the application of GP to develop DRs for this environment. The proposed ensemble method is described in Section 4. Section 5 describes the experimental setup and outlines the results obtained. The conclusion and future work directions are outlined in Section 7.

2 RELATED WORK

From the first works that focused on the automatic generation of DRs for different environments such as single machines [2] and job shop [9, 11], a large number of studies in this area have been published to date [1, 13]. Several areas of automated dispatching rule design have been extensively researched, such as multiobjective optimisation [14, 15, 27, 37], application of surrogate models [16, 34], and feature selection [35, 38]. In recent years, there have also been some new research directions, which include multitask GP [32, 36], improving selection mechanisms in algorithms and operators [10, 22, 33], considering additional scheduling properties [6, 8, 19], and generating initial populations of a genetic algorithm with automatically generated DRs [30].

In addition to the above research directions, the creation of ensembles of DRs represents another goal that has been intensively studied in the literature. One of the first studies on the creation of ensembles of DRs for the static job shop environment was conducted in [20]. The authors use the cooperative coevolution algorithm. The algorithm contains the same number of subpopulations as there are elements in the ensemble, and each subpopulation is used to evolve a single DR for the ensemble. The DRs of the individual populations interact only when evaluated as an ensemble. In [17], the authors apply a multilevel genetic programming method to evolve ensembles. This method did not achieve better results than the method of [20], but it evolved ensembles in less time. In [7], the authors propose NELLI-GP, an ensemble learning method for generating heuristic ensembles. The results show that the proposed method performs better than previous approaches. In [18], the authors investigate different ensemble combination schemes, including linear combination, weighted linear combination, majority voting, and weighted majority voting. The results show that the linear combination scheme generally achieves the best performance.

In [26], the authors compared 4 methods for constructing ensembles of DRs for the unrelated machines environment, including BagGP, BoostGP, cooperative coevolution, and the simple ensemble combination (SEC) method. The results showed that most of the obtained ensembles performed significantly better than individual DRs. Additional analysis revealed that the best results were obtained by ensembles with smaller size. For all tested methods, SEC mostly created the best ensembles. Since SEC is a simpler method compared to the other tested approaches, this motivated the authors to perform a more thorough analysis of the method, especially considering different ways to construct the ensembles [28]. This study also showed that, even when using different ensemble construction methods, it was possible to obtain good ensembles in a short time. The ensemble approaches from [27] were also applied to the resource constrained project scheduling problem (RCPSP) [24]. In this work, it was shown that using ensembles it was again possible to improve the results compared to single DRs. Moreover, for this problem the SEC method also achieved the best overall results.

In [6], the authors propose a novel type of ensemble collaboration which they apply to solve the one machine problem with variable capacity. Since the considered problem is static in nature, i.e., all information about it is known in advance, the authors outline that it is possible to solve the problem instances with a selected set of DRs and then choose the best solution for each instance. The authors use a genetic algorithm to determine the best ensemble of DRs, and show that such ensembles significantly improve results over individual DRs. These ensembles are further investigated in [4], where the authors analyse the obtained ensembles and compare ensembles created from the ATC rule and from GP generated DRs. The results show that ensembles created from automatically generated DRs perform better than those obtained from the ATC rule. Finally, in [3], the authors investigate different methods for creating ensembles from DRs, namely an iterated greedy method, local search, and a memetic algorithm. The results show that all methods construct ensembles of good quality, with the memetic algorithm achieving the best ensembles overall.

Apart from their application in scheduling, ensembles of heuristics generated by GP have also been used for the capacitated arc routing problem, where they were considered to evolve smaller and more interpretable rooting policies without reducing their performance.
3 BACKGROUND

3.1 Unrelated machines environment

The unrelated machines environment represents an important scheduling problem that arises in many real-world applications such as manufacturing, cloud environments, and the like [21]. This problem consists of $n$ jobs and $m$ machines, where each job $j$ must be assigned to a particular machine $i$. Each job has the following properties:

- processing time ($p_{ij}$) - time needed to execute job $j$ on machine $i$.
- release time ($r_j$) - time when job $j$ will be released in the system.
- due date ($d_j$) - time by which job $j$ must be executed.
- weight ($w_j$) - importance of job $j$.

The aforementioned properties are taken into account when creating a schedule for a given problem, since they have a direct impact on the quality of the schedule, depending on which criterion is optimised. In this study, the total weighted tardiness (TWT) criterion is to be minimised. TWT is defined as $TWT = \sum_j w_j \max(C_j - d_j, 0)$, where $C_j$ represents the completion time of job $j$. Thus, minimising this criterion reduces the time that jobs spend executing after their due date. The problem described can be classified as finding a schedule for a given problem, since they have a direct impact on the quality of the schedule, depending on which criterion is optimised.

In addition to the above properties of the problem, another important property of the considered problem is that it is dynamic. This means that until a job is released in the system, no information about it is known. Moreover, it is also not known when a job will be released into the system. Therefore, at each decision point, the decision can only be made based on the jobs that have been released so far, and no information about the future of the system can be used. This feature makes DRs a suitable choice for solving such problems.

3.2 Designing DRs with GP

DRs usually consist of two parts, a schedule generation scheme (SGS) and a priority function (PF). The SGS is tasked with constructing the entire schedule, i.e., determining at which point a scheduling decision should be made and which jobs and machines should be considered for that decision point. The SGS used in this study is denoted in Algorithm 1 [40]. This SGS performs a decision every time at least one job and one machine are available. At that moment, it determines which job should be scheduled on which machine. For this purpose, it uses a PF that assigns a numeric value to each job-machine pair. The pair that receives the lowest value is selected and the corresponding job is then scheduled on the selected machine. However, the job is scheduled only if the selected machine is free. Otherwise, the job is skipped and the next one is scheduled. The entire process is repeated as long as there are jobs left.

Since the PF determines the order in which jobs are scheduled, it is an important aspect of DR. Although several good PFs have been designed manually, such as those used in the ATC or COVERT DRs, it has been shown that automatically generated DRs can outperform them. For this reason, GP is often used to automatically design PFs that are appropriate for the problem under consideration. Thus, the most important part of adapting GP for such a problem is selecting the appropriate set of terminal and function nodes. The set of terminal nodes used is given in Table 1. The function set, on the other hand, consists of the addition, subtraction, multiplication, division (implemented as a protected division that returns 1 if the division by 0 occurs), and positive (unary operator that returns 0 if the argument is negative) operators. Both sets were selected based on previous studies [29].

4 ENSEMBLE COLLABORATION METHOD

From the literature review, it appears that DRs in the ensemble were used to collaborate in two different ways to solve different scheduling problems. In the first way, the ensembles are used to jointly make decisions during the scheduling process [20, 27, 28]. This means that all DRs included in the ensemble are evaluated at each decision point and then a single decision is made based on their individual decisions. To combine these decisions, different ensemble combination methods, such as linear combination or majority voting, can be used. On the other hand, in the second type of ensembles [3, 4, 6], each rule is applied individually to the problem instance and in the end the best solution among the rules included in the ensemble is selected as the final solution. However, such a method is only applicable in the case of static scheduling conditions, since all information about the system must be known in advance.

From the preceding description, it is clear that both types of ensembles are motivated by the fact that no single DR can perform...
well on all problems, but the way the rules of the ensembles work together is different. While the first type of ensembles has been used under both static and dynamic conditions, the second type of ensembles has only been used for static problems due to their unique characteristics. However, the concept of executing rules in parallel and selecting the best result would also be interesting to consider in dynamic environments as well.

In dynamic scheduling environments, the DR does not have the information about which jobs will arrive in the future. However, when jobs are released, they wait to be scheduled until a machine becomes free. Therefore, it is to be expected that as the system runs, a certain number of jobs will accumulate in the queue, waiting for the moment when they are selected for scheduling. Traditional DRs operate in such a way that, based on the current status, they schedule a job only for the available machine and wait again when a machine becomes free. Therefore, an ensemble could be defined so that all DRs in it suggest which job should be scheduled next. However, instead of combining these decisions into one, a method can be used to determine how good a decision each rule made. The simplest method would be to determine how each decision affects the optimised criterion and select the one that results in the smallest increase in the optimised criterion. However, using only a single job to determine how good a decision is can lead to poor decisions. Therefore, each rule can be used to simulate not only the scheduling of the next job, but rather all currently released jobs under the assumption that no new jobs will be released in the future. In this way, it would be possible to get a more accurate approximation of how the next decision might affect the quality of the schedule in the future and how well each DR performs under current system conditions. It must be emphasised that no job is actually scheduled during this process, but rather the behaviour of each DR is merely simulated with the current system condition. Only when the DR with the best decision has been determined on the basis of the simulation is this decision implemented in the real schedule.

Based on the previous description, we propose an ensemble collaboration method that uses multiple DRs in parallel to build the schedule. Algorithm 2 gives an overview of the proposed ensemble collaboration method, which is similar to the standard SGS. The main difference is that at each decision point, each DR in the ensemble is used to create the schedule considering only the currently released jobs. It should be noted that the DRs here only simulate the schedule and that no jobs are actually scheduled in the real system. After running the simulations of all the rules, the rule that gave the best objective value in the simulation is selected. This rule is then used to make the scheduling decision at the current time. It should be emphasised that the rule schedules only a single job, and then moves to the next decision point where the entire procedure is repeated. Therefore, any new jobs released between these two decision points are also considered in the next decision point, which means that the procedure is suitable for dynamic environments.

Although not explicitly stated in the algorithm, there is a parameter that can be used to change the behaviour of the proposed method. As mentioned in the previous descriptions, the approximation how good a DR is at the current time can be done by considering a different number of currently released jobs. Although this parameter can be set to any value, in this study we will examine only the two extreme values, namely by scheduling only the next job and evaluating its impact on the schedule, and scheduling all released jobs and evaluating the performance of such a schedule. The first method is referred to as EDR-S, while the second method is referred to as EDR-M.

Based on the previous descriptions, it can be seen that the proposed ensemble collaboration method has certain similarities with the rollout heuristic [25]. At each decision point, the rollout heuristic considers all possible decisions, but to evaluate how good each of these decisions is, it uses a DR, to approximate the rest of the schedule. For this reason, the method is only applicable in static scheduling environments. The proposed ensemble collaboration method can be considered as a particular way of combining ensembles and the rollout heuristic, since it uses multiple DRs from ensembles at once to approximate the rest of the schedule similarly to the rollout heuristic. By combining these two concepts, it was possible to develop a method that is now applicable to dynamic environments.

An open question is still how to construct the ensembles. The advantage of the proposed approach is that most of the methods proposed in previous studies can be used to construct such ensembles. Since in this study we mainly focus on demonstrating the effectiveness of using the proposed ensemble collaboration method, the SEC method is used because of its simplicity, but also because of its ability to construct better ensembles than other more sophisticated methods [27]. SEC is applied using the random construction method. This method construct $p$ ensembles, where $p$ is a user-specified parameter, where each of the ensembles is constructed by randomly selecting $e$ DRs from the pool of available rules [28]. Here $e$ represents the size of the ensemble to be constructed and is also a user-specified parameter.

### 5 EXPERIMENTAL STUDY

#### 5.1 Setup

To develop rules, create ensembles, and evaluate their efficiency, a problem set of 180 instances was used. These instances contain between 12 and 100 jobs, and between 3 and 10 machines. In addition, the due dates for each instance were generated with different parameters, resulting in instances with different levels of difficulty. The instances are divided into 3 independent sets, the test set, the validation set and the training set. The training set is used by GP to develop new DRs. More specifically, GP is executed 50 times, and
the best individual from each execution is stored. These DRs are used to create ensembles with the SEC method using the validation set. Finally, the test set is used to measure the quality of the created DRs and ensembles. All values mentioned in this section were obtained using this set.

For the development of DRs, the steady-state algorithm GP with a 3-tournament selection is used. The parameters of the algorithm are listed in Table 2. Since multiple operators are used for crossover and mutation, one is randomly selected from the set of defined operators each time such an operator needs to be applied. After 50 DRs have been developed, the SEC method uses them as building blocks for constructing the ensembles. The parameters that must be specified for the SEC method are the number of DRs constructed per execution and the size of the constructed ensembles. For the number of constructed ensembles, the values 100, 500, 1000, 5000, 10000, and 20000 are used. For the ensemble size, the initial tests are performed with sizes 3, 5, and 7. The SEC method is executed 30 times to obtain statistically significant results. From each execution, the best ensemble obtained on the validation set is saved and evaluated on the test set. The tables then show the minimum, median and maximum values of these 30 runs.

To test whether significant differences exist between the different parameter values, the Kruskal-Wallis test is used. The Bonferroni correction method is in post-hoc analysis. In addition, the Mann-Whitney test is used for individual pairwise comparisons. Results are considered significantly different if a p-value of less than 0.05 is obtained.

### 5.2 Results

Table 3 shows the results for three selected ensemble sizes using the EDR-S method. The results show that there is little difference between ensembles created using the SEC method with different numbers of constructed ensembles. This shows that even a smaller number of ensembles is sufficient to find those that perform better than individual DRs. The best overall results were obtained with the construction of 1000 ensembles of size 5. The statistical test showed that, in general, there was no significant difference between the results obtained using the SEC method with different numbers of constructed ensembles. However, in all cases significantly better results were obtained compared to individual DRs. Thus, it can be concluded that the SEC method can produce ensembles that are better than individual rules, even with a small number of samples.

Table 4 shows the results obtained with the EDR-M method. The table shows that the results obtained with the different number of constructed ensembles for the SEC method are quite similar. As in the previous method, the best overall median value is again obtained for the ensemble of size five, but this time constructed with SEC-500. However, the statistical test showed that for all three ensemble sizes there is no significant difference between the results obtained for the different SEC parameter values. Nevertheless, in all cases, the SEC method produced ensembles that were significantly better than the individual DRs.

To get a better idea of how the two tested methods compare, Figure 1 shows the results for them grouped by the different ensemble sizes. In this figure, S-SEC denotes the variant of SEC that uses the EDR-S method to evaluate ensembles, and M-SEC denotes the variant that uses the EDR-M method. For ensembles of size 3, it can be seen that there is not much difference between the methods for the number of ensembles constructed. However, the situation is different for the two larger ensembles. In these cases, we can see a significant difference between the results of the two methods. For ensemble size 5, EDR-M achieves significantly better results for all experiments except when 1000 ensembles were constructed. For ensemble size 7, EDR-M achieves significantly better results in all cases.

Based on the previous observations, the following conclusions can be drawn about the two tested. In both cases, the number of sampled ensembles in the SEC method has no significant influence on the results, which means that in both cases a smaller number of ensembles can be sampled, which is advantageous from the point of view of the execution time of the method. As for the ensemble sizes, it can be observed that there are no significant differences between the two methods at the smallest ensemble size. Thus, it seems that when the number of rules in the ensemble is small, the choice of which rule to select from the ensemble can be made even when considering a single job. However, this is not the case for the two larger ensemble sizes, as the results obtained with EDR-M are always significantly better than those obtained with EDR-S. This seems to indicate that it is more difficult to make the right decision about which DR to select from the ensemble once there are more rules in the ensemble. This makes sense because, again, it is difficult to evaluate multiple rules based on a single decision they make.

The obtained results are comparable or even better in several cases when compared to ensembles proposed in [26] and [28]. However, we leave further comparisons between the different ensemble collaboration methods and deeper analyses for future work, as the main objective of this paper was to focus on the proposed collaboration method.

### 6 FURTHER ANALYSIS

#### 6.1 Influence of the ensemble sizes

To investigate the influence of ensemble size, ensembles with sizes between 2 and 20 DRs are tested. Using the SEC method, 500 ensembles are constructed for the EDR-M method and 1000 ensembles are constructed for the EDR-S method, as the methods produced their best median results at these values.

The results for different ensemble sizes are shown in Table 5. Size 1 in the table denotes the results obtained with each DR. The
results show that the constructed ensembles always achieve a better median value compared to the individual DRs. However, the statistical tests show that the difference is not always significant. For the EDR-M method, the constructed ensembles always perform better than the individual DRs. On the other hand, the EDR-S method achieves significantly better results than the individual DRs for all ensemble sizes except for sizes 14, 17, 18, 19, and 20. The best median value is obtained for ensemble size 5 in both cases. This shows that already with smaller ensemble sizes quite good results can be obtained and that the use of larger ensemble sizes does not bring any real advantage.

To better illustrate the differences between the different ensemble sizes, Figure 2 shows the results in the form of boxplots. For the EDR-S method, it is interesting to see how the results slowly deteriorate as the ensemble size is increased beyond 5. Thus, in general, this method does not seem to work well for larger ensemble sizes. This is because the decision of which DR to apply is based on only a single job. This leads to poor approximations and there is a greater chance that a suboptimal decision will be made. For example, a DR might schedule a job on a machine where it will run for a very long time but meet its due date. Although this may seem like a good choice from the perspective of that job, it may have a negative impact in the long run because the machine is blocked longer and some other jobs may be late. However, by considering only a single job, it is not possible to detect and prevent such a situation.

Table 3: Results for the EDR-S collaboration method

| Method       | Ensemble size | Min | Med | Max |
|--------------|---------------|-----|-----|-----|
| Individual DRs | 3             | 15.23 | 15.94 | 17.59 |
| SEC-100      | 5             | 15.23 | 15.94 | 17.59 |
| SEC-500      | 7             | 15.23 | 15.94 | 17.59 |
| SEC-1000     | 15.23 | 15.94 | 17.59 |
| SEC-5000     | 14.93 | 15.35 | 15.89 |
| SEC-10000    | 14.80 | 15.27 | 15.93 |
| SEC-20000    | 14.96 | 15.41 | 15.91 |

Table 4: Results for the EDR-M collaboration method

| Method       | Ensemble size | Min | Med | Max |
|--------------|---------------|-----|-----|-----|
| Individual DRs | 3             | 15.23 | 15.94 | 17.59 |
| SEC-100      | 5             | 14.97 | 15.39 | 15.96 |
| SEC-500      | 7             | 15.00 | 15.40 | 16.04 |
| SEC-1000     | 14.86 | 15.34 | 15.88 |
| SEC-5000     | 14.93 | 15.35 | 15.89 |
| SEC-10000    | 14.80 | 15.27 | 15.93 |
| SEC-20000    | 14.96 | 15.41 | 15.91 |

Table 5: Results for different ensemble sizes

|                  | EDR-S          | EDR-M          |
|------------------|----------------|----------------|
|                  | Min | Med | Max | Min | Med | Max |
| 1                | 15.23 | 15.94 | 17.59 | 15.23 | 15.94 | 17.59 |
| 2                | 14.95 | 15.58 | 15.93 | 14.91 | 15.43 | 15.71 |
| 3                | 14.86 | 15.34 | 15.88 | 14.72 | 15.33 | 15.81 |
| 4                | 14.99 | 15.45 | 15.83 | 14.84 | 15.27 | 15.64 |
| 5                | 15.01 | 15.29 | 15.63 | 14.72 | 15.04 | 15.71 |
| 6                | 14.81 | 15.36 | 15.92 | 14.84 | 15.13 | 16.03 |
| 7                | 14.79 | 15.44 | 15.88 | 14.66 | 15.17 | 16.03 |
| 8                | 15.03 | 15.42 | 15.91 | 14.89 | 15.18 | 15.72 |
| 9                | 15.12 | 15.46 | 15.96 | 14.86 | 15.13 | 15.68 |
| 10               | 15.16 | 15.46 | 16.19 | 14.94 | 15.15 | 15.74 |
| 11               | 15.06 | 15.54 | 16.19 | 14.84 | 15.26 | 15.58 |
| 12               | 15.02 | 15.58 | 16.16 | 14.82 | 15.19 | 15.37 |
| 13               | 15.20 | 15.51 | 16.07 | 14.85 | 15.20 | 15.49 |
| 14               | 15.26 | 15.70 | 16.12 | 14.97 | 15.24 | 15.51 |
| 15               | 14.99 | 15.63 | 16.15 | 14.90 | 15.31 | 15.57 |
| 16               | 15.18 | 15.62 | 16.06 | 14.77 | 15.23 | 15.55 |
| 17               | 15.21 | 15.81 | 16.72 | 14.87 | 15.21 | 15.67 |
| 18               | 15.17 | 15.73 | 16.20 | 14.94 | 15.17 | 15.48 |
| 19               | 15.17 | 15.70 | 16.29 | 14.86 | 15.22 | 15.56 |
| 20               | 15.34 | 15.76 | 16.17 | 14.91 | 15.26 | 15.60 |
For the EDR-M method, it can also be seen that the results improve up to size 5, after which they slowly deteriorate. However, the differences are not as significant as for the EDR-S method. This is a consequence of the fact that in this method the approximation is based on all released jobs, which gives a better idea of how the decision of each DR might affect the immediate future. Although this method is more stable with larger ensembles, we again find that the results deteriorate slightly. Thus, it appears that larger ensembles introduce more noise into the planning process, i.e., with more choices, it seems more difficult for the method to select the best one.

Figure 1: Boxplot representation of the results

6.2 DR occurrence in ensembles

Figure 3 shows the number of occurrences for each DR in the 30 generated ensembles using S-SEC-1000 and M-SEC-500. The figures show the frequency for all three tested ensemble sizes. The figure shows that the methods clearly have a preference for selecting certain DRs. This is most evident for ensemble size 3. In this case, both methods are more biased towards selecting specific DRs. Even more, it can be seen that the EDR-S method even selects a specific DR in almost all ensembles. As the ensemble size increases, the tendency to select certain DRs decreases, but it can still be seen that the method favours certain DRs more than others.

It is also interesting to observe that in many cases both ensemble collaboration methods select the same DRs more frequently. The same is also true for certain DRs that are rarely selected by both methods. Thus, it appears that certain DRs are inherently less likely to be part of an ensemble. Such an analysis could be used to reduce the set of eligible DRs used to form the ensembles, and thus also reduce the search space. In additional analyses, it would also be interesting to investigate whether the rules that are more or less suitable for constructing ensembles have certain properties that could be used to detect such rules.

6.3 Ensemble execution time

Table 6 presents the average execution time of each DR and the ensemble on the entire test set. As expected, the execution time of the ensemble is higher than that of the individual DRs. For the EDR-S method, it can be observed that the increase in execution time is not significant. This is due to the fact that each rule makes only a single decision, resulting in only a small overhead. It is interesting to observe that the increase in execution time is linearly dependent on
the number of DRs in the ensemble. However, the EDR-M method incurs a much larger overhead since it must schedule multiple orders at each decision point. However, it can still be seen that all 60 instances are solved in less than three seconds for all ensemble sizes. This shows that the method is applicable in dynamic environments despite the additional computational overhead. The increase in execution time is again linear and depends on the number of DRs in the ensemble.

7 CONCLUSION

In this paper, we propose a novel ensemble collaboration method for solving dynamic scheduling problems. This method is inspired by existing ensemble learning methods used for static scheduling environments and the rollout heuristic. Experiments show that the proposed method can achieve superior results compared to individual DRs, even when using a simple method based only on random selection for ensemble construction. This shows that it is easy to find combinations of DRs that work well for the considered ensemble method, but also that such ensembles can be constructed in a small amount of time. Additional analysis of different ensemble sizes has shown that the EDR-M variant of the method is more resilient and more consistently produces good results than the EDR-S variant.

Several directions are planned to extend this work. First, different methods for creating ensembles will be investigated to determine if they can increase the quality of the results or at least create ensembles of similar quality but in less time. Second, a more in-depth analysis of the method will be conducted. This includes an analysis of the frequency with which DRs appear in the ensembles, as well as a deeper analysis of the parameter that determines how many jobs are scheduled when creating the simulated schedule and its impact on runtime. Finally, a detailed comparison between the proposed and existing ensemble methods is also performed to analyse and outline the strengths and weaknesses of both approaches.
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