I. INTRODUCTION

In this paper we use a quantum-chemical approach to present unscreened Hartree-Fock approximation (HFA) calculations of metallic Fe, Co, Ni, and Cu. Because our approach uses localized Wannier functions, it is a Hubbard-like method that should be easily generalized to include more sophisticated many-body treatments of correlation effects. Nonetheless, it is useful to understand what a HFA method would give before moving on to consider correlation. To place these calculations in context it is useful to briefly review the status of electronic-structure calculations in solids.

Most existing ab-initio (first-principles) methods for the numerical calculation of the electronic properties of solids are based on density functional theory (DFT), which in principle is exact and properly takes into account many-body effects involving the Coulomb interaction between the electrons; for an overview on the present status of DFT we refer to the books [1, 2, 3]. But, in general, the functional dependence of the kinetic energy and the exchange and correlation part of the Coulomb interaction energy on the electron density are not known explicitly, and hence additional approximations and assumptions are necessary. A well established additional approximation is the local density approximation (LDA) [4], or local spin-density approximation, LSDA, for magnetic systems, which assumes that the exchange-correlation potential depends only on the electronic density locally. Even then, the functional dependence of the exchange-correlation energy on the density is not known in general, and it is usually necessary to make an ansatz for the exchange-correlation functional, which is based on the homogeneous electron gas. The LDA goes beyond the simplest electron-gas approximation, the HFA, in that correlation energy is explicitly taken into account. On the other hand, the exact HFA exchange potential is non-local, an effect which the local LDA exchange potential misses. However, in practice LDA-treatments are simpler than HFA-calculations, because local exchange is easier to treat than non-local exchange, and are usually in better agreement with experiment. Therefore, DFT-(LDA-like) treatments have been far more common than HFA during the past few decades, even in quantum chemistry (with a long tradition of methods based on HFA).

Ab-initio DFT-LDA calculations have been very successful for many materials and ground-state properties such as crystal structure, ground state and ionization energy, lattice constant, bulk modulus, crystal anharmonicity, magnetic moments, and some photo emission spectra. However, there are also important limitations. For example, LDA predicts a band gap for semiconductors that is almost a factor of two too small, while the HFA overestimates the band gap for semiconductors. In addition, for many strongly correlated (narrow energy band) systems such as high-temperature superconductors, heavy fermion materials, transition-metal oxides, and 3d itinerant magnets, the LDA is usually not sufficient for an accurate description (predicting metallic rather than semiconducting behavior, failing to predict quasi-atomic-like satellites, etc).

Therefore, it is important to look for ab-initio methods and improvements that go beyond L(S)DA. Recently there have been several attempts to combine ab-initio LDA calculations with many-body approximations [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. All of these recent
developments add local, screened Coulomb (Hubbard) energies $U$ between localized orbitals to the one-particle part of the Hamiltonian obtained from an ab-initio LDA band-structure calculation, but differ in how they handle the correlation part. These approaches, have in common that they have to introduce a Hubbard $U$ as an additional parameter and hence are not really first-principles treatments. Although they use an LDA ab-initio method to obtain a realistic band structure, i.e., single-particle properties, Coulomb matrix elements for any particular material are not known, and the Hubbard $U$ remains an adjustable parameter. In addition, since some correlations are included in LDA as well as by the Hubbard $U$, it is unclear how to separate the two effects and double-counting of correlation may be included in these approximations.

Other attempts to improve LDA include gradient corrections, non-local density schemes, self-interaction corrections, and the GW approximation (GWA). Gradient corrections approximately account for the fact that the electron density is not constant but $r$-dependent in an inhomogeneous electron gas and use an exchange-correlation potential containing $\nabla n(r)$ terms. The non-local density schemes go beyond LDA by considering that the exact exchange-correlation potential $V_{xc}(r)$ cannot depend only on the density $n(r)$ at the same position $r$ but should depend also on the electron density at all other positions $n(r')$. Usually the new ansatz for the functional of the exchange-correlation energy contains the pair correlation function or the interaction of the electrons with the exchange-correlation hole. The recently developed exact exchange (EXX) formalism cancels the spurious (unphysical) electronic self-interaction present in LDA and gradient corrected exchange functionals. A standard method for ab-initio calculations of excited states is the GWA. Denoting the one-particle Green function by $G$ and the screened interaction by $W$, the GWA is an approximation for the electronic self-energy $\Sigma \approx GW$, which is correct in linear order in $W$ and can diagrammatically be represented by the lowest-order exchange (Fock) diagram. The one-particle Green function $G$ is usually obtained for the effective one-particle LDA Hamiltonian.

The HFA has long been a standard electronic-structure method. Despite its many manifest defects, it is still important to know what such a calculation would predict before turning to more sophisticated approaches for correlation effects. In this paper we provide HFA calculations for Fe, Co, Ni, and Cu using an approach that we hope will be easily generalizable to more sophisticated treatments of correlation.

This is done by using the following steps:

1. Perform a conventional, self-consistent, band-structure calculation for an effective one-particle Hamiltonian, namely, the Hartree Hamiltonian, to obtain a suitable basis set of Bloch functions.

2. By taking into account only a finite number $J$ of bands one chooses a truncated one-particle Hilbert space. The Marzari-Vanderbilt algorithm is then used to construct a maximally localized set of Wannier functions, which span the same truncated one-particle Hilbert space.

3. All one-particle (tight-binding) and two-particle (Coulomb) matrix elements of the Hamiltonian within this Wannier function basis are calculated.

4. The resulting electronic many-body Hamiltonian in second quantization with parameters determined from first principles is studied within the HFA.

We use the “linear muffin-tin orbital” (LMTO) method within the “atomic-sphere approximation” (ASA) to perform the band-structure calculation for the Hartree Hamiltonian in first quantization. The second step of constructing localized Wannier functions is important, since then both the tight-binding and Coulomb matrix elements should be important only on-site and for a few neighbor shells (the most natural mapping to standard Hubbard-like models). The direct Coulomb matrix elements of the maximally localized Wannier basis are rather large, about 20 eV in magnitude. Our results are compared with those obtained from a standard LSDA calculation. Although the 3d-bands and the 4s-band overlap in the L(S)DA approximation, our unscreened HFA calculations give 3d-bands that lie considerably lower (between 10 and 20 eV) than the 4s-band. The HFA correctly predicts ferromagnetism for the ferromagnetic metals Fe, Co, and Ni and no magnetism for Cu, but with a much larger exchange splitting between majority and minority 3d bands than obtained within LSDA and with a slightly larger magnetic moment per site than obtained experimentally or within LSDA. The total energy is lower in HFA than in LSDA. The LSDA results for metals are probably more reliable than our HFA results, which lack important screening and correlation effects. In order for our method to go beyond LSDA we would need to use better many body methods than the (unscreened) HFA, which should be possible within our scheme.

To the best of our knowledge we do not know of any other published HFA results (band structure, density of states, magnetism, magnetic moment, total energy, etc.) for the 3d ferromagnets Fe, Co and Ni, unless it was implicitly applied to these materials for schemes like the local ansatz, where HFA results serve as an input to higher order calculations. This is not surprising since the HFA has, from very early on, been viewed as a poor approximation for metals. For example, when applied to the homogeneous electron gas (as the simplest model of an infinite metallic system), the HFA has well-known Fermi edge singularities. These lead, in particular, to a vanishing density of states (DOS) at the Fermi energy, which is, of course, unphysical. This unphysical feature usually prevails in actual HFA-calculations for real metals, though sometimes this singularity is hard
to see in actual HFA-results. In our calculations the non-locality is handled through the calculation of expectation values (matrix elements of the density matrix), which makes HF calculations as easy as Hartree calculations. Furthermore, because of our localized Wannier basis, we only keep on-site and next neighbor Coulomb and exchange matrix elements. Hence our calculations have an effective short-ranged Coulomb interaction. Although longer-range Coulomb matrix elements are small in our calculations, which is why we truncate them, it is possible that if all of them were kept to infinite distances that they could add up to give Fermi edge singularities (which are due to the long-ranged nature of the bare Coulomb interaction) and other standard anomalies. Correlation or screening would quickly kill these effects.

The paper is organized as follows. In Section II we briefly summarize some basic notation, give the Hamiltonian in first and second quantization, and describe our LMTO-Hartree calculations and our Wannier basis functions. Results for the matrix elements, in particular, the direct Coulomb and exchange matrix elements are given in Section III; we also compare these results with calculations of the Slater integrals. The formalism of “second quantization”, automatically accounts for the antisymmetry through the fermion anticommutation relations. In second quantization the full many-body Hamiltonian can be written as:

$$H = \sum_{i,j,\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + \frac{1}{2} \sum_{i,j,k,l,\sigma,\sigma'} W_{ij,kl} c_{i\sigma}^\dagger c_{j\sigma'}^\dagger c_{k\sigma'} c_{l\sigma}$$

(2)

Here $i,j,k,l$ denote a complete set of one-particle-orbital quantum numbers and $\sigma,\sigma'$ are the spin quantum numbers. The states $|i\rangle$ and the corresponding wave functions $\varphi_i(r) = \langle r | i \rangle$ form a basis of the one-particle Hilbert space. The matrix elements in Eq. (2) of course depend on the one-particle basis $\{|i\rangle\}$ that is chosen. But because of the completeness relation the physical results should, not depend on the choice of the one-particle basis. Because of the lattice periodicity an obvious choice for a one-particle basis is a Bloch basis $\{|nk\rangle\}$; then the orbital one-particle quantum numbers $n, k$ are the band index $n$ and the wave number $k$ (within the first Brillouin zone). In practice, one can work only on a truncated, finite-dimensional one-particle Hilbert space. Here the truncation consists of including only a finite number of bands and a set of $k$-values from a discrete mesh in $k$-space. But, because the Bloch states are delocalized, a very large number of Coulomb matrix elements (depending on four quantum numbers) between all possible $k$-states would have to be calculated. Therefore, it seems that a more appropriate basis would be to use well localized wave functions, where it is expected that a short-range tight-binding assumption will hold, i.e., that the on-site and the inter-site matrix elements for only a few neighbor shells are sufficient. The Wannier states are related to the Bloch states by the unitary transformations:

$$w_{Rn}(r) = \langle r | Rn \rangle = \frac{1}{N} \sum_{k} e^{-ikR} \psi_{nk}(r)$$

(3)

$$|\psi_{nk}\rangle = \sum_{R} e^{ikR} |Rn\rangle$$

Now our strategy is the following:

- Perform a traditional band-structure calculation for an effective one-particle Hamiltonian $H_{eq}$ with lattice periodicity to obtain a Bloch basis of the Hilbert space. Only a finite number of band indices will be considered and the calculations will be done for a discretized, finite mesh in $k$-space, i.e., we will work only on a reduced, truncated Hilbert space.
• Determine well-localized Wannier functions spanning the same (truncated) Hilbert space as the Bloch basis from the canonical transformation described above.

Of course, the important energy bands (and corresponding band indices) are those that determine the electronic properties of the system, i.e., the bands near to the Fermi level. Because the Hilbert space is truncated, we do no longer work with a complete basis set. Hence, it is important to start from Bloch functions obtained from a band-structure calculation for a well chosen effective one-particle Hamiltonian. The simplest choice would be the bare one-particle potential \( V(\mathbf{r}) \). However, without any Coulomb repulsion the 3d-states become very strongly bound atomic-like (core) states, which would be pushed well below the Fermi energy, and therefore the corresponding Bloch eigenfunctions are not a good starting point to describe the electronic bands close to the Fermi level. Because the Hilbert space is truncated, it is extremely important to start from a band Hamiltonian \( T + V_{\text{eff}} \) that gives eigenfunctions as close as possible to those which are expected to form the relevant many-body states of the interacting system. The bare one-particle potential is consequently a bad choice. Therefore, we choose the Hartree Hamiltonian, which already accounts for effects of the Coulomb interaction in the mean-field approximation. Therefore, the eigenenergies (energy bands) will be about the right magnitude and the resulting basis functions can be expected to be more suitable in the energy regime around the Fermi level. Then the Bloch basis is obtained by solving the one-particle Schrödinger equation

\[
\left( \frac{\mathbf{p}^2}{2m} + V(\mathbf{r}) + V_{\text{H}}(\mathbf{r}) \right) \psi_{n\mathbf{k}}(\mathbf{r}) = \varepsilon_n(\mathbf{k}) \psi_{n\mathbf{k}}(\mathbf{r}) \quad (4)
\]

where the Hartree potential is given by

\[
V_{\text{H}}(\mathbf{r}) = \int d^3r' \frac{\varepsilon_{\nu}(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} . \quad (5)
\]

Since the only purpose in solving the effective one-particle Schrödinger equation is the construction of a suitable basis set of Bloch functions, we will not make use of the eigenenergies \( \varepsilon_n(\mathbf{k}) \) obtained in Eq. \( 4 \). Note that the Hartree potential, and hence our basis, is independent of spin. Nevertheless we can (in the following) expand the spin dependent HF Hamiltonian in this basis.

For the materials of interest we performed a self-consistent Hartree band-structure calculation. Besides the nuclear charge we used the (experimentally) known results for the lattice structure (bcc for Fe, fcc otherwise; Co should actually be hexagonal) and for the lattice constant as input. For the band-structure calculation we used the LMTO-ASA method within the atomic sphere approximation (ASA). We have used the frozen core approximation, i.e. only treated the valence electrons as actual bands, while leaving the core electrons “frozen”. For the radius of the overlapping muffin-tin spheres, the Wigner-Seitz radius \( S \), we used: \( S = 2.662a_0 \) for Fe, \( S = 2.621a_0 \) for Co, \( S = 2.602a_0 \) for Ni and \( S = 2.669a_0 \) for Cu (Ref. \( 24 \)). Within the muffin-tin spheres the potential and wave functions are expanded in spherical harmonics with a cutoff \( l_{\text{max}} = 2 \), i.e., s, p, and d-orbitals are included, which limits the calculation to 9 bands for one atom per unit cell.

In Ref. \( 25 \) we describe how maximally localized Wannier functions can be calculated from LMTO Bloch wave functions using a method proposed by Marzari and Vanderbilt, which is described in detail in Ref. \( 23 \). The Wannier functions are admixtures having different angular contributions (3d, 4s, 4p). Since the original Bloch functions from which the Wannier functions are constructed were given in terms of a spherical harmonics expansion, the new Wannier functions (and their contribution in each individual muffin-tin sphere) can also be decomposed into these spherical harmonics contributions

\[
w_n(\mathbf{R}; \mathbf{r}) = \sum_L \left\{ \phi_{0\nu}(\mathbf{r}) A^{Ln}_L + \phi_{\nu}(\mathbf{r}) B^{Ln}_L \right\} Y_L(\hat{\mathbf{r}}) . \quad (6)
\]

One can then calculate the weight of the contributions to the Wannier function (centered at \( \mathbf{0} \)) within the different muffin-tin spheres

\[
\langle w_n|w_n \rangle_{\mathbf{R}} = \int_{\mathbf{R}} d^3r |w_n(\mathbf{r})|^2 = \int_{\mathbf{0}} d^3r |w_n(\mathbf{R}; \mathbf{r})|^2 , \quad (7)
\]

and one can also decompose this into the different \( l \)-contributions according to:

\[
\langle w_n|w_n \rangle_{\mathbf{R}} = \sum_l \sum_{\nu=\pm l} \left\{ |A^{Rn}_l|^2 + |\phi^{\nu l}_d| |B^{Rn}_l|^2 \right\} \equiv C^{Rn}_l . \quad (8)
\]

For the 3d-system iron these quantities are tabulated in Table \( 4 \). The first line is the weight \( \langle w_n|w_n \rangle_{\mathbf{0}} \) in the center muffin-tin. Between 88 and 98% of the total weight of the Wannier functions is to be found already within the center muffin-tin; this shows how well localized our Wannier functions are with the lowest five functions having values of more than 95%. Rows 2–4 in this table indicate the different \( l \)-contribution or \( l \)-character of the Wannier functions. One sees that the optimally localized Wannier functions are not pure within their \( l \)-character, but the lowest five Wannier functions (0-4) still have mainly \( l = 2 \) (3d) character. Higher band-index states (which are slightly less well localized according to row 1) are admixtures that have mainly \( l = 1 \) (4p) character (about 50%), but also a considerable amount of \( l = 0 \) (4s) and \( l = 2 \) (3d) character. Corresponding results for the other 3d-systems Co, Ni, and Cu are similar and, therefore, not repeated here. Our detailed results are given in Ref. \( 27 \).
TABLE I: Some properties of the lowest eight maximally localized Wannier functions of Fe.

III. ONE PARTICLE AND COULOMB MATRIX ELEMENTS

From the optimally localized Wannier functions we calculate the one-particle matrix elements

\[ t_{12} = \int d^3r \; w_1^*(r) \left( -\frac{\hbar^2}{2m} \nabla^2 + V(r) \right) w_2(r) \]  

and the Coulomb matrix elements of the Hamiltonian

\[ W_{12,34} = \int d^3r \; d^3r' \; w_1^*(r) \; w_2^*(r') \; \frac{e^2}{|r-r'|} \; w_3(r') \; w_4(r) . \]

TABLE II: On-site direct and exchange Coulomb matrix elements between Wannier functions for Fe. All energies are in eV's.

| \( J_{nm} \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---|---|---|---|---|---|---|---|---|---|
| 0 | 22.42 | 0.84 | 0.61 | 0.75 | 0.99 | 0.86 | 0.73 | 0.81 | 0.42 |
| 1 | 0.84 | 23.04 | 0.77 | 0.88 | 0.84 | 0.70 | 0.51 | 0.48 | 0.86 |
| 2 | 0.61 | 0.77 | 20.77 | 0.88 | 0.70 | 0.96 | 0.93 | 0.92 | 0.60 |
| 3 | 0.75 | 0.88 | 0.88 | 23.27 | 0.82 | 0.33 | 0.78 | 0.64 | 0.69 |
| 4 | 0.99 | 0.84 | 0.70 | 0.82 | 22.99 | 0.52 | 0.46 | 0.75 | 0.83 |
| 5 | 0.86 | 0.70 | 0.96 | 0.33 | 0.52 | 13.67 | 0.58 | 0.56 | 0.57 |
| 6 | 0.73 | 0.51 | 0.93 | 0.78 | 0.46 | 0.58 | 13.52 | 0.45 | 0.56 |
| 7 | 0.81 | 0.48 | 0.92 | 0.64 | 0.75 | 0.56 | 0.45 | 13.75 | 0.55 |
| 8 | 0.42 | 0.86 | 0.60 | 0.69 | 0.83 | 0.57 | 0.56 | 0.55 | 13.81 |

(\( K = \{k, m\} \)) makes it possible to express the on-site Coulomb integrals as one-dimensional integrals over products of the radial functions and Gaunt coefficients. The results obtained by this algorithm and by the independent FFT-algorithm agree within errors of at most 1%. Since our basis functions are well-localized, we may truncate the tight-binding and Coulomb matrix elements. We only consider on-site and next neighbor matrix elements, by next neighbor Coulomb matrix elements, we mean matrix elements for which the four sites (appearing in the indices) are (pairwise) maximally a next neighbor distance apart.

Results for the on-site direct and exchange Coulomb matrix elements between the optimally localized Wannier functions are given in Table III for iron. The direct Coulomb integrals \( U_{nm} = W_{nm,nn} \) between the Wannier states with the lowest five band indices \((n, m \in \{0, \ldots, 4\})\), which according to the Table II have mainly 3d-character, are rather large, up to 23 eV for Fe. Within the 3d-like bands the inter-band direct Coulomb matrix elements are of the same magnitude as the intra-band matrix elements. The matrix elements between 3d-states and 4sp-states are considerably smaller, of the magnitude of 13 - 14 eV. For electrons in 4sp-states \((n, m \in \{5, \ldots, 9\})\) the direct intra-band Coulomb matrix elements are of the order of 13 - 14 eV, but the inter-band matrix elements are smaller, about 9 eV. The exchange matrix elements \( J_{nm} = W_{nm,nn} \) are always much smaller, usually less than 1 eV (for \( n \neq m \)). The corresponding results for the other 3d-systems investigated (Co, Ni and Cu) are very similar.

TABLE III: Averaged on-site Coulomb, exchange, nearest neighbor and next nearest neighbor hopping matrix elements for the 4 3d-systems; energies are in eV.

| \( U \) | \( J \) | \( t_{NN} \) | \( t_{NNN} \) |
|---|---|---|---|
| Fe | 21.1 | .81 | .59 | .24 |
| Co | 22.6 | .87 | .55 | .10 |
| Ni | 22.6 | .88 | .75 | .11 |
| Cu | 24.5 | .94 | .80 | .12 |

For the 5 states with predominant 3d-character we have calculated the averages of the on-site direct and
exchange Coulomb matrix elements

\[ U \equiv \frac{1}{25} \sum_{mm'} W_{mm'm'm} \]  

\[ J \equiv \frac{1}{20} \sum_{m \neq m'} W_{mm'm'm}, \]  

as well as the averages of the absolute values of the nearest neighbor (NN) and next nearest neighbor (NNN) hopping matrix elements

\[ t_{NN(N)} = \frac{1}{25} \sum_{n,m} |R_{nm}|. \]  

The results obtained thereby for the 4 transition metals under consideration are shown in Table III. The U-values vary between 21 eV for Fe and 25 eV for Cu, the J-values are smaller than 1 eV and the hopping matrix elements are of the magnitude 0.5 – 0.7 eV for nearest-neighbor (NN) and next nearest neighbor (NNN), and further on decrease with increasing distance.

|        | \( F^0 \) | \( F^2 \) | \( F^4 \) |
|--------|---------|---------|---------|
| Fe (crystal) | 21.62 | 9.61 | 5.91 |
| Fe (atom) | 23.76 | 10.96 | 6.81 |
| Co (crystal) | 23.18 | 10.31 | 6.34 |
| Co (atom) | 25.15 | 11.58 | 7.20 |
| Ni (crystal) | 24.69 | 11.00 | 6.77 |
| Ni (atom) | 26.53 | 12.20 | 7.58 |
| Cu (crystal) | 26.27 | 11.72 | 7.23 |
| Cu (atom) | 27.90 | 12.82 | 7.96 |

|        | \( t_{12} \) | \( \Sigma_{12}^\text{HF} \) |
|--------|-------------|-----------------|
| Fe | 2.90 | 3.27 |
| Co | 1.90 | 2.29 |
| Ni | 0.76 | 0.68 |

TABLE IV: Slater integrals \( F^k \) (in eV) for the 3d-systems Fe, Co, Ni, Cu as obtained by our calculations and within an earlier atomic calculation.

We have also evaluated the Slater integrals \( F^k \) (15).

\[ F^k \equiv e^2 \int dr r^2 \int dr' r'^2 |R_{l=2}(r)|^2 \frac{\delta^k_{r,r'}}{r^{k+1}} |R_{l=2}(r')|^2, \]  

where \( R_{l=2}(r) \) is a radial (atomic) d-wave function (obtained by solving the Schrödinger equation for a radial symmetric potential, for instance). Note that only the three integrals \( F^0, F^2 \) and \( F^4 \) are required to determine all the Coulomb \( d \)-matrix elements. Using the radial d-wave function obtained from the Hartree calculation we obtain the following values for the Slater integrals of the four 3d-systems: \( F^0 = 21.62 \) eV for Fe, \( 23.18 \) eV for Co, \( 24.69 \) eV for Ni, and \( 26.27 \) eV for Cu. This means, the Slater integrals \( F^0 \) are rather good estimates of our (averaged) Coulomb matrix elements. These values are also in agreement with older results obtained in calculations for 3d-atoms. In Table IV we show our \( F^k \)-values for the four 3d-crystals and compare them with corresponding atomic calculations from Ref. \[ 37 \]. Obviously, there is fairly good agreement between these atomic and our results.

IV. UNSCREENED HARTREE-FOCK APPROXIMATION

After we have determined the matrix elements within our restricted basis set of 9 maximally localized Wannier functions (per site and spin), we have a Hamiltonian in second quantization of the form

\[ H = \sum_{12} t_{12} c_{1\sigma}^\dagger c_{2\sigma} + \frac{1}{2} \sum_{1234} W_{12,34} c_{1\sigma}^\dagger c_{2\sigma}^\dagger c_{3\sigma'} c_{4\sigma'} \]  

for which all the matrix elements are known from first principles. The simplest approximation one can now apply is the HFA, which replaces the many-body Hamiltonian by the effective one-particle Hamiltonian

\[ H_{\text{HF}} = \sum_{12} \left( t_{12} + \Sigma_{12,\sigma}^{\text{HF}} \right) c_{1\sigma}^\dagger c_{2\sigma} \]  

with \( \Sigma_{12,\sigma}^{\text{HF}} = \Sigma_{12,\sigma}^{\text{Hart}} + \Sigma_{12,\sigma}^{\text{Fock}} \)  

\[ = \sum_{34\sigma'} W_{13,42} - \delta_{\sigma\sigma'} W_{31,42} \langle c_{3\sigma'}^\dagger c_{4\sigma'} \rangle. \]  

Here the expectation values \( \langle c_{1\sigma}^\dagger c_{2\sigma} \rangle \) have to be determined self-consistently for the HF Hamiltonian (17).

FIG. 1: Hartree-Fock band-structure and density of states (per spin) of Fe; the full line shows the majority (spin up), the dashed line the minority spin component.

|        | HF | EXX | LSDA | Experiment |
|--------|----|-----|------|------------|
| Fe     | 2.90 | 3.27 | 2.18 | 2.22 |
| Co     | 1.90 | 2.29 | 1.58 | 1.72 |
| Ni     | 0.76 | 0.68 | 0.58 | 0.62 |

TABLE V: Spin magnetic moments \( (\mu_B/\text{atom}) \) from different methods. The EXX results are from Ref. [40].

The Hartree-Fock results for the four materials of interest are shown in Figs. [14]. We show the effective HF band structure and its density of states (DOS). In our HF calculations there are no singularities (or a vanishing DOS) at the Fermi level since we start from a
localized description and consider the Coulomb matrix elements only up to next neighbors. Therefore, we implicitly truncate the Coulomb interaction in real space and in practice work with an effective short-ranged interaction. Within HFA the main part of the 3d-bands lies between 18 and 22 eV below the Fermi level and is separated from the 4sp-bands. We find magnetism in HFA for Fe, Co, and Ni in agreement with experiment. The five majority spin d-bands are about 20 eV below the Fermi energy and are completely filled. But the partially filled minority d-bands have two (for Fe), three (for Co), and four (for Ni) filled bands between -18 and -15 eV, and the rest are around and above the Fermi level. The resulting magnetic moments are shown in Table \textsuperscript{V}. For copper no magnetism and exchange splitting of the 3d-bands is obtained, but the (spin degenerate) 3d-bands are at about 22 eV below the Fermi level and separated from the 4sp-bands. If we compare these results with the results of the simple Hartree approximation, which are qualitatively similar to LDA results (as shown e.g. in Ref. \textsuperscript{26} or in our detailed results\textsuperscript{24}), we see that the exchange term has two effects: It produces an exchange splitting and the possibility of magnetic solutions, and it draws the 3d-bands energetically down by an amount of about 20 eV. Compared with experiment the HFA overestimates magnetism and leads to overly large values for the magnetic moment, see Table \textsuperscript{V}. This is consistent with Heisenberg or Ising model studies where the mean-field approximation HFA also has the tendency to overestimate magnetism and magnetic solutions. However, the reason why the 3d-bands lie so far below the Fermi level and the 4sp-band in HFA has nothing to do with the existence and overestimation of magnetism. This can be seen already from the non-magnetic system Cu, for which the (fully occupied) 3d-bands also lie at about 22 eV below the Fermi level (see Fig. 4). To demonstrate this also for a system with a partially filled 3d-band we have done a non-magnetic Hartree-Fock calculation for Co (by forcing equal occupation for both spin directions). The results for the band structure and the DOS are shown in Fig. 5. We observe again that the main part of the 3d-bands are well below the 4s-bands and Fermi level; note the hybridization gap caused by the unoccupied 3d-bands above the Fermi level.
V. COMPARISON WITH ATOMIC HARTREE-FOCK RESULTS

We have seen in the previous section that one effect of the HFA calculation, when compared with the Hartree calculation, is the shift of the 3d-bands down (about 20 eV below the Fermi level and about 8–10 eV below the bottom of the 4s-p-band). This shift of the d-bands is about the same energy as the Coulomb matrix elements \( U \), and roughly agrees with earlier atomic Hartree-Fock calculations, where the 3d-states are also about 10 eV below the 4s-states.

Because the inter-site hopping matrix elements in Table III are much smaller than the \( U \)-values one may consider an expansion in \( t/U \), with the zeroth order approximation to completely neglect hopping. Doing this, we have performed a quasi-atomic HFA calculation for Co, by including only the on-site one-particle and two-particle (Coulomb) matrix elements. The results are summarized in Fig. 3, where the degeneracy of the different levels is indicated. In the paramagnetic case, we find that the 3d-bands are below the 4s-bands (at the Fermi level) by about 6 to 7 eV, which is in rough agreement with the earlier atomic Hartree-Fock results.

In the simple Hartree approximation (HA) the exchange matrix elements \( J \) are equal, i.e., that the 3d-levels are degenerate in the atomic limit with no crystal-field effects. Then the atomic part of the many-body Hamiltonian can be written as

\[
H = \sum_{i\sigma} \varepsilon_i c_i^\dagger c_i + \frac{U}{2} \sum_{\langle i\sigma \rangle \neq \langle j\sigma' \rangle} c_i^\dagger c_i c_j^\dagger c_j + \frac{J}{2} \sum_{i\neq j,\sigma\sigma'} c_i^\dagger c_j^\dagger c_i c_j \quad (19)
\]

where \( i, j \in \{0, \ldots, 4\} \) denote the 5 (degenerate) 3d-states.

The standard Hartree-Fock decoupling leads to

\[
H = \sum_{i\sigma} \left( \varepsilon_i + U \sum_{j,j'} \langle c_j^\dagger c_{j'} \rangle - \langle c_i^\dagger c_i \rangle \right) + J \sum_{j \neq i} \langle c_i^\dagger c_j \rangle \langle c_j^\dagger c_i \rangle \quad (20)
\]

Here we have assumed that the Hartree-Fock Hamiltonian has the same symmetry as the uncorrelated Hamiltonian, and hence off-diagonal expectation values \( \langle c_i^\dagger c_j \rangle \) for \( (i\sigma) \neq (j\sigma') \) vanish. From this equation it is clear that the HF Hamiltonian can be written in terms of an effective one-particle energy

\[
H = \sum_{i\sigma} \varepsilon_i^{\text{HFA}} c_i^\dagger c_i \quad (21)
\]

where

\[
\varepsilon_i^{\text{HFA}} = \varepsilon + U \sum_{j,j'} \langle c_j^\dagger c_{j'} \rangle - \langle c_i^\dagger c_i \rangle - J \sum_{j \neq i} \langle c_i^\dagger c_j \rangle \langle c_j^\dagger c_i \rangle \quad (22)
\]

In the simple Hartree approximation (HA) the exchange decouplings are neglected, which means that all the decoupling terms with the negative sign would not occur. Therefore, the corresponding Hartree one-particle energies are given by

\[
\varepsilon_i^{\text{HA}} = \varepsilon + U \sum_{j,j'} \langle c_j^\dagger c_{j'} \rangle \quad (23)
\]

Comparing this result with the Hartree-Fock one-particle energies, we find that the HF occupied levels are shifted downwards by an amount of

\[
U \langle c_i^\dagger c_i \rangle + J \sum_{j \neq i} \langle c_j^\dagger c_j \rangle \quad (24)
\]

relative to the Hartree levels. Momentarily setting \( J = 0 \), we see that for \( N \) occupied levels the Hartree approximation gives the one-particle energies

\[
\varepsilon_i^{\text{HA}} = \varepsilon + NU \quad (25)
\]
whereas the HFA yields
\[ \varepsilon_{\sigma}^{\text{HFA}} = \varepsilon + (N - 1)U. \] (26)

The occupied Hartree-Fock one-particle energies are lower than the corresponding Hartree one-particle energies by \( U \), which is a consequence of the artificial and unphysical self-interaction still present in the Hartree approximation that is exactly canceled in Hartree-Fock. This also explains why the Hartree-Fock bands are shifted downwards from the Hartree bands by an energy of the amount \( U \). One also sees from this simple atomic-limit Hartree-Fock model that the energy difference between the highest occupied and the lowest unoccupied effective Hartree-Fock one-particle energies is again essentially \( U \), which is once more in agreement with our numerical results for the crystal and for the atom (cf. Fig.6).

Note that we have ignored \( U_{sd} \) interactions, which cause an additional shift of \( d \)-bands below the \( s \)-bands by about an additional 10 eV in the full HFA calculations.

Taking into account the exchange interaction \( J \) again and denoting by \( N_{\sigma} \) the number of occupied states with spin \( \sigma \) (i.e. \( N = N_{\uparrow} + N_{\downarrow} \)) one obtains in HFA
\[ \varepsilon_{\sigma}^{\text{HFA}} = \varepsilon + (N - 1)U - (N_{\sigma} - 1)J. \] (27)

Then the total energy in HFA is given by
\[ E_{\text{tot}} = N\varepsilon + \frac{N(N - 1)}{2}U - \sum_{\sigma} N_{\sigma}(N_{\sigma} - 1)J. \] (28)

For the total energy we have added the necessary correction term to the sum of the occupied energy levels (much like the double counting term that shows up in band-structure calculations). Now for partially filled 3d-shells the occupation of the different spin directions may be different. Denoting \( M = N_{\uparrow} - N_{\downarrow} \) we obtain for the total energy
\[ E_{\text{tot}} = N\varepsilon + \frac{N(N - 1)}{2}U - N^2 + M^2 \frac{J}{4} + N \frac{J}{2}. \] (29)

The magnetic (\( M \neq 0 \)) total energy is lower than the non-magnetic (consistent with Hund’s rules).

Take once more Co with 8 3d-electrons. The paramagnetic (non-magnetic) state has the occupations \( N_{\uparrow} = N_{\downarrow} = 4 \) (\( N=8 \) and \( M=0 \)). For this configuration (corresponding to the left panel in Fig.6) one obtains
\[ E_{\text{tot}}^{(P)} = 8\varepsilon + 28U - 12J. \] (30)

The Hund’s rule magnetic solution has 3d-states of one spin-direction completely filled, i.e., \( N_{\uparrow} = 5 \) and \( N_{\downarrow} = 3 \) (\( N=8 \) and \( M=2 \)). This gives
\[ E_{\text{tot}}^{(M)} = 8\varepsilon + 28U - 13J. \] (31)

Therefore, the magnetic configuration (with a magnetic moment of 2 for the atom) is energetically more favorable by \( J \). Note also the exchange splitting in the occupied energy eigenvalues
\[ \varepsilon_{\downarrow} - \varepsilon_{\uparrow} = 2J \] (32)

and that our model would predict the unoccupied minority spin \( E_{2g} \) state to be \( U + J \) higher in energy than the corresponding occupied majority spin state.

The simple model in this section differs from the results shown in Fig.6 in that we have replaced the full matrix of \( U \) and \( J \) by scalar values for \( d \)-states only (ignoring s-d interactions, for example). However, it captures all of the important physics without attempting to be completely quantitative.

VI. COMPARISON WITH LSDA AND EXX RESULTS

For comparison with the HFA results described in Section IV we have also performed a standard LSDA bandstructure calculation with the LMTO-ASA method. We used the von Barth-Hedin exchange-correlation potential40. Since these results are very similar to those of Ref. 26, we do not repeat them here. Again, our detailed results are given in Ref. 27. For the magnetic systems Fe, Co, and Ni we obtain an exchange splitting and the prediction of magnetic solutions with magnetic moments shown in Table V which are in better agreement with experiment than the HFA results.

The energy spectra of the bands (DOS) are quite different from the HFA. For example, the 3d-bands now fall into the same energy region as the 4sp-bands, i.e., the LSDA-results are not so different from the Hartree-results. This means that the exchange-correlation energy leads only to a small shift of the 3d-bands downwards by at most a few eV and a smaller exchange splitting (also of the magnitude of 1 eV). On the other hand, in the LSDA calculations the self-interaction terms are not completely canceled, i.e., an (unrealistic) self-interaction is included, which may lead to 3d bands that lie energetically too high, as discussed for the atomic limit in the previous section.

To see the effect of correlations within LSDA, we have also performed an exchange-only calculation for Co, i.e. only the exchange part of the (local) exchange-correlation potential40 was employed. The result is similar to the LSDA result, and the (majority) d-bands lie only about 1 eV lower than within LSDA, i.e., very minimal when compared with the large drop in the full HFA. This exchange-only LSDA-result also contains self-interactions, and their exact cancelation in the HFA is responsible for the large shift downwards of the d-bands. Nevertheless, the LSDA result indicates that a possible effect of correlations is to shift the 3d-bands up relative to exchange-only calculations, and hence one would expect a similar effect if correlations could be added to the full HFA calculations.
We now turn to the comparison of our results with exact exchange (EXX) calculations for 3d systems. This method, which is self-interaction-free, uses the EXX energy instead of a LDA local exchange and then adds in a local LDA correlation potential. Like the HFA the magnetic moments for Fe, Co, and Ni (see Table V) are overestimated by EXX. Our HFA results for Fe show the majority 3d-bands about 20 eV below the Fermi level (Fig. 1), whereas the EXX density of states (Fig. 2 in Ref. 20) show these bands only about 10 eV below the Fermi level. The differences are probably due to the (LDA) correlations shifting the 3d-bands upwards. This upward shift also occurs with EXX+RPA results in Ref. 40. Here the LDA correlations present in EXX are replaced by RPA correlations and the 3d-bands are found in the region of the 4sp-bands (similar to LDA). It is likely that the qualitative agreement between the HFA and EXX results for Fe is due to the correct cancelation of self-interactions.

VII. DISCUSSION AND CONCLUSION

We have presented the results of (unscreened) HFA calculations for the 3d transition metals Fe, Co, Ni and Cu. We obtain magnetic solutions for Fe, Co, and Ni with (slightly) too large magnetic moments when compared to experimental or LSDA results. The occupied HFA 3d-bands lie about 20 eV below the Fermi level (and the Hartree result), which is also the magnitude of the splitting between occupied and unoccupied 3d-bands and of the magnitude of the on-site Coulomb matrix element (the “Hubbard” U). This downwards shift of the HFA 3d-bands compared to the Hartree- and LSDA-3d-bands can be understood as due to the self-interaction correction of HFA.

One may argue that these results are not surprising and an artifact of using the unscreened HFA. Our ab-initio calculation of the direct Coulomb matrix elements yields large values of the magnitude of 20 eV. HFA can be considered to be an approximation for the selfenergy which is correct only in linear order in the Coulomb interaction. But for these large values of the U-terms HFA is certainly not sufficient but one has to apply better many-body approximations. One should apply systematic extensions of HFA, which within the standard perturbational approach can be represented by (a resummation of an infinite series of) Feynman diagrams, or one can try to apply the recently so successful non-perturbational many-body schemes like “dynamical mean field theory” (DMFT) or variational (Gutzwiller) approaches. The simplest standard diagram series are the bubble diagrams leading essentially to the “random phase approximation” (RPA). This means just a renormalization of the interaction line, i.e. the pure “naked” Coulomb interaction has to be replaced by a “dressed” interaction. Or in other words, the exchange (Fock) contribution has not to be calculated with the bare Coulomb matrix elements but with screened Coulomb matrix elements. Probably the non-perturbational schemes like DMFT are also only applicable for screened Coulomb matrix elements.

We believe that the approach we have used for our HFA calculations can easily be generalized to provide an approach for combining ab-initio and many-body methods for the calculation of the electronic properties of solids. The starting point is a traditional band-structure calculation for an effective (auxiliary) one-particle Hamiltonian, which can be the Hartree-Hamiltonian. This yields, in particular, the eigenfunctions in the form of Bloch functions. Keeping only a finite number of J band indices restricts and truncates the Hilbert space for further calculations. We use the Marzari-Vanderbilt algorithm to construct maximally localized Wannier functions (within the truncated one-particle Hilbert space). All the one-particle (tight-binding) and two-particle (Coulomb) matrix elements between these Wannier functions can be calculated. The strong localization guarantees that only on-site matrix elements and near-neighbor inter-site matrix elements have to be calculated. We are left with a

![Figure 7: Total ground state energy (of the valence electrons) obtained in Hartree-approximation, LSDA and HFA for the 3d transition metals Fe through Cu.](image-url)
many-body Hamiltonian in second quantization but with parameters determined from first principles for any given material, which we have solved within the HFA but for which we should also be able to solve by using more sophisticated many-body techniques. Our HFA approach is free from the problems of double counting of correlation effects and self-interaction and considers exchange contributions exactly. It does not rely on assumptions based on the homogeneous electron gas or a dependence on the local electron density. An inhomogeneous (lattice) electron system is considered right from the beginning. Within the standard Feynman diagram approach the most straightforward next step beyond HFA would be a summation of bubble diagrams leading to a renormalized (screened) Coulomb interaction. This would require calculating the exchange contribution not with the bare but with a screened Coulomb interaction. To take into account the effects of screening would require a calculation of the charge susceptibility and the (static) dielectric constant, which could be done within a generalized Lindhard theory, for instance.
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