Modeling the Hα and He 10830 Transmission Spectrum of WASP-52b

Dongdong Yan1,2,3,4, Kwang-il Seon4,5, Jianheng Guo1,2,3, Guo Chen6, and Lifang Li1,2,3

1 Yunnan Observatories, Chinese Academy of Sciences, P.O. Box 110, Kunming 650011, People’s Republic of China; guojh@ynao.ac.cn
2 School of Astronomy and Space Science, University of Chinese Academy of Sciences, Beijing, People’s Republic of China
3 Key Laboratory for the Structure and Evolution of Celestial Objects, CAS, Kunming 650011, People’s Republic of China
4 Korea Astronomy and Space Science Institute, 776 Duedeokdae-ro, Yuseong-gu, Daejeon 34055, Republic of Korea
5 Astronomy and Space Science Major, University of Science and Technology, 217, Gajeong-ro, Yuseong-gu, Daejeon 34113, Republic of Korea
6 Key Laboratory of Planetary Sciences, Purple Mountain Observatory, Chinese Academy of Sciences, Nanjing 210023, People’s Republic of China

Received 2022 May 16; revised 2022 July 26; accepted 2022 August 6; published 2022 September 13

Abstract

Escaping atmosphere has been detected by the excess absorption of Lyα, Hα and He triplet (λ10830) lines. Simultaneously modeling the absorption of the Hα and He λ10830 lines can provide useful constraints about the exoplanetary atmosphere. In this paper, we use a hydrodynamic model combined with a non-local thermodynamic model and a new Monte Carlo simulation model to obtain the H(2) and He(2S) populations. The Monte Carlo simulations of Lyα radiative transfer are performed with assumptions of a spherical stellar Lyα radiation and a spherical planetary atmosphere, for the first time, to calculate the Lyα mean intensity distribution inside the planetary atmosphere, necessary in estimating the H(2) population. We model the transmission spectra of the Hα and He λ10830 lines simultaneously in hot Jupiter WASP-52b. We find that models with many different H/He ratios can reproduce the Hα observations well if the host star has (1) a high X-ray and extreme-ultraviolet (XUV) flux (F_{XUV}) and a relatively low X-ray fraction in XUV radiation (β_{X}) or (2) a low F_{XUV} and a high β_{m}. The simulations of the He λ10830 triplet suggest that a high H/He ratio (∼98/2) is required to fit the observation. The models that fit both lines well confine F_{XUV} to be about 0.5 times the fiducial value and β_{m} to have a value around 0.3. The models also suggest that hydrogen and helium originate from the escaping atmosphere, and the mass-loss rate is about 2.8 × 10^{-11} g s^{-1}.

Unified Astronomy Thesaurus concepts: Exoplanet atmospheres (487); Hydrodynamical simulations (767); Radiative transfer simulations (1967)

1. Introduction

Exoplanets orbiting very close to their host stars will receive strong high-energy radiations such as X-ray and extreme-ultraviolet (XUV) and near-ultraviolet (NUV) from the stars. The spectral energy distribution (SED) of the incident radiation can be diverse, depending on the properties of host stars (Sanz-Forcada et al. 2011; Johnstone et al. 2021). Especially in young stellar systems, the X-ray can occupy a high portion of stellar radiation (Pizzolato et al. 2003; Ribas et al. 2005; Tu et al. 2015).

In some systems, such as A-type stars, the NUV flux can exceed the XUV flux by orders of magnitude (Sanz-Forcada et al. 2011; Johnstone et al. 2021). In gas-rich exoplanets, the planetary atmosphere can absorb the high-energy photons as a heating source and then expand to overcome the planetary gravitational potential energy (Yan et al. 2021).

With the development of sophisticated telescopes, precise characterization of the exoplanetary atmosphere could be possible. High-resolution transmission spectroscopy of the exoplanetary atmosphere is a prime method to study atmospheric properties. To date, a number of individual chemical species, such as hydrogen, helium, sodium, and oxygen atoms; carbon, magnesium, and iron ions; and water and methane molecules, have been discovered by this method (Vidal-Madjar et al. 2003; Tinetti et al. 2007; Lecavelier des Etangs et al. 2010; Jensen et al. 2012; Ehrenreich et al. 2015; Evans et al. 2016; Allart et al. 2018; Alonso-Floriano et al. 2019; Yan et al. 2019; Cauley et al. 2019; Sing et al. 2019; Stangret et al. 2020; Hoetink et al. 2020; Seidel et al. 2020; Turner et al. 2020; Gibson et al. 2020; Mikal-Evans et al. 2020; Garcia Muñoz et al. 2021; Borsa et al. 2021).

By analyzing the observed transmission spectra of hydrogen Lyα in the UV band (Vidal-Madjar et al. 2003; Lecavelier des Etangs et al. 2010; Jensen et al. 2012; Ehrenreich et al. 2015; Ben-Jaffel et al. 2021), theoretical models show that some hydrogen-rich exoplanets have experienced strong atmosphere escape. While observations of the Lyα line originating from hydrogen in the ground state (H(1s)) are highly sensitive to the exoplanetary atmosphere, they are heavily affected by the interstellar absorption and geocoronal Lyα emission, which almost always renders the line core and sometimes parts of the wings unusable. Moreover, such observations are only amenable with spaceborne instrumentation. Unlike Lyα, the Balmer lines in the optical band originating from the hydrogen atoms in the first excited state, H(2), are not contaminated by interstellar absorption and can be observed by ground-based instruments. To date, there have been nine exoplanets with detected excess Hα absorption (Jensen et al. 2012; Casasayas-Barris et al. 2018; Jensen et al. 2018; Yan & Henning 2018; Cauley et al. 2021; Chen et al. 2020; Cabot et al. 2020; Yan et al. 2021;
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Borsa et al. 2021; Czesla et al. 2022; Bello-Arufe et al. 2022). The interpretation of the Hα signals can help to reveal the atmosphere properties at different altitudes since the population of H(2) atoms is more sensitive to the gas properties than H(1) (Ballester et al. 2007). By studying HD 189733b, Huang et al. (2017) proposed that the Hα absorption would originate from the same layer where the Na I D absorption is formed. Therefore, by studying Lyα and Hα at the same time, one can obtain more information about the planetary atmosphere.

The helium triplet in near-infrared is often referred to as He λ10830 (hereafter He 10830), and its absorption is caused by the helium atoms at metastable state, He(2Σ). Second only to hydrogen in abundance, with no contamination by the interstellar medium, and approachable by ground-based instruments, all these make the helium triplet emerge as a valuable probe to detect the planetary atmosphere (Seager & Sasselov 2000; Oklopcić & Hirata 2018; Oklopcić et al. 2019). Up to now, there are several exoplanets with detected excess absorption of this line through transmission spectroscopy; they are WASP-107b, HD 189733b, HD 209458b, GJ 3470b, WASP-69b, HAT-P-11b, HAT-P-32b, and TOI 560.01 (Szul et al. 2018; Spake et al. 2018; Allart et al. 2018; Nortmann et al. 2018; Alonso-Floriano et al. 2019b; Palle et al. 2020; Kirk et al. 2020; Niman et al. 2020; Spake et al. 2021; Czesla et al. 2022; Zhang et al. 2022). Tentative detection of He 10830 absorption by the atmosphere of GJ 1214b was also reported recently (Orell-Miquel et al. 2022). Models have been developed to interpret the observed signals. For example, Lampón et al. (2020, 2021) adopted an isothermal Parker wind model to simulate the atmosphere of HD 209458b, HD 189733b, and GJ 3470b and used a radiative transfer of the He 10830 line to reproduce the observed line profiles. They argued that a high H/He number ratio larger than 90/10 is required to fit the observation. Besides, 3D simulations were also performed to explain the He 10830 absorption in WASP-107b, GJ 3470b, and WASP-69b (Wang & Dai 2021a; Khodachenko et al. 2021a; Wang & Dai 2021b; Khodachenko et al. 2021b; Shaikhislamov et al. 2021; Rumenskikh et al. 2022). A 3D simulation can reproduce the asymmetry features in the transit light curves and transmission spectra well but is time-consuming in parameter exploration.

To date, the absorptions of all three lines (Lyα, Hα, and He 10830) have been detected only in HD 189733b, although the interpretation of the Hα signal observed on this planet remains controversial (Barnes et al. 2016; Cauley et al. 2017a, 2017b). In some systems, two of the above three lines have been detected. For instance, Lyα and He 10830 excess absorption lines have been detected in HD 209458b, GJ 3470b, and HAT-P-11b. The extra absorption of Hα and He 10830 lines has been detected in WASP-52b and HAT-P-32b. However, the He 10830 excess absorption in WASP-52b was measured using an ultra-narrowband filter rather than spectroscopy. Simultaneously modeling the transmission spectra of two or more lines can help constrain the physical parameters of the planetary atmosphere. Especially, by fitting the observation of both the hydrogen and helium lines, one can investigate atmospheric properties such as composition and dynamics, as well as the interactions of the planetary atmosphere with the host stars. Pioneering work on the Hα and He 10830 absorption model was done by Czesla et al. (2022), applying it to HAT-P-32b. The authors used two independent models to interpret the Hα and He 10830 signals separately. The models that can simultaneously explain both the Hα and He 10830 absorption of the planetary atmosphere are still rare, which will play a role as a benchmark in studying the exoplanetary atmosphere.

With that in mind, in this paper we will focus on hot Jupiter WASP-52b, which is observed in both Hα and He lines. Using the high-resolution spectrograph ESPRESSO at the Very Large Telescope array, Chen et al. (2020) detected an excess absorption of about 0.86% ± 0.13% at the Hα line center, but there was no modeling effort for this signal. With ultra-narrowband photometry, Vissapragada et al. (2020) placed an upper limit on excess absorption of He 10830 for WASP-52b, indicating the possible presence of helium in the atmosphere. This technique was also used to detect the He 10830 absorption in HAT-P-18b (Paragas et al. 2021). Due to a lack of spectroscopic observation of the helium triplet, no detailed profiles of the transmission spectra are available. Assuming the same spectral shape as is observed for WASP-69b, WASP-52b was found to have an amplitude of 1.31% ± 0.94% in the deepest line center of the He 10830 triplet in the work of Vissapragada et al. (2020). Using high-resolution spectroscopy, Kirk et al. (2022) recently detected the neutral helium line at 10830 Å in the atmosphere of WASP-52b. They measured the spectral shape of the absorption line and found the excess absorption depth of He 10830 to be about 3.44% ± 0.31% (at 11σ significance). In addition, Na I and K I absorption features were also found in its atmosphere (Kirk et al. 2016; Chen et al. 2017; Louden et al. 2017). The host star WASP-52 is an active K2-type star, in which some stellar activity features such as chromospheric emission in the CaII H+K lines, faculae, and occulted starspots were found (Hébrard et al. 2013; Kirk et al. 2016; Mancini et al. 2017). Bruno et al. (2020) studied the effect of starspot correction on atmospheric retrievals in this planet and concluded that adding the stellar contamination to obtain a good fit of a transmission spectrum might hide spectral features that are planetary in nature. This led us to speculate that different stellar radiation levels would affect the observed transmission spectrum.

To model the Hα and He 10830 transmission spectra of WASP-52b, we should first calculate the level populations of hydrogen and helium in detail. The absorption of Hα is caused by hydrogen in the first excited state, i.e., the n = 2 state, which splits into 2s and 2p substates. The number density in the 2p state is predominantly determined by the Lyα radiation field strength inside the atmosphere (Christie et al. 2013; Huang et al. 2017; Yan et al. 2021). Thus, a detailed treatment of Lyα radiative transfer is indispensable. Because Lyα is a resonant scattering line, the traditional treatment of the radiative transfer will be very complicated. Monte Carlo simulations, which probabilistically experiment with absorption and scattering processes by using random sampling methods, are often used as an alternative in the radiative transfer calculation (Adams 1972; Gordon et al. 2001; Hansen & Oh 2006; Whitney 2011; Steinacker et al. 2013; Bae et al. 2016; Seon & Draine 2016; Seon & Kim 2020; Yang et al. 2021; Seon et al. 2022). However, the Monte Carlo simulations have not been widely applied in the exoplanetary atmosphere. Huang et al. (2017) used this method to simulate the Lyα resonant scattering in the atmosphere of HD 189733b but by assuming a plane-parallel atmosphere. This motivated us to investigate the influence of different geometries in dealing with stellar illumination and the atmosphere.

This paper is organized as follows. In Section 2, we introduce the hydrodynamic models to obtain the atmosphere structures and the detailed calculation of the level populations of H(2) and He(2S). In Section 3, we introduce models newly added in LaRT (Seon & Kim 2020; Seon et al. 2022), a Monte Carlo

7 LaRT is publicly available via https://doi.org/10.5281/zenodo.5618511 and https://github.com/seoncafe/LaRT.
simulation code of Lyα radiative transfer, to deal with the geometrical configuration of the star–planet system. The models assume that the stellar Lyα radiation is a spherical source. The radiative transfer schemes of H and He 10830 lines are also described in Section 3. In Section 4, we present the results and compare the models with observations. In Section 5, we discuss the plane-parallel illumination model, the limb-darkening effect, and the influence of the atmosphere size on the transmission spectrum. We also discuss the difference between the isothermal model and our model. In Section 6, we conclude by summarizing our findings.

2. Method

2.1. Hydrodynamic Simulation of Exoplanetary Atmosphere

We used a 1D hydrodynamic model (Yang & Guo 2018; Yan et al. 2021) to simulate the atmospheric structure of WASP-52b and obtained the radial profiles of atmospheric temperature, velocity, and particle number densities. The planetary and stellar parameters are based on the reported observations (Hébrard et al. 2013; Chen et al. 2020). WASP-52 is a main-sequence star with \( M_\star = 0.87 M_\odot \) and \( R_\star = 0.79 R_\odot \). WASP-52b is a hot Jupiter with \( M_p = 0.46 M_J \) and \( R_p = 1.27 R_J \). The equilibrium temperature is 1304 K, which is also the temperature at the bottom boundary \( R_p \) in our model. The chemical abundance of WASP-52b is assumed to be the same as that of the host star WASP-52 with the solar abundance except for [Fe/H] = 0.03. We first adopt the solar abundance for helium (H/He = 92/8; Asplund et al. 2009), but later, the effects of the change in the H/He ratio are investigated. The integrated flux in the XUV band is an important input in the simulations. In the absence of direct observation of the stellar XUV, we use the spectrum of \( \epsilon \) Eri from the MUSCLES Treasury Survey (France et al. 2016) to calculate the \( F_{\text{XUV}} \) received by the planet. The \( F_{\text{XUV}} \) is about 34,168 erg cm\(^{-2}\) s\(^{-1}\) at the orbital distance of about 0.0272 au. In our calculation, the value is divided by a factor of 4 (hereafter \( F_0 \)), which accounts for the uniform redistribution of the stellar radiation energy around the spherical planet. The SED index, \( \beta_m = F(1-100 \, \text{Å})/F(1-912 \, \text{Å}) \) as defined in Yan et al. (2021), is about 0.22. To find the best fit for the observation, we explore parameter space in a range of \( F_{\text{XUV}} = 0.25, 0.5, 1, 2, 4, 6, \) and \( 8 \times F_0 \), and \( \beta_m = 0.1, 0.22, 0.3, 0.4, \) and 0.5. Here \( \beta_m \) is the ratio of X-ray to total XUV flux. Note here that the largest \( \beta_m \) is 0.5, means that the X-ray flux is half of the total XUV flux, being the highest value that the late-type stars can have. Works have shown that the stellar extreme-ultraviolet (EUV) flux is higher than the X-ray flux, meaning \( \beta_m \approx 0.5 \), in most of the studied systems (Sanz-Forcada et al. 2011; Tu et al. 2015; Shoda & Takasao 2021). Therefore, taking \( \beta_m = 0.5 \) as the maximum is reasonable for our purposes. In our simulation, the XUV spectrum is divided into 53 wavelength bins, and we construct the XUV spectra for different \( \beta_m \) values. Figure 1(a) shows the adopted stellar XUV SEDs at the orbital distance of WASP-52b. Except for \( \beta_m = 0.22 \), other spectra are artificially constructed by changing the high-energy and low-energy parts accordingly. The pressure at the bottom boundary of the atmosphere is assumed as 1 \( \mu \)bar. The upper boundary is taken to be 10\( R_p \), which is bigger than the radius of the host star (about 6\( R_p \)). The Lyα cooling and the stellar tidal force are also considered in the simulations.

2.2. Calculation of H(2) Populations

To obtain the H\( \alpha \) transmission spectrum, we first calculate the hydrogen population in the \( n = 2 \) state by solving the statistical equation of non-LTE (NLTE). Assuming that the atmosphere is in a stationary state, the production rates of H(2) are equal to their loss rates. Therefore, the equation of rate equilibrium (Christie et al. 2013; Huang et al. 2017) for H(2p) is

\[
B_{1s-2p} J_{1s} n_{1s} + C_{1s-2p n_{1s}} n_e + C_{(c)_1} 2s-2p n_{2s} n_e + C_{(c)_{1s}} 2s-2p n_{2s} n_e + C_{(H')_1} 2s-2p n_{2s} n_e + \alpha_{2p} n_{2p} n_{1s} n_e + \beta_{2p} n_{2p}^2 n_{1s} + 2p n_{1s} + A_{2p-1s} n_{2p} + B_{2p-1s} J_{1s} n_{2p} + C_{(c)_{2p}} 2p-2s n_{2p} n_e + C_{(H')_{2p}} 2p-2s n_{2p} n_{1s} + C_{2p-\infty} n_{2p} n_e + \Gamma_{2p} n_{2p} + \frac{1}{r^2} \frac{\partial}{\partial \tau} (r^2 n_{2p}) ,
\]

\[ \text{(1)} \]
and the equation of rate equilibrium for H(2s) is

\[
\begin{align*}
C_{1s-2s} & = n_1 n_s + C_{e(\text{H})2p-2s} n_p n_e \\
& + C_{(\text{He})2p-2s} n_p n_{\text{He}^+} + \alpha_{2s} n_e n_{\text{H}^+} + \beta_{2s} n_s^2 n_{\text{H}^+} \\
& = C_{2s-3s} n_2 n_s + C_{(e\text{H})2s-2p} n_s n_e + C_{(\text{He})2s-2p} n_p n_{\text{He}^+} \\
& + C_{2s-3s} n_2 n_s + \Gamma_3 n_2 n_s + A_{2s-1s} n_{2s} + \frac{1}{r^2} \frac{\partial}{\partial r} (r^2 n_2 n_s),
\end{align*}
\]

(2)

where \(n_1, n_2, n_3, n_{\text{H}^+}\), and \(n_e\) are the number densities of H(1s), H(2p), H(2s), H\(^{+}\), and electrons, respectively. \(J_{\text{Ly}\alpha} = \int J_\nu \phi_\nu d\nu\) is the Ly\(\alpha\) mean intensity, weighted over the Voigt line profile \(\phi_\nu\). \(C_{(e\text{H})j-1j}\) is the rate coefficient for the collisional transition from state \(i\) to \(j\) (\(j = \infty\) means collisional ionization by electrons), and the subscript \(e\) (or \(H^+\)) represents the collision with electrons (or protons). The equation includes the collisions of 1s \(\leftrightarrow\) 2s, 1s \(\leftrightarrow\) 2p, and 2s \(\leftrightarrow\) 2p. \(\alpha_{2s}\) and \(\alpha_{2p}\), and \(\beta_{2s}\) and \(\beta_{2p}\) are the three-body recombination rate coefficients. \(A_{1s-2s}\) and \(B_{1s-2p}\) are Einstein coefficients. \(\Gamma_3\) and \(\Gamma_{2s}\) represent the photoionization rates:

\[
\Gamma_{2s,2p} = \int_{\nu_1}^{\nu_\infty} 4\pi J_\nu \sigma_{2s,2p}(\nu) d\nu,
\]

(3)

where \(\nu_1 = 3.4\ \text{eV}/h\) (\(h\) is the Planck constant) is the hydrogen ionization threshold for the \(n = 2\) state, and \(\nu_\infty = 13.6\ \text{eV}/h\) (912 Å) is the hydrogen ionization energy from the ground state. The spectrum of the incident ionizing radiation is taken from that of \(\varepsilon\) Eri in the MUSCLES Treasury Survey, as shown in Figure 1(b). The photoionization cross sections of H(2p) and H(2s) are cited from “The Opacity Project.”

Note that here the attenuation of the radiation in Equation (3) is ignored owing to the small column densities of H(2s) and H(2p) (Christie et al. 2013). \(\frac{1}{r^2} \frac{\partial}{\partial r} (r^2 n_2 n_s)\) and \(\frac{1}{r^2} \frac{\partial}{\partial r} (r^2 n_{2s} n_s)\) are the advection terms of H(2p) and H(2s), respectively, where \(v\) is the velocity and \(r\) is the altitude of the atmosphere. The reaction rates and coefficients are listed in Table 1.

Equations (1) and (2) can be written as

\[
\begin{align*}
A_{1s} n_2 n_p + A_{2s} n_s n_e &= A, \\
A_{2s} n_2 n_p + A_{2s} n_s n_e &= B.
\end{align*}
\]

(4)

Then,

\[
\begin{align*}
n_{2p} &= \frac{A_{2s} - B_{1s}}{A_{1s} + A_{1s} n_2 - A_{2s} n_2}, \\
n_{2s} &= \frac{B_{1s} - A_{2s}}{A_{1s} + A_{1s} n_2 - A_{2s} n_2}.
\end{align*}
\]

(5)

Here,

\[
\begin{align*}
A &= B_{1s-2p} J_{\text{Ly}\alpha} n_{1s} + C_{1s-2p} n_1 n_e \\
& + \alpha_{2p} n_e n_{\text{H}^+} + \beta_{2p} n_s^2 n_{\text{H}^+} \\
B &= C_{1s-2s} n_1 n_s + \alpha_{2s} n_e n_{\text{H}^+} + \beta_{2s} n_s^2 n_{\text{H}^+} \\
& = A_{2p-1s} + B_{2p-1s} J_{\text{Ly}\alpha} + C_{2p-1s} n_e \\
& + C_{(e\text{H})2p-2s} n_s n_e + C_{(\text{He})2s-2p} n_p n_{\text{He}^+} + C_{2p-\infty} n_e + \Gamma_{2p} \\
a_{11} &= -C_{(e\text{H})2s-2p} n_s + C_{(\text{He})2s-2p} n_{\text{He}^+} \\
a_{21} &= -C_{(e\text{H})2p-2s} n_s + C_{(\text{He})2p-2s} n_{\text{He}^+} \\
a_{22} &= -C_{2s-1s} n_s + C_{(e\text{H})2s-2p} n_s + C_{(\text{He})2s-2p} n_{\text{He}^+} + \Gamma_{2s-1s} + A_{2s-1s}.
\end{align*}
\]

(6)

By solving the equation of rate equilibrium, we find that \(n_{2p}\) is predominantly determined by Ly\(\alpha\) pumping:

\[
n_{2p} \approx \frac{B_{1s-2p} J_{\text{Ly}\alpha}}{A_{2p-1s} n_{1s}},
\]

(7)

Therefore, a detailed treatment of Ly\(\alpha\) radiative transfer in the atmosphere is indispensable. For this purpose, we use LaRT (see Section 3.1 for details). The incident stellar Ly\(\alpha\) and the Ly\(\alpha\) generated within the planetary atmosphere are the two input sources of the Ly\(\alpha\) intensity in this model. Due to a lack of the observation of the stellar Ly\(\alpha\) spectrum, we adopt a similar profile to that of Huang et al. (2017). At the outer boundary of the planetary atmosphere, on which the Ly\(\alpha\) photons are incident, a double-Gaussian line profile of Ly\(\alpha\) with a width of 49 km s\(^{-1}\) centered at \(\pm 74\) km s\(^{-1}\) is assumed. The total integrated Ly\(\alpha\) flux is assumed to be about 37,300 erg cm\(^{-2}\) s\(^{-1}\) according to the spectrum of EP Eri (a K2V star; note that it is different from \(\varepsilon\) Eri, which is a K1V star) from Linsky et al. (2013). As we have discussed in a former work (Yan et al. 2021), both the input Ly\(\alpha\) profile and the total flux can affect the hydrogen population of the \(n = 2\) state and thus the H\(\alpha\) transmission spectrum. We note that the parameters adopted here could have some uncertainties. Future observation and reconstruction of the Ly\(\alpha\) line will provide a more precise input.

The planetary Ly\(\alpha\) emission is mainly due to the collisional excitation and recombination. Its emissivity can be approximated as

\[
S_\nu = \frac{(\alpha_B n_{\text{H}} n_e + C_{(e\text{H})1s-2s} n_1 n_e)}{4\pi},
\]

(8)

where \(\alpha_B\) is the case B recombination rate coefficient and \(C_{(e\text{H})1s-2s} = C_{1s-2s} + C_{1s-2p}\). After obtaining \(B_{1s-2p} J_{\text{Ly}\alpha}\) (namely, the scattering rate \(P_{\alpha}\) in units of s\(^{-1}\) atom\(^{-1}\)) inside the atmosphere using LaRT, we then calculate the hydrogen level populations as described in Equation (5).

### 2.3. Calculation of Helium Metastable Populations

The transitions between the \(2\) S and \(2\) P\(_J\) levels of helium emit a triplet line in the near-infrared band. The wavelengths of the triplet are 10829.09, 10830.25, and 10830.33 Å in the air, with the last two lines unresolved in practice (Drake 1971). The oscillator strengths for the three lines are 0.059902, 0.17974, and 0.29958, respectively. The absorption of He 10830 is caused by the helium atoms at a metastable state He(2\(^S\)). We assume that the atmosphere is in a stationary state, and the helium atoms are composed of He(1S) and He(2\(^S\)). Using the hydrodynamic simulations, we can obtain the number density structure of the total neutral helium \(n_{\text{He}}\) and ionized helium \(n_{\text{He}^+}\). To obtain the number density of He(2\(^S\)), we solve the following equation of rate equilibrium:

\[
\begin{align*}
n_{\text{He}^+} n_e \alpha_3 + n_1 n_e q_{13a} &= n_3 \phi_2 e^{-\gamma_3} + n_3 A_{31} \\
& + n_3 n_e q_{31a} + n_3 n_e q_{31b} + n_3 n_{\text{He}^+} Q_{31} + \frac{1}{r} \frac{\partial}{\partial r} (r^2 n_3 n_e),
\end{align*}
\]

(9)

\(^8\) http://cdsweb.u-strasbg.fr/topbase/home.html

\(^9\) From NIST Atomic Spectra Database, https://www.nist.gov/pml/atomic-spectra-database.
where $n_1 = n_{He} - n_3$. Parameters $n_1$ and $n_3$ are the number densities of He($s$) and He(2$^3S$), respectively. Parameters $\alpha_3$ and $\Phi_3$ are the recombination rate coefficient and photoionization rate of He(2$^3S$), respectively. Parameter $\tau_3$ is the optical depth of He(2$^3S$) calculated using a flux-averaged cross section as described by Oklopcić & Hirata (2018). In our simulation, the value of $\tau_3$ is so small that $e^{-\tau_3}$ is very close to 1. Therefore, this attenuation factor of the radiation in the photoionization rate is ignored. Here the incident ultraviolet spectrum (912–2600 Å) that ionizes He(2$^3S$) is also taken from the MUSCLES Treasure Survey, as shown in Figure 1(b). The integrated flux in this far-ultraviolet (FUV) and NUV band is about $2.6 \times 10^5$ erg cm$^{-2}$ s$^{-1}$. $A_3$ is the radiative transition rate between the 1$s$ and 1$s$ state. Parameters $q_{31c}$ and $q_{31d}$ are the collision transition rate coefficients due to electrons between the 1$s$ and 2$^3S$, 2$^3S$ and 2$^3S$, and 2$^3S$ and 2$^3P$ states, respectively. $Q_{31}$ is the collisional rate coefficient due to hydrogen atoms. $\frac{1}{r^2} \frac{\partial}{\partial r} \left(r^2 n_Y\right)$ is the advection term of He(2$^3S$). Note that the values of the advection terms can be either positive or negative. In Table 2, we list the reaction rates and coefficients related to the helium metastable population. By solving the equation, we can obtain the population of helium.

Here we note that the advection terms of H(2$p$), H($2s$), and He(2$^3S$) in Equations (1), (2), and (9) are negligible compared to other dominant sources and sink terms. We therefore ignored them in our calculations. For further discussion, see Sections 4.2 and 4.4.

### 3. Radiative Transfer

#### 3.1. Monte Carlo Simulation of Ly$\alpha$ Radiative Transfer

We use LaRT, an Ly$\alpha$ Monte Carlo radiative transfer code, to simulate the Ly$\alpha$ resonant scattering in the planetary atmosphere. The code has been used to solve Ly$\alpha$ radiative transfer in the diffuse interstellar medium or circumgalactic medium (Song et al. 2020; Seon & Kim 2020; Seon et al. 2022), where the density of hydrogen is relatively low and the Ly$\alpha$ source is usually inside hydrogen gas. The situation is different for the close-in exoplanet systems because the stellar Ly$\alpha$ is an external source and the planetary atmosphere has a relatively high number density. Therefore, we modified the code to make it applicable in the exoplanet systems.

The previous Ly$\alpha$ Monte Carlo simulations for the exoplanetary atmosphere assumed that both the stellar Ly$\alpha$ source and the planetary atmosphere are plane-parallel (Huang et al. 2017). However, because the distance between the star and planet is only a few stellar radii for close-in planets, the stellar Ly$\alpha$ radiation cannot be considered plane-parallel. In addition, the plane-parallel atmosphere assumption is likely to cause differences from the spherical atmosphere. Therefore, in this work we use mainly a spherical stellar Ly$\alpha$ source and a spherical atmosphere assumption. This model will be called a spherical illumination (or spherical–spherical) model. In Section 5, we will also discuss two additional cases concerning the geometries of the stellar Ly$\alpha$ source and planetary atmosphere. The two cases are (1) plane-parallel stellar Ly$\alpha$ source + plane-parallel atmosphere (plane–plane model) and (2) plane-parallel stellar Ly$\alpha$ source + spherical atmosphere (plane–spherical model). Table 3 defines these models. The main difference in these models is how the incident Ly$\alpha$ photons in LaRT are sampled or generated.

In the following, we introduce the spherical illumination model. The model can be described in two parts: the generation of Ly$\alpha$ photons, mainly related to the system geometry, and the radiative transfer of the photons in the medium. In this paper, we will mainly discuss the first part, i.e., how to generate
Table 2
Reaction Rates Related to He(2S)

| Number | Reaction | Name | Rate (Coefficient) \(^a\) | Reference |
|--------|----------|------|--------------------------|-----------|
| R1     | \( \text{He}^+ + e^- \rightarrow \text{He}_2^y \) | \( \alpha_{1y} \) | \( 2.10 \times 10^{-13} (T / 10^4 \text{ K})^{-0.778} \text{ cm}^3 \text{s}^{-1} \) | Benjamin et al. (1999) |
| R2     | \( \text{He}_2^y + h\nu \rightarrow \text{He}^+ + e^- \) | \( \phi_{2y}^{e^-} \) | This work | Norcross (1971) |
| R3     | \( \text{He}_{1s} + e^- \rightarrow \text{He}_2^y + e^- \) | \( q_{1s}^{1y} \) | \( 2.10 \times 10^{-8} \sqrt{12 \text{ eV} / \gamma} e^{-19.81 \gamma_1} \text{ cm}^3 \text{s}^{-1} \) | Bray et al. (2000) |
| R4     | \( \text{He}_2^y + e^- \rightarrow \text{He}_2^y + e^- \) | \( q_{1y}^{1y} \) | \( 2.10 \times 10^{-8} \sqrt{12 \text{ eV} / \gamma} e^{-0.64 \gamma_1} \text{ cm}^3 \text{s}^{-1} \) | Bray et al. (2000) |
| R5     | \( \text{He}_2^y + e^- \rightarrow \text{He}_{2p} + e^- \) | \( q_{1b}^{1b} \) | \( 2.10 \times 10^{-8} \sqrt{12 \text{ eV} / \gamma} e^{-1.46 \gamma_1} \text{ cm}^3 \text{s}^{-1} \) | Bray et al. (2000) |
| R6     | \( \text{He}_2^y \rightarrow \text{He}_{1s} + h\nu \) | \( A_{31}^{1y} \) | \( 1.272 \times 10^{-4} \text{ s}^{-1} \) | Drake (1971) |
| R7     | \( \text{He}_2^y + H \rightarrow \text{He}_{1s} + H \) | \( Q_{31}^{1y} \) | \( 5.0 \times 10^{-10} \text{ cm}^3 \text{s}^{-1} \) | Roberge & Dalgarno (1982) |

Note. 
\(^a\) Note that here \( \gamma_{1s}, \gamma_{1y}, \gamma_{1b} \) are the effective collision strengths between the 1s and 2S, 2S and 2S, and 2S and 2P states, respectively (Bray et al. 2000).

---

Table 3
Models Defined in LaRT

| Models\(^b\) | Geometry of the Stellar Ly\(\alpha\) Source | Geometry of the Planetary Atmosphere |
|-------------|---------------------------------|-----------------------------------|
| Spherical illumination model\(^b\) | Spherical | Spherical |
| Plane–plane model | Plane-parallel | Plane-parallel |
| Plane–spherical model | Plane-parallel | Spherical |

Notes. 
\(^b\) In this work, the main results are obtained using the spherical illumination model. The plane–plane and plane–spherical models will be discussed in Section 5. 
\(^c\) This model can also be called a spherical–spherical model.

---

photons efficiently. For the discussion of the second part, one can refer to Seon & Kim (2020) and Seon et al. (2022).

To sample the initial photons, we first construct the basic reference frames (Figure 2). They are the rest frames of the star and planet, the basis vectors of which are denoted by \( e_i(s) \) and \( e_i(p) \), where \( i = x, y, z \). The origins of \( e_i(s) \) and \( e_i(p) \) coincide with the centers of the star and planet, respectively. The basis vectors \( e_i(s) \) and \( e_i(p) \) are both along the line of \( \hat{O}
\hat{O} \), and \( e_i(s) \) is parallel to \( e_i(p) \). The radii of the star and planet \( (R_P) \) plus its atmosphere and the distance between the centers of the star and planet are denoted by \( R_S, R_A, \) and \( L \), respectively. In our fiducial model, the photons are assumed to be emitted isotropically from the surface of the star. The polar and azimuth angles of the photon emission site on the stellar surface are denoted by \( (\theta, \varphi) \), and those of the initial photon propagation direction are \( (\bar{\theta}, \bar{\varphi}) \).

We describe how to sample the position and propagation vectors as follows. First, we sample the polar angle \( \bar{\theta} \) (or \( \bar{\mu} = \cos \bar{\theta} \)) of the photon emission position on the stellar surface according to the probability distribution function (pdf) proportional to \( \Delta S(\bar{\theta}) \), the solid angle subtended by photon rays toward the planetary atmosphere, as described in Section 3.2. Next, the azimuth angle \( \bar{\varphi} \) is obtained by \( \varphi = 2\pi \xi \) using a uniform random number \( \xi \) between 0 and 1. Then, the position vector of the emission site in the frame \( e_i(s) \) can be expressed as

\[
r_{\text{em}} = R_S \hat{r}_{\text{em}} = R_S (\sqrt{1 - \bar{\mu}^2} \cos \varphi, \sqrt{1 - \bar{\mu}^2} \sin \varphi, \bar{\mu}),
\]

where \( \hat{r}_{\text{em}} = r_{\text{em}} / R_S \) is the unit normal vector of the stellar surface at \( r_{\text{em}} \). In the frame \( e_i(p) \), the position vector can be expressed as \( \bar{r} = r_{\text{em}} - L \), where \( L = (0, 0, L) \).

Before sampling the initial photon direction, we introduce three critical angles defined by

\[
\cos \vartheta_1 = \frac{R_A}{L}, \quad \cos \vartheta_2 = \frac{R_S}{L}, \quad \cos \vartheta_3 = \frac{R_S - R_A}{L}.
\]

The geometrical meaning of the three angles is illustrated in Figure 2. The first critical angle \( \vartheta_1 \) is the angle when the tangent plane of the star at emission point \( B \) is tangent to the surface of the planetary atmosphere. When \( 0 \leq \vartheta \leq \vartheta_1 \), the photons emitted from point \( B \) toward the planetary atmosphere will not be blocked by the star; in other words, all the photons emitted within the cone of \( \vartheta_1 \) (the cone defined by the two red lines) can arrive at the planetary atmosphere. \( \vartheta_2 \) is the second critical angle when the tangent plane of the star at emission point \( B \) goes through the center of the planet. At \( \vartheta = \vartheta_2 \), only half of the photons in the cone of \( \vartheta_1 \) can arrive at the planetary atmosphere. And the third critical angle \( \vartheta_3 \) is another angle when the tangent plane of the star at emission point \( B \) is tangent to the planetary atmosphere. When \( \vartheta \geq \vartheta_3 \), no photons emitted from point \( B \) can arrive at the planetary atmosphere.

In choosing a random initial propagation direction \( \mathbf{p} \) of the photon, it is convenient first to sample the directions for a constant flux \( dF = I \cos \theta d\Omega \) = constant, where \( \theta \) is the angle between the normal vector of the stellar surface and the direction vector, and \( d\Omega \) is a small area element on the surface. We then multiply a factor proportional to \( \cos \theta \) by the photon weight to yield an isotropic radiation field \( (I = \text{constant}; \text{this is because } I \text{ is sampled to be inversely proportional to } \cos \theta \text{ when } dF = \text{constant is assumed}. \) To do so, we should first construct a trial at \( r_{\text{em}} \). The basis vectors of this triad are denoted by \( e_i \). A photon direction defined with respect to this triad is denoted by \( (\mu, \phi) \), where \( \mu = \cos \theta \). The choice of the triad can be arbitrary. For example, we can simply set \( e_x = e_i(s) \) and sample the direction by \( \mu = \cos \theta = -1 + 2\xi_1, \phi = 2\pi \xi_2 \), where \( \xi_1 \) and \( \xi_2 \) are mutually independent, uniformly distributed random numbers between 0 and 1. Then, we have \( \mathbf{p} = p_x e_x + p_y e_y + p_z e_z \), where \( p_x = \sqrt{1 - \mu^2} \cos \phi, p_y = \sqrt{1 - \mu^2} \sin \phi, \) and \( p_z = \mu \). We next accept only the rays that hit the planetary atmosphere. This procedure is quite simple but has a drawback; the acceptance rate is quite low since a large portion of trajectories of photons generated will either miss the planetary atmosphere or go toward the stellar interior. The acceptance rate equals \( \Delta S(\vartheta) / 4\pi \), where \( \Delta S(\vartheta) \) is the solid angle formed by all effective directions in which the photons can arrive at the planetary atmosphere in the \( \mu-\phi \) plane. In other words, the
number $\Delta N(\vartheta)$ of accepted samples at $\vartheta$ is proportional to $\Delta S(\vartheta)/4\pi$.

To overcome this shortage, we adopt an alternative method, in which the basis vectors are constructed as follows:

$$e_z = \frac{-r}{|r|}, \quad e_i = \frac{\hat{r}_{\text{em}} \times e_z}{|\hat{r}_{\text{em}} \times e_z|} = \hat{r}_{\text{em}} \times e_z/\sin \theta,$$

and $e_x = e_y \times e_z$. For any emission site, the $z$-axis of this triad always points toward the center of the planet. From Figure 2, one can see that the solid angle subtended by the planetary

Figure 2. Three critical angles $\vartheta_1, \vartheta_2, \vartheta_3$. Here the green line represents the tangent plane of the stellar sphere at the emission point $B$. $R_s, R_p,$ and $R_A$ are the radii of the star, planet, and atmosphere, respectively. $e_i(s)$ and $e_i(p)$ are the basis vectors of the rest frames of the star and the planet, respectively.
atmosphere with respect to this triad is related to the angle \( \theta_1 \) given by

\[
\mu_1 = \cos \theta_1 = \frac{\sqrt{BO^2 - R_s^2}}{BO},
\]

(12)

where \( BO = \sqrt{L^2 + R_s^2 - 2L_xL_y} \). In the \( \mu-\phi \) plane of the reference frame \( e_{\theta} \), the solid angle at which photons could reach the planetary atmosphere will form a rectangle \( A = \{ (\mu, \phi) | \mu_1 \leq \mu \leq 1, -\pi \leq \phi \leq \pi \} \). On the other hand, the area \( B \) formed by the rays that will not be blocked by the star is determined by the condition \( \mu \geq 1 \). \( \vec{R} \cdot \vec{B} = 0 \), and \( \vec{R} \cdot \vec{B} = 0 \) gives the boundary. Expanding this equation, we obtain the expression for the boundary curve by solving

\[
\sqrt{1 - \mu^2} \sin \theta_1 \cos \phi - \mu \cos \theta_1 = 0:
\]

\[
\mu(\phi) = \begin{cases} 
\frac{\sin \theta_c \cos \phi}{\sqrt{1 - \sin^2 \theta_c \sin^2 \phi}}, & \text{if } \vartheta < \vartheta_2, \\
\frac{-\sin \theta_c \cos \phi}{\sqrt{1 - \sin^2 \theta_c \sin^2 \phi}}, & \text{if } \vartheta > \vartheta_2.
\end{cases}
\]

(13)

where \( \theta_c \) is the angle between the vectors \( \vec{R} \) and \( e_{\theta} \) given by

\[
\theta_c = \begin{cases} 
\arcsin \left( \frac{L}{BO} \sin \vartheta \right), & \text{if } \vartheta < \vartheta_2, \\
\pi - \arcsin \left( \frac{L}{BO} \sin \vartheta \right), & \text{if } \vartheta > \vartheta_2.
\end{cases}
\]

(14)

Then, the intersection of \( A \) and \( B \), \( C = A \cap B \), gives the valid area whose points correspond to the photon directions that could reach the planet atmosphere eventually. The area \( C \) is a useful quantity in our sampling algorithm and is denoted by \( \Delta S(\vartheta) \), which is dependent on the position of the emission site and hence a function of \( \vartheta \) (or \( \vartheta_1 \)). The functional form of \( \Delta S(\vartheta) \) is given by

\[
\Delta S(\vartheta) = \begin{cases} 
2\pi(1 - \mu_1), & 0 \leq \vartheta < \vartheta_1, \\
2\pi(1 - \mu_1) - 2 \int_{\vartheta_1}^{\vartheta} \mu(\phi)d\phi + 2\mu_1 \varphi_1, & \vartheta_1 \leq \vartheta < \vartheta_2, \\
2 \int_{\vartheta_1}^{\vartheta} \mu(\phi)d\phi - 2(\pi - \phi_1)\mu_1, & \vartheta_2 \leq \vartheta < \vartheta_3,
\end{cases}
\]

(15)

where \( \mu_1 = \cos \theta_1 \) as given by Equation (12) and \( \varphi_1 \) is the root of equation \( \mu(\phi) = \mu_1 \), given by

\[
\varphi_1 = \begin{cases} 
\arccos \left( \frac{\mu_1 \cos \theta_c}{\sqrt{1 - \mu_1^2 \sin^2 \theta_c}} \right), & \text{if } \vartheta < \vartheta_2, \\
\pi - \arccos \left( \frac{\mu_1 \cos \theta_c}{\sqrt{1 - \mu_1^2 \sin^2 \theta_c}} \right), & \text{if } \vartheta > \vartheta_2.
\end{cases}
\]

(16)

Since \( \int \mu(\phi)d\phi = \arcsin(\sin \theta_c \sin \phi) \) using the expression of function \( \mu(\phi) \) given by Equation (13), we get

\[
\Delta S(\vartheta) = \begin{cases} 
2\pi(1 - \mu_1), & 0 \leq \vartheta < \vartheta_1, \\
2\pi(1 - \mu_1) - 2\arcsin(\sin \theta_c \sin \phi_1) + 2\mu_1 \varphi_1, & \vartheta_1 \leq \vartheta < \vartheta_2, \\
2\arcsin(\sin \theta_c \sin \phi_1) - 2(\pi - \phi_1)\mu_1, & \vartheta_2 \leq \vartheta < \vartheta_3.
\end{cases}
\]

(17)

Figure 3 shows the curve of function \( \Delta S(\vartheta) \). One can see that as \( \vartheta \) increases, the area decreases monotonically.

For a given location on the stellar surface, determined by \( (\vartheta, \varphi) \), the angles \( (\vartheta, \varphi) \) for the photon propagation direction vector are obtained as follows. The algorithm to sample the initial photon direction \( p \) is divided into three cases.

Case 1 \((0 \leq \vartheta \leq \vartheta_1)\): In this case, the tangent plane of the star at \( r_{em} \) does not intersect with the planetary atmosphere. The geometrical relationships between the emission site and the planetary atmosphere and the corresponding valid region in the \( \mu-\phi \) plane are shown in the top and bottom panels of Figure 4, respectively. From this figure, we can sample the photon direction by

\[
\mu = \mu_1 + (1 - \mu_1)\xi_1, \\
\varphi = -\pi + 2\pi\xi_2.
\]

(18)

Case 2 \( (\vartheta_1 \leq \vartheta \leq \vartheta_2)\): In this case, the tangent plane of the star at \( r_{em} \) intersects with the “first” half of the planetary atmosphere that is divided equally by the plane \( BO \). The geometry and the area of the valid region are shown in Figure 5. The sampling algorithm is

\[
\begin{align*}
&\text{do} \\
&\mu = \mu_1 + (1 - \mu_1)\xi_1, \\
&\varphi = -\pi + 2\pi\xi_2, \\
&\text{if not \((\vartheta - \varphi_1) \leq \vartheta \leq \vartheta_1) \text{ and } \mu \leq \mu(\phi) \text{ then exit}
\end{align*}
\]

(19)

Case 3 \( (\vartheta_2 \leq \vartheta \leq \vartheta_3)\): In this case, the tangent plane of the star at \( r_{em} \) intersects with the “second” half of the planetary atmosphere that is divided equally by the plane \( BO \). The geometry and the area of the valid region are shown in
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Figure 6. Then, we have

\[
\begin{align*}
\text{do} \\
\mu &= \mu_1 + (\sin \theta_\text{c} - \mu_1) \xi_1, \\
\phi &= \phi_1 + 2(\pi - \phi_1) \xi_2, \\
\text{if } (\phi > \pi) \phi &= \phi - 2\pi, \\
\text{if } (\mu_1 \leq \mu \leq \mu(\phi)) \text{ then} \\
&\text{exit} \\
\text{end if} \\
\text{end do.} \\
\end{align*}
\]

As \( \mu \) and \( \phi \) are obtained, the initial direction of the photon is given by \( p = p_x e_x + p_y e_y + p_z e_z \), where \( p_x = \sqrt{1 - \mu^2} \cos \phi \), \( p_y = \sqrt{1 - \mu^2} \sin \phi \), \( p_z = \mu \).

We also implemented a simpler, second method, which samples a photon direction \( p \) as follows:

\[
\begin{align*}
\text{do} \\
\mu &= \mu_\text{a} + (1 - \mu_\text{a}) \xi_1, \\
\phi &= -\pi + 2\pi \xi_2, \\
\text{if } ((r \cdot p)^2 + R_A^2 - r \cdot r \geq 0) \text{ then} \\
&\text{exit} \\
\text{end if} \\
\text{end do,} \\
\end{align*}
\]

where \( \mu_\text{a} = \sqrt{1 - R_A^2/(L - R_S)^2} \) is the cosine of \( \theta_1 \) as \( \vartheta = 0 \).

This second method adopts an equal sampling area \( 2\pi(1 - \mu_\text{a}) \) for any \( \vartheta \) and then uses the rejection method to sample \( \vartheta \). Thus,
one can obtain the acceptance rate for this method, i.e.,

\[
\int_0^{\theta_1} \Delta S(\vartheta) \sin \vartheta \, d\vartheta / \int_0^{\theta_2} 2\pi (1 - \cos \alpha) \sin \vartheta \, d\vartheta
\]

\[
= \int_0^{\theta_1} \Delta S(\vartheta) \sin \vartheta \, d\vartheta / [2\pi (1 - \cos \alpha)(1 - \cos \vartheta_1)].
\]

(22)

We have confirmed that the above two different methods give the same results. Here, we stress again that the polar and azimuth angles \((\theta, \phi)\) were sampled by assuming a constant flux on the stellar surface. The isotropic radiation is obtained by multiplying a factor of \(2(r_{em} \cdot p_{em})\) by the photon weight.

As shown in Figure 7, once \(r_{em}\) and \(p\) are obtained, we can readily get \(r_0\), the intersection of the photon trajectory with the outer boundary of the atmosphere, in the reference frame \(e_\rho(p)\). The intersecting position is given by \(r_0 = r + sp\), where \(s = -r \cdot p - (r \cdot p)^2 + R_A^2 - r \cdot r\). Here \(s\) is the distance to the point where the photon hits the planetary atmosphere. The Ly\(\alpha\) radiative transfer calculation is performed as described in Seon & Kim (2020), starting from this position. In our radiative transfer simulation, photons entering the planetary radius are assumed to be completely destroyed by the planet. In addition to the stellar Ly\(\alpha\) photons, we also simulate the radiative transfer of Ly\(\alpha\) photons emitted from the planetary atmosphere. We sample the initial radial coordinates of photons according to the pdf proportional to \(r^2 S_\nu(r)\). Here \(S_\nu(r)\) is the emissivity calculated using Equation (8). Then, the polar and azimuth angles of the propagation vector are randomly generated in the planetary coordinate system. The photon direction vector is sampled to be isotropic.

Now we need to calculate \(L_A / L_S\) (called the flux factor in this work), namely, the ratio between the total luminosities received by the planetary atmosphere and emitted by the star. This factor is required to convert the total stellar luminosity to the luminosity incident onto the atmosphere. We have that

\[
L_S = \int_0^{2\pi} d\varphi \int_0^{\theta_1} \sin \vartheta \, d\vartheta \int_0^{2\pi} d\phi \int_0^{\mu} I(\mu) \mu d\mu
\]

\[
= 8\pi^3 \int_0^{1} I(\mu) \mu d\mu,
\]

\[
L_A = \int_0^{2\pi} d\varphi \int_0^{\theta_1} \sin \vartheta \, d\vartheta \int_{\Delta S(\vartheta)\phi} F_0(\mu, \phi) d\mu d\phi,
\]

(23)
where $F_0(\mu, \phi) = I_{\mu_{\text{em}}}(\mu_{\text{em}})$, $\mu_{\text{em}} = \mathbf{r}_\text{em} \cdot \mathbf{p}$, and $I(\mu)$ is the intensity on the stellar surface. Obviously, $\mu_{\text{em}}$ is a function of $\mu$ and $\phi$. The integral $A$ can be divided into three terms, i.e., $A = A_1 + A_2 + A_3$, where

$$A_1 = \int_{-\pi/2}^{\pi/2} \sin \theta_1 d\theta_1 \int_{-\pi}^{\pi} d\phi \int_{\mu_1}^{\mu} F_0(\mu, \phi) d\mu,$$

$$A_2 = \int_{\phi_1}^{\phi_2} \sin \phi d\phi \int_{\mu_1}^{\mu} F_0(\mu, \phi) d\mu$$

$$+ \int_{\phi_1}^{\phi_2} d\phi \int_{\mu_1}^{\mu} F_0(\mu, \phi) d\mu,$$

$$A_3 = \int_{\phi_1}^{\phi_2} \sin \phi d\phi \int_{\mu_1}^{\mu} F_0(\mu, \phi) d\mu).$$

The luminosity ratio $L_A/L_S$ can be calculated directly from the above integrals or obtained by adding up the photon weights while the Monte Carlo simulation is performed.

### 3.2. The Inversion and Alias Methods

In our first method to sample $\bar{\mu}$, the coordinate $\bar{\mu}$ of an initial photon location is drawn from a pdf given by

$$p(\bar{\mu}) = \frac{1}{S} \Delta S(\bar{\mu}),$$

where $S = \int_{\cos \phi_1}^{\cos \phi_2} \Delta S(\bar{\mu}) d\bar{\mu}$ is the normalization factor. One can sample $p(\bar{\mu})$ by the inverse cumulative distribution function (CDF) method (Devroye 1986). From Equation (17), one can see that $\Delta S(\bar{\mu})$ is a complicated function of $\bar{\mu}$; thus, we must implement the inverse CDF method in a numerical rather than analytical way. The procedure of our implementation is given as follows.

We obtain the cumulative pdf $F(\bar{\mu})$ of $p(\bar{\mu})$:

$$F(\bar{\mu}) = \int_{\cos \phi_{\text{min}}}^{\bar{\mu}} p(\bar{\mu}') d\bar{\mu}'.$$

Figure 6. Same as Figure 4, but for Case 3, as $\phi_2 \leq \phi \leq \phi_3$. 

[Image of a diagram showing a star and a planet with the notation $\mathbf{e}_{\mu}(s)$ and $\mathbf{e}_p(s)$, and the notation $\mathbf{r}_\text{em} \cdot \mathbf{p}$, with labels for $\mu$, $\phi$, $\theta_1$, and $\theta_2$.]

- $A$ indicates the luminosity ratio.
- $\mathbf{e}_{\mu}(s)$ and $\mathbf{e}_p(s)$ represent the direction vectors.
- $\mathbf{r}_\text{em} \cdot \mathbf{p}$ is the dot product of the emission vector and the photon vector.

The diagram illustrates the geometry of the system, with the star, planet, and direction vectors highlighted.
We first make a numerical table of \( \langle \tilde{\mu}_j, F_i \rangle \) such that \( \Delta F = F_{i+1} - F_i = 1/N \) for \( i = 0, \cdots, N \), where \( F_i = F(\tilde{\mu}_i) \) and \( N \) is the number of bins. In a range of \( F_j \) and \( F_{j+1} \), we approximate \( F(\tilde{\mu}) \) to be a linear function \( f(\tilde{\mu}) \), i.e.,

\[
\frac{\tilde{\mu}_j - \tilde{\mu}_j}{\Delta F} = \frac{F_j - F_{j+1}}{\tilde{\mu}_{j+1} - \tilde{\mu}_j}.
\]

(27)

For a random number \( \xi \), we can readily find a subscript \( j \) such that \( F_j \leq \xi \leq F_{j+1} \) because \( \Delta F = \text{constant} \). Then, we get

\[
\tilde{\mu}_j = \frac{\xi - F_j}{\Delta F}(\tilde{\mu}_{j+1} - \tilde{\mu}_j) + \tilde{\mu}_j,
\]

(28)

\( \tilde{\mu}_j \) is the function of taking the integer part of \( x \). We use this \( \tilde{\mu}_j \) as an approximation of \( \cos \theta \). As an alternative method to sample \( \tilde{\mu} \) efficiently, we also implemented the alias method (Walker 1974, 1977). The inversion and alias methods were also used to sample the photon frequency (wavelength) from the input Ly\( \alpha \) spectral shape and the initial location of Ly\( \alpha \) photons emitted in the planetary atmosphere.

3.3. H\( \alpha \) and He 10830 Radiative Transfer

When calculating the H\( \alpha \) and He 10830 transmission spectra, we only consider the true absorption in calculating the radiative transfer. The formulae are quite similar for the two lines, except for the physical parameters. The geometrical relationships and variables for H\( \alpha \) and He 10830 radiative transfer are demonstrated in Figure 8. Then, the observed line profiles at frequency \( \nu \) for the cases with and without absorption can be, respectively, obtained as follows:

\[
\begin{align*}
L'_\nu(\text{obs}) &= 2\pi \int_0^{R_{\ast}} L_\nu(r) r dr, \\
L_\nu(\text{obs}) &= 2\pi \int_0^{R_{\ast}} L_\nu(r) \exp[-\tau(r)] r dr,
\end{align*}
\]

(29)

where \( L'_\nu(\text{obs}) \) and \( L_\nu(\text{obs}) \) are the observed luminosity during the out-of-transit and in-transit phases, respectively, and \( r \) is the projected radius on a plane perpendicular to the star–planet line. \( \tau = n \sigma dl \) is the optical depth along the ray path, where \( n \) is the number density of the relevant atomic species, \( \sigma \) is the cross section of absorption, and \( dl \) is a finite traveling path length of the photons. In our radiative transfer simulations, the stellar H\( \alpha \) line center is at 6562.8 \( \text{Å} \). For the He 10830 lines, we consider only the two unresolved lines (10830.25 and 10830.33). Because the oscillator strength of the 10829.09 line is much lower than the unresolved lines, its contribution is not considered here, and this does not affect our conclusion. The cross sections of H\( \alpha \) and He 10830 absorption lines are evaluated via

\[
\sigma_{23} = f_{23} \frac{\pi e^2}{m_e c} \phi_\nu
\]

(30)
in \( \text{cm}^2 \), where \( e \) is the elementary charge of an electron, \( m_e \) is the electron mass, and \( f_{23} \) is the oscillator strength. \( f_{23} = 0.64108 \) at 6562.8 \( \text{Å} \) and \( f_{23} = 0.17974 + 0.29958 \) at 0.47932 at the He 10830 unresolved lines (from NIST Atomic Spectra Database). Parameter \( \phi_\nu \) is the line profile given by the normalized Voigt function \( H(a, u)/(\sqrt{\pi} \Delta \nu_D) \), where \( u \) is the frequency offset \( \nu = (\nu - \nu_0)/\Delta \nu_D \) normalized by the Doppler width \( \Delta \nu_D = \nu_0/\sqrt{2\pi m} \) and \( a = \Gamma/4\pi \Delta \nu_D \) is the damping parameter (Rybicki & Lightman 2004).

Notice that \( L'_\nu(\text{obs}) \) and \( L_\nu(\text{obs}) \) can also be expressed as an integral over \( \mu = \cos \theta \), instead of \( r \):

\[
\begin{align*}
L'_\nu(\text{obs}) &= R_S^2 \int_0^{2\pi} d\Phi \int_{-1}^{1} L_\nu(\mu) \tilde{\mu} d\tilde{\mu}, \\
L_\nu(\text{obs}) &= 2\pi R_S^2 \int_{-1}^{1} L_\nu(\mu) \tilde{\mu} d\tilde{\mu},
\end{align*}
\]

(31)

where \( R_S \) is the projected radius on a plane perpendicular to the star–planet line.

\[
\begin{align*}
L'_\nu(\text{obs}) &= R_S^2 \int_0^{2\pi} d\Phi \int_{-1}^{1} L_\nu(\tilde{\mu}) \tilde{\mu} d\tilde{\mu}, \\
L_\nu(\text{obs}) &= 2\pi R_S^2 \int_{-1}^{1} L_\nu(\tilde{\mu}) \tilde{\mu} d\tilde{\mu}.
\end{align*}
\]

(31)

Equations (29) and (31) are equivalent because \( r = R_S \cos \theta \) and \( \sin \theta |d\sin \theta| = \cos \theta |d\cos \theta| \).
Finally, the transmission spectrum can be expressed as
\[
\text{TS} = \frac{L'_{\nu}\text{ (obs)} - L'_{\nu}\text{ (abs)}}{L'_{\nu}\text{ (obs)}},
\]
where \(L_{\nu}\text{(abs)}\) is the attenuated flux by the planet itself. If the integral is taken over the projection disk of the star, then \(L_{\nu}\text{(obs)} = \frac{R_{J}^{2}}{R_{\ast}^{2}}\). The absorption depth by the planetary atmosphere is \(-\text{TS} \times 100\%\).

Usually, an isotropic source will be assumed for stellar radiation. However, the surface brightness of the stellar disk may change according to the limb angle (Yan et al. 2015; Czesla et al. 2015). The brightness profile as a function of \(\mu\) is \(L_{\nu} = 1.0\) for the isotropic radiation case and \(L_{\nu} = \mu + \frac{2}{3}\) for the limb-darkening case described by the Eddington approximation (Rybicki & Lightman 2004). The attenuated fraction by the planet disk is \(L\text{(abs)} = \frac{1}{2} \left( \int_{\mu_{0}}^{1} \mu d\mu \right) = (1.0 - \mu_{0}^{2})\) for isotropic and \(L\text{(obs)} = \frac{1}{2} \left( \int_{\mu_{0}}^{1} \left( \mu + \frac{2}{3} \right) d\mu \right) = 1 - \frac{R_{J}^{2}}{2(1 + \mu_{0})}\) for the Eddington limb-darkening case, where \(\mu_{0} = \sqrt{1.0 - R_{J}^{2}/R_{\ast}^{2}}\).

Note that here the integrated luminosity is normalized to unity. We will consider the limb-darkening case in Section 4 and discuss the results obtained for the isotropic radiation in Section 5. The limb-darkening laws of Ly\(\alpha\) and H\(\alpha\) are considered self-consistently. When the stellar Ly\(\alpha\) radiation is assumed to be isotropic (or limb darkened by Eddington approximation), the stellar H\(\alpha\) radiation is also supposed to be isotropic (or limb darkened by Eddington approximation) correspondingly. When the stellar Ly\(\alpha\) radiation is assumed to

Figure 8. Schematic of H\(\alpha\) and He 10830 radiative transfer. In the bottom panel, the radial velocity is decomposed of two orthogonal components \(V_{x}\) and \(V_{y}\), where \(V_{x}\) causes the Doppler shift along the line of sight.
follow the Eddington limb-darkening law, we multiply the photon weight by a limb-darkening factor \( \frac{3}{2} \left( \frac{\mu + 2}{3} \right) \mu \).

### 4. Results

We find that the absorption depth at the He 10830 line center for all models with H/He = 92/8 exceeds the 3\( \sigma \) upper limit of the observation (see Section 4.4 for details). This likely suggests that the abundance of helium was assumed to be too high in the models with H/He = 92/8. Therefore, to model the He 10830 observation, lower abundances of helium in the atmosphere need to be examined. Lampon et al. (2020, 2021) reproduced the observed absorption depth of the He 10830 line in HD 209458b, HD 189733b, and GJ 3470b and found that a high H/He ratio is required. By simulating the metastable He 10830 absorption, Rumenskikh et al. (2022) also constrained the helium abundance in the upper atmosphere of HD 189733b and found that its H/He ratio is very high. Therefore, in the following we investigate additional models for WASP-52b with H/He = 98/2, 99/1, and 99.5/0.5. For each H/He, we calculate cases of \( F_{\text{XUV}} = 0.25, 0.5, 1, 2, 4, 6, 8 \times F_0 \) and \( \beta_m = 0.1, 0.22, 0.3, 0.4, 0.5 \).

#### 4.1. Atmosphere Structures from the Hydrodynamic Simulations

First, we use the 1D hydrodynamic atmosphere escape code to simulate the atmosphere structures and obtain the temperature, velocity, and densities of hydrogen and helium (the atmosphere structures of helium will be described in Section 4.4). The mass-loss rates were also calculated, as shown in Table 4, for various models considered in this paper. The mass-loss rate shows atmosphere expansion velocity as a function of altitude. The mass-loss rate is proportional to \( F_{\text{XUV}} \) for low \( F_{\text{XUV}} \), while for high \( F_{\text{XUV}} \) it appears to increase nonlinearly. This is due to the Ly\( \alpha \) cooling effect considered in the hydrodynamic simulations. The mass-loss rate also increases slightly with the increase of spectral index \( \beta_m \) for the models with H/He = 92/8, as studied by Guo & Ben-Jaffel (2016). It tends to increase in general with increasing \( \beta_m \) in other models with H/He = 98/2, 99/1, and 99.5/0.5. However, when \( F_{\text{XUV}} \lesssim F_0 \) and \( \beta_m \lesssim 0.22 \), or when \( F_{\text{XUV}} \gtrsim 4F_0 \) and \( \beta_m \gtrsim 0.4 \), the trend appears to be reversed. In addition, we find that the mass-loss rate does not change significantly as the H/He ratio varies.

| \( F_{\text{XUV}} \) | H/He = 92/8 | H/He = 98/2 | H/He = 99/1 | H/He = 99.5/0.5 |
|---|---|---|---|---|
| 0.25F_0 | 1.37 | 1.41 | 1.60 | 1.76 | 1.83 | 1.63 |
| 0.5 | 2.64 | 2.73 | 3.05 | 3.31 | 3.38 | 2.59 | 2.59 | 2.70 | 3.05 | 3.10 |
| 1 | 4.89 | 5.04 | 5.61 | 5.97 | 6.01 | 4.87 | 4.92 | 5.29 | 5.69 | 5.72 |
| 2 | 8.65 | 9.08 | 9.92 | 10.30 | 10.58 | 8.81 | 9.01 | 9.66 | 10.12 | 10.05 |
| 4 | 14.63 | 15.76 | 16.72 | 17.37 | 18.40 | 15.31 | 15.86 | 16.75 | 17.10 | 16.95 |
| 6 | 19.51 | 21.25 | 22.29 | 23.54 | 25.09 | 20.71 | 21.62 | 22.59 | 22.88 | 22.82 |
| 8 | 23.76 | 25.99 | 27.25 | 29.13 | 30.87 | 25.40 | 26.66 | 27.67 | 27.97 | 28.13 |

| \( F_{\text{XUV}} \) | H/He = 99/1 | H/He = 99.5/0.5 |
|---|---|---|
| 0.25F_0 | 1.35 | 1.30 | 1.37 | 1.57 | 1.34 | 1.29 | 1.32 | 1.46 | 1.54 |
| 0.5 | 2.61 | 2.56 | 2.71 | 2.97 | 3.04 | 2.61 | 2.54 | 2.64 | 2.88 | 2.98 |
| 1 | 4.92 | 4.89 | 5.18 | 5.59 | 5.64 | 4.90 | 4.86 | 5.08 | 5.49 | 5.57 |
| 2 | 8.90 | 8.98 | 9.52 | 10.00 | 10.00 | 8.89 | 8.94 | 9.39 | 9.93 | 9.93 |
| 4 | 15.44 | 15.84 | 16.65 | 17.09 | 16.92 | 15.51 | 15.79 | 16.50 | 16.99 | 16.86 |
| 6 | 20.94 | 21.63 | 22.54 | 22.89 | 22.73 | 21.06 | 21.58 | 22.40 | 22.81 | 22.64 |
| 8 | 25.74 | 26.71 | 27.68 | 28.00 | 27.94 | 25.91 | 26.67 | 27.56 | 27.93 | 27.82 |
Figure 9. Atmosphere structures for models with various $F_{\text{XUV}}$ when $\text{H}/\text{He} = 92/8$, $\beta_m = 0.22$. Here $r$ denotes the altitude (the radial distance from the planet center) and $r_{\text{obs}}$ is the projected distance onto a plane perpendicular to the $z$-axis.
The difference in velocity at different $F_{\text{XUV}}$ becomes smaller with the increase in altitude. A higher $F_{\text{XUV}}$ causes a slightly higher velocity because a higher $F_{\text{XUV}}$ can provide more energy to overcome the planetary gravitational potential, leaving more kinetic energy for the atmosphere. Figure 9(c) shows the number density of hydrogen atoms in the 1s state $\text{H}(1s)$ and that of hydrogen ions $\text{H}^+$. Obviously, a higher $F_{\text{XUV}}$ causes more $\text{H}^+$ ions. The number density of $\text{H}(1s)$ increases with the increase of $F_{\text{XUV}}$ at low altitudes (radii) of $r \lesssim 1.5R_P-2R_P$, but it does not show much difference above $2R_P$. This would be because the mean absorption radius of XUV flux is below $2R_P$. Yan & Guo (2019) performed a statistical analysis of the mean absorption radius of the stellar XUV radiation and proposed that it is in the range of $1.1R_P-1.7R_P$ for Jupiter-like planets. This work is consistent with that one.

In Figure 11, we show the atmosphere structures as a function of altitude for models with different $\beta_m$ but with the same $F_{\text{XUV}} = F_0$ and $\text{H}/\text{He} = 92/8$. Figure 11(a) shows that with the increase of $\beta_m$, the highest temperature of the atmosphere decreases slightly. However, the altitude with the highest temperature is found to increase as $\beta_m$ increases. This can be due to a high XUV mean absorption radius for models with a small EUV portion in the XUV spectrum. The temperature first increases with the altitude until it reaches the highest temperature owing to the absorption of XUV energy. Then, later, it drops with the altitude because of the atmosphere expansion. Figure 11(b) shows that the velocity decreases with the increase of $\beta_m$ when $r \lesssim 5R_P$. Above the altitude of $\approx 5R_P$, no significant change in the velocity profile with a variation of $\beta_m$ is found. Figure 11(c) shows the number density of hydrogen atoms and ions. We can see that a larger $\beta_m$ leads to more neutral hydrogen atoms. This is because a larger $\beta_m$ corresponds to a smaller portion of EUV flux that can ionize hydrogen.

Figures 12 shows the atmosphere structures for models with different $\text{H}/\text{He}$ ratios but with the same $F_{\text{XUV}} = F_0$ and $\beta_m = 0.22$. Figures 12(a)–(c) show the temperature, velocity, and number density of $\text{H}(1s)$ as a function of altitude. We can see no significant differences in these physical quantities between the models with $\text{H}/\text{He} = 98/2$, 99/1, and 99.5/0.5. However, the model with $\text{H}/\text{He} = 92/8$ shows some differences from other models with higher $\text{H}/\text{He}$ ratios. The model with $\text{H}/\text{He} = 92/8$ shows a relatively higher temperature, lower velocity, and lower number density of $\text{H}(1s)$.

Because the hydrodynamic simulations cannot give the number densities of $\text{H}(2s)$, $\text{H}(2p)$, and $\text{He}^2\Sigma^+$, we calculate the populations of these species by solving the NLTE statistical equation as mentioned in Sections 2.2 and 2.3. The column densities of $\text{H}(2)$, $\text{H}(2p)$, and $\text{H}(2s)$ versus the projected radius, calculated in this way, are shown in Figures 9(d)–(f), 11(d)–(f), and 12(d)–(f), which will be discussed in the next section.

4.2. $\text{Ly}_\alpha$ Mean Intensity and H(2) Populations

Using LaRT, we simulate the $\text{Ly}_\alpha$ mean intensity ($I_{\text{Ly}_\alpha}$) inside the atmosphere. Both the stellar and planetary $\text{Ly}_\alpha$ sources contribute to the total $\text{Ly}_\alpha$ intensity, but they have different symmetries. The spatial distribution of $\text{Ly}_\alpha$ mean intensity from the stellar part has a cylindrical symmetry because the atmosphere has a 1D spherical symmetry, but the stellar $\text{Ly}_\alpha$ photons penetrate the atmosphere in a direction connecting the star and planet. However, the $\text{Ly}_\alpha$ mean intensity from the planetary part has a 1D spherical symmetry. In the simulations, we treat the stellar and planetary parts separately and then combine the results to obtain the distribution of the total mean intensity. The total $\text{Ly}_\alpha$ mean intensity and thus the populations of H(2) have a cylindrical symmetry.

In Figure 13 we show $P_{\alpha}$ (scattering rate in units of $s^{-1}$ per atom; $P_{\alpha} = B_{12}I_{\text{Ly}_\alpha}$) due to the stellar $\text{Ly}_\alpha$ in the $z-c_{\text{cyl}}$ plane calculated for various models. The $z$-axis connects the centers of the star and planet. The stellar $\text{Ly}_\alpha$ comes from the $z$-axis. In the cylindrical coordinate, $P_\alpha$ is independent of the azimuth angle.

The $P_\alpha$ images were obtained by azimuthally averaging the 3D Cartesian cube data about the $c_{\text{cyl}} = 0$ axis and then smoothed out with a Gaussian filter of $\sigma = 10$ pixels, corresponding to $0.2R_P$, to reduce the noisy features intrinsic to Monte Carlo calculations. In the original figures, a vertical streak due to noise was noticeable along the $c_{\text{cyl}} = 0$ axis. The primary reason for the streak was that (1) most photons incident upon the atmosphere along this axis are reflected away, and only a small number of photons pass through near the axis, and (2) only one or four Cartesian cells were used to average azimuthally. To reduce the noise, one has to increase the number of photon packets by a factor proportional to the square of the signal-to-noise ratio, which increases the computational cost by the same factor. Instead, one may smooth out the images at the expense of the image resolution. We adopted the latter approach only for display purposes in the figure; however, the H(2) population calculations were made using the original $P_\alpha$ data. We can see that the strongest $P_\alpha$ appears at the edge region of the atmosphere, then drops rapidly, and decreases almost by half in the surrounding regions. This is because the incident stellar $\text{Ly}_\alpha$ intensity is highest at the atmosphere upper part and the photons incident onto the atmosphere tend to be reflected by scattering. It is well known that the $\text{Ly}_\alpha$ photons are reflected away when they go into a higher-density region from a lower-density region (Neufeld 1991; Hansen & Oh 2006; Gronke et al. 2016). $P_\alpha$ becomes stronger again at $r \sim 1R_P-2R_P$. This is because some of the $\text{Ly}_\alpha$ photons (mostly wing photons) will penetrate into deeper regions by chance. Then, they will be trapped there, yielding a huge number of scatterings, which increases $P_\alpha$ there. In the nightside region, where $z \geq 0$, $P_\alpha$ drops dramatically. Because of blocking by the planet rocky core, only a small fraction of $\text{Ly}_\alpha$ photons can reach the shadow region of the planet.
$F_{\text{XUV}}$, we show $P_\alpha$ of the model with $H/He = 92/8$, $F_{\text{XUV}} = F_0$, and $\beta_m = 0.22$ in Figure 13(b). The difference of $P_\alpha$ is not very discernible from the two figures. It shows a similar trend to that in Figure 13(a), but the extent of the regions with the highest $P_\alpha$ (plotted in red) at the outer boundary is a little larger. To investigate the influence of $\beta_m$, we show the $P_\alpha$ of
the model with H/He = 92/8, $F_{\text{XUV}} = F_0$, and $\beta_m = 0.5$ in Figure 13(c). It also presents a similar trend to Figures 13(a) and (b) but tends to have higher $P_{\alpha}$ values at the dayside boundary impacted by Ly$\alpha$ and the deeper regions near the planet. In Figure 13(d), we show $P_{\alpha}$ of the model with H/He = 99.5/0.5, $F_{\text{XUV}} = F_0$, and $\beta_m = 0.22$ in order to examine...
The influence of H/He ratio on $P_{\alpha}$. The highest $P_{\alpha}$ values in this model are only marginally less extended at the outer boundaries and the regions near the planet than in the models in panels (b) and (c), but they seem to be slightly more extended than in the model in panel (a).

Figures 14(a)–(d) show $P_{\alpha}$ caused by the planetary Ly$\alpha$ for the models corresponding to those in Figure 13, which is only a few tenths of $s^{-1}$. Compared to that of the stellar Ly$\alpha$, it is almost negligible, especially on the dayside of the atmosphere. The model with $F_{\text{XUV}} = 8F_{0}$ is found to give the highest $P_{\alpha}$ values in Figure 14. However, the Ly$\alpha$ luminosity from the planetary atmosphere is negligible, and the standing-out result shown in Figure 14(b) does not affect the final result in the population of H(2). After we obtain $P_{\alpha}$, we then calculate the populations of H(2) by solving the NLTE statistical equation.

To clearly illustrate the mechanisms that influence the production and destruction of H(2p), Figure 15 shows the radial profiles of the source (solid lines) and sink (dashed lines) terms of H(2p) for the model of H/He = 92/8, $F_{\text{XUV}} = F_{0}$. From top to bottom, the figure shows the cases of the dayside where $r_{\text{cyl}} = 0$, the terminator where $z = 0$, and the nightside where $r_{\text{cyl}} = 0$, respectively. We can see that the dominant production mechanism of H(2p) is the photoexcitation by Ly$\alpha$ (Ly$\alpha$ pumping), as shown with the solid green line. On the nightside ($r \gtrsim 4R_{p}$), where the Ly$\alpha$ intensity decreases substantially, the terms due to the recombinations to H(2p) and collisional excitation from H(2s) are comparable to that due to the Ly$\alpha$ pumping. The figure also demonstrates that the advection term is negligible. We calculated the advection
term $\frac{\partial}{\partial r}(r^2 \tilde{n}_p \nu)$ using the density profile of $H(2p)$ calculated ignoring advection. In the figure, the black dotted line represents the absolute value of the term calculated in this way. Even though this estimation of the advection term would not be self-consistent, it is clear that the advection term has little effect on the production or destruction of $H(2p)$. Therefore, we can safely ignore it in our study.

Figure 16 shows the source and sink terms for $H(2s)$. The dominant source of $H(2s)$ is the collisional transition from $H(2p)$ due to electrons and protons at lower altitude ($\lesssim 2R_p$ for the dayside case), and the recombination becomes dominant at higher altitude. The destruction of $H(2s)$ is dominated by the collisional transition to $H(2p)$, and the photoionization is also effective at some altitudes. Similarly to that for $H(2p)$, the advection term for $H(2s)$ is too small compared to other terms and can be ignored.

Figures 17(a)–(d) show the number density of $H(2)$ of the models corresponding to those in Figure 13. We can see that most $H(2)$ atoms are present on the dayside. We also found that a higher $\beta_m$ leads to a higher number density of $H(2)$, especially near the lower atmosphere. A higher $F_{XUV}$ and $H/He$ ratio are found to increase the number density of $H(2)$ at high altitudes.

Because the differences in $P_\alpha$ and the number density of $H(1s)$ are not very discernible in Figure 17, to demonstrate the influence of $F_{XUV}$ on the density of $H(2)$ more clearly, we examine the column densities of $H(2)$, $H(2p)$, and $H(2s)$ as a function of the projected radius ($r_{obs}/R_p$) in Figures 9(d)–(f). The column densities of $H(2p)$ and $H(2)$ exhibit similar overall trends to the number density of $H(1s)$. At the relatively low altitudes, the column density of $H(2)$ has almost the same structure as $H(2p)$ because $H(2p)$ is dominant in the population of $H(2)$. On the other hand, at high altitudes, it is strongly
Figure 15. The radial profiles of the source (solid lines) and sink (dashed lines) terms for H$_{2p}$ in the model of H/He = 92/8, $F_0$, $\beta_m = 0.22$, and $r_{cyl} = 0$. The black dotted line represents the absolute value of the advection term $\frac{1}{r} \frac{\partial}{\partial r} (r^2 n_{2p} v)$. From top to bottom, the figure shows the cases of the dayside where $r_{cyl} = 0$, the terminator where $z = 0$, and the nightside where $r_{cyl} = 0$, respectively. In each panel, the three-body recombination term $\beta_{2p} n_{2p}^2 n_{He}$ is so small that the line representing this term does not appear in the plot.
Figure 16. Same as Figure 15, but for H(2s).
affected or even dominated by H(2s). The column density of H(2s) increases with the increase of F_XUV. Likewise, Figures 11(d)–(f) show the column densities of H(2), H(2p), and H(2s) as a function of r_obs for the models with different β_m. We find that the column densities of both H(2p) and H(2s) increase with β_m. As a result, a higher β_m leads to more H(2) atoms.

Figures 12(d)–(f) show the column densities of H(2), H(2p), and H(2s) for models with different H/He ratios. Between the models with H/He = 98/2, 99/1, and 99.5/0.5, we can see that the column densities of H(2p) have little difference, but the column densities of H(2s) and thus H(2) differ slightly. The model with H/He = 92/8, however, shows relatively lower column densities of H(2), H(2p), and H(2s), compared to those with higher H/He ratios. The lower column density of H(2) in the model with H/He = 92/8 is mainly because the H(1s)

density is low, as can be seen in Figure 12(c). The scattering rate P_α that determines the population of H(2p), however, does not show much difference compared to the case of H/He = 99.5/0.5, F_XUV = F_0, and β_m = 0.22, as shown in Figure 13(d).

4.3. Modeling Hα Transmission Spectrum

We modeled the Hα transmission spectrum and compared it with the observations. To compare with the observations, we calculated χ^2 in the passband [6562.05, 6563.55] Å, i.e., taking 0.75 Å from each side of the line center. This wavelength range was chosen because the absorption is almost negligible outside of it.

Figures 18(a)–(d) show the contours of χ^2 as a function of F_XUV and β_m for models with H/He = 92/8, 98/2, 99/1,
If we regard the models with $\chi^2 \lesssim 1$ to be good fits, then we find that $\beta_m$ should be low when $F_{\text{XUV}}$ is high. For small $F_{\text{XUV}}$, $\chi^2$ is found to be very small over a wide range of $\beta_m$. The region with $\chi^2 \lesssim 1$ spans a wide $F_{\text{XUV}}$ and $\beta_m$ range for all the H/He ratio cases. For example, in the case of H/He = 92/8 and $F_{\text{XUV}} = F_0$, the models with $0.2 \leq \beta_m \leq 0.5$ can explain the observation well. The models with higher H/He ratios (98/2, 91/1, and 99.5/0.5) and smaller $F_{\text{XUV}}$ (<$F_0$) can fit the observation regardless of $\beta_m$. For high $F_{\text{XUV}}$, the models with large $\beta_m$ do not give a good fit. For instance, when $F_{\text{XUV}} = 2F_0$, the model with $\beta_m = 0.5$ gives $\chi^2 \geq 1$. For $F_{\text{XUV}} = 8F_0$, the models can fit the observation only when $\beta_m \leq 0.3$.

To compare the transmission spectra more quantitatively, we also compared the predicted equivalent width (EW) of H$\alpha$ line and the absorption depth at the H$\alpha$ line center (C(H$\alpha$)) with the observation. Figures 19(a)–(d) show the EW as a function of $F_{\text{XUV}}$ and $\beta_m$ for models with H/He = 92/8, 98/2, 99/1, and 99.5/0.5. We find that the EW increases with the increase of $F_{\text{XUV}}$ and $\beta_m$. The mean EW value of the observed data is $1.89 \times 10^{-3}$ Å, and the $1\sigma$ confidence range is found to be $0.68 \times 10^{-3}$ Å. From the figures, we find the regions in the space of $F_{\text{XUV}}$ and $\beta_m$ encompassed by the contour lines $1.89 \times 10^{-3}$ Å and $0.68 \times 10^{-3}$ Å for models with various H/He ratios, and these regions are consistent with the regions defined by the $\chi^2$ constraints in Figure 18. This again demonstrates that the models with very high $F_{\text{XUV}}$ and $\beta_m$ cannot fit the observation.

According to Chen et al. (2020), an absorption depth of 0.86% ± 0.13% was detected at the H$\alpha$ line center. Figures 20(a)–(d) show the absorption depth at the H$\alpha$ line center as a function of $F_{\text{XUV}}$ and $\beta_m$ for models with
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H/He = 92/8, 98/2, 99/1, and 99.5/0.5. In the figures, we show the contour lines of the lower (corresponding to C(Hα) = 0.73%, 0.60%, and 0.47%) and upper limits at 1σ, 2σ, and 3σ levels (corresponding to C(Hα) = 0.99%, 1.12%, and 1.25%) of the observation. We find that the C(Hα) increases with the increase of F_XUV and β_m in all models with four different H/He ratios. This trend also suggests that a high β_m is required when F_XUV is low. For example, one can see that in Figure 20(a), when H/He = 92/8 and F_XUV = 0.25F_0, only models with β_m ≥ 0.3 can give C(Hα) ≥ 0.73%. For a very small β_m, the models predict C(Hα) that are always lower than the lower limit of the observation. For instance, in the case of β_m = 0.1, even with F_XUV = 8F_0, the models could not give C(Hα) reaching the lower limit of 1σ. However, as β_m increases, the Hα absorption depth increases, and thus a moderate F_XUV is found to be able to reproduce the observational data within the 1σ level. When 0.3 < β_m < 0.5, a relatively small F_XUV can give an absorption level of ~0.86%. To constrain the physical parameters of the atmosphere, we define the models that yield 0.73% ≤ C(Hα) ≤ 0.99% as acceptable ones. In Figures 20(c)–(d), one can see that to reproduce C(Hα) within the 1σ level of the observation, a relatively larger β_m (0.3–0.4) is needed for models with a small F_XUV (0.25F_0 to F_0). On the other hand, for models with a larger F_XUV, β_m should be smaller. These models are also in the lowest χ^2 regions in Figure 18, as well as in the 1σ EW regions in Figure 19. We also notice that in a certain H/He range a higher H/He ratio can lead to a higher C(Hα), and thus slightly reduced F_XUV or β_m can fit the observation. From Figure 20, we can see that when H/He = 92/8 and β_m = 0.1, the model even with the highest F_XUV = 8F_0 cannot reach the lower limit of the observation. On the other hand, when H/He = 99.5/0.5 and β_m = 0.1, a model with F_XUV ≈ 7F_0 can fit the observation.

In Figures 21(a)–(d), we show the Hα transmission spectra of the models that predict C(Hα) between 0.73% and 0.99% when H/He = 92/8, 98/2, 99/1, and 99.5/0.5. The gray
scatters with error bars are the observed data from Chen et al. (2020), and the blue dashed lines are the best-fit Gaussian to the data. In the case of H/He = 92/8, it shows that $\beta_m$ should be as high as 0.4–0.5 for the models with $F_{\text{XUV}} = 0.25F_0$ and $0.5F_0$. As $F_{\text{XUV}}$ increases to $(1-4) \times F_0$, a lower $\beta_m$ of 0.3–0.4 can fit the absorption depth. For models with an even higher $F_{\text{XUV}}$, for example, 6 and $8 \times F_0$, a value of $\beta_m = 0.22$ provides a good fit. Therefore, by comparing the models with the H$\alpha$ observation, we can only give a range of the XUV flux $F_{\text{XUV}}$ and the SED index $\beta_m$. For models with H/He = 98/2, 99/1, and 99.5/0.5, there are also a wide range of combinations of $F_{\text{XUV}}$ and $\beta_m$ that can fit the observation. In general, combinations of a small $F_{\text{XUV}}$ and large $\beta_m$, or a large $F_{\text{XUV}}$ and small $\beta_m$, can explain the observations. This means that there is a degeneracy in determining the physical parameters of the planet. To reduce the degeneracy, we need more restrictive conditions.

4.4. Populations of He($2^3S$)

With ultra-narrowband photometry, Vissapragada et al. (2020) placed an upper limit on the excess absorption of He 10830 in WASP-52b. They found that, assuming the spectral shape as is observed in WASP-69b (Nortmann et al. 2018), WASP-52b will have an amplitude of $1.31\% \pm 0.94\%$ in the deepest line center of the He 10830 triplet. The authors also noted that the line shapes can vary from planet to planet. This assumption, however, can give a sense of what one might expect from high-resolution spectroscopy. Recently, Kirk et al. (2022) measured the spectral shape of the absorption line of neutral helium at 10830 Å, using high-resolution spectroscopy, in the atmosphere of WASP-52b and estimated an excess absorption of He 10830 of $\sim 3.44\% \pm 0.31\%$. Our work is based on this spectroscopic observation. In the present study, we find that the absorption depth at the He 10830 line center in all the models with H/He = 92/8 exceeds the 3$\sigma$ upper limit.
of the observation. Therefore, we only show the results of models with $H/He = 98/2, 99/1,$ and $99.5/0.5$. Figures 22(a)–(b) show the number densities of neutral He, He$^+$, and He(2$^3$S) of models with different H/He ratios but with the same $F_{XUV} = F_0$ and $\beta_m = 0.22$. We can see that increasing the H/He ratio decreases the number density of He(2$^3$S). The number densities of He(2$^3$S) first increase and then decrease with the increasing altitude. At about $2R_P < r < 3R_P$, there seems to be a plateau where the number density of He(2$^3$S) almost remains constant. This is mainly because the destruction rate of He(2$^3$S) due to the collisional transition by electrons depends strongly on the atmospheric temperature. The collisional transition rates $q_{31a}$ and $q_{31b}$ increase with increasing temperature. However, the He(2$^3$S) photoionization rate $\Phi_3$ almost remains constant throughout the atmosphere. Figure 22(c) shows the source (black dashed and dotted lines, in units of $\text{cm}^{-3} \text{s}^{-1}$) and sink (solid lines, in units of $\text{s}^{-1}$) terms related to the population of He(2$^3$S) for the model of $H/He = 99.5/0.5$, $F_{XUV} = F_0$, and $\beta_m = 0.22$. We can see that the main production mechanism of He(2$^3$S) is the recombination of He$^+$. On the other hand, different sink terms play a dominant role depending on altitude. When $r < 1.1R_P$, the destruction of He(2$^3$S) is dominated by the collisional transition by hydrogen atoms. When $1.1R_P < r < 3R_P$, the dominant terms are the collisional transitions by electrons, as $q_{31a}$ and $q_{31b}$ are high in this radius range. Above $3R_P$, the destruction of He(2$^3$S) is mainly due to photoionization. The dominant term at a specific altitude would vary from model to model as the atmospheric structure changes. Figure 22(d) is similar to panel (c), except for expressing the sink terms in units of $\text{cm}^{-3} \text{s}^{-1}$ and additionally showing the advection term of He(2$^3$S), which is denoted by the yellow dashed–dotted line. Here the advection term was estimated by an ad hoc manner similar to those for H(2$p$) and H(2$s$).

Figures 23(a)–(d) show the change of the atmosphere structure as $F_{XUV}$ varies, when $H/He = 98/2$ and $\beta_m = 0.22$. Both the temperature and velocity increase with the increase of $F_{XUV}$. The number density of helium atoms increases with $F_{XUV}$ when the altitude is below a certain value (about $6R_P$ for the models with $H/He = 98/2$), but above this altitude the opposite trend occurs. The number densities of He$^+$ and He(2$^3$S) increase significantly as $F_{XUV}$ increases. To compare

\[4.37\%\] of the observation. Therefore, we only show the results of models with $H/He = 98/2, 99/1,$ and $99.5/0.5$. Figures 22(a)–(b) show the number densities of neutral He, He$^+$, and He(2$^3$S) of models with different H/He ratios but with the same $F_{XUV} = F_0$ and $\beta_m = 0.22$. We can see that increasing the H/He ratio decreases the number density of He(2$^3$S). The number densities of He(2$^3$S) first increase and then decrease with the increasing altitude. At about $2R_P < r < 3R_P$, there seems to be a plateau where the number density of He(2$^3$S) almost remains constant. This is mainly because the destruction rate of He(2$^3$S) due to the collisional transition by electrons depends strongly on the atmospheric temperature. The collisional transition rates $q_{31a}$ and $q_{31b}$ increase with increasing temperature. However, the He(2$^3$S) photoionization rate $\Phi_3$ almost remains constant throughout the atmosphere. Figure 22(c) shows the source (black dashed and dotted lines, in units of $\text{cm}^{-3} \text{s}^{-1}$) and sink (solid lines, in units of $\text{s}^{-1}$) terms related to the population of He(2$^3$S) for the model of $H/He = 99.5/0.5$, $F_{XUV} = F_0$, and $\beta_m = 0.22$. We can see that the main production mechanism of He(2$^3$S) is the recombination of He$^+$. On the other hand, different sink terms play a dominant role depending on altitude. When $r < 1.1R_P$, the destruction of He(2$^3$S) is dominated by the collisional transition by hydrogen atoms. When $1.1R_P < r < 3R_P$, the dominant terms are the collisional transitions by electrons, as $q_{31a}$ and $q_{31b}$ are high in this radius range. Above $3R_P$, the destruction of He(2$^3$S) is mainly due to photoionization. The dominant term at a specific altitude would vary from model to model as the atmospheric structure changes. Figure 22(d) is similar to panel (c), except for expressing the sink terms in units of $\text{cm}^{-3} \text{s}^{-1}$ and additionally showing the advection term of He(2$^3$S), which is denoted by the yellow dashed–dotted line. Here the advection term was estimated by an ad hoc manner similar to those for H(2$p$) and H(2$s$).

Figures 23(a)–(d) show the change of the atmosphere structure as $F_{XUV}$ varies, when $H/He = 98/2$ and $\beta_m = 0.22$. Both the temperature and velocity increase with the increase of $F_{XUV}$. The number density of helium atoms increases with $F_{XUV}$ when the altitude is below a certain value (about $6R_P$ for the models with $H/He = 98/2$), but above this altitude the opposite trend occurs. The number densities of He$^+$ and He(2$^3$S) increase significantly as $F_{XUV}$ increases. To compare
with models of other H/He ratios, we also show the number densities of He and He(23S) for the models with H/He = 99/1
in Figures 23(e)–(f). We find that the number densities He(23S) of these models also increase with FXUV. In addition, we find
that in models of small FXUV (<F0) the number densities of He(23S) first increase and then decrease fast as the altitude increases, without a plateau appearing. This is mainly because the temperatures in such models are relatively low and photoionization of He(23S) starts to become the dominant sink term from a lower altitude. Figures 24(a)–(d) show the source, sink terms related to the population of He(23S) for the model with H/He = 99.5/0.5, FXUV = F0 and βm = 0.22. The source terms plotted with the black dashed and dotted lines are in units of
\( \text{cm}^{-3} \text{s}^{-1} \), and the sink terms plotted with the solid lines are in units of s\(^{-1}\). (d) Similar to panel (c), but additionally showing the advection term of He(23S) with the yellow dashed–dotted line. Here both the source and sink terms are shown in units of \( \text{cm}^{-3} \text{s}^{-1} \), unlike in panel (c).

4.5. Modeling He 10830 Transmission Spectrum

Similar to Hα, we also calculate the He 10830 transmission spectra and compare them with the observation. To compare with the observation, we calculate the \( \chi^2 \) and EW in the passband [10828.2, 10831.8] Å. We found that the results for very high FXUV cannot fit the observation. Therefore, in this
Figure 23. (a–d) Atmosphere structures for helium of models with different $F_{\text{XUV}}$ but with the same $H/He = 98/2$, $\beta_m = 0.22$. (e–f) Atmosphere structures for helium of models with different $F_{\text{XUV}}$ but with the same $H/He = 99/1$, $\beta_m = 0.22$. 
section we only show the results for $F_{\text{XUV}} \lesssim F_0$ in the case of $\text{H}/\text{He} = 98/2$ and $F_{\text{XUV}} \lesssim 2F_0$ in the cases of $\text{H}/\text{He} = 99/1$ and $99.5/0.5$.

Figures 25(a)–(c) show the contours of $\chi^2$ as a function of $F_{\text{XUV}}$ and $\beta_m$ for models with $\text{H}/\text{He} = 98/2$, $99/1$, and $99.5/0.5$. We can see that the confidence region defined by the lowest $\chi^2$ contour differs from panel to panel. In the case of $\text{H}/\text{He} = 98/2$, the confidence region spans a parameter space of $F_{\text{XUV}} \sim 0.5F_0$ and $\beta_m \sim 0.4$. In the case of $\text{H}/\text{He} = 99/1$, it covers the space of $F_{\text{XUV}} \sim 0.5F_0$, $\beta_m \sim 0.1$ or $\beta_m \gtrsim 0.4$. And in the case of $\text{H}/\text{He} = 99.5/0.5$, the least $\chi^2$ is found when $F_{\text{XUV}} \sim F_0$, regardless of $\beta_m$. Among these three cases, the smallest $\chi^2$ appears when $\text{H}/\text{He} = 98/2$. In other words, a better fit can be found in the models with $\text{H}/\text{He} = 98/2$.

Figures 25(d)–(f) show the EW as a function of $F_{\text{XUV}}$ and $\beta_m$ for models with $\text{H}/\text{He} = 98/2$, $99/1$, and $99.5/0.5$. Here we note that the $1\sigma$ confidence range of the observed EW is found to be $(3.0-6.0) \times 10^{-2}$ Å, and the mean EW is $4.5 \times 10^{-2}$ Å. The figure shows that the model EW increases as $F_{\text{XUV}}$ increases, but it is not very sensitive to the variation of $\beta_m$. By comparing the contours of $\chi^2$ and EW, we find that the confidence region defined by $\chi^2$ is well within the $1\sigma$ confidence region of EW in the cases of $\text{H}/\text{He} = 98/2$ and $99.5/0.5$. In the case of $\text{H}/\text{He} = 99/1$, however, the $\chi^2$ confidence region does not coincide with that constrained by EW. This implies that the models of $\text{H}/\text{He} = 99/1$ cannot reproduce the observed He 10830 line profile well.

In the above, we compared the overall spectral shape of the He 10830 line by examining $\chi^2$ and EW. We now compare the absorption depth at the He 10830 line center $C(\text{He 10830})$. According to Kirk et al. (2022), the absorption depth of $3.44\% \pm 0.31\% (11\sigma)$ was detected at the He 10830 line center. In comparing the absorption depth, we define the models with $C(\text{He 10830})$ located in the $3\sigma$ confidence ranges to be acceptable. Figures 26(a)–(c) show the absorption depth at the He 10830 line center as a function of $F_{\text{XUV}}$ and $\beta_m$ for models with $\text{H}/\text{He} = 98/2$, $99/1$, and $99.5/0.5$. In the figures, we show the contour lines of the lower ($C(\text{He 10830}) = 3.13\%, 2.82\%$, and $2.51\%$) and upper limits at $1\sigma$, $2\sigma$, and $3\sigma$ levels $(3.75\%, 4.06\%$, and $4.37\%$) of the observation. We find that $C(\text{He 10830})$ in all cases increases with increasing $F_{\text{XUV}}$, but its variation with $\beta_m$ is more complicated. In the case of...
Figure 25. (a–c) $\chi^2$ contours for He 10830 transmission spectrum, obtained by comparing the model spectrum with the observation data in the wavelength range of $[10828.2, 10831.8]$ Å. (d–f) EW contours of He 10830 line. The $\chi^2$ and EW contours were calculated for three hydrogen-to-helium abundance ratios.
H/He = 98/2, C(He 10830) varies little with $\beta_m$ when $\beta_m \lesssim 0.3$, while it increases with $\beta_m$ when $\beta_m \gtrsim 0.3$. In the cases of H/He = 99/1 and 99.5/0.5, C(He 10830) seems to first decrease and then increase with $\beta_m$.

The absorption depth of He 10830 is obviously directly related to the number density of He(2$^3S$). In this regard, we also note that, as shown in Figure 24(d), there are points (at about 2$R_P$) after which the number density of H(2$^3S$) decreases with increasing $\beta_m$ but before the points where the opposite trend occurs. This behavior reflects the fact that the absorption of He 10830 depends not only on the properties of the planetary atmosphere but also on the intensity and spectral shape of the incident stellar radiation field, as discussed by Oklopčić (2019).

In addition, we find that increasing the H/He ratio (H/He $\geq$ 98/2) does not significantly alter the H$\alpha$ absorption, while it significantly reduces the He 10830 absorption. From Figures 26(a)–(c), we can see that for a small $F_{\text{XUV}}$ (e.g., $F_0$) a reduction of the He abundance by a factor of 5 leads to a decrease of $\sim$2% in the He 10830 absorption depth. In the case of a larger $F_{\text{XUV}}$, the decrease can be as high as 3%–4%. This confirms our idea that increasing the H/He will lead to a better fit to the observation.

Finally, the models simultaneously constrained by $\chi^2$, EW, and C(He 10830) are the best-fit ones. They are the models with $F_{\text{XUV}} = 0.5F_0$ and $\beta_m = 0.1, 0.22, 0.3$. Figure 26(d) shows the transmission spectra of these models. We can see that the models fit both the absorption depth and the profile well. However, the absorption depth at the He 10830 line center of the models with $F_{\text{XUV}} = 0.5F_0$ almost reaches the upper limit of the observation. To find models that give a relatively smaller absorption depth, we also examined models with $F_{\text{XUV}} = 0.35F_0$, 0.4$F_0$, and 0.45$F_0$ when $\beta_m = 0.22$. We find that the model with $F_{\text{XUV}} = 0.45F_0$ can yield a better fit to the line center depth. We also note that these model parameters are very close to $F_{\text{XUV}} = 0.5$ and $\beta_m = 0.3$. Therefore, we conclude that the H/He ratio ($\sim$98/2) should be higher than the solar value ($\sim$92/8), $F_{\text{XUV}}$ is about 0.5 times the fiducial value, and $\beta_m \lesssim 0.3$ to reproduce the He 10830 observation.
4.6. Models That Fit Both the Hα and He 10830 Lines

Because both the Hα absorption and He 10830 absorption were detected from this planet, we attempt to find models that can fit both lines at the same time. According to the above analysis, it is clear that the H/He ratio should be 98/2. From Figure 21(b) and Figure 26(d), we find that only the model with $F_{\text{XUV}} = 0.5 F_0$ and $\beta_m = 0.3$ can fit both lines simultaneously. In Figures 27(a) and (b), we show the Hα and He 10830 transmission spectra of the best-fit model, respectively. We can see that both model spectra agree well with the observed data.

Vissapragada et al. (2020) set an upper limit of the mass-loss rates ($M$) of WASP-52b by applying an isothermal Parker wind. They obtained that $M < 1.25 \times 10^{10} \, \text{g s}^{-1}$ ($M < 1.25 \times 10^{11} \, \text{g s}^{-1}$) for an isothermal atmosphere with a temperature of 7000 K (12,000 K). In Kirk et al. (2022), they used an isothermal Parker wind to model the He 10830 transmission spectrum of WASP-52b and found a mass-loss rate of about $1.4 \times 10^{11} \, \text{g s}^{-1}$. In our hydrodynamic simulations, the mass-loss rate increases with $F_{\text{XUV}}$ and is slightly affected by $\beta_m$ and the H/He ratio. We find a mass-loss rate of about $2.8 \times 10^{11} \, \text{g s}^{-1}$ from the best-fit model, which is twice as high as theirs. The difference is mainly caused by the difference in the adopted atmosphere models. In Section 5.4, we will discuss the difference between an isothermal Parker wind and our hydrodynamic model.

5. Discussion

5.1. Plane-parallel Stellar Lyα Illumination

Here we discuss two plane-parallel illumination models, in which the stellar Lyα radiation is plane-parallel while the atmosphere can be either plane-parallel or spherical. These two models are the plane–plane model and plane–spherical model defined in Section 3.1. First, Figure 28(a) shows $P_{\alpha}$ as a function of atmosphere altitude for the plane–plane model. The black solid and red dashed lines represent the contribution from the stellar and planetary Lyα source, respectively. We can see that the total $P_{\alpha}$ is dominated by the stellar Lyα. The total $P_{\alpha}$ is much higher than in the spherical illumination model. In particular, in the plane–plane model, the $P_{\alpha}$ on the nightside of the atmosphere is the same as that on the dayside. This will dramatically increase the populations of H(2) and finally result in a much deeper absorption of Hα compared to the spherical–spherical model. We can clearly see this difference in the Hα transmission spectra in Figure 28(b). In the spherical–spherical model, the absorption depth at the Hα line center is only about 0.6% when H/He = 92/8, $F_{\text{XUV}} = F_0$, and $\beta_m = 0.22$, but it increases to 1.6% for the case of the plane–plane model. Therefore, using a plane–plane assumption, the parameters that fit the observation must be altered. We can conclude that smaller $F_{\text{XUV}}$ and $\beta_m$ would be required in this scenario. Second, Figure 28(c) shows $P_{\alpha}$ as a function of atmosphere altitude for the plane–spherical model. Compared to the spherical–spherical (or spherical illumination) model, this model gives relatively lower $P_{\alpha}$ values. This is because the planet would receive fewer Lyα photons from a plane–parallel illumination source, which is estimated to be about 60% of the spherical illumination model. Consequently, it turns out that the Hα absorption is the lowest in the plane–spherical model, as can be seen in Figure 28(b).

5.2. Isotropic and Limb-darkening Illumination

As mentioned in Section 3.3, the limb-darkening effect of the stellar illumination was taken into account in this work. Because the H(2) population that leads to the Hα absorption is determined by the Lyα mean intensity inside the atmosphere, we have used the same limb-darkening law for Lyα and Hα self-consistently. That is, the Eddington approximation is assumed for both the stellar Lyα and Hα illumination when considering the limb-darkening effect. Here we discuss the isotropic radiation case of Lyα and Hα, as well as He 10830. Figure 28(d) shows the $P_{\alpha}$ distribution for the model with H/He = 92/8, $F_{\text{XUV}} = F_0$, and $\beta_m = 0.22$ when the Lyα radiation on the stellar surface is isotropic (a flat disk). $P_{\alpha}$ does not show much difference compared to the model with the limb-darkening effect. However, the Hα absorption appears to increase a little when the limb-darkening effect is considered. Figure 28(e) shows the Hα transmission spectrum when the stellar Hα source is isotropic (the cyan line) and limb darkened (the green line). In Figures 28(e) and (f), the limb-darkening case is found to lead to a deeper absorption in both Hα and He 10830, compared to the isotropic case.
5.3. Size of the Atmospheric Outer Boundary

Note that in the above models the atmospheric outer boundary is assumed to be $10R_P$ (larger than the stellar radius). The $L_{\text{Ly}\alpha}$ intensity or $P_{\alpha}$ distribution may be altered if the size of the outer boundary changes. In Figure 28(g), we show the $P_{\alpha}$ of the model with $\text{H}/\text{He} = 92/8$, $F_{\text{XUV}} = F_0$, $\beta_m = 0.22$, and an outer boundary of $6R_P$. The $P_{\alpha}$ shows a similar trend to the model whose outer boundary is $10R_P$, although its absolute value is relatively larger. This is reasonable because a smaller atmosphere will receive less stellar $L_{\text{Ly}\alpha}$ radiation at the surface of the atmosphere and thus have a smaller flux factor ($L_{\alpha}/L_S$ as defined in Section 3). However, compared to the case of $10R_P$, there is no medium (in other words, it is a vacuum) in the region between $10R_P$ and $6R_P$, which scatters and reflects the $L_{\text{Ly}\alpha}$ photons. As a consequence, the absolute value of $P_{\alpha}$ is slightly higher compared to the case of $10R_P$. However, the size change in atmosphere from $6R_P$ to $10R_P$ has no significant influence on the $H(2)$ column density. As a result, the $H\alpha$ absorption will increase only a little when the outer boundary is
increased to 10\(\text{R}_P\) as shown in Figure 28(e). In other words, the contribution of the H(2) atoms in the region between 6\(\text{R}_P\) and 10\(\text{R}_P\) would be very small compared to that below 6\(\text{R}_P\). This is mainly because the density is very low and the velocity is high in the outer regions. In addition, we also compared the He 10830 transmission spectrum for the models with outer boundaries of 6\(\text{R}_P\) and 10\(\text{R}_P\). As shown in Figure 28(f), the two model transmission spectra are almost identical (black and red lines), illustrating that the influence of atmosphere size, when changed from 6\(\text{R}_P\) to 10\(\text{R}_P\), is negligible also on the absorption of He 10830.

### 5.4. Isothermal Parker Wind and Our Hydrodynamic Model

Oklopčić & Hirata (2018) developed a 1D isothermal Parker wind model to simulate the escaping planetary atmosphere and used it to calculate the density structure of He(2\(^3\)S) and the transmission spectra of HD 209458b and GJ 436b. In the isothermal model, the atmospheric temperature and mass-loss rate are free parameters; by adjusting them, one can obtain a density profile that results in a good fit to the He 10830 absorption. Similarly, Lampón et al. (2020, 2021) also used an isothermal Parker wind model to simulate the atmosphere of HD 209458b, HD 189733b, and GJ 3470b and modeled the He 10830 transmission spectra of these planets. In these models, the number densities of He(2\(^3\)S) first increase rapidly and then decrease with the atmospheric altitude, without showing a plateau as in our models. We find that the main reason for the absence of the plateau could be that they used constant collisional transition rate coefficients \(q_{13a}, q_{31a}\), and \(q_{31b}\). In the work of Oklopčić & Hirata (2018), \(q_{13a} = 4.5 \times 10^{-22} \text{ cm}^3 \text{ s}^{-1}\), \(q_{31a} = 2.6 \times 10^{-8} \text{ cm}^3 \text{ s}^{-1}\), and \(q_{31b} = 4.0 \times 10^{-9} \text{ cm}^3 \text{ s}^{-1}\), evaluated at an “isothermal” temperature of 9000 K, were used. In a similar way, Kirk et al. (2022) reproduced the He 10830 line of WASP-52b by assuming an “isothermal”
temperature of 7600 K. This temperature yields $q_{13a} = 4.5 \times 10^{-22}$ cm$^3$ s$^{-1}$, $q_{31a} = 2.3 \times 10^{-8}$ cm$^3$ s$^{-1}$, and $q_{31b} = 3.6 \times 10^{-9}$ cm$^3$ s$^{-1}$. However, our models are not isothermal, and $q_{13a}$, $q_{31a}$, and $q_{31b}$ depend on the temperature. When the temperature increases, these rate coefficients increase. As we have mentioned before, the collisions with electrons are the dominant destruction process when the atmospheric temperatures are high. The photoionization of He(2S) is the main destruction mechanism of He(2S) at high altitudes, where the temperature is low. Thus, we speculate that assuming a constant $q_{31a}$ and $q_{31b}$ may lead to some errors in the He(2S) population. To examine the effect of assuming constant collisional rate coefficients, we take the model with H/He = 98/2, $F_{\text{XUV}} = 0.5F_0$, and $\beta_m = 0.3$. Figure 29(a) shows the source and sink terms related to He(2S). The dotted red line and dashed green and cyan lines represent $n_{He(1s)\mu_e}q_{13a}$, $n_{He(31a)}$, and $n_{He(31b)}$ for the model where the constant rate coefficients are assumed. Compared to the model using the temperature-dependent $q_{ij}$ ($j = 13a, 31a$, and 31b), these quantities show higher values in most regions. The dominant sink terms in low altitudes ($r < 3R_p$) are the collisional transition by electrons as in the model using temperature-dependent coefficients. Unlike the case of using temperature-dependent coefficients, the collisional transition still plays an essential role in destructing He(2S) in higher altitudes ($r > 3R_p$). This difference decreases the number density of He(2S) significantly compared to the case of the temperature-dependent $q_{31a}$ and $q_{31b}$, as shown in Figure 29(b). As a result, the absorption of He 10830 appears to decrease obviously in this situation, as shown in Figure 29(c). Therefore, an isothermal Parker wind model is likely to give different conclusions compared to a nonisothermal hydrodynamic model, as adopted in this paper.

5.5. The Influence of the Ly$\alpha$ Radiation Pressure

The Ly$\alpha$ radiation pressure exerted on atomic hydrogen may impact the atmospheric structures of exoplanets. It can accelerate the atmosphere to high velocities and has been used in some systems to explain the transmission spectra of Ly$\alpha$ (Vidal-Madjar et al. 2003; Bourrier & Lecavelier des Etangs 2013; Bourrier et al. 2016). However, some hydrodynamic simulations have shown that the Ly$\alpha$ radiation pressure has little influence on the results (Ben-Jaffel 2007; García Muñoz 2007; Ben-Jaffel 2008; Koskinen et al. 2010; Shaikhislamov et al. 2016; Khodachenko et al. 2017). In this work, the Ly$\alpha$ radiation pressure is not included in the 1D hydrodynamic simulations.

Shaikhislamov et al. (2016) discussed that the Ly$\alpha$ radiation force would become noticeable only at distances of tens of $R_p$. In Section 5.3, we examined the case where the size of the outer boundary of the atmosphere is reduced to 6$R_p$ and demonstrated that the H$\alpha$ and He 10830 absorption lines are caused mainly by the atmosphere in a relatively inner part of $R \lesssim 6R_p$. Therefore, it is highly likely that the Ly$\alpha$ radiation pressure would not significantly alter the present results. For detailed investigation, we may need to calculate the radiation force directly while Ly$\alpha$ radiative transfer is performed, as done for H$\alpha$, and iterate the hydrodynamic simulations and the radiative transfer calculations until the result converges. We defer the study of the radiation pressure effect to future work.

5.6. The Influence of the Coriolis Force

In a rotating planet, the radially outflowing atmosphere will experience an inertial force, the Coriolis force, affecting the direction of the atmospheric flow. The tangential velocity component produced by this effect would give rise to a difference in the Doppler shift regarding the line absorption. Using 3D MHD models, Shaikhislamov et al. (2020) showed that the spiraling planetary atmosphere due to the Coriolis force causes a lower absorption level in the line of interest compared to their 2D model.

In 1D hydrodynamic simulations, the Coriolis force is disregarded inevitably. Neglecting this effect may cause an overestimation of the absorption depth around the line center of H$\alpha$ and He 10830, since the Coriolis force can result in a decrease of the radial velocity. For WASP-52b, the tangential velocity acquired per unit length is about $|v_t| \sim 2\omega \sim 8$ km$^{-1}R_p^{-1}$, where $v_t$ is the tangential velocity and $\omega$ is the angular rotation velocity of the planet. Assuming that the planet is tidally locked to the star, $\omega$ is the same as the angular velocity of the planet’s revolution. The tangential velocity can be comparable to the radial velocity in some atmospheric regions. However, calculating the tangential velocity component in detail along the line-of-sight direction is complicated. Thus, it is difficult to evaluate the effect of the Coriolis force with our 1D hydrodynamic model. Better models that include the effect of Coriolis force are beyond the scope of this paper and will be studied in our future work.

6. Summary

In this work, we have modeled the transmission spectra of the H$\alpha$ and He 10830 lines simultaneously for the first time in hot Jupiter WASP-52b by using a 1D hydrodynamic model combined with a non–local thermodynamic model. To calculate the number density of H(2), which causes the absorption of H$\alpha$, we also calculated the Ly$\alpha$ mean intensity distribution inside the planetary atmosphere by using a Monte Carlo code and assuming a spherical stellar Ly$\alpha$ radiation source and a spherical planetary atmosphere. Then, we explored a parameter space of $F_{\text{XUV}}$, $\beta_m$ and H/He and found that models with different H/He ratios can fit the H$\alpha$ observations well if the host star has a high XUV flux and the X-ray fraction in XUV radiation is low or the other way around. Further constraints on the atmosphere can be obtained by analyzing the He 10830 absorption line. The simulations of the He 10830 $\Lambda$ triplet suggest that a higher H/He abundance ratio ($\sim 98/2$) than the solar ratio ($\sim 92/8$) is required to fit the observation. Basically, the absorption of He 10830 increases with increasing $F_{\text{XUV}}$, but its variation with $\beta_m$ is more complicated. Only the model with H/He = 98/2, $F_{\text{XUV}} = 0.5F_0$, and $\beta_m = 0.3$ can reproduce both H$\alpha$ and He 10830 lines. Our simulations also suggest that hydrogen and helium originate from the escaping atmosphere, and the mass-loss rate is about $2.8 \times 10^{11}$ g s$^{-1}$, which can influence the evolution of the planetary atmosphere. We also discussed the plane-parallel Ly$\alpha$ illumination models. Under this assumption, in a plane-parallel atmosphere, the Ly$\alpha$ radiation strength in the atmosphere is overestimated. In contrast, the Ly$\alpha$ intensity calculated in a spherical atmosphere appears to be slightly lower than in the spherical illumination models. In this work, we also considered the limb-darkening effect of the stellar Ly$\alpha$, H$\alpha$, and He 10830 illumination self-consistently. Compared to
helpful discussion of the calculation of He and He 10830 transmission spectra. Our work would be a benchmark in studying the exoplanetary hydrogen and helium atmosphere by modeling H\(\alpha\) and He 10830 Å absorption simultaneously. The findings can help to constrain the physical parameters of the atmosphere and to better understand its composition and structure. Finally, we note that the stellar Ly\(\alpha\) profile and flux adopted in this work are based on some assumptions owing to the lack of observations. We believe that future observation and reconstruction of the Ly\(\alpha\) line will bring more insights into the atmosphere study.
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