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Abstract. Most, if not all, scalar-tensor theories are equivalent to General Relativity with a disformally coupled matter sector. In extra-dimensional theories such a coupling can be understood as a result of induction of the metric on a brane that matter is confined to. This article presents a first look at the non-Gaussianities in disformally coupled inflation, a simple two-field model that features a novel kinetic interaction. Cases with both canonical and Dirac-Born-Infeld (DBI) kinetic terms are taken into account, the latter motivated by the possible extra-dimensional origin of the disformality. The computations are carried out for the equilateral configuration in the slow-roll regime, wherein it is found that the non-Gaussianity is typically rather small and negative. This is despite the fact that the new kinetic interaction causes the perturbation modes to propagate with different sound speeds, which may both significantly deviate from unity during inflation.
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1 Introduction

Gravitation can be described by the dynamics of a metric $g_{\mu \nu}$ of spacetime interacting with matter fields. At the local limit of weak fields and slow motions, it has been well verified experimentally that the dynamics are given by the Einstein’s field equations [1], whose predictions have now been confirmed also in the nonlinear regime by the data from the recent observation of gravitational waves generated during the merging of two black holes [2]. On cosmological scales, however, the observational data clearly forces us to modify either the matter sources for the $g_{\mu \nu}$ or the dynamics of the interaction [3].

A basic way to introduce such modifications is to let matter couple to a metric $\hat{g}_{\mu \nu}$ that may be distinct from the spacetime metric $g_{\mu \nu}$. The case of a conformal relation, $\hat{g}_{\mu \nu} = C g_{\mu \nu}$, corresponding to a rescaling of units, arises quite typically in generalised theories, for example, from the coupling of the dilaton in the low-energy limit of string theory, in which case the transformation is given in terms of a scalar field $\phi$ as $C(\phi) = \phi^2$. However, the most general form of a relation $\hat{g}_{\mu \nu} = g_{\mu \nu}(\phi, g_{\mu \nu})$ which still complies with physical requirements such as causality, is a so called disformal relation, [4]

$$\hat{g}_{\mu \nu} = C(\phi, X) g_{\mu \nu} + D(\phi, X) \phi_{,\mu} \phi_{,\nu},$$

(1.1)

that may involve also the derivatives $\phi_{,\mu}$ of the scalar field, and even nonlinear dependence upon the metric through the kinetic term $X = -g^{\mu \nu} \phi_{,\mu} \phi_{,\nu}/2$. Their extended range of phenomenology [5–13] and universality in scalar-tensor theories [14–18] have made disformal transformations rather popular in cosmology and modified gravity in recent years [19–24] (whilst they have also found novel applications in theory [25–29]).
Disformally coupled inflation [30] was introduced as a model of inflation with two scalar fields, \( \phi \) and \( \chi \), which both minimally couple to gravity, but on different metrics, such that the action is written as

\[
S = \frac{1}{2} \int d^4x \sqrt{-g} R - \int d^4x \sqrt{-\hat{g}} \left[ \frac{1}{2} \hat{g}^{\mu\nu} \phi_{,\mu} \phi_{,\nu} + U(\phi) \right] - \int d^4x \sqrt{-\hat{g}} \left[ \frac{1}{2} \hat{g}^{\mu\nu} \chi_{,\mu} \chi_{,\nu} + V(\chi) \right],
\]

where the two metrics \( g \) and \( \hat{g} \) are related by a transformation of the form

\[
\hat{g}_{\mu\nu} = C(\phi) g_{\mu\nu} + D(\phi) \phi_{,\mu} \phi_{,\nu}.
\]

The action (1.2) can be regarded as a phenomenological parameterisation of a minimal disformal setting, where the matter sector consists solely of a canonical scalar field \( \chi \), and the coupling functions are taken to depend on \( \phi \) and not the kinetic term \( X \) for simplicity. The model has then four arbitrary functions, the potentials \( U(\phi) \) and \( V(\chi) \) as well as the conformal and disformal factors \( C(\phi) \) and \( D(\phi) \).

A new feature arising from the coupling \( D \) is the so called kinetic mixing [31] of the scalar fields. Using the relation (1.3) to rewrite the above action in terms of only the metric \( g \), it is transformed into a two-field scalar-tensor theory with non-trivial derivative interactions,

\[
S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} R + X^{\phi\phi} - U(\phi) + \frac{C(\phi)}{\gamma} [X^{\chi\chi} - C(\phi)V(\chi)] + 2\gamma D(\phi) (X^{\phi\chi})^2 \right],
\]

where we have introduced the notation for kinetic terms \( X^{IJ} = -1/2 \partial^{\mu} \phi^I \partial_{\mu} \phi^J \), defined on the metric \( g \), where \( I \) and \( J \) are field indices that can take values from \((\phi, \chi)\). Also appearing in this action is the parameter \( \gamma \), which is defined by

\[
\gamma = \frac{1}{\sqrt{1 - 2D \frac{2}{C} X^{\phi\phi}}}. \tag{1.5}
\]

Its presence in the action may appear dangerous, as the argument of the square root is not in general positive definite. The \( \gamma \)-factor can become infinite when the relation (1.3) is non-invertible. However, this situation is analogous to the conformally coupled models where the function \( C \) may in principle vanish as a function of the field, but this does not occur in the dynamics of physical models. In cosmological backgrounds, where \( 2X^{\phi\phi} = \dot{\phi}^2 \), the \( \gamma \)-factor resembles the Lorentz boost in special relativity, due to which it would take an infinite time to reach the singularity of the transformation from the point of view of a physical observer. This feature has been verified in explicit calculations in both the Jordan and Einstein frames, see e.g. [7, 14]. Not coincidentally, the form of \( \gamma \) is familiar from the Dirac-Born-Infeld (DBI) brane inflation, where it determines the “cosmic speed limits” [32, 33], if we identify the field \( \phi \) as (proportional to) the radial coordinate of the D3-brane whose warp factor (squared) is given by \( h(\phi) = D(\phi)/C(\phi) \).

This is due to the fact that in brane world models such as the DBI inflation [32, 33], the induced metric on the brane is generically disformal with respect to the bulk metric. The radial coordinate \( \phi \) can acquire a kinetic term from a mere cosmological constant in the \( \hat{g} \)-frame, which transformed into the \( g \)-frame becomes \( \sim h^{-2}/\gamma \). Further, in the case of maximal supersymmetry in type IIB compactification, the D3-brane is BPS and one obtains the DBI kinetic term \( \sim h^{-2}(1/\gamma - 1) \) (the latter correction could also be absorbed in the potential \( V(\phi) \), that can originate from non-perturbative effects) [34]. In an embedding of our model
in such an extra-dimensional set-up, the χ-field can be interpreted as matter that is confined to the brane, as in several previous cosmological scenarios exploiting brane matter living in the induced (and thus disformal) metric [35–38]. More properly then, we would adopt the DBI kinetic term for the field φ, and consider the action

\[ S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} R + \frac{C(\phi)}{D(\phi)} \left( 1 - \frac{1}{\gamma} \right) - U(\phi) + \frac{C(\phi)}{\gamma} \left( X^{\chi\chi} - C(\phi)V(\chi) \right) + 2\gamma D(\phi) \left( X^{\phi\chi} \right)^2 \right]. \]  

(1.6)

In our previous work [30], we neglected the effects due to the DBI term to simplify our analysis and focus on effects due to the disformal interactions of the two fields, but in this work we shall reinstate it and consider its effects on inflation and non-Gaussianity too. We shall henceforth refer to eq. (1.4) as the canonical model of disformally coupled inflation, and eq. (1.6) as the DBI model. As a sanity check, we also note that when the kinetic term \( X^{\phi\phi} \) is small and/or disformal coupling is weak compared to conformal coupling such that overall \( DX^{\phi\phi} \ll C \), we can expand \( \gamma \) as \( 1 + DX^{\phi\phi}/C \) which upon substitution into the action reveals, as expected, that the DBI model reduces to the canonical model in this limit.

Considering the vast number of inflationary models that have been conceived since the origin of the paradigm, it is important to understand how well each model agrees with existing experimental data [39, 40], usually via computation of the primordial power spectrum of curvature fluctuations. The most precise constraints currently available are those from CMB anisotropy probes, particularly those from the recent Planck mission [41]. Great progress has been made in such endeavours to the point where fiducial power-law potential models of single field inflation are now essentially ruled out by their overly-large predictions of the tensor-to-scalar-ratio [42]. It is likely that the next generation of CMB experiments will shed further light on the nature of inflation through even tighter constraints on the parameters of the primordial power spectrum, but also, the first high-precision measurements of the deviation from purely Gaussian statistics — the non-Gaussianity — present in primordial fluctuations. In anticipation of non-Gaussianity becoming a powerful discriminator of inflationary models in the future, many cosmologists are already giving considerable thought to its computation and analysis in a wide range of models [43–48]. For more comprehensive review articles, see [49–52].

In this article, we extend our previous work on disformally coupled inflation to investigate the non-Gaussianity it predicts, both for the canonical and DBI models presented above. A particularly interesting aspect of the models is that perturbations in φ and χ each propagate with a different speed, which is a rarely-studied possibility in multi-field inflationary models and may influence non-Gaussianity in a novel fashion. Previous work on multi-field generalisations of the DBI models include various scenarios with additional moduli [46, 53] but also the “multi-speed inflation” with additional DBI branes [54, 55]. The action for the latter consists of a sum of DBI actions with different parameters, so that one has several decoupled k-essence fields with each an evolving sound speed of its own, with indeed interesting consequences to the structure of the generated non-Gaussianity [54–58]. In contrast to these

\[ \text{Note that the parameter } \gamma \text{ also defines the DBI kinetic term, as both the kinetic interactions between the two fields and the DBI behaviour of } \phi \text{ both originate from the disformal relation between metrics; the DBI warp factor } h(\phi) = D(\phi)/C(\phi) \text{ is also entirely specified by the choice of conformal and disformal factors. The DBI kinetic term hence does not introduce any further arbitrary functions to the model. While we could consider DBI kinetic terms which are specified by a warp factor taken to be unrelated to the disformal coupling, in the interest of simplicity and physical motivation we do not explore this avenue.} \]
models, the disformally coupled inflation features a derivative interaction of the fields that is already apparent in the action.

The main body of the article proceeds as follows. In section 2 we repeat the analysis of our previous work on the canonical model for the DBI variant of the model introduced above to obtain its inflationary predictions, and find some example trajectories which fit the data. Using our previous results and this, in section 3 we then turn our attention to non-Gaussianity and compute a leading-order estimate of the parameter $f_{NL}$ for the feasible trajectories found for both canonical and DBI models. In section 4 we summarize our findings. In the appendix we provide the expressions for coefficients appearing in the perturbation equations and the derivatives of the Lagrangian with respect to the kinetic terms.

2 Power spectra with DBI kinetic term

We proceed to repeat the analysis of our previous work on the canonical model for the full DBI model, culminating in a full numerical integration of the first order perturbations of the fields to obtain power spectra exactly, following the methods presented in [59]. In the derivations, we shall take advantage of the formalism developed for generalised multi-field actions [46, 47, 60] of the form

\[ S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} R + P(\phi^I, X^{JK}) \right], \tag{2.1} \]

where $(I, J, K = 1 \ldots N)$ for $N$ fields, and again, kinetic terms are denoted $X^{JK} = -1/2 \partial^\mu \phi^I \partial_\mu \phi^K$. Because the action is not restricted to depending on single-field kinetic terms like $X^{\phi\phi}$ or $X^{\chi\chi}$, but also allowed to depend on mixed-kinetic terms like $X^{\phi\chi}$, even models with non-trivial kinetic interactions can be described in this way. In particular, both our canonical (1.4)) and DBI (1.6) versions of the disformally coupled inflation are within the scope of (2.1). As the kinetic terms obey the symmetry $X^{JK} = X^{KJ}$, there are $N(N+1)/2$ unique kinetic terms that the action is allowed to depend on. For this reason it is also convenient to define and use a symmetrised derivative with respect to kinetic combinations,

\[ P_{<JK>} = \frac{1}{2} \left( \frac{\partial P}{\partial X^{JK}} + \frac{\partial P}{\partial X^{KJ}} \right). \tag{2.2} \]

The energy-momentum tensor for the general class of multi-field theories given by eq. (2.1) is given by

\[ T^{\mu\nu} = Pg^{\mu\nu} + P_{<IJ>} \partial^\mu \phi^I \partial^\nu \phi^J. \tag{2.3} \]

We can then derive the equations of motion for the inflationary background and the field fluctuations about it.

2.1 Background equations

We assume a flat universe throughout this article, so that the metric reads

\[ ds^2 = -dt^2 + a(t)^2 dx_i dx^i. \tag{2.4} \]

Using (2.3), we can then readily obtain the Friedmann equations ($H = \dot{a}/a$),

\[ 3H^2 = \rho = 2P_{<IJ>}X^{IJ} - P, \tag{2.5} \]

\[ 2\dot{H} = - (\rho + P) = -2P_{<IJ>}X^{IJ}. \tag{2.6} \]
Specialising this result to the DBI model Lagrangian in eq. (1.6), we find the energy density and pressure in this theory to be,

\[ \rho = \frac{C}{D} (\gamma - 1) + U + \gamma C \left( \gamma^2 X^{xx} + CV \right), \quad (2.7) \]

\[ P = \frac{C}{D} \left( 1 - \frac{1}{\gamma} \right) - U + \frac{C}{\gamma} \left( \gamma^2 X^{xx} - CV \right), \quad (2.8) \]

where \( \gamma \) takes the form

\[ \gamma = \frac{1}{\sqrt{1 - \frac{D}{C} \dot{\phi}^2}}. \quad (2.9) \]

We can identify in both of these results the non-standard kinetic and potential terms associated with the \( \chi \) field,

\[ \rho_{\chi} = \gamma C \left( \gamma^2 X^{xx} + CV \right), \quad (2.10) \]

\[ P_{\chi} = \frac{C}{\gamma} \left( \gamma^2 X^{xx} - CV \right), \quad (2.11) \]

which are, of course, unchanged by the presence of a DBI kinetic term in the \( \phi \) field. Similarly, the field equations of motion are given by,

\[ K_{IJ} \ddot{\phi}^J + 3 H P_{<IJ>} \dot{\phi}^J + 2 P_{<IJ>.,K} X^{KJ} - P_J = 0, \quad (2.12) \]

where the kinetic matrix \( K_{IJ} \) is defined by,

\[ K_{IJ} = P_{<IJ>} + 2 P_{<MJ>.,K} X^{MK}, \quad (2.13) \]

Evaluating this explicitly for \( I = \chi \) gives,

\[ \ddot{\chi} + 3 H \dot{\chi} + \gamma^2 \frac{D}{C} \dot{\phi} \dot{\phi} - \frac{1}{2} \left[ (\gamma^2 - 3) \frac{C'}{C} - (\gamma^2 - 1) \frac{D'}{D} \right] \dot{\phi} \dot{\phi} + \frac{C}{\gamma^2} V' = 0, \quad (2.14) \]

which is in agreement with the result for the canonical case, as expected. The \( \phi \) equation of motion is similarly found to be,

\[ \left( \gamma^3 + \gamma^2 \frac{D}{C} \rho_{\chi} \right) \ddot{\phi} + 3 H \dot{\phi} \left( \gamma - \gamma^2 \frac{D}{C} p_{\chi} \right) + U' \]

\[ + \frac{1}{2} (\gamma^2 - 1) \rho_{\chi} \frac{D'}{D} - \frac{1}{2} \left[ (\gamma^2 - 2) \rho_{\chi} + 3 \gamma^2 p_{\chi} \right] \frac{C'}{C} \]

\[ + \frac{1}{2} \frac{C}{2} \left( \frac{D'}{D} - \frac{C'}{C} \right) \left( \gamma^3 - 3 \gamma + 2 \right) = 0, \quad (2.15) \]

which is manifestly different to the canonical equation of motion in that the kinetic terms proportional to \( \ddot{\phi} \) and \( \dot{\phi} \) are modified, and an extra term which appears in all theories with a DBI kinetic term has of course been generated.
2.2 Perturbation equations

After a tedious but straightforward process, the perturbed field equations are found to be of the form

\[ 2 \left( \partial_i \partial^i \Psi - 3H \dot{\Psi} \right) = \delta \rho = X_1 \Psi + X_2 \delta \phi + X_3 \dot{\delta} \phi + X_4 \delta \chi + X_5 \dot{\delta} \chi, \quad (2.16) \]

\[ 2 \left( \dot{\Psi} + H \Psi \right) = -\delta q = -Y_1 \delta \phi - Y_2 \delta \chi, \quad (2.17) \]

\[ 2 \left( \ddot{\Psi} + 4H \dot{\Psi} + 4H^2 \Psi \right) = \delta p = Z_1 \Psi + Z_2 \delta \phi + Z_3 \dot{\delta} \phi + Z_4 \delta \chi + Z_5 \dot{\delta} \chi, \quad (2.18) \]

with \( X_n, Y_n \) and \( Z_n \) defined in appendix A.1 and \( \Psi \) being the metric perturbation in Newtonian gauge, such that metric perturbations about the cosmological background are given by

\[ \delta g_{\mu \nu} = -2 \text{ diag} \left( \Phi, a^2 \left( t \right) \Psi, a^2 \left( t \right) \Psi, a^2 \left( t \right) \Psi \right), \quad (2.19) \]

and \( \Phi = \Psi \) due to the off-diagonal spatial elements of the perturbed field equations. Note that these equations are of the same general structure as those previously obtained for the canonical case, depending on the same perturbed variables but with different coefficient functions.

We also obtain equations of motion for the field fluctuations, that is the perturbed (generalised) Klein-Gordon equations, in the form

\[ \alpha_1 \delta \ddot{\phi} + \alpha_2 \delta \ddot{\chi} + \alpha_3 \partial_i \partial^i \delta \phi + \alpha_4 \partial_i \partial^i \delta \chi + \alpha_5 \dot{\delta} \phi + \alpha_6 \dot{\delta} \chi + \alpha_7 \Psi + \alpha_8 \delta \phi + \alpha_9 \delta \chi + \alpha_{10} \dot{\delta} \chi = 0, \quad (2.20) \]

\[ \beta_1 \delta \ddot{\phi} + \beta_2 \delta \ddot{\chi} + \beta_3 \partial_i \partial^i \delta \phi + \beta_4 \partial_i \partial^i \delta \chi + \beta_5 \dot{\delta} \phi + \beta_6 \dot{\delta} \chi + \beta_7 \Psi + \beta_8 \delta \phi + \beta_9 \delta \chi + \beta_{10} \dot{\delta} \chi = 0, \quad (2.21) \]

where the coefficients \( \alpha_n \) and \( \beta_n \) are explicitly given in appendix A.2. Compared to the canonical case previously studied, once again the structure of the equations of motion are unchanged and in particular, only the \( \alpha_n \) coefficients are modified by the presence of the DBI kinetic term. From this, we can proceed to use the perturbed field equations to eliminate the gauge variable \( \Psi \) and its first derivative with no significant difference to the canonical model except the differences in \( X_n, Y_n \) and \( Z_n \) coefficients, and numerically solve the resulting system written in terms of Sasaki-Mukhanov variables. As in the previous work, we identify the combination of Sasaki-Mukhanov variables\(^2\)

\[ Q^\theta = Q^\chi + \gamma^2 \frac{D}{C} \dot{\phi} \dot{Q}^\phi, \quad (2.22) \]

\[ c_s^{(\theta)} = \frac{1}{\gamma}, \quad (2.23) \]

\[ c_s^{(\phi)} = \sqrt{\frac{C - \gamma D p_x}{\gamma^2 C + \gamma D p_x}}, \quad (2.24) \]

\(^2\)Note that this expression was mistyped in eq. (3.4) of our previous work, missing the factor \( \dot{\phi} \dot{\chi} \), though the correct expression was used in all numerical work. The expression presented here for \( Q_\theta \) is corrected. This error in the previous manuscript propagated into its eq. (3.16), whose correct form is given later in this paper by eq. (2.25).
Once again, the $\theta$ propagation speed is unchanged from the canonical case, but we find extra factors of $\gamma$ appearing in the expression for the DBI-field kinetic term. This is expected, as if one ignores the terms pertaining to the second field in the above expression, $c_\text{d}^{(\phi)}$ reduces to $1/\gamma$, the usual sound speed for a DBI field.

We can also obtain the curvature perturbation in our model,

$$R = \left(\frac{H}{2P_{<IJ}>X_{IJ}}\right)P_{<KL>}\dot{\phi}^KQ^L,$$

$$\quad = \left(\frac{H}{\rho + p}\right)\left(\left(\gamma + \frac{D}{C}p_x\right)\dot{\phi}Q^\phi + \gamma C\dot{\chi}Q^\chi\right),$$

$$\quad = \left(\frac{H}{\rho + p}\right)\left(\left(\gamma - \gamma^2\frac{D}{C}p_x\right)\dot{\phi}Q^\phi + \gamma C\dot{\chi}Q^\chi\right). \quad (2.25)$$

Finally, we note that as all of the derivations in this section had already been done for the canonical model in our previous work, but via different methods not relying on results from the literature on general $P(\phi^I, X^{JK})$ theories, we took this opportunity to rederive all our results from the canonical model using these new methods with the Lagrangian in eq. (1.4) to confirm their consistency with our previous approach. We found that the two methods produced concordant results.

### 2.3 Results

As with the canonical model, we find that the DBI model of disformally coupled inflation is capable of making inflationary predictions in line with observations. Particularly, for fiducial massive field potentials,

$$U(\phi) = \frac{1}{2}m_\phi^2\phi^2, \quad V(\phi) = \frac{1}{2}m_\chi^2\chi^2, \quad (2.26)$$

and exponential conformal and disformal factors,

$$C(\phi) = C_0e^{C_0\phi}, \quad D(\phi) = D_0e^{D_0\phi}, \quad (2.27)$$

we observe that it is possible to achieve non-standard slow-roll inflationary trajectories where the disformal warping, parametrised by $\gamma$ as given in eq. (2.9), deviates from unity (the case when $D = 0$). Note that this is dependent on our phenomenologically-motivated choice of conformal and disformal coupling functions.$^3$

Disformal effects during inflation lead to varying sound speeds and equations of state for the two fields, which translates into modifications to the power spectrum. In particular, we again find that a key result is boosting of the scalar amplitude due to subluminal propagation speeds, and in turn a small tensor-to-scalar-ratio. Examples of this are shown in figures 1 (Trajectory A) and 2 (Trajectory B), with $r$ values of $2 \times 10^{-3}$ and $7 \times 10^{-3}$ respectively. In contrast to the trajectories we previously obtained for the canonical model, however, both

---

$^3$In particular, the inclusion of the DBI kinetic term does not change the arguments in our previous work regarding the insipidity of the case $C \propto 1/D \propto \phi^2$ that corresponds to an adS-warp in the extra dimensional geometry. This is expected since we restrict to the slow-roll regime in the present study. The adS case being the most extensively studied in the type IIB settings (and in particular, a good approximation to the solution found by Klebanov and Strassler [61]), one is tempted to study its possible relevance to the disformally coupled DBI in the relativistic regime (meaning fast-roll in the sense $\gamma \gg 1$), but this is outside the scope of the paper at hand.
Figure 1. Trajectory A: inflationary dynamics for the action (1.6) with the potentials (2.26) and couplings (2.27). Parameters used are $m_\chi = 2.9 m_\phi = 2.286 \times 10^{-6}$, $C_0 = 1, D_0 = 3.8 \times 10^{12}$, $d = -c = 0.1$ and initial conditions are $\phi_0 = 6.9, \chi_0 = 15.0$.

of these examples show that initially $\gamma$ remains small and grows larger at late times, before eventually returning to around unity at the end of inflation. In Trajectory B, the small-$\gamma$ phase occurs more than 100 e-folds before the end of inflation, and so is not relevant when observables modes are leaving the horizon, but in Trajectory A we present a more extreme case where during horizon crossing, $\gamma \approx 1$ and it is only after horizon exit that disformal effects become large.

These two models are plotted in the $n_s$-$r$ plane in figure 3. Here, model predictions are shown for two cases in which the details of reheating differ, shifting the location of the observable window. The amount of e-folds by which reheating affects this is given by [41],

$$\Delta N = \frac{1 - 3w}{12(1 + w)} \ln \left( \frac{\rho_{\text{th}}}{\rho_{\text{end}}} \right),$$

(2.28)

where $w$ is the average equation of state during reheating, which we will assume to be zero, and $\rho_{\text{th}}$ and $\rho_{\text{end}}$ are the energy densities of the universe at the point of thermalisation.
and the end of inflation, respectively. The two cases we study are $\rho_{\text{th}} = \rho_{\text{end}}$ (efficient reheating) and $\rho_{\text{th}} \ll \rho_{\text{end}}$ (inefficient reheating). For concreteness, we will choose for the latter case the ratio $\rho_{\text{th}} = e^{-60}\rho_{\text{end}}$ which corresponds to a shift in the observable window of 5 e-folds. We can see in the figure that while for both trajectories the tensor to scalar ratio is largely insensitive to the efficiency of reheating, the spectral index varies substantially, particularly in Trajectory B (figure 2) where particularly inefficient reheating could push the model outside of the 2$\sigma$ Planck contours shown on figure 3. Trajectory A is much more stable under variations in the reheating process, however, with both cases considered making predictions comfortably in the 1$\sigma$ contour. This is likely due to the fact that during the time when the observable scales leave the horizon during inflation for Trajectory A $\gamma$ is roughly constant and so are the sound speeds. On the other hand, for Trajectory B $\gamma$ has some appreciable evolution so that a shift in the observable window by 5 e-folds can significantly affect the scale dependence of the field perturbations.

In these results we neglect the possibility of further processing of the power spectrum due to post-inflationary isocurvature perturbations. The details of such a process would

Figure 2. Trajectory B: inflationary dynamics for the action (1.6) with the potentials (2.26) and couplings (2.27). Parameters used are $m_\chi = 3.1m_\phi = 2.25 \times 10^{-6}$, $C_0 = 1, D_0 = 7.0 \times 10^{11}$, $d = -c = 0.21$ and initial conditions are $\phi_0 = 10.9, \chi_0 = 6.0$. 
Figure 3. Predictions for $n_s$ and $r$ of Trajectories A and B for two different reheating scenarios, compared to the Planck $1\sigma$ and $2\sigma$ contours. In the first scenario (large dots) the energy density at reheating is comparable to that at the end of inflation, representing an efficient reheating mechanism, while in the second scenario (small dots) it is much lower, such that the observable window is shifted by 5 e-folds compared to the first scenario. Trajectory A is fairly stable under the details of the reheating process, while Trajectory B requires somewhat efficient reheating to remain viable.

 depend on the details of the decays during reheating, and is beyond the scope of the present work. This issue is discussed in section 3.2.

3 Non-Gaussianities

To go beyond standard tests of inflation from the power spectrum, one can consider the three-point correlation function, and its related bispectrum, conventionally defined as,

$$\langle R(k_1)R(k_2)R(k_3) \rangle = (2\pi)^3 \delta(k_1 + k_2 + k_3) B(k_1, k_2, k_3),$$

analogously to the well-known relation between the two point correlation and the usual power spectrum. Similarly, because of isotropy, the bispectrum depends only on the magnitudes of the three momenta, rather than their vector-valued forms.

To compute leading order estimates of the non-Gaussianity predicted by disformally coupled inflation models, we use the In-In Formalism in the static approximation, such that quantities of interest (sound speeds, etc) are treated as nearly constant during horizon-crossing. While disformally coupled inflation is capable of giving rise to a wide range of phenomenology, including trajectories in which the sound speeds change rapidly up to and during horizon crossing, these trajectories typically do not lead to feasible power spectra as they generate large deviations from scale invariance which are heavily constrained by data. As such, we apply the static approximation in our calculations for simplicity with the understanding that the results are only accurate for reasonably slowly evolving trajectories.
Analytically, however, this process would only be valid until roughly the time of horizon crossing, but we want to calculate non-Gaussianity present at the end of inflation, long after this. To deal with the fact that post-horizon-crossing the evolution of the two-field system of perturbations becomes more complex due to the presence of isocurvature perturbations, we shall parametrise the details of the late-time evolution of the system with the transfer function formalism [62, 63]. To do this, it is first convenient to define the adiabatic and entropic field perturbations as the linear combinations of the two fields which feed the curvature and isocurvature power spectrum, respectively. Essentially, this means we need to find a basis expansion, $e^I_n$, of our fields $Q^I$ such that $Q^I = e^I_n Q^n$ with $n = (\sigma, s)$ for the adiabatic and entropy modes, respectively, which must be orthonormal in the sense that [46],

$$\bar{P}_{<IJ>} e^I_n e^J_m = \delta_{nm},$$  \hspace{1cm} (3.2)

where $\bar{P}_{<IJ>}$ denotes the matrix $P_{<IJ>}$ under the field redefinition $\chi \rightarrow \theta$. To explicitly find the elements of the matrix under this field redefinition, we directly expand $P_{<IJ>} Q^I Q^J$ ($I = \phi, \chi$) where $Q^\chi \rightarrow Q^\theta - \alpha Q^\phi$,

$$P_{<IJ>} Q^I Q^J = P_{<\phi\phi>} \left( \delta^I_\phi Q^\phi + \delta^I_\chi \left[ Q^\theta - \alpha Q^\phi \right] \right) \left( \delta^J_\phi Q^\phi + \delta^J_\chi \left[ Q^\theta - \alpha Q^\phi \right] \right),$$

$$= \left( P_{<\phi\phi>} - 2\alpha P_{<\phi\chi>} + \alpha^2 P_{<\chi\chi>} \right) Q^\phi Q^\phi + 2 \left( P_{<\phi\chi>} - \alpha P_{<\chi\chi>} \right) Q^\phi Q^\theta + P_{<\chi\chi>} Q^\theta Q^\theta.$$ \hspace{1cm} (3.3)

From this it is clear that $\alpha = P_{<\phi\chi>} / P_{<\chi\chi>} = \gamma^2 D\dot{\phi}\dot{\chi}/C$ is the choice of field redefinition which diagonalises the resulting matrix, which is precisely the result we found in eq. (2.22). Inserting this into the above expression, we obtain the nonzero elements of the new matrix $\bar{P}_{<IJ>}$ (where now, $I, J = (\phi, \theta)$ rather than $(\phi, \chi)$), as,

$$P_{<\phi\phi>} = P_{<\phi\phi>} - \frac{P_{<\phi\chi>}^2}{P_{<\chi\chi>}} = \gamma_d - \gamma^2 \frac{D}{C} \rho \chi,$$ \hspace{1cm} (3.4)

$$\bar{P}_{<\theta\theta>} = \frac{P_{<\chi\chi>}}{\gamma},$$ \hspace{1cm} (3.5)

where we have defined

$$\gamma_d = \begin{cases} 1 & \text{in the canonical case (1.4)} \\ \gamma & \text{in the DBI case (1.6)} \end{cases}$$ \hspace{1cm} (3.6)

in order to present the results for the two versions of the model in a unified fashion. Similarly, the kinetic matrix (2.13) is diagonalised by this redefinition, with nonzero elements,

$$\bar{K}_{\phi\phi} = \gamma_d^3 + \gamma^2 \frac{D}{C} \rho \chi,$$ \hspace{1cm} (3.7)

$$\bar{K}_{\theta\theta} = \gamma C.$$ \hspace{1cm} (3.8)

The second-order action then contains the terms,

$$S_{(2)} \supset \int dt d^3 x a^3 \left[ \frac{1}{2} \bar{K}_{IJ} \dot{Q}^I \dot{Q}^J - \frac{1}{2} \bar{P}_{<IJ>} h^{ij} \partial_i Q^I \partial_j Q^J \right],$$ \hspace{1cm} (3.9)
from which we can see that the two sound speeds of the theory should be equal to the square roots of eigenvalues of \((\bar{K}^{-1})^{JK}\bar{P}_{<KJ>}\), which is easy to evaluate given the diagonal forms of these two matrices, and can hence be shown to agree with eqs. (2.23)–(2.24) in the DBI case, and with our previous results in the canonical case, verifying this approach. Knowing the elements of \(\bar{P}_{<IJ>}\), we can now solve the system in eq. (3.2) for the orthonormal basis decomposition \(e_I^i\). Using the results of [64], we find

\[
e_I^i = \frac{\varphi^I}{\sqrt{\bar{P}_{<IJ>}\varphi^J}},
\]

(3.10)

but the entropy vectors are a little less obvious. Still, solving the system (3.2) using a reasonable ansatz we find,

\[
e_\phi^i = -\sqrt{\bar{P}_{<\phi\phi>}} \frac{\dot{\theta}}{\sqrt{\bar{P}_{<IJ>}\dot{\varphi}^I}} \quad \quad e_\theta^i = \sqrt{\bar{P}_{<\phi\phi>}} \frac{\dot{\phi}}{\sqrt{\bar{P}_{<IJ>}\dot{\varphi}^I}}.
\]

(3.11)

From this we find we can write the adiabatic and entropy perturbations as,

\[
Q^\sigma = \frac{\bar{P}_{<IJ>}\dot{\varphi}^I Q^J}{\sqrt{\bar{P}_{<IJ>}\dot{\varphi}^I \dot{\varphi}^J}},
\]

(3.12)

\[
Q^s = \sqrt{\frac{|\bar{P}|}{\bar{P}_{<IJ>}\dot{\varphi}^I \dot{\varphi}^J}} \left(\dot{\theta} Q^\sigma - \dot{\phi} Q^s\right),
\]

(3.13)

where by \(\bar{P}\) we mean the determinant of \(\bar{P}_{<IJ>}\), or more explicitly \(\bar{P}_{<\phi\phi>}\bar{P}_{<\theta\theta>} = \bar{P}_{<\phi\phi>} \bar{P}_{<\chi\chi>} - \bar{P}_{<\phi\chi>}^2\). These quantities then independently source the adiabatic curvature perturbation and the entropy perturbation, respectively, for which we take the definitions

\[
R = \frac{H}{\sqrt{\bar{P}_{<IJ>}\dot{\varphi}^I \dot{\varphi}^J}} Q^\sigma,
\]

(3.14)

\[
S = S_0 \frac{H}{\sqrt{\bar{P}_{<IJ>}\dot{\varphi}^I \dot{\varphi}^J}} Q^s,
\]

(3.15)

where we have included the factor \(S_0\) in our definition of the entropy perturbation so that its value can be chosen to ensure that the power spectra of curvature and entropy modes at horizon crossing are equal, as this simplifies the following calculations without loss of generality. To realise this, it should take the value

\[
S_0 = \frac{Q^\sigma_s}{Q^s_s} = \frac{1}{|\bar{P}|^{1/2}} \frac{\bar{P}_{\phi\phi} \dot{\phi} Q^s_\phi + \bar{P}_{\theta\theta} \dot{\theta} Q^s_\theta}{\dot{\theta} Q^s_\phi - \dot{\phi} Q^s_\theta}.
\]

(3.16)

We can estimate the value of \(Q_\phi\) and \(Q_\theta\) at horizon crossing by using the \(\eta \to 0\) limit of the early-time solutions of the equation of motion that are asymptotic to the Bunch-Davies vacuum state, which obey the standard result,

\[
Q_I = \frac{H}{\sqrt{2k^3 c_s^3}} (1 - ikc_I^2 \eta) e^{ikc_I^2 \eta}.
\]

(3.17)
Making use of this form of the $Q_\phi$ and $Q_\theta$, we obtain
\begin{equation}
S_0 = \frac{1}{|P|^{1/2}} \frac{P_{\phi\phi} \dot{\phi} \sqrt{c_s^{(\theta)}} + P_{\theta\theta} \dot{\theta} \sqrt{c_s^{(\phi)}}}{\dot{\theta} \sqrt{c_s^{(\theta)}} - \dot{\phi} \sqrt{c_s^{(\phi)}}}.
\end{equation}

Note that while we have found the adiabatic and entropy perturbations for their convenience in application of the transfer function formalism, we emphasise that they are not necessarily the most useful fields in which one might like to think about the system. Indeed, if one is concerned with brane world scenarios which give rise to disformally coupled inflation, the fields $\phi$ and $\chi$ hold more physical meaning. Alternatively, if one is concerned with the independent fields which each propagate with a well defined sound speed, then that is the $(\phi, \theta)$ basis, as it is in terms of these fields that the sound-speed matrix is diagonal, as argued above. This $(\phi, \theta)$ basis will also prove the most convenient for performing calculations of power spectra, as when it comes to quantisation of the perturbations, these are the modes we can canonically quantise each with a single speed of sound. It will hence be helpful to express the final curvature perturbation in this basis. This results in,
\begin{equation}
R_{\text{end}} = R^* + T_{\text{RS}} S^*
= \frac{H}{\sqrt{P_{<IJ>^{\phi \phi} | \phi^I \phi^J}}} (Q^*_\phi + S_0 T_{\text{RS}} Q^*_\theta)
= \frac{H}{P_{<IJ>^{\phi \phi} | \phi^I \phi^J}} \left( \left[ \dot{P}_{\phi\phi} \phi + A \dot{\phi} \right] Q^*_\phi + \left[ \dot{P}_{\theta\theta} - A \phi \right] Q^*_\theta \right)
= F_\phi Q^*_\phi + F_\theta Q^*_\theta.
\end{equation}

where, recalling the definition of $\gamma_d$ in (3.6), we have
\begin{equation}
F_\phi = \frac{H}{P_{<IJ>^{\phi \phi} | \phi^I \phi^J}} \left( \left( \gamma_d - \gamma^2 \frac{D \phi}{C \phi X} \right) \dot{\phi} + A \dot{\phi} \right),
\end{equation}
\begin{equation}
F_\theta = \frac{H}{P_{<IJ>^{\phi \phi} | \phi^I \phi^J}} \left( C \dot{\theta} - A \phi \right),
\end{equation}

and
\begin{equation}
A = S_0 T_{\text{RS}} |\dot{P}|^{1/2}
= T_{\text{RS}} \frac{\dot{P}_{\phi\phi} \phi \sqrt{c_s^{(\theta)}} + \dot{P}_{\theta\theta} \theta \sqrt{c_s^{(\phi)}}}{\dot{\theta} \sqrt{c_s^{(\theta)}} - \dot{\phi} \sqrt{c_s^{(\phi)}}}
= T_{\text{RS}} \frac{\gamma \left( \gamma_d - \gamma^2 \frac{D \phi}{C \phi X} \right) \phi \sqrt{c_s^{(\theta)}} + \gamma \dot{\phi} \sqrt{c_s^{(\phi)}}}{\gamma \dot{\phi} \sqrt{c_s^{(\theta)}} - \gamma \dot{\phi} \sqrt{c_s^{(\phi)}}}.
\end{equation}

In the above expressions, it is to be understood that all background quantities are evaluated at horizon crossing even though we have omitted explicitly marking them as such for the sake of readability. Only the transfer function $T_{\text{RS}}$ depends on the details of inflation after a given mode has left the horizon.

We are now in the position to use the In-In formalism to compute the three-point function up to the time of horizon-crossing when our analytical approximations are still
accurate, and then use the language of the transfer function as applied in the above discussion to relate our results to the three-point statistics of the curvature perturbation at the end of inflation. Using for example eq. (3.19), we can convert three-point functions of the field perturbations (which can be calculated from the third order action) into three-point functions of the curvature perturbation, via the relation

\[
\langle R(k_1) R(k_2) R(k_3) \rangle = F_\phi^3 \langle Q^\phi(k_1) Q^\phi(k_2) Q^\phi(k_3) \rangle + \text{perms.} \nonumber
\]

\[
+ F_\phi^2 F_\theta \langle (Q^\phi(k_1) Q^\phi(k_2) Q^\theta(k_3)) + \text{perms.} \rangle \nonumber
\]

\[
+ F_\phi^3 \langle Q^\phi(k_1) Q^\theta(k_2) Q^\theta(k_3) \rangle \nonumber
\]

\[
= F_\phi^3 \langle Q^\phi(k_1) Q^\phi(k_2) Q^\phi(k_3) \rangle + F_\phi^2 F_\theta \langle (Q^\phi)^2 Q^\theta \rangle \nonumber
\]

\[
+ F_\phi F_\theta^2 \langle Q^\phi(Q^\theta)^2 \rangle + F_\phi^3 \langle Q^\phi(k_1) Q^\phi(k_2) Q^\phi(k_3) \rangle , \tag{3.26}
\]

where ‘+perms.’ indicates the inclusion of similar terms with all distinct permutations of the momenta \(k_i\), and for convenience we have used the shorthands:

\[
\langle (Q^\phi)^2 Q^\theta \rangle = \langle (Q^\phi(k_1) Q^\phi(k_2) Q^\phi(k_3)) + \text{perms.} \rangle , \tag{3.27}
\]

\[
\langle Q^\phi(Q^\theta)^2 \rangle = \langle (Q^\phi(k_1) Q^\phi(k_2) Q^\phi(k_3)) + \text{perms.} \rangle . \tag{3.28}
\]

However, as the \(F_\phi\) and \(F_\theta\) coefficients in eq. (3.26) contain factors of the transfer function \(T_{RS}\), we need a way of computing this. Fortunately, this can be obtained from our numerical simulations of the perturbed equations of motion carried out in section 2 and our previous paper [30], by comparing the final value of \(P_R\) to its value at horizon-crossing.

While the full third-order action is rather complicated, it has fortunately been studied previously [46, 47] which terms make the leading order contribution to non-Gaussianities. We hence work with the subset of the third-order action which contains the relevant vertices for this leading order calculation, that is,

\[
\mathcal{L}_3 \supset a^3 g_{IJK} \dot{Q}^I \dot{Q}^J \dot{Q}^K + ah_{IJK} \dot{Q}^I \partial_i Q^J \partial^i Q^K , \tag{3.29}
\]

with

\[
g_{IJK} = \frac{1}{2} P_{<JK><AI>\dot{\phi}^A} + \frac{1}{6} P_{<AI><BJ><CK>\dot{\phi}^A \dot{\phi}^B \dot{\phi}^C} , \tag{3.30}
\]

\[
h_{IJK} = -\frac{1}{2} P_{<JK><AI>\ddot{\phi}^A} . \tag{3.31}
\]

We want to rewrite this in terms of the \((\phi, \theta)\) basis before we proceed to calculate three-point functions, however, as it is these fields which have well-defined sound speeds and are most suitable for quantisation. To this effect, we perform the field redefinition (2.22) to obtain the modified third order action

\[
\mathcal{L}_3 \supset a^3 g_{IJK} \dot{Q}^I \dot{Q}^J \dot{Q}^K + ah_{IJK} \dot{Q}^I \partial_i Q^J \partial^i Q^K , \tag{3.32}
\]

where primed indices take values from \((\phi, \theta)\) instead of \((\phi, \chi)\). The new coefficients will take the form

\[
f_{IJK} = e_I^f e_J^g e_K^h f_{IJK} , \quad (f = g, h) , \tag{3.33}
\]

where \(e_\phi^\phi = e_\chi^\chi = 1, e_\phi^\theta = 0\) and \(e_\phi^\phi = -\gamma^2 D \dot{\phi} \dot{\chi}/C\) from eq. (2.22).
There are hence 16 important terms in the third order action, corresponding to the 8 permutations of $IJK$, each with two vertices. Note that as $P_{\chi\chi\chi}<A_chi> = P_{A_chi}<B_chi><C_chi> = 0$ for any values of $A$, $B$ and $C$ due to the Lagrangian being at most second order in $X^\phi$ and first order in $X^{\chi}$, both $g_{\chi\chi\chi}$ and $h_{\chi\chi\chi}$ are identically zero, and no non-Gaussianity is generated purely due to $\chi$ at leading order. From eq. (3.33) we can see that $g_{\theta\theta\theta} = g_{\chi\chi\chi}$ and $h_{\theta\theta\theta} = h_{\chi\chi\chi}$, so it is clear that the term $(Q^\phi(k_1)Q^\phi(k_2)Q^\phi(k_3))$ in eq. (3.26) will be zero. The non-zero terms are those involving just $\phi$, due to the Lagrangian’s irregular dependence on its kinetic term through $\gamma$, and those terms involving $\phi$ and $\theta$ due to their interactions, which are also highly non-standard. We will hence have non-zero $(Q^\phi(k_1)Q^\phi(k_2)Q^\phi(k_3))$, $(Q^\phi(k_1)Q^\phi(k_2)Q^\phi(k_3))$ and $(Q^\phi(k_1)Q^\phi(k_2)Q^\phi(k_3))$ at this order.

3.1 Computing the leading-order bispectrum

To compute three-point functions we use the standard leading order result [45]

$$
(Q^I(t,k_1)Q^J(t,k_2)Q^K(t,k_3)) = -i \int_{t_0}^t \left\{ [Q^I(t,k_1)Q^J(t,k_2)Q^K(t,k_3), H_{\text{int}}(t')] \right\} dt',
$$

(3.34)

where $t_0$ implies some early time when fluctuations are deep within the horizon. In practice we use conformal time $\eta$ (where $d\eta = dt$) with which it is a reasonable approximation to perform the above integral between the limits $[\infty,0]$ as is usually done. $H_{\text{int}}$ is the interaction Hamiltonian, which at this level of approximation can be identified as $-\mathcal{L}_3$, the third order perturbed Lagrangian, or rather for our purposes, the subset of it which we identified in eq. (3.29) as providing the main contribution to the non-Gaussianity.

We will specialise our results to the equilateral configuration of non-Gaussianity, to give a concrete and simple example which can be numerically evaluated. We choose the equilateral configuration for its simplicity in that all three momenta are equal and one does not need to account for effects such as one mode being far outside the horizon while the others are crossing it, as seen for example in [43]. We emphasise that this choice is not meant to imply that it is the most significant or interesting configuration for our model.

3.1.1 Kinetic vertices

To be explicit, we write out the kinetic terms in the reduced third-order action (3.32) as (noting that $g_{\theta\theta\theta} = g_{\chi\chi\chi} = 0$)

$$
a^3g_{\phi\phi\phi}\left(\dot{Q}^\phi\right)^3 + a^3(g_{\phi\phi\theta} + g_{\phi\theta\phi} + g_{\theta\phi\phi})\left(\dot{Q}^\phi\right)^2 \dot{Q}^\phi + a^3(g_{\phi\phi\theta} + g_{\phi\theta\phi} + g_{\theta\phi\phi})\dot{Q}^\phi\left(\dot{Q}^\phi\right)^2.
$$

(3.35)

For the vertex $a^3g_{\phi\phi\phi}(\dot{Q}^\phi)^3$, we obtain a contribution to the $(Q^\phi(k_1)Q^\phi(k_2)Q^\phi(k_3))$ correlation function of the form,

$$
(Q^\phi(k_1)Q^\phi(k_2)Q^\phi(k_3)) \supset (2\pi)^3\delta(k_1 + k_2 + k_3)3g_{\phi\phi\phi}H^5 \frac{1}{k_1^3 k_2^3 k_3^3}.
$$

(3.36)

Similarly for the interaction $a^3(g_{\phi\phi\theta} + g_{\phi\theta\phi} + g_{\theta\phi\phi})(\dot{Q}^\phi)^2\dot{Q}^\theta$, we find

$$
\langle(Q^\phi)^2Q^\theta\rangle \supset (2\pi)^3\delta\left(\sum k\right)\left(g_{\phi\phi\theta} + g_{\phi\theta\phi} + g_{\theta\phi\phi}\right)H^5 \frac{k_1^3 k_2^3 k_3^3}{\prod k_i^3} \frac{1}{(k^\phi)^3} + \frac{1}{(k^\phi)^3} + \frac{1}{(k^\phi)^3}.
$$

(3.37)
and for the vertex $a^3(g_{\phi \phi \theta} + g_{\theta \phi \phi} + g_{\theta \theta \phi}) \dot{Q}^\phi (\dot{Q}^\phi)^2$, 

$$
\langle Q^\phi (Q^\phi)^2 \rangle \supset (2\pi)^3 \delta \left( \sum k \right) \left( g_{\phi \phi \theta} + g_{\theta \phi \phi} + g_{\theta \theta \phi} \right) \frac{H^5}{k_1^3} \frac{1}{\kappa_{\phi \phi \theta}^3} \left[ \frac{1}{(\kappa_{\phi \phi \theta}^3)^3} + \frac{1}{(\kappa_{\theta \phi \phi}^3)^3} + \frac{1}{(\kappa_{\theta \theta \phi}^3)^3} \right].
$$

(3.38)

We have used the shorthands $K = k_1 + k_2 + k_3$ and $\kappa_{IJK} = c_1 k_1 + c_2 k_2 + c_3 k_3$ in these expressions. In the equilateral configuration $k_1 = k_2 = k_3 = k$, so $\kappa_{IJK} = k (c_1 + c_2 + c_3)$ and $K = 3k$, and the above expressions reduce to:

$$
\langle Q^\phi (Q^\phi)^2 \rangle \supset (2\pi)^3 \delta \left( \sum k \right) \frac{1}{9 g_{\phi \phi \phi}} \frac{H^5}{k_1^6},
$$

(3.39)

$$
\langle (Q^\phi)^2 Q^\phi \rangle \supset (2\pi)^3 \delta \left( \sum k \right) 3(g_{\phi \phi \theta} + g_{\theta \phi \phi} + g_{\theta \theta \phi}) \frac{H^5}{k_1^6} \left( \frac{c_\phi}{2c_\phi + c^\phi_3} \right)^2,
$$

(3.40)

and

$$
\langle Q^\phi (Q^\phi)^2 \rangle \supset (2\pi)^3 \delta \left( \sum k \right) 3(g_{\phi \phi \theta} + g_{\theta \phi \phi} + g_{\theta \theta \phi}) \frac{H^5}{k_1^6} \left( \frac{c_\phi}{2c_\phi + c^\phi_3} \right)^2.
$$

(3.41)

### 3.1.2 Gradient vertices

In Fourier space, spatial derivatives correspond to factors of $i k$. In particular since the third order action contains contractions of spatial derivatives two fields we will pick up a factor such as $-k_1 \cdot k_2$ from these terms. Noting the isotropy condition that $k_1 + k_2 + k_3 = 0$, writing $k_1^2 = k_1 \cdot k_1 = (k_2 + k_3) \cdot (k_2 + k_3) = k_2^2 + k_3^2 + 2k_2 \cdot k_3$, we identify that $k_2 \cdot k_3 = (k_1^2 - k_2^2 - k_3^2)/2$, which, along with equivalent expressions for the other permutations of the three $k$s, will be later useful in evaluating these expressions. In this section we will introduce for convenience the shorthand

$$
F_{n}^{IJK} = 2 \frac{\kappa_{IJK}}{k_1^6} \left. \right|_{k_i = 0},
$$

(3.42)

where $n \in [1, 2, 3]$ and $\delta^m_n = 1$ when $n \neq m \neq l$ and 0 otherwise. We also define here $\bar{k}_n = c^\phi_n k_n$. When all three fields are the same we use the shorthand $F_n = F_{n}^{III}/(c_\phi^3)^2 = 2K^2 - k_n K + \delta^m_n k_m k_l$.

Our action, explicitly written, contains the terms (noting that $h_{\theta \theta \theta} = h_{\chi \chi \chi} = 0$),

$$
\begin{align*}
&ah_{\phi \phi \phi} Q^\phi (\partial Q^\phi)^2 + a(h_{\phi \phi \theta} + h_{\phi \theta \phi}) \dot{Q}^\phi \partial_i Q^\phi \partial^i Q^\phi + ah_{\theta \phi \phi} \dot{Q}^\phi (\partial Q^\phi)^2 \\
&+ a(h_{\theta \phi \phi} + h_{\theta \theta \phi}) \dot{Q}^\phi \partial_i Q^\phi \partial^i Q^\phi + ah_{\phi \theta \phi} \dot{Q}^\phi (\partial Q^\phi)^2.
\end{align*}
$$

(3.43)

For the vertex $ah_{\phi \phi \phi} \dot{Q}^\phi (\partial Q^\phi)^2$ there is a contribution of the form,

$$
\langle Q^\phi (k_1) Q^\phi (k_2) Q^\phi (k_3) \rangle \supset (2\pi)^3 \delta \left( \sum k \right) \frac{k_1^2 (k_2 \cdot k_3) F_1}{2(c_\phi^3)^2} \frac{1}{\kappa_{\phi \phi \phi}^3} \left[ \frac{1}{(\kappa_{\phi \phi \phi}^3)^3} + \frac{1}{(\kappa_{\phi \phi \theta}^3)^3} + \frac{1}{(\kappa_{\phi \theta \phi}^3)^3} \right].
$$

(3.45)
while for the vertex $ah_{\phi\theta \theta} \dot{Q}^\phi (\partial Q^\phi)^2$, we have,

$$\langle Q^\phi (Q^\phi)^2 \rangle \supset (2\pi)^3 \delta \left( \sum k \right) \frac{1}{2} \frac{1}{k^2} \left[ k^2 (k_2 \cdot k_3) \frac{k^\phi_1}{\left( k^\phi \theta \theta \phi \right)^3} \right] \ ,$$

$$+ k^2 (k_3 \cdot k_1) \frac{F^\phi_2}{\left( k^\phi \theta \theta \phi \right)^3} + k^2 (k_1 \cdot k_2) \frac{F^\phi_3}{\left( k^\phi \theta \theta \phi \right)^3} \ . \quad (3.46)$$

Similarly, for $ah_{\theta \phi \phi} \dot{Q}^\theta (\partial Q^\phi)^2$,

$$\langle (Q^\phi)^2 Q^\theta \rangle \supset (2\pi)^3 \delta \left( \sum k \right) \frac{1}{2} \frac{1}{k^2} \left[ k^2 (k_2 \cdot k_3) \frac{k^\phi_1}{\left( k^\phi \theta \theta \phi \right)^3} \right] \ ,$$

$$+ k^2 (k_3 \cdot k_1) \frac{F^\phi_2}{\left( k^\phi \theta \theta \phi \right)^3} + k^2 (k_1 \cdot k_2) \frac{F^\phi_3}{\left( k^\phi \theta \theta \phi \right)^3} \ . \quad (3.47)$$

For $a(h_{\phi\theta \phi} + h_{\phi\theta \theta}) \dot{Q}^\phi \partial \dot{Q}^\phi \partial Q^\theta$, we obtain

$$\langle (Q^\phi)^2 Q^\theta \rangle \supset (2\pi)^3 \delta \left( \sum k \right) \left( h_{\phi\theta \phi} + h_{\phi\theta \theta} \right) \frac{1}{4} \frac{1}{k^2} \left[ k^2 (k_3 \cdot k_1) F^\phi_1 F^\phi_3 + k^2 (k_1 \cdot k_2) F^\phi_2 F^\phi_3 \right] \ ,$$

$$\frac{k^2 (k_2 \cdot k_3) F^\phi_1 F^\phi_3 + k^2 (k_2 \cdot k_3) F^\phi_1 F^\phi_3}{\left( k^\phi \theta \theta \phi \right)^3} \right] \ . \quad (3.48)$$

and finally the vertex $a(h_{\theta\phi \phi} + h_{\theta\theta \phi}) \dot{Q}^\phi \partial \dot{Q}^\phi \partial Q^\phi$ leads to,

$$\langle Q^\phi (Q^\phi)^2 \rangle \supset (2\pi)^3 \delta \left( \sum k \right) \left( h_{\theta\phi \phi} + h_{\theta\theta \phi} \right) \frac{1}{4} \frac{1}{k^2} \left[ k^2 (k_3 \cdot k_1) F^\phi_1 F^\phi_3 + k^2 (k_1 \cdot k_2) F^\phi_2 F^\phi_3 \right] \ ,$$

$$\frac{k^2 (k_2 \cdot k_3) F^\phi_1 F^\phi_3 + k^2 (k_2 \cdot k_3) F^\phi_1 F^\phi_3}{\left( k^\phi \theta \theta \phi \right)^3} \right] \ . \quad (3.49)$$

Writing all of these results in the equilateral configuration, where

$$F^{\phi JJ}_{n(eq)} = F^{\phi JJ}_{n(eq)} = F^{\phi JJ}_{n(eq)} = \left[ (c_s^J)^2 + 10 (c_s^J)^2 + 6 c_s^J c_s^J \right] k^2 , \quad (3.50)$$

$$F^{\phi JJ}_{n(eq)} = F^{\phi JJ}_{n(eq)} = F^{\phi JJ}_{n(eq)} = \left[ 6 (c_s^J)^2 + 2 (c_s^J)^2 + 9 c_s^J c_s^J \right] k^2 , \quad (3.51)$$
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and \( F_n = 17k^2 \) then gives us,
\[
\langle Q^\phi(k_1)Q^\phi(k_2)Q^\phi(k_3) \rangle - (2\pi)^3 \delta \left( \sum_k \right) \frac{17}{36} h_{\phi\phi\phi} \frac{H^5}{k^6} \frac{1}{(c_s^\phi)^2},
\]
(3.52)
\[
\langle Q^\phi(Q^\phi)^2 \rangle - (2\pi)^3 \delta \left( \sum_k \right) \frac{3}{4} h_{\phi\theta\theta} \frac{H^5}{k^6} \left( \frac{c_s^\phi}{(c_s^\phi)^2 + 10(c_s^\phi)^2 + 6c_s^\phi c_s^\theta} \right),
\]
(3.53)
\[
\langle (Q^\phi)^2 Q^\theta \rangle - (2\pi)^3 \delta \left( \sum_k \right) \frac{3}{4} h_{\phi\phi\theta} + h_{\phi\theta\theta} \frac{H^5}{k^6} \left( \frac{6(c_s^\phi)^2 + 2(c_s^\phi)^2 + 9c_s^\phi c_s^\theta}{c_s^\phi(2c_s^\phi + c_s^\theta)^3} \right),
\]
(3.54)
\[
\langle (Q^\phi)^2 Q^\theta \rangle - (2\pi)^3 \delta \left( \sum_k \right) \frac{3}{4} (h_{\phi\theta\theta} + h_{\phi\phi\theta}) \frac{H^5}{k^6} \left( \frac{6(c_s^\phi)^2 + 2(c_s^\phi)^2 + 9c_s^\phi c_s^\theta}{c_s^\phi(2c_s^\phi + c_s^\theta)^3} \right).
\]
(3.55)

### 3.1.3 Total non-Gaussianity

Summing all the previously calculated contributions, in the equilateral configuration, we hence have leading order three-point functions of the fields in the form,
\[
\langle Q^\phi(k_1)Q^\phi(k_2)Q^\phi(k_3) \rangle - (2\pi)^3 \delta \left( \sum_k \right) \frac{H^5}{k^6} \left( \frac{1}{36} \left[ 4g_{\phi\phi\phi} - \frac{17h_{\phi\phi\phi}}{(c_s^\phi)^2} \right] \right),
\]
(3.57)
\[
\langle (Q^\phi)^2 Q^\theta \rangle - (2\pi)^3 \delta \left( \sum_k \right) \frac{3}{4} \left( h_{\phi\theta\theta} + h_{\phi\phi\theta} \right) \frac{H^5}{k^6} \left[ \frac{s^2 + 6s + 10}{(c_s^\phi)^2} \right],
\]
(3.58)
\[
\langle Q^\phi(Q^\phi)^2 \rangle - (2\pi)^3 \delta \left( \sum_k \right) \frac{H^5}{k^6} \left( \frac{3}{4(2+s)} \left[ 4g_2 - h_{\phi\theta\theta} \frac{s^2 + 6s + 10}{(c_s^\phi)^2} \right] \right),
\]
(3.59)

where
\[
g_1 = g_{\phi\phi\theta} + g_{\phi\theta\phi} + g_{\theta\phi\phi}, \quad g_2 = g_{\phi\theta\theta} + g_{\phi\phi\theta} + g_{\theta\phi\phi},
\]
\[
h_1 = h_{\phi\phi\theta} + h_{\phi\theta\phi}, \quad h_2 = h_{\phi\theta\theta} + h_{\phi\phi\theta},
\]
\[
s = \frac{c_s^\phi}{c_s^\theta}, \quad \bar{s} = \frac{1}{s}.
\]

and the \( g \) and \( h \) coefficients are given in eq. (3.33). Using this, we can then evaluate the expression for \( \langle R(k_1)R(k_2)R(k_3) \rangle \), given in eq. (3.26) using our numerical simulations. It is
Table 1. The calculated equilateral non-Gaussianity ($f_{NL}$) in various models studied, as well as the amplitude ($A_s$), tilt ($n_s$), tensor-to-scalar-ratio ($r$), running ($\alpha_s$) and running of the running ($\beta_s$) for inflationary trajectories studied above and in previous work.

| Trajectory       | $10^3 A_s$ | $n_s$  | $10^4 \alpha_s$ | $10^4 \beta_s$ | $10^3 r$ | $f_{NL}$ |
|------------------|------------|--------|-----------------|----------------|----------|----------|
| Canonical A [30] | 2.12       | 0.961  | -5.3            | 1.8            | 17       | -29.5    |
| Canonical B [30] | 2.15       | 0.968  | 7.1             | -0.21          | 31       | -0.33    |
| Canonical C [30] | 2.15       | 0.967  | 12              | -11            | 1        | -2.4 x 10^6 |
| DBI A (figure 1) | 2.14       | 0.965  | 2.4             | 2.1            | 7.2      | -0.59    |
| DBI B (figure 2) | 2.14       | 0.973  | -59             | -0.64          | 2.0      | 0.88     |

conventional, and more useful, however to convert the numerical value of $\langle R(k_1)R(k_2)R(k_3)\rangle$ into an $f_{NL}$ value, such as via the relation [46],

$$\langle R(k_1)R(k_2)R(k_3)\rangle = -(2\pi)^7 \delta \left( \sum_k \frac{k^2}{H^5} \frac{1}{k_1^3} \left( \frac{3}{10} f_{NL} P_R^2 \right) \right).$$

(3.60)

As in the above calculations of the power spectrum, we calculate $f_{NL}$ at the end of inflation, neglecting the possibility (depending on the details of reheating) of effects due to the post-inflationary persistence of isocurvature perturbations. This is discussed in section 3.2. In table 1 we present the calculated $f_{NL}$ values from the end of inflation along with corresponding power spectrum properties for various trajectories studied for the canonical and DBI models.

Our results show that it is feasible for specific parameters of disformally coupled inflation to simultaneously predict a realistic power spectrum with either small or large non-Gaussianity, though we most often find it to be small and negative. The major exception to this is canonical trajectory C, which produces excessive non-Gaussianity. While it’s power spectrum is in good agreement with the experimental data, it’s bispectrum rules it out as a feasible inflationary model. Many things affect the amount of non-Gaussianity, including the sound speeds of the two fields and their ratio, the magnitude of the transfer function $T_{RS}$, and the size of the disformal effects via their influence on factors such as $F_{\phi}$ and $F_{\theta}$. In general, we see that a large deviation from $c_s = 1$ will amplify the non-gaussianity as usual, due to the factors of $c_s^{-2}$ in eqs. (3.57)–(3.59). This is one factor in explaining why canonical trajectory C produces such large non-Gaussianity - the parameter $\gamma$ is much larger than in all the other studied trajectories and hence the sound speeds of the two fields are close to zero. The ratio of sound-speeds $s$ and its reciprocal $\bar{s}$ influence the $\langle (Q^\phi)^2 Q^\theta \rangle$ and $\langle Q^\phi (Q^\theta)^2 \rangle$ vertices, respectively. When $c_s^\phi = c_s^\theta = c_s$, and so $s = \bar{s} = 1$, the expressions (3.58)–(3.59) take on the forms

$$\langle (Q^\phi)^2 Q^\theta \rangle = (2\pi)^3 \delta \left( \sum_k \frac{H^5}{k^6} \left( \frac{1}{36} \frac{17(h_{\theta\phi\phi} + h_{\phi\theta\phi} + h_{\phi\phi\theta})}{c_s^2} \right) \right),$$

(3.61)

and

$$\langle Q^\phi (Q^\theta)^2 \rangle = (2\pi)^3 \delta \left( \sum_k \frac{H^5}{k^6} \left( \frac{1}{36} \frac{17(h_{\theta\theta\phi} + h_{\phi\theta\phi} + h_{\phi\phi\theta})}{c_s^2} \right) \right),$$

(3.62)
which look much more similar to the \(\langle Q^\phi(k_1)Q^\phi(k_2)Q^\phi(k_3)\rangle\) result in eq. (3.57). However, if we consider the limit \(s_s^0 > c_s^0\), or \(s > 1\) the expressions reduce to (keeping only the term proportional to \(c_s^0\)) as in this limit it should be much larger than the other,

\[
\langle (Q^\phi)^2 Q^\phi \rangle = (2\pi)^3\delta \left( \sum_k \right) \frac{H^5}{k^6} \left( \frac{1}{36} \left[ 108g_1 s^2 - \frac{27h_{\theta\phi\phi}}{(c_s^0)^2} \right] \right),
\]

\[
\langle Q^\phi(Q^\phi)^2 \rangle = (2\pi)^3\delta \left( \sum_k \right) \frac{H^5}{k^6} \left( \frac{1}{36} \left[ 108g_2 s^2 - \frac{54h_2}{(c_s^0)^2} \right] \right).
\]

We see here in the \(\langle Q^\phi(Q^\phi)^2 \rangle\) result that now the \(g_2\) term is amplified by a factor of \(s^2\) and may provide a very large contribution in this limit. Similar expressions can be found in the opposite limit of \(\bar{s} > 1\). This is not, however, achieved in any of the discussed trajectories, with all of them producing ratios of sound speeds close to unity at horizon crossing. We find a condition for deviation from \(s \approx 1\) in the form

\[
\left( c_s^0 \right)^2 - \left( c_s^0 \right)^2 \approx \frac{1}{\gamma^2} + w_\chi,
\]

which is valid when disformal effects are large, in the sense that \(Dp_\chi > \gamma C\) (for the DBI case) or \(\gamma^2 Dp_\chi > C\) (for the canonical case). The equation of state for \(\chi\) is given by

\[
w_\chi = \frac{\gamma^2X_{xx} - CV}{\gamma^2X_{xx} + CV}.
\]

Notice that when \(X_{xx} = 0\) and \(CV \neq 0\), this is equal to \(-1/\gamma^2\) and thus we would expect equal sound speeds according to eq. (3.65). This implies that for non-trivial realizations of the model where the disformal coupling plays an important role in the dynamics, deviation from equal sound speeds occurs when the \(\chi\) field is not potential-dominated. We may hence expect that variations of this model in which the \(\chi\) field is allowed to fast-roll during inflation, non-Gaussianities may be amplified due to e.g. the term proportional to \(s^2\) in eq. (3.64).

With regards to the large-scale evolution of the perturbations, parametrised by the transfer function \(T_{RS}\), we can see that \(f_{NL}\) goes roughly as \(\langle R(k_1)R(k_2)R(k_3)\rangle / T_{RS}^{2}\). The effect of the transfer function on \(\langle R(k_1)R(k_2)R(k_3)\rangle\) is encoded in its cubic dependence on combinations of the \(F_0\) and \(F_0\) coefficients (3.20)–(3.21), which for sufficiently large \(T_{RS}\) are directly proportional to \(T_{RS}\). Meanwhile, the power spectrum is proportional to \((1 + T_{RS}^2)\). The dependence on \(f_{NL}\) on \(T_{RS}\) is then expected, in the limit where the \(T_{RS}\) contribution dominates the \(F_1\) coefficients, to be roughly \(f_{NL} \propto T_{RS}^{-1}\). The transfer function is somewhat large \((O(10^2))\) for canonical trajectory C, but this is not large enough to completely suppress the other effects. In particular, as \(\gamma\) is very large in this trajectory, we can see that in eq. (3.20) especially, the transfer function term will still be subdominant compared to the early-time contribution proportional to \(\gamma^2 D\). Hence in this trajectory, the limit of \(f_{NL} \propto T_{RS}^{-1}\) is not achieved due to the \(F\) coefficients not being dominated by the transfer function term. Instead we see that as \(F_0\) \(\propto \gamma^2\), we have \(f_{NL} \propto \gamma^6 T_{RS}^{-4}\) which for \(\gamma\) also of \(O(10^2)\) shows that the transfer function fails to suppress the non-Gaussianity generated by the \(F_1\) coefficients, which is then further amplified by the small sound speeds. \(T_{RS}\) is similarly large in DBI trajectory A due to the extreme post-horizon-crossing evolution of the sound speeds, and in
this case does suffice to suppress the less-extreme generation of non-Gaussianity from other effects, as here $\gamma$ is just $O(1)$, $F_I \propto T_R S$, and the usual $f_{NL} \propto T^{-1}_R S$ behaviour is realised.

None of the models studied produce either a running or a running of the running that significantly depart from the standard Planck analysis of $\beta_s = 0$ and a small $\alpha_s$ [41] with all trajectories falling within $|\alpha_s|, |\beta_s| \leq O(10^{-3})$, but are in tension with the alternative analyses allowing a non-zero $\beta_s$ which support the possible existence of a large and positive running of the running [40, 65, 66]. While it is entirely reasonable that some other trajectory in disformally-coupled inflation is capable of generating such large runnings, given the large number of unspecified functions and parameters one could choose in this context, we find no direct evidence of this.

3.2 Post-inflationary concerns

Of course, the value of $f_{NL}$ present at the end of inflation is not the end of the story. It would therefore be interesting to consider the post-inflationary processing of the bispectrum due to the decays in reheating. We envisage that the decay of $\chi$ would lead to dark matter on the brane, while the decay $\phi$ would lead to radiation and eventually the standard model particles in this scenario [36]. Reheating in our model would be interesting both due to the presence of isocurvature perturbations, and the fact that the $\chi$ field’s decay dynamics would be highly non-trivial due to disformal effects. To see this, consider directly adding fiducial decay terms with coupling constants $g_{\phi}, g_{\chi},$ to the action (1.2), such as

$$S = \frac{1}{2} \int d^4x \sqrt{-g} \left[ \frac{1}{2} g^\mu_\nu \phi^\mu \phi^\nu + U(\phi) + g^2 \phi^2 \psi^2 \right]$$

$$- \int d^4x \sqrt{-g} \left[ \frac{1}{2} \tilde{g}^\mu_\nu \chi^\mu \chi^\nu + V(\chi) + g^2 \chi^2 \sigma^2 \right].$$  (3.67)

When transformed to the Einstein frame as in eq. (1.6), one would obtain an additional term

$$S \supset - \int d^4x \sqrt{-\hat{g}} \left[ g^2 \phi^2 \psi^2 + g^2 \chi^2 \sigma^2 \right] = - \int d^4x \sqrt{-\hat{g}} \left[ g^2 \phi^2 \psi^2 + g^2 \chi^2 \sigma^2 \right],$$  (3.68)

such that the effective coupling constant in the Einstein frame $g^2_{\chi,EF} = C^2 g^2_{\chi} / \gamma$ depends on $\phi$, analogously to the modulated reheating scenario [49, 67–72], but also $\partial_\mu \phi$ (via $\gamma$), complicating matters somewhat. Even in standard modulated reheating, one finds that the dynamics of the modulating field heavily affects the details of reheating [73]. We expect the same to be true in our case, with the difference being that the dynamics themselves are complicated by varying sound speeds and non-trivial kinetic interactions, the effects of which are largely unknown in the fast-rolling or late time oscillating limit, but expected to be non-negligible.

Due to the non-trivial dependence of the decay rate on the field configuration and the nature of the disformal transformation, the reheating process may also vary considerably from trajectory to trajectory. For example, if the bare coupling constants $g_{\phi}$ and $g_{\chi}$ are of similar magnitude, the large value of $\gamma$ achieved in Trajectory C, say, will mean the effective coupling constants in the Einstein Frame are no longer comparable as $g^2_{\chi,EF} \propto \gamma^{-1}$ and will wildly oscillate as the $\phi$ field rolls about the minimum of its potential.

A comprehensive study of how these field dynamics affect the reheating process, and hence how much non-Gaussianity is additionally generated by it, is left to a future investigation, but one would generally expect that as in usual modulated reheating, there would
be some amplification of $f_{NL}$ over the value generated purely by inflation [74–76], though it is not clear whether this contribution would be sub-dominant, comparable or dominant compared to the inflationary $f_{NL}$, or even if this would be qualitatively the same for all trajectories in this model.

4 Conclusions

In this paper we extend the results of our previous work [30] on disformally coupled inflation to the computation of leading-order non-Gaussianities generated by the model, as well as the inclusion of a DBI kinetic term motivated by brane world realisations of this scenario. These results may be of more general interest as a first look into how non-trivial derivative couplings in multi-field models, resulting in perturbation modes propagating with non-identical sound speeds, may affect predictions and testing of non-Gaussianity. As such, the setup presented in this paper provides a motivation for such models and a playground to study the phenomenological implications of models with similar properties.

For the trajectories and parameters we considered in this work, both fields were in the slow-roll regime, although the speed of sound for the cosmological perturbations differed significantly from 1 for a considerable amount of e-folds before the end of inflation. As such, the situation is very different from other models usually studied in the literature. That being said, for most of the trajectories considered, the non-Gaussianity parameter $f_{NL}$ remains small ($|f_{NL}| < 1$), partly because it is suppressed by the late-time transfer of power from isocurvature to curvature. The exceptions to this are the trajectories of the canonical cases A and C. In C this is due to $\gamma$ being much larger than in other cases, both driving the speeds of sound to near-zero and making the $F_I$ coefficients relating field perturbations to curvature very large, such that even in the presence of a large transfer function, the non-Gaussianity remains large. In A, the sound speeds are closer to unity, but the transfer function is also smaller than in the other cases. However, this alone does not explain the difference in the amplitude of non-Gaussianity, as the transfer in cases A and B are of the same order of magnitude. As discussed above, other factors such as the size of the disformal contribution in converting field perturbations to curvature perturbations (terms containing $\gamma$ or $D$ in $F_\phi, F_\theta$) play a role in determining the value of $f_{NL}$.

While we have studied the slow-roll regime for both fields in this paper, which allowed us to use the formalism presented in [45, 46] to calculate the non-Gaussianity, it would be interesting to check whether a fast rolling DBI-field would change the conclusions of this work. A novelty of the prototype DBI inflation was that the inflationary dynamics could be realised even in the fast-rolling regime (in these sense that the potential need not be flat when $\gamma \to \infty$) [32, 33] but indeed the excess non-Gaussianity in this model turned out to compromise its viability. It remains to be seen whether that may be cured by the inclusion of matter upon the DBI brane.
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A Full expressions for coefficients

In these appendices, we make use of the symbol $\gamma_d$ as defined in eq. (3.6) to describe both canonical and DBI variants of our model, generalising the appendices in our previous paper which only described the canonical case. Below, we give expressions for the $X_n$, $Y_n$ and $Z_n$ coefficients in eqs. (2.16)–(2.18) and the $\alpha_n$ coefficients in eq. (2.20). Note that the $\beta_n$ coefficients in eq. (2.21) are unchanged by the DBI kinetic term and are hence not repeated here. Finally, we list some useful derivatives of the Lagrangian that are needed to evaluate eqs. (3.30)–(3.31).

A.1 Full expressions for the $X_n$, $Y_n$ and $Z_n$ coefficients

\[
X_1 = 2U - (2\gamma^2 - 3) \rho_x - \gamma^4 p_x - \frac{C}{D} (\gamma_d^3 - 3\gamma_d + 2) ,
\]
\[
X_2 = U' - \frac{1}{2} \left[ \left( (2\gamma^2 - 5) \rho_x + \gamma^4 p_x \right) \frac{C'}{C} - (\gamma^2 - 1) \left( 2\rho_x + \gamma^2 p_x \right) \frac{D'}{D} \right] - \frac{C}{2D} \left( \frac{C'}{C} - \frac{D'}{D} \right) (\gamma_d^3 - 3\gamma_d + 2) ,
\]
\[
X_3 = \left[ \gamma_d^3 + \frac{D}{C} \gamma^2 (2\rho_x + \gamma^2 p_x) \right] \dot{\phi} ,
\]
\[
X_4 = \gamma C^2 V' ,
\]
\[
X_5 = \gamma^3 C \dot{\chi} ,
\]
\[
Y_1 = - \left[ \gamma_d + \frac{D}{C} \rho_x \right] \dot{\phi} ,
\]
\[
Y_2 = - \gamma C \dot{\chi} ,
\]
\[
Z_1 = - 2 \left( \dot{\phi}^2 - U \right) - (\rho_x + 3p_x) - \frac{C}{D} (\gamma_d^3 - 3\gamma_d + 2) ,
\]
\[
Z_2 = - U' - \frac{1}{2} \left[ (\rho_x - 3p_x) \frac{C'}{C} - \frac{2\gamma^2 - 1}{\gamma^2} \rho_x \frac{D'}{D} \right] - \frac{C}{2\gamma D} \left( \frac{C'}{C} - \frac{D'}{D} \right) (\gamma_d - 1)^2 ,
\]
\[
Z_3 = \left[ \gamma_d + \frac{D}{C} \rho_x \right] \dot{\phi} ,
\]
\[
Z_4 = - \frac{C^2 V'}{\gamma} ,
\]
\[
Z_5 = \gamma C \dot{\chi} .
\]

A.2 Full expressions for the $\alpha_n$ coefficients

\[
\alpha_1 = \gamma_d^3 + \frac{D}{C} \gamma^2 \rho_x , \quad \alpha_2 = 0 ,
\]
\[
\alpha_3 = - \left( \gamma_d - \frac{D}{C} \gamma^2 p_x \right) , \quad \alpha_4 = 0 ,
\]
\[
\alpha_5 = - \dot{\phi} \left[ \gamma (\gamma^2 + 3) + \frac{D}{C} \gamma^2 (\rho_x - 3p_x) \right] ,
\]
\[ \alpha_6 = 3H \left[ \frac{C}{C} \left( \gamma^2 + (\gamma^2 - 1) (\rho_x + \gamma^2 p_x) \right) \right] \]
\[ + \frac{D}{C} \gamma \phi \left[ \frac{D}{C} \gamma^2 (4 \rho_x + \gamma^2 p_x) \phi - \frac{1}{2} \left( (4 \gamma^2 - 1) \rho_x + \gamma^2 p_x \frac{D'}{D} \right) \right] \]
\[ - \frac{3}{2} \left( \frac{C'}{C} - \frac{D'}{D} \right) \phi \gamma^1 + (\gamma d - 2 \gamma_d^2) \gamma^2 + \gamma + 1, \]
\[ \alpha_7 = D \gamma^3 \left( \gamma^2 \frac{D}{D} - 3H \phi \right) \phi - \frac{1}{2} C \gamma^3 \left( (\gamma^2 + 1) \frac{D'}{D} + (\gamma^2 - 1) \frac{D'}{D} \right) \phi, \]
\[ \alpha_8 = - \left( 2 + \frac{C}{C} \gamma^2 \left[ (4 \gamma^2 - 1) \rho_x + \gamma^4 p_x \right] \right) \phi \]
\[ - 3H \phi \left( 2 + \frac{\gamma (\gamma d - 1)^2 (2 \gamma^2 + 3 \gamma + 1)}{\gamma^2 + \gamma + 1} - \frac{D}{C} \gamma^2 \left[ \rho_x + (2 \gamma^2 - 1) p_x \right] \right) \]
\[ + \frac{1}{2} \left( (4 \gamma^4 - 4 \gamma^2 + 2) \rho_x + (\gamma^4 + 4 \gamma^2 - 2) \gamma^2 p_x \right) \frac{D'}{D} \]
\[ - \left[ (4 \gamma^4 - 5 \gamma^2 + 1) \rho_x + (\gamma^2 - 1) \gamma^4 p_x \right] \frac{D'}{D} \]
\[ + \frac{1}{2} C \left( \frac{C'}{C} - \frac{D'}{D} \right) \left( \frac{(\gamma d - 1)^2 (4 \gamma^2 + 7 \gamma + 4)}{\gamma^2 + \gamma + 1} \right), \]
\[ \alpha_9 = \left[ U'' + \frac{1}{2} \left( (\gamma^2 - 2) \rho_x + 3 \gamma^2 p_x \right) \frac{D''}{D} - (\gamma^2 - 1) \rho_x \right] \frac{C''}{C} \]
\[ + \frac{1}{4} \left( \left[ \frac{C'}{C} - (\gamma^2 - 1) \frac{D'}{D} \right] \right)^2 \rho_x \]
\[ + \left[ (\gamma^2 + 2) \frac{C'}{C} - (\gamma^2 - 1) \frac{D'}{D} \right]^2 \gamma^2 p_x + \left[ \frac{15}{4} \rho_x - 13 \gamma^2 p_x \right] \left( \frac{C'}{C} \right)^2 \]
\[ + \frac{\gamma^2 D}{2 C} \left[ \left( \frac{(\gamma^2 - 2) \phi - 6 H \phi D \phi^3}{C} \right) \right] \rho_x \]
\[ + \left[ (\gamma^2 - 1) \phi - 6 H \phi \right] \gamma^2 p_x \frac{D'}{D} - \left[ (4 \gamma^2 - 5) \phi - 3 H \phi \right] \rho_x \]
\[ + \left[ \gamma^4 \phi - 3 H \phi \left( 2 \gamma^2 - 3 \right) \right] \rho_x \frac{C'}{C} \]
\[ + \frac{3}{2} H \phi \left( \frac{C'}{C} - \frac{D'}{D} \right) \frac{\gamma (\gamma d - 1)^2 (2 \gamma^2 + 3 \gamma + 1)}{\gamma^2 + \gamma + 1} + \frac{1}{4} C \gamma^3 \left( \frac{C'}{C} - \frac{D'}{D} \right) 2 \gamma_d^2 + \gamma_d - 2 \gamma_d^2 + \gamma_d + 1 \]
\[ + \frac{1}{4} C \gamma^3 \left( \gamma d - 3 \gamma_d + 2 \right) \left( \frac{C''}{C} - \frac{D''}{D} \right), \]
\[ \alpha_{10} = \left[ \frac{1}{2} \left( (\gamma^2 - 1) \frac{D'}{D} - (\gamma^2 - 5) \frac{C'}{C} \right) + \frac{D}{C} \left( \gamma^2 \phi + 3 H \phi \right) \right] \gamma^2 V', \]
A.3 Useful derivatives of the Lagrangian

Out of a possible $2^4 = 16$ combinations of derivatives, only 10 of these are unique due to the symmetries $X^{\phi x} = X^{x \phi}$ and $f_{,xy} = f_{,yx}$ (standard reordering of partial derivatives).

\begin{align*}
P^{\text{C}}_{<\phi \phi><\phi \phi><\phi \phi>} &= -\gamma^3 h D (X^{xx} - CV) + 6 \gamma^5 h^2 D (X^{\phi x})^2, \quad (A.1) \\
P^{\text{FRW}}_{\phi \phi <\phi \phi><\phi \phi>} &= \gamma^3 h D \left(3 \gamma^2 - 4\right) X^{xx} + \gamma^3 D^2 V. \quad (A.2) \\
P^{\text{DBI}}_{<\phi \phi><\phi \phi><\phi \phi>} &= h \gamma^3 + P^\text{C}_{<\phi \phi><\phi \phi><\phi \phi>}. \quad (A.3) \\
P_{<\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi>} = -\gamma D. \quad (A.4) \\
P_{<\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi>} = 2 \gamma^3 h DX^{\phi x}. \quad (A.5) \\
P_{<\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi>} = 0. \quad (A.6) \\
P_{<\phi \phi><\phi \phi><\phi \phi>} &= 0. \quad (A.7) \\
P_{<\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi>} = \gamma D. \quad (A.8)
\end{align*}

Out of a possible $2^6 = 64$ combinations of derivatives, only 10 of these are unique due to the symmetries $X^{\phi x} = X^{x \phi}$ and $f_{,xy} = f_{,yx}$ (standard reordering of partial derivatives). Of these, 6 are identically zero.

\begin{align*}
P^\text{C}_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= -3 \gamma^5 h^2 D (X^{xx} - CV) + 30 \gamma^7 h^3 D (X^{\phi x})^2, \quad (A.9) \\
P^{\text{DBI}}_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= 3 h^2 \gamma^5 + P^\text{C}_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>}. \quad (A.10) \\
P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= 0. \quad (A.11) \\
P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = -\gamma^3 h D. \quad (A.12) \\
P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} \quad (A.13) \\
P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = 0. \quad (A.14) \\
P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = 6 \gamma^3 h^2 DX^{\phi x}. \quad (A.15) \\
P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = 0. \quad (A.16) \\
P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = -\gamma^3 h D. \quad (A.17) \\
P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} \quad (A.18) \\
P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} &= P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = P_{<\phi \phi><\phi \phi><\phi \phi><\phi \phi><\phi \phi>} = 6 \gamma^3 h^2 DX^{\phi x}. \quad (A.19)
\end{align*}
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