Abstract—Transformer structure, stacked by a sequence of encoder and decoder network layers, achieves significant development in neural machine translation. However, vanilla Transformer mainly exploits the top-layer representation, assuming the lower layers provide trivial or redundant information and thus ignoring the bottom-layer feature that is potentially valuable. In this work, we propose the Group-Transformer model (GTRANS) that flexibly divides multi-layer representations of both encoder and decoder into different groups and then fuses these group features to generate target words. To corroborate the effectiveness of the proposed method, extensive experiments and analytic experiments are conducted on three bilingual translation benchmarks and three multilingual translation tasks, including the IWLST-14, IWLST-17, LDC, WMT-14, WMT-21 and OPUS-100 benchmark. Experimental and analytical results demonstrate that our model outperforms its Transformer counterparts by a consistent gain. Furthermore, it can be successfully scaled up to 60 encoder layers and 36 decoder layers.

Index Terms—Neural machine translation, deep transformer, multi-layer representation fusion, multilingual translation.

I. INTRODUCTION

NEURAL machine translation (NMT) based on the encoder-decoder framework has progressed rapidly and achieved significant improvement in translation quality [1], [2], [3], [4]. The state-of-the-art Transformer model [5] has shown great potential on both bilingual and multilingual machine translation tasks, benefiting from its powerful capability of capturing both syntactic and semantic features.

Moderately deepening the Transformer model usually leads to better translation quality. However, simply stacking more layers often leads to poorer convergence and worse performance when it is extremely deep [6], [7]. To deeply explore multi-layer features, some promising attempts [8], [9], [10], [11], [12], [13], [14] pays more attention to low-level features. [15] proposed a transparent attention mechanism to fuse all encoder layers. This module can benefit the model with low-level features of the encoder but has not sufficiently exploited multi-layer features of the decoder. Following this line of research, [9] extract low-level features from all preceding layers. But improvements are limited compared to Transformer when the depth of the model is shallow. As a result, how to fully utilize the multi-layer features to ameliorate the translation quality remains to be a challenging problem.

Furthermore, the training difficulty of the deep Transformer with the post-norm residual unit prevents the acquisition of the representations of the deep model. Although the previous works [9], [16] have successfully trained the deep pre-norm Transformer, it still underperforms the post-norm counterpart with the same model layer. How to successfully train the deep post-norm Transformer for better layer representations needs to be further explored for effective feature fusion.

In this paper, we present a novel model, called Group-Transformer (GTRANS), which divides multiple layers into different groups that empower the model to fully leverage low-level and high-level features that occurred on both encoder and decoder. As shown in Fig. 1, we arrange a certain amount of adjacent layers in the same group and incorporate only the last hidden states of each encoder group into a single fused representation. Similarly, all decoder layers are also divided into separate decoder groups, following by that all groups are amalgamated into one. Given the word probabilities generated by the fused layers, the model can be designed to exploit valuable multi-layer features of the Transformer.

Fig. 1. Comparison between (a) the single-layer feature and (b) multi-layer feature fusion. (a) is the network only using representation of the last layer, and (b) is the network with the multi-layer feature incorporation, where all layers are divided into different groups.
representation of each decoder group, we accumulate them to predict target words, which ensures the low-level features can also contribute to the prediction directly. Besides, the previous works [9], [17] have shown that the pre-norm residual unit helps deep model training but is worse than the counterpart with the post-norm residual unit. We insist on applying the post-norm method to our deep Transformer structure due to the collaboration of different groups.

We conduct experiments on the IWSLT-2014 De $\rightarrow$ En, WMT-2014 En $\rightarrow$ De, LDC Zh $\rightarrow$ En translation task, and the IWSLT-2017 multilingual translation task. Experimental results on the WMT-2014 benchmark demonstrate that our model outperforms the Transformer model by +0.79 BLEU points without extra parameters. We further scale up the model to a deeper version with 60 encoder layers, reaching up to 30.42 BLEU points.

II. GROUP-TRANSFORMER

A. Encoder Representation Fusion

As shown in Fig. 2, all encoder layers are divided into different groups, where different groups handle different levels of representation. We use a novel encoder fusion function $\Phi_c(\cdot)$ to explicitly incorporate low-level and high-level representations of different groups instead of merely the last representation of the encoder. We expect our method can effectively utilize multi-layer features of different levels in both shallow and deep models.

Formally, Let $H_e = \{h_1^e, \ldots, h_{L_e}^e\}$ be the stacked hidden states of the encoder side, where the encoder has $L_e$ layers. We define $\Phi_c(\cdot)$ to be the fusion function that fuses $\{h_1^e, \ldots, h_{L_e}^e\}$ into a single fused representation $h_d^f$. More specifically, the encoder fusion can be formulated as below:

$$h_d^f = \Phi_c(H_e) = \Phi(h_1^e, \ldots, h_{L_e}^e)$$

(1)

where $\Phi(\cdot)$ is the encoder incorporation function and is defined as below:

$$\Phi_c(H_e) = \text{LN} \left( \frac{1}{M} \sum_{i=1}^{M} \sigma(w_i^e)h_{\alpha_i}^e \right)$$

(2)

where $M = \lceil \frac{L_e}{T_e} \rceil$ is the number of encoder groups and $T_e$ is the encoder group size, namely the number of layers in each encoder group. $\alpha_i = \min(iT_e, L_e)$. $\text{LN}(\cdot)$ denotes the layer normalization and $\sigma$ is the sigmoid activation function. When the group size of encoder $T_e = 1$, $\Phi_c(H) = \text{LN} \left( \sum_{i=1}^{L_e} \sigma(w_i^e)h_i^e \right)$, where we incorporate all stacked hidden states into one single representation called dense fusion. When $T_e = L_e$, $\Phi_c(H) = \sigma(w_i^e)h_i^e$, where only the last hidden state of the encoder is used.

B. Decoder Representation Fusion

After getting the single fused representation $h_d^f$ by applying encoder fusion function $\Phi_c(\cdot)$, each decoder layer attends to the encoder-decoder attention with the fused representation similar to the standard Transformer. Therefore, each decoder layer can directly interact with all encoder layers of different levels even in a deep stacked encoder. Furthermore, we obtain a sequence of representations of the decoder layers denoted as $H_d = \{h_1^d, h_2^d, \ldots, h_{L_d}^d\}$, where the decoder has $L_d$ layers. First, $L_d$ Transformer decoder layers can be split into $N = \lceil \frac{L_d}{T_d} \rceil$ groups, where the $(k-1)T_d + 1 \sim kT_d$ adjacent layers belong to the $k$-th group. Then we separately apply the fusion function to $N$ groups and get $N$ fused representations as below:

$$\Phi_d_c(H_d) = \left[ h_1^{d_1}, \ldots, h_k^{d_k}, \ldots, h_N^{d_N} \right]$$

(3)

where the $k$-th fused representation $h_k^{d_k}$ can be calculated by the representation-based incorporation described as:

$$h_k^{d_k} = \min \left( \frac{\min\{kT_d, L_d\}}{T_d+1} \right) \sum_{i=(k-1)T_d+1}^{\min\{kT_d, L_d\}} \sigma(w_i^d)h_i^d$$

(4)

where $\sigma$ is the sigmoid activation function.

Subsequently, we obtain a sequence of fused features $\Phi_d_c(H) = \left[ h_1^{d_1}, \ldots, h_k^{d_k}, \ldots, h_N^{d_N} \right]$. To make these features contribute directly to the sentence generation, we combine features of all different levels to generate the translation given the source sentence $x$. Finally, we project the fused features to target
probabilities with the output matrix and use the probability-based fusion to aggregate probabilities as below:

\[
P(y|x) = \Phi_{d_p}(\Phi_d(H_d)) = \sum_{i=1}^{N} \psi(w_i^{d_p})P_i(y|x) = \sum_{i=1}^{N} \psi(w_i^{d_p}) \text{softmax}(h_i^{d_f}W_o)
\]  

(5)

where \( W_o \in R^{D \times V} \) is the output matrix, where \( D \) is the dimension of the model and \( V \) is the size of the vocabulary. \( P_i(y|x) \) denotes the probabilities of the target sentence \( y \) generated by the \( i \)-th group given the source sentence \( x \). \( N \) is the number of decoder groups. \( \psi(\cdot) \) is the softmax function with the temperature \( \tau \). \( \psi(w_i^{d_p}) \) is the normalized weight to aggregate the probabilities calculated by:

\[
\psi(w_i^{d_r}) = \frac{e^{w_i^{d_r}}}{\sum_{j=1}^{N} e^{w_j^{d_r}}}
\]  

(6)

where \( w_i^{d_r} \) is the \( i \)-th scalar from the \( N \) dimension learned vector \( W^{d_r} \). \( \tau = \sqrt{D} \) is the temperature of the softmax function.

C. Multi-Level Training

On the decoder side, we use multi-layer features to predict the words and use probability-based fusion \( \Phi_{d_p} \) to get the weighted average probability. Therefore, the multi-level task contains \( N \) translation tasks trained on the bilingual dataset \( D \) of sentence pairs \((x, y)\) with the cross-entropy loss:

\[
L_{MT} = - \sum_{(x,y) \in D} \sum_{i=1}^{N} \psi(w_i^{d_p}) \log P_i(y|x; \theta)
\]  

(7)

where \( \theta \) denotes the model parameters. \( w_i^{d_r} \) is the trainable parameter to balance multi-layer probabilities. \( P_i(y|x; \theta) \) is the translation probabilities generated by the \( i \)-th decoder group.

III. EXPERIMENTS

A. Datasets

a) IWSLT-2014: The training set of the German-English translation task contains 16 K pairs and the valid set contains 7 K pairs. The combination of dev2010, dev2012, tst2010, tst2011, tst2012 is used as the test set.

b) LDC: We use a subset of the LDC dataset for the Chinese-English translation task, containing nearly 1.25 M sentence pairs filtered with sentence length limitation rules. We choose NIST-2006 (MT06) as the valid set. And NIST-2002 (MT02), NIST-2003 (MT03), NIST-2004 (MT04), NIST-2005 (MT05), NIST-2008 (MT08), and NIST-2012 (MT12) are adopted as test sets.

c) WMT-2014: The training data of the English-German translation task contains 4.5 M sentence pairs, which are tokenized by Moses [24] and BPE [25] with a shared vocabulary of 40 K symbols.

d) IWSLT-2017: We download English (En), German (De), Italian (It), Dutch (NL), and Romanian (Ro) corpora from the IWSLT-2017 benchmark. All language pairs are tokenized by Moses [24] and jointly byte pair encoded (BPE) [25] with 40 K merge operations using a shared vocabulary. We use dev2010 for validation and tst2017 for test.

e) OPUS-100: We use the OPUS-100 corpus [19], [26] for massively multilingual machine translation. OPUS-100 is an English-centric multilingual corpus covering 100 languages, which is randomly sampled from the OPUS collection. After removing 5 languages without test sets, we have 94 language pairs from and to English.

f) WMT-2021: We use the back-translation data and bilingual data of 6 languages (Croatian, Hungarian, Estonian, Serbian, Macedonian, and English) provided by the WMT2021 multilingual shared task. Following the previous work [23], we leverage the same back-translation data and parallel data containing 273 M sentence pairs of all translation directions.

B. Training Details

We set the number of encoder layers in each group \( T_e = 3 \) and the number of decoder layers in each group \( T_d = 2 \) for all tasks. Our method is based on the Transformer architecture with the post-norm residual unit for all experiments.

a) IWSLT-2014: Following the previous work [27], we use Transformer_small model with the embedding size of 512, the FFN size of 1024, and 8 attention heads. The dropout rate is set as 0.3.

b) LDC: The Transformer_base model is used for this task. We set the dropout rate as 0.1, the warm-up steps as 4000, and the batch size as 1024.

c) WMT-2014: We use Transformer_big with the embedding size of 1024, FFN layer size 4096, and a dropout rate of 0.3. The model parameters are updated for every 16 iterations to simulate a 128-GPU environment.

d) IWSLT-2017: Transformer_base [5] is used, which has the the embedding size of 512, the feed-forward network (FFN) size of 2048, and 8 attention heads. Specifically, we set the dropout rate as 0.2, the warm-up steps as 8000, and the batch size as 4096.

e) OPUS-100: We adopt Transformer as the backbone model for all our experiments, which has 12 encoder and 6 decoder layers with an embedding size of 768, a dropout of 0.1, the feed-forward network size of 3072, and 12 attention heads. We use the XLM-R to initialize the Transformer model as the previous work [26], [28].

f) WMT-2021: We adopt the DeltaLM_large architecture as the backbone model for all our experiments, which has 24 Transformer encoder layers and 12 decoder layers with an embedding size of 1024, a dropout of 0.1, the feed-forward network size of 4096, and 16 attention heads.
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C. Evaluation

To evaluate our method, we compute BLEU points [29] with tokenized output and references. For the bilingual translation, we train the model for at least 80 epochs and choose the best checkpoint based on validation performance. For the multilingual translation, the model is trained for 15 epochs and the last 5 checkpoints are averaged for evaluation. In the inference process, the decoder employs the beam search strategy with a width of 8. The results of our model are statistically significant compared to our re-implemented Transformer baseline ($p < 0.05$) on all benchmarks. We use the tokenized BLEU$^2$ for all bilingual translation tasks and the IWSLT-2017 benchmark. We adopt sacreBLEU for the multilingual machine translation datasets, including the OPUS and WMT-2021 dataset.

D. Baselines

We compare our proposed method with the following baselines. Pre-norm Transformer with the pre-norm residual unit and Post-norm Transformer with the post-norm residual unit [5] are two strong baselines, which we re-implement on our code. TA [15] employs transparent attention mechanism to regulate the encoder gradient. DLCL [9] uses the dynamic linear combination and pre-norm techniques to train deeper Transformer. Rezero [10] use residual connections to focus on low-level features. MLRF [18] fuses all stacked layers for machine translation. For a fair comparison, we re-implement all previous baselines with the same tokenization.

E. Results

a) Bilingual Translation: Experimental results of our method and other baselines with 6 encoder and decoder layers on the LDC Zh → En translation task are listed in Table I. Our GTRANS model consistently beats TA by an average of +1.16 BLEU points on all NIST test sets. To further evaluate our model on multiple language pairs, we conduct experiments on the IWSLT-2014 De → En and WMT-2014 En → De translation tasks. As shown in Table II, our model yields +0.78 and +1.73 BLEU improvements on the De → En and En → De test set respectively, which demonstrates our method can leverage multi-layer features to improve the translation quality significantly. Furthermore, we evaluate our method in a deep setting, where all models consist of 12 encoder and decoder layers. We observe that the ReZero method can be successfully trained on the deep model with residual connections but brings no significant improvements. As Table III displays, our GTRANS model outperforms other models on the IWSLT-2014 De → En translation task.

b) Multilingual Translation: Table IV shows evaluation results on the IWSLT-2017 multilingual translation task, where all models consist of 6 encoder and decoder layers. Our method is suitable for the multilingual translation task, where the representations of different layers contain abundant information. Our method brings consistent improvements in all translation directions. As shown in Table V, our method clearly improves multilingual baselines by a large margin in 94 translation directions. It is worth noting that our multilingual machine translation baseline XLM-R is already very competitive initialized by the cross-lingual pretrained model. Interestingly, our method
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**Table I**

|         | MT06 | MT02 | MT03 | MT05 | MT08 | MT12 | Avg. |
|---------|------|------|------|------|------|------|------|
| Pre-norm Transformer [5] | 43.03 | 42.97 | 43.86 | 44.05 | 36.07 | 34.73 | 40.34 |
| Post-norm Transformer [5] | 43.52 | 43.17 | 44.06 | 44.45 | 36.27 | 35.07 | 40.60 |
| TA [15] | 44.02 | 43.40 | 44.22 | 44.66 | 36.33 | 35.22 | 41.30 |
| MLRF [18] | 44.94 | 43.88 | 45.70 | 45.25 | 37.54 | 35.80 | 41.63 |
| DLCL [9] | 44.02 | 43.84 | 44.98 | 44.62 | 36.77 | 34.89 | 41.02 |
| Rezero [10] | 43.22 | 43.02 | 45.59 | 43.89 | 35.94 | 34.17 | 40.52 |

**GTRANS (our method)** | 44.48 | 44.02 | 46.54 | 46.33 | 38.22 | 36.42 | 42.31 |

---

**Table II**

|         | De → En | En → De |
|---------|---------|---------|
| Pre-norm Transformer [5] | 34.07 | 28.82 |
| Post-norm Transformer [5] | 34.27 | 29.22 |
| TA [15] | 34.54 | 28.64 |
| MLRF [18] | 34.83 | 29.42 |
| DLCL [9] | 34.40 | 29.42 |
| Rezero [10] | 33.67 | 28.22 |

**GTRANS (our method)** | 35.32 | 30.01 |

---

**Table III**

|         | BLEU |
|---------|------|
| Pre-norm Transformer [5] | 34.88 |
| Post-norm Transformer [5] | 35.12 |
| TA [15] | 34.80 |
| MLRF [18] | 35.10 |
| DLCL [9] | 34.82 |
| Rezero [10] | 34.04 |

**GTRANS (our method)** | 35.68 |
TABLE IV
EVALUATION RESULTS ON THE IWSLT-2017 MULTILINGUAL TRANSLATION TASK WITH BLEU-4 SCORES (%). ALL MODELS CONSIST OF 6 ENCODER AND DECODER LAYERS.

| IWSLT-2017 De,It,Nl,It ↔ En multilingual Translation | En-De | En-It | En-Nl | En-Ro | Avg. |
|------------------------------------------------------|-------|-------|-------|-------|------|
| Pret-norm Transformer [5]                            | 27.44 | 22.63 | 36.87 | 30.28 | 31.54 | 28.86 | 30.45 | 24.14 | 29.03 |
| Post-norm Transformer [5]                            | 27.78 | 22.93 | 37.07 | 30.68 | 31.86 | 29.16 | 31.02 | 24.69 | 29.39 |
| TA [15]                                               | 27.35 | 24.39 | 36.70 | 32.35 | 32.33 | 30.63 | 32.44 | 26.00 | 30.27 |
| MRLF [18]                                             | 28.62 | 24.11 | 37.62 | 32.65 | 33.14 | 31.10 | 33.09 | 26.93 | 30.91 |
| DLCL [9]                                              | 27.29 | 22.66 | 37.04 | 31.53 | 32.57 | 29.39 | 31.45 | 25.13 | 29.63 |
| ReZero [10]                                           | 27.00 | 21.83 | 36.24 | 31.01 | 31.18 | 29.32 | 30.85 | 23.99 | 29.39 |
| GTRANS (our method)                                   | 29.61 | 24.94 | 38.99 | 33.37 | 33.63 | 30.96 | 33.35 | 26.57 | 31.43 |

TABLE V
X → EN AND EN → X TEST BLEU FOR HIGH/MEDIUM/LOW RESOURCE LANGUAGE PAIRS IN MANY-TO-MANY SETTING ON OPUS-100 TEST SETS. THE BLEU SCORES ARE AVERAGE ACROSS ALL LANGUAGE PAIRS IN THE RESPECTIVE GROUPS. "WR": WIN RATIO (%) COMPARED TO REF (MNMT)

| Models (N→N) | #Params | X→En | En→X |
|--------------|---------|------|------|
|              |         | High45 | Med25 | Low28 | Avg49 | WR | High45 | Med25 | Low28 | Avg49 | WR |
| Previous Best System [19] | 254M | 30.3 | 32.6 | 31.9 | 31.4 | - | 23.7 | 25.6 | 22.2 | 24.0 | - |
| MNMT [20] | 362M | 32.3 | 35.1 | 35.8 | 33.9 | ref | 26.3 | 31.4 | 31.2 | 28.9 | ref |
| XLM-R [21] | 362M | 33.1 | 35.7 | 36.1 | 34.6 | - | 26.9 | 31.9 | 31.7 | 29.4 | - |
| GTRANS (Our method) | 362M | 33.8 | 36.2 | 36.4 | 35.5 | 74.5 | 27.8 | 32.6 | 32.1 | 30.2 | 78.5 |

Table VI
EVALUATION RESULTS OF WMT2021 FOR PREVIOUS BASELINES AND OUR METHOD OF 6 LANGUAGES (JAVANESE, INDONESIAN, MALAY, TAGALOG, TAMIL, ENGLISH) ON THE DEVTEST OF THE FLORES-101 BENCHMARK

| AvgX→EnAvgEn→Y | AvgX→Y | AvgSoft |
|-----------------|---------|---------|
| M2M [22]        | 24.67   | 19.14   | 12.11   | 15.38 |
| DeltaLM + Zcode [23] | 43.12 | 39.78 | 28.69 | 32.94 |
| GTRANS (Our method) | 43.55 | 40.62 | 29.39 | 33.62 |

Fig. 3. Effect of the number of the encoder layers with the fixed 12 decoder layers (a) and the number of the decoder layers with the fixed 12 encoder layers (b) on the IWSLT-2014 De → En translation task.

Fig. 4. Effect of the number of the encoder layers with the fixed 12 decoder layers (a) and the number of the decoder layers with the fixed 12 encoder layers (b) on the WMT-2014 De → En translation task.

outperforms the multilingual baseline in the low-resource translation direction, showing that our method effectively combines the low-level and high-level features. Our method consistently outperforms the multilingual baseline on all language pairs, confirming that using GTRANS to incorporate multi-level features can help boost performance.

IV. ANALYSIS

a) Effect of Different Model Layers: Our method can make full use of the multi-level representation of the deep Transformer, which helps the multi-layer features contribute to the word prediction. Fig. 3 and Fig. 4 report the results of our method with different encoder and decoder layers on the IWSLT-2014 De → En and the WMT-2014 En → De translation task.

For the IWSLT-2014 De → En task with different encoder layers and the fixed 12 decoder layers in Fig. 3(b), we set the number of layers in each group $T_e = T_d = 3$. Our model gets better performance with the number of encoder layers increasing. Our model reaches the best performance of 35.55 BLEU points with the 60 encoder layers and 12 decoder layers, which shows that the deep encoders of our method can still be successfully trained and bring significant improvements. In
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Fig. 5. Results of our model (60L-6 L) with the different numbers of the encoder groups.

layers and 12 decoder layers outperforms the model with 6 encoder layers and 12 decoder layers by +1.4 BLEU points. In Fig. 4(b), deeper models always get a better performance compared to the Transformer baseline (27.8 BLEU points).

b) Effect of Encoder Group Size: To emphasize the importance of sparse encoder fusion ($T_e > 1$), we examine our model with 60 encoder layers and different encoder groups on the IWSLT-2014 dataset. As we can see from Fig. 5, when the model only has 1 or 2 groups, the model failed to train, where only the high-level features of the 32-th layer and 64-th layer are used. Furthermore, we find that the performance of the dense fusion ($T_e = 1$) with 60 groups is worse than the sparse fusion with 10 groups. Therefore, we exploit the sparse encoder fusion to avoid paying too much attention to the low-level features in our work.

c) Effect of Decoder Group Size: Both encoder and decoder fusion contribute to the improvement of our model. We conduct experiments with 12 encoder and decoder layers with the different decoder groups $N = \{1, 2, 3, 4, 6, 12\}$, where we separately set the number of layers in each decoder groups $T_d = \{12, 6, 4, 3, 2, 1\}$. As shown in Fig. 6, increasing the number of decoder groups can yield large BLEU improvements when the total number of decoder layers is 12. We conclude that the multi-layer features of the decoder have a significant effect on translation quality.

d) Difference between Encoder and Decoder Group Size: Figs. 5 and 6 separately plot the effect of the encoder and the decoder group size. There exists a different trend between encoder and decoder. For the encoder, introducing dense residual connection makes training more stable and easier, but the translation model performs worse since the model depends more on the shallow layers. Therefore, the increasing number of the encoder groups leads to performance degradation. For the decoder, the adjacent layers are first aggregated to $N$ fused representations by the representation-based incorporation and then $N$ fused representations are directly used to predict the target words. Fig. 7 shows the difference between the encoder and decoder fusion. Finally, we project the fused features to the target words with the output matrix and use the probability-based fusion to aggregate probabilities. Given a set of target probabilities, the probability-based aggregation similar to the depth-wise ensemble [30], where more decoder groups with abundant hierarchical contextual information lead better performance.

e) Designing Principle for Encoder and Decoder Fusion: Given a new dataset, we recommend ($T_e = 3$, $T_d = 2$) as the initial setting for the encoder and decoder fusion, which can provide a stable and better performance on the new dataset empirically verified on a various of datasets. For the best performance, we can continue increasing the number of decoder groups ($T_d = 1$) but with more training and inference time.

f) Effect of Encoder Multi-layer Features: To further analyze the merit of the sparse fusion, we separately train three models from scratch. As shown in Fig. 8, the solid line denotes a trained model with 60 layers using sparse fusion, where the encoder group size $T_e = 6$. The dashed lines denote two models with 48 and 60 layers using the dense fusion, where the encoder group size $T_e = 1$. We extract bottom layers from the model and plot their results. For example, the number of reserved layers is 48 means that the last 12 encoder layers of 60 encoder layers are not used in the inference stage.

We find that the sparse fusion consistently outperforms the dense fusion with the same reserved layers, which means our
TABLE VII
RESULTS OF SINGLE GROUP AND MULTIPLE GROUPS OF OUR MODEL. THE MODEL CONTAINS 6 ENCODER LAYERS AND 18 DECODER LAYERS WITH THE GROUP SIZE $T_e = T_d = 3$.

|          | Single Group | Multiple Groups |
|----------|--------------|-----------------|
|          | De → En     | 1   2   3   4   5   6 | 1:6 2:6 3:6 4:6 5:6 6:6 |
| BLEU     | 33.12       | 34.16 34.94 34.89 35.17 35.05 | 35.43 35.39 35.29 35.10 35.09 35.05 |
| Weight   | 0.066       | 0.071 0.103 0.255 0.254 0.251 |}

Fig. 9. Visualization of the decoder representation-based fusion weights over the first 15K training steps.

Fig. 10. Visualization of the loss weight of each group over the first 35K training steps.

Fig. 11. Comparison with ensemble method.

method empowers the model with a better multi-layer feature fusion. Surprisingly, our method still gets the comparable performance with only the bottom reserved 48 layers when pruning the top 6 layers. It suggests that a smaller model with low-level features can be obtained when we select the 48 bottom layers of the encoder. Moreover, such a pruned model with sparse fusion still beats the model with 48 encoder layers trained from scratch using the dense fusion.

g) Effect of Decoder Multi-Layer Features: We report the BLEU points of each decoder group in Table VII. As the depth of the group increases, the performance of a single group first increases to 35.17 BLUE points at the 5-th layer and then decreases to 35.02 BLEU points. Furthermore, we aggregate the word prediction probabilities of different groups to generate the final translation by using the learned weights. For example, “1:6” in Table VII denotes we aggregate the word probabilities from the 1-th group to 6-th group. The results of multiple groups show that “3:6” has comparable results with “1:6,” which means that we can prune the low-level groups to reduce the computation cost in the inference stage.

h) Visualization for Decoder Fusion: In Fig. 9, we visually present the decoder representation-based fusion learned weights described in Equation 4 of the model (60L-12 L). Given the decoder group size $T_d = 6$, the 1-th~6-th and 7-th~12-th decoder layers are separately split into the 1-th and the 2-th decoder group. For the layers in the 1-th decoder group (dashed lines), the 6-th layer occupies the most weights. For the 2-th group, each layer has a similar weight and the weight of the 8-th layer is the largest after training. In Fig. 10, we plot the curve of the decoder probability-based fusion learned weights described in Equation 5. The decoder layers of the model (12L-36 L) are split into 12 groups given the decoder group size $T_d = 6$. The 7-th layer has the largest weight after softmax normalization. It shows that deeper layers have a greater effect on the translation but the last representation may not be the largest one.

i) Comparison with Ensemble System: To further study the effectiveness of our method, we present the comparison of our method with a two-model ensemble system in Fig. 11. Two independent Transformer_big models are trained with different settings, which are denoted as Big1 and Big2. For a fair comparison, we compare the two-model ensemble results with our model (12L-12 L), where the group size of encoder and decoder $T_e = 6$ and $T_d = 6$. Fig. 11 lists the BLEU scores and the model size of the ensemble system and our model. The results show that our model (12L-12 L) with fewer parameters outperforms the ensemble systems since our model uses shared embedding matrix.

j) Inference Performance: To verify the effectiveness of our method, we compare the translation quality, inference speed, and model size of our model with the Transformer baseline. Both deep models consist of 12 encoder layers and 12 decoder layers. Table VIII shows that our model gains +0.89 BLEU points improvement over the Transformer baseline. Meanwhile, our method does not introduce additional model parameters and has a close inference speed, which means that our method brings less additional consumption compared to the Transformer architecture.

k) Gradient Propagation: Our proposed method can effectively boost gradient propagation from translation loss to the
lower-level layer. Equation 8 explains the gradient propagation of our model. Formally, let $L_{MT}$ be the total loss and $L_{MT}^{(i)}$ be the $i$-th group translation loss. The differential of $L_{MT}$ with respect to the $j$-th layer in the $m$-th group can be calculated by:

$$
\frac{\partial L_{MT}}{\partial h_j^m} = \sum_{i=1}^{N} \sum_{j=m}^{M} \frac{\partial L_{MT}^{(i)}}{\partial h_j^m} \frac{\partial L_{MT}^{(i)}}{\partial h_j^i} \frac{\partial h_j^i}{\partial h_j^m}
$$

Eq. (8) indicates that our method helps the deep models to balance the gradient norm between top and bottom layers by the multi-layer feature fusion. We collect the gradient norm of each encoder layer during training shown in Fig. 12, which shows that each layer occupies a certain value of gradient for parameter update.

1) Effect of Feature Fusion: We report the ablation study results in Table IX. For the 12L-12L model, the lack of encoder or decoder fusion causes performance degradation. Besides, an obvious decrease is observed when removing decoder fusion, which indicates different levels of the decoder representations have a direct influence on the translation quality. Multi-layer features are closer and directly contribute to the translation quality. Multi-layer feature fusion. We collect the gradient norm of each encoder layer in GTRANS with 60 layers over the first 10 K training steps.

**Fig. 12.** Gradient norm of each encoder layer in GTRANS with 60 layers over the first 10 K training steps.

**TABLE IX**

| De → En | 12L-12L | 24L-18L | 36L-30L |
|---------|---------|---------|---------|
| Transformer | 35.36 | 35.48 | 35.58 |
| GTRANS w/o encoder fusion | 35.12 | Diverge | |
| GTRANS w/o decoder fusion | 34.72 | Diverge | |
| GTRANS w/o fusion | 34.22 | Diverge | |

divide the IWSLT-2014 test set with 7.7 K sentence pairs into different subsets according to the sentence length (#words). In Fig. 13, the number of sentences in each interval are 4.1 K, 2.1 K, 0.4 K, and 0.1 K. It is obvious that our method brings the largest gain on long sentences (>80 words) than the Transformer baseline, where both models contain 12 encoder and decoder layers. Our method has a stronger capability to handle long sentences using multi-layer features.

**V. RELATED WORK**

a) Neural Machine Translation: Shallow models of encoder-decoder framework have been fully utilized for translation task [31], [32], [33], [34], [35], such as RNN [1], [2], [36], CNN [3], [37], and Transformer [38], [39], [40], [41]. Recently, vanilla Transformer [5] has shown strong results on large-scale generation tasks, such as text summarization [42] and machine translation [9], [10], [14], [14], [43], [44]. Learning a deeper Transformer encounters huge obstacle since deep Transformers are difficult to optimize due to the gradient vanishing/exploding problem, where simply stacking more layers will lead to worse performance. A recent work [9] emphasize that the deep transformer can be successfully optimized by the pre-norm residual unit. However, the Transformer with pre-norm units perform worse than the vanilla Transformer with post-norm units and the same depth.

Previous works mainly focus on the last layer of the model to generate translation. Besides, stacking more attention layers can also lead to better performance [45], where the low-level attention layers supplement refined translation-aware information to the high-level attention layers. A promising line of research is to leverage stacked layers for machine translation. The block-scale collaboration mechanism [17] aims to magnify the gradient back-propagation from top to bottom layers. Following this line of research, our method applies sparse representation fusion for encoder and decoder to ensure the gradient back-propagation between top and bottom layers. The previous work [46] also verifies the effectiveness of dense and hierarchical aggregation to utilize deep representations for machine translation.

b) Multilingual Neural Machine Translation: Multilingual neural machine translation (MNMT) [20], [22], [47], [48], [49] enables numerous translation directions by a single shared encoder and decoder for all languages. The MNMT system can be categorized into one-to-many [50], many-to-one [51], and many-to-many [52] translation. However, the multilingual translation is hindered by the small model capacity compared to numerous

**TABLE VIII**

| De → En | BLEU (%) | Speed (w/s) | Parameters |
|---------|----------|-------------|------------|
| Transformer | 34.47 | 8.4 | 68.1M |
| Our method | 35.36 (+0.89) | 8.58 | 68.1M |

**Fig. 13.** Comparison between the Transformer baseline and our method in different length intervals.
languages. A promising thread is to enlarge the model size by deepening the model depth, which enables the multilingual model to include more languages, which causes the performance degradation in low-resource languages [48]. Different from the previous work, our model combines the low-level and high-level features for translation to improve translation quality for all languages.

c) Representation Fusion: Multi-block representation fusion has been widely used in the previous literature, especially for computer vision [53], [54] and natural language processing [55]. More specifically, the low-level features and high-level features are fused via long skip connections to obtain high-resolution and semantically strong features, where the multi-level features can be incorporated to improve performance. Different fusion functions [55] help learn a better representation from the stacked layers in the shallow Transformer model.

The state-of-the-art architecture Transformer uses the last hidden state of the encoder for cross-attention and that of the decoder to predict the target. Recent research supports that representations from different level layers are helpful in various tasks, such as image classification [56], person re-identification [18], text summarization [57]. Some works [8], [9], [15], [17], [18], [46], [55], [58], [59], [60] pay more attention to the low-level features to boost the translation quality. Some researchers [15] try applying the dense residual connections for encoder, allowing the dispersal of gradient back-propagation between all encoder layers. Compared to previous works, our method simultaneously employs sparse fusion function to both the encoder and decoder of vanilla Transformer with post-norm units, which enables our GTRANS to be smoothly trained with deep encoder and decoder layers and yield considerable improvement.

VI CONCLUSION

In this paper, we propose a novel model named Group-Transformer (GTRANS) to divide layers into multiple groups and then fuse multi-layer features of each group to generate translation. Experimental results demonstrate the effectiveness of our GTRANS model with different layers and groups, outperforming the two-model ensemble system. Additionally, we conduct analytic experiments including the gradient propagation and inference performance to prove that our method can simultaneously boost the training and bring significant improvements compared with the vanilla Transformer model.
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