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Abstract—The detection of clouds in satellite images is an essential preprocessing task for big data in remote sensing. Convolutional neural networks (CNNs) have greatly advanced the state-of-the-art in the detection of clouds in satellite images, but existing CNN-based methods are costly as they require large amounts of training images with expensive pixel-level cloud labels. To alleviate this cost, we propose Fixed-Point GAN for Cloud Detection (FCD), a weakly-supervised approach. Training with only image-level labels, we learn fixed-point translation between clear and cloudy images, so only clouds are affected during translation. Doing so enables our approach to predict pixel-level cloud labels by translating satellite images to clear ones and setting a threshold to the difference between the two images. Moreover, we propose FCD+, where we exploit the label-noise robustness of CNNs to refine the prediction of FCD, leading to further improvements. We demonstrate the effectiveness of our approach on the Landsat-8 Biome cloud detection dataset, where we obtain performance close to existing fully-supervised methods. Our source code is publicly available at https://github.com/jnyborg/fcd.

I. INTRODUCTION

Clouds are a major issue when analyzing big data in remote sensing, as clouds often partially or entirely obscure a given area of interest. As a result, clouds have a significant negative impact on a variety of applications that require a clear view of the ground below, such as change detection [1] and cropland monitoring [2]. Thus, detecting and masking clouds is an essential preprocessing step in most satellite image pipelines.

One line of work for cloud detection considers rule-based methods, such as the Fmask algorithm [3] and the MAJA [4] processor. These methods detect clouds by applying thresholds to selected features based on the physical characteristics of clouds. However, as these methods are specific to selected satellites and often contain hand-crafted rules, their direct application to the growing constellation of satellites is difficult. As a result, these methods are not yet available for the majority of high-resolution commercial satellites.

Instead of rule-based methods, supervised learning of Convolutional Neural Networks (CNNs) bring the benefit of leveraging learned features, allowing these methods to automatically adapt to any particular satellite sensor. As in other visual recognition tasks, CNNs have also greatly advanced the state-of-the-art in cloud detection [5]–[7] as a result. However, due to the data-hungry nature of CNNs, this approach requires a large number of labeled training images that capture the large variance of clouds and ground surfaces, with each image labeled with ground truth cloud masks typically hand-drawn by experts. Consequently, if no such dataset is available for the satellite at hand, training CNNs for cloud detection is very expensive.

One way to alleviate this issue is by weakly-supervised learning, where weaker but less expensive image-level labels are used to train models that are capable of pixel-level predictions. A popular approach for weakly-supervised learning in both natural images and remote sensing is based on computing class activation maps (CAMs), whereby the feature maps learned by an image-level classifier are used to construct a pixel-level prediction [8]–[11].

In this paper, we propose an alternative approach for weakly-supervised cloud detection based on the Fixed-Point GAN [12] (Generative Adversarial Network [13]). Our proposed method, Fixed-Point GAN for Cloud Detection (FCD), learns image-to-image translation between clear (no clouds) and cloudy image patches taken from complete satellite images, thus requiring only image-level labels for training. Due to the fixed-point translation ability of FCD, our approach is able to translate an input image into a clear image while affecting only pixels containing clouds. This enables a pixel-level cloud mask to be predicted by setting a threshold to the difference between the original and translated image, as shown in Figure 1.

To further improve weakly-supervised cloud detection performance, we propose FCD+. Here, we first utilize FCD to generate pseudo cloud masks for training images to train existing CNN models. This enables us to refine the cloud masks of FCD by removing generative artifacts for improved performance. Furthermore, we show that our FCD+ is a powerful weakly-supervised pretraining strategy for cloud detection, as, by fine-tuning our model with just 1% of patches with pixel-level ground truth, we match the performance of existing models that train with full supervision from all available pixel-level ground truth. In summary, our contributions are the following:

- We propose FCD, a weakly-supervised cloud detection method based on Fixed-Point GAN.
- We propose FCD+, a training strategy that refines the predictions of FCD and allows for weakly-supervised pretraining of cloud detection CNNs.
We demonstrate that FCD and FCD+ outperform existing CAM-based methods in weakly-supervised cloud detection on the Landsat-8 Biome dataset [14]. By fine-tuning FCD+ with 1% of available pixel-level labels, we match the performance of models that receive full supervision from all available labels.

II. RELATED WORK

A. Cloud Removal with GANs.

Recent work has applied GANs to cloud removal [15]–[18], which aims to remove clouds from satellite images and replace them with a realistic, generated region of the underlying ground surface. In [15], [16], [18], cloud removal is learned based on pix2pix [19], requiring pairs of cloudy and clear images for training, acquired either by synthesis [15], [16] or by satellites with high revisit rates [18]. CloudGAN [17] instead learns unpaired cloud removal with CycleGAN [20], simplifying data acquisition. While we similarly learn a GAN to translate cloudy images to clear ones, our approach differs from this line of work as we do not focus on generating realistic images, but on cloud detection. This requires GANs capable of minimal translation, changing only pixels of clouds, so clouds can be detected by the difference between input and translated image. However, pix2pix [19] or CycleGAN [20] tend to make unnecessary changes and introduce artifacts to translated images [12], thus limiting their use for weakly-supervised cloud detection. Instead, we base our approach on Fixed-Point GAN [12], which enables our model to perform minimal translations for accurate cloud detection.

B. Weakly-Supervised Semantic Segmentation.

Weakly-supervised semantic segmentation (WSSS) methods using image-level supervision have been widely used for natural images [21]–[25]. These approaches typically [24] use class activation maps (CAMs) [26]–[28], where a CNN trained for image-level classification is utilized to roughly localize object areas by drawing attention to discriminative parts of objects based on global average pooling [28] or gradient backpropagation [26], [27]. As CAMs have limited resolution and only cover small parts of objects, most approaches refine CAMs to discover complete object regions, by for instance seeded region growing [22], adversarial erasing [25], or equivariant regularization [24]. These approaches improve upon the standalone CAMs and are typically independent of the specific choice of weakly-supervised localization method, which allows similar improvement to alternative methods that localize objects from image-level labels, such as the Fixed-Point GAN [12] and our FCD. For this reason, we compare CAMs to our FCD in our experiments.

In remote sensing, existing WSSS methods have mostly used CAM-based approaches for segmenting satellite images [8], [9] from image-level labels. Fu et al. [10] propose WSF-Net, which computes CAMs from fused, multi-level features. Wang et al. [11] propose U-CAM, which adapts CAMs for U-Nets [29]. In contrast to these CAM-based approaches, our approach is based on Fixed-Point GAN, which our experimental results suggest is more accurate for weakly-supervised cloud detection.

III. WEAKLY-SUPERVISED CLOUD DETECTION MODEL

A. Overview

Our goal is to develop a method for weakly-supervised cloud detection. To achieve this, we base our approach on the Fixed-Point GAN by Siddiquee et al. [12], a recent method successful in GAN-based image-to-image translation for weakly-supervised disease localization in medical images. GANs [13] have achieved remarkable results in generating realistic images, and have also significantly improved image-to-image translation [20], where the goal is to translate images from one domain of images to another, such as translating aerial images to maps [19] or changing the season of images from summer to winter [20]. Fixed-Point GAN learns image-to-image translation with the goal of removing objects, if present, from an image, while otherwise preserving the image content. For cloud detection, this objective translates to removing clouds, such that when translating an image, either clear or cloudy, into a clear image, clouds are revealed by subtracting the original image from the generated image. A GAN capable of such a task must satisfy the following four requirements [12]:

• Req. 1: The GAN must learn unpaired image-to-image translation, as in general, it is difficult and time-consuming...
FCD. We learn fixed-point translation between clear and cloudy image patches. During training, the discriminator $D$ learns to distinguish between real and fake images and to classify real images correctly. The generator $G$ is input an image and whether the image should be translated to the clear domain ($c = 0$) or the cloudy domain ($c = 1$), and learns to either remove or add clouds through a cycle-consistency loss and an adversarial loss. If $c$ is the same domain as the input image, $G$ must perform an identity mapping through the identity loss, which regularizes the generator to only affect the clouds. We then detect clouds in an input image $x$ by the difference between the original image and its clear translation with $G$.

To obtain perfect pairs of clear and cloudy satellite images due to the high temporal variability of the ground surface.

**Req. 2:** The GAN must require no domain label for the input image, as, at inference time, the GAN must be able to translate any image (both clear and cloudy) into a clear image.

**Req. 3:** The GAN must perform an identity transformation for same-domain translation. When translating an image from clear to clear, the GAN should simply leave the image intact, injecting neither artifacts nor new information into the image.

**Req. 4:** The GAN must perform a minimal image transformation for cross-domain translation. When translating cloudy to clear, the GAN should only affect the clouds, while leaving the ground intact.

As Fixed-Point GAN [12] introduces a GAN that satisfies all of these four requirements, so does FCD. However, for such a method to be practical for accurate cloud detection, we require the following as well:

**Req. 5:** The method must output consistent cloud masks without generative side effects that would lead to decreased cloud detection performance.

**Req. 6:** It must be possible to fine-tune the method with limited amounts of images labeled with pixel-level ground truth to achieve a cloud detection performance that matches fully-supervised methods.

We observe that the generative objective of FCD leads to artifacts that lower its cloud detection performance. Furthermore, as FCD optimizes an image translation objective, it is not possible to incorporate pixel-level ground truth to increase performance. We address the last two requirements with FCD+:

- By training a segmentation model with FCD cloud masks as pseudo labels, we show experimentally the side effects of FCD are addressed. Also, as FCD+ is trained for classification instead of image translation, it can be fine-tuned with a few labeled images to match the performance of existing fully-supervised methods.

### B. Image-to-Image Translation with GANs

In this section, we describe the background literature surrounding Fixed-Point GAN.

A GAN model [13] typically consists of two neural networks: a generator $G$ and a discriminator $D$. The two networks are trained adversarially by optimizing the adversarial loss, where the discriminator $D(y) \in [0, 1]$ learns to determine whether a given input image $y$ is real or fake, while the generator $G(z) \rightarrow y$ learns to transform a random input $z$ into a fake image $y$ indistinguishable from real images. As a result, $G$ is able to generate highly realistic images from a random input.

To apply GANs for image-to-image translation, we replace the random input $z$ with an image $x$, so that $G$ learns a mapping between images. In pix2pix [19], image-to-image translation is learned in a supervised manner by combining the adversarial loss with an L1 loss, which requires paired data samples for training. This violates Req. 1, as for cloud detection, pairs are generally not available, as discussed in Section I.

To overcome the issue of requiring pairs, CycleGAN [20] instead combines the adversarial loss with a cycle consistency loss, allowing for unpaired image-to-image translation. Specifically, for each pair of domains $(X, Y)$, two generators $G, F$ are trained for each direction of translation, $G : X \rightarrow Y$ and
$F : Y \to X$. The cycle consistency loss encourages that these two generators are inverses, by constraining that $F(G(x)) \approx x$ and $G(F(y)) \approx y$, thus enforcing that when translating an image $x$ to an image $y$, we should be able to restore the original $x$ from $y$, and vice versa. The effect of the cycle consistency loss is that the resulting output of the generator is constrained so that the translated image appears aligned with the input image, as if paired, but without any requirements for paired training samples. However, as CycleGAN requires two generators for each pair of image domains, it fails to satisfy Req. 2, as selecting the right generator for correct translation requires a domain label for the input image at inference time.

StarGAN [30] overcomes this limitation by learning a single generator for translation between all domain pairs. This is achieved by conditioning $G$ on a target domain label $c_y$ to indicate which domain $G$ must translate to, so that $G(x, c_y) \to y$. During training, $c_y$ is randomly chosen so that $G$ learns translation between all domain pairs. To control that the generated image correctly classifies to the domain $c_y$, the discriminator is expanded with an auxiliary classifier $D_{cls}$ to enforce the domain classification loss. That is, the discriminator now produces two outputs: $D_{adv}$ for the adversarial loss, and $D_{cls}$ for the domain classification loss.

Still, StarGAN does not satisfy Req. 3 and 4: StarGAN fails to handle identity same-domain translations, and also tends to make unnecessary changes during cross-domain translation, as shown by Siddiquie et al. [12]. To satisfy Req. 3, Fixed-Point GAN introduces an additional conditional identity loss, where, in the case that $G$ is given an input image $x$ and a domain label $c_x$ with the same domain as $x$, $G$ learns to do an identity translation by constraining that $G(x, c_x) \approx x$. As such, when translating clear images to clear, $G$ must output the input unchanged. To satisfy Req. 4, Fixed-Point GAN revises the adversarial, domain classification, and cycle consistency loss to explicitly learn same-domain translation, in that $G$ must optimize these losses both for cross-domain translation $G(x, c_y) \to y$ similar to StarGAN, but also for same-domain translation $G(x, c_x) \to x$. By doing so, the generator is regularized to find a minimal transformation during cross-domain translation [12], thus satisfying Req. 4, so that when $G$ translates from cloudy to clear, only clouds are changed.

IV. FIXED-POINT GAN FOR CLOUD DETECTION

In the following, we formally describe the loss functions of Fixed-Point GAN for Cloud Detection (FCD). Figure 2 shows an overview of the FCD training scheme.

Adversarial Loss: To ensure that the images generated for both cross- and same-domain translation follow the distribution of training images, an adversarial loss is enforced for each case:

$$
L_{adv} = E_x[\log D_{adv}(x)] + E_{x,c_x}[\log (1 - D_{adv}(G(x,c_x)))] + E_{x,c_y}[\log (1 - D_{adv}(G(x,c_y)))] ,
$$

where $G$ generates two images, conditioned on an input image $x$ and either its original label $c_x$ for same-domain translation or a uniformly chosen target label $c_y$ for cross-domain translation, while $D$ must distinguish between real and fake images. $G$ tries to minimize this objective, and $D$ tries to maximize it.

Domain Classification Loss: In addition to generating images that follow the overall distribution of training images, $G$ must also use the given domain label $c_x$ or $c_y$ to generate an image that is properly classified to that domain. This is achieved by the domain classification loss defined via the auxiliary classifier $D_{cls}$, with a term for optimizing both $D$ and $G$. For $D$, we enforce that real images must be correctly classified:

$$
L_{cls} = E_{x,c_x}[\log D_{cls}(c_x|x)],
$$

where $D_{cls}(c_x|x)$ represents the conditional probability of $x$ belonging to its original domain $c_x$, as computed by $D$.

Similarly, for $G$, we enforce that generated images must be classified correctly as well,

$$
L_{cls}^f = E_{x,c_y}[\log D_{cls}(c_y|G(x,c_y))] + E_{x,c_x}[\log D_{cls}(c_x|G(x,c_y))],
$$

where we have a case for both same- and cross-domain translation. Overall, the domain classification loss ensures that $G$ correctly conditions on the given domain label, allowing us to explicitly choose whether $G$ should translate to the cloudy or the clear domain with a single generator.

Cycle Consistency Loss: Minimizing the adversarial loss and the domain classification loss ensures the generator outputs realistic images of the correct domain but does not guarantee that the generated images have any relation to the input image. This is addressed with the cycle-consistency loss:

$$
L_{cycle} = E_{x,c_x,c_y}[||x - G(x,c_y,c_x)||] + E_{x,c_x}[||x - G(x,c_x,c_x)||],
$$

where $G$ takes an image translated to either the target domain $G(x,c_y)$ or input domain $G(x,c_x)$, as well as the original domain label $c_x$, and in both cases tries to reconstruct the input image $x$. As $G$ must be able to reconstruct the input image from the generated image, $G$ is constrained to preserve a relation to the input image, resulting in translations that change only domain-related parts.

Conditional Identity Loss: To avoid false positives, $G$ should not attempt to remove clouds from clear images, and instead output the input without any change. To this end, we enforce that $G$ acts as an identity function when performing same-domain translations:

$$
L_{id} = E_{x,c_x}[||x - G(x,c_x)||],
$$

where, in the case that $G$ is given an input image $x$ and its original domain label $c_x$, it must return the input $x$ without introducing any changes.

Full Objective: In combination, the Fixed-Point GAN objective functions to train $D$ and $G$, respectively, are

$$
L_D = -L_{adv} + \lambda_{cls}L_{cls}^f,
$$

$$
L_G = L_{adv} + \lambda_{cls}L_{cls}^f + \lambda_{cycle}L_{cycle} + \lambda_{id}L_{id},
$$
Additionally, as FCD+ is trained for classification directly, we train a standard fully-supervised cloud detection model that gives the best F1-score on the validation set. We use the default model hyper-parameters, and train for 200,000 iterations with a batch size of 16, setting $\lambda_{cls} = 1$, $\lambda_{cyc} = 10$, and $\lambda_{id} = 10$. We compute CAMs from ImageNet-pretrained ResNet-50 models \cite{he2016deep} trained with Landsat-8 Biome image-level labels. For both FCD and CAM models, we use the validation set to select the best model weights and choose the best threshold value to create binary cloud masks. We note that generating pseudo masks for cloudy patches is a crucial step in the process of predicting cloud cover.

A. Dataset

The Landsat-8 Biome dataset \cite{lepley2019 landsat8} is a cloud detection dataset with 96 Landsat-8 scenes of 8 different biomes with various proportions of cloud cover. Each scene is hand-labeled with pixel-level class labels for clear, thin cloud, and cloudy. We can then use the provided pixel-level labels to decide image-level labels, and label a patch as cloudy if there is at least one cloudy pixel in the corresponding ground truth, otherwise clear.

B. Comparisons

We compare FCD to the weakly-supervised methods CAM \cite{zhou2016learning}, GradCAM \cite{selvaraju2017grad}, and GradCAM++ \cite{chattopadhya2018gradcam++}, as most existing methods in weakly-supervised semantic segmentation are based on CAMs (see Section II). CAM compute cloud masks based on the global average pooling layer of a classifier trained for binary cloud classification images, whereas GradCAM and GradCAM++ compute the cloud mask based on gradient backpropagation.

C. Implementation.

We implement FCD following the original implementation of Fixed-Point GAN \cite{mathieu2016gradient}, and update $G$ and $D$ for 10-channel images. We use the default model hyper-parameters, and train for 200,000 iterations with a batch size of 16, setting $\lambda_{cls} = 1$, $\lambda_{cyc} = 10$, and $\lambda_{id} = 10$. We compute CAMs from ImageNet-pretrained ResNet-50 models \cite{he2016deep} trained with Landsat-8 Biome image-level labels. For both FCD and CAM models, we choose the best model weights and determine the best threshold value to create binary cloud masks. We note that generating pseudo masks for cloudy patches is a crucial step in the process of predicting cloud cover. We also use the validation set to select the best model weights and choose the best threshold value to create binary cloud masks.
TABLE I: Cloud mask generation performance (%) for Landsat-8 Biome with existing CAM methods and our FCD.

| Method          | F1-score ± | Accuracy ± |
|-----------------|------------|------------|
| CAM [28]        | 75.9±0.5   | 82.9±0.7   |
| GradCAM [27]    | 70.5±1.5   | 78.6±0.5   |
| GradCAM++ [26]  | 72.2±3.8   | 79.9±1.9   |
| FCD (ours)      | 83.9±0.8   | 87.6±0.5   |

use a learning rate of 1e-4, dropped by 10 if after 3 epochs the validation F1 does not increase. In addition to optimizing a pixel-level cross-entropy loss, we use the available image-level cloud labels to optimize a binary cross-entropy loss by attaching a classifier to the encoder. When fine-tuning, we change our initial learning rate to 1e-5 and freeze the encoder weights.

VI. RESULTS

A. Weakly-Supervised Cloud Mask Generation

To verify the effectiveness of FCD, we evaluate its ability to generate pixel-level pseudo masks from image-level labels for our Landsat-8 Biome train set, which we then use in our final stage for training FCD+.

Quantitative Results: Table I shows the overall cloud detection results for FCD in comparison with CAM [28], GradCAM [27], and GradCAM++ [26]. We find that our FCD greatly outperforms all CAM variants in generating pseudo cloud masks from just image-level labels, increasing F1-score by 8.0% compared to the best CAM variant. This strongly indicates a Fixed-Point GAN approach for weakly-supervised cloud detection is more accurate than CAM-based ones.

Qualitative Results: We illustrate examples of cloud masks generated by FCD in Figure 4 showing views of various Landsat-8 scenes. FCD generates accurate cloud masks with high similarity to the ground truth, but we observe issues of generative side-effects. For the Shrubland and Wetlands examples, we observe generative artifacts particularly for areas with semi-transparent clouds. Patch-shaped holes appear mostly in areas where FCD likely confuses cloudy patches with clear, such as in the center of clouds in Snow/Ice and Water biomes (where clouds can be confused with snow), as well as areas in the Shrubland biome which contains mostly clear ground with a few transparent clouds. Next, we show how we refine these errors with FCD+.

B. Results of FCD+

We train FCD+ with the pseudo masks generated by FCD for the training data and evaluate its performance on the Landsat-8 Biome test set. We compare FCD+ with the rule-based algorithm CFMask [14], whose cloud masks are currently distributed with Landsat-8 images in the QA layer. Furthermore, we compare FCD+ with the same U-Net model but trained in a fully-supervised manner with actual pixel-level labels, which gives us an upper bound on the best performance achievable by the chosen network architecture.

TABLE II: Cloud detection results for Landsat-8 Biome. The supervision type indicates: image-level labels $I$, all available pixel-level labels $F$, and 1% of available pixel-level labels $F_{1\%}$. Our proposed method achieves the highest performance with the least expensive labels.

| Method          | Supervision | F1-score ± | Accuracy ± |
|-----------------|-------------|------------|------------|
| CFMask [14]     | -           | 87.2±0.5   | 87.7±0.4   |
| Random initialization | $F_{1\%}$ | 89.4±0.5   | 89.5±0.5   |
| Pretrained      | $I + F_{1\%}$ | 91.5±0.4   | 91.6±0.4   |
| Fully supervised | $F$        | 93.9±0.5   | 94.0±0.5   |
| FCD+ (ours)     | $I$         | 91.5±0.6   | 91.7±0.6   |
| FCD+1% (ours)   | $I + F_{1\%}$ | 93.4±0.5   | 93.5±0.4   |

Finally, we evaluate the performance of FCD+ as a weakly-supervised pretrained model in a semi-supervised setting, where 1% of data in our training set is labeled with pixel-level labels. We refer to this model as FCD+1%. This result shows how FCD+ applies to a real-world scenario, where one might allow an increased annotation effort for improved cloud detection performance. We compare FCD+1% against two baselines for the same underlying model: A model with randomly initialized weights using the available image-level labels to train for cloud classification and then fine-tuned with the 1%, and a model with pre-trained weights using the available image-level labels to train for cloud classification and then fine-tuned with the 1%.

Qualitative Results: Table II shows our results for the Landsat-8 Biome test set. Compared to FCD, FCD+ greatly increases F1 scores, which shows its ability to refine FCD-generated cloud masks. Moreover, our weakly-supervised FCD+, requiring only image-level labels for training, outperforms the existing rule-based method CFMask [14] by +4.2% in F1-score, only −2.4% below what is achievable by existing fully-supervised methods that use 100% of available pixel-level labels for supervision.

By fine-tuning FCD+ with 1% of available labels (FCD+1%),
we reduce the gap to only $-0.5\%$ of fully-supervised performance. In comparison to the existing two pre-training strategies “random initialization” and “pre-trained”, pre-training models with FCD-generated cloud masks are highly beneficial as FCD+1% outperforms both. This shows that even though FCD-generated cloud masks contain artifacts, using them to pre-train existing supervised models enables them to achieve higher cloud detection performance than what is previously possible when only image-level labels and 1% pixel-level labels are available.

**Qualitative Results:** Figure 4 illustrates the cloud masks of FCD+ in comparison to FCD for each type of biome. We find that the issues of FCD are resolved, removing the generative artifacts in the Shrubland and Wetlands examples, as well as the patch-shaped holes in the Shrubland, SnowIce, and Water examples. Figure 3 further illustrates the improvements for input patches. Compared to the FCD cloud masks, the outputs of FCD+ are less noisy and better resemble the ground truth. We also show the result of fine-tuning with 1% of pixel-level labels: FCD+1% better separates individual clouds, further improving the results.

**VII. Conclusion**

In this work, we proposed FCD and FCD+ for weakly-supervised cloud detection. Existing supervised CNN-based cloud detection methods require large amounts of training images with pixel-level cloud labels, which brings significant labeling costs. As a result, applying existing CNN-based methods to detect clouds in the growing number of Earth observation satellites is highly expensive when pixel-level labels are not available. To alleviate this issue, we propose FCD, a weakly-supervised cloud detection method that requires only image-level labels, which are significantly cheaper to acquire. FCD applies a Fixed-Point GAN to learn image-to-image translation between clear and cloudy images while ensuring only clouds are affected during translation. By translating images to clear, thus removing any clouds, we are able to detect clouds at the pixel level from the difference between the original image and the translated image. As FCD is a generative model, we additionally propose FCD+ to refine the generated cloud masks of FCD, leading to further improvements by removing generative side effects. On the large Landsat-8 Biome dataset with satellite images from various biomes around the globe, we demonstrate our method outperforms existing rule-based methods as well as weakly-supervised methods based on class activation maps in cloud detection. Furthermore, FCD+ achieves near fully-supervised performance after fine-tuning with only 1% of available pixel-level labels. Our proposed method thus enables a drastic reduction in labeling efforts for training CNN-based cloud detectors with minimal performance loss.

**VIII. Acknowledgements**

The work of Joachim Nyborg was funded by the Innovation Fund Denmark under reference 8053-00240.

**References**

[1] Z. Zhu, “Change detection using Landsat time series: A review of frequencies, preprocessing, algorithms, and applications,” ISPRS Journal of Photogrammetry and Remote Sensing, vol. 130, pp. 370 – 384, 2017.

[2] F. Gao, M. C. Anderson, X. Zhang, Z. Yang, J. G. Aliferi, W. P. Kustas, R. Mueller, D. M. Johnson, and J. H. Prueger, “Toward mapping crop progress at field scales through fusion of Landsat and MODIS imagery,” Remote Sensing of Environment, vol. 188, pp. 9 – 25, 2017.
[3] Z. Zhu, S. Wang, and C. E. Woodcock, “Improvement and expansion of the fmask algorithm: cloud, cloud shadow, and snow detection for landsat 7–8, and sentinel 2 images,” Remote Sensing of Environment, vol. 159, pp. 269 – 277, 2015.

[4] O. Hagle, L. E. Pascual, and G. Dedieu, “A multi-temporal method for cloud detection, applied to FORMOSAT-2, VENUS, LANDSAT and SENTINEL-2 images,” Remote Sensing of Environment, vol. 114, no. 8, pp. 1747–1755, 2010.

[5] J. H. Jeppesen, R. H. Jacobsen, F. Incoccolo, and T. S. Tøttegaard, “A cloud detection algorithm for satellite imagery based on deep learning,” Remote Sensing of Environment, vol. 229, pp. 247 – 259, 2019.

[6] F. Xie, M. Shi, Z. Shi, J. Yin, and D. Zhao, “Multilevel cloud detection in remote sensing images based on deep learning,” IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing, vol. 10, no. 8, pp. 3631–3640, 2017.

[7] M. Segal-Rozenhaimer, A. Li, K. Das, and V. Chirayath, “Cloud detection algorithm for multi-modal satellite imagery using convolutional neural networks,” Remote Sensing of Environment, vol. 237, p. 111446, 2020.

[8] L. Chan, M. S. Hosseini, and K. N. Plataniotis, “A comprehensive analysis of weakly-supervised semantic segmentation in different image domains,” International Journal of Computer Vision, pp. 1–24, 2020.

[9] A. Nivaggioli and H. Randrianarivo, “Weakly supervised semantic segmentation of satellite images,” in 2019 Joint Urban Remote Sensing Event (JURSE). IEEE, 2019, pp. 1–4.

[10] K. Fu, W. Lu, W. Diao, M. Yan, H. Sun, Y. Zhang, and X. Sun, “WSF-NET: Weakly supervised feature-fusion network for binary segmentation in remote sensing image,” Remote Sensing, vol. 10, no. 12, p. 1970, 2018.

[11] S. Wang, W. Chen, S. M. Xie, G. Azzari, and D. B. Lobell, “Weakly supervised deep learning for segmentation of remote sensing imagery,” Remote Sensing, vol. 12, no. 2, p. 207, 2020.

[12] M. M. Rahman Siddiquee, Z. Zhu, N. Tjahbakhsh, R. Feng, M. B. Gotway, Y. Bengio, and J. Liang, “Learning fixed points in generative adversarial networks: From image-to-image translation to disease detection and localization,” in Proceedings of the IEEE International Conference on Computer Vision, 2019, pp. 191–200.

[13] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,” in Advances in Neural Information Processing Systems 27, 2014, pp. 2672–2680.

[14] S. Foga, P. L. Scaramuzza, S. Guo, Z. Zhu, R. D. Dilley, T. Beckmann, G. L. Schmidt, J. L. Dwyer, M. J. Hughes, and B. Laue, “Cloud detection algorithm comparison and validation for operational Landsat data products,” Remote Sensing of Environment, vol. 194, pp. 379 – 390, 2017.

[15] K. Enomoto, K. Sakurada, W. Wang, H. Fukui, M. Matsuoka, R. Nakamura, and N. Kawaguchi, “Filmy cloud removal on satellite imagery with multispectral conditional generative adversarial nets,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, 2017, pp. 48–56.

[16] C. Grohnfeldt, M. Schmitt, and X. Zhu, “A conditional generative adversarial network to fuse sar and multispectral optical data for cloud removal from sentinel-2 images,” in 2018 IEEE International Geoscience and Remote Sensing Symposium, July 2018, pp. 1772–1775.

[17] V. Sarukkai, A. Jain, B. Uzkent, and S. Ermon, “Cloud removal from satellite images using spatiotemporal generator networks,” in Winter Conference on Applications of Computer Vision, 2020, pp. 1796–1805.

[18] P. Isola, J.-Y. Zhu, T. Zhou, and A. A. Efros, “Image-to-image translation with conditional adversarial networks,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 1125–1134.

[19] J.-Y. Zhu, T. Park, P. Isola, and A. A. Efros, “Unpaired image-to-image translation using cycle-consistent adversarial networks,” in Proceedings of the IEEE International Conference on Computer Vision, 2017.

[20] J. Ahn, S. Cho, and S. Kwak, “Weakly supervised learning of instance segmentation with inter-pixel relations,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 2209–2218.

[21] Z. Huang, X. Wang, J. Wang, W. Liu, and J. Wang, “Weakly-supervised semantic segmentation network with deep seeded region growing,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 7014–7023.

[22] A. Kolesnikov and C. H. Lampert, “Seed, expand and constrain: Three principles for weakly-supervised image segmentation,” in European conference on computer vision. Springer, 2016, pp. 695–711.

[23] Y. Wang, J. Zhang, M. Kan, S. Shan, and X. Chen, “Self-supervised equivariant attention mechanism for weakly supervised semantic segmentation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2020, pp. 12 275–12 284.

[24] Y. Wei, J. Feng, X. Liang, M.-M. Cheng, Y. Zhao, and S. Yan, “Object region mining with adversarial erasing: A simple classification to semantic segmentation approach,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 1568–1576.

[25] A. Chattopadhay, A. Sarkar, P. Howlader, and V. N. Balasubramanian, “Grad-cam++: Generalized gradient-based visual explanations for deep convolutional networks,” in Winter Conference on Applications of Computer Vision. IEEE, 2018, pp. 839–847.

[26] R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh, and D. Batra, “Grad-cam: Visual explanations from deep networks via gradient-based localization,” in Proceedings of the IEEE international conference on computer vision, 2017, pp. 618–626.

[27] B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba, “Learning deep features for discriminative localization,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 2921–2929.

[28] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks for biomedical image segmentation,” in International Conference on Medical image computing and computer-assisted intervention. Springer, 2015, pp. 234–241.

[29] Y. Choi, M. Choi, M. Kim, J.-W. Ha, S. Kim, and J. Choo, “Sturan: Unified generative adversarial networks for multi-domain image-to-image translation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018.

[30] V. Mnih and G. E. Hinton, “Learning to label aerial images from noisy data,” in Proceedings of the 29th International conference on machine learning (ICML-12), 2012, pp. 567–574.

[31] D. Rolnick, A. Veit, S. Belongie, and N. Shivat, “Deep learning is robust to massive label noise,” arXiv preprint arXiv:1705.10694, 2017.

[32] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 770–778.

[33] Y. Wei, J. Feng, X. Liang, M.-M. Cheng, Y. Zhao, and S. Yan, “Object region mining with adversarial erasing: A simple classification to semantic segmentation approach,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 12 275–12 284.

[34] P. Yakubovskiy, “Segmentation models Pytorch,” https://github.com/qubvel/segmentation_models.pytorch, 2020.

[35] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” CoRR, vol. abs/1412.6980, 2015.