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Abstract: Today we are living in the “information age” where data is the capital of the new economy. With the rapidly growing data every day on online portals and social networking websites, today industries are collecting and analyzing more data than before. Though data is readily available but finding valuable insights out of it is a real task. With easy accessibility of the data, new technologies, and a cultural shift towards data-driven decision making drives the need for Sentiment Analysis (SA) and makes it relevant in most of the domains like politics, marketing, healthcare, etc. This rapidly increasing information on different domains has motivated researchers to develop a cross-domain sentiment analysis model. For the development of this model, we have analyzed the performance of supervised and unsupervised models on benchmark datasets for the cross-domain analysis. The models chosen for the supervised is the Support Vector Machine (SVM) and for the unsupervised approach we have used a combination of Vader wherein the testing results showed that the supervised algorithms performed well in comparison to the unsupervised algorithm.

Keywords: Cross-Domain Sentiment Analysis, Supervised Algorithms for Cross-Domain, SVM for SA, Unsupervised Algorithms for Cross-Domain, Vader SA.

I. INTRODUCTION

Cross-domain sentiment classification is the classification of the target domain using the knowledge from the source domain that is independent of the target domain. This kind of model provides benefits to different organizations to provide the utmost services to their users in analyzing any domain of dataset for enhancing their information and boost their level of service they have been giving [1, 2]. These kinds of models significantly reduce the workload of data annotators in annotating any new dataset required for the analysis. One of the most important data platforms for cross-domain analysis is Twitter which is a popular platform for generating the user opinion online where millions of people tweets in a few seconds on viral topics of different domains in real time[3]. This has raised the issue of having the annotated data for the application of supervised algorithms. The data annotation is also a rigorous and time-consuming task and if the dataset has poorly annotated data then it always leads to poor results. Hence this leads researchers to use the lexicon-based approach. A lexicon-based approach is an unsupervised approach that does not require an already annotated dataset. This uses the thesaurus that has the sentiment polarity score of each word in its dictionary. Using that polarity score the cumulative score of sentence is calculated for interpreting the sentiment of the overall sentence.

However, it is important to note that an unsupervised approach also suffers in giving the accuracy as per the already done researches[4]. The reason for giving less accuracy is due to the words which are not available in the lexicon dictionary and are contributing to providing the overall sentiment of the sentence. This happens because most data taken for analysis is from twitter and the brevity of Twitter is such that it uses less uniformed text but more slang language [5]. In this study to show the performance effect of supervised and unsupervised approaches, The Support Vector Machine (SVM) model is being used for supervising approach, and for an unsupervised based approach, we have used lexicon-based Vader[6]. In [8], the authors use NB, SVM, k-NN classifiers with appropriate feature selection and reduction schemes for SA of consumer feedback data which shows that linear SVM’s attain good accuracy on data that is difficult even for human annotators to analyze. Hence we have adopted the Support Vector Machine (SVM) for the application of a machine learning algorithm for the proposed analysis task. We have utilized the Vader, which is a rule-based lexicon for the better handling of the context of microblogs and its benefits seen in [9–11]. For the comparison of their accuracy F1 score is calculated which is a harmonic mean of precision and recall used for an imbalanced dataset on the benchmark dataset to compare the performance of the models which is a harmonic mean of precision and recall used for an imbalanced dataset on the benchmark dataset to compare the performance of the models.

II. LITERATURE REVIEW

In this section, we have reviewed the effect of lexicon-based unsupervised and supervised approaches used in sentiment analysis.

a. Lexicon Based:

The lexicon-based approaches are used widely for providing the domain adaptability in the model. The lexicon-based approaches utilize either the already existing lexicon or developed the lexicon to ascertain the sentiment in diverse domains based on the polarity score of each word mentioned lexicon. In [12] the lexicon-based approach is used for feature summarization of a large number of product reviews. The author in [13] developed a general-purpose lexicon using opinion mining for the sentiment analysis. This approach extracted the features which are carrying sentiment in the sentence and assign the polarity score for the given target domain in a domain adaptable model. The domain adaptability also uses sensitive sentiment thesaurus [14] using labeled and unlabeled data for both the source and target domains.
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Sentiment sensitivity lexicons are created to find the association between words that express similar sentiments in different domains. Authors in [15] propose a lexicon approach for SA containing words as well as phrases. They have used affix patterns to generate further words like inX, disX, Xful, etc. that helps in giving more accuracy by learning the lexicon-based approach on these affix rules. In [10], the authors carry out SA of movie reviews using SentiWordNet [11] and a domain-specific lexicon. They compute the polarity class and the strength per aspect.

b. **Supervised Based Approach:**

For sentiment analysis [16] was one of the earliest supervised models for SA. In this, the authors applied the three machine learning algorithms for the SA of movie reviews. They employ Naïve Bayes (NB), MaxEnt, and SVM for the analysis and analyze the factors that make the sentiment classification approach more challenging. The author in [17] describes the disadvantage of using SVM in a cross-domain approach. The author illustrates that the cross-domain models suffer from the labeled data and cannot perform well with different sources and targeted datasets. Authors in [18] use the semi-supervised approaches for the sentiment classification. In the proposed approach author has utilized both supervised and unsupervised approaches for the sentiment analysis. Using the lexicon-based unsupervised approach, authors have annotated the dataset and then the SVM is applied for SA. In [19, 20] authors have shown the good results of SA for the same target and source domain datasets and showed that in cross-domain no machine learning (ML) algorithm can work well in individuals. The supervised algorithms can either work with multisource input data for any other given target data[3, 21, 22] or using the hybrid approaches[23, 24].

**Contribution and Objective:** In the surveyed literature, supervised and unsupervised approaches are discussed for the cross-domain SA. However, in all the researches no one has concluded about the effect of supervised only and unsupervised only approaches in cross-domain SA. They have discussed the usage of a lexicon-based approach which is utilized mostly for annotating the unlabeled datasets and their scope in providing the domain adaptability. They have also discussed the limitation of a supervised algorithm in the development of domain adaptable systems and their efficiency in non-adaptable models. This work aims to find the underlying gap of these approaches in developing a domain adaptable or a cross-domain SA model.

### III. Experimental Dataset:

The data set is a multi-domain benchmark dataset taken from amazon reviews for four different product types: books, DVDs, electronics, and kitchen appliances [25]. Reviews contain star ratings (1 to 5 stars) that can be converted into binary labels if required. Reviews are binary classified into a positive and negative category only, and the neutral category is discarded. Reviews with rating “>3” are labeled positive reviews and those with rating “<3” are labeled as negative reviews. From the analysis standpoint, we have chosen four domains i.e. Book, DVD, Electronics, and Health. Each domain has 1000 reviews and each has 500 positive and 500 negative reviews.

### IV. **Framework for Cross-Domain SA:**

For the effective analysis of supervised and unsupervised approaches, we have selected the SVM model and Vader lexicon approach respectively. For performing analysis, all the selected multi-domain datasets are passed through the following phases:

- **Preprocessing of Dataset:**

  The data set available in the repository are in tar format are extracted and cleaned using the python NLTK, the dataset is tokenized and lemmatized for getting the root of the word that will be used in possessing the sentiment in the text. All the punctuations and stopwords (excepting the negations, and word connectors like but, kind of, very, much) are also cleaned for the analysis as these are extra words only and do not contribute in sentiment. After cleaning the text, the word vector matrix is being created using the TF-IDF approach as shown in figure 1.

**Table I: Data Integration for Cross-Domain Sentiment Analysis**

| Annotation Source Dataset 1 | Source Dataset 2 | Target Dataset |
|-----------------------------|------------------|----------------|
| A1, B1 Book Kitchen         | DVD              |
| A2, B2 Book Health          | DVD              |
| A3, B3 Kitchen Book Electronics |        |
| A4, B4 Kitchen Book Health |

- **Supervised SVM Implementation:**

  To implement the supervised SVM model, we have applied the multisource source domain dataset to predict the single target source dataset (MSSTD) [25]. The reason for adopting MSSTD is to enhance the labeled dataset for the application of a supervised model on the target domain. This enhanced dataset is used to transfer the features into a model to adapt to the target domain.
The domain adaptability across the different domains required the domain-independent features to be passed into the model so that it can learn on any domain [21, 26]. Hence we have applied the following combinations of domains to achieve the domain adaptability in the model. The datasets are shown in table 1. The Linear Kernel supervised SVM is applied to the four different combinations of datasets \{(A1, B1),(A2, B2),(A3, B3),(A4, B4)\} where A1 to A4 is annotated for supervised and B1-B4 is annotated for Vader models. The supervised SVM is passed with one gram and 2-gram features vector and the model is trained with 5 fold cross-validation on the datasets. The split ratio selected for the training and testing purpose is a 70:30% ratio. The Model is shown in figure 2.

- **Vader lexicon-based Unsupervised Approach:**
  
  Vader is the lexicon-based model developed for the short text live streaming of the dataset for the classification of SA[6]. This is a rule-based model that extracts the aspect of the sentiment from the sentence based English grammar rules. It effectively applies the rule of negations, sentiment booster, punctuations, and the connectors in giving the sentiment about any review. This is the reason for the preprocessing phase of text data; we have not removed such words from the text. Similarly, we have tested this model on the datasets mentioned in table1. This creates the symmetry between the models to apply the test.

### I. RESULT & CONCLUSION:

The cross-domain sentiment analysis model is tested on two frameworks, the Supervised and unsupervised framework. Both models are tuned with the same set of features for the application of domain adaptability in the framework. The approaches are tested on the datasets \{(A1, B1),(A2, B2),(A3, B3),(A4, B4)\} as shown in table1, where A1 to A4 represent the results for SVM and B1 to B4 represent the results for the unsupervised approach Vader. The results are reported in table 2. Both model's accuracy is measured using the harmonic mean of precision and recall, i.e. F1-score. The experiment carried out in this research investigated that the supervised algorithms outperform the lexicon-based approach. The supervised algorithms required a sufficient annotated dataset for achieving the good results in cross-domain that we provided through multiple sources given dataset for a single target domain and hence achieves good accuracy in the model. Whereas, Vader plays an important role when there is no annotated dataset available for the target domain then in that scenarios only they are relevant.
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| Book+Kitchen -> DVD(A1) | Book+Health -> DVD(A2) | Kitchen+Book -> Electronics(A3) | Kitchen+Health -> Book(A2) |
|-------------------------|------------------------|-------------------------------|-----------------------------|
| SVM                     | SVM                    | SVM                           | SVM                         |
| Precision               | Recall                 | F1-Score                      | Precision                   |
| -                       | -                      | -                             | -                           |
| Negative                | Positve                | Accuracy                      | Negative                    |
| 0.79                    | 0.72                   | 0.75                          | 0.73                        |
| 0.74                    | 0.81                   | 0.77                          | 0.79                        |
| Positive                | Accuracy               | Accuracy                      | Positive                    |
| 0.79                    | 0.79                   | 0.78                          | 0.79                        |
| 0.74                    | 0.69                   | 0.74                          | 0.74                        |
| Accuracy                | Accuracy               | Accuracy                      | Accuracy                    |
| 25.20%                  | 28.20%                 | 78.10%                        | 78.10%                      |
| Book+Kitchen -> DVD(B1) | Book+Health -> DVD(B2) | Kitchen+Book -> Electronics(B3) | Kitchen+Health -> Book(B2) |
| VADER                   | VADER                  | VADER                         | VADER                       |
| Precision               | Recall                 | F1-Score                      | Precision                   |
| -                       | -                      | -                             | -                           |
| Negative                | Positive               | Accuracy                      | Negative                    |
| 0.74                    | 0.53                   | 0.62                          | 0.74                        |
| 0.58                    | 0.86                   | 0.73                          | 0.73                        |
| Positive                | Accuracy               | Accuracy                      | Positive                    |
| 0.62                    | 0.9                    | 0.74                          | 0.74                        |
| 0.74                    | 0.88                   | 0.73                          | 0.73                        |
| Accuracy                | Accuracy               | Accuracy                      | Accuracy                    |
| 62.20%                  | 67.20%                 | 64.90%                        | 64.90%                      |

Table II: Analysis Table of Supervised and Unsupervised Approach

Effective Analysis of Supervised & Unsupervised Algorithm

- Accuracy Supervised
- Accuracy Unsupervised

Cross Domain Source Domain Dataset

Fig. 4. Performance graph of Supervised and Unsupervised approach
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