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Abstract

In this paper we focus on the mobile sensor coverage problem formulated as a continuous locational optimization problem. Cortès et al. first proposed a distributed version of the Lloyd descent algorithm with guaranteed convergence to a local optima. Since then researchers have studied a number of variations of the coverage problem. The quality of the final solution with the Lloyd descent depends on the initial sensor configuration. Inspired by the recent results on a related $k$-means problem, in this paper we propose the \textit{weighted-$D^2$} sampling to choose the initial sensor configuration and show that it yields $O(\log k)$-competitive sensor coverage before even applying the Lloyd descent. Through extensive numerical simulations, we show that the initial coverage with the \textit{weighted-$D^2$} sampling is significantly lower than that with the uniform random initial sensor configuration. We also show that the average distance traveled by the sensors to reach the final configuration through the Lloyd descent is also significantly lower than that with the uniform random configuration. This also implies considerable savings in the energy spent by the sensors during motion and faster convergence.

1 Introduction

Sensor coverage is a fundamental issue in large-scale sensing. It addresses the question of when and where to place the sensors. With the advent of miniaturized wireless sensors, sensing is now possible at unprecedented scales. Naturally, sensor coverage has received significant attention in the last decade and to date many different formulations have been proposed. In all the formulations, sensor coverage formalizes a metric for the quality-of-sensing and the sensor coverage problem aims to find an optimal or a near-optimal sensor placement which optimizes the metric.

In this paper we focus on a sensor coverage problem that is formulated as a \textit{locational optimization problem} as in [2, 4]. Locational optimization problems have long been studied in various fields in the context of static spatial resource allocation and solved in a centralized computing environment [2, 10]. Cortès et al. for the first time formulated the mobile sensor coverage problem as a locational optimization problem and developed a framework for distributed control and coordination of mobile sensors to obtain optimal coverage [2, 4]. A \textit{centroidal Voronoi configuration}, where each sensor is at the centroid of its Voronoi partition, is well-known to be an optimal solution to this problem [10]. Cortès et al. proposed a distributed \textit{Lloyd gradient descent} algorithm with the guaranteed convergence to a centroidal Voronoi configuration. According to this control algorithm, starting with an initial configuration each sensor incrementally moves towards the centroid of its Voronoi partition until the convergence [2, 4]. This work initiated the study of several variations of the mobile sensor coverage problem, for example, coverage with limited range constraints for sensing and communication [3], coverage with a generalized monotonic sensing function [12], coverage with sensor consensus and learning [13], and coverage with sensors having location-dependent sensing performance [6]. Every work focused on developing a distributed control law for sensors movement, typically as an extension of the Lloyd descent algorithm, and proved the guaranteed convergence to a locally optimal solution.

An important consideration that is seldom addressed in this area is the quality of the (locally) optimal solution obtained with the Lloyd descent. It depends on the initial sensor configuration. In the works so far, the initial sensor configuration is typically chosen uniformly at random. There is no guarantee on the optimal solution thus obtained. In this paper, we propose \textit{weighted-$D^2$} sampling to choose the initial sensor configuration, which guarantees $O(\log k)$-competitive sensor coverage before even applying the Lloyd descent algorithm. Here, $k$ denotes the number of sensors. The application of the Lloyd descent only improves the sensor coverage. Our work is inspired based on the recent work [1] by Arthur and Vassilvitskii on using $D^2$ sampling for choosing the initial centers in the related \textit{discrete $k$-means problem} for clustering with the $O(\log k)$-competitive guarantee. We prove our result in two steps. In the first step, we establish a close relationship between the sensor cover-
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age problem and a suitably selected discrete weighted k-means problem. In the second step, we extend the original result in [1] to the weighted-D^2 sampling for the weighted k-means problem. To the best of our knowledge, this is a first foray into the performance guarantees for sensor coverage before applying any control algorithm. In [11], the authors proposed a deterministic annealing approach adapted to the locational optimization problem to obtain a globally optimal solution. However, there is no guarantee on the convergence rate.

The weighted-D^2 sampling is computationally straightforward. We first create a discrete set of candidate sensor locations using a grid and assign a weight to each location. Then we choose the first sensor location at random from the discrete candidate set with the probability proportional to the weight. Subsequently, we iteratively select the next sensor location with the probability proportional to the weight times the square of the shortest distance to the sensor locations already chosen. Through extensive numerical simulations, we observe that with the weighted-D^2 sampling, the initial sensor coverage before applying the Lloyd descent is significantly lower than that with the uniform random deployment.

Another advantage of the weighted-D^2 sampling for the initial configuration is the energy spent by mobile sensors moving during the Lloyd descent. While recent works (e.g. [5,9]) aim to develop energy balancing Lloyd descent control laws, this applies once the initial configuration is chosen. The weighted-D^2 sampling already with the guarantee on the initial sensor coverage helps in significantly lowering the energy spent during the descent. Through our simulations, we find that with the weighted-D^2 sampling, the average distance traveled by the sensors to the convergence during the Lloyd descent is considerably lower than that with the uniform random initial configuration. This also means that the energy spent is also significantly lower and depending on the sensor motion dynamics, the convergence is faster.

**Organization:** In Section 2 we discuss the related work to the sensor coverage and the k-means problems. In Section 3 we define our sensor coverage problem, discuss the Lloyd descent and propose the weighted-D^2 sampling method for choosing the initial sensor configuration. In Section 4, we establish the relationship between the sensor coverage and the discrete weighted k-means problem. In Section 5 we prove the guarantees on the solution to the weighted k-means problem with the weighted-D^2 sampling. In Section 6, we show present results of the numerical simulations. In Section 7 we conclude and outline future work.

## 2 Related work

Locational optimization problems have long been studied in the areas of spatial economics and facility location [2,10]. Okabe and Suzuki present a review of a class of continuous locational optimization problems which can be addressed using Voronoi diagrams [10]. Cortês et al. formulated the mobile sensor coverage problem as a continuous locational optimization problem for the first time [2,4]. We will discuss their formulation in detail in the next section. They proposed a

Since then researchers have studied several variations of the mobile sensor coverage. Examples include coverage using sensors with limited-range sensing and communication [3], coverage with a generalized monotonic sensing function [12], coverage with sensor consensus and learning [13], and coverage over networks using sensors with location-dependent sensing performance [6]. All these works have developed variations of the Lloyd descent algorithm and proved guaranteed convergence to local optimal in a distributed setting. In recent years, there has also been some work on developing control laws that balance coverage as well as energy across sensors [5,9]. In all these works, the initial sensor placement is chosen uniformly at random. In [7] Deshpande et al. developed a version of the Lloyd descent algorithm for the sensor placement in physical networks such as water distribution networks. Using simulations, they showed that the initial sensor configuration with the D^2 sampling yields an optimal solution with better coverage than the uniform random placement, converges faster, and is also significantly closer to the globally optimal solution. In all these works there is no guarantee on the quality of the optimal solution. In [11], the authors proposed a deterministic annealing approach adapted to a class of locational optimization problems to obtain globally optimal solutions. However, there is no guarantee on the convergence rate.

A related problem in the discrete world is the k-means problem which aims to choose k centers for a given set of points such that the sum of the squared distance between each point and its closest center is minimized. This naturally partitions the points into k clusters with the points in the same cluster being the closest to the same center. The center for each cluster turns out to be the centroid of the points in that cluster. k-means is widely used as a clustering technique in unsupervised learning. While k-means problem is known to be NP-hard, a locally optimal solution can be obtained very fast using the Lloyd descent algorithm. In [1], Arthur and Vassilvitskii introduce D^2-sampling to choose k initial points and show that the solution is already O(log k)-competitive. We will discuss D^2-sampling in detail in this paper.

## 3 Coverage Problem and weighted-D^2 sampling

In this section we first introduce the sensor coverage problem and discuss the Lloyd descent algorithm. Then we propose the weighted-D^2 sampling.
3.1 Coverage problem formulation

We consider the same coverage problem formulation in 2D as in [2]. Let $Q$ denote a bounded convex region in $\mathbb{R}^2$. Let $\phi(\cdot)$ denote a nonnegative scalar density function $\phi : Q \rightarrow \mathbb{R}^+$. $\phi(q)$ can be viewed as a measure of importance of covering location $q$. Without loss of generality we assume that $\int \phi(q) dq = 1$. Let $P = (p_1, p_2, \cdots, p_k)$ denote the locations of $k$ mobile sensors in $Q$. The sensing performance at location $q$ due to the $i$th sensor located at $p_i$ degrades with the Euclidean distance $\|q - p_i\|$ between $q$ and $p_i$. We assume that it is modeled as $\|q - p_i\|^2$. For fixed sensor locations $(p_1, p_2, \cdots, p_k)$, the sensing performance function induces a Voronoi partition $\mathcal{V}(P) = \{V_1, V_2, \cdots, V_k\}$ of $Q$, where,

$$V_i = \{q \mid \|q - p_i\|^2 \leq \|q - p_j\|^2 \ \forall j \neq i\}. \quad (1)$$

The sensor located at $p_i$ covers all points in $V_i$. For given sensor locations $P$, the coverage cost or metric $H(P)$ is given by:

$$H(P) = \sum_{i=1}^{k} \int_{V_i} \|q - p_i\|^2 \phi(q) dq. \quad (2)$$

The optimal sensor coverage problem is to find an optimal sensor configuration $P^* = (p_{1}^*, p_{2}^*, \cdots, p_k^*)$ such that the coverage metric is minimized.

$$P^* = \arg \min_P H(P). \quad (3)$$

This problem is also referred to as a continuous $k$-median problem [2], [8].

3.2 Lloyd descent for coverage control

In [2] Cortés et al. show that centroidal Voronoi configuration, where each sensor is at the centroid of its own Voronoi partition, is a (locally) optimal solution to the above coverage problem. Further, they propose continuous and discrete-time variations of Lloyd’s descent algorithm to control movements of mobile sensors to reach a centroidal Voronoi configuration starting from an initial configuration. In these algorithms, a sensor moves towards the center of its Voronoi partition. As the sensors move, Voronoi partitions as well as their centroids evolve. Cortés et al. prove that the sensors converge to an optimal configuration. During the sensor location update, the algorithm ensures that the coverage metric reduces. The authors further propose an asynchronous distributed control scheme and prove its convergence as well. The quality of the optimal solution depends on the initial sensor configuration. There are no guarantees on the locally optimal coverage cost with respect to the global optimum.

3.3 Weighted-$D^2$ sampling for initial sensor configuration

We propose a weighted-$D^2$ sampling approach to select initial sensor locations. It consists of two steps. In the first step, we discretize the domain $Q$ using a uniform square grid and select the centers of cells as candidate locations. Next we use a special sampling procedure to select $k$ initial sensor locations. As shown in Figure 1, we superimpose a uniform square grid of size $\varepsilon \times \varepsilon$ on $Q$ and create $C_1, C_2, \cdots, C_n$ cells. Note that some cells are entire square grid cells, whereas the others on the boundary of $Q$ form convex polygons. We define the weight $w_i$ of each cell $C_i$ as follows:

$$w_i = \int_{C_i} \phi(q) dq. \quad (4)$$

Since we assume that $\int \phi(q) dq = 1$,

$$\sum_{i=1}^{n} w_i = 1. \quad (5)$$

We compute the center of mass $x_i$ of each cell $C_i$ as follows:

$$x_i = \frac{1}{w_i} \int_{C_i} q \phi(q). \quad (6)$$

We consider $X = \{x_1, x_2, \cdots, x_n\}$ as a set of candidates for the choice of $k$ initial sensor locations. Next we use an iterative sampling procedure to select $k$ locations from $X$. Let $D(x)$ denote the shortest distance of point $x$ to the sensor locations already chosen.

1. Select the first sensor location $p_1$ as $x_1$ at random from $X$ with the probability proportional to $w_1$.
2. Select the new location as $x_i$ at random from $X$ with the probability $\frac{w_i D(x_i)}{\sum_j w_j D(x_j)}$. Update $D(x_i)$.
3. Repeat Step (2) until we have chosen $k$ locations.

We refer to the above procedure as weighted-$D^2$ sampling. It is similar to the $D^2$-sampling proposed in [1] except that there is an additional weighing with $w_i$’s. Once we select $k$ initial sensor locations, we continue to apply the Lloyd descent algorithm. We prove the following theorem which is the central result in this paper.

**Theorem 1** Let $P = (p_1, p_2, \cdots, p_k)$ denote the set of $k$ initial sensor locations obtained by applying the above weighted-$D^2$ sampling procedure. Then,

$$E[H(P)] \leq 8(ln k + 2) H(P) + 16 \sqrt{2}(ln k + 2) \varepsilon + \sum_i J_{C_i(x_i)}, \quad (7)$$


Fig. 1. Superimposition of uniform square grid of size $\varepsilon \times \varepsilon$ on the convex domain $Q$ to generate a cell partition. Cells lying entirely within $Q$ are square grid cells. Cells on the boundary of $Q$ form convex polygonal cells.

where $J_{C_i|x_i}$ is the moment of inertia of cell $C_i$ about its center of mass $x_i$, and $D$ is the maximum distance between two Voronoi neighbors.

For a sufficiently granular grid division $\varepsilon$ the last two terms in the above statement can be ignored and bounded by a small constant. This result implies that the coverage obtained with the weighted-$D^2$ sampling is $O(\log k)$-competitive. We prove the above theorem in three parts. In the first part, we establish a relationship between the coverage metric $H(P)$ and the related coverage metric for a weighted $k$-means problem. In the second part, we show that the weighted-$D^2$ sampling provides performance guarantees on the coverage metric for the weighted $k$-means problem. In the third part, we combine the results of the first two parts to prove the main result.

4 Weighted $k$-means problem and its relation to the coverage problem

We first define the weighted $k$-means problem in generality. Let $X = \{x_1, x_2, \cdots, x_n\}$ be a set of $n$ points in $\mathbb{R}^d$. Each $x_i$ has an associated non-negative scalar weight $w_i \geq 0$. The weighted $k$-means problem involves choosing a set of $k$ points $P = (p_1, p_2, \cdots, p_k)$ from $\mathbb{R}^d$ such that $\Phi(P) = \sum_{x_i \in X} \min_{p \in P} \|x_i - p\|^2$ is minimized. The difference between the weighted $k$-means problem and the $k$-means problem (e.g. [1]) is the weighting by $w_i$’s.

Now we consider the weighted $k$-means problem in the context of the coverage problem setting that we discussed in the previous section. Let $X = \{x_1, x_2, \cdots, x_n\}$ be the set of the center of masses (Equation 6) of cells $C_i$’s as we constructed by the grid discretization of $Q$ and let $w_i$’s be the weights as defined by Equation 4. Now we establish the relationship between the metric $\Phi(P)$ for the weighted $k$-means problem and the coverage metric $H(P)$ given by the following theorem.

Theorem 2

$$H(P) \leq \Phi(P) + \sum_i J_{C_i|x_i} \leq H(P) + 2\sqrt{2}D\varepsilon, \quad (8)$$

where $J_{C_i|x_i}$ is the moment of inertia of cell $C_i$ about its center of mass $x_i$, and $D$ is the maximum distance between two Voronoi neighbors.

Proof: Let $h(C_i)$ and $\phi(C_i)$ denote the contributions associated with cell $C_i$ to the metrics $H(P)$ and $\Phi(P)$ respectively. Thus, $H(P) = \sum_i h(C_i)$ and $\Phi(P) = \sum_i \phi(C_i)$, where,

$$h(C_i) = \int_{q \in C_i} \phi(q) \min_{p \in P} \|q - p\|^2 dq \quad (9)$$

and,

$$\phi(C_i) = w_i \min_{p \in P} \|x_i - p\|^2. \quad (10)$$

Now we establish the relationship between $h(C_i)$ and $\phi(C_i)$. As discussed in Equation 1, let $V_1, V_2, \cdots, V_k$ denote the Voronoi partition associated with $p_1, p_2, \cdots, p_k$. Now we consider two cases as shown in Figure 3. In the first case, a cell lies entirely within a Voronoi partition for some sensor location. In the second case, a cell lies on the boundaries of two or more Voronoi partitions.

Case 1: Suppose $C_i$ lies entirely within some Voronoi partition. Let $V_j$ denote that partition for point $p_j$. Then,
\( \phi(C_i) = w_i \|x_i - p_j\|^2 \) and,

\[
h(C_i) = \int_{q \in C_i} \phi(q) \|q - p_j\|^2 dq. \tag{11}
\]

By parallel axis theorem,

\[
h(C_i) = w_i \|x_i - p_j\|^2 + J_{C_i|x_i}, \tag{12}
\]

where \( J_{C_i|x_i} = \int_{q \in C_i} \phi(q) \|q - x_i\|^2 dq \) is essentially the moment of inertia of cell \( C_i \) about its center of mass \( x_i \). Thus,

\[
h(C_i) = \phi(C_i) + J_{C_i|x_i}, \tag{13}
\]

**Case 2:** \( C_i \) lies on the boundaries of two or more Voronoi partitions. Suppose \( C_i \) lies at the boundaries of Voronoi partitions \( V_{i_1}, V_{i_2}, \ldots, V_{i_m} \) corresponding to the points \( p_{i_1}, p_{i_2}, \ldots, p_{i_m} \). Without loss of generality, suppose \( x_i \) lies in \( V_{i_1} \). Let \( D_{i_j} = C_i \cap V_{i_j} \) denote the part of \( C_i \) belonging to \( V_{i_j} \). Further, let \( y_{i_j} \) denote the center of mass of each \( D_{i_j} \), given by

\[
y_{i_j} = \frac{1}{v_{i_j}} \int_{D_{i_j}} q \phi(q) dq, \tag{14}
\]

where weight \( v_{i_j} = \int_{D_{i_j}} \phi(q) dq \). Note that \( w_i = \sum_{j=1}^{m} v_{i_j} \). Now, \( \phi(C_i) = w_i \|x_i - p_i\|^2 \).

\[
h(C_i) = \sum_{j=1}^{m} \int_{q \in D_{i_j}} \phi(q) \|q - p_j\|^2 dq
\]

\[
= \sum_{j=1}^{m} \left[ v_{i_j} \|y_{i_j} - p_{i_j}\|^2 + J_{D_{i_j}|y_{i_j}} \right]
\]

\[
= \sum_{j=1}^{m} \left[ v_{i_j} \|y_{i_j} - p_{i_j}\|^2 - v_{i_j} \|y_{i_j} - p_{i_j}\|^2 \right]
\]

\[
+ \sum_{j=1}^{m} \left[ v_{i_j} \|y_{i_j} - p_{i_j}\|^2 + J_{D_{i_j}|y_{i_j}} \right]
\]

\[
= \sum_{j=1}^{m} v_{i_j} \left[ \|y_{i_j} - p_{i_j}\|^2 - \|y_{i_j} - p_{i_j}\|^2 \right]
\]

\[
+ w_i \|x_i - p_{i_1}\|^2 + J_{C_i|x_i}
\]

\[
= \sum_{j=1}^{m} v_{i_j} \left[ \|y_{i_j} - p_{i_j}\|^2 - \|y_{i_j} - p_{i_j}\|^2 \right] + \phi(C_i) + J_{C_i|x_i},
\]

Rearranging the above,

\[
\|y_{i_j} - p_{i_1}\|^2 - \|y_{i_j} - p_{i_j}\|^2 = 2d_{i,j} \delta
\]

\[
\Rightarrow h(C_i) + \sum_{j=1}^{m} v_{i_j} \left[ \|y_{i_j} - p_{i_1}\|^2 - \|y_{i_j} - p_{i_j}\|^2 \right] = \phi(C_i) + J_{C_i|x_i}.
\tag{15}
\]

Note that each \( \|y_{i_j} - p_{i_1}\| \geq \|y_{i_j} - p_{i_j}\| \), Therefore,

\[
h(C_i) \leq \phi(C_i) + J_{C_i|x_i}. \tag{16}
\]

Now we bound the second term on the left hand side in Equation 15 above. As shown in Figure 3, the Voronoi partition is a perpendicular bisector of segment \( P_{i_1}P_{i_j} \). Let \( \delta \) be the length of the perpendicular projection of \( y_{i_j} \) on the Voronoi partition crossing \( P_{i_1}P_{i_j} \), which is the perpendicular bisector of \( P_{i_1}P_{i_j} \). Suppose \( |P_{i_1}P_{i_j}| = \|p_{i_1} - p_{i_j}\| = d_{i,j} \).

\[
\|y_{i_j} - p_{i_1}\|^2 - \|y_{i_j} - p_{i_j}\|^2 = \left( \frac{d_{i,j}}{2} + \delta \right)^2 + \left( \frac{d_{i,j}}{2} - \delta \right)^2 = 2d_{i,j} \delta
\]

Note that \( \delta \leq \sqrt{2} \varepsilon \). Let \( D \) denote the distance between the maximally separated Voronoi neighbors. Thus, \( \|p_{i_1} - p_{i_j}\| = d_{i,j} \leq D \). Substituting these bounds in the above equation, we obtain,

\[
\|y_{i_j} - p_{i_1}\|^2 - \|y_{i_j} - p_{i_j}\|^2 = 2d \delta \leq 2\sqrt{2} \varepsilon D. \tag{17}
\]
Substituting Equation 17 into Equation 15,
\[
\phi(C_i) + J_{C_i|x_i} \leq h(C_i) + \sum_{j=1}^{m} \psi_j 2\sqrt{2\varepsilon} D
\]
\[
\leq h(C_i) + 2\sqrt{2} w_i \varepsilon D
\]  
(18)

Combining Equation 13 in Case 1 and Equation 16 in Case 2, and summing over all cells, we obtain,
\[
H(P) \leq \Phi(P) + \sum_i J_{C_i|x_i}.
\]  
(19)

Combining Equation 13 in Case 1 and Equation 18 in Case 2, and summing over all cells, we obtain,
\[
\Phi(P) + \sum_i J_{C_i|x_i} \leq H(P) + 2\sqrt{2} D\varepsilon \sum_{i \in B(V)} w_i,
\]  
(20)

where \(B(V)\) denotes the set of cells that are on the boundaries of the Voronoi partition. Equation 5 implies that \(\sum_{i \in B(V)} w_i \leq 1\). Substituting above, we obtain:
\[
\Phi(P) + \sum_i J_{C_i|x_i} \leq H(P) + 2\sqrt{2} D\varepsilon.
\]  
(21)

Equations 19 and 21 imply the main result of the theorem. \(\Box\)

5 Guarantees on the weighted k-means solutions with weighted-D^2 sampling

In this section, we show that the weighted-D^2 sampling yields \(O(\log k)\)-competitive solution to the weighted k-means problem. Note that this result is not just applicable to the specific weighted k-means instance we considered in the previous section, but holds true in general. We essentially extend the result in [1] for \(D^2\) sampling. Let \(\Phi_{OPT}\) denote an optimal solution to \(\Phi(P)\). We prove the following result.

**Theorem 3** The weighted-D^2 sampling procedure in Section 3.3 applied to the weighted k-means problem yields the following guarantee:
\[
E[\Phi(P)] \leq 8(ln k + 2) \Phi_{OPT}.
\]  
(22)

Since the proof of the above theorem exactly follows and extends the steps in [1], we have included the proof in Appendix 8. Now we are ready to prove Theorem 1.

**Proof of Theorem 1**: Using the left hand side bound in Theorem 2 and Theorem 3,
\[
E[H(P)] \leq E[\Phi(P)] + \sum_i J_{C_i|x_i}
\]
\[
\leq 8(ln k + 2) \Phi_{OPT} + \sum_i J_{C_i|x_i}.
\]

\(\Phi_{OPT} \leq \Phi(P^*)\), where \(P^*\) is the optimal solution to \(H(P)\) as in Equation 3. Substituting above and also using the right hand side bound in Theorem 2,
\[
E[H(P)] \leq 8(ln k + 2) \Phi(P^*) + \sum_i J_{C_i|x_i}
\]
\[
\leq 8(ln k + 2) H(P) + 16\sqrt{2}(ln k + 2) D\varepsilon + \sum_i J_{C_i|x_i}.
\]

\(\Box\)

6 Numerical Results

We performed numerical simulations to compare the sensor coverage performance of the initial sensor configuration chosen with the weighted-D^2 sampling to that with the uniform random initial placement. In particular, for these two types of initial configurations, we compare the initial coverage, the final coverage after applying the Lloyd descent, and the distance traveled by sensors during the descent, which is closely related to the energy spent during the descent. We performed our simulations in Matlab. We set the domain \(Q\) as a unit square with the vertices at \([0,0],[1,0],[1,1]\) and \([0,1]\). We consider the density function \(\phi(x,y)\) as a superposition of two Gaussians given by:
\[
\phi(x,y) = \frac{1}{A} e^{-10(x-0.75)^2 - 2(y-0.75)^2}
\]
\[
+ \frac{1}{A} e^{-20(x-0.25)^2 - 2(y-0.25)^2}.
\]  
(23)

The centers of two Gaussians are located at \((0.25,0.25)\) and \((0.75,0.75)\). \(A = 0.610882\) is the normalization constant such that \(\int_\Omega \phi(x,y)dxdy = 1\). In order to obtain the initial sensor configuration with the weighted-D^2 sampling, we discretize the domain into grid cells of size \(\varepsilon \times \varepsilon\) and sample \(k\) locations from the set of the centers of masses of the grid cells according to the algorithm in Section 3.3. For the case of the initial configuration with the uniform random sampling, we choose \(k\) locations uniformly at random from the unit square. We present the results for the three scenarios. In the first scenario, we set \(k = 10\) and choose \(\varepsilon = 0.1\), i.e., we choose a grid division of \(10 \times 10\) cells. In the second scenario, we set \(k = 10\), but choose \(\varepsilon = 0.05\) with \(20 \times 20\) grid cells to understand the effect of discretization. In the last scenario, we increase the number of sensors to \(k = 20\) with \(\varepsilon = 0.05\). In each scenario,
scenario, we performed 50 simulation runs for each type of the initial sensor configuration. In each run, we apply the Lloyd descent until the sensors converge to the final configuration. In each iteration of the Lloyd descent, every sensor moves towards the center of its Voronoi cell with the proportional gain of $K = 10$. We choose the convergence criterion as the mean $L1$-norm of the sensor position change during each iteration being less than $1E^{-4}$. During each iteration, we compute the sensor coverage and also keep track of the distances traveled by the sensors. We discuss our observations below.

As an illustration, from the runs for the first scenario of $k = 10$ and $\varepsilon = 0.1$, Figure 4 (a) and (b) respectively show an example initial sensor configuration for the weighted-$D^2$ sampling case and the uniform random case. In each case, the contours of the underlying field density function $\phi(\cdot)$ are shown. The Voronoi diagrams of the sensor locations are also shown. Figure 5 shows the coverage for each case during the iterations of the Lloyd descent. In this example, the initial coverage for the weighted-$D^2$ case is much lower than the uniform random case. We consistently observe this trend across multiple runs as we will discuss shortly. In both cases, across the iterations, the final coverage is close to each other. However, for the uniform random deployment, in the initial round of iterations each sensor travels much longer distance. Figure 4 (c) and (d) show the trajectories of the sensor locations in each case during the Lloyd descent. The red squares represent the final sensor configuration after the convergence. We note that the paths traveled in the uniform random case are considerably longer than the weighted-$D^2$ sampling case, and again, we consistently observe this trend across multiple runs.

In Table 1 and Table 2, we present the summary statistics across multiple runs for each of the three scenarios considered here. Table 1 shows, for the cases of weighted-$D^2$ and uniform random deployments, the average initial coverage, the average final coverage, the standard deviations across multiple runs and also the % improvement in the initial coverage with the weighted-$D^2$ sampling over the uniform random sampling. For all the scenarios, both types of deployments lead to similar final coverage values through the Lloyd descent. For each scenario, the initial coverage with the weighted-$D^2$ sampling is about 1.5 times the final coverage value, whereas for the uniform random case, the initial coverage is 2.3 times the final coverage value. In each scenario, the weighted-$D^2$ sampling yields on average over 30% improvement in the initial coverage than the uniform random deployment. Between the first and second scenario, we note that the initial and final coverage values for the weighted-$D^2$ sampling are not too different indicating that the grid size granularity of $\varepsilon = 0.1$ is sufficient compared to $\varepsilon = 0.05$.

Table 2 shows for each case of the deployment the comparison of the average across multiple runs for the average distance traveled by each sensor during the Lloyd descent. The table also shows the standard deviations across the runs and the % improvement in the average distance traveled per sensor with the weighted-$D^2$ sampling over the uniform random case. We note that the average distance traveled per sensor is reduced by at least 30% for $k = 10$ with the weighted-$D^2$ sampling over the uniform sampling case and the reduction is 25% for $k = 20$. Thus, besides providing the guarantee on the optimal solution before even applying the Lloyd descent, the weighted-$D^2$ also leads to significant energy savings during the descent. If the sensor motion dynamics is the same in both cases, this also implies faster convergence to the optimal solution.

7 Conclusions and Future work

In this paper we revisited the mobile sensor coverage problem formulated as a continuous locational optimization problem. The Lloyd descent algorithm yields a locally optimal solution with the guaranteed convergence. Researchers have extensively studied variations of this coverage problem and have proposed distributed versions of the variations of the Lloyd descent algorithm to achieve locally optimal solutions with guaranteed convergence. The quality of the final solution depends on the initial sensor configuration which is typically chosen uniformly at random. In this paper, we focus on the original
show that the initial coverage with the weighted-\(D^2\) sampling is significantly lower than the uniform random initial sensor configuration. We also showed that the average distance traveled by the sensors to reach the final configuration through the Lloyd descent is also significantly lower with the weighted-\(D^2\) sampling than that with the uniform random initial deployment. This also means considerable savings in the energy spent by the sensors during motion and faster convergence.

In future, we plan to extend this work to address guaranteed coverage for the variations of the coverage problem such as generic monotonic sensing performance functions. We also plan to extend the sampling procedure to include the learning of the density function.
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Lemma 4 Let \( P^o \) denote an optimal solution to \( \Phi(P) \). Thus, \( \Phi_{OPT} = \Phi(P^o) \).

**Lemma 5** Let \( p^o \) denote an arbitrary center from the optimal solution \( P^o \) and let \( A \) denote the cluster of \( x_i \)'s that are covered by \( p^o \). Consider another clustering with just one center \( x_i \) which is chosen from \( A \) with the probability proportional to \( w_i \). Then,

\[
E[\phi(A)] = 2\phi_{OPT}(A).
\]

**Proof:** \( p^o \) is the center of mass of \( A \). Thus,

\[
p^o = \frac{\sum_{i \in A} w_i x_i}{\sum_{i \in A} w_i}.
\]

In the last equation above, note that the first two terms on the right hand side are the same and each is reduced to \( \sum_{i \in A} w_i \|x_i - p^o_i\|^2 \). The third term is 0 by the definition of center of mass in Equation 25. Therefore,

\[
E[\phi(A)] = 2 \sum_{i \in A} w_i \|x_i - p^o_i\|^2 = 2\phi_{OPT}(A).
\]

\( \Box \)

**Lemma 5** Let \( p^o \) denote an arbitrary center from the optimal solution \( P^o \) and let \( A \) denote the cluster of \( x_i \)'s that are covered by \( p^o \). Consider another arbitrary clustering \( C \). If we add another center to \( C \) chosen from \( A \) with weighted-D\(^2\) sampling, then \( E[\phi(A)] \leq 8\phi_{OPT}(A) \).

**Proof:** Let \( D(x) \) denote the shortest distance of \( x \) to the already existing centers in \( C \). Given that we add a new center from \( A \), the probability that we choose \( x_i \in A \) is \( \frac{w_i D(x_i)^2}{\sum_{i \in A} w_i D(x_i)^2} \). After choosing \( x_i \), each \( x_j \in A \) will contribute \( w_j \min(D(x_j), \|x_i - x_j\|)^2 \) to \( \phi(A) \). Therefore,

\[
E[\phi(A)] = \sum_{i \in A} \frac{w_i D(x_i)^2}{\sum_{i \in A} w_i D(x_i)^2} \sum_{j \in A} w_j \min(D(x_j), \|x_i - x_j\|)^2.
\]

By triangle inequality, \( D(x_i) \leq D(x_j) + \|x_i - x_j\| \) for all \( x_i, x_j \). By squaring both sides, we have \( D(x_i)^2 \leq D(x_j)^2 + \|x_i - x_j\|^2 + 2 \|x_i - x_j\| D(x_j) \). Note that \( D(x_j)^2 + \|x_i - x_j\|^2 \geq 2 \|x_i - x_j\| D(x_j) \). Therefore we have \( D(x_i)^2 \leq 2D(x_j)^2 + 2 \|x_i - x_j\|^2 \). Multiplying by \( \frac{w_i}{\sum_{j \in A} w_j} \) and summing over all \( j \in A \), we get

\[
D(x_i)^2 \leq \frac{2}{\sum_{j \in A} w_j} \sum_{j \in A} w_j D(x_j)^2 + \frac{2}{\sum_{j \in A} w_j} \sum_{j \in A} w_j \|x_i - x_j\|^2
\]
Substituting in 26,

\[
E[\phi(A)] \leq \sum_{i \in A} \frac{2w_i}{\sum_{j \in A} w_j} \sum_{j \in A} w_j D(x_j)^2 \sum_{i \in A} w_i D(x_i)^2 \\
+ \sum_{i \in A} \frac{2w_i}{\sum_{j \in A} w_j} \sum_{j \in A} w_j \|x_i - x_j\|^2 \sum_{i \in A} w_i D(x_i)^2 \\
\times \sum_{j \in A} w_j \min(D(x_j), \|x_i - x_j\|)^2.
\]

In the first expression, we substitute \(\min(D(x_j), \|x_i - x_j\|)^2 \leq \|x_i - x_j\|^2\), and in the second expression, we substitute, \(\min(D(x_j), \|x_i - x_j\|)^2 \leq D(x_j)^2\).

\[
E[\phi(A)] \leq 4 \sum_{i \in A} \frac{u_i}{\sum_{i \in A} u_i} \sum_{i \in A} w_j \|x_i - x_j\|^2 \\
= 8\Phi_{OPT}(A).
\]

The last step above follows from Lemma 4. \(\square\)

We have now shown that as long as our sampling chooses centers from each cluster from the optimal solution \(P^o\), the cost metric is competitive. The lemma below bounds the total error.

**Lemma 6** Let \(C\) be an arbitrary clustering obtained by choosing some \(x_i\)'s as centers. Let \(C_{OPT}\) be the clustering corresponding to the optimal solution \(P^o\). A cluster from \(C_{OPT}\) is “uncovered” if none of the \(x_i\)'s in that cluster are part of the centers of \(C\). Let \(X_u\) denote the set of “uncovered” points in these clusters. Also, let \(X_c = X - X_u\). Now suppose we add \(t \leq u\) random centers to \(C\) chosen with the weighted-\(D^2\) sampling. Let \(C'\) denote the resulting clustering and let \(\Phi'\) denote the corresponding cost metric. Then,

\[
E[\Phi'] \leq (\Phi(X_c) + 8\Phi_{OPT}(X_u)) \cdot (1 + H_t) + \frac{u - t}{u} \cdot \Phi(X_u).
\]

Here, \(H_t\) denotes the harmonic sum, \(1 + \frac{1}{2} + \cdots + \frac{1}{t}\).

The proof of the above lemma follows the exact argument in [1] word to word and hence, it is not repeated here. Now we are ready to prove Theorem 3.

**Proof of Theorem 3**: Let \(C\) denote the clustering after choosing the first center in Step (1) of the weighted-\(D^2\) sampling. Let \(A\) be the cluster from \(C_{OPT}\) which contains this first center. After applying Lemma 6 with \(t = u = k - 1\) and \(A\) being the only covered cluster, we obtain,

\[
E[\Phi] \leq (\Phi(A) + 8\Phi_{OPT} - 8\Phi_{OPT}(A)) \cdot (1 + H_{k-1}).
\]

The result follows from Lemma 4 and \(H_{k-1} \leq \ln k + 1\).