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Abstract: We address the problems of modeling and controlling multi-energy microgrids (meMGs) composed of an electrical and a thermal system, which are connected via heat pumps (HPs). At first, we model the individual subsystems in a port-Hamiltonian (pH) framework. Then, by exploiting the structural properties of pH systems, we interconnect the subsystems in a passivity-based manner and show that the overall meMG is shifted passive with respect to the control input-output mapping. We then use this property to propose a distributed passivity based-control (PBC) that addresses frequency and temperature regulation by utilizing the resources in the meMG in a proportional fashion and renders the closed-loop equilibrium asymptotically stable.
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1. MOTIVATION

As a leaping step towards sustainable and zero-carbon energy systems, integration of renewable-energy-based intelligent technologies have increased remarkably in various energy-sectors, e.g., microgrids (MGs) (Hatzigiroyiou et al., 2007), district heating systems (DHSs) (Scholten et al., 2017) and many more. There are remarkable benefits when a multi-energy system is considered as a whole, e.g., energy losses, costs and emissions can be reduced (Geidl and Andersson, 2007). An example would be a DHS with combined heat and power (CHP) units and heat pumps (HPs) that act as links between heat and electricity networks, enabling better system flexibility and utilization of renewable energy sources (RESs) (Lund et al., 2017).

Despite of the advantages mentioned above, it is often still the case that clean energy technologies are defined and understood separately, i.e., as single energy sectors, which hinders achieving better overall system flexibility and efficiency (Lund et al., 2017). For example, the term microgrid often solely focuses on the electrical sector, which then misses a broader view that includes the aspects of heating and cooling in its design. Some interesting works that combine electrical and thermal systems are mentioned in the sequel. In (Awad et al., 2009), the problem of optimal power flow is investigated for a combination of electric and thermal networks, where in (Mancarella et al., 2011), the effects of HPs and CHPs on the operation of low voltage networks have been studied and it shows how a smart combination of electric and thermal networks can efficiently deal with the increasing integration of RESs.

As multi-energy systems are complex, heterogeneous and nonlinear networked systems, modeling and control is a challenging task. In this regard, port-Hamiltonian (pH) systems and passivity-based-control (PBC) (Ortega et al., 2002; van der Schaft, 2000) provide a promising structure-based framework to model and control such systems. In (Ramirez et al., 2013), the pH framework has been used to model a multi-energy system that comprises thermodynamic and mechanical systems. In (Strehle et al., 2018), the advantages of pH modeling for coupled electricity and gas systems have been investigated through a case study. Furthermore, (Fiaz et al., 2013) presents a pH approach to modeling of power networks, while (Hauschild et al., 2020) introduces a pH-based model for DHSs. In (Machado et al., 2020), the authors present a model of a DHS and show that the system is shifted passive.

Inspired by these promising approaches, in the present paper we consider a multi-energy microgrid (meMG) which is composed of an electrical and a thermal system (DHS) which are connected via HPs. In this setting, the two main contributions of this paper are as follows. At first, we derive models of the individual subsystems of the meMG as pH systems and interconnect them in a passivity-based manner such that the overall meMG results again in a pH system. This structure is then exploited to show that the meMG is shifted passive with respect to the control input-output mapping. The latter result is instrumental for deriving our second main contribution, which is a distributed PBC for the integrated meMG using consensus protocols. The control law addresses the objectives of frequency regulation, supply temperature regulation and achieves an identical marginal cost condition between the controllable units in the meMG. Finally, we show that the closed-loop equilibrium of the meMG in feedback with the PBC is asymptotically stable by using the composite Hamiltonians as a Lyapunov function.

2. PRELIMINARIES

2.1 Notation

We denote by $I_n$ the $n \times n$ identity matrix, by $0_{n \times m}$ the $n \times m$ matrix with all entries equal to zero and by $1_n$ the column vector of size $n$ with all entries equal to one. Let $Z \in \mathbb{R}^{n \times n}$ be a symmetric matrix. If $Z$ is positive (negative) definite, we denote this by $Z > 0$. 

(Z < 0). If Z is positive (negative) semidefinite, we denote this by Z ≥ 0 (Z ≤ 0). For a set \( N \), \(|N|\) denotes its cardinality and \( |N|^k \) denotes the set of all subsets of \( N \) that contain \( k \) elements. For a matrix \( A \), \(|A|\) denotes the matrix whose entries are the absolute values of those of \( A \). For a scalar \( x_i \in \mathbb{R} \), \( \text{col}(x_i) \) denotes a column vector and \( \text{diag}(x_i) \) denotes a diagonal matrix. A block diagonal matrix with block diagonal entries \( A_i \in \mathbb{R}^{n \times n} \) is denoted by \( \text{blockdiag}(A_i) \). Furthermore, for a function \( f(x) \), \( \nabla f \) denotes \((\partial f)/\partial x_j\).  

2.2 Electrical network model

We consider a Kron-reduced model, see (Kundur, 1994), for the electrical system of the meMG, whose topology is represented by a weighted undirected and connected graph \( M = (N, F) \), where \( N = \{1, 2, \ldots, n\} \) is the set of nodes and \( F = \{1, 2, \ldots, e\} \) denotes the set of edges. Nodes can represent either DG units or HP units. More precisely, \( N = \mathcal{G} \cup \mathcal{H} \cup \mathcal{C} \) where \( \mathcal{G} \) (\( g := [\mathcal{G}] \)) denotes the set of DG nodes and \( \mathcal{H} \) (\( h := |\mathcal{H}| \)) the set of HP nodes. Furthermore, each edge \( f_i \in F \) represents a power line. Following common practice (Guerrero et al., 2005; Schiffer et al., 2014), we assume that the power lines in the electrical network are purely inductive. Then, the \( i \)-th edge connecting nodes \( i \) and \( j \) has a positive edge weight \( w_i = |B_{ij}| \), where \( B_{ij} \in \mathbb{R}_{<0} \) is the line susceptance.

2.3 Thermal network model

The DHS topology of the meMG is represented by a connected graph \( \tilde{S} = (D, E) \) with the set of nodes \( D = \{1, 2, \ldots, d\} \) and the set of edges \( E = \{1, 2, \ldots, e\} \). Following (Machado et al., 2020), we model heat producers, heat consumers and HPs as pipes with injecting or extracting heat flows. Thus, these components fall into the class of two-terminal devices and are therefore represented by edges in the DHS. Then, \( E = \mathcal{H} \cup \mathcal{P} \cup \mathcal{C} \), where the sets \( \mathcal{H} \), \( \mathcal{P} \) and \( \mathcal{C} \) represent the set of HPs, heat producers and heat consumers, respectively. Thus, the set \( \mathcal{H} \) denotes HPs in both the electrical system (as nodes) and the thermal system (as edges). Furthermore, we make the technical assumption that the HPs and the heat producers are connected to the DHS via storage tanks that have hot and cold layers separated by a thermocline, see e.g., (Machado et al., 2020, Assumption 1) and there are no stand-alone storage tanks. Thus, the set of nodes \( D \) represents the hot and cold layers of the storage tanks and junctions.  

Let \( d := |D| \) and \( e := |E| \) be the number of nodes and edges, respectively. Thus, the set of nodes \( D \) represents the hot and cold layers of the storage tanks and junctions.

Following (Machado et al., 2020), we define the matrices

\[
T = \frac{1}{2} |B| + |B| = \left[ T_h \quad T_p \quad T_c \right] \in \mathbb{R}^{d \times e},
\]

\[
S = \frac{1}{2} |B| - |B| = \left[ S_h \quad S_p \quad S_c \right] \in \mathbb{R}^{d \times e},
\]

We assume that the volumes and the edge flows in the DHS are constant and positive, which is formalized below.

**Assumption 2.1.**

\[
v_i \in \mathbb{R}_{>0} \forall j \in E \cup D, \quad q_e = \text{col}(q_e) \in \mathbb{R}_{>0}^{n} \forall i \in E, \quad B_{q_e} := q_0.
\]

The requirement \( B_{q_e} = q_0 \) in Assumption 2.1 corresponds to Kirchhoff’s law for the edge flows \( q_e \), see e.g., (Vladi-marsson, 2014).

2.4 Heat pump model

The main components of a HP are an evaporator, a compressor, a condenser and an expansion valve, where the heat absorbed by the refrigerant from the ambient air (or water) through the condenser is exchanged by the evaporator with the water to be heated (Kim et al., 2015). In this process, the compressor and the expansion valve are responsible for increasing the temperature and pressure of the refrigerant to the required value for the operation of the HP cycle. The compressor is driven using a motor, which usually is an induction motor or a permanent magnet synchronous motor (PMSM). Due to the advancements in power-electronic-based drive technologies, usage of PMSMs in servo applications has increased, mainly due to the fact that PMSMs offer better efficiency, power density and reliability in comparison to induction motors (Manias, 2017, Chap. 12). Thus, we employ PMSMs to drive the compressors and thus, representing the electrical model of the HPs. Furthermore, to represent the thermal side of the HPs, we assume that the evaporator of the HP injects a heat flow to a pipe that has an inlet and an outlet through which cold and hot water, respectively, flows. Then, by combining the individual components of the HP as one single heat exchange unit, the HP can be modeled as a pipe that injects thermal power into the DHS. Such a HP model is analogous to the typical models used for heat producers in DHSs, see e.g., (Machado et al., 2020; Scholten et al., 2017).

For \( i \in \mathcal{H} \), let \( \omega_i: \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0} \) be the absolute PMSM shaft speed, \( D_i \in \mathbb{R}_{>0} \) the damping coefficient, \( M_i \in \mathbb{R}_{>0} \) the inertia coefficient and \( \omega_{\text{c},i}: \mathbb{R}_{>0} \rightarrow \mathbb{R} \) a control input to be computed in Section 4. Furthermore, let \( T_i: \mathbb{R}_{>0} \rightarrow \mathbb{R} \), \( v_i \in \mathbb{R}_{>0} \), \( q_i \in \mathbb{R}_{>0} \) be the temperature, volume and flow, respectively through the \( i \)-th HP and \( T_{in} \in \mathbb{R}_{>0} \rightarrow \mathbb{R} \) be the temperature of the node from which the flow towards the \( i \)-th HP originates from. Then the combined electrical (PMSM) and thermal (pipe) model of the \( i \)-th HP, \( i \in \mathcal{H} \), is given by (Kim et al., 2015; Kundur, 1994; Machado et al., 2020),

\[
M_i \dot{\omega}_i = -D_i \omega_i - P_i - P_{in} + u_{\text{c},i},
\]

\[
v_i \dot{T}_i = q_i T_{in} - q_i T_i + Q_{\text{com},i},
\]

\[
P_{in} = \gamma_i \omega_i + \gamma_2 T_i - \gamma_3 T_i - \gamma_4 v_i,
\]

\[
Q_{\text{com}} = \chi_1 \omega_i - \chi_2 T_i + \chi_3 T_i - \chi_4 v_i,
\]

where \( \gamma_k \) and \( \chi_k \), \( k = 1, 2, 3, 4 \), are positive constants, see (Lee et al., 2019, Table 1), \( T_{in} \in \mathbb{R}_{>0} \) denotes the constant

\[
(2.2)
\]

In contrast to the assumption that HPs and producers are interfaced by a storage tank, another option would be to combine a HP and a tank (similarly, a producer and a tank) and represent the combined system as an edge. We remark that the modeling procedure presented in this paper can be applied to the above-mentioned edge consideration as well (Machado et al., 2020).
ambient temperature, $P_i : \mathbb{R}_{\geq 0} \to \mathbb{R}$ is the active power flow, $P_{\text{th}} : \mathbb{R}_{\geq 0} \to \mathbb{R}$ is the heat flow at the compressor.

We make the following technical assumption on the interaction between the electrical and the thermal power flows in the HP system (2.3).

Assumption 2.2. $\gamma_2 = \chi_1$, $\forall i \in \mathcal{H}$.  

3. PORT-HAMILTONIAN meMG MODEL

In this section, we model the meMG by using a pH modeling approach. To this end, we divide the overall system into the following subsystems.

1. **Electrical system**: Combination of electrical network, static loads, DG units (synchronous generators and grid-forming inverters) and HPs.

2. **Thermal system**: Combination of HPs, heat producers, heat consumers, storage tanks and junctions.

In the sequel, we present the pH models of the different subsystems mentioned above. Then, by using their pH structure, the overall interconnected system is also obtained in a pH form, which we then exploit to show shifted passivity with respect to the control in- and outputs. The latter property is essential for the subsequent PBC design in Section 4.

3.1 Port-Hamiltonian model of the electrical system

We divide the electrical system into two separate systems as explained in the sequel.

**Electrical network and loads:** To each node $i \in \mathcal{N}$, we associate a time-varying phase angle $\theta^i : \mathbb{R}_{\geq 0} \to \mathbb{R}$, a relative frequency $\dot{\theta}^i = \omega^i - \omega^{\text{com}}$ and a constant voltage magnitude $V_i \in \mathbb{R}_{\geq 0}$. Here, $\omega^i$ is the absolute frequency of the unit at the $i$-th node and $\omega^{\text{com}} \in \mathbb{R}_{\geq 0}$ is the common frequency of the common rotating ($dq$-) frame in the network model. The vectors of phase angles and absolute frequencies are denoted by $\theta = \text{col}(\theta^i) \in \mathbb{R}^n$ and $\omega = \text{col}(\omega^i) \in \mathbb{R}^n$, respectively. We then define the potential function

$$U(\theta) = -\sum_{\{i,j\} \in \mathcal{N}^2} (\{B_{ij}|V_iV_j\cos(\theta^i - \theta^j) + P_{ij}\theta^i\}),$$

(3.1)

whose first summation term represents the power stored in the power lines (Stegink et al., 2019) and $P_{ij} \in \mathbb{R}$ denotes the power consumed by the static load connected at node $i$.

The trigonometric terms in $U$ only depend on the phase angle differences $\theta^i - \theta^j$. It is well known, that this fact stingies the construction of a (locally) positive definite Hamiltonian function (Schiffer and Dörfler, 2016; Schiffer et al., 2014). To circumvent this challenge, following (Schiffer and Dörfler, 2016; Schiffer et al., 2014), we choose an arbitrary node, say the $n$-th node, and express all other phase angles, with respect to that node, i.e.,

$$x_\theta = \mathcal{R}\theta \in \mathbb{R}^{n-1}, \quad \mathcal{R} = \{I_{n-1} - \mathbf{1}_{n-1}\} \in \mathbb{R}^{(n-1)\times n}. \quad$$

(3.2)

Then, the dynamics of the phase angles $x_\theta$ are given by (Schiffer and Dörfler, 2016; Schiffer et al., 2014)

$$\dot{x}_\theta = \mathcal{R}(\omega - \omega^{\text{com}}),$$

(3.3)

Then, the system (3.3) can be written in pH form as follows

$$\dot{x}_\theta = (J_\theta - R_\theta) \nabla H_\theta + G_\theta(u_\theta^d + d_\theta),$$

$$y_\theta^p = G_\theta^d \nabla H_\theta, \quad u_\theta^d = \omega,$$

(3.6)

where $d_\theta = -\omega^{\text{com}} \mathbf{1}_n$ and the interconnection, damping and input matrices are given by $J_\theta = R_\theta = \mathbf{0}_{(n-1)\times (n-1)}$. $G_\theta = \mathcal{R} \in \mathbb{R}^{(n-1)\times n}$. Furthermore, with (3.5), we have that, see (Schiffer and Dörfler, 2016),

$$y_\theta^p = G_\theta^d \nabla H_\theta = \mathcal{R}^\top \left(\frac{\partial U(\theta(x_\theta))}{\partial \theta}\right)^{\top} \left[\mathbf{I}_{n-1} - \mathcal{R}_n^{-1}\right]^\top = \left(\frac{\partial U(\theta(x_\theta))}{\partial \theta}\right)^{\top} = \text{col}(P_i) = P_i \in \mathbb{R}^n,$$

(3.7)

where $P_i$ is the active power flow, $i \in \mathcal{N}$. Thus, the output $y_\theta^p$ of the electrical network (3.6) represents the active power flows at the DG units and the HPs, see e.g., (Schiffer and Dörfler, 2016), while the input $u_\theta^d$ represents their electrical frequencies.

**DG units and PMSMs:** The DG units are composed of synchronous generators and grid-forming inverters where, for the latter, we assume that they are equipped with the standard frequency droop control and their power outputs are measured using low pass filters. In this setting, the second-order swing equation of a synchronous generator (Kundur, 1994) and that of a grid-forming inverter admit the same model, see e.g., (Schiffer et al., 2013, Lemma 4.1). Then, for $i \in \mathcal{G}$, the model of a DG unit is given by (Kundur, 1994)

$$M_i \omega^i = -D_i (\omega^i - \omega^d_i) + d^i_i - P_i + u^{c_i}_i,$$

(3.8)

where the meaning of $M_i, D_i, P_i, u^{c_i}_i, i \in \mathcal{G}$, is as defined in (2.3). Furthermore, $P_i^d \in \mathbb{R}$ is the active power set point and $\omega^d \in \mathbb{R}_{\geq 0}$ is the nominal frequency.

Now, we combine the electrical side of the HP model (2.3) with the DG model (3.8) and express them in a pH form. For this purpose, let $\omega_\theta := \text{col}(\omega^i), u^{c}_\theta := \text{col}(u^{c_i}), d_i := \text{col}(D_i \omega^d_i + P_i^d) \in \mathbb{R}^n$ for $i \in \mathcal{G}$ as well as $\omega^{\text{com}} := \text{col}(\omega^i), T_h := \text{col}(T_1), u^{c}_m := \text{col}(u^{c}_m), d_m := \text{col}(\gamma_3 T_a + \gamma_4) \in \mathbb{R}$ for $k \in \mathcal{H}$ and $d_\omega := \text{col}(d_\omega, d_\omega)$. Furthermore, for $i \in \mathcal{G}$ and $k \in \mathcal{H}$, we define the matrices

$$M_i := \text{diag}(M_i), \quad M_\mathcal{H} := \text{diag}(M_\mathcal{H}), \quad D_i := \text{diag}(D_i), \quad D_\mathcal{H} := \text{diag}(D_\mathcal{H}), \quad D := \text{blockdiag}(M_i, M_\mathcal{H}), \quad D := \text{blockdiag}(D_i, D_\mathcal{H}).$$

$$\mathbf{J}_\omega := 0_{n \times n}, \quad \mathbf{J}_\omega := \mathbf{M} - \omega \mathbf{I}, \quad \mathbf{G}^p := \mathbf{I}_n, \quad \mathbf{G}^p := \mathbf{I}_n, \quad \mathbf{G}^p := \mathbf{I}_n.$$

(3.9)

Then, by introducing the state vector of frequencies $x_\omega = \omega = \text{col}(\omega^i, \omega_m)$ and the Hamiltonian function

$$H_\omega(x_\omega) = \frac{1}{2} x_\omega^\top M x_\omega,$$

(3.10)

the electrical side of (2.3) and the DG model (3.8) can be written together as the pH system

$$\dot{x}_\omega = (J_\omega - R_\omega) \nabla H_\omega + G_\omega u^{c}_\omega + G_\omega u^{c}_\omega + G_\omega d_\omega,$$

$$y_\omega = \left[\frac{\omega}{T_h^{1/2} \omega_m}\right] = \left(G_\omega^p\right)^\top \nabla H_\omega, \quad u^{c}_\omega = -\left[\frac{P}{T_h^{1/2} T_h}\right],$$

$$y_\omega = \left(G_\omega^p\right)^\top \nabla H_\omega = \omega, \quad u^{c}_\omega = \text{col}(u^{c}_\omega, u^{c}_\omega),$$

(3.10)
where $P$ is defined in (3.7). Here, $y^p_i \in \mathbb{R}^{n+h}$ and $u^p_i \in \mathbb{R}^{n+h}$ denote the physical (interconnection) output and input, respectively, while $y^c_i \in \mathbb{R}^n$ and $u^c_i \in \mathbb{R}^n$ are the control output and input, respectively.

### 3.2 Port-Hamiltonian model of the thermal system

The employed DHS model is inspired by (Machado et al., 2020; Scholten et al., 2017), with the main difference that in the present setting, HPs are considered. This is essential to facilitate a physical interconnection with the electrical system and, of course, also contribute to heat generation and control. At first, we present the models of the heat producers and heat consumers, which, aside from the HPs modeled in (2.3), constitute the edges in the DHS. Recall from Section 2.3 that $E = H \cup P \cup C$. Then, the thermal model of the heat producers and consumers in the DHS is given by (Machado et al., 2020, Eq. 11)

$$v_i T_i = q_i (T_{in} - T_i) + Q_{pi}, \quad i \in P,$$

and

$$v_i T_i = q_i (T_{in} - T_i) - Q_{ci}, \quad i \in C,$$

where all the quantities are defined analogous to (2.3). In addition, $Q_{ci} \in \mathbb{R}_{>0}$ denotes the constant heat flow rate of the $i$-th consumer and $Q_{pi} : \mathbb{R}_{>0} \rightarrow \mathbb{R}$ denotes the heat flow rate of the $i$-th producer. The producer flow rates $Q_{pi}$, $i \in P$, are used as control inputs in Section 4.

Next, we present the node model which represents the hot and cold layers of a storage tank as well as simple of heat in the DHS is given by (Machado et al., 2020, Eq. 11)

$$v_j T_j = \sum_{k \in E_j} q_k T_k - T_j \sum_{k \in E_j} q_k, \quad j \in D,$$

where $E_j$ is the set of edges from which the flows are directed towards node $j$, $T_j : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ is the temperature, $v_j \in \mathbb{R}_{\geq 0}$ is the volume at node $j$, $j \in D$. Finally, $Q_{pi} \in \mathbb{R}_{>0}$ is the flow from the edge $k$ and $T_k : \mathbb{R}_{>0} \rightarrow \mathbb{R}$ its temperature. As detailed in Section 2.3, both $v_j$ and $q_k$ are assumed constant.

Next, we combine the thermal part of the HP (from (2.3)) with (3.11) and (3.12) to derive a compact representation of the DHS in a pH form, which is inspired by the ideas from (Hauschild et al., 2020). To this end, we define the positive definite matrices

$$J := \text{diag}(v_i) \in \mathbb{R}^{(e+d) \times (e+d)}, \quad i \in E \cup D,$$

$$Q_e := \text{blockdiag}(Q_{he}, Q_{hp}, Q_c) \in \mathbb{R}^{e \times e},$$

$$Q_h := \text{diag}(q_i) \in \mathbb{R}^h \times h, Q_p := \text{diag}(q_i) \in \mathbb{R}^{p \times p},$$

$$Q_c := \text{diag}(q_i) \in \mathbb{R}^{c \times c}, \quad i \in H, k \in P, l \in C,$$

$$Q_T := \text{diag}(T q_k) \in \mathbb{R}^{d \times d}, q_i = \text{col}(q_i), \quad j \in E,$$

which collect all the volumes and flows in the DHS. Then, by using $T$ and $S$ from (2.1), we introduce (Machado et al., 2020)

$$A := \begin{bmatrix} Q_c & -Q_h S^{-T} & Q_T \\ Q_p & S^{-T} & 0 \\ -T & Q_c & Q_p \\ 0 & 0 & -T \end{bmatrix} \in \mathbb{R}^{(e+d) \times (e+d)}.$$  \tag{3.14}

We present an important property of the symmetric part of the matrix $A$ in the following lemma, see also (Machado et al., 2020, Lemma 5).

**Lemma 3.1.** For the matrix $A$ defined in (3.14),

$$\frac{1}{2} (A + A^T) \succeq 0.$$  \tag{3.15}

---

**Proof.** From (2.1), we can express $B$ as $B = T - S$ and by Assumption 2.1, we have that $B q_e = 0_d$. Hence, with the property (2.2), $A$ satisfies $\nabla_{i+d} A = 0_{i+d}$ and $A_{1+i+d} = 0_{i+d}$. As a consequence, we have that $(A + A^T)_{1+i+d} = 0_{i+d}$, which together with the fact that all the diagonal entries of $A + A^T$ are strictly positive, implies that $A + A^T$ is a weakly diagonally dominant matrix (Horn and Johnson, 2012). Thus, by Gershgorin’s disc theorem (Horn and Johnson, 2012), we have (3.15).

We define the following matrices:

$$J_T := \frac{1}{2} (J^{-1} (A^T - A) J^{-1}),$$

$$R_T := \frac{1}{2} (J^{-1} (A + A^T + 2X_2) J^{-1}),$$

$$X_2 := \text{diag}(\text{col}(\chi_2), 0_{p+c+d}), \quad i \in H,$$

$$G_T := J^{-1} \begin{bmatrix} \Gamma^2 I & 0_{h \times (p+c+d)} \\ 0_{p \times h} & 0_{p \times (p+c+d)} \\ 0_{c \times h} & 0_{c \times (p+c+d)} \end{bmatrix} X_2,$$

$$G_T^2 := J^{-1} \begin{bmatrix} 0_{p \times h} & 0_{p \times (p+c+d)} \\ 0_{c \times h} & 0_{c \times (p+c+d)} \end{bmatrix} X_2,$$

where $A$ is defined in (3.14), $\chi_2$ in (2.3) and note that $J_T - R_T = -J^{-1} (A + X_2 J^{-1})$. It follows from Lemma 3.1, together with the facts that $J$ is a positive definite diagonal matrix and $X_2 \succeq 0$, that $R_T \succeq 0$.

By collecting all edge and node temperatures in the vector

$$x_T := \text{col}(T_i) = \text{col}(T_h, T_p, T_c, T_d) \in \mathbb{R}^{e+d}, \quad i \in E \cup D,$$

we introduce the Hamiltonian

$$H_T(x_T) = \frac{1}{2} x_T^T J_T x_T,$$

which describes the entropy of the thermal system (Haddad, 2019). Then, combining (3.11), (3.12) and the thermal model in (2.3), the DHS can be written in the pH form

$$\dot{x}_T = (J_T - R_T) \nabla H_T + G_T^p u^p_T + G_T^f u^f_T + G_T^2 d_T,$$

$$\dot{y}_T = (G_T^p)^\top \nabla H_T = T_h,$$

$$\dot{y}_T = (G_T^f)^\top \nabla H_T = T_p,$$

where $u^p_T \in \mathbb{R}^h$ is the physical interconnection input of the HPs and $y^f_T \in \mathbb{R}^p$ is their physical interconnection output. Furthermore, $u^p_T = \text{col}(Q_{pi}) \in \mathbb{R}^p$, $i \in P$ represents the control input of the additional heat producers (see (3.11)), $y^f_T \in \mathbb{R}^p$ their control output and $d_T = \text{col}(\chi_3 T_a - \chi_4)$, $Q_{ca} \in \mathbb{R}^{h+c}$, $i \in H$, $k \in C$, a constant perturbation term.

### 3.3 Port-Hamiltonian model of the interconnected meMG

In this section, we physically interconnect the electrical system (3.6), (3.10) and the thermal system (3.18). By inspection of the physical inputs and outputs of the latter together with (3.7), we see that the physical interconnection results in the following feedback structure:

$$u^p_T = \begin{bmatrix} \Gamma^2 \omega_m \\ 0 \end{bmatrix},$$

$$u^f_T = \begin{bmatrix} P \\ T_h \end{bmatrix},$$

where we defined for ease of notation
\[ G_{\theta,T} = \begin{bmatrix} G_\theta & 0_{(n-1)\times h} \\ 0_{(e+d)\times n} & G_T^0 \end{bmatrix}. \] (3.19)

Furthermore, by defining
\[ x := \text{col}(x_u, x_\theta, x_T) \in \mathbb{R}^{2n-1+e+d}, \] (3.20)
and the total Hamiltonian function
\[ H(x) := H_\omega + H_\theta + H_T, \] (3.21)
where \( H_\theta, H_\omega \) and \( H_T \) are defined in (3.4), (3.9) and (3.17), respectively, the overall interconnected meMG is clearly still a pH system and can be written as
\[ \dot{x} = (J - R)\nabla H + G_y u' + G_d d, \]
\[ y' = (G^*)^\top \nabla H = \text{col}(\dot{y}_c, \dot{y}_f) = \text{col}(\omega, T_p), \] (3.22)
where \( u' = \text{col}(u_c', u_f'), d = \text{col}(d_w, d_\theta, d_T) \) and
\[ R = \text{blockdiag}(R_w, R_\theta, R_T), \]
\[ J = \begin{bmatrix} J_\omega & -G_p^G G_{p,T}^* \\ G_{p,T}^0 \text{blockdiag}(J_\omega, J_T) & 0_{n \times p} \end{bmatrix}, \]
\[ G_y = \begin{bmatrix} 0_{(n-1)\times n} & 0_{(n-1)\times p} \\ 0_{(e+d)\times n} & G_T^* \end{bmatrix}, \]
\[ G_d = \text{blockdiag}(G_d^0, G_d^1, G_T^1). \] (3.23)

4. PASSIVITY-BASED FREQUENCY AND TEMPERATURE CONTROL

In this section, we present a PBC for the meMG (3.22) to address the control objectives of frequency regulation in the electrical system and supply temperature regulation in the DHS side (i.e., regulating the temperatures of the heat producers), which is an important control objective in DGSs, see e.g., (Machado et al., 2020; Vandermeulen et al., 2018). Similarly in electrical networks, frequency regulation is considered to be a fundamental control objective since the electrical units are designed to operate close to the nominal frequency (50 Hz or 60 Hz), see e.g., (Bidram et al., 2013; Schiffer and Dörfler, 2016).

As the considered meMG is a heterogeneous system with different types of controllable units (DGs, HPs and heat producers), the proposed PBC is distributed in nature, which then, achieves the aforementioned control objectives by using local information and utilizes the controllable units in a proportional manner, often termed as the identical marginal cost condition in MGs (Schiffer and Dörfler, 2016, Eq. 6).

For the control design, we make the following standard assumption on existence of a desired equilibrium solution.

**Assumption 4.1.** The system (3.22) admits an equilibrium solution \((x^*, u'^*, y'^*)\), with
\[ x^* = \text{col}(x_u^*, x_\theta^*, x_T^*), \]
\[ y'^* = (G^*)^\top \nabla H(x^*), \]
where \( \omega^{\text{com}} \in \mathbb{R}^{2n-1} \) is the synchronized electrical frequency, \( T^* = \text{col}(T_h^*, T_p^*, T_c^*, T_d^*) \in \mathbb{R}^{e+d} \) and \( \theta^* \in \mathbb{R}^n \) is such that
\[ |\theta_i^* - \theta_k^*| < \frac{\pi}{2} \quad \forall i, k \in [N]^2. \]

4.1 Shifted passivity of the meMG

In this section, we show that the meMG (3.22) is shifted passive (Jayawardhana et al., 2007), i.e., the mapping \((u' - u'^*) \rightarrow (y' - y'^*)\) is passive. We use the concept of shifted passivity, instead of passivity, for the system (3.22) because the equilibrium of interest is not the origin, but is \( x^* \) defined in Assumption 4.1 and is quintessential for the PBC design to be presented in the sequel.

**Lemma 4.2.** Consider the the meMG (3.22) with Assumption 4.1. The mapping \((u' - u'^*) \rightarrow (y' - y'^*)\) is passive with locally positive definite storage function
\[ \dot{H}(x) = H(x) - (x - x^*)^\top \nabla H(x^*) - H(x^*), \] (4.1)
where \( H(x) \) is given by (3.21).

**Proof.** The meMG (3.22) is a pH system with constant damping and interconnection matrices \( R \geq 0 \) and \( J = -J^\top \), respectively. Therefore, it follows from (Jayawardhana et al., 2007, Proposition 1) that the system (3.22) is locally passive with respect to the supply rate \((u' - u'^*)^\top (y' - y'^*)\) and admits the storage function \( H(x) \) given by (4.1) if the Hamiltonian \( H(x) \) given in (3.21) is locally positive definite around \( x^* \). To show the latter, by calculating the Hessian of \( H(x) \) at \( x^* \), we get
\[ \nabla^2 H(x^*) = \text{blockdiag}(M, \nabla^2 H_\omega(x^*), J). \]
Note that \( M > 0 \) and \( J > 0 \) by definition. Furthermore, with Assumption 4.1, \( \nabla^2 H_\omega(x_\theta^*) \) (with \( H_\theta \) defined in (3.4) and \( x_\theta \) in (3.2)) represents the principal minor of a Laplacian matrix (Schiffer et al., 2014, Lemma 5.8) and is thus positive definite. Hence, \( \nabla^2 H(x^*) > 0 \), completing the proof. \( \blacksquare \)

4.2 A distributed PBC law for frequency and temperature regulation

We propose a hierarchical control structure with a secondary control layer and a tertiary control layer, where the former is responsible for frequency and temperature regulation and the latter is designed for achieving identical marginal costs between the controllable units in the meMG. Let \( p : \mathbb{R}^{2n-1} \rightarrow \mathbb{R}^n \) and \( \nu : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^p \) be the secondary control variables and \( \zeta \in \text{col}(\zeta_\omega, \zeta_T) \) be a tertiary control variable where \( \zeta_\omega : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^n \) and \( \zeta_T : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^p \). Furthermore, let \( L_{\zeta} \in \mathbb{R}^{n \times n} \) be the Laplacian matrix of a communication network connecting the DGs and the HPs in the electrical network, \( L_{\zeta} \in \mathbb{R}^{(n+p) \times (n+p)} \) be the Laplacian matrix of a communication network connecting all the controllable units (DGs, HPs and heat producers) in the meMG and \( K_p \in \mathbb{R}^{n \times n} \), \( A_p \in \mathbb{R}^{n \times n} \), \( K_\omega \in \mathbb{R}^{n \times p} \), \( K_{\omega,1} \in \mathbb{R}^{n \times n} \), \( K_{\omega,2} \in \mathbb{R}^{p \times p} \), \( A_{\omega} \in \mathbb{R}^{(n+p) \times (n+p)} \) be positive definite diagonal matrices. We assume that both the communication networks are connected and undirected. We require the following definition.

**Definition 4.3.** (Frequency and temperature regulation)
Frequency regulation:
\[ \lim_{t \to \infty} \omega^{\text{com}}(t) = \omega^d, \]
Temperature regulation:
\[ \lim_{t \to \infty} T_p^d(t) = T_p^d, \]
where \( \omega^d \in \mathbb{R}_{\geq 0} \) is the desired synchronization frequency of the electrical system, \( T_p^d \in \mathbb{R}_{\geq 0}^p \) denotes the reference temperatures at the heat producers, \( \omega^{\text{com}} \) and \( T_p^d \) are defined in Assumption 4.1.

Inspired by the distributed frequency controllers in MGs, e.g., (Schiffer and Dörfler, 2016), and using the shifted output \((y' - y'^*)\) of the meMG (3.22), we propose the following distributed control law \(^4\)

\(^4\) In an application, the controller (4.2) can be implemented in absolute coordinates, i.e., without requiring to be shifted by \( y'^* \).
\[ \dot{p} = K_p ((y^e - y^\omega) - (\omega^d - \omega^{\text{com}}) 1_n) - A_p L_p A_p p, \]
\[ \dot{v} = K_v ((y_T^e - y_T^\omega) - (T_p^d - T_p^d)), \]
\[ \dot{z} = \left[ K_{\zeta,1} ((y^e - y^\omega) - (\omega^d - \omega^{\text{com}}) 1_n) \right] - A_c L_c A_c \zeta, \]
\[ u^* = \begin{bmatrix} u^e_c \\ u_T^e \end{bmatrix} = \begin{bmatrix} -K_p p - K_{\zeta,1} \zeta w \\ -K_{\zeta,2} w - K_{\zeta,2} A_c \zeta \end{bmatrix}, \]

(4.2)

where \( y^e - y^\omega \) and \( y^* = T_p^d \) correspond to the equilibrium solution \( x^* \) (see Assumption 4.1) and \( u^* \) is the control input of the meMG (3.22). We present the following result.

**Lemma 4.4.** The closed-loop system (3.22), (4.2) under Assumption 4.1 achieves the control objectives specified in Definition 4.3. In addition, the PBC (4.2) realizes an identical marginal cost condition in terms of the control injections \( p \) and \( \zeta \), and
\[ p^* = \alpha A_p^{-1}1_n, \quad \zeta^* = \beta A_c^{-1}1_{n+p}, \]

(4.3)

for some \( \alpha \in \mathbb{R} \) and \( \beta \in \mathbb{R} \).

**Proof.** Under Assumption 4.1, (3.22), (4.2) has to satisfy \( y^e = x^*_w = \omega^{\text{com}}1_n \) and \( y_T^e = T_p^d \) and thus
\[ \dot{p}^* = 0_n = K_p (\omega^{\text{com}} - \omega^d) 1_n - A_p L_p A_p p^*, \]
\[ \dot{v}^* = 0_p = K_v (T_p^d - T_p^d), \]
\[ \dot{z}^* = \begin{bmatrix} 0_p \\ 0_p \end{bmatrix} = \begin{bmatrix} K_{\zeta,1} (\omega^{\text{com}} - \omega^d) 1_n \\ K_{\zeta,2} (T_p^d - T_p^d) \end{bmatrix} - A_c L_c A_c \zeta^*. \]

(4.4)

From the second equality in (4.4), we have that \( T_p^* = T_p^d \) (i.e., temperature regulation as per Definition 4.3). Furthermore, left-multiplying the first equality in (4.4) with \( 1_n^T A_p^{-1} \) gives
\[ 0 = (\omega^{\text{com}} - \omega^d) 1_n^T A_p^{-1} K_p 1_n - 1_n^T L_p A_p p^*, \]
\[ 0 = (\omega^{\text{com}} - \omega^d) 1_n^T A_p^{-1} K_p 1_n, \]

where we have used the property that \( L_p 1_n = 0_n \) (recall that the communication graphs are assumed to be connected and undirected). Since \( 1_n^T A_p^{-1} K_p 1_n > 0 \), we have that \( \omega^{\text{com}} = \omega^d \) (i.e., frequency regulation as per Definition 4.3).

As a consequence, the first equality in (4.4) becomes \( A_p L_p A_p p^* = 0_n \), which is satisfied if and only if \( p^* = \alpha A_p^{-1}1_n \) for some \( \alpha \in \mathbb{R} \). Furthermore, by substituting \( \omega^{\text{com}} = \omega^d \) and \( T_p^* = T_p^d \) in the third equality in (4.4), we obtain \( A_c L_c A_c \zeta^* = 0_n \), which is satisfied if and only if \( \zeta^* = \beta A_c^{-1}1_{n+p} \) for some \( \beta \in \mathbb{R} \). Finally, note that the weighted consensus condition (4.3) can be interpreted as a case of identical marginal costs (Schiffer and Dörlf, 2016, Eq. 6) in terms of the secondary control variables \( p \) and \( \zeta \), completing the proof.

It follows from Lemma 4.4 that under Assumption 4.1, we can set \( y^e = \omega^d 1_n \) and \( T_p^* = T_p^d \) in (4.2). Then, by introducing the overall controller state \( z = \text{col}(p, v, \zeta) \), the input \( u^e = \text{col}(w, T_p) \) and the associated shifted Hamiltonian
\[ \dot{H}_z(z) = H_z(z) - (z - z^*)^T \nabla H_z(z^*) - H_z(z^*), \]
\[ H_z(z) = \frac{1}{2} z^T z, \]

(4.5)

the controller dynamics (4.2) can be written in a shifted pH form as

\[ \ddot{z} = (J_z - R_z) \nabla H_z + G_z (u^e - u^e), \]
\[ (y^e - y^\omega) = G_y^e \nabla H_z = -(u^e - u^e), \]
\[ u^e - u^e = y^* - y^* = (G^*) \nabla \tilde{H}, \]

(4.6)

where \( u^e, y^* \) and \( G^* \) are defined in (3.22), \( \tilde{H} \) in (4.3) and \( J_z = 0_n (n+p) \times 2(n+p) \),
\[ R_z = \text{blockdiag}(A_p L_p A_p, 0_p x_p, A_c L_c A_c) > 0, \]
\[ G_z = \begin{bmatrix} K_p & 0_{n x_p} & 0_{n x_p} \\ 0_{p x_n} & K_v & 0_{p x_n} \\ 0_{p x_n} & K_{\zeta,1} & 0_{p x_n} \end{bmatrix}. \]

### 4.3 Main result: Stability of closed-loop system

Our main result of this section is as follows.

**Proposition 4.5.** Consider the closed-loop meMG (3.22) with Assumption 4.1. The equilibrium \( \text{col}(x^*, z^*) \) of the closed-loop system (3.22), (4.6) is locally asymptotically stable.

**Proof.** Clearly, the interconnection of (3.22) and (4.6) is in a feedback manner and thus, (3.22), (4.6) is a pH system with the shifted Hamiltonian
\[ \dot{H}_z(x, z) = \tilde{H}(\dot{x}) + \tilde{H}_z(z). \]

(4.7)

Thus,
\[ \dot{H}_z(x, z) = -\nabla \tilde{H}(x, z) \text{col}(R, R_z) \nabla \tilde{H}(x, z) \leq 0. \]

We have already shown in the proof of Lemma 4.2 that \( \tilde{H} \) is locally positive definite around \( x^* \). Since in addition \( \tilde{H}_z(z) \) is quadratic in \( z \) and centered at \( z^* \), \( \tilde{H}_z(z) \) in (4.7) is a Lyapunov function for the system (3.22), (4.5). Consequently, \( \text{col}(x^*, z^*) \) is stable.

To show asymptotic stability, we note that, since \( \dot{H}_z > 0 \) and \( \dot{H}_z \leq 0 \) around \( \text{col}(x^*, z^*) \), there exists a compact sublevel set \( \Omega \) around \( \text{col}(x^*, z^*) \), which is forward invariant. Thus, by LaSalle’s invariance principle (van der Schaft, 2000) each trajectory starting in \( \Omega \) converges to the largest set contained in
\[ \Omega \cap \{ \text{col}(x, z) : \dot{H}_z(x, z) = 0 \}. \]

From inspection of \( R \) and \( R_z \), we see that on such set
\[ \omega - \omega^d 1_n = 0_n, \quad R_p \int (T - T^*) = 0_p x_p, \]
\[ p - p^* = A_p^{-1}1_n, \quad \zeta - \zeta^* = A_c^{-1}1_{n+p}. \]

(4.8)

Thus, \( \omega, p \) and \( \zeta \) are constant. This implies \( \theta \) to be constant. From (4.2), we also conclude that \( T_p - T^* = 0_n \) and \( T_p^d = 0_p \). Therefore, \( \nu \) is constant. Furthermore, we consider the vector \( \tilde{T} := \text{col}(T_h - T_h^*, T_p^d, T_p^d, T_c^*, T_c^*, T_d^*, T_d^*) \), which with \( T_p^d = 0_p \) becomes \( \tilde{T} = \text{col}(T_h - T_h^*, 0_p, T_c^* - T_c^*, T_d^* - T_d^*) \). We know from the proof of Lemma 3.1 that \( \tilde{T} + A^\top \) contained in \( R_T \) is weakly diagonally dominant. Consequently, the submatrix of \( \tilde{T} + A^\top \) resulting from eliminating the rows and columns corresponding to the edges \( i \in P \) yields a strictly diagonally dominant matrix. Thus, by Gershgorin’s disc theorem (Horn and Johnson, 2012) we conclude that all eigenvalues of the resulting submatrix are positive and that it is therefore invertible. This implies \( \tilde{T} = T^* \). Therefore, \( \text{col}(x, z) \) converges to an equilibrium, i.e., the convergence of each solution of (3.22), (4.6) starting in \( \Omega \) is to a point in \( \tilde{H} \) which can be concluded by invoking the respective argument in (Stegink et al., 2016, Theorem 1).


5. CONCLUSIONS

In this paper, we have presented a modular pH-based model of a meMG that consists of an electrical and a thermal system connected via HPs. We have shown that the subsystems considered in the meMG admit a pH structure and, since the physical interconnections between the subsystems are skew-symmetric, we obtain that the interconnected meMG is also a pH system. Furthermore, we show that the meMG is shifted passive with respect to the shifted input-output control pair and propose a PBC that addresses the control objectives of frequency and supply temperature regulation in the meMG in a distributed manner. Finally, we show that the closed-loop system combining the meMG and the PBC has a (locally) asymptotically stable equilibrium.
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