Abstract. In this work we consider several aspects of the thermodynamic formalism in a randomized setting. Let $X$ be a non-trivial mixing shift of finite type, and let $f : X \to \mathbb{R}$ be a Hölder continuous potential with associated Gibbs measure $\mu$. Further, fix a parameter $\alpha \in (0, 1)$. For each $n \geq 1$, let $F_n$ be a random subset of words of length $n$, where each word of length $n$ that appears in $X$ is included in $F_n$ with probability $1 - \alpha$ (and excluded with probability $\alpha$), independently of all other words. Then let $Y_n = Y(F_n)$ be the random subshift of finite type obtained by forbidding the words in $F_n$ from $X$. In our first main result, for $\alpha$ sufficiently close to 1 and $n$ tending to infinity, we show that the pressure of $f$ on $Y_n$ converges in probability to the value $P_X(f) + \log(\alpha)$, where $P_X(f)$ is the pressure of $f$ on $X$. Additionally, let $H_n = H(F_n)$ be the random hole in $X$ consisting of the union of the cylinder sets of the words in $F_n$. For our second main result, for $\alpha$ sufficiently close to one and $n$ tending to infinity, we show that the escape rate of $\mu$-mass through $H_n$ converges in probability to the value $-\log(\alpha)$ as $n$ tends to infinity.

1. Introduction

Random subshifts of finite type were introduced in [29], and they have subsequently been studied in [3, 30, 31]. Let us quickly recall their definition. Let $X$ be a non-trivial mixing subshift of finite type (SFT), and let $B_n(X)$ be the set of words of length $n$ that appear in $X$. For a fixed parameter $\alpha \in (0, 1)$ and $n \in \mathbb{N}$, let $F_n$ be the randomly selected subset of $B_n(X)$ formed by including each word from $B_n(X)$ in $F_n$ with probability $1 - \alpha$ (and excluding it from $F_n$ with probability $\alpha$), independently of all other words. Then let $Y_n = Y(F_n)$ be the set of points in $X$ that do not contain any word from $F_n$. We refer to $Y_n$ as a random SFT. In order to study random SFTs, we fix the ambient system $X$ and the parameter $\alpha$. Then we seek to describe the properties of $Y_n$ that have probability tending to one as $n$ tends to infinity. This framework gives a precise way to describe the behavior of “typical” SFTs within the ambient system $X$.

Previous work on random SFTs [3, 29, 30, 31] has established the existence of at least one critical value $\alpha_c$ such that the typical behavior of $Y_n$ changes abruptly as $\alpha$ crosses this value. Indeed, when $\alpha < \alpha_c$, there is a positive limit for the probability that $Y_n$ is empty, and $Y_n$ has zero entropy with probability tending to one. On the other hand, for $\alpha > \alpha_c$, the probability that $Y_n$ is empty tends to zero, and the entropy of $Y_n$ converges in probability to the value $h(X) + \log(\alpha)$, where $h(X)$ is the entropy of $X$. (Note that this value is positive for $\alpha > \alpha_c$.) Furthermore, for $\alpha$ close enough to one, $Y_n$ contains a unique “giant component,” which is itself
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a mixing SFT with full entropy, as well as a random number of isolated periodic orbits. See [29] for details.

In the present work, we study some aspects of the thermodynamic formalism for random SFTs in the super-critical regime ($\alpha > \alpha_c$). In our first main result (Theorem 1.1), we describe the distribution of the pressure of random SFTs for a fixed potential function, and in our second main result (Theorem 1.4), we describe the distribution of the escape rate of mass of Gibbs measures through random holes. Although these two topics may not at first appear to be related, they are in fact quite closely connected, as demonstrated by Proposition 1.6.

1.1. Pressure of random SFTs. Suppose that $f : X \to \mathbb{R}$ is a fixed Hölder continuous potential function. We seek to identify the limiting behavior of the pressure of $f$ restricted to the random SFT $Y_n$ in the limit as $n$ tends to infinity. For notation, let $P_{Y_n}(f)$ denote the topological pressure of $f$ restricted to any subshift $Y \subset X$ (see Section 2 for definitions).

**Theorem 1.1.** Let $X$ be a non-trivial mixing SFT and $f : X \to \mathbb{R}$ Hölder continuous. Then there exists $\gamma_0 \in (0, 1)$ such that for each $\alpha \in (\gamma_0, 1]$ and for each $\epsilon > 0$, there exists $\rho > 0$ such that for all large enough $n$,

$$P_\alpha\left(\left|P_{Y_n}(f) - (P_X(f) + \log(\alpha))\right| \geq \epsilon\right) < e^{-\rho n}.$$ 

In other words, the pressure of $f$ on the random SFT $Y_n$ converges in probability to the value $P_X(f) + \log(\alpha)$. Note that when $f \equiv 0$, we recover the result of [29] regarding the entropy of random SFTs.

**Remark 1.2.** The particular value of $\gamma_0$ that we use in our proof is given in Definition 2.1. It is possible that this value of $\gamma_0$ is not optimal, in the sense that for some choices of $X$ and $f$, the statement might remain true with a smaller value of $\gamma_0$. However, one may check that for $f \equiv 0$, our definition of $\gamma_0$ is equal to $\alpha_c$, which is optimal.

**Remark 1.3.** The proof of Theorem 1.1 appears in Section 3. The broad outline of this proof is similar to the outline of the proof of [29, Theorem 1.3] concerning the entropy of random SFTs. However, the core technical results in the proof, which appear in Section 4, require new ideas to handle the fact that $f$ may not be zero. In particular, we must estimate the $\mu$-measure of the appearance of certain types of repeated patterns, where $\mu$ is a Gibbs measure but not necessarily a measure of maximal entropy, and this generalization requires substantially new ideas.

1.2. Escape rate through random holes. Our second main result involves thinking of the random set of forbidden words $F_n$ as a hole in the ambient system $X$, creating an open dynamical system. For an introduction to open systems, see [14] and references therein. Previous work on open systems has focused largely on the existence and properties of the escape rate of mass through the hole, as well as the existence and properties of conditionally invariant distributions (conditional on avoiding the hole); for an incomplete sampling of the literature on open systems, see [1, 5, 6, 7, 8, 9, 10, 11, 12, 13, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 27, 28, 33]. In this work we focus on the escape rate of mass through the hole, which we define below. Let $\sigma : X \to X$ denote the left-shift map on $X$. For a Borel probability
measure $\mu$ on $X$ and a hole $H \subset X$, the escape rate of $\mu$ through $H$ is defined to be $-\varrho(\mu : H)$, where

$$
\varrho(\mu : H) = \lim_{m \to \infty} \frac{1}{m} \log \mu\left(\left\{ x \in X : \forall k \in \{0, \ldots, m-1\}, \sigma^k(x) \notin H \right\}\right),
$$

whenever the limit exists.

In this work we consider random holes $H_n$, constructed from the set of forbidden words $F_n$ as follows:

$$
H_n = \bigcup_{w \in F_n} \left\{ x \in X : x_0 \ldots x_{n-1} = w \right\}.
$$

Our goal is to describe the escape rate of mass of Gibbs measures through $H_n$.

**Theorem 1.4.** Let $X$ be a non-trivial mixing SFT and let $\mu$ be the Gibbs measure associated to the Hölder continuous potential function $f : X \to \mathbb{R}$. Then there exists $\gamma_0 \in (0, 1)$ such that for each $\alpha \in (\gamma_0, 1]$ and for each $\epsilon > 0$, there exists $\rho > 0$ such that for all large enough $n$,

$$
\Pr(\left| \varrho(\mu : H_n) - \log(\alpha) \right| \geq \epsilon) < e^{-\rho n}.
$$

Thus the escape rate of $\mu$ through the randomly selected hole $H_n$ converges in probability to $-\log(\alpha)$.

**Remark 1.5.** With probability tending to one, the hole $H_n$ consists of the union of approximately $(1 - \alpha)|B_n(X)|$ cylinder sets of length $n$. One may think of $H_n$ as typically consisting of the union of many small holes spread randomly throughout the state space. Furthermore, the expected value of the $\mu$-measure of $H_n$ in $1 - \alpha$, which remains bounded away from zero as $n$ tends to infinity. In this sense, the holes considered here differ substantially from the “small holes” studied in some previous work [5, 16, 19, 23].

**Remark 1.6.** In [5], the authors prove that in the deterministic setting, the escape rate depends on both the size (measure) of the hole and its precise location in state space. In contrast, Theorem [1.4] shows that for random holes, the escape rate is well approximated by a function that depends only on the expected measure of the hole. Indeed, the expected value of the measure of $H_n$ is $(1 - \alpha)$ (see Remark 2.3), so the expected measure of its complement is $\alpha$. Then Theorem 1.4 yields that the escape rate converges in probability to the value $-\log(\alpha)$.

**Remark 1.7.** A naive approximation of the hitting time for the hole is given by a geometrically distributed random variable $\tau$ with probability of success $p = 1 - \alpha$. Since $\Pr(\tau = k) = \alpha^{k-1}(1 - \alpha)$, we have that

$$
\lim_{k \to \infty} \frac{1}{k} \log \Pr(\tau > k) = \log(\alpha).
$$

From this perspective, Theorem 1.4 may be interpreted as giving precise meaning to the statement that the escape rate through the random hole is approximately the same what one would obtain if the hitting time of the hole were geometrically distributed with probability of success equal to the measure of the hole.

As a consequence of Theorem 1.4 we can also estimate the escape rate of mass of Gibbs measures for Axiom A diffeomorphisms through randomly selected Markov holes. As the proof relies solely on Theorem 1.4 and the well-known relationship
between Markov partitions for Axiom A diffeomorphisms and SFTs (see [2]), we omit the proof.

**Corollary 1.8.** Let \( T : M \to M \) be an Axiom A diffeomorphism such that the restriction of \( T \) to its non-wandering set is topologically mixing, and let \( f : M \to \mathbb{R} \) be a Hölder continuous potential with Gibbs measure \( \nu \). Let \( \xi \) be a finite Markov partition of \( M \) with diameter small enough that the symbolic dynamics is well-defined, and let \( \xi^n = \bigvee_{k=0}^{n-1} T^{-k} \xi \). Then there exists \( \gamma_0 \in (0, 1) \) such that for each \( \alpha \in (\gamma_0, 1) \), the following holds. Let \( H_n \) be the randomly selected hole obtained by including each cell of \( \xi^n \) independently with probability \( 1 - \alpha \). Then for each \( \epsilon > 0 \), there exists \( \rho > 0 \) such that for large enough \( n \),

\[
\mathbb{P} \left( \left| g(\nu : H_n) - \log(\alpha) \right| \geq \epsilon \right) < e^{-\rho n}.
\]

1.3. **Outline of the paper.** The following section collects some background definitions and results that are used elsewhere in the paper. In Section 3, we present the proof Theorem 1.1 with the help of several technical lemmas. These technical lemmas are then proved in Sections 4, 5, and 6. Finally, in Section 7, we establish Proposition 7.1 which relates escape rates to pressure, and then we prove Theorem 1.4.

2. Background and notation

2.1. **Symbolic dynamics.** Let \( A \) be a finite set, which we call the alphabet. We let \( \Sigma = A^\mathbb{Z} \) denote the full-shift, and we let \( \sigma : \Sigma \to \Sigma \) be the left-shift map, \( \sigma(x)_n = x_{n+1} \). We endow \( \Sigma \) with the product topology from the discrete topology on \( A \), which makes \( \sigma \) a homeomorphism. We define the metric \( d(\cdot, \cdot) \) on \( \Sigma \) by the rule \( d(x, y) = 2^{-n(x,y)} \), where \( n(x,y) \) is the infimum of all \( |m| \) such that \( x_m \neq y_m \).

A subset \( X \subset \Sigma \) is a subshift if it is closed and \( \sigma(X) = X \). In the context of a subshift \( X \), we also use the symbol \( \sigma \) to denote the restriction of the left-shift to \( X \). A word on \( A \) is an element of \( A^m \) for some \( m \geq 1 \). We also refer to the empty word as a word. If \( u = u_1 \ldots u_m \) is in \( A^m \), then we say that \( u \) has length \( m \), and we let \( u^i \) denote the subword \( u_i \ldots u_j \). Further, we let \( B_m(X) \) denote the set of words of length \( m \) that appear in some point in \( X \). For any word \( w \) in \( B_m(X) \), we let \( [w] \) denote the set of points \( x \in X \) such that \( x_0 \ldots x_{m-1} = w \). Also, for \( x \in X \) and \( i \leq j \), we let \( x[i,j] \) denote the set of points \( y \in X \) such that \( y_1 \ldots y_j = x_i \ldots x_j \).

A subset \( X \subset \Sigma \) is a subshift of finite type (SFT) if there exists a natural number \( m \) and a collection of words \( F \subset A^m \) such that \( X \) is exactly the set of points in \( \Sigma \) that contain no words from \( F \). We say that an SFT is non-trivial if it contains at least two points. The SFT \( X \) is mixing if there exists \( N \) such that for all points \( x, y \in X \), there exists a point \( z \in X \) such that \( x(\cdot, \infty) = z(\cdot, \infty) \) and \( y[N, \infty) = z[N, \infty) \).

For any subshift \( X \subset \Sigma \), we let \( M(X, \sigma) \) denote the set of Borel probability measures \( \mu \) on \( X \) such that \( \mu(\sigma^{-1}A) = \mu(A) \) for all Borel sets \( A \subset X \). Suppose \( \mu \in M(X, \sigma) \). When it will not cause confusion, we write \( \mu(w) \) to denote the measure of the cylinder set \( [w] \), where \( w \in B_m(X) \) for some \( m \geq 1 \).

For any measure \( \mu \in M(X, \sigma) \), one may define the entropy of \( \mu \) as

\[
h(\mu) = \lim_{m \to \infty} \frac{1}{m} \sum_{w \in B_m(X)} -\mu(w) \log \mu(w),
\]
where the limit exists by subadditivity.

2.2. **Pressure and equilibrium states.** Let $Y$ be a subshift, and let $f : Y \to \mathbb{R}$ be continuous. For $m \geq 1$ and $w$ in $B_m(Y)$, let

$$S_m f(w) = \sup_{x \in Y \cap [w]} \sum_{k=0}^{m-1} f \circ \sigma^k(x).$$

Then let

$$\Lambda_m(Y) = \sum_{w \in B_m(Y)} e^{S_m f(w)}.$$

Finally, the (topological) pressure of $f$ on $Y$ is defined as

$$P_Y(f) = \lim_{m \to \infty} \frac{1}{m} \log \Lambda_m(Y),$$

where the limit exists by subadditivity.

The well-known Variational Principle (see [34]) states that

$$P_Y(f) = \sup \left\{ \int f \, d\mu + h(\mu) : \mu \in M(Y,\sigma) \right\}.$$  

For a subshift $Y$, this supremum must be realized, and any measure that attains the supremum is known as an equilibrium state for $f$ on $Y$.

Now suppose that $X$ is a mixing SFT and $f : X \to \mathbb{R}$ is Hölder continuous. In this case, it is known that there is a unique equilibrium state $\mu \in M(X,\sigma)$ for $f$, and furthermore $\mu$ satisfies the following Gibbs property: there exists $K > 1$ such that for all $n \geq 1$ and $x \in X$,

$$K^{-1} \leq \frac{\mu(x[0,n-1])}{\exp\left(-P_X(f) \cdot n + \sum_{k=0}^{n-1} f \circ \sigma^k(x)\right)} \leq K. \quad (2.1)$$

We may now give a definition for the parameter $\gamma_0$ that appears in Theorems [1] and [4].

**Definition 2.1.** Let $X$ be a non-empty mixing SFT, and let $f : X \to \mathbb{R}$ be a Hölder continuous potential with associated Gibbs measure $\mu$. Then let $\gamma_0 = \gamma_0(X, f)$ be defined by

$$\gamma_0 = \inf \left\{ \gamma > 0 : \exists n_0, \forall m \geq n_0, \forall u \in B_m(X), \mu(u) \leq \gamma^m \right\}.$$

Note that by [1] Lemma 5], if $X$ is non-trivial, then $\gamma_0 < 1$. We also make the following remark. Suppose $1 \geq \gamma > \gamma_0$, and fix $n_0$ such that $\mu(u) \leq \gamma^{|u|}$ whenever $|u| \geq n_0$. Then for any word $u$ we have $\mu(u) \leq \gamma^{|u| - n_0}$; indeed, if $|u| \geq n_0$, then it follows from the choice of $n_0$, and if $|u| \leq n_0$, then $\mu(u) \leq 1 \leq \gamma^{|u| - n_0}$.

It is well-known (see, e.g., [2] Proof of Proposition 1.14]) that $\mu$ satisfies a mixing property called $\psi$-mixing, from which a variety of mixing-type estimates may be deduced. The bounds required for the present work are summarized in the following lemma, which we state without proof.

**Lemma 2.2.** Let $X$ be a non-trivial mixing SFT with Hölder continuous potential $f : X \to \mathbb{R}$ and associated Gibbs measure $\mu$. Then there exist constants $K > 0$ and $g_0 \geq 1$ such that:

- the Gibbs property (2.1) holds;
for all $m, n \geq 1$ and for all $u \in B_m(X)$ and $v \in B_n(X)$ such that $uv \in B_{m+n}(X)$, we have

$$\mu(uv) \leq K \mu(u) \mu(v);$$

- for all $m, n \geq 1$ and for all $u \in B_m(X)$ and $v \in B_n(X)$ such that $uv \in B_{m+n}(X)$, we have

$$\mu(\sigma^{-m}[v] \mid [u]) \leq K \mu([v]);$$

- for $g \geq g_0$, for all $m, n \geq 1$ and for all $u \in B_m(X)$ and $v \in B_n(X)$, we have

$$\mu\left([u] \cap \sigma^{-g+m}[v]\right) \geq K^{-1} \mu([u]) \mu([v]).$$

2.3. Basics of random SFTs. Let $X$ be a non-trivial mixing SFT. Fix $\alpha \in (0,1)$. Recall that $F_n$ denotes the random subset of $B_n(X)$ formed by including each word with probability $1 - \alpha$, independently of all other words, and $Y_n = Y(F_n)$ is the random SFT formed by forbidding the words $F_n$ from $X$. Here we establish some notation and basic facts for random SFTs.

Let $u \in B_k(X)$ for some $k \geq n$. We let $W_n(u)$ denote the set of all words of length $n$ that appear in $u$:

$$W_n(u) = \{v \in B_n(X) : \exists j \in \{1, \ldots, k - n + 1\}, u_j^{1+n-1} = v\}.$$  

Then let $\xi_u$ denote the indicator function of the event that $u$ contains no words from $F_n$, i.e.,

$$\xi_u = \begin{cases} 1, & \text{if } W_n(u) \cap F_n = \emptyset \\ 0, & \text{otherwise.} \end{cases}$$

Since each word in $W_n(u)$ is excluded from $F_n$ with probability $\alpha$, independently of all other words, we have that

$$\mathbb{E}[\xi_u] = \mathbb{P}(W_n(u) \cap F_n = \emptyset) = \alpha^{|W_n(u)|}. \tag{2.2}$$

Furthermore, for $u, v \in B_k(X)$, the covariance of $\xi_u$ and $\xi_v$ is given by

$$\mathbb{E}\left((\xi_u - \mathbb{E}[\xi_u])(\xi_v - \mathbb{E}[\xi_v])\right) = \mathbb{E}[\xi_u \xi_v] - \mathbb{E}[\xi_u] \mathbb{E}[\xi_v]$$

$$= \alpha^{\min\{|W_n(u)\cup W_n(v)|, |W_n(u)|, |W_n(v)|\}} - \alpha^{\max\{|W_n(u)\cup W_n(v)|, |W_n(u)|, |W_n(v)|\}}$$

$$= \alpha^{\min\{|W_n(u)\cup W_n(v)|, |W_n(u)|, |W_n(v)|\}} \left(1 - \alpha^{\max\{|W_n(u)\cup W_n(v)|, |W_n(u)|, |W_n(v)|\}}\right). \tag{2.3}$$

Remark 2.3. Let $X$ be a non-trivial mixing SFT, and let $\mu \in M(X, \sigma)$. Then the expected value of the $\mu$-measure of the hole $H_n$ is $1 - \alpha$, since

$$\mathbb{E}[\mu(H_n)] = \mathbb{E}\left[\sum_{u \in B_n(X)} \mu(u)(1 - \xi_u)\right]$$

$$= \sum_{u \in B_n(X)} \mu(u)(1 - \mathbb{E}[\xi_u]) = (1 - \alpha) \mu(B_n(X)) = 1 - \alpha.$$
2.4. Repeats and repeat covers. We use interval notation to denote intervals in \( \mathbb{Z} \). For example, \([1, 3] = \{1, 2, 3\}\) and \([0, 5] = \{0, 1, 2, 3, 4\}\). Furthermore, for a set \( F \subset \mathbb{Z} \) and \( t \in \mathbb{Z} \), we let \( t + F = \{t + s : s \in F\}\). For \( n \in \mathbb{N} \) and \( F \subset \mathbb{Z} \), we let \( C_n(F) \) denote the set of intervals of length \( n \) contained in \( F \):
\[
C_n(F) = \{t + [0, n) : t + [0, n) \subset F\}.
\]
We will also consider sets of pairs of intervals; that is, we consider sets \( R \subset C_n(F) \times C_n(F) \). For such \( R \), we let \(|R|\) denote the number of pairs in \( R \), and we let
\[
A(R) = \bigcup_{(I_1, I_2) \in R} I_2.
\]
Now we define repeats and repeat covers, which were used implicitly in [29] and then defined explicitly in [31].

**Definition 2.4.** Let \( A \) be a finite set. Let \( F \subset \mathbb{Z} \), and let \( u \in A^F \). A pair \((I_1, I_2)\) in \( C_n(F) \times C_n(F) \) is an \( n\)-repeat (or just a repeat) for \( u \) if \( u_{I_1} = u_{I_2} \) and \( I_1 \) is the lexicographically minimal occurrence of the word \( u_{I_1} \) in \( u \). In that case, the word \( u_{I_1} \) is called a repeated word for \( u \). Furthermore, a set \( R \subset C_n(F) \times C_n(F) \) is a repeat cover for \( u \) if
\[
\begin{align*}
(1) & \text{ each pair } (I_1, I_2) \in R \text{ is a repeat for } u, \text{ and} \\
(2) & \text{ for each repeat } (I_1, I_2) \text{ for } u, \text{ we have } I_2 \subset A(R).
\end{align*}
\]

Note that every pattern \( u \in A^F \) has a repeat cover, which contains all repeats for \( u \). However, in many cases, we seek to find more efficient repeat covers, by which we mean repeat covers \( R \) such that \(|R|\) is small enough for our purposes. In this paper, we only require the bound supplied by the following lemma, which is a slightly weaker version of Lemma 3.8 in [31].

**Lemma 2.5.** Let \( F \subset \mathbb{Z} \) be a finite union of intervals of length \( n \), and suppose \( u \in A^F \). Then there exists an \( n\)-repeat cover \( R \) for \( u \) such that
\[
|R| \leq 4|F|/n.
\]

Additionally, our proofs make use of the following estimate relating the number of unique words of length \( n \) in \( u \in B_k(X) \) and the cardinality of the repeat area for \( u \).

**Lemma 2.6.** Let \( F \subset \mathbb{Z} \) be a finite union of intervals of length \( n \), and let \( a = |\{s : s + [0, n) \subset F\}| \). Suppose that \( u \in A^F \) satisfies \( |W_n(u)| = j < a \). Then for any repeat cover \( R \) for \( u \),
\[
|A(R)| \geq a + n - j - 1.
\]

**Proof.** Let \( r = a - j \), which is the number of repeats for \( u \). The lexicographically minimal repeat for \( u \) contributes \( n \) elements to \( A(R) \), and each of the other \( r - 1 \) repeats must contribute at least one element. Altogether, we must have \(|A(R)| \geq n + r - 1 = n + a - j - 1\). \(\Box\)

In many of the proofs in Section [4], we decompose words into alternating blocks of repeated regions (i.e., regions contained in \( A(R) \) for some repeat cover \( R \)) and non-repeated regions. The following definition standardizes some notation that is useful for such decompositions. We endow \( \mathbb{Z} \) with the standard graph structure, in which two nodes \( x, y \in \mathbb{Z} \) are connected by an edge whenever \(|x - y| = 1\). We then endow all subsets of \( \mathbb{Z} \) with the induced subgraph structure, and references...
to connected components refer to this subgraph structure. Furthermore, we give \( \mathbb{Z} \) \( \mathbb{Z} \) the standard ordering, and if \( I \) and \( J \) are disjoint subsets of \( \mathbb{Z} \), then we let \( I < J \) whenever \( x < y \) for all \( x \in I \) and \( y \in J \).

**Definition 2.7.** Let \( A \subset [0, k) \) be a union of intervals of length \( n \) such that \( 0 \notin A \). Then the interval decomposition of \([0, k)\) induced by \( A \) consists of \(( (I_m)_{m=1}^{N+1}, (J_m)_{m=1}^{N} )\), where

- each \( J_m \) is a non-empty maximal connected component of \( A \), and \( \bigcup_m J_m = A \);
- each \( I_m \) is a maximal connected component of \([0, k) \setminus A\), and \( \bigcup_m I_m = [0, k) \setminus A \);
- only \( I_{N+1} \) may be empty;
- for each \( m = 1, \ldots, N \), we have \( I_m < J_m < I_{m+1} \).

Now suppose \( b \in \mathcal{A}^k \) and \( \mathcal{R} \subset C_n([0, k)) \times C_n([0, k)) \). Let \( A = A(\mathcal{R}) \), and let \(( (I_m)_{m=1}^{N+1}, (J_m)_{m=1}^{N} )\) be the interval decomposition of \([0, k)\) induced by \( A \). For each \( m \), we let \( u_m = b|_{I_m} \) and \( v_m = b|_{J_m} \). We refer to \(( (u_m)_{m=1}^{N+1}, (v_m)_{m=1}^{N} )\) as the block decomposition of \( b \). If \( \mathcal{R} \) is a repeat cover for \( b \), then we refer to \(( (u_m)_{m=1}^{N+1}, (v_m)_{m=1}^{N} )\) as the repeat block decomposition of \( b \). Note that \( N \leq |\mathcal{R}| \).

When \( \mu \) is a Gibbs measure associated to a H"older continuous potential, the following lemma, which is used several times in Section 4, gives an estimate of the \( \mu \)-measure of any word \( b \) in terms of a block decomposition.

**Lemma 2.8.** Let \( X \) be a non-trivial mixing SFT with H"older continuous potential \( f : X \to \mathbb{R} \) and associated Gibbs measure \( \mu \). Let \( K > 0 \) satisfy the conclusions of Lemma 2.2. Let \( b \in B_k(X) \), and suppose that \(( (u_m)_{m=1}^{N+1}, (v_m)_{m=1}^{N} )\) is a block decomposition of \( b \). Then

\[
\mu(b) \leq K^{2N} \prod_{m=1}^{N+1} \mu(u_m) \prod_{m=1}^{N} \mu(v_m).
\]

**Proof.** Let \(( (I_m)_{m=1}^{N+1}, (J_m)_{m=1}^{N} )\) be a block decomposition of \( b \). Let \( s_m \) be the minimal element of the corresponding interval \( I_m \), and let \( t_m \) be the minimal element of the interval \( J_m \). In order to avoid confusion, in this proof we use proper cylinder set notation: for \( u \in B_m(X) \), we let \([u] \) denote the set of points \( x \) in \( X \) such that \( x_0 \ldots x_{m-1} = u \). Using conditional probabilities, we have

\[
\mu([b]) = \mu([u_1]) \prod_{m=1}^{N} \mu\left( \sigma^{-t_m}[v_m] \mid [u_1 \ldots u_m] \right) \prod_{m=1}^{N} \mu\left( \sigma^{-s_{m+1}}[u_{m+1}] \mid [u_1 \ldots v_m] \right).
\]

Then by our choice of \( K \), we have

\[
\mu([b]) \leq K^{2N} \prod_{m=1}^{N+1} \mu([u_m]) \prod_{m=1}^{N} \mu([v_m]),
\]

as desired. \( \square \)

### 3. Pressure of random SFTs

In this section we give a proof of Theorem 1.1. The broad outline of the proof involves finding upper and lower bounds on the pressure in terms of some other
random variables, followed by a second moment argument showing that these auxiliary random variables each converge in probability to $P_{X}(f) + \log \alpha$. For the sake of exposition, we present the argument here and defer the proofs of the many technical lemmas to later sections of the paper. We hope that this presentation helps clarify the main argument and also motivate the technical lemmas. Note that at the beginning of this proof we define some notation and choose some parameters, including the random variables $\phi_{n,k}$ and $\psi_{n,k}$, and we make frequent reference to both the notation and the parameters throughout Sections 4-8 in the technical lemmas.

**Proof of Theorem 1.1.** Let $X$ be a non-trivial mixing SFT. Let $f : X \to \mathbb{R}$ be a Hölder continuous potential with associated Gibbs measure $\mu$. Choose $\gamma_0 = \gamma_0(X, f)$ as in Definition 2.1 and note that $\gamma_0 < 1$. Let $\alpha \in (\gamma_0, 1]$, and let $\epsilon > 0$. Furthermore, fix $k$ and $g_0$ as in Lemma 2.2.

We begin by selecting a variety of parameters for our proof. Since $\alpha > \gamma_0$, there exists $\gamma$ in the interval $(\gamma_0, \alpha)$. According to the definition of $\gamma_0$, since $\gamma > \gamma_0$, there exists $n_0$ such that for all $m \geq n_0$, for all $u \in B_m(X)$, we have $\mu(u) \leq \gamma^m$. We assume throughout that $n \geq n_0$. Choose $\delta > 0$ such that $\delta < \log(\alpha \gamma^{-1})/4$. Fix a sequence $k = k(n)$ such that $n/k \to 0$ and $k = o(n^2 / \log n)$. (For example, one may choose $k = \lfloor n^{1+\nu} \rfloor$ for any $0 < \nu < 1$.) Now let $\ell = k - n + 1$, which is the number of positions $s$ in $[0, k)$ such that $s + [0, n) \subset [0, k)$.

Having made these parameter choices, we now proceed to define our upper and lower bounds on $P_{Y_n}(f)$. First, for all $m \geq n$, for all $u \in B_m(X)$, recall from Section 2.3 that $\xi_u$ is the random variable that is one if $u$ is allowed (i.e. $W_n(u) \cap F_n = \emptyset$) and zero otherwise. Then define

$$\phi_{n,k} = \sum_{u \in B_k(X)} e^{S_kf(u)} \xi_u.$$ 

By Lemma 6.1, $\phi_{n,k}$ may be used to provide an upper bound on $P_{Y_n}(f)$:

$$P_{Y_n}(f) \leq \frac{1}{k} \log \phi_{n,k}. \tag{3.1}$$

Now we turn towards the lower bound on $P_{Y_n}(f)$. Recall that we have already defined $\delta > 0$ above. Consider the set of words of length $n$ that are entropy-typical for $\mu$ with tolerance $\delta$:

$$E_n = \left\{ u \in B_n(X) : \left| \frac{1}{n} \log \mu(u) - h(\mu) \right| < \delta \right\}.$$ 

Then let $G_{n,k}$ be the set of words of length $k$ that begin and end with the same word of length $n$ from $E_n$:

$$G_{n,k} = \left\{ u \in B_k(X) : u_1^n = u_k^1 \text{ and } u_1^n \in E_n \right\}.$$ 

Next we define the random variable

$$\psi_{n,k} = \frac{1}{|E_n|} \sum_{u \in G_{n,k}} e^{S_kf(u)} \xi_u.$$ 

By Lemma 6.2, we see that $\psi_{n,k}$ may be used to bound $P_{Y_n}(f)$ from below: for all large enough $n$,

$$P_{Y_n}(f) \geq \frac{1}{k} \log \psi_{n,k} - \epsilon/2. \tag{3.2}$$
By Lemmas 5.1, 5.2, 5.3, and 5.4, we have the following asymptotic results on
the expectation and variance of \( \phi_{n,k} \) and \( \psi_{n,k} \):

(I) \( \lim_{n \to \infty} \frac{1}{k} \log \mathbb{E}[\phi_{n,k}] = P_X(f) + \log(\alpha); \)

(II) \( \lim_{n \to \infty} \frac{1}{k} \log \mathbb{E}[\psi_{n,k}] = P_X(f) + \log(\alpha); \)

(III) there exists \( \rho_1 > 0 \) such that for all large enough \( n \),

\[
\frac{\text{Var}[\phi_{n,k}]}{\mathbb{E}[\phi_{n,k}]^2} \leq e^{-\rho_1 n};
\]

(IV) there exists \( \rho_2 > 0 \) such that for all large enough \( n \),

\[
\frac{\text{Var}[\psi_{n,k}]}{\mathbb{E}[\psi_{n,k}]^2} \leq e^{-\rho_2 n}.
\]

The first two properties indicate that we expect \( \phi_{n,k} \) and \( \psi_{n,k} \) to be on the correct
exponential order of magnitude, while the third and fourth properties show that
these random variables are well concentrated around their expected values. Com-
bining these properties with Chebyshev’s inequality, we are able to finish the proof
as follows.

By the monotonicity of \( \mathbb{P} \) under inclusion, the union bound, and the displays
(3.3) and (3.2), for all large enough \( n \), we have

\[
P\left( \left| P_{Y_n}(f) - (P_X(f) + \log(\alpha)) \right| \geq \epsilon \right)
\]

\[
\leq P\left( P_{Y_n}(f) \geq P_X(f) + \log(\alpha) + \epsilon \right) + P\left( P_{Y_n}(f) \leq P_X(f) + \log(\alpha) - \epsilon \right)
\]

\[
\leq \left( \frac{1}{e} \log \phi_{n,k} \geq P_X(f) + \log(\alpha) + \epsilon \right) + P\left( \frac{1}{e} \log \psi_{n,k} - \epsilon/2 \leq P_X(f) + \log(\alpha) - \epsilon \right)
\]

\[
= P\left( \phi_{n,k} \geq e^{k(P_X(f) + \log(\alpha) + \epsilon)} \right) + P\left( \psi_{n,k} \leq e^{k(P_X(f) + \log(\alpha) - \epsilon/2)} \right).
\]

We proceed to bound the two terms on the right-hand side separately. For the first,
Chebyshev gives

\[
P\left( \phi_{n,k} \geq e^{k(P_X(f) + \log(\alpha) + \epsilon)} \right)
\]

\[
= P\left( \phi_{n,k} - \mathbb{E}[\phi_{n,k}] \geq e^{k(P_X(f) + \log(\alpha) + \epsilon)} - \mathbb{E}[\phi_{n,k}] \right)
\]

\[
= P\left( \phi_{n,k} - \mathbb{E}[\phi_{n,k}] \geq \text{Var}[\phi_{n,k}]^{1/2} \frac{\mathbb{E}[\phi_{n,k}]}{\text{Var}[\phi_{n,k}]^{1/2}} \left( e^{k(P_X(f) + \log(\alpha) + \epsilon)} / \mathbb{E}[\phi_{n,k}] - 1 \right) \right)
\]

\[
\leq \frac{\text{Var}[\phi_{n,k}]}{\mathbb{E}[\phi_{n,k}]^2} \left( e^{k(P_X(f) + \log(\alpha) + \epsilon)} / \mathbb{E}[\phi_{n,k}] - 1 \right)^{-2}.
\]

Then by properties (II) and (III), there exists \( \rho_3 > 0 \) such that for all large \( n \),

\[
P\left( \phi_{n,k} \geq e^{k(P_X(f) + \log(\alpha) + \epsilon)} \right) < e^{-\rho_3 n}.
\]
Similarly, for the second term in the last line of (3.3), Chebyshev gives
\[
P\left(\psi_{n,k} \leq e^{k(P_X(f) + \log \alpha - \epsilon/2)}\right) \\
\quad = P\left(\psi_{n,k} - E[\psi_{n,k}] \leq e^{k(P_X(f) + \log \alpha - \epsilon/2) - E[\psi_{n,k}]}\right) \\
\quad = P\left(\psi_{n,k} - E[\psi_{n,k}] \leq \text{Var}[\psi_{n,k}]^{1/2} \cdot \frac{E[\psi_{n,k}]}{\text{Var}[\psi_{n,k}]^{1/2}} \left(e^{k(P_X(f) + \log \alpha - \epsilon/2)/E[\psi_{n,k}] - 1}\right)\right) \\
\quad \leq \frac{\text{Var}[\psi_{n,k}]}{E[\psi_{n,k}]^2} \left(e^{k(P_X(f) + \log \alpha - \epsilon/2)/E[\psi_{n,k}] - 1}\right)^{-2}.
\]
Then by properties [II] and [IV], there exists \( \rho_4 > 0 \) such that for all large \( n \),
\[
(3.5) \quad P\left(\psi_{n,k} \leq e^{k(P_X(f) + \log \alpha - \epsilon/2)}\right) < e^{-\rho_4 n}.
\]
Combining the inequalities in (3.3), (3.4), and (3.5), we obtain the desired result.
\(\square\)

4. Repeat probabilities

In this section we bound the \( \mu \)-measure of sets of words that have repeated subwords. By the well-known result of Ornstein and Weiss [32], the first return time of a \( \mu \)-typical point \( x \) to its initial block of length \( n \) is approximately \( e^{k(\mu)n} \). Then for \( \mu \)-typical words of polynomial length in \( n \), one would expect to find no repeated words of length \( n \) at all. However, to control the expectation and variance of \( \phi_{n,k} \) and \( \psi_{n,k} \), it is important to give more precise estimates on just how unlikely it is that a word of length \( k \) will have exactly \( j \) distinct subwords of length \( n \), for each \( 1 \leq j \leq k - n + 1 \).

Throughout this section we use the same environment (notation, parameters, and assumptions) laid out at the beginning of the proof of Theorem 1.4. The results of this section are used in the following section to establish properties [I] - [IV] from the proof of Theorem 1.4.

We begin by considering some sets of words that have exactly \( j \) distinct subwords of length \( n \). For \( 1 \leq j \leq \ell \), we define the following sets:
\[
B^j_{n,k} = \{ u \in B_k(X) : |W_n(u)| = j \}
\]
\[
G^j_{n,k} = \{ u \in G_{n,k} : |W_n(u)| = j \}.
\]
Furthermore, for \( 1 \leq j \leq 2\ell \), we let
\[
D^j_{n,k} = \{ (u, v) \in B_k(X) \times B_k(X) : W_n(u) \cap W_n(v) \neq \emptyset, |W_n(u) \cup W_n(v)| = j \}
\]
\[
Q_{n,k} = \{ (u, v) \in G_{n,k} \times G_{n,k} : W_n(u) \cap W_n(v) \neq \emptyset \}
\]
\[
Q^j_{n,k} = \{ (u, v) \in G_{n,k} : |W_n(u) \cup W_n(v)| = j \}.
\]
In Lemmas 4.1 and 4.2 we find bounds on the \( \mu \)-measure of the sets \( B^j_{n,k} \) and \( G^j_{n,k} \). In subsequent lemmas (Lemmas 4.3 - 4.5), we also find bounds on the \( \mu \otimes \mu \)-measure of \( D^j_{n,k}, Q_{n,k}, \) and \( Q^j_{n,k} \). These estimates are used in the following section to bound the expectation and variance of \( \phi_{n,k} \) and \( \psi_{n,k} \).
Lemma 4.1. There exists a polynomial $p_1(x)$ such that for all large enough $n$, for each $1 \leq j \leq \ell$, we have

$$\mu(B^j_{n,k}) \leq p_1(n)^{k/n} \gamma^{k-j}.$$ 

Proof. Consider $n \geq n_0$ and and $1 \leq j \leq \ell$. We define a map $\varphi : B^j_{n,k} \rightarrow \{(R, w) : R \subset C_n([0, k)) \times C_n([0, k))\}$ as follows. Let $b$ be in $B^j_{n,k}$. Let $R$ be a repeat cover of $b$ such that $|R| \leq 4k/n$, which exists by Lemma 2.5. Let $((u_m)_{m=1}^{N+1}, (v_m)_{m=1}^{N})$ be a repeat block decomposition of $b$ (as in Definition 2.7). Then set $\varphi(b) = (R, (V_m)_{m=1}^{N})$. Furthermore, note that by Lemma 2.8

$$\mu(b) \leq K^{2N} \prod_{m=1}^{N} \mu(v_m) \prod_{m=1}^{N+1} \mu(u_m).$$

Since each block $v_m$ has length at least $n$ (it contains at least one repeated word of length $n$ from $b$) and $n \geq n_0$, we have that $\mu(v_m) \leq \gamma^{|v_m|}$. Then

$$\mu(b) \leq K^{2N} \gamma^{N+1} \prod_{m=1}^{N+1} \mu(u_m) = K^{2N} \gamma^{|A(R)|} \prod_{m=1}^{N+1} \mu(u_m)$$

Using that $N \leq |R| \leq 4k/n$ and $|A(R)| \geq k - j$ (by Lemma 2.9), we see that

$$\mu(b) \leq \left(K^8\right)^{k/n} \gamma^{k-j} \prod_{m=1}^{N+1} \mu(u_m).$$

(4.1)

Now define the projection map $\pi : \varphi(B^j_{n,k}) \rightarrow \{(R, w) : R \subset C_n(k) \times C_n(k)\}$, given by $\pi((R, w)) = R$. Let $S = \pi \circ \varphi(B^j_{n,k})$. Note that $|C_n([0, k))| \leq k$, and therefore $|C_n([0, k)) \times C_n([0, k))| \leq k^2$. Furthermore, since each $R$ in $\pi \circ \varphi(B^j_{n,k})$ satisfies $|R| \leq 4k/n$, we have that $|S| \leq |C_n([0, k)) \times C_n([0, k))|^{4k/n} \leq (k^2)^{4k/n} = \left(k^8\right)^{k/n}.$

Having established these bounds, we may now estimate the $\mu$-measure of $B^j_{n,k}$ as follows. By rearranging the sum, we have

$$\mu(B^j_{n,k}) = \sum_{b \in B^j_{n,k}} \mu(b) = \sum_{R \in S} \sum_{(R, (u_m)) \in \pi^{-1}(R)} \sum_{b \in \varphi^{-1}(R, (u_m))} \mu(b).$$

Then by (4.1), we get

$$\mu(B^j_{n,k}) \leq \sum_{R \in S} \sum_{(R, (u_m)) \in \pi^{-1}(R)} \sum_{b \in \varphi^{-1}(R, (u_m))} \left(K^8\right)^{k/n} \gamma^{k-j} \prod_{m=1}^{N+1} \mu(u_m)$$

$$= \left(K^8\right)^{k/n} \gamma^{k-j} \sum_{R \in S} \sum_{(R, (u_m)) \in \pi^{-1}(R)} \prod_{m=1}^{N+1} \mu(u_m).$$
Since \( \mu \) is a probability measure, the sum of \( \mu(u_m) \) over any set of words \( u_m \) of the same length is less than or equal to one. Then

\[
\mu(B_{n,k}^j) \leq \left( K^8 \right)^{k/n} \gamma^{k-j} \sum_{R \in S} \sum_{(u_m) \in \pi^{-1}(R)} \prod_{m=1}^{N+1} \mu(u_m)
\]

\[
\leq \left( K^8 \right)^{k/n} \gamma^{k-j} |S|
\]

\[
\leq \left( K^8 k^8 \right)^{k/n} \gamma^{k-j},
\]

where we have used that \( |S| \leq \left( K^8 \right)^{k/n} \) (established in the previous paragraph).

Recall that \( k = o(n^2 / \log(n)) \). Therefore for large enough \( n \), we have \( k \leq n^2 \).

Let \( p_1(x) = K^8 x^{16} \). Then for large enough \( n \), for all \( 1 \leq j \leq \ell \), the previous display yields that \( \mu(B_{n,k}^j) \leq p_1(n)^{k/n} \gamma^{k-j} \), as desired. \( \square \)

The following lemma gives both upper and lower bounds on the \( \mu \)-measure of \( G_{n,k} \).

**Lemma 4.2.** There exists \( \rho_0 > 0 \) such that for all large enough \( n \),

\[
K^{-1} e^{-(h(\mu)+\delta)n} (1 - e^{-\rho_0 n}) \leq \mu(G_{n,k}) \leq K e^{-(h(\mu)-\delta)n}.
\]

**Proof.** For \( u \in E_n \), let \( G_{n,k}(u) = \{ v \in G_{n,k} : v^n_1 = u \} \). Then by our choice of \( K \), for large enough \( n \), we have

\[
\mu(G_{n,k}(u)) = \sum_{v \in G_{n,k}(u)} \mu(v) \geq K^{-1} \mu(u)^2.
\]

Also, note that \( G_{n,k} = \bigcup_{u \in E_n} G_{n,k}(u) \). Then

\[
\mu(G_{n,k}) = \sum_{u \in E_n} \mu(G_{n,k}(u)) \geq K^{-1} \sum_{u \in E_n} \mu(u)^2 \geq K^{-1} e^{-(h(\mu)+\delta)n} \mu(E_n),
\]

where the last inequality results from the fact that \( \min_{u \in E_n} \mu(u) \geq e^{-(h(\mu)+\delta)n} \).

Additionally, using the Gibbs property \( \ref{2.1} \) and the large deviations results for Gibbs measures \( \ref{2.5} \), one may check that there exists \( \rho_0 > 0 \) such that \( \mu(E_n) \geq 1 - e^{-\rho_0 n} \) for all large enough \( n \). Combining this fact with the above inequalities yields the desired lower bound.

For the upper bound, for all large enough \( n \) and for each \( u \in E_n \), we have that

\[
\mu(G_{n,k}(u)) = \sum_{v \in G_{n,k}(u)} \mu(v) \leq K \mu(u)^2.
\]

Then

\[
\mu(G_{n,k}) = \sum_{u \in E_n} \mu(G_{n,k}(u)) \leq K \sum_{u \in E_n} \mu(u)^2 \leq K e^{-(h(\mu)-\delta)n},
\]

where we have used that \( \max_{u \in E_n} \mu(u) \leq e^{-(h(\mu)-\delta)n} \). \( \square \)

In the following three lemmas, we estimate the \( \mu \odot \mu \) measure of sets of pairs of words with various repeat properties. The outline of these proofs is similar to the outline of the proof of Lemma \( \ref{4.2} \), but each proof requires some arguments that are specific to the particular repeat structure of interest.

**Lemma 4.3.** There exists a polynomial \( p_2(x) \) such that for all large enough \( n \), for all \( 1 \leq j \leq 2\ell - 1 \),

\[
\mu \odot \mu(D_{n,k}^j) \leq p_2(n)^{k/n} \gamma^{2\ell-j+n}.
\]
Proof. Consider $n \geq n_0$, and let $1 \leq j \leq 2\ell - 1$. First define the set $F = [0, k) \cup [k + 1, 2k]$. Then define a map $\varphi : D^j_{n,k} \to \{(R, w) : R \subset C_n(F) \times C_n(F), w \in A^{F \setminus A(R)}\}$ as follows. Let $(a, b) \in D^j_{n,k}$. We use the notation $a \sqcup b$ to denote the element in $A^F$ such that $(a \sqcup b)|(0, k) = a$ and $(a \sqcup b)|(k + 1, 2k) = b$. Let $R$ be a repeat cover of $a \sqcup b$ such that $|R| \leq 4 |F|/n = 8k/n$, which exists by Lemma 2.6. Then let $((a_m)_{m=1}^{N_1+1}, (b_m)_{m=1}^{N_2+1})$ be the repeat block decomposition of $a$ induced by the set $A(R) \cap [0, k)$, and let $((y_m)_{m=1}^{N_2+1}, (z_m)_{m=1}^{N_2+1})$ be the repeat block decomposition of $b$ induced by the set $A(R) \cap [k + 1, 2k]$. Finally, we define $\varphi(a, b) = (R, (a_m)_{m=1}^{N_1+1}, (y_m)_{m=1}^{N_2+1}, (z_m)_{m=1}^{N_2+1})$.

By Lemma 2.8 note that

$$
\mu(a) \leq K^{2N_1} \prod_{m=1}^{N_1} \mu(v_m) \prod_{m=1}^{N_1+1} \mu(u_m),
$$

and

$$
\mu(b) \leq K^{2N_2} \prod_{m=1}^{N_2} \mu(z_m) \prod_{m=1}^{N_2+1} \mu(y_m).
$$

Furthermore, since each of the blocks $v_m$ and $z_m$ has length at least $n$, for all large enough $n$, we have that $\mu(v_m) \leq \gamma^{|v_m|}$ and $\mu(z_m) \leq \gamma^{|z_m|}$. Therefore for all large enough $n$, we have

$$
\mu(a) \leq K^{2N_1} \gamma \sum_{m=1}^{N_1+1} |v_m| \prod_{m=1}^{N_1+1} \mu(u_m),
$$

and

$$
\mu(a) \leq K^{2N_2} \gamma \sum_{m=1}^{N_2+1} |z_m| \prod_{m=1}^{N_2+1} \mu(y_m).
$$

Using that $N_1 + N_2 \leq |R| \leq 8k/n$ and $\sum_{m=1}^{N_1} |v_m| + \sum_{m=1}^{N_2} |z_m| = |A(R)| \geq 2k - j - n$ (by Lemma 2.6), we obtain

$$
\mu(a) \mu(b) \leq (K^{16})^{k/n} \gamma^{2k-j-n} \prod_{m=1}^{N_1+1} \mu(u_m) \prod_{m=1}^{N_2+1} \mu(y_m). \tag{4.2}
$$

Now define the projection $\pi : \varphi(D^j_{n,k}) \to \{R : R \subset C_n(F) \times C_n(F)\}$, given by $\pi(R, (u_m), (y_m)) = R$. Let $S = \pi \circ \varphi(D^j_{n,k})$. Note that $|C_n(F)| \leq 2k$, and so $|C_n(F) \times C_n(F)| \leq (2k)^2$. Since each $R \in \pi \circ \varphi(D^j_{n,k})$ satisfies $|R| \leq 8k/n$, we then have that $|S| = |\pi \circ \varphi(D^j_{n,k})| \leq |C_n(F) \times C_n(F)|^{8k/n} \leq (2k)^{16k/n}$.

Let us now estimate $\mu \otimes \mu(D^j_{n,k})$. By rearranging the sum, we get

$$
\mu \otimes \mu(D^j_{n,k}) = \sum_{(a, b) \in D^j_{n,k}} \mu(a) \mu(b) = \sum_{R \in S} \sum_{(a_m, b_m) \in \pi^{-1}(R)} \sum_{(a, b) \in \varphi^{-1}(R, (u_m), (y_m))} \mu(a) \mu(b).
$$
Applying (4.2) to each term in the sum, we get

$$
\mu \otimes \mu(D^j_{n,k}) 
\leq \left(K^{16}\right)^{k/n} \gamma^{2k-j-n} \sum_{s \in S} \sum_{(u_m, ) \in {s^{-1}(s)}} N_{m+1} \prod_{m=1}^{N+1} \mu(u_m) \prod_{m=1}^{N_{m+1}} \mu(y_m).
$$

Then since the sum of $\mu(u_m)$ over any set of words $u_m$ of the same length is less than or equal to one, we see that

$$
\mu \otimes \mu(D^j_{n,k}) \leq \left(K^{16}\right)^{k/n} \gamma^{2k-j-n} |S|.
$$

Combining this estimate with the bound on $|S|$ established in the previous paragraph, we obtain

$$
\mu \otimes \mu(D^j_{n,k}) \leq \left(2^{16}K^{16}K^{16}\right)^{k/n} \gamma^{2k-j-n}.
$$

Recall that $k = o(n^2/\log(n))$. Then for all large enough $n$, we have $k \leq n^2$. Let $p_2(x) = (2K)^{16}x^{32}$. Then by the previous display, for all large enough $n$, we obtain that $\mu \otimes \mu(D^j_{n,k}) \leq p_2(n)^{k/n} \gamma^{2k-j-n}$.

**Lemma 4.4.** There exists a polynomial $p_3(x)$ such that for all large enough $n$,

$$
\mu \otimes \mu(Q_{n,k}) \leq p_3(n)e^{-2n(h(\mu)-\delta)} \gamma^n.
$$

**Proof.** Consider $n \geq n_0$. First define the set $F = [0,k] \cup [k+1,2k]$. Then we define a map $\varphi : Q_{n,k} \rightarrow \{([R,W]) : J \subset C_n(S) \times C_n(S), w \in A^{|S|,|A(R)|}\}$ as follows. Let $a,b \in Q_{n,k}$. We let $a \uplus b$ denote the element of $A^F$ such that $(a \uplus b)_{[0,k]} = a$ and $(a \uplus b)_{[k+1,2k]} = b$. Since $W_n(a) \cap W_n(b) = 0$, there exists $J \in C_n([0,k])$ and $J \in C_n([k+1,2k])$ such that $(a \uplus b)|_J = (a \uplus b)|_J$, and we assume that $J$ is (lexicographically) minimal among all such intervals. We partition $Q_{n,k}$ into $Q_{n,k}$ and $\tilde{Q}_{n,k}$, where $\tilde{Q}_{n,k}$ consists of all pairs $(a,b)$ such that $J \cap [2k-n,2k] = 0$, and $\tilde{Q}_{n,k}$ contains the remaining pairs. Our definition of $\varphi(a,b)$ will depend on whether $(a,b)$ is in $\tilde{Q}_{n,k}$ or $Q_{n,k}$.

First suppose that $(a,b) \in \tilde{Q}_{n,k}$. Let $F \subset C_n(F) \times C_n(F)$ be the following set containing three pairs of intervals: $\{([0,n],[\ell-1,k]), (I,J), ([k+1,k+n], [2k-n+1,2k])\}$. Note that the block decomposition of $a$ induced by $A(R) \cap [0,k]$ has the form $(u_1,v_1)$, where $v_1 = a_{[\ell-1,k]}$. Similarly, the block decomposition of $b$ induced by $A(R) \cap [k+1,2k]$ has the form $(y_m)_{m=1}^{2k}, (z_m)_{m=1}^{2k}$, where $z_1 = (a \uplus b)|_J$ and $z_2 = (a \uplus b)|_{[2k-n+1,2k]}$. Finally, we define $\varphi(a,b) = ([R,u_1], (y_m)_{m=1}^{2k}, (z_m)_{m=1}^{2k})$. Furthermore, we note that

$$
\mu(a) = \mu(u_1v_1) \leq K \mu(u_1) \mu(v_1),
$$

and

$$
\mu(b) = \mu(y_1z_1y_2z_2) \leq K^3 \mu(y_1) \mu(y_2) \mu(z_1) \mu(z_2).
$$

Since $a,b \in G_{n,k}$, we must have $v_1, z_2 \in E_n$, and therefore $\mu(v_1) \leq e^{-(h(\mu)-\delta)n}$ and $\mu(z_2) \leq e^{-(h(\mu)-\delta)n}$. Also, since $z_1$ has length $n \geq n_0$, we have that $\mu(z_1) \leq \gamma^n$. Putting these estimates together, we obtain

$$
\mu(a) \mu(b) \leq K^4 e^{-2n(h(\mu)-\delta)} \gamma^n \mu(u_1) \mu(y_1) \mu(y_2).
$$

Now suppose that $(a,b) \in Q_{n,k}$. In this case we let $F \subset C_n(F) \times C_n(F)$ be a different set of three pairs of intervals: $F = \{([0,n],[\ell-1,k]), (I,J), ([2k-}$
Let $p$ where the second inequality uses the bound on $\mu$. Follows. Let $(\phi, v)$ by defining a map $\mu$. Summing over all $(a,b)$ be the repeat block decomposition of $\mu$. Given by $\mu(a) = \mu(u_1, y_1)\mu(y_2, z_1), \mu(z_2)$. Since $a,b \in G_{n,k}$, we have that $v_1, z_1 \in E_n$, and thus $\mu(v_1) \leq e^{-\gamma}$. Also, since $z_2$ has length $n \geq n_0$, we have that $\mu(z_2) \leq \gamma$. Combining these estimates, we see that

\begin{equation}
\mu(a)\mu(b) \leq K^2e^{-2n(h(\mu)-\gamma)}\mu(y_1)\mu(y_2).
\end{equation}

Now define the projection map $\pi : \phi(Q_{n,k}) \rightarrow (\mathcal{R} : \mathcal{J} \subset \mathcal{C}_n(F) \times \mathcal{C}_n(F))$, given by $\pi(\mathcal{R}, w) = \mathcal{R}$. Let $S = \pi \circ \phi(Q_{n,k})$. Since $|\mathcal{C}_n(F)| \leq (2k)^2$. Moreover, since each $\mathcal{R}$ in $\pi \circ \phi(Q_{n,k})$ satisfies $|\mathcal{R}| = 3$, we get $|S| = |\pi \circ \phi(Q_{n,k})| \leq |\mathcal{C}_n(F) \times \mathcal{C}_n(F)|^3 \leq (2k)^6$.

By rearranging the sum, we find

$$
\mu \otimes \mu(Q_{n,k}) = \sum_{(a,b) \in Q_{n,k}} \mu(a)\mu(b) = \sum_{\mathcal{R} \in S} \sum_{(R,u_1, (y_m)_{m=1}^2) \in \pi^{-1}(\mathcal{R})} \sum_{(a,b) \in \phi^{-1}(\mathcal{R}, u_1, (y_m)_{m=1}^2)} \mu(a)\mu(b).
$$

Then by applying the estimates (4.3) and (4.4) to each term, we get

$$
\mu \otimes \mu(Q_{n,k}) \leq \sum_{\mathcal{R} \in S} \sum_{(R,u_1, (y_m)_{m=1}^2) \in \pi^{-1}(\mathcal{R})} K^2e^{-2n(h(\mu)-\gamma)}\mu(y_1)\mu(y_2).
$$

Summing over all $u_1, y_1$, and $y_2$, we obtain

$$
\mu \otimes \mu(Q_{n,k}) \leq K^2e^{-2n(h(\mu)-\gamma)}|S| \leq K^2(2k)^6e^{-2n(h(\mu)-\gamma)}\gamma^n,
$$

where the second inequality uses the bound on $|S|$ established in the previous paragraph.

Recall that $k = o(n^2/\log n)$, and hence for all large enough $n$, we have $k \leq n^2$. Let $p_0(x) = 2^kK_0^2x^{12}$. Then by the previous inequality, for all large enough $n$, we see that $\mu \otimes \mu(Q_{n,k}) \leq p_3(n)e^{-2n(h(\mu)-\gamma)}\gamma^n$.

**Lemma 4.5.** There exists a polynomial $p_4(x)$ such that for all large enough $n$ and $1 \leq j \leq 2\ell$,

$$
\mu \otimes \mu(Q_{n,k}^j) \leq p_4(k)^{k/n}e^{-2n(h(\mu)-\gamma)2\ell-j}.
$$

**Proof.** Consider $n \geq n_0$ and $1 \leq j \leq 2\ell$. Let $F = [0,k] \cup [k+1,2k]$. We begin by defining a map $\phi : Q_{n,k}^j \rightarrow (\mathcal{R}, w) : \mathcal{R} \subset \mathcal{C}_n(S) \times \mathcal{C}_n(S), w \in \mathcal{A}^{F \setminus \mathcal{A}(\mathcal{R})}$ as follows. Let $(a, b)$ be the element of $\mathcal{A}_F^j$ such that $(a \cup b)|_k = a$ and $(a \cup b)|_{k+1, 2k} = b$. Let $\mathcal{R}$ be a repeat cover for $a \cup b$ such that $|\mathcal{R}| \leq |F|/n = 8k/n$, which exists by Lemma 2. Then let $((u_m)_{m=1}^N, (v_m)_{m=1}^N)$ be the repeat block decomposition of $a$ induced by the set $\mathcal{A}(\mathcal{R}) \cap (0, k - n)$, and let $((y_m)_{m=1}^{N+1}, (z_m)_{m=1}^{N_2})$ be the repeat block decomposition for $b$ induced by the set...
A(\mathcal{R}) \cap [k+1, 2k-n]. Additionally, let \( v_{N_1+1} = a_{[k-n,k)} \) and \( z_{N_2+1} = b_{[2k-n+1,2k)} \). Set \( \varphi(a,b) = (\mathcal{R}, (u_m)_{m=1}^{N_1+1}, (y_m)_{m=1}^{N_2+1}) \). Furthermore, by Lemma 2.8, we have that
\[
\mu(a) \leq K^{2N_1+1} \prod_{m=1}^{N_1+1} \mu(v_m) \prod_{m=1}^{N_1+1} \mu(u_m),
\]
and
\[
\mu(b) \leq K^{2N_2+1} \prod_{m=1}^{N_2+1} \mu(z_m) \prod_{m=1}^{N_2+1} \mu(y_m).
\]
Since \( v_{N_1+1}, z_{N_2+1} \in E_n \), we have \( \mu(v_{N_1+1}) \leq e^{-n(h(\mu) - \delta)} \) and \( \mu(z_{N_2+1}) \leq e^{-n(h(\mu) - \delta)} \). Also, for \( m = 1, \ldots, N_1 - 1 \), the length of \( v_m \) is at least \( n \), and we get \( \mu(v_m) \leq \gamma^{[n_m]} \).
For \( v_{N_1} \), we always have \( \mu(v_{N_1}) \leq \gamma^{[n_{N_1}]} \). Similarly, for \( m = 1, \ldots, N_2 - 1 \), the length of \( z_m \) is at least \( n \), and we get \( \mu(z_m) \leq \gamma^{[z_m]} \). As for \( z_{N_2} \), we always have \( \mu(z_{N_2}) \leq \gamma^{[z_{N_2}]} \).

Then for large enough \( n \), we have
\[
\mu(a) \leq K^{2N_1+1} \gamma \sum_m |v_m| - n \gamma e^{-n(h(\mu) - \delta)} \prod_{m=1}^{N_1+1} \mu(u_m),
\]
and
\[
\mu(b) \leq K^{2N_2+1} \gamma \sum_m |z_m| - n \gamma e^{-n(h(\mu) - \delta)} \prod_{m=1}^{N_2+1} \mu(y_m).
\]
Using that \( N_1 + N_2 \leq |R| \leq 8k/n \) and \( \sum_m |v_m| + \sum_m |z_m| = |A(\mathcal{R})| \geq 2\ell - j - 2 \) (by Lemma 2.4), we obtain
\[
\mu(a)\mu(b) \leq (K^{32})^{k/n} \gamma^{2\ell - j - 2 - 2n} e^{-2n(h(\mu) - \delta)} \prod_{m=1}^{N_1+1} \mu(u_m) \prod_{m=1}^{N_2+1} \mu(y_m).
\]
Now we define the projection map \( \pi : \varphi(Q_{n,k}^j) \to \{\mathcal{R} : \mathcal{R} \subset C_n(F) \times C_n(F)\} \), given by \( \pi(\mathcal{R}, (u_m), (y_m)) = \mathcal{R} \). Let \( S = \pi \circ \varphi(Q_{n,k}^j) \). Since \( |C_n(F)| \leq 2k \), we see that \( |C_n(F) \times C_n(F)| \leq (2k)^2 \). Moreover, since each \( \mathcal{R} \) in \( S \) satisfies \( |R| \leq 8k/n \), we estimate \( |S| = |\pi \circ \varphi(Q_{n,k}^j)| \leq |C_n(F) \times C_n(F)|^{8k/n} \leq (2^{16}k^{16})^{k/n} \).
Let us now estimate \( \mu \otimes \mu(Q_{n,k}^j) \). By rearranging the sum, we get
\[
\mu \otimes \mu(Q_{n,k}^j) = \sum_{(a,b) \in Q_{n,k}^j} \mu(a) \mu(b)
= \sum_{\mathcal{R} \in S} \sum_{(a,b) \in \varphi^{-1}(\mathcal{R}, (u_m), (y_m))} \sum_{\varphi^{-1}(\mathcal{R}, (u_m), (y_m))} \mu(a) \mu(b).
\]
By applying (4.3) to each term in the sum, we see that
\[
\mu \otimes \mu(Q_{n,k}^j) \leq (K^{32})^{k/n} \gamma^{2\ell - j - 2 - 2n} \gamma e^{-2n(h(\mu) - \delta)} \prod_{m=1}^{N_1+1} \mu(u_m) \prod_{m=1}^{N_2+1} \mu(y_m),
\]
and then summing over all \( u_m \) and \( y_m \) gives
\[
\mu \otimes \mu(Q_{n,k}^j) \leq (K^{32})^{k/n} \gamma^{2\ell - j - 2} |S|.
\]
Combining this estimate with the bound on $|S|$ from the previous paragraph, we obtain

$$
\mu \otimes \mu(Q^j_{n,k}) \leq \left(2^{32} K^{32} \gamma^{-2n_0 - 2}\right)^{k/n} e^{-n(h(\mu) - \delta) \gamma^{2\ell - j}}.
$$

Recall that $k = o(n^2 / \log(n))$, and hence for all large enough $n$, we have $k \leq n^2$. Let $p_4(x) = (2K)^{32} \gamma^{-2n_0 - 2}x^{32}$. Then by the previous displayed inequality, for all large enough $n$ and all $1 \leq j \leq 2\ell$, we have $\mu \otimes \mu(Q^j_{n,k}) \leq p_4(n)^{k/n} e^{-n(h(\mu) - \delta) \gamma^{2\ell - j}}$. □

5. Moment bounds

In this section we prove properties (I)-(IV) concerning the expectation and variance of $\phi_{n,k}$ and $\psi_{n,k}$, which are used in the proof of Theorem 1.1. Throughout this section, we use the same environment (notation, parameters, and assumptions) as in the proof of Theorem 1.1.

Lemma 5.1. For all $n \geq 1$, the expectation of $\phi_{n,k}$ satisfies

$$
E[\phi_{n,k}] \geq K^{-1} \alpha^\ell e^{P_k}.
$$

Furthermore,

$$
\lim_{n \to \infty} \frac{1}{k} \log E[\phi_{n,k}] = P + \log(\alpha).
$$

Proof. Let $n \geq 1$. Then by (2.2) and our choice of $K$, we have

$$
E[\phi_{n,k}] = \sum_{u \in B_k(X)} e^{S_k f(u)} \alpha |W_n(u)|
$$

$$
= \sum_{j=1}^\ell \alpha^j \sum_{u \in B_{j,n,k}} e^{S_k f(u)}.
$$

$$
\geq K^{-1} e^{P_k} \sum_{j=1}^\ell \alpha^j \mu(B^j_{n,k}).
$$

Using that $\alpha^j \geq \alpha^\ell$ for all $j \leq \ell$ and $\sum_j \mu(B^j_{n,k}) = \mu(B_n(X)) = 1$, we get

$$
E[\phi_{n,k}] \geq K^{-1} \alpha^\ell e^{P_k},
$$

which establishes the first conclusion of the lemma.

Now we consider letting $n$ tend to infinity. By the first conclusion of the lemma, we have that

$$
\liminf_{n \to \infty} \frac{1}{k} \log E[\phi_{n,k}] \geq P + \log(\alpha).
$$

Also, for any $n$, our choice of $K$ yields

$$
E[\phi_{n,k}] = \sum_{j=1}^{k-n+1} \alpha^j \sum_{u \in B^j_{n,k}} e^{S_k f(u)} \leq K e^{P_k} \sum_{j=1}^{k-n+1} \alpha^j \mu(B^j_{n,k}).
$$
Recall that $\alpha > \gamma$, and therefore $\alpha \gamma^{-1} > 1$. By Lemma 4.1, there exists a polynomial $p_1(x)$ such that for large enough $n$, we have

$$\mathbb{E}[\phi_{n,k}] \leq K e^{P_k} \sum_{j=1}^{\ell} \alpha^j \mu(B^j_{n,k})$$

$$\leq K e^{P_k} \sum_{j=1}^{\ell} \alpha^j p_1(n)^{k/n} \gamma^{-j}$$

$$\leq K e^{P_k} p_1(n)^{k/n} \gamma^{-k} \sum_{j=1}^{\ell} (\alpha \gamma^{-1})^j$$

$$\leq K e^{P_k} p_1(n)^{k/n} \gamma^{-k} (\alpha \gamma^{-1})^\ell \frac{1}{1 - (\alpha \gamma^{-1})}$$

$$= K e^{P_k} p_1(n)^{k/n} \gamma^{-k} \frac{1}{1 - (\alpha \gamma^{-1})}.$$  

Since $n/k \to 0$ and $n^{-1} \log p_1(n) \to 0$, we obtain that

$$\limsup_n \frac{1}{k} \log \mathbb{E}[\phi_{n,k}] \leq P + \log \alpha,$$

which finishes the proof.

**Lemma 5.2.** For all $n \geq 1$, the expectation of $\psi_{n,k}$ satisfies

$$\mathbb{E}[\psi_{n,k}] \geq |E_n|^{-1} K^{-1} \alpha^\ell e^{P_k} \mu(G_{n,k}).$$

Furthermore,

$$\lim_n \frac{1}{k} \log \mathbb{E}[\psi_{n,k}] = P + \log(\alpha).$$

**Proof.** Let $n \geq 1$. Then by (2.2) and our choice of $K$, we have

$$\mathbb{E}[\psi_{n,k}] = \frac{1}{|E_n|} \sum_{u \in G_{n,k}} e^{S_k f(u)} |W_n(u)|$$

$$= \frac{1}{|E_n|} \sum_{j=1}^{\ell} \alpha^j \sum_{u \in G^j_{n,k}} e^{S_k f(u)}$$

$$\geq |E_n|^{-1} K^{-1} e^{P_k} \sum_{j=1}^{\ell} \alpha^j \mu(G^j_{n,k}).$$

Since $\alpha^j \geq \alpha^\ell$ for all $j \leq \ell$ and $\sum_j \mu(G^j_{n,k}) = \mu(G_{n,k})$, we get

$$\mathbb{E}[\psi_{n,k}] \geq |E_n|^{-1} K^{-1} \alpha^\ell e^{P_k} \mu(G_{n,k}),$$

which establishes the first conclusion of the lemma.

Now we consider letting $n$ tend to infinity. By the first conclusion of the lemma, we have that

$$\liminf_n \frac{1}{k} \log \mathbb{E}[\psi_{n,k}] \geq P + \log \alpha + \liminf_n \frac{1}{k} \log |E_n|^{-1} + \frac{1}{k} \log \mu(G_{n,k}).$$
Note that $|E_n| \leq |A|^n$, and by Lemma 4.2 for large enough $n$, we have $\mu(G_{n,k}) \geq 2^{-1}K^{-1}e^{-n(h(\mu)+\delta)}$. Therefore

$$\liminf_n \frac{1}{k} \log \mathbb{E}[\psi_{n,k}] \geq P + \log \alpha + \liminf_n \left( \frac{n}{k} \log |A|^{-1} + \frac{n}{k} \log(e^{-h(\mu)+\delta}) \right).$$

Finally, using that $n/k \to 0$, we obtain

$$\liminf_n \frac{1}{k} \log \mathbb{E}[\psi_{n,k}] \geq P + \log \alpha.$$ 

Also, by Lemma 5.1 and the fact that $\psi_{n,k} \leq \phi_{n,k}$, we have

$$\limsup_n \frac{1}{k} \log \mathbb{E}[\psi_{n,k}] \leq \limsup_n \frac{1}{k} \log \mathbb{E}[\phi_{n,k}] \leq P + \log \alpha.$$ 

Taken together, the previous two inequalities yield that

$$\lim_n \frac{1}{k} \log \mathbb{E}[\psi_{n,k}] = P + \log \alpha,$$ 

as desired.

\[\square\]

Lemma 5.3. There exists $\rho_1 > 0$ such that for all large enough $n$, 

$$\frac{\text{Var}[\phi_{n,k}]}{\mathbb{E}[\phi_{n,k}]^2} \leq e^{-\rho_1 n},$$

Proof. Using the fact that the variance of a sum is the sum of the covariances, (2.3), and our choice of $K$, we have

$$\text{Var}[\phi_{n,k}] = \sum_{u,v \in B_k(X)} \alpha^{[W_n(u),W_n(v)]} \left(1 - \alpha^{[W_n(u)\cap W_n(v)]}\right)e^{S_{k}f(u)+S_{k}f(v)}$$

$$\leq \sum_{j=1}^{2^\ell - 1} \alpha^j \sum_{(u,v) \in D_{n,k}^j} e^{S_{k}f(u)+S_{k}f(v)}$$

$$\leq K^2 e^{2P_k} \sum_{j=1}^{2^\ell - 1} \alpha^j \mu \otimes \mu(D_{n,k}^j).$$

Let $C = 1/(1 - (\alpha^{-1}\gamma))$. Then by the lower bound on $\mathbb{E}[\phi_{n,k}]$ from Lemma 5.1 and the upper bound on $\mu \otimes \mu(D_{n,k}^j)$ from Lemma 1.3 there exists a polynomial $p_2(x)$ such that for large enough $n$, we have

$$\frac{\text{Var}[\phi_{n,k}]}{\mathbb{E}[\phi_{n,k}]^2} \leq \frac{K^2 e^{2P_k} \sum_{j=1}^{2^\ell - 1} \alpha^j \mu \otimes \mu(D_{n,k}^j)}{K^{-2} \alpha c^{2P_k}}$$

$$= K^2 \alpha^{-2\ell} \sum_{j=1}^{2^\ell - 1} \alpha^j \mu \otimes \mu(D_{n,k}^j)$$

$$\leq K^2 \alpha^{-2\ell} \sum_{j=1}^{2^\ell - 1} \alpha^{j} p_2(n)^{k/n-\gamma 2\ell+n-j}$$

$$\leq K^4 p_2(n)^{k/n} \alpha^{-2\ell} \gamma 2\ell+n \sum_{j=1}^{2^\ell - 1} (\alpha\gamma^{-1})^j$$

$$\leq K^4 p_2(n)^{k/n} \alpha^{-2\ell} \gamma 2\ell+n (\alpha\gamma^{-1})^{2\ell} C.$$
Rewriting this estimate, we find

\[
\frac{\text{Var} \phi_{n,k}}{\mathbb{E} \phi_{n,k}^2} = \exp \left( 4 \log K + \log C + \frac{k}{n} \log p_2(n) + n \log \gamma \right)
\]

\[
\leq \exp \left( n \left( \frac{k}{n^2} \log n + \frac{4}{n} \log K + \frac{1}{n} \log C \right) \right),
\]

where \( p_2(x) \leq x^q \) for all large enough \( x \). Since \( k = o(n^2 / \log n) \) and \( \log \gamma < 0 \), we obtain the desired bound.

\[ \square \]

**Lemma 5.4.** There exists \( \rho_2 > 0 \) such that for all large enough \( n \),

\[
\frac{\text{Var} \psi_{n,k}}{\mathbb{E} \psi_{n,k}^2} \leq e^{-\rho_2 n}.
\]

**Proof.** Let \( b = 2\ell - n \). Using the fact that the variance of a sum is the sum of the covariances, we have

\[
\text{Var} \psi_{n,k} = \frac{1}{|E_n|^2} \sum_{u,v \in G_{n,k}} \alpha_{W_n(u) \cap W_n(v)} \left( 1 - \alpha_{W_n(u) \cap W_n(v)} \right) e^{S_k f(u) + S_k f(v)}
\]

\[
\leq \frac{1}{|E_n|^2} \sum_{j=1}^{2\ell} \alpha_j \sum_{(u,v) \in Q_{n,k}^j} e^{S_k f(u) + S_k f(v)}
\]

\[
\leq K^2 e^{2p_k} \sum_{j=1}^{2\ell} \alpha_j \mu \otimes \mu(Q_{n,k}^j).
\]

Dividing by \( \mathbb{E} \psi_{n,k} \) and using the lower bound on \( \mathbb{E} \psi_{n,k} \) in Lemma 5.2 and the lower bound on \( \mu(G_{n,k}) \) in Lemma 4.2, we see that

\[
\frac{\text{Var} \psi_{n,k}}{\mathbb{E} \psi_{n,k}^2} \leq K^2 e^{2p_k} \sum_{j=1}^{2\ell-1} \alpha_j \mu \otimes \mu(Q_{n,k}^j)
\]

\[
\leq \frac{K^4 \alpha^{-2\ell} \sum_{j=1}^{2\ell-1} \alpha_j \mu \otimes \mu(Q_{n,k}^j)}{(2K)^{2\ell-2} e^{2n(h(\mu)+\delta)}}
\]

\[
= (2K)^{4} \alpha^{-2\ell} e^{2n(h(\mu)+\delta)} \left( \sum_{j=1}^{b-1} \alpha_j \mu \otimes \mu(Q_{n,k}^j) + \sum_{j=b}^{2\ell-1} \alpha_j \mu \otimes \mu(Q_{n,k}^j) \right)
\]

Let \( C = 1/(1 - (\alpha^{-1} \gamma)) \). Note that \( \alpha_j \leq \alpha_b \) for \( j \geq b \). Applying this fact and the upper bounds on \( \mu \otimes \mu(Q_{n,k}^j) \) and \( \mu \otimes \mu(Q_{n,k}^j) \) from Lemmas 4.4 and 4.5 respectively,
we get that there are polynomials $p_3(x)$ and $p_4(x)$ such that for all large enough $n$,
\[
\frac{\text{Var}[\psi_{n,k}]}{E[\psi_{n,k}]} \leq (2K)^6 \alpha^{-2} e^{2n(h(\mu)+\delta)} \left( \sum_{j=1}^{b-1} \alpha^j p_4(n)^{k/n} e^{-2n(h(\mu)-\delta)j} + \alpha^b p_3(n) e^{-2n(h(\mu)-\delta)n} \right)
\]
\[
\leq (2K)^6 \alpha^{-2} e^{4n\delta} \left( p_4(n)^{k/n} \sum_{j=1}^{b-1} (\alpha\gamma^{-1})^j + \alpha^b \gamma^n p_3(n) \right)
\]
\[
\leq (2K)^6 \alpha^{-2} e^{4n\delta} \left( p_4(n)^{k/n} C(\alpha\gamma^{-1})^b + \alpha^b \gamma^n p_3(n) \right)
\]
\[
= (2K)^6 e^{4n\delta} \gamma^n \alpha^{-n} \left( Cp_4(n)^{k/n} + p_3(n) \right).
\]

Rewriting this estimate, we have
\[
\frac{\text{Var}[\psi_{n,k}]}{E[\psi_{n,k}]} \leq \exp \left( n \left( \log(\gamma \alpha^{-1}) + 4\delta + \frac{6}{n} \log(2K) + \frac{1}{n} \log(Cp_4(n)^{k/n} + p_3(n)) \right) \right).
\]
Let $q > 1$ be such that for all large enough $x$, we have $Cp_4(x)^{k/n} + p_3(x) \leq x^{qk/n}$.

Then for all large enough $n$, we get
\[
\frac{\text{Var}[\psi_{n,k}]}{E[\psi_{n,k}]} \leq \exp \left( n \left( \log(\gamma \alpha^{-1}) + 4\delta + \frac{6}{n} \log(2K) + \frac{qk}{n^2} \log n \right) \right).
\]
Since $k = o(n^2 / \log(n))$, and $\log(\gamma \alpha^{-1}) + 4\delta < 0$ (by our choice of $\delta$ in the proof of Theorem 1), we obtain the desired bound. 

\section{6. Bounds on Pressure}

In this section we work with the same notation, parameters, and assumptions as in the proof of Theorem 1.

\begin{lemma}
For each $n$,
\[
P_{Y_n}(f) \leq \frac{1}{k} \log \phi_{n,k}.
\]
\end{lemma}

\begin{proof}
By subadditivity in the definition of pressure, we have that for all $m \geq 1$,
\[
P_{Y_n}(f) \leq \frac{1}{m} \log \sum_{u \in B_m(Y_n)} e^{S_m f(u)}.
\]

We apply this inequality with $m = k$. Also, since $B_k(Y_n) \subset \{u \in B_k(X) : \xi_u = 1\}$, we have
\[
\frac{1}{k} \log \sum_{u \in B_k(Y_n)} e^{S_m f(u)} \leq \frac{1}{k} \log \sum_{u \in B_k(X)} e^{S_k f(u)} \xi_u
\]
\[
= \frac{1}{k} \log \phi_{n,k}.
\]
Combining the two previous inequalities yields the desired conclusion. 
\end{proof}

\begin{lemma}
For any $\epsilon > 0$, for all large enough $n$,
\[
\frac{1}{k} \log \psi_{n,k} - \epsilon / 2 \leq P_{Y_n}(f).
\]
\end{lemma}
Then by our choice of $K$, we get
\[
\sum_{u \in B_q(Y)} e^{S_q f(u)} \geq K^{-q} \sum_{u_0, \ldots, u_{q-1} \in Z_q(v)} e^{\sum_{i=0}^{q-1} S_i f(u_i)}
\]
\[
= K^{-q} \sum_{u_0 \in Z_q(v)} \cdots \sum_{u_{q-1} \in Z_q(v)} e^{\sum_{i=0}^{q-1} S_i f(u_i)}
\]
\[
= K^{-q} \left( \sum_{u \in Z_q(v)} e^{S_q(u)} \right)^q
\]
\[
\geq K^{-2q} \left( \sum_{u \in Z_q(v)} e^{S_q(u)} \right)^q
\]
\[
\geq K^{-2q} \left( \sum_{u \in Z_q(v)} e^{S_q(u)} \right)^q e^{-\|f\|_\infty n_q},
\]
where $\|f\|_\infty = \sup_{x \in X} |f(x)|$. Now take logarithm, divide by $q \ell$, and let $q$ tend to infinity:
\[
P_Y(f) \geq \frac{1}{\ell} \log \sum_{u \in Z_q(v)} e^{S_q f(u)} - \frac{2q \log K}{\ell} - \|f\|_\infty \frac{n}{\ell}.
\]
Then
\[
P_Y(f) \geq \frac{1}{k} \log \psi_n - \frac{2q \log K}{\ell} - \|f\|_\infty \frac{n}{\ell}.
\]
Finally, since $n/\ell \to 0$, we may choose $n$ large enough that
\[
\frac{2q \log K}{\ell} + \|f\|_\infty \frac{n}{\ell} < \epsilon/2,
\]
which finishes the proof of the lemma. \qed
7. Connection between pressure and escape rate

Here we relate the notions of pressure and escape rate. For a hole \( H \) in an SFT \( X \), we define the \textit{survivor set} to be the set of points that never fall into the hole (in either forward or backward time):

\[
Y = X \setminus \left( \bigcup_{m \in \mathbb{Z}} \sigma^{-m}(H) \right).
\]

For an SFT \((X, \sigma)\), a hole \( H \) consisting of a finite union of cylinder sets, and an equilibrium state \( \mu \) associated to a Hölder continuous potential function \( f \), the following proposition relates the escape rate of \( \mu \) through the hole \( H \) to the pressure of \( f \) on the survivor set \( Y \). Although various versions of this result appear to be well-known (see, e.g., [7, 13]), we could not find an explicit reference for it, and we include a proof for completeness. For analogous results in various smooth settings, see the discussion of the \textit{escape rate formula} in [4] and references therein.

\textbf{Proposition 7.1.} Let \( X \) be a non-trivial mixing SFT, \( f : X \to \mathbb{R} \) a Hölder continuous potential, and \( \mu \) the Gibbs measure associated to \( f \). Further, let \( H \) be a finite union of cylinder sets in \( X \), and let \( Y \) be the survivor set of the open system \((X, \sigma, H)\). Then

\[
-\varrho(\mu : H) = P_X(f) - P_Y(f).
\]

\textit{Proof.} Let \( K \) satisfy the conclusions of Lemma 2.2 for \( X \), \( f \), and \( \mu \). We suppose without loss of generality that \( H \) is the union of cylinder sets corresponding to words of length \( n \). For \( k \geq n \), let \( B_k(X, H) \) denote the set of \( w \in B_k(X) \) such that \( w \) contains no subword in \( H \), and let \( P = P_X(f) \). Let \( \ell = \ell(k) = k - n + 1 \). Recall that

\[
M_\ell = \left\{ x \in X : \forall j \in \{0, \ldots, \ell - 1\}, \sigma^j(x) \notin H \right\},
\]

so that we have \( \mu(M_\ell) = \mu(B_k(X, H)) \). Note that since \( n \) is fixed in this context, we have \( \lim_{k \to \infty} \ell/k = 1 \).

By our choice of \( K \) and the fact that \( B_k(Y) \subset B_k(X, H) \), we have that

\[
\mu(B_k(X, H)) = \sum_{w \in B_k(X, H)} \mu(w)
\]

\[
\geq \sum_{w \in B_k(X, H)} K^{-1} e^{-P_k + S_k f(w)}
\]

\[
= K^{-1} e^{-P_k} \sum_{w \in B_k(X, H)} e^{S_k f(w)}
\]

\[
\geq K^{-1} e^{-P_k} \sum_{w \in B_k(Y)} e^{S_k f(w)}.
\]

It follows that

\[
\frac{1}{k} \log \mu(B_k(X, H)) \geq -P + \frac{1}{k} \log \Lambda_k(Y) - \frac{1}{k} \log K,
\]

and letting \( k \) tend to infinity, we see that

\[
(7.1) \quad \liminf_{k} \frac{1}{k} \log \mu(M_\ell) \geq -P + \liminf_{k \to \infty} \frac{1}{k} \log \Lambda_k(Y) = -P + P_Y(f).
\]
Similarly, we have the following upper bound:

\[
(7.2) \limsup_{k \to \infty} \frac{1}{k} \log \mu(M_k) \leq -P + \limsup_{k \to \infty} \frac{1}{k} \log \left( \sum_{w \in B_k(X,H)} e^{S_k f(w)} \right).
\]

Comparing the bounds in (7.1) and (7.2), we see that in order to finish the proof, it suffices to show that

\[
(7.3) \limsup_{k \to \infty} \frac{1}{k} \log \left( \sum_{w \in B_k(X,H)} e^{S_k f(w)} \right) \leq P_Y(f).
\]

To get this inequality, we use ideas from [26] to find an invariant measure \( \nu \) supported on \( Y \) such that

\[
\int f \, d\nu.
\]

The measure \( \nu \) is obtained as follows. For \( k \geq 1 \), suppose

\[
B_k(X,H) = \{ w_1^k, \ldots, w_m^k \}.
\]

Let \( x_i^k \) be in \( [w_i^k] \) such that \( S_k f(w_i^k) = S_m f(x_i^k) \) (which exists by compactness and continuity). Then let

\[
\mu_k = \frac{\sum_{j=1}^m e^{S_k f(x_j^k)} \delta_{x_j^k}}{\sum_{j=1}^m e^{S_k f(x_j^k)}},
\]

\[
\nu_k = \frac{1}{k} \sum_{j=0}^{k-1} S_j \mu_k.
\]

Since the space of Borel probability measures on \( X \) is weak* compact, there is a subsequence \((k_j)\) such that \( \nu_{k_j} \to \nu \) and along which the lim sup in (7.3) is obtained.

Note that \( \nu \) is in \( M(X,S) \). Furthermore, we have that

\[
\log \left( \sum_{w \in B_k(X,H)} e^{S_k f(w)} \right) = \log \left( \sum_{j=1}^m e^{S_k f(x_j^k)} \right)
\]

\[
= H_{\mu_k}(\xi^k) + \int f \, d\nu_k,
\]

where \( \xi \) is the natural partition of \( X \) according to the symbol in the zero coordinate, and \( \xi^k \) is the \( k \)-fold join of \( \xi \). Arguing as in Proposition 3.6 of [26], we obtain that

\[
(7.4) \limsup_{k \to \infty} \frac{1}{k} \log \left( \sum_{w \in B_k(X,H)} e^{S_k f(w)} \right) \leq h(\nu) + \int f \, d\nu.
\]

Now we claim that \( \nu \) is supported on \( Y \). Let \([w]\) be a cylinder set in \( X \) such that \( Y \cap [w] = \emptyset \) and \( w \) has length \( N \). We show that \( \nu([w]) = 0 \). Since \( Y \cap [w] = \emptyset \) and since \( X \) is compact, there must exist \( k_0 \) such that for all \( k \geq k_0 \) and for all \( u \in B_k(X,H) \), it holds that \( w \) is not a subword of \( u \). Then for \( u \in B_k(X,H) \), \( x \) in \([u]\), and \( j = 0, \ldots, k - N \), we have that \( S^j(x) \notin [w] \). Hence \( S^j \mu_k(w) = 0 \) for \( j = 0, \ldots, k - N \), and therefore

\[
\nu_k(w) = \frac{1}{k} \sum_{j=0}^{k-1} S^j \mu_k(w) = \frac{1}{k} \sum_{j=k-N+1}^{k-1} S^j \mu_k(w) \leq \frac{N}{k}.
\]

Letting \( k \) tend to infinity along the subsequence \((k_j)\), we obtain that \( \nu([w]) = 0 \), as desired. Hence \( \nu \) is supported on \( Y \).
Then by (7.4) and the variational principle for $P_Y(f)$, we have that
\[
\limsup_{k \to \infty} \frac{1}{k} \log \left( \sum_{w \in B_k(X,H)} e^{S_kf(w)} \right) \leq h(\nu) + \int f \, d\nu \leq P_Y(f),
\]
which establishes (7.3) and finishes the proof. \hfill \square

7.1. **Proof of Theorem 1.4.** Having established Proposition 7.1, we are now in a position to prove Theorem 1.4. The proof simply uses Proposition 7.1 to reduce Theorem 1.4 to Theorem 1.1.

**Proof of Theorem 1.4.** Let $X$ be a non-trivial mixing SFT, $f : X \to \mathbb{R}$ a Hölder continuous potential with associated Gibbs measure $\mu$, and $\gamma_0 = \gamma_0(X,f)$ as in Theorem 1.1. Let $\alpha \in (\gamma_0, 1 \mathbb{]}$. Let $\epsilon > 0$. By Theorem 1.1, there exists $\rho > 0$ such that for all large enough $n$,
\[
\mathbb{P}\left( |P_Y_n(f) - (P_X(f) + \log(\alpha))| \geq \epsilon \right) < e^{-\rho n}.
\]
Observe that $Y_n$ is the survivor set of the open system $(X,\sigma,H_n)$. Then by Proposition 7.1, we have
\[
-\varrho(\mu : H_n) = P_X(f) - P_{Y_n}(f).
\]
Then for all large enough $n$, we see that
\[
\mathbb{P}\left( |\varrho(\mu : H_n) - \log(\alpha)| \geq \epsilon \right) = \mathbb{P}\left( |P_Y_n(f) - (P_X(f) + \log(\alpha))| \geq \epsilon \right) < e^{-\rho n},
\]
as was to be shown. \hfill \square
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