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1.1. Introduction

Optical three-dimensional (3D) imaging and ranging techniques have been used in academia and industry for many years with great success. Fields of application include medical imaging, autonomous navigation, industrial inspection, forensics, or virtual reality. The great success of these techniques is no coincidence, as high-quality 3D object or scene representations contain a distinctive higher information content than simple 2D images: Compared to 2D images, 3D representations are invariant against translation and rotation of the object as well as variations in surface texture or external illumination conditions. This fact has made 3D imaging an established tool in optical metrology and, more recently, in computer vision.

Although the sheer number of available 3D sensing principles is immense, existing approaches can be broadly categorized into 3 groups: (1) triangulation-based approaches (including active stereo, passive stereo, or focus search) [1–8], (2) reflectance-based approaches that measure the surface gradient (including photometric stereo and deflectometry) [9–15], and (3) approaches that measure the "time of flight" (ToF) or travel distance of light. This last group includes interferometry and so-called "ToF-cameras". We will see later that the 3rd group can be again subdivided into ToF imaging on smooth and rough surfaces, although this distinction will not be discussed in detail (see [16] for more information).

This book chapter focuses on interferometric multi-wavelength ToF imaging techniques - a subset of the 3rd category. The chapter should serve as a gentle introduction and is intended for computational imaging scientists and students new to this fascinating topic. Technical details (such as detector or light source specifications) will be largely omitted. Instead, the similarities between different methods will be emphasized to "draw the bigger picture."
In computer vision, ToF cameras have become increasingly popular over the last years. Current techniques either utilize pulsed waveform modulation / LIDAR [17, 18] (which has already been discussed in previous chapters of this book) or continuous wave amplitude modulation (CWAM) [19–21]. CWAM ToF cameras illuminate the scene with a light source whose intensity is modulated over time, e.g., as a sinusoid. The detector pixels in these devices behave as homodyne receivers which accumulate a charge proportional to the phase difference $\varphi(\lambda_{\text{mod}})$ between the modulated emitted light, and the modulated irradiance received at the sensor. For each pixel, the scene distance $z$ can then be estimated via

$$z = \frac{1}{2} \frac{\lambda_{\text{mod}} \cdot \varphi(\lambda_{\text{mod}})}{2\pi}$$

(1)

where $\lambda_{\text{mod}}$ is the modulation wavelength of the temporal intensity modulation of the light source. The depth precision $\delta z$ is directly proportional to the modulation wavelength $\lambda_{\text{mod}}$: the smaller the wavelength, the better the depth precision [20, 22].

$$\delta z \sim \lambda_{\text{mod}}$$

(2)

However, current limitations in silicon manufacturing technology [19, 20, 23] restrict the minimal achievable modulation wavelengths for CWAM ToF cameras to roughly $\lambda_{\text{mod}} \gtrsim 3\text{m}$, which results in a depth precision not better than centimeters. This might be sufficient for simple object detection tasks (i.e., "is there an object or not?") or rough depth estimations (i.e., "is the object in the foreground or background?") but leaves much room for improvement for more sophisticated computer vision or metrology applications, where precise measurement of the 3D geometry is important (e.g., in medical imaging or industrial inspection).

Alternatives with higher precision reside on the other end of the spectrum of ToF principles: Optical interferometers [24, 25]. As mentioned above, ToF cameras and optical interferometers are closely related. Both systems evaluate the difference in path length or travel time between the signal reflected or scattered off the object under test and a reference signal. This difference manifests as a phase shift in the detected signal. Instead of using an intensity-modulated light source or a pulse, optical interferometry exploits the oscillations of the physical wave light field itself, meaning that it works with very small optical wavelengths down to several hundred $\text{nm}$. For well-adjusted interferometers, this leads to depth precisions better than $\text{nm}$ on specular surfaces, which by far surpasses the precision that can be reached with a ToF camera. However, this very high precision of single-wavelength interferometry systems comes with a tradeoff: The inability to measure rough surfaces. If coherent light is scattered off a rough surface, the optical phase of the backscattered light field is randomized. The resulting "speckle field" does seemingly not contain any information about the macroscopic optical path length anymore, and range information cannot be extracted from one single (monochromatic) speckle field.

In this book chapter, it will be discussed how techniques known from multi-wavelength interferometry can be applied to compensate for the problem of phase randomization in a speckle field which is formed when a rough surface is illuminated with coherent light. This becomes possible, as multi-wavelength interferometry exploits information from an
additional modality: *spectral diversity*, acquired via additional measurements at different optical wavelengths. It will be shown how to utilize this additional modality for "synthetic wavelength imaging" concepts, which eventually leads to the development of interferometric Time-of-Flight (ToF) cameras with μm-range precision for the measurement of macroscopic objects with rough surfaces [22, 23, 26, 27]. Subsequent, the concept of "synthetic waves" will be combined with digital holography to develop a novel approach for Non-Line-of-Sight (NLoS) imaging, i.e., to image hidden objects around corners or through scattering media with sub-mm resolution [28–30].

1.2. Synthetic Wavelength Imaging

In the following, the term "synthetic wavelength imaging" collectively groups imaging principles that use well-known techniques from optical metrology (such as interferometry or holography), but perform these techniques at a so-called "synthetic wavelength" instead of optical wavelengths. In many of the introduced methods, the synthetic wave field only "lives" in the computer, and the respective operations (such as propagation, superposition, etc.) are performed purely computationally.

As mentioned, synthetic wavelength imaging exploits concepts known from multi-wavelength interferometry, a technique that has been widely used in optical metrology (see exemplary references [31–37]). For many implementations of multi-wavelength interferometry, the additional spectral information is utilized to increase the unambiguous measurement range for the interferometric measurement of optically smooth surfaces with large height variations. The resulting increase in dynamic range is available for the high-precision measurements of optical components or technical parts. It turns out, however, that the utilization of spectral diversity in interferometry has another significant benefit: It enables interferometric measurements of *optically rough surfaces*. This is very surprising at the first glance: It was just discussed that illuminating an optically rough surface with coherent light at wavelength $\lambda_1$ produces a speckle field, which is randomized in phase and intensity [38,39] and optical path length information cannot be inferred. However, by probing the scene with a second wavelength $\lambda_2$, slightly different from the initial wavelength $\lambda_1$, additional information can be exploited. The basic process is explained in Fig. 1.1: The speckle field $E(\lambda_1)$, emerging from a tilted planar rough surface which is illuminated with a spatially and temporally coherent beam at wavelength $\lambda_1$ is randomized in intensity and phase (see Fig. 1.1a,b). Illuminating the surface with a second beam at another wavelength $\lambda_2$ produces a second speckle field $E(\lambda_2)$ (see Fig. 1.1c,d). If the two beams at $\lambda_1$ and $\lambda_2$ originate from the same source (e.g., from the same fiber tip of the illumination unit), the respective fields undergo the exact same path length variations before reaching the detector. For closely spaced wavelengths $\lambda_1$ and $\lambda_2$ this results in two speckle fields with a largely similar intensity distribution (see Fig. 1.1a,c) - the speckle fields are 'spectrally correlated' [39].

The two complex valued speckle fields $E(\lambda_1)$ and $E(\lambda_2)$ incident on the detector can be expressed as

$$E(\lambda_1) = A_1 \cdot e^{i\phi(\lambda_1)} , \quad E(\lambda_2) = A_2 \cdot e^{i\phi(\lambda_2)} ,$$  \hspace{1cm} (3)

with $A_1, A_2$ being the respective amplitudes and $\phi(\lambda_1), \phi(\lambda_2)$ the respective (speckled)
Figure 1.1. Formation of the synthetic wave field, explained at the example of the measurement of a tilted planar rough surface (experiment): the surface is subsequently illuminated with a coherent beam at wavelength $\lambda_1 = 854.39\,nm$ and $\lambda_2 = 854.47\,nm$, and the complex speckle fields $E(\lambda_1)$ and $E(\lambda_2)$ are captured with an interferometer. The intensity of both fields (a and c) shows the typical distribution of a speckle pattern, and the phase of both fields (b and d) is randomized. The synthetic field $E(\Lambda)$ is formed (in this example) via mixing (Eq. 4) and the synthetic wavelength calculates to $\Lambda \approx 9\,mm$. The microscopic path length variations cancel each other out, and the phase of the synthetic field (f) is not subject to phase randomization anymore. Macroscopic information about the surface (shape, tilt, etc.) can be extracted from (f).

Phase maps at the given wavelengths $\lambda_1, \lambda_2$. After measuring and storing $E(\lambda_1)$ and $E(\lambda_2)$, a so-called "synthetic field" $E(\Lambda)$ can be calculated. One possibility to calculate $E(\Lambda)$ is computational mixing of $E(\lambda_1)$ and $E(\lambda_2)$

$$E(\Lambda) = E(\lambda_1) \cdot E^*(\lambda_2) = A_1A_2 \cdot e^{i(\phi(\lambda_1)-\phi(\lambda_2))} = A_1A_2 \cdot e^{i\phi(\Lambda)},$$  \hspace{1cm} (4)$$

where $E^*(\lambda_2)$ denotes the complex conjugate of $E(\lambda_2)$. Other options to calculate the synthetic field can be found in [22, 23]. It can be seen in Eq. 4 that the phase of $E(\Lambda)$ is composed of the difference of the two optical phase maps. This means that the synthetic field $E(\Lambda)$ contains information that is on the order of a "synthetic wavelength" $\Lambda$, which is the beat wavelength of $\lambda_1$ and $\lambda_2$:

$$\Lambda = \frac{\lambda_1 \cdot \lambda_2}{|\lambda_1 - \lambda_2|}$$  \hspace{1cm} (5)$$

With a closely spaced selection of $\lambda_1$ and $\lambda_2$, the synthetic wavelength can be chosen or-
Figure 1.2. Synthetic wavelength imaging exploits spectral diversity, i.e., encoding at different optical illumination wavelengths. The superposition of two or more optical fields at slightly different wavelengths (in this example, $\lambda_1 = 550\text{nm}$ and $\lambda_2 = 550.1\text{nm}$) produces a high-frequency wave with a low-frequency beat note. The beat wave can be isolated by special detection and processing methods and forms the "synthetic wave," where the synthetic wavelength (in this example $\Lambda = 3\text{mm}$) is calculated by Eq. 5. For the majority of results shown in this book chapter, the synthetic field is obtained via mixing of the two optical fields (see Eq. 4).

Orders of magnitudes larger than the two optical wavelengths or the microscopic roughness $^1$ of the surface. For example, the selection of the two optical wavelengths $\lambda_1 = 550\text{nm}$ and $\lambda_2 = 550.1\text{nm}$ leads to a synthetic wavelength of $\Lambda \approx 3\text{mm}$. For surfaces with roughness $\ll \Lambda$ the fields $E(\lambda_1)$ and $E(\lambda_2)$ are highly correlated [39]. Remaining phase fluctuations in the synthetic phase map $\phi(\Lambda) = \phi(\lambda_1) - \phi(\lambda_2)$ are negligible and $\phi(\Lambda)$ becomes largely equivalent to the phase map that would be measured for a source that emits electromagnetic radiation at the much larger wavelength $\Lambda$, meaning that it displays no speckle artifacts (see Fig. 1.1f). This is possible, since the phase perturbations, imparted for each field by the microscopic path length variations, cancel each other out and information about the macroscopic path length variation is now visible in the resulting phase map $\phi(\Lambda)$. It should be emphasized that this is only the case for the phase map and not the intensity term $|E(\Lambda)|^2 = |E(\lambda_1) \cdot E^*(\lambda_2)|^2$, which still displays the spatial structure of the two speckle fields at the optical wavelengths $\lambda_1$ and $\lambda_2$ (see Fig. 1.1e).

Obtaining the largely speckle-free synthetic phase map $\phi(\Lambda)$ is the first step of further computational processing. To evaluate the final result, synthetic wavelength imaging procedures often utilize well-known methods of computational optics (such as computational wave propagation) and perform these methods "at the synthetic wavelength." This is possible, as the computationally constructed synthetic wave behaves much like an optical wave [30, 40], and hence can be processed using the same algorithms.

In the following, two examples of this striking similarity are introduced: Synthetic Wavelength Interferometry for the precise "ToF" 3D measurement of macroscopic objects with

---

$^1$For the sake of brevity and a gentle introduction, an exact definition of the term "surface roughness" is omitted at this early point of the chapter. The topic will be described in detail in section 1.5, when the theoretical limits of the introduced methods are discussed.
rough surfaces [22, 23, 26, 27], and Synthetic Wavelength Holography which can be used to image hidden objects around corners or through scattering media [28–30]. In both examples, the calculation of the synthetic field $E(\Lambda)$ helps to circumvent the deleterious effects of speckle arising at the optical wavelengths. However, it should be emphasized that the fields at the optical wavelengths are still the carrier of the information, and inexpensive sensors for visible light (no mm-wave detectors) can be used for their detection. For the sake of brevity, the methods are mainly introduced with work performed by the author’s research group.

1.3. Synthetic Wavelength Interferometry

Interferometric imaging methods obtain 3D shape information by measuring the phase of a light field reflected off the surface under test with respect to a reference field [24,41]. As common for principles measuring the standoff distance of an object via optical path length differences (such as interferometry or ToF imaging), the unique measurement range $\Delta Z$ is defined by $1/2$ of the wavelength $\lambda_{mod}$ at which the signal is modulated ($\Delta Z = \lambda_{mod}/2$). The distance value $z$ is calculated by Eq. 1 after measuring the respective phase map $\phi(\lambda_{mod})$.

As discussed, CWAM ToF cameras exploit intensity modulation of an (in most cases) incoherent light source [19, 20], while optical interferometry utilizes the modulation of the physical wave light field itself, meaning that $\lambda_{mod} = \lambda$ is within or close to the visible wave band. This reveals an interesting trade-off: The extremely high precision of optical (single-wavelength) interferometry comes at the price of an extremely small unique measurement range $\Delta Z = \lambda/2$ (several hundred nm for visible light), and phase wrapping occurs for surface height variations exceeding $\Delta Z$. Phase unwrapping methods can be used to extend the unique measurement range $\Delta Z$ and to disambiguate the captured phase map $\phi(\lambda)$. The probably most prominent example is multi-frequency phase unwrapping [42], which requires the measurement of a second phase map at a different wavelength. Although the exact details will be discussed later, it should be briefly mentioned here that synthetic wavelength imaging can also be seen as a special form of multi-frequency phase unwrapping. This is because the technique is able to disambiguate the random phase fluctuations in speckled interferograms. The microscopic path length variations in the two optical interferograms at $\lambda_1$ and $\lambda_2$ cancel each other out, and the final synthetic phase map $\phi(\Lambda)$ contains only information about the macroscopic path length variations on the order of the synthetic wavelength $\Lambda$. As discussed, $\phi(\Lambda)$ is virtually speckle-free if the distance between the two optical wavelengths $\lambda_1$ and $\lambda_2$ is chosen sufficiently small (i.e., the synthetic wavelength $\Lambda$ is sufficiently large). In this case, the surface height can be simply determined by

$$z = \frac{1}{2} \frac{\Lambda \cdot \phi(\Lambda)}{2\pi} .$$

Note that this expression is equivalent to Eq. 1, with the synthetic wavelength being now the utilized modulation wavelength. It should also be emphasized that surface measurements at the synthetic wavelength do not exclude the possibility of phase wrapping. Depending on the ratio between surface height variations and unique measurement range $\Delta Z = \Lambda/2$, the synthetic phase map $\phi(\Lambda)$ could be wrapped. In analogy to classical interferometry, unwrapping can be performed. Besides the described multi-frequency phase
unwrapping, which now would utilize a second synthetic phase map acquired at a different synthetic wavelength [22], other unwrapping methods could be applied as well. Examples are spatial phase unwrapping [43], or data-driven phase unwrapping procedures [44,45].

Synthetic wavelength interferometry is a long-known and well-established principle in optical surface metrology. Over the years, many different flavors of the synthetic wavelength idea have been published. The exemplary references [22, 36, 37, 46–49] should give the reader an idea about the diversity of approaches and their applications. While the method of processing the synthetic interferograms is fairly similar to most approaches, variations exist in how the complex-valued speckle fields at the two or more optical wavelengths are acquired. Common procedures include simultaneous, and sequential capturing of $E(\lambda_1)$ and $E(\lambda_2)$, and rely on, e.g., spatial heterodyning, frequency heterodyning, or phase shifting of the reference beam with respect to the object beam. The latter can be performed, e.g., by moving a mirror in the reference arm. An overview of different methods is given in [36, 50, 51].

The remainder of this section focuses on a very specific application of synthetic wavelength interferometry which recently has been investigated by the author’s research group: The precise 3D acquisition of macroscopic objects with rough surfaces for the specific application to problems in computer vision, medical imaging, automotive, or virtual reality. Or, in other words: Utilizing synthetic wavelength interferometry to build a "high-precision ToF camera.” As before, explanations will be kept to a high level, and technical details will be largely omitted. Further details can be found in [22, 23, 26, 27].

Figure 1.3a displays the schematic setup of the "high precision ToF camera,” which consists of a dual-wavelength Michelson interferometer, equipped with a lens that images the object onto a high-resolution pixel array of a camera (herein referred to as "focal plane array" (FPA) sensor). The wavelength of at least one laser in the setup is tunable so that different wavelength spacings $|\lambda_1 - \lambda_2|$, and hence different synthetic wavelengths $\Lambda$ can be realized. Amongst the various detection methods mentioned above, the author’s research group has predominantly used heterodyne [47] and superheterodyne [46] detection, by utilizing the frequency modulation of additional acousto-optic modulators

![Figure 1.3](image_url)
(AOMs) integrated with a fiber-based setup. To the best of its knowledge, the group was the first team who paired heterodyne/superheterodyne interferometry with high-resolution FPA detectors for full-field 3D measurements [22]. Raster-scanning-based superheterodyne interferometers equipped with a single-pixel detector have been studied as well [23]. The simulated results in Fig. 1.3b,c display exemplary phase maps acquired from a macroscopic object with optically rough surface (bunny). As discussed before, it can be seen that \( \phi(\lambda_1) \) and \( \phi(\lambda_2) \) are subject to heavy phase randomization due to speckle, while \( \phi(\Lambda) \) (Fig. 1.3d) is virtually speckle-free. In the realized example of an FPA-based heterodyne interferometer, the fields at both optical wavelength \( E(\lambda_1) \), \( E(\lambda_2) \) are acquired in a sequential fashion to form the synthetic field \( E(\Lambda) \) via Eq. 4.

The demonstrated realization of the FPA-based superheterodyne interferometer [22] utilizes simultaneous illumination with both lasers and is able to measure the synthetic phase map \( \phi(\Lambda) \) directly - however, at the cost of \( \geq 3 \) phase shifts of the AOM modulated signal. Figure 1.4b-d shows full-field synthetic phase measurements of a plaster bust, captured with the tunable dual-wavelength superheterodyne interferometer [22]. Synthetic phase maps acquired for different synthetic wavelengths are shown, and the field of view is approximately 10\( \text{cm} \times 10\text{cm} \). It can be seen that the phase maps at smaller synthetic wavelengths are subject to serious phase wrapping. After unwrapping (in the particular case of Fig. 1.4 via multi-frequency phase unwrapping), the respective depth maps can be calculated (see Fig. 1.4e-g). As expected, the noise level decreases for smaller synthetic wavelengths.

Figure 1.4. Measurement of a plaster bust with a focal plane array (FPA) -based superheterodyne interferometer (experiment) [22]. a) Image of the bust with US penny for size comparison. b-d) Measured synthetic phase maps for different synthetic wavelengths (120\( \text{mm} \), 6.2\( \text{mm} \), and 3.2\( \text{mm} \)). e-g) Respective depth maps after phase unwrapping.

Figure 1.5 shows the 3D model of the same plaster bust, now acquired with a flutter-shutter camera-based tunable dual-wavelength heterodyne interferometer [22]. The 3D model was captured at a synthetic wavelength of \( \Lambda \approx 43\text{mm} \), and the precision of the measurement was evaluated to \( \delta z < 380\mu\text{m} \). Measurements at smaller synthetic wavelengths reach higher precision. A comprehensive precision evaluation of the method is given in [22], and the related fundamental limits are discussed in section 1.5 of this chapter.
1.4. Synthetic Wavelength Holography

It was discussed above that interferometry at the synthetic wavelength has a long tradition in optical metrology. This is also true for synthetic wavelength holography, which is used, e.g., for surface profiling of technical parts or industrial inspection (see [52–57] for exemplary references). Similar to synthetic wavelength interferometry, the required synthetic phase maps can be captured in multiple ways, including methods that utilize spatial heterodyning, frequency heterodyning, or phase shifting [36, 50, 51].

Figure 1.6. Schematic setups for NLoS imaging around corners (a) and NLoS imaging through scatterers (b) with synthetic wavelength holography: A spot on the wall/scatterer (the “virtual source” VS) is illuminated by the sample beam. The VS scatters light towards the hidden object. A small fraction of the light incident on the object is scattered back to the wall/scatterer, where it hits the “virtual detector” (VD). By imaging the VD with a camera, a synthetic hologram is captured at the VD surface. Details about the light engine are specified in [40].
This section will focus on a specific novel application of synthetic wavelength holography which has been recently published in [30]: Imaging hidden objects around corners or through scattering media (which can be collectively referred to as "Non-Line-of-Sight" (NLoS) imaging) at high resolution. As before, spectral diversity, necessary to form the synthetic field $E(\Lambda)$, is utilized to mitigate the phase randomization in a speckle field. However, one of the new and important insights that have been demonstrated in [28–30] is that the synthesis of a synthetic field $E(\Lambda)$ from two speckled optical fields is still possible if more than one scattering process (e.g., in form of more than one optically rough surface) is involved. In this case, all introduced microscopic path length variations contribute to the spectral decorrelation, and the synthetic wavelength has to be adjusted accordingly (see section 1.5).

Over the years many techniques have been proposed to image "hidden" objects, obscured from direct view [58–71]. Now, the problem is enjoying renewed attention. A solution can lead to potential applications in autonomous navigation, industrial inspection, planetary exploration, or early-warning systems for first-responders [72–85]. Potential application scenarios are imaging through deep turbulence or fog, imaging through optically opaque barriers like skull, face identification around corners, and many more.

Figure 1.7. Synthetic wavelength holography (SWH) image formation: The scene/object is illuminated with a continuous wave tunable laser at two slightly different wavelengths $\lambda_1$ and $\lambda_2$. Each field $E(\lambda_1)$, $E(\lambda_2)$ undergoes multiple scattering processes in or at the scatterer (which could be a wall, tissue, fog,...) and the rough object surface. The introduced path length variation $\Psi$ leads to a randomization of the captured fields $E(\lambda_1)$ and $E(\lambda_2)$ and their respective phase maps $\phi(\lambda_1)$ and $\phi(\lambda_2)$. However, computational mixing of the speckled fields via Eq. 4 yields a complex-valued hologram $E(\Lambda)$ of the object at a synthetic wavelength $\Lambda$ (Eq. 5). The object is reconstructed by backpropagating $E(\Lambda)$ with the synthetic wavelength $\Lambda$. 
1.4.1. Imaging around Corners with Synthetic Wavelength Holography

The experimental setup used to image hidden objects around corners is schematically depicted in Figure 1.6a. A reflective scatterer such as a wall is used to scatter light towards the hidden object and to intercept the back-scattered light. The respective portions of the wall are identified as "virtual source" (VS) and "virtual detector" (VD). The nomenclature "VS" and "VD" alludes to the fact that the method indeed synthesizes a virtual computational holographic camera (with source and detector) on the wall. The position of this virtual camera on the wall is chosen in a way that the hidden object resides in direct line of sight of this virtual camera. The FPA camera is focused on the VD portion of the wall, where the backscattered fields \( E(\lambda_1) \) and \( E(\lambda_2) \) are recorded. Eventually, the synthetic field \( E(\Lambda) \) can be assembled, e.g., by mixing (see Eq. 4). As \( E(\Lambda) \) is captured at the VD position on the wall and the light waves are subject to an additional propagation between the hidden object and the wall, \( E(\Lambda) \) represents now a hologram of the hidden object at the synthetic wavelength \( \Lambda \). Again, if \( \Lambda \) is chosen sufficiently large (see discussion in next section), the synthetic hologram \( E(\Lambda) \) is not affected by speckle and shows a clear structure. A three-dimensional representation of the hidden object can be reconstructed by numerically backpropagating the assembled synthetic wavelength hologram \( E(\Lambda) \) with the synthetic wavelength \( \Lambda \). Figure 1.7 depicts the generalized image formation process.

Figures 1.8a-d display the phase \( \phi(\Lambda) \) of the computationally assembled synthetic wavelength hologram, for a specific set of synthetic wavelengths \( \Lambda \). For each measurement, it is possible to recover phase information, despite the pronounced multiple scattering at the object surface and wall. A 2D image of the final reconstruction is shown in Figs. 1.8e-h.

![Image](image.png)

**Figure 1.8.** Imaging around corners with synthetic wavelength holography (experiment). The character 'N' (dimensions \( \sim 15\text{mm} \times 20\text{mm} \), photo shown in Fig. 1.9a) is imaged around the corner at four different synthetic wavelengths \( \Lambda \). The setup schematic is shown in Fig. 1.6a. a-d) Phase maps of synthetic holograms captured at the VD surface. e-h) Respective reconstructions, displaying the squared magnitude of the backpropagated synthetic fields at the standoff distance of the character. The lateral resolution of the reconstructions increases with decreasing synthetic wavelength. However, the speckle-artifacts increase as well due to the decorrelation of the two optical fields at \( \lambda_1 \) and \( \lambda_2 \).
The images show the squared magnitude of the backpropagated synthetic holograms at the standoff distance of the object (character "N"). As expected, this is the backpropagation distance that produces the "sharpest" image of the character for the respective synthetic wavelength. The experiments demonstrate the ability to recover an image of a small character ‘N’ (dimensions 15mm × 20mm, see Fig. 1.9a) despite being obscured from direct view. Furthermore, the phase information encapsulated in the synthetic hologram allows to evaluate the depth location of the hidden object within the obscured volume.

As it can be seen in Figs. 1.8e-h, the lateral resolution of the reconstruction improves with decreasing synthetic wavelength \( \Lambda \). This behavior is in complete agreement with results from classical holography. It confirms again that the synthetic wave, although a computational construct, has distinct characteristics that it shares with a physical wave at the respective wavelength \( \Lambda \). The fundamental resolution limits of synthetic wavelength holography will be discussed in the next section.

### 1.4.2. Imaging through Scattering Media with Synthetic Wavelength Holography

Besides imaging hidden objects around corners, synthetic wavelength holography can also be utilized to image hidden objects through a scattering medium, like skin, or fog. Although such a scenario is often considered the transmissive equivalent to the reflective "imaging around the corner" scattering problem, the scattering can be much more severe in the transmissive case. Compared to the 2-3 distinct surface scattering processes for imaging around corners, light is commonly subject to much larger path length variations when penetrating through a volume scatterer. This makes imaging through strongly scattering media a much harder computational imaging problem.

The set of experiments shown in Fig. 1.10 demonstrates the versatility of the synthetic wavelength holography principle by recovering holograms of objects hidden behind a scattering medium. The schematic setup is illustrated in Fig. 1.6b. The setup is equivalent to the setup depicted in Fig. 1.6a, but now adjusted to transmissive scattering.

In a first experiment, a small character ‘U’ (dimensions 15mm × 20mm) is imaged through a 220 grit diffuser (Fig. 1.9b left). The diffuser scatters light only at one of

![Figure 1.9. a) Photo of the two objects (character ‘N’ and ‘U’) used for the shown synthetic wavelength holography experiments. Each character has the dimensions ~15mm × 20mm (see hand for size comparison). b) Scatterers obscuring the ‘U’ character for the imaging through scattering media experiment shown in Fig. 1.10: A 220-grit ground glass diffuser and a milky white plastic plate of ~4mm thickness, both placed ~1cm over a printed checker pattern to demonstrate the degradation in visibility.](image)
its surfaces. This means that this first experiment is indeed the transmissive equivalent to the "imaging around corners" scenario discussed above, as the total scattering for this scenario can be again described as 2-3 distinct surface scattering processes. Similar to the "imaging around corners" configuration, illumination and FPA camera are focused on the surface of the scatterer and form a VS and VD. Again, the synthetic wavelength hologram \( E(\Lambda) \) is captured at the VD surface, and the object is reconstructed via numerical backpropagation at the synthetic wavelength \( \Lambda \). The holographic reconstructions of the character ‘U’ are shown in Fig. 1.10a-d. Again, the lateral resolution of the reconstruction increases with decreasing synthetic wavelength \( \Lambda \).

In a second experiment, the ground glass diffuser in the imaging path is swapped with a 4mm thick milky plastic plate (Fig. 1.9b right). The plate can be considered a strong volume scatterer, as the light undergoes several scattering processes during its transmission. This becomes apparent in Fig. 1.9b by comparing the degraded visibility of a checkerboard pattern which is viewed through the plastic plate and the 220 grit diffuser for comparison. However, despite pronounced scattering in the plastic plate, the character ‘U’ can be reconstructed for synthetic wavelengths exceeding 360µm, as shown in Figs. 1.10e-h. This confirms the ability to recover image information at visibility levels far below the perceptual threshold. A comparison of the reconstructions for the plastic plate and the diffuser reveals only a marginal change in the smallest achievable synthetic wavelength. This observation can be explained by the fact that the visibility of ballistic light paths decays exponentially with the propagation distance through a scattering volume (in ac-

![Reconstructions through Diffuser and Milky Plastic](Figure 1.10. Imaging through scatterers with synthetic wavelength holography (experiment). The imaged object is a character 'U' (dimensions \( \sim 15\text{mm} \times 20\text{mm} \), photo shown in Fig. 1.9a). a-d) Reconstructions of measurements taken through a 220-grit ground glass diffuser (shown in Fig. 1.9b) for different synthetic wavelengths \( \Lambda \). e-h) Reconstructions of measurements taken through a milky white plastic plate with \( \sim 4\text{mm} \) thickness (shown in Fig. 1.9b) for different synthetic wavelength \( \Lambda \). In analogy to Fig. 1.8, smaller synthetic wavelengths \( \Lambda \) deliver higher lateral resolution but increased speckle artifacts. The larger path length difference in the plastic plate leads to greater decorrelation.)
cording with Beer’s law [86]), whereas the lateral resolution for synthetic wavelength holography is linearly related to the choice of $\Lambda$, as discussed in the next section.

1.4.3. Discussion and Comparison with the State of the Art

As mentioned before, the problem of "Non-Line-of-Sight" imaging, which is here collectively referred to as the task of imaging around corners and imaging through scattering media, has recently enjoyed renewed attention. Besides the introduced synthetic wavelength holography technique, existing active methods are either based on ToF imaging ("transient techniques," see also earlier chapters of this book) or exploit spatial correlations in the scattered optical fields, i.e., the so-called spatial (or angular) "memory effect" [39, 87].

Recent work in the area of ToF-based techniques using transients has demonstrated results with cm-scale lateral resolution over a $\sim 1m \times 1m \times 1m$ working volume, and in select cases providing near real-time reconstructions. However, many approaches rely on raster scanning large areas on VS and/or VD whose dimensions are comparable to the obscured volume [74, 76–80, 88].

Spatial correlation-based techniques allow for the highest lateral resolution of object reconstructions ($< 100\mu m$ at 1m standoff). Moreover, the probing area on the intermediary VS/VD surface can be less than a few cm. These benefits, however, come at the expense of a highly restricted angular field of view ($< 2^\circ$), as determined by the angular decorrelation of scattered light. This angular memory effect does not only limit the field of view but also the maximal possible size of the measured object, which is not allowed to exceed the respective working volume [65, 81, 89–93].

The wide disparity in achievable field of view and resolution of other NLoS imaging techniques can limit their usability. In contrast, the introduced synthetic wavelength holography technique allows for a combination of capabilities that is, to the author’s knowledge, currently unmatched by the state of the art [30]. The respective attributes (also depicted in Fig. 1.11) are:

- **Small Probing Area:** Many transient-based NLoS schemes require probing areas (VD or VS sizes) with dimensions around $\sim 1m \times 1m$ which limits their ability to detect hidden objects in confined spaces. Synthetic wavelength holography provides the ability to image obscured objects by simultaneously illuminating and observing a small area ($58mm \times 58mm$ for the shown experiments).

- **Wide Angular Field of View:** Angular memory effect-based approaches are limited to highly restricted fields of view ($< 2^\circ$ for drywall). As a holographic method, synthetic wavelength holography provides the ability to recover obscured objects over a nearly hemispherical field of view that far exceeds the limited angular extent of the memory effect.

- **High Spatial Resolution:** Transient or ToF camera-based approaches generally produce rather low spatial resolutions ($\sim cm$), due to the long modulation wavelengths. Synthetic wavelength holography provides the ability to resolve small features on obscured objects (up to $< 1mm$ in the shown experiments).
• **High Temporal Resolution**: Many transient-based approaches rely on point-wise raster-scanning. Synthetic wavelength holography is able to recover full field holograms of the obscured object using off-the-shelf FPA technology. The synthetic wavelength holography principle even allows for single-shot acquisition.

![Figure 1.11. Key attributes of synthetic wavelength holography (SWH) and potential future applications. The SWH approach combines four key attributes, each shown in a potential future NLoS application example: in each scenario, a scattering surface or medium is used to indirectly illuminate, and intercept light scattered by the hidden object. a) A small probing area allows for the inspection of defects in tightly confined spaces, e.g., in running aircraft engines. b) A wide angular field of view allows to measure/detect hidden objects without previous knowledge of their position as, e.g., important when navigating in degraded visual environments. c) High spatial resolution allows for the measurement of small structures, such as non-invasive imaging of brain vessels through the skull. d) High temporal resolution allows to image objects in motion, e.g., to potentially discern cardiac arrhythmia through the chest. Synthetic wavelength holography combines all of these four attributes in one single approach to NLoS imaging.](image)

So far for the specific attributes of synthetic wavelength holography. The following section will discuss an important topic that has been largely omitted so far: *Fundamental performance limits of synthetic wavelength imaging* in general. It already became clear from the preceding explanations that the size of the synthetic wavelength $\Lambda$, as well as the severity of scattering imparted by the rough surfaces and the scattering media, plays an important role in this discussion. It will be explained how these parameters and other system parameters like the VD size influence the resolution of the respective methods, and the related trade-off space will be explored.
1.5. Fundamental Performance Limits of Synthetic Wavelength Imaging

It has been mentioned at the beginning of this chapter that the depth precision of ToF-based methods like Interferometry or CW AM ToF imaging is directly proportional to the modulation wavelength (Eq. 2). The discussion has been further backed up by the notion that a generalized wave concept can be indeed used to discuss general trends of the performance (such as the trend of increasing precision with decreasing modulation wavelength) [30, 94, 95]. For this general discussion, the origin of the wave (complex electromagnetic field, optical beat, amplitude modulation, etc.) became of secondary importance. The aim for higher depth precision and/or lateral resolution was one of the main motivation points to switch from a meter-sized amplitude modulated wave (as used in CW AM ToF cameras) to a synthetic wave with a much smaller wavelength $\Lambda$. However, it also became clear that $\Lambda$ cannot become indefinitely small: As seen in single-wavelength interferometry, measurements at a very small (i.e., optical) wavelength are subject to phase randomization in a speckle field. The inevitable question:

*How small can the synthetic wavelength $\Lambda$ become, and what are the related limits?*

A well-known model to describe the severity of scatter and the related formation of a speckle field for optical waves is the so-called "Rayleigh quarter wavelength criterion" [96]. According to this criterion, an optical field that is reflected off a rough surface or surpasses a scattering medium forms speckle if the maximal path length variation $\Psi$ introduced by the scatterer and the geometry exceeds $1/4$ of the wavelength $\lambda$ within one object-sided diffraction disc $^2$.

$$\Psi < \frac{\lambda}{4} \quad \text{for speckle-free imaging} \quad (7)$$

This criterion is intuitively understandable: A light field that exhibits random path length variations of maximal $\Psi = \lambda/4$ while propagating from the source to the object, and another $\Psi = \lambda/4$ for propagating from the object back to the detector is subject to spatially varying random phase shifts of maximal $\pi$. A phase shift of $\pi$ is just large enough for fully destructive interference, i.e., an interference pattern at full contrast [38, 97].

It should be noted for the sake of completeness, that the Rayleigh quarter wavelength criterion is also frequently used vice versa to define whether a surface is optically rough or not. In this case, a surface can be defined as "rough" if the path length variations within one object-sided diffraction disc exceed $\lambda/4$. This leads to the interesting fact that the roughness definition not only depends on the surface itself but also on the geometry (tilt) and the resolving power of the optical imaging apparatus. The direct follow-up question is *which statistical definition of "roughness" should be used.* Strictly spoken, the first destructive interferences (dark speckles) should appear if the peak-to-valley surface roughness $R_p$ exceeds $\lambda/4$. However, as the microscopic height values of most surfaces are normal distributed, this will happen very infrequently, which is the reason why most definitions use the RMS surface roughness $\sigma_h$ instead. The RMS surface roughness $\sigma_h$ will also be used here for further definitions.

$^2$The size of the object-sided diffraction is the size of the image-sided diffraction disc divided by the magnification of the optical imaging system. It can be seen as the projection of an image-sided diffraction disc onto the object surface.
So far for imaging at the optical wavelength $\lambda$. Although some analogies between the synthetic wavelength and the optical wavelength have been drawn already, related limit considerations for the synthetic wavelength $\Lambda$ seem less intuitive. This is particularly true for such realizations of synthetic wavelength imagers that acquire both optical fields $E(\lambda_1)$ and $E(\lambda_2)$ in a sequential fashion (e.g., dual-wavelength heterodyne interferometers). In this case, the two optical fields did never physically beat together, and the synthetic wave becomes a purely computational construct that is generated in the computer via post-processing (Eq. 4). Nevertheless, it has been shown in [40] that the Rayleigh quarter wavelength criterion can still be applied to measurements at the synthetic wavelength. For artifact-free imaging, this means that the smallest possible synthetic wavelength $\Lambda$ can be estimated via

$$\Psi < \frac{\Lambda}{4} \Rightarrow \Lambda > 4 \cdot \Psi .$$  \hspace{1cm} (8)

Reconstructions obtained from measurements at $\Lambda$ close to or smaller than $4\Psi$ start to exhibit speckle-like artifacts (see, e.g., Fig. 1.8h or Fig. 1.10g,h) which become more severe with decreasing $\Lambda$. Indeed, these artifacts can be interpreted as "synthetic speckle!" This is a remarkable analogy which requires further explanation: It has been discussed that an artifact-free synthetic phase map $\phi(\Lambda)$ can be obtained if the two optical (speckle) fields $E(\lambda_1)$ and $E(\lambda_2)$ are sufficiently correlated. For the synthetic wavelength imaging methods introduced here, the two object beams originate from the same point (same fiber tip), and the respective speckle patterns change their appearance with different wavelengths. Hence, this correlation can be understood as a spectral correlation. The related effect of spectral decorrelation shows a strong analogy to the "memory effect" for angular decorrelation [39, 87]. In fact, it can be understood as "spectral memory effect" [30, 39]. The transition from correlated to uncorrelated fields is, of course, a fluent and not binary process, meaning that different criteria exist regarding whether two fields can be treated as "correlated" or not [39]. Applying similar decorrelation criteria used to define the isoplanatic angle for the angular memory effect leads to a maximal wavelength separation $|\lambda_1 - \lambda_2|$, which is dependent on the maximal path length variation $\Psi$ and the "starting" wavelength $\lambda_1$ [39]. Combined with Eq. 5, this results in Eq. 8. The concrete calculations and further details can be found in [40].

What does the limitation of Eq. 8 mean for synthetic wavelength interferometry and synthetic wavelength holography? In both cases, the maximal path length variation $\Psi$ introduced by the scatterer restricts the smallest possible synthetic wavelength $\Lambda$. For synthetic wavelength interferometry on pure surface scatterers, the path length variations are introduced by the surface roughness and the geometry. A beam that hits the rough surface from an oblique angle is subject to different path length variations than a beam at normal incidence. In the limit case of scanning the surface at a single point with beam diameter $\lambda_1 \approx \lambda_2$ and normal incidence, the path length variation converges into the RMS surface roughness ($\Psi_{\text{Int}} \rightarrow \sigma_h$) [40]. This results in the criterion

$$\Lambda > 4 \cdot \Psi_{\text{Int}} > 4\sigma_h .$$  \hspace{1cm} (9)
For imaging around the corner with synthetic wavelength holography, the coherent field exhibits at least two scattering processes on a rough surface (the wall). Assuming again no subsurface scattering, normal incidence, and a VS/VD diameter of $\lambda_1 \approx \lambda_2$, the path length variation converges to $\Psi_{Hol1} \rightarrow 2 \cdot \sigma_h \ [40]$, which means that

$$\Lambda > 4 \cdot \Psi_{Hol1} > 8 \cdot \sigma_h \ . \tag{10}$$

For imaging through scattering media with synthetic wavelength holography, it is assumed that the light traverses two times (round trip) through a volume scattering medium with thickness $L$ and transport mean free path $l^*$. In the described limit case, the path length variation converges to $\Psi_{Hol2} \rightarrow 2 \cdot L^2/l^* \ [40]$, leading to:

$$\Lambda > 4 \cdot \Psi_{Hol2} > 8 \cdot \frac{L^2}{l^*} \ . \tag{11}$$

Having established these bounds, it can finally be discussed how the size of the smallest possible synthetic wavelength is tied to the resolution of the respective method. It is known from metrology literature that well-calibrated single wavelength interferometers can reach impressive depth precisions of $\delta z = \lambda/100$ (or even better) on specular surfaces. A depth error of, e.g., $\lambda/100$ means that the optical phase can be determined with a precision of $\delta \phi = 2\pi/100$. However, caution is advised in extrapolating this result to synthetic wavelength interferometry on rough surfaces and assuming that precisions of $\delta z = \Lambda/100$ can easily be reached as well! For every point in the camera image, waves are accumulated from a small surface area on the object (the object-sided diffraction disc). Per previous definition, the surface topography of rough surfaces varies significantly within this object-sided diffraction disc. The consequence is a large uncertainty in the measured optical phase, which translates to the synthetic phase. This is the reason why the precision of multi-wavelength interferometry on rough surfaces is ultimately bound by the surface roughness [98–101] and can typically not reach the very high phase precision $\delta \phi$ of single-wavelength interferometry on smooth surfaces. It is referred to [16] for further information about this topic. Reference [22] contains a precision evaluation of the introduced synthetic wavelength interferometer for macroscopic objects with rough surfaces.

For the introduced technique of synthetic wavelength holography to image around corners or through scattering media, the lateral resolution and longitudinal localization uncertainty are influenced by the geometry of the setup and the size of the synthetic wavelength $\Lambda$. To reconstruct an image of the hidden object, the field captured at the VD is back-propagated in the hidden volume. In analogy to light focusing through a lens, we can approximate a numerical aperture by the radius of the virtual detector $D_{VD}/2$ divided by the standoff distance $z$. Analog to classical optics, the lateral resolution $\delta x$ can then be approximated as [30]

$$\delta x \approx \frac{\Lambda z}{D_{VD}} \ . \tag{12}$$

Figure 1.12 displays experimental results to evaluate the lateral resolution $\delta x$ around the corner. A surface patch on the rough wall (the VD) was illuminated by a point-like light
 Figures 1.12. Measurement of the "synthetic diffraction disc" via reconstruction of a point source for three different synthetic wavelengths (experiment). a-c) Phase of the synthetic holograms captured at the VD surface. The diameter of the VD is $D_{VD} = 58\text{mm}$ and the standoff distance of the point source (fiber tip) is $z = 95\text{mm}$. d-e) Reconstruction of the "synthetic diffraction disc." In agreement with classical optics (Eq. 12), the disc size varies linearly with the wavelength (in this case, the synthetic wavelength). The experimental value is close to the theoretical expectation. For $\Lambda = 0.28\text{mm}$ (f), the point source is reconstructed with sub-mm lateral resolution.

Besides the discussed lateral resolution $\delta x$, the longitudinal localisation uncertainty $\delta z$ behaves also as expected from classical optics and goes proportional to $\delta z \sim \Lambda z^2/D_{VD}^2$. The exact value is also strongly dependent on the noise properties of the system. This is, of course, the case for all of the introduced precision and resolution measures, although it was not discussed in detail in this book chapter. The reader is referred to [22, 30] and future publications of the author's research group. Similar to what has been discussed for synthetic wavelength interferometry, the longitudinal localization uncertainty of synthetic wavelength holography can be improved by the use of multiple synthetic wavelengths. A related experiment ("synthetic pulse holography") is described in [30]:
The hidden scene is interrogated at multiple synthetic wavelengths, and the respective back-propagated (complex) fields are superpositioned coherently in the computer. As this procedure mimics the computational synthesis of a "synthetic pulse train," the longitudinal localization uncertainty can be significantly improved. It should also be noted that this technique shows striking similarities to optical coherence tomography (OCT) or white light interferometry (WLI), which will be further investigated in the future. Again, the reader is referred to [29, 30] for additional information and further references.

1.6. Conclusion and future directions

This book chapter has discussed how spectral correlations in scattered light fields can be utilized for high-precision ToF sensing. It was shown that the introduced synthetic wavelength imaging techniques are able to extract phase information from optical speckle fields, which are subject to heavy scattering. The related techniques of synthetic wavelength interferometry and synthetic wavelength holography have long been known in optical metrology, and have been used, e.g., for industrial inspection and surface testing. This book chapter has outlined how to apply these methods to novel problems in computational imaging and computer vision, such as high-precision ToF imaging for AR/VR and medical applications, or the problem of imaging objects around corners and through scattering media. It has been demonstrated that the introduced techniques can achieve very high depth precision and lateral resolution (in many cases much higher than established methods), and show a unique combination of other valuable attributes, such as a wide field of view, or high temporal resolution.

However, the discussions in the last section revealed that the introduced synthetic wavelength imaging approaches are not without limitations. The good news: Physical limitations often come in the shape of uncertainty products! This makes it possible to optimize a technique towards a specific quantity (e.g., speed or resolution) by trading in information less critical for the targeted application. These limitations and their tradeoff spaces will be further explored and exploited by the author’s research group in the future.
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