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ABSTRACT. Let $\vee^k A$ be the $k$-th symmetric tensor power of $A \in M_n(\mathbb{C})$. In [23], we have expressed the normalized trace of $\vee^k A$ as an integral of the $k$-th powers of the numerical values of $A$ over the unit sphere $S^n$ of $\mathbb{C}^n$ with respect to the normalized Euclidean surface measure $\sigma$. In this paper, we first use this integral representation to construct a family of unitarily invariant norms on $M_n(\mathbb{C})$ and then explore their relations to Schatten-norms of $\vee^k A$. Another application yields a connection between the analysis of symmetric gauge functions with that of complete symmetric polynomials. Finally, motivated by the work of R. Bhatia and J. Holbrook in [10], and as pointed out by R. Bhatia in [6] in the development of the theory of weakly unitarily invariant norms, we provide an explicit form for the weakly unitarily invariant norm corresponding to the $L^4$-norm on the space $C(S^n)$ of continuous functions on the sphere. Our result generalizes those of R. Bhatia and J. Holbrook in different directions and paves the way to a technique for computing those weakly unitarily invariant norms on $M_n(\mathbb{C})$ that are associated to $L^2k$-norms on $C(S^n)$.

1. INTRODUCTION

For $A \in M_n(\mathbb{C})$, let $tr A$ be its trace and $\vee^k A$ denote its $k$-th symmetric tensor product where $k \in \mathbb{N}$. In addition, let $Tr(\vee^k A) = \frac{tr(\vee^k A)}{c_{n,k}}$ be the normalized trace of $\vee^k A$ with $c_{n,k} = \binom{n+k-1}{k}$. In [23], we have expressed $Tr(\vee^k A)$ as an integral of the $k$-th powers of the numerical values of $A$ over the unit sphere $S^n$ of $\mathbb{C}^n$ with respect to the normalized Euclidean surface measure $\sigma$. More precisely, we have proved the following.

$$\int_{S^n} (\langle A\xi, \xi \rangle)^k d\sigma(\xi) = Tr(\vee^k A) = \frac{1}{c_{n,k}} \sum_{l=1}^{k} \sum_{\beta \in S^l} \frac{1}{z^l} \prod_{t=1}^{l} tr(A^{\beta_t}),$$

where

$$S^l_k = \{ \beta = (\beta_1, \beta_2, \cdots, \beta_k) \in \mathbb{N}^k \mid \beta_1 \geq \beta_2 \geq \cdots \geq \beta_k, |\beta| = k, \beta_i \neq 0 \text{ and } \beta_i = 0 \text{ for all } i > l \}. $$

Since $Tr(\vee^k A)$ is simply the evaluation of the normalized complete $k$-homogenous polynomials $H_k$ at the eigenvalues of $A$, the preceding integral can be then interpreted as a representation for such polynomials.

In this paper, we continue to explore the potential consequences of (1.1) in many directions. For convenience, we shall use the same terminology and notation as in [23] and we shall always assume that $k$ is non-zero.

Recall that the Hilbert-Schmidt norm $\|\cdot\|_{(2)}$ of the integral transform $T_{A,k}$ on $L^2(S^n)$ satisfies

$$c_{n,k}^{\frac{1}{2k}} \|T_{A,k}\|_{(2)} = \left( \int_{S^n} \|A\xi\|^{2k} d\sigma(\xi) \right)^{\frac{1}{2k}}. $$
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From the measure theory point of view, this can be regarded as the \( L^{2k}(\mathbb{S}^n, \mathbb{C}^n) \) Bochner norm of the map 
\( S^n \ni \xi \rightarrow A\xi \in \mathbb{C}^n \), whenever \( \mathbb{C}^n \) is equipped with \( \| \cdot \|_2 \). A slightly careful argument leads to a norm on \( M_n(\mathbb{C}) \) but with some extremal property of unitary invariance. Note that, a norm \( \tau \) on \( M_n(\mathbb{C}) \) is called unitarily invariant (u.i. for short) if it satisfies

\[
\tau(A) = \tau(UAV), \quad \text{for all} \quad A \in M_n(\mathbb{C}) \quad \text{and all} \quad U, V \in U(n),
\]

where \( U(n) \) is the group of all unitary matrices in \( M_n(\mathbb{C}) \).

A detailed description of this paper is presented as follows. In Section 2, we shall take advantage of Thompson triangular inequality to prove that for each \( k \in \mathbb{N} \) the right hand side of (1.2) defines a Q-norm i.e. a norm for which there exists a unitarily invariant norm \( N_k \) on \( M_n(\mathbb{C}) \) such \( \sqrt{N_k(A^*A)} \) is given by (1.2) (cf. [7,8]). Using (1.1), we provide an expression for \( N_k \) as a non-trivial combination of Schatten p-norms \( \| \cdot \|_p \) on \( M_n(\mathbb{C}) \). A connection to a Schatten norm of the symmetric power is also explored.

Characterized by Von-Neumann in [35], unitarily invariant norms are special norms on the sequence of singular values and this characterization is clarified via the concept of symmetric gauge functions. Recall that a symmetric gauge function (s.g.f.,) is a norm on \( \mathbb{R}^n \) being invariant under the permutation and the change of signs of the coordinates. Of special interest are the inequalities satisfied by these functions (cf. [6] Ch. IV and the references therein). In Section 3, we apply such inequalities to explicitly construct those unitarily invariant norms studied in Section 2. This yields various simple proofs for the analysis of the complete symmetric polynomials \( h_k \), and this approach is apparently novel in combinatorics and has the advantage of giving a new look at the topic from a different perspective.

The last section is devoted to the investigation of a problem on weakly unitarily invariant (w.u.i.) norms which dates back to the work of R. Bhatia and J. Holbrook in [10] in 1987. Recall that a norm \( \tau \) on \( M_n(\mathbb{C}) \) is called weakly unitarily invariant norm if it satisfies the invariant property

\[
\tau(A) = \tau(UAU^*), \quad \text{for all} \quad A \in M_n(\mathbb{C}) \quad \text{and all} \quad U \in U(n),
\]

where \( U^* \) denotes as usual the conjugate transpose of \( U \). Such norms that have been studied by C.-K.Fong and J.A.R. Holbrook in [16] on arbitrary dimensional Hilbert spaces, were characterized by Chi-K. Li and N. K. Tsing in [26] as Schur-convex norms (rather than symmetric gauge functions for u.i. norms) when considered as maps on the cone of Hermitian matrices \( \mathcal{H}_n \). However, R. Bhatia and J.A.R. Holbrook ( [10]) provided a complete characterization for w.u.i. norms in terms of “unitary function norms” on the space \( C(\mathbb{S}^n) \) of continuous functions on the sphere. Following [10], a norm \( \Phi \) on \( C(\mathbb{S}^n) \) is called unitarily invariant if

\[
\Phi(f) = \tau(f \circ U), \quad \text{for all} \quad f \in C(\mathbb{S}^n) \quad \text{and all} \quad U \in U(n).
\]

Given a norm \( \Phi \) on \( C(\mathbb{S}^n) \), let \( \Phi' : M_n(\mathbb{C}) \rightarrow \mathbb{R} \) be the map defined by

\[
(\Phi'(A) = \Phi(f_A), \quad \text{where} \quad f_A : \mathbb{S}^n \rightarrow \mathbb{C} \quad \text{is given by} : f_A(\xi) = \langle A\xi, \xi \rangle .
\]

More precisely, their characterization is given as follows: A norm \( \tau \) on \( M_n(\mathbb{C}) \) is w.u.i if and only if there is a unitarily invariant norm \( \Phi \) on \( C(\mathbb{S}^n) \) such that \( \tau = \Phi' \) (cf. [10], Theorem 2.1).

This explicit correspondence between \( \tau \) and \( \Phi \) could lead to a more development of the theory of w.u.i. norms and such correspondence is ”not known for even much used norms” ([6], p. 110). In particular, this holds for the natural \( L^p \)-norms \( \Phi_p \) on \( C(\mathbb{S}^n) \) (w.r.t \( \sigma \)) with \( p \in [1, \infty] \setminus \{2\} \). It is direct to see that \( \Phi_\infty \) is the
numerical radius norm. The case when \( p = 2 \), was obtained by R. Bhatia and J. Holbrook (cf. [10], Theorem 2.4) and explicitly it reads as

\[
\Phi'_2(A) = \left( \|A\|_{\infty}^2 + |\text{tr}(A)|^2 \right)^{\frac{1}{2}}.
\]

We shall make use of (1.1) to present the exact values for the following:

1. \( \Phi'_k \) with \( k \in \mathbb{N} \), on the cone of positive semi-definite matrices \( \mathcal{H}^+_n \),
2. \( \Phi'_{2k} \) on \( \mathcal{H}_n \),
3. \( \Phi'_4 \) on \( M_n(\mathbb{C}) \).

Furthermore, we shall modify \( \Phi'_4 \) in order to obtain a new w.u.i. norm with some probabilistic interpretation. Our result generalizes the inner product form on \( M_n(\mathbb{C}) \) obtained in [10]. Finally, we conclude with a method that produces the exact value for \( \Phi'_{2k} \) on \( M_n(\mathbb{C}) \).

2. On a class of unitarily invariant norms

In this section, we shall first provide a collection of unitarily invariant norms on \( M_n(\mathbb{C}) \) indexed by real numbers \( q \geq 1 \). In the case where \( q \) is an integer, we shall show that these norms are formed of a non-trivial combination of products of Schatten \( p \)-norms. Then, we shall focus on a family of Q-norms of the form (1.2) which will be used later in our investigation for the weakly unitarily invariant norms in the last section.

In the sequel, for \( A \in M_n(\mathbb{C}) \) and \( p \in [1, \infty) \) we shall write \( ||A|| := \sqrt{A^* A} \) for the positive part of \( A \), \( \lambda := \lambda(A) \) for the unordered tuple of eigenvalues of \( A \), \( \sigma(A) := \lambda(|A|) \in \mathbb{R}^n_+ \) and \( ||A||_{(p)} := [\text{tr}(|A|^p)]^{\frac{1}{p}} \) for the Schatten \( p \)-norms. Moreover, to indicate that \( A \in \mathcal{H}^+_n \) we simply write \( A \geq 0 \) and as usual for \( A, B \geq 0 \) we write \( A \geq B \) if \( A - B \geq 0 \).

**Definition 2.1.** Given \( q \in [1, \infty[ \) and \( n \in \mathbb{N} \), we define the map \( N_q : M_n(\mathbb{C}) \rightarrow \mathbb{R}_+ \) by

\[
N_q(A) := \left( \int_{S^n} |||A/2\xi||^2|| \, d\sigma(\xi) \right)^{\frac{1}{2}},
\]

where \( \cdot ||_2 \) denotes the Euclidean norm on \( \mathbb{C}^n \).

We aim to show that each \( N_q \) defines a unitarily invariant norm on \( M_n(\mathbb{C}) \). Even though, Formula (2.1) can be viewed as the \( L^q(\mathbb{S}^n) \)-norm for the map \( \xi \rightarrow |||A/2\xi||^2||_2 \), this is not sufficient to obtain Minkowski’s inequality. When \( q = k \) is an integer, then by (1.1) we can write

\[
N_k(A) = \left[ \text{Tr}(\sqrt[k]{|A|}) \right]^\frac{1}{k}, \quad A \in M_n(\mathbb{C}).
\]

Now the convexity of the map \( A \rightarrow [\text{Tr}(\sqrt[k]{|A|})]^{\frac{1}{k}} \) on the set of positive matrices \( \mathcal{H}_n \) certainly ensures that \( N_k(A + B) \leq N_k(A) + N_k(B) \) whenever \( A, B \in \mathcal{H}^+_n \) (cf. [29, 31] and Ch. II in [6]). Such approach is thus limited to \( \mathcal{H}^+_n \). It is worthy to mention here that one may combine the triangular inequality of Ky Fan norms, the monotonicity and the convexity of the \( k \)th root of the complete symmetric polynomials to solve such a problem for the integer case. However, we will prove Minkowski’s inequality for \( N_q \) for any \( q \geq 1 \) using Thompson triangular inequality together with the triangular inequality of the \( L^q(\mathbb{S}^n) \)-norm but without use of any other convexity results in this discipline. Let us recall Thompson triangular inequality for the positive parts of matrices.
Lemma 2.1 ( [40], Theorem 2 ). Let \( A, B \in M_n(\mathbb{C}) \) then there are \( U, V \in U(n) \) satisfying
\[
|A + B| \leq U|A|U^* + V|B|V^*.
\] (2.3)

With the above notation, we now present our first result of this section.

Theorem 2.1. For each \( q \geq 1 \) and each \( n \in \mathbb{N} \), the map \( N_q \) given by (2.7) defines a unitarily invariant norm on \( M_n(\mathbb{C}) \).

Proof. Let us first notice that for any \( C \in M_n(\mathbb{C}) \) and every \( U, V \in U(n) \), the following identity holds
\[
\int_{S^n} \| UC\xi \|_2^{2q} d\sigma(\xi) = \int_{S^n} \| CV\xi \|_2^{2q} d\sigma(\xi).
\] (2.4)

Indeed,
\[
\int_{S^n} \| UC\xi \|_2^{2q} d\sigma(\xi) = \int_{S^n} \| CV\xi \|_2^{2q} d\sigma(\xi)
\]
\[
= \int_{S^n} < CV\xi, CV\xi >^{q} d\sigma(\xi) = \int_{S^n} < C\mu, C\mu >^{q} d\sigma(\mu),
\]
where the first equality follows from the basic fact that unitary matrices preserves the Euclidean norm and the last equality holds by the invariance of \( \sigma \) under a unitary transformation. The first two conditions for \( N_q \) to be a norm on \( M_n(\mathbb{C}) \) are easy to obtain. For the triangular inequality, we fix \( A, B \in M_n(\mathbb{C}) \) then by Lemma 2.1 there are unitary matrices \( U \) and \( V \) satisfying (2.3). So that for any \( \xi \in S^n \) we have
\[
\| |A + B|^\frac{1}{q} \xi \|_2^2 \leq |A + B|\xi, \xi >
\]
\[
\leq |U|A|U^*\xi, \xi > + |V|B|V^*\xi, \xi >
\]
\[
= \| A|^\frac{1}{q} U^*\xi \|_2^2 + \| B|^\frac{1}{q} V^*\xi \|_2^2.
\]

Considering the \( L^q(S^n) \)-norm for the functions on both sides of the preceding inequality yields
\[
\left( \int_{S^n} \| A + B|^\frac{1}{q} \xi \|_2^{2q} d\sigma(\xi) \right)^{\frac{1}{q}} \leq \left( \int_{S^n} \left( \| A|^\frac{1}{q} U^*\xi \|_2^2 + \| B|^\frac{1}{q} V^*\xi \|_2^2 \right)^{q} d\sigma(\xi) \right)^{\frac{1}{q}}
\]
\[
\leq \left( \int_{S^n} \| A|^\frac{1}{q} U^*\xi \|_2^{2q} \right)^{\frac{1}{q}} + \left( \int_{S^n} \| B|^\frac{1}{q} V^*\xi \|_2^{2q} d\sigma(\xi) \right)^{\frac{1}{q}}
\]
\[
= \left( \int_{S^n} \| A|^\frac{1}{q} \xi \|_2^{2q} d\sigma(\xi) \right)^{\frac{1}{q}} + \left( \int_{S^n} \| B|^\frac{1}{q} \xi \|_2^{2q} d\sigma(\xi) \right)^{\frac{1}{q}},
\] (2.5)

where (2.5) follows from the triangular inequality of the \( L^q(S^n) \)-norm and (2.6) follows by suitable applications of (2.4). Next, to check the unitary invariance property (1.3) of \( N_q \), consider \( A \in M_n(\mathbb{C}) \) and \( U, V \in U(n) \) then
\[
N_q(UAV) = \left( \int_{S^n} \| UAV|\frac{1}{q} \xi \|_2^{2q} d\sigma(\xi) \right)^{\frac{1}{q}} = \left( \int_{S^n} \| AV|\frac{1}{q} \xi \|_2^{2q} d\sigma(\xi) \right)^{\frac{1}{q}}
\] (2.7)
\[
= \left( \int_{S^n} \| V^*|A|^\frac{1}{q} \xi \|_2^{2q} d\sigma(\xi) \right)^{\frac{1}{q}} = \left( \int_{S^n} \| A|^\frac{1}{q} \xi \|_2^{2q} d\sigma(\xi) \right)^{\frac{1}{q}},
\] (2.8)
Proposition 2.1. Let \( N \) where (2.7) follows from the fact that \(|UC| = |C|\) and the first equality of (2.8) is obtained by making use of the fact that \(|CV| = V^*|C|V\) for any \( C \in M_n(\mathbb{C}) \). While the second equality of (2.8) follows easily from (2.4). □

For the case \( q = k \in \mathbb{N} \), we replace \( A \) by \(|A|\) in the second equality of (1.1) and we obtain an expression for \( N_k \) in terms of Schatten norms as follows.

Corollary 2.1. Let \( A \in M_n(\mathbb{C}) \) and let \( k \in \mathbb{N} \) then the following holds

\[
c_{n,k} N_k(A) = \sum_{l=1}^{k} \sum_{\beta \in S_k^l} \frac{1}{z_\beta} \prod_{l=1}^{t} \| A \|_{(\beta_\ell)}^{\beta_\ell}. \tag{2.9}
\]

Motivated by the above result and similar to Example 2.1 in [23], we express \( N_k \) in terms of Schatten norms for the cases \( k = 3, 4 \) and \( 5 \) (the cases \( k = 1 \) or \( k = 2 \) can be obtained directly from the results in [10]).

Example 2.1. For a given \( k, n \in \mathbb{N} \) and for any \( A \in M_n(\mathbb{C}) \) the following identities hold

i) \( c_{n,3} N_3^3(A) = \frac{1}{3} \| A \|_{(3)}^3 + \frac{1}{2} \| A \|_{(2)}^2 \| A \|_{(1)} + \frac{1}{6} \| A \|_{(1)}^3. \)

ii) \( c_{n,4} N_4^4(A) = \frac{1}{4} \| A \|_{(4)}^4 + \frac{1}{3} \| A \|_{(3)}^3 \| A \|_{(1)} + \frac{1}{8} \| A \|_{(4)}^4 + \frac{1}{4} \| A \|_{(2)}^2 \| A \|_{(1)}^2 + \frac{1}{24} \| A \|_{(1)}^4. \)

iii) \( c_{n,5} N_5^5(A) = \frac{1}{5} \| A \|_{(5)}^5 + \frac{1}{4} \| A \|_{(4)}^4 \| A \|_{(1)} + \frac{1}{6} \| A \|_{(3)}^3 \| A \|_{(2)}^2 + \frac{1}{6} \| A \|_{(3)}^3 \| A \|_{(1)}^2 + \frac{1}{8} \| A \|_{(2)}^4 \| A \|_{(1)} + \frac{1}{120} \| A \|_{(1)}^5. \)

Making use of Minkowski’s inequality for gauge functions (Theorem IV.1.8 in [6]), one can construct new unitarily invariant norms from a given u.i. norm. In particular, we may apply such a construction on each \( N_q \) to obtain a more general u.i. norm. Let \( q \geq 1 \) be fixed, for each \( p \in [1, \infty] \) consider the map \( N_q^{(p)} : M_n(\mathbb{C}) \rightarrow \mathbb{R}_+ \) defined by

\[
N_q^{(p)}(A) := \frac{1}{q} \left( \int_{S_n} \| A \|_{2\|\xi\|_2^p}^q d\sigma(\xi) \right)^{\frac{1}{pq}} = \left( \int_{S_n} \left( \langle |A|^p \xi, \xi \rangle \right)^q d\sigma(\xi) \right)^{\frac{1}{pq}}. \tag{2.10}
\]

Then \( N_q^{(p)} \) defines a u.i. norm on \( M_n(\mathbb{C}) \) (cf. for example Ex. IV.2.7 in [6]). On the one hand, using a similar argument as the one used in the previous discussion, we can conclude that if \( q = k \) is an integer then \( N_k^{(p)} \) satisfies the following identity

\[
c_{n,k} \left[ N_k^{(p)}(A) \right]^{pk} = \sum_{l=1}^{k} \sum_{\beta \in S_k^l} \frac{1}{z_\beta} \prod_{l=1}^{t} \| A \|_{(p\beta_\ell)}^{p\beta_\ell}, \quad p \in [1, \infty[, A \in M_n(\mathbb{C}). \tag{2.11}
\]

On the other hand, by formulating the previous equation using the first equality in (1.1), one obtains the "surprising result" that the Schatten p-norms (with a modified power) on the space of the \( k \)-th symmetric powers of \( M_n(\mathbb{C}) \) provides a u.i. norm on \( M_n(\mathbb{C}) \). The following proposition demonstrates this fact.

Proposition 2.1. Let \( k \in \mathbb{N} \) and \( p \in [1, \infty] \), then

\[
\frac{1}{c_{n,k}^{\frac{1}{p}}} N_k^{(p)}(A) = \left\| \vee^k A \right\|_{(p)}^{\frac{1}{k}}, \quad A \in M_n(\mathbb{C}). \tag{2.12}
\]
Lemma 2.2. \[ c_{n,k} \left[ N_k^{(p)}(A) \right]^{pk} = c_{n,k} \int_{\mathbb{S}^n} \left( < |A|^p \xi, \xi > \right)^k d\sigma(\xi) = tr\left( \vee^k |A|^p \right). \]

Thus, it suffices to prove that
\[ tr\left( \vee^k |A|^p \right) = tr\left( | \vee^k A|^p \right). \] (2.13)

Let us show first that for any \( B \geq 0 \) and any \( \alpha \in \mathbb{R}_+ \) the following holds
\[ tr\left( \vee^k (B^\alpha) \right) = tr\left( (\vee^k B)^\alpha \right). \] (2.14)

The equality \( \vee^k (B^q) = (\vee^k B)^q \) for \( q \in \mathbb{Q}_+ \) follows from the fact that \( \vee^k B \vee^k B = \vee^k B^2 \) and by a simple induction. Now for \( \alpha \in \mathbb{R}_+ \), choose a sequence \( (q_m) \subset \mathbb{Q}_+ \) converging to \( \alpha \). By the continuity of \( \lambda \) as a map from \( M_n(\mathbb{C}) \) onto \( \mathbb{C}^n \), we conclude that the sequence of vectors
\[ \lambda(B^{q_m}) = (\lambda_1(B)^{q_m}, \ldots, \lambda_n(B)^{q_m}) = (\lambda_1(B)^{q_m}, \ldots, \lambda_n(B)^{q_m}) \]
converges to
\[ \lambda(B^\alpha) = (\lambda_1(B)^\alpha, \ldots, \lambda_n(B)^\alpha). \]

Now if \( f_k \) denotes the \( k \)th complete symmetric polynomial on \( \mathbb{C}^n \), which is trivially continuous, then
\[ tr\left( \vee^k (B^\alpha) \right) = f_k(\lambda(B^\alpha)) = \lim_{m \to \infty} f_k(\lambda(B^{q_m})) = \lim_{m \to \infty} tr\left( \vee^k (B^{q_m}) \right) \]
\[ = \lim_{m \to \infty} tr\left( (\vee^k B)^{q_m} \right) = tr\left( (\vee^k B)^\alpha \right), \]
where the last equality follows from the continuity of the trace on \( M_{c_{n,k}}(\mathbb{C}) \). Now using the basic fact that \( \vee^k |A| = | \vee^k A | \), Eq. (2.13) then follows by applying (2.14) to the matrix \( B = |A| \). \( \square \)

For the case \( p = 2 \), we obtain a family of Q-norms \( \{ N_q^{(2)} \}_{q \geq 1} \) (see Def. IV 2.9 in [6]). Those norms will be used in Section 3 for the analysis of the complete homogeneous and in Section 4 to obtain some upper estimations for a family of w.u.i. norms. For simplicity, we shall write \( N_q \) rather than \( N_q^{(2)} \) i.e.
\[ N_q(A) = \left( \int_{\mathbb{S}^n} \| |A| \xi \|^2 q d\sigma(\xi) \right)^{\frac{1}{2q}} = \left( \int_{\mathbb{S}^n} \| A \xi \|^2 q d\sigma(\xi) \right)^{\frac{1}{2q}}. \] (2.15)

We conclude this section by presenting a proof for (1.2). Following the notation in Section 1, we shall make use of the following well known formula (cf. Theorem 3.5 in [41]) to compute the Hilbert-Schmidt norm of \( T_{A,k} \):
\[ \| T_{A,k} \|^2_{(2)} = \int_{\mathbb{S}^n} \int_{\mathbb{S}^n} |< A \xi, \mu > |^{2k} d\sigma(\xi) d\sigma(\mu). \]

With this in mind, applying Fubini’s theorem to the preceding equation, Eq. (1.2) now follows easily from the following lemma.

Lemma 2.2. For any \( z \in \mathbb{C}^n \), the following formula holds
\[ c_{n,k} \int_{\mathbb{S}^n} |< z, \mu > |^{2k} d\sigma(\mu) = \| z \|_2^{2k}. \] (2.16)
Proof. In view of the multinomial theorem, we can write

\[ | < z, \mu > |^{2k} = \left( | < z, \mu > \right)^k = \left| \sum_{\alpha \in \mathbb{N}_0^n} \binom{k}{\alpha} z^\alpha \bar{\mu}^\alpha \right|^2 = \sum_{|\alpha|=k, \alpha \in \mathbb{N}_0^n} \binom{k}{\alpha \beta} z^\alpha \mu^\beta \bar{\mu}^\alpha. \]

Integrating both sides of the preceding equality w.r.t. \( \mu \) over \( \mathbb{S}^n \), and using Lemma 2.1 in [23] we get

\[
\int_{\mathbb{S}^n} | < z, \mu > |^{2k} d\sigma(\mu) = \sum_{|\alpha|=k, \alpha \in \mathbb{N}_0^n} \binom{k}{\alpha} \frac{(n-1)!\alpha!}{(n-1+|\alpha|)!} z^\alpha = k!(n-1)! \sum_{|\alpha|=k, \alpha \in \mathbb{N}_0^n} \binom{k}{\alpha} z^\alpha = \frac{||z||^{2k}}{c_{n,k}}
\]

3. COMPLETE HOMOGENEOUS SYMMETRIC POLYNOMIALS AND GAUGE FUNCTIONS

The main purpose of this section is to apply our results concerning the unitarily invariant norms and that of Q-matrix norms to the study of the q-complete homogeneous symmetric functions as introduced in [23].

Recall that in [23], we pointed out that for any \( A \in M_n(\mathbb{C}) \) Eq. (1.1) can be reformulated as

\[
\int_{\mathbb{S}^n} ( < A\xi, \xi > )^k d\sigma(\xi) = H_k(\lambda),
\]

where \( \lambda = \lambda(A) \) and \( H_k \) is the normalized complete \( k \)-homogeneous polynomial in \( n \) complex variables given by

\[
H_k(z) = \frac{k!(n-1)!}{(n+k-1)!} \sum_{|\alpha|=k} z^\alpha, \quad z \in \mathbb{C}^n.
\]

In particular, for every \( x \in \mathbb{R}^n \)

\[
H_k(x) = \int_{\mathbb{S}^n} ( < X\xi, \xi > )^k d\sigma(\xi),
\]

where \( X := \text{diag}(x_1, \ldots, x_n) \). Also, we need from [23] the following case of the generalization for the restriction of \( H_k \) onto \( \mathbb{R}_+^n \). Given \( q \geq 1 \) the \( q \)-homogeneous function \( H_q \) is defined \( \mathbb{R}_+^n \) by

\[
H_q(x) = \int_{\mathbb{S}^n} ( < X\xi, \xi > )^q d\sigma(\xi),
\]

Let us first introduce some more notation. Given \( x, y \in \mathbb{R}^n \) and \( p \geq 0 \), we write

\[
|x| = (|x_1|, \ldots, |x_n|), \quad |x|^p = (|x_1|^p, \ldots, |x_n|^p), \quad xy = (x_1y_1, \ldots, x_ny_n) \quad \text{and} \quad x^\perp = (x_{[1]}, \ldots, x_{[n]}),
\]

where \( x_{[i]} \) denotes the ith component obtained from the components of \( x \) after rearranging them in decreasing order. We also use the usual weak majorization notation i.e.

\[
x \preceq w y \quad \text{if} \quad \sum_{i=1}^{k} x_{[i]} \leq \sum_{i=1}^{j} y_{[i]}, \quad j = 1 \cdots n
\]

If \( x \preceq w y \) and \( \sum_{i=1}^{n} x_i = \sum_{i=1}^{n} y_i \), we say that \( x \) is majorized by \( y \) and we write \( x \preceq y \).

Motivated by our construction of the unitarily invariant norms and the Q-norms obtained in Section 2, we now state our first result for this section.
Theorem 3.1. For each $q \geq 1$, the map $\Phi_q$ defined on $\mathbb{R}^n$ by

$$\Phi_q(x) := H_q^{\frac{1}{q}}(|x|),$$

is a symmetric gauge function.

Proof. By Theorem 2.1 we know that

$$N_q(A) = \left( \int_{\mathbb{R}^n} \left( \frac{1}{q} \right)^{2q} d\sigma(\xi) \right)^{\frac{1}{q}} = \left( \int_{\mathbb{R}^n} \left( \langle A|\xi,\xi \rangle \right)^q d\sigma(\xi) \right)^{\frac{1}{q}}$$

defines a unitarily invariant norm on $M_n(\mathbb{C})$. Hence it defines a s.g.f. (see, for example, [6]) denoted by $\Phi_q$, on $\mathbb{R}^n$ given by

$$\Phi_q(x) = N_q(X),$$

where $X := \text{diag}(x_1, \ldots, x_n)$. From (3.3) we obtain

$$N_q(X) = \left( \int_{\mathbb{R}^n} \left( \langle X|\xi,\xi \rangle \right)^q d\sigma(\xi) \right)^{\frac{1}{q}} = H_q^{\frac{1}{q}}(x).$$

This shows that $\Phi_q = H_q^{\frac{1}{q}}$ and the proof is complete.

It is worth mentioning here that even in the case where $q = k \in \mathbb{N}$, and to the best of our knowledge, the connection of the analysis between the homogeneous symmetric polynomials and the symmetric gauge functions has not been pointed out before. However, one could obtain this result (for $q = k$) from the literature by combining the facts that $H_k$ is $k$-homogeneous, positive definite on $\mathbb{R}_+^n$ and invariant under permutation of coordinates with the convexity results obtained by Marcus and Lopes [29] (cf. pages 116 and 119 in [30]).

As a result, we have the following conclusion.

Corollary 3.1. Given two real numbers $q \geq 1$ and $p \geq 1$. Then, for any $x, y \in \mathbb{R}^n$ we have

$$H_k(|xy|) \leq H_q^{\frac{1}{q}}(x^2)H_q^{\frac{1}{q}}(y^2)$$

and

$$H_k^{\frac{1}{q}}(|x+y|^p) \leq H_k^{\frac{1}{q}}(|x|^p) + H_k^{\frac{1}{q}}(|y|^p).$$

Proof. It suffices to see that the two inequalities are Hölder and Minkowski’s inequality for symmetric gauge functions (cf. for example [6], p: 88) when applied to $H_q^{\frac{1}{q}}$.

Equation (3.4) is a generalization for the multiplicatively convex (cf. [34]) property for $H_k$ obtained by Y.-M Chu et al. in 2011 (cf. [11]). Moreover, Eq. (3.5) is a generalization for Theorem 3.9 in [39], obtained by S. Sra in 2020, where a discrete version for fractional power of Minkowski’s inequality was needed.

Taking advantage of the conclusion of Problem IV . 5 . 2 . in [6], we obtain the following result which to the best of our knowledge is new even for the case $q = k \in \mathbb{N}$.

Corollary 3.2. Let $q \geq 1$ and $p \in [0, 1]$. Then, for any $x, y \in \mathbb{R}^n$ we have

$$H_q^{\frac{1}{q}}(|x+y|^p) \leq 2^{\frac{p}{q}-1}H_q^{\frac{1}{q}}(|x|^p) + H_q^{\frac{1}{q}}(|y|^p).$$

(3.6)
Recall that every s.g.f. $\Phi$ is (convex and monotone) on $\mathbb{R}^n_+$ (cf. for example, [6], p. 45) hence it is strongly isotone i.e. given $x, y \in \mathbb{R}^n_+$ then

$$x \preceq_w y \Rightarrow \Phi(x) \leq \Phi(y).$$

Thus, we obtain the following.

**Corollary 3.3.** Let $q \geq 1$ then for any $x, y \in \mathbb{R}^n_+$ we have

$$x \preceq_w y \Rightarrow H_q(x) \leq H_q(y).$$

(3.7)

**Proof.** From the previous discussion, we know that $H^{\frac{1}{q}}_q$ is strongly isotone on $\mathbb{R}^n_+$. Therefore,

$$x \preceq_w y \Rightarrow H^{\frac{1}{q}}_q(x) \leq H^{\frac{1}{q}}_q(y) \Rightarrow H_q(x) \leq H_q(y), \quad x, y \in \mathbb{R}^n_+.$$

\[\square\]

It is worthy to note here that Eq. (3.7) is a generalization for the work of Guan in [17]. Furthermore, motivated by the work of D. B. Hunter in [18], T. Tao presented (in his blog) a proof for the Schur-convexity of the even degree complete symmetric polynomials on $\mathbb{R}^n$. His proof was based on applying some differential operators to $H_{2k}$.

Now in connection with this, we are in a position to present a simpler proof for the Schur convexity property and to extend it to $\mathbb{R}^n$. For this reason, we shall need a characterization for w.u.i. norms which was obtained by Chi-K. Li and N. K. Tsing in [26].

**Lemma 3.1** ([26], Theorem 4.1). A map $N : \mathcal{H}_n \to \mathbb{R}$ is (the restriction of) a w.u.i. norm if and only if there is a Schur convex norm $\Phi : \mathbb{R}^n \to \mathbb{R}$ such that

$$N(A) = \Phi(\lambda(A)), \quad A \in \mathcal{H}_n.$$  

(3.8)

Here is our result generalizing the Schur-convexity for $H_{2k}$ on $\mathbb{R}^n$.

**Corollary 3.4.** For each $q \geq 1$, consider the map $\mathcal{H}_{2q}$ defined on $\mathbb{R}^n$ by

$$\mathcal{H}_{2q}(x) := \left[ \int_{\mathbb{S}^n} \left( \frac{1}{2} \left< X\xi, \xi \right> \right)^q d\sigma(\xi), \right.$$  

where $X = \text{diag}(x_1, \cdots, x_n)$. Then, $\mathcal{H}_{2q}$ is Schur convex on $\mathbb{R}^n$.

**Proof.** From Theorem 2.1 in [10], we know that

$$\Phi'_{2q}(A) = \left( \int_{\mathbb{S}^n} \left( A\xi, \xi \right)^{2q} d\sigma(\xi) \right)^{\frac{1}{2q}}$$

is a w.u.i. norm on $M_n(\mathbb{C})$. Given $x \in \mathbb{R}^n$ which obviously means that $X \in \mathcal{H}$ so that

$$\Phi'_{2q}(X) = \left( \int_{\mathbb{S}^n} \left( X\xi, \xi \right)^{2q} d\sigma(\xi) \right)^{\frac{1}{2q}} = \left( \int_{\mathbb{S}^n} \left( \frac{1}{2} \left< X\xi, \xi \right> \right)^q d\sigma(\xi) \right)^{\frac{1}{2q}} = \mathcal{H}_{2q}(x).$$

Applying the preceding lemma to $N = \Phi'_{2q}$, we obtain that $\mathcal{H}_{2q}^\frac{1}{2q}$ is a Schur convex (norm) i.e.

$$x < y \Rightarrow \mathcal{H}_{2q}^\frac{1}{2q}(x) \leq \mathcal{H}_{2q}(y) \Rightarrow \mathcal{H}_{2q}(x) \leq \mathcal{H}_{2q}^\frac{1}{2q}(y), \quad x, y \in \mathbb{R}^n.$$

\[\square\]
We conclude this section by providing an interpolating sequence of inequalities for $H_q$ on $\mathbb{R}^n_+$ as follows.

**Theorem 3.2.** For any pair of real numbers $q \geq p \geq 1$, the following formula holds

$$H_q(x^p) \leq H_p(x^q), \quad x \in \mathbb{R}^n_+.$$

**Proof.** From McCarty inequality, we know that

$$\left(\langle x^p \xi, \xi \rangle\right)^{\frac{1}{p}} \leq \langle (x^p)^{\frac{1}{p}} \xi, \xi \rangle = \langle x^q \xi, \xi \rangle,$$

for each $\xi \in \mathbb{S}^n$. The result now follows easily by taking the $p$th power for both sides of the above inequality and then integrating. □

**Remark 3.1.** One may use Theorem 3.1 to obtain other generalization for similar inequalities involving $q$-homogeneous symmetric functions. We shall point out a particular application in this direction. Following [9], given two s.g.f. $f$ and $g$ one can construct a new s.g.f. $f \div g$ defined on the set of decreasing tuples $\mathbb{R}^n_+$ by

$$f \div g(x) := \max\left\{ \frac{f(yx)}{g(y)} : y \in \mathbb{R}^n_+ \setminus \{0\} \right\}$$

and then extend it by symmetry to $\mathbb{R}^n$. Now let $q, q' \in [1, \infty)$ and consider $f := H_\frac{1}{q}$ and $g := H_\frac{1}{q'}$ then for $x \in \mathbb{R}^n_+$ the function

$$H_{q,q'}(x) := \max\left\{ \frac{H_\frac{1}{q}(|y||x|)}{H_\frac{1}{q'}(|y|)} : y \in \mathbb{R}^n_+ \setminus \{0\} \right\}$$

extends to a s.g.f. on $\mathbb{R}^n$. In particular, if $q = q'$ then by (3.4) it follows that $H_{q,q'} = H_\frac{1}{q}$. As $H_{q,q'}$ is a s.g.f. then such generalization for $q$-homogeneous functions satisfies Equations (3.4)-(3.7).

4. **Explicit Value for a Class of W.U.I. Norms Induced by $L^k$-Norms**

This section is devoted to continue the work of R. Bhatia and J.R. Holbrook in [10] concerning giving expressions for the w.u.i. norms (on $M_n(\mathbb{C})$) associated to the natural $L^p$ norms on $C(\mathbb{S}^n)$. In the next theorem, we combine some of the results obtained in [10] to suit our needs.

**Theorem 4.1 ( [10]).** Let $A, B \in M_n(\mathbb{C})$ then

$$\int_{\mathbb{S}^n} < A\xi, \xi > < B\xi, \xi > d\sigma(\xi) = \frac{1}{cn_2} \left( \text{tr}(AB) + \text{tr}(A)\text{tr}(B) \right).$$

In particular,

$$\Phi^2_2(A) := \int_{\mathbb{S}^n} \left| < A\xi, \xi > \right|^2 d\sigma(\xi) = \frac{\|A\|^2_F + \|\text{tr}(A)\|^2}{cn_2}.$$  \hspace{1cm} (4.2)

Moreover, if $E$ denotes the expectation and $V$ is the variance (w.r.t. $d\sigma$) then the Frobenius norm satisfies

$$\|A\|^2_{(2)} = nE(|f_A|^2) + n^2V(f_A),$$

where $f_A$ is defined by (1.6).
The authors proved (4.1) using some techniques that are based on Riesz representation theorem that deals with characterizing all w.u.i. sesquilinear forms on $M_n(\mathbb{C})$. Taking $B = I_n$ in (4.1), we clearly obtain Eq. (1.1) for $k = 1$. Choosing $B = A^*$, (Eq. 1.1) follows easily and finally using (4.2 and (1.1) Eq. (4.3) is obtained. The argument on the sesquilinear forms which is used in [10] is not sufficient to examine the explicit value of

$$
\Phi'_k(A) := \left( \int_{S^n} \left| < A\xi, \xi > \right|^k \, d\sigma(\xi) \right)^{\frac{1}{k}}, \ A \in M_n(\mathbb{C}),
$$

(4.4)

for general $k \in \mathbb{N}$ (cf. Section IV. in [6] for a motivation to this problem). So far, we have obtained the following results:

$$
\Phi'_k(A) = \left[ Tr(\sqrt{k} A) \right]^\frac{1}{k} = N_k(A) = \left[ \frac{1}{c_{n,k}} \sum_{l=1}^{k} \sum_{\beta \in S_l^k} \frac{1}{z_{\beta}} \prod_{t=1}^{l} \| A\|_{(\beta_t)}^{\beta_t} \right]^{\frac{1}{k}}, \ A \in \mathcal{H}_n^+.
$$

(4.5)

$$
\Phi'_{2k}(A) = \left[ Tr(\sqrt{2k} A) \right]^\frac{1}{2k} = N_{2k}(A) = \left[ \frac{1}{c_{n,2k}} \sum_{l=1}^{2k} \sum_{\beta \in S_{2k}^k} \frac{1}{z_{\beta}} \prod_{t=1}^{l} \| A\|_{(\beta_t)}^{\beta_t} \right]^{\frac{1}{2k}}, \ A \in \mathcal{H}_n.
$$

(4.6)

Our next result deals with presenting an upper estimation for $\Phi'_{2p}$ using the Q-norms defined by (2.15)

**Proposition 4.1.** Let $A \in M_n(\mathbb{C})$ and let $p \geq 1$ then

$$
\Phi'_{2p}(A) \leq \frac{1}{2} \left( \Phi'_{p}(A^2) + N'_p(A) \right).
$$

(4.7)

**Proof.** Recall that for any $A \in M_n(\mathbb{C})$ we have

$$
\left| < A\xi, \xi > \right|^{2p} \leq \frac{1}{2} \left( \left| < A^2\xi, \xi > \right|^p + \| A\xi \|^{2p} \| A^*\xi \|^{2p} \right).
$$

Integrating both sides of the preceding inequality leads to

$$
\Phi'_{2p}(A) \leq \frac{1}{2} \left( \Phi'_{p}(A^2) + \int_{S^n} \| A\xi \|^{2p} \| A^*\xi \|^{2p} \, d\sigma(\xi) \right)
$$

$$
\leq \frac{1}{2} \left( \Phi'_{p}(A^2) + \left[ \int_{S^n} \| A\xi \|^{2p} \, d\sigma(\xi) \right]^\frac{1}{2} \left[ \int_{S^n} \| A^*\xi \|^{2p} \, d\sigma(\xi) \right]^\frac{1}{2} \right)
$$

(4.8)

$$
= \frac{1}{2} \left( \Phi'_{p}(A^2) + N'_p(A) \right),
$$

(4.9)

where (4.8) is the usual Hölder inequality and (4.9) follows from the fact that $N'_p$ is unitarily invariant. □

The next theorem is a generalization of (4.1). Its proof uses Lemma [A.1] which for convenience, is given in the appendix below.
Theorem 4.2. Let $A, B, C, D \in M_n(\mathbb{C})$ be arbitrary matrices and put $c_n := n(n+1)(n+2)(n+3)$. Consider $\sigma$ the normalized probability measure on the unit sphere $\mathbb{S}^n$ of $\mathbb{C}^n$. Then,

$$c_n \int_{\mathbb{S}^n} < A\xi, \xi > < B\xi, \xi > < C\xi, \xi > < D\xi, \xi > d\sigma(\xi) =$$

$$tr\left[ABCD + ABDC + ACBD + ACDB + ADBC + AD CB\right] + tr(A)tr\left[BCD + BDC\right] + tr(B)tr\left[ACD + ADC\right] + tr(C)tr\left[ABD + ADB\right] + tr(D)tr\left[ABC + ACB\right] + tr(AB)\left[tr(CD) + tr(C)tr(D)\right] + tr(AC)\left[tr(BD) + tr(B)tr(D)\right] + tr(AD)\left[tr(BC) + tr(B)tr(C)\right] + tr(A)\left[tr(B)tr(CD) + tr(C)tr(BD) + tr(D)tr(BC)\right] + tr(A)tr(B)tr(C)tr(D). \tag{4.10}$$

Proof. From (1.1), we know that:

$$c_n \int_{\mathbb{S}^n} \left( < A\xi, \xi > \right)^4 d\sigma(\xi) = 6tr(A^4) + 8[tr(A^3)]tr(A) + 3[tr(A^2)]^2 + 6[tr(A^2)](trA)^2 + [trA]^4. \tag{4.11}$$

Let $x, y, z$ be formal variables and put

$$P(x, y, z) = A + xB + yC + zD \in M_n(\mathbb{C}[x, y, z]). \tag{4.12}$$

Applying (4.11) to $P(x, y, z)$ yields the following equality for multinomials in $\mathbb{C}[x, y, z]$

$$c_n \int_{\mathbb{S}^n} \left( < P(x, y, z)\xi, \xi > \right)^4 d\sigma(\xi) = 6tr\left[P^4(x, y, z)\right] + 8tr\left[P^3(x, y, z)\right]tr\left[P(x, y, z)\right] + 3\left[tr\left[P^2(x, y, z)\right]\right]^2 + 6tr\left[P^2(x, y, z)\right]\cdot \left[tr\left[P(x, y, z)\right]\right]^2 + \left[tr\left[P(x, y, z)\right]\right]^4. \tag{4.13}$$

Applying the multinomial theorem to the integrand in the above equality yields

$$\int_{\mathbb{S}^n} \left( < P(x, y, z)\xi, \xi > \right)^4 d\sigma(\xi)$$

$$= \int_{\mathbb{S}^n} \left( < A\xi, \xi > + x < B\xi, \xi > + y < C\xi, \xi > + z < D\xi, \xi > \right)^4 d\sigma(\xi)$$

$$= \int_{\mathbb{S}^n} \sum_{|\alpha| = 4, \alpha \in \mathbb{N}_0^4} \binom{4}{\alpha} \left( < A\xi, \xi >, x < B\xi, \xi >, y < C\xi, \xi >, z < D\xi, \xi > \right)^\alpha d\sigma(\xi)$$

$$= \sum_{\alpha_1 + \ldots + \alpha_4 = 4, \alpha \in \mathbb{N}_0^4} \binom{4}{\alpha} \int_{\mathbb{S}^n} \left( < A\xi, \xi > \right)^{\alpha_1} (x < B\xi, \xi > )^{\alpha_2} (y < C\xi, \xi > )^{\alpha_3} (z < D\xi, \xi > )^{\alpha_4} d\sigma(\xi).$$

In particular, the $xyz$-variable corresponds to $\alpha = (1, 1, 1, 1)$ i.e. the coefficient of the $xyz$-variable on the left side of (4.13) is given by

$$24c_n \int_{\mathbb{S}^n} < A\xi, \xi > < B\xi, \xi > < C\xi, \xi > < D\xi, \xi > d\sigma(\xi). \tag{4.14}$$
The coefficient of the $xyz$-variable on the right hand side of (4.13) is given by 24 multiplied by the right hand side of (4.10) and then the theorem follows form Lemma A.1.

The following corollaries are direct applications of the preceding theorem. Recalling that $\Re(.)$ denotes the real part and setting first $D = I_n$ in (4.10) we obtain the following conclusion.

**Corollary 4.1.** Let $A, B, C \in M_n(\mathbb{C})$ and put $d_n := 6c_{n,3} = n(n + 1)(n + 2)$ then
\[
d_n \int_{S^n} < A \xi, \xi > < B \xi, \xi > < C \xi, \xi > d\sigma(\xi) = tr\left[ABC + ACB\right] + tr(A)tr(BC) + tr(B)tr(AC) + tr(C)tr(AB) + tr(A)tr(B)tr(C).
\]
(4.15)

In particular, if $C \in H^+_n$ and $d\mu(\xi) := < C \xi, \xi > d\sigma(\xi)$ then
\[
d_n \int_{S^n} < A \xi, \xi >^2 d\mu(\xi) = tr\left[AA^*C + ACA^*\right] + 2\Re\left[tr(A)tr(A^*C)\right] + tr(C)|A|^2 + |tr(A)|^2 tr(C).
\]
(4.16)

Note that the preceding corollary generalizes (4.1) and (4.2). Now let $B = A$ and $C = D = A^*$ this time, we get

**Corollary 4.2.** Let $A \in M_n(\mathbb{C})$ and $c_n := n(n + 1)(n + 2)(n + 3)$, then
\[
c_n \int_{S^n} < Au, u >^4 d\sigma(u) = 4tr\left(A^2A^*\right) + 2tr\left((A^*A)^2\right) + 2\left[tr(A^*A)\right]^2 + 8\Re\left[tr(A)tr(A^*A)\right] + \left[tr(A^2)\right] \left[tr(A^*A)\right]^2 + \left[tr(A^2)\right]^2 + 4\left[tr(A^*A)\right] \left[tr(A^2)\right] + \left[tr(A)\right]^4.
\]
Equivalently $\Phi'_4(A)$ is given by
\[
\left(\frac{4\|A^2\|_p^2 + 2\|A\|_4^4 + 2\|A\|_2^4 + 8\Re\left[tr(A)tr(AA^*)\right] + 2\left[tr(A^2)\right] \left[tr(A^*A)\right]^2 + 4\|A\|_2^2 \left[tr(A)\right]^2 + \left[tr(A^2)\right]^2 + \left[tr(A)\right]^4}{c_n}\right)^{\frac{1}{4}}.
\]
(4.17)

**Remark 4.1.** In the connection to the study for estimations of the w.u.i. norms associated to the $L^p$-norms on $C(S^n)$, one can find an upper estimation for $\Phi'_p$ whenever $p \in [2, 4]$ in terms $\Phi'_2$ and $\Phi'_4$. By a direct application of Riesz-Thorin interpolation theorem (cf. Theorem 2.5 in [41]) we obtain
\[
\Phi'_p(A) \leq \left(\Phi'_2(A)\right)^{\frac{p}{2}} \left(\Phi'_4(A)\right)^{\frac{4-p}{2}}, \quad \text{for any } A \in M_n(\mathbb{C}),
\]
where $\Phi'_2$ and $\Phi'_4$ are given (4.2) and (4.17), respectively.

The expression for $\Phi'_4$ involves many terms, even if we restrict our attention to normal matrices. This motivates us to slightly modify the $\Phi'_4$-norm in order to obtain some (other) weakly unitarily invariant norms with less numbers of terms in (4.17). This will also lead to some probabilistic interpretation for a certain combination of the Schatten 2 and 4-norms. Let $T : C(S^n) \rightarrow C(S^n)$ be the linear map defined by
\[
T(f) = f - \int_{S^n} f.
\]
(4.18)
In addition, let $\Psi_1$ and $\Psi_2$ be two unitarily invariant norms on $C(S^n)$ and consider

$$\Psi(f) = \left( \Psi_1^4(f) + \Psi_2^4(Tf) \right)^{\frac{1}{4}}, \quad f \in C(S^n).$$

(4.19)

Notice that, $T(f \circ U) = (Tf) \circ U$ for every $f \in C(S^n)$ and each $U \in U_n$. Therefore, $\Psi$ is a unitarily invariant norm on $C(S^n)$.

**Theorem 4.3.** Let $\Psi$ be the unitarily invariant norm on $C(S^n)$ defined by (4.19), where

$$\Psi_1(\cdot) = \sqrt{3d_n} \left\| \cdot \right\|_{L^4} \quad \text{and} \quad \Psi_2(\cdot) = \sqrt{nd_n} \left\| \cdot \right\|_{L^4}.$$  

Then the weakly unitarily invariant norm on $M_n(\mathbb{C})$ induced by $\Psi$, denoted by $N_\Psi$, satisfies

$$N_\Psi(A) = 4\|A^2\|_F^2 + 2\|A\|_{(1)}^4 + 2\|A\|_{(1)}^4 + \frac{4}{n} \Re \left[ \text{tr}(A^2) \right] \text{tr}(A)^2 + \frac{8}{n} \|A\|_F^2 \|\text{tr}(A)\|^2$$

$$+ \left| \text{tr}(A^2) \right|^2 + \frac{3n - 6}{n^2} \left| \text{tr}(A) \right|^4.$$  

(4.20)

**Proof.** Let $\gamma = \frac{-\text{tr}(A)}{n}$ and put $f = f_A$. Integrating the identity, $|f + \gamma|^4 = |f|^4 + |\gamma|^4 + 4|\gamma|^2|f|^2 + 2\Re(\gamma^2 f^2 + 4(|f|^2 + |\gamma|^2)R\gamma f)$, leads to

$$\int_{S^n} |f + \gamma|^4 = (\Phi'_4(A))^4 + |\gamma|^4 + 4|\gamma|^2(\Phi'_2(A))^2 + \frac{2}{n(n + 1)} \Re \left[ \gamma^2 \left( \text{tr}(A^2) + n^2 \gamma^2 \right) \right]$$

$$+ 4 \Re \left( \gamma \left( \int_{S^n} |f|^2 f + |\gamma|^2 \int_{S^n} f \right) \right)$$

(4.21)

$$= (\Phi'_4(A))^4 + |\gamma|^4 + 4|\gamma|^2(\Phi'_2(A))^2 + \frac{2}{n(n + 1)} \left[ n^2 |\gamma|^4 + \Re(\gamma^2 \text{tr}(A^2)) \right] - 4|\gamma|^4$$

$$+ 4 \frac{d_n}{d_n} \Re \left( 2\gamma \text{tr}(A^2 A^*) - n\gamma^2 \text{tr}(A^2) \right) - 2n|\gamma|^2\|A\|_F^2 - n^3|\gamma|^4$$

$$= (\Phi'_4(A))^4 + 4|\gamma|^2 \left( (\Phi'_2(A))^2 - \frac{2n}{d_n} \|A\|^2_F \right) + \left( \frac{2}{n(n + 1)} - \frac{4n}{d_n} \right) \Re(\gamma^2 \text{tr}(A^2))$$

$$+ \frac{8}{d_n} \Re \left( \gamma \text{tr}(A^2 A^*) \right) + (-3 + \frac{2n}{n + 1} - \frac{4n^3}{d_n})|\gamma|^4$$

$$= (\Phi'_4(A))^4 + 4|\gamma|^2 \left( (\Phi'_2(A))^2 - \frac{2n}{d_n} \|A\|^2_F \right) + \frac{4 - 2n}{d_n} \Re\gamma^2 \text{tr}(A^2) + \frac{8}{d_n} \Re \left( \gamma \text{tr}(A^2 A^*) \right)$$

$$- \frac{5n^3 + 5n^2 + 6n}{d_n} |\gamma|^4.$$  

(4.22)

where (4.21) follows from (4.1) and (4.2), whereas (4.22) follows from (4.15). Using the preceding equality, one gets $\Psi_2^4(Tf) = nd_n \int_{S^n} |f + \gamma|^4$ is given by

$$nd_n (\Phi'_4(A))^4 + (8n - 4n^2)|\gamma|^2\|A\|_F^2 + (4n - 2n^2)\Re\gamma^2 \text{tr}(A^2) + 8n \Re \left( \gamma \text{tr}(A^2 A^*) \right) + (-n^4 + 3n^3 - 6n^2)|\gamma|^4.$$
By Eq. (4.17), we obtain that $N^d_\Psi(A) = 3d_n \int_{S^n} |f|^4 + nd_n \int_{S^n} |f + \gamma|^4$ is given by

$$N^d_\Psi(A) = c_n (\Phi'_4(A))^4 + (8n - 4n^2) |\gamma|^2 \| A \|^2_F + (4n - 2n^2) R^2 tr(A^2) + 8n R \left( tr(A^2 A^*) \right) + (-n^4 + 3n^3 - 6n^2) |\gamma|^4$$

$$= 4 \| A^2 \|^2_F + 2 \| A \|^4_F + 6 \| A \|^4_F + 4 \| A \|^2_F + 8n R \left( tr(A^2) \right) + \frac{4}{n} \left[ tr(A^2) \right] [ tr(A^*) ]^2 + \frac{8}{n} \| A \|^2_F \left[ tr(A^2) \right] + \frac{8n - 4}{n} \| A \|^2_F \left[ tr(A) \right] + \frac{3n - 2}{n^2} \left[ tr(A) \right]^4.$$
Corollary 4.3. Given $A \in M_n(\mathbb{C})$, consider the random variable $f_A(\xi) = < A\xi, \xi >$ on $(\mathbb{S}^n, d\sigma)$. For any $\alpha \geq 0$, the following identity holds

$$3d_n E(|f_A|^4) + nd_n \mu_4(f_A) + 4\alpha n^2(n + 1)^2 V^2(f_A) =$$

$$4||A^2||^2_k + 2||A||^4(4) + (2 + 4\alpha)||A||^4_k + \frac{4}{n} \sum_{\alpha=1}^{n} \left[tr(A^2) [trA^*]^2 + \frac{8}{n}(1 - \alpha)||A||^2_k |tr(A)|^2 + |tr(A^2)|^2\right]$$

$$+ \frac{3n - 6 + 4\alpha}{n^2} |tr(A)|^4,$$

where $E$ is the expectation, $V$ is the variance and $\mu_4$ is the fourth central moment.

Motivated by the results of this section, we provide a method for finding an expression of $\Phi'_{2k}$ on $M_n(\mathbb{C})$ and for arbitrary $k \in \mathbb{N}$. We shall first start by exploring a method to find an expression of

$$\int_{\mathbb{S}^n} \prod_{i=1}^{k} < A_i\xi, \xi > d\sigma(\xi), \quad (4.25)$$

for arbitrary $A_1, \ldots, A_k \in M_n(\mathbb{C})$. In order to do that, let us consider one of the representations obtained in Section 2 say

$$\int_{\mathbb{S}^n} ( < A\xi, \xi > )^k d\sigma(\xi) = Tr(\vee^k A). \quad (4.26)$$

Let $x_2, x_3, \ldots, x_k$ be formal variables and for convenience put $x_1 = 1$, then replace $A$ in the preceding equation by the following matrix

$$B = A_1 + x_2A_2 + x_3A_3 + \cdots + x_kA_k,$$

which has multinomial entries, we obtain

$$\int_{\mathbb{S}^n} ( < B\xi, \xi > )^k d\sigma(\xi) = \int_{\mathbb{S}^n} \left( \sum_{i=1}^{k} x_i < A_i\xi, \xi > \right)^k d\sigma(\xi)$$

$$= \sum_{\alpha \in \mathbb{N}_0^k} \binom{k}{\alpha} x^\alpha \int_{\mathbb{S}^n} \prod_{i=1}^{k} < A_i\xi, \xi >^{\alpha_i} d\sigma(\xi) \quad (4.27)$$

$$= Tr\left( \vee^k \left( \sum_{i=1}^{k} x_i A_i \right) \right). \quad (4.28)$$

The coefficient of $x_2x_3\ldots x_k$ in $4.27$ is given by $k! \int_{\mathbb{S}^n} \prod_{i=1}^{k} < A_i\xi, \xi > d\sigma(\xi)$. Identifying this with the coefficient of $x_2x_3\ldots x_k$ in $4.28$ provides an explicit value for $4.25$. Notice that if the explicit value of $4.25$ is given for a certain $k_0$, then one can directly obtain $4.25$ for all $k \in 1, 2, \ldots, k_0$. Moreover, given the explicit value of $4.25$ at $l = 2k$ then choosing $A_1 = A_2 = \cdots = A_k = A$ and $A_{k+1} = A_{k+2} = \cdots = A_{2k} = A^*$ provides the exact value of $\Phi'_{2k}(A)$.
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The appendix is devoted to find the explicit coefficient for the \(xyz\)-variable in the multinomial \((4.13)\).

**Lemma A.1.** The coefficient of the \(xyz\)-variable in

\[
6 \text{tr} \left[ P^4(x, y, z) \right] + 8 \text{tr} \left[ P^3(x, y, z) \right] \text{tr} \left[ P(x, y, z) \right] + 3 \left[ \text{tr} \left[ P^2(x, y, z) \right] \right]^2
+ 6 \text{tr} \left[ P^2(x, y, z) \right] \cdot \left[ \text{tr} \left[ P(x, y, z) \right] \right]^2 + \left[ \text{tr} \left[ P(x, y, z) \right] \right]^4.
\]

is given by

\[
24 \left\{ \text{tr} \left[ ABCD + ABDC + ACBD + ACDB + ADBC + ADCB \right] + \text{tr}(A) \text{tr} \left[ BCD + BDC \right]
+ \text{tr}(B) \text{tr} \left[ ACD + ADC \right] + \text{tr}(C) \text{tr} \left[ ABD + ADB \right] + \text{tr}(D) \text{tr} \left[ ABC + ACB \right]
+ \text{tr}(AB) \left[ \text{tr}(CD) + \text{tr}(C) \text{tr}(D) \right] + \text{tr}(AC) \left[ \text{tr}(BD) + \text{tr}(B) \text{tr}(D) \right]
+ \text{tr}(AD) \left[ \text{tr}(BC) + \text{tr}(B) \text{tr}(C) \right] + \text{tr}(A) \left[ \text{tr}(B) \text{tr}(CD) + \text{tr}(C) \text{tr}(BD) + \text{tr}(D) \text{tr}(BC) \right]
+ \text{tr}(A) \text{tr}(B) \text{tr}(C) \text{tr}(D) \right\}.
\]

The proof is achieved by computing the exact coefficient for the \(xyz\)-variable in each of the five terms of \((4.13)\) and this is presented in the next propositions.

**Proposition A.1.** The coefficient of \(xyz\) in \(P^4(x, y, z)\) is given by

\[
(AB + BA)(CD + DC) + (AC + CA)(BD + DB) + (AD + DA)(BC + CB) + (BC + CB)(AD + DA) + (BD + DB)(AC + CA) + (CD + DC)(AB + BA).
\]

In particular, the \(xyz\)-coefficient of \(\text{tr} \left[ P^4(x, y, z) \right]\) is given by

\[
4 \text{tr} \left[ ABCD + ABDC + ACBD + ACDB + ADBC + ADCB \right].
\]
Proposition A.2. The coefficient of \( x^2y^3z \) is given by

\[
P^3(x, y, z) = (A + xB + yC + zD)(A + xB + yC + zD)
= A^2 + (AB + BA)x + (AC + CA)y + (AD + DA)z + (BC + CB)xy + (BD + DB)yz + x^2B^2 + y^2C^2 + z^2D^2.
\] (A.5)

Hence, the \( xyz \)-coefficient in \( P^4(x, y, z) \) is the \( xyz \)-coefficient in

\[
[(AB + BA)x + (AC + CA)y + (AD + DA)z + (BC + CB)xy + (BD + DB)yz]
\times
[(AB + BA)x + (AC + CA)y + (AD + DA)z + (BC + CB)xy + (BD + DB)yz].
\]

from which (A.3) is obtained. Hence the \( xyz \)-coefficient in \( tr[P^4(x, y, z)] \) is given by

\[
2Tr[(AB + BA)(CD + DC) + (AC + CA)(BD + DB) + (AD + DA)(BC + CB)]
= 2Tr[ABCD + ABDC + BACD + BADC + ACBD + ACDB + CABD + CADB + ACDB + ACBD + ADBC + ADCB + ADBC + ADBA].
\]

\[
= 4Tr[ABCD + ABDC + BACD + BADC + ACBD + ACDB + ADBC + ADCB].
\]

\[
□
\]

Proposition A.2. The coefficient of \( xyz \) in \( tr[P^3(x, y, z)] \) \( tr[P(x, y, z)] \) is given by

\[
3\left\{tr(A)tr[BCD + BDC] + tr(B)tr[ACD + ADC] + tr(C)tr[ABD + ADB] + tr(D)tr[ABC + ACB]\right\}.
\] (A.6)

Proof. By (A.5), we know that

\[
P^3(x, y, z) = \left[A^2 + (AB + BA)x + (AC + CA)y + (AD + DA)z + (BC + CB)xy + (BD + DB)xyz + (CD + DC)yz + x^2B^2 + y^2C^2 + z^2D^2\right] \times \left[A + xB + yC + zD\right].
\] (A.7)

This shows that in \( P^3(x, y, z) \) the coefficient of the

1. \( xyz \)-term is given by \((BC + CB)D + (BD + DB)C + (CD + DC)B\) and whose trace is given by

\[
tr[BCD + CBD + BDC + DBC + CDB + DCB] = 3tr[BCD + BDC].
\] (A.8)

2. \( xy \)-term is given by \((AB + BA)C + (AC + CA)B + (BC + CB)A\) and whose trace is given by

\[
tr[ABC + BAC + ACB + CAB + BCA + CBA] = 3tr[ABC + ACB].
\] (A.9)

3. \( yz \)-term is given by \((AC + CA)D + (AD + DA)C + (CD + DC)A\) and whose trace is given by

\[
tr[ACD + CAD + ADC + DAC + CDA + DCA] = 3tr[ACD + ADC].
\] (A.10)

4. \( xz \)-term is given by \((AB + BA)D + (AD + DA)B + (BD + DB)A\) and whose trace is given by

\[
tr[ABD + BAD + ADB + DAB + BDA + DBA] = 3tr[ABD + ADB].
\] (A.11)
To get the coefficient of $xyz$ in $\text{tr}[P^3(x, y, z)] \cdot \text{tr}[P(x, y, z)]$, we multiply (A.8) by $\text{tr}(A)$, (A.9) by $\text{tr}(D)$, (A.10) by $\text{tr}(B)$ and (A.11) by $\text{tr}(C)$ from which the proposition then follows.

\[ \alpha \]

**Proposition A.3.** The coefficient of $xyz$ in $\left[ \text{tr}[P^2(x, y, z)] \right]^2$ is given by

\[ 8 \left\{ \text{tr}(AB)\text{tr}(CD) + \text{tr}(AC)\text{tr}(BD) + \text{tr}(AD)\text{tr}(BC) \right\} \]  

and the $xyz$-coefficient in $\text{tr}[P^2(x, y, z)] \cdot \left[ \text{tr}[P(x, y, z)] \right]^2$ is given by

\[ 4 \left\{ \text{tr}(AB)\text{tr}(C)\text{tr}(D) + \text{tr}(AC)\text{tr}(B)\text{tr}(D) + \text{tr}(AD)\text{tr}(B)\text{tr}(C) + \text{tr}(CD)\text{tr}(A)\text{tr}(B) + \text{tr}(BD)\text{tr}(A)\text{tr}(C) + \text{tr}(BC)\text{tr}(A)\text{tr}(D) \right\}. \]

\[ \text{(A.12)} \]

\[ \text{(A.13)} \]

**Proof.** Following (A.5), we have

\[ \text{tr}[P^2(x, y, z)] = 2 \left[ x\text{tr}(AB) + y\text{tr}(AC) + z\text{tr}(AD) + xy\text{tr}(BC) + xz\text{tr}(BD) + yz\text{tr}(CD) \right] \]

\[ + \text{tr}(A^2 + x^2B^2 + y^2C^2 + z^2D^2). \]

Squaring the preceding equality, the $xyz$ coefficient is equal to

\[ 4 \left\{ \text{tr}(AB)\text{tr}(C)\text{tr}(D) + \text{tr}(AC)\text{tr}(B)\text{tr}(D) + \text{tr}(AD)\text{tr}(B)\text{tr}(C) + \text{tr}(CD)\text{tr}(A)\text{tr}(B) + \text{tr}(BD)\text{tr}(A)\text{tr}(C) + \text{tr}(BC)\text{tr}(A)\text{tr}(D) \right\}. \]

for which (A.12) follows. Moreover, \[ \left[ \text{tr}[P(x, y, z)] \right]^2 \text{ is given by} \]

\[ 2 \left[ x\text{tr}(A)\text{tr}(B) + y\text{tr}(A)\text{tr}(C) + z\text{tr}(A)\text{tr}(D) + xy\text{tr}(B)\text{tr}(C) + xz\text{tr}(B)\text{tr}(D) + yz\text{tr}(C)\text{tr}(D) \right] \]

\[ + (\text{tr}A)^2 + x^2(\text{tr}B)^2 + y^2(\text{tr}C)^2 + z^2(\text{tr}D)^2. \]

Multiplying the above equation by (A.14) we get (A.13). \[ \square \]

Finally, we note that

\[ \left[ \text{tr}[P(x, y, z)] \right]^4 = \left[ \text{tr}(A) + x\text{tr}(B) + y\text{tr}(C) + z\text{tr}(D) \right]^4 = \sum_{|\alpha| = 4}^{4} \binom{4}{\alpha} (\text{tr}(A), x\text{tr}(B), y\text{tr}(C), z\text{tr}(D))^\alpha. \]

So that for $\alpha = (1, 1, 1, 1)$ we obtain the coefficient of the $xyz$-variable:

\[ 24\text{tr}(A)\text{tr}(B)\text{tr}(C)\text{tr}(D). \]

\[ \text{(A.15)} \]

Multiplying (A.4) by 6, (A.6) by 8, (A.12) by 3, (A.13) by 6 and then adding all together to (A.15) we get (A.1).
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