Remote Design and Manufacture through the Example of a Ventilator
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Featured Application: The proposed model and architecture can be used to build virtual prototyping laboratories, taking into account geographically distributed human, manufacturing, and measurement resources, which will be seen as one coherent cyber-human system. This will accelerate the time needed to develop a prototype and reduce the cost of its production.

Abstract: In this paper, the authors present a completely new approach to the remote prototyping process, taking into account the distributed nature of design and manufacturing resources. A new model is suggested, taking into account the conditions of the Industry 4.0 concept, along with a component of remote implementation and coordination of operations. On the basis of this model, the architecture of the target system is developed, which is further built and implemented in the actual productive environment. The system’s functionality additionally enables the implementation of the design and production process in critical conditions resulting from natural disasters or epidemic states. The practical application of the developed solutions is presented on the design of a ventilator, which is dedicated to help in the fight against epidemic states, e.g., coronavirus.
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1. Introduction

The development of the global economy, which has been observed for a while now, is conditioned by technological progress. It creates multiple opportunities, as well as numerous challenges, such as shortening the product’s life cycle, reducing costs, and the control and monitoring of design and manufacturing processes, but also recycling, increasing competition, access to dispersed resources, etc. Thus, the accompanying conditions enforce a change in existing habits or business models. The related processes are a part of activities aimed at the implementation of the Industry 4.0 concept [1–3]. Therefore, one of the important aspects of the fourth industrial revolution is the integration of dispersed resources in order to increase efficiency, reliability, as well as design and production potential. The development of models and frameworks adequate for this concept, and their implementation in the real environment, is possible thanks to the popularization of automation
technologies, global communication, computerization, but also thanks to the provision of universal standards and mechanisms of cooperation between devices, people, and various companies and organizations. The possibilities related to this can and are used both in standard design and production processes related to conducting research, conducting business activity, and also in difficult and critical conditions of society and economy, such as natural disasters or epidemic diseases.

The initial assumptions and initial models for the integration of production resources with the use of ubiquitous communication technologies were developed and presented in the 1990s, and were developed further. They established the foundations for further development of the so-called “Smart Factory”. An interesting, comprehensive approach relating to the new paradigm for product design and manufacturing via ubiquitous computing technology is presented in this paper [4]. The authors propose a conceptual framework taking into account the entire life cycle of a product, beginning with its design and ending with its recycling. However, these assumptions are very general and only reveal the great potential of the idea of collecting data and information from various sources (suppliers and production equipment). A more detailed approach to this model appeared in [5], in which the authors point out the need to ensure a high level of standardization of communication mechanisms in order to integrate equipment from different manufacturers. This study focused primarily on wireless communication solutions, using, e.g., RFID technology to transmit information. Similarly, in subsequent papers [6,7], wireless communication systems, such as WiFi, automatic identification sensors, as well as wireless information and GSM were indicated as the basis for implementation of the new manufacturing model. Another aspect of these concepts were ubiquitous production systems and enterprises (UPSE) proposals which were based on two areas: ubiquitous computing systems and virtual and networked enterprises and organizations [8]. Yet others presented the issue of ubiquitous manufacturing from the perspective of customers’ access to web services that enable the use of specialized applications and services for monitoring as well as analysis of production equipment operation [9,10]. These approaches, although focused on the idea of the Smart Factory or Factory of Things, assumed a high level of unification, which was associated with the aspiration to create homogenous environments. Additionally, the presented models and solutions only address the aspect of integration of hardware resources, which, in the contemporary concept of the Internet of Everything, is a major limitation. In the case of developing new products, creating innovative concepts, it is very crucial to provide opportunities for the exchange of views and cooperation between geographically dispersed people. This form of integration of human resources was not included in these models. On the other hand, thanks to the modern capabilities of communication technologies, high-class specialists and experts can cooperate within different teams, including creating interdisciplinary teams focused on the development of new technologies, products, and services [11]. Therefore, in this paper, the authors have proposed the integration of design and production processes on the basis of cooperation of specialists who are far away from each other and perform their tasks on the basis of a dispersed heterogenous design and production environment.

This article focuses on one of the stages of product development, namely the rapid prototyping process. A unique feature of this process is the flexibility of the working environment of the team, which in many cases must be built on an ad hoc basis in order to meet current needs. These needs are met by the possibility of integrating individual elements that form the prototyping environment through dispersed IT systems. From the point of view of the remote work of the distributed prototyping system, this process has been called remote distributed rapid prototyping (RDRP), it has been described in [12]. Initially, the main resources that were integrated in the RDRP process were people. They cooperated remotely in the area of developing ideas, projects, or CAx (various Computer Aided systems) projects [13]. The efficient use of human resources does increase the quality of projects. An exemplary analysis of this issue was presented in [14], referring to the Cooperation on Manufacturing IT Project. However, the growing popularity of IoT and IoE solutions [15–18] enforced the need to add more resources, such as cameras, measuring systems, specialized laboratory workstations, etc., to the remote prototyping infrastructure. The process of the development of these systems is presented in Figure 1. As can be observed, the
next stage of evolution are so-called cyber-human systems (CHS) [19–21]. At first, research on these types of systems was carried out in order to use the possibilities of technology (mainly information technology) for the purpose of increasing human capabilities. In this article the authors developed this concept and defined it as a system integrating human and computer resources in order to increase the potential of developing and producing a new product. These systems include solutions in which IT tools support the decision-making of employees at the manufacturing stage. These systems can be regarded as an evolution of CHS systems, in which a man and a machine can be seen, from a process point of view, as equal resources and the flow of data, and then information, contributes to the knowledge which enables more accurate decisions in terms of design and manufacturing efficiency. From this perspective all resources represent a valuable source of information and can contribute to the optimization of the prototyping process while IT systems, including artificial intelligence, machine systems, or other advanced solutions, support this process. At this very moment we are on the borderline between cyber-human RDRP systems and IoE RDRP systems and it is not easy to indicate the full implementation of the entire IoE RDRP process.

![Figure 1. The evolution process of RDRP systems.](image-url)

Further analyses of remote prototyping systems, performed to illustrate the current state of knowledge, have shown that currently available systems usually have a rather static architecture dedicated to solving one class of problems [22–24], or take the form of extensive conference systems [25]. In this paper [26], a cloud–based remote virtual prototyping platform for embedded control applications was proposed, which allows one to prototype application code for a large number of users with the use of simulators. Similar solutions can be found in [27]. Both solutions are designed mainly for didactic purposes. Canavan et al. [28] presents a remote audio digital signal processing prototyping system with the ability to verify the obtained effects on remote or locally connected PYNQ systems-on-chip (SoCs). Brzoza-Woch et al. [29] presents a prototype of the rapid embedded systems prototyping architecture, which supports the process of remote design of embedded systems and their monitoring. A remarkable solution was presented in [30], which organizes the rapid development of embedded human-in-the-loop cyber-physical systems process in the form of a framework, which allows one to integrate further resources within the design process. This solution can be extended yet its main purpose is related to HiL CPS systems. An entirely separate class of solutions are laboratories shared remotely, which can be used, e.g., for remote design of digital systems [31], or robot control systems [32]. Of course, further examples of remote prototyping systems can be multiplied [33,34]. Nevertheless, they have a common feature—they are dedicated to solve a specific problem. In the majority of
cases, however, they are connected with prototyping solutions from the area of ICT, robotics or even digital systems. From the perspective of the matter discussed in this paper concerning prototyping on the basis of incremental methods, the analysis of solutions available on the market and scientific works shows that currently only systems integrating selected manufacturing and human elements are accessible, often in the environment of homogenous ownership or field structure. For instance, 3D print resources can be shared using 3Dprinteros [35] or related systems [36,37]. However, they neither integrate human resources nor offer measurement systems and possibilities of integrating new resources other than printers. High functionality but little (or none at all) flexibility is offered by solutions implemented in production systems, which integrate a wider range of devices, but in the form of static production lines dedicated to data production, strictly defined components.

Needless to say, the implementations presented and available on the market can be adapted to create individual components of the model and architecture presented in this article, e.g., in terms of communication, operational safety [38], etc. However, it is necessary to develop an open model for the integration of resources into RDRP processes to enable a given team to quickly solve the problem and prepare a prototype. In 2019, the authors began research aimed at the best possible integration of industrial resources used in particular in the process of prototyping elements for the aviation industry. In March 2020, human contact opportunities were reduced within the EU due to the SARS-CoV-2 virus epidemic. The need for fully remote prototyping systems involving different human and industrial resources has become a reality. The functioning of all critical elements of the IoE RDRP class system has been laboratory verified and the research on the development of the IoE RDRP model and architecture has started. An immediate opportunity to test the proposed solution has been provided by the need to develop a simple ‘last resort’ ventilator under the conditions of epidemiological limitations caused by SARS-CoV-2. An interdisciplinary team, consisting of engineers and scientists employed by various entities, has been established with the aim of producing a prototype. All the manufacturing machines and test stands have been made available to the team in order to carry out a rapid ventilator prototyping process. It shall be emphasized that due to epidemic limitations, the team members could only contact each other remotely. The team consisted of representatives of specialized laboratories of the Rzeszów University of Technology and companies with manufacturing, processing and measuring machines. The iS Rapid system was selected to carry out the described experiment, which was created and maintained by InfoSoftware Polska Ltd. ul. (Przemysłowa 5, 35-105 Rzeszów, Poland). It is the only tool that provides the required flexibility to integrate various types of production tools and human resources.

Due to the experience gained during the work related to the remote sharing of resources, the time to create a cooperation platform, based on the proposed model, was reduced to barely five days. The model and architecture of the remote prototyping systems will be presented in the further part of the article. What will also be presented is the functioning of the system on the example of the ventilator design process.

In this paper, the authors presented the model as well as the architecture of the remote prototyping system in accordance with IoE RDRP assumptions, which enable the realization of the process of rapid prototyping. Subsequently, an example of their application was presented to create the iS Rapid system, which was used to develop and produce a prototype of a ventilator to fight epidemic outbreak effects.

2. The Model and Architecture of the Remote Prototyping System

The functionality of the remote prototyping system ought to meet modern challenges and expectations of its target users. Hence, the prepared model should combine a wide range of functionality with intuitive operation, taking into account the scalability, as well as reliability and high security level. Unfortunately, models of design and production systems, which have been used so far, had referred to two classic approaches. The first one assumed that all necessary resources are located in one place and such a model had a centralized nature. In the second one, the distributed nature of resources was assumed, however, assuming their individual and independent character. Of course, the last decade has
broadened the view on remote, distributed work in the form of the development and implementation of cloud computing models, but mainly all their implementations were related solely to IT systems. Yet the actual implementation of the Industry 4.0 concept [39] requires an unconventional view not only of local design and production resources in terms of their automation and computerization, but also requires breaking down barriers by recognizing that integrated infrastructure may not have geographical limitations.

The principles of the RDRP presented in the introduction were the basis for the development of a new model and then an architecture for the integration of distributed resources with different characteristics and purposes. This approach is particularly important in the case of distance limitations, unusual events and natural disasters or even the epidemic state. The team has thereby adopted a new model that allows design and production without time and geographical limitations. The concept of this model is presented in Figure 2.

![Figure 2. The adopted model of remote and distributed prototyping system.](image)

The adopted model implies four main action stages and four functional areas supporting them. Separate action stages are correlated with the process of rapid prototyping and include:

- **Creation of a concept:** This is the first stage, during which initial assumptions are made about the future solution, its functionality and technical parameters, as well as its intended purpose.
- **Creation of a digital model:** Within this stage a digital model is developed using dedicated CAx applications. At this stage, the data concerning the modelled object should be initially verified. This allows for adjustments to be made to the initial assumptions obtained at the concept development stage. Any actions taken at this stage may save time and reduce the costs of future revisions. As for the incremental production, CAD/STL/RP numerical data is required for test models. Additionally, the choice of incremental method ought to be analyzed in terms of manufacturing process parameters, expected area of application (RP, RM, RT), and material selection. Development of numerical data can be divided into several stages. The first stage is to develop 3D geometry-CAD of the test model in the selected environment. Each 3D-CAD geometry creation software saves data with a selected software-specific file format, e.g., saving geometry in Autodesk Inventor occurs with the IPT format. However, other software on the market provides the ability to read as well as edit a file with a format other than the one dedicated for your chosen software. In many cases, however, to help multiple users working on...
solid geometry in Autodesk Inventor occurs with the IPT format. However, other software on the market provides the ability to read as well as edit a file with a format other than the one dedicated for your chosen software. In many cases, however, to help multiple users working on a single test model, a file is saved in the standard ISO STEP data exchange format. The next stage is the processing of data into an incremental process. It involves superimposing a grid of triangles on the received solid models (tessellation or triangulation). With the use of 3D-CAD solid models as a base, the models with the format recognizable by software dedicated to the machine and incremental method need to be developed. The STL (Standard Triangulation Language) happens to be the most frequently used format so far. Recording the geometry in the form of a triangular grid with the above mentioned formats. It allows for the next stage of data processing, which consists of transforming the geometry into a control program for the machine. This stage is performed with the use of dedicated or supporting software and includes cutting the model into layers and defining the manufacturing parameters of the process, and then converting it into G-code. After generating a G-code, the file saved in this way should be transferred to a properly prepared device and the incremental manufacturing process should be started [40–42].

- Creation of a physical model: At this stage the design concept is implemented in the form of a physical object. This stage is accompanied by a set of activities aimed at precise determination of technological parameters, selection of devices from the machine park and their calibration, etc.
- Control and verification is carried out in order to analyze whether the obtained component meets both the assumed quality parameters and expectations with regard to functionality.

As presented in Figure 2, the relations between individual stages are in most cases bidirectional, i.e., the future solution should enable the return to previous stages in order to introduce corrections, improvements and modifications. Such an approach is consistent with the spiral model of the life cycle of a technical and technological project for industry 4.0 [43].

The developed model also implies 4 functional areas, which are not directly connected with only one stage of operation. This is due to the fact that in most cases they apply to all stages. The first group includes functionality related to defining, discussing and specifying initial project assumptions. These activities are often accompanied by a “brainstorming” and are connected with relations between many team members or teams. Within this group, the choice of the physical manufacturing method is also distinguished. At this point, it should be emphasized that currently there are many methods of physical production of objects in the process of rapid prototyping [44–46]. These methods must guarantee the results that are consistent with the initial assumptions. Furthermore, they require proper definition of technological parameters. The second functional group consists of basic elements of widely understood infrastructure including: ICT infrastructure, software, and full machine park. These elements are necessary for the proper functioning of the remote prototyping service based on a distributed system. This group includes both efficient servers, disk arrays, high-performance computer network, general and specialist software, manufacturing machines and equipment, as well as hardware control and supervision elements. The third functional group refers to providing coherence of operation of the whole system through integration of distributed resources, as well as access control and tariffication. This functionality must take into account different levels of access to different system resources located in different locations, companies, institutions and universities. Access to individual resources must be in accordance with the security policy and level of authorization adopted, or the purchased or split tariffication/license. The last functional area shall include all methods and means to ensure scalability, reliability, and security of system operation. They shall provide for the system to be used at local, regional, national or even international level. The model itself does not impose any specific solutions and mechanisms, as technological development in this area is very fast, and what is more, it is in line with the latest developments relating to the principle of openness of systems.

When adapting the presented model (Figure 2), before developing the targeted system architecture, it is necessary to take into account the rapid prototyping process, the outline of which is presented in Figure 3.
This diagram illustrates the process of rapid prototyping. It is important that the adopted model is complementary to it. As a result, the management and design-creation relationships will be consistent with each other, which will contribute to their proper performance. Up until now, this process was usually carried out within one company. The selected elements of the process were, of course, implemented in another institution, but independently and were not connected with each other using a coherent hardware and software infrastructure. It should be stressed that each of the components of the whole process plays an important role in it. Therefore, the aim of developing a proper system architecture supporting the process of rapid prototyping in a distributed environment, while providing remote access to resources, shall take into account the modern, convergent ICT infrastructure in the form of, among others, a high-performance computer network.

The principles presented above, resulting from the adopted model and the defined process of rapid prototyping, constituted the basis for the development of the target system architecture, which is presented in Figure 4.

The presented architecture is based on the possibility of remote prototyping. Thus, the main assumption was the ability to remotely share resources located in different places. These resources can include both the environment for teamwork, exchange of ideas and creation of design assumptions, but also the environment of specialized and dedicated software used at the different stages of prototyping, as well as individual devices and entire machine parks. This architecture’s core is based on a proprietary software model based on cloud computing with fog computing elements [47]. This solution focuses on key functionality including two basic layers: the analytical layer and the network services layer. In the case of the first one, the implementation of expert systems [48], artificial intelligence and machine learning mechanisms [49–52], as well as own knowledge bases is assumed. These solutions support the decision-making processes [53]. It is also assumed that experts can actively participate in them. The second, equally important, layer consists of ICT systems and software such as: CAD applications, resource virtualization systems, access control systems, planning and tariffication systems, etc. Operation of this architecture would not be possible without the communication layer, based on an efficient network infrastructure, as well as the layer of ICT equipment such as: servers, disk arrays, etc.
Providing real-time access to the device by offering access to software that directly controls the device. For this task, Remote Desktop connections were used on a computer connected directly to the machine. Another way of achieving it was to create ad hoc virtual machines with a specific set of control software or tools on the machine which, using specialized cards, was connected to many production machines.

2. Providing specialized production and laboratory resources on a pseudo-batch processing basis. In the central cloud a task dedicated to a specific RR cloud was harmonized, allowing the employee’s time as well as machines to be booked for a given task at a given time. In the course of its execution, the employee was able to contact the customer in order to clarify the production parameters, testing process, etc.

3. Sharing production resources through programming interfaces (e.g., RestAPI) or direct access to the device was made available via TCP/IP protocol.

In the proposed cloud model, the central cloud is responsible for connecting resources within a given project group, to which it provides rules of access to individual resources, manages directory services, provides access to data repository services, creates a communication platform for the team, and conducts the acquisition of data downloaded from machines. Within the resources of the central cloud, it is possible to implement a given number of virtual machines on which specialized design software or analytical systems (artificial intelligence, Big Data, etc.) can be installed. One of the
most important functions of the system is a system of harmonizing tasks and managing the flow of semi-finished products and results of engineers’ work. This approach allows to coordinate the work of all resources in the asynchronous mode, which results directly in the acceleration of prototyping work. This ensures high flexibility and heterogeneity of the architecture, in contrast to the existing solutions [54–57]. Further complication of the model and, consequently, the architecture decreases its usefulness and hinders implementation in the real environment. What is essential is that the entities can make their resources available by moving from a pseudo-batch processing architecture to more complex architectures as their machines are more widely used.

Based on the proposed model, the architecture presented in Figure 4 was implemented by InfoSoftware Polska Ltd. With the support of the scientific staff of the Rzeszów University of Technology. As a result of the research, engineering and implementation work, the iS Rapid system, which enables remote prototyping and sharing of design and production resources, was created. The system is based on a cloud computing, which facilitates access to its resources and ensures its scalability with the growing demand for larger resources from users. Due to the involvement of specialists from various fields, functionality from all layers has been integrated: physical, communication, application, and analytical services. iS Rapid enables remote prototyping and production of both individual tasks as well as teamwork nature. The available machine park has been integrated with the database, which supports the users in the process of selecting appropriate design and manufacturing parameters. The whole system provides the user with control and monitoring of individual activities both at design and manufacturing stages. Additionally, resources of cooperation between dispersed team members have been made accessible. Thus, an actual distributed environment for rapid prototyping based on remote access was implemented.

3. Model Comparison

A number of models and architectures, integrating manufacturing elements and human resources in the prototyping process, were used in the course of work on prototyping elements that preceded the development of the presented RDRP system model. Once again, it shall be emphasized that the discussed process of rapid prototyping is based on resources heterogeneous from the point of view of properties, i.e., the working environment is created by people and machines belonging to various entities, which have different properties. In the simplest, classical model, the integration of resources was based on sharing design files and human resources. In this approach, it was necessary to organize and coordinate team meetings and production work. This model is still used in many companies, but its main disadvantage is a very long period of project work. This is due to the need of synchronizing many people’s work schedules and availability of resources of various entities for the project team. At the start of the process, the model’s purpose was taken into consideration, but the team estimated the duration of prototype development to last for 100–150 days. For this reason, among other things, this model was not chosen as the targeted one for the ventilator production.

In the second stage, the application of the cloud manufacturing (ubiquitous manufacturing) approach, described in [4,5], was considered. The team already had some experience in this area, in particular in its use for the development of cyber-human systems (Figure 1). In systems of this type, the paradigm of cloud in the IaaS (Infrastructure as a Service) model known from computer solutions, researchers and engineers attempt to transfer to the environment of manufacturing machines, omitting the utterly different nature of the industrial environment. Difficulties in the implementation of this class of systems are recognized by multiple authors of scientific papers within this field, who jointly confirm the low interest in the direct implementation of this class of systems, even in the academic environment [4]. In one of the projects, related to the aviation industry, the team undertook the implementation of the idea of cloud manufacturing in the environment of several companies. Unfortunately, this class of system requires a very strong standardization of all processes, communication interfaces, types of project files, and IT management systems. The process of standardization and unification of access to systems’ diverse ownership and properties takes a very
long time and is extremely costly. The final cost and time needed for the preparation depends on the number of entities involved and the complexity of the structure of production machines. In fact, this model allows for the integration of resources in each of the stages indicated in Figure 1, although, due to the time of preparation works, it is applied in the case of static long-term cooperation between manufacturing entities. These entities may share resources with each other or make integrated resources available to external customers by offering them access in the cloud manufacturing model. Using this model in order to make resources available quickly and flexibly in the RDRP process is simply impossible. The team estimated that it would take approximately one year to integrate the resources in this model for ventilator manufacturing, which would include adequate staff training.

Table 1 illustrates the comparison of the proposed model with the classical model and the cloud computing model from the point of view of applying it to the creation of RDRP systems. The comparison assumes that the basic architecture of the system, built on the basis of a given model, has already been implemented and a new group and new resources are being created as part of the work.

|                           | Classic Model | Cloud Manufacturing (Ubiquitous Manufacturing) | Proposed Model |
|---------------------------|---------------|------------------------------------------------|----------------|
| The time needed to produce a prototype in a given model | 100–150 days | 1 year | 5 days |
| Scalability               | Large | Very large | Large |
| Average time for adding new production resources | N/A | 3–5 months | 1 day–2 weeks |
| Supporting work in relations to TRL levels \(^1\) | 1–9 | 6–8 | 1–9 |
| Resistance to cyber attacks | Very high | High | Low to medium \(^2\) |
| Diagnostics and problem response | Very fast | Medium | Fast |
| Implementation potential in SMEs \(^3\) | High | Very low | High |

\(^1\) TRL—Technology Readiness Levels, \(^2\) depending on the individual cloud operators RR, \(^3\) Small and medium-sized enterprises.

4. The Use of Is Rapid in the Development of a Ventilator

Recently, new conditions, or rather challenges, have emerged and are directly related to the outbreak of SARS-CoV-2. As the epidemic escalated, the lack of personal protection resources and elements supporting medical processes has become increasingly noticeable. The analysis of the situation in Poland and Europe has shown that one of the critical medical resources are ventilators. The research team decided to use the created solution to quickly design, manufacture, and launch a “last resort” ventilator. The name reflects its purpose in a rather positive way. The aim was not to develop a competitive product that would live up to the highest medical standards, but rather to provide a solution to support people infected with coronavirus and people having respiratory difficulties in extreme circumstances. Such a solution may be particularly useful in the situation of an extremely high number of infection cases and the resulting lack of professional equipment. Additionally, a potential method of making use of such a device is to support patients in places located far away from specialized medical care facilities while they wait and during transport. In order to properly approach such a challenge, it was necessary to mobilize and cooperate between scientists and specialists in various fields such as: machine construction, material science, information systems, as well as representatives of various companies and suppliers. Taking into account the travelling and gathering restrictions, due to the current state of the epidemic, the best solution was to use iS Rapid. The implementation of the developed architecture, that was based on the iS Rapid system, included the physical layer, application layer, communication layer, and analytical layer. The physical layer consists of both manufacturing devices (3D printers) as well as servers, cameras, etc., deployed
in various locations. The communication layer consists of Internet connections, as well as network infrastructure connecting manufacturing equipment and servers. The application layer is the whole environment based on the virtualization of resources, which include systems of virtualization of IT resources, prototyping process control systems, task queuing system, access control system, system supporting the design as well as modelling of objects and group work system. The analytical layer includes a repository of data collected remotely (including information on material tests, work on the power supply system, etc.), an expert system supporting the process of the selection of manufacturing materials, a system of pre-manufacture model verification, and a quality control system. On the basis of this system, devices supporting the respiratory process were designed and manufactured, with a high degree of 3D printing.

Figure 5 illustrates a plan of the proposed device (a) and its model (b). All of its elements were discussed and designed through remote access to the iS Rapid environment.

Most of the device’s components have been printed in 3D technology. Its advantage is the speed of new components, the desired durability (depending on the used material), and the possibility of sanitization due to the fact that, for instance, PET material (polyethylene terephthalate) [58] does not react chemically with such agents. A detailed description of the materials used is presented in Table 2. At the initial stage, a cylinder printout was also assumed. However, after the first tests and trials it was concluded that the printed structure introduces additional resistance (increased friction) and a much better solution would be to use glass. Glass, in general, is more hygienic, easier to
sanitize, and is not subject to scratches during the operation of the piston, the components of which are made of TPU (thermoplastic polyurethane) \[59\]. TPU material has been used due to its strength and flexibility at lower temperatures, therefore, it is suitable for parts exposed to bending and compression. At this stage, once again, the IS Rapid remote working environment has proved to be a perfect fit as it enabled cooperation with glassworks located in the region and consultations during the design and manufacture of the cylinder. Additionally, at this point it should be emphasized that the model shown in Figure 2 also proved to work well, as remote verification and control was performed, followed by modifications at the level of the created digital model and the selection of technical parameters.

### Table 2. Used materials.

| Name of the Element                  | Technology | Material Type |
|--------------------------------------|------------|---------------|
| Cylinder’s top                       | 3D printing| PET           |
| Cylinder’s bottom                    | 3D printing| PET           |
| Cylinder                             | liquidation| Glass (initially PET) |
| Piston (sealer)                      | 3D printing| PET/TPU       |
| Valves                               | 3D printing| PET           |
| Cylinder and valve seals             | 3D printing| TPU           |
| Electronics casing                   | 3D printing| PET/ABS \(^1\)/PCABS \(^2\) |
| Electronics (processor AT Mega, stepper motor driver, pressure sensor) | Modules | Integrated circuit |
| Solid propeller                      | Finished component | |
| Nut propeller                        | Finished component | |
| Sprocket wheels                      | 3D printing | PET/PCABS \(^2\) |

\(^1\) ABS—Acrylonitrile butadiene styrene \([44]\), \(^2\) PCABS—Polycarbonate ABS \([60]\).

The operation of the whole device is based on a stepper motor. The decision to use it was determined by several aspects. Primarily, stepper motors are cheap and easily accessible as opposed to pneumatic power systems. Additionally, their use is supported by the low purchase costs, their high speed, and ease of installation. Additionally, such an engine can be powered from various, easily accessible energy sources, e.g., the 12 V power supply of a car, power banks, etc. The most important function of a ventilator is the insertion of air, oxygen, or a properly prepared gas mixture into the lungs. Two approaches have been considered at the design stage. Firstly, in the most extreme and critical situations, in order to ensure only the supply of air, it can be taken directly from the environment and, through the pressure generated, forced into the respiratory system. The second option is to connect an external tank with a properly prepared gas mixture. The user is able to control with potentiometers both the speed of the piston as well as its stroke. The designed electronic system is responsible for the entire controlling system.

As a result of the works supported by the IS Rapid system, the device presented in Figure 6, etc. was created.
which are very important in an epidemic. The success of this project is illustrated above all by the wide range of applications of complex rapid prototyping and production automation systems.

Further work can be outlined in at least two areas. The first one concerns the development of the remote design and manufacturing environment itself, and the second one is related to the development of a prototype breathing aid device. In the case of the system, further plans for its expansion include the integration of a wider machine park, including the operation of production robots, selected production lines, but also equipping the system with new innovative functionalities, e.g., artificial intelligence for planning, designing, and manufacturing components (in order to relieve the employees to a greater extent), integration with the virtual and extended reality environment, as well as the implementation of digital twins (a digital replica of physical objects, processes, and systems). During the works, a very important element of the system for remote control was used—the advanced coordinate and non-contact measuring techniques and methods that were integrated within the system. In the case of the so called “last resort ventilator”, it is planned to carry out further works in the scope of increasing

5. Conclusions

The Industry 4.0 concept forces an unconventional approach to the implementation of all activities related to the design, manufacture, and delivery of products and services. In order to be able to integrate many processes for the collection and further more efficient use of data, available resources and human capital, it is necessary to use the newest technologies from the fields of information technology, telecommunications, automatics, artificial intelligence, etc. Naturally, the task that engineers and scientists are facing is very ambitious, and yet difficult. Therefore, numerous activities are being undertaken all over the world in order to make the concept of Industry 4.0 as broadly achievable as possible. In the time of globalization, there is vast potential for design and production resources, which are situated in various locations, often far away from one another. On the grounds of analyses of available solutions and the needs of potential customers, a model, and then the architecture of the remote prototyping system were developed. As a result of cooperation of both scientists and industry representatives, the system has been implemented in a real environment. Its potential became unexpectedly noticeable in the relation to the events of the last few weeks, which concerned the outbreak of the SARS-CoV-2 virus. These events enforced the reduction of human interaction, and thus changed the existing model of cooperation. Under these circumstances, a remote prototyping environment based on distributed design and production resources has, in many cases, become the only one available. One of the examples of using this system in this critical situation was the development of a prototype of a simple “last resort” ventilator by a team of specialists located in various remote locations. The basic assumptions of the project were to reduce costs and speed of implementation, which are very important in an epidemic. The success of this project is illustrated above all by the wide range of applications of complex rapid prototyping and production automation systems.

Figure 6. A photo of the finished device created with iS Rapid.
the efficiency of operation, among others, by testing the materials from which the ventilator will be made and their properties. It is also planned to design and equip it with additional modules, which will allow an increase in its functionality in the scope of monitoring and control of its operation, as well as control and handling of alarm calls.
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