We study the generation of vorticity and velocity dispersion by orbit crossing using cosmological numerical simulations, and calculate the backreaction of these effects on the evolution of large-scale density and velocity divergence power spectra. We use Delaunay tessellations to define the velocity field, showing that the power spectra of velocity divergence and vorticity measured in this way are unbiased and have better noise properties than for standard interpolation methods that deal with mass weighted velocities. We show that high resolution simulations are required to recover the correct large-scale vorticity power spectrum, while poor resolution can spuriously amplify its amplitude by more than one order of magnitude. We measure the scalar and vector modes of the stress tensor induced by orbit crossing using an adaptive technique, showing that its vector modes lead, when input into the vorticity evolution equation, to the same vorticity power spectrum obtained from the Delaunay method. We incorporate orbit crossing corrections to the evolution of large scale density and velocity fields in perturbation theory by using the measured stress tensor modes. We find that at large scales ($k \approx 0.1 \, h\, \text{Mpc}^{-1}$) vector modes have very little effect in the density power spectrum, while scalar modes (velocity dispersion) can induce percent level corrections at $z = 0$, particularly in the velocity divergence power spectrum. In addition, we show that the velocity power spectrum is smaller than predicted by linear theory until well into the nonlinear regime, with little contribution from virial velocities.

I. INTRODUCTION

The evolution of cosmological perturbations is determined, at scales larger than those where baryonic physics becomes important, by the gravitational clustering of cold dark matter, which can be taken as collisionless to a very good approximation. Therefore, in this regime the Vlasov equation, i.e. the collisionless limit of the Boltzmann equation, describes the dynamics of cosmological perturbations [1].

At large scales, where orbit crossing may be neglected, the Vlasov equation reduces to the dynamics of a pressureless perfect fluid (hereafter PPF). The PPF approximation has been used extensively in analytic approaches such as standard perturbation theory (hereafter PT; see [2] for a review) and the more recent renormalized perturbation theory [3] (hereafter RPT) and related techniques [4, 5, 6, 7, 8, 9].

At small scales, as the first nonlinear structures are formed, orbit crossing generates a nontrivial stress tensor (the second cumulant of the phase space distribution function), which leads to velocity dispersion and vorticity in the dark matter distribution. Both of these effects would not be significantly present otherwise; vorticity corresponds to vector modes which are not produced primordially (at least in the simplest models of inflation) and even if they were they decay due to the expansion of the universe, velocity dispersion does get generated primordially e.g. during thermal equilibrium of dark matter in the early universe but for cold dark matter candidates typical values are vanishingly small ($\sim 10^{-6}$ km/s for WIMPs and at most $\sim 10^{-10}$ km/s for axions [10]) compared to typical velocity flows generated during structure formation.

Although a number of works have attempted to go beyond the PPF approximation [11, 12, 13, 14, 15, 16, 17], there has been no quantitative estimate in the literature at what scale corrections to the PPF become important. This is the main goal of this paper. In order to achieve this, one has to compare PPF solutions with solutions to the Vlasov equation. N-body simulations of collisionless cold dark matter attempt to solve the latter by discretizing the distribution function using particles that follow the characteristics of the Vlasov equation [65]. The N-body solution will differ from the PPF in regions where particle orbits cross, also known as “caustics” or “shell-crossing” in the context of the spherical collapse. This generates a nontrivial stress tensor and
higher-order cumulants of the distribution function in the dark matter. We use the N-body solution to measure the induced stress tensor generated by orbit crossing and calculate from it the corrections to the PPF predictions for the density and velocity divergence power spectra at large scales. Recent work on orbit crossing has concentrated on enhancement of dark matter annihilation in caustics [18, 19, 20]. We are instead interested on the impact of orbit crossing on the large-scale dynamics, outside dark matter halos.

Along the way we provide a number of results regarding the nonlinear evolution of peculiar velocities, which compared to the density field has not been studied in as much depth. The generation of vorticity and velocity dispersion impacts the reconstruction of primordial fluctuations from peculiar velocities [21, 22] which assume a cold (single-stream) potential flow, as do other reconstruction methods based on galaxy positions [23, 24, 25]. The understanding of the nonlinear evolution of the volume weighted (as opposed to mass or galaxy weighted) velocity field is important, since the velocity difference PDF is one of the building blocks that contributes to the redshift space galaxy power spectrum, independent of galaxy bias and calculable from first principles [26], see also [27] for recent discussion. The study of the peculiar velocity field has been recently highlighted as a means to constrain dark energy and large-distance modifications of gravity [28, 29, 30]. Finally, as old and new techniques to measure the peculiar velocity power spectrum improve, some of the issues we study here should be important for making predictions that model nonlinear effects accurately for future observations [31, 32, 33, 34, 35, 36].

This paper is organized as follows. In section II, we present results for the power spectrum of velocity divergence and vorticity that follow from applying the Delaunay method to our N-body simulations. We discuss how vorticity and velocity dispersion get generated by orbit crossing in section III where we also propose an estimator of the stress tensor induced by orbit crossing based on an adaptive method. In section IV, we extend PT to include vorticity and velocity dispersion. Finally, we present our conclusions in section V.

FIG. 1: Velocity divergence power spectrum at $z = 0$ from 50 realizations of the LR1280 simulations. The symbols with error bars denote the velocity divergence power spectrum measured with the Delaunay method, normalized as in Eq. (1). The blue solid line is the RPT prediction, and the dotted line is the linear power spectrum.

II. DIVERGENCE AND VORTICITY POWER SPECTRA

A. Spatial Distribution in N-Body Simulations

In Appendix A, we discuss how to estimate the velocity field from Delaunay tessellations, also comparing to more standard interpolation methods that deal with mass weighted velocities. We refer the reader to the Appendix for technical details. Here we show the results of applying the Delaunay method to estimate velocity statistics from the cosmological simulations described in Table I. Note that for all plots in this paper, we normalize the divergence ($\theta = \nabla \cdot \mathbf{u}$) and the vorticity ($\mathbf{w} = \nabla \times \mathbf{u}$) so that they refer to the dimensionless quantities, i.e.

$$\nabla \cdot \mathbf{u}/Hf \quad \text{and} \quad \nabla \times \mathbf{u}/Hf,$$

(1)

where $H = d\ln a/d\tau$ and $f = d\ln D_+ / d\ln a$ is the logarithmic derivative of the linear growth factor $D_+$. 
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with respect to the scale factor $a$. This change of units is convenient since in linear theory, the divergence normalized in this way equals minus the dimensionless overdensity, i.e. $\theta = -\mathcal{H} f \delta$, with $\delta = \delta \rho / \bar{\rho}$.

Figure 1 shows the average, over the 50 realizations of run LR1280, of the divergence power spectrum at $z = 0$ compared with the 2-loop RPT prediction. The divergence power spectrum behaves as expected theoretically, with suppressed growth compared to linear theory, although one can notice significant deviations from RPT, which will be explored in detail elsewhere. Note that the non-linear effects in the power spectrum are observable on scales with $k \gtrsim 0.01 \, h^{-1} \text{Mpc}$, unlike the case for the density field. This is expected for two reasons: first, the velocity divergence propagator decays faster than for the density field, damping the linear spectrum faster with $k$ [48]; second, the mode coupling power generated at small scales is smaller than for the density field, avoiding the accidental cancellation of nonlinear effects present in the density power spectrum [49]. This qualitative behavior is also predicted by standard PT [8, 26]. Clearly, as discussed in [26], assuming that density and velocity divergence power spectra are equal (as often done for redshift distortions) is not a very good approximation, even at large scales.

Figure 2 illustrates the spatial distribution of velocity and density estimations from the HR160 run at $z = 0$. The panels show overdensity, divergence and vorticity on a $1 \, h^{-1} \text{Mpc}$-thick cross-section of the simulation. Also, the overdensity corresponding to halo particles (particles inside dark matter halos) is shown. Even though the overdensity field can take on values up to a few hundreds, its scale was chosen to go up to $\delta = 3$ because the dark matter halos are small compared to the scale of this figure and increasing the upper scale limit would just hide the lower density structures.

We can see that the divergence field is, not surprisingly, remarkably similar to the density field. How-
Figure 3 shows the power spectrum of divergence and vorticity obtained from the Delaunay method from different simulations (see Table I). The velocity field is dominated, especially on large scales, by its irrotational component, consistent with the spatial distribution seen in Fig. 2. We see from Fig. 3 that the divergence power spectra measured over a broad range of volume, number of particles and mass resolution simulations match consistently.

The estimate of the vorticity power spectrum, on the other hand, appears not to be so robust: it shows a clear monotonic dependence on the mass resolution. We verified that this dependence was not an artifact of the Delaunay method by comparing these results to the ones obtained from the CIC mass-weighted scheme. We observed that these two methods agree on the mass resolution dependence of the vorticity power spectrum (not shown in Fig. 3 for clarity). Thus we believe the dependence on mass resolution of the measured vorticity is real and may be due to insufficient sampling of collapsing regions [66]. However, as the particle mass goes below $m_{\text{par}} \sim 10^9 h^{-1} M_\odot$, the vorticity power spectrum eventually converges.

Also, we check for aliasing effects, discussed in detail in the Appendix. Our estimates for the spurious aliased vorticity based on Eq. (A13) are at least two orders of magnitude lower than the measured vorticity from the simulations. Although this shows the spurious vorticity it is not a sampling issue in the measurement of the power spectrum, aliasing may be an issue in the low resolution simulations (which have a coarser PM grid) during time evolution, since the spurious power is close to the expected $k^2$ behavior (see section A4 in the Appendix) at all scales. From here on, our results will be based only on the higher mass resolution runs.

Regarding the dependence on resolution of the divergence power spectrum, close inspection of Fig. 3 seems to indicate that the higher mass resolution runs have a larger power spectrum than lower mass resolution runs by about $5 - 10\%$. However, one must keep in mind the higher mass resolution runs have substantially smaller box sizes (see Table I). For box sizes smaller than about $\sim 300 h^{-1} \text{Mpc}$, RPT predicts that the propagator is seriously af-
fected by the finite volume of the simulation (see Fig. 6 in [48]). For such boxes, the damping of the linear spectrum by the propagator is much less severe, and while the mode coupling power is somewhat larger, it cannot compete with the nearly exponential scale dependence of the propagator. Thus one expects to see higher divergence power in smaller boxes. This is confirmed further by looking at simulations of same box size (LR512 and MR512, on one hand, and HR160 and SHR160 on the other). The ratio of the power spectra in boxes of the same size but very different mass resolutions does not show any significant (percent-level) deviation from unity.

Finally, note that finite volume effects are not expected to affect the vorticity power spectrum, as it is dominated by small scale structures. That the vorticity is sensitive to mass resolution rather than box size is clear from comparing the LR512 and MR512 results, which differ by a factor of 8 in mass resolution but have the same box size. Figure 4 shows their vorticity power spectra differ by a factor of about four.

It is worth noting that the velocity power spectrum obeys $P_v(k) = k^2[P_b(k) + P_w(k)]$. Thus, the resolution dependence of $P_w$ seen in Fig. 3 means that when $P_w$ is comparable to $P_b$, a similar dependence on resolution affects the velocity power spectrum. Therefore, spurious vorticity can lead to an overestimate of the velocity power spectrum at non-linear scales.

| Name   | $L_{\text{box}}$ | $N_{\text{part}}$ | $m_{\text{par}}$ | $N_{\text{realizations}}$ | softening |
|--------|------------------|-------------------|------------------|---------------------------|-----------|
| LR1280 | 1280             | 640$^3$           | 59.94            | 50                        | 0.07      |
| LR512  | 512              | 256$^3$           | 59.94            | 1                         | 0.2       |
| MR512  | 512              | 512$^3$           | 7.49             | 1                         | 0.04      |
| MR320  | 320              | 640$^3$           | 0.94             | 1                         | 0.015     |
| HR160  | 160              | 640$^3$           | 0.12             | 1                         | 0.00625   |
| SHR160 | 160              | 1024$^3$          | 0.029            | 1                         | 0.00625   |

TABLE I: All our simulations have $\Omega_m = 0.27$, $\Omega_\Lambda = 0.73$, $\Omega_b = 0.046$, $h = 0.72$ and $\sigma_8(z = 0) = 0.9$. They were run using the Gadget2 code [47]. $L_{\text{box}}$ is in units of $h^{-1}$ Mpc and $m_{\text{par}}$ is the particle mass in units of $10^{10}h^{-1}M_\odot$.

FIG. 4: Time dependence of the divergence and vorticity power spectra. The divergence power spectrum at $z = 1$ and $z = 3$ are linearly extrapolated to $z = 0$ for comparison. The vorticity power spectrum was similarly scaled using Eq. (3) with $n_w = 7$. In the non-linear regime, both divergence and vorticity grow slower than the large-scale extrapolation.

C. Time Dependence

As will be shown later, in order to calculate how much vorticity affects the evolution of the density power spectrum, it is necessary to determine the time dependence of the vorticity power spectrum. In
linear theory, the divergence power spectrum evolves according to

$$P_\theta(k, z) \sim [D_+(z)]^2 P_{\theta0}(k), \quad (2)$$

where $P_{\theta0}(k)$ is the initial (post-recombination) divergence power spectrum and $D_+(z)$ is the linear growth factor measured away from the initial conditions. For the vorticity power spectrum, we propose that in the large-scale limit

$$P_w(k, z) \propto [D_+(z)]^{n_w}. \quad (3)$$

From the vorticity power spectra estimates at $z = 0, 1, 3$, we find that the best fit for Eq. (3) is given by $n_w = 7 \pm 0.3$. Figure 4 shows the divergence power spectrum at $z = 0, 1, 3$ extrapolated to $z = 0$ using Eq. (2), and the vorticity power spectrum extrapolated using Eq. (3) with $n_w = 7$. It can be seen that at large scales the extrapolated outputs agree very well while in the non-linear regime these simple scalings break down, as expected, with the growth slowing down compared to large scales. In the case of the divergence power spectrum, this behavior can be understood reasonably well from RPT, see Fig. 1. A detailed discussion of velocity statistics and RPT will be presented elsewhere.

For the vorticity, little is known from first principles. The exception is the work in [50], where the rms vorticity is calculated for CDM spectra during first orbit crossing using the Zel’dovich approximation (see also [12] for a calculation of rms vorticity for scale-free models). They found their estimates were much smaller than found in simulations, which given their mass resolution at the time is not surprising (see Fig. 3). However, one can very roughly estimate the vorticity power spectrum at large scales generated by orbit crossing by postulating that orbit mixing creates in such regions a velocity field that is approximately the result of mass weighting the single stream velocities (see discussion related to Eq. 23 below). Then we expect $w \simeq (1+\delta)^{-1} f_\nu \nabla \times [(1+\delta)\nu]$, where $f_\nu$ is only nonzero in regions where orbit crossing occurs, and on average can be thought as the fraction of the volume that undergoes orbit crossing, an increasing function of time. Then the vorticity power spectrum reads [46]

$$P_w(k, z) \sim [f_\nu(z)]^2 \int d^3q \frac{(k \times q)^2}{q^4} [P_\delta(|k-q|)P_\theta(q)$$

$$- \frac{q^2}{(k-q)^2} P_x(|k-q|)P_x(q)], \quad (4)$$

where $P_x$ is the cross spectrum between $\delta$ and $\theta$. In the low-$k$ limit this reduces to

$$P_w(k, z) \sim [f_\nu(z)]^2 \int d^3q \frac{(k \times q)^2}{q^4} [P_\delta(q)P_\theta(q)$$

$$- P_x(q)P_x(q)] \propto k^2 [f_\nu(z)]^2 |D_+(z)|^6, \quad (5)$$

where in the last step we have assumed the velocities are normalized as in Eq. (1) and used that the square brackets vanish in linear theory, so the leading nonzero contribution comes from one-loop PT (which induces a $D_+^4$ time dependence in the power spectra beyond leading order). Despite the crude approximations made in arriving to Eq. (3), the scale and time dependence of the large-scale vorticity power spectrum seen in Fig. 4 may be explained qualitatively along these lines.

D. Impact of Virial Velocities

In Figure 5, it can be observed that the velocity field is rotational in high-density collapsing regions. Compare, for instance, the lower panels against the top right panel for which only particles belonging to halos are shown. On the upper left corner of the simulation box, there is a large filamentary structure. We can see that the vorticity occurs mainly on the outskirts of virialized objects. This suggests that the fraction of the vorticity power spectrum coming from virialized regions themselves is not very big. To check this, we took the HR160 simulation and replaced the particle velocities belonging to halos by the center-of-mass velocity of the corresponding halo, thus eliminating the velocity dispersion of all halos. We measured divergence and vorticity power spectra and compared them to those of the unmodified HR160 simulation. The results are shown in Figure 5. It can be seen that at the
FIG. 5: Comparison between divergence and vorticity power spectra of the simulation to the power spectra obtained by replacing velocities of particles inside halos by the center of mass velocity of the parent halo, thus setting virial velocities to zero. We can see that the divergence is mostly unaffected, while the vorticity differences are less than 5%.

scales we probe the divergence power spectrum is essentially not affected by the virial velocities, and the vorticity power spectrum is reduced by less than 5%. It is important though to keep in mind that our measurements on the HR160 simulations are done in a grid of size 160, so the contribution from scales less than $\sim 1 \, h^{-1} \text{Mpc}$ are not included; this roughly corresponds to ignoring halos of $m < 10^{14} h^{-1} M_\odot$.

That the vorticity power spectrum is not very sensitive to virial velocities may be understood by considering the vorticity evolution equation (2), see also Eq. (37) below)

$$\frac{\partial w}{\partial \tau} + Hw - \nabla \times [u \times w] = \nabla \times \left( \frac{1}{\rho} \nabla \cdot (\rho \vec{\sigma}) \right), \quad (6)$$

where $\rho \sigma_{ij}$ is the stress tensor induced by orbit crossing. In a virialized object, where the phase-space distribution function is approximately Maxwellian with velocity dispersion related to halo mass through $\sigma^2_{\text{vir}} \sim Gm/r_{\text{vir}}$ ($r_{\text{vir}} \propto m^{1/3}$), we expect the stress tensor to be reasonably well approximated by an equation of state of the form $p \sigma_{ij} \sim -\rho \delta_{ij}$, where $p$ is a density-dependent pressure; in fact, for an isothermal sphere $p \propto \rho^2$ with $\sigma^2_{\text{vir}}$ independent of spatial position. In that case, the forcing term of Eq. (6) can be written as

$$\nabla \times \left( \frac{1}{\rho} \nabla \cdot (\rho \vec{\sigma}) \right) = \frac{\nabla \rho}{\rho^2} \times \nabla p \approx 0, \quad (7)$$

where the last step follows from the density-dependence of the pressure. Therefore, although these approximations are not totally realistic in practice, they may help explain small vorticity sourcing from virialized dark matter halos at the scales we probe.

III. GENERATION OF VORTICITY AND VELOCITY DISPERSION

A. Beyond PPF

One of the main goals of this paper is to estimate the corrections to the pressureless perfect fluid (PPF) predictions for power spectra of density and velocity fields at large scales due to orbit crossing at small scales. In order to do so, we have to estimate the corrections to the equations of motion beyond PPF that result from solving the Vlasov equation for the phase-space distribution function (hereafter DF) $f(x, p, \tau)$,

$$\frac{\partial f}{\partial \tau} + \frac{p}{a} \cdot \nabla f - a \nabla \phi \cdot \frac{\partial f}{\partial p} = 0, \quad (8)$$

where $p$ is the momentum per unit mass and $\phi$ the gravitational potential. Equation (8) says that the DF is conserved ($df/d\tau = 0$) along its characteristics,

$$\frac{dx}{d\tau} = \frac{p}{a}, \quad \frac{dp}{d\tau} = -a \nabla \phi, \quad (9)$$

which are the Hamilton equations of motion, that can be combined to give the familiar result,

$$\frac{d^2 x}{d\tau^2} + H \frac{dx}{d\tau} = -\nabla \phi. \quad (10)$$
Cosmological N-body simulations solve the Vlasov equation by discretizing the DF using particles that follow the characteristics, Eqs. (9) or (10). To make connection with the PPF equations of motion, one may take moments (or, more precisely, cumulants) of the Vlasov equation. The first few cumulants of the DF are the (comoving) density field,

\[(1 + \delta) = \int f(p) \, d^3p, \quad (11)\]

where to simplify notation we avoid displaying the space and time arguments everywhere; the velocity field \(u\),

\[(1 + \delta) u = \int f(p) \frac{p \cdot \nabla}{a} \, d^3p, \quad (12)\]

and the stress tensor \(T_{ij} \equiv (1 + \delta)\sigma_{ij} \),

\[(1 + \delta) \sigma_{ij} = \int f(p) \frac{p_i p_j}{a^2} \, d^3p - (1 + \delta) u_i u_j, \quad (13)\]

where the velocity dispersion tensor \(\sigma_{ij}\) describes isotropic and anisotropic velocity dispersion. Before we derive equations of motions for these quantities, it is useful to introduce the cumulant generating function \(\mathcal{C}\) given in terms of the moment generating function \(\mathcal{M}\) by

\[\mathcal{C}(l) = \ln \mathcal{M}(1), \quad \mathcal{M}(1) \equiv \int e^{l \cdot p/a} \, f(p) \, d^3p, \quad (14)\]

where moments are obtained by successive derivatives of \(\mathcal{M}\) with respect to the external parameter \(l\),

\[(\nabla_{l_1} \ldots \nabla_{l_n} \mathcal{M})_0 = (1 + \delta) \, m^{(n)}_{l_1 \ldots l_n}, \quad (15)\]

where \((\ldots)_0\) means evaluating quantities at \(l = 0\), and \(m^{(0)} = 1, \ \mathcal{M}_0 = (1 + \delta), \ m^{(1)}_{l} = u_i, \ m^{(2)}_{l} = u_i u_j + \sigma_{ij}\). Cumulants are statistically independent objects at each order and can be obtained similarly by differentiation of \(\mathcal{C}\),

\[(\nabla_{l_1} \ldots \nabla_{l_n} \mathcal{C})_0 = c^{(n)}_{l_1 \ldots l_n}, \quad (16)\]

with \(c^{(0)} = \mathcal{C}_0 = \ln(1 + \delta), \ c^{(1)}_{l} = u_i, \ c^{(2)}_{ij} = \sigma_{ij}\). From the Vlasov equation, Eq. (8), and Eq. (14) it is straightforward to derive equations of motion for the generating functions. For \(\mathcal{C}\) we have,

\[\frac{\partial \mathcal{C}}{\partial \tau} + \mathcal{H} (1 \cdot \nabla_1) \mathcal{C} + \nabla \mathcal{C} \cdot \nabla_1 \mathcal{C} + (\nabla \cdot \nabla_1) \mathcal{C} = -1 \cdot \nabla \phi. \quad (17)\]

This is a nonlinear partial differential equation for \(\mathcal{C}(x, \tau, l); \) however, all we are interested in is what happens in the neighborhood of \(l = 0\), i.e. the derivatives of \(\mathcal{C}\) at \(l = 0\), see Eq. (16).

The equations of motion beyond the PPF approximation readily follow from Eq. (17). Setting \(l = 0\) we obtain the continuity equation,

\[\frac{\partial \delta}{\partial \tau} + \nabla \cdot [(1 + \delta) u] = 0, \quad (18)\]

whereas taking the first derivative we obtain momentum conservation,

\[\frac{\partial u_i}{\partial \tau} + \mathcal{H} u_i + (u \cdot \nabla) u_i = -\nabla \phi - \frac{1}{\rho} \nabla_1 (\rho \sigma_{ij}), \quad (19)\]

where \(\rho \equiv 1 + \delta\), while the evolution of the velocity dispersion tensor is obtained from Eq. (17) by applying second derivatives,

\[\frac{\partial \sigma_{ij}}{\partial \tau} + 2 \mathcal{H} \sigma_{ij} + (u \cdot \nabla) \sigma_{ij} + \sigma_{jk} \nabla_k u_i + \sigma_{ik} \nabla_k u_j = -\frac{1}{\rho} \nabla_1 (\rho \Pi_{ijk}), \quad (20)\]

where \(\Pi_{ijk} \equiv c^{(3)}_{ijk}\) is the third cumulant of the DF, see Eq. (16). By applying successive derivatives with respect to \(l\) in Eq. (17) one thus generates an infinite hierarchy of equations of motion for the cumulants of the DF (hereafter cumulant hierarchy). The hierarchy is infinite because at finite order is never closed, the cumulant of order \(n\) depends on that of order \(n + 1\).

B. The Cumulant Hierarchy and Orbit Crossing

Such an infinite hierarchy is very difficult to solve. The PPF approximation truncates the hierarchy assuming that the second and higher order cumulants
of the DF are zero, thus $\sigma_{ij} = 0$, $\Pi_{ijk} = 0$ in Eqs. (19-20) and so on. This is equivalent to assuming the DF takes the form,

$$f(x, p, \tau) = [1 + \delta(x, \tau)] \delta[p - a u(x, \tau)],$$

(21)

for which $C(l) = \ln(1+\delta) + l \cdot u$, and clearly all cumulants of order larger than one vanish. Note that the PPF approximation appears to be self-consistent, i.e. assuming that $\sigma_{ij}$ and higher order cumulants vanish at a given time is preserved by the hierarchy. This is so because there are no linear or nonlinear terms in the equations of motion for such cumulants that solely involve the density and/or velocity fields as sources. This can be readily seen from the structure of Eq. (17), after operating with two or more derivatives $\nabla_l$. In other words, if $C$ initially only contains linear terms in $l$, Eq. (17) will not generate higher powers in $l$.

This situation is, however, unstable under perturbations. If somehow $C$ develops a quadratic contribution in $l$, then the nonlinear term in Eq. (17) generates a cubic term, and this in turn generates higher orders, and so on. Therefore, once velocity dispersion “turns on”, all higher order cumulants do so as well. Thus a priori it is not a self-consistent truncation to include a non-zero $\sigma_{ij}$ and ignore $\Pi_{ijk}$ (which is sourced by terms solely dependent on $\sigma_{ij}$) and higher-order cumulants. This truncation may, however, become a good approximation in some situations, e.g. at large scales.

Physically it is expected that even for perfectly “cold” initial conditions where the DF is given initially by Eq. (21), orbit crossing during time evolution will generate a nontrivial stress tensor and higher-order cumulants, while as discussed above the cumulant hierarchy does not seem to allow for this. Given that such a result from the cumulant hierarchy is unstable to small perturbations away from cold initial conditions, any subtlety in going from the Vlasov equation to Eq. (17) may alter the conclusions. A more careful look at orbit crossing in this context shows that this suspicion is well founded.

To see how orbit crossing generates a nontrivial DF from cold initial conditions, consider the formal solution of the Vlasov equation expressing the conservation of the DF along the characteristics,

$$f(x, p, \tau) = f_0(x_0, p_0),$$

(22)

where $f_0$ is the initial DF, and,

$$X_0 \equiv X_0(x, p, \tau), \quad P_0 \equiv P_0(x, p, \tau)$$

(23)

are the initial positions and momenta which when evolved by the equations of motion until time $\tau$ (Eqs. 9) lead to $x$ and $p$. That is, time evolution maps $(X_0, P_0)$ to $(x, p)$ at time $\tau$, and this mapping is invertible because in phase space trajectories never intersect for a Hamiltonian flow.

However, orbits clearly can (and do) cross in configuration space, i.e. at time $\tau$ and position $x$ there may be more than one orbit (with different $p$'s) that trace back to different initial conditions $(X_0, P_0)$.
If we start from cold initial conditions, \( f_0 \) satisfies Eq. (21), and after time evolution the DF reads, from Eq. (22)

\[
f(\mathbf{x}, \mathbf{p}, \tau) = [1 + \delta_0(\mathbf{X}_0)] \delta_D[\mathbf{p} - \mathbf{u}_0(\mathbf{x}_0)],
\]

where we have set \( a_0 \equiv 1 \) and \( \delta_0 \) and \( \mathbf{u}_0 \) are the initial density and velocity fields obtained, typically, from Gaussian random field initial conditions. Now we are ready to see the effect of orbit crossing on the cumulant generating function \( C(l) \), Eq. (14). As long as orbits do not cross, since \( f_0 \) has zero width then at fixed \((\mathbf{x}, \tau)\) there is a unique \( \mathbf{p} \) that contributes to the momentum integral (see top panel in Fig. 6). Thus the argument of the delta function in Eq. (24) can be linearly related to \( \mathbf{p} \), and \( C \) preserves its linear dependence on \( l \) and no higher-order cumulants are generated.

However, as soon as orbits cross, there are many \( \mathbf{p} \)'s at fixed \((\mathbf{x}, \tau)\) and thus many roots of the argument of the delta function in Eq. (24), each of them corresponding to one “stream”, see bottom panel in Fig. 6. As a result, the cumulant generating function reads instead

\[
C(x, \tau, l) = \ln \left[ \sum_{\text{streams at } x} (1 + \delta_s) e^{l u_s} \right],
\]

where we have written schematically \( \delta_s \) and \( u_s \) for the density and velocity fields of each stream, which can be obtained by projecting each piece of the DF separately, see Fig. 6. Clearly, if the number of streams is larger than one, \( C \) is a fully nonlinear function of \( l \) and all cumulants have been generated simultaneously by orbit crossing. Note that the number of streams at position \( x \) and time \( \tau \) is a random field that depends on initial conditions and cosmological parameters, see e.g. [51] for a calculation of the mean number of streams from Gaussian initial conditions.

We now see there is an apparent contradiction between the Vlasov formal solution and the time evolution of the cumulant hierarchy. The root of this can be traced back to the well known fact that at orbit crossing the density field becomes singular [67], therefore the cumulant hierarchy must be supplemented with a regularization procedure in order to follow time evolution after orbit crossing. This must restore the agreement with the formal solution of the Vlasov equation, which does not suffer from development of singularities (which invalidate the hierarchy because projection in momenta does not commute with time evolution).

Does this matter in practice? After all CDM has a very small but non-zero velocity dispersion, which will automatically regularize the singularities in the cumulant hierarchy that arise at orbit crossing. However, it seems unlikely that the final answer for large-scale density and velocity fields after orbit crossing should depend sensitively on the velocity dispersion of the CDM particles (if this were so CDM N-body simulations would be incorrect); although of course such effects are important for warm dark matter candidates. Rather, it should be the self-gravity of regions that undergo orbit crossing that leads self-consistently to velocity dispersion and higher-order cumulants that regularizes the singularities.

To carry out such self-consistent regularization, one can proceed in at least two ways: 1) introduce some non-zero initial velocity dispersion \( \sigma_0 \) and use the hierarchy, which does not develop singularities in this case, to evolve the system forward in time. To make predictions for systems with negligible initial velocity dispersion such as CDM one must take into account that the \( \sigma_0 \rightarrow 0^+ \) limit is nontrivial and one should get finite corrections for infinitesimal \( \sigma_0 \). 2) since mass does not diverge in caustics, one can work with coarse grained variables (smoothed over some small scale). To find the equations of motion for smoothed quantities one must take into account that coarse graining does not commute with time evolution, and the coarse graining scale must be picked so that physics at large scales is invariant with respect to the degrees of freedom that are integrated over at small scales. See [12] for some steps in this direction.

In either case, the net result of regularization is that higher-order cumulants of the DF will be sourced by density and velocity fields, which leads to an effective equation of state for dark matter. On the other hand, one would still have to implement a consistent closure of the hierarchy.

In this paper we proceed in a different fashion, by measuring the stress tensor directly from numerical simulations. We then close the hierarchy by using the measured stress tensor in the momentum conservation equation, Eq. (19). We start our measurements at \( z = 3 \) and assume that the dark matter has
undergone sufficient shell crossing before $z = 3$ that future caustics are not singular, and thus Eqs. 18, 19 are valid. To extrapolate backwards in time we use the time dependence found from $z = 3$ to $z = 0$ and assume it is valid earlier down to the initial conditions. Since we are interested in the large-scale statistics of density and velocity fields, the deviations from the PPF approximation are very small before $z = 3$, thus this should be a reasonable approach. Before we describe how we implement such a procedure in detail, we must explain how we estimate the stress tensor $(T_{ij} = \rho \sigma_{ij})$ from the numerical simulations.

### C. Estimating The Stress Tensor

In the Appendix A we discuss how the Delaunay method is a reliable algorithm for recovering the velocity field from numerical simulations. However, as we will now argue, it is not adequate for estimating the velocity dispersion tensor $\sigma_{ij}$. The Delaunay method is optimized for interpolating the velocity field on arbitrary points in the simulation. This procedure recovers a continuous field that is to be interpreted as the mean velocity field. Then, if one tried to estimate the dispersion in a volume $\Delta V$ with an estimator of the form

$$\sigma_{\text{Del}} = \frac{1}{\Delta V} \int d^3x \left( u_{\text{Del}}(x) \otimes u_{\text{Del}}(x) - \bar{u}_{\text{Del}} \otimes \bar{u}_{\text{Del}} \right)$$

Equation (29) will serve us as an estimator for the velocity dispersion on a small region of constant phase-space distribution function. To obtain the volume-weighted dispersion on a larger volume, we simply break that volume into regions where Eq. (29) is valid and then volume-average the results. For a different approach to estimating velocity dispersion from simulations see 52, 53, 54.

In practice, we want to compute the volume-averaged velocity dispersion on a grid, similarly to Eq. (A6) for the mean velocity. We use the following recursive algorithm to find that average in a given cell:

1. First determine whether cell is homogeneous enough. To do this compute density $\rho_i$ in each octant of the current cell. Then compute density standard deviation, $s = \sqrt{\frac{1}{8} \sum_{i=1}^{8} (\rho_i - \bar{\rho})^2}$.

2. If $s < s_{\text{threshold}}$ or $N < N_{\text{part,min}}$, we can use Eq. (29). Then, compute $\bar{u} = \frac{1}{N} \sum_{n=1}^{N} u_n^{(n)}$ and $\bar{\sigma} = \frac{1}{N} \sum_{n=1}^{N} u_n^{(n)} \otimes u_n^{(n)} - \bar{u} \otimes \bar{u}$. 

where $\rho$ is the density in the small volume (which is constant due to the ansatz). Therefore, the volume-averaged velocity dispersion tensor $\bar{\sigma}_{ij}$ in that small volume can be written as

$$\bar{\sigma}_{ij} = \frac{1}{\Delta V} \int_{\Delta V} d^3x \sigma_{ij}(x)$$

$$= \int d^3p \frac{p_ip_j}{a^2} \left[ \frac{1}{\rho \Delta V} \int_{\Delta V} d^3x f(x,p,\tau) \right] - \bar{u}_i \bar{u}_j,$$

where $\bar{u}_i$ and $\bar{u}_j$ are the mean velocity field in the volume $\Delta V$ (the velocity field is also constant on $\Delta V$ due to the ansatz). The term in square brackets is the one defined in Eq. (27). Since we assume the particles in $\Delta V$ are sampled from that distribution, we can write

$$\bar{\sigma}_{ij} = \frac{1}{N} \sum_{n=1}^{N} u_n^{(n)} u_n^{(n)} - \bar{u}_i \bar{u}_j,$$
iii) Else, the cell is not homogeneous. Following this three-step algorithm, calculate recursively the velocity dispersion \( \bar{\sigma}^{(i)} \) of each octant, then
\[
\bar{\sigma} = \frac{1}{8} \sum_{i=1}^{8} \bar{\sigma}^{(i)}.
\]
Here, \( s_{\text{threshold}} \) is the minimum standard deviation of the octants density that defines the criterion for homogeneity (we use typically values of 30%-50% of the octants mean density). The purpose of \( N_{\text{partmin}} \) is to avoid breaking cells with too few particles into octants (we use \( N_{\text{partmin}} \approx 5 \)). Note that this algorithm is adaptive: it resolves the inhomogeneous dense regions to find the subregions where Eq. (29) holds. The method has two free parameters, which varied on a reasonable range produce shifts in the observed velocity dispersion tensor up to 40% (this will suffice for our purposes, as we shall see below). This is understandable, since these parameters compensate for the finite resolution (and sampling) of the phase-space distribution function. Another drawback of the method is that it suffers from Poisson noise in low density regions. However, on large scales, since we are averaging over many cells, we expect these errors to be rather small.

The stress tensor estimated in this way satisfies a nontrivial sanity check, as we will show below. Its vector modes source the growth of vorticity, which otherwise would not grow. We will compare the new source for scalar and vector modes is the quantity
\[
q_i(\mathbf{x}, \tau) \equiv \frac{1}{\rho} \nabla_j (\rho \sigma_{ij}).
\] (31)
More precisely we can decompose this into scalar and vector sources,
\[
q_\theta \equiv \nabla \cdot \mathbf{q}, \quad q_\omega \equiv \nabla \times \mathbf{q},
\] (32)
respectively. We will loosely call the correction from \( \sigma_{ij} \) to the scalar modes (due to \( q_\theta \)) “velocity dispersion”. Of course the velocity dispersion tensor \( \sigma_{ij} \) affects the vector modes as well. However, in the simplest case of a diagonal \( \sigma_{ij} \) which depends only on density, only \( q_\theta \) survives. Note also that sometimes we refer to the stress tensor \( T_{ij} = \rho \sigma_{ij} \) instead of the velocity dispersion tensor \( \sigma_{ij} \) for conciseness. Finally, for simplicity we will refer to the decomposition of \( \mathbf{q} \) into \( q_\theta \) and \( q_\omega \) as “decomposing the stress tensor into scalar and vector modes”.

Let us first write the linearized version of Eqs. (18-19), taking into account Eqs. (31-32). As usual, it is simplest to work with a different time variable,
\[
\eta \equiv \ln D_+(\tau),
\] (33)
FIG. 7: Time dependence of the power spectra of the scalar and vector forcing terms $q_\theta$ (top three lines) and $q_w$ (bottom), see Eq. (32). As in Fig. 4, each power spectrum is linearly extrapolated to $z = 0$. In this case, the time evolution of both forcing terms is fitted by

$$P_q(k, z) = \left[ D_+(z)/D_+(0) \right]^{n_{vd}} P(k, 0),$$

with $n_{vd} = 6.5 \pm 0.5$, where $D_+$ is the linear growth factor, and scale the velocity and stress tensor so that,

$$u \rightarrow -H f u, \quad \sigma_{ij} \rightarrow (Hf)^2 \sigma_{ij},$$

and thus also $q_\theta \rightarrow (Hf)^2 q_\theta$ and same for $q_w$. Here $f = d\ln D_+/d\ln a \approx \Omega_\Lambda^{5/9}$ for $\Lambda$CDM models. Assuming that $f^2 \approx \Omega_m$, the linearized equations of motion can be written after these transformations in the simple form,

$$\partial_\eta \delta - \theta = 0,$$

$$\partial_\eta \theta + \frac{\theta}{2} + \frac{3\delta}{2} = q_\theta,$$

$$\partial_\eta w + \frac{w}{2} = q_w.$$  

Figure 7 shows the power spectra corresponding to the two forcing terms and their time dependence, measured from the HR160 simulation using the method described in section III C. Similarly to section III C we fit for a time evolution of the form

$$P_q(k, z) \propto [D_+(z)]^{n_{vd}},$$

where $P_q$ stands for both $P_{q_\theta}$ and $P_{q_w}$. We found that the best fit is $n_{vd} = 6.5 \pm 0.5$, although the quality of the fit is not as good as in the case of the vorticity (see Fig. 4). The reason for this may be shot-noise error coming from poorly sampled regions, where the error gets amplified by the $1/(1+\delta)$ factor in Eq. (31).

It is interesting to note that Eq. (37) provides us with a non-trivial consistency check between the vorticity power spectrum measured by the Delaunay method, and the adaptive method described in section III C from which we measured the stress tensor and estimated the forcing term for vector modes. The vorticity and vorticity-forcing terms measured from the simulation should be consistent with the time evolution given by Eq. (37). Since this equation is decoupled from the other two equations (scalar and vector modes do not couple in linear theory), it can be easily solved. Ignoring the decaying mode, the linear theory solution for the vorticity power

FIG. 8: Comparison between the Delaunay-estimated vorticity power spectrum (solid line) to the linear theory prediction from solving Eq. (39) (dotted line) for redshifts $z = 0$, $z = 1$ and $z = 3$. 

$P(k, z) [D_+(0)/D_+(z)]^{n_{vd}}$
FIG. 9: Correction to the PPF approximation for the velocity divergence (three top lines) and density power spectrum (three bottom lines) due to velocity dispersion at redshifts $z = 0$ (solid), $z = 0.5$ (dashed) and $z = 1$ (dotted). Note that the actual correction is negative in all cases, we plot their absolute values. These corrections are computed in linear theory, Eqs. (45) and (48), thus extrapolation well beyond $k \sim 0.1 \ h \text{Mpc}^{-1}$ is only illustrative.

The scalar mode of the stress tensor corrects the PPF approximation already at the linear level, whereas the vector modes are decoupled in linear theory and correct the PPF at higher-order in PT. In this section we estimate the corrections due to the scalar mode $q_\theta$ (roughly speaking, velocity dispersion), while in the next section we tackle the corrections induced by $q_w$ at leading order in nonlinear PT. Since these deviations are small at large scales we can consider them separately.

The scalar mode correction can be included by writing the modified linear theory of Eqs. (35-36) in a compact form by using a two-component object $\psi_a = (\delta, \theta)$ that obeys the linear equations of motion,

$$\partial_\eta \psi_a(k, \eta) + \Omega_{ab} \psi_b(k, \eta) = Q_a(k, \eta), \quad (40)$$

where $\Omega_{ab}$ is the 2x2 matrix,

$$\Omega_{ab} = \begin{pmatrix} 0 & -1 \\ -3 & 1 \end{pmatrix} \quad (41)$$

and $Q(k, \eta) = (0, q_\theta(k, \eta))$. The formal solution to these equations can be written as

$$\psi_a(k, \eta) = g_{ab}(\eta)\phi_b(k) + \int_0^\eta d\eta' g_{ab}(\eta - \eta')Q_b(k, \eta'), \quad (42)$$

where $\phi$ represents the initial conditions and $g_{ab}$ is the linear propagator \cite{48},

$$g_{ab}(\eta) = \frac{e^{3\eta}}{5} \begin{pmatrix} 3 & 2 \\ 3 & 2 \end{pmatrix} - \frac{e^{-3\eta/2}}{5} \begin{pmatrix} -2 & 2 \\ 3 & -3 \end{pmatrix} \quad (43)$$

Then, the density field in linear theory is given by

$$\delta(k, \eta) = \delta_{\text{ppf}}(k, \eta) + \frac{q_\theta(k, \eta)}{(n_{vd}/2 - 1)(n_{vd}/2 + 3/2)}, \quad (44)$$

where, as in Eq. (35), we assumed that $q_\theta \propto D_i n_{vd}/2$, and $\delta_{\text{ppf}}(k, \eta) \equiv g_{ab}(\eta)\phi_b(k)$ is the usual linear theory evolved density field in the PPF approximation. We can then write the density power spectrum to leading order in PPF corrections as

$$P_\delta(k) = P_{\text{ppf}}(k) + \frac{2 P_{\delta q_\theta}(k)}{(n_{vd}/2 - 1)(n_{vd}/2 + 3/2)}, \quad (45)$$
where $P_{\text{ppf}}(k)$ is the linear density power spectrum in the PPF approximation, and $P_{\delta q_0}(k)$ is the cross power spectrum given by
\[
\langle \delta(k) q_0(q) \rangle = \delta_D(k + q) P_{\delta q_0}(k),
\]
which we measure from the numerical simulations. From Eq. (42) we can also obtain the velocity divergence in linear theory,
\[
\theta(k, \eta) = \theta_{\text{ppf}}(k, \eta) + \frac{q_0(k, \eta)}{\delta_D(k)} \frac{n_{\text{ed}}/2}{(n_{\text{ed}}/2 - 1)(n_{\text{ed}}/2 + 3/2)},
\]
and the corresponding power spectrum,
\[
P_{\theta \theta}(k) = P_{\text{ppf}}(k) + \frac{n_{\text{ed}} P_{\theta q_0}(k)}{(n_{\text{ed}}/2 - 1)(n_{\text{ed}}/2 + 3/2)}. \tag{48}
\]
Note that the correction in the case of the velocity divergence power spectrum is a factor of $(n_{\text{ed}}/2 \approx 3)$ larger than in the case of the density; one can understand this from the fact that the divergence responds to the rate of change of the density fluctuations, and the correction to $\delta_{\text{ppf}}$ grows as $D_+^{n_{\text{ed}}/2}$. It is also worth noticing that the corrections are negative, i.e. velocity dispersion tends to reduce the growth of structure; this is also expected for a stress tensor $\rho \sigma_{ij} \approx -p \delta_{ij}$ with a positive pressure (due to thermal motions) that is positively correlated with density fluctuations. Figure 9 shows the absolute value of these corrections relative to the PPF approximation for both density and velocity divergence at redshifts $z = 0, 0.5, 1$. We see that at $z = 0$ the correction to the divergence power spectrum reaches 1% at about $k \sim 0.1 \, h \, \text{Mpc}^{-1}$, while for the density power spectrum this happens at about $k \sim 0.2 \, h \, \text{Mpc}^{-1}$. By $z = 1$ these scales shift by about a factor of two. At higher redshifts they rapidly decline as the growth factor changes rapidly before the onset of cosmic acceleration.

These effects can be understood qualitatively, and to some extent quantitatively, by considering the typical size of the corrections to the velocities predicted by the single-stream, PPF approximation, smoothed over scale $R$. These corrections are, in average, of order
\[
\sigma_v^{\text{rms}}(R) \equiv H f \left( \int d^3k P_\sigma(k) W_{\text{TH}}^2(kR) \right)^{1/4}, \tag{49}
\]
where $W_{\text{TH}}(kR)$ is the Fourier transform of a top-hat filter of radius $R$, $P_\sigma(k)$ is the power spectrum of the trace of the velocity dispersion tensor (which is the dominant component), and the factor $H f$ restores the correct units to $\sigma_v$ (see Eq. 34). Equivalently, these velocity corrections can be interpreted as comoving position fluctuations, given by
\[
\Delta_{\text{rms}}(R) \equiv \left( \int d^3k P_\sigma(k) W_{\text{TH}}^2(kR) \right)^{1/4}. \tag{50}
\]
These two quantities are shown in Fig. 10. In the top panel, the ratio of the displacement corrections from Eq. (50) to the scale $R$ is plotted as a function of scale. An order of magnitude estimate of the effect on the density power spectrum can be obtained from the following argument. The dispersion in comoving positions given by $\Delta_{\text{rms}}(R)$ smooths out density perturbations. That suppression is approximately given
by
\[ P_{\text{smooth}}(k) \sim P(k) e^{-2(k\Delta_{\text{rms}}(2\pi/k))^2}. \] (51)

At large scales, e.g., \( k \sim 0.1 \, h \, \text{Mpc}^{-1} \), this gives a suppression consistent with the previously calculated density power spectrum corrections seen in Fig. 9.

The bottom panel shows \( \sigma_u^{\text{rms}} \) as a function of \( R \), Eq. (49). We can see that the velocity dispersion on scales of \( \sim 0.1 \, h \, \text{Mpc}^{-1} \) is of order 15 km/s. Comparing this dispersion with the single-stream bulk velocities on the same scale (dashed line), we conclude that the velocity dispersion corrections on those scales are small but, nevertheless, larger in relative terms than for the density power spectrum, in agreement with the detailed calculation presented in Fig. 6.

In [55] it was argued that percent level corrections from orbit crossing to the density power spectrum are expected at \( k \approx 0.1 \, h \, \text{Mpc}^{-1} \) based on a model of “sticky dark matter”. The effect discussed in that work is not an estimate of deviations from the PPF approximation, see Appendix A in [49] for more details. Here we note that the estimate in [55] for the density power spectrum is two times larger than found here, and opposite in sign.

### C. PT + Vorticity

As discussed above, the effects of the vector modes of the stress tensor \( (\mathbf{q}_w) \) on the density and divergence power spectrum only appear beyond linear theory, since in linear theory scalar and vector modes are decoupled. Here we estimate these corrections by calculating the one-loop density power spectrum including the effects from the vorticity, which is sourced by \( \mathbf{q}_w \). The strategy is as follows. We rewrite the equations of motion for density perturbations including now the nonlinear terms as follows,

\[
\partial_t \delta(k) - \theta(k) = \int d^3k_1 d^3k_2 \delta_D(k - k_{12}) \left[ \frac{k_1 \cdot k_2}{k_2^2} \delta \theta_2 - \frac{k_1 \times k_2}{k_2^2} \cdot \mathbf{w}_2 \right], \quad (52)
\]

\[
\partial_t \theta(k) + \frac{\theta(k)}{2} - \frac{3 \delta(k)}{2} = \int d^3k_1 d^3k_2 \delta_D(k - k_{12}) \left[ \frac{k_2^2(k_1 \cdot k_2)\delta \theta_2}{2k_1^2k_2^2} - \frac{(k_1 \cdot k_2)(k_1 \times k_2) \cdot \mathbf{w}_2}{k_1^2k_2^2} \right], \quad (53)
\]

where \( k_{12} \equiv k_1 + k_2 \). To avoid cumbersome expressions, we have not written the time dependence of the fields explicitly. Also, on the right-hand side, the subscripts “1” and “2” mean the fields evaluated at \( k_1 \) and \( k_2 \) respectively.

A couple of points are worth noting. We have decomposed the velocity field into a divergence and a vorticity, and the latter will be taken as a known forcing term in the equations, since \( \mathbf{w} \) can be solved in linear theory as an uncoupled field from the measured \( \mathbf{q}_w \) (Eq. 37) or directly measured from the Delaunay method. In addition, note that we have neglected the \( q_y \) source in the equation of motion for \( \theta \), since this effect was included already in the last section; here we are only interested in corrections due to \( \mathbf{q}_w \) alone, which enter through the \( \mathbf{w} \) forcing terms.

Following the compact notation introduced in the previous section, we can rewrite Eqs. (52,53) as

\[
\partial_t \psi_a(k, \eta) + \Omega_{ab} \psi_b(k, \eta) = \int d^3k_1 d^3k_2 \delta_D(k - k_{12}) \left[ \gamma_{abc}(k_1, k_2) \psi_b(k_1, \eta) \psi_c(k_2, \eta) + A_{ab}(k_1, k_2, \eta) \psi_b(k_1, \eta) \right],
\]

(54)
where $\gamma$ characterizes the non-linear mode coupling amplitudes and $A$ is the $w$-dependent forcing term. They can be written as

$$\gamma_{122} = \frac{k_{12} \cdot k_2}{k_2^2}, \quad \gamma_{222} = \frac{k_{12}^2 (k_1 \cdot k_2)}{2k_2^2 k_2^2}, \quad A_{ab} = -\frac{k_1 \times k_2}{k_2^2} \cdot w(k_2, \eta) \begin{pmatrix} 1 & 0 \\ 0 & \frac{k_k}{k_k} \end{pmatrix}$$

Equation (55) can be formally solved by introducing again the linear propagator $g_{ab}$, yielding:

$$\psi_a(k, \eta) = g_{ab}(\eta) \phi_b(k) + \int_0^\eta ds g_{ab}(\eta - s) \int d^3k_1d^3k_2 \delta_D(k - k_{12}) \left[ \gamma_{bcd}(k_1, k_2) \psi_c(k_1, s) \psi_d(k_2, s) \right] + A_{abc}(k_1, k_2, s) \psi_c(k_1, s).$$

This is an implicit form of the solution - it is written in terms of itself. However, it is suitable for a perturbative method. We write the field $\psi$ as a perturbative series:

$$\psi_a(k, \eta) = g_{ab}(\eta) \phi_b(k) + \sum_{n=2} \psi_a^{(n)}(k, \eta),$$

and combining Eqs. (56) and (57), we get a solution for the $n$-th order fields in terms of the lower order fields:

$$\psi_a^{(n)}(k, \eta) = \int_0^\eta ds g_{ab}(\eta - s) \int d^3k_1d^3k_2 \delta_D(k - k_{12}) \left[ \gamma_{bcd}(k_1, k_2) \sum_{r+s=n} \psi_c^{(r)}(s, k_1) \psi_d^{(s)}(s, k_2) \right] + A_{abc}(k_1, k_2, s) \psi_c^{(n-1)}(k_1, s).$$

Thus, by knowing the linear solutions, we can calculate the solutions to any order. The linear solutions for $\delta$ and $\theta$ are just the PPF linear solutions. In order to solve for the higher order fields $\delta$ and $\theta$, we need the vorticity field and its time dependence, which we have measured from dark matter N-body simulations.

As discussed above, the leading order correction due to vorticity effects appears in the one-loop contribution to the power spectrum. The density power spectrum, to that order, can be written as

$$P_0(k) \delta_D(k + q) = \left\langle \delta^{(1)}(k) \delta^{(1)}(q) \right\rangle + \left[ \left\langle \delta^{(2)}(k) \delta^{(2)}(q) \right\rangle + 2 \left\langle \delta^{(1)}(k) \delta^{(3)}(q) \right\rangle \right]$$

The first term is the usual tree-level (linear theory) power spectrum, while the terms in square brackets correspond to the one-loop correction, which are usually written as $P_{22} + P_{13}$ due to their dependence on PT order. Let us start by focusing on the first one-loop term, which leads to the $P_{22}$ contribution. The second order density can be written as

$$\delta^{(2)}(k) = \int d^3q_1d^3q_2 \delta_D(k - q_{12}) \left[ F(q_1, q_2) \delta^{(1)}(q_1) \delta^{(1)}(q_2) + G(q_1, q_2) \cdot w(q_1) \delta^{(1)}(q_2) \right]$$

$$= \int d^3q_1d^3q_2 \delta_D(k - q_{12}) [F_{12} \delta_1 \delta_2 + G_{12} \cdot w_1 \delta_2].$$

Note that in the second line we have just simplified the notation. The $P_{22}$ contribution to the power spectrum has four terms:

$$P_{22}(k) \delta_D(k + q) = \int d^3q_1 \ldots d^3q_{14} \delta_D(k - q_{12}) \delta_D(q - q_{14}) \left[ F_{12}F_{34}(\delta_1 \delta_2 \delta_3 \delta_4) 
+F_{12}G_{34} \cdot (\delta_1 \delta_2 w_3 \delta_4) + G_{12}F_{34} \cdot (w_1 \delta_2 \delta_3 \delta_4) + G_{12}G_{34}(w_1 \delta_2 w_3 \delta_4) \right]$$
The first term is the usual PPF $P_{22}$ one-loop contribution. The second and third terms contain factors of the form $\langle \delta w \rangle$, which vanish due to symmetry. Then at large scales where connected contributions can be neglected we have

$$\langle w_1^\alpha \delta_2 w_3^\beta \delta_4 \rangle = \langle w_1^\alpha w_3^\beta \rangle \langle \delta_2 \delta_4 \rangle = \delta \Delta(q_1 + q_3) \delta \Delta(q_2 + q_4) P_{ww}(q_1) P_5(q_2)$$

(62)

from which we get the vorticity contribution to the $P_{22}$ power spectrum:

$$\Delta P_{22}(k) = \int d^3q \, G^\beta(-q, q-k) G^\alpha(q, k-q) P_{ww}^{\alpha\beta}(q) P_5(k-q) = \int d^3q \, \frac{|G(-q, q-k)|^2}{2} P_{ww}(q) P_5(|k-q|),$$

(63)

where we have used the actual vector structure of $G(k, q)$ and the fact that

$$P_{ww}^{\alpha\beta}(q) = \frac{P_w(q)}{2} \left[ \delta_{\alpha\beta} - \frac{q_\alpha q_\beta}{q^2} \right].$$

(64)

Similarly, we can compute the $P_{13}$ contribution to the density power spectrum. The third order density field can be written schematically as

$$\delta^{(3)}(k) = \int d^3q_1 d^3q_2 d^3q_3 \delta \Delta(q_1-q_23) \left[ H(q_1, q_2, q_3) \delta_1 \delta_2 \delta_3 + R(q_1, q_2, q_3) \cdot w_1 \delta_2 \delta_3 + S^{\alpha\beta}(q_1 q_2 q_3) w_1^\alpha w_2^\beta \delta_3 \right].$$

(65)

Then, the vorticity contribution to the power spectrum reads

$$\Delta P_{13}(k) = P_3(k) \int d^3q_1 S^{\alpha\beta}(q_1, -q_1, -q) P_{ww}^{\alpha\beta}(q_1) = P_3(k) \int d^3q \, S^{\alpha\beta}(q, -q, -k) P_5(q),$$

(66)

where in the last equality we have used Eq. (65). If one assumes that the time dependence of the vorticity is given by $w \propto D_{\perp}^2$, as found in section II, it is possible to write explicit expressions for the $\Delta P_{22}$ and $\Delta P_{13}$ power spectra:

$$\Delta P_{22}(k) = \int d^3q P_w(q) P_5(|k-q|) \frac{2k^2(1-x^2)}{q^2} \times \frac{(3 + n_w)k^2 + (1 + n_w)q^2 - 4(1 + n_w/2)k \cdot q}{n_w(5 + n_w)^2 |k-q|^2},$$

(67)

$$\Delta P_{13}(k) = -P_3(k) \int d^3q P_w(q) \frac{2(1-x^2)}{q^2 |k+q|^2 (5 + 2n_w)} \left\{ k^2 [(3 + n_w)(3 + 2n_w)k^2 + (3 + 9n_w + 2n_w^2)q^2 + 2(1 + n_w)k \cdot q \{ q^2 + (9 + 2n_w)k^2 \} + 4(2 + 3n_w/2)(k \cdot q)^2] \right\},$$

(68)

where $x$ is the cosine of the angle between $k$ and $q$.

The end result of these calculations is that the leading large-scale contribution of vector modes of the stress tensor to the density power spectrum is fully specified in terms of the autocorrelation or power spectrum of the vorticity, which we have measured from the simulations. Figure II shows the results of these calculations. We see that the total correction is negative, as expected physically, and very small at large scales. For example, at $k \sim 0.1 \text{ h Mpc}^{-1}$ where the scalar modes contributed percent level corrections, the modifications of the PPF approximation from vector modes is about
FIG. 11: Corrections to the density power spectrum at $z = 0$ due to stress tensor vector modes (vorticity effects), see Eqs. (67) and (68). Note that the $\Delta P_{13}$ contribution (long dashed lines) is negative and larger in magnitude than the $\Delta P_{22}$ contribution (dashed lines). The total correction (solid lines) is negative and reaches 1% of the linear spectrum (top dotted lines) at $k \sim 0.1 h \text{Mpc}^{-1}$, where further nonlinear effects not included here should become important.

$10^{-4}$ of the linear spectrum, and thus totally negligible. The reason for this is that by symmetry the vorticity does not couple to the scalar modes, it is only through vorticity squared that the effect is present. We expect similar results for the velocity divergence power spectrum within a factor of a few, still completely negligible at large scales.

V. CONCLUSIONS

We studied the impact of orbit crossing in the large-scale power spectra of density and velocity divergence fields, which are usually described in the pressureless perfect fluid (PPF) approximation. We presented a method to extend perturbation theory (PT) beyond the PPF approximation, based on measuring the stress tensor induced by orbit crossing in numerical simulations. The stress tensor, when decomposed into scalar and vector modes leads to corrections associated with velocity dispersion and the effects of vorticity. We found the effects due to the scalar modes to be small, but not negligible at large scales ($k \sim 0.1 h \text{Mpc}^{-1}$), particularly for the velocity divergence power spectrum (see Fig. 9). The impact of vorticity on large scales is much smaller, see Fig. 11. These two effects appear at different orders in PT and have been included separately as we are interested in large scales where the induced corrections are small. Both lead to suppressions of the power spectra predicted by the PPF approximation, as expected physically since velocity dispersion and vorticity should inhibit collapse. In this regard we emphasize that neglecting orbit crossing has opposite effects on Eulerian compared to Lagrangian PT. For Lagrangian PT, neglecting orbit crossing leads to (much more severe) underestimates of the density power spectrum (see e.g. [8] for a recent example), since neglecting self-gravity in caustics leads to artificial thickening of such structures when trajectories cross without interacting.

A novel aspect of our calculation is the estimation of the stress tensor and the vorticity and divergence power spectra from numerical simulations. To estimate velocity fields, we applied the Delaunay tessellation method, which we have shown to be a more reliable estimator than traditional mass weighting schemes. While estimates of the velocity divergence are robust, we found that measurements of the vorticity power spectrum are significantly more difficult, due to aliasing during the measurement process and most importantly lack of resolution in the simulations. For the latter we have found that low resolution simulations can overestimate the vorticity power spectrum by an order of magnitude. This may be due to insufficient spatial resolution in multistreaming regions, with the overestimate perhaps related to aliasing effects during the PM part of the force calculation, which may generate a vector mode. In any event, for high enough resolution we find that the vorticity power spectrum converges to a stable answer. On the other hand, care must be taken that these spurious effects are not present when using numerical simulations to study nonlinear velocities, since artificial vorticity can amplify the velocity power spectrum at small scales.

A nontrivial check of our numerical calculation
of the stress tensor, which we have done using an adaptive method independent of the Delaunay tessellation, is that its vector modes source the growth of vorticity. Therefore, using linear PT from this vector source one should recover at large scales the vorticity power spectrum measured by the Delaunay method, as we do (see Fig. 8). This does not test the scalar mode of the stress tensor though, which ends up inducing the largest correction to the PPF approximation. In this respect, it would be interesting to test how robust the scalar part of the stress tensor is to details of the numerical simulations, as spurious effects due to discreteness may amplify velocity dispersion in simulations [56, 57] (see also [58]). As far as we know, our work is the first to make a quantitative connection between the growth of velocity dispersion and that of the density power spectrum, which will be useful to probe more in order to make sure that simulations can correctly reproduce the matter power spectrum to percent level, as required for the next generation of weak lensing surveys designed to probe cosmic acceleration [59].

The deviations we found from the PPF approximation at large scales are small but not negligible, in particular for the velocity divergence power spectrum, for which corrections are a factor of about three larger than for the density power spectrum. Our estimate, being based on numerical simulations, corresponds to fixed cosmological parameters (e.g. $\sigma_8 = 0.9$, $\Omega_m = 0.27$ and $n_s = 1$). Given the strong dependence on the growth factor of the correction ($\propto D^2$ relative to PPF) we expect it to be smaller for lower normalization amplitudes, as well for cosmological parameters that correspond to less power at small scales (i.e. $\Omega_m < 0.27$ and $n_s < 1$).

In section III we sketched what must be done to include these effects from first principles into analytic calculations such as RPT that usually start from the PPF approximation, instead of using the hybrid approach we develop here partially based on numerical simulations. Including velocity dispersion in a self-consistent manner should cure divergences that appear in PT for scale-free models with initial power spectra $P(k) \sim k^n$ for $n > -1$, as well as regulate the divergences that appear in the resummation of the Lagrangian space propagator [60]. In addition, we expect velocity dispersion and vorticity to be crucial to describe the virial turnover in the density power spectrum. Another interesting application of the ideas presented in section III is to use the cumulant hierarchy to describe nonlinear effects in a massive neutrino component, to improve on recent calculations [61, 62] that assume linearity. We hope to report on some of this in the near future.
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APPENDIX A: ESTIMATING THE VELOCITY FIELD

1. The Delaunay Tessellation

One of the main obstacles in measuring the velocity field from cosmological simulations is the fact that it is only sampled on a discrete set of points. One encounters the same difficulty when reconstructing the peculiar velocity field from observations, where velocity is only sampled at the locations of galaxies. One can identify two problems associated with this fact. On one hand, since the velocity is only known at points where the mass is located, almost all procedures to reconstruct the velocity field from a discrete sample give mass-weighted quantities, while most theoretical predictions concern volume-weighted quantities. On the other hand, low density regions are very sparsely sampled, and therefore subject to large Poisson errors. Laying out a structured grid, as it is often done, leaves grid points empty in such regions with the consequence that the velocity field is set to zero (thus missing out-flows in voids), while in practice the velocity field is undetermined due to the poor mass resolution. These issues have been recognized for a long time in the theoretical large-scale structure literature, see...
The work in [37] introduced two new velocity estimation methods that attempt to overcome these problems. These methods are based on the Voronoi and Delaunay tessellations of the discrete set of points where the velocity field is sampled. They showed that the Delaunay Tessellation method has fewer computation requirements than the Voronoi Tessellation method, while giving equally or more reliable results. Thus, in our work we will consider only the Delaunay method, following [37] to a large extent. Our implementation of the method is based on the public code Qhull [40] to construct the Delaunay tessellation. Many other applications of Delaunay tessellations have recently appeared in the large-scale structure literature (see e.g. [41, 42]), see also [43] for an in-depth review and other applications.

The formal definition of the Delaunay tessellation $D(P)$ of a set of points $P$ (in three dimensions) is the set of tetrahedrons defined by four points whose circumscribing sphere is empty in the sense that no point of the generating set $P$ should be inside the circumsphere [44]. In Fig. 12 we show an example of the tessellation of a set of random points in two dimensions. It can be shown that the Delaunay tessellation is unique. Moreover, the Delaunay tetrahedrons are objects of minimal size and elongation. These characteristics make the Delaunay method optimal for a three-dimensional interpolation.

2. Reconstructing the Velocity Field

Once the Delaunay tessellation from the set of sample points is obtained, it is possible to estimate the velocity at each point $p$ in space by linearly interpolating the velocities at the vertices of the tetrahedron that contains the point $p$. This procedure leads to a continuous velocity field with constant gradient in each tetrahedron.

Mathematically, we can express the Delaunay method to find the velocity $u$ at a point $p$ with coordinates $x$ as follows. Let $x_i$, with $i = 0, 1, 2, 3$, be the coordinates of the vertices of the tetrahedron containing $p$. Since the Delaunay tetrahedrons are non-degenerate (i.e. they do not collapse into 2D objects), we can express $x$ as a linear combination of $x_i$:

$$\Delta x = \sum_{i=1}^{3} \alpha_i \Delta x_i,$$  \hspace{1cm} (A1)

where $\Delta x \equiv x - x_0$ and $\Delta x_i \equiv x_i - x_0$. The linear interpolation of the velocity at point $p$ is simply

$$\Delta u = \sum_{i=1}^{3} \alpha_i \Delta u_i,$$  \hspace{1cm} (A2)

where $\Delta u \equiv u - u_0$, $\Delta u_i \equiv u_i - u_0$, and $\alpha_i$ satisfy Eq. (A1). Thus, the problem reduces to solve for the $\alpha_i$, which can be readily be written as

$$\begin{pmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_3 \end{pmatrix} = A^{-1} \begin{pmatrix} \Delta x \\ \Delta y \\ \Delta z \end{pmatrix},$$  \hspace{1cm} (A3)

where $\Delta x$, $\Delta y$ and $\Delta z$ are the components of $x$, and $A$ consists of the components of the $\Delta x_i$:

$$A \equiv \begin{pmatrix} \Delta x_1 & \Delta x_2 & \Delta x_3 \\ \Delta y_1 & \Delta y_2 & \Delta y_3 \\ \Delta z_1 & \Delta z_2 & \Delta z_3 \end{pmatrix}.$$  \hspace{1cm} (A4)

These equations allow us to compute an estimation of the velocity field for any point in the simulation volume. In particular, we are interested in determining the volume-averaged field at a given set of points, often a grid. Typically, one wants to compute the average $u_R(r_2)$ of the velocity field in spheres of radius $R$ centered at the points $r_1$, usually on a grid. In order to obtain that, one can carry out the following algorithm [37]:

1. Construct the Delaunay tessellation from the locations of the simulation particles.

2. For each point $r_j$:

   (a) Find the intersection of the Delaunay tetrahedrons with a sphere of radius $R$ centered at $r_j$.

   (b) For each intersecting tetrahedrons $j$, determine intersection volume $V_j$ and mean velocity $u_j$ in that volume.

   (c) Compute $\sum_j V_j u_j / (4\pi R^3/3)$. 
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However, both constructing the tessellation for the large number of particles (∼ $10^9$) typical of state-of-the-art simulations and finding the tetrahedrons intersecting a given sphere are very time-consuming. For the sake of efficiency, we modified the previous procedure. Instead of calculating the velocity average on a sphere centered at a grid point $r_i$, we compute the average in the volume given by all Delaunay tetrahedrons totally contained in the grid cell corresponding to $r_i$. Thus, our approximate algorithm reads as follows:

1. For each grid point $r_i$,
   
   (a) Construct the Delaunay tessellation of the points contained in the corresponding grid cell.
   
   (b) Compute the volume $V_j$ and mean velocity $u_j$ for every Delaunay tetrahedron.
   
   (c) Compute $\sum_j V_j u_j / \sum_j V_j$.

It is possible to write explicit expressions for the volume $V_j$ and mean velocities $u_j$ in a Delaunay tetrahedron. It follows from elementary geometry that:

$$V_j = |\det(A)|, \quad u_j = \frac{1}{4} \sum_{i=0}^{3} u_j^{(i)}, \quad (A5)$$

where $A$ is defined in Eq. (A4), and $u_j^{(i)}$ are the four velocities at the vertices of the tetrahedron $j$.

Note that in the new algorithm, we only construct the tessellation of the points inside the grid cell, a much smaller number of particles than the total simulation. Moreover, it is no longer necessary to find the tetrahedrons or their intersection with a sphere. Nevertheless, with this procedure, the average volume will in general vary from grid point to grid point. We reduce this undesired effect by only using relatively coarse grids, where we expect a more uniform distribution of particles. We are thus obtaining a smoothed field $u_R(x)$ given by

$$u_R(x) = \int d^3 y W_R(x - y) u(y), \quad (A6)$$

where $W_R(x)$ is a spherical top-hat filter with $R \approx (3V_{cell}/4\pi)^{1/3}$. To deconvolve Fourier space quantities, we thus divide by the Fourier transform of $W_R$. Note that this correction is only correct on average, tests reveal that it is accurate to about 1% at $k = 0.2 \, h \text{Mpc}^{-1}$, more than enough for our purposes in this paper, but not enough for precision tests of velocity divergence power spectra in the weakly non-linear regime.
3. Testing the Delaunay Method

One of the difficulties of testing the accuracy of the Delaunay method is that it is expected to be more accurate (in measuring volume-weighted quantities) than the traditional estimations from mass-weighted schemes. Thus, we lack a more trustworthy method to use as reference. Our strategy to overcome this difficulty is setting up a “controlled numerical experiment”: we generate a random Gaussian velocity field with given divergence and vorticity power spectra and then use the Delaunay method to recover the velocity statistics. In this way, we can compare the results of the method with the exact input power spectra used to generate the velocity field.

For the sake of comparison, we also measure the velocity power spectra with the well known Cloud-in-Cell mass-weighted method (CIC). It consists of interpolating the particles mass and velocity on a grid using the CIC kernel defined by

\[ W_{\text{CIC}}(x) = \begin{cases} 
1 - |x| & \text{for } |x| < 1 \\
0 & \text{for } |x| \geq 1, 
\end{cases} \]

where \( x \) is measured in units of grid separation. Note that interpolating the particle velocities by using this method gives the momentum field instead of the velocity field. Thus, one needs to compute the ratio between this quantity and the density field to obtain the velocity. As we mentioned above, in underdense regions if the grid is made too fine there will be grid points for which no particle is assigned, which means there is no information on the velocity field, but typically one would set to zero (incorrectly) the velocity. In addition, dividing the interpolated momentum by the interpolated density means that it is difficult to correct for the interpolation kernel after the velocity field is Fourier transformed, unlike the case of the density field (see [13] for a recent discussion of interpolation corrections and comparison
effects make the sampled vorticity field a mixture of the vorticity and divergence of the original field.

Let us assume we know the velocity field \( \mathbf{u}(\mathbf{x}) \) inside a box of volume \( L^3 \), and will study the effects of sampling that field on a grid of \( N^3 \) cells. Let us decompose the original (exact) field \( \mathbf{u}(\mathbf{x}) \) in Fourier series:

\[
\mathbf{u}(\mathbf{x}) = \sum_{\mathbf{k}} \hat{\mathbf{u}}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{x}},
\]

where the vector \( \mathbf{k} \) has components \( k_\alpha = 2\pi n_\alpha / L \) with \( n_\alpha \in \mathbb{Z} \), i.e. arbitrarily large frequencies appear in the Fourier sum. We want to compare these exact Fourier modes \( \hat{\mathbf{u}}(\mathbf{k}) \) to the discrete Fourier modes \( \hat{\mathbf{u}}(\mathbf{q}) \) on the grid \( (q_\alpha = 2\pi n_\alpha / L, m_\alpha \in \mathbb{Z}, 0 \leq m_\alpha < N) \). We can write the discrete Fourier transform of the velocity field as

\[
\hat{\mathbf{u}}(\mathbf{q}) = \frac{1}{N^3} \sum_{\mathbf{x}} \mathbf{u}(\mathbf{x}) e^{-i\mathbf{q} \cdot \mathbf{x}}
\]

where \( \mathbf{q} \) and \( \mathbf{x} \) are on the grid. This can be further simplified into

\[
\hat{\mathbf{u}}(\mathbf{q}) = \sum_{\mathbf{k}} \hat{\mathbf{u}}(\mathbf{k}) \prod_{\alpha=1}^{3} \frac{1 - \exp[iL(k_{\alpha} - q_{\alpha})]}{1 - \exp[iL(k_{\alpha} - q_{\alpha})]} \quad (A10)
\]

The product vanishes unless \( \mathbf{r} \equiv \mathbf{k} - \mathbf{q} = 2\pi N \mathbf{m} \) with \( \mathbf{m} \) an integer vector. Finally, we obtain

\[
\hat{\mathbf{u}}(\mathbf{q}) = \sum_{\mathbf{r}} \hat{\mathbf{u}}(\mathbf{q} + \mathbf{r}), \quad \mathbf{r} = \frac{2\pi N}{L} \mathbf{m}. \quad (A11)
\]

This equation states explicitly that velocity Fourier modes beyond the Nyquist wavenumber of the grid \( (k_{N_y} = \pi N / L) \) affect the grid Fourier modes. This is known as aliasing. To see how this effect appears in the vorticity power spectrum, let us assume that the velocity field is purely potential, that is, \( \hat{\mathbf{u}}(\mathbf{k}) = i\mathbf{k}\theta(k)/k^2 \). Evidently, \( \hat{\mathbf{w}}(\mathbf{k}) \equiv i\mathbf{k} \times \hat{\mathbf{u}}(\mathbf{k}) = 0 \), but

\[
\hat{\mathbf{w}}(\mathbf{q}) \equiv i\mathbf{q} \times \hat{\mathbf{u}}(\mathbf{q}) = \sum_{\mathbf{r}} \frac{i\mathbf{q} \times \mathbf{r}}{|\mathbf{q} + \mathbf{r}|^2} \theta(\mathbf{q} + \mathbf{r}) \quad (A12)
\]

does not vanish. Moreover, the sampled vorticity power spectrum can be written as

\[
\hat{P}_w(\mathbf{q}) = \sum_{\mathbf{r}} \frac{|\mathbf{q} \times \mathbf{r}|^2}{|\mathbf{q} + \mathbf{r}|^4} P_v(|\mathbf{q} + \mathbf{r}|), \quad (A13)
\]
FIG. 14: Measured divergence and vorticity power spectra from a vorticity-free velocity field sampled on three different grids of $20^3$, $50^3$ and $100^3$ grid points (top to bottom). This shows that the measured vorticity is purely due to aliasing. The dotted lines correspond to the predictions of Eq. (A13).

where $r = (2\pi N/L)m$ denotes multiples of the Nyquist frequency. Note that $P_0$ is the power spectrum of the original divergence field.

Equation (A13) tells us that the velocity divergence of wavenumbers larger than the Nyquist of the grid induces a spurious vorticity in the sampled field. In the low-q limit ($q \ll 2\pi N/L$), it is easy to see that $\hat{P}_w(q) \propto q^2$. Figure 14 shows the predictions of the large scale limit of this formula. We generated a zero-vorticity velocity field, which was sampled without smoothing it on different grids. Then, we compared the measured vorticity power spectrum to the predictions of Eq. (A13). Note that the amplitude of the correction was not fitted: the formula estimates correctly both the low-k limit dependence of the vorticity power spectrum and the amplitude of the spurious vorticity.

It is important to remark that we cannot directly extrapolate these results to the vorticity estimates of Fig. 13. In that case, both the vorticity and divergence fields are smoothed on a scale given by the grid separation. This procedure greatly reduces the power spectrum on wavenumbers larger than the Nyquist frequency of the grid, making the aliasing effect less important. However, this analysis is useful to set an upper-bound estimate of aliasing effects.

We generated a zero-vorticity velocity field, which was sampled without smoothing it on different grids. Then, we compared the measured vorticity power spectrum to the predictions of Eq. (A13). Note that the amplitude of the correction was not fitted: the formula estimates correctly both the low-k limit dependence of the vorticity power spectrum and the amplitude of the spurious vorticity.

It is important to remark that we cannot directly extrapolate these results to the vorticity estimates of Fig. 13. In that case, both the vorticity and divergence fields are smoothed on a scale given by the grid separation. This procedure greatly reduces the power spectrum on wavenumbers larger than the Nyquist frequency of the grid, making the aliasing effect less important. However, this analysis is useful to set an upper-bound estimate of aliasing effects.
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