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Abstract

We address the problem of compressed sensing using a deep generative prior model and consider both linear and learned nonlinear sensing mechanisms, where the nonlinear one involves either a fully connected neural network or a convolutional neural network. Recently, it has been argued that the distribution of natural images do not lie in a single manifold but rather lie in a union of several submanifolds. We propose a sparsity-driven latent space sampling (SDLSS) framework and develop a proximal meta-learning (PML) algorithm to enforce sparsity in the latent space. SDLSS allows the range-space of the generator to be considered as a union-of-submanifolds. We also derive the sample complexity bounds within the SDLSS framework for the linear measurement model. The results demonstrate that for a higher degree of compression, the SDLSS method is more efficient than the state-of-the-art method. We first consider a comparison between linear and nonlinear sensing mechanisms on Fashion-MNIST dataset and show that the learned nonlinear version is superior to the linear one. Subsequent comparisons with the deep compressive sensing (DCS) framework proposed in the literature are reported. We also consider the effect of the dimension of the latent space and the sparsity factor in validating the SDLSS framework. Performance quantification is carried out by employing three objective metrics: peak signal-to-noise ratio (PSNR), structural similarity index metric (SSIM), and reconstruction error (RE).

1 Introduction

The goal of compressed sensing (CS) is to reconstruct a signal $x \in \mathbb{R}^n$ from a set of $m$ linear or nonlinear measurements $y \in \mathbb{R}^m$, where $m \ll n$. The standard CS formulation considers a linear sensing operator and relies on the sparsity of the ground-truth vector $x$. The problem is, in general, ill-posed and has infinite solutions. One could narrow down the search space of solutions by imposing certain structural assumptions on the unknown signal $x$ and sparsity is one such prior in the standard CS setup. Consider the generic problem setting

$$y = A(x),$$

where the sensing operator $A$ may be linear or nonlinear. Developing a recovery algorithm involves imposing a desired structure on $x$ and designing an efficient algorithm to estimate $x$ that is consistent with the measurements $y$. 
In standard CS, considering a noise-free measurement, the optimization problem takes the following form:

$$\min_{\alpha} \|\alpha\|_0 \quad \text{s.t.} \quad y = A\Phi\alpha \quad \text{and} \quad x = \Phi\alpha,$$

where $A \in \mathbb{R}^{m \times n}$ is the sensing matrix, $\alpha$ is the sparse code, and $x$ is assumed to be $s$-sparse in an overcomplete dictionary $\Phi$. Recovery of $\alpha$ in (2) is guaranteed with a high probability if $A$ satisfies the Restricted Isometric Property (RIP) [Candès and Tao, 2005] and $x$ lies in the range-space of $\Phi$. Sparsity has enabled the design of acquisition strategies with a reduced sample complexity. Compressed Sensing has directly impacted several imaging modalities, magnetic resonance imaging (MRI) [Lustig et al., 2007; Jacob et al., 2020] being a prime example. The success of CS has also been observed in several computer vision problems [Wang et al., 2016].

In this paper, we consider generative model based compressive sensing (GMCS) with a noiseless measurements. More precisely, we pursue the following objective:

$$\min_{z} \|z\|_0 \quad \text{s.t.} \quad y = AG_\theta(z), \quad x = G_\theta(z),$$

where $A \in \mathbb{R}^{m \times n}$ is the sensing matrix with Gaussian i.i.d. entries $A_{i,j} \sim \mathcal{N}(0, \frac{1}{m})$, $G_\theta : \mathbb{R}^k \rightarrow \mathbb{R}^n$ is the generator model, and $z \in \mathbb{R}^k$ is the latent space representation sampled from the standard normal distribution $\mathcal{N}(0, I)$. The problem stated in (3) is solvable if $A$ satisfies the Set-Restricted Eigenvalue Condition (S-REC) [Bora et al., 2017] (also defined subsequently, in Definition 1) and $x$ lies in the range-space of the generator $G_\theta$.

## 2 Prior Art

Several CS reconstruction techniques [Ribes and Schmitt, 2008; Borgerding et al., 2017; Zhang and Ghanem, 2018; Pokala et al., 2019; Kamilov and Mansour, 2016] have been developed over the past decade by exploiting the sparsity prior either in the signal domain or in a suitable transform domain. Traditional CS reconstruction is posed as a sparsity-regularized optimization problem and solved iteratively [Beck and Teboulle, 2009; Daubechies et al., 2004]. LASSO [Tibshirani, 1996] solves a tractable convex optimization problem for sparse recovery. Most iterative techniques enjoy the advantages of theoretical analysis and convergence properties, but they are typically computationally intensive and one needs to know the optimal sparsifying transform a priori. Learning based CS reconstruction techniques [Zhang and Ghanem, 2018; Pokala et al., 2019; Kamilov and Mansour, 2016; Mukherjee et al., 2017; Jawali et al., 2020] are inspired by iterative algorithms and result in superior recovery performance.

In generative model based compressed sensing (GMCS) [Bora et al., 2017], a pretrained network $G_\theta$ acts as a generative prior as opposed to the sparsity based prior in standard CS. The foundation for GMCS lies in the universal approximation theorem (UAT) [Cybenko, 1989], which states that, under certain conditions, a neural network can approximate any regular function with arbitrary precision. Most commonly used generative models are variational auto-encoders (VAE) [Kingma and Welling, 2014] and generative adversarial networks (GAN) [Goodfellow et al., 2014]. The pretrained generator model captures a low-dimensional representation of $x$ based on the data that it has seen during training. GMCS has been shown to outperform LASSO [Tibshirani, 1996] when the sensing rates are low [Bora et al., 2017]. The success of GMCS [Bora et al., 2017] lies in the signal $x$ belonging to the range-space of the pretrained generator, $G_\theta : \mathbb{R}^k \rightarrow \mathbb{R}^n$ such that $x = G_\theta(z)$, where $z \in \mathbb{R}^k$ and $\theta$ denotes the latent variable and the parameter of the generator, respectively. If the range-space condition is violated, then there would be an error in the reconstruction [Dhar et al., 2018; Bora et al., 2017]. Also, the reconstruction process is slow because the optimal latent space is discovered through gradient-descent (GD) optimization, which requires several restarts [Yan et al., 2019].

Several methods have been proposed to improve the representation accuracy and reduce the reconstruction error. [Dhar et al., 2018] introduced a sparse deviation $v$ in the range-space of the generator $G_\theta(z)$, i.e., they considered the range-space to be $G_\theta(z) + v$ and solved an alternating minimization problem with respect to $z$ and $v$ [Dhar et al., 2018]. To overcome the limited expressiveness of the latent variable due to reduced dimensionality, [Gu et al., 2020] proposed a multi-code GAN prior called as mGANprior, which uses multiple latent variables to generate multiple feature maps. The feature maps are then combined based on relative channel importance and fed as input to the generator. In flow-based and invertible multiscale generative models [Asim et al., 2020; Kelkar et al., 2021], the generator model $G_\theta : \mathbb{R}^n \rightarrow \mathbb{R}^n$ has zero representation error, because the dimension of the latent space and the input space are the same. The generator is an invertible network and images that are not in the distribution of the training set can also be recovered. Deep Image Prior [Ulyanov et al., 2018] and Deep Decoder [Heckel and Hand, 2019] are a different class of approaches that use an untrained neural network prior (a neural network with random weights) to capture the low-level signal statistics. During testing, the parameters of the neural network are optimized to best fit the measurements. Image adaptive GAN (IAGAN) [Hussein et al., 2019] reduces the representation error by simultaneously optimizing the parameters of the pretrained network and the latent variable during testing. Shah and Hegde [Shah and Hegde, 2018] proposed a projected gradient-descent (PGD) algorithm with theoretical guarantees to solve the linear
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inverse problem with a generative prior by optimizing the signal space and projecting back on to the latent space. To reconstruct high-resolution natural images, a convolutional manifold structure is imposed on the high-dimensional latent space (i.e., the dimension of the latent space is more than that of the signal to be reconstructed) in the latent convolutional model [Athar et al., 2019] by using an additional convolutional neural network. The reconstruction process in the preceding methods is slow because during inference, a pretrained generator network is used and the gradient-descent (GD) optimization is performed on the latent space with several restarts.

Deep compressed sensing (DCS) framework [Yan et al., 2019] demonstrated that the joint training of the generator and the optimization of the latent space via meta-learning [Finn et al., 2017] leads to a faster and accurate reconstruction in comparison with [Bora et al., 2017, Dhar et al., 2018, Chen et al., 2016] enforced a structure on the latent space through InfoGAN, which resulted in faster CS recovery [Xu et al., 2019].

A sample complexity bound for compressive sensing using generative model with ReLU activation was proposed by [Bora et al., 2017]. [Liu and Scarlett, 2020] derived an algorithm-independent lower bound on the sample complexity under group sparsity prior on the signal to be reconstructed. [Wei et al., 2019] presented sample complexity bounds for nonlinear measurement models with heavy-tailed noise. [Peng et al., 2020] showed that if the number of measurements \( m \) is larger than the dimension \( k \) of the input to the generative model, then asymptotically, solving inverse problems using a variational autoencoder (VAE) has almost zero recovery loss. [Hand and Voroninski, 2020] developed global guarantees for CS with generative modelling and showed that gradient-descent optimization can reach global minima with high probability when the objective function given by empirical risk does not have spurious stationary points.

2.1 Motivation and Contribution

GMCS considers a single generator to model the distribution of signal in the solution space. However, signals such as natural images do not lie in a single manifold but rather lie in a union-of-submanifolds that have minimal overlap [Khayatkhoei et al., 2018]. A single generator cannot correctly model such a distribution [Khayatkhoei et al., 2018]. [Khayatkhoei et al., 2018] proposed a collection of generators to model the data distribution that lies in a union of disconnected manifolds and suggested that the disconnectedness could be factored into the latent space to improve the representation. [Mondal et al., 2020] hypothesized that the dimensionality of the latent space in an autoencoder model has a critical effect on the generated image. Flow-based and invertible multiscale generative models [Asim et al., 2020, Kelkar et al., 2021] showed that images that are not in the distribution of the training set can be reconstructed by making the dimensionality of the latent space equal to the ambient dimension. A better representation of the signal \( x \) by introducing sparsity in the latent space through copula transformation was shown by [Wieczorek et al., 2018]. Motivated by the success of the prior works, we propose a novel sparsity-driven latent space sampling (SDLSS) framework to improve the reconstruction capability. The objective is to reduce the representation error by considering a latent space dimension that is equal to that of the output dimension of the generator but with sparsity being enforced in the latent space while training the generator. The recovery with sparsity constraint is achieved with the help of a proximal meta-learning algorithm. We demonstrate the efficacy of the proposed approach considering several standard datasets such as Fashion-MNIST, CIFAR-10, and celebA. Further, we derive the sample complexity bounds within the SDLSS framework for linear measurement model considering a piecewise-linear activation.

3 Signal Models

In this section, we review the union-of-subspaces model introduced in [Eldar and Mishali, 2009] based on the sparsity prior and correspondingly propose a union-of-submanifolds models for the sparsity driven generative prior. The various signal models are illustrated in Fig. 1.

3.1 Union of Subspaces

Consider the standard CS problem formulated as follows. Given

\[ y = Ax, \] (4)

where \( A \in \mathbb{R}^{m \times n} \) is the sensing matrix with \( m \ll n \), the goal is to recover \( x \) from \( y \) under the prior that \( x \) lies in a union-of-subspaces, given by

\[ U = \bigcup_{i} V_i, \] (5)

where each \( V_i \) is a subspace in itself. The sparsity assumption on \( x \) implies that it lies in one of the unknown subspaces \( V_i \), which is not known a priori. However, if \( x \) is sparse in the transform domain, an additional structure is assumed on
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\[ V_i = \bigoplus_{j \in J_i, |J_i| = k} W_j, \]  

where \( \{W_j\}_{j=1}^n \) are a given set of disjoint subspaces, \( \bigoplus \) denotes direct-sum, \( |\cdot| \) stands for cardinality of a set, and \( J_i \subseteq \{1, \ldots, n\} \). Therefore, there are \( \binom{n}{k} \) number of \( V_i \) subspaces comprising the union. A special case of the union-of-subspaces model is the standard compressive sensing problem in which \( x \in \mathbb{R}^n \) has a sparse representation in a given basis \( \Phi \in \mathbb{R}^{n \times n} \) given as:

\[ x = \Phi \alpha, \]  

where \( \alpha \) is a \( k \)-sparse vector. Thus, choosing \( W_i \) to be the space spanned by the \( i \)th column of \( \Phi \) fits well with the union-of-subspaces model.

### 3.2 Union of Submanifolds

Manifold based signal recovery from compressed measurement has been proposed by [Eftekhari and Wakin, 2015] and [Hegde and Baraniuk, 2012]. In this work, we assume \( s \)-sparse high dimensional latent variable \( z \in \mathbb{R}^k \) as input to the generator. The generator model is given as

\[ x = G_\theta(z) \quad \text{s.t.} \quad \|z\|_0 \leq s. \]  

Analogous to the classical CS where the reconstructed signal \( x \in \mathbb{R}^n \) obeys the union-of-subspaces model, which matches with the range-space of an overcomplete dictionary, in the SDLSS framework, the range-space of the generator network is assumed to match closely with the union-of-submanifolds model that contains the signal. Let the subspace spanned by a given \( s \)-sparse latent variable \( z \) be denoted as \( W_i \). The generator \( G_\theta : \mathbb{R}^k \rightarrow \mathbb{R}^n \) could be interpreted as a non-linear dictionary that maps each subspace \( W_i \) to a corresponding submanifold \( S_i \in \mathbb{R}^n \).

The sparsity \( s \) assumption on the input latent variable divides the latent space into \( \binom{k}{s} \) subspaces \( \{W_i\} \), such that the generator model \( G_\theta \) transforms each subspace \( W_i \) to the corresponding submanifold \( \{S_i\} \). Thus, the range-space of the generator \( G_\theta : \mathbb{R}^k \rightarrow \mathbb{R}^n \) is composed of a union of \( \binom{k}{s} \) number of submanifolds \( \{S_i\} \), i.e.,

\[ S_{s,G_\theta} = \bigcup_i S_i, \]  

where \( S_i \) is the submanifold generated by \( G_\theta(z) \), with \( \|z\|_0 \leq s \) and \( S_{s,G_\theta} \) denotes the range-space of generator \( G_\theta \) with \( s \)-sparse latent representation \( z \).
Let $S \subseteq \mathbb{R}^n$, $\gamma > 0$, and $\delta \geq 0$. Matrix $A \in \mathbb{R}^{m \times n}$ is said to satisfy the $S$-REC($S, \gamma, \delta$) if $\forall x_1, x_2 \in S$,\

$$\|A(x_1 - x_2)\|_2 \geq \gamma \|x_1 - x_2\|_2 - \delta.$$  \hspace{1cm} (10)

Classical CS algorithms impose REC on the measurement matrix $A$ to recover an $s$-sparse signal. In GMCS recovery, $S$-REC generalizes REC to a set $S$ of vectors that are in the range-space of the generator.

### 4 Sparsity-Driven Latent Space Sampling

The sparsity based prior in CS is a weak one and results in a large reconstruction error when the number of measurements is not adequate (high compression ratios). On the contrary, generative models with a fixed dimension $k$ for the input latent space $Z$ assume a stronger prior that the reconstructed signal should lie in the range-space of the generator $G_\theta$. Natural signals do not lie in a single manifold modeled by the range-space of the generator. Instead, they could be modeled as belong to a union of disconnected submanifolds [Khayatkhoei et al., 2018]. Since a single generator cannot accurately model a distribution that spans several disconnected manifolds, one resorts to alternatives such as employing a mixture model (mixture of Gaussians, for instance [Swaminathan et al., 2017]) or a hybrid model that models certain dimensions as discrete [Chen et al., 2016]. The other approach is to employ a collection of multiple generators [Khayatkhoei et al., 2018].

In this paper, we propose a hybrid approach – we combine the advantages of sparsity driven modeling along with generative modeling. More precisely, the latent space dimension is comparable to that of the input to the measurement model, but with sparsity enforced to introduce discreteness in the representation space. The combination is capable of parsimoniously modeling a union of disconnected submanifolds. Thus, SDLSS framework allows the signal $x$ to lie in the union-of-submanifolds $S_{x, G_\theta}$ spanned by the generator network $G_\theta$. We consider DCS [Yan et al., 2019] framework with a linear and learned nonlinear measurement operator (implemented using a network) and solve the following optimization problem:

$$\min_{z, \theta} \|z\|_0, \quad \text{s.t.} \quad \|y - AG_\theta(z)\|_2 \leq \epsilon \quad \text{and} \quad \|A(x_1 - x_2)\|_2 \geq \gamma \|x_1 - x_2\|_2 - \delta,$$  \hspace{1cm} (11)

where $\delta \geq 0$ and $\gamma > 0$ are user-defined parameters for matrix $A$ to satisfy $S$-REC, $z \in \mathbb{R}^k$ is the latent space with sparsity at most $s$, and $\theta$ is the parameter of the generator network $G_\theta$. Since $z$ is assumed to be $s$-sparse, the $\ell_0$ pseudo-norm is implemented by means of a hard-thresholding operator that retains the $s$ largest magnitudes in $z$ and sets the rest to zero. Thus, the proposed methods introduces sparsity in the continuous latent space. The optimization cost corresponding to the problem given in Eq. (11) is given as follows:

$$\min_{z, \theta} (\mathcal{L}_G + \mathcal{L}_A),$$  \hspace{1cm} (12)

where

$$\mathcal{L}_G = \mathbb{E}_z \{\|y - AG_\theta(z)\|_2 + \|z\|_0\}, \quad \text{and} \quad \mathcal{L}_A = \mathbb{E}_{x_1, x_2} \{\|A(x_1 - x_2)\|_2 + \delta - \gamma \|x_1 - x_2\|_2\}.$$

The generator model $G_\theta$ is trained jointly along with latent space optimization using proximal meta learning (PML) to minimise the expected measurement loss $\mathcal{L}_G$ and the $S$-REC loss $\mathcal{L}_A$. The signals $x_1$ and $x_2$ in $S$-REC loss function $\mathcal{L}_A$ are sampled from the true data distribution $p_{data}(x)$ and the generator network $G_\theta(z)$, respectively, and the latent variable $z$ is sampled from the standard normal distribution $\mathcal{N}(0, I)$. The loss function in (12) is defined to satisfy the $S$-REC defined in (10) and minimize the reconstruction error. The reconstructed signal is given as $\hat{x} = G_\theta(\hat{z})$, where $\hat{z}$ is the optimized latent space variable.

### 5 Sample Complexity Results for Linear Model

We review the lemmas provided by [Bora et al., 2017] and [Gajjar and Musco, 2020], and use them to derive the sample complexity bound for the union-of-submanifolds model considering a linear measurement model. Lemma [1] counts the number of $k$-dimensional faces or linear regions generated in $\mathbb{R}^k$ by simple arrangement of $h$ number of $(k-1)$-dimensional hyperplanes. The definition of face and simple arrangement is provided in the supplementary document.
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**Lemma 1.** [Bora et al., 2017] Let \( h \) be the number of different \((k-1)\)-dimensional hyperplanes. Each hyperplane partitions \( \mathbb{R}^k \) such that all points inside a partition are on the same side. Then, the number of such partitions called as \( k \)-dimensional faces is \( \mathcal{O}(h^k) \).

For a given \( d \)-layer generator with \( t \)-piece activation function and at most \( h \) nodes in each layer, from Lemma 1, one can conclude that the number of \( k \)-dimensional faces or linear regions generated by a simple arrangement of \( h \) hyperplanes in \( \mathbb{R}^k \) equals \( \mathcal{O}(ht^{kd}) \) [Gajjar and Musco, 2020]. The hyperplane is represented by the input point to the node for which the output is equal to zero.

In the union-of-submanifolds signal model with sparsity \( s \), the latent space \( Z \in \mathbb{R}^k \) is assumed to be composed of a union of \( \binom{k}{s} \) number of \( \mathbb{R}^s \) subspaces. We next provide a result (Lemma 2), which gives the number of \( s \)-dimensional faces or linear regions generated by the simple arrangement of \( h \) hyperplanes in \( \mathbb{R}^k \). The proof of Lemma 2 is provided in the supplementary document.

**Lemma 2.** Let \( W_i \subseteq \mathbb{R}^k \) be an \( s \)-dimensional subspace, where \( i \in [1, 2, \ldots, \binom{k}{s}] \). Let \( h \) be the number of hyperplanes in \( \mathbb{R}^k \). Then the number of \( s \)-dimensional faces or linear regions generated by the simple arrangement of \( h \) number of hyperplanes in \( \mathbb{R}^k \) is \( \mathcal{O}(\binom{k}{s}) \).

We next consider a piecewise-linear activation function with \( t \) pieces. If the transition points of the piecewise-linear function are fixed such that the input lies on either side of the transition, then for each set of inputs in a given partition, the output is a linear function of the input. From Lemma 2, the number of \( s \)-dimensional faces or linear regions generated by the first layer of the generator \( G_\theta \) is \( \mathcal{O}(\binom{k}{s}) \). The generator maps each \( s \)-dimensional face to a submanifold in \( \mathbb{R}^n \). Thus, the range-space of the generator \( G_\theta(\mathbb{R}^k) \) with \( d \) layers is the union of \( \mathcal{O}(\binom{kht}{sd}) \) submanifolds in \( \mathbb{R}^n \).

**Lemma 3.** [Bora et al., 2017] Let \( S \subseteq \mathbb{R}^n \) be a submanifold, then \( A \in \mathbb{R}^{m \times n} \), with Gaussian i.i.d. entries \( A_{i,j} \sim \mathcal{N}(0, \frac{1}{m}) \), satisfies \( S \)-REC \((S, 1 - \alpha, \delta)\) with probability \( 1 - \exp(-\Omega(\alpha^2 m)) \), if \( m = \Omega(k/\alpha^2) \).

Lemma 3 states that, as long as there are enough linear measurements, the relative distance between the signals in the measurement domain is preserved up to an order \( \delta \). Therefore, in SDLSS framework with \( \mathcal{O}(\binom{kht}{sd}) \) submanifolds in \( \mathbb{R}^n \) applying union bound over \( \mathcal{O}(\binom{kht}{sd}) \) submanifolds yields Lemma 4. The proof is provided in the supplementary document.

**Lemma 4.** Let \( G_\theta : \mathbb{R}^k \rightarrow \mathbb{R}^n \) be a generative model consisting of a \( d \)-layered neural network having piecewise-linear activation with \( t \) pieces. If \( h \) be the number of nodes per layer and \( s \) be the sparsity assumed on the input latent space. Then, for a given value of \( m \):

\[
m = \Omega \left( \frac{1}{\alpha^2} sd \log \frac{kht}{s} \right),
\]

where \( \alpha < 1 \), the matrix \( A \in \mathbb{R}^{m \times n} \), with Gaussian i.i.d. entries \( A_{i,j} \sim \mathcal{N}(0, \frac{1}{m}) \), satisfies \( S \)-REC \((S_\delta, \Omega(1 - \alpha), 0)\) with probability \( 1 - \exp(-\Omega(\alpha^2 m)) \).

The sample complexity bound for the SDLSS model containing a generator \( G_\theta \) having a piecewise-linear activation function with \( t \) pieces is given in Theorem 5 which places a bound on the reconstruction error when the matrix satisfies \( S \)-REC on the union-of-submanifolds (represented by \( S_\delta, \Omega(1 - \alpha) \)). The proof is along the lines provided by [Bora et al., 2017].

**Theorem 5.** Let \( G_\theta : \mathbb{R}^k \rightarrow \mathbb{R}^n \) be a generative model with \( d \)-layers having a piecewise-linear activation function with \( t \) pieces and at most \( h \) nodes in each layer. Let \( A \in \mathbb{R}^{m \times n} \) be a Gaussian matrix with i.i.d. entries \( A_{i,j} \sim \mathcal{N}(0, \frac{1}{m}) \) that satisfies \( S \)-REC \((S_\delta, \Omega(1 - \alpha), 0)\). For any \( x \in \mathbb{R}^n \), if the number of measurements given by \( y = Ax \in \mathbb{R}^m \) is \( \mathcal{O}(sd \log \frac{kht}{s}) \), where \( s \) is the sparsity of the latent variable \( z \), then, with probability \( 1 - \exp(-\Omega(m)) \), the following result holds:

\[
\|G_\theta(\hat{z}) - x\|_2 \leq C \min_{z \in \mathbb{R}^k, \|z\|_0 \leq s} \|G_\theta(z) - x\|_2 + 2\epsilon,
\]

where \( \hat{z} \) minimizes \( \|y - AG_\theta(z)\|_2 \) to within additive \( \epsilon \) of the optimum, \( C \) is a constant, \( \Omega \) is the asymptotic lower bound, and \( 0 < \alpha < 1 \).

The following result is a generalization of the sample complexity result by [Bora et al., 2017] for a generator model \( G_\theta \) with ReLU activation (piecewise-linear with two pieces) and without the sparsity assumption on the latent space such that with \( k = s \).
Algorithm 1 Sparsity-Driven Latent Space Sampling (SDLSS)

Input: Data batch $\{x_i\}_{i=1}^N$, sensing operator $A \in \mathbb{R}^{m \times n}$ (linear) or $A_\phi$ (nonlinear), generator $G_\theta$, learning rate $\alpha$ and $\beta$, latent optimization steps $T$, batch size $N$, and sparsity factor $s$.

repeat
  Initialize the generator and measurement network parameter $\theta$ and $\phi$, respectively.
  for $i = 1$ to $N$ do
    Measure the signal $y_i \leftarrow Ax_i$ or $A_\phi(x_i)$
    Sample $z \sim N(0, I)$
    for $t = 1$ to $T$ do
      $\hat{z}_i = P_s(z_i - \beta \nabla_z f(y_i, z_i))$
    end for
    Update 1: $\theta \leftarrow \theta - \alpha \frac{\partial L}{\partial \theta}$ (linear)
    or
    Update 2: $\theta \leftarrow \theta - \alpha \frac{\partial L}{\partial \theta}$, $\phi \leftarrow \phi - \alpha \frac{\partial L}{\partial \phi}$ (nonlinear)
  end for
  Update $y = AG_\theta(z)$ or $y = A_\phi G_\theta(z)$
until $\|y - AG_\theta(z)\|_2 \leq \epsilon$ or $\|y - A_\phi G_\theta(z)\|_2 \leq \epsilon$

6 Proximal Meta-learning

Meta-learning or learning-to-learn proposed by [Finn et al., 2017] is a novel training strategy that has been shown to improve the performance of models involving multiple tasks. Meta-learning can solve new tasks efficiently using only a small number of training samples. Deep compressed sensing (DCS) [Yan et al., 2019] employed meta-learning to jointly optimize the latent variable $z$ and the parameters $\theta$ and $\phi$ of the generative and measurement models, respectively, in the nonlinear settings and demonstrated that the meta-learning results in faster reconstruction from fewer measurements. We propose a proximal meta-learning (PML) algorithm that fuses the idea of proximal gradient-descent together with meta-learning to promote sparsity in the latent space while optimizing the cost in Eq. (12).

In PML algorithm, the sparse coding of each data sample in a batch is considered as a task $T_i$ and the corresponding latent variable $z_i$ (such that $x_i = G_\theta(z_i)$ and $y_i = Ax_i$) as the parameter associated with task $T_i$. The generator loss $L_G$ associated with all the tasks is given as:

$$L_G = \frac{1}{N} \sum_{i=1}^N \left\{ \|y_i - AG_\theta(z_i)\|_2 + \|z_i\|_0 \right\},$$

where $N$ is the batch-size and $\| \cdot \|_0$ denotes the $\ell_0$-pseudo-norm. The latent space is optimized to adapt to each task $T_i$ with a few (up to five) proximal gradient-descent updates on the latent variable $z_i$:

$$\hat{z}_i = \arg \min_{z_i} \left\{ f(y_i, z_i) = \|y_i - AG_\theta(z_i)\|_2 \right\},$$

$$= P_s(z_i - \beta \nabla_z f(y_i, z_i)),$$

where $\beta$ is the learning rate, and $P_s$ is the hard-thresholding operator that sets all but the largest (in magnitude) $s$ elements of its argument to 0.

The model parameter $\theta$ is trained by optimizing the measurement loss $L_G$ and $S$-REC loss $L_A$ across all the tasks $T_i$. The parameter updates are performed via stochastic gradient-descent (SGD) [Robbins and Monroe, 1951]:

$$\theta \leftarrow \theta - \alpha \frac{\partial (L_G + L_A)}{\partial \theta},$$

where $\alpha$ is the corresponding meta step-size parameter. The SDLSS approach is summarized in Algorithm 1.

7 Experimental Results

We perform experimental validation on standard datasets such as Fashion-MNIST [Xiao et al., 2017], CIFAR-10 [Krizhevsky et al., 2009] and CelebA [Liu et al., 2014], with the dimensionality of the images in the datasets being $28 \times 28$, $32 \times 32$, and $64 \times 64$, respectively. The generator is a two-layered feed forward neural network for Fashion-MNIST dataset with 500 neurons in each hidden layer and leaky ReLU as the activation function. In contrast, a standard DCGAN generator [Radford et al., 2016] is used for CIFAR-10 and CelebA datasets. These settings are the
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Figure 2: Validation error (Fashion-MNIST) as a function of the number of epochs for a given number of measurements $m = 5$: (a) $k = 100$, (b) $k = 784$. LMM stands for the linear measurement model and NLMM corresponds to the nonlinear one.

Figure 3: Fashion-MNIST: Validation error as function of epochs for a given measurement $m = 5$.

The efficacy of the proposed SDLSS model is demonstrated in comparison with DCS [Yan et al., 2019] in terms of three objective metrics: peak signal-to-noise ratio (PSNR = $-10 \log (\| x - G_\theta(z) \|^2_2 )$ dB), with peak value considered to be unity; per-pixel reconstruction error (RE $= 10 \log (\| x - G_\theta(z) \|^2_2 / n )$ dB), where $n$ is the total number of pixels; and the structural similarity index metric (SSIM) [Wang et al., 2004]. The metrics are averaged over all the test images of a batch. A batch size of 64 images is considered for all the datasets.

We would first like to highlight the superiority of a learned nonlinear sensing operator in comparison to the linear one. We generate two sets of measurements $y$ from the given training samples $x$, one corresponding to a linear operator and the other corresponding to a nonlinear operator. The linear operator $A \in \mathbb{R}^{m \times n}$ is a random Gaussian matrix with i.i.d. entries such that $A_{i,j} \sim \mathcal{N}(0, \frac{1}{m})$. The nonlinear sensing operator is either a feedforward neural network (for Fashion-MNIST) or a convolutional neural network (for CelebA and CIFAR-10).
In order to assess and compare the performance of the SDLSS framework with a linear or a learned nonlinear measurement model, we conduct experiments on Fashion-MNIST dataset with varying values of the dimension of the latent space. The maximum value of the dimension of the latent space is set exactly equal to the dimension of the generator output for the FashionMINIST dataset, i.e., \(28 \times 28 = 784\). On the other hand, for CIFAR-10, the maximum value of \(k\) is set to \(32 \times 32 = 1024\), and for CelebA, it is set to \(64 \times 64 = 4096\), i.e., the dimension of a single channel in the image. The plot of the reconstruction error for two choices of the latent space dimension is shown in Fig. 2. The figure shows that the performance of the learned nonlinear model is superior to the linear one. Henceforth, we consider the learned nonlinear measurement model for comparison with DCS [Yan et al., 2019].

The next experiment demonstrates the impact of sparsity on the reconstruction error. We consider two cases with and without sparsity (i.e., DCS) considering two choices of the latent space dimension: \(k = 100\) (latent space dimension less than that of the input) and \(k = 784\) (latent space dimension equal to that of the input). The reconstruction error is shown in Fig. 3. From the figure, we observe that the reconstruction error in case of DCS decreases with increase in the dimensionality of the latent space, which is consistent with the observation reported by [Asim et al., 2020]. The reconstruction error behavior in case of SDLSS is also similar. However, the decrease in reconstruction error of DCS is minimal compared to that of SDLSS. Further, the performance of SDLSS framework with sparsity \(s = 50\) and latent dimension \(k = 100\) is on par with the DCS framework with latent dimension \(k = 784\). Fig. 4 shows the reconstruction error of SDLSS as a function of the sparsity level \(s\) for \(k = 784\). We observe that there is an optimal sparsity level for which the reconstruction error is the least. Therefore, the effective latent space dimension is much smaller than 784. This experiment underscores the importance of introducing sparsity into the generative model based CS framework. Fig. 5 shows the images reconstructed using both DCS and SDLSS frameworks in comparison with the ground truth. The PSNR and SSIM values indicated in Fig. 5 are calculated for a given batch and these metrics are higher for the SDLSS technique than DCS. Visual inspection shows that the images generated by SDLSS have sharper features (highlighted using red boxes) compared with those generated by DCS. This experiment shows that introducing sparsity has the effect of minimizing overlap between features by suppressing redundancy of the features. In order to further confirm the finding, we carry out the same experiment on the CelebA dataset, which comprises color images. The colour is a new feature here and we observe from Fig. 6 that SDLSS preserves the color information more accurately than DCS. The SDLSS images are also sharper than DCS images. The PSNR and SSIM values averaged over all test images in a batch with different values of \(m\) for Fashion-MNIST, CIFAR-10, and CelebA datasets are computed and summarized in Tables 1, 2, and 3, respectively. The SDLSS outperforms DCS at lower compression rates over all the datasets under consideration.

Figure 4: Fashion-MNIST: Reconstruction error on test data as a function of sparsity for a given measurements \(m = 10\) and latent dimension \(k = 784\).
Figure 5: Reconstructed images (Fashion-MNIST dataset) with corresponding PSNR/SSIM values for \( m = 5 \) and \( k = 784 \). The sparsity factor \( s = 200 \) in SDLSS. The SDLSS framework gives images with sharper features (illustrated in red boxes).

Figure 6: Performance illustration on CelebA dataset. Row one: ground-truth image; Rows two and three: images reconstructed by DCS and SDLSS, respectively. \( m = 200 \) and \( k = 4096 \). The sparsity factor \( s \) in SDLSS is set to 2000.

8 Conclusions

We addressed the compressed sensing problem using a deep generative prior and proposed a sparsity driven latent space sampling (SDLSS) framework and a union-of-submanifolds signal model to capture the data distribution. We developed the proximal meta-learning (PML) algorithm by combining proximal gradient-descent and meta-learning for promoting sparsity while optimizing the latent space along with training of the generator model in the SDLSS framework. We considered both linear and learned nonlinear sensing mechanisms and showed that the latter operating within the SDLSS framework is superior compared to DCS provided that the level of sparsity in the latent space is chosen appropriately. In addition, we derived the sample complexity results for a linear measurements with the generator prior containing a neural network with piecewise linear activation function with atmost \( t \)-pieces and showed that the results derived by [Bora et al., 2017] are a special case. The efficacy of the SDLSS over DCS was demonstrated with application to

Table 1: Performance comparison between DCS and the SDLSS (ours) approaches considering Fashion-MNIST dataset. The latent space dimension \( k = 784 \).

| METHOD | METRIC   | \( m = 5 \) | \( m = 10 \) |
|--------|----------|-------------|-------------|
| DCS    | PSNR [dB]| 17.26 ± 0.35 | 18.60 ± 0.35 |
|        | SSIM     | 0.674 ± 0.020 | 0.741 ± 0.017 |
| SDLSS  | PSNR [dB]| 17.31 ± 0.37 | 18.71 ± 0.35 |
| \( s=200 \) | SSIM     | 0.691 ± 0.019 | 0.755 ± 0.017 |
Table 2: Performance comparison between DCS and SDLSS approaches on CIFAR-10 dataset ($k = 1024$).

| METHOD | METRIC | $m = 25$ | $m = 50$ |
|--------|--------|----------|----------|
| DCS    | PSNR [dB] | 19.97 ± 0.25 | 21.90 ± 0.25 |
|        | SSIM    | 0.611 ± 0.017 | **0.721 ± 0.013** |
| SDLSS  | PSNR [dB] | **20.36 ± 0.23** | **22.22 ± 0.25** |
| (s=500)| SSIM    | **0.611 ± 0.017** | **0.718 ± 0.014** |

Table 3: Performance comparison between DCS and SDLSS (ours) on CelebA dataset ($k = 4096$).

| METHOD | METRIC | $m = 100$ | $m = 200$ |
|--------|--------|----------|----------|
| DCS    | PSNR [dB] | 21.87 ± 0.23 | 22.75 ± 0.27 |
|        | SSIM    | 0.811 ± 0.011 | 0.844 ± 0.017 |
| SDLSS  | PSNR [dB] | **23.90 ± 0.24** | **25.76 ± 0.26** |
| (s=2000)| SSIM    | **0.865 ± 0.011** | **0.901 ± 0.008** |

compressed sensing on standard datasets such as Fashion-MNIST, CIFAR-10, and CelebA. The question of determining the optimal level of sparsity in the latent space remains an open one.
We review the definitions of simple arrange and face provided in [Matousek 2013] and use them to prove Lemma 2 and Lemma 4 in the main paper.

**Definition 2.** (Matousek 2013) Let \( H \) be a set of hyperplanes in \( \mathbb{R}^d \). If the intersection of every \( k \) hyperplane is \((d - k)\)-dimensional, then the arrangement of \( H \) is called simple.

**Definition 3.** (Matousek 2013) Let \( H \) be a set of hyperplanes in \( \mathbb{R}^d \). A simple arrangement of a finite set \( H \) of hyperplanes partitions \( \mathbb{R}^d \) into open convex sets with dimensions ranging from 0 to \( d \). A \( d \)-dimensional open convex set is called as \( d \)-dimensional face or \( d \)-dimensional linear region.

## A Proof of Lemma 2

**Proof.** The proof is based on induction and is provided for the case of ReLU activation (piecewise linear with two piece) and \( k = s \) in Lemma 1 [Bora et al., 2017]. For \( k = s \) the number of \( k \)-dimensional faces or linear regions generated by \( h \) number of hyperplanes in \( \mathbb{R}^k \) is \( \mathcal{O}(h^k) \).

For \( k \neq s \) and \( k \gg s \), where \( s \) is the sparsity of the latent dimension, the number of \( s \)-dimensional subspaces \( W_i \subseteq \mathbb{R}^k \) is \( \mathcal{O}((\frac{s}{k})^s) \) (upper bound on \( \binom{k}{s} \)). According to Lemma 1 \( h \) hyperplanes divide \( W_i \in \mathbb{R}^s \) into \( \mathcal{O}(h^s) \) number of \( s \)-dimensional faces or linear regions. Each \( W_i \in \mathbb{R}^s \) is partitioned independently by the hyperplanes. Therefore, the total number of \( s \)-dimensional faces or linear regions in \( \mathbb{R}^k \) is \( \mathcal{O}((\frac{kh}{s})^s) \). 

## B Proof of Lemma 4

**Proof.** Let \( s \) be the support of the input latent space and \( b \) be the number of nodes in the first layer of the generator network. Each node can be considered as a hyperplane in \( \mathbb{R}^k \). Therefore, from Lemma 1, Lemma 2, and the result for piecewise linear activation function with at most \( t \) piece presented in [Gajjar and Musco, 2020], the number of \( s \)-dimensional faces or linear regions in \( \mathbb{R}^k \) generated by the first layer of the generator \( G_\theta \) with \( t \)-piece activation is \( \mathcal{O}((\frac{kh}{s})^s) \). Since there are \( d \) layers in the generator network, the input space \( \mathbb{R}^k \) is partitioned into at most \( \mathcal{O}((\frac{kh}{s})^{sd}) \) number of \( s \)-dimensional faces or linear regions. The generator \( G_\theta \) maps each \( s \)-dimensional faces or linear regions to a corresponding submanifold. Thus, the range-space of the generator \( G_\theta(\mathbb{R}^k) \) with \( d \) layers is the union of \( \mathcal{O}((\frac{kh}{s})^{sd}) \) number of submanifolds.

From Lemma 3 applying union bound over \((\frac{kh}{s})^{sd}\) number of submanifolds implies that \( A \) satisfies the \( S \)-REC\((S_s,G_\theta,(1 - \alpha),0)\) with probability \( 1 - (\frac{kh}{s})^{ad} \exp^{-\Omega(\alpha^2m)} \). Thus, \( A \) satisfies the \( S \)-REC\((S_s,G_\theta,(1 - \alpha),0)\) with probability \( 1 - \exp^{-\Omega(\alpha^2m)} \), if \( m \) is bounded as given below:

\[
m = \Omega\left(\frac{1}{\alpha^2 sd \log \frac{kh}{s}}\right).
\]

(17)
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