The impact of temporal sampling resolution on parameter inference for biological transport models
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Abstract

Imaging data has become widely available to study biological systems at various scales, for example the motile behaviour of bacteria or the transport of mRNA, and it has the potential to transform our understanding of key transport mechanisms. Often these imaging studies require us to compare biological species or mutants, and to do this we need to quantitatively characterise their behaviour. Mathematical models offer a quantitative description of a system that enables us to perform this comparison, but to relate these mechanistic mathematical models to imaging data, we need to estimate the parameters of the models. In this work, we study the impact of collecting data at different temporal resolutions on parameter inference for biological transport models by performing exact inference for simple velocity jump process models in a Bayesian framework. This issue is prominent in a host of studies because the majority of imaging technologies place constraints on the frequency with which images can be collected, and the discrete nature of observations can introduce errors into parameter estimates. In this work, we avoid such errors by formulating the velocity jump process model within a hidden states framework. This allows us to obtain estimates of the reorientation rate and noise amplitude for noisy observations of a simple velocity jump process. We demonstrate the sensitivity of these estimates to temporal variations in the sampling resolution and extent of measurement noise. We use our methodology to
provide experimental guidelines for researchers aiming to characterise motile behaviour that can be described by a velocity jump process. In particular, we consider how experimental constraints resulting in a trade-off between temporal sampling resolution and observation noise may affect parameter estimates.

**Author summary**

We consider how the temporal resolution of imaging studies affects our ability to carry out accurate parameter estimation for a stochastic biological transport model. This model provides a mechanistic description of motile behaviour and is often used to interrogate transport processes, such as the motion of bacteria. Parameter inference is necessary to characterise different types of transport and to make predictions about biological behaviour under different conditions. Typically, observations of the transport process, at the level of individual trajectories, are made at discrete times. This can lead to errors in parameter estimation because we do not have complete trajectory information. We present a framework for Bayesian inference for these models of biological transport processes. Using this framework, we study the effects of collecting data more or less frequently, and with varying measurement noise, on what we can learn about the biological system via parameter estimation.

**Introduction**

Biological transport processes occur on a wide range of spatial and temporal scales, but a common mechanism for transport involves two phases: fast active transport, and a quasi-stationary reorientation phase. This pattern of movements has been observed at a range of scales from the intracellular transport of cellular components such as mRNA particles moving on a microtubular network [29], to the run-and-tumble motion of bacteria such as *Escherichia coli* [6, 25, 32], and the flights of birds between nesting sites [36]. To capture appropriately these two phases of motion, a class of models known as velocity jump process (VJP) models [10, 11, 25, 26, 36] (also known as correlated random walks [9, 19–22] or Levy Walks [5, 13, 38, 39]) have been developed.

Estimating the parameters of these models can inform us about mechanistic
parameters relating to the underlying biological process, such as the rate of reorientation. Being able to obtain accurate estimates, with appropriate uncertainty, for these parameters allows us to compare different biological species or mutants, and gain an understanding of the underlying mechanistic behaviour. Importantly, parameterising models, and quantifying the uncertainty in parameter estimates, as can be achieved via Bayesian inference, enables us to use models to make quantitative predictions of behaviour in new conditions, with quantifiable uncertainty. By performing experiments to test model predictions, we can evaluate the areas in which a given model fails to describe the experimental data, and so iteratively refine our understanding of a given system or phenomenon.

In this work, we consider the effects that experimental design can have on the information we can obtain from a data set, in terms of using that data to estimate parameters of a computational model. In particular, for time series data describing a biological transport process, we vary the time between successive measurements. We demonstrate a framework for estimating the parameters of a VJP model for data of this form in the presence of noise, and examine how the posterior estimates of the model parameters change for more coarsely sampled and noisier datasets. Our framework formulates the VJP model as a process with hidden states, as in a hidden Markov model (HMM), which allows us to use particle Markov Chain Monte Carlo (pMCMC) methods to perform exact Bayesian inference. We use our framework to suggest sensible experimental design choices in the context of microscopy studies, where there may be a trade-off between how frequently it is possible to image, and the noise resulting from more or less frequent observations of the process. Finally, we present a comparison between the pMCMC framework described in this work and approximate Bayesian computation (ABC) for parameter inference in this context.

**Velocity jump process models**

VJP models have been developed to describe biological transport processes where there is persistent or biased random motion \([25,27,36]\). Correlated, persistent motion is observed experimentally in a variety of contexts \([25,28]\). VJP models are most appropriate for motion consisting of multiple phases such as a fast directed phase and
a stationary or reorientation phase, and these models describe how an object moves in one direction before reorienting and moving in a new direction. This type of “run and reorientate” motion is exhibited, for example, by *Escherichia coli* [6, 32], fibroblasts [28], and RNA-protein complexes [29].

We present here a mathematical description of a VJP model. Suppose we have a running time distribution, with probability density function (pdf) $f_\tau$, and a waiting time distribution, with pdf $f_\mu$. Random variables drawn from these distributions dictate the lengths of time spent in the fast active transport, or running phase of the VJP and the reorientation phase, respectively. After the reorientation phase, a direction for the new run is chosen according to a reorientation kernel, $f_\Phi$. For biological processes with a distinct separation of timescales between these two phases, it is often possible to assume that reorientations between successive runs occurs instantaneously and therefore neglect the reorientation phase in a model of the process [25, 36]. This results in simulated trajectories as shown in Fig 1.

**Fig 1.** Four example VJP trajectories, simulated with a uniform reorientation kernel, reorientation frequency $\lambda = 0.2 \text{s}^{-1}$ and running speed $c = 50 \mu\text{ms}^{-1}$ for a duration of $T = 64 \text{s}$. These trajectories start from the origin, and are orientated initially parallel to the positive $x$-axis.

In the simplest case, where we assume that the running time distribution is memoryless, that is, exponentially distributed, with $f_\tau(t) = \lambda \exp(-\lambda t)$, the long time behaviour of the mean squared displacement scales linearly with time, $t$ [25]. Further moments of the motion of individuals displaying such VJP behaviour have been
characterised by making certain closure assumptions \cite{10}. For the case of a more
general running time distribution, with finite mean and variance, in the large time
limit, the probability of the particle being at position $x$ at time $t$ follows a diffusion
equation \cite{36}.

In practice, VJP models are often parameterised by obtaining measurements of the
effective diffusion coefficient or the mean squared displacement, and using these data
to estimate the parameters of a specific running distribution \cite{25, 36}. Rosser et al. \cite{32}
parameterised a HMM via maximum likelihood estimation, whilst Nicosia et al. \cite{24}
fitted a hidden state random walk model to animal movement data using an
expectation-maximization algorithm. These frequentist approaches can provide useful
point estimates of the VJP parameters, but fail to take account of the uncertainty
inherent in these estimates which can be crucial when dealing with noisy biological
data (see Fig 1). By adopting a Bayesian approach to parameter estimation, in this
work we are able to obtain a posterior distribution for model parameters of interest,
which gives a quantifiable uncertainty to estimates. These quantitative measures of
uncertainty enable the generation of predictions of further biological behaviour using
the model, and characterisation of their uncertainty. In addition, we can consider the
effects of noisy data measurements upon the accuracy of parameter inference, which
has previously been difficult to deal with in practice, or has been neglected.

For simplicity, in this work we will assume that there is a separation of timescales
between running and reorientation phases, such that reorientations can be considered
instantaneous. In addition, we assume that the running time distribution, $f_\tau$, is
exponentially distributed and the reorientation kernel is a uniform distribution on
$[-\pi, \pi)$. We follow the trajectory of a single, motile individual, and take, as
experimental measurements, the change in angle between successive observed positions
(calculated relative to the previous observed position), subject to measurement noise
drawn from a wrapped Normal distribution, $N(0, \sigma^2)$, where $\sigma$ is the magnitude of the
noise (see Fig 2 where the observed angle change between observations at times $k\Delta t$
and $(k + 1)\Delta t$ is $\theta_1$). Our Bayesian inference approach will target estimation of the
reorientation rate, $\lambda$, and the magnitude of the noise, $\sigma$. 
Inference for velocity jump process models via particle Markov chain Monte Carlo

Inference for partially observed Markov processes can be performed using particle Markov Chain Monte Carlo (pMCMC), as developed by Andrieu and Roberts [1] and Andrieu et al. [2]. pMCMC provides a Bayesian framework for parameter estimation by allowing samples to be drawn from the posterior distribution of the model parameters, given observed data, without needing to evaluate the likelihood function directly. For partially observed Markov process models, the model structure makes directly evaluating the likelihood difficult or expensive. Instead of evaluating the likelihood directly, we can use (unbiased) estimates of the likelihood within an MCMC algorithm. Estimating the likelihood of the observed data given certain parameters can be achieved with a particle filter (also known as a sequential Monte Carlo scheme) for a fixed, finite, number of particles. The results of Andrieu et al. [2] demonstrate that, even when a finite number of particles are used in the filter to estimate the likelihood, the MCMC algorithm will still target the correct posterior distribution.

These methods have been applied in the context of modelling of epidemics [31] and of biochemical reaction networks [15, 16]. However, pMCMC methods for parameter inference have not previously been applied to spatial agent-based models, such as the VJP model considered here. The pMCMC algorithm used in this work is given in Algorithm 1 for an observed dataset \( y = \{ y_k \mid k = 1, 2, \ldots, T \} \).

**Algorithm 1** Particle MCMC

1. Initialise parameters, \( \theta_0 \).
2. Run a particle filter (see Algorithm 2) to compute an estimate of the marginalised likelihood \( \hat{p}(y|\theta_0) \), where \( y \) is the observed data.
3. for \( k = 1 : N \) do
4. Draw parameters \( \theta^* \) from a proposal distribution \( q(\cdot|\theta_{k-1}) \).
5. Run a particle filter to compute an estimate of the marginalised likelihood \( \hat{p}(y|\theta^*) \).
6. Accept the proposed move with probability \( \alpha \) where
\[
\alpha = \max \left( 1, \frac{\pi(\theta^*) q(\theta_{k-1}|\theta^*) \hat{p}(y|\theta^*)}{\pi(\theta_{k-1}) q(\theta^*|\theta_{k-1}) \hat{p}(y|\theta_{k-1})} \right).
\]
If the move is accepted, set \( \theta_k = \theta^* \), otherwise set \( \theta_k = \theta_{k-1} \).
7. end for

---

1We note that VJP models can be viewed in this form by introducing hidden states, as explained in Section “Methods”. 
Algorithm 2 Bootstrap particle filter

1: Sample a collection of particles \( \{x_1^1, \ldots, x_1^M\} \) from an initial density \( p(x_1) \).
2: for \( i = 1 : M \) do
3: \hspace{1em} Compute the weights for each particle, \( i \), via \( w_i^1 = p(y_1|x_1^i, \theta) \).
4: \hspace{1em} Find the normalised weights
\[
\tilde{w}_1^i = \frac{w_i^1}{\sum_{j=1}^M w_j^1}.
\]
5: end for
6: Resample \( N \) times with replacement from the collection of particles, \( \{x_1^1, \ldots, x_1^M\} \), with probabilities given by the normalised weights, \( \{w_1^1, \ldots, w_1^M\} \).
7: for \( t = 1 : (T - 1) \) do
8: \hspace{1em} for \( i = 1 : M \) do
9: \hspace{2em} Evolve the current collection of particles according to the forward model, by drawing \( x_{t+1}^i \sim p(x_{t+1}|x_t^i, \theta) \).
10: \hspace{2em} Compute the weights for each particle, \( i \), via \( w_{t+1}^i = p(y_{t+1}|x_{t+1}^i, \theta) \).
11: \hspace{2em} Find the normalised weights
\[
\tilde{w}_{t+1}^i = \frac{w_{t+1}^i}{\sum_{j=1}^M w_{t+1}^j}.
\]
12: end for
13: Resample \( M \) times with replacement from the collection of particles, \( \{x_{t+1}^1, \ldots, x_{t+1}^M\} \), with probabilities given by the normalised weights, \( \{w_{t+1}^1, \ldots, w_{t+1}^M\} \).
14: end for
15: Obtain an estimate of the marginal likelihood using the unnormalised weights, via
\[
\hat{p}(y|\theta) = \prod_{t=1}^T \frac{1}{M} \sum_{i=1}^M w_t^i.
\]
16: return \( \hat{p}(y|\theta) \)

Details of the bootstrap particle filter algorithm used within pMCMC are given in Algorithm 2. A particle filter represents the state of the system via a population of weighted particles \[12\]. We obtain an estimate of the likelihood by successively updating the hidden state of the system (represented via the particles) and comparing this hidden state with the observed data at each observed time point, to give new weights for the particles according to how well they match the observed data. To prevent a degenerate situation where the state of the system is represented solely by a single particle, it is necessary to resample from the population of particles according to their weights.
Methods

We will demonstrate how to exploit pMCMC methods to obtain posterior parameter estimates for the VJP outlined in the Introduction by formulating it within an appropriate framework that incorporates hidden states. This formulation additionally allows us to incorporate a model for measurement noise in our observations, as well as explicitly accounting for the temporal discretisation of the data. The hidden states (also known as latent variables) in our model will describe whether or not a reorientation event occurred between observations of the VJP. This is not a variable that we can observe directly, since we only measure the observed angle change. For example, in Fig. 2 there was a reorientation event between observations at $t = k\Delta t$ and $t = (k + 1)\Delta t$, and an observed angle change of $\theta_1$, on the other hand, there was no reorientation event between observations at $t = (k + 1)\Delta t$ and $t = (k + 2)\Delta t$ and an observed angle change of $\theta_2$. Note that the true reorientation angle for the reorientation event that takes place between observations at $t = k\Delta t$ and $t = (k + 1)\Delta t$ is $\Phi$.

![Fig 2.](image)

**Fig 2.** The observed motile individual is observed at discrete times $t = k\Delta t$ for $k \in \{0, 1, \ldots, T\}$ (marked by crosses). In each time interval between observations, we measure the angle change between observed the direction of travel between successive observations. We assign a hidden state to each time interval according to whether a reorientation event occurred in that time interval or not. In this example, which excludes measurement noise, there is a reorientation event, through angle $\Phi$, between observations at times $t = k\Delta t$ and $t = (k + 1)\Delta t$; however, the measured angle change between these observations is $\theta_1$. Conversely, there is no reorientation event between observations at $t = (k + 1)\Delta t$ and $t = (k + 2)\Delta t$ and an observed angle change of $\theta_2$.

We assume that we observe the system at times $\{k\Delta t : k \in \{0, 1, \ldots, T\}\}$ by measuring the position of the individual of interest and recording the observed angle changes.
change. We define the hidden variable, $X_k$, as follows:

$$X_k = \begin{cases} 
1, & \text{if a reorientation event occurred during } [k\Delta t, (k+1)\Delta t), \\
0, & \text{otherwise.} 
\end{cases} \quad (1)$$

The observed state is the observed angle change, $\theta_k$, obtained as the difference between the observed direction of travel during $[(k-1)\Delta t, k\Delta t)$ and $[k\Delta t, (k+1)\Delta t)$, $k \geq 1$. We show the hidden and observed states in Fig. 3a), with dependence between these states given by the transition and emission probabilities, denoted $\beta_k$ and $p_{ij}$, respectively. The hidden variable, $X_k$, evolves according to the VJP model. Here, since we have an exponential distribution for the running time, $P(\text{reorientation event in } [(k-1)\Delta t, k\Delta t)) = \exp(-\lambda \Delta t)$.

**Model without measurement noise**

We initially make progress by simplifying the problem and its exposition via the assumption of zero measurement error. To relate the unobserved hidden state to the observed angle change, which we can measure, we derive probability distributions for the angle change given the hidden state. Note that there is additional dependence not only on the current hidden state, but also on the previous hidden states, as shown in Fig. 3b). We can obtain expressions for the emission probabilities by considering the path that is taken under different sequences of hidden states (Fig 4); we will outline simplifying assumptions as they are made.

Suppose we observe the system at times $(k-1)\Delta t, k\Delta t, \text{ and } (k+1)\Delta t$ for some $k$, as shown in Fig. 4. The sequence of hidden states $i, j$, correspond to whether there were reorientation events in the time intervals $[(k-1)\Delta t, k\Delta t)$ and $[k\Delta t, (k+1)\Delta t)$ respectively. Let $p_{ij}(\theta)$ be the pdf of observing a reorientation angle of $\theta$ given the sequence of hidden states $i, j$. We assume the angle change $\theta$ was observed over the time interval $[k\Delta t, (k+1)\Delta t)$ corresponding to the hidden state $j$. In the case where no reorientation occurs in either of the time intervals (corresponding to the situation in Fig 4a)), then, assuming no noise, we would observe zero angle change. That is, we have $p_{00}(\theta) = \delta(\theta)$. If a reorientation occurs in the time interval $[k\Delta t, (k+1)\Delta t)$, but not in the preceding time interval, $[(k-1)\Delta t, k\Delta t)$, (as shown in Fig 4b)), then the
Fig 3. Hidden and observed states in a partially observed Markov process model.

observed reorientation angle is $\theta_1$, as labelled in Fig 4b). This gives $p_{01}(\theta) := p_{\Theta_1}(\theta)$.

The marginal distribution of $\Theta_1$ is derived in the Section “Derivation of emission probabilities”, and depends on the running time distribution and the reorientation kernel.

If, immediately after a reorientation, we have no reorientation in the following time interval, then we may still observe a nonzero angle change since our discrete observation times do not in general coincide with the reorientation events. In this case, we have a reorientation event during $[(k-1)\Delta t, k\Delta t)$, and no reorientation during
Fig 4. Example paths for each pattern of hidden states. The object of interest moves from left to right, and is observed at times \((k-1)\Delta t, k\Delta t,\) and \((k+1)\Delta t\). In a), there are no reorientation events, so the object continues along a straight trajectory. In b), there is a single reorientation in the time interval \([k\Delta t, (k+1)\Delta t]\), where the object turns through an angle \(\Phi\), but the observed angle change is \(\theta_1\) due to the discretised observations. In c), there is a single reorientation in the time interval \([(k-1)\Delta t, k\Delta t]\). The object turns through an angle \(\Phi\) and continues on its new trajectory. We observe an angle change \(\theta_1\) for the time interval \([(k-1)\Delta t, k\Delta t]\), and observe an angle change \(\theta_2\) for the next time interval \([k\Delta t, (k+1)\Delta t]\) even though there was no reorientation during this time interval. Similarly, in d), there was a reorientation of true angle change \(\Phi'\) during \([(k-1)\Delta t, k\Delta t]\) followed by another reorientation of true angle change \(\Phi'\) in the time interval \([k\Delta t, (k+1)\Delta t]\). In this case, we observe \(\theta_1\) for the time interval \([(k-1)\Delta t, k\Delta t]\), and observe an angle change of \(\theta_2 + \theta_1'\) for the time interval \([k\Delta t, (k+1)\Delta t]\). Such a situation with a pattern of hidden states \(1, 0\) is shown in Fig 4c), and the observed angle change during the time interval \([k\Delta t, (k+1)\Delta t]\) corresponds to \(\theta_2\) in the diagram. We note that, by geometric arguments, we have

\[\theta_1 + \theta_2 = \Phi,\]  

where \(\Phi\) is the true angle change. Therefore, given a pattern of hidden states \(1, 0\) the angles \(\theta_1\) and \(\theta_2\) are not independent, and we have \(p_{10}(\theta_1, \theta_2) = p_{\Theta_2|\Theta_1}=\theta_1(\theta_2)\). Note we have assumed that we can observe the previous angle change directly, which is equivalent to assuming that the pattern of hidden states was in fact \(0, 1, 0\).
The remaining cases involve reorientation events in successive time intervals. Suppose we have the case where we have two successive reorientation events, giving a pattern of hidden states 1, 1, which is shown graphically in Fig 4d). This case is similar to the case with hidden states 1, 0 (see Fig 4c)), in that we observe a contribution to the reorientation angle from the correction for the previous reorientation event, $\theta_2$, and also a contribution from the new reorientation event, $\theta'_1$. As can be seen in Fig 4d), these contributions sum together to give an observed angle change for the time interval $[k\Delta t, (k + 1)\Delta t)$ of $\theta = \theta_2 + \theta'_1$. The probability density for sums of random variables can be expressed as a convolution [18]. Hence, $p_{11}(\theta_1, \theta) = (p_{\Theta_2} \ast p_{\Theta_2|\Theta_1 = \theta_1})(\theta)$, where $\ast$ is the convolution operator. Any further cases involve multiple reorientation events within a single time interval which occurs rarely, with probability on the order of $\mathcal{O}(\lambda\Delta t^2)$; we can neglect these provided $\lambda\Delta t \ll 1$.

To summarise therefore, the emission probabilities (that is the probability of observing a certain angle change given the sequence of hidden states) in the case without noise can be given as follows:

\[
\begin{align*}
p_{00}(\theta) &= \delta(\theta); \\
p_{01}(\theta) &= p_{\Theta_1}(\theta); \\
p_{10}(\theta) &= p_{\Theta_2|\Theta_1}(\theta); \\
p_{11}(\theta) &= (p_{\Theta_2|\Theta_1 \ast p_{\Theta}})(\theta).
\end{align*}
\]

Model with measurement noise

To account for noise, we introduce another layer of states in our diagram of state dependencies, as shown in Fig 3c). Let $z_k$ be the noisy observed angle change at time $k\Delta t$, which is a noisy observation of $\theta_k$, such that for a noise model, $K$, we have $z_k \sim K(\cdot, \theta_k)$. Alternatively, we can write the noisy observed angle as

\[
z_k = \theta_k + \epsilon_k,
\]
where $\epsilon_k \sim K(\cdot, 0)$. Under the assumption of a wrapped normal noise model, we obtain $\epsilon_k \sim N(0, \sigma^2)$. Since Eq (3) represents $z_k$ as a sum of random variables, it becomes clear that we can obtain the noisy emission probabilities, $q_{ij}$, corresponding to a pattern of hidden states $i, j$ via the following convolution:

$$q_{ij}(\theta) = (p_{ij} * K)(\theta)$$

$$= \int_{\Theta} p_{ij}(\theta-x)K(x,0)dx.$$

To extend our previous results to the noisy case, we therefore need to compute these convolutions, a task that must be carried out numerically.

**Derivation of emission probabilities**

In previous work [33], marginal distributions for the observed angle change, $\Theta_1$, were obtained and we summarise the arguments here. Fig 5 shows the true angle change and the observed angle change based on discrete time observations of the VJP.

![Fig 5. True and observed angle changes based on discrete time observations of a VJP without measurement error. Cartesian co-ordinates X and Y are shown in addition to polar co-ordinates R and $\Theta_1$. The object is moving along the trajectory from left to right as shown by the arrows.](image)

By changing co-ordinates from the displacement, $L$, (which is given by the running time distribution $f_r$) and true angle change, $\Phi$, to Cartesian co-ordinates, and then to polar co-ordinates, $R$ and $\Theta_1$, we can obtain a joint distribution for $R$ and $\Theta_1$ of

$$f_{R;\Theta_1}(r, \theta_1) = \begin{cases} \frac{r}{c \Delta t (c \Delta t - r \cos \theta_1)} & \arccos \left( \frac{r^2 \sin^2 \theta_1 - (c \Delta t - r \cos \theta_1)^2}{r^2 \sin^2 \theta_1 + (c \Delta t - r \cos \theta_1)^2} \right) \text{ if } (r, \theta_1) \in C; \\ 0, & \text{ otherwise,} \end{cases}$$

where $C = \{ r \leq c \Delta t, \theta \in [-\pi, \pi) \}$ is the set of permissible values for $r$ and $\theta$, $\Delta t$ is the
discretisation in time and \( c \) is the running speed. Integrating \( f_{R, \theta_1}(r, \theta_1) \) over \( r \) allows us to obtain the marginal distribution for \( \theta_1 \) via

\[
f_{\theta_1}(\theta_1) = \int_0^\infty f_{R, \theta_1}(r, \theta_1)dr.
\]

In the case where we assume a uniform reorientation kernel, \( f_\Phi(\theta) = 1_{[-\pi, \pi]}(\theta) \), then this integral becomes

\[
f_{\theta_1}(\theta_1) = \int_0^{c\Delta t} 2\pi c\Delta t (c\Delta t - r \cos \theta_1) dr
\]

\[
= \frac{-1}{2\pi c\Delta t \cos(\theta_1)} \int_0^{c\Delta t} \left( 1 + \frac{c\Delta t}{r \cos \theta_1} \right) dr
\]

\[
= \frac{-1}{2\pi c\Delta t \cos(\theta_1)} \left[ r + \frac{c\Delta t}{\cos \theta_1} \log \left| r - \frac{c\Delta t}{\cos \theta_1} \right| \right]_0^{c\Delta t}
\]

\[
= \frac{-1}{2\pi \cos^2 \theta_1} (\cos \theta_1 + \log(1 - \cos \theta_1)).
\]

We note that the marginal distribution for \( \theta_1 \) does not depend on the speed, \( c \), or the time discretisation, \( \Delta t \). This is intuitive because \( f_{\theta_1} \) is the pdf of a certain observed angle change, \( \theta_1 \), given there was a reorientation in that interval, irrespective of the length of that interval.

**Derivation of the joint distribution of \( \Theta_1 \) and \( \Theta_2 \)**

By considering the displacement in the \( X \) and \( Y \) directions during a time step, we have

\[
R \cos(\theta_1) = L + (c\Delta t - L) \cos(\Phi),
\]

\[
R \sin(\theta_1) = (c\Delta t - L) \sin(\Phi).
\]

Dividing these expressions, we can relate \( \theta_1 \) to \( L \) and \( \Phi \) by

\[
\tan(\theta_1) = \frac{(c\Delta t - L) \sin(\Phi)}{L + (c\Delta t - L) \cos(\Phi)}, \tag{4}
\]

and rearranging this for \( L \), we have

\[
L = \frac{c\Delta t (\tan \Phi - \tan \theta_1)}{\tan \Phi + \tan \theta_1 (\sec \Phi - 1)}.
\]
Differentiating with respect to $\theta_1$, we obtain

$$\frac{\partial L}{\partial \theta_1} = \frac{-c\Delta t \sec^2 \theta_1}{\tan \Phi + \tan \theta_1 (\sec \Phi - 1)} - \frac{c\Delta t (\tan \Phi - \tan \theta_1) \sec^2 \theta_1 (\sec \Phi - 1)}{(\tan \Phi + \tan \theta_1 (\sec \Phi - 1))^2},$$

which can be simplified to give

$$\frac{\partial L}{\partial \theta_1} = -\frac{c\Delta t \sin \Phi}{(\sin \Phi \cos \theta_1 + \sin \theta_1 (1 - \cos \Phi))^2}.$$

To transform from coordinates $(L, \Phi)$ to coordinates $(\theta_1, \Phi)$, we can use the Jacobian $J_{L,\Phi}$, where

$$\det J_{L,\Phi} = \frac{\partial L}{\partial \theta_1} = -\frac{c\Delta t \sin \Phi}{(\sin \Phi \cos \theta_1 + \sin \theta_1 (1 - \cos \Phi))^2}. \tag{5}$$

Therefore the joint distribution of $\theta_1$ and $\Phi$ is

$$f_{\theta_1, \Phi}(\theta_1, \phi) = \begin{cases} 
\left| \frac{c\Delta t \sin \Phi}{\sin \Phi \cos \theta_1 + \sin \theta_1 (1 - \cos \Phi)} \right| f_{\Phi}(\phi) \frac{1}{c\Delta t}, & \text{if } \theta_1, \phi \in C; \\
0, & \text{otherwise}. 
\end{cases}$$

Under the assumption that $\Phi$ is uniform on $[-\pi, \pi)$, as described in the Section “Velocity jump process models”, such that $f_{\Phi}(\theta) = \mathbb{1}_{[-\pi, \pi)}(\theta)$, we have

$$f_{\theta_1, \Phi}(\theta_1, \phi) = \begin{cases} 
\frac{|\sin \Phi|}{2\pi (\sin \Phi \cos \theta_1 + \sin \theta_1 (1 - \cos \Phi))^2}, & \text{if } \theta_1, \phi \in C; \\
0, & \text{otherwise}. 
\end{cases} \tag{6}$$

Changing variables again to $(\theta_1, \theta_2)$, via $\Phi = \theta_1 + \theta_2$, we have

$$f_{\theta_1, \theta_2}(\theta_1, \theta_2) = \begin{cases} 
\frac{|\sin(\theta_1 + \theta_2)|}{2\pi (\sin(\theta_1 + \theta_2) \cos \theta_1 + \sin \theta_1 (1 - \cos(\theta_1 + \theta_2)))^2}, & \text{if } \theta_1, \theta_2 \in C; \\
0, & \text{otherwise}. 
\end{cases} \tag{7}$$

From this joint distribution, we can then find the conditional distribution of $\theta_2$ given $\theta_1$, which is required to give $p_{10}(\theta) = f_{\theta_1, \theta_2}(\theta_1, \theta) / f_{\theta_1}(\theta_1)$. 

Approximate Bayesian computation

An alternative method commonly used for parameter estimation for models with intractable likelihoods is approximate Bayesian computation, or ABC [4, 30]. Suppose we can simulate data from a generative model, \( x \sim g(x|\theta) \). An example would be simulating a path from our VJP model. To generate samples from the posterior distribution, we repeatedly generate parameters from the prior, \( \theta \sim \pi(\theta) \), and use these parameters in our model to simulate synthetic data, \( x \sim g(x|\theta) \). We compare the simulated data with the true observed data and, if it is close enough, we accept the sampled parameter as samples from the posterior. In cases where the data are discrete, we can consider whether simulated data, \( x \), are equal to observed data, \( y \), and accept parameters correspondingly, which gives samples exactly from the posterior. Often, though, our models are continuous and the acceptance rate from an exact comparison would be prohibitively small. Instead we can take a distance function and consider when the distance between \( x \) and \( y \) is within a chosen tolerance \( \epsilon \), that is \( d(x, y) < \epsilon \). This introduces an approximation, which is exact only in the limit \( \epsilon \to 0 \). In practice, datasets can be high dimensional, resulting in very low acceptance rates for simulated data. By using summary statistics instead of the full datasets, we can reduce the dimensionality and obtain higher acceptance rates. Using summary statistics introduces another approximation into the method, meaning we compare \( d(s(x), s(y)) < \epsilon \), where \( s(x) \) gives the summary statistics for dataset \( x \). We present the ABC method in Algorithm 3, and will show a comparison between application of pMCMC and ABC for parameter estimation of a VJP model based on time series data.

**Algorithm 3**  ABC rejection sampling

1: Sample parameter value \( \theta \) from the prior \( \pi(\theta) \).
2: Generate synthetic dataset from the model \( x \sim g(x|\theta) \).
3: Accept sample \( \theta \) if \( d(s(x), s(y)) < \epsilon \), for a distance function, \( d(\cdot, \cdot) \), summary statistics, \( s(\cdot) \), and tolerance \( \epsilon \).

Results

We are able to investigate the effects of experimental design such as the discretisation, \( \Delta t \), of a time series on the estimated biophysical parameters, using the framework for
inferring the parameters of a VJP described in the Section “Methods”. We
demonstrate the effects of restrictions imposed by experimental constraints on a
trade-off between discretisation in time versus measurement noise. As such our results
can be used to provide guidance for experimental design choices.

**Increasing $\Delta t$ results in an abrupt break down in the posterior**

We first assume that the magnitude of the noise on the observed angle, $\sigma$, is fixed. We
vary the sampling frequency used to collect the data (corresponding to using different
values of $\Delta t$). We generate observed (in silico) data by simulating one single trajectory
directly from the VJP model, discretise this to generate observed angle changes with a
temporal resolution of $\Delta t$, and add independent Gaussian noise with zero mean and
variance $\sigma^2$ to these observations, representing measurement noise. Using datasets
generated from the same simulated path discretised at different temporal resolutions,
$\Delta t$, as shown in Fig 6 we infer a posterior distribution for the reorientation rate, $\lambda$, of
the VJP model and the magnitude of the measurement noise, $\sigma$, via particle MCMC.

We use a Metropolis–Hastings algorithm to run the MCMC algorithm with a
bootstrap particle filter \cite{17} using 400 particles to provide an estimate of the
likelihood. As a proposal distribution, we use the kernel $K(., \theta) \sim N(\theta, \Sigma)$, where

$$
\Sigma = \begin{pmatrix}
0.5 & 0 \\
0 & 0.05
\end{pmatrix}.
$$

We run the Markov chain for $N = 50,000$ steps with thinning of $m = 2$. The prior is
uniform on the log of the parameters over the intervals $[-1.70, 1.30]$ and $[-5, 1]$ for $\lambda$
and $\sigma$, respectively. The results are shown in Fig 7 for $\Delta t = 1/8, 1/4, 1/2, 1, 2, 4, 8$
seconds, with noise of unknown magnitude $\sigma$, where here $\sigma = 0.04$ rad. We obtain
samples from the posterior distributions that are very similar for small $\Delta t$, and
observe an abrupt break down in the posterior distributions obtained for datasets
sampled at larger values of $\Delta t$. This break down in posterior quality arises for values
of $\Delta t \geq 2$ s, when multiple reorientation events in a time interval start to become more
common (see also Fig 13). Provided that $\Delta t$ and $\lambda$ are such that the probability of
multiple reorientations in a time interval is small, we obtain accurate estimates of the
Fig 6. The data used in the pMCMC inference discretised at differing resolutions. The true trajectory is shown without discretisation in the first row, alongside the same path with circle markers to show the observed positions with $\Delta t = 4$ s and filled triangular markers to show observed positions with $\Delta t = 8$ s. The corresponding observed angle changes are shown in the lower rows for different values of $\Delta t$. Observations corresponding to multiple reorientations in a single time interval are highlighted in red. Parameters used in generating these data were a reorientation rate of $\lambda = 0.2 s^{-1}$, a run speed of $c = 50 \mu m s^{-1}$ and a total duration of observation of $T = 64$ s. A circular uniform distribution was used for the reorientation kernel. Observations are shown without measurement noise.

Increasing $\sigma$ increases the variance of the posterior for $\lambda$

To investigate sensitivity of the posterior to measurement noise, we now fix the discretisation, $\Delta t$, and vary the measurement noise amplitude, $\sigma$, used to create each dataset. Applying the same analysis as in the previous subsection, for a fixed value of $\Delta t = 2$, we obtain posterior distributions for the reorientation rate, $\lambda$, and measurement noise, $\sigma$, as shown in Fig 7. We find that increasing the noise amplitude, $\sigma$, increases the variance in the posterior distribution obtained for the reorientation rate, $\lambda$. In addition, we are able to correctly estimate the value of $\sigma$ used to generate the datasets.
Fig 7. Results of parameter estimation via pMCMC for the reorientation rate, $\lambda$, and measurement noise, $\sigma$. Data collected with different values of $\Delta t$ and fixed measurement noise, $\sigma = 0.04\text{ rad}$, were used in (a) and (b). Data generated with a fixed value of $\Delta t = 1\text{ s}$ and different values of the measurement noise, $\sigma$, were used in (c) and (d). The marginal posterior distributions for $\lambda$ are given in (a) and (c), while the marginal posterior distributions for $\sigma$ are shown in (b) and (d). The red dashed lines indicate the true values of parameters used in simulation of the datasets. The central rectangle of each boxplot shows the quartiles of the plotted distribution, with the central line giving the median. The whiskers above and below the rectangle show the maximum and minimum of the distribution unless there are outliers beyond 1.5 times the interquartile range below or above the 1st or 3rd quartiles, which are shown as dots.

We note that the presence of noise in the datasets results in a bias towards smaller estimates of the reorientation rate, $\lambda$. This can be explained intuitively by reasoning that some reorientations leading to very small observed angle changes are mistaken for noise as $\sigma$ increases.

More data provides better estimates

Let $T$ be the total duration of our observations of the system. For a fixed value of the time discretisation, $\Delta t$, varying $T$ is equivalent to gathering a bigger dataset. We fix $\Delta t = 1\text{ s}$ and allow $T$ to vary so that we can consider the effects of collecting more data. Posteriors for the reorientation rate, $\lambda$, are shown in Fig 8.
Fig 8. Results of parameter estimation via pMCMC for the reorientation rate, $\lambda$, with $\Delta t = 1$ s and $\sigma = 0$ rad, whilst varying $T$ to give different sized datasets.

It is clear that larger datasets result in less bias and less variance for estimates of the reorientation rate, $\lambda$. However, we note that running the particle filter within the pMCMC algorithm becomes much more computationally intensive as the size of the dataset increases, scaling as $O(T)$ as the size of the dataset increases.

**Experimental constraints**

We investigate the implications of these results for experimental design, by considering an imaging experiment to observe the position of an object of interest (for example, a bacterium) at regular time points. The behaviour of our system of interest happens over a certain timescale inherent to the biological process, so we fix the total duration for the imaging experiment, $T$, based on this timescale. We consider how best to choose the time between successive observations, $\Delta t$, given the restriction of a fixed photon budget. That is, we assume that the biological sample can only be exposed to a fixed number of photons before phototoxicity or photobleaching significantly reduce the quality of, or destroy, any further potential data. The results of Zhao et al. [41] suggest that there is an inverse square relationship between the signal to noise ratio (SNR) and the time between successive frames, $\Delta t$, of the form

$$\text{SNR} = k \sqrt{\Delta t},$$  
(8)

where $k$ is a constant that depends on the imaging set up, but not other experimental design choices. Assuming that for our model the noise is of magnitude $\sigma$, we find an
inverse square relationship between $\sigma$ and $\Delta t$, such that

$$
\sigma = \frac{K}{\sqrt{\Delta t}},
$$

(9)

for a new constant $K$ which is $k$ times the average angle change.

To investigate how to choose $\Delta t$ given a fixed photon budget, we set a value of the proportionality constant and vary $\sigma$ and $\Delta t$ according to this relationship. We take proportionality constants $K = 0.08$ and $K = 0.8$ in Fig[9] A larger value of the proportionality constant, $K$, corresponds to worse imaging conditions, in that for a fixed value of $\Delta t$, the noise in the images obtained will be greater. Therefore we expect our inference method to perform worse for a larger value of $K$. We then ask the question, for a given value of $K$, how should we choose $\Delta t$ to improve the parameter estimation? Our results in Fig[9] suggest that the value of $\Delta t$ should be taken as small as possible, even if this increases the noise present in the data.

![Fig 9](image-url)

**Fig 9.** Results of parameter estimation via pMCMC for the reorientation rate, $\lambda$, and measurement noise, $\sigma$, using data generated with a fixed value of $\Delta t$ and different values of the measurement noise, $\sigma$. We have varied both $\sigma$ and $\Delta t$ with an inverse square root relationship between these, as in Eq.[9]. The posterior distributions for $\lambda$ are given in (a) and (c), while the posterior distributions for $\sigma$ are shown in (b) and (d). The proportionality constant is $K = 0.08$ for (a) and (b) and $K = 0.8$ for (c) and (d).
Comparison to approximate Bayesian computation

A common approach for mathematical and computational models where the likelihood is intractable is to apply ABC for parameter inference \[4, 30\]. Although ABC produces samples from an approximate posterior, rather than the exact posterior distribution, it is intuitively simple to understand and implement. ABC methods have been applied to parameter estimation for biased, persistent random walk models very similar to our VJP model \[19, 22, 35, 40\]. For these methods, the choice of which summary statistics to use has notable effects on the approximate posterior distributions obtained via ABC.

We compare the quality of resulting posterior distributions obtainable with ABC to those from pMCMC. Our results, shown in Fig 10, suggest that for small values of $\Delta t$, when the dimensionality of the data observed is high, ABC performs poorly at approximating the posterior for the parameters of our VJP, which we were able to sample exactly using pMCMC. However, for large values of $\Delta t$, when we have a low dimensional dataset, ABC produces an approximate posterior centred on the true reorientation rate, $\lambda$, although it fails to capture the tails of the true posterior, with far too much concentration of the posterior samples around the true value. In addition, since the inference procedure in this case is not dependent on assumptions about multiple reorientations in a time step, we do not see a deterioration in the quality of the approximate posterior distributions as $\Delta t$ increases.

![Figure 10](image-url)

**Fig 10.** Parameter estimation via ABC rejection sampling for the reorientation rate, $\lambda$, in (a) and the measurement noise, $\sigma$, in (b) using full time series data collected with noise of magnitude $\sigma = 0.04$ rad, for different values of $\Delta t$. $N = 500,000$ datasets were generated and parameter samples corresponding to the closest 0.1% of the datasets were retained to give the approximate posterior.
For the results in Fig 10 we use the full available dataset consisting of observed angle changes at each time point. We generate $N = 500,000$ synthetic datasets based on parameters sampled from the prior, calculate the Euclidean distance between these synthetic datasets and our observed data, and select the parameters corresponding to 0.1% of the datasets closest to the observed data. As previously, we take a duration of time series $T = 64\text{s}$, and a prior uniform on the log of the parameters on the intervals $[-1.70, 1.30]$ and $[-2, 1]$ for $\lambda$ and $\sigma$, respectively.

We consider also the effects on the approximate posteriors sampled via ABC of using summary statistics, such as the transition matrices described in Jones et al. 19, which enable us to reduce the dimensionality of the data. A transition matrix allows us to summarise time series data via a two-dimensional binning of the observed angles, based on the current observed angle change and the previous observed angle change. We bin the observed angle time series data into an $n$ by $n$ matrix, where $n = 5$, and use this as our summary statistic. This provides a much lower dimensional summary of the data for the smaller values of $\Delta t$, although for large values of $\Delta t$, we may end up with higher dimensional (sparse) data, as in this case there will be fewer than $n^2$ observations. As a result, the approximate posteriors for small $\Delta t$ provide better estimates of the true reorientation rate and are much closer to the true posterior, as shown in Fig 11. However, this method of summarising the data offers limited information about the measurement noise, $\sigma$. This issue could be mitigated by increasing $n$ to give a finer discretisation of the angles (which would require sufficient data), or by targeting the noise with an additional summary statistic. Using the transition matrix summary statistics gives similar performance to ABC on the full dataset for large values of $\Delta t$, since by taking the summary statistic in this case we are increasing the dimensionality of the data without adding any extra information.

To obtain potentially improved results for inference with ABC for this type of data, we could consider a more systematic choice of summary statistics 3, 8, 14 or a more efficient version of the ABC algorithm, such as ABC-SMC 34, 37, which applies importance sampling. Other improvements could be possible by applying a regression adjustment, via linear regression 4 or using nonlinear regression techniques such as with a neural network 7.
Fig 11. Parameter estimation via ABC rejection sampling for the reorientation rate, $\lambda$, in (a) and the measurement noise, $\sigma$, in (b) using transition matrix summary statistics collected with noise of magnitude $\sigma = 0.04$ rad on the observed angles, for different values of $\Delta t$. $N = 500,000$ datasets were generated and parameter samples corresponding to the closest 0.1% of the datasets were retained to give the approximate posterior.

**Discussion**

In this work, we have considered parameter estimation of a VJP model for biological transport and how insights from this inference can inform experimental design. We have considered estimation of posterior distributions for parameters of a VJP model based on noisy datasets collected at varying temporal resolutions. To perform this parameter inference, we used pMCMC and derived the appropriate emission probabilities. We observed an abrupt break down in the quality of the posteriors obtained when increasing the discretisation in time. This transition corresponds to a break down in modelling assumptions underlying the derivation of the emission probabilities. For example, as $\Delta t$ increases we see multiple reorientations in a time interval.

Increasing the magnitude of the noise in the data slowly decreased the quality of the median posterior estimates and increased the posterior variance. In general, better estimates were obtained when more data was available, either by decreasing $\Delta t$, or by increasing the total duration of the observations, $T$. We also compared parameter estimation with pMCMC to that with ABC, which suggested that different methods are appropriate in different situations, dependent on the data available. In particular, pMCMC performs well provided the assumptions made in deriving the emission probabilities hold, which is true for small $\Delta t$. For larger values of $\Delta t$, ABC would be a better choice than pMCMC as it does not require the same modelling assumptions as
pMCMC. Using the full time series dataset is preferred if the dimensionality of the observed data is low, but for high dimensional data, using summary statistics such as the transition matrix will give higher acceptance rates in ABC.

Through comparison between inference with pMCMC and ABC, our results highlight a weakness of inference with ABC, in that it performs poorly for high dimensional data, and also a weakness of our application of pMCMC, which is that it relies upon assumptions about the number of reorientation events in a time step; when this fails our posterior estimates are no longer accurate. We note, additionally, that pMCMC allows us to sample from the exact posterior for parameters from a model (given that model is appropriate to describe the data), whereas via ABC we obtain approximate posteriors for a fixed tolerance, $\epsilon$, which only become exact in the limit as $\epsilon \to 0$.

In Section “Methods”, we described a framework for inference using pMCMC, and made certain assumptions about the VJP model, such as a separation in timescales between runs and reorientations, and a memoryless exponential distribution for the running time. Although many of these are standard assumptions, it would be possible to perform the same analysis in a more general model. For instance, if a running time distribution was chosen that does not satisfy the memoryless property, we could introduce an extra hidden variable, $s$, for the time since the last reorientation. In addition, in this work we have described parameter estimation via a hidden states formulation of the VJP model using dependence on hidden states from two time intervals. This can be extended to hidden states from three time intervals, which can allow rare consecutive reorientation events to be handled more accurately albeit at greater computational cost.

Given a fixed photon budget and a trade-off between temporal sampling frequency and measurement noise, our results in the Section “Experimental constraints” indicate that a small value of $\Delta t$ should be used for the discretisation in time i.e. that motile individuals should be imaged as frequently as possible. In practice, there may be disadvantages to this choice of $\Delta t$. Computationally, the parameter inference via pMCMC will be significantly more computationally expensive, although the computational run time may still be small in comparison to the duration of an experimental protocol.Datasets with much higher noise present may also be much
harder to interpret. Here, we have assumed that the noise present in the data is applied to the observed angle change. In reality there is noise on each pixel, which may contribute to an uncertainty in identifying the observed position of the object of interest.
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S1 Appendix

Comparison with simulations

To verify our emission probabilities calculated in the Section “Derivation of emission probabilities”, we can compare the distributions of observed angle changes from simulations with those predicted theoretically. We simulate from the VJP model for a known pattern of hidden states and assume no measurement noise is present. Performing these checks for hidden states of the form 0, 1, we obtain results as shown in Fig 12(a); there is excellent agreement between simulation and theory which verifies our theoretical results. For hidden states of the form 1, 0, we must condition on the value of the previous angle change. We demonstrate agreement between the theory and simulations, for different values of the previous angle change, in Fig 12(b). Similarly, we show corresponding results for hidden states of the form 1, 1 in Fig 12(c).

Supporting information

S1 Appendix. Comparison with simulations. Comparison of the analytic form for the emission probabilities with results from simulated paths.
S2 Fig. **Probability of hidden state sequences.** Probability of sequences of hidden states as $\Delta t$ varies, showing where multiple reorientations in a time interval appear as $\Delta t$ increases.

S3 Code **Code implementing Bayesian inference via pMCMC for a VJP model.** Example code to implement pMCMC for a VJP model, as described in Section “Methods”, is available at https://github.com/shug3502/pmmc_inference_for_vjps
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Fig 12. Comparison between simulated results and theoretical predictions of the observed angle change for hidden states of the form 0, 1 in (a), 1, 0 in (b), and 1, 1 in (c). The simulated results are shown by the histogram and the theoretical prediction for the observed angle change distribution is shown as the red dashed line. For both (b) and (c), we have conditioned on an observed angle change in the previous time interval of 0.1 rad, and for (c) we also conditioned on an observed angle change prior to that of −1.0 rad. To generate these results, we used $N = 10^7$ simulated trajectories with running speed $c = 50\mu\text{ms}^{-1}$, uniform reorientation kernel, reorientation rate $\lambda = 0.2\text{s}^{-1}$ and time discretization $\Delta t = 1\text{s}$. 
**Fig 13.** The probability of sequences of hidden states as $\Delta t$ varies with reorientation rate $\lambda = 0.2\, \text{s}^{-1}$. For coarse values of $\Delta t$, the assumptions of the model start to break down as multiple reorientations appear within a single time interval.