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Abstract

In this paper, we study the problem of distributed multi-user secret sharing, including a trusted master node, $N \in \mathbb{N}$ storage nodes, and $K$ users, where each user has access to the contents of a subset of storage nodes. Each user has an independent secret message with certain rate, defined as the size of the message normalized by the size of a storage node. Having access to the secret messages, the trusted master node places encoded shares in the storage nodes, such that (i) each user can recover its own message from the content of the storage nodes that it has access to, (ii) each user cannot gain any information about the message of any other user. We characterize the capacity region of the distributed multi-user secret sharing, defined as the set of all achievable rate tuples, subject to the correctness and privacy constraints. In the achievable scheme, for each user, the master node forms a polynomial with the degree equal to the number of its accessible storage nodes minus one, where the value of this polynomial at certain points are stored as the encoded shares. The message of that user is embedded in some of the coefficients of the polynomial. The remaining coefficients are determined such that the content of each storage node serves as the encoded shares for all users that have access to that storage node.
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I. INTRODUCTION

The new information era in which we are living on necessities the use of distributed systems for the storage and processing tasks of large amount of data, realized by cloud computing and storage services. The distributed nature of these services along with supporting multiple users makes the security and privacy concerns one of the most important challenges we face. The users of cloud services expect their data to be secure and private guaranteeing that only the intended user is able to recover its data, while the
service providers seek the efficient algorithms reducing the required memory, communication overhead, delay, and processing costs.

A classic solution for this challenge in the context of distributed storages may make use the secret sharing protocols. The secret sharing scheme, introduced by Shamir [1] and Blakely [2] in 1979, is a prominent building block for many cryptographic applications, such as threshold cryptography [3]–[5], secure multiparty computation [6]–[10], secure private information retrieval [11], secure matrix processing [12]–[14], Byzantine agreement [15], access control [16] and attribute-based encryption [17], [18].

Using secret sharing schemes in securing the distributed cloud services allows to store and communicate the secret shares of each user’s data. However, the cloud services are supposed to serve multiple users in a shared platform and thus the security and privacy of user’s data must be protected in a distributed multi-user system. To adopt secret sharing schemes to this scenario, secret shares of users must be stored in the distributed servers and privately communicated to them, who might have access to some of the distributed servers with different access structures. Thus, we encounter a resource sharing problem, in which the storage must be shared by the different users. A naive solution is to split the storage between the users and to use separate secret sharing for each user. However, this incurs a very large overhead to the system in a multi-user setup as it needs many shares generated per user’s secret message. An interesting question here is that whether it is possible to jointly allocate the resources to the users by jointly producing their secret shares and gain order-wise improvement over storage splitting. This problem has been first studied by Soleymani and Mahdavifar [19]; where their focus is on the cases where the access structure has a regularized form and the users secret messages have equal size.

The distributed multi-user secret sharing (DMUSS) problem consists of a trusted master node/dealer, a
set of \( N \in \mathbb{N} \) equal-size storage nodes and a set of \( K \in \mathbb{N} \) users (see Fig. 1). The master node is directly connected to all storage nodes through some error-free, reliable and secure links. Furthermore, each user has access to a specific subset of storage nodes, called the access set of that user, and is able to read their stored data without error. Each user has its own secret message of certain size. The master node has access to all secret messages. The master node aims to store some encoded shares in the storage nodes such (i) each user can recover its own message correctly from the contents of the storage nodes that it has access to, (ii) each user cannot gain any information about the message of any other user.

For more intuition, consider a simple setup illustrated in Fig. 1. Users 1, 2, and 3 wish to retrieve \( X \in \mathbf{GF}(q) \), \( Y \in (\mathbf{GF}(q))^2 \) and \( Z \in \mathbf{GF}(q) \), respectively, where \( \mathbf{GF}(q) \) denotes a finite field of size \( q \). User 1 has access to storage nodes \( \{1, 2, 3\} \), User 2 has access to storage nodes \( \{2, 4, 5\} \), and User 3 has access to storage nodes \( \{1, 4\} \). To provide privacy, the master node chooses a uniformly and independently distributed random value \( R \in \mathbf{GF}(q) \). To decode the secret messages, User 1 can retrieve its message directly from storage node 3; User 2 recovers \( Y_2 \) from storage node 5, and \( Y_1 \) by subtracting the contents of storage nodes 4 and 5 from the content of storage node 2; and User 3 subtracts the content of storage node 1 from the content of storage node 4. For privacy, note that no other user has access to storage node 3, therefore message \( X \) will be private. With the same reason for User 2, \( Y_2 \) is private and also User 1 is not able to learn anything about \( Y_1 \), since it does not know \( Z_1, Y_2 \). \( Z_1 \) is also concealed from Users 1 and 2, since no user has access to both storage nodes 1 and 4 and \( R \). Thus the privacy and correctness are preserved.
In this paper, we investigate the fundamental limits of the distributed multi-user secret sharing systems with arbitrary access structure. In this set-up, users can have different message sizes. Since the storage nodes are shared among different users, as we increase the message size of one user, the size of the messages of other users may be reduced. Let us define the rate of each user as the size of its message normalized by the size of a storage node. Then the question of interest is to know which rate tuples are achievable. In this paper, we define the notation of capacity region for the distributed multi-user secret sharing, as the set of all achievable rate tuples, subject to the correctness and privacy constraints. We characterize the capacity region, by developing an achievable scheme and proposing a matching converse. The main idea of the the achievable scheme is as follows: For each individual user, the master node forms a polynomial with the degree equal to the size of its access set minus one. The value of this polynomial at certain points are stored as the encoded shares. The message of that user is partitioned and used as some of the coefficients of the polynomial. The remaining coefficients are determined such that the content of each storage node serves as the encoded shares for all users that have access to that storage node, forming a set of linear equations. We prove that if the rate vector satisfies certain conditions, this set of equations has a solution. Moreover, each user has enough ambiguity about the message of any other user and learns nothing about it.

This paper is motivated by the result of [20]. However, in comparison, the proposed scheme here benefits from the several desirable features, (i) it allows different message sizes for the users, (ii) it works with arbitrary access structure, (iii) it is capacity achieving.

Notations: For \( n \in \mathbb{N} \), define \([n]\) as the set \( \{1, 2, \ldots, n\} \), and for \( n_1, n_2 \in \mathbb{Z}, n_1 \leq n_2 \), define \([n_1 : n_2]\) as the set \( \{n_1, n_1 + 1, \ldots, n_2\} \). For a set \( I = \{i_1, i_2, \ldots, i_n\} \), \( A_I \) represents \( \{A_{i_1}, A_{i_2}, \ldots, A_{i_n}\} \). For two sets \( A_1 \) and \( A_2 \), \( A_1 \backslash A_2 \) is the set of elements that are in \( A_1 \) but not in \( A_2 \). For matrices \( A \) and \( B \), \([A, B]\) indicates the concatenation of two matrices. \( o(M) \) represents a function that approaches zero as \( M \to \infty \). \( I_K \) represents \( K \times K \) identity matrix. If \( C \) is a matrix and \( I, J \in \mathbb{N} \), then \( C(I, J) \) is the sub-matrix resulted from the row indices in \( I \) and columns in \( J \). We denote the finite field \( \mathbb{GF}(q^M) \) as \( \mathbb{F} \). For a vector \( w = [w_0, w_1, \ldots, w_{R-1}]^\top \in \mathbb{F}^{R \times 1}, R \in \mathbb{N} \), we define the polynomial \( g_w(x) \) as
\[
 g_w(x) \triangleq \sum_{r=0}^{R-1} w_r x^{r}. \tag{1}
\]
Also, for \( w_1 \in \mathbb{F}^{R_1}, R_1 \in \mathbb{N} \) and some \( w_2 \in \mathbb{F}^{R_2}, R_2 \in \mathbb{N} \), we define the polynomial \( g_{w_1, w_2}(x) \) as
\[
 g_{w_1, w_2}(x) \triangleq g_{w_1}(x) + x^{R_1} g_{w_2}(x). \tag{2}
\]
Fig. 3. The distributed multi-user secret sharing (DMUSS) system: A master node containing $K$ secret messages $W_k$, $k \in [K]$ of size $r_k$, $k \in [K]$, which is connected through error-free links to $N$ storage nodes each with a storage of size $M$. The $k$-th user is connected to the storage nodes in $\mathcal{A}_k$. The goal is to design the placement phase and the retrieval phase such that the correctness and privacy conditions be satisfied.

II. SYSTEM MODEL

The DMUSS problem consists of a master node, $N \in \mathbb{N}$ storage nodes and $K \in \mathbb{N}$ users. The $k$-th user (for $k \in [K]$) has its own secret message $W_k$. All secret messages, i.e., $W_1, W_2, \ldots, W_K$, are stored in the master node. The master node is connected to all storage nodes, each with storage size $M \in \mathbb{N}$. The $k$-th user is connected through some error-free links to a set of storage nodes $\mathcal{A}_k \subseteq [N], \forall k \in [K]$, as shown in Fig. 3. The users intend to retrieve their own secret messages correctly and privately from their connected storage nodes.

**Definition 1.** Denoting the length of $W_k$ with $r_k$, we define the $k$-th user secret message rate as:

$$R_k \triangleq \frac{r_k}{M} \quad (3)$$

**Placement and retrieval phases:** The system works in two phases. In the placement phase, the master node places the encoded shares of size $M$ $q$-array bits, denoted as $Y_n$, in the $n$-th storage node, for $n \in [N]$. In the retrieval phase, each user $k$ must be able to retrieve the secret message $W_k$ correctly and privately through its unique access set $\mathcal{A}_k$, imposed by the topology of the network.

Let $W_1, W_2, \ldots, W_K$ be $K$ mutually independent secret messages, where each $W_k$, $k \in [K]$ is uniformly
distributed over $\mathbb{F}[R_k] \times 1$ where $k \in [K], R_k \in \mathbb{R}^+ \cup \{0\}, M \in \mathbb{N}$. So,

\begin{align}
&[\text{independence}] \quad H(W_1, W_2, \ldots, W_K) = \sum_{i=1}^{K} H(W_i), \quad (4) \\
&[\text{length}] \quad H(W_k) = R_k M = r_k \quad \forall k \in [K]. \quad (5)
\end{align}

In the placement phase, the master node encodes the stored secret messages with an encoding function $\phi^M$, that maps the secret messages $W_1, \ldots, W_K$ to $Y_1, \ldots, Y_N$, as

$$
\phi^M : \prod_{i=1}^{K} \mathbb{F}^{R_i} \rightarrow \prod_{i=1}^{N} \mathbb{F}. 
$$

$Y_n, n \in [N]$ represents the content of the $n$-th storage node after the placement phase. In the retrieval phase, each user $k \in [K]$ applies the decoding function $\theta^M_k$ to retrieve $W_k$ from its accessible stored data, $Y_{A_k}$, as

$$
\theta^M_k : \prod_{i=1}^{|A_k|} \mathbb{F} \rightarrow \mathbb{F}^{R_i}, 
$$

which maps the contents of the $k$-th user’s accessible storage nodes, $Y_{A_k}$, to a decoded secret message $\hat{W}_k$. The encoder and decoder functions (6) and (7) must satisfy correctness and privacy conditions, stated below.

**Correctness and privacy conditions:** The correctness condition is defined to ensure the ability of User $k$ to reconstruct the secret message $W_k$ with arbitrary small error, as

\begin{align}
\lim_{M \rightarrow \infty} P_e &= 0, \quad (8)
\end{align}

where $P_e = \mathbb{P}(W_k \neq \hat{W}_k)$ represents the probability of decoding error. By Fano’s inequality, we obtain

\begin{align}
\frac{1}{M} H(W_k | \hat{W}_k) &= o(M). \quad (9)
\end{align}

The privacy condition means that each user $k \in [K]$ must not learn any information about any other secret message $W_{\tilde{k}}, \tilde{k} \in [K] \setminus \{k\}$, observing its access set $A_k$. For any $k, \tilde{k} \in [K], k \neq \tilde{k}$, we must have,

\begin{align}
H(W_k) = H(W_k | Y_{A_k}). \quad (10)
\end{align}

**Definition 2.** The rate tuple $(R_1, R_2, \ldots, R_K)$ is achievable if there exists a sequence of DMUSS schemes (consisting of the encoder and decoder function that satisfy the correctness condition in (8) and privacy condition in (10)) with the rate of $k$-th secret message equal to $R_k$. The capacity region $C$ of DMUSS is defined as the closure of the set of all achievable rate tuples.
III. MAIN RESULTS: THE CAPACITY REGION OF DISTRIBUTED MULTI-USER SECRET SHARING

We characterize the capacity region of DMUSS in the following theorem.

**Theorem 1.** The capacity region of DMUSS is the convex hull of all regions with the rate tuple $(R_1, \ldots, R_K)$ satisfying:

\[
R_k \leq \min_{k \neq \tilde{k}} |A_k \setminus A_{\tilde{k}}|, \quad \forall k, \tilde{k} \in [K],
\]

\[
\text{[cutset condition]} \quad \sum_{i \in S} R_i \leq |\bigcup_{i \in S} A_i|, \quad S \subseteq [K].
\]

The achievability and converse proofs are provided in Section IV and Section V respectively.

**Remark 1.** The following intuitive remarks about Theorem 1 can be concluded.

1) The achievable scheme depends on a polynomial for each user, defined to realize the encoding function, whose degree is determined by the size of the corresponding access set. Some of its coefficients are chosen according to the privacy condition and a system of linear equations. The rest are equal to the corresponding secret message or are determined by a system of linear equations requirements. The system of linear equations takes its shape according to these polynomials and the access set of each user. The feasibility of the encoding function requires the existence of a unique feasible solution for this system of linear equations, which is proved when (11) and (12) holds.

2) As can be seen from (11), if there exists a User $\tilde{k}$ which its accessible set has a large number of common elements with User $k$, the rate $R_k$ would be small. Intuitively speaking, the more denser the access set be, the less secret message rate’s average become.

3) The result of Theorem 1 includes the result of [20] as a special case. The achievable scheme proposed in [20] considers DMUSS problem when the access sets have a specific structure and also the focus was on the feasibility of rate-tuple $(R_1, R_2, \ldots, R_k) = (1, 1, \ldots, 1)$. In particular, the achievable access sets preserve the condition $|A_k \setminus A_{\tilde{k}}| = 1, \forall k, \tilde{k} \in [K]$ and also are assigned by an algorithm to have a regularized structure. However, our results are valid for any arbitrary access structure. In addition, we investigate the feasibility of any rate-tuple $(R_1, R_2, \ldots, R_k)$. 
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IV. THE ACHIEVABILITY PROOF

In this section, we present an achievable scheme satisfying the privacy and correctness conditions for any $M \in \mathbb{N}$ and any $R_k \in \mathbb{R}^+ \cup \{0\}, \forall k \in \mathbb{K}$, subject to (9) and (10). First, we illustrate the intuition behind the achievable scheme by the first part of a running example. Then, we present a general algorithmic scheme for nonnegative integer rates and after that we will elaborate on the achievable scheme and its feasibility in Subsections [IV-A] and [IV-B] respectively. As the general algorithmic achievable scheme is unravelling we apply each step on the running example. The proof of correctness and privacy can be found in Subsections [IV-D] and [IV-E] respectively. In Subsection [IV-F] a memory-sharing approach is applied to provide a coherent achievable scheme for nonnegative and real rates.

Example Part 1. Introducing a Simple DMUSS System: Consider a multi-user secret sharing system with a master nodes, $K = 4$ users, and $N = 8$ storage nodes, each with storage size of $M = 1$ symbol of $GF(11)$, where user $k \in \mathbb{K}$ has access to $A_k$, as

$$A_1 = \{1, 6, 7, 8\}, ~ A_2 = \{1, 3, 4, 7\}, ~ A_3 = \{1, 2, 3, 8\}, ~ A_4 = \{2, 4, 5, 6, 7\}. \quad (13)$$

Theorem [I] states that the capacity region of this system consists of all rate tuples $(R_1, R_2, R_3, R_4)$ satisfying (11) and (12), i.e.,

\begin{align*}
R_1 &\leq \min_{i \neq 1} |A_1 \backslash A_i| = 2, ~ R_2 \leq \min_{i \neq 2} |A_2 \backslash A_i| = 2, ~ R_3 \leq \min_{i \neq 3} |A_3 \backslash A_i| = 2, ~ R_4 \leq \min_{i \neq 4} |A_4 \backslash A_i| = 3 \\
R_1 + R_2 &\leq 6, ~ R_1 + R_3 \leq 6, ~ R_1 + R_4 \leq 7, ~ R_2 + R_3 \leq 6, ~ R_2 + R_4 \leq 7, ~ R_3 + R_4 \leq 8, \\
R_1 + R_2 + R_3 &\leq 7, ~ R_2 + R_3 + R_4 \leq 8, ~ R_1 + R_2 + R_4 \leq 8, ~ R_1 + R_3 + R_4 \leq 8, \\
R_1 + R_2 + R_3 + R_4 &\leq 8.
\end{align*}

Thus, $R_1 = 1, R_2 = 2, R_3 = 2, R_4 = 3$ q-array satisfy Theorem [I] and are achievable.

A. The Achievable Algorithm

In this section, we present the formal description of the proposed algorithm. First, we introduce some variables and notations. Then, we explain how the encoding scheme determines the content of each storage node. After that, we show how each user can retrieve its own secret message from the content of the storage nodes that it has access to. In Subsections [IV-B] [IV-D] and [IV-E] the feasibility, correctness, and privacy of the proposed scheme will be mathematically established, respectively.
Let us define $N \triangleq |\cup_{k \in [K]} A_k|$ as the number of storage nodes. Suppose that the master node has $K$ secret messages with rates $(R_1, R_2, \ldots, R_K) \in (\mathbb{N} \cup \{0\})^K$, satisfying (11) and (12) of Theorem 1. Later we will show how to achieve noninteger data rates. Thus by Definition 3, $W_k$ consists of $R_k$ symbols from $\mathbb{F}$ denoted by $W_{k,0}, \ldots, W_{k,R_k-1}$ as shown in Fig. 3. We define $w_k$ as

$$w_k \triangleq [W_{k,0}, W_{k,1}, \ldots, W_{k,R_k-1}]^\top, \forall k \in [K],$$

(14)
as a vector representation of message $W_k$. Recall that each user $k \in [K]$ has access to a subset of storage nodes $A_k$. We represent the elements in $A_k$ by $\{n_{k,1}, \ldots, n_{k,|A_k|}\}$. We also define

$$y \triangleq [Y_1, Y_2, \ldots, Y_N]^\top,$$

(15)
where $Y_n$ denotes the encoded symbol stored in storage node $n \in [N]$. User $k$ only has access to $Y_{A_k} = \{Y_n, n \in A_k\}$.

1) **Initialization:** As the initialization phase, the master nodes chooses some parameters, which are part of the protocol and shared with all users. Apparently, these parameters are not functions of the secret messages. The first set of parameters are denoted by $R'_k \in \mathbb{N} \cup \{0\}$, and are chosen such that

$$\sum_{k \in \mathcal{S}} R_k \leq \sum_{k \in \mathcal{S}} R'_k \leq |\cup_{k \in \mathcal{S}} A_k|, \forall \mathcal{S} \subset [K],$$

(16)

\footnote{There exist such variables since the region is convex and $\sum_{k=1}^K R'_k = N$ represents a surface that is always active since we know $|A_{S_1 \cup S_2}| \leq |A_{S_1}| + |A_{S_2}|$, $\forall S_1, S_2 \subset [K]$.}
\[
\sum_{k=1}^{K} R_k \leq \sum_{k=1}^{K} R'_k = N. \tag{17}
\]

These variables will be used in the description of the achievable algorithms in order to make it more readable.

The master node also chooses some constants \(\alpha_{k,n} \in \mathbb{F}\backslash\{0\}, \forall k \in [K], n \in [N] \) and \(\gamma_{k,i} \in \mathbb{F}\backslash\{0\}, \forall k \in [K], n_{k,i} \in A_k\). For all \(k \in [K]\), each \(\gamma_{k,n}\) are distinct elements from \(\mathbb{F}\) for any \(n \in A_k\). Note that these constants are not a function of the secret messages. We define

\[
\alpha_k \triangleq [\alpha_{k,1}, \alpha_{k,2}, \ldots, \alpha_{k,N}]^\top, \forall k \in [K], \tag{18}
\]

\[
\gamma_k \triangleq [\gamma_{k,1}, \gamma_{k,2}, \ldots, \gamma_{k,|A_k|}]^\top, \forall k \in [K], \tag{19}
\]

where \(\alpha_{k,n} = 0, \forall k \in [K], n \notin A_k\).

2) **Placement Phase:** The master nodes forms some vectors \(p_k, k \in [K]\), defined as

\[
p_k \triangleq [P_{k,R_1}, P_{k,R_1+1}, \ldots, P_{k,|A_k|-1}]^\top \in \mathbb{F}^{(|A_k| - R_k) \times 1}. \tag{20}
\]

Some of the entries of the above vectors are chosen randomly and the rest are calculated through solving some linear equations. In particular, the master node chooses \(P_{k,R_1}, \ldots, P_{k,|A_k|-1}, \forall k \in [K]\), independently and uniformly at random from \(\mathbb{F}\), and also independently from the secret messages. Then the master node forms the following set of equations:

\[
gw_k, p_k(\gamma_{k,i}) = -\alpha_{k,n_{k,i}}, y_{n_{k,i}}, \quad k \in [K], n_{k,i} \in A_k, \tag{21}
\]

which can be expanded as

\[
W_{k,0} + \ldots + W_{k,R_k-1}\gamma_{k,i}^{R_k-1} + P_{k,R_1}\gamma_{k,i}^{R_k-1} + \ldots + P_{k,|A_k|-1}\gamma_{k,i}^{R_k-1} = -\alpha_{k,n_{k,i}}, y_{n_{k,i}}, \tag{22}
\]

for \(\forall k \in [K], n_{k,i} \in A_k\). In the set of linear equations \((22)\), \(W_{k,0}, \ldots, W_{k,R_k-1}\), and \(P_{k,R_1}, \ldots, P_{k,|A_k|-1}\), \(\forall k \in [K]\), are known, and \(P_{k,R_1}, \ldots, P_{k,|A_k|-1}\) and \(y_n, \forall k \in [K]\) and \(n \in [N]\) are unknown.

Afterwards, the master solves for \(y\) using the aforementioned set of equations \((22)\) and stores resulted \(y_n, n \in [N]\) in the storage node \(n\). One can easily check that the number of equations is the same as the number of variables. Later in Subsection \([IV-B]\) we will show that these set of equations are linearly independent, which guarantees the existence of a unique solution for \((21)\).

**Example Part 2. Encoding:** Consider the example with \(N = 8\) storage nodes and \(K = 4\) users with access structure

\[A_1 = \{n_{1,1} = 1, n_{1,2} = 6, n_{1,3} = 7, n_{1,4} = 8\}, A_2 = \{n_{2,1} = 1, n_{2,2} = 3, n_{2,3} = 4, n_{2,4} = 7\},\]
\[ A_3 = \{ n_{3,1} = 1, \ n_{3,2} = 2, \ n_{3,3} = 3, \ n_{3,4} = 8 \}, \ A_4 = \{ n_{4,1} = 2, \ n_{4,2} = 4, \ n_{4,3} = 5, \ n_{4,4} = 6, \ n_{4,5} = 7 \}. \]

It is easy to see that the rate tuples \((R_1, R_2, R_3, R_4) = (1, 2, 2, 3)\) satisfies \((11)\) and \((12)\). We have,

\[ \alpha_1 = [\alpha_{1,1}, 0, 0, 0, \alpha_{1,6}, \alpha_{1,7}, \alpha_{1,8}]^T, \quad \alpha_2 = [\alpha_{2,1}, 0, \alpha_{2,3}, \alpha_{2,4}, 0, 0, \alpha_{2,7}, 0]^T, \]

\[ \alpha_3 = [\alpha_{3,1}, \alpha_{3,2}, \alpha_{3,3}, 0, 0, 0, \alpha_{3,8}]^T, \quad \alpha_4 = [0, \alpha_{4,2}, 0, \alpha_{4,4}, \alpha_{4,5}, \alpha_{4,6}, \alpha_{4,7}, 0]^T \]

\[ \gamma_1 = [\gamma_{1,1}, \gamma_{1,2}, \gamma_{1,3}, \gamma_{1,4}]^T, \quad \gamma_2 = [\gamma_{2,1}, \gamma_{2,2}, \gamma_{2,3}, \gamma_{2,4}]^T \]

\[ \gamma_3 = [\gamma_{3,1}, \gamma_{3,2}, \gamma_{3,3}, \gamma_{3,4}]^T, \quad \gamma_4 = [\gamma_{4,1}, \gamma_{4,2}, \gamma_{4,3}, \gamma_{4,4}, \gamma_{4,5}]^T \]

Since \(\sum_{i=1}^4 R_i = 8\), the master asserts \(R_i = 4, \forall i \in [4]\). Suppose that the master nodes have the secret messages \(w_1 = [1]^T, \ w_2 = [2, 6]^T, \ w_3 = [4, 0]^T, \ w_4 = [3, 5, 7]^T\). For encoding, the master node forms the vectors \(p_1 = [P_{1,1}, P_{1,2}, P_{1,3}]^T, \ p_2 = [P_{2,2}, P_{2,3}]^T, \ p_3 = [P_{3,3}, P_{3,4}]^T, \ p_4 = [P_{4,1}, P_{4,4}]^T\). Since \(R'_k = R_k, \forall k \in [K]\), none of the entries of these vectors are chosen randomly. Then the master node forms the following set of equations. For User 1,

\[ 1 + P_{1,1} \gamma_{1,1}^1 + P_{1,2} \gamma_{1,1}^2 + P_{1,3} \gamma_{1,1}^3 = -\alpha_{1,1} Y_1, \quad 1 + P_{1,1} \gamma_{1,2}^1 + P_{1,2} \gamma_{1,2}^2 + P_{1,3} \gamma_{1,2}^3 = -\alpha_{1,6} Y_6, \]

\[ 1 + P_{1,1} \gamma_{1,3}^1 + P_{1,2} \gamma_{1,3}^2 + P_{1,3} \gamma_{1,3}^3 = -\alpha_{1,7} Y_7, \quad 1 + P_{1,1} \gamma_{1,4}^1 + P_{1,2} \gamma_{1,4}^2 + P_{1,3} \gamma_{1,4}^3 = -\alpha_{1,8} Y_8. \]

Accordingly for User 2, we have

\[ 2 + 6 \gamma_{2,1}^1 + P_{2,2} \gamma_{2,1}^2 + P_{2,3} \gamma_{2,1}^3 = -\alpha_{2,1} Y_1, \quad 2 + 6 \gamma_{2,2}^1 + P_{2,2} \gamma_{2,2}^2 + P_{2,3} \gamma_{2,2}^3 = -\alpha_{2,3} Y_3, \]

\[ 2 + 6 \gamma_{2,3}^1 + P_{2,2} \gamma_{2,3}^2 + P_{2,3} \gamma_{2,3}^3 = -\alpha_{2,4} Y_4, \quad 2 + 6 \gamma_{2,4}^1 + P_{2,2} \gamma_{2,4}^2 + P_{2,3} \gamma_{2,4}^3 = -\alpha_{2,7} Y_7. \]

Similarly, for User 3, we have

\[ 4 + P_{3,2} \gamma_{3,1}^2 + P_{3,3} \gamma_{3,1}^3 = -\alpha_{3,1} Y_1, \quad 4 + P_{3,2} \gamma_{3,2}^2 + P_{3,3} \gamma_{3,2}^3 = -\alpha_{3,2} Y_2, \]

\[ 4 + P_{3,2} \gamma_{3,3}^2 + P_{3,3} \gamma_{3,3}^3 = -\alpha_{3,3} Y_3, \quad 4 + P_{3,2} \gamma_{3,4}^2 + P_{3,3} \gamma_{3,4}^3 = -\alpha_{3,8} Y_8. \]

Finally for User 4, we have

\[ 3 + 5 \gamma_{4,1}^1 + 7 \gamma_{4,1}^2 + P_{4,3} \gamma_{4,1}^3 + P_{4,4} \gamma_{4,1}^4 = -\alpha_{4,2} Y_2, \]

\[ 3 + 5 \gamma_{4,2}^1 + 7 \gamma_{4,2}^2 + P_{4,3} \gamma_{4,2}^3 + P_{4,4} \gamma_{4,2}^4 = -\alpha_{4,4} Y_4, \]

\[ 3 + 5 \gamma_{4,3}^1 + 7 \gamma_{4,3}^2 + P_{4,3} \gamma_{4,3}^3 + P_{4,4} \gamma_{4,3}^4 = -\alpha_{4,5} Y_5, \]

\[ 3 + 5 \gamma_{4,4}^1 + 7 \gamma_{4,4}^2 + P_{4,3} \gamma_{4,4}^3 + P_{4,4} \gamma_{4,4}^4 = -\alpha_{4,6} Y_6, \]

\[ 3 + 5 \gamma_{4,5}^1 + 7 \gamma_{4,5}^2 + P_{4,3} \gamma_{4,5}^3 + P_{4,4} \gamma_{4,5}^4 = -\alpha_{4,7} Y_7. \]
Note that (23)-(33) construct a system of linear equations, where \( w_k, k \in [4] \) are known variables, and \( p_k, k \in [4] \) and \( Y_n, n \in [8] \) are unknown variables. The total number of unknown variables is 17 which is exactly equal to the number of equations. The master node solves this set of linear equations and stores \( Y_1 \) to \( Y_8 \) in the storage nodes 1 to 8, respectively. Later in Subsection [V-B] we will prove that these equations are linearly independent, guaranteeing the existence of a unique solution.

3) Retrieval Phase: Having access to the stored data \( Y_{A_k} \), User \( k \) forms the following set of equations

\[
g \hat{w}_k, \hat{p}_k \left( \gamma_{k,i} \right) = -\alpha_{k,n_i} Y_{n_i}, \quad \forall n_i \in A_k,
\]

where

\[
\hat{w}_k \triangleq [\hat{W}_{k,0}^T, \hat{W}_{k,1}^T, \ldots, \hat{W}_{k,R_k-1}^T] \in \mathbb{F}^{R_k \times 1}
\]

and

\[
\hat{p}_k \triangleq [\hat{P}_{k,R_k}, \hat{P}_{k,R_k+1}, \ldots, \hat{P}_{k,|A_k|-1}]^T \in \mathbb{F}^{(|A_k|-R_k) \times 1}
\]

are unknown. After solving the set of equations (34), User \( k \) retrieves \( \hat{w}_k \) as a decoded version of \( w_k \).

**Example Part 3. Retrieval:** Each user forms a set of equations based on (34) by having its accessible storage nodes. For example, User 1 has access to \( Y_1, Y_6, Y_7, Y_8 \) and forms the following set of equations,

\[
\hat{W}_{1,0} + \hat{P}_{1,1} \gamma_{1,1} + \hat{P}_{1,2} \gamma_{1,2} + \hat{P}_{1,3} \gamma_{1,3} = -\alpha_{1,1} Y_1,
\]

\[
\hat{W}_{1,0} + \hat{P}_{1,1} \gamma_{1,2} + \hat{P}_{1,2} \gamma_{1,2} + \hat{P}_{1,3} \gamma_{1,2} = -\alpha_{1,6} Y_6,
\]

\[
\hat{W}_{1,0} + \hat{P}_{1,1} \gamma_{1,3} + \hat{P}_{1,2} \gamma_{1,3} + \hat{P}_{1,3} \gamma_{1,3} = -\alpha_{1,7} Y_7,
\]

\[
\hat{W}_{1,0} + \hat{P}_{1,1} \gamma_{1,4} + \hat{P}_{1,2} \gamma_{1,4} + \hat{P}_{1,3} \gamma_{1,4} = -\alpha_{1,8} Y_8.
\]

User 1 derives \( \hat{W}_{1,0}, \hat{P}_{1,1}, \hat{P}_{1,2}, \) and \( \hat{P}_{1,3} \) from the above system of equations. Similar procedure is followed by other users.

We need to prove the feasibility and correctness of the placement and retrieval phases. In addition, we need to prove that in the proposed scheme the privacy condition (10) is satisfied. In other words, we need to prove that there exist \( \alpha_{k,n_i}, \gamma_{k,i}, k \in [K], n_i \in A_k \), such that following conditions hold:

1) **Feasibility:** The encoding set of equations (21) can be solved by the master node.

2) **Correctness:** The decoding set of equations (34) can be solved in such a way that \( \hat{W}_k = W_k \).
3) **Privacy:** The proposed solution satisfies (10).

The proof of the feasibility and correctness of the above encoding and decoding are presented in Subsections IV-B and IV-D, respectively, and the proof of privacy is presented in Subsection IV-E.

**B. Feasibility**

In this subsection we prove that the placement phase in Subsection IV-A is feasible. First we write the set of encoding equations (21) in matrix form as follows,

$$Ab = s,$$

(41)

where

$$b \triangleq [p_1(R'_1 + 1 : |A_K|)^\top, \ldots, p_K(R'_K + 1 : |A_K|)^\top, y^\top]^\top,$$

(42)

is the vector of unknown variables,

$$s \triangleq [s_1^\top, \ldots, s_K^\top]^\top,$$

(43)

$$s_k \triangleq -[g_{w_k}(\gamma_{k,1}), g_{w_k}(\gamma_{k,2}), \ldots, g_{w_k}(\gamma_{k,|A_k|})]^\top, \forall k \in [K], n_{k,i} \in A_k,$$

(44)

is the vector of known variables, and

$$A \triangleq \begin{bmatrix} B_1^\top & \Psi_1 \\ B_2^\top & \Psi_2 \\ \vdots & \vdots \\ B_K^\top & \Psi_K \end{bmatrix} \in \mathbb{F}^{u\times u},$$

(45)

is the matrix of coefficients, where $u = \sum_{k=1}^K |A_k|$ and

$$B_k \triangleq \begin{bmatrix} \gamma_{k,1} & \ldots & \gamma_{k,|A_k|} \\ R'_k & \ldots & R'_k \\ \gamma_{k,1} & \ldots & \gamma_{k,|A_k|} \\ \vdots & \ddots & \vdots \\ \gamma_{|A_k|-1} & \ldots & \gamma_{|A_k|-1} \end{bmatrix}, \forall k \in [K],$$

(46)

$$\Psi_k \in \mathbb{F}^{|A_k|\times N}.$$  

(47)

All entries of $\Psi_k$ are $0 \in \mathbb{F}$, except $\Psi_k(i, n_{k,i}) = \alpha_{k,n_{k,i}}, n_{k,i} \in A_k, i \in [|A_k|]$.  

**Example Part 4. Feasibility: rewriting encoding equations.** Referring to Example Part 2 we have

$$b = [P_{1,1}, P_{1,2}, P_{1,3}, P_{2,2}, P_{2,3}, P_{3,2}, P_{3,3}, P_{4,3}, P_{4,4}, y^\top]^\top, \ s = [s_1^\top, s_2^\top, s_3^\top, s_4^\top]^\top$$

(48)
\[ s_1 = -[1, 1, 1]^T, \quad s_2 = -[2 + 6\gamma_{1,1}^1, 2 + 6\gamma_{2,2}^1, 2 + 6\gamma_{3,3}^1, 2 + 6\gamma_{4,4}^1]^T, \quad s_3 = -[4, 4, 4, 4]^T \] (49)

\[ s_4 = -[3 + 5\gamma_{4,4,1}^1 + 7\gamma_{4,4,2}^2, 3 + 5\gamma_{4,4,3}^1 + 7\gamma_{4,4,4}^2, 3 + 5\gamma_{4,4,4}^1 + 7\gamma_{4,4,5}^2, 3 + 5\gamma_{4,4,5}^1 + 7\gamma_{4,4,5}^2]^T. \] (50)

In addition, \( A \) is as (45) with \( K = 4 \), and \( u = \sum_{i=1}^4 |A_i| = 17 \). Also we have,

\[
B_1 \triangleq \begin{bmatrix}
\gamma_{1,1}^1 & \gamma_{1,2}^1 & \gamma_{1,3}^1 & \gamma_{1,4}^1 \\
\gamma_{2,1}^2 & \gamma_{2,2}^2 & \gamma_{2,3}^2 & \gamma_{2,4}^2 \\
\gamma_{3,1}^3 & \gamma_{3,2}^3 & \gamma_{3,3}^3 & \gamma_{3,4}^3 \\
\gamma_{4,1}^4 & \gamma_{4,2}^4 & \gamma_{4,3}^4 & \gamma_{4,4}^4 \\
\end{bmatrix}, \quad B_2 \triangleq \begin{bmatrix}
\gamma_{2,1}^2 & \gamma_{2,2}^2 & \gamma_{2,3}^2 & \gamma_{2,4}^2 \\
\gamma_{3,1}^3 & \gamma_{3,2}^3 & \gamma_{3,3}^3 & \gamma_{3,4}^3 \\
\gamma_{4,1}^4 & \gamma_{4,2}^4 & \gamma_{4,3}^4 & \gamma_{4,4}^4 \\
\end{bmatrix}, \quad B_3 \triangleq \begin{bmatrix}
\gamma_{3,1}^3 & \gamma_{3,2}^3 & \gamma_{3,3}^3 & \gamma_{3,4}^3 \\
\gamma_{4,1}^4 & \gamma_{4,2}^4 & \gamma_{4,3}^4 & \gamma_{4,4}^4 \\
\end{bmatrix}, \quad B_4 \triangleq \begin{bmatrix}
\gamma_{4,1}^4 & \gamma_{4,2}^4 & \gamma_{4,3}^4 & \gamma_{4,4}^4 \\
\end{bmatrix}, (51)
\]

\[
\mathbf{Y}_1 \triangleq \begin{bmatrix}
\alpha_{1,1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha_{1,6} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \alpha_{1,7} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \alpha_{1,8} \\
\end{bmatrix}, \quad \mathbf{Y}_2 \triangleq \begin{bmatrix}
\alpha_{2,1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha_{2,3} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \alpha_{2,4} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha_{2,7} & 0 & 0 \\
\end{bmatrix}, (53)
\]

\[
\mathbf{Y}_3 \triangleq \begin{bmatrix}
\alpha_{3,1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \alpha_{3,2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha_{3,3} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha_{3,8} & 0 & 0 \\
\end{bmatrix}, \quad \mathbf{Y}_4 \triangleq \begin{bmatrix}
0 & \alpha_{4,2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha_{4,3} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \alpha_{4,5} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha_{4,6} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha_{4,7} & 0 & 0 \\
\end{bmatrix}, (54)
\]

A solution for (41) exists, if \( A \) is a nonsingular matrix.

**Lemma 1.** Assume \( |F| > \max_{i \in [K]} |A_i| \). There exist \( \alpha_{k,n_k,i}, \gamma_{k,i} \in F \setminus \{0\}, k \in [K], n_k,i \in A_k \), such that matrix \( A \), defined in (45), is nonsingular.

To prove the lemma, it is enough to prove that there exist \( \alpha_{k,n_k,i}, \gamma_{k,i} \in F \setminus \{0\}, k \in [K], n_k,i \in A_k \) such that if

\[
A^T \lambda = 0, \quad (55)
\]
then
\[ \lambda = 0. \] (56)

Let us partition \( \lambda \) as
\[
\lambda \triangleq [\lambda_1^\top, \lambda_2^\top, \ldots, \lambda_K^\top]^\top,
\] (57)
where
\[
\lambda_k \in \mathbb{F}^{\mid A_k \mid \times 1}, \quad \forall k \in [K].
\] (58)

From (45) and (57), we conclude that (55) is equivalent to
\[
B_k \lambda_k = 0, \quad \forall k \in [K],
\] (59)
\[
\Upsilon_1^\top \lambda_1 + \Upsilon_2^\top \lambda_2 + \ldots + \Upsilon_K^\top \lambda_K = 0.
\] (60)

Note that system of equations mentioned in (60) is related to the access sets.

From now on, our goal is to prove that \( \lambda_k, k \in [K], \) are zero vectors by utilizing (59) and (60). We choose
\[
\gamma_{k,i} = \gamma^{\pi_k(i)}, \forall k \in [K], n_{k,i} \in A_k,
\] (61)
where \( \gamma \) is a primitive element in \( \mathbb{F} \) and
\[
\pi_k : [\mid A_k \mid] \to [\mid A_k \mid],
\] (62)
is a permutation function. In what follows, we will prove that there are permutations \( \pi_k, k \in [K], \) and \( \alpha_{k,n_{k,i}} \in \mathbb{F} \setminus \{0\}, k \in [K], n_{k,i} \in A_k \) such that \( A \) is nonsingular. \( B_k^{(\pi_k)} \) denotes \( B_k \), with the particular choices of (61) for \( \gamma_{k,i} \).

For some integers \( m \) and \( n \), we define \( B(m, n, \gamma) \) as
\[
B(m, n, \gamma) \triangleq \begin{bmatrix}
(\gamma^m)^1 & (\gamma^m)^2 & \ldots & (\gamma^m)^n \\
(\gamma^{m+1})^1 & (\gamma^{m+1})^2 & \ldots & (\gamma^{m+1})^n \\
(\gamma^{m+2})^1 & (\gamma^{m+2})^2 & \ldots & (\gamma^{m+2})^n \\
\vdots & \vdots & \ddots & \vdots \\
(\gamma^{n-1})^1 & (\gamma^{n-1})^2 & \ldots & (\gamma^{n-1})^n 
\end{bmatrix},
\] (63)
then it is easy to see that
\[
B_k^{(\pi_k)} = B(R_k^{'}, \mid A_k \mid, \gamma)\Pi_k,
\] (64)
where matrix $\Pi_k$ of size $|A_k| \times |A_k|$ is a permutation matrix associated with $\pi_k$ in which

$$\Pi_k(i, \pi(i)) = 1, \ i \in [\mathcal{A}_k],$$

and other entries are zero.

Note that since $|F| > \max_{k \in [K]} |A_k|$ and $\gamma$ is a primitive element of $F$, the entries of the first column of $B(R_k', |A_k|, \gamma)$ are different, therefore $B(R_k', |A_k|, \gamma)$ is a Vandermonde matrix and is full rank. Thus, $B_k^{(\pi_k)}$ is also full rank, for any $k \in [K]$. From Rank–Nullity Theorem [21], the dimension of the nullspace of $B(R_k', |A_k|, \gamma)$ is equal to the number of columns minus the number of rows i.e. $|A_k| - (|A_k| - R_k') = R_k'$. We denote the basis vectors of the null-space of $B(R_k', |A_k|, \gamma)$ by $v_1^{(k)}, \ldots, v_{R_k'}^{(k)}$. Let us define

$$v_r^{(k, \pi_k)} = \Pi_k^r v_r^{(k)}, \ \forall r \in [R_k'].$$ 

(66)

Since $\Pi_k$ is a unitary matrix and due to (64), $v_1^{(k, \pi_k)}, v_2^{(k, \pi_k)}, \ldots, v_{R_k'}^{(k, \pi_k)}$ are linearly independent and also there are in the null-space of $B_k^{(\pi_k)}$. Thus $v_1^{(k, \pi_k)}, v_2^{(k, \pi_k)}, \ldots, v_{R_k'}^{(k, \pi_k)}$ forms the basis vectors of the null-space of $B_k^{(\pi_k)}$. Let us define

$$V^{(k)} \triangleq [v_1^{(k)}, v_2^{(k)}, \ldots, v_{R_k'}^{(k)}],$$

(67)

$$V^{(k, \pi_k)} \triangleq [v_1^{(k, \pi_k)}, v_2^{(k, \pi_k)}, \ldots, v_{R_k'}^{(k, \pi_k)}].$$

(68)

Regarding (59), $\lambda_k$ is in the null-space of $B_k^{(\pi_k)}$ and can be written as

$$\lambda_k = V^{(k, \pi_k)} \eta_k,$$

(69)

for some vector of scalars coefficients $\eta_k \in \mathbb{F}^{R_k'}$.

**Example Part 5. Basis Vectors of Null-Space of $B_k$:** From (61), we know that the master node has assigned $\gamma_{k,i} = 8^{\pi_k(i)}$, $\forall k \in [4]$, $\eta_{k,i} \in \mathcal{A}_k$. Now, it has to determine the null-space of $B_k^{(\pi_k)}$, $k \in [4]$. Since $\pi_k$, $k \in [4]$ is yet to be determined, referring to (64) and (66) it is only needed to determine the null-space of $B(R_k', |A_k|, \gamma)$, $\forall k \in [4]$ and then construct the basis vectors of null-space of $B_k^{(\pi_k)}$, $k \in [4]$ from the null-space of $B(R_k', |A_k|, \gamma)$. Thus, for User 1, we have

$$B(R_1', |A_1|, \gamma) = B(1, 4, 8) = \left[ \begin{array}{cccc} 8^1 & 8^2 & 8^3 & 8^4 \\ (8^2)^1 & (8^2)^2 & (8^2)^3 & (8^2)^4 \\ (8^3)^1 & (8^3)^2 & (8^3)^3 & (8^3)^4 \end{array} \right],$$

(70)

and in this regards its null space is one dimensional and can be spanned by the following vector,

$$V^{(1)} = [1, 8, 4, 7]^	op.$$  

(71)
Similarly for Users 2 and 3 we have,
\[
\mathbf{B}(\mathbf{R}_2', |\mathbf{A}_2|, \gamma) = \mathbf{B}(\mathbf{R}_3', |\mathbf{A}_3|, \gamma) = \mathbf{B}(2, 4, 8) = \begin{bmatrix}
(8^2)^1 & (8^2)^2 & (8^2)^3 & (8^2)^4 \\
(8^3)^1 & (8^3)^2 & (8^3)^3 & (8^3)^4
\end{bmatrix},
\] (72)
and basis vectors of the null-space for \( k = 2, 3 \) are
\[
\mathbf{V}^{(2)} = \mathbf{V}^{(3)} = \begin{bmatrix} 1 & 8 & 4 & 7 \\ 1 & 7 & 0 & 8 \end{bmatrix}^\top.
\] (73)

Finally, for User 4 we have,
\[
\mathbf{B}(\mathbf{R}_4', |\mathbf{A}_4|, \gamma) = \mathbf{B}(3, 5, 8) = \begin{bmatrix}
(8^3)^1 & (8^3)^2 & (8^3)^3 & (8^3)^4 & (8^3)^5 \\
(8^4)^1 & (8^4)^2 & (8^4)^3 & (8^4)^4 & (8^4)^5
\end{bmatrix},
\] (74)
and basis vectors of the null-space for \( k = 4 \) are
\[
\mathbf{V}^{(4)} = \begin{bmatrix} 1 & 5 & 2 & 6 & 1 \\ 1 & 6 & 3 & 4 & 4 \\ 1 & 1 & 1 & 10 & 7 \end{bmatrix}^\top.
\] (75)

1) Expansion in Terms of Basis Vectors of the Null-spaces: Substituting (69) in (60), we have
\[
\sum_{k=1}^{K} \mathbf{Y}_k^\top \mathbf{V}^{(k, \pi_k)} \eta_k = 0.
\] (76)
We define
\[
\eta \triangleq [\eta_1^\top, \eta_2^\top, \ldots, \eta_K^\top]^\top,
\] (77)
\[
\Psi_k^{(\pi_k)} \triangleq \mathbf{Y}_k^\top \mathbf{V}^{(k, \pi_k)},
\] (78)
\[
\mathbf{V}^{(\pi)} \triangleq [\Psi_1^{(\pi_1)}, \ldots, \Psi_K^{(\pi_K)}].
\] (79)
Note that \( \mathbf{V}^{(\pi)} \in \mathbb{F}^{N \times \sum_{k=1}^{K} R_k} \) is a square matrix since (17) holds. Then, we can rewrite (76) as
\[
\mathbf{V}^{(\pi)} \eta = 0.
\] (80)

Now our goal is to show that there exist \( \alpha_{k,n_{k,i}} \in \mathbb{F}\setminus\{0\}, k \in [K], n_{k,i} \in \mathcal{A}_k \) parameters and \( \pi_k, k \in [K], \) permutations such that (80) guarantees that \( \eta = 0, \) or equivalently \( \mathbf{V}^{(\pi)} \) is nonsingular.

To explain \( \mathbf{V}^{(\pi)} \) in details, notice
\[
\Psi_k^{(\pi_k)}(\{n_{k,i}\}, [1 : R_k]) = \begin{bmatrix}
\alpha_{k,n_{k,1}, v_{i,1}} & \alpha_{k,n_{k,2}, v_{i,2}} & \ldots & \alpha_{k,n_{k,R_k}, v_{i,R_k}}
\end{bmatrix},
\] (81)
and all other entries of $\Psi_k^{(\pi_k)}$ would be zero.

**Example Part 6. Feasibility: Constructing $V^{(\pi)}$.** Referring to (80), we have

$$V^{(\pi)} = \begin{bmatrix}
\Psi^{(\pi_1)} & \Psi^{(\pi_2)} & \Psi^{(\pi_3)} & \Psi^{(\pi_4)} \\
\alpha_{1,1}v_{1,1} & \alpha_{2,1}v_{1,1} & \alpha_{3,1}v_{1,1} & 0 \\
0 & 0 & \alpha_{3,2}v_{2,1} & \alpha_{4,2}v_{1,1} \\
0 & \alpha_{2,3}v_{2,1} & \alpha_{3,3}v_{3,1} & 0 \\
0 & 0 & \alpha_{2,4}v_{3,1} & 0 \\
\alpha_{1,6}v_{2,1} & 0 & 0 & 0 \\
\alpha_{1,7}v_{3,1} & \alpha_{2,7}v_{4,1} & 0 & 0 \\
0 & 0 & \alpha_{1,8}v_{4,1} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}$$

2) **Nonsingularity of $V^{(\pi)}$:** Now we are to prove $V^{(\pi)}$ is nonsingular, i.e.,

$$\text{rank}(V^{(\pi)}) = N.$$  \hspace{1cm} (82)

For this purpose, consider the sub-vector $\hat{\alpha}_k$, consisting of only nonzero elements of $\alpha_k$, defined as:

$$\hat{\alpha}_k = \alpha_k(\mathcal{A}_k).$$ \hspace{1cm} (83)

In addition we define $\hat{\Psi}_k^{(\pi_k)}$ of dimension $|\mathcal{A}_k| \times R'_k$ as

$$\hat{\Psi}_k^{(\pi_k)} = \text{diag}(\hat{\alpha}_k) \left[ v_{1}^{(k,\pi_k)} v_{2}^{(k,\pi_k)} \ldots v_{R'_k}^{(k,\pi_k)} \right].$$ \hspace{1cm} (84)

Note that $\hat{\Psi}_k^{(\pi_k)}$ is a sub-matrix of $\Psi_k^{(\pi_k)}$. In addition, assuming none of the entries of $\hat{\alpha}_k$ is zero, and since $\left[ v_{1}^{(k,\pi_k)} v_{2}^{(k,\pi_k)} \ldots v_{R'_k}^{(k,\pi_k)} \right]$ is full rank, $\hat{\Psi}_k^{(\pi_k)}$ is a full rank matrix with rank $R'_k$. Therefore, there exists at least a nonsingular square sub-matrix of dimension $R'_k \times R'_k$ of matrix $\hat{\Psi}_k^{(\pi_k)}$, which is also sub-matrix of $\Psi_k^{(\pi_k)}$. Let $\mathcal{Z}_k^{(\pi_k)} \subset \mathcal{A}_k$, $|\mathcal{Z}_k^{(\pi_k)}| = R'_k$ such that $\Psi_k^{(\pi_k)}(\mathcal{Z}_k^{(\pi_k)}, [R'_k])$ is a nonsingular square sub-matrix of dimension $R'_k \times R'_k$ of matrix $\Psi_k^{(\pi_k)}$.

Now there is an important observation. By changing the permutation function $\pi_k$, the master node can change $\mathcal{Z}_k^{(\pi_k)}$ to be any arbitrary subset of size $R'_k$ of $\mathcal{A}_k$. This is because the permutation function $\pi_k$ allows the master node to relabel the rows of $\Psi_k^{(\pi_k)}$ anyway that it wishes.
We claim that there exists some \( K \) subsets \( Z^*_k \subset [N], k \in [K] \), satisfying the following conditions:

\[
|Z^*_k| = R'_k, \tag{85}
\]

\[
Z^*_k \subset A_k, \tag{86}
\]

\[
Z^*_k \cap Z^*_{k'} = \emptyset, \forall k \neq k'. \tag{87}
\]

The proof of existence for such subsets \( Z^*_k \subset [N], k \in [K] \), follows from Hall’s marriage Theorem \[22\] and can be found in Appendix A.

To continue, the master node chooses the permutation function \( \pi^*_k \) such that

\[
Z_k^{(\pi^*_k)} = Z^*_k, \forall k \in [K]. \tag{88}
\]

We also denote the corresponding matrix \( V^{(\pi^*_k)} \), defined in (79), with \( V^{(\pi^*_k)} \) after this choice. The procedure has been illustrated in the following example.

**Example Part 7. Permutation Assignment Effect:** Let us first, determine the nonsingular sub-matrices of the basis vectors, mentioned in (71), (73) and (75). The red elements show nonsingular sub-matrices in the following statement,

\[
V^{(1)} = \begin{bmatrix} 1 & 8 & 4 & 7 \\ 8 & 4 & 7 & 1 \end{bmatrix}, V^{(2)} = V^{(3)} = \begin{bmatrix} 1 & 1 & 5 & 6 \\ 8 & 7 & 2 & 3 \end{bmatrix}, V^{(4)} = \begin{bmatrix} 1 & 1 & 1 & 6 \\ 5 & 6 & 1 & 4 \\ 2 & 3 & 1 & 7 \end{bmatrix}. \tag{89}
\]

Also the master node determines \( Z^*_k \), \( k \in [K] \), as follows,

\[
Z^*_1 = \{8\}, Z^*_2 = \{3, 4\}, Z^*_3 = \{1, 2\}, Z^*_4 = \{5, 6, 7\}, \tag{90}
\]

In addition, the master node assigns permutation functions as follows,

\[
\pi^*_1 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 4 & 2 & 3 & 1 \end{pmatrix}, \pi^*_2 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 3 & 2 & 1 & 4 \end{pmatrix}, \pi^*_3 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 1 & 2 & 3 & 4 \end{pmatrix}, \pi^*_4 = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 \\ 4 & 5 & 1 & 2 & 3 \end{pmatrix}. \tag{91}
\]
Now the permuted basis vectors, defined in (66), are

\[
\begin{bmatrix}
7 \\
8 \\
4 \\
1 \\
\end{bmatrix},
\begin{bmatrix}
4 & 0 \\
8 & 7 \\
1 & 1 \\
7 & 8 \\
\end{bmatrix},
\begin{bmatrix}
1 & 1 \\
8 & 7 \\
4 & 0 \\
7 & 8 \\
\end{bmatrix},
\begin{bmatrix}
6 & 4 & 10 \\
1 & 4 & 7 \\
1 & 1 & 1 \\
5 & 6 & 1 \\
2 & 3 & 1 \\
\end{bmatrix}.
\]

Therefore, \( V(\pi^*) \) becomes,

\[
\begin{bmatrix}
\Psi^{(\pi_1^*)} & 0 & 0 & 0 \\
0 & \Psi^{(\pi_2^*)} & 0 & 0 \\
0 & 0 & \Psi^{(\pi_3^*)} & 0 \\
\alpha_{1,7} & \alpha_{2,14} & \alpha_{2,10} & \alpha_{3,11} & 0 & 0 & 0 \\
0 & \alpha_{2,38} & \alpha_{3,27} & \alpha_{4,26} & \alpha_{4,24} & \alpha_{4,210} \\
0 & \alpha_{2,41} & \alpha_{4,41} & 0 & 0 & \alpha_{4,44} & \alpha_{4,47} \\
\alpha_{1,68} & 0 & 0 & 0 & 0 & \alpha_{4,65} & \alpha_{4,66} & \alpha_{4,61} \\
\alpha_{1,74} & \alpha_{2,77} & \alpha_{2,78} & 0 & 0 & \alpha_{4,72} & \alpha_{4,73} & \alpha_{4,71} \\
\alpha_{1,81} & 0 & 0 & \alpha_{3,87} & \alpha_{3,88} & 0 & 0 & 0 \\
\end{bmatrix} = 0.
\]

Note that the red sub-matrix in each \( \Psi_k^{(\pi^*)} \), \( k \in [4] \) is nonsingular.

3) Assignment of \( \alpha_{k,n,i} \) Variables by the Master Node: Now we prove that there exist \( \alpha_{k,n,i}, k \in [K], n_{k,i} \in A_k \) parameters such that the matrix \( A \), used in the set of linear equations (41), is nonsingular, such that matrix \( V(\pi^*) \) is nonsingular. In this proof, we rely on the following lemma.

**Lemma 2.** Let \( V \) be a square matrix that can be written as

\[
V = \text{diag}(\zeta)C + D,
\]

where \( \zeta \in F^{n \times 1}, C, D \in F^{n \times n} \), for some integer \( n \), and \( C \) is a full rank matrix. In addition, \( D \) is not a function of \( \zeta \). Then, there exists a vector \( \zeta \) such that \( V \) is a full rank matrix.
The proof of Lemma 2 can be found in Appendix B.

We now aim to prove $V^{(\pi^*)}$ satisfies the conditions of Lemma 2. We define matrix $\hat{C}$ as follows:

$$\hat{C}[n, \ell] = V^{(\pi^*)}[n, \ell], \quad (95)$$

if $n \in Z_k^{(\pi^*)}$ and $\sum_{i=1}^{k-1} R'_i + 1 \leq \ell \leq \sum_{i=1}^{k} R'_i$, for some $k \in [K]$. Otherwise $\hat{C}[n, \ell] = 0$. Thus,

$$\hat{C}[n, \ell] = \begin{cases} V^{(\pi^*)}[n, \ell] & n \in Z_k^{(\pi^*)}, \sum_{i=1}^{k-1} R'_i + 1 \leq \ell \leq \sum_{i=1}^{k} R'_i, \\ 0 & \text{otherwise} \end{cases}, \quad (96)$$

We also define

$$D = V^{(\pi^*)} - \hat{C}. \quad (97)$$

Then, regarding (96), we observe that

$$\hat{C}(Z_k^*, \sum_{i=1}^{k-1} R'_i + 1 : \sum_{i=1}^{k} R'_i) = \Psi_k^{(\pi^*)}(Z_k^{(\pi^*)}, [R'_k]) \quad k \in [K]. \quad (98)$$

Recall that from (85), (86) and (87) for any $k, k' \in [K], k \neq k'$, $Z_k^* \cap Z_{k'}^* = \emptyset$, and also $\{\sum_{i=1}^{k-1} R'_i + 1 : R'_k\} \cap \{\sum_{i=1}^{k'-1} R'_i + 1 : \sum_{i=1}^{k'} R'_i\} = \emptyset$, we observe that $\hat{C}$ includes $K$ nonzero blocks, as stated above, where these blocks do not overlap in their corresponding rows or columns in $\hat{C}$. Moreover, due to (88), these blocks are full rank. In addition, regarding (78) we have $\Psi_k^{(\pi_{*k})}(Z_k^{(\pi^*)}, [R'_k]) = \text{diag}(\alpha_k(Z_k^{(\pi^*)}))V_k^{(\pi^*)}(Z_k^{(\pi^*)}, [R'_k])$, $k \in [K]$. Thus,

$$\hat{C}[Z_k^*, \sum_{i=1}^{k-1} R'_i + 1 : \sum_{i=1}^{k} R'_i] = \text{diag}(\alpha_k(Z_k^{(\pi^*)}))V_k^{(\pi^*)}(Z_k^{(\pi^*)}, [R'_k]) \quad k \in [K]. \quad (99)$$

We define vector $\zeta$, as $\zeta_n = \alpha_{k,n}$, if $n \in Z_k^*$ for some $k \in [K]$, otherwise $\zeta_n = 0$. Then, we have,

$$\hat{C} = \text{diag}(\zeta)C, \quad (100)$$

where

$$C[Z_k^*, \sum_{i=1}^{k-1} R'_i + 1 : \sum_{i=1}^{k} R'_i] = V_k^{(\pi^*)}(Z_k^{(\pi^*)}, [R'_k]) \quad k \in [K], \quad (101)$$

and other entries of $C$ are all zero. In addition, $C$ is nonsingular. Moreover, entries of $\zeta$ do not appear in $D$. Thus, according to Lemma 2 there exists $\zeta \in \mathbb{F}^N$, such that $V^{(\pi^*)} = \text{diag}(\zeta)C + D$ is nonsingular.
Example Part 8. Let us decompose $V^{(π^∗)}$. According to (96), (97) and (100), we need following matrices:

$$C = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 8 & 7 & 0 & 0 & 0 \\
0 & 8 & 7 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 5 & 6 & 1 \\
0 & 0 & 0 & 0 & 0 & 2 & 3 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}, \quad (102)$$

$$\zeta = \begin{bmatrix}
\alpha_{3,1} & \alpha_{3,2} & \alpha_{2,3} & \alpha_{2,4} & \alpha_{4,5} & \alpha_{4,6} & \alpha_{4,7} & \alpha_{1,8}
\end{bmatrix}, \quad (103)$$

$$D = \begin{bmatrix}
\alpha_{1,7} & \alpha_{2,14} & \alpha_{2,10} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha_{4,26} & \alpha_{4,24} & \alpha_{4,210} \\
0 & 0 & 0 & \alpha_{3,34} & \alpha_{3,30} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha_{4,41} & \alpha_{4,44} & \alpha_{4,47} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{1,68} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{1,74} & \alpha_{2,77} & \alpha_{2,78} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \alpha_{3,87} & \alpha_{3,88} & 0 & 0 & 0
\end{bmatrix}, \quad (104)$$

As can be seen $\zeta$ entries are independent from $D$ entries hence regarding Lemma 2 there exists $\zeta \in \mathbb{F}^N$, such that $V^{(π^∗)} = \text{diag}(\zeta)C + D$ in our example becomes nonsingular.

C. Constructing the Encoding and Decoding Functions

In this subsection, we show that how the encoding and decoding functions defined in parts IV-A2 and IV-A3 are applied.
**Example Part 9. Encoding Function:** Referring to Example Part 2, now we want to construct the encoding equation which must be solved by the master node. The encoding equation is as follows,

\[ Ab = s, \]  

(105)

and \( b \) is unknown and consists of,

\[ b = [P_{1,1}, P_{1,2}, P_{1,3}, P_{2,2}, P_{2,3}, P_{2,2}, P_{4,3}, P_{4,4}, y^\top]^\top. \]  

(106)

Having \( \gamma_{k,i}, k \in [4], i \in A_k \) and \( \alpha_k, k \in [4] \) the known vector \( s \) becomes,

\[ s = [s_1^\top, s_2^\top, s_3^\top, s_4^\top]^\top, \]  

(107)

\[ s_1 = -[1, 1, 1, 1]^\top, \quad s_2 = -[5, 1, 6, 4]^\top, \quad s_3 = -[4, 4, 4, 4]^\top, \quad s_4 = -[3, 5, 7, 10, 10]^\top, \]  

(108)

Also we have,

\[ A = \begin{bmatrix} B_1^{(\pi_1)}_{\top} & \gamma_1 \\ B_2^{(\pi_2)}_{\top} & \gamma_2 \\ B_3^{(\pi_3)}_{\top} & \gamma_3 \\ B_4^{(\pi_4)}_{\top} & \gamma_4 \end{bmatrix}, \]  

(109)

\[ B_1^{(\pi_1)} = \begin{bmatrix} 8^4 & 8^2 & 8^3 & 8^1 \\ 9^4 & 9^2 & 9^3 & 9^1 \\ 6^4 & 6^2 & 6^3 & 6^1 \end{bmatrix}, \quad B_2^{(\pi_2)} = \begin{bmatrix} 9^3 & 9^2 & 9^1 & 9^4 \\ 6^3 & 6^2 & 6^1 & 6^4 \end{bmatrix}, \]  

(110)

\[ B_3^{(\pi_3)} = \begin{bmatrix} 9^1 & 9^2 & 9^3 & 9^4 \\ 6^1 & 6^2 & 6^3 & 6^4 \end{bmatrix}, \quad B_4^{(\pi_4)} = \begin{bmatrix} 6^4 & 6^5 & 6^1 & 6^2 & 6^3 \\ 4^4 & 4^5 & 4^1 & 4^2 & 4^3 \end{bmatrix}, \]  

(111)

\[ \gamma_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \quad \gamma_2 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 7 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 8 & 0 \end{bmatrix}, \]  

(112)

\[ \gamma_3 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \quad \gamma_4 = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \end{bmatrix}. \]  

(113)
Now, by solving (105), we obtain,

$$\mathbf{b} = [5, 2, 7, 2, 4, 9, 7, 6, 5, 5, 8, 7, 3, 2, 2, 9]^\top. \quad (114)$$

Therefore, the encoded (stored) data are,

$$Y_1 = 5, \ Y_2 = 5, \ Y_3 = 8, \ Y_4 = 7, \ Y_5 = 3, \ Y_6 = 2, \ Y_7 = 2, \ Y_8 = 9. \quad (115)$$

Note that $\phi^M, \ M = 1$, the encoding function maps $W[4]$ to $Y[8]$.

Now notice how each user applies its decoding function in the following Example Part.

**Example Part 10.** First, we rewrite (34) as,

$$\mathbf{D}_1^{(\pi_1^*)} \mathbf{b}_1 = \mathbf{y}_1, \quad (116)$$

where,

$$\mathbf{D}_1^{(\pi_1^*)} = \begin{bmatrix} 1 & (8^4)^1 & (8^4)^2 & (8^4)^3 \\ 1 & (8^2)^1 & (8^2)^2 & (8^2)^3 \\ 1 & (8)^1 & (8)^2 & (8)^3 \\ 1 & (8)^1 & (8)^2 & (8)^3 \end{bmatrix}, \ \ \mathbf{b}_1 = [\hat{W}_{1,0}, \hat{P}_{1,1}, \hat{P}_{1,2}, \hat{P}_{1,3}]^\top, \ \ \mathbf{y}_1 = [-\alpha_{1,1}Y_1, -\alpha_{1,6}Y_6, -\alpha_{1,7}Y_7, -\alpha_{1,8}Y_8]^\top = [6, 9, 9, 2]^\top.$$

Solving (116), we obtain,

$$\mathbf{b}_1 = [1, 5, 2, 7]^\top. \quad (117)$$

Therefore, $\hat{W}_{1,0} = 1$, which is identical to $W_{1,0}$. Note that the decoding function $\theta_1^1$ maps $Y_{A_1} = \{y_1, y_6, y_7, y_8\}$ to $\hat{W}_1$. Similarly for User 2 we have,

$$\mathbf{D}_2^{(\pi_2^*)} \mathbf{b}_2 = \mathbf{y}_2, \quad (118)$$

where

$$\mathbf{D}_2^{(\pi_2^*)} = \begin{bmatrix} 1 & (8^3)^1 & (8^3)^2 & (8^3)^3 \\ 1 & (8^2)^1 & (8^2)^2 & (8^2)^3 \\ 1 & (8)^1 & (8)^2 & (8)^3 \\ 1 & (8)^1 & (8)^2 & (8)^3 \end{bmatrix}, \ \ \mathbf{b}_2 = [\hat{W}_{2,0}, \hat{W}_{2,1}, \hat{P}_{2,1}, \hat{P}_{2,2}, \hat{P}_{2,3}]^\top, \quad (119)$$

$$\mathbf{y}_2 = [-\alpha_{2,1}Y_1, -\alpha_{2,3}Y_3, -\alpha_{2,4}Y_4, -\alpha_{2,7}Y_7]^\top = [6, 10, 4, 6]^\top. \quad (120)$$
This results in \( \mathbf{b}_2 = [2, 6, 2, 4]^\top \). For User 3 we have,

\[
\mathbf{D}_3^{(\pi_3)} \mathbf{b}_3 = \mathbf{y}_3, \quad (121)
\]

where

\[
\mathbf{D}_3^{(\pi_3)} = \begin{bmatrix}
1 & (8^1)^1 & (8^1)^2 & (8^1)^3 \\
1 & (8^2)^1 & (8^2)^2 & (8^2)^3 \\
1 & (8^3)^1 & (8^3)^2 & (8^3)^3 \\
1 & (8^4)^1 & (8^4)^2 & (8^4)^3 \\
\end{bmatrix}, \quad \mathbf{b}_3 = [\hat{W}_{3,0}, \hat{W}_{3,1}, \hat{P}_{3,2}, \hat{P}_{3,3}]^\top, \quad (122)
\]

\[
\mathbf{y}_3 = [-\alpha_{3,1} Y_1, -\alpha_{3,1} Y_2, -\alpha_{3,3} Y_3, -\alpha_{3,8} Y_8]^\top = [6, 6, 3, 2]^\top, \quad (123)
\]

which leads to \( \mathbf{b}_3 = [4, 0, 9, 7]^\top \). Finally, for User 4 we assert

\[
\mathbf{D}_4^{(\pi_4)} \mathbf{b}_4 = \mathbf{y}_4, \quad (124)
\]

where

\[
\mathbf{D}_4^{(\pi_4)} = \begin{bmatrix}
1 & (8^4)^1 & (8^4)^2 & (8^4)^3 & (8^4)^4 \\
1 & (8^5)^1 & (8^5)^2 & (8^5)^3 & (8^5)^4 \\
1 & (8^1)^1 & (8^1)^2 & (8^1)^3 & (8^1)^4 \\
1 & (8^2)^1 & (8^2)^2 & (8^2)^3 & (8^2)^4 \\
1 & (8^3)^1 & (8^3)^2 & (8^3)^3 & (8^3)^4 \\
\end{bmatrix}, \quad \mathbf{b}_4 = [\hat{W}_{4,0}, \hat{W}_{4,1}, \hat{W}_{4,2}, \hat{P}_{4,3}, \hat{P}_{4,4}]^\top, \quad (125)
\]

\[
\mathbf{y}_4 = [-\alpha_{4,2} Y_2, -\alpha_{4,4} Y_4, -\alpha_{4,5} Y_5, -\alpha_{4,6} Y_6, -\alpha_{4,7} Y_7]^\top = [6, 6, 3, 2]^\top, \quad (126)
\]

which has the solution as \( \mathbf{b}_4 = [3, 7, 5, 6, 5]^\top \).

\( \square \)

**D. Proof of Correctness**

Note that User \( k \) has access to \( |A_k| \) point of \( g_{w_k, p_k} \) polynomial with degree \( |A_k| - 1 \), which each of them consists of \( |A_k| \) elements of \( w_k, p_k \). In the retrieval phase, \( w_k \) is the desired secret message of the user. As can be seen from \((21)\) and \((34)\), both encoding and decoding system of equations imply the same relation between \( w_k, p_k, \hat{w}_k, \hat{p}_k \) and stored data \( \mathbf{y} \). Since the decoding equation, formed by user \( k \), has a unique solution due to the nonsingularity of Vandermonde matrix and also due to Subsection [IV-B] it is known that there exists a feasible scheme to uniquely encode the stored data, namely \( \mathbf{y} \). Consequently, we can assert that \( \hat{w}_k = w_k \) and the correctness condition holds.
E. Proof of Privacy

In this subsection, we prove that the achievable scheme satisfies the privacy condition in (10). Let us begin by the following lemma,

Lemma 3. Symbols $Y_1, Y_2, \ldots, Y_N$, stored in the storage nodes 1 to $N$, are mutually independent and full entropy. In other words:

$$H(Y_1, Y_2, \ldots, Y_N) = N \log(|\mathbb{F}|). \quad (127)$$

Proof: Let us define

$$\mathcal{P} \triangleq \bigcup_{k \in [K]} \{P_{k,R_k}, \ldots, P_{k,|A_k|-1}\}. \quad (128)$$

$$\mathcal{O} \triangleq \bigcup_{k \in [K]} \{P_{k,R_k}', \ldots, P_{k,R_k}'-1\}. \quad (129)$$

Note that $R_k' \leq |A_k|, \ k \in [K], \text{ thus } \mathcal{O} \subset \mathcal{P}$. Then, we have

$$H(Y_1, Y_2, \ldots, Y_N) \overset{(a)}{=} H(Y_1, Y_2, \ldots, Y_N) + H(W_1, W_2, \ldots, W_K, \mathcal{P}|Y_1, Y_2, \ldots, Y_N) \quad (130)$$

$$\geq H(Y_1, Y_2, \ldots, Y_N) + H(W_1, W_2, \ldots, W_K, \mathcal{O}|Y_1, Y_2, \ldots, Y_N) \quad (131)$$

$$= H(W_1, W_2, \ldots, W_K, Y_1, Y_2, \ldots, Y_N, \mathcal{O}) \quad (132)$$

$$\geq H(W_1, W_2, \ldots, W_K, \mathcal{O}) \quad (133)$$

$$\overset{(c)}{=} H(W_1, W_2, \ldots, W_K) + H(\mathcal{O}) \quad (134)$$

$$\overset{(d)}{=} \left( \sum_{k=1}^{K} R_k' \right) \log(|\mathbb{F}|) \overset{(e)}{=} N \log(|\mathbb{F}|), \quad (135)$$

where (a) follows from the fact that having access to $Y_1, Y_2, \ldots, Y_N$, we can recover $W_1, W_2, \ldots, W_K$ and $\mathcal{P} \triangleq \bigcup_{k \in [K]} \{P_{k,R_k}, \ldots, P_{k,|A_k|-1}\}$ as proven in the correctness of the decoding phase of the proposed scheme in Subsection IV-A3; (b) is true due to $\mathcal{O} \subset \mathcal{P}$; (c) holds since as explained in Subsection IV-B $W_1, W_2, \ldots, W_K$ and variables in $\mathcal{O}$ are chosen independently; (d) holds because $W_1, W_2, \ldots, W_K$ and variables in $\mathcal{O}$ are chosen independently and uniformly at random from $\mathbb{F}$; and (e) holds since according to (17), we have $\sum_{k=1}^{K} R_k' = N$.

On the other hand, we know $H(Y_1, Y_2, \ldots, Y_N) \leq N \log(|\mathbb{F}|)$, thus $H(Y_1, Y_2, \ldots, Y_N) = N \log(|\mathbb{F}|)$. □
Now consider any two Users $k$ and $k'$ with access sets $A_k$ and $A_{k'}$, respectively. We prove that $H(W_k|Y_{A_{k'}}) = H(W_k) = R_k \log(|\mathbb{F}|)$, meaning that User $k'$ learn nothing about the secret message of User $k$.

First note that $R_k \leq |A_k \setminus A_{k'}|$. Let $A_k^{(-k')}$ be an arbitrary subset of $A_k \setminus A_{k'}$ with size $R_K$. In other words, we have $A_k^{(-k')} \subset A_k \setminus A_{k'}$, and $|A_k^{(-k')}| = R_k$. Then, we have

$$H(W_k|Y_{A_{k'}}) \geq H(W_k|Y_{[N]\setminus A_{k}^{(-k')}}) \overset{(a)}{=} H(W_k|Y_{[N]\setminus A_{k}^{(-k')}}) + H(p_k|Y_{[N]\setminus A_{k}^{(-k')}}), W_k) + H(Y_{k}^{(-k')}|W_k, Y_{[N]\setminus A_{k}^{(-k')}}), \mathbf{p}_k) \overset{(b)}{=} H(W_k, Y_{A_{k}^{(-k')}}|W_k, Y_{[N]\setminus A_{k}^{(-k')}}) \overset{(c)}{=} H(Y_{A_{k}^{(-k')}}|W_k, Y_{[N]\setminus A_{k}^{(-k')}}) \overset{(d)}{=} R_k \log(|\mathbb{F}|),$$

where (a) holds since $Y_{A_{k'}} \subset Y_{[N]\setminus A_{k}^{(-k')}}$, (c) and (d) follow from Lemma 3. To establish (b), we argue that

$$H(p_k|Y_{[N]\setminus A_k^{(-k')}}), W_k) = 0,$$

$$H(Y_{k}^{(-k')}|W_k, Y_{[N]\setminus A_k^{(-k')}}), \mathbf{p}_k) = 0.$$

The reason is that from (22), and having $W_k, Y_{[N]\setminus A_k^{(-k')}}$, we can form the following set of linear equations,

$$P_{k,R_k+1} \gamma_{k,i}^{R_k} + P_{k,R_k+2} \gamma_{k,i}^{R_k+1} + \ldots + P_{k,|A_{k}|-1} \gamma_{k,i}^{|A_{k}|-1} = -(\omega_{k,i} + \alpha_{k,n_k,i}, Y_{n_k,i}), \forall n_k,i \in A_k \setminus A_k^{(-k')},$$

where the right-hand side is known. In the above equations, we have $|A_k| - R_k$ variables and $|A_k \setminus A_k^{(-k')}| = |A_k| - R_k$ equations. Since the coefficients of (143) form a Vandermonde full-rank matrix, $p_k$ can be solved for, and thus (141) holds. On the other hand, having $p_k$ and $W_k$, we can calculate $Y_{A_k}$ and thus $Y_{A_k^{(-k')}}$. As a result, (142) holds.

**F. Memory Sharing**

**Lemma 4.** Consider two achievable rate tuples $(R_1, R_2, \ldots, R_K)$ and $(\hat{R}_1, \hat{R}_2, \ldots, \hat{R}_K)$. Then for any $\omega \in [0, 1]$, the rate tuple $\omega(R_1, R_2, \ldots, R_K) + (1 - \omega)(\hat{R}_1, \hat{R}_2, \ldots, \hat{R}_K)$ is achievable.

**Proof:** Assume that the size of the memory is $M$. We split each memory unit into two parts with size $\omega M$ and $(1 - \omega)M$. We then apply the first achievable scheme to store secrets with sizes
(R_1, R_2, \ldots, R_K) \omega M \) in the first part. Similarly, we use the second scheme to store the secrets with sizes

\((\hat{R}_1, \hat{R}_2, \ldots, \hat{R}_K)(1 - \omega) M \). Therefore, the size of the secrets stored are equal to \((R_1, R_2, \ldots, R_K) \omega M + (\hat{R}_1, \hat{R}_2, \ldots, \hat{R}_K)(1 - \omega) M \), and we achieve the rate of \((R_1, R_2, \ldots, R_K) \omega + (\hat{R}_1, \hat{R}_2, \ldots, \hat{R}_K)(1 - \omega) \).

\[ \text{V. The Converse Proof} \]

Consider two Users \( k \) and \( \hat{k} \) as shown in Fig. 5. The master node intends to privately transmit \( W_k \) with the size of \( R_k \) \( q \)-array bits to User \( k \). The other user, \( \hat{k} \), acts as an eavesdropper and intends to obtain information about \( W_k \). First, note that from the correctness and privacy conditions in (9) and (10), respectively, we obtain:

\[ H(W_k | Y_{A_k \cap A_k'}, Y_{A_k \setminus A_k'}) = M o(M), \]  
\[ H(W_k | Y_{A_k \cap A_k'}) = H(W_k). \]  

Now, we have

\[ I(Y_{A_k \setminus A_k'}; W_k | Y_{A_k \cap A_k'}) = H(Y_{A_k \setminus A_k'} | Y_{A_k \cap A_k'}) - H(Y_{A_k \setminus A_k'} | W_k, Y_{A_k \cap A_k'}) \]  
\[ \leq H(Y_{A_k \setminus A_k'}) \leq M | A_k \setminus A_k' |, \]  

where (a) is due to the fact that conditioning does not increase entropy, and (b) follows since the maximum entropy results when the stored data in \( Y_{A_k \setminus A_k'} \) are independent and uniformly chosen.
Further, we have

\[ I(Y_{A_k \setminus A_{k'}}; W_k | Y_{A_k \cap A_{k'}}) = H(W_k | Y_{A_k \cap A_{k'}}) - H(W_k | Y_{A_k \cap A_{k'}}, Y_{A_k \setminus A_{k'}}), \]  

\[ \overset{(a)}{=} H(W_k) - Mo(M), \]  

(148)

(149)

where (a) follows from (144) and (145). Combining (147) and (149) results in:

\[ r_k - Mo(M) \leq M |A_k \setminus A_{k'}|, \]  

(150)

which in our problem, when \( M \) tends to infinity, implies that,

\[ R_k \leq |A_k \setminus A_{k'}|. \]  

(151)

This completes the converse proof for (11).

Now, we prove (12). Consider any arbitrary set like \( S \in [K] \), where \( S = \{j_1, j_2, \ldots, j_k\} \). Note that from the problem setup and the correctness condition in (9), we obtain:

\[ H(W_{j_1}, \ldots, W_{j_k} | Y_{A_{j_1}}, \ldots, Y_{A_{j_k}}) \leq |S| Mo(M), \]  

(152)

\[ H(W_{j_1}, \ldots, W_{j_k}) = \sum_{j \in S} r_j = M \sum_{j \in S} R_j \]  

(153)

Now, we have

\[ I(Y_{A_{j_1}}, \ldots, Y_{A_{j_k}}; W_{j_1}, \ldots, W_{j_k}) = H(Y_{A_{j_1}}, \ldots, Y_{A_{j_k}}) - H(Y_{A_{j_1}}, \ldots, Y_{A_{j_k}} | W_{j_1}, \ldots, W_{j_k}) \]  

\[ \leq M |A_{j_1} \cup \ldots \cup A_{j_k}|, \]  

(154)

(155)

Further, we have

\[ I(Y_{A_{j_1}}, \ldots, Y_{A_{j_k}}; W_{j_1}, \ldots, W_{j_k}) = H(W_{j_1}, \ldots, W_{j_k}) - H(W_{j_1}, \ldots, W_{j_k} | Y_{A_{j_1}}, \ldots, Y_{A_{j_k}}) \]  

\[ \overset{(a)}{\geq} M \sum_{j \in S} R_j - |S| Mo(M), \]  

(156)

(157)

where (a) follows from (152) and (153). Combining (147) and (149) results in:

\[ \sum_{j \in S} R_j \leq |A_{j_1} \cup \ldots \cup A_{j_k}| + |S| o(M). \]  

(158)

Noting that \( o(M) \) approaches zero as \( M \to \infty \), this completes the proof.
VI. Conclusion

In this paper, we considered the problem of distributed multi-user secret sharing (DMUSS), consisting of a master node, $N$ storage nodes, and $K$ users. The master node, storing all secret messages, intends to convey each secret messages $W_k, k \in [K]$ to its corresponding User $k$ privately and correctly. We studied the general case, where each user has access to an arbitrary subset of storage nodes. We characterized the capacity region of the problem by deriving the optimal normalized size of secret messages that can be achieved. Considering the DMUSS problem in presence of straggler or adversarial nodes would be an interesting future work.
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APPENDIX A

First, we clone User $i \in [K]$’s node $R'_i$ times with the same access set (see Fig. 6). To illustrate this idea let us define

$$A_{i,j} \triangleq A_i, \forall i \in [K], \forall j \in [R'_i].$$  

Consider a family of sets $A$ containing all of the $A_{i,j}$, $i \in [K], j \in [R'_i]$ sets. Note that members of $A$ are counted with multiplicity. A system of distinct representative (SDR) for these sets is a $N$-tuple $(x_{1,1}, x_{1,2}, \ldots, x_{1,R'_1}, \ldots, x_{K,1}, x_{K,2}, \ldots, x_{K,R'_K})$ of elements (where $N = \sum_{i=1}^{K} R'_i$) with the following properties:

1) **Representative Property:** $x_{i,j} \in A_{i,j}$ for $i \in [K], j \in [R'_i]$.  
2) **Distinct Property:** $x_{i_1,j_1} \neq x_{i_2,j_2}$ for $(i_1, j_1) \neq (i_2, j_2)$.

Also for any set of indices $\mathcal{D} \subseteq \{(i,j)|i \in [K], j \in [R'_i]\}$, we define

$$A(\mathcal{D}) \triangleq \bigcup_{d \in \mathcal{D}} A_d.$$  

**Lemma 5** (Hall’s Marriage Theorem \[22\]). $A$ as a family of finite sets has a system of distinct representative if and only if the following condition holds:

$$|A(\mathcal{D})| \geq |\mathcal{D}|, \forall \mathcal{D} \subseteq \{(i,j)|i \in [K], j \in [R'_i]\}.$$  

Fig. 6. Graphical Representation of Hall’s Marriage Theorem.
We claim that the condition in (161) holds in our problem. For the proof of the claim, consider a subset $D \subseteq \{(i, j) | i \in [K], j \in [R_i]\}$. Define $T \triangleq \{i | (i, j) \in D\} = \{i_1, i_2, \ldots, i_m\}$ and also $l_e \triangleq |\{(i, j) \in D | i_e \in T\}|$, $\forall e \in [m]$ which shows the number of sets that their unification make $A(D)$. From (159), we conclude that

$$A(D) = A_{i_1} \cup A_{i_2} \cup \ldots \cup A_{i_m},$$  

(162)

Also from the definition of $T$, we have

$$\sum_{e=1}^{m} l_e = |D|,$$  

(163)

By (159), we obtain $l_e \leq R'_e$, $\forall e \in [m]$, and thus,

$$\sum_{e=1}^{m} l_e \leq \sum_{e=1}^{m} R'_e.$$  

(164)

In addition, from (16), we have

$$\sum_{e=1}^{m} R'_e \leq |A_{i_1} \cup A_{i_2} \cup \ldots \cup A_{i_m}|.$$  

(165)

Combining (162), (163), (164) and (165), (161) is true. Therefore there exists a system of distinct representative. Consequently, the existence of the $N$-tuple is guaranteed. And then simply we designate

$$Z_i^* \triangleq \{x_{i,j} | j \in [R'_i]\}, \quad \forall i \in [K].$$  

(166)

Hence, the separate assignment of $Z_i^{(\pi)}$ sets is possible.

**APPENDIX B**

**PROOF OF LEMMA 2**

*Proof:* Consider the following matrix

$$V = \text{diag}(\zeta^T)C + D,$$  

(167)

where $C, D \in \mathbb{F}^{n \times n}$, and

$$\zeta = \begin{bmatrix} \zeta_1 & \zeta_2 & \ldots & \zeta_n \end{bmatrix}^T \in \mathbb{F}^{n \times 1}.$$  

(168)

We define,

$$I_i \triangleq [i + 1 : n], \quad \forall i \in [n],$$  

(169)

$$f(S) \triangleq [n] \setminus S.$$  

(170)
By contradiction, assume that there is no \( \zeta \) vectors that results in \( |V| \neq 0 \), which means that \( |V| \) is identically equal to zero in terms of \( \zeta_i, \ i \in [n] \). By co-factor expansion of the \( |V| \), we obtain,

\[
|V| = \sum_{r=1}^{n} (-1)^{r+1} [c_{1,r} + d_{1,r}] |V(I_1, f(\{r\})|) = \zeta_1 \left( \sum_{r=1}^{n} (-1)^{r+1} c_{1,r} |V(I_1, f(\{r\})|) + \sum_{r=1}^{n} (-1)^{r+1} d_{1,r} |V(I_1, f(\{r\})|) \right) = 0. \tag{172}
\]

Since \( |V| \) is to be identically equal to zero and \( d_{1,r}, \ r \in [n] \) are independent from \( \zeta_1 \), we have

\[
\sum_{r=1}^{n} (-1)^{r+1} d_{1,r} |V(I_1, f(\{r\})|) = 0. \tag{173}
\]

Also from the co-factor expansion of the determinant of any \( V(I_i, J), \ i \in [n], \ S \subseteq [n] \) we have:

\[
|V(I_i, J)| = \sum_{s=1, s \notin J} \sum_{q \in \{0, 1\}} (-1)^{s+q} |V(I_{i+1}, J \cup \{s\})| + \sum_{s=1, s \notin J} \sum_{q \in \{0, 1\}} (-1)^{s+q} |V(I_{i+1}, J \cup \{s\})|,
\]

where \( q \in \{0, 1\} \) is chosen according to the original expansion formula. In other words, the alternating criteria of the summation for every co-factor must be preserved. Substituting \( i = r, j = 1 \) in (174) and then combining with (173), we obtain

\[
\sum_{r=1}^{n} (-1)^{r+1} c_{1,r} \left[ \sum_{s=1, s \notin r} (-1)^{s+q} \zeta_2 c_{2,s} + \sum_{s=1, s \notin r} (-1)^{s+q} d_{2,s} \right] |V(I_{r+1}, f(\{r, s\})|) = 0. \tag{175}
\]

\[
= \zeta_2 \sum_{r=1}^{n} (-1)^{r+1} c_{1,r} \left[ \sum_{s=1, s \notin r} (-1)^{s+q} c_{2,s} |V(I_{r+1}, f(\{r, s\})|) + \sum_{s=1, s \notin r} (-1)^{s+q} d_{2,s} |V(I_{r+1}, f(\{r, s\})|) \right] \tag{176}
\]

\[
+ \sum_{s=1, s \notin r} (-1)^{s+q} d_{2,s} |V(I_{r+1}, f(\{r, s\})|) = 0. \tag{177}
\]

Since \( u_{2,s}, \ s \in J \) are independent from \( \zeta_2 \), we read

\[
\sum_{r=1}^{n} (-1)^{r+1} c_{1,r} \left[ \sum_{s=1, s \notin r} (-1)^{s+q} c_{2,s} |V(I_{r+1}, f(\{r, s\})|) \right] = 0. \tag{179}
\]

Using (174) and applying the similar substitution for another \( n - 2 \) times, we conclude that

\[
\sum_{r=1}^{n} (-1)^{r+1} c_{1,r} \left[ \sum_{s=1, s \notin r} (-1)^{s+q} c_{2,s} |V(I_{r+1}, f(\{s\})|) \right] = 0, \tag{180}
\]

where \( S_{r'} = f([n] \setminus \{r'\}), \ r' \in [n] \). From definition of \( V(I_{n-1}, S) \), we have

\[
V(I_{n-1}, S_{r'}) = \zeta_n c_{n, r'} + d_{n, r'}. \tag{181}
\]
Substituting (181) in (180) we get,

\[
\sum_{r=1}^{n} (-1)^{r+1} c_{1,r} \left[ \sum_{s'=1}^{n} (-1)^{s+q_1} c_{2,s} \left[ \cdots (\zeta_n c_{n,r'} + d_{n,r'}) \right] \right] = 0.
\] (182)

\[
= \zeta_n \sum_{r=1}^{n} (-1)^{r+1} c_{1,r} \left[ \sum_{s'=1}^{n} (-1)^{s+q_1} c_{2,s} \left[ \cdots c_{n,r'} \right] \right] \] (183)

\[
+ \sum_{r=1}^{n} (-1)^{r+1} c_{1,r} \left[ \sum_{s'=1}^{n} (-1)^{s+q_1} c_{2,s} \left[ \cdots d_{n,r'} \right] \right] \] (184)

\[
= 0. \] (185)

Since \(d_{n,r'}, r' \in [n]\) are independent from \(\zeta_{r'}\), we obtain

\[
\sum_{r=1}^{n} (-1)^{r+1} c_{1,r} \left[ \sum_{s'=1}^{n} (-1)^{s+q_1} c_{2,s} \left[ \cdots c_{n,r'} \right] \right] = 0. \] (186)

Now, let

\[
C = \begin{bmatrix}
 c_{1,1} & c_{1,2} & \cdots & c_{1,n} \\
 c_{2,1} & c_{2,2} & \cdots & c_{2,n} \\
 \vdots & \vdots & \ddots & \vdots \\
 c_{n,1} & c_{n,2} & \cdots & c_{n,n}
\end{bmatrix}
\] (187)

and expand its determinant as,

\[
|C| = \sum_{r=1}^{n} (-1)^{r+1} c_{1,r} \left[ \sum_{s'=1}^{n} (-1)^{s+q_1} c_{2,s} \left[ \cdots c_{n,r'} \right] \right]. \] (188)

Noting (188), (186) implies that the determinant of \(C\) is zero which is a contradiction. Therefore, \(|V|\) is not identically equal to zero and there exists some \(\zeta_i \in F, i \in [n]\) that makes the \(V\) matrix non-singular.

\textbf{\blacksquare}