Coherent electron trajectory control in graphene
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We investigate coherent electron dynamics in graphene, interacting with the electric field waveform of two orthogonally polarized, few-cycle laser pulses. Recently, we demonstrated that linearly polarized driving pulses lead to sub-optical-cycle Landau-Zener quantum path interference by virtue of the combination of intraband motion and interband transition [Higuchi et al., Nature 550, 224 (2017)]. Here we introduce a pulse control laser beam, orthogonally polarized to the driving pulses, and observe the ensuing electron dynamics. The relative delay between the two pulses is a tuning parameter to control the electron trajectory, now in a complex fashion exploring the full two-dimensional reciprocal space in graphene. Depending on the relative phase, the electron trajectory in the reciprocal space can, for example, be deformed to suppress the quantum path interference resulting from the driving laser pulse. Intriguingly, this strong-field-based complex matter wave manipulation in a two-dimensional conductor is driven by a high repetition rate laser oscillator, rendering unnecessary complex and expensive amplified laser systems.

The corresponding Phys. Rev. Lett. is avaible at: https://doi.org/10.1103/PhysRevLett.121.207401.

Controlling electron trajectories in condensed matter systems by the field of light is a rapidly evolving area in ultrafast optics. For example, it has been demonstrated that the high harmonic generation process in solids is governed by the exact shape of the electron’s trajectory, controlled with linearly [1–4] and more recently elliptically polarized [5–7] driving fields. Similarly, the generation of currents on the femtosecond timescale in dielectrics, allowing for current switching at terahertz to optical frequencies, has been demonstrated to be sensitive to the electron trajectory [8–13]. This coherent control opens the door for investigating electronic and topological properties in solid state systems at optical frequencies [14–17].

In contrast, much less is known about coherent electron trajectory control in metallic or narrow bandgap materials. In the case of metals, charge carriers screen an external electric field, consequently it is difficult to apply strong electric fields to metals [8, 18, 19]. In semiconductors, resonant absorption results in heating and damage of the material when illuminating the sample with high laser intensities. To overcome these difficulties, we use graphene. Even though the metallic nature of graphene is reflected in its excellent carrier mobility [20], the carrier concentration is low compared with conventional metals and thus screening due to free carriers is negligible at optical frequencies. Therefore, strong optical fields can be generated in graphene. In addition, graphene, in particular epitaxial graphene on SiC(0001), is one of the most robust materials available [21], and can withstand high laser intensities. This implies that graphene represents an ideal material to study light-field-driven dynamics in conducting materials.

We have recently shown that few-cycle laser pulses generate a residual current sensitive to the waveform of the driving laser pulses. This current scales non-monotonically as a function of the field strength [22] and results from breaking the spatiotemporal symmetry of the system by the few-cycle nature of the laser pulses [23]. When the light field is strong enough so that the light-field-driven change of the electron wavenumber during the interaction dominates the overall light-matter interaction, the resultant current direction can be predominantly determined by electron trajectories in the reciprocal space. In this regime the temporal evolution of the electron wavenumber is proportional to the electric field strength $k(t) \propto E(t)$ [24, 25]. In graphene this light-field-driven dynamics can be reached with a moderate field strength of 2 V/nm. Note that due to graphene’s particular band structure the critical field strength required to enter the strong-field regime is about one order of magnitude smaller than that for gas-phase atoms [26] or dielectrics [1, 8].

In this strong-field regime, free electrons in graphene are driven by the light field. These electrons follow trajectories nearby an avoided crossing formed by the conduction and the valence band. The dynamics around such a crossing can be described by the Landau-Zener (LZ) transition framework [27, 28]. When the driven electron enters the avoided crossing region, its wavefunction can be coherently split: One part of the wavefunction can stay in the original band (intraband motion), whereas the other part can experience an interband transition (Fig. 1(b)). Thus, this action represents a beamsplitter for the driven electrons in the reciprocal space. Since the driving waveform is an oscillating electric field, this beamsplitter ac-
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tion occurs twice within one optical cycle. When the driving optical period is shorter than any electronic dephasing time, the electronic coherence between two LZ events is maintained and the different quantum-pathways can lead to interference effects, known as Landau-Zener-Stückelberg (LZS) interference [28]. More precisely, for linearly polarized driving fields, electrons are driven back and forth along a one-dimensional trajectory, allowing for the mentioned two Landau-Zener transition events (Figs. 1(a), 1(b)). For instance, the electron can first undergo an intraband motion followed by an interband transition or vice versa. Depending on the phase evolution of each quantum path the interference can be constructive or destructive resulting in an excitation or no excitation. As a consequence of this interference the resulting current direction can be controlled by the exact shape of the waveform.

In contrast, by employing circular polarization the electron trajectory is two-dimensional, suppressing intra-optical-cycle interference. In this case, the transition probability is rather determined by the distance in $k$-space of the electron trajectory to the Dirac point, which defines the magnitude of the optical transition matrix element. This distance strongly depends on the waveform of the laser pulse, which is why also for circular polarization a waveform-dependence is observed.

In this letter, by employing laser pulses with various degrees of ellipticity, we investigate how the nature of the two waveform-dependent current generation processes transition from one to the other. Because the current generation is qualitatively different in the two extreme cases (linear vs. circular polarization), as discussed in the preceding paragraph, this transition is non-trivial. More generally, we investigate complex, i.e. full 2-d, strong-field-based electron matter wave control.

In the experiment we focus two few-cycle pulsed laser beams at a graphene stripe (Figs. 1(c), 1(d)). One pulsed beam is polarized linearly and parallel to the stripe direction, leading to a current based on LZS interference [22]. We call these laser pulses the driving laser pulses. The other pulsed beam, comprising of the control pulses, is also linearly polarized, but perpendicular to the graphene stripe direction. These pulses alone do not generate a measurable waveform-dependent current because they do not break the mirror symmetry along the current measurement direction. The two pulsed beams can be delayed in time with respect to each other, allowing us to generate laser pulses with arbitrary ellipticity.

To generate the two independently controlled pulsed beams, we steer carrier-envelope phase- (CEP)-stable laser pulses from a Ti:Sa oscillator with a repetition rate of 80 MHz and a Fourier-limited pulse duration of 5.5 fs (FWHM) into a Michelson interferometer (Fig. 1(c)), in which the polarization in one arm is rotated by 90°. The resulting beam with the two pulses is focused to a spot with 1.5 μm radius at the graphene sample (Fig. 1(d)). To pick up the current sensitive to the pulse waveform we modulate the CEP by setting the carrier-envelope-offset frequency $f_{\text{CEO}}$ to 1.1 kHz. With a lock-in measurement scheme and $f_{\text{CEO}}$ as reference the CEP sensitive current is recorded.
To understand the change in current direction as a function of the delay between the control and driving pulses, we compare the experimental observation with numerical simulation results [22, 29]. The conduction band population after excitation with two laser pulses is modeled by numerically integrating the Schrödinger equation for electrons in graphene. The time-dependent Hamiltonian describing the electron dynamics around the $K$-point of graphene can be well described by the Dirac-Weyl Hamiltonian:

$$\mathcal{H}(t) = v_F \sigma \cdot \mathbf{p}(t),$$  \hspace{1cm} (1)

where $\sigma$ are the Pauli matrices and the momentum $\mathbf{p}(t) = (p_x(t), p_y(t), p_z(t))$ evolves in time based on the Peierls substitution $\mathbf{p}(t) = \mathbf{p}_0(t) - e \mathbf{A}(t)$ [30]. The waveform of a single pulse is chosen such that the envelope of the vector potential $\mathbf{A}(t)$ is a Gaussian function with a pulse duration of 5.5 fs (FWHM) and a central frequency of 375 THz. The peak electric field values are 2.4 V/nm and 1.8 V/nm for the driving and the control pulses, respectively. These waveforms are chosen because they closely reproduce the main part of the experimental optical waveforms, whereas they are simplified to keep the computational effort manageable. A detailed description of the simulation can be found in [22].

Figs. 3(a) - 3(c) show the light-field-driven electron trajectories plotted for different delay values $t_{\text{delay}}$ between the driving and the control pulses and $\mathbf{p}(t = 0) = 0$, resulting from the model. We calculate the conduction band population after excitation with these pulses. To highlight the CEP-dependent excitation, we show in Figs. 3(f) - 3(j) the difference $\Delta \rho_C(\mathbf{p}_0)$ in conduction band population between excitations with $\Phi_{\text{CEP}} = \pi/2$ and $\Phi_{\text{CEP}} = -\pi/2$, calculated for different delay values. We chose these particular $\Phi_{\text{CEP}}$ values because they yield the largest contribution in the LZS case [22].

When the light is (almost) linearly polarized, i.e., $t_{\text{delay}} = 0$ (Fig. 3(a)) or 1.15 fs (Fig. 3(c)), $\Delta \rho_C(\mathbf{p}_0)$ shows an (almost) antisymmetric distribution. In these two cases, we find red areas more at $k_x > 0$, where the group velocity $v_x$ along the $x$ direction is positive. The CEP-dependent electronic current density (i.e., difference between $\Phi_{\text{CEP}} = \pi/2$ and $\Phi_{\text{CEP}} = -\pi/2$) along the $x$ axis after this excitation can be described as

$$j_{\text{CEP}} = \int dp_x dp_y v_x(\mathbf{p}_0) \Delta \rho_C(\mathbf{p}_0),$$  \hspace{1cm} (2)

which takes a positive value for $t_{\text{delay}} = 0$ and $t_{\text{delay}} = 1.15$ fs. Together with the negative sign of $e$, the current flows to the negative direction for $\Phi_{\text{CEP}} = \pi/2$ and to the positive direction for $\Phi_{\text{CEP}} = -\pi/2$.

When the driving and the control pulses are overlapped with a delay of $t_{\text{delay}} = 0.6$ fs, the electron trajectory is almost circular. Therefore, the electrons do not pass the same point twice within an optical cycle, suppressing
The energy difference between conduction and valence band corresponds to the generation of a current with opposite sign compared to the combined electron population. We assume a ballistic carrier lifetime of 40 fs, consistent with previous literature \cite{31,32}. The result of the simulation is plotted in Fig. 2 and shows excellent quantitative agreement with the experimental data. For this reason, we trust the simulation to yield proper electron trajectories in the reciprocal space \cite{22}. Indeed, the red areas in Fig. 3(h) are now found rather at $k_x < 0$, which leads to the generation of a current with opposite sign compared to the case of $t_{\text{delay}} = 0$ fs. To highlight the difference in the current density we integrate $\Delta \rho(k)$ along $k_y$. The center of the CEP-dependent conduction band population is shifted along $k_x$ (Figs. 3(k)-(o)), resulting in a positive or negative current. These results demonstrate that the sign of the current can be controlled with a second, weaker control pulse, by adjusting the relative delay between the driving and the control pulse, and hence the $k$-space trajectory.

To compare the simulation with the experiment, we calculate the residual current from the conduction band population. We assume a ballistic carrier lifetime of 40 fs and a diffusive decay length of 350 nm, consistent with previous literature \cite{31,32}. The result of the simulation is plotted in Fig. 2 and shows excellent quantitative agreement with the experimental data. For this reason, we trust the simulation to yield proper electron trajectories in $k$-space.

Combining this electron trajectory control with the well-established method of polarization gating \cite{33-35}, for example, would even allow us to generate laser pulses with time-varying ellipticity to control the LZS interference at optical carrier frequencies. In such a polarization-gated pulse, the polarization varies from circular to linear and then back to circular, providing a window of linear polarization which can be as short as a single optical cycle \cite{36}. This way, the interference phenomena can be constrained in time to (less than) one optical cycle.

In summary, we extend complex two-dimensional coherent matter-wave control to an important and new material class - 2D materials and conductors. The temporal delay between two orthogonally polarized laser fields is a tuning knob to tailor the ellipticity of the driving laser pulses which enables us to control intra-cycle LZS interference, i.e., turn it on or off. The resulting change in current direction as a function of the temporal delay between the two laser pulses indicates that the electron trajectories in the reciprocal space are deformed, suppressing the matter-wave interference. These electron dynamics in graphene takes place on timescales faster than electron-electron and electron-electron...
phonon scattering, which is why the coherent control of electrons inside of graphene works so well, namely without noticeable dephasing, fully coherent. It will be interesting to explore the question: What are the dominating mechanisms and timescales for dephasing? The required comparably small field strength to study light-field-driven phenomena in solid state systems can be achieved with a commercial laser oscillator, without requiring large and complex laser amplifier systems, which may promote a widespread use of this technique. In the future, we envision not only the extraction of (de-)coherence time scales of the electron wavefunction in solids but also 2-dimensional band structure tomography. The LZS physics is not limited to graphene but will likely be found in other material systems as well. Furthermore, if the light field of the control pulses contains only a single optical cycle, the influence of the control pulses can be used to sequentially scan the cycles of the driving pulses, a technique that could be used for light field retrieval.

This work has been supported in part by the European Research Council (Consolidator Grant NearField-Atto) and the Deutsche Forschungsgemeinschaft (grant SFB 953).

[1] S. Ghimire, A. D. Dichiara, E. Sistrunk, P. Agostini, L. F. Dimauro, and D. A. Reis, Nature Physics 7, 138 (2011).
[2] T. T. Luu, M. Garg, S. Yu. Kruchinin, A. Moulet, M. T. Hassam, and E. Gozdz, Nature 521, 498 (2015).
[3] F. Langer, M. Hohenleutner, C. P. Schmid, C. Poellmann, P. Nagler, T. Korn, C. Schüller, M. S. Sherwin, U. Huttner, T. T. Steiner, S. W. Koch, M. Kira, and R. Huber, Nature 533, 225 (2016).
[4] H. Liu, Y. Li, Y. S. You, S. Ghimire, T. F. Heinz, and D. A. Reis, Nature Physics 13, 262 (2017).
[5] Y. S. You, D. A. Reis, and S. Ghimire, Nature Physics 13, 345 (2017).
[6] N. Saiito, P. Xia, F. Lu, T. Kanai, J. Itatani, and N. Ishii, Optica 4, 1333 (2017).
[7] N. Yoshikawa, T. Tamaya, and K. Tanaka, Science 356, 736 (2017).
[8] A. Schiff, T. Paasch-Colberg, N. Karpowicz, V. Apalkov, D. Gerster, S. Mühlbrandy, M. Korbman, J. Reichert, M. Schultzke, S. Holzer, J. V. Barth, R. Kienberger, R. Ernstorfer, V. S. Yakovlev, M. I. Stockman, and F. Krausz, Nature 493, 70 (2013).
[9] G. Vampa, C. R. McDonald, G. Orlando, D. D. Klug, P. B. Corkum, and T. Brabec, Phys. Rev. Lett. 113, 073901 (2014).
[10] G. Nadashabimy, S. Ghimire, M. Wu, D. A. Browne, K. J. Schafer, M. B. Gaarde, and D. A. Reis, Nature 534, 520 (2016).
[11] L. Chen, Y. Zhang, G. Chen, and I. Franco, Nature Communications 9, 1 (2018).
[12] O. Schubert, M. Hohenleutner, F. Langer, B. Urbanek, C. Lange, U. Huttner, D. Golde, T. Meier, M. Kira, S. W. Koch, and R. Huber, Nature Photonics 8, 119 (2014).
[13] M. Hohenleutner, F. Langer, O. Schubert, M. Knorr, U. Huttner, S. W. Koch, M. Kira, and R. Huber, Nature 523, 572 (2015), 1604.03768.
[14] G. Vampa, T. J. Hammond, N. Thiré, B. E. Schmidt, F. Légaré, C. R. McDonald, T. Brabec, and P. B. Corkum, Nature 522, 462 (2015).
[15] H. K. Kelardeh, V. Apalkov, and M. I. Stockman, Phys. Rev. B 93, 155434 (2016).
[16] N. Tancogne-Dejean, O. D. Mücke, F. X. Kärtner, and A. Rubio, Nature Communications 8, 1 (2017).
[17] N. Tancogne-Dejean, O. D. Mücke, F. X. Kärtner, and A. Rubio, Phys. Rev. Lett. 118, 087403 (2017).
[18] John David Jackson, Classical Electrodynamics, 3rd ed. (Wiley, New York , NY, 1999).
[19] F. Krausz and M. I. Stockman, Nature Photonics 8, 205 (2014).
[20] K. S. Novoselov, V. I. Fal’ko, L. Colombo, P. R. Gellert, M. G. Schwab, and K. Kim, Nature 490, 192 (2012).
[21] K. V. Emtev, A. Bostwick, K. Hörn, J. Jobst, G. L. Kellogg, L. Ley, J. L. McChesney, T. Ohta, S. A. Reshanov, J. Röhr, E. Rotenberg, A. K. Schmid, D. Waldmann, H. B. Weber, and T. Seyller, Nature Materials 8, 203 (2009).
[22] T. Higuchi, C. Heide, K. Ullmann, H. B. Weber, and P. Hommelhoff, Nature 550, 224 (2017).
[23] I. Franco and P. Brumer, Journal of Physics B: Atomic, Molecular and Optical Physics 41 (2008).
[24] C. Kittel, Quantum Theory of Solids (Wiley, New York , NY, 1963).
[25] D. Golde, T. Meier, and S. W. Koch, Phys. Rev. B 77, 075330 (2008).
[26] J. L. Krause, K. J. Schafer, and K. C. Kulander, Physical Review Letters 68, 3535 (1992).
[27] Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering Sciences 137, 696 (1932).
[28] S. N. Shevchenko, S. Ashhab, and F. Nori, Physics Reports 492, 1 (2010).
[29] A. H. C. Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, and A. K. Geim, Rev. Mod. Phys. 81 (2007), 0709.1163.
[30] K. L. Ishikawa, Physical Review B 82, 201402 (2010).
[31] M. Breusing, S. Kuehn, T. Winzer, E. Malik, F. Milde, N. Severin, J. P. Rabe, C. Ropers, A. Knorr, and T. Elsaesser, Phys. Rev. B 83, 153410 (2011).
[32] I. Gierz, J. C. Petersen, M. Mitranò, C. Cacho, I. C. , E. Springate, A. Stöhr, A. Köhler, U. Starke, and A. Cavalleri, Nature Materials 12, 1119 (2013).
[33] P. B. Corkum, N. H. Burnett, and M. Y. Ivanov, Optics Letters 19, 1870 (1994).
[34] O. Tcherbakoff, E. Mével, D. Descamps, J. Plumridge, and E. Constant, Physical Review A 68, 043804 (2003).
[35] P. Villoreis, C. Altucci, R. Velotta, S. Stagira, S. D. Silvestri, and M. Nisoli, Science 1005, 443 (2006).
[36] B. Shan, S. Ghimire, and Z. Chang, Journal of Modern Optics 52, 277 (2005).