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Abstract: This article presents a review on spaceborne Global Navigation Satellite System Reflectometry (GNSS-R), which is an important part of GNSS-R technology and has attracted great attention from academia, industry and government agencies in recent years. Compared with ground-based and airborne GNSS-R approaches, spaceborne GNSS-R has a number of advantages, including wide coverage and the ability to sense medium- and large-scale phenomena such as ocean eddies, hurricanes and tsunamis. Since 2014, about seven satellite missions have been successfully conducted and a large number of spaceborne data were recorded. Accordingly, the data have been widely used to carry out a variety of studies for a range of useful applications, and significant research outcomes have been generated. This article provides an overview of these studies with a focus on the basic methods and techniques in the retrieval of a number of geophysical parameters and the detection of several objects. The challenges and future prospects of spaceborne GNSS-R are also addressed.
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1. Introduction

Global Navigation Satellite System Reflectometry (GNSS-R) is an emerging remote sensing technology. GNSS-R exploits the L-band radio signals transmitted from GNSS satellites, so that the technology is cost-effective and the device can be more compact compared with an active system equipped with both a transmitter and a receiver. GNSS-R derives the geophysical parameters of surface media and/or performs object detection by processing and analyzing the reflected signals. Observations such as signal-to-noise ratio (SNR), carrier phase and pseudorange provided by typical GNSS receivers can be used as GNSS-R data to measure geophysical parameters. For instance, thousands of continuously operating reference stations (CORS) have been established in the world for many different purposes, including relative positioning and crustal motion monitoring. CORS data have also been used for sensing the geophysical parameters of the environment around each of the stations [1]. GNSS-R observations can also be made using dedicated GNSS-R receivers. The main difference between a GNSS-R receiver and a typical GNSS receiver is that the former contains hardware and software to generate a delay–Doppler map which contains the key observation data for airborne and spaceborne GNSS-R technology. Thus, a GNSS-R receiver may be considered as an extension to a typical GNSS receiver.
In the case of ground-based signal reception, a single antenna such as a geodetic one is usually fixed on a tripod or a high post to capture both direct and reflected GNSS signals. The antenna can be placed as zenith-looking, which is typically used in CORS. The extensive data recorded by CORS are a useful resource which can be directly used to sense several geophysical parameters such as snow depth and soil moisture. Note that CORS is not designed for GNSS-R applications, and it is, in fact, that the reflected signals are greatly suppressed to enable high-quality positioning, navigation and timing services. In the non-CORS cases, the antenna may be fixed to face horizontally so that both the direct and reflected signals have similar antenna gains, to increase the reflected signal power compared with a CORS antenna setup [2]. Making use of the composite direct and reflected signals to infer properties and estimate parameters of reflection surface is also referred to as interferometric GNSS-R or interference pattern technique (IPT) [3]. When the receiver and antenna(s) are carried by an aircraft or a low Earth orbit (LEO) satellite, the reflected signals are captured by the nadir-looking antennas located on the bottom of the carrier so that the direct signals do not interfere with the reflected signals. Such a version of GNSS-R is sometimes called conventional GNSS-R. Typically, regardless of antenna placement or processing techniques, the direct signal is generally utilized to serve as a reference in terms of signal power or carrier phase.

1.1. Early Pioneering Works in GNSS-R

The concept of GNSS-R was probably first proposed by Hall and Cordey [4], about 10 years after the first global positioning system (GPS) satellite was launched in 1978, and about 5 years before GPS was operational with global coverage in 1993. When studying multistatic scatterometry, they considered performing multistatic measurements of GPS signals with a rotational antenna to measure ocean-surface wind velocity. Martin-Neira [5] proposed the use of GNSS-R for sea surface altimetry and considered the development of a passive reflectometry and interferometry system (PARIS) onboard a LEO satellite. Auber et al. [6] reported the capture of GPS signals reflected over the ocean during an airborne experiment, which was designed for the mitigation of multipath from both land and ocean to enhance a GPS-based vehicle-tracking system, but not for GNSS-R technology. Katzberg and Garrison [7] proposed the measurement of ionospheric delay using GNSS reflected signals from the ocean surface captured by LEO satellites, thus improving the accuracy of the measurements. In 1998, Garrison et al. [8] conducted several flight experiments to explore the possibility of using sea surface GPS signals to measure sea surface roughness. Kavak et al. [9] conducted ground-based GNSS-R experiments to estimate the soil surface dielectric constant and compare the relationship between the measured and modeled signal power and the satellite elevation angle. Komjathy et al. [10] used GPS signals reflected from the seawater surface to estimate the sea-surface wind speed. Then, in the next few years, Anderson [11] used GPS signals to measure water levels and ocean tides; Masters et al. [12] and Zavorotny and Voronovich [13] utilized the power variation of reflected GPS signal power to monitor soil moisture changes. Komjathy et al. [14] suggested the use of GPS signals reflected from the ocean or land surface for several applications, including wave height and salinity studies, wetland detection, and ionospheric TEC monitoring over the ocean. Zavorotny and Voronovich [15] proposed a mathematical model which describes scattered GNSS signal power as a function of geometrical, environmental, and system parameters. The model can be used to generate the delay–Doppler map (DDM), which has since been widely studied. In this model, the scattered GNSS signal power can be represented as a function of the time delay $\tau$ and the Doppler shift $f$, which is given by:

$$
\langle |Y(\tau, f)|^2 \rangle = \frac{T_i^2 \lambda^2 P_t G_t}{(4\pi)^3} \iint \frac{G_r}{R_i^2 R_r^2} \Lambda^2(\tau) \sin c^2(f) \sigma_0 dA
$$

(1)

where $\langle |Y(\tau, f)|^2 \rangle$ is the power of reflected GNSS signals received by the GNSS-R receiver; $T_i$ is the coherent integration time; $\lambda$ stands for the GNSS signal wavelength; $P_t$ denotes
the satellite transmitting power; $G_t$ and $G_r$ represent the antenna gain of the satellite and receiver, respectively; $R_t$ and $R_r$ represent the distance between the specular point of the reflection to the satellite and the receiver, respectively; $\Lambda(\tau)$ is the PRN code autocorrelation function; $\sin c(f)$ is the sin function used to describe the power reduction due to the doppler frequency shift; and $c_0$ stands for the scattering coefficient per unit area of surface $A$, namely the bistatic radar cross section described by

$$c_0(\hat{\rho}) = \frac{\pi |\Re|^2 q^4}{q_z^2} \left( -\frac{\hat{q}_z}{q_z^2} \right)$$

(2)

Here, $\hat{\rho}$ is the vector from the specular point to the scattered point; $\Re$ stands for the Fresnel reflection coefficient; $q$ is the scattering unit vector; and $q_z$ and $\hat{q}_z$ stand for the vertical component and the horizontal component of the scattering unit vector, respectively.

In October 2000, there was a NOAA Hurricane Hunter research aircraft flight experiment off the coast of South Carolina, which carried a GPS receiver and collected GPS signals from the sea surface inside Hurricane Michael during the flight [16]. Treuhaft et al. [17] conducted a high-precision coast-based experiment in which a GPS receiver was fixed to an observation point 480 m above the lake surface, and the measurements resulted in 2-cm precision when using a data average interval of 1 s. These are just some of the early pioneer works related to ground-based and airborne GNSS-R technology. More information about this innovative remote sensing technology can also be seen in several books and review articles [18–23].

1.2. GNSS-R-Related Satellite Missions

Similar to other major remote sensing technologies, there have been about 10 satellite missions with a payload for GNSS-R applications or with a main focus on specific GNSS-R application. The UK-DMC (Disaster Monitoring Constellation) satellite is the first GNSS-R-related satellite to be built by Surrey Satellite Technology Ltd. (SSTL). The UK-DMC satellite was launched on the 27 September 2003; it carried four major payloads, and one of them was designed to conduct an experiment to demonstrate the potential application of GNSS-R. Although the data collected by the UK-DMC satellite has not been widely used for remote sensing studies, probably because the amount of data is limited, the satellite indeed sensed ocean roughness [24]. On the 8 July 2014, the UK launched the TechDemoSat-1 (TDS-1) satellite, which carried the SGR-RESI (Space GNSS Receiver-Remote Sensing Instrument), also developed by SSTL. The TDS-1 satellite was retired from service in December 2018. Over the period of four years, TDS-1 has recorded a large number of data, which have been widely used for studies in science and technology [21,25,26]. Following TDS-1, on the 15 December 2016, NASA launched eight micro-satellites to monitor tropical cyclones with an initial main objective of enhancing the accuracy of the measurement and prediction of hurricane intensity [27,28]. The constellation is termed cyclone GNSS (CYGNSS) and the project has been led by the University of Michigan. CYGNSS has also produced a large number of data, which have been used to retrieve various ocean and land parameters, in addition to the original targeted one or two parameters. In the following years up to July 2021, a series of satellites have been launched to investigate the science problems and applications of GNSS-R technology. On the 14 July 2017, microsatellite WNSAT-1R was launched, which was developed by Weathernews Inc. in Japan [29]. A WNSAT-1R payload is a GNSS-R receiver that has received GNSS signals and generated delay–Doppler maps. BuFeng-1 A/B twin satellites were launched from the Yellow Sea on 5 June 2019, which was developed by the China Aerospace Science and Technology Corporation (CASTC). The primary focus of the satellite mission is to test the ability of GNSS-R to monitor sea-surface wind fields, particularly Typhoons [30,31]. On the 5 July 2019, the DOT-1 satellite was launched, and was the third satellite to be designed by SSTL and used for GNSS-R studies. The payload carried on the DOT-1 satellite is designed to test advanced electronics, such as in antenna technology, that could be used in future spaceborne technology [32]. Spire
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Global Inc. GNSS RO CubeSats has been providing altimetric observations from surfaces that reflect coherently at L-band since 2019. On the 3 July 2021, the first commercial satellite (Jilin-01B) with a GNSS-R payload was launched. The satellite was developed by Tianjin University in China to perform the task of sensing a range of ocean parameters. On the 5 July 2021, the FY-3E Satellite, developed by CASTC, was launched. It carries 11 payloads, including the one for integrated GNSS-RO (GNSS radio occultation) and GNSS-R for the first time, sensing parameters in the ionosphere, atmosphere and ocean [33].

1.3. Structure of the Article

The basic GNSS-R concepts, the early pioneering works and the GNSS-R related satellite missions are briefly described above. The main focus of the article is on a specific aspect of GNSS-R technology, namely spaceborne GNSS-R, this is currently a hot research topic, particularly due to the successful launch of more than 15 satellites with onboard GNSS-R sensors in the past eight years, as mentioned above. The remainder of the article is organized as follows.

Section 2 presents an overview of the use of spaceborne GNSS-R data to retrieve sea-surface wind speed, which is the wind speed at places about 10–20 m above the sea surface. Since sea-surface wind and sea waves usually co-exist, Section 2 also introduces the retrieval methods of sea-wave height (i.e., significant wave height) with spaceborne GNSS-R data. Typically, low-to-medium wind speed can be measured more accurately than high wind speed. It is more complicated to measure the intensity of very strong winds such as those of a typhoon and hurricane, partly due to the rather noisy DDM data necessitating more advanced data processing and parameter calibration.

Section 3 focuses on rainfall detection and rainfall intensity retrieval with spaceborne GNSS-R technology. There is only a limited number of papers related to this topic. These are early attempts to handle this rather difficult problem. One reason is that sea-surface wind usually dominates the sea-surface roughness so that the signature of rainfall is hard to extract, especially in the presence of strong wind. Another reason is that when rainfall is strong, the sea surface roughness may be insensitive to the variation in rainfall intensity. Thus, the problem may only be resolvable in cases where the wind speed is not very high and the rainfall intensity is not very strong.

Section 4 studies the methods and techniques used in GNSS-R spaceborne sea-surface altimetry, which is, in fact, one of the first GNSS-R applications considered. The main challenge of current altimetry with spaceborne GNSS-R data is that nearly all the satellite missions focused on the use of a delay–Doppler map (DDM) to derive variables, observables, or decision statistics to retrieve geophysical parameters. On the other hand, conventional altimetry mainly relies on the accurate measurement of time of arrival (TOA) and distance, and GNSS-R altimetry mainly uses the measurement of time difference of arrival (TDOA). Thus, advanced data processing techniques are required to improve TDOA measurement accuracy. Additionally, in this section, methods for land topography retrieval are briefly studied, and it seems that more investigations should be conducted.

Section 5 presents a review of the methods for retrieving soil moisture, which has also been an intensively investigated issue recently. It is useful to mention that microwave sensing of soil moisture has been widely investigated in recent decades, but there is still space to improve. Soil components, surface roughness and vegetation canopy make retrieving soil moisture a difficult problem. In particular, similar to ground-based and airborne sensing methods, soil moisture retrieval is greatly affected by vegetation canopy. Thus, knowledge of the vegetation canopy is required for soil moisture retrieval, and it may be obtained in two different ways. One is that the vegetation information is retrieved first, and the other is that vegetation canopy and soil moisture are retrieved jointly. The second part of the section briefly describes the methods of vegetation parameter estimation in the literature.

Section 6 provides an overview of sea ice detection based on spaceborne GNSS-R data. Since sea ice mostly exists in the Arctic and Antarctic regions, it is usually only
feasible to perform sea ice detection by using satellite data, instead of conducting ground-based or airborne campaigns. Since a few major satellite missions such as CYGNSS and Bufeng-1 mainly focus on the monitoring of sea-surface wind speed, the trajectories of the satellites do not cover the two polar regions. As a result, their data cannot be used for sea ice detection. Some surface areas near the polar regions are completely covered with sea ice, while areas far from the polar regions are completely free of ice. Intuitively, there are areas (like the circular band) where the sea surface consists of both sea ice and seawater. It is useful to identify such areas where there is a mixture of sea ice and seawater and measure their sea ice concentration, the latter of which is briefly discussed in this section. Furthermore, since sea ice thickness and sea ice type (one-year or multiple-year) are important parameters of sea ice, the thickness estimation and type identification are also studied.

Section 7 presents an overview of flood and tsunami detection. In particular, spaceborne GNSS-R data were employed to detect the floods that occurred recently in China. It is useful to identify the size of the flooding area and monitor the intensity and speed of the flooding, so that proper measures can quickly be taken to minimize the damage and cost induced by the flooding. Similar to sea ice detection, spaceborne GNSS-R technology is better suited to Tsunami detection than ground-based and airborne GNSS-R technologies due to the very long wavelength (several hundred kilometers) and high propagation speed of tsunamis. Since significant tsunamis occur rarely, there are a very limited number of spaceborne GNSS-R data that contain tsunami information. Thus, only simulated tsunami data are used in the studies of tsunami detection, although real tsunami data are used in the modeling of GNSS-R observations. Clearly, more investigations are required to enable GNSS-R technology to perform tsunami detection and warning. In addition, tsunami reconstruction and parameter (e.g., wavelength, wave height and propagation direction) estimation are studied.

Section 8 presents the concluding remarks and future research directions.

2. Spaceborne Retrieval of Sea-Surface Wind Speed and Wave Height

2.1. Sea-Surface Wind Speed Estimation

The successfully launched earth observation satellite UK-DMC provided a large number of observation data for investigations on spaceborne GNSS-R technology, which showed the potential of GNSS-R technology to measure ocean wind and wave parameters [34,35]. Although the studies demonstrated the dependence of the received GNSS-R signals on wind and wave characteristics, it was not able to adequately characterize the capabilities of GNSS-R spatially. Later, some scholars also conducted studies based on the UK-DMC data. Clarizia et al. [36] used multiple DDM characteristics for wind speed retrieval, including DDM average, variance, Allan variance, leading-edge slope (LES), and trailing-edge slope (TES). These features enriched the data information, but greatly increased the computational complexity. Chen and Wang [37] proposed a method of retrieving sea-surface wind speed and direction by fitting measured and simulated DDM data with the two-dimensional least squares method. The algorithm was verified by comparing the test results of three data sets collected by the UK-DMC satellite with ground-truth field wind data. Different from the previous methods, all DDM points with normalized power greater than the threshold were used in the least squares fitting. In order to reduce the computational complexity of the fitting process, the variable step iterative method was used. The experiments showed that the performance of this method depends on the lower limit of the threshold. When the lower limit was set to be from 30% to 42%, the wind speed error was less than 1 m/s and the wind direction error was less than 30°.

The large number of TDS-1 and CYGNSS data have provided more opportunities to comprehensively study the sensitivity of spaceborne GNSS-R to ocean surface parameters. The first wind speed inversion results using TDS-1 data were produced by Foti et al. [38]. The results showed that the inversion data quality was very good for the inversion of wind speeds up to 27.9 m/s. When SNRs were greater than 3 dB, the wind speed could be
retrieved with an accuracy of around 2.2 m/s (no bias) without calibration for wind speeds between 3 and 18 m/s. Soisuvarn et al. [39] studied the sensitivity of TDS-1 data to surface winds and waves, and the measurements showed significant sensitivity to wind speeds up to 20 m/s; moreover, sensitivity to waves was also observed for wind speeds less than 6 m/s. Clarizia and Ruf [27] developed a retrieval algorithm for the generation of wind speed data in CYGNSS level-2 products. The algorithm was based on a method proposed by Clarizia et al. [36] in which DDMA (DDM Average) and LES are linearly weighted to form an optimal estimator. However, due to the time accumulation and the resolution limitations, the algorithm applies only to two specific observations (DDMA and LES). Rodriguez-Alvarez and Garrison [40] investigated the use of three different methods: maximum signal-to-noise ratio, minimum variance of the wind speed, and principal component analysis (PCA), and the results showed that PCA had the best performance.

Wang et al. [41] performed wind speed inversion using TDS-1 data, in which a mathematical model based on a delay waveform was proposed, and the dependence of the inversion results on the peak-to-mean ratio (PMR) threshold showed that wind speed inversion requires more effective quality control, and that highly accurate delay waveforms could effectively improve retrieval performance and spatial coverage. Ruf et al. [42,43] developed a parametric model applicable to high and low wind speeds based on normalized bistatic radar cross sections (NBRCS) and LES. The inversion result showed that the overall root mean square (RMS) of CYGNSS wind speed retrieval was 1.4 m/s. The error increased with increased wind speeds, which was mainly due to the reduced sensitivity of the ocean scattering cross-section to wind speed variations.

Dong et al. [44] proposed an improved wind speed retrieval algorithm that can be used for spaceborne GNSS-R sea-surface wind speed inversion, which was validated by numerical weather prediction (NWP) ground reference wind speed data and cross-calibrated multi-platform sea-surface wind vector analysis products (CCMP). The results showed that when the wind speed was less than 20 m/s, the RMS of GNSS-R-retrieved wind speed could reach 1.84 m/s when NWP wind was the real ground wind; meanwhile in the case of using CCMP as the reference, the retrieved wind speed was better than that based on NWP, and the RMSE was 1.68 m/s. Furthermore, the uncertainty of wind speed predicted by the NWP and CCMP models was 1.91 m/s and 1.87 m/s, respectively. The accuracy of the retrieved wind speed from different GPS satellites was also analyzed and introduced. The results showed that the accuracy of the retrieved wind speed from different PRN satellites was similar, and there was no significant difference between different types of satellites. Liu et al. [45] estimated the sea-surface wind speed based on the machine learning (ML) algorithm of multi-hidden-layer neural network (MHL-NN). The results showed that the MHL-NN algorithm was superior to other methods in terms of RMSE and the mean absolute percentage error (MAPE) of wind speed estimation. The algorithm mainly carried out wind speed retrieval based on DDMA and LES observables. With the development of artificial intelligence, the machine learning algorithm was applied to GNSS-R wind speed retrieval [45–51], and satisfactory wind speed retrieval results were obtained.

Hammond et al. [52] used the onboard Galileo and BDS GNSS-R data collected by the British TDS-1 mission to evaluate geophysical sensitivity for the first time. The results showed that the signal-to-noise ratio (SNR) of the Galileo reflected signal is usually lower than that of GPS, at least when using the current signal processing design and setting. Unfortunately, due to the limited amount of Beidou GNSS-R data available at present, it is impossible to make a conclusive analysis on the geophysical sensitivity of the Beidou signal. Wang et al. [53] proposed a new GNSS-R method for measuring sea-surface wind speed (i.e., a composite delay–Doppler map, cDDM). A GNSS-R receiver can receive BPSK and BOC signals simultaneously in the same frequency band (such as GPS III L1 C/A and L1C or QZSS L1 C/A and L1C) and process the signals to generate GNSS-R measurements. cDDM is a combination of DDM in a BPSK modulation signal and DDM in a BOC modulation signal. Three observations were extracted from the cDDM, namely a
combined delay–Doppler map average (cDDMA), a combined delay waveform average (cDWA), and a combined delay–Doppler map peak (cDP). Statistical analysis showed that the wind speed retrieved by cDP had the best performance compared to that of cDDMA and cDWA. This study provides a new and potential observation and processing method for satellite remote sensing.

Said et al. [54] proposed a new approach based on a track-wise NBRCS bias correction method to CYGNSS intersatellite and GPS-related calibration problems, which was from Said et al. [55]; they analyzed the possible effects of rain on CYGNSS measurements and evaluated the wind speed inversion results under rainfall conditions. Compared with the European Centre for Medium-Range Weather Forecasting (ECMWF) data, the results showed that the measurement bias increased as the rain rate increased when the wind speed was lower than 10 m/s, and was essentially absent when the wind speed was between 10 m/s and 15 m/s. When wind speed was above 15 m/s, no conclusive results were produced due to the insufficient number of collocated rain samples.

Some researchers proposed and improved the calculation method of NBRCS [56–58]. Combined with power calibration, NBRCS can be calculated more accurately, so it can be well suited for the typical sea-surface wind speed range. In Jing et al. [30], an empirical model of geophysical function was developed based on DDM data and NBRCS observations obtained by BF-1 satellite. The results showed that the RMSE of the model-based estimation using the ECMWF data as the ground truth was 2.63 m/s, with a determination coefficient of 0.55. Bu et al. [59] proposed a combined model for wind speed retrieval by using NBRCS and LES observables. Figure 1 shows the flowchart of the CYGNSS data-based wind speed estimation method proposed in [59]. The RMSE of the combined method was 2.1 m/s and the determination coefficient was 0.906. Compared with the method based on single NBRCS and LES, it achieved considerable performance gain.

![Figure 1](image_url)

**Figure 1.** Flow chart of wind speed estimation model construction. The first stage is data preprocessing. The second stage is data matching. The third stage is the model development process (marked in the orange box) and the model selection and performance evaluation (marked in the green box).

Although a lot of work has been conducted on ocean wind speed estimation based on spaceborne GNSS-R DDM observables, such as DDMA, LES, and TES, further research is needed to develop wind speed estimation models using NBRCS observables. Pascual et al. [60] improved the wind speed estimation method using significant wave height (SWH) as an external source of reference data. The results showed an increased sen-
sitivity to large wind speeds, with a reduction in the root-mean-square difference (RMSD) from 2.05 m/s to 1.74 m/s when using the ECMWF wind data as a reference.

In recent years, the GNSS-R wind speed retrieval algorithm has been significantly improved, and has opened a window for retrieving global wind speed from spaceborne GNSS-R data. However, thus far, only a limited set of observables and features have been utilized in algorithm development. To establish a more comprehensive and accurate wind retrieval model, it is useful to use a deep-learning-based GNSS-R algorithm to measure global ocean wind speed [61–63]. Deep learning offers the capability of correcting the effects dictated by the data. In future, samples within a larger wind range should be selected for a widely applicable GNSS-R wind retrieval model.

2.2. Sea Surface Significant Wave Height Estimation

A sea wave is generated by local sea surface winds, and is a wind-driven wave. It can also be generated by long-distance storms, which are called swells. In many cases, a sea wave consists of local wind-driven waves and swells. It is affected by a range of factors including wind speed, wind direction, and terrain. The sea-wave height fluctuates greatly, usually from a few centimeters to several meters, mostly depending on the wind speed. Observing the distribution of wave height on a global scale is one of the key research areas in oceanography [64]. Wave height is usually measured by significant wave height (SWH) which is defined as the average height of the largest one-third of waves in the spectrum [65]. SWH observations are very important for the study of the assessment of wave energy resources and the prediction of ocean storm disasters. Satellites and buoys are commonly used to observe sea surface SWH for coverage and accuracy assessments. For instance, since 1970, satellite radar altimeters have been used for global SWH measurement, such as Jason-1 and Jason-2 [66]. Additionally, synthetic aperture radar (SAR) techniques can be used to measure SWH with an accuracy of 0.32 m in terms of root-mean-square error [67]. Although these techniques have high accuracy of observations, they can only sense the narrow surface swath underneath the satellite, and the time resolution of the observations is low. For buoys, they have higher accuracy of observations and high temporal resolution, but they are limited by number and cost, and can only observe a small area near the coast [68]. Therefore, it is challenging to estimate SWH with high temporal and spatial resolution on a global scale.

Compared with traditional remote sensing technologies, spaceborne GNSS-R technology is cost-effective, and in the presence of multiple sensors such as CYGNSS, which consists of multiple spatially distributed micro-satellites, it has higher spatial resolution with global coverage compared with the European Centre for Medium-range Weather Forecast Reanalysis 5th Generation (ECMWF ERA5) SWH data. There are very few studies on spaceborne GNSS-R technology for SWH estimation, and only a preliminary understanding of this topic can be obtained based on the rather limited literature. Peng et al. estimated SWH by using the CYGNSS DDM data, and verified the feasibility of estimating SWH using spaceborne GNSS-R technology [69]. The ECMWF ERA5 SWH data was used as the ground-truth data. Inspired by the SWH measurement formula of X-band radar [70], they used the SNR of DDM to estimate SWH.

Many studies have demonstrated the ability of DDMA (delay–Doppler map average) and leading-edge slope (LES) in retrieving the physical parameters of the reflecting sea surface, both of which can be generated from DDM data [36,46,61]. Yang et al. [71] made some further modifications to the method presented in [69]. They constructed a polynomial function model for estimating SWH by using the DDMA and LES, and obtained better results. After that, Bu and Yu [72] developed a geophysical model function (GMF) for SWH retrieval based on the spaceborne GNSS-R data measured by the CYGNSS satellites. Four GNSS-R observables (i.e., the leading-edge slope (LES) of the normalized integrated delay waveform (NIDW), the LES of the normalized central delay waveform (NCDW), the trailing-edge slope (TES) of the NCDW, and the leading edge waveform summation (LEWS) of the NCDW) derived from DDM are used to retrieve SWH. The results showed
that there was high consistency between the SWH estimates and the ERA5 SWH data, with a correlation coefficient of 0.88 and an RMSE of 0.503 m. Generally speaking, the main ideas of the current research on the estimation of SWH are basically the same, although the main difference is that the proposed models are different; the calculation process is shown in Figure 2. In fact, the current technique of SWH estimation on spaceborne GNSS-R technology has limitations, and can only be applied to specific days or areas. Thus, further research is needed in the future.

![Flow chart of SWH estimation using spaceborne GNSS-R technology in the current study.](image)

Figure 2. Flow chart of SWH estimation using spaceborne GNSS-R technology in the current study.

3. Spaceborne Rainfall Detection and Rainfall Intensity Retrieval

Rainfall detection (RD) and rainfall intensity (RI) retrieval are focused on hotspots in ocean remote sensing. In recent years, the research on RD has mainly been based on X-band ocean radar images. When retrieving other parameters such as ocean wind speed and effective wave height, rainfall is usually considered as interference; thus, only images less disturbed by rainfall are retained in radar image processing, and images with serious interference are ignored [73]. A number of methods for RD have been proposed by scholars, including the zero-pixel percentage (ZPP) method [74], the support vector machine (SVM) method [75], the correlation characteristic difference method [76], and the ratio of zero intensity to echo (RZE) method [77].

RI can be used as an index to judge the reliability of retrieved wind and wave information. If the RI is high, the retrieved wind and wave information cannot be credible if the effect of rainfall is not suppressed. In the absence of rainfall interference or low RI, the retrieved wind and wave information is credible [76,77]. In addition, RI is one of the key parameters of precipitation information in meteorological observations, and has important implications in weather forecasting, climate change studies and aviation flight safety. The spatial and temporal changes in RI also have important effects on atmospheric cycle, ecological governance, and hydrological calculations [78–80]. At present, RI measurement mainly relies on traditional rain gauges and remote-sensing sensors [81–83]. A rain gauge can only measure rainfall at a certain location, and only reflects the RI of an area around that location; the application of remote sensing technology can greatly expand its measurement range [84,85]. At present, the research on RI retrieval is mainly based on X-band ocean
radar images. For example, Lu and Zhang et al. extracted parameters such as frequency reflectance in the wavelet domain using zero intensity percentage and stationary wavelet transform methods for RI inversion [77,86]. In recent years, deep learning has also been applied to rainfall retrieval [87,88], with satisfactory experimental results.

With the development of meteorological satellites, in recent years, a lot of research results have been obtained using satellite remote sensing to retrieve rainfall products [89–91]. At present, some open source rainfall products can be widely used in hydrology, meteorology, environmental science and other fields; these include the Climate Prediction Center MORPHing (CMORPH); Tropical Rainfall Measuring Mission (TRMM); Multi-satellite Precipitation Analysis (TMPA); Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks (PERSIANN); IMERG (Integrated Multi-Satellite Retrievals for Global Precipitation Measurement); TRMM-3B42V7, GSMaP (Global Satellite Mapping of Precipitation); CHIRPS (Climate Hazards Group InfraRed Precipitation with Station); ERA5; ERA Interim (ECMWF Reanalysis Interim); and SM2Rain-ASCAT (Advanced SCATterometer) [80,92,93]. Some scholars have analyzed and compared these rainfall products, and the results show that IMERG has the best performance in rainfall estimation [80,93,94].

To sum up, although many studies have discussed the use of radar and satellite remote sensing techniques for RD and intensity estimation, and many useful results have been obtained, few techniques have considered the requirements of cost, revisit cycle, and spatial resolution at the same time. As discussed in the preceding sections, GNSS-R has been applied to ocean remote sensing.

GNSS-R shows great potential due to its advantages of low observation cost and abundant signal sources. Additionally, as mentioned earlier, the UK, US and China successfully launched TechDemoSat-1 (TDS-1) [38], Cyclone Global Navigation Satellite System (CYGNSS) [27] and BuFeng-1 A/B satellites in 2014, 2016 and 2019 [30], respectively. In addition, there are FSSCat [51,95–97] and TRITON [53,98–100] satellite missions dedicated to GNSS-R applications. Although this technique has been successfully applied to the retrieval of various geophysical parameters [21,101–106], research using the technology to obtain rainfall information is very limited. There have been some preliminary studies on the effects of rainfall on GNSS-R altimetry and ocean wind measurements [107–111]. Rainfall features were observed in TDS-1 L1B DDM data [108], confirming, for the first time, the possibility of spaceborne GNSS-R rainfall observations. Asgarimehr et al. [110] studied the effect of rainfall signal attenuation on a bistatic radar cross section and wind speed retrieval. The results show that atmospheric attenuation by raindrops is insignificant in the spaceborne GNSS-R L-band measurements. However, the influence of rainfall on sea surface roughness can be significant, and extra local winds (mainly downdrafts) caused by rainfall can also be significant. Balasubramaniam and Ruf [111] also studied rainfall characteristics using CYGNSS L1B DDM data and gave a similar explanation for the rainfall effect at low wind speed.

Although preliminary studies on the effect of rainfall on GNSS-R ocean wind measurements are reported, no further work has been carried out on RD and RI retrieval. To further understand the interaction between rainfall and the air–sea interface and its impact on GNSS-R measurements, more research on the retrieval of RD and RI is necessary. Motivated by such an observation, Bu and Yu [112] conducted a preliminary study on sea surface RD and RI retrieval using spaceborne GNSS-R technology. They proposed the RD and RI retrieval algorithm as described in Figure 3. The experimental results showed that under very low wind speed (<5 m/s) the proposed trailing edge waveform summation of the normalized integral delay waveform (TEWS-NIDW), the TEWS of the normalized center delay waveform (TEWS-NCDW), and the TEWS of the differential delay waveform (TEWS-DDW) observables were more suited for RD, and the probability of detection of rainfall (PDr) was better than 75%. The mean square errors (MSE) of RI retrieval for the 12 observables considered were all less than 4.66 mm/hr, with the model based on the TEWS-NCDW observable achieving the highest accuracy, at better than 3.74 mm/hr. However, DDM...
observations are only very sensitive to rainfall at low wind speeds (<5 m/s), above which DDM observations may be greatly affected by wind speed, leading to rainfall information being easily obscured by wind speed. Thus, the study only focused on sea surface RD and intensity retrieval when the wind speed was lower than 5 m/s. In the presence of medium and high wind speeds and large swells, whether it is possible to use the spaceborne GNSS-R technology for sea surface RD and RI retrieval still needs further investigation.

Figure 3. Flow chart of RD and RI retrieval. It is divided into six steps: Step 1 removes the influence of wind speed and swell; Step 2 performs data preprocessing; Step 3 calculates GNSS-R observables; Step 4 carries out data matching; Step 5 performs RD and detection performance evaluation; and Step 6 develops the RI retrieval model (marked in the green box) and verifies model performance (marked in the orange box).

4. Spaceborne Sea Surface Altimetry and Land Topography

4.1. Sea Surface Altimetry

The characterization of sea level height has always been important to human beings. The variation in sea level on a global scale is probably caused by climate change. The sea level increase results in more frequent flooding and reduces the land size of many islands and coastal areas. Recently, sea level measurement using GNSS-R technology has become a research hotspot. Martin-Neira [5] first proposed the use of spaceborne GNSS-R to measure sea levels in 1993. The main objective was to develop a passive reflectometry and interferometry system (PARIS) in a low Earth orbit to densify sea-level measurements from a radar altimeter. Since then, many studies for sea-level measurements based on GNSS-R have been carried out at different observation heights and platforms, e.g., spaceborne, airborne, and ground-based platforms. Compared with ground-based and airborne measurement methods, spaceborne GNSS-R has provided a new opportunity to measure sea levels with a global coverage.

With the gradual maturity of ground-based GNSS-R and airborne GNSS-R technologies, there have been more investigations on the use of spaceborne GNSS-R in ocean altimetry. Clarizia et al. [113] used spaceborne GNSS-R data from the TDS-1 satellite to retrieve the sea surface height (SSH), and the results were in general agreement with the global DTU10 mean surface height; this was the first spaceborne GNSS-R altimetry study. Li et al. [114] performed phase altimetry over sec ice using TDS-1 satellite data and showed good agreement with a mean sea surface (MSS) model with a root-mean-square difference of 4.7 cm. Mashburn et al. [115] investigated the performance of the TDS-1 data for SSH retrievals. Compared with the mean sea surface topography, the surface height
residuals were found to be 6.4 m with a 1-s integration time, which proves the potential of spaceborne GNSS-R for SSH measurement. Hu et al. [116] investigated measurement errors due to receiver dynamics and showed that the dynamic of LEO receivers can lead to errors of a few meters, depending on the receiver trajectory angle. Xu et al. [117] first applied spaceborne GNSS-R altimetry to global lake levels, and the measurements showed consistent spatial and temporal variability between TDS-1 data measurements and other data sources. Li et al. [118] assessed the ocean altimetry performance of spaceborne GNSS-R by processing the raw data sets collected by CYGNSS constellation. Compared with the average SSH model, the measurement results showed good consistency. Qiu et al. [119] estimated the global mean sea surface height (MSSH) by using CYGNSS data. Compared with the measurement results of the other three products, a good agreement was obtained.

Mashburn et al. [120] presented a reflection-model-based approach for delay retracking and verified it with CYGNSS data collected in Indonesia, which further improved the accuracy of the measurements. Hu et al. [121] studied the validation of the leading-edge derivative (LED) in spaceborne GNSS-R altimetry. Song et al. [122] used two sets of 40 s raw intermediate-frequency (IF) data from TDS-1 to estimate SSH, and the results showed that the accuracy of the code phase altimetry was up to 0.51 m on the sea ice and 13.09 m on the typical sea surface. The geometric model of altimetry is shown in Figure 4, and the compensation of ionospheric delay and tropospheric delay also needs to be deeply studied. Zhang et al. [123] investigated the effect of the ionosphere on spaceborne altimetry and analyzed the optimal value of spatial filtering to eliminate the ionospheric delay in altimetry. Cardellach et al. [124] used the GA carrier phase of the GPS and Galileo signals from the CYGNSS data for altimetry, and the results showed that the measurement precision was 3 cm/4.1 cm (median/mean) at a sampling rate of 20 Hz. Centimeter precision was achieved at a sampling rate of 1-Hz, which is comparable to dedicated radar altimeters. The combined precision, including systematic errors, was 16 cm/20 cm (median/mean) with a 50-ms integration time, and a few centimeters with a 1-Hz sampling frequency. Wang et al. [125] proposed a simultaneous cycle-slip and noise-filtering (SCANF) method that can be used as dual-frequency GNSS-R phase measurements generated by OL tracking, and tested its performance using real phase measurements from Spire’s low Earth orbit (LEO) satellites. The average root mean square of the retrieved sea surface height anomaly (SSHA) retrieved using reflections on the sea surface and sea ice surface was 7.3 cm, compared to the mean sea surface (MSS). Cui et al. [126] established a dual circularly polarized phased-array antenna (NDCPPA) model of an iGNSS-R (interferometric GNSS-R) measurement system based on the theory of coherent signal processing for signals reflected over the sea surface. The results showed that, compared with the TEA method, the antenna gain of this model was increased by 9.5 dB and the altimetric precision of the nadir point was improved from 7.27 m to 0.21 m.

![Figure 4. Spaceborne ocean altimetry geometric model.](image-url)
In summary, the research on spaceborne GNSS-R altimetry mainly focuses on the theoretical studies and performance evaluation based on existing spaceborne platforms. There are fewer data available for spaceborne GNSS-R altimetry, and more data sets or products are required. As the current spaceborne instruments (such as TDS-1, CYGNSS) were mainly designed for specific GNSS-R applications such as sea-surface wind speed retrieval. There are still certain problems when using spaceborne GNSS-R satellites for altimetry—such as accurate orbit information, and ionospheric and tropospheric delay corrections—which add uncertainty to the measurements and mask their true accuracy. The commonly used altimetric method is cGNSS-R (conventional GNSS-R) code phase altimetry based on the DDM delay waveform, which is less accurate due to the limitations of the method itself and the lack of satellite position and other information. The iGNSS-R carrier-phase altimetry method can achieve high accuracy in measurements, but requires IF data; however, a rather limited number of satellite-based IF data are provided. For instance, three sets of 40 s IF data are available for TDS-1, and a relatively larger number of IF data are available from CYGNSS. In the future, more research will focus on spaceborne altimetry, including topics on the dedicated design of spaceborne receivers, altimetry error correction, altimetry methods, and more applications based on altimetry.

4.2. Land Topography

The retrieval of topographic parameters based on GNSS-R is also a new research topic. Carreno-Luengo et al. found that there is a functional relationship between DDMs from CYGNSS and several topographic parameters from a digital elevation model (DEM) [127]. They employed a target area in South Asia to observe the surface curvatures. The results showed that the trailing edge and reflectivity were strongly correlated with the topographic wetness index. At nearly the same time, the effects of rough topography on GNSS-R observations were studied in [128]. The results showed that the terrain ruggedness index and profile curvature had a moderate-to-strong impact on the CYGNSS-derived trailing edge and reflectivity at low elevation angles. Later, Campbell et al. [129] developed a model to describe the effects of topography on delay–Doppler maps. Wang et al. [130] made use of GNSS-R for land surface altimetry applications. They processed the CYGNSS raw IF data using adaptive hybrid tracking. They also studied a semi-coherent land-reflection event over Vietnam and a coherent reflection pass over the Orinoco River, and the results demonstrated pseudorange-based land altimetry at meter-level accuracy, and inland water-body surface-height retrieval at centimeter-level precision. The current research demonstrates the feasibility of the spaceborne GNSS-R inversion of land topography; however, related studies are relatively few and in the exploratory stage, and there is much space for future development.

5. Spaceborne Retrieval of Soil Moisture and Vegetation Parameters

5.1. Soil Moisture Estimation

Soil moisture, one of the important indicators for forecasting droughts and floods and estimating crop yields, and has very important implications for energy exchange between the land and atmosphere, as well as the global water cycle. Soil on a global scale is of great value for weather forecasting, climate change study, and the monitoring of extreme weather events.

The basic principle of spaceborne GNSS-R soil moisture inversion is to use the sensitivity of reflectivity of the reflected signal to soil moisture, and its inversion process is shown in Figure 5. Recently, because of its advantages such as abundant signal sources and low cost, many scholars have started to use spaceborne GNSS-R technology to invert soil moisture with Soil Moisture Active–Passive (SMAP), Soil Moisture and Ocean Salinity (SMOS) or in situ data as the ground-truth data, which has made considerable progress. Camps et al. [131] explored the sensitivity of TDS-1 GNSS-R data to soil moisture, and by considering different vegetation covers, they developed a vegetation correction model for reflectance based on the Tau-Omega model. Chew et al. [132] used TDS-1 data to calculate
the coherent component of the signals to retrieve soil moisture, and a 7 dB sensitivity of reflected signals to temporal variation in soil moisture was observed. Camps et al. [133] used different observations to retrieve soil moisture, and it was shown that the sensitivity of the calibrated GNSS-R reflectivity to soil moisture was ~0.09 dB/% when the incidence angle was up to 30°. The reflectivity decreased with an increased incidence angle, although the variations depended on the location and the spatial scale used for the ground-truth data. Carreno-Luengo et al. [134] evaluated the influence of the GNSS satellites’ elevation angle on reflectivity. The results showed that the smoother the land surface, the greater the angular variability of the Pearson correlation coefficients. Kim et al. [135] introduced the concept of relative SNR, which provides useful soil moisture estimates over moderately vegetated regions. Ban et al. [136] proposed two new approaches—GEO-IR and GEO-R—for soil moisture retrieval using geostationary satellite signals. The results showed that the proposed GEO-IR and GEO-R were able to monitor soil moisture reliably under bare soil conditions, augmenting GNSS-R through significantly reduced processing complexity and increased temporal coverage. Calabia et al. [137] investigated the retrieval of soil moisture content from CYGNSS data by estimating the dielectric permittivity from Fresnel reflection coefficients. The estimates of soil moisture content had an R-square of 0.6, an RMSE of 0.05 m³/m³, and a p-value of zero. Wan et al. [138] used BuFeng-1 A/B data of the first Chinese GNSS-R mission for soil moisture inversion, and the results were in good agreement with the soil moisture data generated by SMAP (correlation coefficient of 0.94 and RMSD of 0.029 m³/m³) as well as with in situ data (correlation coefficient of 0.77 and RMSD of 0.049 m³/m³). Senyurek et al. [139] evaluated the spatial interpolation error in soil moisture retrieval and the results indicated that the overall interpolation error in terms of RMSE was 0.013 m³/m³ over SMAP’s recommended grids.

Figure 5. Spaceborne GNSS-R soil-moisture inversion flow-chart.

Most studies have considered the coherent component of the reflected signal, while some scholars have studied the effect of the incoherent component on soil moisture retrieval. Al-Khaldi et al. [140] considered the incoherent scattering from the land surface and performed a time series inversion of soil moisture using CYGNSS satellite data. The results suggested the potential of spaceborne GNSS-R systems for global soil moisture retrieval with an RMSE on the order of 0.04 cm³/cm³ over varied terrain. Dong et al. [141] proposed and tested a detection method to separate the coherence of land GNSS-R DDM, and evaluated the impact of coherence on the inversion. The results showed that the incoherent components had little effect on the soil moisture retrieval, and the accuracy of GNSS-R soil moisture inversion was 0.04 cm³/cm³.

Recently, machine learning methods have been widely used in various research directions, and many scholars have combined machine learning methods with spaceborne
GNSS-R for soil moisture inversion [142–148]. For example, Eroglu et al. [142] used a fully connected Artificial Neural Network (ANN) to invert soil moisture by learning the nonlinear relationship between the CYGNSS observables and the soil moisture, as well as other land geophysical parameters. At a spatial resolution of $0.0833 \times 0.0833^\circ$, the ubRMSE (unbiased RMSE) of the soil moisture retrieval was $0.0544 \text{ cm}^3/\text{cm}^3$ with a correlation coefficient of 0.9009. Jia et al. [143] used the XGBoost method to analyze the performance of the input features, which helped to further understand the GNSS-R soil moisture inversion. Senyurek et al. [147] used three machine learning methods (ANN, RF and SVM) to retrieve soil moisture, and a variety of verification strategies were used for comparison and analysis; these indicated that the model, built based on the machine learning approach, had higher accuracy and could be generalized in the space and time domains. In 2021, Jia et al. [148] used machine learning regression aided by a pre-classification strategy, which achieved a measurement accuracy of $0.052 \text{ cm}^3/\text{cm}^3$ in terms of RMSE. Many machine learning methods are flexible and capable of dealing with non-linear problems. They can tap into the complex interactions between inputs and outputs and build models that ultimately make good predictions, and have shown promising results in soil moisture inversion.

Overall, a large number of research results are available for spaceborne soil moisture inversion, which demonstrates the feasibility of spaceborne GNSS-R in soil moisture measurement. However, some issues still need to be studied in depth to achieve possible performance enhancement. For instance, there are uncertainties in the data related to factors such as receiver gain, satellite transmission power and, in some cases, antenna gain. In addition, the error in estimated receiver position can lead to errors in the calculation of specular points [142]. Additionally, the inversion process is highly dependent on auxiliary data such as vegetation, surface roughness and incidence angle, which are often ignored [131,132,137,147] or normalized [140,149,150]. Roughness and vegetation effects are usually compensated using physical models. For example, as shown in Figure 6, for a flat and smooth area covered by vegetation, the surface reflectivity $\Gamma$ can be modeled as [151,152]:

$$\Gamma(\theta) = \mathcal{R}(\theta)^2 \gamma^2 \exp\left(-4k^2s^2\cos^2(\theta)\right)$$ (3)

where $\theta$, $\mathcal{R}$, and $\gamma$ are the incident angle, Fresnel reflection coefficient, and transmissivity, respectively, and the transmissivity indicates the attenuation of the signal propagation by vegetation. The parameters $k$ and $s$ in the exponential term represent the signal wavenumber and the surface root-mean-square height, respectively, indicating the effect of roughness. It is still useful to investigate more appropriate ways to remove or compensate for the effects of those parameters. Furthermore, only coherent components are considered in most of the existing literature, and how to deal with coherent and non-coherent components at the same time remains to be further investigated [153].

5.2. Vegetation Monitoring

As an important component of terrestrial ecosystems, vegetation plays an important role in the global carbon cycle. Traditional remote sensing methods such as optical and thermal infrared remote sensing have some limitations in vegetation monitoring, and the development of GNSS-R provides a new supplementary method for vegetation monitoring. The pioneering experiments of ground-based GNSS-R [3,154–158] and airborne GNSS-R [159–163] have proved the potential of GNSS-R remote sensing technology in vegetation monitoring. Due to the launch of spaceborne missions (e.g., CYGNSS and TechDemoSat-1), scholars started investigating vegetation monitoring based on spaceborne data. By utilizing TDS-1 data, Camps et al. [131] analyzed the sensitivity of soil moisture on different ground surfaces (i.e., vegetation covers) and a large-scale NDVI (Normalized Difference Vegetation Index) to GNSS-R scattering energy. The results indicated a great sensitivity of NDVI to soil moisture and a good correlation coefficient for low NDVI values, which shows the feasibility of vegetation monitoring using spaceborne GNSS-R.
Carno-Luengo et al. [164] conducted the first GNSS-R experiment on a global scale, performed on-board the SMAP (Soil Moisture Active–Passive) satellite, to study soil moisture and biomass retrieval. The scattered GPS L2 signal was received by the SMAP’s dual-polarization (Horizontal and Vertical) radar receiver. By setting the optimum coherent integration time of 5 ms, the DDM data were obtained through signal processing. The SNR, the Polarimetric Ratio (PR), and the width of the waveforms’ trailing and leading edges were used to analyze the Earth’s topography and Above-Ground Biomass (AGB). By comparing the soil moisture retrieved by GNSS-R and the soil moisture obtained by the SMAP radiometer, consistency was obtained with a linear correlation coefficient of 0.6. The mean SNR of H-polarization was different for different terrain types. The waveform-derived parameters showed sensitivity to seasonally changing geophysical parameters, i.e., the NDVI and SWI (Soil Water Index). The spreading of the waveforms’ LES and TES decreased when AGB values were increased from 100 ton/ha to 350 ton/ha. AGB was more sensitive to GNSS-R signatures (PR, SNR, LES and TES) than the NDVI. It was determined that GNSS signals will depolarize in areas with rough ground or high AGB values.

Carno-Luengo et al. [165] simulated the relationship between GNSS-R observations and a forest biomass of rain, coniferous, dry, and moist tropical forests using CYGNSS data. The AGB map and the forest canopy height data of ICESat-1/GLAS data were selected as the biomass reference datasets. The results of the polynomial regression showed that TES and reflectance will decrease when the biomass (~400 ton/ha) increases. Intervals of 10° were set to analyze the influence of elevation angles on biomass retrieval. By analyzing the relationship between reflectivity and TES, and biomass at different elevation angles, they claimed that biomass retrieval is affected by elevation due to different scattering mechanisms. The influence of surface scattering and volume scattering on TES and effective reflectivity in different kinds of biomass were also considered.

Santi et al. [166] studied the capability of spaceborne GNSS-R in evaluating forest biomass using data from the TDS-1 mission and the CYGNSS mission. They used the corrected DDM peak to retrieve an equivalent reflectivity and evaluated its sensitivity to forest parameters. The analysis showed that the observed equivalent reflectance decreased when the forest biomass increased. To improve the retrieval accuracy, other inputs (e.g., the incidence angle, SNR, and the lat/lon information) were added to the artificial neural network algorithm, which showed a great ability to retrieve biomass and tree height. The algorithm was tested on both the selected areas and globally, and there was good consistency, with a correlation coefficient of 0.8. The dDM peak comprised both specular and diffuse scattering, and its sensitivity to forest parameters was considerable. However, the TDS-1 had limited coverage and CYGNSS data was limited to the central latitudes.
6. Spaceborne Sea Ice Detection and Sea Ice Thickness Estimation

6.1. Sea Ice Detection

GNSS-R technology was first used for sea ice detection in 2000, when Komjathy et al. [167] compared the peak power of the waveform of the reflected signals from the ice surface with the RADARSAT backscattered echoes. Wiehl et al. [168] studied the possibility of using GNSS-R techniques for ice sheet sensing and developed a theoretical model demonstrating the scattering mechanism of the ice sheet. Then, the shape of the reflected GPS signals delay waveform was analyzed and the permittivity and roughness of the different types of sea ice were investigated [169]. With the successful launch of the United Kingdom Disaster Monitoring Constellation (UK-DMC) in 2003, spaceborne GNSS-R was firstly used for sea ice sensing by Gleason [170], and more details were presented in [171]. In a study of ice altimetry, [172] made use of ground-based GNSS-R experiments, and theoretically exploited the coherent differential phase between direct and both cross- and co-polar reflected signals. Two additional sea ice detection methods based on ground-based experiments are described in [173]. Later, the ground-based GNSS-R sea ice concentration was retrieved using the data collected over Bohai Bay. [174].

TechDemoSat-1 (TDS-1), launched in 2014, recorded datasets in the Arctic and Antarctic region, offering the possibility of spaceborne GNSS-R sea ice detection [175]. The TDS-1 data have been successfully applied to sense sea ice parameters over the past few years. Sea ice detection using spaceborne GNSS-R was initially presented by Yan and Huang [176] by calculating the pixel number of each DDM; this is one of the most important GNSS-R observables for demonstrating power scattering from the reflected surface as a function of time delays and Doppler frequencies. Later, Zhu et al. [177] further extended the method using the pixel number and power summation of differential DDM to distinguish ice–water transitions. Schiavulli et al. [178] proposed an alternative method for detecting ice–water transitions based on the analysis of radar image reconstructed from DDMs. The sea ice detection was demonstrated by Alonso-Arroyo et al. [179] by comparing the shape of a theoretical and measured waveform extracted from DDMs. This method achieved a probability of sea ice detection of 98.5%, a probability of false alarm of 3.6%, and a probability of error of 2.5%. This concept can be made computationally efficient by exploiting the temporal correlations of DDMs [180,181]. To establish the theoretical DDM shape, there are several GNSS-R simulators that can be used [18,182,183]. Another study has proven that spaceborne GNSS-R can be effective for sea ice discrimination with a success rate of up to 98.22% compared to collocated passive microwave sea ice data [184]. Two features extracted from DDMs were combined by Cartwright et al. [185] to detect sea ice, with an agreement of 98.4% and 96.6% in the Antarctic and Arctic regions when compared against the European Space Agency Climate Change Initiative sea ice concentration product. Moreover, TDS-1 data were expanded to altimetry applications [114,186]. The ice sheet melt was also investigated in [187] using TDS-1 data. Furthermore, it has been shown that spaceborne GNSS-R is also useful for retrieving sea ice thickness [188] and sea ice concentration [189], which will be further discussed later.

With the development of artificial intelligence, machine-learning (ML)-based methods have been widely used for earth science and remote sensing applications [190]. ML has been proven to be a powerful tool for applications in various remote sensing fields, such as classification [191,192], object detection [193], and parameter estimates [194]. Yan et al. [104] applied the neural network (NN) method to sense sea ice using TDS-1 DDMs. This study presented the potential of an NN-based approach for sea ice detection and sea ice concentration (SIC) estimation, which was further investigated using the convolutional neural network (CNN) algorithm [195]. The DDMs were directly applied as input variables in the CNN-based approach. A Support vector machine (SVM) achieved better performance in sea ice detection [196] than NN and CNN. These three studies used the original DDM and the observables derived from DDMs as input parameters for monitoring sea ice. Zhu et al. [197] utilized feature sequences that demonstrated the characteristics of DDMs as input features to detect sea ice using the decision tree (DT) and random forest (RF)
algorithms. Figure 7 shows the basic flowchart of the machine-learning-based sea ice detection approach. The RF-aided method can distinguish sea ice from water with a success rate up to 98.03% validated with the collocated sea ice edge maps from the special sensor microwave imager/sounder (SSMIS) data provided by the Ocean and Sea Ice Satellite Application Facility (OSISAF).

![Figure 7. Flowchart of GNSS-R and machine-learning-based sea ice detection.](image)

6.2. Retrieval of Sea Ice Thickness

The state of sea ice is determined by its extent, thickness and volume, so sea ice thickness (SIT) is an important sea ice parameter. SIT is particularly sensitive to the coupling effect of the atmosphere, sea ice and ocean. The thickness of sea ice can affect its movement, deformation, freezing and melting processes, and then feed back into the global climate system. Accurate information of polar sea ice thickness and its change is of practical significance to climate research and human production activities. However, due to the complex environmental factors and physical processes of sea ice, SIT is generally considered to be the most difficult sea ice parameter to retrieve. Conventionally, large-scale SIT data can be retrieved by two methods: (1) measuring sea ice elevation (freeboard) based on the conversion between SIT and freeboard using satellite altimeters such as European Remote Sensing [198], ENVISAT [199], and CryoSat-2 [200]; or (2) microwave radiometry according to the model of brightness-temperature measurement and SIT [201], such as Soil Moisture Ocean Salinity (SMOS) [202] and Soil Moisture Active–Passive (SMAP) [203]. Thanks to the launch of United Kingdom (UK) TechDemoSat-1 (TDS-1) in 2014 [175], which covers a high latitude over 80°, the application of GNSS-R in sea ice sensing has drawn significant attention [176,178,179,186,195]. Compared with traditional methods, GNSS-R SIT measurement does not need a transmitter and has rich signal sources, i.e., satellite signals from multiple GNSS constellations. However, so far, the spaceborne GNSS-R SIT measurement has only been able to retrieve thinner ice (<1 m). In addition, only the TDS-1 mission is capable of performing high-latitude GNSS-R detection, and it stopped providing data updates in December 2018, which also limits the development of GNSS-R SIT measurement.

Zhang et al. [174] conducted a ground-based GNSS-R experiment in Bohai Bay and proposed the concept of the polarization ratio (R-LHCP/D-LHCP) between reflected signals and direct signals, based on the dielectric constant properties of sea ice and the Fresnel reflection coefficient; moreover, they studied the GNSS-R-based measurement of sea ice thickness. Li et al. [114] conducted an experiment in Hudson Bay in 2015 and analyzed the elevation residual, i.e., the difference between the retrieved elevation of the reflecting surface and the mean sea surface. The elevation residual showed good correlation with the collocated sea ice thickness data from SMOS (with the best correlation coefficient of 0.79). Meanwhile, the GNSS signal was found to be mainly reflected at the ice–water interface in the case of an SIT of 20 to 60 cm. However, the lack of orbit position of the limited TDS-1 L0 raw data induced a large orbit error in the measurements. Based on the GPS
reflected signals collected from two high-altitude lakes with ice cover during winter of 2017–2018, Mayers and Ruf [204] proposed the theoretical method of carrier-phase altimetry to estimate the drift of the ice cover.

Based on the Fresnel reflection principle and the propagation loss within sea ice, Yan et al. [188] established the relationship between sea ice thickness and reflectivity ($\Gamma$):

$$ SIT = \frac{1}{4\alpha} \ln \frac{|\Gamma|^2}{R} $$

where $\alpha$ and $|R|$ represent the attenuation coefficient over sea ice and the Fresnel reflection coefficient over the ice–water interface, respectively. The SIT calculation process is shown in Figure 8. The calculated SIT (less than 1 m) with (1) and the TDS-1 data were compared with the Soil Moisture Ocean Salinity (SMOS) data. The results showed good consistency between the derived TDS-1 SIT and the reference SIT, with a correlation coefficient of 0.84 and a root-mean-square difference (RMSD) of 9.39 cm.

With the development of machine learning (ML), ML has also been applied to GNSS-R sea ice thickness detection. Two machine-learning methods—specifically, convolutional neural network (CNN) and support vector regression (SVR)—were employed for retrieving SIT from TDS-1 and SMOS data by Yan et al. [205]. Good consistency between the estimated and reference SITs was obtained, with a correlation coefficient of 0.90 and 0.95, and RMSDs of 7.97 cm and 5.49 cm for CNN- and SVR-based methods, respectively; this demonstrates the capability of these machine-learning-based methods and the utility of TDS-1 data for SIT retrieval.

6.3. Classification of Sea Ice Types and Estimation of Sea Ice Concentration

In addition to sea ice detection with TDS-1 data, Yan et al. [205] also made use of NN- and CNN-based algorithms for sea ice concentration estimation. Llaveria et al. [96] used the NN algorithm for sea ice concentration and sea ice extent sensing using GNSS-R data from the FFScat mission. Rodriguez-Alvarez et al. [206] initially explored the feasibility of the classification and regression tree (CART) algorithm for classifying sea ice types using GNSS-R variables, including the DDM average, leading-edge slope, trailing-edge slope, and generalized linear observable, extracted from GNSS-R DDM. The results demonstrated that the FYI and MYI can be classified with an accuracy of 70% and 82.34%, respectively, based on the comparison with SAR-derived sea ice type maps produced by the US National Ice Center. Zhu et al. [207] used RF and SVM to classify sea ice types based on the feature sequence extracted from GNSS-R observables. Through validation with the data on sea ice type from the special sensor microwave imager/sounder (SSMIS) from the Ocean and Sea Ice Satellite Application Facility (OSISAF), it turned out that the overall accuracy of RF and
SVM classifiers were 98.83% and 98.60%, respectively, for discriminating seawater from sea ice, and 84.82% and 71.71%, respectively, for distinguishing FYI from MYI.

7. Spaceborne Flood and Tsunami Detection

7.1. Flood Detection

Floods are one of the most common and destructive natural disasters in the world. Many lives have been lost and great economic loss has been caused due to destructive floods. Optical remote sensing and microwave remote sensing have been widely used in flood monitoring, but they both have advantages and disadvantages. As an emerging remote sensing technology, GNSS-R has been considered for flood monitoring, and would complement the traditional approaches to flood monitoring.

Chew et al. [208] first proposed using spaceborne GNSS-R data for flood detection. CYGNSS data was used to detect flooding in the United States and the Caribbean in 2017, and the results demonstrated that spaceborne GNSS-R technology can provide signals of surface saturation and inundation extent at a higher resolution.

Chew and Small proposed a simple forward model for estimating inundation extent [209]. This model describes the response of surface reflectivity, derived by CYGNSS data, to flooding for different land surface types. They employed the observations from the Amazon Basin and Lake Eyre, Australia, to validate the model. The results showed that surface reflectivity and surface water extent strongly depended on the micro-scale surface roughness of the land and water. In addition, they showed that the dense vegetation surrounding inundated areas had high surface reflectivity due to flooding; moreover, the land surface surrounding the inundated areas was smooth and the surface reflectivity was not greatly increased. Additionally, soil moisture and water roughness have an impact on the detection of surface water. Thus, sufficient micro-scale surface roughness data should be obtained to eliminate this effect. In fact, CYGNSS SNR data are pseudo-randomly distributed, leading to discrete flood inundation maps at low resolutions [210].

Unnithan et al. [210] combined static topographic information, such as height above nearest drainage (HAND) and slope of nearest drainage (SND), to generate flood inundation maps. They employed the Sentinel-1A’s synthetic aperture radar (SAR) data to model the floods that occurred in Kerala in August 2018, and in North India in August 2017. The results showed that the detection accuracy was between 60% and 80%. In addition, GNSS-R data were used to improve the performance of the flood detection algorithm.

Zhang et al. used CYGNSS L1 data to detect and map flood inundation during the 2021 extreme precipitation in Henan Province, China [211]. Surface reflectivity (SR) derived by DDM data was used as the fundamental variable for mapping flood inundation. The SR threshold was determined by comparing the SR values of different land cover and land use in Henan Province. DDM data were also collected before and after the occurrence of floods in the same area. The effective isolated radiated power (EIRP), SR and SNR all increased when the studied area was submerged. The SMAP data was employed to validate the ability of submerged-area detection based on CYGNSS SR. The results show good agreement between the SMAP and CYGNSS SR. It is worth mentioning that CYGNSS SR has a higher resolution than SMAP, and it does not require information about the influences of uncertain factors such as cloud cover.

Yang et al. conducted a similar study, and employed the surface reflectivity from CYGNSS data to study daily flood monitoring in Henan, China [212]. The MODIS (Moderate Resolution Imaging Spectroradiometer) and SMAP data were used as the ground-truth data. The results indicated a strong correlation between high CYGNSS reflectivity and the flooded area monitored by MODIS. Both the brightness temperature and soil moisture from SMAP and CYGNSS reflectivity changed obviously in Zhengzhou and Xinxiang when the flood occurred. Figure 9 shows a simple flowchart of flood monitoring.
There are important characteristics of CYGNSS for dynamic flood monitoring, namely short revisit time and a higher resolution. In addition, if more GNSS-R satellites focusing on terrestrial applications are launched, the GNSS-R data will have better quality and higher spatial and temporal resolution and, thus, will further promote the land application of GNSS-R.

7.2. Tsunami Detection

A tsunami is a specific ocean wave that can be generated by an earthquake or a sudden sea floor displacement, underwater landslide or ocean volcano eruption. A tsunami may simply comprise a single solitary wave. The single wave can develop into a leading crest and a trailing wave train of gradually shorter and lower crests. Unlike wind-driven waves and swells, a tsunami can have a wavelength of a few hundred kilometers. Although a tsunami may measure a few decimeters in deep sea, it can be truly catastrophic; it can cause enormous damage and massive loss of life, as was the case with the 2004 Indian Ocean earthquake and the 2011 Tohoku earthquake in Japan [213,214]. This is mainly due to the fact that when the tsunami is close to the coast where the water depth is rather shallow, the stored energy gradually aggregates so that the wave height can be very high, such as several tens of meters.

To mitigate the impact of tsunamis, several tsunami warning centers have been established globally. These warning centers include the U.S. Pacific Tsunami Warning Centre [215] the Joint Australian Tsunami Warning Centre [216] and the German Indonesian Tsunami Early Warning System (GITEWS) [217]; these usually employ information inferred using data provided by the seismic station site network. Another way to enable tsunami warning is to use a network of pressure sensors deployed on the seafloor, to derive tsunami information using the modelled/empirical relationship between earthquake parameters and tsunami parameters [218].

A network of buoy-mounted sensors can also be used to monitor tsunamis in real-time to obtain the wave height, wavelength and wave propagation speed of a tsunami [219,220]. However, due to the deployment and maintenance cost, there is a limited number of buoyed sensors, which cover only a small part of the vast ocean surface. Satellite altimeters (e.g., Jason-1 radar altimeter) can provide relative sea level measurement with an accuracy of a few centimeters; thus, a Tsunami can be readily sensed if a satellite altimeter footprint goes through the wave [221], but the chance is rather small and there may be a significant delay in the observation due to the long revisit time.

GNSS-R possesses the potential for tsunami detection and parameter estimation, predicting the arrival of another technology for tsunami warnings. Helm et al. [222] and Stosius et al. [223] proposed the exploitation of space GNSS-R for tsunami detection, probably for the first time. Based on a tsunami model, preliminary results on tsunami detection through simulation were reported.

Tsunamis have different waveforms because they can be generated by different natural phenomena, as mentioned earlier. However, they often have similar patterns, especially the lead waves. Figure 10 shows the real SSH measurements, including four tsunami lead
waves. The waveforms were generated by data measured by buoy-based sensors at observation stations when powerful tsunamis were triggered by the 2011 Tohoku earthquake in Japan [224]. Similar to radio and acoustic waves, the observed Tsunami wave amplitude is a function of time, and the Tsunami propagation speed can be more than 700 km/h. Note that considerable offset exists in the first three measured lead waves in Figure 10, probably due to the residual error in the removal of the solar and lunar tides.

**Figure 10.** Tsunamis triggered by 2011 Japan earthquake and measured by buoy sensors at four observation stations.

Although the wavelength of a tsunami can be several hundred kilometers, the amplitude of a tsunami may also be around one meter, or even sub-decimeter, depending on the water depth and time delay. Tsunami waveforms may be simply modeled as triangles for convenience in theoretical analysis [225]. Due to the long wavelength and high propagation speed of tsunamis, it is impractical to detect tsunamis based on ground-based or airborne GNSS-R technology. Using spaceborne GNSS-R technology, it is possible to detect tsunamis, even during their early stage. Current GNSS-R related satellite missions mainly focus on ocean-surface wind speed measurement, such as for hurricanes and typhoons. Although the spaceborne data may also be utilized for sea surface altimetry, the accuracy might be rather low. In the case of strong measurement noise and a weak tsunami waveform, it is necessary to judge whether a tsunami is present by developing detection methods. A bin average (BA) may be considered as a simple method for tsunami detection [105]. Based on each BA output, a hypothesis test is applied to make a decision on whether a tsunami occurred. The selection of bin length is a significant issue. In terms of maximizing SNR, and assuming the tsunami lead wave is modelled as a simple isosceles triangle, the most suited bin length is determined as two thirds of the width of the tsunami lead wave, which does not include the remaining part of the tsunami with negative amplitude. To improve the detection probability, the sliding window moving average (SWMA) technique can be exploited, with the window being similar to a bin [226]. However, the difference is that the window moves one SSH measurement sample each time, and at a specific time point, the window will cover the main part of the waveform.

### 7.3. Estimation of Tsunami Parameters

It is also possible to measure the parameters of a Tsunami such as amplitude, width (or wavelength), propagation direction and speed [227]. This possibility mainly comes from the fact that a tsunami is a three-dimensional wave, and that multiple signal reflection...
As shown in Figure 11, the propagation direction can be defined as the azimuth angle, going clockwise from North, to the wave propagation direction (i.e., \( \theta \)). Point \( p_i \) is the specific position on the cross section of the wave crossed by the \( i \)th reflection tract, and it may be chosen as the crest point of the wave. The reflection tracks are not displayed for clarity, and they do not play a useful role. Obtaining the accurate coordinates of the point is vital to obtaining an accurate estimation of the wave parameters. The positions may be determined after the reconstruction of the waveform, using methods such as wavelet transform [225]. As a well-developed theory [228, 229], wavelet transform is effective for non-stationary signals that have short-lived transient components, such as tsunamis.

![Figure 11](image)

Figure 11. Geometry between Tsunami propagation direction and crossing points of reflection tracks on specific positions of Tsunami wave.

8. Conclusions and Future Research Directions

In this article, a comprehensive review is presented on spaceborne GNSS-R technology, which has achieved great advances in theory and practice; this is especially due to the recent successful launches of satellites related to GNSS-R, including the TDS-1 satellite in 2014, and the CYGNSS satellites in 2016. Current research progress and outcomes in spaceborne GNSS-R are described in six major sections. The focus of the review is on the detection of sea ice, tsunamis and sea surface rainfall, and on the retrieval of a range of geophysical parameters including sea-surface wind speed; significant wave height; sea surface rainfall intensity; sea surface height; sea ice thickness; tsunami lead wave height, propagation speed and directions; soil moisture; and vegetation.

In addition to the research topics on spaceborne GNSS-R studied in the preceding sections, there are other research topics in this exciting field that draw significant attention. For instance, Camps et al. studied ionospheric effects on spaceborne GNSS-R observations [230]. They utilized the global ionospheric scintillation model to analyze the total electron content and the scintillation index S4, and the results showed that scintillation mostly occurs from the transmitting space vehicle to ground. Note that ionospheric scintillation can degrade the signal-to-noise ratio and may cause coherent scattered components in low-wind regions. Thus, it is useful in enabling satellite data, such as from TechDemoSat-1 and CYGNSS missions, to infer ionospheric scintillation of spaceborne GNSS-R [231]. Wang and Morton employed the real GNSS-R data recorded by Spire Global Inc.’s LEMUR-2
CubeSats, to explore the potential of spaceborne GNSS-R measurements as a new data source for ionospheric TEC and plasma disturbance observation [232]. They employed geometry-free combinations of dual-frequency pseudorange and carrier-phase measurements to calculate ionospheric total electron content along a reflected path and direct path, respectively. Another example is the use of TDS-1 data to estimate the density of red tides, which mainly occur due to the continuous intensification of human activities in the ocean and have caused great harm to the marine environment and ecology. Ban et al. [233] proposed the use of spaceborne GNSS-R for red tide detection and its density estimation. They developed new models to associate GNSS-R observations with sea-surface red tide density. The Landsat-8 near-infrared data and TDS-1 GNSS-R data of a red tide outbreak in the sea off the Tsingtao coast in China were studied, and a model was built. The results of the model tests showed that the correlation coefficient was 0.73, and the RMSE of the retrieved the red tide density was 2.84%.

Although spaceborne GNSS-R has made great progress and many new concepts and methods have been proposed in recent years, as mentioned earlier, this technology is not yet mature. The developed empirical models and semi-empirical models are usually not generalized, so they may be only valid for rather limited scenarios. Therefore, it is desirable to enhance the models so that they can be widely applied. As an emerging remote sensing technology, it should be used to generate new products with performance comparable to the traditional remote sensing technologies, or combined with other technologies to obtain improved products. Another suggestion is to expand the applications of spaceborne GNSS-R to retrieve other geophysical parameters and detect other natural events or phenomena. Furthermore, it is always useful to build more advanced spaceborne GNSS-R sensors to improve their performance, such as sensitivity and SNR.
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