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ABSTRACT
Recently, Rendle has warned that the use of sampling-based top-k metrics might not suffice. This throws a number of recent studies on deep learning-based recommendation algorithms, and classic non-deep-learning algorithms using such a metric, into jeopardy. In this work, we thoroughly investigate the relationship between the sampling and global top-K Hit-Ratio (HR, or Recall), originally proposed by Koren [2] and extensively used by others. By formu-
lating the problem of aligning sampling top-k (SHR@k) and global top-K (HR@K) Hit-Ratios through a mapping function \( f \), so that \( SHR@k = HR@f(k) \), we demonstrate both theoretically and experi-
imentally that the sampling top-k Hit-Ratio provides an accurate approximation of its global (exact) counterpart, and can consistently predict the correct winners (the same as indicate by their corresponding global Hit-Ratios).
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1 INTRODUCTION
Over the last few years, in both industry and academic research communities, many efforts have been taken to integrate deep learning into recommendation techniques [22]. Though the flourishing list of publications has demonstrated sizeable improvements over the classical non-deep (linear) approaches, several recent studies [3, 16] have sounded the alarm: The displayed success in recommendation may contribute to the weaker baseline. Some other factors, such as evaluation protocols and performance measures, together with choices of datasets, may also play roles in the potentially over-promising results [3].

Lately, Rendle [15] has noticed that, in recent deep learning-based recommendation studies, it is becoming popular [5, 7, 8, 11, 19–21] to adopt sampling-based criteria for top-k evaluation. Basically, instead of ranking all available items, which might be a very large list, these studies sample a smaller set of (irrelevant) items, and rank the relevant items against the sampled items. In his findings, he claimed that the typical process used top-k evaluation metrics, such as Recall/Precision (Hit-Ratio), Average Precision (AP) and nDCG, other than (AUC), are all “inconsistent” with respect to the exact metrics (even in expectation). He even suggests avoiding using the sampled metrics for top-k evaluation.

What does this mean to all the existing studies which use sampling top-k criteria? Have their results all become (sort-of) invalid? Does that mean we have to use all the items for any meaningful top-k evaluation? Clearly, a significant amount of efforts in the recommendation community is at risk here. To be able to firmly answer these questions, a better understanding of the sampling-based top-k metrics is much needed. In the meantime, a sampling approach, where acceptable, can be a useful tool for saving computational cost and speeding up evaluation time. While computational resources might not be a big problem for enormous mega-corporations, such as Google or Amazon, for many smaller, resource-constrained organizations, it may still be an issue. For instance, if valid, a sampling approach can be a quick way to help evaluate the promise of a given algorithm, screening for the eventual exact/global top-k evaluation.

A Bit of History on Sampling Top-k Evaluation: The sampling top-k method was initially suggested by Koren in the seminal work [10] as an approach to measure the success of top-k recommenders. Specifically, he uses 1000 additional random movies (which may include already-ranked ones) against the targeted movie \( i \) for a user. He ranks these 1001 movies by the predicted rating (relevance score), and he normalizes the ranking score between 0 and 1. Finally, he draws the cumulative distributions of all the users, with respect to the ranking score. Essentially, for any algorithm, at a given rank \( k \), the value (the point in the cumulative distribution curve) is basically Hit-Ratio or Recall (at \( k \)) under sampling. Another highly cited work [2] has utilized this metric to evaluate the performance of a variety of recommendation algorithms on Top-N recommendation tasks.

This method was first adopted by deep learning-based recommendation papers in [6] and then in [7]. Here, the authors go beyond the top-k Hit-Ratio suggested by Koren [6, 7], extending to metrics such as Mean Reciprocal Rank (MRR) and nDCG. Since Koren, various other deep learning-based recommendation studies [5, 8, 11, 19–21] have adopted such sampling-based top-k evaluation metrics. In these studies, they typically sample only those “irrelevant” items (not scored by the users), unlike the work in Koren, which may sample relevant items, as well. The number of items sampled typically ranges from 100 to 1000.
### Table 1: Notations

| Symbol | Description |
|--------|-------------|
| $I$    | entire set of items, and its size $|I| = N$ |
| $i_u$  | relevant item for user $u$ in testing data |
| $I_u$  | sampled item set (user-specific), composed of $n$ – 1 sampled items and $i_u$ |
| $N$    | total number of available items |
| $R_u$  | rank of item $i_u$ among $I_u$ for user $u$ |
| $R_{i_u}$ | rank of item $i_u$ among $I_u$ for user $u$ also denotes a random variable |
| $f$    | mapping function indicating user ranking position, in range $[1, N]$ |
| $SHR@K$ | global top-K hit ratio (recall), Formula 1 |
| $M$    | number of users |
| $E$    | expectation (mean) |
| $Var$  | variance |

### Problem Formulation

Specifically, we made the following contributions:

1. **Experimental results which use sampling-based metrics?**
2. **Global (exact) top metrics? And how do we interpret the existing metrics used for evaluating almost all top-$k$ evaluation metrics.**
3. **Hit-Ratio (HR, or Recall), originally defined as the subset $I_u$ (including $i_u$). Let the relative rank of $i_u$ among $I_u$ be denoted as $r^u = A(u, i_u, I_u)$. Note that $r^u$ is a random variable depending on the sampling set $I_u$.**

- **Section 2** We formalize the problem of aligning sampling top-$k$ ($SHR@k$) and global top-$K$ ($HR@K$) Hit-Ratios through a mapping function, so that $SHR@k \approx HR@f(k)$, where $f$ is the functions map of the $k$ in the sampling to the global top $f(k)$. We also prove the Sampling Theorem, which shows the sampling Hit-Ratio preserves the “dominating” property between global Hit-Ratios.
- **Section 3 and 4** We develop novel methods to approximate function $f$, and we show that it is surprisingly approximately linear, even under non-linear computation (when $k$ is large).
- **Section 5** We experimentally validate our mapping function $f$ by comparing between the sampling and its global top-$K$ counterparts, and we show that our function can provide a rather accurate estimate of its global top-$f(k)$. We also show that the sampling Hit-Ratio can accurately predict the same winners as the corresponding global Hit-Ratio.

### 2.1 Problem Formulation

### 2.1.1 Global Top-K Hit Ratio

**Given a user $u$, and its relevant item $i_u (i_u \in I)$ in the testing dataset, the recommendation algorithm $A$ will calculate the relative rank of the relevant item $i_u$, denoted as $R_u$, among all available items $I$, $R_u = A(u, i_u, I)$.**

Let us consider the global top-$K$ Hit-Ratio (or recall) metric:

$$HR@K = \frac{1}{M} \sum_{u=1}^{M} \sum_{k=1}^{N} W_k \cdot 1_{R_k \leq K}$$  \hspace{1cm} (1)$$

Here, $1_X$ is the indicator function of event $X (1_X = 1$ iff $X$ is true and 0 others), and $W_k$ is the frequency of users with item $i_u$ rank in position $R_k$:

$$W_k = \frac{1}{M} \sum_{u=1}^{M} 1_{R_u = R}$$  \hspace{1cm} (2)$$

### 2.1.2 Sampling Top-$k$ Hit Ratio

Next, let us revisit the top-$k$ Hit-Ratio under sampling. For a given user $u$ and the relevant item $i_u$, we first sample $n – 1$ items from the entire set of items $I$, forming the subset $I_u$ (including $i_u$). Let the relative rank of $i_u$ among $I_u$ be denoted as $r^u = A(u, i_u, I_u)$. Note that $r^u$ is a random variable depending on the sampling set $I_u$.

Given this, the sampling top-$k$ Hit-Ratio can be defined as $SHR@k$:

$$SHR@k = \frac{1}{M} \sum_{u=1}^{M} Z^u, Z^u \sim Bernoulli(p^u = Pr(r^u \leq k))$$  \hspace{1cm} (3)$$

where, $Z^u$ is a random variable for each user $u$, and follows a Bernoulli distribution with probability $p^u = Pr(r^u \leq k)$.

Now, recall that we are trying to study the relation between $SHR@k$ and $HR@K$.

### 2.2 Sampling

We note that the population sum $\sum_{u=1}^{M} Z^u$ is a Poisson binomial distributed variable (a sum of $M$ independent Bernoulli distributed variables). Its mean and variance will simply be sums of the mean and variance of the $n$ Bernoulli distributions:

$$\mu = \sum_{u=1}^{M} p^u, \quad \sigma^2 = \sum_{u=1}^{M} p^u(1 - p^u)$$

Given this, the expectation and variance of $SHR@k$:

$$E[SHR@k] = \frac{1}{M} \sum_{u=1}^{M} p^u = \sum_{k=1}^{N} W_k \cdot p^k$$  \hspace{1cm} (4)$$

$$Var[SHR@k] = \frac{1}{M} \sum_{u=1}^{M} p^u(1 - p^u) = \sum_{k=1}^{N} W_k \cdot p^k(1 - p^k)$$  \hspace{1cm} (5)$$

The probability for users who are in the same group ($R_u = R$), share the same $p^u$, will be denoted by $p^R$ and $W_R$ is defined in equation 2.

To define $p^R = Pr(r^u \leq k)$ precisely, let us consider the two commonly used types of sampling (with and without replacements).

**Sampling with replacement (Binomial Distribution):**

- Item to be evaluated, though such treatment can be naturally generalized to the situation where a user may have more than one targeted item in the testing data [6, 13]. Table 1 highlights the key notations used in the rest of the paper.
For a given user $u$, let $X^u$ denote the number of sampled items that are ranked in front of relevant item $i_u$:

$$X^u = \sum_{i=1}^{n-1} X^u_i, \quad X^u_i \sim \text{Bernoulli}(p_u = \frac{R_u - 1}{N - 1})$$

where $X^u_i$ is a Bernoulli random variable for each sampled item $i$: $X^u_i = 1$ if item $i$ has rank range in $[1, R_u - 1]$ ($p_u$ is the corresponding probability) and $X^u_i = 0$ if $i$ is located in $[R_u + 1, N]$. Thus, $X^u$ follows binomial distribution:

$$X^u \sim \text{Binomial}(n - 1, p_u = \frac{R_u - 1}{N - 1})$$

And the random variable $r^u = X^u + 1$, and we have

$$p^u = CDF(k; n - 1, p_u) = \Pr(r^u \leq k)$$

$$= \left\{ \begin{array}{ll}
\frac{\sum_{i=0}^{k-1} \binom{n-1}{i} (1 - p_u)^{n-1-i} \cdot R_u \geq k}{}
\frac{1}{\cdot} R_u < k
\end{array} \right.$$ 

Sampling without replacement (Hypergeometric Distribution): If we sample $n - 1$ items from the total $N - 1$ items without replacement, and the total number of successful cases is $R_u - 1$, then

$$X^u \sim \text{Hypergeometric}(N - 1, R_u, n - 1, n - 1)$$

$$p^u = CDF(k; N - 1, R_u - 1, n - 1) = \Pr(r^u \leq k)$$

$$= \left\{ \begin{array}{ll}
\frac{\sum_{i=0}^{k-1} \binom{n-1}{i} \frac{\binom{N-1}{R_u - 1}}{\binom{n-1}{i}} \cdot R_u \geq k}{}
\frac{1}{\cdot} R_u < k
\end{array} \right.$$ 

It is well-known that, under certain conditions, the hypergeometric distribution can be approximated by binomial distribution. We will focus on using binomial distribution for analysis, and we will validate the results on hypergeometric distribution experimentally.

### 2.3 A Functional View of HR@K and SHR@k

To better understand the relationship between HR@K (global top-K Hit-Ratio) and SHR@k (the sampling version), it is beneficial to take a functional view of them. Let $R$ be the random variable for the user’s item rank, with probability mass function $Pr(R) = \text{Pr}$; then, HR@K is simply the empirical cumulative distribution of $R$ ($Pr$):

$$HR@K = \text{Pr}(R \leq k), \quad WR@K = \text{Pr}(R = R)$$

For SHR@k, its direct meaning is more involved and will be examined below. For now, we note that SHR@k is a function of $k$ varying from 1 to $n$, where $n - 1$ is the number of sampled items.

Figure 1a displays the curves of functional fitting of empirical cumulative distribution $HR@K$ (aka the global top-K Hit-Ratio, varying $K$ from 1 to $N = 3706$), for 6 representative recommendation algorithms (3 classical and 3 deep learning methods), on the MovieLens 1M dataset to observe the performance of these methods more closely when the $K$ is small, we first highlight $K$ from 1 to 350, and then again from 60 to 120.

Figure 1b displays the curves of functional fitting of function SHR@K (the sampling top-K Hit-Ratio, varying $k$ from 1 to $n = 100$) with $n - 1$ samples, under sampling with replacement, for the same 6 representative recommendation algorithms on the same dataset. Similarly, we highlight $k$ from 1 to 10, and then again from 2 to 5.

How can the sampling Hit-Ratio curves help to reflect what happened in the global curves? Before we consider the more detailed relationship between them, we introduce the following results:

**Theorem 2.1 (Sampling Theorem).** Let us assume we have two global Hit-Ratio curves (empirical cumulative distribution), $HR_1@K$ and $HR_2@K$, and assume one curve dominates the other one, i.e., $HR_1@K \geq HR_2@K$ for any $1 \leq K \leq N$; then, for their corresponding sampling curve at any $k$ for any size of sampling, we have

$$E(\text{SHR}1@k) \geq E(\text{SHR}2@k)$$

**Proof.** Recall Equation 4: $E(\text{SHR}1@k) = \sum_{i=1}^{N} W_R \cdot p^R = \sum_{i=1}^{N} Pr(r^u \leq k)$. Let us assign each user $u$ the weight $Pr(r^u \leq k)$ for both curves, $HR_1$ and $HR_2$. Now, let us build a bipartite graph by connecting any $u$ in the $HR_1$ with user $v$ in $HR_2$, if $R_u \leq R_v$. We can then apply Hall’s marriage theorem to claim there is a one-to-one matching between users in $HR_1$ to users in $HR_2$, such that $R_u \leq R_v$, and $Pr(r^u \leq k) \geq Pr(r^v \leq k)$. (To see that, use the fact that $\sum_{i=1}^{N} W_R = \sum_{i=1}^{N} W_R^1 = \sum_{i=1}^{N} W_R^2$, where $W_R^1$ and $W_R^2$ are the empirical probability mass distributions of user-ranks, or equivalently, $\sum_{i=1}^{N} W_R^{1(2)} \leq \sum_{i=1}^{N} W_R^{2(2)}$.) Thus, any subset in $HR_1$ is always smaller than its neighbor set $N(HR_1)$ in ($HR_2$). Given this, we can observe that the theorem holds.

The above theorem shows that, under the strict order of global Hit-Ratio curves (though it may be quite applicable for searching/evaluating better recommendation algorithms, such as in Figure 1), sampling hit ratio curves can maintain such order. However, this theorem does not explain the stunning similarity, shapes and trends shared by the global and their corresponding sampling curves. Basically, the detailed performance differences among different recommendation algorithms seem to be well-preserved through sampling. However, unless $n \approx N$, $SHR@k$ does not correspond to $HR@K (k = k)$ (as in what is being studied by Rendell [15]).

Those observations hold on other datasets and recommendation algorithms as well, not only on this dataset. Thus, intuitively and through the above experiments, we may conjecture that it is the overall curve $HR@K$ that is being approximated by $SHR@k$. Since these functions are defined on different domain sizes $N$ vs $n$, we need to define such approximation carefully and rigorously.

### 2.4 Mapping Function $f$

To explain the similarity between the global and sampling top-k Hit-Ratio curves, we hypothesize that there exists a function $f(k)$ such that the relation $SHR@k \approx HR@f(k)$ holds for different ranking algorithms on the same dataset. In a way, the sampling metric $SHR@k$ is like “signal sampling” [14], where the global metrics between top 1 to $N$ are sampled (and approximated) at only $f(1) < f(2) < \cdots < f(n)$ locations, which corresponds to $SHR@k (k = 1, 2, \ldots, n)$. In general, $f(k) \neq k$ when $n \ll N$ (15).

In order to identify such a mapping function, let us take a look at the error between $SHR@k$ and $HR@f(k)$:

$$|SHR@k - E[SHR@k]| + |E[SHR@k] - HR@f(k)|$$

Thanks to the Hoeffding’s bound, we observe,

$$Pr(|SHR@k - E[SHR@k]| \geq t) \leq 2 \exp(-2Mt^2)$$
Sampling Top-function. We notice that for any \( n \)
Baseline: APPROXIMATING MAPPING FUNCTION \( f \) dataset.
one set of samples is typically very close to the average of multiple
time, an average of multiple sampling results can reduce the vari-
terred around its mean. Furthermore, if the user number is, indeed,
user population, the sampling top-function \( SHR \)

Given this, our problem is how to find the mapping function \( f \), such as \( E[SHR@k] - HR@f(k) \) can be minimized (ideally close to or equal to 0). Note that \( f \) should work for all the \( k \) (from 1 to \( n \)), and it should be independent of algorithms on the same
dataset.

3 APPROXIMATING MAPPING FUNCTION \( f \)
Baseline: To start, we may consider the following naive mapping
function. We notice that for any \( n \),
\[
E(X^k) = (n - 1) \mu_u = (n - 1) \frac{R_u - 1}{N - 1} = E(r_u) - 1
\]
When the sample \( n \) is large, we simply use the indicator function \( 1_{E(r_u) \leq k} \) to approximate and replace \( Pr(r_u \leq k) \). Thus,
\[
R_u \leq \frac{k - 1}{n - 1} \mu_u = (N - 1) + 1 = f(k)
\]
Since the indicator function \( 1_{E(r_u) \leq k} \) is a rather crude estimation of the CDF of \( r_u \) at \( k \), this only serves as a baseline for our approximation of the mapping function \( f \).

Approximation Requirements: Before we introduce more carefully designed approximations of the mapping function \( f \), let us take a close look of the expectation of the sampling top- \( k \) Hit-Ratio \( E(SHR@k) \) and \( HR@f(k) \). Figure 2 shows how the user probability mass function \( W_k \) works with the step function (indicator function) \( 1_{R_u \leq f(k)} \), and \( \mu_u \) (assuming a hypergeometric distribution), to generate the global top- \( k \) and sampling Hit-Ratios.

We make the following observations (as well as requirements):
Existence of mapping function \( f \) for each individual HR curve: Given any \( k \), assuming \( HR@f(k) \) is a continuous cumulative distribution function (i.e., assuming that there is no jump/discontinuity on the CDF, and that \( f(k) \) is a real value), then, there is \( f(k) \) such that \( HR@f(k) = E(SHR@k) \).

In our problem setting, where \( f(k) \) is integer-valued and ranges between 0 and \( N \), the best \( f(k) \), theoretically, is
\[
f(k) = \arg \min |HR@f(k) - E(SHR@k)|
\]
Mapping function \( f \) for different HR curves: Since our main purpose is for \( SHR@k \) to be comparable across different recommendation algorithms, we prefer \( f(k) \) to be the same for different HR curves (on the same dataset). Thus, by comparing different \( SHR@k \), we can infer their corresponding Hit-Ratio \( HR \) at the same \( f(k) \) location. Recall Figures 1 shows that the sampling Hit-Ratio curves are comparable with respect to their respective counterparts, and suggests that such a mapping function, indeed, may exist.

But how does this requirement coexist with the first requirement of the minimal error of individual curves? We note that, for most
Figure 2: Curve Relationship. HR@K is the top-K global hit-ratio; SHR@f(k) is the sampling top-k hit-ratio shown in global scale; W_R(5X) is the empirical user ranking distribution, where we multiply by 5 for displaying purpose.

of the recommendation algorithms, their overall Hit-Ratio curve HR@K, and the empirical probability mass function W_R (Formula 2), are actually fairly similar. From another viewpoint, if we allow individual curves to have different optimal f(k), the difference (or shift) between them is rather small and does not affect the performance comparison between them, using the sampling curves SHR@k. We will make this case more rigorously in Section 4, and we refer to this problem as the sampling correspondence alignment problem.

In this section, we will focus on studying dataset-independent mapping functions, and we will discuss the algorithm-specific and dataset-specific mapping function in the next section.

3.1 Boundary Condition Approximation

Consider that sampling with replacement, for any individual user, $X^u$ from equation 6, obeys binomial distribution. Apply the general case of bounded variables Hoefding’s inequality:

$$ Pr(|X^u - E[X^u]| \geq t) \leq 2e^{-\frac{2t^2}{n}} $$

since $r^u = X^u + 1$, and $E[r^u] = E[X^u] + 1 = (n-1)p_u + 1$:

$$ Pr(r^u \geq (n-1)p_u + 1 + t) \leq 2e^{-\frac{2t^2}{n}} $$

$$ Pr(r^u \leq (n-1)p_u + 1 - t) \leq 2e^{-\frac{2t^2}{n}} $$

The above inequalities indicate that $r^u$ is restricted around its expectation within the range defined by $t$.

The second term of error in equation 8 can be written as:

$$ E[SHR@k] - HR@f(k) $$

$$ = - \sum_{R=f(k)+1}^{f(k)} W_R \cdot Pr(r^R \geq k + 1) + \sum_{R=f(k)+1}^{N} W_R \cdot Pr(r^R \leq k) $$

where, $r^R = r^u$ for $R_o = R$. For some relatively large $t$ (compared to $\sqrt{n-1}$), the probability in equation 10 can come extremely close to 0. Based on this fact, if we would like to limit the first term $Pr(r^R \leq k + 1)$ to approach 0, $k + 1$ must be greater than $(n-1)p_u + 1 + t$. And similar to the second term, we have:

$$ \left\{ \begin{array}{ll} r^u \geq k + 1 \geq (n-1)\frac{R-1}{N-1} + 1 + t, & R = 1, \ldots, f^l(k) \\ r^u \leq k \leq (n-1)\frac{R-1}{N-1} + 1 - t, & R = f^u(k) + 1, \ldots, N \end{array} \right. $$

where $f^l(k)$ and $f^u(k)$ are the lower bound and upper bound for $f(k)$, respectively. Explicitly,

$$ f^l(k) \leq (k-t) \cdot \frac{N-1}{n-1} + 1, \quad f^u(k) \geq (k+t-1) \cdot \frac{N-1}{n-1} $$

Given this, let the average of these two for $f(k)$:

$$ f(k) = \frac{f^l(k) + f^u(k)}{2} = \left[ (k-\frac{1}{2}) \cdot \frac{N-1}{n-1} + \frac{1}{2} \right] $$

Note that, although this formula appears similar to our baseline Formula 9, the difference between them is actually pretty big ($\approx \frac{N-1}{2}$). As we will show in the experimental results, this formula is remarkably effective in reducing the error $|HR@f(k) - SHR@k|$.

3.2 Beta Distribution Approximation

In this approach, we try to directly minimize $HR@f(k) - E[SHR@k]$ to 0, and this is equivalent to:

$$ \sum_{R=1}^{N} W_R \cdot 1_{R \leq f(k)} = \sum_{R=1}^{N} W_R \cdot Pr(r^R \leq k) $$

In order to get a closed-form solution of $f(k)$ from the above equation, we leverage the Beta distribution $Beta(a,1)$ to represent the user ranking distribution $W_R$, inspired by [12]:

$$ W_R = \frac{1}{B(a,1)} \left( \frac{R-1}{N-1} \right)^{a-1} \frac{1}{a} $$

is the constant for discretized Beta distribution. Note that $\frac{R-1}{N-1}$ normalizes the user rank $R_o$ from $[1, N]$, to $[0, 1]$. Especially, when $a < 1$, this distribution can represent exponential distribution, which can help provide fit for the HR distribution. Figure 3 illustrates the Beta distribution fitting of $W_R$.

Figure 3: Beta distributions and empirical user rank distribution $W_R$

The left term of the equation 14 is denoted as $L_k$

$$ L_k = \frac{1}{B(a,1)} \int_{0}^{\frac{f(k)}{N-1}} x^{a-1} \cdot \Delta x \quad \text{where,} x = \frac{R-1}{N-1}, \quad \text{and} \Delta x = \frac{1}{N-1} $$

$$ \approx \frac{1}{B(a,1)} \int_{0}^{\frac{f(k)}{N-1}} x^{a-1} dx = \frac{1}{aB(a,1)} \left[ \frac{f(k)-1}{N-1} \right]^{a} $$
Considering sampling with replacement, then the right term is denoted as:
\[
R_k = \sum_{i=0}^{k-1} \sum_{i=0}^{N-1} W_R(\frac{R-1}{N-1})^{i} (1-\frac{R-1}{N-1})^{n-i-1}
\]
Calculate the difference:
\[
R_{k+1} - R_k = \left( \frac{n-1}{k} \right) \int_{0}^{1} x^{n-k-1}(1-x)^{n-k-1} dx
\]
\[
= \left( \frac{n-1}{k} \right) \frac{\Gamma(n) \Gamma(k+1)}{\Gamma(n+k+1)}
\]
Based on above equations: \( L_{k+1} - L_k \approx R_{k+1} - R_k \), we have (we denote the mapping function as \( f \); for parameter \( a \)).
\[
[f(k+1); a] = [f(k); a] - [f(k); a]^{a}
= a[N-1]^{a} \left( \frac{n-1}{k} \right) B(a+k, n-k)
\]
Then we have the following recurrent formula:
\[
f(k+1; a) = a[N-1]^{a} \left( \frac{n-1}{k} \right) B(a+k, n-k) + [f(k); a]^{-a}^{1/1+a}
\]
where we have \( f(1) \) by considering \( L_1 = R_1 \):
\[
f(1; a) = (N-1)[aB(a, n)]^{1/a} + 1
\]

### 3.3 Properties of Recurrent function \( f \)

In the following, we enumerate a list of interesting properties of this recurrent formula of \( f \) based on Beta distribution.

**Lemma 3.1 (Location of Last Point).** For any \( a \), all \( f(n) \) converge to \( N \): \( f(n) = N \).

**Proof.** We note that
\[
\sum_{k=0}^{n-1} \left( \frac{n-1}{k} \right) B(a+k, n-k) = \int_{0}^{1} \sum_{k=0}^{n-1} \left( \frac{n-1}{k} \right) x^{n-k-1}(1-x)^{n-k-1} dx
\]
\[
= \int_{0}^{1} x^{n-1} \sum_{k=0}^{n-1} \left( \frac{n-1}{k} \right) x^{k}(1-x)^{n-k-1} dx = \int_{0}^{1} x^{n-1} = \frac{1}{a}
\]
Add up equation 15 from \( k = 1 \) to \( n-1 \), we have:
\[
\frac{[f(n)-1]^{a}}{a[N-1]^{a}} = \left( \frac{n-1}{k} \right) B(a+k, n-k)
\]
\[
= \frac{1}{a} - \left( \frac{n-1}{0} \right) B(a, n) \text{ then, we have } f(n) = N
\]

**Uniform Distribution and Linear Map:** When the parameter \( a = 1 \), the Beta distribution degenerates to the uniform distribution. From equations 17 and 16, we have another simple linear map:
\[
f(k; a = 1) = k \frac{N-1}{n} + 1
\]

Even though the user rank distribution is quite different from the uniform distribution, we found that this formula provides a reasonable approximation for the mapping function, and generally, better than the Naive formula. More interestingly, we found that when \( a \) ranges from 0 to 1 (as they express an exponential-like distribution), they actually are quite close to this linear formula.

**Approximately Linear:** When we take a close look at the \( f(k; a) \) sequences \( f(1; a), f(2; a), \ldots f(k; a) \) for different parameters \( a \) from 0 to 1, we find that when \( k \) is large, \( f(k; a) \) all gets very close to \( f(k; 1) \) (the linear map function for the uniform distribution). Figures 4 show the relative difference of all \( f(k; a) \) sequences for \( a = 0.2, 0.6, 0.8 \) with respect to \( a = 1 \), i.e., \( [f(k; a) - f(k; a = 1)]/f(k; a = 1) \). Basically, they all converge quickly to \( f(k; a = 1) \) as \( k \) increases.

To observe this, let us take a look at their \( f(k) \) locations when \( k \) is getting large. To simplify our discussion, let \( g(k) = f(k - 1, 1) \), and then we have
\[
[g(k+1)]^{a} - [g(k)]^{a} = (N-1)^{a} \left( \frac{N(n+a)}{\Gamma(n+a+1)} \right)^{a} \Gamma(k+1)
\]
\[
\left( \frac{g(k+1)}{g(k)} \right)^{a} = 1 + \left( \frac{N-1}{\Gamma(n+a+1)} \right)^{a} \Gamma(k+1)
\]
when \( n \) and \( k \) are large, \( \lim_{n \to \infty} \frac{\Gamma(n)}{\Gamma(n+a)} = \frac{1}{\Gamma} \), and this suggests they are all quite similar to the linear map \( f(k; a = 1) \) for the uniform distribution.

By looking at the difference \( f(k; a) - f(k-1; a) \), we notice we will get very close to the constant \( N \frac{1}{a} = f(k-1; 1) \) even when \( k \) is small. To verify this, let \( y_{k+1} \):
\[
[y_{k+1}]^{a} = [f(k+1; a) - f(k; a)]^{a} = a[N-1]^{a} \left( \frac{N(n+a)}{\Gamma(n+a+1)} \right)^{a} \Gamma(k+a)
\]
Then we immediately observe:
\[
y_{k+1} = a[N-1]^{a} \left( \frac{N(n+a)}{\Gamma(n+a+1)} \right)^{a} \Gamma(k+a) = 1 + \frac{a-1}{k}
\]
Thus, after only a few iterations for \( f(k; a) \), we have found that their (powered) difference will get close to being a constant.

### 4 DATASET-SPECIFIC MAPPING FUNCTION

In the last section, we introduced some generic mapping functions, which can be used across different datasets. As we will show in Section 5, choosing some generic \( a \), e.g., \( a = 0.5 \), can provide quite accurate approximation; the differences between HR@f(k) and SHR@k are quite small. However, why can such a generic \( a \) be so effective? Furthermore, can we design a better mapping function which can leverage the inherent characteristics of recommendation algorithm performance on different datasets?

By answer these questions, we found some further interesting properties of the sampling Hit-Ratio metrics: They can be a rather robust (or safe) measure to select the best algorithm! In layman’s terms, if the sampling metric SHR shows a good improvement of an
algorithm over others, then there is a good chance that it may perform even better in the global top-K Hit-Ratio metrics. Conversely, if an algorithm under-performed in the sampling measure, it may be even worse in the global measure.

4.1 Optimizing a (Algorithm-Specific Mapping)
Recall that we use Beta(a, 1) to fit $W_R$. Since $W_R$, the accumulative distribution of which is $HR$, is clearly unknown to us, we will try to use SHR to represent it instead. But how does it relate to $HR$? Based on our earlier discussion, it can be approximated as $HR@f(k) = SHR@k$. Especially, if we leverage the Beta distribution, when $a$ is given, we can use the aforementioned $f(k; a)$ for our purpose. Once we have such mapping, we can then use $SHR@k$ (more precisely $HR@f(k) = SHR@k$) to help fit the beta distribution and consequently find a new parameter $a$.

Given this, we can utilize the following iterative procedure to identify the optimal $a$, which uses a maximal likelihood approach to help fit the beta distribution:

$$a^{(t+1)} = \frac{-M}{\sum_{u=1}^{M} \ln \left( \frac{f(r^u_a; a^{(t)}) - 1}{N-1} \right)}$$

(19)

where $\mathcal{L} := \prod_{u=1}^{M} a \left( \frac{f(r^u_a; a^{-1})}{N-1} \right)^{a-1} \frac{1}{N-1}$ is the likelihood function based on Beta distribution, and if we take the derivative of the log-likelihood, we have the above formula as the optimal parameter $a$. We can start with any reasonable $a$, such as $a = 1$ or $a = 0.5$. This procedure can be considered as a simplified EM algorithm. Our experiments show it converges very quickly (in two or three iterations) to some fixed point.

4.2 Sampling Correspondence Alignment Problem and its Remedy
Now, for different recommendation algorithms on the same data with the same sampling size $n$, each produces their corresponding sampling Hit-Ratio $SHR@k$, and each will produce different parameters $a$ using the above method (Formula 19), which leads to a different mapping function $f(k; a)$. This leads to the sampling correspondence alignment problem: for any fixed $k$ under sampling, different algorithms’ SHR@k (with different $a$) measures their corresponding HR at different location $f(k; a)$. Given this, can sampling SHR@k still be meaningful for performance evaluation?

Remedy #1: The difference between $a$ is very small: Through extensive experimental evaluation, we found that on the same dataset, the optimal $a$ of different recommendation algorithms are actually very close to one another (See Table 2, sampling size $n =$ 100). In most of these datasets, their $a$’s difference is within 0.01.

Remedy #2: The difference between $f(k; a)$ for slightly different $a$ is very small: When we put slightly different $a$ into the mapping function, and observe their difference, $f(k; a) - f(k; a')$ is also very small. Figure 5 shows the the difference of mapping functions for $a$ ranges from 0.24 to 0.34 with the mapping function at $a = 0.3$, i.e., $f(k; a) - f(k; a = 0.3)$. We see that their absolute location difference is less than 1; i.e., with the original sampling location on the scale from 1 to $N$, for the same $k$, their correspondence location difference is less than 1. Thus, we generally can use any of the $a$ obtained from one of the recommendation algorithms on a dataset as the choosing parameters for all the recommendation algorithms. In fact, this also suggests the parameter $a$ is an inherent parameter for each dataset when using the existing (competitive) recommendation algorithms. Thus, we can have dataset-specific $a$ (without worrying the algorithm-specific $a$).

| Table 2: Beta Parameter |
|-------------------------|
| Model                  | ml-1m | yelp | pinterest-20 | citeulike |
| NeuMF                  | 0.3685 | 0.3059 | 0.2802 | 0.2601 |
| MultiVAR                | 0.3681 | 0.2977 | 0.2764 | 0.2449 |
| EASE                    | 0.3684 | 0.2972 | 0.2806 | 0.2532 |
| ItemKNN                 | 0.4079 | 0.2885 | 0.2782 | 0.2519 |

Figure 4: Relative error w.r.t. $f(k; a = 1)$. ml-1m dataset, $n = 100$.

Figure 5: Error of $f(k; a)$. ml-1m, $a$ ranges from 0.24 to 0.34. ml-1m dataset, $n = 100$.

Figure 6: Sampling Effect.
Remedy #3: When $a$ is smaller, so is $f(k; a)$: An interesting discovery can be made by observing Figures 5 and 4: When $a > b$, $f(k; a) \leq f(k; b)$ for any $k$. This holds even if $a$ and $b$ are not close. When $a$ and $b$ are closer, then their difference has become smaller; but as long as $a$ is larger than $b$, the mapping function $f(k; a)$ always corresponds to an earlier location than $f(k; b)$. Intuitively, when $a$ is smaller, this corresponds to more users with higher rank, i.e., their Hit-Ratio $HR@K$ (accumulative distribution) under beta distribution is consistently better than the larger $b$. Mathematically, this is equivalent to saying that $f(k; a)$ is a monotonic increasing function with respect to $a$ (for $a > 0$). Even though we can numerically observe this, the rigorous proof of its monotonicity remains an open problem.

The implication of such a monotone property is quite interesting and likely useful: If the sampling metrics show a good improvement of an algorithm over another algorithm, then there is a good chance that it may perform even better in the global top-$K$ Hit-Ratio metric, as it may actually correspond to an earlier (or smaller) $f(k)$: assuming $SHR_{R@k} > SHR_{R@k}$, and $f(k; a) < f(k; b)$, $HR_{R@f(k; b)} \geq HR_{R@f(k; a)} = SHR_{R@k} \geq SHR_{R@k} = HR_{R@f(k; b)}$

Figure 6 illustrates this effect. This helps explain why the sampling Hit-Ratio is very effective in choosing the winner (or loser) of different recommendation algorithms. They ensure the correct prediction when two recommendation algorithms perform very differently (not covered by Remedy #2).

5 EXPERIMENTAL RESULTS

In this section, we experimentally study the sampling hit ratio $SHR_{R@k}$ and its corresponding global hit ratio $HR_{R@K}$ through different mapping functions $f$. Specifically, we aim to answer:

- (Question 1) How does the dataset-independent mapping function $f$ help align $SHR_{R@k}$ with respect to $HR_{R@f(k)}$?
- (Question 2) How do different factors, such as the top-$k$ location, varying the effect of the sampling scheme, and the sampling size affect the results?
- (Question 3) How does the algorithm-specific mapping function $f$ compare with other mapping functions?
- (Question 4) How can the random sampling hit ratios be used to identify the winners of recommendation algorithms with respect to the corresponding global hit ratio?

In this section, we only focus on Question 1 and Question 4. The discussion of Question 2 and 3, together with their experimental results and the experimental setup will be put into the Appendix A. Due to the space limitation, we only report representative results here, and additional experimental results are openly available at 2

Aligning Sampling and Global Hit Ratio $SHR$ and $HR$: In this experiment, we provide two dual views of the alignment between sampling and global hit ratio (curves). Here, we report only the MultiVAE result on dataset ml-1m in Figures 7. We use four different dataset-independent mapping functions, the linear, bound, $beta@1$ and $beta@0.5$, for the curve alignment. Figure 7a maps the sampling curve $SHR_{R@k}$ to the global top-$K$ view by mapping $SHR_{R@k}$ to location $f(k)$ in the population/global top $K$ view, and compares them with the global $HR_{R@K}$ (population curve). Figure 7b maps the global curve $HR_{R@K}$ to the sampling top-$k$ view by $HR_{R@K}$ to the location $k$ (where $K = f(k)$ in the sampling top $k$ view, and then compares them with the sample $SHR_{R@k}$ (sampling curve). We observe that both bound and $beta@0.5$ achieve the best results from both views. The same observation holds on other recommendation algorithms and datasets.

Predicting Winners (and Relative Performance): In Table 3, we demonstrate the effectiveness of using sampling hit ratio $SHR_{R@k}$ to predict the recommendation algorithm performance when using the global hit ratio $HR_{R@f(k)}$. We compare the performance of the three most competitive recommendation methods on the four commonly used datasets. We also vary the $k$ from 1 to 50 for sampling size $n - 1 = 99$. Throughout all these cases, $SHR_{R@k}$ and $HR_{R@f(k)}$ all consistently predict the same and correct winners. Specifically, if an algorithm has the highest $SHR_{R@k}$, then it has the highest $HR_{R@f(k)}$ as well. In fact, their relative orders are also mostly consistent besides the winners.

6 CONCLUSION AND DISCUSSION

In this work, we provide a thorough investigation of the sampling top-$k$ Hit-Ratio and show how it “samples” the global Hit-Ratio in a way similar to “signal sampling”. Theoretically and empirically, we demonstrate the predictive power of sampling metrics, in terms of both approximating corresponding global Hit-Ratio, and predicting the relative performance between different algorithms.

We would like to point out that the mapping function serves as a scaffold for us to understand how sampling works, with respect to the global Hit-Ratio curve. It provides us with a basic tool to help verify the accuracy of the metric being observed from the sampling, with respect to the global curve. Following our theoretical investigation and experimental testing/evaluating of different mapping functions (Section 5), we can safely use the sampling Hit-Ratio metrics without worrying about the mapping function.

However, there are several interesting open questions which need further investigation. (1) Can other sampling-based metrics, such as average precision and nDCG, have such properties as the Hit-Ratio (recall/precision)? (2) Can other distributions fit Hit-Ratio curves better than the beta distribution? (3) Can the monotone property of the mapping function (with respect to the parameter $a$ in beta distribution) hold beyond Beta distribution? We plan to (and also welcome the community to) investigate these questions.
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Table 3: Predicting Winners (and Relative Performance)
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The default sampling method is sampling with replacement, unless explicitly stated. Also, we collect both sampling hit ratio \( \text{SHR}@k \) and global hit ratio \( \text{HR}@k \) for sampling size \( n \). We found they are very close to the average of multiple run results. When \( n \) increases, the sampling hit ratio curve converges to the global hit ratio (population) rather quickly.

Dataset-independent vs algorithm-specific mapping: Table 7 compares different dataset-independent mapping functions with the algorithm-specific one, \( \text{Beta}@P \). We compare both overall average absolute error \( \left( \sum_{k=1}^{n} |\text{HR}@f(k) - \text{SHR}@k| / n \right) \) and the overall average relative error \( \left( \sum_{k=1}^{n} |\text{HR}@f(k) - \text{SHR}@k| / \text{SHR}@k \right) / n \), the errors at the top 1, i.e., \( \text{HR}@f(1) - \text{SHR}@1 \) and \( \text{HR}@f(1) - \text{SHR}@1 / \text{SHR}@1 \), and the errors between the top 2 and 10. We observe that the algorithm-specific mapping function \( \text{Beta}@P \) achieves the most minimal errors, over all. However, the dataset-independent measures, such as \( \text{Beta}@0.5 \), obtain comparable results and perform better when \( k \) is small. We believe one of the underlying reasons is that \( \text{Beta}@P \) aims to fit all the users (including those on the lower rank), and the fitting of Beta distribution has limitations. Thus, we consider that the dataset-independent mapping functions, such as \( \text{Beta}@0.5 \), can be a relatively cost-effective way to align sampling and global top-\( k \) hit ratio curves.

### B EM

#### B.1 A little bit review

**Considering sampling with replacement.** For a single user \( u \), one time Bernoulli \( X^u_i \) is given by:

\[
X^u_i \sim \text{Bernoulli}(p_u = \frac{R_u - 1}{N - 1})
\]

Random variable \( X^u \) denotes the number of sampled items that are ranked in front of relevant item \( i_u \) in total \( n - 1 \) samples. And \( X^u \) follows binomial distribution:

\[
X^u = \sum_{i=1}^{n-1} X^u_i
\]

\[
X^u \sim \text{Binomial}(n - 1, p_u = \frac{R_u - 1}{N - 1})
\]

Random variable \( r^u \) is defined as \( r^u = X^u + 1 \), denotes the relevant item rank position. Our basic assumption is : \( R_u \), denoting the rank position of relevant item among total items, satisfies the distribution \( W_R \):

\[
r^u \sim W_r, \quad Pr(r^u = r) = W_r,
\]

\[
R_u \sim W_R, \quad Pr(R_u = R) = W_R, \quad W_R = a \left( \frac{R - 1}{N - 1} \right)^{a - 1} \frac{1}{N - 1}
\]

Thus, we have:

---

Table 4: Dataset Statistics

| Dataset     | Interactions | Users | Items | Sparsity |
|-------------|--------------|-------|-------|----------|
| ml-1m       | 1,000,209    | 6,040 | 3,706 | 95.53%   |
| yelp        | 1,463,581    | 55,187| 25,815| 99.89%   |
| book-X      | 786,690      | 11,325| 139,331| 99.95%  |

---

Figure 8: Global/Population \( HR \) curves compared with sample ones with different sample size. Experiment setup: dataset: book-X, model: NeuMF

---

A EXPERIMENTS AND REPRODUCIBILITY

**Experimental Setup:** We use four of the most commonly used datasets for recommendation studies, together with the book-X dataset, with a relatively large number of total items, for evaluating the effect of sampling size. The characteristics of these datasets are shown in Table 4.

For the different recommendation algorithms, we use some of the most well-known and the state-of-the-art algorithms, including three non-deep-learning options: itemKNN [4]; ALS [9]; and EASE [17]; and three deep learning options: NCF [7]; MultiVAE [13]; and NGCF [18]. For each recommendation algorithm on a particular dataset, we report the result of only one sample run, as we found they are very close to the average of multiple run results. The default sampling method is sampling with replacement, unless explicitly stated. Also, we collect both sampling hit ratio \( \text{SHR}@k \) (from 1 to \( n \), the sampling size) and global hit ratio \( \text{HR}@k \) (from 1 to \( N \), the number of total items). In the figures, we also use population for \( \text{HR}@k \) (global) and sample for \( \text{SHR}@k \) curves. For the different mapping functions, we consider the linear (Formula 9), the bound (Formula 13), \( \text{Beta}@1 \) (\( f(k; a = 1) \), Formula 18), \( \text{Beta}@0.5 \) (\( f(k; a = 0.5) \), Formula 16), and \( \text{Beta}@P \) for the algorithm-specific mapping (Formula 19). Below, we will report our experimental findings for the aforementioned questions 2 and 3 in Section 5.

**Key Factor Analysis (Top \( k \), Sampling Factors and Sampling Size):** To take a close look at different mapping functions, we listed the sampling hit ratio \( \text{SHR} \) at \( k = 1, 2, 5, 10, 20, 50 \) for sampling size \( n - 1 = 99 \) and their corresponding global hit ratio \( \text{HR} \) at \( f(k) \) locations based on mapping functions, bound, \( \text{beta}@1 \) and \( \text{beta}@0.5 \) in Table 5. We show similar results for sampling size \( n - 1 = 999 \). In addition, we also consider three different sampling schemes: sampling with replacement (binom); sampling without replacement (hyper); and sampling without replacement using only irrelevant items (actual). We made the following observations. (1) The differences between the sampling and the global \( \text{SHR}@k - \text{HR}@f(k) \) are fairly small, with the bound and \( \text{Beta}@0.5 \) more accurate; (2) When \( k \) becomes larger, the results are more accurate. (3) The results on the sampling with replacement and without replacement are very close to each other. Sampling with only irrelevant items, and the Global, which ranks only the irrelevant items, both lead to higher hit ratios. But the mapping function works equally well for this situation. (4) When sampling size increases (from \( n = 100 \) to \( n = 1000 \)), the error also reduces. We further confirm this using Figure 8, which varies from 50 to 1000 on book-X dataset with more 139K items. When \( n \) increases, the sampling hit ratio curve converges to the global hit ratio (population) rather quickly.

---
Recall equation 14

\[ P \left( r^u \mid R_u = R \right) = \sum_{R} P \left( r^u \mid R \right) \cdot W_R \]

\[ P \left( r^u \mid r, R_u = R \right) = P \left( r^{u-1} \mid r, R_u = R \right) \cdot W_R \]

\[ P \left( r^u \mid r \right) = \sum_{R} \left( \sum_{r} P \left( r^{u-1} \mid r, R \right) \cdot W_R \right) \]

where, \( p_R = \frac{R-1}{N-1} \).

Simply, we can re-write above equation:

\[ W_r = P \left( r \right) = \sum_{R} P \left( r \mid R \right) = \sum_{R} P \left( r \mid R \right) \cdot W_R \]

**B.2 Expectation**

Recall equation 14

\[ \sum_{R} W_R \cdot 1_{R \leq f(k)} = \sum_{R} W_R \cdot P \left( r^R \leq k \right) \]

\[ \sum_{R} W_R \cdot f(k) = \sum_{R} W_R \cdot P \left( r \leq k \mid R \right) \]

**B.3 EM**

Define our likelihood function as:

\[ L \left( \theta \right) = \prod_{u=1}^{M} P \left( r^u \mid \theta \right) \]

Note \( f \) is approximate-linear, the integers between \( \lfloor f \left( k - 1 \right) \rfloor + 1 \) and \( \lfloor f \left( k \right) \rfloor \) are almost constant (independent with \( k \)), denoting as \( C \).

\[ \sum_{R=\lfloor f \left( k - 1 \right) \rfloor + 1}^{\lfloor f \left( k \right) \rfloor} W_R = \sum_{R=\lfloor f \left( k - 1 \right) \rfloor + 1}^{\lfloor f \left( k \right) \rfloor} W_R \cdot P \left( r = k \mid R \right) \]

\[ C \cdot W_{R,f(k)} \approx \sum_{R=\lfloor f \left( k - 1 \right) \rfloor + 1}^{\lfloor f \left( k \right) \rfloor} W_R \cdot P \left( r = k \mid R \right) \]

\[ = \sum_{R=\lfloor f \left( k - 1 \right) \rfloor + 1}^{\lfloor f \left( k \right) \rfloor} W_R \cdot P \left( r = k \mid R \right) \]

\[ = P \left( r = k \right) \]
In our EM algorithm, $R$ is the hidden variable. And the $E$ step is:

$$Q(\theta | \theta^i) = \prod_{u=1}^{M} \Pr(r^u | \theta)$$

$$= \prod_{u=1}^{M} C \cdot \Pr(R_u = f(r^u, \theta^i) | \theta)$$

And the $M$ step is:

$$\theta^{i+1} = \arg\max_{\theta} Q(\theta | \theta^i)$$