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Abstract

Polynomials in this paper are defined starting from a compact semisimple Lie group. A known classification of maximal, semisimple subgroups of simple Lie groups is used to select the cases to be considered here. A general method is presented and all the cases of rank \( \leq 3 \) are explicitly studied. We derive the polynomials of simple Lie groups \( B_3 \) and \( C_3 \) as they are not available elsewhere. The results point to far reaching Lie theoretical connections to the theory of multivariable orthogonal polynomials.
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1. Introduction

The main purpose of the paper is to demonstrate, describe and illustrate homomorphic relations (also called reduction or branching) between families of polynomials with different underlying Lie groups. The polynomials can be viewed as multivariable generalizations of classical Chebyshev polynomials of one variable or as subfamilies of multivariable Macdonald polynomials [16]. The systematic study of such relations became possible after several families of polynomials in \( n \) variables were constructed [24] via semisimple Lie groups of rank \( n \). Multivariate generalizations of classical polynomials based on root systems of simple Lie groups are useful for a wide range of applications and were intensively studied during the last decade, e.g. [11–13] see also other references in [24].

The relations studied here are consequences of maximal inclusions of semisimple Lie groups in simple compact Lie groups. They parallel familiar branching rules for finite dimensional representations of corresponding Lie algebras (see for example [17]), but cannot be obtained from them in any direct way. The technique exploited in the computation of the
branching rules for polynomials is the adaptation of the method previously used in [10] and [17]. Related problems are the computation of branching rules for orbit functions [7, 8] and Weyl group orbits [10].

The problems share certain tools, namely the projection matrices for weights. All the cases that are of interest to us were classified half a century ago by EB Dynkin. In this paper we describe the general principle of the method, and consider all the specific cases with rank \( n \leq 3 \).

In the literature [24] one finds sufficiently many explicit examples of polynomials for the groups of rank \( n = 2 \), but only those of \( A_3 \) for \( n = 3 \). Therefore we start by computing the polynomials of the group \( B_3 \) and \( C_3 \). As in [24], we take the orbit functions of the three fundamental weights for either of the two Lie groups as our polynomial variables. Such a substitution imposes transformations of the orthogonality domains. For the orbit functions of \( B_3 \) and \( C_3 \) these were tetrahedra inscribed in a cube. The polynomial substitution transforms them into the domains \( \mathcal{F} \) shown in figures 4 and 5.

Now here is the description of the continuous and discrete orthogonality of the polynomials within domains \( \mathcal{F} \).

We start from the \( C \)-functions of [7] and from the \( S \)-functions of [8] (see also [19, 26]), by specializing them to three variables and converting them into polynomials. The substitution of variables providing the conversion was introduced in [24]. The simplest 1-variable version of such a conversion is found in the context of Chebyshev polynomials [28] and their generalization to two variables [9, 24]. The background to our work is at the crossroad of the theory of compact semisimple Lie groups particularly the properties of their characters, the theory of special functions of mathematical physics, and the orthogonal polynomials of many variables. From the Lie theory we take the uniformity of description of properties of each simple Lie group and of their characters. The price to pay for that is the need to work with non-orthogonal bases and with character functions of ever increasing complexity the larger the weights get. By working with the orbit functions instead, we circumvent the problem of characters while still working with their \( W \)-invariant constituents. Contact with the theory of special functions is made through properties of orbit functions that are symmetric and skew-symmetric with respect to boundaries of \( \mathcal{F} \), called the \( C \)- and \( S \)-functions respectively [7, 8]. The two families of functions have been a part of Lie theory for almost a century. Their properties as special functions, particularly their discrete orthogonality, were recognized only a few decades ago [18]. Although the characters could also be viewed as special functions of mathematical physics, their complexity disqualifies them from almost all applications. To the best of our knowledge the idea to see the root systems as the backbone of the theory of orthogonal polynomials of many variables comes from [15]. Here we use the theory of simple Lie groups in order to construct and reduce multivariate orthogonal polynomials. In retrospect, the results of [9] are based on group \( A_2 \), the results of [14] on \( A_n \). The approach exploits complete reducibility of products of orbit functions in order to build polynomials from the lowest few. The orbit functions of fundamental weights of the Lie group become the polynomial variables. Let us emphasize that there are alternatives to our approach that are untested so far. Products of characters are also completely decomposable into their sums. Therefore a similar recursive procedure would build the polynomials as functions of variables that are characters of fundamental representations of the underlying Lie group. Due to the basic role of the characters, this version of our method can be preferable for some problems. However, the complex structure of the characters, as opposed to orbit functions, makes it practically more cumbersome. The two approaches coincide for simple Lie groups \( A_n \). In such cases the characters of the fundamental weights are equal to the orbit functions of the same weights.
2. Preliminaries

The notions of polynomials under consideration in $n$ variables depend essentially on the underlying semisimple Lie group $G$ of rank $n$. This section is intended to fix notation and terminology and to recall the definitions and some properties of orbit functions. Additional information on this subject can be found, for example, in [4, 6–8].

2.1. Bases, Weyl group and orbit functions

Let $\mathbb{R}^n$ be the real Euclidean space spanned by the simple roots of a simple Lie group $G$ (equivalently, Lie algebra). The basis of the simple roots and the basis of fundamental weights are hereafter referred to as the $\alpha$-basis and $\omega$-basis, respectively. The two bases are linked by the Cartan matrix

$$C := (C_{jk}) = \left( \frac{2\langle \alpha_j, \alpha_k \rangle}{\langle \alpha_j, \alpha_j \rangle} \right), \quad \text{hereafter } j, k = 1, 2, \ldots, n.$$  

The Cartan matrix provides, in principle, all the information needed about $G$. The same data about group $G$ can be taken from the Coxeter–Dynkin diagrams, see e.g. [17].

We also use the convention that for the long roots $\alpha_k$ the inner product $\langle \alpha_k, \alpha_k \rangle = 2$, and we introduce bases dual to $\alpha$- and $\omega$-bases, denoted here as $\check{\alpha}$- and $\check{\omega}$-bases, respectively. The dual bases are fixed by the relations

$$\check{\alpha}_j = \frac{2\alpha_j}{\langle \alpha_j, \alpha_j \rangle}, \quad \check{\omega}_j = \frac{2\omega_j}{\langle \alpha_j, \alpha_j \rangle}, \quad \langle \alpha_j, \check{\omega}_k \rangle = \langle \check{\alpha}_j, \omega_k \rangle = \delta_{jk}. $$

Occasionally it is also useful to work with the orthonormal basis $\{e_1, e_2, \ldots, e_n\}$ of $\mathbb{R}^n$.

Now we can form the root lattice $Q$ and the weight lattice $P$ of $G$ by all integer linear combinations of the $\alpha$-basis and $\omega$-basis:

$$Q = \mathbb{Z}\alpha_1 + \mathbb{Z}\alpha_2 + \cdots + \mathbb{Z}\alpha_n, \quad P = \mathbb{Z}\omega_1 + \mathbb{Z}\omega_2 + \cdots + \mathbb{Z}\omega_n.$$  

In the weight lattice $P$, we define the cone of dominant weights $P^+$ and its subset of strictly dominant weights $P^{++}$:

$$P^+ \supset P^{++} = \mathbb{Z}_{\geq 0} \omega_1 + \cdots + \mathbb{Z}_{\geq 0} \omega_n.$$  

Analogously dual lattices $\check{Q}$ and $\check{P}$ are defined as follows:

$$\check{Q} = \mathbb{Z}\check{\alpha}_1 + \mathbb{Z}\check{\alpha}_2 + \cdots + \mathbb{Z}\check{\alpha}_n, \quad \check{P} = \mathbb{Z}\check{\omega}_1 + \mathbb{Z}\check{\omega}_2 + \cdots + \mathbb{Z}\check{\omega}_n.$$  

Weyl group $W(G)$ is the finite group generated by reflections in $(n - 1)$-dimensional hyperplanes orthogonal to simple roots, having the origin as their common point, and referred to as elementary reflections $r_{\alpha_j} = r_j, j = 1, \ldots, n$.

The orbit of $W$ containing the (dominant) point $\lambda \in P^+ \subset \mathbb{R}^n$ is written as $W_\lambda$. The size of $W_\lambda$ is denoted by $|W_\lambda|$ (it is the number of points in $W_\lambda$), and order of the Weyl group is denoted by $|W|$.  

The fundamental region $F(G) \subset \mathbb{R}^n$ is the convex hull of the vertices $\{0, \hat{\alpha}_0, \hat{\alpha}_1, \ldots, \hat{\alpha}_n\}$, where $m_j, j = 1, \ldots, n$ are the marks of the highest root $\xi$ of the root system.

In this paper we mainly deal with the simple Lie groups of rank three, and in the appendix we present all necessary information about such groups, i.e. their Cartan matrices, Weyl group orbits, highest roots, Weyl orbit sizes and fundamental regions. The above brings us to the definitions of symmetric and antisymmetric orbit functions.
Definition 1. The C-function $C_\lambda(x)$ of G is defined as
\[ C_\lambda(x) := \sum_{\mu \in W_\lambda(G)} e^{2\pi i \langle \mu, x \rangle}, \quad x \in \mathbb{R}^n, \quad \lambda \in P^+. \]

Definition 2. The S-function $S_\lambda(x)$ is defined as
\[ S_\lambda(x) := \sum_{\mu \in W_\lambda(G)} (-1)^{p(\mu)} e^{2\pi i \langle \mu, x \rangle}, \quad x \in \mathbb{R}^n, \quad \lambda \in P^{++}, \]
where $p(\mu)$ is the number of elementary reflections necessary to obtain $\mu$ from $\lambda$.

The same $\mu$ can be obtained by different successions of reflections, but all routes from $\lambda$ to $\mu$ will have the same parity length, so $S$-functions are well defined.

In this paper, we always suppose that $\lambda, \mu \in P$ are given in $\omega$-basis and $x \in \mathbb{R}^n$ is given in $\tilde{\alpha}$-basis, namely
\[ \lambda = \sum_{j=1}^n \lambda_j \omega_j, \quad \mu = \sum_{j=1}^n \mu_j \omega_j, \quad \lambda_j, \mu_j \in \mathbb{Z} \]
and
\[ x = \sum_{j=1}^n x_j \tilde{\alpha}_j, \quad x_j \in \mathbb{R}. \]
Therefore the orbit functions have the following forms:
\[ C_\lambda(x) = \sum_{\mu \in W_\lambda} \prod_{j=1}^n e^{2\pi i \mu_j x_j}, \]
\[ S_\lambda(x) = \sum_{\mu \in W_\lambda} (-1)^{p(\mu)} \prod_{j=1}^n e^{2\pi i \mu_j x_j}. \]

The introduced orbit functions have many useful properties, e.g., continuity, orthogonality, symmetry (antisymmetry) with respect to the boundary of $F$, eigenfunctions of the differential operators, etc (for details see [7, 8]).

2.2. Discretization of orbit functions
Both $C$- and $S$-families of orbit functions are orthogonal and complete, which makes them perfect for the Fourier analysis. As a lattice for the Fourier analysis we choose the refinement of the $\mathbb{Z}$-dual lattice to $\mathbb{Q}$, namely $\frac{1}{M} \tilde{P}$, where $M \in \mathbb{N}$.

Repeated reflections of $F(G)$ in its $(n-1)$-dimensional sides results in tiling the entire space $\mathbb{R}^n$ by copies of $F$, moreover it is sufficient to consider orbit functions only on the fundamental region, therefore let us discretize $F$.

We define $F_M \subset F$, depending on an arbitrary natural number $M$ as follows:
\[ F_M = \left\{ \frac{s_1}{M} \tilde{\alpha}_1 + \frac{s_2}{M} \tilde{\alpha}_2 + \cdots + \frac{s_n}{M} \tilde{\alpha}_n \mid s_1, \ldots, s_n \in \mathbb{Z}^\geq 0, \sum_{i=1}^n s_i m_i \leq M \in \mathbb{N} \right\}. \]

For $S$-functions, the discretized fundamental region is the interior of $F_M$ and it has the form
\[ \tilde{F}_M = \left\{ \frac{s_1}{M} \tilde{\alpha}_1 + \frac{s_2}{M} \tilde{\alpha}_2 + \cdots + \frac{s_n}{M} \tilde{\alpha}_n \mid s_1, \ldots, s_n \in \mathbb{Z}^\geq 0, \sum_{i=1}^n s_i m_i \leq M \in \mathbb{N} \right\}. \]
The number of points of the grid $F_M$ (or $\tilde{F}_M$) is denoted by $|F_M|$ (or $|\tilde{F}_M|$).

We define the scalar product (see [4]) of two functions $f, g : F_M(G) \to \mathbb{C}$ by
\[ \langle f, g \rangle_{F_M} = \sum_{x \in F_M} \varepsilon(x) f(x) g(x), \quad \text{where} \quad \varepsilon(x) := |W_x|. \]
The same orthogonality relation holds true for $f, g : \tilde{F}_M \to \mathbb{C}$.
For $C$- and $S$-functions normalized by the order of stabilizer of $\lambda$, we have

$$
\langle C_\lambda(x), C_{\lambda'}(x) \rangle_{F_M} = \sum_{x \in F_M} |W_x| C_\lambda(x) C_{\lambda'}(x) = \det \mathcal{C} |W| W^M \delta_{\lambda, \lambda'},
$$

(3)

$$
\langle S_\lambda(x), S_{\lambda'}(x) \rangle_{F_M} = \sum_{x \in F_M} |W| S_\lambda(x) S_{\lambda'}(x) = \det \mathcal{C} |W| W^M \delta_{\lambda, \lambda'}.
$$

(4)

Precise values of $|W|, |W_x|, |F_M|$ and $|\tilde{F}_M|$ for the simple Lie groups of rank three are presented in the appendix.

3. Orthogonal polynomials in $n$ variables

In this section we fix notations, recall definitions of multivariate polynomials of simple Lie groups introduced in [24] and explain some useful notions taken from [2] and [30].

The main objects of this paper are polynomials in $n$ variables

$$
P_{k_1, \ldots, k_n}(u) = \sum_{j_1, \ldots, j_n=0}^{k_1, \ldots, k_n} a_{j_1, \ldots, j_n} u_1^{j_1} \cdots u_n^{j_n}, \quad \text{where} \quad u := (u_1, \ldots, u_n) \in \mathbb{C}^n, a_{j_1, \ldots, j_n} \in \mathbb{R},
$$

(5)

**Definition 3** (Level vector order). Let $(a_1, a_2, \ldots, a_n)$ be the level vector for $G$ (see [11]) and let $n = (a_1, a_2, \ldots, a_n)(k_1, k_2, \ldots, k_n)^t$ and $n' = (a_1, a_2, \ldots, a_n)(k_1', k_2', \ldots, k_n')^t$.

Then we say that

$$
u^{k_1} u_1^{k_2} \cdots u_n^{k_n} > \nu^{k_1'} u_1^{k_2'} \cdots u_n^{k_n'},
$$

if $n > n'$ or if $n = n'$ and the first nonzero entry in the $n$-tuple $(k_1 - k_1', k_2 - k_2', \ldots, k_n - k_n')$ is positive.

In fact the level vector order for vectors $(k_1, k_2, \ldots, k_n)$ and $(k_1', k_2', \ldots, k_n')$ coincides with the graded lexicographical order for $(a_1 k_1, a_2 k_2, \ldots, a_n k_n)$ and $(a_1 k_1', a_2 k_2', \ldots, a_n k_n')$ vectors.

As soon as the above ordering is fixed, the highest modified total degree of the monomials $u_1^{k_1} \cdots u_n^{k_n}$ (i.e. $\max(a_1 k_1 + \cdots + a_n k_n)$) of the polynomial $P_{k_1, \ldots, k_n}(u)$ is called the modified total degree of polynomial.

Hereafter, for cases $n = 2$ and $n = 3$, we denote $(k_1, k_2) =: (k, l)$ and $(k_1, k_2, k_3) =: (k, l, m)$.

The level vectors for Lie algebras of ranks two and three are in the appendix, for all cases see [17].

**Example 1.** Consider group $B_3$. Its level vector equals $(6, 10, 6)$. Let us order monomials $u_1^a, u_2^b$ and $u_3^c$ in the case of $B_3$. To do this we respectively calculate vectors $n$, $n'$ and $n''$:

- $n = (6, 10, 6)(2, 0, 0)^t$,
- $n' = (6, 10, 6)(0, 2, 0)^t$,
- $n'' = (6, 10, 6)(0, 0, 3)^t$.

Therefore we obtain $u_2^2 > u_3^3 > u_1^1$.

Similarly for the few first degrees we have

$$
u_2^2 > u_3^1 > u_1^1 u_3 > u_1 u_2 > u_3^3 > u_1 u_2 > u_2 u_3 > u_1^2 > u_1 u_3 > u_1^2 > u_2 > u_1 > u_3 > 1.
$$
\textbf{Definition 4.} Let \([P_{k_1,\ldots,k_n}(u)] \in \mathbb{C}[u_1, \ldots, u_n]\) be a family of polynomials in \(n\) variables satisfying
\[
\int_{\mathbb{C}^n} P_{k_1,\ldots,k_n}(x) dx \rho(x) = \sum_{u \in V} P_{k_1,\ldots,k_n}(u) \rho(u) = \Lambda_{k_1,\ldots,k_n} \delta_{k_1,k_1'} \cdots \delta_{k_n,k_n'}.
\]
where \(\rho(x) = \sum_{u \in V} \varrho(x) \delta(x - u)\) is the discrete measure, \(V\) is a lattice in \(\mathbb{C}^n\) and \(\Lambda_{k_1,\ldots,k_n}\) is the normalization constant (see \([2, 5]\) and \([30]\)).

The family \([P_k(u)]\) is then called orthogonal polynomials in \(n\) variables.

The orthogonal polynomials have a number of useful properties, in particular each polynomial satisfies the recurrence relation (see, e.g. \([5]\) and \([30]\)).

3.1. Orthogonal polynomials of simple group \(G\)

Here we use the approach to the construction of orthogonal polynomials in \(n\) variables that was proposed in [24]. It is based on the idea of replacement of the lowest \(C\)-orbit functions \(C_{\alpha_j}, j = 1, 2, \ldots, n\) by new variables \(X_j\). This method brought us to the generalization of classical Chebyshev polynomials to Chebyshev polynomials in \(n\)-dimensional Euclidean space. Moreover, it easily gives us rather wide families of Macdonald polynomials. Polynomials generated from \(C\)-functions can be viewed as the generalized Chebyshev polynomials of the first kind in \(n\) variables and as the Macdonald symmetric polynomials for the case \(k_0 = 0, t_0 = 1\). \(S\)-polynomials play role of generalized Chebyshev polynomials of the second kind and equivalent to the Macdonald polynomials with \(k_0 = 1, t_0 = q_a\). The \(S\)-functions divided by the lowest \(S\)-function \(S_\rho(x)\) coincide with the character of the representation and we do use these fractions as the \(S\)-polynomials.

Consider \(C\)-functions and \(S\)-functions defined in the preliminaries and introduce new coordinates
\[
u_1 := C_{(1,0,\ldots,0)}(x), \quad u_2 := C_{(0,1,0,\ldots,0)}(x), \ldots, u_n := C_{(0,\ldots,0,1)}(x).
\]
These variables coincide with those introduced in [24]: \(X_j = C_{\omega_j} = u_j, j = 1, 2, \ldots, n\).

It was shown in [24] (see proposition 1) that in these coordinates orbit functions gain the polynomial form, and it directly follows from the orthogonality of orbit functions where \(C_\lambda(u)\) and \(S_\lambda(u)\) are orthogonal. The orthogonality regions for polynomials \(C_\lambda(u)\) and \(S_\lambda(u)\) are the images \(\tilde{F}\) and \(\tilde{G}\) of the fundamental regions \(F\) and \(\tilde{G}\) under the transformation \(x = (x_1, \ldots, x_n) \mapsto u = (u_1, \ldots, u_n)\). The discretization developed for the orbit functions (see section 2.2) can effectively be applied to these polynomials. Let us fix positive \(M\) and let \(x = (\frac{a_1}{a_2}, \ldots, \frac{a_n}{b_n}) \in F_M\). Using (3) we have
\[
\langle C_\lambda, C_\lambda \rangle_{F_M} = \sum_{x \in F_M} |W_x| C_\lambda(x) \overline{C_\lambda(x)} = \sum_{u \in \tilde{\delta}_M} |W_u| J(u) C_\lambda(u) \overline{C_\lambda(u)} = \det \mathcal{E} \frac{|W|^{\mu}}{|W_u|} \delta_{\lambda, \lambda'},
\]
where \(J^{-1}(u)\) is the discretized Jacobian of the transformation \(x \mapsto u\).

Thereby we obtain discrete orthogonality of polynomials \(C_\lambda(u)\) with the weight function \(|W_u| J(u)\).

Let us calculate \(J(u)\) explicitly. Whereas \(\rho = \omega_1 + \cdots + \omega_n = (1, \ldots, 1)_u\) and \(S(u) := S_\rho^2(x)\), it is easy to check that Jacobian \(J(u) = \frac{1}{(2\pi)^n \sqrt{|\rho(u)|}}\) for \(A_\mu, B_\mu\) and \(C_\mu\).

Similarly for the \(S\)-polynomials defined as character \(S_\lambda(u) := \frac{S_{\lambda}(x)}{S_\rho(x)}\) from (4), we have the discrete orthogonality of characters
\[
\langle S_\lambda, S_\lambda \rangle_{F_M} = \sum_{x \in F_M} |W_x| S_\lambda(x) \overline{S_\lambda(x)} = \sum_{u \in \tilde{\delta}_M} |W_u| J(u) S_\lambda(u) \overline{S_\lambda(u)} = \det \mathcal{E} |W| M^{\mu} \delta_{\lambda, \lambda'}.
\]
Hereof we obtained discrete orthogonality of polynomials with the weight function \(W|J(u)S(u)|\) and \(J(u) = \frac{1}{(2\pi)^2 \sqrt{|W|}}\) for \(A_n, B_n\) and \(C_n\).

Explicit values of the weight functions for the groups \(A_2, C_2, A_3, B_3\) and \(C_3\) are presented in the appendix.

4. Polynomials of two complex variables

This section recalls recursion relations and lowest orthogonal polynomials generated from groups \(A_2\) and \(C_2\). We need them here in order to recognize the result of the reduction to the maximal subgroup in section 6. In contrast to the paper [24], we consider explicit examples of discretization of polynomials and transformed fundamental regions \(\mathfrak{F}\).

In this section, we mean that \(S\)-polynomials are the fractions \(\frac{S_{k,l}(x)}{S_{0,0}(x)}\), and we denote them by \(S_{k,l}(u)\).

4.1. \(C\)- and \(S\)-polynomials of \(A_2\)

Let us introduce new coordinates \(u := (u_1, u_2) = (C_{(1,0)}(x), C_{(0,1)}(x))\). Using the decomposition of products of orbit functions (see [24]) we obtain the set of recurrence relations. In the case of \(S\)-polynomials we adduce only generic recurrence relations, and the lowest \(S\)-polynomials can be obtained from \(C\)-polynomials using the Weyl character formula and multiplicities from [1]. The lowest \(C\)-polynomials are constructed and arranged in table 1.

| \(k\) | \(l\) | \(\#0\) | \(\#1\) | \(\#2\) |
|---|---|---|---|---|
| 0 | 0 | \(C_{(0,0)}(u)\) | 1 | \(u_1u_2\) | \(u_1^2\) | \(u_1u_2\) |
| 0 | 1 | \(C_{(0,1)}(u)\) | 1 | \(u_1\) | \(u_1^2\) | \(u_1u_2\) |
| 1 | 0 | \(C_{(1,0)}(u)\) | \(-3\) | 1 | \(u_2\) | \(u_1^2\) | \(u_1u_2\) |
| 1 | 1 | \(C_{(1,1)}(u)\) | 3 | \(-3\) | 1 | \(u_2\) | \(u_1^2\) | \(u_1u_2\) |
| 2 | 0 | \(C_{(2,0)}(u)\) | \(-2\) | 1 | \(u_2\) | \(u_1^2\) | \(u_1u_2\) |
| 2 | 1 | \(C_{(2,1)}(u)\) | \(-2\) | 1 | \(u_2\) | \(u_1^2\) | \(u_1u_2\) |
| 3 | 0 | \(C_{(3,0)}(u)\) | 3 | \(-3\) | 0 | 1 | \(u_2\) | \(u_1^2\) | \(u_1u_2\) |
| 3 | 1 | \(C_{(3,1)}(u)\) | 3 | \(-3\) | 0 | 1 | \(u_2\) | \(u_1^2\) | \(u_1u_2\) |

4.2. \(C\)- and \(S\)-polynomials of \(C_2\)

Let us study transformation (6) of the fundamental region \(F(A_2) \rightarrow \mathfrak{F}(A_2)\). During the substitution \(x \mapsto u\), the vertices of the simplex \(F(A_2)\) (see the appendix) go to the points \(\{P_0, P_1, P_2\}\) and edges go to the continuous curves. Explicitly we have

\[
(0, 0) \mapsto (3, 0) := P_0; \quad \omega_1 \mapsto \left(-\frac{1}{2}, -\frac{3\sqrt{3}}{2}\right) := P_1; \quad \omega_2 \mapsto \left(-\frac{1}{2}, \frac{3\sqrt{3}}{2}\right) := P_2.
\]
Example 2. Let us fix $M = 3$. $|F_3(A_2)| = 10$ and the corresponding grid points $(\frac{u_1}{M}, \frac{u_2}{M})$ in coordinates $(\text{Re}(u_1), \text{Im}(u_1))$ are

$$(0, 0) \mapsto (3, 0); \quad (0, 1) \mapsto \left( -\frac{3}{2}, \frac{3\sqrt{3}}{2} \right);$$

$$(\frac{2}{3}, \frac{1}{3}) \mapsto \left( -2 \cos \frac{\pi}{9} + \cos \frac{2\pi}{9}, -2 \sin \frac{\pi}{9} + \sin \frac{2\pi}{9} \right); \quad (1, 0) \mapsto \left( -\frac{3}{2}, -\frac{3\sqrt{3}}{2} \right);$$

$$(\frac{2}{3}, 0) \mapsto \left( -\cos \frac{\pi}{9} + 2 \sin \frac{\pi}{18}, -2 \cos \frac{\pi}{18} + \sin \frac{\pi}{9} \right);$$

$$(\frac{1}{3}, \frac{2}{3}) \mapsto \left( -2 \cos \frac{\pi}{9} + \cos \frac{2\pi}{9}, 2 \sin \frac{\pi}{9} + \sin \frac{2\pi}{9} \right);$$

$$(\frac{1}{3}, 0) \mapsto \left( 2 \cos \frac{2\pi}{9} + \sin \frac{\pi}{18}, -\cos \frac{\pi}{18} - 2 \sin \frac{2\pi}{9} \right);$$

$$(0, \frac{1}{3}) \mapsto \left( 2 \cos \frac{2\pi}{9} + \sin \frac{\pi}{18}, \cos \frac{\pi}{18} + 2 \sin \frac{2\pi}{9} \right);$$

$$(\frac{1}{3}, \frac{1}{3}) \mapsto (0, 0); \quad (0, \frac{2}{3}) \mapsto \left( -2 \cos \frac{\pi}{9} + 2 \sin \frac{\pi}{18}, 2 \cos \frac{\pi}{18} + \sin \frac{\pi}{9} \right).$$

The choice of new coordinates in the form $(\text{Re}(u_1), \text{Im}(u_1))$ is determined by the complex conjugation $u_1 = \overline{u_2}$. Plotting these points and the transformed fundamental region $\mathfrak{F}$ in figure 1, we see that the discrete set $F_M(A_2)$ in new coordinates $(u_1, u_2)$ goes to points $\mathfrak{F}_M(A_2) \subset \mathfrak{F}(A_2)$. 

Figure 1. Region of orthogonality $\mathfrak{F}$ of polynomials of $A_2$ and discrete points of $\mathfrak{F}_3$ obtained in example 2.
In this section, we first recall recursion relations and orthogonal polynomials of group $A_S$. As in the previous section, we obtain by the same substitution the orthogonal polynomials $C$- and $S$-polynomials of $C_2$.

4.2. $C$- and $S$-polynomials of $C_2$

As in the previous section, we obtain by the same substitution the orthogonal polynomials of group $C_2$. Recursion relations for these $S$- and $C$-polynomials are also obtained by the expansion of the products of orbit functions.

The generic recurrence relations for $C$-polynomials are the following:

$$C_{k,l}(u) = u_1 C_{k,l}(u) - C_{k-1,l}(u) - C_{k+1,l-1}(u), \quad k, l > 1;$$

$$C_{k,l+1}(u) = u_2 C_{k,l}(u) - C_{k,l-1}(u) - C_{k+2,l-1}(u), \quad k > 2, \quad l > 1.$$}

Some of the additional relations are

$$C_{k+1,0}(u) = u_1 C_{k,0}(u) - C_{k-1,0}(u) - C_{k-1,1}(u), \quad k > 1;$$

$$C_{0,l+1}(u) = u_2 C_{0,l}(u) - C_{0,l-1}(u) - C_{2,l-1}(u), \quad l > 1.$$}

The remaining low-order $C$-polynomials necessary to solve all above recursions are presented in Table 2.

When we have the lowest $C$-polynomials, all $S$-polynomials can be found from the relations

$$S_{k+1,0}(u) = u_1 S_{k,0}(u) - S_{k-1,0}(u) - S_{k-1,1}(u), \quad k, l > 1;$$

$$S_{k,l+1}(u) = u_2 S_{k,l}(u) - S_{k,l-1}(u) - S_{k+2,l-1}(u), \quad k > 2, \quad l > 1.$$}

Under the transformation $x \mapsto u$, the vertices of the simplex $F(C_2)$ (see the appendix) go to points $(P_0, P_1, P_2)$, namely $(0, 0) \mapsto (4, 4) =: P_0, \quad \omega_1 \mapsto (0, -4) =: P_1, \quad \omega_2 \mapsto (-4, 4) =: P_2$.

**Example 3.** Let us fix $M = 4$. $|F_4(C_2)| = 9$ and the corresponding grid points $(\frac{1}{3}, \frac{2}{3})$ in coordinates $(u_1, u_2)$ are

$$0, 0) \mapsto (4, 4), \quad (0, \frac{1}{2}) \mapsto (2\sqrt{2}, 2), \quad (\frac{1}{2}, 0) \mapsto (0, -4),$$

$$0, \frac{1}{2}) \mapsto (0, 0), \quad (0, \frac{1}{2}) \mapsto (-2\sqrt{2}, 2), \quad (\frac{1}{2}, \frac{1}{2}) \mapsto (-2, 0),$$

$$(0, 1) \mapsto (-4, 0), \quad (0, \frac{1}{2}) \mapsto (2, 0), \quad (\frac{1}{2}, 0) \mapsto (0, -2).$$

In Figure 2 we see the discrete set $F_M(C_2)$ in new coordinates $(u_1, u_2)$ and new fundamental region $S(C_2)$.

5. Polynomials in three variables

In this section, we first recall recursion relations and orthogonal polynomials of group $A_3$ and then we present new orthogonal polynomials of groups $B_3$ and $C_3$ together with the complete...
sets of recurrence relations. The orthogonality domains of the polynomials of all these groups and discretization examples are shown.

For the orbit functions of each of the groups $A_3$, $B_3$ and $C_3$, we introduce the new coordinates by the rule $x \mapsto u$, where $x = (x_1, x_2, x_3)$, $u = (u_1, u_2, u_3)$ and

$$u_1 := C_{\omega_1}(x) = C_{(1,0,0)}(x), \quad u_2 := C_{\omega_2}(x) = C_{(0,1,0)}(x), \quad u_3 := C_{\omega_3}(x) = C_{(0,0,1)}(x). \quad (7)$$

Note that for different groups of rank three, the lowest $C$-functions $u_1, u_2, u_3$ have different forms and properties, but the general substitution rule (7) is always the same.

The recurrence relations for $C$- and $S$- polynomials come from the expansions of the products $u_j C_{\lambda}$ and $u_j S_{\lambda}$, $j = 1, 2, 3$.

We also mean that $S$-polynomials are the fractions $S_{\lambda} + \rho(x) S_{\rho(x)}$ and we denote them as $S_{\lambda}(u)$.

As in this section $\lambda$ has only three coordinates in $\omega$-basis, we use the notations $\lambda = (k, l, m)$, $C_{(k,l,m)}(u)$ and $S_{(k,l,m)}(u)$.

### 5.1. C- and S-polynomials of $A_3$ in three complex variables

When the lowest $C$-functions $C_{\omega_1}(x)$, $C_{\omega_2}(x)$ and $C_{\omega_3}(x)$ of $A_3$ are written explicitly, it is easy to verify that $u_2 = \overline{u_2}$ and $u_3 = \overline{u_1}$.

Generic recursions for $C$-polynomials (Chebyshev polynomials of the first kind) in three complex variables are

$$C_{(k+1,l,m)}(u) = u_1 C_{(k,l,m)}(u) - C_{(k-1,l+1,m)}(u) - C_{(k-1,l,m-1)}(u) - C_{(k,l,m+1)}(u), \quad k, l, m \geq 1;$$

$$C_{(k,l+1,m)}(u) = u_2 C_{(k,l,m)}(u) - C_{(k+1,l,m-1)}(u) - C_{(k+1,l,m+1)}(u) - C_{(k,l-1,m)}(u), \quad k, l, m \geq 1;$$

$$C_{(k,l,m+1)}(u) = u_3 C_{(k,l,m)}(u) - C_{(k+1,l,m)}(u) - C_{(k+1,l,m-1)}(u) - C_{(k,l,m-1)}(u), \quad k, l, m \geq 1.$$

Note that the last of the above relations can also be obtained from $C_{(k,l,m)}(u) = C_{(m,l,k)}(u)$ for $k, l, m \in \mathbb{Z}^3$.

Additional recursion relations for $C$-polynomials of $A_3$:

$$C_{(k+1,0,0)}(u) = u_1 C_{(k,0,0)}(u) - C_{(k-1,1,0)}(u), \quad k \geq 1;$$

$$C_{(k,1,0,0)}(u) = u_2 C_{(k,0,0)}(u) - C_{(k+1,1,0)}(u), \quad k \geq 1;$$

$$C_{(k,0,1,0)}(u) = u_3 C_{(k,0,0)}(u) - C_{(k,1,1,0)}(u), \quad k \geq 1;$$

$$C_{(k,l,m)}(u) = \frac{1}{2} \left( C_{(k-1,l,m)}(u) + C_{(k+1,l,m)}(u) + C_{(k,l+1,m)}(u) + C_{(k,l,1,m+1)}(u) \right), \quad k, l, m \geq 1.$$
The shape of the region of orthogonality of polynomials of $C(k,l,m)$ (see the appendix) go to the points $P_0, P_1, P_2, P_3$:

\[
\begin{align*}
(0, 0, 0) & \mapsto (4, 6, 0) =: P_0, \\
\omega_1 & \mapsto (0, -6, -4) =: P_1, \\
\omega_2 & \mapsto (-4, 6, 0) =: P_2, \\
\omega_3 & \mapsto (0, -6, 4) =: P_3.
\end{align*}
\]

The shape of the region of orthogonality of polynomials of $A_3$ is presented in figure 3.

**Example 4.** Let us consider discretization with $M = 3$. $|F_3(A_3)| = 20$ and grid points $(\frac{i}{3}, \frac{j}{3}, \frac{k}{3})$ in new coordinates $(\text{Re}(u_1), u_2, \text{Im}(u_1))$ are:

\[
\begin{align*}
(0, 0, 0) & \mapsto (4, 6, 0), \\
(0, 0, 1) & \mapsto (0, -6, 4), \\
(0, 1, 0) & \mapsto (-4, 6, 0), \\
\left(\frac{1}{3}, \frac{1}{3}, 0\right) & \mapsto (0, -3, -2), \\
\left(\frac{1}{3}, \frac{2}{3}, 0\right) & \mapsto (-\frac{2\sqrt{2}}{3}, 3, -\frac{1}{3}), \\
\left(0, \frac{1}{3}, \frac{1}{3}\right) & \mapsto (\frac{2\sqrt{2}}{3}, 3, \frac{1}{3}), \\
(0, 1, 0) & \mapsto (2, 3, 0), \\
(1, 0, 0) & \mapsto (0, 0, -1), \\
\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right) & \mapsto (1, -3, 0), \\
(0, 0, 1) & \mapsto (1, -3, \frac{2\sqrt{2}}{3}), \\
(1, 0, 0) & \mapsto (\frac{1}{3}, -3, -\frac{2\sqrt{2}}{3}), \\
0, 0, 1) & \mapsto (\frac{1}{3}, -3, \frac{2\sqrt{2}}{3}).
\end{align*}
\]

All these points belong to the new fundamental region $\tilde{A}_3$.

Using the Weyl character formula and multiplicities from [1], we can obtain $S$-polynomials (Chebyshev polynomials of the second kind) in $u_1, u_2$ and $u_3$. Or, alternately, having the lowest $S$-polynomials we can construct other polynomials by means of the following recursions:

| Table 3. Lowest $C$-polynomials of $A_3$ split into four congruence classes $\# = 0, \# = 1, \# = 2$ and $\# = 3$. |
| --- |
| | #0 | | #1 | | #2 | | #3 |
| $C_{(0,0,0)}(u)$ | 1 | $u_1 u_2$ | $u_1^2$ | $u_2^2$ | $u_1 u_2$ |
| $C_{(0,0,1)}(u)$ | 0 | $-3$ | 1 | & 1 | |
| $C_{(0,1,0)}(u)$ | 3 | $-3$ | 1 | & 1 | |
| $C_{(1,0,0)}(u)$ | 3 | $-3$ | 1 | & 1 | |
| $C_{(1,0,1)}(u)$ | 1 | 1 | 1 | & 1 | |
| $C_{(2,1,0)}(u)$ | 1 | 1 | 1 | & 1 | |
| $C_{(0,1,0)}(u)$ | 0 | 1 | 1 | & 1 | |
| $C_{(1,0,0)}(u)$ | 3 | $-3$ | 1 | & 1 | |
| $C_{(1,0,1)}(u)$ | 1 | 1 | 1 | & 1 | |
| $C_{(1,0,2)}(u)$ | 3 | $-3$ | 1 | & 1 | |
| $C_{(1,1,0)}(u)$ | 0 | 1 | 1 | & 1 | |
| $C_{(1,1,1)}(u)$ | 2 | $-2$ | 1 | & 1 | |
| $C_{(1,1,2)}(u)$ | 2 | $-2$ | 1 | & 1 | |
| $C_{(1,1,3)}(u)$ | -3 | 3 | 3 | -3 | 1 |
Figure 3. Region of orthogonality $\mathfrak{F}$ and discrete points $\mathfrak{F}_1$ of polynomials of $A_3$.

\[ S_{(k+1,l,m)}(u) = u_1 S_{(k,l,m)}(u) - S_{(k-1,l+1,m)}(u) - S_{(k,l,m-1)}(u) - S_{(k,l-1,m+1)}(u), \quad k, l, m \geq 2; \]
\[ S_{(k,l+1,m)}(u) = u_2 S_{(k,l,m)}(u) - S_{(k,l-1,m)}(u) - S_{(k+1,l-1,m+1)}(u) - S_{(k,l+1,m-1)}(u) \]
\[ - S_{(k+1,l,m-1)}(u) - S_{(k-1,l,m+1)}(u), \quad k, l, m \geq 2; \]
\[ S_{(k,l,m+1)}(u) = u_3 S_{(k,l,m)}(u) - S_{(k+1,l-1,m)}(u) - S_{(k-1,l,m)}(u) - S_{(k,l+1,m-1)}(u), \quad k, l, m \geq 2. \]

5.2. C- and S-polynomials of $B_3$ in three real variables

For group $B_3$, our new coordinates $u$ satisfy the relation $u_i = \pi_i, i = 1, 2, 3$.

The following generic recursion relations for $C$-polynomials hold true when $k, l, m \geq 2$:

\[ C_{(k+1,l,m)}(u) = u_1 C_{(k,l,m)}(u) - C_{(k,l+1,m-2)}(u) - C_{(k,l-1,m+2)}(u) - C_{(k+1,l-1,m)}(u) \]
\[ - C_{(k-1,l+1,m)}(u) - C_{(k-1,l,m)}(u) - C_{(k-1,l+1,m)}(u) - C_{(k-1,l,m)}(u), \]
\[ C_{(k,l+1,m)}(u) = u_2 C_{(k,l,m)}(u) - C_{(k,l-1,m+2)}(u) - C_{(k-1,l-1,m+2)}(u) - C_{(k+1,l-2,m+2)}(u) \]
\[ - C_{(k-1,l+2,m-2)}(u) - C_{(k-1,l+1,m-2)}(u) - C_{(k+1,l+1,m-2)}(u) \]
\[ - C_{(k-1,l+1,m-2)}(u) - C_{(k+1,l,m-2)}(u) - C_{(k-2,l,m)}(u) - C_{(k+2,l-1,m)}(u), \]
\[ C_{(k,l,m+1)}(u) = u_3 C_{(k,l,m)}(u) - C_{(k+1,l-1,m+1)}(u) - C_{(k,l-1,m+1)}(u) - C_{(k,l-1,m+1)}(u) \]
\[ - C_{(k-1,l+1,m+1)}(u) - C_{(k,l+1,m+1)}(u) - C_{(k,l+1,m+1)}(u) - C_{(k,l,m+1)}(u). \]

Remaining recurrence relations except for the lowest polynomials are listed below:

\[ C_{(k+1,l,0)}(u) = u_1 C_{(k,l,0)}(u) - C_{(k,l+1,0)}(u) - C_{(k,l-1,0)}(u) - C_{(k+1,l,0)}(u) - C_{(k,l-1,0)}(u) \]
\[ C_{(k+1,l,0)}(u) = u_2 C_{(k,l,0)}(u) - C_{(k,l-2,0)}(u) - C_{(k+2,l-1,0)}(u) - C_{(k-1,l,2)}(u) - C_{(k-1,l,2)}(u) \]
\[ - C_{(k+1,l-1,2)}(u) - C_{(k-1,l+2,0)}(u) - C_{(k+1,l-2,2)}(u), \]
\[ C_{(k+1,0,0)}(u) = u_1 C_{(k,0,0)}(u) - C_{(k+1,0,0)}(u) - C_{(k-1,0,0)}(u), \]
\[ C_{(0,l+1,0)}(u) = u_2 C_{(0,l,0)}(u) - C_{(2,l-1,0)}(u) - C_{(1,l-1,0)}(u) - C_{(1,l-1,0)}(u) - C_{(1,l-1,0)}(u) - C_{(1,l-1,0)}(u) - C_{(1,l-1,0)}(u) - C_{(1,l-1,0)}(u). \]
The lowest $C$-polynomials of $B_3$ were calculated explicitly and arranged in Table 4.

As in the previous case, we can use the Weyl character formula or generic recurrence relations for $S$-polynomials of $B_3$ valid for $k, l, m \geq 2$:

Table 4. Lowest $C$-polynomials of $B_3$ split into two congruence classes $\# = 0$ and $\# = 1.$

| #0 | $C_{(k,l,m)}(u)$ | $u_1$ | $u_2$ | $u_3$ | $u_1^2$ | $u_2^2$ | $u_3^2$ | $u_1u_2$ | $u_1u_3$ | $u_2u_3$ | $u_1^2u_2$ | $u_1^2u_3$ | $u_2^2u_3$ | $u_1^2u_2^2$ | $u_1^2u_2u_3$ |
|----|------------------|------|------|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------------|--------------|
| 0  | $C_{(0,0,0)}(u)$ | 1    |      |      |        |        |        |        |        |        |        |        |        |              |              |
| 0  | $C_{(1,1,0)}(u)$ | 1    |      |      |        |        |        |        |        |        |        |        |        |              |              |
| 0  | $C_{(0,0,0)}(u)$ | 0    |      |      |        |        |        |        |        |        |        |        |        |              |              |
| 0  | $C_{(1,0,0)}(u)$ | 0    |      |      |        |        |        |        |        |        |        |        |        |              |              |
| 0  | $C_{(1,2,0)}(u)$ | 0    |      |      |        |        |        |        |        |        |        |        |        |              |              |
| 0  | $C_{(1,1,0)}(u)$ | 0    |      |      |        |        |        |        |        |        |        |        |        |              |              |
| 0  | $C_{(1,0,0)}(u)$ | 0    |      |      |        |        |        |        |        |        |        |        |        |              |              |
| 0  | $C_{(1,2,0)}(u)$ | 0    |      |      |        |        |        |        |        |        |        |        |        |              |              |
| 0  | $C_{(1,1,0)}(u)$ | 0    |      |      |        |        |        |        |        |        |        |        |        |              |              |

$C_{(0,0,m+1)}(u) = u_3 C_{(0,0,m)}(u) - C_{(0,1,m-1)}(u) - C_{(1,0,m-1)}(u) - C_{(0,0,m-1)}(u)$,

$C_{(k+1,0,m)}(u) = u_1 C_{(k,0,m)}(u) - C_{(k,1,m-2)}(u) - C_{(k-1,1,m)}(u)$,

$C_{(k,0,m+1)}(u) = u_3 C_{(k,0,m)}(u) - C_{(k-1,0,m+1)}(u) - C_{(k-1,1,m-1)}(u) - C_{(k,1,m-1)}(u)$

$- C_{(k,0,m-1)}(u) - C_{(k+1,0,m-1)}(u)$,

$C_{(0,1,m+1)}(u) = u_2 C_{(0,1,m)}(u) - C_{(1,1,m+1)}(u) - C_{(1,0,m+1)}(u) - C_{(0,1,m+1)}(u)$

$- C_{(2,1,m-2)}(u) - C_{(1,1,m-2)}(u) - C_{(1,0,m-2)}(u)$,

$C_{(0,1,m+1)}(u) = u_3 C_{(0,1,m)}(u) - C_{(1,1,m+1)}(u) - C_{(1,0,m+1)}(u) - C_{(0,1,m+1)}(u)$

$- C_{(0,1,m-1)}(u) - C_{(1,1,m-1)}(u)$.

Substitution of variables $x \mapsto u$ transforms vertices of the simplex $F(B_3)$ into vertices of the orthogonality domain $\mathfrak{g}(B_3) = \{ P_0, P_1, P_2, P_3 \}$ as follows:

$(0, 0, 0) \mapsto (6, 12, 8) =: R_0, \quad \omega_1 \mapsto (6, 12, -8) =: P_1,$
Let us fix $C(k,l) \in C_{\text{obtained from the recurrence relations}}$. Generic recursions for $k,l,m$ (u coordinates)

The domain $\mathfrak{F}(B_3)$ and discretization points from example 5 are plotted in figure 4.

**Example 5.** Let us fix $M = 4$. \(|F_3(B_3)| = 14 and lattice points \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2}) in new coordinates \((u_1, u_2, u_3) have the form\)

$$(0, 0, 0) \mapsto (6, 12, 8), \quad (0, 0, \frac{1}{2}) \mapsto (0, 0, 2\sqrt{2}), \quad (0, \frac{1}{2}, 0) \mapsto (-2, -4, 0),$$

$$(\frac{1}{2}, \frac{1}{2}, 0) \mapsto (2, 0, -4), \quad (1, 0, 0) \mapsto (6, 12, -8), \quad (\frac{3}{4}, 0, 0) \mapsto (4, 4, -4\sqrt{2}),$$

$$(0, \frac{1}{2}, 0) \mapsto (2, 0, 4), \quad (\frac{1}{2}, 0, 0) \mapsto (4, 4, 4\sqrt{2}), \quad (\frac{1}{2}, \frac{1}{2}, 0) \mapsto (0, -4, 0),$$

$$(\frac{1}{2}, 0, 0) \mapsto (2, -4, 0), \quad (\frac{1}{2}, 0, \frac{1}{2}) \mapsto (0, 0, -2\sqrt{2}), \quad (\frac{3}{4}, 0, \frac{1}{2}) \mapsto (-2, 0, 0),$$

$$(0, \frac{1}{2}, \frac{1}{2}) \mapsto (-4, 4, 0), \quad (0, 0, \frac{1}{2}) \mapsto (-6, 12, 0).$$

5.3. C- and S-polynomials of $C_3$ in three real variables

Low-order C-polynomials of group $C_3$ are listed in table 5. Higher order polynomials can be obtained from the recurrence relations. Generic recursions for $k,l,m \geq 2$ are

$$C_{(k+1,l,m)}(u) = u_1 C_{(k,l,m)}(u) - C_{(k,l-1,m+1)}(u) - C_{(k+1,l-1,m)}(u) - C_{(k-1,l+1,m)}(u) - C_{(k+1,l,m-1)}(u),$$

$$C_{(k,l+1,m)}(u) = u_2 C_{(k,l,m)}(u) - C_{(k+1,l,m+1)}(u) - C_{(k-1,l,m+1)}(u) - C_{(k-1,l,m-1)}(u) - C_{(k+1,l,m+1)}(u) - C_{(k+1,l-1,m+1)}(u) - C_{(k+1,l+1,m+1)}(u) - C_{(k-1,l+1,m+1)}(u),$$

$$C_{(k,l,m+1)}(u) = u_3 C_{(k,l,m)}(u) - C_{(k,l-2,m+1)}(u) - C_{(k-1,l,m+1)}(u) - C_{(k+1,l,m-1)}(u) - C_{(k+1,l-2,m+1)}(u) - C_{(k+1,l,m+1)}(u) - C_{(k+1,l+1,m+1)}(u) - C_{(k-1,l+1,m+1)}(u),$$

$$C_{(k,l,m-1)}(u) = C_{(k,l-2,m-1)}(u) - C_{(k-1,l,m-1)}(u) - C_{(k+1,l,m-1)}(u) - C_{(k+1,l-2,m-1)}(u) - C_{(k+1,l,m-1)}(u) - C_{(k+1,l+1,m-1)}(u) - C_{(k-1,l+1,m-1)}(u) - C_{(k+1,l-2,m-1)}(u).$$
Table 5. Lowest C-polynomials of C₃ split into two congruence classes #: 0 and #: 1.

| #0 | C_{(1,l,m)}(u) | u₀ | u₁ | u₂ | u₃ | u₂u₃ | u₂u₄ | u₂u₃u₄ | u₂u₃u₄v_{1,3} |
|----|----------------|----|----|----|----|------|------|---------|----------------|
| C_{(0,0,0)}(u) | 1 |   |    |    |    |      |      |         |                |
| C_{(0,1,0)}(u) | 0 | 1 |    |    |    |      |      |         |                |
| C_{(0,2,0)}(u) | 1 | 2 | 8 | 4 | 0 | 0 | 0 | 0 | 0 |
| C_{(2,1,0)}(u) | 0 | -6 | 0 | -1 | 0 | 2 | 0 | 0 | 0 |
| C_{(0,0,2)}(u) | 0 | -8 | -4 | 0 | -2 | 0 | 1 | 1 | 1 |
| C_{(1,1,1)}(u) | 0 | 12 | 0 | -4 | 4 | -2 | 3 | 1 | 1 |
| C_{(0,3,0)}(u) | 0 | 9 | 0 | 3 | -3 | 3 | -3 | 1 | 1 |
| C_{(0,1,2)}(u) | 0 | -18 | 0 | 3 | -12 | 6 | 3 | 3 | -2 | 1 |

#1

| #1 | C_{(1,0,0)}(u) | 1 |   |    |    |    |      |      |         |                |
| C_{(0,0,1)}(u) | 0 | 1 |    |    |    |      |      |         |                |
| C_{(1,1,0)}(u) | -4 | 0 | -4 | 1 | 0 | 0 | 0 | 1 | 1 |
| C_{(0,0,0)}(u) | 0 | -9 | 0 | -2 | 0 | 1 | 0 | 1 | 1 |
| C_{(1,2,0)}(u) | 12 | -3 | 9 | -4 | 1 | 2 | 1 | 1 | 1 |
| C_{(1,0,2)}(u) | -12 | -6 | 4 | 1 | 2 | 1 | 1 | 1 | 1 |
| C_{(0,2,1)}(u) | 0 | 27 | 0 | 0 | 12 | -6 | 0 | -2 | 1 |
| C_{(0,0,3)}(u) | 0 | -27 | 0 | 0 | -18 | 9 | 0 | 6 | -3 | 1 |

Additional recursions are

\[ C_{(k+1,0,0)}(u) = u_1 C_{(k,0,0)}(u) - (k-1,1,0)(u) - C_{(k-1,0,0)}(u), \quad k > 1; \]

\[ C_{(k+1,0,0)}(u) = u_1 C_{(k,0,0)}(u) - C_{(k,1,0)}(u) - C_{(k,0,0)}(u) \]

\[ - C_{(k+1,0,0,0)}(u) - C_{(k-1,1,0)}(u), \quad k > 1; \]

\[ C_{(k,0,1,0)}(u) = u_2 C_{(k,0,0)}(u) - C_{(k,0,1)}(u) - C_{(k,0,0)}(u) \]

\[ - C_{(k+1,0,1,0)}(u) - C_{(k-1,0,1)}(u) - C_{(k,0,0)}(u), \quad k > 2; \]

\[ C_{(0,0,1,0)}(u) = u_3 C_{(0,0,0)}(u) - C_{(0,0,1)}(u) - C_{(0,0,0)}(u) \]

\[ - C_{(0,1,0,0)}(u) - C_{(0,0,1)}(u), \quad l > 2, \quad m > 1; \]

\[ C_{(k,0,m+1)}(u) = u_3 C_{(k,0,m)}(u) - C_{(k,0,m+1)}(u) - C_{(k,0,m)}(u) \]

\[ - C_{(k,2,m+1)}(u) - C_{(k,2,m+1)}(u), \quad l > 2, \quad m > 1; \]

\[ C_{(k,0,m+1)}(u) = u_3 C_{(k,0,m)}(u) - C_{(k,0,m+1)}(u) - C_{(k,0,m)}(u) \]

\[ - C_{(k,2,m+1)}(u) - C_{(k,2,m+1)}(u), \quad k > 2, \quad m > 1; \]

\[ C_{(0,0,m+1)}(u) = u_3 C_{(0,0,m)}(u) - C_{(0,0,m+1)}(u) - C_{(0,0,m)}(u) \]

\[ - C_{(0,2,m+1)}(u) - C_{(0,2,m+1)}(u), \quad m > 1. \]

Generic recursions for S-polynomials hold true when \( k, l, m \geq 2 \):

\[ S_{(k+1,l,m)}(u) = u_1 S_{(k,l,m)}(u) - S_{(k,l,m+1)}(u) - S_{(k,l,m+1)}(u) - S_{(k,l,m+1)}(u) \]

\[ - S_{(k,l,m+1)}(u) - S_{(k,l+1,m)}(u) - S_{(k,l+1,m)}(u) - S_{(k,l+1,m)}(u) \],
Example 6. Let us study the transformation of the fundamental region $F(C_3) \rightarrow \mathfrak{H}(C_3)$. During the substitution $x \mapsto u$, the vertices of the simplex $F(C_3)$ (see the appendix) go to the points $\{P_0, P_1, P_2, P_3\}$:

$$(0, 0, 0) \mapsto (6, 12, 8) =: P_0, \quad \omega_1 \mapsto (2, -4, -8) =: P_1,$$

$$\omega_2 \mapsto (-2, -4, 8) =: P_2, \quad \omega_3 \mapsto (-6, 12, -8) =: P_3.$$ 

The region of orthogonality of polynomials of $C_3$ is presented in figure 5.

$$S_{(k,l,m)}(u) = u_2S_{(k,l,m)}(u) - S_{(k+1,l,m-1)}(u) - S_{(k-1,l,m+1)}(u) - S_{(k+2,l-1,m)}(u)$$

$$- S_{(k-2,l+1,m)}(u) - S_{(k-1,l-1,m+1)}(u) - S_{(k+1,l+1,m-1)}(u) - S_{(k+1,l+1,m-1)}(u)$$

$$S_{(k,l,m+1)}(u) = u_3S_{(k,l,m)}(u) - S_{(k,l-2,m+1)}(u) - S_{(k-2,l,m+1)}(u) - S_{(k+2,l-2,m+1)}(u)$$

$$- S_{(k-2,l+2,m-1)}(u) - S_{(k-2,l+2,m-1)}(u) - S_{(k+2,l,m-1)}(u) - S_{(k+2,l,m-1)}(u).$$

Figure 5. Region of orthogonality $\mathfrak{H}$ and discrete points $\mathfrak{H}$ of polynomials of $C_3$. 

Let us fix $M = 4$. \ $|F_4(C_3)| = 14$ and lattice points $\left(\frac{2}{3}, \frac{2}{3}, \frac{2}{3}\right) \in F_4$ map to

$$(0, 0, 0) \mapsto (6, 12, 8), \quad (0, 0, \frac{1}{2}) \mapsto (3\sqrt{2}, 6, 2\sqrt{2}), \quad (0, \frac{1}{2}, 0) \mapsto (2, 0, 0),$$

$$(0, \frac{1}{2}, \frac{1}{2}) \mapsto (-\sqrt{2}, -2, 2\sqrt{2}), \quad (\frac{1}{2}, 0, \frac{1}{2}) \mapsto (\sqrt{2}, -2, -2\sqrt{2}),$$

$$(\frac{1}{2}, 0, 0) \mapsto (-2, 0, 0), \quad (\frac{1}{2}, \frac{1}{2}, 0) \mapsto (0, -4, 0), \quad (0, \frac{1}{2}, 0) \mapsto (-2, -4, 8), \quad (0, \frac{1}{2}, \frac{1}{2}) \mapsto (-4, 4, 0),$$

$$(\frac{1}{2}, 0, 0) \mapsto (2, -4, -8), \quad (0, 0, 1) \mapsto (-6, 12, -8), \quad (0, 0, \frac{1}{2}) \mapsto (0, 0, 0),$$

$$(\frac{1}{2}, 0, 0) \mapsto (4, 4, 0), \quad (0, 0, \frac{1}{2}) \mapsto (-3\sqrt{2}, 6, -2\sqrt{2}).$$
These points are shown on the orthogonality domain $\mathfrak{F}(C_3)$ in figure 5.

6. Branching rules for polynomials of $A_2, C_2, G_2, A_3, B_3$ and $C_3$

Complete reducibility (or ‘branching’) of representations of simple Lie groups into the direct sum of representations of their maximal reductive subgroup translates into complete reducibility of the corresponding characters, orbit functions, and their polynomials. In this section we consider the polynomials of simple Lie groups of rank $\leq 3$ and their branching into the sum of polynomials of their maximal semisimple subgroup.

Probably the most interesting class of cases can be identified by the maximal semisimple subgroups contained in the simple Lie groups. There are the following cases to consider:

- $A_2 \supset A_1$;
- $C_2 \supset A_1 \times A_1, C_2 \supset A_1$;
- $G_2 \supset A_1 \times A_1, G_2 \supset A_2, G_2 \supset A_1$;
- $A_3 \supset C_2, A_3 \supset A_1 \times A_1$;
- $B_3 \supset A_3, B_3 \supset A_1 \times A_1 \times A_1, B_3 \supset G_2$;
- $C_3 \supset C_2 \times A_1, C_3 \supset A_2, C_3 \supset A_1$.

In addition, complete reduction of polynomials takes place when the subgroup is non-semisimple reductive. Three such subgroups are maximal with rank $\leq 3$, namely $A_2 \supset A_1 \times U_1, A_3 \supset A_2 \times U_1$ and $B_3 \supset B_2 \times U_1$. Here, irreducible polynomials of the 1-parametric group $U_1$ are trivially all monomials, say $Y^k$, with integer $k$ positive or negative.

Finally, complete reduction of polynomials happens when the relation between the pair of groups is not inclusion but subjoining [25]. A classification of all such relations is in [21].

6.1. Polynomials of the Lie algebra $A_1$

It was shown in [23, 24] that there is a one-to-one correspondence between $C$- and $S$-polynomials of $A_1$ and Chebyshev polynomials of the first and second kind respectively. Here we just write down the explicit form of the $C$-polynomials of $A_1$ (the Chebyshev polynomials of the first kind) traditionally denoted by $T_m, m = 0, 1, 2, \ldots$

- $T_0(x) = 1$,
- $T_1(x) = x$,
- $T_2(x) = 2x^2 - 1$,
- $T_3(x) = 4x^3 - 3x$,
- $T_4(x) = 8x^4 - 8x^2 + 1$,
- $T_{m+1}(x) = 2xT_m - T_{m-1}$.

The equivalent set of polynomials can be obtained via the substitution $x = \frac{y}{2}$, and up to the scaling factor they are

- $\tilde{T}_0(y) = 1$,
- $\tilde{T}_1(y) = y$,
- $\tilde{T}_2(y) = y^2 - 2$,
- $\tilde{T}_3(y) = y^3 - 3y$,
- $\tilde{T}_4(y) = y^4 - 4y^2 + 2, \ldots$.

Polynomials $\tilde{T}_m$ are usually called Dickson polynomials and it is well known that they are equivalent to Chebyshev polynomials over the complex numbers. We suppose that in the case of $A_n$ Dickson polynomials (as permutation polynomials) act equivalently to the Weyl group of $A_n$ in turn equivalent to $S_{n+1}$ [23], but this hypothesis requires independent investigation.

6.2. Reductions of polynomials of rank two simple Lie groups

In this section, we present explicit forms of projection matrices $\mathbf{P}_r$ providing reductions from the rank two simple Lie groups $G$ to their maximal subgroups $H$. For each set $\{G \supset H, \mathbf{P}_r\}$ we
obtain the corresponding substitution of variables \( X_i \mapsto f_i(Y_1, Y_2) \) or \( X_i \mapsto f_i(Y) \), \( i = 1, 2 \) that reduces the orthogonal polynomials of \( G \) to the polynomials of \( H \). Explicit examples of \( C \)-polynomial reductions are shown for all pairs \( G \supset H \).

Here we use the notation of polynomial variables taken from the paper [24], namely \( X_i := C_{\omega_i} \), instead of \( u_i = X_i \), \( i = 1, 2 \) as in previous sections.

**Reduction from \( A_2 \) to \( A_i \)**

\[
\begin{align*}
\text{Pr} & = \begin{pmatrix} 2 & 2 \\ \end{pmatrix}; \\
C(1,0)(A_2) & \mapsto C(2)(A_1), \\
C(0,1)(A_2) & \mapsto C(2)(A_1); \\
\text{therefore} & \quad X_1 \mapsto Y^2 - 2, \\
X_2 & \mapsto Y^2 - 2.
\end{align*}
\]

Example of reduction: Consider the reduction of a few low-order polynomials of \( A_2 \). Hereafter the explicit forms of polynomials of simple Lie groups of rank two are taken from the paper [24].

\[
\begin{align*}
C(1,1)(A_2) & = X_1 X_2 - 3 \mapsto Y^4 - 4Y^2 + 1 = \tilde{T}_4(Y) - Y; \\
C(0,2)(A_2) & = X_2^2 - 2X_1 \mapsto Y^4 - 6Y^2 + 8 = \tilde{T}_4(Y) - 2\tilde{T}_2(Y) + 2.
\end{align*}
\]

**Reduction from \( C_2 \) to \( A_1 \times A_1 =: A^{(1)} \times A^{(2)}_1 \)**

\[
\begin{align*}
\text{Pr} & = \begin{pmatrix} 1 & 1 \\ 0 & 1 \\ \end{pmatrix}; \\
C(1,0)(C_2) & \mapsto C(1)(A^{(1)}_1)C(0)(A^{(2)}_1), \\
C(0,1)(C_2) & \mapsto C(0)(A^{(1)}_1)C(1)(A^{(2)}_1); \\
\text{therefore} & \quad X_1 \mapsto Y_1, \\
X_2 & \mapsto Y_2.
\end{align*}
\]

Example of reduction: in this example, Chebyshev polynomials \( \tilde{T}_m(Y_1), m = 1, 2, \ldots \) correspond to the Lie group \( A^{(1)}_1 \), and \( \tilde{T}_m(Y_2) \) correspond to group \( A^{(2)}_1 \):

\[
\begin{align*}
C(2,0)(C_2) & = X_1^2 X_2 - 2X_2^2 - 6X_2 \mapsto Y_1^2 Y_2 - 2Y_2^2 - 6Y_2 = (\tilde{T}_2(Y_1) - 4)Y_2 - 2(\tilde{T}_2(Y_2) + 2); \\
C(3,0)(C_2) & = X_1^3 - 3X_1 X_2 - 3X_1 \mapsto Y_1^3 - 3Y_1 Y_2 - 3Y_1 = \tilde{T}_3(Y_1) - 3Y_1 Y_2.
\end{align*}
\]

**Reduction from \( C_2 \) to \( A_3 \)**

\[
\begin{align*}
\text{Pr} & = \begin{pmatrix} 3 & 4 \\ \end{pmatrix}; \\
C(1,0)(C_2) & \mapsto C(3)(A_1), \\
C(0,1)(C_2) & \mapsto C(4)(A_1); \\
\text{therefore} & \quad X_1 \mapsto Y^3 - 3Y, \\
X_2 & \mapsto Y^4 - 4Y^2 + 2.
\end{align*}
\]

Example of reduction:

\[
\begin{align*}
C(1,1)(C_2) & = X_1 X_2 - 2X_1 \mapsto Y^7 - 7Y^5 + 12Y^3 = \tilde{T}_7(Y) - 2\tilde{T}_3(Y) + Y; \\
C(0,2)(C_2) & = X_1^2 - 2X_1 - 4 \mapsto Y^6 - 8Y^4 + 17Y^2 - 8 = \tilde{T}_6(Y) - 2\tilde{T}_2(Y) - 2.
\end{align*}
\]

**Reduction from \( G_2 \) to \( A_2 \):**

\[
\begin{align*}
\text{Pr} & = \begin{pmatrix} 1 & 0 \\ 1 & 1 \\ \end{pmatrix}; \\
C(1,0)(G_2) & \mapsto C(1,1)(A_2), \\
C(0,1)(G_2) & \mapsto C(0,1)(A_2); \\
\text{therefore} & \quad X_1 \mapsto Y_1 Y_2 - 3, \\
X_2 & \mapsto Y_2.
\end{align*}
\]
Example of reduction: below $C_{(a,b)}(\vec{Y}) := C_{(a,b)}(Y_1, Y_2)$ are the polynomials of $A_2$:

$C_{(0,2)}(G_2) = X_1^2 - 2X_2 - 2X_1 - 6 \mapsto Y_2^2 - 2Y_1Y_2 - 2Y_2$

$= C_{(0,2)}(\vec{Y}) - 2C_{(1,1)}(\vec{Y}) - 2Y_2 + 2Y_1 - 6$;

$C_{(1,1)}(A_2) = -2X_1^2 + X_1X_2 + 2X_2 + 4X_1 + 12 \mapsto -2Y_2^2 + Y_1Y_2^2 - Y_2 + 4Y_1Y_2$

$= C_{(1,2)}(\vec{Y}) + 4C_{(1,1)}(\vec{Y}) - 2C_{(0,2)}(\vec{Y}) + 4C_{(2,0)}(\vec{Y}) - 4Y_1 + 4Y_2 + 12$.

Reduction from $G_2$ to $A_1 \times A_1 =: A_1^{(1)} \times A_1^{(2)}$

\[
\Pr = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix};
\]

$C_{(1,0)}(G_2) \mapsto C_{(1)}(A_1^{(1)})C_{(0)}(A_1^{(2)})$, therefore $X_1 \mapsto Y_1(Y_1^3 - 3Y_2)$, $X_2 \mapsto Y_2 - 2$.

Example of reduction: here each polynomial $\tilde{T}_m(Y_i), m = 1, 2, \ldots$ corresponds to $A_1^{(1)}$ and $\tilde{T}_m(Y_i)$ does to $A_1^{(2)}$:

$C_{(0,2)}(G_2) = X_1^2 - 2X_2 - 2X_1 - 6 \mapsto Y_1^2 - 2Y_1Y_2^3 - 6Y_2^2 + 3Y_1Y_2 + 2$

$= \tilde{T}_1(Y_1) - 2\tilde{T}_1(Y_2) - 3\tilde{T}_2(Y_2) + 3\tilde{T}_2(Y_2)$;

$C_{(1,1)}(A_2) = -2X_1^2 + X_1X_2 + 2X_2 + 4X_1 + 12 \mapsto Y_1(Y_1^2 - Y_2^2 - 6Y_2) - 2Y_2^2 + 10Y_2^4$

$= Y_1(\tilde{T}_3(Y_2) + 4\tilde{T}_3(Y_2) + Y_2 - 2(\tilde{T}_4(Y_2) - \tilde{T}_4(Y_2))) + 8$.

Reduction from $G_2$ to $A_1$

$\Pr = \begin{pmatrix} 6 & 4 \\ \end{pmatrix}$;

$C_{(1,0)}(G_2) \mapsto C_{(0)}(A_1)$, therefore $X_1 \mapsto Y^6 - 6Y^4 + 9Y^2 - 2$, $X_2 \mapsto Y^4 - 4Y^2 + 2$.

Example of reduction: because the polynomials of $G_2$ and the variable transformations are too cumbersome in this case we present only one example of polynomial reduction.

$C_{(0,2)}(G_2) = X_1^2 - 2X_2 - 2X_1 - 6 \mapsto Y^8 - 10Y^6 + 28Y^4 - 18Y^2 - 6$

$= \tilde{T}_8(Y) - 2\tilde{T}_6(Y) - 4\tilde{T}_4(Y) - 4$.

6.3. Reductions of polynomials of rank three simple Lie groups

In this section, we obtain the projection matrices $\Pr$ providing reductions from the rank three simple Lie groups $G$ to their maximal subgroups $H$. For each set $[G \supset H, Pr]$ we also obtain the corresponding substitution of variables $X_i \mapsto f_i(Y_1, Y_2, Y_3)$ or $X_i \mapsto f_i(Y_1, Y_2)$, or $X_i \mapsto f_i(Y), i = 1, 2, 3$. This reduces the orthogonal polynomials of $G$ to the polynomials of $H$. Explicit examples of C-polynomial reductions are shown for all pairs $G \supset H$.

Note that in this section we use the notation of polynomial variables taken from the paper [24], namely $X_i := C_{(a,b)}$, instead of $u_i = X_i, i = 1, 2, 3$ as in the beginning of the paper.

Reduction from $A_3$ to $C_2$

$\Pr = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}$;
Example of reduction: below \( C_{(a,b)}(\tilde{T}) := C_{(a,b)}(Y_1, Y_2) \) are the polynomials of the subalgebra \( C_2 \):

\[
C_{(1,0)}(A_3) \mapsto C_{(1,0)}(C_2), \quad X_1 \mapsto Y_1,
\]

\[
C_{(0,1)}(A_3) \mapsto C_{(a,1)}(C_2), \quad \text{therefore} \quad X_2 \mapsto Y_2,
\]

\[
C_{(0,0,1)}(A_3) \mapsto C_{(1,0)}(C_2); \quad X_3 \mapsto Y_1.
\]

**Reduction from \( A_2 \) to \( A_1 \times A_1 =: A_{1}^{(1)} \times A_{1}^{(2)} \)**

\[
\Pr = \begin{pmatrix} 1 & 0 & 1 \\ 1 & 2 & 1 \end{pmatrix};
\]

\[
C_{(1,0,0)}(A_3) \mapsto C_{(1,0,0)}(A_3), \quad X_1 \mapsto Y_1,
\]

\[
C_{(0,1,0)}(A_3) \mapsto C_{(0,1,0)}(A_3), \quad \text{therefore} \quad X_2 \mapsto Y_2 - 2,
\]

\[
C_{(0,0,1)}(A_3) \mapsto C_{(0,0,1)}(A_3); \quad X_3 \mapsto Y_1.
\]

**Reduction from \( B_3 \) to \( A_3 \)**

\[
\Pr = \begin{pmatrix} 0 & 1 & 1 \\ 1 & 1 & 0 \\ 0 & 1 & 0 \end{pmatrix};
\]

\[
C_{(1,0,0)}(B_3) \mapsto C_{(1,0,0)}(A_3), \quad X_1 \mapsto Y_1,
\]

\[
C_{(0,1,0)}(B_3) \mapsto C_{(0,1,0)}(A_3), \quad \text{therefore} \quad X_2 \mapsto Y_1 Y_2 Y_3 - 3Y_1^2 - 3Y_3^2 + 4Y_2,
\]

\[
C_{(0,0,1)}(B_3) \mapsto C_{(1,0,0)}(A_3); \quad X_3 \mapsto Y_1.
\]

**Example of reduction: in this example, Chebyshev polynomials \( \tilde{T}_m(Y_i), m = 1, 2, \ldots \)**

\[
C_{(1,0,1)} = -4 + X_1 X_3 \mapsto -4 + Y_1^2 Y_2^2 = \tilde{T}_2(Y_1) \tilde{T}_2(Y_2) + 2\tilde{T}_2(Y_1) + 2\tilde{T}_2(Y_2);
\]

\[
C_{(0,1,1)} = -3X_1 + X_2 X_3 \mapsto -5Y_1 Y_2 + Y_1 Y_2^3 = Y_4 \tilde{T}_3(Y_2) - 2Y_1 Y_2.
\]

**Reduction from \( B_3 \) to \( 3A_1 =: A_{1}^{(1)} \times A_{1}^{(2)} \times A_{1}^{(3)} \)**

\[
\Pr = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 1 \\ 0 & 2 & 1 \end{pmatrix};
\]

\[
C_{(1,0,0)}(B_3) \mapsto C_{(1,0,0)}(A_3), \quad X_1 \mapsto Y_1 Y_2,
\]

\[
C_{(0,1,0)}(B_3) \mapsto C_{(1,0,0)}(A_3), \quad \text{therefore} \quad X_2 \mapsto Y_1 Y_2(Y_2^2 - 2),
\]

\[
C_{(0,0,1)}(B_3) \mapsto C_{(0,0,1)}(A_3); \quad X_3 \mapsto Y_2 Y_3.
\]
Example of reduction: the variables refer to the three different subalgebras $A_1$. The Chebyshev polynomials $\tilde{T}_m(Y_i)$, $m = 1, 2, \ldots$ correspond to the Lie group $A_{1}^{(i)}$, $i = 1, 2, 3$.

\[ C_{(1,0,1)}(B_3) = X_1 X_3 - 3 X_3 \mapsto Y_1 Y_2 Y_3 - 3 Y_2 Y_3 = Y_1 \tilde{T}_3(Y_3) + 2 Y_1 Y_3 - 3 Y_2 Y_3; \]
\[ C_{(0,1,1)}(B_3) = X_2 X_3 - 2 X_1 X_3 + 3 X_3 \mapsto Y_1 Y_2^2 Y_3^2 - 4 Y_1 Y_2 Y_3^2 + 3 Y_2 Y_3 = Y_1 \tilde{T}_2(Y_2) \tilde{T}_3(Y_3) - 2 Y_1 \tilde{T}_3(Y_3) - 2 Y_1 Y_3 + 3 Y_2 Y_3. \]

\textbf{Reduction from $B_3$ to $G_2$}

\[ \Pr = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix}; \]

\[ C_{(1,0,0)}(B_3) \mapsto C_{(0,1)}(G_2), \quad X_1 \mapsto Y_2; \]
\[ C_{(0,1,0)}(B_3) \mapsto C_{(1,0)}(G_2), \quad X_2 \mapsto Y_1; \]
\[ C_{(0,0,1)}(B_3) \mapsto C_{(0,1)}(G_2), \quad X_3 \mapsto Y_2. \]

Example of reduction: in this example, $C_{(a,b,c)}(\overline{\theta}) := C_{(a,b)}(Y_1, Y_2)$ are the polynomials of subalgebra $G_2$:

\[ C_{(1,0,1)}(B_3) = X_1 X_3 - 3 X_3 \mapsto Y_2^3 - 3 Y_2 = C_{(0,2)}(\overline{\theta}) - Y_2 + 2 Y_1 + 6; \]
\[ C_{(1,1,0)}(B_3) = X_2^2 - 2 X_2 - 6 \mapsto Y_2^3 - 2 Y_1 - 4 Y_2 - 8 = C_{(0,2)}(\overline{\theta}) + Y_2. \]

\textbf{Reduction from $C_3$ to $C_2 \times A_1$}

\[ \Pr = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}; \]

\[ C_{(1,0,0)}(C_3) \mapsto C_{(1,0)}(G_2) C_0(A_1), \quad X_1 \mapsto Y_1; \]
\[ C_{(0,1,0)}(C_3) \mapsto C_{(0,1)}(G_2) C_0(A_1), \quad X_2 \mapsto Y_2; \]
\[ C_{(0,0,1)}(C_3) \mapsto C_{(0,1)}(G_2) C_1(A_1), \quad X_3 \mapsto Y_2 Y_3. \]

Example of reduction: let $C_{(a,b,c)}(\overline{\theta}) := C_{(a,b)}(Y_1, Y_2)$ be the polynomials of the subalgebra $C_2$, and Chebyshev polynomials $\tilde{T}_m(Y_3)$, $m = 1, 2, \ldots$ correspond to the Lie group $A_1$:

\[ C_{(1,0,1)}(C_3) = X_1 X_3 - 2 X_2 \mapsto Y_1 Y_2 Y_3 - 2 Y_2 = C_{(1,1)}(\overline{\theta}) Y_3 + 2 Y_1 Y_3 - 2 Y_2; \]
\[ C_{(2,0,0)}(C_3) = X_1^2 - 2 X_2 - 6 \mapsto Y_1^3 - 2 Y_2 - 6 = C_{(2,0)}(\overline{\theta}) - 2. \]

\textbf{Reduction from $C_3$ to $A_2$}

\[ \Pr = \begin{pmatrix} 1 & 1 & 2 \\ 0 & 1 & 0 \end{pmatrix}; \]

\[ C_{(1,0,0)}(C_3) \mapsto C_{(1,0)}(A_2), \quad X_1 \mapsto Y_1; \]
\[ C_{(0,1,0)}(C_3) \mapsto C_{(1,1)}(A_2), \quad X_2 \mapsto Y_1 Y_2 - 3; \]
\[ C_{(0,0,1)}(C_3) \mapsto C_{(2,0)}(A_2), \quad X_3 \mapsto Y_1^2 - 2 Y_2. \]

Example of reduction: in this case, $C_{(a,b,c)}(\overline{\theta}) := C_{(a,b)}(Y_1, Y_2)$ are polynomials of the subalgebra $A_2$:

\[ C_{(1,0,1)}(C_3) = X_1 X_3 - 2 X_2 \mapsto Y_1^3 - 4 Y_1 Y_2 + 6 = C_{(3,0)}(\overline{\theta}) - C_{(1,1)}(\overline{\theta}); \]
\[ C_{(2,0,0)}(C_3) = X_1^2 - 2 X_2 - 6 \mapsto Y_1^3 - 2 Y_1 Y_2 + 6 = C_{(2,0)}(\overline{\theta}) - 2 C_{(1,1)}(\overline{\theta}) + 2 Y_2. \]
Reduction from $C_3$ to $A_1$

\[ \text{Pr} = (5 \ 8 \ 9); \]

\[
\begin{align*}
C_{(1,0,0)}(C_3) & \mapsto C_5(A_1), & X_1 & \mapsto Y^5 - 5Y^3 + 5Y, \\
C_{(0,1,0)}(C_3) & \mapsto C_8(A_1), & X_2 & \mapsto Y^8 - 8Y^6 + 20Y^4 - 16Y^2 + 2, \\
C_{(0,0,1)}(C_3) & \mapsto C_9(A_1); & X_3 & \mapsto Y^9 - 9Y^7 + 27Y^5 - 30Y^3 + 9Y. \\
\end{align*}
\]

Example of reduction:

\[
\begin{align*}
C_{(1,1,0)}(C_3) &= X_1X_2 - 3X_1 - 4X_1 \mapsto Y^{13} - 13Y^{11} + 62Y^9 - 129Y^7 + 97Y^5 + 20Y^3 - 37Y \\
&= \tilde{T}_{13}(Y) - 3\tilde{T}_5(Y) - 4\tilde{T}_3(Y) + \tilde{T}_2(Y); \\
C_{(1,0,1)}(C_3) &= X_1X_3 - 2X_2 \mapsto Y^{14} - 14Y^{12} + 77Y^{10} - 212Y^8 + 310Y^6 - 235Y^4 + 77Y^2 - 4 \\
&= \tilde{T}_{14}(Y) - 2\tilde{T}_6(Y) + \tilde{T}_4(Y). \\
\end{align*}
\]

7. Concluding remarks

Given the branching rules for polynomials, their applications now can be contemplated, and conceivably uncommon applications can be stimulated. When changing orbit functions to polynomials, the substitution wipes out explicit dependence on group parameters. In spite of that, the structure of polynomials of a given family ‘knows’ about its Lie group. It is uniquely determined by that group.

Perhaps the most important exploitation of Chebyshev polynomials of one variable is the optimal interpolation of functions, and evaluation of their integrals. We know that these results extend to polynomials of groups of type $A_n$ [14] and to other simple Lie groups [20] when the polynomials are built from the characters.

The relation between Chebyshev and Jacobi polynomials is known in one variable. In multivariate context this relation can be established using the fact that our polynomials in $n$ variables are modification of the monomial symmetric polynomials and the last ones are the building blocks of Jacobi polynomials in $n$ variables (see section 11 of [7]).

The generating functions for characters of irreducible finite dimensional representations of simple Lie groups were invented in [27]. They contain wealth of information about the characters and therefore also about the orbit functions and hence about the polynomials. In principle they are not limited by the number of variables. Unfortunately, these functions grow rapidly in complexity for higher groups. The example of the generating function of $G_2$ characters is rather convincing [3]. However there is an aspect to the character generators that is not matched in other methods of constructing the polynomials. They provide rather specific information about the existence of syzygies (identities) in the polynomial rings.

There are other special functions that could be traced to properties of some Lie groups and that could possibly be converted to polynomials. Many of the traditional special functions of mathematical physics are in fact matrix elements of representations of Lie groups [29].
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Appendix

There are three simple Lie groups of rank three, namely \( A_3, B_3 \) and \( C_3 \). In this section we present all the numerical information necessary to deal with orbit functions of three variables and polynomials in three variables. A part of these data were taken from [22], where some more information about groups of ranks two and three can be found.

**Cartan matrices:**

\[
A_2 : \mathfrak{c} = \begin{pmatrix} 2 & -1 \\ -1 & 2 \end{pmatrix}, \quad C_2 : \mathfrak{c} = \begin{pmatrix} 2 & -1 \\ -2 & 2 \end{pmatrix}, \\
A_3 : \mathfrak{c} = \begin{pmatrix} 2 & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -1 & 2 \end{pmatrix}, \quad B_3 : \mathfrak{c} = \begin{pmatrix} 2 & -1 & 0 \\ -1 & 2 & -2 \\ 0 & -1 & 2 \end{pmatrix}, \\
C_3 : \mathfrak{c} = \begin{pmatrix} 2 & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -2 & 2 \end{pmatrix}.
\]

**Weyl group orders:**

\(|W(A_n)| = (n + 1)!, \quad |W(B_n)| = |W(C_n)| = 2^n n!.

**Number of points in the Weyl group orbit:**

| \( \lambda \) | \( A_2 \) | \( C_2 \) | \( C_3 \) |
|-------|-------|-------|-------|
| \( (\star, \star, \star) \) | 24 | 48 | 
| \( (\star, \star, 0) \) | 12 | 24 | 
| \( (\star, 0, \star) \) | 12 | 24 | 
| \( (0, \star, \star) \) | 12 | 24 | 
| \( (0, \star, 0) \) | 4 | 6 | 
| \( (0, 0, \star) \) | 6 | 12 | 
| \( (0, 0, 0) \) | 4 | 8 | 

**Highest roots:**

\( \xi_{A_3} = \alpha_1 + \alpha_2 + \alpha_3, \quad \xi_{B_3} = \alpha_1 + 2\alpha_2 + 2\alpha_3, \quad \xi_{C_3} = 2\alpha_1 + 2\alpha_2 + \alpha_3. \)

**Fundamental regions:**

\( F(A_3) = \{0, \bar{0}_1, \bar{0}_2, \bar{0}_3\}, \quad F(B_3) = \{0, \bar{0}_1, \frac{1}{2}\bar{0}_2, \frac{1}{2}\bar{0}_3\}, \quad F(C_3) = \{0, \frac{1}{2}\bar{0}_1, \frac{1}{2}\bar{0}_2, \bar{0}_3\}.\)

**Discretizations of fundamental regions:**

\[
F_M(A_3) = \left\{ \frac{s_1}{M} \bar{0}_1 + \frac{s_2}{M} \bar{0}_2 + \frac{s_3}{M} \bar{0}_3 \mid M, s_1, s_2, s_3 \in \mathbb{Z}^{>0}, s_1 + s_2 + s_3 \leq M \right\}, \\
F_M(B_3) = \left\{ \frac{s_1}{M} \bar{0}_1 + \frac{s_2}{M} \bar{0}_2 + \frac{s_3}{M} \bar{0}_3 \mid M, s_1, s_2, s_3 \in \mathbb{Z}^{>0}, 2s_1 + 2s_2 + s_3 \leq M \right\}, \\
F_M(C_3) = \left\{ \frac{s_1}{M} \bar{0}_1 + \frac{s_2}{M} \bar{0}_2 + \frac{s_3}{M} \bar{0}_3 \mid M, s_1, s_2, s_3 \in \mathbb{Z}^{>0}, s_1 + 2s_2 + 2s_3 \leq M \right\}, \\
\tilde{F}_M(A_3) = \left\{ \frac{s_1}{M} \bar{0}_1 + \frac{s_2}{M} \bar{0}_2 + \frac{s_3}{M} \bar{0}_3 \mid M, s_1, s_2, s_3 \in \mathbb{N}, s_1 + s_2 + s_3 \leq M \right\}, \\
\tilde{F}_M(B_3) = \left\{ \frac{s_1}{M} \bar{0}_1 + \frac{s_2}{M} \bar{0}_2 + \frac{s_3}{M} \bar{0}_3 \mid M, s_1, s_2, s_3 \in \mathbb{N}, 2s_1 + 2s_2 + s_3 \leq M \right\}, \\
\tilde{F}_M(C_3) = \left\{ \frac{s_1}{M} \bar{0}_1 + \frac{s_2}{M} \bar{0}_2 + \frac{s_3}{M} \bar{0}_3 \mid M, s_1, s_2, s_3 \in \mathbb{N}, s_1 + 2s_2 + 2s_3 \leq M \right\}.
\]
Number of points in $F_M$ and $\tilde{F}_M$:

$$|F_M(A_n)| = \binom{M+n}{n}$$

$$|F_{2k}(B_n)| = |F_{2k}(C_n)| = \binom{n+k}{n} + \binom{n+k-1}{n}, \quad k \in \mathbb{N};$$

$$|F_{2k+1}(B_n)| = |F_{2k+1}(C_n)| = 2\binom{n+k}{n}, \quad k \in \mathbb{N}.$$  

$$|\tilde{F}_M(G)| = \begin{cases} 0 & \text{for } M < h, \\ 1 & \text{for } M = h, \quad \text{where } h \text{ is the Coxeter number.} \\ \binom{|F_{M-m}|}{n} & \text{for } M > h, \end{cases}$$

Weight functions $f$ and $\tilde{f}$ for discrete orthogonality of $C$- and $S$-polynomials:

$$f(A_2) = |W_u(A_2)| J(u), \text{ where } J(u)^{-1} = 4\pi^2 \sqrt{u_1^2 u_2^2 - 4u_1^4 - 4u_2^4 + 18u_1 u_2 - 27}.$$  

$$f(C_3) = |W_u(C_3)| J(u), \text{ where } J(u)^{-1} = 4\pi^2 \sqrt{u_1^2 u_2^2 - 4(u_1^4 + 4u_2^4 - u_1^2 - 8u_2^2 - 16u_1 u_2 + 6u_1^2 u_2^2).}$$

$$f(A_3) = \frac{|W_u(A_3)|}{8\pi^3 \sqrt{|S(u)|}} \text{ and } \tilde{f}(A_3) = \frac{4! \sqrt{|S(u)|}}{8\pi^3}, \text{ where}$$

$$S(u) = 256 - 27u_1^4 + 144u_1^2 u_2 - 128u_2^2 - 4u_1^4 + 16u_1^2 + 16u_2^2$$

$$- 192u_1 u_2 + 18u_1^2 u_2 u_3 - 80u_1 u_2 u_3 - 6u_1^2 u_2^2$$

$$+ 144u_2 u_3^2 + u_1^2 u_2 u_3^2 - 4u_1 u_2^2 u_3^2 - 4u_1^2 u_3^2 + 18u_1 u_2 u_3^2 - 27u_3^2.$$  

$$f(B_3) = \frac{|W_u(B_3)|}{8\pi^3 \sqrt{|S(u)|}}, \text{ and } \tilde{f}(B_3) = \frac{23 \sqrt{|S(u)|}}{8\pi^3}, \text{ where}$$

$$S(u) = (16 + 4u_2 - u_3^2)(1728 + 1728u_1 + 432 u_2^2 - 32u_1 - 16u_1^4 + 864 u_2 + 576 u_1 u_2$$

$$+ 72u_2 u_3 - 8u_1 u_2 + 108u_2^2 + 36u_1 u_2^2 - u_1^2 u_2^2 + 4u_3^2 - 432u_1^2 - 216u_1 u_3^2$$

$$+ 4u_1^2 u_3^2 - 108u_2 u_3^2 - 18u_1 u_2 u_3^2 + 27u_3^2).$$

---

**Figure A1.** Weyl group orbit of a generic point $\lambda = (a, b, c)_\alpha$ in the case of group $A_3$.  

[Diagram of Weyl group orbit]
Figure A2. Weyl group orbits: (a) $W_{(a,b,c)}(B_3)$ and (b) $W_{(a,b,c)}(C_3)$. 
\[ f(C_3) = \frac{|W_u(C_3)|}{8\pi^\frac{3}{2}|S(u)|} \quad \text{and} \quad \tilde{f}(C_3) = \frac{2\cdot 3! \cdot \sqrt{|S(u)|}}{8\pi^\frac{3}{2}}, \]

where

\[ S(u) = (u_3 - 2u_2 + 4u_1 - 8)(8 + 4u_1 + 2u_2 + u_3)(u_1^2u_2^2 - 4u_1^3 - 4u_2^3 + 18u_1u_2u_3 - 27u_3^2). \]

Coxeter numbers:

\[ h = \begin{cases} 
  n + 1 & \text{for } A_n \\
  2n & \text{for } B_n \text{ and } C_n.
\end{cases} \]

Level vectors:

| Lie group | level vector |
|-----------|--------------|
| A_2       | (2, 2)       |
| C_2       | (3, 4)       |
| A_3       | (3, 4, 3)    |
| B_3       | (6, 10, 6)   |
| C_3       | (5, 8, 9)    |

Weyl group orbits.

Below we present diagrams of the Weyl orbits of groups A_2, C_2, A_3 (see figure A1), B_3 and C_3 (see figure A2), each diagram contains only half of all its points, the rest of points can be obtained by means of change of sign in front of each coordinate of the diagram points. In the cases of A_2 and A_3 it is necessary additionally to flip first and second or first and third coordinates, respectively.
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