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Artificial atoms coupled to surface acoustic waves (SAWs) have played a crucial role in the recent development of circuit quantum acoustodynamics (cQAD). In this paper, we have investigated the interaction of an artificial atom and SAWs beyond the weak coupling regime, focusing on the role of the interdigital transducer (IDT) that enables the coupling. We find a parameter regime in which the IDT acts as a cavity for the atom, rather than an antenna. In other words, the atom forms its own cavity. Similar to an atom coupled to an explicit cavity, this regime is characterized by vacuum-Rabi splitting, as the atom hybridizes with the phononic vacuum inside the IDT. This hybridization is possible because of the interdigitated coupling, which has a large spatial extension, and the slow propagation speed of SAWs. We work out a criterion for entering this regime from a model based on standard circuit-quantization techniques, taking only material parameters as inputs. Most notably, we find this regime hard to avoid for an atom on top of a strong piezoelectric material, such as LiNbO$_3$. The SAW-coupled atom on top of LiNbO$_3$ can thus be regarded as an atom-cavity-bath system. On weaker piezoelectric materials, the number of IDT electrodes need to be large in order to reach this regime.

I. INTRODUCTION

In the last two decades, circuit quantum electrodynamics (cQED) has emerged as one of the premier platforms for the study of light-matter interactions [1–4]. At the heart of its success lies the strong nonlinearity provided by the Josephson junction, enabling engineering of artificial atoms and other novel non-linear quantum devices. Recently, there has been rapid experimental progress in coupling the artificial atom to a variety of acoustic waves in solids, such as: propagating surface acoustic waves (SAWs) [5], SAW resonators [6–10], and bulk acoustic wave resonators [11, 12]. These hybrid systems sparked the recent development of circuit quantum acoustodynamics (cQAD), where acoustic phonons take over many of the roles played by photons in cQED. Furthermore, SAWs in the quantum regime have played important roles in a number of recent theoretical proposals, including: a general transducer between hybrid quantum systems [13], a microwave to optical frequency conversion protocol [14], and could provide a platform for general quantum computation via delayed feedback, utilizing the slow propagation speed of SAWs (≈ 3000 m/s) [15].

SAW devices have been successfully integrated with classical electronic circuits since the invention of the interdigital transducer (IDT) [16] in the mid 1960s. Their primary use has been as bandpass filters and delay lines. With the advent of SAWs to the quantum regime, it is possible that also quantum technologies, based on quantized electrical circuits, can take advantage of the unique properties of SAW. Of special interest is the superconducting artificial atom, since it constitutes the main ingredient in many implementations of quantum computation. So far, the type of superconducting atom that has been successfully coupled to SAW is the transmon [17], which is also the atom studied in our work.

The coupling between a transmon and SAWs is enabled by forming the large shunt capacitance of the atom into an IDT [5], which serves as a phononic antenna. The conversion to phonons through this antenna relies on the piezoelectric effect, and relaxation into other decay channels can be made small [5]. Since the spatial extension of the IDT exceeds many wavelengths in space, the coupling is not pointlike, as it normally is for both natural atoms at optical frequencies, and artificial atoms coupled to microwave photons. Earlier theoretical studies accounted for the interdigitated coupling by modeling an atom coupled to a bosonic bath at multiple points in space [18, 19]. The coupling points were considered pointlike, and a standard master equation derivation for the atom was performed, in which the bath was traced out while assuming weak system-bath coupling. Under this assumption, the atom was predicted to have a frequency-dependent relaxation rate. This prediction was also recently verified experimentally [7]. In fact, most recent experiments in cQAD involves an atom on top of a weakly piezoelectric material such as quartz [6, 8] or gallium arsenedite (GaAs) [5], in which the weak coupling approximation holds. However, it may be advantageous to use a strongly piezoelectric material, such as lithium niobate (LiNbO$_3$), in order to increase the coupling strength between the atom and the substrate. Additionally, any auxiliary IDTs used to send or receive SAWs would benefit from the increased conversion efficiency [20]. Under the assumption that the IDTs should be impedance matched (typically to 50 Ω), they would also have a larger bandwidth on a stronger piezoelectric.

Motivated by these possible advantages, we have investigated the interaction between an artificial atom and SAWs for varying degrees of coupling strength, starting from a model based on a quantized electrical circuit. [21, 22]. Interestingly, as the coupling strength is increased, we find a regime in which the coupling-IDT acts as a cavity for the atom, rather than an antenna. In
other words, since the IDT constitutes a major part of the atom itself, the atom forms its own cavity. In contrast to earlier studies [18], our model is built on design and material parameters of the IDT and the piezoelectric substrate. We can thus predict the specific parameter regime in which the IDT forms a cavity. We will name the two possible regimes the antenna- and cavity regime respectively, referring to the role of the IDT. Until now, it is the antenna regime that has been realized on weak piezoelectrics such as GaAs [5].

The existence of a cavity regime is expected due to the spatial extension of the IDT. If the coupling strength becomes strong enough, the atom has time to interchange an excitation with the part of the substrate covered by the IDT multiple times before it leaves the system at either end. Such coherent exchange of energy leads to vacuum-Rabi splitting as the atom hybridizes with the phononic vacuum inside the IDT. More precisely, we find that vacuum-Rabi splitting occurs for a SAW-coupled atom as long as its decay rate exceeds the inverse phononic traveling time across the IDT, $\gamma T \geq 1$.

We additionally find that the cavity regime is unavoidable for an atom on top of LiNbO$_3$, with a reasonable number of metal electrodes (fingers) in the IDT (> 4 single finger pairs). Conversely, an atom on GaAs never reaches this regime unless the number of finger pairs approaches 30, which would make the anharmonicity of the atom very small by decreasing its charging energy significantly [17]. Realizing the true role of the IDT in the particular parameter regime of interest is important as the field of cQAD evolves and effective models of more elaborate set-ups are required.

This article is organized as follows. We map the the SAW-coupled atom onto an electrical circuit in section II. From that we derive time delay differential equations describing the motion of the atom operators. We solve the linearized equations of motion in section III, relevant in the single excitation regime of a weakly coupled atom for arbitrary coupling strength, and calculate the charge response of the atom, as well as an acoustic and electric reflection coefficient. The addition of an electric gate becomes important in the cavity regime as it allows for direct probing of the system dynamics by bypassing the IDT. Finally, we conclude the paper in section IV.

II. CIRCUIT MODEL

In this section we build our circuit model of a SAW-coupled atom, using standard circuit quantization techniques [21, 22].

The model we have in mind is a Josephson junction that couples capacitively to a transmission line at multiple points in space. Each finger pair of the IDT corresponds to one capacitive coupling point between the atom and the transmission line (see Fig. 1). Our model has two advantages: it is a straightforward circuit representation of the phenomenological model previously used to model the SAW-coupled atom [18], and can thus be used to bridge between that model and the classical lumped element model used to interpret several experiments [5, 7]. Additionally, it captures the effects of the IDT in a simple and intuitive way.

For transparency, we only consider two coupling points (two finger pairs) initially, but generalize all final results to an arbitrary number of coupling points. The final model describes the interaction between an artificial transmon atom and a 1-D SAW transmission line, enabled by an IDT with arbitrary number of fingers.

Before we construct our model, we review the classical literature in order to map important SAW parameters onto lumped circuit elements, and make our work self-contained. We follow closely the description in [16], to which we refer the reader for a thorough introduction to SAWs and IDTs.

A. Freely propagating SAWs

Surface acoustic waves are Rayleigh waves propagating on the surface of materials, and extends approximately one wavelength into the bulk [23]. When SAWs propagate on top of a piezoelectric material there is also an electric potential, and associated electric field, propagating together with the mechanical wave. Its motion is primarily determined by the solutions to the acoustic wave equations, since a negligible amount of energy resides in the electric field [24]. However, in a transmission-line model of SAWs, the mechanical degrees of freedom are neglected by choosing a characteristic impedance so that all energy is accounted for by the electric field alone.

In order to describe SAWs in a transmission-line picture, we introduce a phenomenological current $I$, which should not be mistaken as a physical current since there is no net charge traversing the surface. From this current we can define the time-averaged power flow of a wave $P = V_s I/2$, where $V_s$ is the voltage of the SAW potential. The characteristic impedance of a SAW transmission line then becomes $Z_0 = V_s^2/2P$. Knowing the characteristic impedance, and the wave velocity $v_s$, we can calculate the inductance per unit length $L_T = Z_0/v_s$, and the capacitance per unit length $C_T = 1/Z_0v_s$. This allows us to write down the time-averaged energy stored per unit length $U = C_T V_s^2/2$. We note that, due to how the power flow was defined, this is the total energy stored in the wave, containing both the electric and acoustic field contributions. Thus, we have the freedom to describe SAWs in terms of its electric properties alone.

The impedance $Z_0$ is not only a material property since the total power depends on the width of the SAW wave. For waves emitted by an IDT, this is the overlapping part of the IDT fingers, denoted $W$ in Fig. 1(a). It is therefore common practice to define an impedance $z_0$ and corresponding admittance $y_0 = z_0^{-1}$ independent of the
beam width \[16\],
\[Z_0 = \frac{z_0 \lambda}{W} = \frac{\lambda}{y_0 W},\]  
where \(\lambda\) is the wavelength of the SAW. The admittance \(y_0\) is a material parameter that can be found in tables (see e.g. \[16\]) in order to calculate \(Z_0\). However, it is also given in terms of other material parameters according to the relation \(K^2 y_0 = 2\pi \epsilon_\infty v_s\) (see \[16\] for a derivation of this equation), where \(K^2\) is the piezoelectric coupling coefficient, often used to quantify the degree of piezoelectricity in a material, and where \(\epsilon_\infty = \epsilon_p + \epsilon_0\) is an effective permittivity given by the sum of the permittivity of the substrate material \(\epsilon_p\) and the permittivity of vacuum \(\epsilon_0\). Thus, the impedance can be expressed as,
\[Z_0 = \frac{K^2}{W \epsilon_\infty \omega}.\]  

In contrast to microwave photons, freely propagating SAWs in a one-dimensional model are not dispersion free, which is manifested in the frequency dependence of Eq. (2). It originates from the fact that SAWs are not isotropic in the direction perpendicular to its direction of propagation due to the finite length of the IDT fingers. For systems with narrow bandwidth and sharp resonance peaks, like atoms on GaAs, this frequency dependence is slow and can be neglected.

With the characteristic impedance in place we have everything we need in order to describe the freely propagating SAWs in terms of the distributed element circuit in Fig. 1(b).

### B. Coupling capacitance

The coupling capacitance serves two purposes: it couples the atom to SAWs, and it forms the IDT capacitance. The IDT capacitance also constitutes the big shunt capacitance of the transmon. Since our model relies on a single parameter to account for both of these effects, we could in principle choose which effect we derive our coupling capacitance from. We will take a simple approach where we distribute the total capacitance of the IDT equally among the finger pairs of the IDT, the resulting capacitance for one finger pair is then used as the coupling capacitance. It turns out that this rather simple approach yields approximate results in good agreement with what is expected from earlier studies \[5\].

The total capacitance of an IDT depends on its geometry, and for arbitrary shapes the capacitance is most commonly calculated using commercial software. For periodic IDTs with metalization ratio \(1/2\), such as the one in Fig. 1(a), the capacitance is given by the simple expression \(C_\Sigma = n \epsilon_\infty W\), where \(n\) is the number of finger pairs. The coupling capacitance of our model then becomes,
\[C_c = \epsilon_\infty W.\]  

It is common in many application to use a double finger structure in order to mitigate internal mechanical reflections between the fingers. The capacitance is then reduced by a factor of \(\sqrt{2}\). In this work, we focus on single finger IDTs, however, all results can be altered to also account for double finger IDTs by simply reducing the coupling capacitance to \(C_c = \epsilon_\infty W / \sqrt{2}\). For a detailed derivation of the IDT capacitance we refer the reader to \[25\].

### C. Equations of motion for the atomic operators

Starting from the circuit in Fig. 1(b), we obtain the following Lagrangian, given in the node flux representation...
Hamiltonian from the Legendre transformation of $p$.  

\[ L = \frac{2C_c + C_e}{2} \phi_J^2 + \frac{C_c + C_e}{2} \phi_{\phi_0}^2 + \frac{C_c}{2} \phi_d^2 - C_c \phi_0 \phi_J \]

\[-C_c \phi_d \phi_J + \sum_{i=-\infty}^{\infty} \frac{\Delta x C_T}{2} \phi_i^2 \]

\[ -E_J \cos(2\pi \phi_J / \Psi_0) - \sum_{i=-\infty}^{\infty} \frac{(\phi_{i+1} - \phi_i)^2}{2\Delta x L_T}, \]

where the flux is defined as the time integral of the node voltage $\phi(t) = \int t_t^t V(t')dt'$. The two coupling points are denoted $0$ and $d$ and are separated a distance $d\Delta x$ apart, corresponding to the finger pitch $p$ of an IDT, see Fig. 1(a). The flux at the two coupling points and at the Josephson junction defines what we refer to as the system variables.

The conjugate momentum to the flux is defined as $p_i = \partial L / \partial \dot{\phi}_i$ and has the unit of charge. We obtain a general solution to Eq. (8) can be divided into left and right propagating fields,

\[ \phi(x,t) = \phi(x-v_t s,t) + \phi(x+v_s t,t), \]

with the SAW velocity $v_s = 1/\sqrt{L_T C_T}$. We will denote the direction of propagation by an arrow:

\[ \phi(x) = \phi(x-v_s t). \]

For the system operators we get the following EOM,

\[ \dot{p}_J = -E_J \left( \frac{2\pi}{\phi_0} \right) \sin(2\pi \phi_J / \phi_0), \]

\[ \dot{\phi}_0 = -\sqrt{\frac{C_T}{L_T}} \left( \phi_0 - \phi_0^{\text{in}} \right) = -\sqrt{\frac{C_T}{L_T}} \left( -\phi_0 + \phi_0^{\text{out}} \right), \]

\[ \dot{\phi}_d = -\sqrt{\frac{C_T}{L_T}} \left( \phi_d - \phi_d^{\text{in}} \right) = -\sqrt{\frac{C_T}{L_T}} \left( -\phi_d + \phi_d^{\text{out}} \right), \]

The in- and out-fields in Eqs. (12) and (13) are referring to the field components that propagates into, or away from, each coupling point,

\[ \phi_0^{\text{in}} = \uparrow \phi(0^-) + \downarrow \phi(0^+), \]

\[ \phi_0^{\text{out}} = \uparrow \phi(0^-) + \downarrow \phi(0^+), \]

and similarly for the second coupling point. The sign refers to an infinitesimal displacement on either side, e.g. $\phi(0^-) = \phi(0 - \Delta x)$. In deriving the Eqs. (11)-(16) we also used the boundary conditions that the field has to be continuous over the coupling points,

\[ \phi_0 = \uparrow \phi(0^-) + \downarrow \phi(0^-), \quad \phi_0 = \uparrow \phi(0^+) + \downarrow \phi(0^+), \]

We can simplify the Eqs. (11)-(16) further and write the EOM in terms of the transmons $\phi_J$ and $p_J$ alone, together with input-output relations for the fields propagating away from the two ends of the IDT,

\[ \phi_J = \frac{p_J}{2C_c + C_J} + \frac{C_c}{2C_c + C_J} \partial_t \left( \frac{2Z_0 C_c}{2C_c + C_J} \right) \left( p_J + p_J(t-t) \right) \]

\[ \downarrow \phi(0^+) = \uparrow \phi(d^+, t-t), \]

\[ \downarrow \phi(0^-) = \uparrow \phi(d^-, t-t) + \frac{Z_0 C_c}{2(2C_c + C_J)} \left( p_J + p_J(t-t) \right), \]

Note that we have left out the time dependence of the operators that are not time-shifted. In order to derive
Eqs. (21)-(24), we used that the in- and outgoing field between the two coupling points are related by a time delay,

\[ \vec{\phi}(d^-, t) = \vec{\phi}(0^+, t - \tau), \]  
\[ \vec{\phi}(0^+, t) = \vec{\phi}(d^-, t - \tau), \]  
\[ \phi_J = -\frac{ip_J}{\omega C\Sigma} + \frac{C_J^2 Z_0 p_J (1 + e^{-i\omega \tau})}{2(2C_J + C_C)^2} \]
\[ + \frac{C_J}{2C_J + C_C} \left( \phi_0^\text{in} + \phi_d^\text{in} \right) (1 + e^{-i\omega \tau}), \]
\[ p_J = \frac{i\phi_J}{\omega L_J}, \]
\[ \phi_0^\text{out} = \phi_0^\text{in} e^{-i\omega \tau} + \frac{Z_0 C_J p_J (1 + e^{-i\omega \tau})}{2(2C_J + C_C)}, \]
\[ \phi_d^\text{out} = \phi_d^\text{in} e^{-i\omega \tau} + \frac{Z_0 C_J p_J (1 + e^{-i\omega \tau})}{2(2C_J + C_C)}, \]

where \( \tau = p/v_s \) is the time of flight between the two coupling points, set by their separation \( p \) (the finger pitch) and the speed of SAWs \( v_s \). From \( \tau \) we can define a characteristic resonance frequency of the system \( \omega_{\text{IDT}} \equiv 2\pi/\tau \), i.e. the center frequency of the IDT, which is the frequency at which waves interfere constructively at the coupling points. Maximum conversion to phonons occur when the atom is on resonance with the IDT center frequency, and will be the main regime of interest in this work.

The system of equations in (21)-(24) is a set of non-linear time delay differential equations, which are generally hard to solve. Time delays in quantum systems have been addressed recently in several studies, e.g. \[27, 28\], all relying on the rotating wave approximation (RWA). The RWA is only valid for weakly coupled systems. We are interested in a wide range of coupling strengths, all the way up to the so called ultrastrong coupling regime (USC) \[29, 30\]. To our knowledge, there is currently no method that combines USC and time delays in a satisfactory way. Recent methods using matrix product states \[31\] might not be suitable because of the large spatial extension of the IDT. We therefore linearize the Josephson current in Eq. (22) and solve the EOM exactly in the frequency domain, valid in the single excitation regime for arbitrary coupling strengths. For a weakly anharmonic system, like the transmon, the Josephson non-linearity can be added as a perturbation once the harmonic solution has been obtained, in the spirit of black box quantization \[32\], but that is left for future work.

\[ \phi_J = -\frac{ip_J}{\omega C\Sigma} + \frac{C_J^2 Z_0 p_J H_n(\omega)}{2C\Sigma^2} \]
\[ + \frac{C_J}{C\Sigma} \left( \phi_0^\text{in} + \phi_d^\text{in} \right) A_n(\omega), \]
\[ p_J = \frac{i\phi_J}{\omega L_J}, \]
\[ \phi_0^\text{out} = \phi_0^\text{in} e^{-i\omega \tau n} + \frac{Z_0 C_J p_J A_n(\omega)}{2C\Sigma}, \]
\[ \phi_d^\text{out} = \phi_d^\text{in} e^{-i\omega \tau n} + \frac{Z_0 C_J p_J A_n(\omega)}{2C\Sigma}, \]

where \( \phi_0 \) and \( \phi_d \) still represents the two outer coupling points out of \( n \) total, \( C\Sigma = nC_C + C_J \) is the total capacitance seen by the Josephson junction, and we introduced two frequency-dependent factors

\[ A_n(\omega) = \sum_{k=0}^{n-1} e^{-i\omega \tau k}, \]
\[ H_n(\omega) = n + \sum_{k=1}^{n-1} 2k e^{-i\omega (n-k)}. \]

The first term \( A_n(\omega) \) is the so called array factor in classical descriptions of IDTs \[16, 25\]. In our final set of equations (31)-(34), the part of the transmission line covered by the IDT is effectively traced out and the coupling is reduced to a single coupling point, with in and outgoing fields at the two sides. The extended nature of the interdigitated coupling is accounted for in the frequency dependence of \( H_n \) and \( A_n \). We note that our formalism allows us to solve for the field components inside the IDT as well, if wanted. The two frequency-dependent factors \( H_n \) and \( A_n \) are in fact related to each other,

\[ \text{Re}[H_n] = |A_n|^2. \]
The real and imaginary part of $H_n$, defined in Eq. (36) for $n = 10$. The real and imaginary parts are related by a Hilbert transform according to the Kramers-Kronig relation. The real part is proportional to the atomic decay rate, which makes it frequency-dependent, the imaginary part is responsible for the vacuum-Rabi splitting discussed in section III.

The real and imaginary part of $H_n$ are also related to each other by a Hilbert transform. This connection comes as no surprise as it stems from the Kramers-Kronig relation. Around the center frequency of the IDT, the real and imaginary part of $H_n$ can be well approximated by a Sinc function squared and its Hilbert transform,

\[ \text{Re}[H_n] \approx n^2 \text{sinc}^2(X), \quad \text{Im}[H_n] \approx \frac{n^2(\sin(2X) - 2X)}{2X^2}, \]

where

\[ X = \frac{n\pi(\omega - \omega_{\text{IDT}})}{\omega_{\text{IDT}}}. \]

As will be seen explicitly later on, Eq. (38) enters into the decay rate of the atom, and Eq. (39) is responsible for either shifting the resonance frequency of the atom, which happens when the atom is not on resonance with the IDT, $\omega_0 \neq \omega_{\text{IDT}}$, or gives rise to vacuum-Rabi splitting, which happens when the atom is strongly coupled and on resonance with the IDT, $\omega_0 = \omega_{\text{IDT}}$. We plot Re$[H_n]$ and Im$[H_n]$ for $n = 10$, corresponding to an IDT with 10 single finger pairs, in Fig. 2.

### III. RESULTS

In this section investigate the response of the SAW-coupled atom in various coupling regimes. We specifically study the case of an IDT with 10 finger pairs on top of GaAs and LiNbO$_3$ respectively, and derive a cavity criterion for our system.

#### A. Charge response

The system dynamics can be quantified in terms of the linear response of the charge operator $p_J$, corresponding to the charge on the Josephson junction. The charge response is obtained as a function of an incoming field, $\phi_{\text{in}} = \phi(0^-)$, from the acoustic transmission line by solving for $p_J$ in equation (31),

\[ p_J = \frac{C_e A_n \omega \phi_{\text{in}}}{L C_S(\omega^2 - \omega_0^2 - i\gamma_n(\omega)\omega)} \]

\[ \equiv \chi_n(\omega) \frac{V_{\text{in}}}{L_f} \]

where $\omega_0^2 = 1/L C_S$, is the bare atom frequency, and $\gamma_n(\omega) = Z_n(\omega)/L_J = \frac{2eC_e^2}{2L C_S} H_n(\omega)$ is a complex and frequency dependent damping factor. We will refer to the damping factor as a decay rate, since it corresponds to the decay rate of a single excitation from the $|1\rangle \rightarrow |0\rangle$ state in the non-linear, atomic case. The response function $\chi_n$ describes precisely the charge response of a series RLC-circuit, where the oscillator is damped by an effective complex and frequency-dependent impedance $Z_n(\omega)$, driven by an incoming voltage field $V_{\text{in}} = C_e A_n \omega \phi_{\text{in}}/C_S$.

The expression for $p_J$ in Eq. (41) is exactly mappable to a parallel RLC-circuit, often used to simulate the behavior of an IDT, and which has been used to interpret several experiments [5, 7]. The connection becomes clear if we take the time derivative of Eq. (41) and rewrite it in terms of admittances,

\[ i\omega p_J = \frac{Y_L}{Y_L + Y_{C_S} + Y_a} i\omega p_{\text{in}}, \]

where $Y_L = i/\omega L$, $Y_{C_S} = i\omega C_S$, $Y_a = Z_0 C_e^2 \omega_0^2 H_n(\omega)/2$, and $p_{\text{in}} = C_e A_n(\omega)\phi_{\text{in}}$. This equation can be interpreted as the current passing through the inductor branch of a parallel RLC-circuit, driven by a current source $i\omega p_{\text{in}}$. The two equivalent circuits derived from our model is depicted in Fig. 3.

![FIG. 2. The real (blue) and imaginary (orange) part of $H_n$, defined in Eq. (36) for $n = 10$. The real and imaginary parts are related by a Hilbert transform according to the Kramers-Kronig relation. The real part is proportional to the atomic decay rate, which makes it frequency-dependent, the imaginary part is responsible for the vacuum-Rabi splitting discussed in section III.](image-url)
B. Acoustic and electric reflection coefficient

From the input-output relations in Eq. (33) we obtain an acoustic reflection coefficient $r_n^{ac} = \phi_0^{\text{out}} / \phi_0^{\text{in}}$,

$$r_n^{ac} = i \frac{\text{Re}[\gamma_n(\omega)] \omega}{\omega^2 - \omega_0^2 - i\gamma_n(\omega)\omega}.$$  (43)

Because all acoustic signals used to probe the system are filtered through an IDT, usually giving a very limited probing bandwidth, it can be advantageous to also probe the system via an electric gate. We incorporate the effect of an electric gate in our model by coupling a second transmission line to the atom, through a small capacitance $C_g$. The gate is coupled directly to the Josephson junction, and the derivation in section II C is repeated. The gate reflection coefficient can then be obtained in terms of an incoming microwave field from the gate, $r_n^g = \phi_0^{\text{out}} / \phi_0^{\text{in}}$,

$$r_n^g = 1 + i \frac{2\gamma_0^g\omega}{\omega^2 - \omega_0^2 - i(\gamma_n(\omega) + \gamma_g)\omega},$$  (44)

where $\gamma_g = \frac{C_g^2 Z_\text{el}}{LC_\Sigma^2}$, $Z_\text{el}$ denotes the impedance of the microwave transmission line, which is usually around 50 $\Omega$, and $C_\Sigma = nC_c + C_J + C_g$. Another coefficient of experimental interest that can easily be obtained from our calculations is the transduction coefficient $t_{ac/g} = \phi_0^{\text{out}} / \phi_0^{\text{in}}$, i.e. what is emitted acoustically when the qubit is driven coherently from the gate,

$$t_{ac/g} = \frac{i2C_c C_g Z_0 A_n(\omega) \omega}{LC_\Sigma^2(\omega^2 - \omega_0^2 - i(\gamma_n(\omega) + \gamma_g)\omega)}.$$  (45)

C. IDT as a cavity

The denominator of the charge response $\chi_n$ in Eq. (41) determines the resonance behavior of the system. The same factor, $\omega^2 - \omega_0^2 - i\gamma_n(\omega)\omega$, shows up in the denominator of both the acoustic and the electric reflection coefficients. For a fixed $\omega_0$, it is the amplitude of $\gamma_n(\omega_0)$ that determines whether the system exhibits a single resonance, or two resonances due to vacuum-Rabi splitting. By extracting the $n^2$ dependence in the amplitude of $H_n$, the amplitude of the decay rate becomes,

$$\gamma_0 = \frac{Z_0 C_c^2 \omega_0^2 n^2}{2C_\Sigma}.$$  (46)

However, the capacitance of the Josephson junction is small compared to the IDT capacitance, we can thus make the approximation $C_\Sigma = nC_c + C_J \approx nC_c$. Using this approximation, and then inserting the SAW-parameters from section II into $Z_0$ and $C_c$, we arrive at the normalized decay rate,

$$\frac{\gamma_0}{\omega_0} = 0.5nK^2,$$  (47)

where we also made the approximation $\omega_0^2 / \omega \approx \omega_0$. Thus, for a fixed atom frequency, the decay rate scales linearly with respect to the piezoelectric coupling constant, and the number of finger pairs in the IDT.

To enter the regime where the IDT acts as a cavity for the atom, the decay rate needs to be large enough such that an excitation can be interchanged between the atom and the IDT multiple times before it leaves the system at either end. Mathematically, we find two poles in the complex plane of $\chi_n(\omega)$ when the system fulfills the criterion $\gamma_0 T_0 \geq 1$, where $T_0 = \pi\tau$ is the phononic traveling time across the IDT. Using the decay rate from Eq. (47), this criterion, as we will call the cavity criterion, can be expressed as,

$$0.5\pi K^2 n^2 \geq 1,$$  (48)

where we used that $\tau = 2\pi / \omega_0$, which is true when the IDT and the atom are on resonance $\omega_{\text{IDT}} = \omega_0$. The behavior of the IDT is thus only determined by the substrate dependent parameter $K^2$, and the number of finger pairs in the IDT $n$.

The factor of 0.5 in Eq. (47) and Eq. (48) should be taken as an approximate value. It is determined by our choice of coupling capacitance, and can be seen as a geometric factor decided by the shape of the IDT. In a lumped element treatment of the IDT, as was done in [5], it takes the value $\approx 0.6$, which yields a slightly lower bound on the number of coupling points needed to enter the cavity regime.

Although $K^2$ cannot be changed in situ, it varies dramatically between a weakly piezoelectric material such as GaAs, $K^2 = 0.07\%$, and a strongly piezoelectric material such as LiNbO$_3$, $K^2 = 4.8\%$ [25]. The number of fingers in the IDT is at first sight a more flexible parameter, but it is in fact limited by the $E_{ij}/E_c$ ratio. To many fingers decreases the charging energy of the transmon, and on strongly piezoelectric materials, such as LiNbO$_3$, the anharmonicity can become smaller than the coupling strength, which might be an unfavorable regime for many quantum applications. Thus, to exemplify the two possible system regimes we will study an atom with a fixed number of IDT fingers, and vary the coupling strength by changing the substrate material. We will study the case of 10 coupling points, corresponding to a 20 single finger IDT, on top of GaAs and LiNbO$_3$ respectively. According to the cavity criterion in Eq. (48), we expect the atom on GaAs to exhibit a single resonance frequency, whereas the atom on LiNbO$_3$ is expected to hybridize and exhibit a double resonance behavior.

In Fig. 4(a) and 4d we plot the charge response $\chi_{10}$, Eq. (41), for GaAs and LiNbO$_3$ respectively. On GaAs, the atom has a single Lorentzian resonance peak (blue line), located at the bare atom frequency. The peak has a well defined full width at half maximum (FWHM), given purely by the real part of $\gamma_n(\omega)$, evaluated at $\omega_0$, $\text{FWHM}/\omega_0 = \text{Re}[\gamma_n(\omega_0)]/\omega_0 \approx 0.4\%$. The imaginary part of $\gamma_n(\omega)$ does not alter the dynamics in this case due to the small coupling strength. Contrarily, on
LiNbO$_3$, the charge response shows the expected double peak structure. The line shape is no longer Lorentzian and the FWHM is not given purely by the real part of $\gamma_{10}(\omega_0)$. The maximum damping of the atom put the system in the USC regime, $\gamma_{10}(\omega_0)/\omega_0 \approx 23\%$. However, we note that the system is different from an atom ultra-strongly coupled to a microwave transmission line. In our case the system dynamics have changed from an atom coupled directly to a transmission line, to an atom coupled to a cavity, which in turn is coupled to a transmission line. The two resulting dressed resonances are not ultra strongly coupled to the environment, and have a FWHM less than 10\%, which is predicted to be the limit at which the effects of the USC appears [31, 33, 34]. To show that the cavity regime can be entered by increasing the number of fingers as well, we plot the response on GaAs with $n = 82$ in Fig. 4(a) (orange dashed line), and the corresponding acoustic and electric reflection coefficients in Fig. 4(b) and Fig. 4(c) respectively. Since the left-hand side of the cavity criterion is identical for $n = 82$ on GaAs and $n = 10$ on LiNbO$_3$, the resulting dynamics is identical for the two cases. The only difference is a narrowing in frequency for $n = 82$ since the IDT bandwidth scales inversely with $n$.

Looking at the real part of the denominator of the charge response in Eq. (41), it can be surprising that the cavity regime only exhibits two resonances, and not three. The equation $\omega^2 - \omega_0^2 + \text{Im}[\gamma_n(\omega)]\omega = 0$ does indeed have three solutions, as long as the cavity criterion is fulfilled. However, one of the solutions is at the bare atom frequency $\omega_0$, but that solution is suppressed by a maximum in $\text{Re}[\gamma_n(\omega)]$ at $\omega_0$. Interestingly, the exact same mathematical condition occurs for a two level system coupled to a continuum with a modified density of states due the presence of a Fabry-Pérot cavity, as was pointed out in [35], which further demonstrates the sim-
imilarities between an IDT and a cavity in this regime.

In Fig. 4(b) and 4(e) we plot the acoustic reflection coefficients, Eq. (43), for GaAs and LiNbO$_3$ respectively, corresponding to the coherent spectrum of a weakly driven atom. On GaAs, acoustic spectroscopy shows precisely the resonance peak at $\omega_0$ as we expect from the charge response in Fig. 4(a). On LiNbO$_3$ however, the acoustic reflection shows, in addition to the two resonance peaks of Fig. 4(d), a broad feature located at $\omega_0$. This resonance should not be mistaken for an atomic resonance of the system. It is partly due to off-resonant scattering against the two neighboring atomic resonances, and direct scattering against the IDT. This feature is unavoidable for acoustic atoms as long as the cavity criterion is fulfilled. In the limit of infinite coupling strength, $\{K^2, n\} \to \infty$, the two atomic resonances do not overlap anymore and their contribution to the reflected field vanishes, but simultaneously, the IDT alone will fully reflect the incoming signal at $\omega_0$, in the spirit of a Bragg reflector. Thus, we can make the general statement: an atom on resonance with its coupling IDT will fully reflect an incoming coherent field at $\omega_0$ in all parameter regimes. The field can either be reflected entirely from the atom, entirely from the IDT, or as a combination thereof.

Finally, we plot the electric reflection coefficient in Fig. 4(c) and 4(f) for GaAs and LiNbO$_3$ respectively. On GaAs, the electric reflection looks identical to the acoustic reflection, but inverted, since all signals are now reflected unless they are converted into SAW. On LiNbO$_3$ however, the electric reflection allows us to bypass the IDT, and as expected, the direct scattering against the IDT, which resulted in the broad peak at $\omega_0$ in Fig. 4(e), is gone. This confirms our earlier claim that there are only two true atomic resonances.

D. Anti-crossing between the atom and the IDT

The atom frequency can be tuned by turning the Josephson junction into a SQUID. In the linear regime that we are considering this implies a flux-tunable inductance,

$$L_J(\Phi_{\text{ext}}) = \frac{\Phi_0^2}{4\pi^2 E_J \cos\left(\frac{2\pi \Phi_{\text{ext}}}{\Phi_0}\right)}, \quad (49)$$

where $\Phi_{\text{ext}}$ is the external field penetrating the SQUID loop. According to the analysis of the previous section, we would expect to see an avoided crossing between the atom and IDT in the cavity regime, as the atom is tuned in and out of resonance with the IDT center-frequency. This is precisely what we see in Fig. 5(a), where we plot the magnitude squared of the electric reflection coefficient $r_{el}^2$, as a function of an external flux. When the atom is on resonance with the IDT, which happens close to $\Phi_{\text{ext}}/\Phi_0 = \pm 1.1$, an avoided crossing occurs. In the acoustic reflection, plotted in Fig. 5(b), the avoided crossing cannot be seen, as the atom-assisted IDT reflection closes the gap once the atom and IDT become resonant. Figure 5 shows that the electric gate reflection offers a more direct probe of the system dynamics.

IV. CONCLUSION

We have shown that the coupling IDT of a SAW-coupled artificial atom can act as a cavity. The situation occurs for artificial atoms on top of strongly piezoelectric materials, such as LiNbO$_3$, or for atoms on any material with sufficient number of IDT-fingers. As long as the cavity criterion, $0.5\pi K^2 n^2 \geq 1$, is fulfilled, the system dynamics manifest the characteristic vacuum-Rabi splitting associated with the hybridization of an atom and a cavity. Since the IDT constitutes a major part of the atom itself, the atom can be regarded as forming its own cavity. This exotic behavior results from the slow propagation speed of SAWs, together with the spatial extension of the interdigitated coupling. The dynamics is very similar to other quantum systems with large time delays, such as the giant atom [36].

To verify our claims, we have calculated the system’s response to a weak coherent probe, both acoustic and electric, and have shown that an avoided crossing between the atom and IDT can be seen as the atom is tuned.
in and out of resonance with the IDT center-frequency. Based on our calculations, we propose electric gate reflection measurements as the best experimental way to probe the system dynamics, as an acoustic reflection measurement would show additional features due to direct scattering against the IDT alone. Moreover, acoustic reflection measurements can typically only cover a narrow frequency band.

Additionally, we have mapped important SAW parameters onto circuit elements, enabling standard circuit quantization techniques from cQED to be carried over to the field of cQAD. Our model offers a bridge between earlier phenomenological models of the acoustic atom [18, 36], and the purely classical lumped circuit models used to interpret several experiments [5, 7].

We believe our findings are of special importance regarding cQAD and the ultrastrong coupling regime. Our calculations show that an artificial atom on LiNbO$_3$ cannot be regarded as an atom ultra-strongly coupled to a transmission line, since the coupling-IDT acts as a cavity in this regime. We have also demonstrated that in order to address non-linear quantum effects of an atom coupled to SAW in this regime, one would need theoretical methods that can deal with both ultrastrong coupling and time delays. We do not know of any methods that combine these two effects in a satisfactory way. Thus, developing such a formalism would be an interesting pursuit in future studies.
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