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Abstract
This paper presents a comprehensive study of algorithms for maintaining the number of all connected four-vertex subgraphs in a dynamic graph. Specifically, our algorithms maintain the number of paths of length three in deterministic amortized $O(m^{1/2})$ update time, and any other connected four-vertex subgraph which is not a clique in deterministic amortized update time $O(m^{2/3})$. Queries can be answered in constant time. We also study the query times for subgraphs containing an arbitrary edge that is supplied only with the query as well as the case where only subgraphs containing a vertex $s$ that is fixed beforehand are considered. For length-3 paths, paws, 4-cycles, and diamonds our bounds match or are not far from (conditional) lower bounds: Based on the OMv conjecture we show that any dynamic algorithm that detects the existence of paws, diamonds, or 4-cycles or that counts length-3 paths takes update time $\Omega(m^{1/2-\delta})$.

Additionally, for 4-cliques and all connected induced subgraphs, we show a lower bound of $\Omega(m^{1-\delta})$ for any small constant $\delta > 0$ for the amortized update time, assuming the static combinatorial 4-clique conjecture holds. This shows that the $O(m)$ algorithm by Eppstein et al. [9] for these subgraphs cannot be improved by a polynomial factor.
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Introduction
Detecting or counting subgraphs is an important question in social network analysis, where dense subgraphs usually represent communities, as well as in telecommunication network surveillance, and computational biology. This can also be seen in a recent study by Sahu et al. [21]: finding and counting fixed subgraphs was the fourth most popular graph computation in practice, only superseded by finding connected components, computing shortest paths, and answering queries about the degree of neighbors. Furthermore the same study showed that the dynamic setting is important in practice as 65% of the graphs were dynamic. Thus, the goal of this paper is to advance the study of subgraph counting problems in dynamic graphs.
Algorithmic problems in dynamic graphs are usually modeled by the following data structure question. Given a potentially non-empty initial graph and a fixed subgraph pattern \( P \) (such as a \( k \)-clique) maintain a data structure that allows the following updates to the current graph \( G \):

- Insert(\( u, v \)): Insert the edge \{\( u, v \)\} into \( G \).
- Delete(\( u, v \)): Delete the edge \{\( u, v \)\} from \( G \).
- Query(): Return the number of subgraphs of pattern \( P \) in \( G \).

Given a subgraph pattern \( P \) that is not a clique, there are two variants of this problem: One variant, called \textit{induced subgraph counting}, counts a subgraph if it is exactly equivalent to \( P \) and does \textit{not} contain any additional edges. In the \textit{non-induced} version, a subgraph is counted if it contains \( P \) and potentially additional edges (but \textit{not} additional vertices).

Eppstein and Spiro [10] studied subgraph counting for all possible connected three-vertex patterns in both the induced and the non-induced variant and gave a dynamic algorithm with amortized update time \( \mathcal{O}(h) \), where \( h \) is the \textit{h-index} of \( G \), i.e., the maximum number such that the graph contains \( h \) vertices of degree at least \( h \). Note that \( h \) is \( \mathcal{O}(\sqrt{m}) \), where \( m \) always is the current number of edges in the graph.

There are six connected graphs on four vertices, which we refer to as \textit{length-3 path \( P' \), claw \( \lambda \), paw \( \rightarrow \), 4-cycle \( \square \), diamond \( \Diamond \), and 4-clique \( \Box \).} Eppstein et al. [9] extended the method of [10] to maintain counts of any (induced and non-induced) connected four-vertex subgraph in amortized time \( \mathcal{O}(h^2) = \mathcal{O}(m) \) and \( \mathcal{O}(mh^2) \) space. This paper contains a comprehensive study of the complexity of dynamically counting all possible connected four-vertex subgraphs. We present new improved dynamic algorithms and give the first conditional lower bounds.

**Upper bounds.** We show how to maintain the number of any connected four-vertex non-induced subgraph that is not a clique (such as a paw, a 4-cycle, or a diamond) in update time \( \mathcal{O}(m^{2/3}) \) and at most \( \mathcal{O}(nm) \) space. For graphs with an \( h \)-index larger than \( \mathcal{O}(m^{1/3}) \), our algorithms are hence faster than the \( \mathcal{O}(h^2) \) algorithm by Eppstein et al. [9]. Besides, our data structure can also be used to count all \( s \)-triangles, i.e., triangles that contain a fixed vertex \( s \), in \( \mathcal{O}(m^{1/2}) \) update time, constant query time, and \( \mathcal{O}(n) \) space, and likewise for \( s \)-length-3 paths. The update time is in \( \mathcal{O}(m^{2/3}) \) for \( s \)-4-cycles, \( s \)-paws, and \( s \)-diamonds, with \( \mathcal{O}(n^2) \) space, and \( \mathcal{O}(m) \) for \( s \)-4-cliques with constant space. For \( \varepsilon \in [0, 1] \), our data structure supports queries on the number of triangles containing an arbitrary vertex or edge in \( \mathcal{O}(\min(m^{2\varepsilon}, n^2)) \) or \( \mathcal{O}(\min(m^{1-\varepsilon}, n)) \) worst-case time, respectively, with an update time of \( \mathcal{O}(m^{\max(\varepsilon, 1-\varepsilon)}) \) or \( \mathcal{O}(m^2) \), respectively, and \( \mathcal{O}(n^2) \) space. We also show how to maintain length-3 paths in time \( \mathcal{O}(m^{1/2}) \), but this result was already stated in [9]. See Table 1 for an overview. All our algorithms are deterministic and the running time bounds are amortized unless stated otherwise.

**Lower bounds.** We also give the first conditional lower bounds for counting various four-vertex subgraphs based on two popular hypotheses: the Online Boolean Matrix-Vector Multiplication (OMv) conjecture [12] and the Combinatorial \( k \)-Clique hypothesis. In the OMv conjecture we are given a Boolean \( n \times n \) matrix \( M \) that can be preprocessed. Then, an online sequence of vectors \( v_1, \ldots, v_n \) is presented and the goal is to compute each Boolean product \( Mt \) (using conjunctions and disjunctions) before seeing the next vector \( v_{i+1} \).

\begin{itemize}
  \item \textbf{Conjecture 1 (OMv).} For any constant \( \delta > 0 \), there is no \( \mathcal{O}(n^{3-\delta}) \)-time algorithm that solves OMv with error probability at most 1/3 in the word-RAM model with \( \mathcal{O}(\log n) \) bit words.
\end{itemize}
Table 1 Upper and conditional lower bounds on the time per update and query for counting different subgraphs, where $\delta > 0$ is an arbitrarily small constant and $b \in O(\sqrt{m})$. Update times are amortized, query times are worst-case. Results in blue are new or improved.

- The previous space complexity for 3-cycles and length-3 paths was $O(mh)$ with amortized update time $O(h) [10]$ and $O(m)$ with amortized update time $O(m^{2/3})$ for 3-cycles [14]; for (other) 4-vertex subgraphs, it was $O(mh^{3/2})$ with amortized update time $O(h^{5/2}) [9]$.

- Thm 4, 5 Cor. 19, 6 Thm 20, 7 Cor. 25, 8 Thm 26, 9 [10], 10 [9], 11 [7].

| Subgraph | Non-induced subgraphs and s-subgraphs | Update | Query | Query Time | Space |
|----------|--------------------------------------|--------|--------|------------|-------|
|          | connected, $n = 4$                   | $O(m)^a$ | $O(m)^a$ | $O(1)$/ $O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | claw $\not\sim$                     | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | length-3 path $\not\sim$            | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | paw $\not\sim$                      | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | 3-cycle $\not\sim$                  | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | 4-cycle $\not\sim$                  | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | k-cycle, $k \geq 5$                 | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | diamond $\not\sim$                  | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | 4-clique $\not\sim$                 | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | s-claw $\not\sim$                   | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | s-length-3-path $\not\sim$          | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | s-paw $\not\sim$                    | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | s-3-cycle $\not\sim$                | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | s-4-cycle $\not\sim$                | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | s-k-cycle, $k \geq 5$, odd           | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | s-diamond $\not\sim$                | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |
|          | s-4-clique $\not\sim$               | $O(m)^a$ | $O(m)^a$ | $O(1)$/$O(m)^a$ | $O(1)$/$O(m)^a$ |

Induced subgraphs

| connected, $n = 4$ | $O(m)^a$ | $O(m)^a$ | $O(1)$/ $O(m)^a$ | $O(1)$ |

Based on the OMv conjecture we show that detecting (with probability at least 2/3 in the word-RAM model with $O(\log n)$ bit words) the existence of (non-induced) paws, diamonds, 4-cliques, or k-cycles for any $k \geq 3$ in a graph with edge insertions and deletions takes amortized update time $O(m^{1/2-\delta})$ or query time $O(m^{1-\delta})$ if only polynomial preprocessing time is allowed. This lower bound applies also to the worst-case update time of any insertions-only or deletions-only algorithm. Note that this lower bound does not only apply to counting the number of such subgraphs but already to detecting whether such a subgraph exists. Let $s$ be a fixed vertex in the graph. The same lower bounds apply to algorithms that detect whether a diamond, 4-clique, or k-cycle with odd $k$ containing $s$ exists. Finally, we also show a lower bound for counting the number of length-3 paths and length-3 s-paths. We remark that the conditional lower bounds for ($s$)-3-cycles were already known before [12].

We also use the Combinatorial k-Clique hypothesis which is defined as follows and has become popular in recent years (e.g. [20, 1, 5, 4]).

**Conjecture 2 (Combinatorial k-Clique).** For any constant $\delta > 0$, for an $n$-vertex graph there is no $O(n^{k-\delta})$ time combinatorial algorithm for k-clique detection with error probability at most 1/3 in the word-RAM model with $O(\log n)$ bit words.
Let $\delta > 0$ be a small constant. Based on the 4-clique conjecture we show that (with probability at least 2/3 in the word-RAM model with $O(\log n)$ bit words) there does not exist a combinatorial algorithm that counts any connected induced four-vertex subgraph in a dynamic graph with amortized update time $O(n^{4-2\delta}/m)$, which is $O(m^{1-\delta})$, and query preprocessing time $O(n^{4-2\delta})$. This bound applies also to any insertions-only algorithm. The bound can be extended to any $k$-clique with $k > 4$ showing that the amortized update time is $\Omega(n^{k-2\delta}/m)$ with $\Omega(n^{k-2\delta})$ preprocessing and query time.

Technical contribution. For the upper bounds we extend and improve upon Eppstein et al. [9] both with respect to running time and space. The high-level idea is as follows: We partition the vertices into (few) high-degree and (many) low-degree vertices and then maintain for each vertex, vertex pair, or vertex triple certain information in a data structure such as the number of certain paths up to length 3 that contain low-degree vertices. When an edge $\{u, v\}$ is updated, four-vertex subgraphs that contain $u$, $v$, and two other low-degree vertices can be quickly counted using the information in the data structure. On the other side, subgraphs that contain a high-degree vertex in addition to $u$ and $v$ can often be counted “from scratch” after each update as there are few high-degree vertices. The more challenging case is the situation where relationships involving two or more high-degree vertices in the subgraph need to be checked or maintained. How to deal with this depends on the subgraph to count. For diamonds, e.g., this requires to keep certain information about triples of vertices.

For the conditional lower bounds based on the combinatorial $k$-clique conjecture we first directly deduce the lower bound for incremental 4-clique counting. Then we use the fact that (a) we have a lower bound for 4-cliques, (b) we developed algorithms with $O(m^{2/3})$ update time for all non-induced subgraphs, and (c) there exist “counting formulas” that allow to compute the number of any induced subgraph based on the number of 4-cliques and the number of non-induced subgraphs. Thus, if the number of an induced subgraph pattern could be computed in $O(m^{1-\delta})$ time per update for some small $\delta > 0$ then we could use the corresponding counting formula and our algorithms for non-induced subgraphs to dynamically maintain the number of 4-cliques, contradicting our dynamic lower bound for 4-cliques.

For the conditional lower bounds based on the $OMv$ conjecture we construct for each subgraph pattern $P$ based on an 1-uMv instance (which is a variant of $OMv$) a suitable graph based on $P$ with $O(n)$ vertices and $O(n^2)$ edges such that detecting the existence of the (non-induced) version of $P$ in the graph equals finding the answer for the 1-uMv instance. Then the lower bound follows as in [12]. The challenge is to construct such a graph. We show how to do this for detecting non-induced ($s$)-paws, ($s$)-diamonds, ($s$)-4-cliques, and ($s$)-$k$-cycles for $k \geq 3$ and for counting non-induced length-3 ($s$)-paths.

Our paper gives in Section 2 the preliminaries, in Section 3 our new algorithms, and in Section 4 our lower bounds. Some proofs had to be omitted due to space and are given in the full version [11].

2 Preliminaries

Basic Definitions

We consider an undirected dynamic graph $G=(V,E)$ and use $n$ to denote the number of vertices and $m$ for the current number of edges. Two vertices $u \neq v$ are adjacent if there is an edge $e = \{u,v\} \in E$. In this case, $u$ and $v$ are incident to $e$. The neighborhood $N(v)$ of
a vertex $v$ is defined as $\{u \mid \{u, v\} \in E\}$ and $v$’s degree is $\deg(v) = |N(v)|$. As a shorthand notation to exclude just one vertex, we use $N_u(v) = N(v) \setminus \{u\}$ and $\deg_u(v) = |N_u(v)|$, i.e., $\deg_u(v) = \deg(v) - 1$ if $w \in N(v)$ and $\deg_u(v) = \deg(v)$ otherwise. A $k$-path (also length-$k$ path) is a sequence of distinct edges $\langle\{v_0, v_1\}, \{v_1, v_2\}, \ldots, \{v_{k-1}, v_k\}\rangle$ of length $k$, where $v_i \neq v_j$ for all $0 \leq i, j \leq k$. A $k$-cycle is a $k$-path where as an only exception the first vertex equals the last, i.e., $v_0 = v_k$. A 3-cycle is also called triangle. A claw is a graph consisting of a vertex $x$, called the central vertex, and three edges incident to it. A paw is a graph consisting of a triangle together with an additional edge attached to one of the vertices of the triangle. This vertex is called the central vertex of the paw and the additional edge the arm. A diamond is a 4-cycle with a chord, i.e., an additional edge connecting one of the two pairs of non-adjacent vertices, which creates two triangles sharing the chordal edge. A $k$-clique is the complete graph $K_k$ on $k$ vertices.

A graph $G' = (V', E')$ is a subgraph of $G$ if $V' \subseteq V$ and $E' \subseteq E$. A subgraph $G' = (V', E')$ is said to be induced if $E' = \{\{u, v\} \in E \mid u, v \in V'\}$. The term non-induced subgraph or just subgraph without an adjective refers to all subgraphs, induced and not. For a static graph $\mathcal{P}$, also called pattern, we denote by $c(G, \mathcal{P})$ the number of (non-induced) subgraphs of $G$ that are isomorphic to $\mathcal{P}$, and by $c_1(G, \mathcal{P})$ the number of induced subgraphs that are isomorphic to $\mathcal{P}$, in each case divided by the number of automorphisms of $\mathcal{P}$. For a vertex $s \in V$, we further denote by $c(G, \mathcal{P}, s)$ the number of non-induced subgraphs of $G$ that are isomorphic to $\mathcal{P}$ and contain $s$. We denote by $\mathbb{P}_k$ the set of connected subgraphs on $k$ vertices. There are six connected graphs in $\mathbb{P}_1$, which we refer to as length-3 path $\mathcal{P}_3$, claw $\mathcal{P}_4$, paw $\mathcal{P}_5$, 4-cycle $\mathcal{P}_6$, diamond $\mathcal{P}_7$, and 4-clique $\mathcal{P}_8$

Given a pattern $\mathcal{P}$, we study the problem of maintaining the number of occurrences of $\mathcal{P}$ as a subgraph or induced subgraph of $G$, called the non-induced subgraph count $c(G, \mathcal{P})$ or the induced subgraph count $c_1(G, \mathcal{P})$, respectively, of $\mathcal{P}$ in $G$, and the analogous problem of querying the count of non-induced subgraphs containing a specific predefined vertex $v \in V$ or edge $e \in E$, $c(G, \mathcal{P}, v)$ or $c(G, \mathcal{P}, e)$, respectively. Unless stated otherwise, maintaining a count implies that we can retrieve it by a query in constant time. We also study the closely related problem of querying the number of subgraphs containing a specific vertex or edge that is given only with the query.

Further Related Work

Detecting (or counting) subgraphs, also known as the subgraph isomorphism problem, generalizes the clique or Hamiltonian cycle problem and is hence \textit{NP}-hard. Nevertheless, it can be solved efficiently if the subgraphs to detect or count are restricted.

Static algorithms. Algorithms counting numbers of subgraphs and solving related problems have been studied extensively for static graphs. Alon, Yuster and Zwick [2] developed an algorithm to count the number of triangles and other circles (up to seven vertices) in a graph in time $O(n^{\omega})$, where $n$ denotes the number of vertices and $\omega < 2.373$ [19] is the fast matrix multiplication exponent, i.e., the smallest value such that two $n \times n$ matrices can be multiplied in $O(n^{\omega})$ time. Klosk, Kratsch and Müller [16] showed how to compute the number of 4-cliques in time $O(n^{(\omega+1)/2})$ ($m$ denotes the number of edges) and the number of any other subgraph of size 4 in time $O(n^{\omega}+m^{(\omega+1)/2})$. There is also a large body of work on parallel algorithms for counting subgraphs (see e.g. [18]) and to develop approximate algorithms in the streaming setting (see e.g. [6, 3]).
**Dynamic algorithms.** A more recent development is counting subgraph numbers for dynamic graphs. Kara et al. [14] provided an algorithm for counting triangles in amortized time $O(\sqrt{m})$ per update and $O(m)$ space, which can also enumerate them with constant time delay. Dhulipala et al. [7] extended it to a batch-dynamic parallel algorithm with $O(\Delta \sqrt{m})$ amortized work and $O(\text{polylog}(\Delta + m))$ depth w.h.p. for a batch of $\Delta$ updates. Based on a static algorithm to enumerate cliques, they show how to obtain a dynamic algorithm for maintaining the number of $k$-cliques for a fixed $k > 3$ with expected $O((m + \Delta)k^{-\delta})$ work and $O(\log^{-2} n)$ depth w.h.p. per update and $O(m + \Delta)$ space, where $\alpha \in O(\sqrt{m})$ is the arboricity of the graph. They also give a parallel fast matrix multiplication algorithm with $O(\min(\Delta m^{(2k-1)\omega_p/(3\omega_p+3)}, (\Delta + m)^{2(k+1)\omega_p/(3\omega_p+3)}))$ amortized work and $O(\log(\Delta + m))$ depth, with parallel matrix multiplication constant $\omega_p$. Eppstein et al. [9] also count all three-vertex subgraphs in directed graphs in amortized time $O(h)$. For specific graph classes, namely bounded expansion graphs, Dvorak and Tuma [8] gave a different algorithm for maintaining counts for arbitrary graph patterns $P$ of $k$ vertices the number of induced subgraphs of pattern $P$ in amortized time $O(\log^{(k^2-k)/2-1} n)$ and in amortized time $O(n')$ for any constant $c > 0$ in no-where dense graphs.

In recent subsequent work [13], it was shown that counting 4-cycles is hard also in random graphs, i.e., with $\Omega(m^{1/2-\delta})$ update time or $\Omega(m^{1-\delta})$ query time.

### 3 New Counting Algorithms for Subgraphs on Four Vertices

Counting the number of claws [10] and 4-cliques is fairly straightforward [7]. The latter extends to 4-vertex subgraphs in general, where all work is either done during the updates or queries.

**Observation 3** ([10]). Let $G = (V, E)$ be a dynamic graph and $P$ be the claw $\mathcal{A}$. Then, $c(G, P) = \sum_{v \in V, \deg(v) \geq 3} \binom{\deg(v)}{3}$. The count can be initialized in $O(n)$ time and maintained in constant time and space. We can query $c(G, P, \{u, v\})$ for an arbitrary edge $\{u, v\} \in E$ in constant time.

**Theorem 4.** Let $G = (V, E)$ be a dynamic graph and $P \in \mathbb{P}_4$. We can

(i) maintain $c(G, P)$ in worst-case $O(m)$ update time and constant space.
(ii) query $c(G, P, \{u, v\})$ for an arbitrary edge $\{u, v\} \in E$ in worst-case $O(m)$ time, with constant update time and space.
(iii) query $c(G, P, \{u, v\})$ for an arbitrary edge $\{u, v\} \in E$ in worst-case constant time, with $O(m)$ worst-case update time and $O(m)$ space.

For connected 4-vertex subgraphs other than the claw and the clique, we can invest space to achieve speedups in running time. In the following, we present our data structure and show how to update it efficiently. We then use different parts of the data structure to count different subgraphs. Specifically, we prove the following result:

**Theorem 5.** Let $G$ be a dynamic graph and $P \in \mathbb{P}_4$. We can maintain $c(G, P)$ in

(i) amortized $O(\sqrt{m})$ update time with $O(\min(m^{1.5}, n^2))$ space and query $c(G, P, e)$ for an arbitrary edge $e \in E$ in worst-case $O(\sqrt{m})$ time if $P$ is the length-3 path $\mathcal{P}$,
(ii) amortized $O(m^{2/3})$ update time with $O(n^2)$ space and query $c(G, P, e)$ for an arbitrary edge $e \in E$ in worst-case $O(m^{2/3})$ time if $P$ is the paw $\mathcal{A}$ or the 4-cycle $\mathcal{D}$,
(iii) amortized $O(m^{2/3})$ update time with $O(\min(nm, m^{5/3}))$ space and query $c(G, P, e)$ for an arbitrary edge $e \in E$ in worst-case $O(m^{2/3})$ time if $P$ is the diamond $\mathcal{O}$.
Our algorithm makes use of a standard technique in dynamic graph algorithms that partitions vertices into high-degree and low-degree vertices. We adapt it to our needs as follows: Let $m_0$ be the number of edges of $G$ at construction or when recomputing from scratch and let $M = 2m_0$. A recomputation from scratch and re-initialization of the partition is triggered whenever the current number of edges $m < \lfloor\frac{1}{4}M\rfloor$ or $m \geq M$. Initially and at each recomputation from scratch, a vertex $v \in V$ is classified as high-degree and added to partition $H$ if $\deg(v) \geq \theta$ and otherwise as low-degree and added to partition $L := V \setminus H$, for some threshold $\theta$. As $G$ evolves, a high-degree vertex $v$ is reclassified as low and moved to $L$ only if $\deg(v) < \frac{1}{2}\theta$. Vice-versa, a low-degree vertex $v$ is reclassified as high and moved to $H$ only if $\deg(v) \geq \frac{3}{2}\theta$. We call such a partition $(H, L)$ a dynamic vertex partition with threshold $\theta$. If $\theta = M^\epsilon$ for some $\epsilon \in [0, 1]$, we call the partition an $\epsilon$-partition.

**Theorem 6** ($\epsilon$-Partition [15]). Let $\epsilon \in [0, 1]$ and consider an $\epsilon$-partition $(H, L)$ for a dynamic graph $G = (V, E)$. Then, $|H| \in O(m^{1-\epsilon})$. The partition can be constructed in $O(n)$ time and maintained in amortized constant time per update with amortized $O(m^\epsilon)$ changes to the partition per update and $\Omega(m)$ updates between two recomputations from scratch. The required space is $O(n)$.

**Data Structure $D_\epsilon$**

We assume that the algorithm can access the degree of a vertex $v$ in constant time and, for each pair of vertices $u, v$ determine in constant time whether $(u, v) \in E$. In addition, we maintain the following data structure $D_\epsilon$ or a subset of it, if we are not only interested in counting some specific subgraphs on four vertices. All subgraph structures that are part of $D_\epsilon$ are non-induced. See Figure 1 for visualizations.

- an $\epsilon$-partition $(H, L)$
- For each vertex $v \in V$: $vLV[v]$: the number of 2-paths $\langle\{v, x\}, \{x, y\}\rangle$ with $x \in L$
- For each vertex $v \in H$: $t[v]$: the number of 3-cycles $\langle\{v, x\}, \{x, y\}, \{y, v\}\rangle$
- For each distinct, unordered pair of vertices $u, v \in V$:
  - $uLV[u, v]$: the number of 2-paths $\langle\{u, x\}, \{x, v\}\rangle$ with $x \in L$
  - $uLv[u, v]$: the number of length-3 paths $\langle\{u, x\}, \{x, y\}, \{y, v\}\rangle$ with $x, y \in L$
  - $cLV[u, v]$: the number of claws with a central vertex $x \in L$, $u \neq x \neq v$
  - $pLL[u, v]$: the number of paws with a central vertex $x \in L$, $u \neq x \neq v$, $u$ or $v$ at the other end of the arm, and fourth vertex $y \in L$
- For each distinct, unordered pair of vertices $u, v \in H$: $uHV[u, v]$: the number of length-2 paths $\langle\{v, x\}, \{x, v\}\rangle$ with $x \in H$
- For each distinct, unordered triple of vertices $u, v, w \in V$: $cL[u, v, w]$: the number of claws with a fourth vertex $x \in L$ at the center.

**Figure 1** Subgraph structures of $D_\epsilon$. Small and filled vertices have low degree, large and empty vertices high degree, medium-sized and shaded vertices can have either high or low degree. Anchors are marked by arrows.
For each auxiliary subgraph whose count is maintained by the data structure, we call vertices of the set that acts as key anchors, e.g., $u$ and $v$ are anchors for the 2-paths $\{\{u, x\}, \{x, v\}\}$ with $x \in \mathcal{L}$, which are counted by $u\mathcal{L}v[u,v]$. We use hash tables with $O(1)$ amortized access time and only store non-zero counts. Note that $u\mathcal{L}v$, $u\mathcal{L}v$, $u\mathcal{L}v$, and $c\mathcal{L}$ correspond to $s_2$, $s_3$, $s_5$, and $s_7$, respectively, in the algorithm by Eppstein et al. [9], whereas $u\mathcal{L}v$, $t$, and $c\mathcal{L}v$ are modifications of $s_0$, $s_1$, and $s_4$, and $u\mathcal{L}v$ has no equivalent at all. However, Eppstein et al. [9] use a different partitioning scheme, where there are at most $O(h)$ vertices of degree $\Omega(h)$, whereas in our case, there are at most $O(m^{1-\epsilon})$ vertices of degree $\Omega(m^{\epsilon})$, which requires a different running time analysis also for the common auxiliary counts.

We generally assume that in case of an edge insertion, the auxiliary counts are updated immediately before the counts of interest, and in reverse order for an edge deletion. The update of the $\epsilon$-partition can either happen first or last (but not in between). We also assume that we start with an empty graph and all counts are initialized to zero.

**Maintaining the Data Structure $\mathcal{D}_\epsilon$**

Given a dynamic graph $G = (V,E)$ and $\epsilon \in [0,1]$, we show how the components of the data structure $\mathcal{D}_\epsilon$ can be updated after an edge insertion or deletion and if a vertex changes partition. We start with a helper lemma:

**Lemma 7.** Let $aux$ be an auxiliary subgraph count in $\mathcal{D}_\epsilon$ with worst-case update time $\mathcal{E}_{aux}$ after an edge insertion or deletion, worst-case update time $\mathcal{V}_{aux}$ after a vertex changes partition, and $\mathcal{S}_{aux}$ space. Then, $\mathcal{D}_\epsilon$ with $aux$ can be maintained in amortized update time $O(\mathcal{E}_{aux} + \mathcal{V}_{aux} \cdot m^{-\epsilon})$ with $O(n + \mathcal{S}_{aux})$ space.

**Proof.** By Theorem 6, the $\epsilon$-partition can be maintained in $O(n)$ space and such that there are $\Omega(m)$ updates between two recomputations of the partition from scratch. After each such complete repartitioning, we set $aux$ to zero and re-insert all edges one-by-one. The total recomputation time hence is $O(m \cdot \mathcal{E}_{aux})$ and amortization over $\Omega(m)$ edge updates results in an amortized edge update time of $O(\mathcal{E}_{aux})$. By Theorem 6, there are amortized $O(m^{1-\epsilon})$ vertices changing partition per edge update, hence the claim follows. ▶

As the insertion and deletion operations are entirely symmetric and only differ in whether a certain amount is added or subtracted from the stored counts, we only give the details for edge insertions in the following. Similarly, we only consider the case that a vertex $v$ changes from $\mathcal{L}$ to $\mathcal{H}$; the other case is symmetric. Note that if $v$ is about to change partitions, $\text{deg}(v) \in \Theta(m^{\epsilon})$.

**Lemma 8.** $\mathcal{D}_\epsilon$ with $v\mathcal{L}v$ can be maintained in amortized $O(m^{\epsilon})$ update time and $O(n)$ space.

**Proof.** Let $\{u,v\}$ be the newly inserted edge. If $u \in \mathcal{L}$ ($v \in \mathcal{L}$), increase $v\mathcal{L}v[w]$ by one for each $w \in N_v(u)$ ($w \in N_v(v)$) and increase $v\mathcal{L}v[v]$ by $\text{deg}(u) - 1$ ($v\mathcal{L}v[u]$ by $\text{deg}(v) - 1$). This takes $O(m^{\epsilon})$ time.

If a vertex $v \in \mathcal{L}$ changes to $\mathcal{H}$, this affects all length-2 paths where $v$ is the central, low-degree vertex. For each neighbor $w \in N(v)$, decrease $v\mathcal{L}v[w]$ by $\text{deg}(v) - 1$. The running time is $O(\text{deg}(v)) = O(m^{\epsilon})$.

As each vertex may be adjacent to at least one low-degree vertex, the space requirement is $O(n)$. By Lemma 7, $\mathcal{D}_\epsilon$ with $v\mathcal{L}v$ can hence be maintained in $O(m^{\epsilon})$ amortized update time and $O(n)$ space. ▶
\[ \text{Lemma 9.} \quad D_c \text{ with } \mu L \nu \text{ can be maintained in amortized } O(m^\varepsilon) \text{ time per update and } O(\min(m^{1+\varepsilon}, n^2)) \text{ space.} \]

Proof. Let \( \{u, v\} \) be the newly inserted edge. If \( u \in L \ (v \in L) \), increment \( \mu L \nu [v, w] \) (\( \mu L \nu [u, w] \)) by one for each \( w \in N_v(u) \ (w \in N_u(v)) \). This takes \( O(m^\varepsilon) \) time.

If a vertex \( v \in L \) changes to \( H \), this affects all length-2 paths where \( v \) is the central, low-degree vertex. For each pair of distinct neighbors \( x, y \in N(v) \), decrease \( \mu L \nu [x, y] \) by 1. The running time is \( O(\deg(v)^2) = O(m^2\varepsilon) \).

Each edge may be incident to at least one low-degree vertex \( v \) and form \( O(m^\varepsilon) \) length-2 paths with the other edges incident to \( v \). The space requirement hence is \( O(\min(m^{1+\varepsilon}, n^2)). \)

By Lemma 7, \( D_c \) with \( \mu L \nu \) can hence be maintained in \( O(m^\varepsilon + m^{2\varepsilon}m^{-\varepsilon}) = O(m^\varepsilon) \) amortized update time and \( O(\min(m^{1+\varepsilon}, n^2)) \) space. \( \blacksquare \)

\[ \text{Lemma 10.} \quad D_c \text{ with } t \text{ can be maintained in amortized } O(m^{\max(1-\varepsilon, \varepsilon)}) \text{ time per update and } O(\min(m^{1+\varepsilon}, n^2)) \text{ space.} \]

Proof. Let \( \{u, v\} \) be the newly inserted edge. For each \( h \in H \), increment \( t[h] \) by one if \( h \) is adjacent to both \( u \) and \( v \). If \( u \in H \ (v \in H) \), increment \( t[u] \ (t[v]) \) by one for each \( h \in H \) that is adjacent to both \( u \) and \( v \), and increment \( t[u] \ (t[v]) \) by \( \mu L \nu [u, v] \). This takes \( O(|H|) = O(m^{1-\varepsilon}) \) time.

If a vertex \( v \in L \) changes to \( H \), then for each pair of distinct neighbors \( x, y \in N(v) \) such that \( \{x, y\} \in E \), we increase \( t[x] \) by one. Otherwise, if \( v \) changes from \( H \) to \( L \), set \( t[v] := 0 \). The running time is \( O(\deg(v)^2) = O(m^2\varepsilon) \).

By Lemma 9, \( D_c \) with \( \mu L \nu \) can be maintained in amortized \( O(m^\varepsilon) \) update time and \( O(\min(m^{1+\varepsilon}, n^2)) \) space. As \( |H| \in O(m^{1-\varepsilon}) \), the space requirement for \( t \) is \( O(\min(m^{1+\varepsilon}, n^2)) \). By Lemma 7, \( D_c \) with \( t \) can be maintained in \( O(m^{1-\varepsilon} + m^{2\varepsilon}m^{-\varepsilon}) + O(m^\varepsilon) = O(m^{\max(1-\varepsilon, \varepsilon)}) \) amortized update time and \( O(\min(m^{1+\varepsilon}, n^2)) \) space. \( \blacksquare \)

\[ \text{Lemma 11.} \quad D_c \text{ with } \mu L \mu L \nu \text{ can be maintained in amortized } O(m^{2\varepsilon}) \text{ time per update and } O(\min(m^{1+2\varepsilon}, n^2)) \text{ space.} \]

Proof. Let \( \{u, v\} \) be the newly inserted edge. If \( u \in L \ (v \in L) \), we count the length-3 paths starting/ending with \( \{u, v\} \) as follows: For each low-degree neighbor \( w \in N_v(u) \cap L \) (\( w \in N_u(v) \cap L \)), increment \( \mu L \mu L \nu [v, x] \ (\mu L \nu [u, x]) \) by one for each \( x \in N(w) \setminus \{u, v\} \). This takes \( O(m^{2\varepsilon}) \) time. If both \( u \in L \) and \( v \in L \), we additionally count the length-3 paths having \( \{u, v\} \) as centerpiece in \( O(\deg(v)^2) = O(m^2\varepsilon) \) time: For each pair of distinct vertices \( x, y \) with \( x \in N_v(u), y \in N_u(v) \), increment \( \mu L \mu L \nu [x, y] \) by one.

If a vertex \( v \in L \) changes to \( H \), we iterate over all pairs of distinct vertices \( y, w \), where \( y \in N_v(x) \) for some low-degree neighbor \( x \in N(v) \cap L \) and \( w \in N_v(x) \), and decrease \( \mu L \nu [w, y] \) by one. As \( v \) has \( O(m^{2\varepsilon}) \) pairs of neighbors and each low-degree neighbor has in turn \( O(m^\varepsilon) \) neighbors, the running time is in \( O(m^{3\varepsilon}) \).

Each edge may be incident to two low-degree vertices and hence form \( O(m^{2\varepsilon}) \) length-3 paths with the other edges incident to the end vertices. The space requirement hence is \( O(\min(m^{1+2\varepsilon}, n^2)). \) By Lemma 7, \( D_c \) with \( \mu L \mu L \nu \) can be maintained in \( O(m^{2\varepsilon} + m^{3\varepsilon}m^{-\varepsilon}) = O(m^{2\varepsilon}) \) amortized update time and \( O(\min(m^{1+2\varepsilon}, n^2)) \) space. \( \blacksquare \)

\[ \text{Lemma 12.} \quad D_c \text{ with } c L \nu \text{ can be maintained in amortized } O(m^{2\varepsilon}) \text{ time per update and } O(n \min(n, m^{2\varepsilon})) \text{ space.} \]

Proof. Let \( \{u, v\} \) be the newly inserted edge. If \( u \in L \ (v \in L) \), we update the number of claws where \( u \ (v \) is the central vertex as follows: For each pair of distinct neighbors \( x, y \in N_v(u) \ (x, y \in N_u(v)) \), increment \( c L \nu [x, y] \) by one. This accommodates for the claws.
where \( v(u) \) is not an anchor vertex and takes \( O(m^2) \) time. For the other case, increment \( c_{LV}[v, w] \) \( (c_{LV}[u, w]) \) by \( \text{deg}(u) - 2 \) \( (\text{deg}(v) - 2) \) for each \( w \in N(v)(w \in N(u)) \) in \( O(m^2) \) time.

If a vertex \( v \in \mathcal{L} \) changes to \( \mathcal{H} \), we decrease \( c_{LV}[x, y] \) by \( \text{deg}(v) - 2 \) for each pair of distinct neighbors \( x, y \in N(v) \) in total \( O(\text{deg}(v)^2) = O(m^2) \) time.

As each vertex may be adjacent to at least one low-degree vertex and we store the count for all pairs, the space requirement is in \( O(n^2) \). On the other hand, each low-degree vertex has at most \( O(m^{2\varepsilon}) \) neighbors that can serve as anchors, which yields a space requirement of \( O(nm^{2\varepsilon}) \). By Lemma 7, \( D \) with \( c_{LV} \) can be maintained in \( O(m^{2\varepsilon} + m^{2\varepsilon}m^{-\varepsilon}) = O(m^{2\varepsilon}) \) amortized update time and \( O(n \min(n, m^{2\varepsilon})) \) space.

**Lemma 13.** \( D \) with \( p_{LL} \) can be maintained in amortized \( O(m^{2\varepsilon}) \) time per update and \( O(\min(n^2, nm^{2\varepsilon})) \) space.

**Proof.** Let \( \{u, v\} \) be the newly inserted edge.

If \( u \in \mathcal{L} (v \in \mathcal{L}) \): First, we update all paws where \( u(v) \) is the central vertex and \( v(u) \) is the anchor vertex at the arm: For each ordered pair of distinct neighbors \( x, y \in N(v) \) \( (x, y \in N(u)) \) such that \( x \in \mathcal{L} \) and \( \{x, y\} \in E \), increment \( p_{LL}[v, y] \) \( (p_{LL}[u, y]) \) by one. This can be done in \( O(m^{2\varepsilon}) \) time. Second, we update all paws where \( u(v) \) is the central vertex and \( v(u) \) is the anchor vertex in the triangle: For each ordered pair of distinct neighbors \( x, y \in N(v) \) \( (x, y \in N(u)) \) such that \( x \in \mathcal{L} \) and \( \{x, v\} \in E \) \( (\{x, u\} \in E) \), increment \( p_{LL}[v, y] \) \( (p_{LL}[u, y]) \) by one. This again can be done in \( O(m^{2\varepsilon}) \) time. Third, we update all paws where \( u(v) \) is the non-anchor, non-central vertex in the triangle and \( v(u) \) is the anchor vertex in the triangle: For each neighbor \( x \in N(u) \) \( (x \in N(v)) \) with \( x \in \mathcal{L} \) and \( \{v, x\} \in E \) \( (\{u, x\} \in E) \), increment \( p_{LL}[v, y] \) \( (p_{LL}[u, y]) \) by one for each \( y \in N(x) \setminus \{u, v\} \).

The running time is in \( O(m^{2\varepsilon}) \), as \( u, v \in \mathcal{L} \).

If both \( u \in \mathcal{L} \) and \( v \in \mathcal{L} \), we update all paws where \( \{u, v\} \) connects the central vertex to the non-anchor vertex in the triangle: For each ordered pair of distinct neighbors \( x, y \in N(v) \) \( (x, y \in N(u)) \) with \( \{x, v\} \in E \) and each ordered pair of distinct neighbors \( x, y \in N(v) \) with \( \{x, u\} \in E \), increment \( p_{LL}[x, y] \) by one. The running time is in \( O(\text{deg}(u)^2 + \text{deg}(v)^2) = O(m^{2\varepsilon}) \).

If a vertex \( v \in \mathcal{L} \) changes to \( \mathcal{H} \): For all paws where \( v \) was the central vertex, we iterate over all unordered pairs of neighbors \( y, z \in N(v) \) and every neighbor \( x \in N(v) \) \( \cap \mathcal{L} \) such that \( y \neq x \neq z \). If \( \{x, y\} \in E \), we decrease \( p_{LL}[y, z] \) by one, and if \( \{x, z\} \in E \), we also decrease \( p_{LL}[y, z] \) by one. For all paws where \( v \) was the low-degree, non-central vertex in the triangle, we iterate over all pairs of distinct neighbors \( x, y \in N(v) \) such that \( \{x, y\} \in E \) and \( x \in \mathcal{L} \), and, for each \( z \in N(x) \setminus \{v, y\} \), decrease \( p_{LL}[y, z] \) by one. In this case, \( \{x, z\} \) forms the arm. As \( \text{deg}(x) \in O(m^\varepsilon) \) in the second case, the total running time is \( O(\text{deg}(v)^3 + \text{deg}(v)^2m^\varepsilon) = O(m^{3\varepsilon}) \).

The argument for the space requirement is the same as for to \( c_{LV} \) and \( O(n \min(n, m^{2\varepsilon})) \) by Lemma 12. By Lemma 7, \( D \) with \( p_{LL} \) can be maintained in \( O(m^{2\varepsilon} + m^{3\varepsilon}m^{-\varepsilon}) = O(m^{2\varepsilon}) \) amortized update time and \( O(n \min(n, m^{2\varepsilon})) \) space.

**Lemma 14.** \( D \) with \( u_{HV} \) can be maintained in amortized \( O(m^{2\varepsilon}) \) time per update and \( O(n + \min(n^2, m^{2\varepsilon})) \) space.

**Proof.** Let \( \{u, v\} \) be the newly inserted edge. If \( u, v \in \mathcal{H} \), we iterate over all \( h \in \mathcal{H} \setminus \{u, v\} \). If \( h \) is adjacent to \( u(v) \), increment \( u_{HV}[h, v] \) \( (u_{HV}[u, h]) \) respectively, by one. The running time is \( O(|\mathcal{H}|) = O(m^{1-\varepsilon}) \).

If a vertex \( v \in \mathcal{L} \) changes to \( \mathcal{H} \) (analogously vice-versa): For each pair of distinct high-degree neighbors \( x, y \in N(v) \) \( \cap \mathcal{H} \), increment \( u_{HV}[x, y] \) by one in total \( O(\text{deg}(v)^2) = O(m^{2\varepsilon}) \) time. *Only if* \( v \) changes from \( \mathcal{L} \) to \( \mathcal{H} \): For every high-degree neighbor \( w \in N(v) \) \( \cap \mathcal{H} \), we
iterate over all $h \in H$ and increase $\mathbf{uHV}[v, h]$ by one if $\{w, h\} \in E$ in total $O(\deg(v) \cdot |H|) = O(m^\varepsilon \cdot m^{1-\varepsilon}) = O(m)$ time. Only if $v$ changes from $H$ to $\mathcal{L}$, we set $\mathbf{uHV}[v, h] := 0$ for each $h \in H$ in total $O(|H|) = O(m^{1-\varepsilon})$ time. The overall time is hence $O(m^{\max(2\varepsilon, 1)})$.

There are $O(\min(n, m^{1-\varepsilon}))$ high-degree vertices, which results in $O(\min(n^2, m^{2-\varepsilon}))$ pairs of anchor vertices. $\mathcal{D}_e$ with $\mathbf{cL}$ can hence be maintained in $O(m^{1-\varepsilon} + m^{\max(2\varepsilon, 1)} n^{1-\varepsilon}) = O(m^{\max(1-\varepsilon, \varepsilon)})$ amortized update time and $O(n + \min(n^2, m^{2-2\varepsilon}))$ space by Lemma 7.

*Lemma 15.* $\mathcal{D}_e$ with $\mathbf{cL}$ can be maintained in amortized $O(m^{2\varepsilon})$ time per update and $O(\min(n^3, nm^{3\varepsilon}, m^{1+2\varepsilon}))$ space.

**Proof.** Let $\{u, v\}$ be the newly inserted edge. If $u \in \mathcal{L} (v \in \mathcal{L})$, increment $\mathbf{cL}[v, x, y] (\mathbf{cL}[u, x, y])$ by one for each pair of distinct neighbors $x, y \in N_v(u)$ ($x, y \in N_u(v)$). This takes $O(m^{2\varepsilon})$ time.

If a vertex $v \in \mathcal{L}$ changes to $H$: For each triple of distinct neighbors $x, y, z \in N(v)$, we decrease $\mathbf{cL}[x, y, z]$ by one in total $O(\deg(v)^3) = O(m^{3\varepsilon})$ time.

As each edge may be incident to a low-degree vertex $v$, the number of triples with non-zero count for $\mathbf{cL}$ is in $O(\min(n^3, nm^{3\varepsilon}, m^{1+2\varepsilon}))$. By Lemma 7, $\mathcal{D}_e$ with $\mathbf{cL}$ can be maintained in $O(m^{2\varepsilon} + m^{3\varepsilon-\varepsilon}) = O(m^{2\varepsilon})$ amortized update time and $O(\min(n^3, m^{1+2\varepsilon}))$ space.

**Non-Induced Subgraph Counts**

We are now ready to prove Theorem 5 and show for each connected subgraph on four vertices how to count it using the data structure $\mathcal{D}_e$.

*Lemma 16.* Let $G = (V, E)$ be a dynamic graph, $\varepsilon \in [0, 1]$, and $\mathcal{P}$ be the diamond $\ Diamonds$. We can query $\mathbf{c}(G, \mathcal{P}, \{u, v\})$ for an arbitrary edge $\{u, v\} \in E$ in $O(\min(m^{\max(1-\varepsilon, 2\varepsilon)}, n^2))$ worst-case time if we maintain the data structure $\mathcal{D}_e$ with auxiliary counts $\mathbf{uLV}, \mathbf{pLL}, \mathbf{uHV},$ and $\mathbf{cL}$.

**Proof.** Edge $\{u, v\}$ can either be the chord of the diamond or be part of the 4-cycle. See Figure 2 for an illustration.

For the first case, where $\{u, v\}$ is the chord: (a) If $u, v \in \mathcal{H},$ we can obtain the number of length-2 paths between $u$ and $v$ as $p = \mathbf{uLV}[u, v] + \mathbf{uHV}[u, v]$. As each pair of length-2 paths forms a diamond with $\{u, v\},$ the total number of diamonds is $\binom{p}{2}$. (b) Otherwise, $\{u, v\} \cap \mathcal{L} \neq \emptyset$. W.l.o.g., $u \in \mathcal{L}$. We then iterate over all distinct, unordered pairs of neighbors $x, y \in N_v(u)$ in $O(\deg(u)^2) = O(\min(m^{2\varepsilon}, n^2))$ time. For each such pair with $\{x, v\}, \{y, v\} \in E,$ we count one diamond.

For the second case, where $\{u, v\}$ is part of the cycle, we distinguish between the degrees of the other two vertices. (a) The number of diamonds where the other two vertices have low degree is given by $\mathbf{pLL}[u, v]$. Note that either $u$ or $v$ is incident to the chord. (b) The number of diamonds where the other vertex incident to the chord has low degree and...
the fourth vertex has high degree can be obtained by iterating over all \( h \in \mathcal{H} \setminus \{u, v\} \) in \( O(|\mathcal{H}|) = O(\min(m^{1-\varepsilon}, n)) \) time. If either \( \{h, u\} \in E \) or \( \{h, v\} \in E \), we have \( 2L[u, v, h] \) more diamonds. If both \( \{h, u\}, \{h, v\} \in E \), we add \( 2L[u, v, h] \) to the number of diamonds. (c, d) The number of diamonds where the other vertex incident to the chord has high degree can be obtained as follows: (c) If \( u \in \mathcal{H} \) (\( v \in \mathcal{H} \)), the number of diamonds where the chord is incident to \( u (v) \) can be obtained by iterating over all \( h \in \mathcal{H} \setminus \{u, v\} \) in \( O(|\mathcal{H}|) = O(\min(m^{1-\varepsilon}, n)) \) time. For each such vertex \( h \), we check whether \( \{u, h\}, \{v, h\} \in E \) and add \( uL[v, h] + uL[v, h] - 1 \) to the number of diamonds. The correction by 1 is necessary because the auxiliary counts also contain the path \( \langle \{u, v\}, \{h, v\} \rangle \) \( \langle \{h, u\}, \{v, u\} \rangle \). (d) If \( u \in \mathcal{L} \) (\( v \in \mathcal{L} \)), we iterate over all high-degree neighbors \( h \in \mathcal{N}_u(v) \cap \mathcal{H} \) (\( h \in \mathcal{N}_u(v) \cap \mathcal{H} \)) and in each case over all \( x \in \mathcal{N}(u) \setminus \{v, h\} \) (\( x \in \mathcal{N}(v) \setminus \{u, h\} \)) in total \( O(\min(m^{2\varepsilon}, n^2)) \) time and count one diamond each if \( \{h, x\}, \{h, v\} \in E \) \( \langle \{h, x\}, \{h, u\} \rangle \).

**Lemma 17.** Let \( G = (V, E) \) be a dynamic graph and \( \mathcal{P} \) be the diamond \( \bigDelta \). We can maintain \( c(G, \mathcal{P}) \) in amortized \( O(m^{2/3}) \) update time and \( O(\min(nm, m^2)) \) space. We can query \( c(G, \mathcal{P}, e) \) for an arbitrary edge \( e \in E \) in worst-case \( O(m^{2/3}) \) time.

**Proof.** After an edge \( \{u, v\} \) was inserted or before an edge \( \{u, v\} \) is removed, the number of diamonds containing it can be obtained in \( O(\min(m^{\max(1-\varepsilon, 2\varepsilon)}, n^2)) \) worst-case time by Lemma 16 if \( \mathcal{D}_e \) with auxiliary counts \( uL, \mathcal{pL}, uL, \text{ and } \mathcal{L} \) is maintained. By Lemma 9, Lemma 13, Lemma 14, and Lemma 15, this can be done in amortized \( O(m^5 + m^{\max(1-\varepsilon, \varepsilon)} + m^2) = O(m^{\max(1-\varepsilon, 2\varepsilon)}) \) and \( O(\min(n^3, \max(n^3, nm^{2\varepsilon}, m^{2-2\varepsilon}, m^{1+2\varepsilon})) \) space. Together with the cost for the query, this yields a total amortized update time of \( O(m^{\max(1-\varepsilon, 2\varepsilon)}) = O(m^{2\varepsilon}) \) for \( \epsilon = \frac{1}{2} \) and \( O(\min(nm, m^2)) \) space. By Lemma 16, the worst-case time to query \( c(G, \mathcal{P}, e) \) for an arbitrary edge \( e \in E \) is \( O(m^{2/3}) \).

**Queries with Vertices and Edges and Non-Induced \( s \)-Subgraph Counts**

With similar techniques, we can count non-inducing triangles containing a specified vertex or edge as well as maintain \( s \)-subgraph counts for patterns with up to four vertices.

**Theorem 18.** Let \( G = (V, E) \) be a dynamic graph, \( \mathcal{P} \) be the 3-cycle \( \bigDelta \), and \( \varepsilon \in [0, 1] \). We can query \( c(G, \mathcal{P}, a) \) for an arbitrary vertex or edge \( a \) in

(i) worst-case \( O(\min(m^{2\varepsilon}, n^2)) \) time with \( O(m^{\max(\varepsilon, 1-\varepsilon)}) \) amortized update time and \( O(\min(n^2, m^{1+\varepsilon})) \) space if \( a \in V \),

(ii) worst-case time \( O(\min(m^{1-\varepsilon}, n)) \) with \( O(m^5) \) amortized update time and \( O(\min(n^2, m^{1+\varepsilon})) \) space if \( a \in E \).

**Corollary 19.** Let \( G = (V, E) \) be a dynamic graph and \( \mathcal{P} \) the 3-cycle \( \bigDelta \). We can maintain \( c(G, \mathcal{P}) \) with an amortized update time of \( O(\sqrt{n}) \) and \( O(\min(n^2, m^{1.5})) \) space and query \( c(G, \mathcal{P}, e) \) for \( e \in E \) arbitrary in worst-case \( O(\sqrt{n}) \) time. We can query \( c(G, \mathcal{P}, v) \) for arbitrary \( v \in V \) in worst-case \( O(m^{2/3}) \) time with an amortized update time of \( O(m^{2/3}) \) and \( O(\min(n^2, m^{1/3})) \) space.

**Theorem 20.** Let \( G = (V, E) \) be a dynamic graph, \( s \in V \), and \( \mathcal{P} \) be a connected subgraph. We can maintain the non-induced \( s \)-subgraph count \( c(G, \mathcal{P}, s) \) in

(i) worst-case constant update time and constant space if \( \mathcal{P} \) is the claw \( \bigLambda \),

(ii) amortized update time \( O(\sqrt{n}) \) and \( O(n) \) space if \( \mathcal{P} \) is the 3-cycle \( \bigDelta \) or the length-3 path \( \bigP \),

(iii) amortized update time \( O(m^{2/3}) \) and \( O(n^2) \) space if \( \mathcal{P} \) is the paw \( \bigP \), the 4-cycle \( \bigD \), or the diamond \( \bigDelta \),

(iv) worst-case update time \( O(n) \) and constant space if \( \mathcal{P} \) is the 4-clique \( \bigBox \).
4 Lower Bounds

We give new lower bounds for detecting and counting induced and non-induced subgraphs.

Induced Subgraph Counts

Our results for counting induced subgraphs on four vertices are conditioned on the combinatorial k-clique conjecture:

**Theorem 21.** Let $G$ be a dynamic graph, $P \in \mathbb{P}_4$, and let $\gamma > 0$ be a small constant. There is no incremental or fully dynamic combinatorial algorithm with preprocessing time $O(m^{2-\gamma})$ for maintaining $c_1(G, P)$ in amortized update time $O(m^{1-\gamma})$ and query time $O(m^{2-\gamma})$, unless the k-clique conjecture fails.

Before we turn to the proof, we recall the following relations between subgraph counts.

**Proposition 23 ([17]).** Let $G, P$ be graphs and let $k$ be the number of vertices of $P$. Then,

$$c(G, P) = \sum_{P \in \mathbb{P}_k} c_1(G, P) \cdot c(P, \mathbb{P}).$$

**Lemma 24.** Let $G = (V, E)$ be a graph. The following relationships between induced and non-induced subgraph counts hold:

$$c_1(G, \bigotimes) = c(G, \bigotimes)$$
$$c_1(G, \bigtriangledown) = c(G, \bigtriangledown) - 6c_1(G, \bigotimes)$$
$$c_1(G, \odot) = c(G, \odot) - c(G, \bigtriangledown) + 3c_1(G, \bigotimes)$$
$$c_1(G, \triangleleft) = c(G, \triangleleft) - 4c(G, \bigtriangledown) + 12c_1(G, \bigotimes)$$
$$c_1(G, \triangleleft) = c(G, \triangleleft) - c(G, \bigtriangleup) + 2c(G, \bigtriangledown) - 4c_1(G, \bigotimes)$$
$$c_1(G, \bigtriangledown) = c(G, \bigtriangledown) - 2c(G, \triangleleft) - 4c(G, \odot) + 6c(G, \bigtriangledown) - 12c_1(G, \bigotimes)

Proof. Let $P \in \mathbb{P}_4$. The statement follows from Proposition 23 and Lemma 22 by substituting equations and solving them for $c_1(G, P)$ in the order as listed.

**Corollary 25.** Let $G = (V, E)$ be a dynamic graph and $P \in \mathbb{P}_4$. We can maintain $c_1(G, P)$ with $O(m)$ worst-case update time and constant space.

**Proof of Theorem 21.** First consider the case that $P = \bigotimes$. Suppose there is an incremental or fully dynamic algorithm $A$ that maintains $c_1(G, P)$ in time $O(m^{2-\gamma})$ with query time $O(m^{2-\gamma})$ for some $\gamma > 0$. Construct an algorithm $A'$ for static 4-clique detection as follows: Run $A$ on an initially empty graph, insert all edges one-by-one in total $O(m^{2-\gamma})$ time, and query the result in $O(m^{2-\gamma})$ time. As $O(m^{2-\gamma}) = O(m^{1-\gamma})$ this contradicts Conjecture 2.

For the remaining five induced four-vertex subgraphs, let $P$ be such a subgraph. We construct a deterministic algorithm $A'$ for static 4-clique detection as follows: $A'$ executes the above operations for our non-induced subgraph counting algorithm from Sect. 3, which can maintain the number of all connected subgraphs on four vertices with $O(m^{2/3})$ amortized update time and $O(1)$ query time by Theorem 5. It thus takes $O(m^{2/3})$ time in total to compute $c(G, P')$ for all $P' \in \mathbb{P}_4 \setminus \{\bigotimes\}$. Assume by contradiction that there exists an algorithm...
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\[ M = \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 \end{pmatrix} \]

\[ u^T = (1 \ 1 \ 0) \]

\[ v^T = (0 \ 1 \ 1 \ 0) \]

\[ u^T M v = \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 \end{pmatrix} \begin{pmatrix} 1 \ 1 \ 0 \ 0 \end{pmatrix} = 0 \]

\[ v^T M v = \begin{pmatrix} 0 & 1 & 1 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 \end{pmatrix} = 2 \]

\[ A^* \text{ that maintains } c_1(G, P) \text{ in update time } O(m^{1-\gamma}) \text{ and query time } O(m^{2-\gamma}). \]

Then \( A' \) also executes the same operations with \( A^* \) to compute \( c_1(G, P) \). Using the formula for \( P \) in Lemma 24, \( A' \) can solve the static 4-clique detection problem in time \( O(m^{\max(5/3,2-\gamma)}) \subseteq O(n^{4-\delta}) \) time for \( \delta = \min(2\gamma, 2/3) > 0 \), a contradiction to Conjecture 2.

Non-Induced Subgraph Counts

In this section, we give new lower bounds for detecting (and thus counting) cycles of arbitrary length, paws, diamonds, and 4-cliques\(^1\), as well as counting length-3 paths. Our results are based on the OMv conjecture. In [12] it is proven that instead of reducing from OMv directly it suffices to reduce from the following 1-uMv version: For any positive integer parameters \( n_1, n_2 \), given an \( n_1 \times n_2 \) matrix \( M \), there is no algorithm with preprocessing time polynomial in \( n_1 \) and \( n_2 \) that computes for an \( n_1 \)-dimensional vector \( u \) and an \( n_2 \)-dimensional vector \( v \) the product \( u^T M v \) in time \( O(n_1n_2^{1-\delta} + n_1n_2^{1-\delta}) \) for any small constant \( \delta > 0 \) with error probability of at most \( \frac{1}{3} \) in the word-RAM model with \( O(\log n) \) bit words.

\[ \textbf{Theorem 26.} \text{ Let } G \text{ be a partially dynamic graph and let } P \text{ be the paw } \nabla \text{ or the diamond } \bigtriangleup, \text{ the 4-clique } \Box \text{ or a } k \text{-cycle with } k \geq 3. \text{ On condition of Conjecture 1, there is no partially dynamic algorithm to maintain whether } c(G, P) > 0 \text{ with polynomial preprocessing time and worst-case update time } O(n_1^{1/2-\delta}) \text{ and query time } O(n_1^{1-\delta}) \text{ with an error probability of at most } 1/3 \text{ for any } \delta > 0. \] This also holds for fully dynamic algorithms with amortized update time and for paws, diamonds, 4-cliques, or odd \( k \)-cycles containing a specific vertex \( s \), as well as for maintaining the number of length-3 paths \( \rho \) and the number of length-3 paths containing a specific vertex \( s \).

\[ \text{Our constructions build on the following graph (see Figure 3 for an example).} \]

\[ \textbf{Definition 27} \text{(}G_{M,g,h}\text{).} \text{ Given a matrix } M \in \{0,1\}^{n_1 \times n_2} \text{ and two integers } g, h \geq 0, \text{ we denote by } G_{M,g,h} = (L^{(p)} \cup R^{(q)}), E_L \cup E_R \cup E_M \text{ the } (g \cdot h + 2)\text{-partite graph with } \]

\[ L^{(p)} = \{l_1^{(p)}, \ldots, l_{n_1}^{(p)}\}, \quad 0 \leq p \leq g; \quad E_L = \{(l_i^{(p)}, l_{i+1}^{(p)}) | 1 \leq i \leq n_1 \wedge 0 \leq p < g\} \]

\[ R^{(q)} = \{r_1^{(q)}, \ldots, r_{n_2}^{(q)}\}, \quad 0 \leq q \leq h; \quad E_R = \{(r_j^{(q)}, r_{j+1}^{(q)}) | 1 \leq j \leq n_2 \wedge 0 \leq q < h\} \]

\[ \text{and } E_M = \{(l_i^{(p)}, r_j^{(q)}) | M_{ij} = 1\}. \text{ } G_{M,g,h} \text{ has } (g + 1) \cdot n_1 + (h + 1) \cdot n_2 \text{ vertices and at most } n_1n_2 + g \cdot n_1 + h \cdot n_2 \text{ edges. All vertices } x \text{ in } L^{(p)} \text{ for } 1 \leq p < g \text{ and in } R^{(q)} \text{ for } 1 \leq q < h \text{ have } \deg(x) = 2, \text{ whereas all vertices } y \text{ in } L^{(0)} \text{ and in } R^{(0)} \text{ have } \deg(y) = 1. \]

\[ \text{For convenience, we set } L := L^{(0)}, R := R^{(0)}, l_i := l_i^{(0)}, \text{ and } r_j := r_j^{(0)}. \]

\[ \textbf{Observation 28.} \text{ Every cycle in } G_{M,g,h} \text{ is even and has length at least 4.} \]

\(^1\) Theorem 21 applies also to 4-cliques, but it is based on a different assumption.
Let $s$ be a fixed vertex in the graph. The $s$-$k$-cycle detection problem requires the algorithm to detect whether a $k$-cycle containing $s$ exists. We use the same notation for the other subgraphs as well.

Lemma 29. Given a partially dynamic algorithm $\mathcal{A}$ for one of the problems listed below, one can solve 1-$uMv$ with parameters $n_1$ and $n_2$ by running the preprocessing step of $\mathcal{A}$ on a graph with $O(m + \sqrt{m} \cdot k)$ edges and $\Theta(\sqrt{m} \cdot k)$ vertices, and then making $O(\sqrt{m})$ insertions (or $O(\sqrt{m})$ deletions) and 1 query, where $m$ is such that $n_1 = n_2 = \sqrt{m}$. The problems are

(a) $(s)$-k-Cycle Detection for odd $k$
(b) $(s)$-Paw Detection
(c) $(s)$-Diamond Detection
(d) $(s)$-k-Clique Detection for $k = 4$
(e) $(s)$-length-$k$ Path Counting for $k = 3$
(f) $k$-Cycle Detection

Proof of Case (c). We only prove the decremental case. Consider a 1-$uMv$ problem with $n_1 = n_2 = \sqrt{m}$. Given $M$, we construct the tripartite graph $G$ from $G_{M,1,0}$ by adding to it a vertex $s$ and connecting it by an edge to every vertex in $G_{M,1,0}$. Thus, the total number of edges is at most $n_1n_2 + 3n_1 + n_2 = O(m)$. Once $u$ and $v$ arrive, we delete $\{s,l_i\}$ and $\{s,l_i(1)\}$ iff $u_i = 0$ and delete $\{r_j,s\}$ iff $v_j = 0$. See Figure 3 for an example.

Consider the case that $G$ contains a diamond with chord $e$. As every triangle must be incident to $s$ by Observation 28, $e = \{s,x\}$ for some $x \in L \cup L^{(1)} \cup R$. Furthermore, all vertices in $L$ have degree at most two and $x$ has degree at least three, so $x \not\in L$. If $x = r_j \in R$, then by construction, $x$ must have two neighbors $l_i(1), l_i(1) \in L^{(1)}$ such that there are edges $\{s,l_i(1)\}$ and $\{s,l_i(1)\}$ in $G$. Again by construction, there are thus also edges $\{s,l_i\}$ and $\{s,l_i\}$ and a diamond $\{s,l_i,l_i(1),x = r_j\}$ with chord $\{s,l_i(1)\}$. As each vertex in $L^{(1)}$ is adjacent to exactly one vertex in $L$, every diamond must contain a vertex $r \in R$ and the edge $\{r,s\}$. Hence, we have $u^T M v = 1$ if there is a diamond in $G$ iff there is a diamond incident to $s$. In total, we need to do $2n_1 + n_2 = O(\sqrt{m})$ updates and 1 query.

5 Conclusion

Our focus in this work was especially on non-induced and induced four-vertex subgraphs. We gave improved both upper and lower bounds for detecting or counting four-vertex subgraphs in the dynamic setting, thereby closing the gap (w.r.t. improvements by a polynomial factor) for counting non-induced length-3 paths and narrowing it considerably for non-induced paws, 4-cycles, and diamonds. For counting induced subgraphs, we showed that the update time of the algorithm by Eppstein et al. [9] cannot be improved by a polynomial factor, but that a better space complexity can be achieved in the worst case.

Many of our lower bounds also apply to subgraphs with more than four vertices, but to the best of our knowledge, only algorithms for cliques have been considered here so far. Hence, besides closing the gap for four-vertex subgraphs, the complexity of detecting and counting subgraphs with five or more vertices would be an interesting field for future work.

We also investigated the complexity of querying the number of subgraphs containing a specific edge, as such queries are relevant, e.g., to measure the similarity of graphs via histograms. This can similarly be done for vertices. As a by-product of our results for four-vertex subgraphs, we showed for 3-cycles that such vertex queries can be answered in $O(m^2)$. The complexity of vertex queries for larger subgraphs remains an open question.

Further interesting lines to follow regard the complexity of approximate counting, counting all approximately densest subgraphs, as well as the complexity of enumerating subgraphs.

Our work was strongly motivated also by the practical relevance of counting subgraphs in the dynamic setting. For this reason, we consider an experimental evaluation of dynamic subgraph counting algorithms a relevant and very interesting task for future work.
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