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Remote state preparation (RSP) is the act of preparing a quantum state at a remote location without actually transmitting the state itself. Using at most two classical bits and a single shared maximally entangled state, one can in theory remotely prepare any qubit state with certainty and with perfect fidelity. However, in any experimental implementation the average fidelity between the target and output states cannot be perfect. In order for an RSP experiment to demonstrate genuine quantum advantages, it must surpass the optimal threshold of a comparable classical protocol. Here we study the fidelity achievable by RSP protocols lacking shared entanglement, and determine the optimal value for the average fidelity in several different cases. We implement an experimental scheme for deterministic remote preparation of arbitrary photon polarization qubits, preparing 178 different pure and mixed qubit states with an average fidelity of 0.995. Our experimentally-achieved average fidelities surpass our derived classical thresholds whenever the classical protocol does not trivially allow for perfect RSP.

I. INTRODUCTION

The field of quantum information processing has revealed many communication and computational protocols which can theoretically outperform their classical counterparts [1, 2]. Among the most famous is quantum teleportation [3], wherein Alice uses pre-shared entanglement and limited forward classical communication to produce an arbitrary unknown quantum state at Bob’s location. Another example is remote state preparation [4, 5] (RSP), a variant of teleportation where Alice has full knowledge of the state she intends to prepare at Bob’s location. RSP protocols have several practical applications including forming part of deterministic arbitrary single-photon sources [6] or efficient, high-fidelity quantum repeaters [7].

However, due to the practical limitations of imperfect devices, no RSP experiment can yield remotely-prepared output states which exactly match the intended states. Indeed, we should be satisfied when the output states have a high fidelity with the intended states. This raises the question: how high must this fidelity be, on average, for an experiment to demonstrate a genuine quantum advantage? In other words, if we restrict Alice and Bob to a comparable, fixed amount of classical communication—but no shared entanglement—what is the optimal average RSP fidelity they could achieve? It is only when an experiment surpasses such a classical threshold that we can be sure of having demonstrated verifiable advantages to quantum communication.

In several early publications on teleportation, thresholds are given to justify which results are genuinely in the non-classical regime [8, 9, 10, 11]. For example, for the teleportation of qubit states, average fidelities higher than $\frac{2}{3}$ are not possible with only classical resources [12]. To the best of our knowledge, such thresholds have neither been published nor tested for RSP. This paper then has two main objectives: First, we examine the limits on RSP with and without shared entanglement. Depending on the target states and the allowed communication resources we derive several benchmarks separating genuinely quantum results from those which can be achieved with only classical communication. Second, we report and implement a new, fully-deterministic protocol for the remote preparation of arbitrary photon polarization states with high fidelity. Our protocol relies on generalized measurements (POVMs) and demonstrates several distinct advantages over previous experiments. In comparison with our derived benchmarks, our experimental data surpasses the limits of classical communication in all possible instances.

The remainder of this paper is organized as follows: In section II, we outline the common framework for the RSP protocols examined in this work and flesh out the relevant theory in detail. We describe an entanglement-based protocol which theoretically achieves perfect fidelity between target and output qubit states using two classical bits of communication. We also analyze the optimal strategy in the “classical” case, where no entanglement is allowed. In section III we evaluate the optimal classical thresholds and give benchmarks for several choices of pure target state ensembles, including finite, continuous, and mixed state ensembles. Section IV describes our optical RSP experiment and compares our results to both pure and mixed state benchmarks. In section V we conclude the paper.

II. THEORY

The goal of remote state preparation is to prepare a quantum state at a distant location, without sending the actual state. Alice, the sending party, knows exactly the target state $\rho^{\text{tar}}$ that she wants Bob, the receiv-
sufficient choice, given by

\[ F(\sigma, \tau) = \left[ \text{Tr} \left( \sqrt{\sigma} \sigma \sqrt{\tau} \right) \right]^2. \]  

(1)

Ideally, the fidelity should be \( F(\rho_{\text{tar}}, \rho_{\text{out}}) = 1 \) for any target state.

In order to make meaningful comparisons, we need a common framework to test the performance of RSP protocols and experiments. We imagine that Alice and Bob are challenged with the following task: Both parties are given full prior knowledge of some fixed ensemble of target states \( \{\rho_{\alpha}, p_{\alpha}\} \), and may coordinate beforehand on their strategy. To begin, Alice samples from the ensemble and, with probability \( p_{\alpha} \), she picks the index \( \alpha_0 \). Unlike teleportation, Alice acquires the state index, not the state, though she has complete information about the state and may prepare herself a copy if desired. She communicates a message to Bob, sending a limited number \( c \) of classical bits (cbits). Bob then prepares an output state \( \rho_{\alpha_0}^{\text{out}} \). Their goal is for the output states to match the target states with the highest possible quantum fidelity, on average, i.e. to maximize the quantity

\[ \langle F \rangle = \sum_{\alpha} p_{\alpha} F(\rho_{\alpha}, \rho_{\alpha}^{\text{out}}). \]  

(2)

We will be considering the situation where the target ensemble consists of a finite number of states as well as that where the target ensemble forms a continuum. In the latter situation, the above sum and probabilities are generalized to an integral and probability densities, respectively.

We are concerned in this work with two types of remote state preparation, which we call the “quantum case” and the “classical case”. These labels refer to the communication resources allowed, and not the state prepared, which is always quantum mechanical. In the quantum case, Alice and Bob share a pre-distributed entangled state to help with their task. In the classical case, no initial quantum correlations between Alice and Bob are allowed. In both cases, once a target state has been selected, only \( c \) cbits may be sent, and this classical communication is only permitted one way, from Alice to Bob. We will now investigate both of these cases separately.

A. Quantum RSP

In this section we discuss the abilities and limitations of several quantum RSP protocols and briefly survey previous experimental implementations. We confine the discussion to the remote preparation of qubit states, although some of the results generalize to higher dimensions. In all the protocols discussed, Alice must implement a measurement on her qubit from a shared entangled pair. We term a quantum RSP protocol deterministic if the protocol succeeds for every outcome of this measurement. Furthermore we differentiate between those quantum RSP protocols where Alice can prepare any arbitrary (pure or mixed) qubit at Bob’s location, and those protocols which require that Bob have some foreknowledge of the state (e.g. that it be from some particular ensemble which forms a proper subset of all possible qubit states). We then present the protocol employed in our experiment, which is deterministic and allows the preparation of arbitrary qubits.

An arbitrary qubit state \( \rho \) can be expressed in terms of the \( 2 \times 2 \) Pauli matrices:

\[ \rho = \frac{1 + \overrightarrow{\sigma} \cdot \overrightarrow{\sigma}}{2}, \]  

(3)

where \( \overrightarrow{\sigma} = (X, Y, Z) \) and \( \overrightarrow{\sigma} \) is the Bloch vector which uniquely identifies the state according to its position in the Bloch sphere. Alternately, the same qubit can be written as

\[ \rho(\phi, \theta, r) = r |\psi\rangle \langle \psi| + (1 - r)(1/2), \]  

(4)

where

\[ |\psi(\phi, \theta)\rangle = \cos(\phi/2) |0\rangle + e^{i\theta} \sin(\phi/2) |1\rangle. \]  

(5)

Here \( \phi \) and \( \theta \) are the polar and azimuthal angles of \( \rho \) in the Bloch sphere representation, respectively, and \( r = |\overrightarrow{\rho}| = \sqrt{2 \left( \text{Tr} \rho^2 - \frac{1}{2} \right)} \in [0, 1] \) is the radius of the state’s Bloch vector.

Most RSP (and teleportation) protocols begin with the assumption that Alice and Bob share an initial supply of maximally-entangled qubit pairs, usually one of the Bell states \( |\Phi^\pm\rangle = \frac{1}{\sqrt{2}}(|00\rangle \pm |11\rangle) \) and \( |\Psi^\pm\rangle = \frac{1}{\sqrt{2}}(|01\rangle \pm |10\rangle) \). Shared maximally-entangled pairs are sometimes called ebits.
Lo first proved that in the asymptotic (large-$N$) limit, Alice can deterministically prepare $N$ known pure qubit states from certain (restricted) ensembles at Bob’s location using half the classical communication required for the teleportation protocol [4]; Pati [5] provided an explicit deterministic protocol whereby a single pure target qubit state $\rho^{\text{tar}} = |\psi\rangle\langle\psi|$ from such an ensemble can be remotely prepared with only one cbit and one ebit. The basic idea is as follows: Alice and Bob decide beforehand a single great circle and they remotely prepare with only one cbit and one ebit. The basic idea is as follows: Alice and Bob decide beforehand a single great circle and they remotely prepare a singlet state $|\Psi^\perp\rangle$. Alice projects her entangled qubit into the basis $\{|\psi\rangle, |\psi^\perp\rangle\}$. If the result is $|\psi^\perp\rangle$, Bob’s qubit will be in state $|\psi\rangle$ as desired; if Alice’s result is $|\psi\rangle$, Alice’s transmitted cbit instructs Bob to perform the basis-specific NOT operation on his qubit via rotating by $\pi$ about the $\hat{n}$ axis, thereby transforming his qubit $|\psi^\perp\rangle \mapsto |\tilde{\psi}\rangle$. However, if Alice wishes to remotely prepare an arbitrary pure qubit, not from a pre-specified great circle, Bob cannot reliably flip his qubit when he ends up with $|\psi^\perp\rangle$ due to the non-unitality and thus non-physicality of a universal NOT operation [14], and therefore the protocol is nondeterministic with only 50% success probability.

Lo conjectured that two cbits transmitted from Alice to Bob would be necessary and sufficient for the deterministic remote preparation of an arbitrary qubit state with only one ebit [4]. This result was proven in Ref. [15] and, under more general conditions, in Ref. [16]. Many other papers have further investigated the trade-off between required cbits, ebits, and qubits for RSP (see e.g. Refs. [17, 18, 19, 20, 21, 22, 23]).

RSP protocols have been implemented to varying degrees in several experiments employing systems including nuclear magnetic spins [24], coherent superpositions of photonic Fock states [25], atom-photon entanglement [7], and polarization-entangled photon pairs [6, 26, 27, 28, 29, 30]. Among these, most of the employed protocols enabled the preparation of arbitrary pure states with 50% success probability—or alternately, the deterministic preparation of qubits from specific, restricted ensembles. Several also enabled preparation of some mixed states [6, 26, 28], and some allowed control of all three parameters $\{\phi, \theta, r\}$ required to prepare arbitrary pure or mixed states [27, 29]. Earlier, Refs. [7, 29] and, while we were preparing this manuscript, [30] successfully implemented a generalized measurement on Alice’s qubit which should allow Bob to perform a unitary correction and achieve the desired target state regardless of Alice’s measurement outcome. However, in none of these papers is the required unitary actually implemented. To the best of our knowledge we present the first experimental implementation of a fully deterministic RSP protocol enabling the preparation of arbitrary (mixed and pure) qubit states.

Note however that in our actual experiment, Bob does not necessarily register a detection event every time that Alice detects a photon. This is due to coupling losses and detector inefficiency, which are unrelated to the efficiency of the RSP protocol itself. These experimental considerations necessitate postselection on coincident detection events between any of Alice’s four measurement outcomes and Bob’s detector. Only if a coincidence occurred can one infer that Alice and Bob shared an entangled pair (ebit), a prerequisite for quantum RSP. This differs from the protocol employed in e.g. Ref [27], which employs postselection to detect the ebit and for a specific measurement outcome. In our experiment the postselection is only used to verify a shared ebit, and the protocol then functions deterministically, succeeding for all of Alice’s measurement outcomes [31].

Our protocol makes use of the Bell state $|\Phi^+\rangle$ and (at most) two cbits to remotely prepare an arbitrary state $\rho(\phi, \theta, r)$. For any pure state $|\psi\rangle$, the Bell state $|\Phi^+\rangle_{AB}$ can be written as $\frac{1}{2} \sum_{m=1}^{4} \sigma^A_m \sigma^B_m |\psi^*\rangle |\psi\rangle$, where $|\psi^*\rangle = \sigma(\phi, \theta)|\psi\rangle$ is the complex conjugate of $|\psi\rangle$ in the computational basis, and $\sigma^A_m \in \{X, XZ, Z\}$ are Pauli operators acting on Alice’s (Bob’s) qubit.

First, consider the case where Alice would like to help Bob remotely prepare a pure state $\rho(\phi, \theta) = |\psi\rangle\langle\psi|$. She first performs a generalized measurement on her qubit, specifically a positive operator-valued measure or POVM [2, 32, 33], defined by the elements

$$E_m(\phi, \theta) = \frac{1}{2} \{\sigma_m |\psi^*\rangle\langle\psi^*| \sigma^*_m\}. \quad (6)$$

Dependent on the outcome $m \in \{0, ..., 3\}$ obtained, Bob’s qubit will be left in the state $\sigma_m \rho \sigma^*_m$. Alice then encodes the outcome $m$ in two cbits and transmits the resulting message to Bob. By implementing $\sigma_m$ on his qubit, Bob will deterministically recover $\rho$.

The generalization of this scheme for preparing arbitrary mixed states is quite straightforward. If Alice sends the same message to Bob regardless of her measurement outcome, his qubit will be left in the maximally mixed state $\frac{1}{2} I$. In order to remotely prepare an arbitrary state $\rho(\phi, \theta, r)$, Alice performs the same POVM $\{E_m(\phi, \theta)\}$ as she would to prepare the pure state $|\psi(\phi, \theta)\rangle\langle\psi(\phi, \theta)|$. However, she only transmits the correct message encoding the POVM outcome to Bob with probability $r$. Otherwise she sends a particular message, regardless of the outcome obtained. Thus with probability $r$ Bob’s qubit ends up in $|\psi\rangle \langle\psi|$ and with probability $(1-r)$ he has $\frac{1}{2} I$, as desired. Due to the unequal distribution of probabilities among the messages, the classical communication cost required to prepare mixed states, as measured by the Shannon entropy [34], will thus be less than for pure states. This cost will range from 0 cbits for preparation of the maximally mixed state to 2 cbits for pure states.

---

1 In particular the Shannon entropy of the communication required for preparing a state of purity $r$ will be $H(r) = 2 - \log_2(4 - 3r) + \frac{r}{3} \log_2 \left( \frac{4 - 2r}{r} \right)$. 
We now examine the classical case, where Alice and Bob share no entanglement. As our goal is to find the optimal achievable fidelity, we assume in this scenario that Alice and Bob are unencumbered by the imperfections of real-world devices. This assumption is in the spirit of security proofs for quantum key distribution, where any adversary Eve is assumed to be limited only by the laws of physics. It is only by surpassing the limits of this ideal scenario that an experiment can provably demonstrate genuine quantum advantages. Therefore, the one-way classical channel between Alice and Bob is assumed.

Although the experiment detailed in Section IV is for qubit states, some of the results in this section hold equally well for states in any finite dimensional Hilbert space. We begin with no assumptions about the dimension except that it is finite, and we will specialize to qubits (dimension 2) when appropriate. Furthermore, we are primarily interested in the case where the target states are pure, \( \rho_{\alpha}^{\text{tar}} = |\psi_{\alpha}^{\text{tar}}\rangle \langle \psi_{\alpha}^{\text{tar}}| \), so that the quantum fidelity is equal to the matrix element \( F(\rho_{\alpha}^{\text{tar}}, \rho_{\alpha}^{\text{out}}) = \langle \psi_{\alpha}^{\text{tar}} | \rho_{\alpha}^{\text{out}} | \psi_{\alpha}^{\text{tar}} \rangle \). (7)

Accordingly, we assume that the target ensemble consists of pure states \( \{ |\psi_{\alpha}^{\text{tar}}\rangle, \rho_{\alpha} \} \). In section III we give benchmarks based on specific choices for this target ensemble.

We now examine the question: what is the optimal RSP strategy when the parties share no quantum correlations, and Alice may only send \( c \) bits to Bob? For every target state \( |\psi_{\alpha}^{\text{tar}}\rangle \), Alice sends a string of \( c \) classical bits. We can label all messages of this type by a natural number \( m(\alpha) = k \in \{0, 1, ..., 2^c - 1\} \). In general, the message assignment may be either deterministic (e.g. \( m(\alpha) = 3 \)) or probabilistic, i.e. \( m(\alpha) = k \) with probability \( q_k(\alpha) \), where for each \( \alpha \), \( \sum_k q_k(\alpha) = 1 \). The probabilistic framework contains all deterministic strategies as special cases. Note that here we use ‘deterministic’ to refer to Alice’s messaging strategy whereas elsewhere it is used to refer to the success probability of the protocol (Sec. II A); in general our meaning will be clear from the context.

Upon receiving the message \( k \), Bob prepares some output state \( \rho_k^{\text{out}} \). A probabilistic messaging strategy would necessarily lead Bob to prepare a mixed output state \( \rho_{m(\alpha)}^{\text{out}} = \sum_k q_k(\alpha) \rho_k^{\text{out}} \) whenever state \( |\psi_{\alpha}^{\text{tar}}\rangle \) is chosen. Similarly, for a given message \( k \), Bob may change the output state probabilistically. This strategy is naturally incorporated into our framework, where we allow the output states \( \rho_k^{\text{out}} \) to be mixed.

To determine which choice of output states optimize the average fidelity, we rewrite it in terms of the \( 2^c \) unique messages:

\[
\langle F \rangle = \sum_{\alpha} p_\alpha \langle \psi_{\alpha}^{\text{tar}} | \rho_{m(\alpha)}^{\text{out}} | \psi_{\alpha}^{\text{tar}} \rangle \\
= \sum_{k=0}^{2^c-1} \sum_{\alpha} p_\alpha q_k(\alpha) \text{Tr}(|\psi_{\alpha}^{\text{tar}}\rangle \langle \psi_{\alpha}^{\text{tar}}| \rho_k^{\text{out}}) \\
= \sum_{k=0}^{2^c-1} p_k \text{Tr}(\rho_k^{\text{out}}) 
\]  

(8)

where \( p_k = \sum_{\alpha} p_\alpha q_k(\alpha) \) is the probability of Alice sending message \( k \) and \( \rho_k^{\text{out}} = \frac{1}{p_k} \sum_{\alpha} p_\alpha q_k(\alpha) |\psi_{\alpha}^{\text{tar}}\rangle \langle \psi_{\alpha}^{\text{tar}}| \) is a weighted average of the states where message \( k \) might be sent. When the fidelity is written in this form, two notable features become apparent:

1. For each \( k \), the quantity \( \text{Tr}(\rho_k^{\text{out}}) \) is upper bounded by the largest eigenvalue \( \lambda_k^{\text{max}} \) of the average state \( \bar{\rho}_k \); this can be achieved if Bob outputs the corresponding eigenstate \( \rho_k^{\text{out}} = \lambda_k^{\text{max}} |\lambda_k^{\text{max}}\rangle \langle \lambda_k^{\text{max}}| \).

Thus, the optimal output states give

\[
\langle F \rangle^{\text{max}} = \sum_{k=0}^{2^c-1} p_k \lambda_k^{\text{max}}.
\]  

(9)

2. Since the optimal output states are pure (by point 1), the optimal messaging strategy must, therefore, be deterministic, not probabilistic. In other words, a unique message is sent for each target state. This corresponds to only one \( q_k(\alpha) \) being non-zero for each \( \alpha \).

Taking these two points into account greatly simplifies the structure of the fidelity optimization. Because the optimal message assignment is deterministic, the target ensemble is effectively split into \( 2^c \) disjoint partitions, depending only on the message \( k \in \{0, 1, ..., 2^c-1\} \). For each partitioning of the target ensemble, we can also calculate the optimal output state and the resulting fidelity value using Eq. (9). All that remains is to determine which partitioning maximizes the value of Eq. (9). To clarify notation, we will henceforth use \( k \) to label both a message and the partition of the target ensemble consisting of states for which that message is sent. Again, the meaning will be clear from the context.

In principle, for a finite number \( n \) of target states, the remaining optimization problem only requires checking the value of Eq. (9) for each of the finite number of possible partitionings, which can be done by computer. However the number of possible partitionings scales exponentially in \( n \), rendering this calculation unreasonable for more than about \( n = 10 \) states. In section III we outline an algorithm which efficiently provides bounds to Eq. (9).

**Qubits.** If the states in question are qubits, we can put Eq. (9) into a simple geometric form. When expressed
in its eigenbasis, a qubit state takes the form
\[ \rho = \frac{1}{2} \begin{bmatrix} 1 + r & 0 \\ 0 & 1 - r \end{bmatrix} \] \tag{10} \]
where \( r = r_k \) is the radius of the state’s Bloch vector. The largest eigenvector of a qubit is directly related to the radius: \( \lambda_{11}^{\text{max}} = \frac{1 + r_k}{2} \). For any deterministic partitioning of the target ensemble, we denote the average Bloch vectors by \( \overrightarrow{r_k} = \frac{1}{p_k} \sum_{\alpha \in k} p_\alpha \overrightarrow{r_\alpha} \) and their magnitudes by \( r_k \). We find that the maximal average fidelity for qubits is given by
\[ \langle F \rangle_{\text{max}} = \frac{1}{2} \left( 1 + \sum_{k=0}^{2^n - 1} p_k r_k \right). \tag{11} \]

Hence, for a given deterministic partitioning, the best average fidelity is determined by two sets of quantities: the probabilities \( p_k \) of sending each message and the length of the average Bloch vectors \( r_k \) within each of the \( 2^c \) partitions.

In section III, we will outline how to determine which choice of messages, i.e. which partitioning of the target ensemble, maximizes Eq. (11).

### III. THRESHOLD CALCULATIONS

#### A. Finite ensembles

Assume now that we have fixed a finite ensemble of target states \( \left\{ \rho_\alpha^{\text{tar}}, p_\alpha \right\}_{\alpha = 1}^{n} \). It is clear that whenever \( n \leq 2^c \), the optimal classical protocol can achieve perfect fidelity since there is sufficient capacity in the message to uniquely label the state. The interesting cases have \( n > 2^c \). Given the results of the previous section, the optimum average fidelity can be determined by checking the value of Eq. (9) for all partitionings of the \( n \) target states into \( 2^c \) disjoint subsets, but this can be inefficient even for modest values of \( n \) and \( c \). Alternatively, we search for an upper bound on the threshold which is easier to calculate. If an experiment surpasses the upper bound, it has surpassed the actual threshold.

We will now outline an efficient algorithm for determining such upper bounds. For this algorithm, we make the additional assumption that each target state has equal probability to be chosen from the target ensemble. We note that each partition contains some number \( s \) of states and contributes one term to the sum in Eq. (9). Two different partitions with the same number of states may contribute differently to the average fidelity, depending on the arrangement of the states. However, for each number \( s \in \{0, 1, \ldots, 2^c - 1\} \), there is a set of \( s \) states which yields the maximal possible contribution \( \langle F \rangle_{s,\text{max}} \). By using these maximal values in Eq. (9) instead of the actual values, we obtain an upper bound on the threshold.

The first step in the algorithm involves checking all partitions of size \( s \) to find the maximal contribution \( \langle F \rangle_{s,\text{max}} \). Next, we list all the ways in which \( n \) elements can be divided into \( 2^c \) subsets. The order of the subsets does not matter, so for simplicity we can create our list in order of decreasing partition size. This list forms a table with \( 2^c \) columns. For each row \( i \), we have a list of numbers \( \{s_{ij}\}_{j=0}^{2^c-1} \) which sum to \( n \). To determine the upper bound, we calculate the quantity
\[ \langle F \rangle_i = \sum_{j=0}^{2^c-1} \frac{s_{ij}}{n} \langle F \rangle_{s_{ij}}. \tag{12} \]

The highest \( \langle F \rangle_i \) provides us with an upper bound on the optimal average fidelity.

It may even be the case that the threshold is equal to the upper bound found via the above algorithm, especially if the target ensemble exhibits a high degree of symmetry. To verify this, one would have to find a specific partitioning which leads to the same value as the upper bound. On the other hand, if we can show through other arguments that the highest \( \langle F \rangle_i \) is unachievable, then the second highest \( \langle F \rangle_i \) provides a new, smaller upper bound. We will make use of both of these points below.

Before proceeding, we pause to discuss the tradeoff between classical and quantum communication resources. The remote state preparation scheme outlined in sections II A and IV uses one entangled qubit (ebit) and two cbits sent from Alice to Bob to remotely prepare pure qubit states and less than two cbits for mixed states. A classical analog might limit Alice to sending two cbits to Bob each run. However, it may be argued that to distribute the entangled qubit between Alice and Bob requires at least one use of a quantum channel. A more fair comparison scenario might then allow Alice one use of this.
quantum channel per run, but only to send classical information. In this scenario, Alice sends three cbits in total. Arguably, this is unnecessary as one could consider the entanglement to be distributed by Bob or by a third party. However, the more cbits Alice is allowed to transmit, the higher the average fidelity the parties can achieve, rendering the benchmark that much harder to surpass in experiment. For completeness and comparison purposes we henceforth consider both the two and three cbit cases.

**Benchmarks.** Thus far no specific target ensemble has been chosen. We now examine several specific ensembles for comparison with experiment. We restrict ourselves to ensembles of pure qubit states with a uniform distribution: \( p_i = \frac{1}{2} \). If our goal is to find benchmarks which are low enough to be experimentally surpassed, we should make the classical task as difficult as possible. Given the results above, this is accomplished by choosing ensembles of states which are maximally “spread apart”, so that the average Bloch vector within any partition is as small as possible.

An effective choice is to use the vertices of the Platonic solids inscribed in the Bloch sphere as the target states. The Platonic solids are the tetrahedron, octahedron, cube, icosahedron, and dodecahedron, with 4, 6, 8, 12, and 20 vertices, respectively. Note that the dodecahedron, cube, icosahedron, and dodecahedron, with 4, 6, 8, and 20 vertices, respectively. Note that the orientation of these vertices with respect to a Cartesian reference frame does not matter in the classical case, but a specific choice must be made in an experiment. Also note that the tetrahedron states do not provide a surpassable benchmark for \( c \geq 2 \) because they can be prepared with perfect fidelity simply by assigning a unique message to each of the 4 states. Similarly, for three cbits, the benchmarks yielded by the tetrahedron, octahedron and cube ensembles are all trivially unity. For the other cases, however, we expect fidelity thresholds less than unity.

Indeed, using the algorithm above, we can calculate upper bounds on the remaining thresholds, all of which are less than unity. In fact, for every example studied except for one, the upper bounds were actually equal to the optimal classical thresholds. This was verified by finding explicit partitions such that Eq. (9) saturated the upper bounds. The one exception to this statement is the dodecahedron ensemble when \( c = 2 \). In this case, the upper bound returned by the algorithm would only be possible if we could partition the dodecahedron vertices into four disjoint pentagons. This is geometrically impossible, so we can omit this upper bound. The next highest bound, consisting of partitions of size 6, 5, 5, and 4, is indeed possible. The optimal thresholds and their corresponding partitions, along with experimental results, are given in Fig. 3.

**B. Continuous ensemble**

Perhaps the most meaningful target ensemble is the uniform ensemble of all pure qubit states, i.e. the Bloch sphere itself. For the related problem of teleportation, the optimal classical strategy leads to an average fidelity of \( \frac{2}{3} \) [12]. Remote state preparation should be easier than teleportation, since Alice has complete knowledge of the state. The fidelity threshold should therefore be higher, though the threshold will also depend on how many communicated cbits are allowed. Therefore, demonstrating genuine non-classical behaviour experimentally is more difficult for RSP than for teleportation.

We will now derive upper and lower bounds on the classical threshold for both two and three cbits. Many of the results for pure states from the previous section, suitably generalized, still hold here. Partitions will be denoted by \( \Omega_k \), with their union forming the surface of the Bloch sphere, \( \cup_k \Omega_k = S^2 \). The upper optimal classical fidelity is still given by Eq. (11), but we make the modifications

\[
p_k \rightarrow \frac{1}{4\pi} \int_{\Omega_k} d\Omega = \frac{A_k}{4\pi},
\]

\[
\overline{r}_k \rightarrow \frac{1}{p_k} \frac{1}{4\pi} \int_{\Omega_k} \overline{r}_a d\Omega = \frac{1}{A_k} \int_{\Omega_k} \overline{r}_a d\Omega, \quad (13)
\]

where \( A_k \) is the surface area of partition \( k \).

To obtain lower bounds on the threshold, we simply choose a particular partitioning. For two cbits, we imagine that a tetrahedron is inscribed in the Bloch sphere and connect the four vertices by segments of great circles (note: this is not to be confused with use of platonic solids in previous section). This leads to four disjoint regions on the surface of the Bloch sphere which form our partitions. To calculate the optimal average fidelity for this arrangement, we integrate Eq. (13) and make use of the following equation for great circles in spherical coordinates: \( \cot(\phi) = a \sin(\theta + c) \) (35), Lemma 28.1). Here, \( \phi \in [0, \pi] \) and \( \theta \in [0, 2\pi] \) are the polar and azimuthal angles, respectively, and \( a \) and \( c \) are constants determined by substituting two points which the great circle passes through. Using this relation, the bound can be worked out to be 0.8724. For three cbits, we use the eight octants as our partitions (equivalently, we connect the vertices of an inscribed octahedron). This straightforwardly gives a lower bound on the threshold of 0.9330. We conjecture that these two lower bounds are the optimal values, but we cannot prove at this time.

To obtain upper bounds, we use an idea similar to the algorithm detailed in section III A. If we can determine the maximal weighted average fidelity \( \langle F \rangle_A^{\text{max}} \) achievable for a given surface area \( A \) of the sphere, then we can calculate an upper bound using these values:

\[
\langle F \rangle_A^{\text{max}} \leq \sum_{k=0}^{2^c-1} \langle F \rangle_{A_k}^{\text{max}} \text{ s.t. } \sum_{k=0}^{2^c-1} A_k = 4\pi. \quad (14)
\]

Out of all possible configurations of a given partition with area \( A_k \), a circular cap on the Bloch sphere gives the longest average Bloch vector, and hence the largest average fidelity. Also, the optimal distribution occurs when all partition areas are equal, \( A_k = \frac{4\pi}{2^c} \forall k \) (see
FIG. 3: (Color online) Five examples of pure state target ensembles, given by the vertices of the Platonic solids inscribed within the Bloch sphere, with uniform probability distributions. For both two and three cbits message capacity, optimal partitioning strategies are shown, along with the corresponding optimal average fidelity benchmarks. States labeled with the same symbol (e.g., red circles) are in the same partition. The tetrahedron (two or three cbits), octahedron (three cbits), and cube (three cbits) examples can in principle be remotely prepared with perfect fidelity using only classical communication, whereas the remaining ensembles cannot. Experimentally achieved mean fidelities for these ensembles are given in the bottom row; the reported uncertainty is the standard error of the mean. For all non-unity benchmarks, the experimental values surpass the benchmarks for two (three) transmitted cbits by at least 96 (46) times the standard error of the mean.

Appendix A for proofs of these statements). Of course, it is only possible to cover the Bloch sphere with $2^c$ disjoint circular caps when $c = 0$ or 1, so the upper bounds for $c \geq 2$ are not achievable.

Using the equations derived in Appendix A, the upper bounds for $c = 2$ and $c = 3$ work out to be 0.8750 and 0.9375, respectively. Even these simple ideas yield tight bounds on the continuum thresholds for two and three cbits. To summarize:

$$0.8724 \leq \langle F \rangle_{\text{max}} < 0.8750$$  
$$0.9330 \leq \langle F \rangle_{\text{max}} < 0.9375$$

These numbers are significantly higher than the optimal classical teleportation fidelity of $\frac{3}{5}$. This confirms that, when restricted to classical communication only, the remote preparation of a known quantum state is indeed easier than the teleportation of an unknown quantum state. It is thus more difficult to demonstrate a genuine quantum advantage in an RSP experiment than in a teleportation experiment.

C. Mixed states

Here we consider the same type of qubit ensembles as in section III A, but with the modification that every state in an ensemble is a mixed state with Bloch vector length $r$. Unfortunately, if the target states are mixed states, finding classical thresholds is more complicated than in the pure state case. For instance, the optimal strategy is not necessarily one with deterministic messaging. Consider a target ensemble consisting of the three qubit states $\rho_{\text{tar}}^{\alpha_1} = |0\rangle \langle 0|$, $\rho_{\text{tar}}^{\alpha_2} = |1\rangle \langle 1|$, $\rho_{\text{tar}}^{\alpha_3} = \frac{1}{2}$ with equal probability $\frac{1}{3}$. Alice sends messages according to the distribution

$$q_0(\alpha_1) = 1, q_1(\alpha_1) = 0$$  
$$q_0(\alpha_2) = 0, q_1(\alpha_2) = 1$$  
$$q_0(\alpha_3) = \frac{1}{2}, q_1(\alpha_3) = \frac{1}{2}$$

and Bob prepares the two output states $\rho_0^{\text{out}} = |0\rangle \langle 0|$, $\rho_1^{\text{out}} = |1\rangle \langle 1|$. It is easy to see that this probabilistic messaging strategy, which uses only one cbit, allows Alice and Bob to remotely prepare any three of these states with arbitrarily high fidelity.

In fact, for any target ensemble which is contained in the convex hull of $N \leq 2^c$ suitably chosen points, Alice and Bob can achieve an arbitrarily high fidelity by using a probabilistic messaging strategy. For instance, if Alice has access to two cbits, she could specify four pure states which form the vertices of a tetrahedron and prepare any state within this tetrahedron with perfect fidelity. Similarly, with three cbits, she could perfectly prepare any state located within a cube whose vertices
were pure states. For example, consider a uniform dodecahedron ensemble with each state having Bloch radius \( r \). For two (three) cbits, if this radius is not larger than the radius of a sphere inscribed in the tetrahedron (cube), then the ensemble can be prepared with perfect fidelity. For two (three) cbits, the insphere radius is \( \frac{3}{4} \left( \sqrt{\frac{3}{4}} \right) \). Similar statements can be made for any ensemble with states of constant radius.

The possibility that the optimal strategy could involve probabilistic messaging renders the optimization trickier, as we can no longer use a partitioning argument to find the optimal value. Another approach is to focus on finding the optimal strategy which involves only deterministic messages. This is the special case where, for each target state \( \rho_{k}^{\text{tar}} \), only one of the \( q_k(\alpha) \) is non-zero. The optimal value in this case, found by optimizing over output states, provides a lower bound to the true optimum. Unfortunately, this restriction does not fairly match with our experiment, where messages are probabilistically determined by measurement outcomes. However, surpassing this bound is at least a necessary condition, if not a sufficient one, for any remote state preparation experiment to demonstrate non-classical advantages.

Under this deterministic messaging assumption, the optimal choices of \( \rho_{k}^{\text{out}} \) (see proof in Appendix B) achieve a maximal average fidelity of

\[
\langle F \rangle_{\text{determ.}}^{\text{max}} = \frac{1}{2} \left( 1 + \sum_{k=0}^{2^r-1} p_k \sqrt{r_k^2 + 1 - r^2} \right),
\]

(15)

where \( p_k \) and \( r_k \) are the same quantities as defined for pure qubit states. In general, this optimal value is achieved using mixed output states. The fidelity in Eq. (15) is modified from the pure state case, Eq. (11), by the additional term \( 1 - r^2 \) under the square root. Since this term is fixed beforehand, it does not change which partitioning of the target ensemble is optimal. In other words, whichever partitioning maximizes Eq. (11) for an ensemble of pure states will also maximize Eq. (15), the fidelity bound for the corresponding ensemble with Bloch radius \( r \). Experimental data is compared with these theoretical bounds in Fig. 7.

IV. EXPERIMENT

We experimentally implemented the RSP protocol described in section II A using optical photons as our qubits. The computational basis states are \( |H\rangle = |0\rangle \) and \( |V\rangle = |1\rangle \), which respectively indicate horizontal and vertical polarization.

A. Implementation

Our experimental setup comprises four parts:

1. The source for preparation of the Bell state \( \langle \Phi^+ \rangle_{AB} = \frac{1}{\sqrt{2}} (|HH\rangle + |VV\rangle) \).

2. The apparatus for performing Alice's POVM \( \{E_m(\phi, \theta)\} \) on her qubit and subsequent logic to determine the message sent to Bob.

3. Bob's implementation (via Pockels cells) of the unitary correction \( \sigma_m \) on his qubit.

4. Tomographic analysis of the resulting remotely prepared qubits.

The source of entangled photon pairs is shown in Fig. 4a) [36, 37]. It relies on spontaneous parametric down-conversion in a polarization-based Sagnac interferometer. A 25 mm long periodically-poled KTiOPO\(_4\) (PPKTP)
nonlinear optical crystal is embedded in the interferometer, and bi-directionally pumped by a grating-stabilized diode laser outputting $< 1$ mW at 404.5 nm. The crystal is temperature-tuned for collinear, degenerate type-II quasi-phase-matching. The resulting entangled photon pairs are coupled into single-mode fibers (SMFs) which, at this pump power, typically yield singles (coincidence) rates of 150 (30) kHz. Polarization controllers (bat ears, not shown) in the fibers rotate the output to the Bell state $|\Phi^+\rangle = \frac{1}{\sqrt{2}} (|HH\rangle - |VV\rangle)$. However, the first HWP in Alice’s POVM apparatus, when not in use for tomographic characterization of the source output, flips this state to $|\Phi^-\rangle$ before her measurement.

The apparatus for performing Alice’s POVM is shown in Fig. 4b), and has been described in detail in Ref. [38]. It is a polarization-based double interferometer employing waveplates, polarizing beamsplitter cubes (PBSs), and calcite beam-displacers. The latter serve to couple polarization with path, thereby enlarging the state space for the generalized measurement [39, 40]; half-wave plates have no net affect on the polarization of transmitted photons (they perform $I$.) Bob’s photon is stored in a 50 m loop of SMF to allow time for Alice’s POVM and logic operations, and triggering of the Pockels cells based on the message.

After the correction stage, Bob’s remotely prepared qubit is analyzed using a polarization analyzer consisting of a QWP, HWP, and PBS, fiber-coupled to a SPCM. Coincidence counts between this detector and Alice’s detectors, summed over her four POVM outcomes, yields our raw data. Note that we do not subtract ‘accidental’ coincidence detections. For each remotely prepared state, the measured output density matrix $\rho_{\text{out}}$ is tomographically reconstructed using a maximum-likelihood technique [42] based on coincidence measurements for each of six settings of Bob’s analyzer (the eigenstates of $X$, $Y$, and $Z$).

**B. Results**

Our data was collected over two days: Day 1 for the remote preparation and tomography of all the pure states in Figs. 3 and 6, and Day 2 for the mixed states (those where the intended state has $r < 1$) in Fig. 7 and Table 1. Each day we characterized the entangled state $\rho_{AB}$ via over-complete state tomography; the results are shown in Fig. 5. The polarization of Photon A is analyzed using the first two waveplates in the POVM apparatus and the $H$-polarized output of the first beam displacer; the other output is blocked and all subsequent waveplates are set so as to direct the resulting photons to the TT POVM outcome. Coincidences are recorded between this output and that of the polarization analyzer following Bob’s (switched off) Pockels cells. We perform a tomographically complete set of 36 different measurements, comprising all combinations of the six eigenstates of $X$, $Y$, and $Z$ on Alice’s and Bob’s qubit, respectively. The results are used to reconstruct the two-photon density matrix [42]. On Day 1 (2) the measured state $\rho_{AB}$ had fidelity $F = 0.9807$ ($0.9813$) with the ideal output $|\Phi^+\rangle$. 
When not in use for two-photon tomography, the first QWP on Alice’s side is removed, and the HWP is set to 0°, thereby flipping the source output to |Φ⁺⟩ before the POVM.

We remotely prepared and tomographically reconstructed 178 qubit states, and for each measured output density matrix ρ⁽ᵐ⁾ we calculate its agreement with the target state ρ⁽ᵗ⁾ using the fidelity (Eq. 1). Our mean fidelity ⟨F(ρ⁽ᵗ⁾, ρ⁽ᵐ⁾)⟩ is 0.9951, and all but three of the 178 states have F > 0.98. However, following Ref. [27], we also calculate the expected remotely prepared state ρ⁽ʰ⁾ based on our measured imperfect two-photon entangled state ρ⁽ᴬᴮ⁾ as shown in Fig. 5, but assuming perfect operation of the POVM and unitary correction. If we then examine the fidelity F(ρ⁽ʰ⁾, ρ⁽ᵐ⁾), we obtain ⟨F⟩ = 0.9995, with 177 out of the 178 states having F > 0.9975. However, in the remainder of the paper and in Figs. 3, 6, 7, and Table I, the fidelities we report are the more stringent F(ρ⁽ᵗ⁾, ρ⁽ᵐ⁾), as these are appropriate for comparison with the bounds on classical RSP.

In order to test our experimental RSP implementation against the benchmarks derived in Sec. III, we prepare pure states with settings {φ, θ} corresponding to the vertices of the five Platonic solids inscribed in the Bloch sphere. The orientations used for each polyhedron, along with the results for ⟨F⟩, are shown in Fig. 3. These results are compared graphically against the corresponding benchmarks for classical RSP with two and three cbits communication and no preshared entanglement. In all instances where the classical benchmark is less than unity, the experimental results surpass the benchmarks conclusively. Note: lines are included only to guide the eye and do not represent calculated thresholds.

V. CONCLUSION

We have investigated the theory of remote state preparation involving only classical communication resources. Based on sets of states forming the vertices of Platonic solids we derived several fidelity-based RSP benchmarks bounding such classical protocols. We have described and
implemented an experimental protocol for high-fidelity, fully deterministic remote preparation of arbitrary photonic qubit states, and compared its results with our benchmarks. The results show a clear violation of all the classical thresholds whenever the classical protocols do not trivially allow for a perfect RSP strategy. We also examined the special cases where the states to be remotely prepared are i) chosen uniformly from all pure qubit states and ii) mixed qubit states, all with Bloch radius \( r \). We provided appropriate benchmarks in these cases, and our experimental fidelity values once again surpass all sub-unity benchmarks.

An interesting extension to this work would be to deal with the problem of post-selection. Because of device inefficiencies and losses, many more photons are used in the experiment than are actually counted in the final analysis. Carefully counting the lost photons and allowing Alice and Bob to use them as comparable classical resources, without loss, would lead to more difficult benchmarks. Yet it would also provide even stronger support for claims that an experiment evidences genuine quantum behaviour. As well, a comparison of experimental data with the classical thresholds, which were derived for ideal conditions, necessarily has to assume fair sampling [44, 45].
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### APPENDIX A: PROOF OF BOUND FOR CONTINUOUS CASE

In this appendix, we proof two claims from section III B used to find upper bounds on the classical threshold for states on the Bloch sphere.

**Claim 1.** Define a circular cap as the set of points on the surface of the Bloch sphere lying north of some fixed latitude or any rigid spherical rotation of this. Amongst all partitions of surface area \( A > 0 \), a circular cap has the longest average Bloch vector.

**Proof.** Consider an arbitrary partition of total surface area \( A > 0 \) (we do not assume that this partition is connected). This partition, which we call \( \Gamma \), defines some average Bloch vector \( \bar{r}_\Gamma \). We will compare partition \( \Gamma \) with a circular cap of area \( A \) centred along the direction of \( \bar{r}_\Gamma \), which we shall denote by \( C \). Partition \( C \) has an average Bloch vector \( \bar{r}_C \). If \( \bar{r}_C \) is the zero vector, then \( r_C \geq r_\Gamma = 0 \). If not, then without loss of generality we can assume \( \bar{r}_C \) points along the z-axis. By construction, \( \bar{r}_C \) must also point along the z-axis. Using \( \Gamma \) and \( C \), the Bloch sphere can be divided into four disjoint regions: \( R_1 = \Gamma \cap C \), \( R_2 = \Gamma - C \), \( R_3 = \Gamma^c \cap C \), and \( R_4 = \Gamma^c - C \). Each of these regions has average Bloch

|        | 0.00      | 0.25      | 0.50      | 0.75      | 1.00      |
|--------|-----------|-----------|-----------|-----------|-----------|
| Icosahedron | 0.9994 ± 0.00008 | 0.99967 ± 0.00007 | 0.99964 ± 0.00008 | 0.9987 ± 0.0002 | 0.9841 ± 0.0007 |
| Dodecahedron | 0.9995 ± 0.00006 | 0.99961 ± 0.00003 | 0.99963 ± 0.00004 | 0.9987 ± 0.00015 | 0.9836 ± 0.0007 |

**TABLE I** Experimentally achieved average RSP fidelities \( F(\rho^{\text{tar}}, \rho^{\text{out}}) \) versus Bloch vector radius \( r \). The data is for ensembles with settings \( \{\phi, \theta\} \) corresponding to the vertices of an icosahedron and dodecahedron with varying outsphere radius \( r \). The reported uncertainty is the standard error of the mean.

FIG. 7: Experimentally-achieved mean fidelities and optimal classical thresholds versus Bloch vector radius. The target ensembles consist of uniform distributions of states of Bloch radius \( r \) which form the vertices of either an icosahedron or dodecahedron. The lower (upper) pair of lines are bounds on the classical average fidelity arising from specific two (three) qubit states and ii) mixed qubit states, all with Bloch volume and IQC, respectively. We are grateful for financial support from the Mike and Ophelia Lazaridis Fellowship and IQC, respectively. We are grateful for financial support from NSERC (Discovery Grant and Quantum-Works), OCE, and CFI.
vector $\vec{r}_i$ and area $A_i$, $i = 1, \ldots, 4$. Also note that we must have $A_2 = A_3$.

Since $\Gamma = R_1 \cup R_2$, and $C = R_1 \cup R_3$, we must have

$$\vec{r}_1 = \frac{A_1}{A_1 + A_2} \vec{r}_1^0 + \frac{A_2}{A_1 + A_2} \vec{r}_2^0, \quad (A1)$$

$$\vec{r}_C = \frac{A_1}{A_1 + A_2} \vec{r}_1^0 + \frac{A_3}{A_1 + A_3} \vec{r}_3^0. \quad (A2)$$

From this we conclude that

$$\vec{r}_C = \vec{r}_1^0 + \frac{A_2}{A_1 + A_2} (\vec{r}_3^0 - \vec{r}_2^0), \quad (A3)$$

i.e. that the vector $\vec{r}_3^0 - \vec{r}_2^0$ also lies along the $z$-axis. However, it might point in the negative $z$-direction.

But the boundary of $C$ lies at some fixed height $H_C$ on the $z$-axis. By construction, every state in $R_3$ has a $z$-component higher than $H_C$ and every state in $R_2$ has a $z$-component lower than $H_C$. Then the $z$-component of $\vec{r}_3^0$ must be larger than that of $\vec{r}_2^0$. Therefore, their difference $\vec{r}_3^0 - \vec{r}_2^0$ has a positive $z$-component. From Eq. (A3), we can conclude that $\vec{r}_C^0$ is longer than $\vec{r}_1^0$. Thus, for fixed area $A$, a circular cap gives the longest average Bloch vector.

Claim 2. Knowing that a circular cap gives the optimum Bloch vector length for fixed area $A$, we want to optimize the objective function

$$\sum_{k=0}^{2^r-1} \langle F \rangle^{\text{max}}_{A_k} = \frac{1}{2} \left( 1 + \sum_{k=0}^{2^r-1} p_k r_k^{\text{max}} \right) \quad (A4)$$

subject to the constraint

$$\sum_{k=0}^{2^r-1} A_k = 4\pi. \quad (A5)$$

We claim that this is optimized when all areas are equal.

Proof. To obtain the optimal Bloch vector as a function of area, we temporarily centre a spherical cap on the $z$-axis and integrate up to some final angle $\phi_f$,.

$$r^{\text{max}}(\phi_f) = \frac{1}{A_k} \int_0^{2\pi} \int_0^{\phi_f} \sin(\phi) \cos(\phi) d\phi d\theta \phi_f$$

$$= \frac{1}{A_k} \pi \sin^2(\phi_f/2). \quad (A6)$$

Reparameterizing using $A_k = 4\pi \sin^2(\phi_f/2)$, we end up with

$$r^{\text{max}}(A_k) = 1 - \frac{A_k}{4\pi}. \quad (A7)$$

The corresponding probabilities are given by $p_k = \frac{A_k}{4\pi}$. We can group the objective function (A4) together with the constraint (A5) into the following Lagrange function:

$$\Lambda(A_k, \lambda) = \frac{1}{2} \left( 1 + \sum_{k=0}^{2^r-1} \frac{A_k}{4\pi} \left( 1 - \frac{A_k}{4\pi} \right) \right) + \lambda \left( \sum_{k=0}^{2^r-1} \frac{A_k}{4\pi} - 1 \right). \quad (A8)$$

Solving this Lagrange problem for the maximum yields $A_k = \frac{4\pi}{2^r}$ for every $k$. Hence, the optimal distribution of areas occurs when all they are all equal.

APPENDIX B: PROOF OF OPTIMAL AVERAGE FIDELITY FOR MIXED STATES

In this appendix, we prove the optimality of Eq. (15). Since we are dealing with qubits, we can make use of an alternative formula for fidelity found in [46], namely

$$F(\sigma, \tau) = \text{Tr}(\sigma \tau) + \sqrt{1 - \text{Tr}(\sigma^2)} \sqrt{1 - \text{Tr}(\tau^2)}. \quad (B1)$$

Under the assumptions that the target states all have the same Bloch vector length $r$ and that the message strategy is deterministic, the average fidelity is

$$\langle F \rangle = \sum_{\alpha} p_{\alpha} F(\rho_{\alpha}^{\text{tar}}, \rho_{\alpha}^{\text{out}})$$

$$= \sum_{k=0}^{2^r-1} \sum_{\alpha \in k} p_{\alpha} F(\rho_{\alpha}^{\text{tar}}, \rho_{\alpha}^{\text{out}})$$

$$= \sum_{k=0}^{2^r-1} p_k [\text{Tr}(\rho_k^{\text{out}})]$$

$$+ \sqrt{\frac{1-r^2}{2}} \sqrt{1 - \text{Tr}((\rho_k^{\text{out}})^2))}. \quad (B2)$$

As before, $p_k = \sum_{\alpha \in k} p_{\alpha}$ is the probability of sending message $k$ and $\rho_k^{\text{out}} = \frac{1}{p_k} \sum_{\alpha \in k} p_{\alpha} \rho_{\alpha}$ is the weighted average of states where message $k$ is sent. The quantity in square brackets will be denoted by

$$G_k[\rho_k^{\text{out}}] = \text{Tr}(\rho_k^{\text{out}}) + \sqrt{\frac{1-r^2}{2}} \sqrt{1 - \text{Tr}((\rho_k^{\text{out}})^2)). \quad (B3)$$

For each $k$, we need to find the choice of $\rho_k^{\text{out}}$ which optimizes $G_k$. Working in the eigenbasis of $\rho_k^{\text{out}}$, we have

$$\rho_k^{\text{out}} = \begin{bmatrix} a & b \\ b^* & d \end{bmatrix}, \quad (B4)$$

with $a, b \in \mathbb{R}, d \in \mathbb{C}$. From the above expression for the fidelity, the optimal choice of $\rho_k^{\text{out}}$ should be simultaneously diagonal with $\rho_k^{\text{out}}$, i.e. $b = 0$. Equivalently, the Bloch vectors of $\rho_k^{\text{out}}$ and the optimal $\rho_k^{\text{out}}$ should be parallel. Denoting the magnitudes of these Bloch vectors by $r_k$ and $s_k$, respectively, we are left with

$$G_k = \frac{1}{4} [(1 + r_k)(1 + s_k) + (1 - r_k)(1 - s_k)]$$

$$+ \sqrt{\frac{1-r^2}{2}} \sqrt{\frac{1-s^2}{2}} \sqrt{1 - \frac{1-s^2}{2}}. \quad (B5)$$
Since $r_k$ is fixed by the choice of target state partitioning, we differentiate $G_k$ with respect to $s_k$ and find where this derivative equals zero. The result is

$$s_k = \pm \frac{r_k}{\sqrt{r_k^2 + 1 - r^2}}. \quad (B6)$$

The positive root will give the maximum of $G_k$, which works out to be

$$G_k^{\text{max}} = \frac{1}{2} \left(1 + \sqrt{r_k^2 + 1 - r^2}\right). \quad (B7)$$

Collecting all the terms together yields Eq. (15).