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Abstract—Moving loads such as cars and trains are very useful sources of seismic waves, which can be analyzed to retrieve information on the seismic velocity of subsurface materials using the techniques of ambient noise seismology. This information is valuable for a variety of applications such as geotechnical characterization of the near-surface, seismic hazard evaluation, and groundwater monitoring. However, for such processes to converge quickly, data segments with appropriate noise energy should be selected. Distributed Acoustic Sensing (DAS) is a novel sensing technique that enables acquisition of these data at very high spatial and temporal resolution for tens of kilometers. One major challenge when utilizing the DAS technology is the large volume of data that is produced, thereby presenting a significant Big Data challenge to find regions of useful energy. In this work, we present a highly scalable and efficient approach to process real, complex DAS data by integrating physics knowledge acquired during a data exploration phase followed by deep supervised learning to identify “useful” coherent surface waves generated by anthropogenic activity, a class of seismic waves that is abundant on these recordings and is useful for geophysical imaging. Data exploration and training were done on 130 Gigabytes (GB) of DAS measurements. Using parallel computing, we were able to do inference on an additional 170 GB of data (or the equivalent of 10 days’ worth of recordings) in less than 30 minutes. Our method provides interpretable patterns describing the interaction of ground-based human activities with the buried sensors.

Index Terms—Big Data, Deep Learning, Distributed Acoustic Sensing, Distributed Training, Sensor Network Technology

I. INTRODUCTION

A. Harnessing the abundance of Big Scientific Data

The increase use of sensor network technology to acquire data has turned many scientific research activities into Big Data applications [1, 2]. Deep learning, combined with distributed parallel computing, has proven to be a powerful tool to significantly speed up the analysis of these large scientific data sets. However, one of the challenges in applying these learning methods is the lack of labeled data for training. In this work, we collaborate with domain experts to devise a data exploration process to turn physics insight into usable labels for a complex set of scientific data from geoscience acquired with a new technology known as Distributed Acoustic Sensing (DAS). Through this collaboration, we develop a set of efficient data exploration tools that can process hundreds of gigabytes of data in minutes. These tools utilize high-performance libraries such as MPI4PY [3] and ARRRAY UDF [4] to complete critical operations in supporting interactive operations on large amounts of data. Tests show that these tools not only allow us to process data quickly, but also produce interpretable patterns relating data signals with human activities.

B. Distributed Acoustic Sensing (DAS)

Distributed Acoustic Sensing (DAS) is an emerging technology that effectively transforms conventional fiber-optic cables into massive arrays of single component seismometers that enable the acquisition of dense, high-resolution data sets across 10s of kilometers. DAS uses a variant of phase-sensitive time-domain reflectometry (Φ-OTDR) to make spatially distributed measurements of strain rate along fiber-optic cables [5]. DAS systems send consecutive, coherent laser pulses down a fiber-optic cable buried in the ground. Due to naturally-occurring impurities within the core of the fiber, part of the light sent down the cable is backscattered and recorded back at the DAS

Fig. 1. Location of the optical fiber generating the data used in this work. The fiber, shown in red, is located North-West of Sacramento, California. The section of channels used as subsets A and B are shown in yellow. In blue shows the section for subset C.
unit, where the optical phase of the light is measured. Seismic waves impacting the cable induce compression/extension, causing a change in the optical phase of the backscattered light. An interferometric system in the DAS unit measures the optical phase changes of consecutive backscattered light profiles, which are proportional to changes in longitudinal strain along the fiber. Current DAS systems enable acquisition of strain rate at spatial samplings as small as 25 cm at rates in the tens of kHz range.

C. Dark Fiber Networks and Data Challenges

DAS can be deployed on so-called dark fiber networks, telecommunication fiber-optic cables not currently used for data transfer, which are found both onshore and offshore [6]. Recent studies have shown that the analysis of ambient seismic noise generated from traffic infrastructure such as cars, trains, etc. recorded on these networks provides an attractive approach for regional, high-resolution near-surface characterization and continuous monitoring of subsurface processes for long periods of time [6, 7]. In particular, surface waves (i.e. seismic waves that travel along the surface of the Earth) recorded within this infrastructure noise can be analyzed to retrieve seismic velocity structure of the near surface, which provides valuable information about soil properties. Thus, for these investigations it is crucial to explore approaches to process optimal subsets of these noise records and to allow selection of records with coherent vs. incoherent events.

Current approaches used by the geophysical community use simple metrics such as raw data amplitude to select or weight the ambient seismic noise recordings that contain high-amplitude surface waves, so that they can be subject to further processing. This selection process is time consuming, requiring a significant amount of user input, and discards a large amount of continuously recorded data that could contain usable information. This is particularly challenging in regional, long-term, multi-month DAS studies, in which data volumes can easily amount to several terabytes a day. These limitations currently make it challenging to efficiently handle and process DAS ambient seismic noise recordings. It can take up to several months to analyze the data sets and, in many cases, only part of the data is used. It is thus evident that innovative approaches are needed to manage these large data sets and provide a means to take advantage of the unprecedented spatial and temporal resolution provided by this new technology.

D. Outline of this work

In this study, we investigate the potential of using Machine Learning (ML) approaches to optimize the analysis of DAS ambient noise data sets. The two-dimensional data are first explored in time and frequency domains, and as single images through unsupervised learning. We then search for and define appropriate metrics to generate a labeled training data set. Using distributed parallel computing, we develop a classifier capable of automatically identifying surface wave energy from raw ambient noise DAS recordings, and assign a probability of surface wave occurrence in each data file.

Here, this method is applied to ambient seismic noise DAS data recorded as part of the Fiber-optic Sacramento Seismic Array (FOSSA) Dark Fiber experiment described in Ajo-Franklin et al. [6] and shown in Figure 1. The fiber-optic cable is deployed in the subsurface, either directly buried in the ground or inside a conduit. It is roughly co-linear to a railway track and it is surrounded by roads, both strong sources of anthropogenic seismic noise. The fiber is approximately 23 km long, and spatial sampling was 2 m, resulting in \( \sim 11,500 \) channels (Fig. 2). The experiment run between July 28th, 2017 and March 4th, 2018, and data was continuously acquired at a sampling frequency of 500 Hz, generating \( \sim 300 \) TB of data. Data sets were recorded in the form of 1 minute-long files for the entire array.

The key contributions of this work are:

- A bootstrap process to define a learning and inferencing workflow to effectively extract meaningful patterns from the large amount of DAS data.
- A highly-efficient multi-GPU deep learning algorithm for classifying recorded signals in DAS data.
- A scalable method to map the probability of coherent surface wave signals over large sets of DAS data within minutes.
- An easy-to-use deep learning and data exploration software designed for DAS data and fully compatible on large scale computing environment.

II. DAS DATA SETS

DAS data sets consist of two-dimensional arrays, with a dimension of time (samples) and a dimension of space (measurement channels). Essentially, each channel corresponds to a time series at a specific location along the fiber. Because of the high density of measurements in both dimensions, DAS data sets can be treated as images for machine learning purposes. In this work, we analyse three different subsets of the same
DAS data set (A, B and C), corresponding to different sections of the cable and/or different time periods.

**Data set A** corresponds to 43 files containing 30-minute time series (i.e. 900k samples) from 500 consecutive measurement channels (5500 to 6000) recorded during the passing of trains near the fiber line between July 30th and October 29th, 2017. Trains are notable for producing coherent surface waves which can be used to characterize the sub-surface. This data set will be used for data exploration and generating labeled training images.

**Data set B** corresponds to 103 files containing 30-minute time series data from 500 channels (5500 to 6000 included) recorded between August 3rd and August 7th, 2017, when no train was present. This data set can be used to explore the optical fiber background noise (that is, where no surface wave signals are found) and regions where seismic waves from other sources, such as vehicles, interfere to produce visually complex signal patterns. Like for data set A, this subset will be used during the data exploration phase and to generate the training images.

**Data set C** corresponds to 14,400 files containing 1-minute time series data (i.e. 30k samples) from 200 consecutive channels (4650 to 4850 included) recorded over a period of 10 days, from January 1st to 13th, 2018. This data set will be used to do probability mapping using machine learning and identify useful energy signals in the data.

Each of the 30-minute files from data sets A and B contains a total of 450M strain measurements and each 1-minute data file from data set C contains 6M measurements. The amount of individual strain measurements recorded throughout the entire DAS data sample used in this work sums to over 152 billion measurements (~300 GB), thereby making this research project a real Big Data challenge.

### III. EXPLORATORY DATA ANALYSIS

#### A. Coherency of energy signals

The main objective of this work is to identify the image pattern of surface waves as they travel along the fiber-optic cable. Fig. 3, shows examples of raw data subsets from each of the fiber sections used in this study. In this time-space domain, ideal surface wave signals are visually recognized as “V-shaped” or linear features, which physically correspond to the waves stretching (positive amplitudes) and compressing (negative amplitudes) the fiber-optic cable. In many cases, however, these clean signals are not evident, and interfering surface waves and/or other processes impacting the cable can result in very complex signals that are not useful for geophysical analysis. Currently, there are no well-developed tools to efficiently identify useful surface wave energy in DAS data. Due to the complexity of the signals and the large volume of the data sets, a common practice is to select specific time periods or regions of the data in which these surface waves are expected to occur, such as a time at which a train is approaching the location of the cable, as the train is known to be a great source of seismic surface waves that will travel through the ground and impact the cable. In this work, we build a deep learning classifier designed to identify these usable surface waves and assign a probability of surface wave energy occurrence to any DAS recording. Labeled data sets are therefore needed to train the classifier, but the complexity of the data makes the preparation of these training data sets very challenging. During this exploration phase, we aim to identify the main types of signals that can be found in the data, and to explore their properties both in time and frequency domain. As a result, data metrics are selected and will be used to construct our training data set.
While the distribution of the amplitude of the raw measurements provides important insight into the types of signals available in the target region, it is not sufficient to build reliable selection criteria to distinguish features. For instance, regions with low-amplitude surface wave signals still carry useful energy because of their coherency. Nevertheless, low-amplitude signals will be very difficult to distinguish from purely white noise data as they are covering a similar range in the distribution. Moreover, looking back at Fig. 3, one can see how surface waves quickly decrease in amplitude as they travel along the array, thereby making it even more challenging to clearly identify them solely based on data distribution.

C. Addition of frequency content of ambient noise signals

The second data metric used to discern between noise and surface wave energy is their frequency content, which is distinct for each signal type. In Fig. 5, we show the four types of signal that can be found in this DAS data set based on their distribution and spectral characteristics. The identification of these signals was made after months of careful visual inspection of the raw data. Each type can be described as follows:

1) White noise signals: Those mostly represent instrumental noise, which is present in all measurement channels and is characterized by a well defined narrow Gaussian distribution with a $\sigma$ broadness of less than 200. Regarding frequency content, such regions mostly contain high frequencies (above 60 Hz), thereby explaining the linear increase towards higher frequencies of the average spectral amplitude across channels. This feature provides a strong selection criteria to identify purely white noise signals.

2) Coherent surface waves: Those are the target signals with useful energy that we aim to identify. Their distribution is very similar to white noise signals, which is mostly due to the rapid decrease in amplitude of the surface waves as they travel away from the source (at the apex of the "v-shape"). This behaviour makes the broad Gaussian component typical of surface waves weak, and therefore the narrow Gaussian component appears more significant. However, surface wave signals have a narrower frequency content, with a peak in average spectral amplitude at frequencies below 40 Hz.

3) Non-coherent interfering waves: If the location of the fiber’s section where data are recorded is close to an area with a lot of anthropogenic activity, many sources of vibrations and interfering signals will result in a very complex pattern, difficult to interpret. Although interfering waves may not necessarily lead to non-useful signals, they can impact the overall coherency of the data and therefore make the recording less suitable for analysis. Because the distribution and frequency content of these interfering waves are very similar to those of coherent surface wave signals, it is even more challenging to distinguish them.

4) Saturated signal: Such signals can be seen when heavy loads (e.g. trains, trucks) are moving directly besides the section of fiber under analysis. Because of the extremely high amplitude of these signals, the recording is saturated.

B. Signal identification based on data distribution and signal amplitude

One of the most evident data characteristics to explore is the amplitude of the recorded signals. The distribution of a 1-minute, 200-channel DAS data region is shown in Fig. 4. Two fitting approaches of the distribution are explored, using single and double-Gaussian fit, respectively. The goodness of fit for both models can be estimated by calculating the reduced chi-square using the unweighted residuals as follows:

$$\chi^2_{\text{red}} = \frac{1}{\text{df}} \sum_{i} (y_i - f(x_i))^2$$

where $\text{df}$ is the total number of degrees of freedom, equal to the sample size minus the number of fitted parameters (e.g. a single Gaussian model has 3 parameters: amplitude, mean, and sigma). We found that a double-Gaussian fit provides the best approximation. Each individual Gaussian curve is the representation of a particular signal pattern found in the data. The narrow Gaussian component, with a high probability density function (PDF) is characteristic of typical white noise, which has relatively low amplitude. On the other hand, the broader Gaussian component reflects areas where surface wave signals are found, with signal amplitude fluctuating from highly negative to highly positive values.
Fig. 5. Examples of signals found in DAS data. From left to right: (1) purely white noise region, (2) coherent surface wave signals, (3) non-coherent waves, and (4) saturated signal. The first row shows an example of raw data for each type of signals. The data for type 1, 2 and 4 originate from data set A while the third type (non-coherent waves) originate from data set C. The second row displays the data distribution from the raw data region, the displayed sigma value refers to the standard deviation of the distribution. In the third row, we show the Fourier transform for all the channels in each example region, the maximum frequency corresponds to the Nyquist limit (that is, half the sampling rate, or 250 Hz), while the minimum frequency is defined as the inverse of the total time length of each channel’s time series, which corresponds to 200 samples divided by 500 Hz sampling rate, that is 2.5 Hz. Finally, in the final row, we show the average spectral amplitude across channels for each frequency bin. The reference frequency at 40 Hz, represented by the black dashed vertical line, will be used to determine a set of criteria for signal selection (see main text).
and the resultant seismic signal is not useful. However, the high amplitude values make it relatively easy to identify (and therefore discard) such regions as they have large (above 1,000) sigma values in their distribution.

D. Note on signal contamination

Unlike most non-scientific images used for deep learning training, which can have multiple well-localized features in a single image, scientific images produced from DAS data can have mixed/merged signals making them more challenging to identify. Contamination from other signals also plays an important role in making real DAS data complex and hard to explore. For instance, any regions of any size will always be contaminated by white noise signals which is characteristic of the instrumental noise. Depending on the size of the region, some or all the signals can be present. For instance, in Fig. 5, coherent surface wave signals can be found at the edges of both non-coherent interfering wave and saturated signal regions.

IV. IMAGE CLASSIFICATION

Because of the complexity of the data, the need for an efficient method to identify useful energy signals in such a large amount of data has become urgent. Due to the nature of the DAS technology, allowing us to treat seismic data as two-dimensional images, an image classification approach using supervised machine learning becomes an evident option. Such approach consists of feeding an input 2D image into a series of regression models (or "neural network") and train the network such that the values of its outputs (or "classes"), converted into probabilities through an activation function, are tuned via a loss function to match the index value of the assigned label(s) of the input image. Below, we describe four different classification approaches, which we have tested. We explain why some fail and identify which technique is most successful.

A. Unary classification

This approach assumes that since we are only looking for surface wave signals, there is therefore no need for an extra class, and a single label data set storing only images of coherent surface wave regions should be needed. This reasoning finds its root in our everyday life where one does not necessarily need to see other types of unknown objects to understand the features of a given object. Nevertheless, such approach is doomed to fail using neural networks as they will end up learning a trivial solution. Indeed, if there is only one label present in the training data set, the only corresponding index will be 0. Once fed to the network, any image will then go through a sigmoid activation function to convert the output value into a probability which will then be compared with the image label’s index through a binary cross-entropy loss function. Because the expected label is 0, the network will therefore reduced all model’s parameters down to 0, thereby learning a trivial solution.

B. Single class classification

With this approach we use two different labeled training images, namely coherent surface wave images with assigned label "waves" and white noise signals with assigned label "noise". Because the index associated to each label is done in alphabetic order, "noise" images will have an index of 0 while "waves" images will carry an index of 1. This can be thought as a binary problem. Therefore, one truly needs only one class in the final layer of the neural network since the single output value will be converted into a "coherent surface wave" probability between 0 and 1. Although such approach works well, our findings suggest that the output probabilities may be overestimated.

C. Multilabel classification

In such approach, the output classes are non-mutually exclusive. This means that more than one label can be assigned to an image. For instance, as we previously mentioned in the note regarding signal contamination, a region containing coherent surface wave signals will also contain white noise. In order to properly train the neural network in identifying which labels are assigned to a given input image, a sigmoid activation function should be applied to each output class to convert their values into independent probabilities. A model is considered accurate if the output probabilities for the expected labels are above 0.5, and below 0.5 for the other labels. Early work using this approach showed no improvement compared to the multiclass approach (see next).

D. Multiclass classification

This is a more general version than the single class classification and can be used when two or more labels are present in the data set. In such approach, we use one output class per label in the final layer of the neural network. The output tensor provided by the network will therefore provide two values, one for each class, where the index for each value corresponds to the index of its associated label. Unlike for single-class classification, a multiclass classification approach will provide separate probabilities, one for each label. In this case, we assume all classes to be mutually exclusive, that is, a given image cannot be assigned more than one label. Therefore, in order to identify which label has the highest probability, we apply a softmax activation function on the output tensor values from the network to ensure that the sum of probabilities across classes is equal to unity. The output probabilities can then be compared with the label’s index of the input image through a cross-entropy function. If the index with the highest probability value matches the label’s index of the image, then the model is considered to be accurate. We chose and use this approach for the remaining of this work.

V. DEEP SUPERVISED LEARNING

A. Building the Training data sets

1) Systematic approach: The labeled training set was built by looking randomly at non-overlapping 200 samples x 200 channels data regions from data sets A and B, and assigning a
single label (either "noise" or "waves") based on the following criteria:

- If the maximum average spectral amplitude below 40 Hz is less than the minimum average spectral amplitude above 40 Hz, the region will be assigned the "noise" label.
- If the maximum average spectral amplitude below 40 Hz is at least twice the mean value of all average spectral amplitudes across channels from 40 to 250 Hz, then the region can be safely labeled as "waves".

Regions with saturated signal, characterized by high sigma values (above 1,000), were discarded. Also, because the section of the fiber where data sets A and B originate from are located in an area where only limited activities occur at the surface, any non-saturated surface wave signals detected in the data remain coherent and can be deemed as "useful" energy signal. In Fig. 6, we show some examples from both classes. The images were saved as single-channel (gray-scale) images.

A total of 174,000 training images were created for each label, and saved under a predefined folder structure readable by the PyTorch’s IMAGEFOLDER class. The PyTorch’s SUBSET class will also be used to build data loaders of different sizes, allowing us to investigate the model’s ability to generalize as the data set’s size grows.

2) Clustering approach: In an attempt to reduce human input to the minimum, a clustering algorithm using a shallow (2 hidden layers) Variational Auto-Encoder architecture was designed with the aim of automatically creating labeled data sets by clustering the signals. In Fig. 7, we used the labeled training images to visualize the embeddings in a 2-class latent space and investigate how they rearrange over 6 epochs. This preliminary approach failed in creating separate clusters in the latent space. However, even though both clusters are superimposed, we found that white noise images get more localized than coherent surface wave signals. One possible explanation is that faint surface wave signals are still difficult to distinguish from white noise and a more complex (deeper) unsupervised learning method should be used to disentangle the differences.

B. Neural network architecture

Classification is done using a Residual Neural Network architecture (ResNet) [8]. The network’s input is a two-dimensional (2D) single-channel tensor representing a 200x200 region of DAS data. The tensor is then fed to a series of convolutional, batch normalization and ReLU activation layers which can be divided into 4 stages (Table I). During the first stage, the input single-channel tensor is converted into a 16-channel tensor with same dimension (that is, 200x200). Each of the 16 channels represent an altered version of the original image, all being independently tuned during the training process. In a next stage, the number of channels is doubled, raising to 32 channels. Additionally, all the images are downsampled and reduced to 100x100 data regions. The same process is repeated during a third stage where the number of channels is increased to 64 and the image dimension is reduced down to 50x50. The final stage consists of an average pooling layer to reduce each of the 64 channel’s 50x50 image down to one single value, and a fully connected layer to further reduce the now 64-value tensor down to the desired number of classes, that is, the total number of labels used in the training.
TABLE I
SUMMARY OF LAYERS IN A 8-HIDDEN LAYER DEEP RESIDUAL NEURAL NETWORK. THE HORIZONTAL LINES DELIMIT EACH STAGE OF THE NETWORK ARCHITECTURE.

| Layer (type) | Output Shape | Param # |
|-------------|-------------|--------|
| Conv2d     | [-1, 16, 200, 200] | 144    |
| BatchNorm2d| [-1, 16, 200, 200] | 32     |
| ReLU       | [-1, 16, 200, 200] | 0      |
| Conv2d     | [-1, 16, 200, 200] | 2,304  |
| BatchNorm2d| [-1, 16, 200, 200] | 32     |
| ReLU       | [-1, 16, 200, 200] | 0      |
| Conv2d     | [-1, 16, 200, 200] | 2,304  |
| BatchNorm2d| [-1, 16, 200, 200] | 32     |
| ReLU       | [-1, 16, 200, 200] | 0      |
| BasicBlock | [-1, 16, 200, 200] | 0      |
| Conv2d     | [-1, 32, 100, 100] | 4,608  |
| BatchNorm2d| [-1, 32, 100, 100] | 64     |
| ReLU       | [-1, 32, 100, 100] | 0      |
| Conv2d     | [-1, 32, 100, 100] | 9,216  |
| BatchNorm2d| [-1, 32, 100, 100] | 64     |
| Conv2d     | [-1, 32, 100, 100] | 512    |
| BatchNorm2d| [-1, 32, 100, 100] | 64     |
| ReLU       | [-1, 32, 100, 100] | 0      |
| BasicBlock | [-1, 32, 100, 100] | 0      |
| Conv2d     | [-1, 64, 50, 50]  | 18,432 |
| BatchNorm2d| [-1, 64, 50, 50]  | 128    |
| ReLU       | [-1, 64, 50, 50]  | 0      |
| Conv2d     | [-1, 64, 50, 50]  | 36,864 |
| BatchNorm2d| [-1, 64, 50, 50]  | 128    |
| Conv2d     | [-1, 64, 50, 50]  | 2,048  |
| BatchNorm2d| [-1, 64, 50, 50]  | 128    |
| ReLU       | [-1, 64, 50, 50]  | 0      |
| BasicBlock | [-1, 64, 50, 50]  | 0      |
| AdaptiveAvgPool2d | [-1, 64, 1, 1]  | 0      |
| Linear     | [-1, 2, 2]       | 130    |

data set. Different neural network depths can also be used. In this work, we tested the algorithm with depth of 8, 14 and 20 hidden layers. The depth will essentially define the number of convolutional layers used within each stage to tune each channel’s images.

VI. RESULTS AND PERFORMANCE ASSESSMENT
A. MLDAS software

In order to perform this work, we have built a set of data exploration and machine learning tools specifically designed for Distributed Acoustic Sensing data. The program is available in a form of a Python package called MLDAS, publicly available through the Python package manager PIP. The high-level structure of the software is similar to the Machine Learning benchmarking suite built by the National Energy Research Scientific Computing Center (NERSC) where the user can easily specify a set of training parameters in the form of a YAML script which can be called by the main training routine and executed through a SLURM script (also made available) on the NERSC Cori cluster.

B. Distributed training

The software was designed to work efficiently on large-scale parallel systems using the multi-node DISTRIBUTEDDATA-PARALLEL layer in PyTorch. In order to ease the distributed training on multiple nodes, we use the DISTRIBUTEDSAMPLER object on the data loader to ensure proper partitioning of the data set across the distributed environment, that is to ensure each copy of the model (one for each node) is trained on a different subset of data.

![Fig. 8. GPU scaling results on NERSC Cori system. The left figure shows the evolution of the training throughput across GPU usage. The throughput here corresponds to the processing speed of the network, that is, the total number of samples processed per second. The right figure shows the fraction of ideal scaling, which is simply the throughput divided by the ideal scaling relative to lowest GPU rank (green curve in the left plot).](image)

In Fig. 8, we show the evolution of the training throughput and fraction of ideal scaling across multiple GPUs (Graphical Processing Unit). Although the measured training throughput is below its ideal curve, a quasi-linear scaling can still be observed as we increase the total number of GPUs. There is one exception though, when using 12 GPUs the scaling does not work quite well. This suggests that if we use more than a single GPU node, the most efficient way to take advantage of a distributed multi-GPU system is to use all the GPUs from the additional nodes. That is, above 8 GPUs, the number of GPUs to use should be a multiple of 8.

C. Hyperparameter tuning and model selection

Different combinations of hyperparameters were explored with the aim of identifying the best model which will provide the most accurate and trustworthy probability values on unseen data. Three parameters were tuned: (1) the depth of the neural network, (2) the size of the training data set, and (3) the learning rate. Each of those parameters are assessing specific aspects of the training. The depth provides insight into the complexity of the patterns under study (a deeper network will tend to look at a deeper representation of an image). The size of the data set can ensure better generalization of the model. Finally, tuning the learning rate can help achieve

1https://ml4science.gitlab.io/mldas/
2https://docs.nersc.gov/machinelearning/benchmarks/
faster convergence. Optimization techniques, such as adaptive batch size [9] or learning rate scheduler, were implemented in the early version of the training. However, because this work is more focused on building a tool that identifies useful energy in DAS data rather than making this process faster, we decided to leave the optimization steps as optional so as to demonstrate that the technique still works without the need of any optimization.

The best model was found after training for 50 epochs a 14-layer deep residual neural network with a learning rate of 0.001 on a 100,000-image training data set. In Fig. 9, we show the training loss and validation accuracy across epochs. With a final loss of 0.19037 and final accuracy of 94.67%, this model provides the most trustworthy results, especially for contaminated DAS regions where the model give adequate probabilities based on the presence (or not) of coherent surface wave signals.

**D. Inference and probability mapping**

The trained classifier can then be used to identify regions of useful coherent energy in unseen data. Data set C, containing 10 days’ worth of DAS data, was used to assess the quality of the training model. Each file corresponds to a 200x30000 data array (30,000 samples across 200 channels), which can be converted into 150 individual, non-overlapping, 200x200 black-and-white images. The input tensor of dimension [150,1,200,200] can then be fed to the trained model, set in evaluation mode, to output probabilities for each consecutive 200-sample region. The process on a single CPU core takes about 3 seconds for one file to complete and over half a day for the whole data set. However, using the MPI4PY library and taking advantage of the NERSC Cori cluster, we were able to parallelize the process and reduce the inference time down to 30 minutes across 96 cores.

In Fig. 10, we display the change in probability of occurrence of surface waves over several days. This gives us insight into the amount of traffic occurring at the surface and hence is a way of qualitatively assess the success of our model. Low values of surface wave occurrence probability during night-time is explained by the near-absence of traffic during that period. The peaks of probability are found during day-time both in early morning and late afternoon, correlating with the time at which traffic is at his highest (that is, when people go to and come back from work). Finally, a shallow drop in surface wave probability can be seen at noon, matching with lunch time and therefore a decrease in traffic.

Figure 11 shows an example of output probability map from a 1-minute 200-channel DAS data file. While only signals with sufficiently high energy can be observed in the raw data, the output probability map, on the other hand, does show the presence of fainter coherent wave signals detected all throughout the 1-minute region with a corresponding coherent surface wave probability higher than 0.5. This demonstrates that we are now able to efficiently identify where useful coherent energy signals are located in our big data set.

**VII. Conclusion & Future Work**

Labeled images were generated using suitable data metrics identified during an exploratory data analysis where physics insight was used to interpret the main characteristics of the DAS data. A scalable multi-GPUs deep learning technique was designed to identify regions of coherent energy in large-scale Distributed Acoustic Sensing (DAS) data, thus giving the geophysics community the ability to get the full benefit out of the large amount of data at their disposal. The convolutional residual neural network used in this work was trained on a total of 100,000 labeled images and used to infer coherent surface wave probability map on 170 GB of DAS data under 30 minutes using 96 CPU cores.

The ability to automatically detect and quantify usable surface energy in massive, noisy DAS data sets will have important implications for the geophysical community working with this novel sensing technology. One of the most direct applications would be optimization of data selection approaches for long-term ambient noise studies. By identifying which periods of time and spatial sections contain the most usable
energy, large amounts of non-useful data could be discarded and data sets could be substantially reduced. Besides, this ML-based quantification strategy could potentially be used to develop weighting schemes that could be incorporated to approach the use of coherent energy. This technique could also be applied in earthquake-related studies, in which surface wave energy can obscure seismic events of interest. In this case, this technique would be used to discard data sections rich in infrastructure noise.

The use of DAS for seismological applications is on a growing curve and many more large data sets are expected to be collected within the next few years. Our scalable, parallelizable, ML-based technique promises to pave the way for solving some aspects of the Big Data challenges associated with DAS data sets, contributing to advance its field of application.
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