Automated Archaeological Feature Detection Using Deep Learning on Optical UAV Imagery: Preliminary Results
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Abstract: This communication article provides a call for unmanned aerial vehicle (UAV) users in archaeology to make imagery data more publicly available while developing a new application to facilitate the use of a common deep learning algorithm (mask region-based convolutional neural network; Mask R-CNN) for instance segmentation. The intent is to provide specialists with a GUI-based tool that can apply annotation used for training for neural network models, enable training and development of segmentation models, and allow classification of imagery data to facilitate auto-discovery of features. The tool is generic and can be used for a variety of settings, although the tool was tested using datasets from the United Arab Emirates (UAE), Oman, Iran, Iraq, and Jordan. Current outputs suggest that trained data are able to help identify ruined structures, that is, structures such as burials, exposed building ruins, and other surface features that are in some degraded state. Additionally, qanat(s), or ancient underground channels having surface access holes, and mounded sites, which have distinctive hill-shaped features, are also identified. Other classes are also possible, and the tool helps users make their own training-based approach and feature identification classes. To improve accuracy, we strongly urge greater publication of UAV imagery data by projects using open journal publications and public repositories. This is something done in other fields with UAV data and is now needed in heritage and archaeology. Our tool is provided as part of the outputs given.
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1. Introduction

The use of unmanned aerial vehicles (UAVs or drones) in archaeology, similar to many other disciplines, has become standard within remote sensing and fieldwork applications [1]. While satellite-based remote sensing has proved to facilitate large-scale discovery of many archaeological features, often such imagery is limited based on resolution and the fact it does not often represent the investigated landscape as it appears at a given moment of investigation. Among other benefits, UAVs are able to locate new or previously unknown archaeological features, including archaeological sites difficult to detect such as sites that are only evident based on a given pattern of stone scatter [2]. The ease of operating UAVs and simple optical imagery provided enables small features and archaeological patterns to be noticeable that may not be as apparent on satellite imagery. In some cases, researchers have applied software processing UAV imagery, including applying computer vision [3–5] and machine-/deep-learning techniques [6,7]. Such techniques are commonly
applied to process and merge imagery; discover new features; and document archaeological monuments, features, and excavation sites. While such software is useful, a gap that has emerged for studying ancient landscapes and archaeological features is automated tools that can facilitate the recording and identification of archaeological features that signal to researchers that such features warrant further investigation. Additionally, there is a need to create open source and simple GUI-based tools that make it easy for researchers to apply deep learning segmentation techniques that facilitate feature identification and extraction for a broad audience of researchers. However, a limitation is that researchers need to share image data to create better trained deep learning models that could then be used to help discover a variety of archaeological features in any application. Such systematic data sharing is currently not done in the field of archaeology, creating a limitation for tools that can auto-discover archaeological features from UAV imagery. This is true not only for optical imagery but also other forms of data such as LIDAR and thermal imagery.

This commentary argues that archaeological researchers in different regions need to begin to share UAV imagery data in a way that allows others to utilize the value of such imagery, similar to what is occurring in other research fields such as in ecology, transport, and urban studies. This can be done through open repositories, such as figshare [8], journal repositories, or those increasingly provided by universities. Large-scale repositories are also increasingly used in image analyses, and these could be applied within heritage or archaeology. Researchers who share data should be able to gain credit in research output and through other acknowledgments to provide some incentive. With increased use of UAV imagery, along with deep learning models in research, we anticipate that more researchers will need shared libraries to build better models for automated feature identification. As a wider contribution, we have begun developing a free and open software tool to aid automated feature detection using instance segmentation based on a mask region-based convolutional neural network (Mask R-CNN) technique. While we are only in the beginning of our research and software development, we believe it is important to share preliminary results and the current utility of our approach as the project develops rather than waiting until the end of the work. We, therefore, present GUI-based software that enables automated instance segmentation for UAV data. The software, while not yet tested on many different forms of imagery outside of optical data, does have the potential to be extended into other imagery, including thermal and even non-archaeological cases. So far, we have tested our approach on some relatively obvious features, including surface ruined structures; qanats, or ancient subterranean water systems; and mounded sites. Results are provided in this work, but they are still preliminary in nature. With more training data, we do believe more complex and varied types of sites, such as those with limited stone surface scatters, could be made more detectable in the near future. After a brief overview and background on deep learning and relevant software, the following will present our current approach and contribution in helping to automate archaeological feature discovery. The discussion section at the end will provide commentary on the need to share data in relation to UAV imagery and the next steps for this effort.

2. Background
2.1. Deep Learning in UAV Remote Sensing

According to Yao et al. [9], deep learning (DL) methods are likely to become the main approach of image classification in the remote sensing community. Osco et al. [10] performed a literature review search using the Web of Science (WoS) and Google Scholar to identify works related to DL in UAV remote sensing applications. For the years covering 2016–2021, they found only 34 research articles, 16 proceedings articles, and 8 reviews that covered this topic. The majority of these papers (91.2%) used or discussed the implementation of convolutional neural networks (CNNs). Nonetheless, the application of CNN architecture in remote sensing imagery is not new, given its increasing and wide use in remote sensing in general. In addition, CNN does not require feature extraction. The system learns to extract features, and the key notion of CNN is that it generates invariant
features by convolutioning images and filters, which are then passed on to the next layer in the network approach.

One of the most essential aspects of DL is training data to create models that could be applied to classify objects in new imagery. Training data are labeled, or annotated, to reflect regions where specific classes or objects are present. Increasingly, creating and using large repositories in different fields has been an approach researchers have taken to improve feature classification. Some known aerial imagery repositories with labeled instances include UAVDT [11], Brazilian Coffee Scene [12], VisDrone [13], DOTA [14], RSCN7 [15], RSC11 [16], and WHU-RS19 [17] datasets. These repositories and others have helped to not only publish existing project data but also form important training and imagery validation in fields that apply DL algorithms. Osco et al. [10] provide examples of DL algorithms that produce some highly precise results on the detection and segmentation of trees and natural objects (e.g., [18,19]). The presence of large data repositories, therefore, is critical in fields benefiting from DL capabilities in feature identification.

2.2. Remote Sensing, Deep Learning, and UAV Imagery in Archaeology

While the above examples represent what could be possible with large datasets and DL techniques applied, very limited work has been done in archaeology. Nevertheless, airborne and satellite-based remote sensing has become an integral part of archaeological research and cultural resource management. Remote sensing, when combined with field research, allows for quick and high-resolution documentation of archaeological sites [20–22]. It makes it possible to document and monitor sites that are unreachable for fieldwork, destroyed, or threatened [23–25].

Machine-learning techniques and algorithms have gradually been included into remote sensing-based archaeological research in recent years, allowing for the automatic discovery of sites and their characteristics. The majority of these applications have used high-resolution satellite imagery [26]. Datasets such as LIDAR [27–29] use an active laser sensor that provides an illumination source, making features difficult to detect due to hindrances, such as trees, more evident. On the other hand, passive sensors such as WorldView imagery [30,31] are commonly used to detect small-scale archaeological characteristics, which can be evident due to vegetation or landscape changes. Other related work includes detecting anthrosols using a random forest (RF) technique [32] using multi-temporal ASTER imagery. Orengo et al. [33] provide a multi-sensor, multi-temporal machine-learning approach for detecting ancient mounds in Cholistan (Pakistan) utilizing massive data from remote sensing. In this study, a classifier technique that uses a large-scale collection of synthetic-aperture radar and multi-spectral pictures has been created using a Google Earth Engine, producing an accurate probability map for mound-like signals across ca. 36,000 square kilometers. Mask R-CNN methods have been successfully applied in a few previous works to detect archaeological sites and features [34], including an application related to qanats [35], with promising results showing the utility of the approach. While satellite-based data have greatly aided archaeology research, UAV optical imagery can provide advantages in cases where real-time data are needed or high-resolution information from given sites or landscapes is required. Similar to this work, Orengo et al. [6,36] have developed an open source approach to UAV-based image analysis for optical data. This work not only provides a comparable tool, but we have also developed a tool that is GUI-based and enables different stages of application needed for DL.

3. Software and Data

3.1. Mask R-CNN Approach

Mask R-CNN performs both image segmentation and instance segmentation, that is, dividing digital images into multiple segments and delineating individual objects, respectively. Most interest is used for instance segmentation, including in background research cited above in relation to the approach. The approach we take applies several components. The algorithm builds from the Fast R-CNN method [37,38]. The algorithm looks at candi-
date areas and performs classification using a convolutional layer that generalizes input images as feature maps using filters and kernels. A pooling layer that has downsampled feature maps, with the connected layer connecting the ‘neurons’ in a layer to neurons in another layer. These neurons reflect weights and bias input that translate between layers. Multiple convolutional and pooling layers can be created to add extra propagation, which can go forward and backward on given imagery data. Added to this, a region-based CNN is used, which effectively applies bounding boxes across the object regions, which evaluates convolutional networks independently on all the Regions of Interest (ROI) to classify multiple image regions into the proposed class. This reflects the first stage of proposed output from the algorithm. The mask is used to create an output that extracts a spatial layout for an object through predicting the class of the object and refining the bounding box at the pixel level.

3.2. Applied Software

We created a new application, which we have initially called Mask_UAV. The Supplementary Materials (see below) provides links to the software, documentation, data, and the trained model used. The core of our tool uses the PixelLib Python 0.6.6 library [39], which is built using the TensorFlow machine learning library [40], where this software is applied for the training of annotated features and segmentation of features used for classification and identification. This software allows us to apply instance segmentation on images using a developed Mask R-CNN model. Images are annotated, that is, individual objects are classified and delineated on imagery, so that a .json file associated with a given image is used for training; we use a Python tool called LabelMe (4.5.9) for this [41]. Additionally, we built output features and other graphical functionality using Python 3.8 to make the development and use of the Mask R-CNN approach easier for users by bringing together the required annotation, training, and segmentation functionality through one graphically based tool. The intent is also to increase and eventually incorporate other deep learning and computer vision techniques over time. We hope this will then be able to take advantage of UAV imagery data as they are made available by researchers. Further documentation and information about our approach could be obtained in the GitHub site provided with this article in the Supplementary Materials.

Figure 1 demonstrates examples from Mask_UAV’s user interface; the tool has a graphical user interface (GUI) to guide users to different options. Figure 2 demonstrates the flowchart for the tool, with functionality summarized below. After the tool is launched, using the controller.py module, users obtain the options to annotate, train, or segment objects. A choice to annotate launches the LabelMe application, where the user can then select images, trace around objects, and classify them for training. As this option simply launches LabelMe, users should view the instructions on using that tool first. The training choice presents users with different options, including running training on the system they are on or simply saving their choices so that training can be run on a high-performance computer (HPC), including those with graphics processing units (GPUs). Once the training option is chosen, a window opens for users to select a training library, which is the folder where annotated training data exist. The data should have .json files, for the annotations, and be in a ‘train’ folder. Model validation files should be placed in the ‘test’ folder. The weight file, which is the initial weighting used in training the CNN layers, is then selected. This could be simply a default training model such as mask_rcnn_coco.h5, which is trained with the COCO dataset [42], although users may want to incorporate their own libraries as they develop. Users also have the option to set the number of the batch size, which comprises the training examples used in forward and backward propagation used in deep neural networks, and the number of classes to train (i.e., three classes in our case). This is then used to update the trained model. Users can then choose the neural network model, with the default set to resnet101. This is a neural network model that is a CNN with 101 layers; users can also select resnet50, which has 50 layers and runs faster due to having fewer layers, although it often produces less accurate results. The final choice is epochs,
which is the number of passes for the training dataset during runs. A high number, such as 300, helps improve accuracy, although this can take a long time to run depending on the computing resources and size of training data. Users can then press start, which will launch the training using PixelLib, or save the run, which will save to a training_data.csv file in the training_data folder within Mask_UAV. If a user saves the run and then applies training later or on another system such as HPC, it is recommended to use the train_set.py module directly in the training folder to launch training on systems used. Users can simply modify the data paths in the training_data.csv file for remote data training.

![Controller module](image1.png)

**Figure 1.** Controller module (a) showing options when selecting annotation (b), training (c), and segmentation (d).

After training is launched, .h5 models will result from training runs, with improved outputs, that is, diminishing validation loss, from each epoch placed in the model_dir folder. The best model can be used to conduct segmentation on either image files or videos. Going back to the controller.py module, and after a user selects segmentation, a small window opens to enable user choices for segmentation. Users can select a single image or video file. A choice for the model can be made, which enables the user to select which deep learning model (.h5 file) output to use. One option is to select a segmentation folder, which is a group of images to segment rather than a single image. If a directory for segmentation is chosen, then the folder will be segmented rather than a single image. The classes, which are the names of the annotated classes used, are also inputted (e.g., ruined structures, qanats, and mounded sites). An option to have a bounding box on images is given as well. If a single video is chosen to segment, which can be chosen using the ‘Segment Image’ option, then indicating that this is a video option can be done in the radio button option (‘Segment Video?’). After these options, a user can then start the operation using the start button, which launches the custom_segmentation.py module in the segmentation folder. If a single image is selected, another window will open that shows the segmented image to users. Outputs from segmentation include a segment_data.csv file, which provides segmentation summary data found in the output_segmentation folder that contains the name of the
segmented class found in the image, the locations of the bounding box coordinates, and the score of the identified instance class. The segmented image(s) will be located in the output_segmentation folder.

Figure 1. Controller module (a) showing options when selecting annotation (b), training (c), and segmentation (d).

Figure 2. Workflow for the software options users can apply.

3.3. Training and Testing Data

In applying a supervised approach such as this Mask R-CNN implementation, training imagery is needed to create an output model used in image segmentation. As our main region of focus and knowledge is in the Middle East, we focused on obtaining imagery from countries in that region, including Jordan, Iraq, the UAE, Oman, and Iran. In addition to UAV imagery, regular aerial photographs from archaeological sites from the Gulf countries are collected. We worked with multiple data providers and collected 2814 images from contributors who utilize UAVs in fieldwork, but many of the data are not used in training and/or segmentation due to varying degrees of data quality or not directly informing on features. In addition, the Aerial Photographic Archive for Archaeology in the Middle East (APAAME) is used in our project training to supplement our data deficiencies, where users can find watermarked images of over 11,500 images on the online repository [41]. We ordered some non-watermarked imagery from APAAME, as well; we found some of the watermarked images suitable in training, but it also interfered in training in some cases and may have affected training results. Ideally, raw images should be used. Additionally, the APAAME images were taken by helicopter, but the angles and views are somewhat comparable to many UAV images. Three categories of sites were selected, which are called ‘ruined structure’, ‘qanat’, and ‘mounded sites’ (Figure 3). Overall, we used 286 total images (124 ruined structures, 68 qanats, 94 mounded sites) to conduct training, with often multiple features per image used, but we hope to increase this number as we evaluate more images. Additionally, other forms of data, such as LIDAR, can be used, but non-optical data are still not very commonly used in UAV imagery for archaeology. Therefore, we focused on optical data for now. From the images used, 33 were from the data providers, while the rest were from APAAME Additionally, 71 (31 ruined structures, 18 qanats, 22 mounded sites) images were used for model validation. All of these except 3 were from APAAME.
where these features can be described as types of artificial hills. Figure 3 shows the three possibility could be captured in data we train.

The three categories, that is ‘ruined structure’ (a), ‘qanat’ (b), and ‘mounded sites’ (c), annotated using LabelMe via our developed tool.

Generally, the three categories correspond to three distinct shapes in features, including square, linear, and elliptical shapes evident in such features. For ruined structures, annotated areas encompass walls, structures, and even materials, that is, stones, visible in archaeological sites. These features are evident on the surface through their remains, usually consisting of stones. Archaeologically, it is not always easy to identify if ruined structures are buildings or burials; therefore, we decided to make this a more generic category encompassing multiple types of features. For qanats, these features are linearly distinguished with circular-shaped access holes; both the access holes and linear representation of the aligned holes allow this feature to have clearly different annotations from other features. Because we can clearly separate this category from ‘ruined structure’, it allowed us to create this feature as a second category. As for mounded sites, their generally oval or circular representation above ground is the main distinguishing feature that separates them from the other categories. Such features are common throughout the Middle East, where these features can be described as types of artificial hills. Figure 3 shows the three types we consider clearly distinct. In some of the cases, sites have a combination of these features, such as a ruined structure and mounded site together spread across a site. This possibility could be captured in data we train.

4. Some Initial Results from Sample Data

We deployed the resnet101 neural network on GPU nodes on an HPC cluster to conduct training. As our work is ongoing, and we hope to collect more relevant samples, a limited number of outputs are provided here. We experimented with annotations to see if training on simple forms of data or simple features, such as individual walls or even stones, could improve results. For now, we limit discussion to the feature types we trained and evaluated. Examples from the three categories indicated above are provided with the final DL model deployed on 26 (12 ruined structure, 7 qanat, and 7 mounded sites categories) unannotated images. Ideally, we would conduct a formal test using sample data to test the precision and recall (F1 score) capabilities of the approach. Currently, the best validation loss achieved is just under 2.0 (1.84) and a mean average precision of 0.2, reflecting room for improvement that can be addressed through increasing training data. Results comparing imagery tested using the software for the three categories were about 25–35% accurate when compared to manually identified archaeological features. While ruined structures and mounded sites showed generally good identification, qanats showed more poor results that led to a lower overall score. This reflects the rate in which features could be identified using the Mask R-CNN approach versus manual identification. The exact rate is hard to determine as some features overlapped in area. Our current data can be found in the Supplementary Materials.

The first feature category with segmented data is ruined structures, reflecting visible surface ruins related to different archaeological features, including burials, ruined buildings,
or large concentrations of stone scatters. Figures 4 and 5 demonstrate raw and segmented images, respectively. From these images, it is clear that stone-built structures are segmented by the resulting Mask R-CNN model, but errors are noticed in that, sometimes, not all areas of a given feature are segmented (Figure 5b), or identified features are missed (e.g., Figure 5c, bottom left is a small feature). Nevertheless, the results demonstrate segmentation is on the right track, with classification score at about 0.7 from a scale of 0.0–1.0 in these cases, as the ruined structure class is identified, and the identification is mapped to part or even most of the features in the images.

The second feature type discussed is *qanats*, or ancient water channels, that typically have above-ground access holes. This feature was clearly distinct from ruined structures and is commonly found in the Middle East. Figure 6 reflects raw data and Figure 7 segmented results. From these, it is clear *qanats* were often missed, and only some of the feature’s access holes were segmented. Some mis-identification also occurred (e.g., mounded sites instead of *qanat* identification); however, ruined structures identified by our software often compared well to manually identified ruined structures, such as in Figure 5. Even though *qanats* are relatively more simple in shape, which should make them more identifiable, this category did have fewer training data than other categories. This likely led to the poorer results relative to the ruined structure category. The simpler shapes, however, may mean less training data will ultimately be needed than other categories.

![Figure 4](image_url). Example of raw ruined structure features (examples are from APAMME; samples 4088792676_8ccc54c75d_h (a), 15532537376_7fab380e39_o (b), and 5123243570_0933def600_o (c).
Figure 5. Segmented outputs from Figure 4’s ruined structure category using the developed tool. Items (a–c) correspond to Figure 4.

Figure 6. Raw images demonstrating qanats in (a–c).
The third category identified in UAV imagery is mounded sites, perhaps among the most common type of archaeological settlement feature in the Middle East. Figure 8a–c are examples from this category, with the resulting segmentation outputs (d–f) shown. In this case, segmentation was able to identify mounded and ruined structure sites, including when they are represented together. The most common error in this test was not capturing the entire mound, but relatively, this was one of the better categories tested. Flatter mounds, that is, those with less than 10° slope and without high contrast from the background, are harder to capture, but in some of the test’s segmentation was able to capture relatively low mounded sites (e.g., Figure 8e,f). Identified mounds did have scores running over 0.8, indicating somewhat greater confidence than in some of the other categories, as these features are generally easier to train for and detect.

Part of the limitation for features we have chosen is the lack of diversity of types within the categories. While clearly more training data could improve this, how many examples are needed is unclear. From analyzing other works, and given the accuracy scores achieved so far, we suggest training will require something on the order of 200–500 images for ruined structures, with potentially multiple features per image, but likely less training data for qanat and mounded sites categories (e.g., 100–150). This estimate is also based on the relatively more regular appearance of qanats and mounded sites versus ruined structure sites. This is aiming to achieve accuracy over 0.9 and F1 scores that are about the same or more for each category type. The estimate is based on similar research that attempts to identify complex categories using training data [43].
5. Discussion and Conclusions

5.1. Discussion

This work presents a call to researchers to better publish their UAV imagery along with their work as well as openly share data to facilitate the training of large neural network models that enable automated feature detection useful in archaeology. The brief review presented some example projects, such as VisDrone or DOTA, that have large repositories useful for identifying many different UAV-viewed objects, where these repositories are used to train large neural network models. By creating large repositories of hundreds of thousands or more images, researchers in ecology and urban studies, for instance, have been able to provide more useful results (e.g., high F1 scores such as over 0.9). Archaeological features are highly diverse, indicating that large repositories with varied and many examples of data will be needed to enable comparable results. While ideally similar large repositories would exist for archaeology, even having smaller repositories associated with field projects or publications would also greatly improve data access and at least regional approaches for automating UAV-based feature identification in the near-term. Certainly, for the long-term could smaller repositories be incorporated together to create broader coverage of archaeological features, as well. Increasingly, we are seeing remote sensing applications automating the process of feature discovery using various machine learning techniques (e.g., see [32,33]). This is useful not only in researching the past landscape but also in protecting heritage. Such work has been possible because of image repositories that make feature detection possible and easier. For UAV imagery, while such work is beginning to be carried out (e.g., [44]), current outputs are limited to a small range of objects identified on imagery. In regards to data sharing, there are many free tools, including sites such as figtree, Mendeley Data [45], and the Open Science Framework [46] that make it easier for researchers to share data. Such repositories could provide a solution for research projects with limited funding for large, cloud-based repositories.

Ultimately, as UAVs increase their range and flight time, more data will be captured, often to the point that might make it difficult for researchers to manually identify all archaeological features. This automation process has been increasingly applied to satellite-based imagery, but some forms of archaeological features are better identified using UAV imagery tools that are best suited for capturing data in current conditions, such as new features being
exposed, or even capturing more subtle features that are not easy to identify from other remote sensing platforms. For instance, it has been shown that small, seemingly random stone scatters detected using UAV imagery could be better at indicating archaeological sites than pottery scatters studied in survey [2]. Automating such and other discoveries will greatly depend on improved data capture, with a greater variety of examples of data. Trained models will help researchers speed up the recording and identification of archaeological features, while trained models could potentially capture data not readily apparent with only manual visual inspection.

We have attempted to contribute to the wider issue of improving data capture for UAV imagery through an ongoing project that has recently been funded by the UAE. A key contribution from this work is innovation in remote sensing software that could benefit other researchers. Specifically, we created software that enables key steps in the preparation, that is, annotation, training, and segmentation of imagery used in a Mask R-CNN deep learning algorithm that auto-detects archaeological features. Open source tools that enable the processing and application of DL do not currently exist in a simple-to-use GUI for heritage and archaeology specialists. Tools such as Picterra [47] do exist that allow similar possibilities as presented here. However, we also believe it is important to create open source and free software for researchers so as to avoid future possibilities where corporate-based software may become payment only, as this could limit research, particularly in countries where resources are limited. Additionally, to broaden researcher participation, all of the key steps needed to annotate, train, and segment data should ideally be accomplished through minimal computer code requirements and, ideally, via a GUI.

We have now enabled this in our contribution, providing benefit to researchers who are interested in applying DL to their UAV imagery cases. For our test cases presented here, we have deliberately limited the classes to three types of features, namely ruined structure, qanat, and mounded sites. These features can be detected, but not in all cases, and mistakes are evident. Our current outputs demonstrate utility in detecting archaeological features, where outputs are achieved with no coding and use of the GUI-built tool; however, results could be improved with more training and testing data. We suggest that complex shapes such as ruined structures may require a large number of training examples, perhaps on the order of more than 200 example images depending on the variety and complexity of shapes as well as number of features per image, to best represent diversity in given designated categories.

5.2. Conclusion and Future Direction

Deep learning is becoming increasingly common to a variety of fields applying remotely sensed data, but its benefits are constrained by training data, which is best addressed through greater data sharing. Our approach has been to at least facilitate some of the software limitations encountered by creating a simple GUI-based application using a powerful deep learning library (PixelLib) as a key component while bringing together tools for annotation (LabelMe) and outputs, including .csv, imagery, and GUI-based views, that enable analysis to be made. The software is freely shared and provided with an MIT open source license. The software will also be updated as it is improved and new features are added, including other algorithms for automated feature detection. While common optical camera data are the most common form of data and these data are what we have selected, one can extend this to other forms of sensor gathering. Thermal imagery is one area we think has greater potential, particularly in the hot climate and stone features common to many areas in the Middle East and elsewhere. LIDAR data have also been increasingly used, and more data captured through this technique in UAVs means we should have enough data to created automated classification methods, as well. These will be other areas we focus on, specifically imagery using such capabilities, in the near future and once we have more data from such imagery. Using long-distance UAVs will also enable us to create large mapped survey areas with detected archaeological features. One possibility we will consider to increase training data is to use synthetic data, including through generative
adversarial networks (GANs), where other projects with comparable limited data have demonstrated utility in creating training sets from existing sources but deploying variations derived from original data [48]. This could come in the form of altering angles or combining imagery to create something similar to what might be encountered elsewhere. It is possible simpler shapes, such as stones, could be chosen, which would also increase training data available and making categorization perhaps simpler. Other types of features, when data are obtained for training, could also be researched. We will also incorporate algorithms, including random forest [49] or other DL techniques such as those discussed in Osco et al. [10], as an alternative approach to the Mask R-CNN method deployed here. We plan to similarly facilitate the application of these approaches using minimal code or GUI-based methods. Such methods could potentially make it easier with smaller training data requirements. We also intend to focus more on the types of features that are difficult to detect using conventional methods or even visual analysis, such as flat archaeological sites with seemingly random stone scatters.

Supplementary Materials: The developed code and documentation can be seen here: https://github.com/maltaweel/Mask_UAV. Training and testing data can be found here: https://rdr.ucl.ac.uk/articles/dataset/Remote_Sensing_DL_Data/16685518. The Mask RCNN model used in examples can be found here: https://rdr.ucl.ac.uk/articles/dataset/Mask_RCNN_Library/16685548/1.
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