Comparison of ARIMA, ANN and LSTM for Stock Price Prediction
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Abstract—The prediction of stock prices has always been a hot topic of research. However, the autoregressive integrated moving average (ARIMA) model commonly used and artificial neural networks (ANN) still have their own advantages and disadvantages. The use of long short-term memory (LSTM) networks model for prediction also shows interesting possibilities. This article compares three models specifically through the analysis of the principles of the three models and the prediction results. In the end, it is believed that the LSTM model may have the best predictive ability, but it is greatly affected by the data processing. The ANN model performs better than that of the ARIMA model. The combination of time series and external factors may be a worthy research direction.

1 INTRODUCTION

Predicting the future seems to be an ability that everyone wants to possess, especially when it can bring benefits. This may be why stock price forecasting is so popular. Although proponents of efficient market hypothesis believe that stock price fluctuations are impossible to predict, a considerable number of researchers claim that some models are acceptable as long as they can produce predictions with considerable accuracy. The most commonly used models are artificial neural networks (ANN) and autoregressive integrated moving average (ARIMA) models. Of course, in recent years, some researchers have proposed that long short-term memory (LSTM) networks has higher prediction accuracy. This article will focus on the establishment principles of these three models and their differences in the prediction results of the stock price of the same company in a certain period, hoping to provide some convenience for later researchers.

The ARIMA model which is used for analysis and prediction has been considered as a very effective prediction technique, especially in social sciences. The prediction does not need to assume any underlying models or related equations. Because ARIMA's forecast results are derived from the values of the input variables and error terms. [1] But limited to it is a linear regression model, ARIMA may have some deviations when facing complex nonlinear practical problems. However, in terms of short-term forecasting, the linear models usually outperform the complex structural models. [2]

ANN is a data-driven adaptive model, with almost no prior assumptions. [3] It is used as a predictive model and is widely used in many fields including finance, commerce, and engineering. The prediction of ANN is based on the results obtained from the original data to make broad observations, and then infer the potential part of the whole. Unlike the ARIMA model, it is very effective in solving nonlinear problems. The changes in the stock market are also non-linear. Therefore, ANN can provide better results in terms of stock price prediction, compared with traditional models. [4]

Although ARIMA and ANN have been widely used in stock price forecasting, these models cannot measure the continuity of evolving price trends. LSTM is a variant of recurrent neural network. Unlike other methods, its feedback connection makes it easier to find development trends through the back propagation of current historical prices and current prices. However, since the LSTM model is rarely used in previous studies, and few research institutions conduct thorough preprocessing of the data, the performance of LSTM cannot be well demonstrated. This is also an important reason why it has not been widely used. [7]

In the following sections, the differences in the process and results of various models will be further discussed.

2 ANALYSIS

2.1 ARIMA Model

2.1.1 Theoretical introduction of ARIMA model. The ARIMA (p, d, q) model is a time series analysis model proposed by the American statistician Box GE P and the British statistician Jenkins GM in the 1970s. It is also called the Box-Jenkins methodology. It has the effective ability to generate short-term forecasts. In short-term forecasts, it constantly outperformed complex structural models. The ARIMA model for stationary time series is also called the ARMA (p, q) model. In the ARMA model, the future value of a variable is a linear combination of the past value and the past error, expressed as follows:
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where, \( \epsilon_t \) is the white noise sequence, \( p \) and \( q \) are integers which are called autoregressive and moving average, respectively. When dealing with a non-stationary time series, certain processing is required to generate a new stationary series. For non-stationary time series with short-term trends, difference can be made to make non-stationary series into stationary series. The simplest equation of this type of model is ARIMA (1, 1, 1), which can be expressed as:

\[
(1-B)(1-\omega B)u_t = (1-\theta B)\epsilon_t \quad (2)
\]

where, \( B \) is the lag factor, like \( Bu_{t-1}, B^2u_t = u_{t-2} \).

2.1.2 Tools and methods for time series analysis

2.1.2.1 The order determination method of ARMA model. The methods for determining the values of \( p \) and \( q \) in equation (1) mainly include the autocorrelation and partial correlation function order determination method and the AIC criterion, and the AIC criterion is the most widely used. Firstly, the model should be chose by examining the properties of the autocorrelation and partial correlation coefficients of stationary time series. If the autocorrelation coefficients are tailed and the partial autocorrelation coefficients show \( p \)-order truncation, select the ARMA \( (p, 0) \) model. If the autocorrelation coefficient has \( q \)-order truncation and the partial autocorrelation coefficient has tailing, the ARMA \( (0, q) \) model is selected. In other cases, select the ARMA \( (p, q) \) model. Secondly, when it is difficult to determine the order based on the correlation coefficient, AIC can be used to determine the order of the model. When \( p \) and \( q \) reach a certain logarithmic value, AIC \((p, q)\) has a minimum value. At this time, \( p \) and \( q \) are the best model orders.

2.1.2.2 Stationarity test of ARMA model —— ADF Test

First, perform regression on equation (3) and divide the estimated \( \hat{\delta} \) by its standard deviation to obtain a statistic \( \tau \). Then check the ADF critical table to see if the hypothesis \( \delta = 0 \) can be rejected. If the absolute value of \( \tau \) exceeds the absolute value of the ADF critical value, the hypothesis can be rejected, that is, the time series is considered to be stationary. On the contrary, you cannot reject the hypothesis that the time series is non-stationary.

2.2 ANN Model

2.2.1 Theoretical introduction of ANN model As a model widely used in approximating functions and predictions, one of the most significant advantages of ANN is that it is a general approximation model, which means that it can approximate and approximate many functions. Its ability comes from the parallel processing of data rather than the pre-set model.

For models using for time series modeling and forecasting, single hidden layer feedforward network is the first choice. [8] It is characterized by a network composed of three layers of simple processing units connected through acyclic links. The mathematical relationship between the output variable value and the input variable can be expressed as:

\[
y_t = w_0 + \sum_{j=1}^{q} w_{0j}g(w_{0j}) + \sum_{i=1}^{p} w_{ij}y_{t-i} + \epsilon_t \quad (4)
\]

where, \( w_i (i = 0, 1, 2, \ldots, q) \) and \( w_{ij} (i = 0, 1, 2, \ldots, p; j = 0, 1, 2, \ldots, q) \) are model parameters called the connection weight, \( p \) is the number of input nodes, and \( q \) is the number of hidden nodes. \( y_t \)
is the output variable, and $Y_{t-1}, Y_{t-2}, ..., Y_{t-n}$ are the input variables.

Under normal circumstances, the activation function has several forms that can be used, and its type is indicated by the condition of the neurons in the network. Of course, neurons in the input layer generally do not have an activation function, because their role is mainly to transmit the input variables to the hidden layer. In the output layer, the linear function are widely used because they are unlikely to introduce distortion into the output of the predicted value. Logistic function (5) and hyperbolic function (6) are usually used as the transfer function of the hidden layer. Besides, other functions are also possible, such as linear and quadratic functions. The modeling procedure corresponding to each function will be different.

$$L(x) = \frac{1}{1 + e^{-x}} \quad (5)$$

$$f(x) = \frac{1 - e^{-2x}}{1 + e^{-2x}} \quad (6)$$

Therefore, the ANN model represented by equation (1) is actually a non-linear function between past observations and future values. In other words, the ANN model is actually equivalent to a non-linear autoregressive model. When the output node $q$ of the ANN model is large enough, it can approximate any function to the hidden nodes, which makes it unexpectedly powerful. Of course, even an ANN model with a simple structure can get a good prediction effect. However, the construction of the ANN model may have an overfitting effect, which will make its generality to out-of-sample data worse.

### 2.2.2 Selection of the number of input and output nodes.

The choice of the value of $q$ is mainly depending on the data, and there is no effective rule that can be referred to in the process of determining this parameter. In addition to selecting an appropriate number of hidden nodes, another important decision to use ANN for time series prediction is to select the lagging observation value $p$ and the dimension of the input vector. Its selection plays a very important role in determining the autocorrelation structure of time series.

There are many different ways to choose $p$. It can be roughly divided into the following categories. The first is the empirical or statistical method of studying internal parameters and selecting appropriate values according to the performance of the model. [9] The second is hybrid methods such as fuzzy inference. [10] Of course, it is also a feasible way to determine the construction or pruning algorithm of adding or deleting neurons to the original architecture by observing the change value of the system state after deleting or adding neurons. [11] However, although these methods are very complicated, they still cannot guarantee to provide the best solution to all actual forecasting problems. Testing a large number of networks with different inputs and hidden units, calculating their generalization errors are usually performed to get the suitable model. Once both $p$ and $q$ have been specified, the model can be used for training parameters and the estimation process.

### 2.3 LSTM Model

#### 2.3.1 Theoretical introduction of LSTM model.

LSTM model is a kind of recurrent neural network (RNN), which mainly solves the problem of gradient disappearance that is easy to occur in traditional RNN, so that it can analyze longer time series data. Compared with RNN, the LSTM model adds three memory modules: input gate, output gate and forget gate. The working principle of LSTM is to process the input information at time $t$, select useful information with a certain probability, and finally extract useful information through the output gate as the state of the final retention layer, and then participate in the calculation of the next time.

After inputting a new set of variable values $x_t$ at time $t$ and the output state $h_{t-1}$ of the hidden layer at the previous time through the operation of the output gate state $c_t$, the output result $h_t$ of the hidden layer is obtained. The new cell state $c_t$ and hidden layer output will be passed to the next moment to participate in the calculation. The mathematical relationship of the whole process can be expressed as:

$$i_t = \sigma(W_i h_{t-1} + U_i x_t + b_i) \quad (7)$$

$$f_t = \sigma(W_f h_{t-1} + U_f x_t + b_f) \quad (8)$$

$$o_t = \sigma(W_o h_{t-1} + U_o x_t + b_o) \quad (9)$$

$$c_t = \tanh(W_c h_{t-1} + U_c x_t + b_c) \quad (10)$$

$$c_t = c_{t-1} \odot f_t + i_t \odot c_t \quad (11)$$

$$h_t = o_t \odot \tanh (c_t) \quad (12)$$

where, $W_i, W_f, W_o, W_c$ are the weights of $h_{t-1}, U_i, U_f, U_o, U_c$ are the weights of $x_t, b_i, b_f, b_o, b_c$ are bias factors. $\sigma$ is the sigmoid function making sure that the values of $i_t, f_t, o_t$ are between 0 and 1. $\tanh$ is the hyperbolic tangent function.

It can be seen from the above equation that the size of $h_t$ is jointly affected by the current cell state $c_t$ and the
information $h_{t-1}$ contained in the hidden state at the previous moment. And $W_c$, the main reason for the disappearance of the gradient, has no influence on the calculation of the current cell state. Therefore, by adding a gating structure, the problem of gradient disappearance in the training process is effectively reduced, and the accuracy of model prediction is also improved.

2.3.2 Data Processing for Stock Forecast. When applying the LSTM model to predict stock prices, unlike the ARIMA and ANN models, new technical indicators need to be added to the data. [7] When these indicators are added to the model as input variables, the LSTM model can distinguish between temporary price surges or rapid declines and long-term trend reversals. This will help us distinguish real price trends from market anomalies.

These indicators can be roughly divided into four basic types: trading volume, trend, momentum and volatility. Under normal circumstances, OBV will be used to characterize the trading volume, and use the trading volume to determine the strength of the continuing trend. Momentum indicators, such as RSI, can find out the rate of price change in a given period of time, representing the health of the current upward trend. Trend indicators, such as Fibonacci retracements, MACD, are used to find any developing trend reversals in the market.

Of course, like other models, it is necessary to further process the obtained data by using Z-score standardization. This will help suppress low data fluctuations and amplify higher values.

2.4 Comparison and Discussion

2.4.1 Comparison of ARIMA and ANN Model. Many researchers have conducted comparisons between ARIMA and ANN models for predicting stock prices. In this part, the forecast of DELL's stock price model around 2010 will be presented for a detailed demonstration. [12]

The model choices are ARIMA (1, 0, 0) and ANN (10, 17, 1). By observing the results, we can find that the prediction of the ANN model tends to predict the numerical value of the stock price. The ARIMA model's prediction is directional, which comes from its model assumptions are linear. Although it can be seen from the chart that the ANN graph is closer to the fluctuation of the real stock price, there is no obvious difference in the accuracy of the prediction results of the ARIMA and ANN models, but the ANN model fits the fluctuations of the test data better. When the statistical test of the results of the two models is performed, it also shows that their performance is almost the same. The P values of the two model tests were 0.439 and 0.604. However, despite this, ANN is relatively more appropriate than ARIMA. This result is also roughly in line with the conclusions of other researchers. [13]

![Figure 2. Comparison of ARIMA and ANN model with actual stock price.](image)

Obviously, the superiority of ANN mainly comes from its essentially non-linear model. The price fluctuations of stocks are more suitable for non-linear models than linear models. However, this conclusion may also be overturned when different data are selected. In addition, some researchers have proposed to mix the ARIMA model and GARCH to overcome the shortcomings of linear models while retaining the excellent performance of ARIMA in short-term forecasting. [15]

2.4.2 Comparison of ANN and LSTM Model. There are relatively few studies on stock price prediction using LSTM models. In a few studies comparing the prediction results of LSTM and ANN models, we can conclude that the LSTM model performs better. [7] And this difference may come from the improvement of the LSTM model on the problem of vanishing gradient. It may also come from the addition of indicators to help distinguish between market fluctuations and accidental fluctuations in the input variables. But the ANN model only uses time series to fit the data.
Although the LSTM model shows certain advantages, it has not been studied extensively. This may be because the current data processing is more suitable for the ANN model. The data that is not completely processed is introduced into the LSTM model, which will have a great impact on its performance, making the prediction results unsatisfactory.

3 Conclusion

Through the analysis of the establishment process and results of these three models, conclusions can be made. The ANN model is better than that of the ARIMA model, and the performance of the LSTM model may be more due to the ANN. And ARIMA-GARCH can further improve the accuracy of the ARIMA model by improving the white noise sequence.

The disadvantage is that, as we all know, the fluctuation of stock prices is not only related to changes in time, but also related to economic factors, socio-political factors, and the listing of other stocks. Although the LSTM model introduces other variables than the other two models to distinguish market fluctuations and sudden changes, the three models are essentially deduced by using possible relationships in the time series without considering other external factors. This is also the direction in which future research can be further in-depth. Of course, the further development and use of LSTM model in stock price prediction is also a subject of research value.
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