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Abstract

Recognizing group activity on still images is a very challenging problem. The difficulty in a distinction between foreground and background on images makes this problem more complicated than the problem of recognizing group activity on video due to the lack of spatial and temporal information. In this study, we examine the analysis of a still image recognition method on the Volleyball video dataset, which is collected for group activity recognition. We feed an additional mean image that is obtained from the previous and/or subsequent frames with the target image in order to analyze the temporal information gain. We aim to acquire temporal information from the mean images and to use it to train our method. As it is understood from the experimental results, our proposed method can get comparable results with the state-of-the-art video-based group activity recognition studies.
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1. Introduction

In recent years, a dramatic increase has been observed in the field of computer vision research in studies on human movements and activities. The main reason for this is the increase in the use of the camera in daily life and accordingly, the image and video data obtained increases significantly. The need for automatic examination of this constantly increasing visual data has become important. The impact area of the studies carried out in this field includes a wide range of influences from security systems to entertainment industry.

Collective activity, also called group activities, can be defined as a sequence of movements performed jointly or interactively by more than two people. In order to model collective activities, it is necessary to recognize the individual movements of the individuals in the relevant group, as well as the spatial and temporal states of these movements relative to each other.

By its nature, group activity recognition has a more complex infrastructure than individual action recognition. In addition to individual actions, person-person interaction and group-person interactions are also very important in group activity recognition.
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Besides, the problem of group activity recognition in still images is more difficult than that of group activity recognition in videos since it does not contain movement and temporal information. For this reason, the studies related to the problem of group activity recognition in still images in the field of computer vision are less than those of video-based studies.

This study is about the problem of group activity recognition in still images. Still image recognition method is applied and analyzed on an existing video group activity dataset [1]. In the proposed method, average images obtained using the previous and next frames of the labeled video target frame in the dataset are used to provide temporal information. The overall proposed method is shown in Figure 1. These images are used in the training phase together with the target frames. This proposed method achieves more successful results than most video-based studies in the literature.

Figure 1. Analysis performed by Convolutional Neural Network (CNN) model-based image recognition method.

The group activity recognition problem is a new issue that has been studying in recent years. This problem is addressed through still images and videos. Group activity recognition on videos is more widely studied than group activity recognition in still images and studies on still images are less than the others. In this study, a comparative analysis is made between the proposed still image-based group activity recognition and video-based studies and the performance of this proposed method on the video datasets is calculated.

Ibrahim et al. [1] proposed multiple hierarchical long short-term memory (LSTM) methods to recognize group activities on videos. In this hierarchical architecture, the first LSTM architecture is used to capture individual actions, while the second LSTM architecture is used to achieve group activity dynamics in temporal domain. This model was further developed in [2] by adding an energy layer instead of the softMax layer that exists in the LSTM architecture. Qi et al. [3] proposes a recurrent neural network called stagNet that uses spatial mechanisms of attention and semantic graphics to recognize the collective activity. In order to model relationships in group activity recognition, [4] offers a two-level (person and stage) attention-based model. This model used two-stage Gated Recurrent Units (GRU) networks to provide temporal variability and consistency. From recent studies, Lu et al. [5] have designed a graphical convolutional neural network that investigates the interaction relationships in collective activities. In [6], they proposed a multi-stream spatial convolution neural network architecture that focuses on the regions of the person in both temporal and spatial channels to recognize collective activities on videos.

Studies related to group activity recognition problem on still images remain limited due to lack of dataset. In [7], which is one of the rare studies in this field, the only dataset in this field is proposed and interaction patterns are learned on this dataset to encode the relationships between people. Another study [8] has proposed a CNN-based two-stream architecture for combining RGB images and pose masks.

The image recognition problem is one of the most popular studies in the field of computer vision. Especially with the development of deep learning methods, the success of these studies increases even more. The methods mostly used in this field are AlexNet [9], VGG [10], Inception [11], and ResNet [12]. In this study, ResNet architecture is used for the image recognition problem.

The rest of the paper is organized as follows. Details of the method proposed are described in Section 2. In Section 3, the results of the experiment obtained by the proposed method are presented. Finally, we present the conclusions in the section 4.

2. Materials and Methods

2.1 Problem Definition

When a series of image is given, the group activity recognition method is defined as the estimate of the group activity classes for each image frame. The training set consists of $K_e = \{R_i, S_i\}_{i=1}^N$ with N samples. $R_i$ is the $i$th training image frame and $S_i$ is a finite number
from a set \( S = \{1, 2, \ldots, C\} \), of \( C \) group activity categories related to the category. In the testing phase, our aim is to match an unseen image frame with the correct one of the \( C \) group activities.

![Figure 2. Average images created on frames before and/or after the target video frame. Sample images are left-to-right, 0_1_0, 1_1_0, 2_1_1 in the top row, and left-to-right 3_1_2, 4_1_3, 5_1_4 in the bottom row, respectively.](image)

### 2.2 Recommended Model

As can be seen in Figure 1, we propose a CNN based image classification method. RGB image frames and averaged images are given as inputs to the method we recommend. The model first extracts the attribute information according to the given image frame. Then, class scores are calculated for the given image frame, \( F_{ce}(R, W) \). In this formula, \( W \) represents the parameters that the method should learn. Softmax function is used to convert class scores into probability values on a class basis. The cross-entropy loss function (Eq 1.) is used to learn the parameters of the method.

\[
L_{act} = - \sum_{j} a_{j} \log \left( \frac{e^{a_{j}}}{\sum_{i} e^{a_{i}}} \right)
\]

In the equation above, \( a \) represents the number of activity classes, \( a_{j} \) is the output score of the \( j \)th collective activity class, and \( y_{j} \) represents the ground truth score of the given class.

As mentioned earlier, in addition to the target frame, average images are also used in the proposed model. Here, obtaining average images are defined as follows. "\( x \_y \_z \)". \( x \) refers the number of images before the target frame is added to the average, \( y \) defines the target frame, while \( z \) refers the number of images after the target frame is averaged. \( 3 \_1 \_2 \) representation, for example, refers an image obtained as a result of the average of the target frame and three frames before the target frame and two frames after the target frame. Table 1. shows the experiments with the averaged images as well as the target frame.

### 3. Experiments

#### 3.1 Dataset and Preprocess steps

In this study, Volleyball dataset [1], which is a video dataset, is used because of the lack of dataset related to group activity recognition problem in still images. This dataset contains a total of 15 videos, 1525 clips, and 41 image frames within each clip, and a target image frame labeled for each clip. This target image frame corresponds to the 21st frame in the video. In this dataset, there are six group activities in total: spike, set, pass, and the left and right team variants of these activities. In [1], the authors proposed a LSTM-based method that predicts the middle target (21st) image frame to determine the activity in each clip. In this approach, ten frames (five frames before and four frames after the target frame) were used. As in [1], 2/3 of the videos from each class is used for training and the remaining videos are used for testing.

In this study, this dataset is organized to define group activities in still images using target image frames instead of the videos. Inspired by the method proposed in [1], the following data augmentation method is used during the training phase in this dataset. As the preprocessing step, in addition to the target frames, new images are created by taking the pixel-based numerical averages from the
images taken from the previous and next frames of the target frame together with the target frame. Moreover, these created images are stored. Sample images are given in Figure 2.

### 3.2 Architecture and Application Details Used

In experiments, the 21st video frame is selected as the target video frame. Average image frames are used only in the training phase while only the target video frames in the test set are used in the test phase. For each image frame, attributes are extracted from the ResNet-18 model and group activity classification is done through these attributes. Each method is run five times and the accuracy values are calculated by averaging these experiments.

For the proposed method, the learning rate is determined as 0.001 and the momentum as 0.9, and the learning rate is reduced by 0.1 per 10 epochs. This method is trained within 100 cycles. In the training process, the size of the training set is fed with four image frames in each period. As the data replication processes, the steps for cropping and rotating horizontally are randomly applied on all the images for the training set. In the testing process, only the central clipping is done. This study uses the previously trained ResNet-18 architecture on the ImageNet [9] dataset.

### 3.3 Experimental Results

In Table 1, the analysis of various combinations of the proposed approach is presented. It is observed that the results are improved when the average images obtained with the target frame are used. As a result of various experimental combinations, it can be observed that the success of the proposed methods decreases as the distance between the average images and the target frame increases. On the other hand, it is observed that the results obtained by using the average images together with the target frame during the training phase are better than the baseline study [1] in the video dataset. The best result is obtained by using the 1_1_0 method in which the target frame and the average of this frame and the previous frame are used together, and 68.48% accuracy is about 10% better than the video-based study [1].

| Method (x_y_z) | Accuracy |
|---------------|----------|
| 0_1_0         | 59.64    |
| 1_1_0         | 68.48    |
| 2_1_1         | 67.00    |
| 3_1_2         | 65.04    |
| 4_1_3         | 59.76    |
| 5_1_4         | 59.80    |

Table 1. Results of experiments using images obtained with the average of a different number of frames

The proposed approach has been compared with state-of-the-art studies that define group activities using video processing techniques. The results are summarized in Table 2. In order to make a fair comparison, the same evaluation protocol is applied as [1]. The image classification approach, made using only target frames, provides about 8% better success than [1] using the complex video processing approach based on LSTM. The proposed method in which target frames and the average images are used together achieves a better result of about 2% than [13], an LSTM-based study that has achieved results on this dataset. However, it achieves comparable results with [6] that uses temporal and spatial information together with multi-flow convolutional neural networks.

| Method                                      | Accuracy |
|---------------------------------------------|----------|
| Two-Stage Hierarchical Model [1]            | 51.10    |
| Image Classification (0_1_0)                | 59.64    |
| SBGAR [13]                                  | 66.90    |
| Proposed Method (1_1_0)                     | 68.48    |
| Region Based Multi Stream Model [6]         | 72.40    |

Table 2. Comparison of the proposed method with the results obtained in the Volleyball dataset.

The confusion matrix of the proposed method is given in Figure 3. According to this matrix, most of the confusion that occurs between set and pass classes. There is a confusion in the set and pass activities that take place on both the left and right teams. The main reason for this situation is thought to be the scarcity of temporal information due to not using all video frames.
4. Conclusion

In this study, an image-based classification method is analyzed on the video group activity dataset by selecting a target video frame by training these frames with before and after frames of the trained frames. With this analysis, it is observed that the proposed method achieves comparable results with video-based approaches with less effort and processing power. In this context, it is emphasized that in the video group activity recognition problem, an image classification method training can be done with the images obtained with the target frame and data augmentation approaches. As a result of the experiments carried out, it is observed that the success of this problem is increased by using the analyzed method in the video dataset. In addition to classification with a still image, it is observed that using average images containing partial temporal information improves the results even more. In future studies, it is aimed to use and to analyze the proposed method in video datasets in different computer vision fields.
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