Stochastic gene transcription with non-competitive transcription regulatory architecture
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Abstract The transcription factors, such as activators and repressors, can interact with the promoter of gene either in a competitive or non-competitive way. In this paper, we construct a stochastic model with non-competitive transcriptional regulatory architecture and develop an analytical theory that re-establishes the experimental results with an improved data fitting. The analytical expressions in the theory allow us to study the nature of the system corresponding to any of its parameters and hence, enable us to find out the factors that govern the regulation of gene expression for that architecture. We notice that, along with transcriptional reinitiation and repressors, there are other parameters that can control the noisiness of this network. We also observe that, the Fano factor (at mRNA level) varies from sub-Poissonian regime to super-Poissonian regime. In addition to the aforementioned properties, we observe some anomalous characteristics of the Fano factor (at mRNA level) and that of the variance of protein at lower activator concentrations in the presence of repressor molecules. This model is useful to understand the architecture of interactions which may buffer the stochasticity inherent to gene transcription.

1 Introduction

In the last two decades, it has been established experimentally that gene expression and its regulation, a fundamental cellular process whereby the functional protein molecules are produced in cells, are inherently stochastic processes [1–11]. Along with the experimental works, many theoretical analyses, especially with exact analytical results, have uplifted the field to a new height and made the field more fascinating and challenging [12–22].

Gene expression and its regulation are of fundamental importance in living organisms. They consist of several complex stochastic events such as transcription, translation, and degradation, etc. [23,24]. Transcriptional regulation [18,19,25] plays an essential role in the development, complexity, and homeostasis of all organisms, as transcription is the first step of biological information transformation from genome to proteome. Regulation of transcription is a result of the interactions between the promoter of gene and regulatory proteins called the transcription factors (TFs). TFs are classified, according to their function, as activators and repressors. The activator and repressor molecules are actively involved in the regulation of gene transcription, both in prokaryotes and eukaryotes [26–28]. Transcriptional repressors, such as lac and tryptophan repressors, are well known for prokaryotic systems. Repressor molecules inhibit the gene transcription by binding to the appropriate region of the promoter. In comparison with the prokaryotic systems, eukaryotic systems are much more complex and have compact chromatin structures. For the initiation of transcription in eukaryotes, remodeling of the chromatin structure is essential so that the transcription factors and the RNA polymerase (RNAP) have access to the appropriate binding regions of the promoter. Thus, gene activation in the eukaryotic system means the relief of repression by the nucleosomal structure of the chromatin before the binding of activators [29]. Activator and repressor protein concentrations can be varied by varying the inducer molecules such as galactose (GAL), aTc (anhydrotetracycline), and doxycycline (dox), etc. [3,10,11].

In eukaryotes, regulation of transcription by any of the TFs is modeled by a two-state telegraphic process [14,15,17]. In that model, the gene can be either in the ON/active or OFF/inactive state depending on whether the TFs are bound to the gene or not [5,30]. From the active state of the gene, a burst of mRNAs is produced randomly. The random burst of mRNA synthesis interspersed with a long period of inactivity is the most important source of cellular heterogeneity [7,15,16]. However, the causes and consequences of transcriptional bursts are still very little known. It has not been possible to view the transcriptional activity of a single gene in a living eukaryotic cell. It is therefore
unclear how long and how frequently a gene is actively transcribed.

In the burst model or two-state telegraphic model of gene expression, the initiation of transcription by the recruitment of RNAP II at the activated state of the promoter is ignored. The first step in transcription initiation is the recruitment of RNAP II and other transcription machinery to the promoter to form a pre-initiation complex. After initiation, a subset of the transcription machinery in the pre-initiation complex dissociates from the promoter and RNAP II moves forward to transcribe the gene (polymerase pause release [31,32]). To begin the second round of transcription, also called the reinitiation [33], this subset of the transcription machinery along with the RNAP II must again be recruited to the promoter. It has been shown both experimentally [3,6,9,34–36] and theoretically [31,37,38], that reinitiation of transcription by RNAP II can be crucial for cellular heterogeneity.

The origin and consequences of cellular heterogeneity due to transcriptional regulation by activators and/or repressors, along with the reinitiation of transcription by RNAP II, become increasingly important. Blake et al. have studied a synthetic GAL1* promoter in yeast [3,39]. The transcriptional regulation of the yeast GAL1* promoter is carried out by both the activators (GAL) and repressors (TetR). They have identified a regulatory mechanism and key reactions using stochastic simulations that agree well with their experimental observations [3]. The important property of their regulatory mechanism is that the activators and repressors can bind the promoter simultaneously and non-competitively. Their observations also revealed that the pulsatile mRNA production through the reinitiation of transcription by RNAP II is crucial to match the experimental data points of the Fano factor$^1$ at the protein levels. Sanchez et al. [13] reproduced the experimental results of [3] by exact analytical calculation in which the reinitiation of transcription process is mapped by average burst distribution.

In this article, we consider the more general regulatory architecture regulated by activator-repressor with non-competitive interaction with the gene along with the reinitiation dynamics. It is noteworthy that similar network was studied experimentally by [3,6]. In this work, we do study the same (four-state) network although our approach is completely analytical. We find the exact analytical expressions for mean and the Fano factor of mRNAs and proteins. These analytical expressions are important to find the behaviors of mean and the Fano factor with different rate constants and regulatory parameters.

The availability of exact analytical expression for any experimentally measurable quantity is crucial in identifying the structure and function of the complex cellular system. The average expression level [40], and the Fano factor [29,32,41] are the important physical quantities to identify the functional role of a complex gene regulatory network. The exact analytical expressions of these biologically significant quantities in terms of the rate constants of the biochemical reactions of the network are, therefore, powerful tools for research.

Here, we study the transcriptional regulatory networks with non-competitive architecture and analytically calculate the mean and Fano factor of mRNAs and proteins for the network with and without the reinitiation of transcription by RNAP II. The theory enables us to study the characteristics of the aforementioned quantities with any of the parameters individually. Thus, we search the dependence of the Fano factor (at mRNA level) on reaction rate constants and find the Fano factor in the sub-Poissonian regime by means of transcription reinitiation. We also reveal some other factors that control the mean and noise for the network. Additionally, we illustrate the effect of transcriptional reinitiation along with other factors, specifically, the role of aTc on the network. By using the analytical theory and simulation, we are able to reproduce the curves of mean and the noise that were previously found in [3]. We also notice that there is a mismatch of experimental data with the theoretical curve proposed by Blake et al. [3] (see Fig. 2c). We consider some extra transitions to match the theory properly with the experimental results. With the help of our analytical computation, we are able to find out the probable set of rate constants that gives a good fit of experimental points to the theoretical curves. We also perform statistical error minimization technique and determine the sensitivity and uncertainties of the parameters that establish the robustness of our analysis. Finally, we observe some anomalies in noise curves of mRNA and in the variance of protein at low activator (GAL) concentrations in the presence of the repressor molecule bounded by aTc.

### 2 Non-competitive regulatory architecture and its analysis

Regulation of transcription by activator and repressor is a well-known mechanism of gene regulation in the cell [3,6,26–28]. There are experimental evidences that transcriptional regulation by activator and repressor can occur either non-competitively or competitively [3,10]. Blake et al. [3] studied the synthetic yeast GAL1* promoter experimentally and observed the variation of the Fano factor with respect to transcriptional efficiency, defined as the ratio of transcription to the maximum transcription [13]. They also identified the architecture of transcriptional regulatory network for the synthetic GAL1* promoter of yeast by stochastic simulation.

The important property of the constructed promoter is that both the activators (GAL) and repressors (TetR) interact with the gene non-competitively. So, there can be four different states of the gene namely, normal (G$_n$), active (G$_a$), active-repressed (G$_ar$) and repressed (G$_r$) (Fig. 1a). The normal state is the open or vacant state of promoter where either activator or repressor

---

$^1$ The Fano factor is a measure of noise. The Fano factor and noise strength are synonymous throughout the paper. For more, refer to glossary.
Fig. 1 Reaction schemes for an activator-repressor system with non-competitive interaction of a gene. a Network without transcription reinitiation path: an activator binds to the promoter of gene at normal state \( (G_n) \) to make the gene active \( (G_a) \) for synthesis of mRNA. Proteins are then produced from mRNA via reaction rate \( J_p \). \( k_9 \) and \( k_{10} \) are the rates of decay of mRNA and proteins, respectively. A repressor can bind to the normal state to make a repressed state \( (G_r) \) which is unable to transcribe. A repressor may also attach with an active state to bring the gene at an active-repressed state \( (G_{ar}) \). b Network with a transcription reinitiation path from an initiation complex \( G_c \) to \( G_a \) via \( J_m \). The state \( G_c \) is formed when RNAP II binds to an active state \( (G_a) \). c With transcription reinitiation path and a direct transition path from the closed complex \( G_c \) to the normal state \( G_n \).

RNA Pol II in the course of reinitiation of transcription \[33,35\] and production of new transcripts.

Along with the four different states of the promoter, Blake et al. \[3\] also identified that reinitiation of transcription by RNAP II from the active state of the promoter is crucial to reproduce the experimental data with stochastic simulation results \[3\]. The RNAP II binds the activated \( (G_a) \) gene and forms an initiation complex \( (G_c) \). Then, RNAP II starts transcription along the gene and the close-complex turns into an activated state where another RNAP II can bind. The reinitiation of transcription by RNAP II is shown in Fig. 1b.

For the synthetic yeast GAL1* promoter, some rate constants for similar transitions among the promoter states are assumed to be correlated with each other. To make our study more general, we assume that all the rate constants are completely uncorrelated with each other (Fig. 1). We have also incorporated the possibility of direct transition from the close-complex \( (G_c) \) to the normal state \( (G_n) \) \[31\] as shown in Fig. 1c. The introduction of that transition path is due to the fact that, both activator and RNAP II can dissociate simultaneously from \( G_c \) and bring back the gene to its normal state \( (G_n) \).

It should be stressed that, the reaction scheme of the gene regulatory network in Fig. 1c is the more general
one compared to Fig. 1b. So, we write the Master equation [42] corresponding to the reaction scheme in Fig. 1c and calculate the mean and the Fano factor of mRNAs and proteins at the steady state.

We assume that there exists \( l \) copy number of a particular gene in the cell. Let us consider \( p(n_1, n_2, n_3, n_4, n_5, n_6, t) \) be the probability that at time \( t \), there are \( n_5 \) number of mRNAs and \( n_6 \) number of protein molecules with \( n_1 \) number of genes in the active state \( (G_a) \), \( n_2 \) number of genes in the initiation complex \( (G_i) \), \( n_3 \) number of genes in the active-repressed state \( (G_{ar}) \) and \( n_4 \) number of genes in the repressed \( (G_r) \) state. The number of gene in the normal states \( (G_n) \) are \( (l - n_1 - n_2 - n_3 - n_4) \). The time evaluation of the probability is given by

\[
\frac{\partial p(n_1, t)}{\partial t} = k_1 \left[ l - (n_1 - 1 + n_2 + n_3 + n_4) \right] \\
\times p(n_1 - 1, n_2, n_3, n_4, n_5, n_6, t) \\
- l - (n_1 + n_2 + n_3 + n_4) \right] p(n_1, t) \\
+ k_2 \left[ (n_1 + 1) p(n_1 + 1, n_2, n_3, n_4, n_5, n_6, t) - n_1 p(n_1, t) \right] \\
+ k_3 \left[ (n_4 + 1) p(n_1 + 1, n_2 - 1, n_3, n_4, n_5, n_6, t) - n_4 p(n_1, t) \right] \\
+ k_4 \left[ (n_2 + 1) p(n_1 - 1, n_2 + 1, n_3, n_4, n_5, n_6, t) - n_2 p(n_1, t) \right] \\
+ k_5 \left[ (n_1 + 1) p(n_1 + 1, n_2, n_3 - 1, n_4, n_5, n_6, t) - n_3 p(n_1, t) \right] \\
+ k_6 \left[ (n_3 + 1) p(n_1 - 1, n_2, n_3 + 1, n_4, n_5, n_6, t) - n_3 p(n_1, t) \right] \\
+ k_7 \left[ (n_4 + 1) p(n_1, n_2, n_3, n_3 + 1, n_4, n_5, n_6, t) - n_4 p(n_1, t) \right] \\
+ k_8 \left[ (n_1 + 1) p(n_1, n_2, n_3 + 1, n_4 + 1, n_5, n_6, t) - n_4 p(n_1, t) \right]
\]

where, \( i = 1, 2, \ldots, 6 \).

We can derive the mean, variance and the Fano factor of mRNAs and proteins from the equations of moment (1) with the help of a generating function.\(^3\) The mean mRNA and protein are given by

\[
m_{WR}^{m} = \frac{J_m k_3 k_8 b_0 b_2}{k_p (m_{WR} f_p - (b_{11} b_{13} - b_{10} b_{12}) b_2)}; \\
p_{NCWR}^{m} = \frac{m_{WR} f_p}{k_p}
\]

\[
F_{m}^{WR} = 1 + A - m_{WR}^{m}; \\
F_{p}^{WR} = 1 + B - p_{NCWR}^{m}
\]

\(^3\) Refer to Appendix-A.
Fig. 3 Intermediate state consideration: a) our consideration with equivalent reaction rates between normal state ($G_n$) and active state ($G_a$), b) generalized structure with intermediate state $G_x$ (Gene-dox complex)

where the detail expressions of $A$, $B$ and $C$ along with other $b_j (j=1,2\ldots,20)$ parameters are given in Appendix-B.

In the following analyses, we have emphasized only on a subset of the set of parameters that appear in equation (1). In this way, we have successfully established how the same set of parameters considered in [3] also affects the physical quantities that we can calculate for the configuration Fig. 1c. An additional advantage in working with the same set of parameters is that, in the limiting case we can reproduce the results of [3,37,38].

In Fig. 2, we have shown the variation of mean and the Fano factor of proteins with respect to external inducers and transcriptional efficiency. In the next step, we verify our analytical results by matching the expressions of mean and the Fano factor calculated from the reaction schemes in Fig. 1 with the experimental data points in [3]. Note that, in this analysis we have considered the rate constants and the reaction scheme of [3] which corresponds to Fig. 1b. We also draw the curves for the mean (2a,b) and the Fano factor (2c) without the reinitiation process,⁴ corresponding to configuration Fig. 1a. Subsequently, we compare the effect of reinitiation of transcription on those two quantities. We find similar conclusion as in [3] that reinitiation can increase both the noise and mean expression level. Both the experimental data and our analytical results show that the reinitiation of transcription process in the present transcriptional regulatory architecture increases the Fano factor at the protein level (Fig. 2d, e). We also see that the reinitiation of transcription increases the mean protein level compared to the transcription without reinitiation [38]. The rate constants used in [3] are given by $k_1 = 0.02 + 0.2 \times GAL$, $k_2 = 0.01 + 0.1 \times GAL + 0.077/GAL$, $k_3 = 50$, $k_4 = 10$, $k_5 = e \times k_{10}$, $k_{10} = 200*(npt)^2/[1+(C_1\times aTc)^4]^2$, $k_6 = k_9 = 10$, $k_8 = e \times k_1$, $k_7 = k_2$, $J_m = 1$, $k_m = 1$, $J_p = 5$, $k_p = 0.0125$, $npt = 100$, $C_1 = 0.1$, $e = 0.025$. A better fitting with a different set of rate constants (using reaction scheme 1c) is shown in the following paragraph by considering extra intermediate possible transitions. We have analytically find the idea of another set of rate constants that can give a better fitting of data.

In Fig. 2c, we see that the analytical curve for variation of the Fano factor with transcriptional efficiency for fixed aTc at 500 ng ml⁻¹ differs greatly with experimental data points at lower values of transcriptional efficiency. Now, we tried for a different set of rate constants to remove this discrepancy. We use the reaction scheme shown in Fig. 1c where a direct path of possible transition from $G_c$ to $G_n$ via $k_{11}$ has been considered, as both the activator and RNAP II can remove simultaneously from the stage $G_c$ to bring back the gene at stage $G_n$. Also, the intermediate genetic stages between $G_n$ and $G_c$ are considered which were ignored earlier.

We assume (see Fig. 3) when the activator molecules are attached to $G_n$, there exists an intermediate state $G_s$ (Gene-dox complex). The activation rate constant $k_A$ carries dox [s], whereas deactivation rate $k_D$ releases dox from $G_s$. We choose $k_A = k_a[s]$ and $k_D = k/k_A = k_d/[s]$, where $k$ is a constant of proportionality. There are a direct basal path $k_B$ (forward) and $k_R$ (reverse) from $G_n$ to $G_a$.

Let us consider:

The kinetic equations are:

\[
\frac{d[G_a]}{dt} = k_1[G_a] + k_B[G_n] - (k_2 + k_R)[G_a] \tag{5}
\]

\[
\frac{d[G_n]}{dt} = k_2[s][G_n] - k_d[s][G_s] + k_2[G_a] - k_1[G_s] \tag{6}
\]

\[
\frac{d[G_s]}{dt} = \frac{k_d}{[s]}[G_s] + k_R[G_a] - (k_n[s] + k_B)[G_n] \tag{7}
\]

\[
[G_o] + [G_n] + [G_a] = 1 \tag{8}
\]

Applying steady state condition, \( \frac{d[G_a]}{dt} = 0, \frac{d[G_n]}{dt} = 0, \frac{d[G_s]}{dt} = 0 \) and solving, we get

\[
[G_o] = \frac{k_1'}{k_1 + k_2} \tag{9}
\]

where,

\[
k_1' = k_1[k_n[s] + k_B k_d/k_1] \tag{10}
\]

\[
k_2' = k_2[k_n[s] + k_d/k_1 + k_c] \tag{11}
\]

with $k_2' = (k_2 + k_R)$ and $k_c = k_1 k_R + k_2 k_B$.

When the intermediate state $G_s$ is absent, we have the same form of $G_a$ as shown in Eq. (9). Now, from Eqs. (10) and (11) we can see the exact form for the GAL dependent rate constants $k_1$ and $k_2$. Using trial and error method with different numerical values, we are able to fit the experimental data with theoretical curves. The availability of the analytical expression of

⁴ Refer to Appendix-C for the corresponding analytical expressions.
Fig. 4 Variation of mean protein with \(a\) GAL at \(aTc=500\) ng/ml and \(b\) aTc at 2% GAL. Solid lines are drawn from analytical calculation corresponding to Fig. 1c. Hollow circles are the experimental data points with 2% GAL concentration in \((b)\) and \(aTc = 500\) ng/ml in \((a)\). \(c\) and \(d\) shows the variation of the Fano factor with transcription efficiency.

Blue (red) solid line is drawn analytically with 2% GAL concentration (with \(aTc = 500\) ng/ml) from the configuration Fig. 1c. In \((d)\), the black and orange squares are generated from stochastic simulation using the Gillespie algorithm from the reactions in configuration Fig. 1c and the rate constants are given in the text above.

The plots Fig. 5 shows the variation of mean protein with GAL (Fig. 5a) at different aTc and with aTc (Fig. 5b) at different GAL (%) concentration. It can be visualized that, for GAL \(\geq 2\%\) mean protein attains saturation at \(aTc = 60\) ng ml\(^{-1}\), whereas for GAL <2\% mean protein increases rapidly for aTc > 20 ng ml\(^{-1}\). Figure 5b also showing that the mean protein is almost independent of GAL when reinitiation is taken into consideration.

In Fig. 6a, we plot the Fano factor with GAL at different aTc. In Fig. 6b, the variations of the Fano factor with aTc for different GAL concentrations are shown. It is clear from Fig. 6a that the Fano factor is maximum at \(aTc = 40\) ng ml\(^{-1}\) as compared to \(aTc = 20\) and 80 ng ml\(^{-1}\). The Fano factor is higher at lower GAL concentration when observed with aTc variation. We
Fig. 6 Variation of the Fano factor with a GAL (%) at different aTc and b aTc at different GAL (%) concentration. The dashed curves are drawn from analytical calculations corresponding to the scheme 1b.

Fig. 7 Variation of mean and the Fano factor at protein and mRNA levels obtained from analytical calculations with aTc and GAL corresponding to the scheme 1b. The rate constants are chosen from Blake et al. [3]. a and b are reproduced as in [13].

In Fig. 7a, b, we reproduce the variation of mean protein and the Fano factor against aTc and GAL (as in [13]) by means of our analytical calculation. Then, we examine that the similar behavior of mean and the Fano factor against GAL and aTc are followed by mRNA, as expected. We can see there is a resonance type of incident for aTc ≈ 30 ng ml⁻¹ and GAL ≈ 0.5% (for the set of rate constant given in [3] which gives a sudden peak in the Fano factor (noise strength)). The critical value of aTc, as a function of GAL, for maximum Fano factor can be computed analytically. The final expression is too large and hard to simplify, and hence, we avoid writing it here. Although, for a particular set of numerical values of rate constants, we can determine the critical aTc value from our analytical expression.
2.1 The Fano factor in the sub-Poissonian region

The reinitiation process at the transcriptional level is crucial for the reproduction of experimental results from stochastic simulation of the model network in [3]. Our analytical study of the same model network shows that the reinitiation process increases the Fano factor at the protein levels (Fig. 2e). The effect of reinitiation is observed first at the mRNA levels. Figure 7d shows that the Fano factor at the mRNA level also increases due to the reinitiation process for the given rate constants. Our analysis also reveals that the reinitiation process at the transcription level can bring down the Fano factor at the mRNA level to the sub-Poissonian regime [37,38]. At this stage, we would like to check whether it is possible to observe the sub-Poissonian Fano factor due to reinitiation dynamics in this non-competitive regulatory architecture (configuration Fig. 1b).

In order to achieve that, we find the critical condition for $J_m$ by imposing the inequality $FF_m < 1$ on Eq. (3). The resulting expression of critical $J_m$, i.e., $J_m^c$ is given by

$$J_m^c = \frac{B_1 - B_2 - B_3}{B_4 - B_5 + B_6}$$

where,

$$B_1 = b_9[b_9\{ (b_{12} + k_5 k_m) (k_m + k_r) - k_3 k_8 k_{10} \} - k_10 (b_{11} (b_{13} k_3 + k_4 - k_1) k_8) - b_{10} (b_{12} k_r - k_3 k_8 k_{10})]$$

$$B_2 = (b_{16} (k_m + k_1) + b_4 k_1 k_9) (b_{10} (b_{12} k_r - k_3 k_8 k_{10}) - b_{11} (b_{13} k_r + k_3 (k_4 - k_1) k_8))$$

$$B_3 = b_9 [b_9 (b_{13} b_{16} (k_m + k_r) - b_{10} k_8 (k_m (k_m + k_r) + k_1 k_3 - k_4 k_3) + b_4 k_1 (b_{12} (k_m + k_r) + k_5 k_m (k_m + k_r) - k_3 k_8 k_{10}))$$

$$B_4 = (b_{10} b_{12} - b_{11} (b_{13} + k_3 k_9)) (b_{16} (k_m + k_1) + b_4 k_1 k_{10})$$

$$B_5 = b_9 (b_9 (b_{12} + k_5 k_m) + k_{10} (b_{10} b_{12} - b_{11} (b_{13} + k_3 k_8)))$$

$$B_6 = b_9 (b_{16} k_8 (k_3 - k_m) + b_4 k_1 (b_{12} + k_5 k_m) + b_1 b_{16})$$

and $k_r = k_4 + k_{11}$.

The details of $b_i$ parameters are given in Appendix-B. We will see that these factors within $k_r$ have a big role in controlling noise for the circuit.

The presence of the critical value (which gives Poissonian Fano factor at mRNA levels) $J_m^c$ in Eq. (12) shows that noncompetitive regulatory architecture with transcriptional reinitiation can give rise to three different regimes of the Fano factor, viz., sub-Poissonian, Poissonian and super-Poissonian as shown in [37,38]. In Fig. 8, we plot the three different regions of the Fano factor along with the critical value of $J_m$ ($J_m^c = 6.05$) for the rate constants provided by Blake et al. [3]. The plots show that the reduction in Fano factor toward the sub-Poissonian regime is extremely small. However, the decrease in the value of the Fano factor toward the sub-Poissonian regime is greater with lower values of the rate constant $k_4$ (Fig. 8b). We also find the critical values of aTc and GAL corresponding to the rate constants in [3]. Additionally, these three different regimes of the Fano factor can also be observed for range of values of aTc and GAL as shown in Fig. 9.

In order to observe the variation of the Fano factor more clearly, we plot (3D) the Fano factor with $k_3$ and $J_m$ for different concentrations of aTc and GAL. Figure 10 shows that the Fano factor can go below unity when aTc is more than 40 ng/ml with 30% GAL concentrations. Consequently, we observe a valley/dip in the Fano factor (at protein levels) at aTc more than 40 ng/ml and 30% GAL concentration, in Fig. 11. This observation is in sharp contrast to Fig. 7 where we observe peaks in the Fano factor rather than dips. We have also examined that the Fano factor at sub-Poissonian region as shown in Fig. 9 cannot be reduced below the level presented by a two-state network with reinitiation [37,38]. Whatever may be the values of other rate constants, at aTc≥100, our non-competitive model effectively reduces to a two-state model and can reproduce all the features as shown in [38]. This can be analytically shown (refer to Sect. 2.2) that our proposed non-competitive architecture can be reduced to a two-state network at aTc→∞ and $k_{11} = 0$.

![Fig. 8](https://example.com/f8.png)  
**Fig. 8** Plot of Fano factor at mRNA level with $k_3$ for different values of $J_m$ with 30% GAL concentrations and aTc = 60 ng ml$^{-1}$. a The other rate constants are chosen from Blake et al. [3]. b Here, $k_4 = 1$. Other parameters are the same as in [3]. Lower value of $k_4$ helps to reduce the Fano factor more below the Poissonian level.
Tetracycline (Tc)-controlled gene expression has been exhibited in a variety of eukaryotic systems including *Saccharomyces cerevisiae* [44]. Although Tc has some good medicinal properties, its very little but distinct cytotoxicity to mammalian cells reduces its applicability. Rather, one of its derivatives, anhydrotetracycline (aTc), which binds the Tet repressor (TetR) more effectively than Tc, is widely used in activator-repressor systems. It has also a lower antibiotic activity toward *E. coli* [45]. A tetR (repressor) attached with aTc inhibits expression and produces noise in the expression. This repression is modeled by the aTc dependent transition rate $k_{10} \propto \frac{(tetR)^2}{1+(C_i+aTc)^3}$, and $k_5 = ek_{10}$.

The response of the non-competitive circuit is very sensitive to aTc concentration. Figure 12 exhibits a response (mean protein) versus aTc curve for non-competitive architecture. The curve has sigmoid nature and looks very similar to a output characteristic of a junction transistor having three region of operation viz. cut-off region, active region and saturation region. The active region is the region of interest known as “region of sensitivity.” In cut-off region of operation ($0 \leq aTc \leq 25$), both the mean and noise is negligible. In the active region ($25 \leq aTc \leq 55$), mean expression increases sharply offering a larger noise (Figs. 5b and 6b). When the mean value reaches to saturation (aTc>55), the noise reduces to a very low level. For lower concentration of aTc, the gene state is highly repressed that resists to express. Figures 5, 6, 7, 8, 9, 10, and 11 explains how aTc plays an governing role in regulation of mean and noise. Table 1 shows the sensitivity of $k_{10}$ to aTc concentration. A small change in aTc results in a larger change in $k_{10}$. If we make aTc concentration significantly high which effectively blocks the
Fig. 11 Variation of the Fano factor at protein level with $k_3$ and $J_m$ for different aTc concentrations and fixed GAL concentration (30%) and $k_4 = 1$. Here, we find a dip rather than the peak (as in Fig. 7) in the Fano factor at protein level due to reinitiation.

Fig. 12 Mean protein vs. aTc transitions: toward $G_r$ from $G_n$ and toward $G_{ar}$ from $G_a$. For aTc→∞, both $k_{10}$ and $k_5$ (as $k_5 = ek_{10}$) are effectively zero. Then, along with $k_{11} = 0$ the reaction scheme 1c reduces to a two-state model with reinitiation path involved.

Under these two limits, we have from equation (2),

$$m^{WR} = \frac{J_m k_1 k_3}{k_m((J_m + k_4)(k_1 + k_2) + (k_1 k_3))} = \frac{J_m k_1 k_3}{a_2 k_m} \quad (13)$$

and from equation (3),

$$FF^{WR}_{m} = 1 + \frac{J_m k_3 (k_1 + k_m)}{(a_1' + a_2') k_m} - \frac{J_m k_1 k_3}{a_2' k_m}$$

$$= 1 + \frac{J_m k_3 (a_2' - a_1' k_1)}{(a_1' k_m + a_2') a_2'} \quad (14)$$

Note that, Eqs. (13) and (14) have the same form of the mean mRNA and the Fano factor (mRNA) of a two-state network with reinitiation given in [37, 38] with $a_1' = k_1 + k_2 + k_3 + k_4 + J_m + k_m$ and $a_2' = (J_m + k_4)(k_1 + k_2) + k_1 k_3$. Here, we conclude that, practically, for aTc ≥ 100 and $k_{11} = 0$ non-competitive network behaves like a two-state model producing all the plots as shown in [38].

2.3 Anomaly in the Fano factor (mRNA) at lower GAL concentration: role of $k_{11}$

One of the major aspects of our work is the introduction of a direct transition path from the stage $G_r$ to $G_n$ [31], to the model previously studied by Blake et al. [3, 6]. We subsequently study the behavior of mean expressions and noise (in terms of the Fano factor) affected by the reaction rate $k_{11}$ for that path. As the gene expression is a complex process, we could not deny the possibility of simultaneous unbound of RNAP II and activator molecule and bring the gene to the normal state $G_n$. 

\[ \text{Springer} \]
Table 1  Sensitivity of $k_{10}$ to aTc concentration

| aTc (ng ml$^{-1}$) | 20  | 25  | 30  | 35  | 40  | 50  | 65  | 80  | 100 |
|-------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $k_{10}$          | 6920| 1250| 297.53| 87.64| 30.28| 5.01| 0.78| 0.119| 0.019|

Fig. 13  Variation of the Fano factor against aTc for GAL 1% and 5% with different $k_{11}$, solid lines correspond to configuration Fig. 1a and dashed lines correspond to configuration Fig. 1c. Rate constants are chosen from [3]

Fig. 14  Role of $k_{11}$: a Fano factor (mRNA) vs. aTc, b Fano factor (protein) vs. aTc, c mean mRNA vs. aTc, d mean protein vs. aTc. In these plots, different $k_{11}$ values are taken as parameter which reveal that, although mean values offering same behavior, the Fano factors are showing slightly different nature in transcription and translation level. Rate constants are chosen from [3]

With the rate constants used in [3] along with $k_{11} = 0$, we notice from Fig. 13a that, when GAL < 5%, the maximum value of the Fano factor (at mRNA level) without reinitiation is higher than that with reinitiation. The explanation of this behavior is subject to further analysis which we have not performed here. Nevertheless, we find that this anomaly goes off (i) for higher GAL concentrations and (ii) for the introduction of small nonzero value of $k_{11}$.

We further observe from Fig. 13 that, the peak of the Fano factor curve (corresponding to the scheme 1c) has raised for $k_{11} = 0.1$ and for $k_{11} = 0.2$. This establishes the role of $k_{11}$ in raising the Fano factor up a bit. A nonzero, positive value of $k_{11} > 0$ reduces the effective transition probabilities via rate constants $k_2, k_3, k_4, k_5, k_6$ and the transition from $G_c$ to mRNA via $J_m$ (see Tables 3 and 4 in supplementary material). That helps to raise the Fano factor and hence removes that anomalous nature.

There are another very interesting role of $k_{11}$ as shown in Figs. 14 and 15. The plots of mean expressions (mRNA and protein) against aTc are decreasing with increasing $k_{11}$ values, while the Fano factors at mRNA level (transcriptional) and that at protein level (translational) show some noticeable differences. The peaks of the Fano factors (mRNA level) are higher for higher values of the parameter $k_{11}$, but the peaks of the Fano factors at protein level decrease for higher values.
of \(k_{11}\). On the other hand, the horizontal linear portion of the Fano factor curve (right side of the curve 14b) almost merges for different \(k_{11}\) values (aTc > 40) for proteins, whereas the corresponding curves remain separated for mRNAs. This implies that the noise is different for different \(k_{11}\) values at transcriptional level, while it is almost same at translation level at higher aTc values (>40 ng ml\(^{-1}\)).

### 2.4 Another noise reducing factor

We have found that the noise, corresponding to the circuit Fig. 1c, can be reduced with the help of the factor \(e\) appearing in the rate constants in [3]. Without altering the maximum of mean expression (Fig. 16), we can reduce noise (denoted by the Fano factor here) by changing the value of the factor \(e\). Figure 16b, c shows that an increasing \(e\) reduces the Fano factor much effectively in both transcription and translation levels. It can be observed (Fig. 16a) that the maximum and also the saturation value of mean protein remains unchanged with the increasing values of \(e\) except a little lateral shift in the “region of sensitivity.” This also reveals the fact that noise can be reduced when gene operates toward the active-repressed compound state (\(G_{ar}\)). Generally, an additional genetic state (for linear circuits) causes much noise, but here we see that extra states (squared architecture) reduce noise.
Fig. 17 Variations of mean mRNA and mean Protein against aTc are plotted in (a) and (b), respectively. In (c) and (d), we plot of variance of mRNA and variance of protein against aTc, respectively. Solid lines correspond to configuration Fig. 1a, and dashed lines correspond to configuration Fig. 1c. Rate constants are chosen from [3].

Fig. 18 In (a) and (b), we plot variance of mRNA (var (M)) and variance of protein (var (P)) with GAL and aTc corresponding to configuration Fig. 1a and from the reaction scheme 1c we have the plots of variance at mRNA level (c) and that at protein level (d) against GAL and aTc. Rate constants are chosen from [3].

2.5 Anomalous peak in the variance of Protein against aTc

On top of that, using the same rate constants as in [3] along with $k_{11} = 0$ we also found a sudden peak in the variance of protein against aTc (see Fig. 17d) in the presence of transcriptional reinitiation corresponding to the process Fig. 1b. This peak value increases with the reduction in GAL concentration. We find it interesting that the peak is not observed in variance of mRNA against aTc. Thus, one can predict that the peak is due to the process of translation. But a comparative 3D plot of variances of mRNA and protein (Fig. 18), with and without reinitiation (corresponding to the process Fig. 1a, b, respectively), shows that the transcriptional reinitiation effect is responsible for it. We notice that the peak is near aTc $\approx 36.0$ ng ml$^{-1}$. We prepare the following table that contains a number of transitions (for a single cell) between different genetic steps in gene expression for different aTc values.

We choose some random values of aTc and find out the different number of transitions for a single cell with the help of a simulation based on the Gillespie algorithm [43]. It can be seen from Table 2b that, the tran-
Table 2 Different genetic transitions for different aTc concentrations

| aTc (ng ml\(^{-1}\)) | Without reinitiation GAL \(1^\%\) | With reinitiation GAL \(1^\%\) |
|----------------------|---------------------------------|-------------------------------|
| 29.45                | G\(_a\) to G\(_n\) via k\(_9\) | 19                            |
| 31.56                | G\(_a\) to G\(_c\) via k\(_1\) | 18                            |
| 33.0                 | G\(_a\) to G\(_r\) via k\(_4\) | 17                            |
| 34.73                | G\(_r\) to G\(_n\) via k\(_9\) | 15                            |

3 Conclusions

Regulation of gene expression and control of noise have many biological and pharmacological significance [46–48]. Transcription factors (activators and repressors), that initiates the regulation of gene expression, can act as a tumor suppressor in prostate cancer [46]. Stochastic gene expression fluctuations (i.e., noise) are used to modulate reactivation of HIV from latency—a quiescent state that is a major barrier to an HIV cure. Noise enhancers reactivates latent cells, while noise suppressors stabilized latency [48].

In this paper, we have studied a gene transcription regulatory architecture observed in synthetic yeast GAL1\(^*\) promoter. Activator and repressor molecules bind the GAL1\(^*\) promoter in a non-competitive fashion to regulate the transcription. We focus on the reinitiation of transcription by RNAP II as suggested by Blake et al. [3,6]. In our recent works [37,38], we have found that the Fano factor (at mRNA level) goes well below the sub-Poissonian region and, after attaining a minima, it raises toward the super-Poissonian regime crossing the Poissonian level. Now, we have made an attempt to check whether the same nature of the Fano factor is valid in a four-state process when both activator and repressor are in action. We found the result in the positive. We have illustrated more effect of transcriptional reinitiation on the non-competitive network along with \(k_4\) and aTc. We noticed that the Fano factor (protein) can have a dip rather than a peak as observed in [13].

Some aTc-dependent features were observed by Blake et al. using reaction scheme 1b in [6], and they have claimed that the noise in gene expression is promoter-specific. We observed from Fig. 7 that both the mean and the Fano factor vary with GAL and aTc; whereas, only the Fano factor can be varied with aTc considering GAL as a parameter. Figures 5b and 6b show that the Fano factor can be varied with GAL though the mean protein level (with reinitiation) is almost independent of GAL. Similar conclusion was drawn in [13] as well. But we have pointed out that this conclusion is valid only when the reinitiation is involved (Figs. 5b and 6b).
In [6], the authors have shown the time dependence behavior of noise with αTc concentration as a function of time in their network. Whereas we have focused on the dependence of noise on different reaction rates. As we have included the extra path (Figs. 1c and 3b) of possible interactions and reduced the approximations to possible extent, our network and calculations became more complex and more general. In our analytical computation, we have found expressions for mean and the Fano factor at mRNA and protein levels. This can indeed be useful for further rigorous study of non-competitive network via any of its parameters. The analytical expression of the Fano factor with transcriptional efficiency has been matched with the experimental data points of [3]. Our analytical curves and the simulation results are similar to those of [3]. Moreover, the experimental data points and the analytical curve for the Fano factor (Fig. 2c) at full aTc have a mismatch for lower transcriptional efficiency. So we tried for the different set of rate constants to match the analytical results and experimental data points of [3]. Along with the consideration of extra paths, the availability of analytical expressions enables us to do that efficiently. We have found analytically a different set of rate constants that matches the experimental data points of mean and the Fano factor for all values of transcriptional efficiency. We also observe that the choice of rate constants is not unique. There can be other sets of rate constants that may give good fitting of analytical curves with the experiment data points. The minimization of relative error and mean squared error support the robustness of our model estimations of parameters (see Appendix-E).

We checked how mean, Fano factor and variance behave in the presence of both activator and repressor. Among these two, repressor (bound by αTc) has more governing role to the regulation of noise. There are three regions of operation of αTc. Along with this, the reaction rates $k_4$ and $k_{11}$ are also important nos in noise regulation. Also, the factor $e$ appearing in the reaction rates can play a significant role in reducing noise in the presence of highly active αTc concentration.

We noticed that there are some anomalous nature of the Fano factor of mRNA and variance of protein against αTc at lower GAL concentration (<5%). It is very interesting that although non-competitive network has more noise than that of a two-state process, noise can be reduced to sub-Poissonian region. But it cannot be reduced below the level presented by a two-state network with the help of transcriptional reinitiation [49]. We observed that although mean mRNA against GAL or against αTc for a network with transcriptional reinitiation is higher than that of a network without reinitiation, but mean mRNA can be both higher or lower when we plot them against other rate constants (considering as variable).

For $k_{11} = 0$, the reaction scheme 1c is same as Fig. 1b that was proposed by Blake et al. [3]. From analytical expressions, it has been shown that in the limit of αTc→∞ and $k_{11} = 0$ our model (reaction scheme 1c) reduces to a well-established two-state model with reinitiation producing all the equations and plots as in [37,38]. We have found this can be achieved at αTc = 100 practically.

Along with this model, we conducted a parallel study of an activator-repressor binding competitive network. We found a higher noise there in comparison with the non-competitive binding. However, the mean remains same for the identical set of rate constants [50]. A similar experimental work was developed by Rossi et al. [51] and argued that activator and repressor binding may work as a rheostat in putting on/off a gene. Braichengo et al. [32] modeled a three-state activator-repressor system where there is a proximal promoter-pausing which can be effectively described by a two-state model. Another competitive model has been proposed recently in [52] where the regulation of gene expression by TFs can occur via two cross talking parallel pathways: basal and external signal.

Our proposed model may put an interest in synthetic biology, where an engineering design approach is being studied to understand the modified functionality of a biological system. From the analytical approach, it is possible to predict the average and standard deviation of the number of transcribed proteins. This model is useful to understand the architecture of interactions which may buffer the stochasticity inherent to gene transcription. There can be further extensive study on the model considering the effect of other parameters that are not included in present analysis.

---

**Glossary**

- **Transcription factor**: Transcription factors (TFs) are proteins which have DNA binding domains with the ability to bind to the specific sequences of DNA (called promoter). They controls the rate of transcription. If they enhance transcription, they are called activators and termed as repressors if inhibit transcription.

- **Fano factor and Noise strength**: The Fano factor is the measure of deviations of noise from the Poissonian behavior and is defined as [29,32],

$$\text{Fano factor} = \frac{\text{variance}}{\text{mean}} = \frac{(\text{standard deviation})^2}{\text{mean}}$$

So, for a given mean, smaller the Fano factor implies smaller variance and thus less noise. Therefore, the Fano factor gives a measure of noise strength which is defined (mathematically) as [2],

$$\text{noise strength} = \frac{\text{variance}}{\text{mean}} = \frac{(\text{standard deviation})^2}{\text{mean}}$$
• Transcriptional efficiency: Transcriptional efficiency is the ratio of instantaneous transcription to the maximum transcription.
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Appendix A

In an attempt to deduce the expressions of mean and the Fano factors, we use a moment generating function which is defined as,

$$F(z_i, t) = \sum_{n=0}^{\infty} z_i^n p(n_i, t)$$  \hspace{1cm} (15)

Here, $i = 1, 2, \ldots, 6$.

We have,

$$\frac{\partial F(z_i, t)}{\partial t} = \sum_{n=0}^{\infty} z_i^n \frac{\partial p(n_i, t)}{\partial t}$$

$$= k_1(z_1 - 1)[F(z_1 - 1) - z_2 \frac{\partial F}{\partial z_2} - z_3 \frac{\partial F}{\partial z_3} - z_4 \frac{\partial F}{\partial z_4}]
+ k_2(z_2 - 1)[F(z_2 - 1) - z_3 \frac{\partial F}{\partial z_3} - z_4 \frac{\partial F}{\partial z_4}]
+ k_3(z_3 - 1)[F(z_3 - 1) - z_4 \frac{\partial F}{\partial z_4}]
+ k_4(z_4 - 1)[F(z_4 - 1) - z_5 \frac{\partial F}{\partial z_5}]
+ k_5(z_5 - 1)[F(z_5 - 1) - z_6 \frac{\partial F}{\partial z_6}]
+ k_6(z_6 - 1)[F(z_6 - 1) - z_7 \frac{\partial F}{\partial z_7}]
+ k_7(z_7 - 1)[F(z_7 - 1) - z_8 \frac{\partial F}{\partial z_8}]
+ k_8(z_8 - 1)[F(z_8 - 1) - z_9 \frac{\partial F}{\partial z_9}]
+ k_9(z_9 - 1)[F(z_9 - 1) - z_{10} \frac{\partial F}{\partial z_{10}}]
+ k_{10}(z_{10} - 1)[F(z_{10} - 1) - z_{11} \frac{\partial F}{\partial z_{11}}]
+ k_{11}(z_{11} - 1)[F(z_{11} - 1) - z_{12} \frac{\partial F}{\partial z_{12}}]
+ k_{12}(z_{12} - 1)[F(z_{12} - 1) - z_{13} \frac{\partial F}{\partial z_{13}}]
+ k_{13}(z_{13} - 1)[F(z_{13} - 1) - z_{14} \frac{\partial F}{\partial z_{14}}]
+ k_{14}(z_{14} - 1)[F(z_{14} - 1) - z_{15} \frac{\partial F}{\partial z_{15}}]
+ k_{15}(z_{15} - 1)[F(z_{15} - 1) - z_{16} \frac{\partial F}{\partial z_{16}}]
+ k_{16}(z_{16} - 1)[F(z_{16} - 1) - z_{17} \frac{\partial F}{\partial z_{17}}]
+ k_{17}(z_{17} - 1)[F(z_{17} - 1) - z_{18} \frac{\partial F}{\partial z_{18}}]
+ k_{18}(z_{18} - 1)[F(z_{18} - 1) - z_{19} \frac{\partial F}{\partial z_{19}}]
+ k_{19}(z_{19} - 1)[F(z_{19} - 1) - z_{20} \frac{\partial F}{\partial z_{20}}]
+ k_{20}(z_{20} - 1)[F(z_{20} - 1) - z_{21} \frac{\partial F}{\partial z_{21}}]
+ k_{21}(z_{21} - 1)[F(z_{21} - 1) - z_{22} \frac{\partial F}{\partial z_{22}}]$$

In steady state, \(\frac{\partial F(z_i, t)}{\partial t} = 0\) and for total probability, \(F(z_i = 1, 0) = 1\).

Now, by setting \(\frac{\partial F(z_i, t)}{\partial t}\)|_{t=1} = 0, we get \(\frac{\partial F}{\partial t} = f_1(say) = <n_1>\) \(= \) average number of gene at state \(G_1\).

Similarly, by setting \(\frac{\partial F(z_i, t)}{\partial t}|_{t=1} = 0\) will give \(\frac{\partial ^2 F}{\partial t^2} = f_{11}(say)\) and so on. Proceeding in the same way, we obtain

\(f_5 = <n_5> = \text{mean mRNA}\) and

\(f_6 = <n_6 >= \text{mean Protein}\)

\(\text{Fano factor (mRNA)} = \frac{\text{variance of mRNA}}{\text{mean mRNA}}\)

\(= \frac{f_{25} + f_5 - f_5^2}{f_5}\)

\(\text{Fano factor (Protein)} = \frac{\text{variance of Protein}}{\text{mean Protein}}\)

\(= \frac{f_{66} + f_6 - f_6^2}{f_6}\)

Appendix B

The parameters used in Eqs. (2), (3) and (4) are given below:

\(A = \frac{b_{19}J_m}{b_{20}k_m}, \quad B = \left[ \frac{J_P}{k_m + k_p} \right. \)
\(- J_m J_P k_3 k_m^2 (k_5 b_1 - b_3 k_1) - b_5 k_1 \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
\(- b_8 b_4 k_1 b_1 b_{14} (k_m + k_p) \]
\(+ b_1 b_{18} k_5 \)
Appendix C

Expression for mean mRNA and protein levels for transcription without reinitiation is given by

\[ m_{WTR}^{WTR} = \frac{a_0 J_m}{(a_0 + a_1) k_m}; \quad p_{WTR}^{WTR} = \frac{m_{WTR}^{WTR} J_p}{k_p} \]  

(17)

where \( a_0 = (a_1 k_1 + k_0 k_0 k_0) \), \( a_1 = a_2 k_1 + a_3 k_2 + a_4 k_1 k_3 + a_4 \),
\( a_1 = k_1 k_0 + k_0 (k_0 + k_0) \), \( a_2 = k_7 + k_8 + k_9 \), \( a_3 = k_0 k_0 k_1 + k_7 k_10 + k_8 k_11 + k_9 k_10 + k_8 k_10 \), \( a_4 = k_3 k_1 k_2 + k_0 k_1 k_3 + k_9 k_3 k_0 \).

The expression for the Fano factor at mRNA levels is given by

\[ F_{WTR}^{m} = 1 + \frac{g_{23} k_8 J_m^2}{2 g_0 k_m} + X - m_{WTR}^{WTR} \]  

(18)

where \( X = \frac{g_{20} k_8 J_m^2 (g_0 (g_1 + k_m) (g_3 (k_m + k_1) + k_1 k_10) - g_18 (g_15 (k_m + k_1) + g_0 k_10))}{(g_20 k_8 J_m (-g_19 (g_1 + k_m) (g_3 - 2 g_4 k_8 J_m), \quad + (g_18 k_8 J_m (-g_10 (g_2 + k_m) - g_13 k_1 + g_25 k_8) + g_20 k_8 J_m) + g_18 k_8 J_m)} \)

\( g_{25} = 2 g_0 (g_1 (k_3 k_0 - (k_1 + k_0)) - g_3 k_5) - g_8 g_2, \)
\( g_{24} = g_18 J_m (g_10 (k_5 k_0 - k_0 k_10) + g_19 (g_1 k_3 - k_8 (g_3 + k_0)) + g_2 g_10 k_5) + g_18 (g_13 k_5 - g_2 k_0 + g_0 k_0) + g_18 k_10 (2 g_9 k_1 + g_9 g_18) \)
\( g_{23} = g_18 (k_8 (2 g_2 g_6 (k_7 - k_{10}) + (g_3 - g_2 g_4) g_2 J_m^2 - g_14 J_m^2) \) - g_18 (2 g_4 k_8 J_m^2 - g_13 J_m^2), \)
\( g_{21} = 2 g_0 (g_1 + g_3 g_1 - g_4 k_5), \)
\( g_{20} = g_18 (k_8 (g_10 J_m - g_11 J_m (-g_3 - k_m)) - g_14 k_5) - g_18 (g_12 k_8 - g_13 k_5), \)
\( g_{19} = J_m [k_8 (g_10 (k_10 - k_7) - g_4 g_15) - g_10 (g_2 + k_0) - g_13 k_1], \)
\( g_{18} = g_17 k_8 + g_13 (g_1 + k_m), \quad g_{17} = 2 J_m (g_9 g_4 + g_5), \)
\( g_{16} = g_8 J_m (g_9 (k_10 - k_7) - g_4 g_11) + g_14 (g_1 + k_0) + g_15 \)
\( g_{15} = 2 g_1 (g_8 k_5 - g_6 k_3 k_0), \quad g_{14} = J_m (g_11 k_1 + g_9 (g_2 + k_0)), \)
\( g_{13} = 2 k_1 J_m ((-g_2 - g_3 k_0) - g_0), \)
\( g_{12} = 2 J_m (g_3 (g_5 k_5) - k_10), \quad g_{11} = -g_7 k_5 - 2 g_2 g_6 k_0, \)
\( g_{10} = 2 g_1 (g_9 k_8 - g_6 ((g_2 + g_3) k_5 - k_15)), \quad g_0 = 2 g_0 (k_1 k_10 - g_2 (g_2 + g_3) - g_7 k_8), \)
\( g_8 = 2 k_8 g_9 - 2 g_1 ((g_2 + g_3) k_2 - g_4 k_0), \quad g_7 = 4 g_1 (g_2 g_4) g_6 = 2 (g_1 k_1 + g_4 k_0), \)
\( g_5 = k_1 (k_0 - k_10), \quad g_4 = (k_6 - k_1), \quad g_3 = (k_1 + k_2 + k_5), \quad g_2 = (k_9 + k_0 + k_10), g_1 = (k_6 + k_7). \)

The expression of the Fano factor at protein levels is given by

\[ F_{WTR}^{p} = 1 + \frac{J_p}{k_m + k_p} - \frac{k_1 k_8 J_m J_p}{h_1 k_p (k_m + k_p)} \]  

(19)

where

\[ k_5 J_m J_p (h_11 - g_24 (g_10 (2 g_1 h_1 + g_6 g_18) + h_7 (k_m + k_1))) (h_3 k_1 (g_11 + 2 (k_3 - k_0) k_8 J_m) + h_9 k_10 - h_4 (2 h_6 (k_1 - k_6) k_8 J_m + h_5)) \]

\[ g_18 k_5 (k_m + k_p) g_2 g_0 J_3 (-g_10 (g_2 + k_m), \quad - g_15 k_1 + g_2 k_0 - g_19 (g_1 + k_m) (2 g_4 k_8 J_m + g_13)) + g_22 g_24, \]

\[ Z = 2 g_8 (h_3 k_1 - h_4 h_6) J_m J_p (g_3 k_3 + k_1) \]  

\[ g_18 J_m (k_m + k_p), \]

\[ h_{11} = g_20 (2 g_19 (g_1 + k_m) (g_3 k_m + k_1) (g_3 + k_0)) - \]
\[ g_18 (g_15 k_3 + g_8 k_10 (g_2 + k_0)) + g_18 k_5, \]
\[ h_1_0 = 2 k_8 (g_16 (k_1 - k_3) + g_18 (g_2 g_6 k_7 - g_2 g_6 k_10) - g_2 g_6 g_21) J_m + g_13 k_10 - g_14 g_18, \]
\[ h_0 = k_m (h_4 (h_5 k_5 - g_12 g_6 k_3) - \]
\[ h_3 (g_18 k_8 + k_1 (g_1 k_3 - g_4 k_3)) + g_18 k_5, \]
\[ h_4 = (h_3 - h_2 h_4), \quad h_2 = 2 g_3 g_16 + g_11 g_18, \]
\[ h_0 = g_1 + g_2 + k_m + k_p, \]
\[ h_5 = (k_m + k_p + g_1 + g_2) g_13 - g_18, \]
\[ h_4 = g_4 k_8 - k_1 (g_1 + k_m), \quad h_3 = k_8 (k_7 - k_10) - (g_1 + k_p) (g_2 + k_p), \]
\[ h_2 = g_5 (g_2 + k_p) - k_8 k_10, h_1 = k_1 k_5 - k_8 (g_3 + k_p). \]

Appendix D

In Fig. 17a, b, it is seen that mean mRNA and mean protein in case of transcriptional reinitiation-based network is greater than that of without reinitiation network. But the mean values against other variables like \( J_m \) shows that \( m_{WTR} \) can be high or less than \( m_{WTR} \) as shown in figure below.

Figures 17a and 19a show that \( m_{WTR} \) is higher than \( m_{WTR} \) keeping GAL and aTc as parameter, respectively, but Fig. 19b shows a different scenario where we keep both GAL and aTc fixed. It is verified that, the slope of mean mRNA curve becomes high against \( J_m \) for a higher concentration of GAL keeping aTc fixed. On the other hand, if we increase aTc for a fixed GAL the slope of the curve goes high against \( J_m \). Imposing the condition \( m_{WTR} = m_{WTR} \), we have found a critical value of \( J_m \) given by

\[ J_m^c = \frac{J_m - B_7 - b_1 k_11}{b_9 + B_7} \]  

(20)

where \( B_7 = a_2 k_1 k_5 + a_4 + b_11 k_2 \) and \( k_r = k_4 + k_11 \) other parameters are supplied earlier.

Appendix E

Model fitting parameters: We proposed an analytical model that fits very much to the experimental data as supplied
Fig. 19  Variation of mean mRNA against GAL keeping \( a\text{Tc} = 500 \text{ ng ml}^{-1} \) as parameter in (a) and mean mRNA vs \( J_m \) with \( a\text{Tc} = 40 \text{ ng ml}^{-1} \) and GAL = 2\% as parameter in (b) while other rate constants are chosen from Blake et al. [3].

Fig. 20  Relative Error for: a fitting of curves when \( a\text{Tc} \) is fixed at 500 ng/ml. Blake et al. [3] model offers MSE = 7.108, while our proposed model fits quite nicely with the experimentally observed data with a minimize MSE = 0.873 by Blake et al. [3]. The parameters are chosen from the supplementary material of [3]. The form of parameters \( k_1 \) and \( k_2 \) as functions of GAL are determined from an exact analytical treatment as described in the main text. While for the best estimates of other parameters are revised through trial and error to minimize the sum of squared error (SSE) and the mean square error (MSE). We also show the relative percentile error (RE), in Fig. 20a, b for the fitting of each of the data points, which is given by

\[
\text{RE} = \frac{y_a - y_e}{y_e} \times 100\% \tag{21}
\]

where, \( a \) stands for analytical and \( e \) stands for experimental.

Uncertainty in fitted parameters: The uncertainty of the parameter estimates, is generally expressed by the mean square errors, is proportional to the SSE and inversely proportional to the square of the sensitivity coefficient of the model parameters [53]. The mean square fitting error is

\[
\sigma^2 = \frac{1}{n-k} \sum_{i=1}^{n} (y_a - y_e)^2 = \frac{\text{Sum of squared error}}{(n-k)} \tag{22}
\]

\( n \) is the number of observations and \( k \) is the number of parameters being determined.

Fig. 21  Relative Sensitivity of the Fano factor as functions of fitting parameters

The sensitivity \( \mathcal{S} \) of a function \( f(k) \) over the parameter \( k \) is given by

\[
\mathcal{S} = \frac{k}{f(k)} \frac{\partial f(k)}{\partial k} \tag{23}
\]
Fig. 22 Table for the errors in curve fitting, estimated parameter values and their uncertainties

| Curves for: | Blake et al. model | Our proposed model | Best estimated value of parameter ± uncertainties |
|-------------|-------------------|--------------------|-----------------------------------------------|
| aTc = 500 ng/ml | 127.9 10.715 | 15.71 | 0.873 | 0.287 ± 0.023 | 0.232 ± 0.11 | 12.5 ± 3.34 | 2.5 ± 0.173 | 2.3 ± 0.10 | 0.005 ± 0.009 |
| GAL = 2% | 55.44 | 2.918 | 39.99 | 2.105 |}

We obtain the sensitivity of the Fano factor (protein) over the fitting parameters and calculate MSE of each parameter keeping others as constant.

\[ MSE = \frac{\sigma^2}{\sum_{i=1}^{n} \left( \frac{\partial f(k)}{\partial k} \right)^2} \]  

where the denominator is the coefficient of sensitivity, squared and summed over all observations.

The GAL is the most sensitive parameter and e is the least in order (see Fig.21). We found that, the Fano factor is sensitive within a small range of values of these parameters and with the best parameter estimation and minimization of errors (see Fig. 22) support the robustness of our result.

The square root of the MSE is the standard deviation, and the approximate 95% confidence interval for \( k \) is

\[ [k]_{.95%} = \kappa \pm 2\sqrt{MSE} \]  

\( \kappa \) is the best estimate value of parameter \( k \).
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