MINIMAL MASS BLOW-UP SOLUTIONS FOR THE $L^2$-CRITICAL NLS WITH THE DELTA POTENTIAL FOR RADIAL DATA IN ONE DIMENSION
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Abstract. We consider the $L^2$-critical nonlinear Schrödinger equation (NLS) with the delta potential

$$i\partial_t u + \partial_x^2 u + \mu \delta u + |u|^4 u = 0, \quad t \in \mathbb{R}, \quad x \in \mathbb{R},$$

where $\mu \in \mathbb{R}$, and $\delta$ is the Dirac delta distribution at $x = 0$. Local well-posedness theory together with sharp Gagliardo-Nirenberg inequality and the conservation laws of mass and energy implies that the solution with mass less than $\|Q\|_2$ is global existence in $H^1(\mathbb{R})$, where $Q$ is the ground state of the $L^2$-critical NLS without the delta potential (i.e. $\mu = 0$).

We are interested in the dynamics of the solution with threshold mass $\|u_0\|_2 = \|Q\|_2$ in $H^1(\mathbb{R})$. First, for the case $\mu = 0$, such blow-up solution exists due to the pseudo-conformal symmetry of the equation, and is unique up to the symmetries of the equation in $H^1(\mathbb{R})$ from [49] (see also [30]), and recently in $L^2(\mathbb{R})$ from [17]. Second, for the case $\mu < 0$, simple variational argument with the conservation laws of mass and energy implies that radial solutions with threshold mass exist globally in $H^1(\mathbb{R})$. Last, for the case $\mu > 0$, we show the existence of radial threshold solutions with blow-up speed determined by the sign (i.e. $\mu > 0$) of the delta potential perturbation since the refined blow-up profile to the rescaled equation is stable in a precise sense. The key ingredients here including the Energy-Morawetz argument and compactness method as well as the modulation analysis are close to the original one in [61] (see also [34, 39, 42, 46, 55]).

1. Introduction

In this paper, we consider the $L^2$-critical nonlinear Schrödinger equation with the delta potential

$$\begin{cases}
  i\partial_t u + \partial_x^2 u + \mu \delta u + |u|^4 u = 0, & (t, x) \in \mathbb{R} \times \mathbb{R}, \\
  u(0, x) = u_0(x) \in H^1(\mathbb{R}),
\end{cases}$$

(1.1)

where $u$ is a complex-valued function of $(t, x)$, $\mu \in \mathbb{R}$, $\delta$ is the Dirac delta distribution at the origin. For $\mu = 0$, it is focusing, $L^2$-critical nonlinear Schrödinger equation (NLS) in one dimension, here we call it the $L^2$-critical NLS since the scaling transformation

$$u_\lambda(t, x) = \lambda^2 u(\lambda^2 t, \lambda x)$$

leaves the $L^2$ norm invariant

$$\|u_\lambda(t, \cdot)\|_2 = \|u(\lambda^2 t, \cdot)\|_2.$$

A series of studies dealt with the $L^2$-critical NLS, we can refer to [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29], and references therein. For $\mu \neq 0$, it appears in various physical models with a point defect on the line, for instance, quantum mechanics [2], nonlinear optics [25, 28, 29], and references therein. We can refer to [1, 2] for more details on the $\delta$-perturbation of strength $\mu$ of the self-adjoint operator $\partial_x^2$. The appearance of the delta potential destroys spatial translation, scaling transformation and
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pseudo-conformal transformation invariances of (1.1). For the case \( \mu < 0 \), it corresponds to the repulsive delta potential, while for the case \( \mu > 0 \), it corresponds to the attractive delta potential.

Local well-posedness result for (1.1) is well understood in \( H^1(\mathbb{R}) \) by many authors, for example, by Cazenave in [6], Theorem 3.7.1, Fukuzumi, Ohta and Ozawa in [24] and Masaki, Murphy and Segata in [47]. More precisely, we have

**Proposition 1.1.** For any \( u_0 \in H^1(\mathbb{R}) \), there exists a unique maximal lifespan solution \( u \in C((-T_*, T^*), H^1(\mathbb{R})) \cap C^1((-T_*, T^*), H^{-1}(\mathbb{R})) \) of (1.1) satisfying the following blow-up criterion,

\[
T^* < +\infty \text{ implies that } \lim_{t \uparrow T^*} \| \partial_x u(t) \|_2 = +\infty.
\] (1.2)

Moreover, the mass and the energy are conserved under the flow (1.1), i.e., for any \( t \in (-T_*, T^*) \), we have

\[
M(u(t)) := \frac{1}{2} \int_\mathbb{R} |u(t, x)|^2 \, dx = M(u_0),
\] (1.3)

\[
E(u(t)) := \int_\mathbb{R} \left( \frac{1}{2} |\partial_x u(t, x)|^2 - \frac{1}{2} \mu \delta(x) |u(t, x)|^2 - \frac{1}{6} |u(t, x)|^6 \right) \, dx = E(u_0).
\] (1.4)

1.1. **The \( L^2 \)-critical case \( \mu = 0 \).** Let us firstly recall the well-known results of (1.1) for the case \( \mu = 0 \). From the variational argument in [65], the positive, radial ground state solution to

\[
-\partial_x^2 Q + Q - |Q|^4 Q = 0, \quad Q \in H^1(\mathbb{R}), \quad Q > 0, \quad Q \text{ radial}
\] (1.5)

is the extremizer of sharp Gagliardo-Nirenberg inequality

\[
\|u\|_6^6 \leq C_{GN} \|u\|_2^2 \|\partial_x u\|_2^2,
\] (1.6)

where \( C_{GN} = 3/|Q|_2^4 \). Moreover, the ground state \( Q \) is unique up to symmetries of (1.5) from [47, 37]. Therefore, for any \( u \in H^1(\mathbb{R}) \), we have

\[
E(u) = E_{crit}(u) := \frac{1}{2} \| \partial_x u \|_2^2 - \frac{1}{6} \|u\|_6^6 \geq \frac{1}{2} \|\partial_x u\|_2^2 \left( 1 - \frac{\|u\|_4^4}{\|Q\|_2^4} \right),
\] (1.7)

which together with (1.3), (1.4) and the blow-up criterion (1.2) implies that the solutions of (1.1) with mass less than \( \|Q\|_2 \) globally exist in \( H^1(\mathbb{R}) \). Furthermore, it scatters to the linear solutions \( e^{it\partial_x} u_0^+ \) for some \( u_0^+ \in L^2(\mathbb{R}) \) in both time directions in \( L^2(\mathbb{R}) \), we can refer to [33] for more details.

For the critical mass case \( \|u_0\|_2 = \|Q\|_2 \), by applying the pseudo-conformal transformation

\[
u(t, x) \mapsto v(t, x) = \frac{1}{|t|^{\frac{d}{2}}} u \left( \frac{x}{t}, \frac{t}{t} \right) e^{i\frac{|x|^2}{4t}}
\] (1.8)

to the solitary solution \( u(t, x) = Q(x)e^{it} \), we can obtain the explicit blow-up solution with threshold mass

\[
S(t, x) = \frac{1}{|t|^{\frac{d}{2}}} Q \left( \frac{x}{|t|} \right) e^{-i\frac{|x|^2}{4t}} e^{it}, \quad \|S(t)\|_2 = \|Q\|_2, \quad \text{and} \quad \|\partial_x S(t)\|_2 \approx \frac{1}{|t|} \text{ as } t \to 0^+.
\] (1.9)

From [33, 32], finite time blow-up solutions with threshold mass \( \|Q\|_2 \) are completely classified by F. Merle in \( H^1(\mathbb{R}) \) in the following sense

\[
\|u(t, \cdot)\|_2 = \|Q\|_2 \text{ and } T^* < +\infty \text{ imply } u \equiv S
\]

up to the symmetries of (1.1) (see also [50] for simplified proof). Recently B. Dodson pushes this rigidity result forward in [47, 18], and obtains the classification result of finite time blow-up solutions of the focusing, \( L^2 \)-critical NLS with threshold mass in \( L^2(\mathbb{R}^d) \), \( 1 \leq d \leq 15 \).
For the super-critical mass case \( \|u_0\|_2 > \|Q\|_2 \), there are lots of important blow-up results of (1.1) in \( H^1(\mathbb{R}) \), we can refer to [8, 21, 51, 52, 53, 54, 55, 59, 60], and references therein.

1.2. The repulsive potential case \( \mu < 0 \). Now we consider the repulsive potential case \( \mu < 0 \). On the one hand, there are no solitary waves of (1.1) with the subcritical mass \( \|u_0\|_2 < \|Q\|_2 \) from classical variational argument in [24, 38]. On the other hand, by (1.3) and sharp Gagliardo-Nirenberg inequality (1.6), we can obtain similar estimate to those in (1.7)

\[
E(u(t)) = \frac{1}{2} \|\partial_x u(t, \cdot)\|_{L^2}^2 - \frac{\mu}{2} \|u(t, 0)\|_2^2 - \frac{1}{6} \|u(t, \cdot)\|_6^6 \geq \frac{1}{2} \|\partial_x u(t, \cdot)\|_{L^2}^2 \left( 1 - \frac{\|u(t, \cdot)\|_{L^6}^6}{\|Q\|_2^6} \right).
\]

This together with the blow-up criterion (1.3) implies the global existence of the solutions of (1.1) with mass less than \( \|Q\|_2 \) in \( H^1(\mathbb{R}) \). Because of the repulsive (\( \mu < 0 \)) delta potential perturbation and the lack of the pseudo-conformal symmetry (1.8), we have at the threshold mass that

**Theorem 1.2.** Let \( \mu < 0 \), and radial \( u_0 \in H^1(\mathbb{R}) \) with \( \|u_0\|_2 = \|Q\|_2 \), then the solution of (1.1) is global and bounded in \( H^1(\mathbb{R}) \).

The result follows from the standard concentration compactness argument with the conservation laws of mass and energy, see proof in Appendix A.

In contrast to the subcritical case, there are solitary waves \( Q_{\omega, \mu}(x)e^{i\omega x} \) of (1.1) with the supercritical mass \( \|Q_{\omega, \mu}\|_2 > \|Q\|_2 \) from standard variational argument in [24, 38], at the same time, these solitary waves are orbitally unstable, and even strongly unstable in \( H^1(\mathbb{R}) \), we can refer to [38], and references therein. Therefore the global existence result in Theorem 1.2 is sharp in \( H^1(\mathbb{R}) \), and we also conjecture that for the repulsive delta potential case, the solutions of (1.1) with \( \|u_0\|_2 \leq \|Q\|_2 \) will scatter to the linear solution in both time directions in \( L^2(\mathbb{R}) \) due to the result in [13]. For other long-time asymptotic behavior and scattering results of nonlinear Schrödinger equation with the repulsive delta potential, we can refer to [4, 12, 31, 47], and references therein.

1.3. The attractive potential case \( \mu > 0 \). Let us now turn to the attractive potential case \( \mu > 0 \), it is main part for the rest of the paper. First, by the Sobolev inequality and the Young inequality, we have for any \( u \in H^1(\mathbb{R}) \) with \( \|u\|_2 < \|Q\|_2 \) that

\[
\frac{\mu}{2} |u(t, 0)|^2 \leq \frac{\mu}{2} \|\partial_x u(t, \cdot)\|_{L^2}^2 \leq \frac{1}{6} \|\partial_x u\|_{L^2}^2 \left( 1 - \frac{\|u(t, \cdot)\|_{L^6}^6}{\|Q\|_2^6} \right) + C(\mu, \|u(t, \cdot)\|_2),
\]

this together with sharp Gagliardo-Nirenberg inequality (1.8) implies that for any \( u \in H^1(\mathbb{R}) \), we have

\[
E(u(t)) = \frac{1}{2} \|\partial_x u(t, \cdot)\|_{L^2}^2 - \frac{\mu}{2} |u(t, 0)|^2 - \frac{1}{6} \|u(t, \cdot)\|_6^6 \geq \frac{1}{3} \|\partial_x u(t, \cdot)\|_{L^2}^2 \left( 1 - \frac{\|u(t, \cdot)\|_{L^6}^6}{\|Q\|_2^6} \right) - C(\mu, \|u(t, \cdot)\|_2),
\]

which once again implies the controllability of the kinetic energy \( \|\partial_x u(t)\|_{L^2}^2 \) of the solution of (1.1) by the mass and energy, and deduces global well-posedness of the solution of (1.1) with \( \|u_0\|_2 < \|Q\|_2 \) in \( H^1(\mathbb{R}) \) due to (1.3), (1.4) and the blow-up criterion (1.2). However, in contrast to both the case \( \mu = 0 \) and the case \( \mu < 0 \), there exist arbitrarily small solitary waves \( Q_{\omega, \mu}(x)e^{i\omega x} \) as follows,

**Proposition 1.3.** Let \( \mu > 0 \). For all \( M \in (0, \|Q\|_2) \), there exists \( \omega > \mu^2/4 \) and a unique positive, radially symmetric solution of

\[
-\omega Q_{\omega, \mu} + \frac{\mu^2}{2} Q_{\omega, \mu} + \mu \delta Q_{\omega, \mu} + Q_{\omega, \mu}^5 = 0, \quad \|Q_{\omega, \mu}\|_2 = M.
\]
The proof of Proposition 1.3 follows from classical variational argument in 22, 24. We give alternative proof by in Appendix B. Since the solitary waves \(Q_{\omega, \mu}(x)e^{i\omega t}\) themselves don’t scatter to the linear solution, the solution of (1.1) with mass less than \(\|Q\|_2\) don’t scatter in \(L^2(\mathbb{R})\) any more in this case. The necessary condition that \(\omega > \mu^2/4\) is related to the eigenvalue of the Schrödinger operator \(\partial_x^2 + \mu \delta\) in 12, 15. In fact, these solitary waves can be explicitly described as following (see 22, 23)

\[
Q_{\omega, \mu}(x) = \left[3 \omega \text{sech}^2 \left(2\sqrt{\omega} |x| + \text{arctanh} \left(\frac{\mu}{2\sqrt{\omega}}\right)\right)\right]^{1/2}.
\]

By the well-known stability theory in 8, 24, 27, these solitary waves are orbitally stable in \(H^1(\mathbb{R})\).

In contrast to the non-existence result of finite time blow-up solutions with threshold mass for the repulsive case \(\mu < 0\) in Theorem 1.2, the main goal of this paper is to show the existence of finite time blow-up solutions of (1.1) with threshold mass in the attractive case \(\mu > 0\) as follows,

**Theorem 1.4.** Let \(\mu > 0\) and \(E_0 \in \mathbb{R}\), there exist \(t_0 < 0\) and a radial data \(u(t_0) \in H^1(\mathbb{R})\) with

\[
\|u(t_0)\|_2 = \|Q\|_2, \quad E(u(t_0)) = E_0,
\]

such that the corresponding solution \(u(t)\) of (1.1) blows up at time \(T^* = 0\) with the blow-up speed:

\[
\|\partial_x u(t)\|_2 \approx \frac{1}{|t|^{2/3}}, \quad \text{as} \quad t \to 0^-.
\]

**Remark 1.5.** We give some remarks on this result.

1. **Energy.** Minimal mass blow-up solutions in Theorem 1.4 have arbitrary energy \(E_0 \in \mathbb{R}\), which is different with the positive energy \(E_{\text{crit}}(S(t))\) of the explicit pseudo-conformal blow-up solution \(S(t, x)\) in (1.9).

2. **Blow-up speed.** The blow-up speed \(|t|^{-2/3}\) in (1.13) is different with the pseudo-conformal blow-up speed \(|t|^{-1}\) in (1.9), the self similar blow-up speed \(|t|^{-2}\) and the log-log blow-up speed for \(L^2\)-critical NLS in 6, 50, 51, 52, 53, 57. The possible blow-up speed for the critical problem is an interesting problem, we can refer 13, 44, 45 for the \(L^2\)-critical KdV equation, 34, 36 for the \(H^1\)-critical wave equation and references therein.

3. **Profile.** The analysis provides the following profile of minimal mass blow-up solution

\[
\begin{align*}
\lim_{t \to 0} [u(t)](x) = \left(\frac{x}{\lambda(t)}\right) e^{-i\frac{\mu x^2}{4\omega} + i\gamma(t)} + v(t, x)
\end{align*}
\]

where \(Q\) is the ground state solution of \(L^2\)-critical NLS, and

\[
\lim_{t \to 0} [v(t)](x) = 0, \quad \text{and} \quad \lambda(t) \approx C|t|^{2/3}, \quad \text{as} \quad t \to 0^-.
\]

See 14, 16 and (1.7).

4. **Uniqueness.** The uniqueness of minimal mass blow-up solution is an important problem, which is closely related to classify the compact elements of the flow in the Kenig-Merle’s concentration-compactness-rigidity argument 32. We can also refer to 17, 18, 19, 20, 33, 40, 50, 51, and references therein.

The results in Theorems 1.2 and Theorem 1.4 show the completely different consequence determined by the delta potentials in the existence of minimal mass blow-up solutions of (1.1) in \(H^1(\mathbb{R})\). Due to the refined blow-up profile to the rescaled equation is stable in a very precise sense, the construction proof of Theorem 1.4 using the Energy-Morawetz argument and compactness method as well as the modulation analysis is close to the original non perturbative argument in 24 (see
also \[34, 39, 42, 46\], which is different with the perturbation argument in \[3\]. More precisely, we adapts the compactness argument under the uniform estimates for the special solution on sufficiently far away time rescaled interval, which in fact can be satisfied by modulation analysis, the Energy-Morawetz estimate of the remainder term \(\varepsilon(t, x)\) and the bootstrap argument. The related application of the Energy-Morawetz estimate in the blow-up dynamics can also be found in \[55, 61\].

The Energy-Morawetz estimate is also successfully applied by B. Dodson in \[14, 15\] to obtain the global well-posedness and scattering result for the radial solution of the defocusing, nonlinear wave equation in the critical Sobolev space \(\dot{H}^{s}(\mathbb{R}^{3})\) for \(\frac{1}{2} \leq s < 1\).

For other results of nonlinear Schrödinger equation with the attractive delta potential in \(H^{1}(\mathbb{R})\), we can refer to \[24, 25, 38, 48, 63\] and references therein for the stability analysis of the solitary waves.

### 1.4. Notation.

Let us collect the notation and some well-known facts used in this paper. Throughout the paper, we use the notation \(X \lesssim Y\), or \(Y \gtrsim X\) to denote the statement that \(X \leq CY\) for some constant \(C\), which may vary from line to line. We use \(X = O(Y)\) synonymously with \(|X| \lesssim Y\).

We use \(X \approx Y\) to denote the statement \(X \lesssim Y \lesssim X\).

Since the appearance of the Dirac delta potential destroys spatial translation invariance of (1.1) for \(\mu > 0\), we only deal with the radial case. The \(L^{2}\) scalar product and \(L^{r}\) norm \((r \geq 1)\) are denoted by

\[
(u, v)_{2} = \text{Re} \left( \int_{\mathbb{R}} u(x) \overline{v(x)} \, dx \right), \quad \|u\|_{r} = \left( \int_{\mathbb{R}} |u|^{r} \, dx \right)^{\frac{1}{r}}.
\]

We denote the radial functions in \(H^{1}(\mathbb{R})\) by \(H^{1}_{\text{rad}}(\mathbb{R})\).

We fix the notation: for \(\mu > 0\), \(u \in \mathbb{C}\), denote

\[
f(u) = |u|^{4}u; \quad g(u) = \mu \delta u; \quad F(u) = \frac{1}{6} |u|^{6}; \quad G(u) = \frac{1}{2} \mu |\delta u|^{2}.
\]

where \(\delta = \delta(x)\) is the Dirac delta distribution at the origin and obeys the following scaling property by simple distribution calculation (see \[26\]):

\[
\forall x \in \mathbb{R}, \quad \lambda > 0, \quad \delta(\lambda x) = \frac{1}{\lambda} \delta(x). \tag{1.14}
\]

Identifying \(\mathbb{C}\) with \(\mathbb{R}^{2}\), we denote the Fréchet-derivative of functions \(f, g, F, G\) by \(df, dg, dF\) and \(dG\). Let \(\Lambda\) be the infinitesimal generator of the \(L^{2}\)-scaling transformation, i.e.

\[
\Lambda = \frac{1}{2} + y \cdot \partial_{y}.
\]

Without loss of generality, we may assume that \(\mu^{2}/4 < \omega = 1\) in the rest of the paper, the linearized operator around \(Qe^{it}\) is

\[
L_{+} := -\partial_{y}^{2} + 1 - 5Q^{4}, \quad L_{-} := -\partial_{y}^{2} + 1 - Q^{4}.
\]

and the generalized kernel of

\[
\begin{pmatrix}
0 & L_{-} \\
-L_{+} & 0
\end{pmatrix}
\]

is non-degenerate and spanned by the symmetries of the equation (see \[27, 66\] and \[10\]). It is described in \(H^{1}_{\text{rad}}(\mathbb{R})\) by the algebraic relations (we define \(\rho\) as the unique radial solution to \(L_{+}\rho = |y|^{2}Q\))

\[
L_{-}Q = 0, \quad L_{+}\Lambda Q = -2Q, \quad L_{-}|y|^{2}Q = -4\Lambda Q, \quad L_{+}\rho = |y|^{2}Q. \tag{1.15}
\]
From these algebraic relations, we have
\[
(Q, \rho)_2 = -\frac{1}{2} (L_+ \Lambda Q, \rho)_2 = -\frac{1}{2} (\Lambda Q, L_+ \rho)_2 = -\frac{1}{2} (\Lambda Q, |y| Q)_2 = \frac{1}{2} \| y Q \|_2^2. \tag{1.16}
\]
Denote by $\mathcal{Y}$ the set of radially symmetric functions $f \in C^\infty(\mathbb{R}\setminus\{0\})$ such that
\[
\forall \alpha \in \mathbb{N}, \exists C_\alpha, \kappa_\alpha > 0, \forall x \in \mathbb{R}\setminus\{0\}, \quad |\partial^\alpha f(x)| \leq C_\alpha (1 + |x|)^{\kappa_\alpha} Q(x).
\]
It follows from the kernel properties of $L_+ + L_-$, and [11, Appendix A] or proof of Lemma 3.2 in [55] for related arguments) that
\[
\forall g \in \mathcal{Y}, \exists f_+ \in \mathcal{Y}, L_+ f_+ = g, \quad \forall g \in \mathcal{Y}, (g, Q)_2 = 0, \exists f_- \in \mathcal{Y}, L_- f_- = g. \tag{1.17}
\]
\[
\forall g \in \mathcal{Y}, (g, Q)_2 = 0, \exists f_- \in \mathcal{Y}, L_- f_- = g. \tag{1.18}
\]

For the sake of the localization argument in Section 3, We introduce the localized function $\phi$ and its scaling. Let $\phi : \mathbb{R} \to \mathbb{R}$ be a smooth even and convex function, nondecreasing on $\mathbb{R}^+$, such that
\[
\phi(r) = \begin{cases} 
\frac{1}{2} r^2 & \text{for } r < 1, \\
3r + e^{-r} & \text{for } r > 2,
\end{cases}
\]
and set $\phi(x) = \phi(|x|)$. For $A \gg 1$, define $\phi_A$ by $\phi_A(x) = A^2 \phi \left( \frac{x}{A} \right)$.

This paper is organized as follows. In Section 2, we construct the refined blow-up profile according to the Dirac potential perturbation, and obtain the approximate blow-up law affected by the Dirac potential perturbation. In Section 3, we obtain the uniform backwards estimates of the remainder $\varepsilon$ and modulation parameters $\lambda, b$ on the rescaled time interval by combining the modulation analysis, the Energy-Morawetz argument with the bootstrap argument on the sufficiently far away rescaled time interval. In Section 4, we can construct minimal mass blow-up solution by combining the compactness argument with the uniform backwards estimates in Section 3. In Appendix A, we use the variational argument, and the conservation laws of mass and energy to show the global existence of radial solution of (1.1) with threshold mass for the repulsive potential case $\mu < 0$ in $H^1(\mathbb{R})$. In Appendix B, we use the variational argument to show Proposition 1.3, that is, the existence of arbitrarily small radial soliton solutions of (1.1) for the attractive potential case $\mu > 0$.
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where \((s, y)\) are the rescaled variables, and the parameters \(\lambda > 0, b, \gamma\) is to be determined later. By inserting (2.1) into (1.1), the profile function \(w\), and \(\lambda, b\) and \(\gamma\) should satisfy the following rescaled equation

\[
iw_s + \partial_y^2 w - w + f(w) + \lambda g(w)
- i \left( \frac{\lambda s}{\lambda} + b \right) \Lambda w + (1 - \gamma_s)w + (b_s + b^2) \frac{|y|^2}{4} w - b \left( b + \frac{\lambda_s}{\lambda} \right) \frac{|y|^2}{2} w = 0. \tag{2.2}
\]

where we used the fact that (1.14). Since we look for the blow-up solution, the parameter \(\lambda(s)\) should converge to zero as \(s \to \infty\). Therefore, we expect that the parameters \(\lambda, b, \gamma\) satisfy the modulation equations

\[
\frac{\lambda s}{\lambda} + b = 0, \quad b_s + b^2 = 0, \quad 1 - \gamma_s = 0, \tag{2.3}
\]

and that

\[
w(s, y) = Q(y) \tag{2.4}
\]

is an approximate solution of (2.2) with zero order term of \(\lambda\) and \(b\). However, the first order error term \(\lambda g(Q)\) cannot be regarded as small perturbation in minimal blow-up analysis due to the slow variation property of the parameter \(\lambda\) (In fact \(\lambda(s) \approx s^{-2}\) for sufficiently large \(s\), see Lemma 2.3 and (3.7) in Proposition 3.2). We rewrite (2.2) as follows

\[
iw_s + \partial_y^2 w - w + f(w) + \lambda g(w) + \theta \frac{|y|^2}{4} w
- i \left( \frac{\lambda s}{\lambda} + b \right) \Lambda w + (1 - \gamma_s)w + (b_s + b^2 - \theta) \frac{|y|^2}{4} w - b \left( b + \frac{\lambda_s}{\lambda} \right) \frac{|y|^2}{2} w = 0, \tag{2.5}
\]

where \(\theta\) is determined later and the additional term \(\theta |y|^2 w/4\) is introduced to construct the refined blow-up profile \(P(s, y)\) with higher order terms of \(\lambda\) and \(b\) in Proposition 2.1 (In fact, it is related to the solvability of the linearized operators \(L_{s, y}\) in (2.22), and will modify the modulation equations in (2.3), and is responsible for the blow-up result obtained in Theorem 1.4).

Fix \(K \in \mathbb{N}, K \geq 7\) is sufficient in the proof of Theorem 1.4, and define

\[
\Sigma_K = \{(j, k) \in \mathbb{N}^2 \mid j + k \leq K\}.
\]

Proposition 2.1. Let \(\lambda(s) > 0\) and \(b(s) \in \mathbb{R}\) be \(C^1\) functions of \(s\) such that \(\lambda(s) + |b(s)| \ll 1\).

(i) Existence of a refined blow-up profile. For any \((j, k) \in \Sigma_K\), there exist real-valued functions \(P_{j, k}^\pm \in \mathcal{Y}\) and \(\beta_{j, k} \in \mathbb{R}\) such that \(P(s, y) = \hat{P}_K(y; b(s), \lambda(s))\), where \(\hat{P}_K\) is defined by

\[
\hat{P}_K(y; b, \lambda) := Q(y) + \sum_{(j, k) \in \Sigma_K} b^{2j} \lambda^{k+1} P_{j, k}^+ (y) + i \sum_{(j, k) \in \Sigma_K} b^{2j+1} \lambda^{k+1} P_{j, k}^- (y) \tag{2.6}
\]

satisfies

\[
i\partial_s P + \partial_y^2 P - P + f(P) + \lambda g(P) + \theta \frac{|y|^2}{4} P = \Psi_K, \tag{2.7}
\]

where \(\theta(s) = \tilde{\theta}(b(s), \lambda(s))\) is defined by

\[
\tilde{\theta}(b, \lambda) = \sum_{(j, k) \in \Sigma_K} b^{2j} \lambda^{k+1} \tilde{\beta}_{j, k}, \tag{2.8}
\]

and \(\Psi_K\) satisfies

\[
\sup_{y \in \mathbb{R}} \left( |\Psi_K(y)| + |\partial_y \Psi_K(y)| \right) \lesssim \lambda \left( \left| \frac{\lambda_s}{\lambda} + b \right| + |b_s + b^2 - \theta| \right) + (|b|^2 + \lambda)^{K+2}. \tag{2.9}
\]
(ii) Rescaled blow-up profile. Let

\[ P_b(s, y) = P(s, y)e^{-\frac{|k(s)|y^2}{4}}, \]

then we have

\[ i\partial_s P_b + \partial_y^2 P_b - P_b + f(P_b) + \lambda g(P_b) = -i\left(\frac{\lambda}{\lambda} + b\right)\Lambda P_b + (b_s + b^2 - \theta)(|y|^2 - \frac{4}{\lambda}) P_b + \Psi_k e^{-\frac{|k|y^2}{4}}. \tag{2.11} \]

(iii) Mass and energy properties of the blow-up profile. Let

\[ P_{b, \lambda, \gamma}(s, y) = \frac{1}{\lambda^2} P_b(s, y) e^{\gamma}, \]

then we have

\[ \left| \frac{d}{ds} \int |P_{b, \lambda, \gamma}|^2 dy \right| \lesssim \lambda \left( \frac{|\lambda_s + b| + |b_s + b^2 - \theta|}{\lambda} \right) + (|b|^2 + \lambda)^{K+2}, \tag{2.13} \]

\[ \left| \frac{d}{ds} E(P_{b, \lambda, \gamma}) \right| \lesssim \frac{1}{\lambda^2} \left( \left( \frac{|\lambda_s + b| + |b_s + b^2 - \theta|}{\lambda} \right) + (|b|^2 + \lambda)^{K+2} \right). \tag{2.14} \]

Moreover, for any \((j, k) \in \Sigma_K\), there exist \(\eta_{j, k} \in \mathbb{R}\) such that

\[ \left| E(P_{b, \lambda, \gamma}) - \frac{1}{8} \cdot E(b, \lambda) \cdot \int |y|^2 Q^2 dy \right| \lesssim \frac{(b^2 + \lambda)^{K+2}}{\lambda^2}, \tag{2.15} \]

where

\[ E(b, \lambda) = \frac{b^2}{\lambda^2} - 2\beta \frac{\lambda}{\lambda^2} + \lambda \sum_{(j, k) \in \Sigma_K, j+k \geq 1} b^{2j} \lambda^k \eta_{j, k}, \quad \beta = 2 \mu \frac{Q(0)^2}{\|yQ\|_2^2} = 4 \frac{G(Q)}{\|yQ\|_2} > 0. \tag{2.16} \]

Remark 2.2. Compared with (2.3) and (2.7), the refined blow-up profile \(P(s, y)\) with higher order terms in \(\lambda\) and \(b\) is an approximate solution of \(w\) in (2.2), the corresponding blow-up law is expected from (2.5) and (2.3) that

\[ \frac{\lambda_s + b}{\lambda} \approx 0, \quad b_s + b^2 - \theta \approx 0, \]

which shows the effect of the Dirac delta potential perturbation and has an approximate solution in the rescaled variable that

\[ \lambda_{app}(s) \approx b_{app}(s) \approx s^{-2}. \]

(see Lemma 2.3.) The above blow-up law is different with the unperturbed case (i.e. \(\mu = 0\))

\[ \frac{\lambda_s}{\lambda} + b = 0, \quad b_s + b^2 = 0. \implies \lambda(s) = b(s) = s^{-1}. \]

The proof follows from the argument in [55, 61], we can also refer to [54, 38, 46] and references therein.

Proof of Proposition 2.4. We divide the proof into several steps.

Step 1: We firstly consider the construction of the refined blow-up profile \(P(s, y)\) in (i). Let

\[ P = Q + \lambda Z, \quad Z = \sum_{(j, k) \in \Sigma_K} b^{2j} \lambda^k P_{+, j, k}^+ + i \sum_{(j, k) \in \Sigma_K} b^{2j} \lambda^k P_{-, j, k}^-, \]

\[ \theta = \sum_{(j, k) \in \Sigma_K} b^{2j} \lambda^{k+1} \beta_{j, k}, \]

where \(\lambda = \lambda(s) > 0, b = b(s)\) are time dependent functions, and \(P_{+, j, k}^+ \in \mathcal{V}\) and \(\beta_{j, k} \in \mathbb{R}\) are to be determined later such that \(P(s, y)\) is an approximate solution of \(w\) in (2.2) or (2.3) with error
estimate (2.9). Now we set

$$\Psi_K = i\partial_s P + \partial_s^2 P - P + f(P) + \lambda g(P) + \theta \frac{|y|^2}{4} P,$$

where $f(P) = |P|^4 P$, $g(P) = \mu P$.

We divide the computation into four steps as follows.

**Estimate of $i\partial_s P$.** By the definition of $P$, we have

$$i\partial_s P = \frac{i\lambda_s}{\lambda} \sum_{(j,k) \in \Sigma_K} (k + 1) b^{2j+1} \lambda^{k+1} P^+_{j,k} + ib_s \sum_{(j,k) \in \Sigma_K} 2j b^{2j-1} \lambda^{k+1} P^+_{j,k}$$

$$- \frac{i\lambda_s}{\lambda} \sum_{(j,k) \in \Sigma_K} (k + 1) b^{2j+1} \lambda^{k+1} P^-_{j,k} - b_s \sum_{(j,k) \in \Sigma_K} (2j + 1) b^{2j} \lambda^{k+1} P^-_{j,k}$$

$$= -ib \sum_{(j,k) \in \Sigma_K} (k + 1) b^{2j+1} \lambda^{k+1} P^+_{j,k} - i (b^2 - \theta) \sum_{(j,k) \in \Sigma_K} 2j b^{2j-1} \lambda^{k+1} P^+_{j,k}$$

$$+ b \sum_{(j,k) \in \Sigma_K} (k + 1) b^{2j+1} \lambda^{k+1} P^-_{j,k} + (b^2 - \theta) \sum_{(j,k) \in \Sigma_K} (2j + 1) b^{2j} \lambda^{k+1} P^-_{j,k} + \Psi_P,$$

where

$$\Psi_P = \left( \frac{\lambda_s}{\lambda} + b \right) \sum_{(j,k) \in \Sigma_K} (k + 1) b^{2j+1} \lambda^{k+1} \left( iP^+_{j,k} - bP^-_{j,k} \right)$$

$$+ (b_s + b^2 - \theta) \sum_{(j,k) \in \Sigma_K} b^{2j-1} \lambda^{k+1} \left( 2j bP^+_{j,k} - (2j + 1)bP^-_{j,k} \right). \quad (2.17)$$

By the definition of $\theta$ in (2.8), we rewrite

$$i\partial_s P = -i \sum_{(j,k) \in \Sigma_K} ((k + 1) + 2j) b^{2j+1} \lambda^{k+1} P^+_{j,k} + i \sum_{j,k \geq 0} b^{2j+1} \lambda^{k+1} P^+_{j,k}$$

$$+ \sum_{j,k \geq 0} b^{2j} \lambda^{k+1} P^-_{j,k} + \Psi_P, \quad (2.18)$$

where $F_{j,k}^{P,\pm}$ are defined for $j, k \geq 0$ by

$$F_{j,k}^{P,-} = \sum_{j' = 0}^{j+1} \sum_{k' = 0}^{k-1} 2(j - j' + 1) \beta_{j',k'} P^+_{j-j'+1,k-k'-1},$$

$$F_{j,k}^{P,+} = \sum_{j' = 0}^{j} \sum_{k' = 0}^{k-1} \left( 2(j - j') + 1 \right) \beta_{j',k'} P^-_{j-j'-1,k-k'-1} + (k + 1) P^-_{j-1,k} + (2j - 1) P^-_{j-1,k},$$

which implies that $F_{j,k}^{P,\pm}$ only depends on functions $P_{j,k}^\pm$ and parameters $\beta_{j',k'}$ for $(j', k') \in \Sigma_K$ such that either $k' \leq k - 1$ and $j' \leq j + 1$ or $k' \leq k$ and $j' \leq j - 1$. 
Estimate of $\partial_y^2 P - P + f(P)$. By the fact that $\partial_y^2 Q = Q + f(Q) = 0$, we have

$$
\partial_y^2 P - P + f(P) = \partial_y^2 \left( Q(y) + \sum_{(j,k) \in \Sigma_K} b^{2j} \lambda^{k+1} P_{j,k}^+ - i \sum_{(j,k) \in \Sigma_K} b^{2j+1} \lambda^{k+1} P_{j,k}^- \right)
$$

$$
- \left( Q(y) + \sum_{(j,k) \in \Sigma_K} b^{2j} \lambda^{k+1} P_{j,k}^+ + i \sum_{(j,k) \in \Sigma_K} b^{2j+1} \lambda^{k+1} P_{j,k}^- \right)
$$

$$
+ f(Q) + f(Q + \lambda Z) - f(Q)
$$

$$
= - \sum_{(j,k) \in \Sigma_K} b^{2j} \lambda^{k+1} L_{j,k}^+ - i \sum_{(j,k) \in \Sigma_K} b^{2j+1} \lambda^{k+1} L_{j,k}^-
$$

$$
+ f(Q + \lambda Z) - f(Q) - df(Q) \cdot \lambda Z.
$$

By the structures of $f$ and $P$, we have

$$
f(Q + \lambda Z) - f(Q) - df(Q) \cdot \lambda Z = \sum_{j \geq 0, k \geq 1} b^{2j} \lambda^{k+1} F_{j,k}^+ + i \sum_{j \geq 0, k \geq 1} b^{2j+1} \lambda^{k+1} F_{j,k}^-,
$$

where for $j, k \geq 0$, $F_{j,k}^\pm$ depends on $Q$ and on functions $P_{j',k'}^\pm$ for $(j', k') \in \Sigma_K$ such that $k' \leq k - 1$ and $j' \leq j$. Then we obtain that

$$
\partial_y^2 P - P + f(P) = - \sum_{(j,k) \in \Sigma_K} b^{2j} \lambda^{k+1} L_{j,k}^+ - i \sum_{(j,k) \in \Sigma_K} b^{2j+1} \lambda^{k+1} L_{j,k}^- + i \sum_{j \geq 0, k \geq 1} b^{2j} \lambda^{k+1} F_{j,k}^+ 
$$

$$
- i \sum_{j \geq 0, k \geq 1} b^{2j+1} \lambda^{k+1} F_{j,k}^- + i \sum_{j \geq 0, k \geq 1} b^{2j+1} \lambda^{k+1} F_{j,k}^- \quad (2.19)
$$

Estimate of $\lambda g(P)$. By the definition of $g$ and $P$, we have

$$
\lambda g(P) = \lambda \mu \cdot \delta Q + \sum_{j \geq 0, k \geq 1} b^{2j} \lambda^{k+1} F_{j,k}^+ + i \sum_{j \geq 0, k \geq 1} b^{2j+1} \lambda^{k+1} F_{j,k}^- \quad (2.20)
$$

where $F_{j,k}^\pm$ are defined for $j \geq 0, k \geq 1$ by

$$
F_{j,k}^+ = \mu \cdot \delta P_{j,k-1}^+, \quad \text{and} \quad F_{j,k}^- = \mu \cdot \delta P_{j,k-1}^-.
$$

Estimate of $\theta \frac{|y|^2}{4} P$. By the definition of $\theta$ and $P$, we obtain

$$
\theta \frac{|y|^2}{4} P = \frac{1}{4} |y|^2 Q \cdot \sum_{(j,k) \in \Sigma_K} b^{2j} \lambda^{k+1} \beta_{j,k} + \sum_{j \geq 0, k \geq 1} b^{2j} \lambda^{k+1} F_{j,k}^++ i \sum_{j \geq 0, k \geq 1} b^{2j+1} \lambda^{k+1} F_{j,k}^- \quad (2.21)
$$

where $F_{j,k}^\pm$ are defined for $j \geq 0, k \geq 1$ by

$$
F_{j,k}^+ = \sum_{j' = 0}^{j-1} \beta_{j',k} \frac{|y|^2}{4} P_{j' - j, k - k' - 1},
$$

$$
F_{j,k}^- = \sum_{j' = 0}^{j-1} \beta_{j',k} \frac{|y|^2}{4} P_{j' - j, k - k' - 1},
$$

which implies that $F_{j,k}^\pm$ only depends on functions $P_{j',k'}^\pm$ and parameters $\beta_{j',k'}$ for $(j', k') \in \Sigma_K$ such that $k' \leq k - 1$ and $j' \leq j$. 


Now by \(1.17\), \(2.18\), \(2.19\), \(2.20\) and \(2.21\), we obtain

\[
\Psi_K = - \sum_{(j,k) \in \Sigma_K} b^{2j+1} \lambda^{k+1} \left( L_+ P_{j,k}^+ - F_{j,k}^+ - \frac{1}{4} \beta_{j,k} |y|^2 Q \right) - i \sum_{(j,k) \in \Sigma_K} b^{2j+1} \lambda^{k+1} \left( L_- P_{j,k}^- - F_{j,k}^- + ((k+1) + 2j) P_{j,k}^+ \right) + \Psi^{>K} + \Psi^\epsilon,
\]

where \(F_{j,k}^\pm = F_{j,k}^{\theta,\pm} + F_{j,k}^{g,\pm} + F_{j,k}^{\rho,\pm}\), and

\[
\Psi^{>K} = \sum_{j,k \geq 0} b^{2j+1} \lambda^{k+1} F_{j,k}^+ + i \sum_{j,k \geq 0, (j,k) \not\in \Sigma_K} b^{2j+1} \lambda^{k+1} F_{j,k}^-.
\]

(Note that the series in the expression of \(\Psi^{>K}\) contains only a finite number of terms.) Now, for any \((j,k) \in \Sigma_K\), we want to error term \(\Psi_K\) to be sufficiently small, hence choose recursively \(P_{j,k}^\pm \in \mathcal{V}\) and \(\beta_{j,k}\) to solve the system

\[
(S_{j,k}) \quad \begin{cases} L_+ P_{j,k}^+ - F_{j,k}^+ - \frac{1}{4} \beta_{j,k} |y|^2 Q = 0, \\ L_- P_{j,k}^- - F_{j,k}^- + ((k+1) + 2j) P_{j,k}^+ = 0, \end{cases}
\]

where \(F_{j,k}^\pm\) are source terms depending of previously determined \(P_{j',k'}^\pm\) and \(\beta_{j',k'}\). We can solve \(2.22\) by an induction argument on \(j\) and \(k\).

For \((j,k) = (0,0)\), the system \((S_{j,k})\) becomes

\[
(S_{0,0}) \quad \begin{cases} L_+ P_{0,0}^+ - \mu \delta Q - \frac{1}{4} |y|^2 Q = 0, \\ L_- P_{0,0}^- + P_{0,0}^+ = 0, \end{cases}
\]

By \(1.17\), for any \(\beta_{0,0} \in \mathbb{R}\), there exists a unique \(P_{0,0}^+ \in \mathcal{V}\) such that

\[
L_+ P_{0,0}^+ - \mu \delta Q - \frac{1}{4} |y|^2 Q = 0.
\]

In order to solve \(P_{0,0}^-\) in \(2.23\), we choose \(\beta_{0,0} \in \mathbb{R}\) such that

\[
0 = \left( P_{0,0}^+, Q \right)_2 = -\frac{1}{2} \left( L_+ P_{0,0}^+, \Lambda Q \right)_2 = -\frac{1}{2} \left( \mu \delta Q + \frac{1}{4} |y|^2 Q, \Lambda Q \right)_2
\]

where in the second equality we use the fact that \(L_+ \Lambda Q = -2Q\) in \(1.13\), which gives

\[
\beta := \beta_{0,0} = -4 \mu \frac{Q^2}{\|y\|^2 \|Q\|^2_2} = 2 \mu \frac{Q(0)^2}{\|y\|^2 \|Q\|^2_2} = 4 \frac{G(Q)}{\|y\|^2} > 0.
\]

Therefore, by \(1.18\), there exists \(P_{0,0}^- \in \mathcal{V}\) (unique up to the kernel functions \(cQ\) of the operator \(L_-\)) such that

\[
L_- P_{0,0}^- + P_{0,0}^+ = 0.
\]

Now, we assume that for some \((j_0,k_0) \in \Sigma_K\), the following conclusion is true:

\(H(j_0,k_0)\) for all \((j,k) \in \Sigma_K\) such that either \(k < k_0\), or \(k = k_0\) and \(j < j_0\), the system \((S_{j,k})\) has a solution \((P_{j,k}^+, P_{j,k}^-, \beta_{j,k}) \in \mathcal{V} \times \mathcal{V} \times \mathbb{R}\).

By the definition of \(F_{j_0,k_0}^\pm\), \(H(j_0,k_0)\) implies that \(F_{j_0,k_0}^\pm \in \mathcal{V}\). We now solve the system \((S_{j_0,k_0})\) as \((S_{0,0})\). By \(1.17\), for any \(\beta_{j_0,k_0} \in \mathbb{R}\), there exists a unique \(P_{j_0,k_0}^+ \in \mathcal{V}\) such that

\[
L_+ P_{j_0,k_0}^+ - F_{j_0,k_0}^+ - \frac{1}{4} \beta_{j_0,k_0} |y|^2 Q = 0.
\]
In order to solve \( P_{j_0, k_0}^- \) in (2.22), we choose \( \beta_{j_0, k_0} \in \mathbb{R} \) such that
\[
\left( -F_{j_0, k_0}^- + ((k_0 + 1) + 2j_0) P_{j_0, k_0}^+, Q \right)_2 = 0,
\]
which together (1.13) implies that
\[
\beta_{j_0, k_0} = \frac{1}{\|yQ\|_2^2} \left( (F_{j_0, k_0}^+, \Lambda Q)_2 + 2 \frac{(F_{j_0, k_0}^-, Q)_2}{(k_0 + 1) + 2j_0} \right) \in \mathbb{R}.
\]
By (1.13), there exists \( P_{j_0, k_0}^- \in \mathcal{Y} \) (unique up to the kernel functions \( cQ \) of the operator \( L_- \)) such that
\[
L_- P_{j_0, k_0}^- = F_{j_0, k_0}^- + ((k_0 + 1) + 2j_0) P_{j_0, k_0}^+ = 0.
\]
In particular, we have proved that if \( j_0 < K \), then \( H(j_0, k_0) \) implies \( H(j_0 + 1, k_0) \), and \( H(K, k_0) \) implies \( H(0, k_0 + 1) \).

The induction argument on \((j, k)\) can solve (2.22) in \( \mathcal{Y} \times \mathcal{Y} \times \mathbb{R} \) for \((j, k) \in \Sigma_K \). Therefore, we can obtain the refined blow-up profile \( P(s, y) \) according to the definition in (2.6).

It remains to estimate \( \Psi_K \) and \( \partial_y \Psi_K \). It is easy to check that
\[
\sup_{y \in \mathbb{R}} \left( e^{\frac{|y|^2}{4}} (|\Psi_{P'}(y)| + |\partial_y \Psi_{P'}(y)|) \right) \lesssim \lambda \left( \frac{\lambda}{\lambda + b} + |b_s + b^2 - \theta| \right),
\]
and
\[
\sup_{y \in \mathbb{R}} \left( e^{\frac{|y|^2}{4}} (|\Psi_K| + |\partial_y \Psi_K|) \right) \lesssim \left( |b|^2(K+1) + \lambda^{K+2} \right) \lesssim (|b|^2 + \lambda)^{K+2}.
\]
This completes the proof of (i).

**Step 2:** By the definition of \( P_b \) in (2.10), we have
\[
\partial_s P = \left( \partial_s P_b + ib_s \frac{|y|^2}{4} P_b \right) e^{ib|y|^2},
\]
\[
\partial_y^2 P = \left( \partial_y^2 P_b + i b \lambda P_b - b^2 \frac{|y|^2}{4} P_b \right) e^{ib|y|^2}.
\]
By the property of the Dirac delta operator, we have
\[
\mu \cdot \delta P(s) = g(P) = g(P_b) \cdot e^{ib|y|^2} = \mu \cdot \delta P_b(s) \cdot e^{ib|y|^2}.
\]
Inserting these equalities into (2.7), we can obtain (2.11).

**Step 3:** To prove (2.13), we use (2.12) and multiply (2.11) with \( i P_b \) to get
\[
\frac{1}{2} \frac{d}{ds} \langle P_b, \lambda \gamma \rangle_2^2 = \frac{1}{2} \frac{d}{ds} \langle P_b, \lambda \gamma \rangle_2^2 = (i \partial_s P_b, i P_b)_2 = (\Psi_K e^{-i \lambda \gamma^2}, i P_b)_2,
\]
where in the last equality we use the identity \((P_b, \Lambda P_b)_2 = 0\). Therefore, (2.13) follows from (2.3).

To prove (2.14), we obtain from scaling and (1.14) that
\[
E(P_{b, \lambda, \gamma}) = \frac{1}{\lambda^2} \left( \frac{1}{2} \int_{\mathbb{R}} |\partial_y P_b|^2 dy - \int_{\mathbb{R}} F(P_b) dy - \lambda \int_{\mathbb{R}} G(P_b) dy \right) = \frac{1}{\lambda^2} \tilde{E}(\lambda, P_b)
\]
Therefore, we have
\[
\frac{d}{ds} E(P_{b, \lambda, \gamma}) = \frac{1}{\lambda^2} \left( \left\langle \dot{E}'(\lambda, P_b), \partial_y P_b \right\rangle - 2 \frac{\lambda}{\lambda} \tilde{E}(\lambda, P_b) - \lambda \frac{\lambda}{\lambda} \int_{\mathbb{R}} G(P_b) dy \right).
\]
By (2.11) and the fact that
\[
\left\langle \dot{E}'(\lambda, P_b), i \left( \partial_y^2 P_b - P_b + f(P_b) + \lambda g(P_b) \right) \right\rangle = 0,
\]
we have

$$\langle \tilde{E}'(\lambda, P_b), \partial_s P_b \rangle = \frac{\lambda s}{\lambda} \left( \frac{\lambda s}{\lambda} + b \right) \langle \tilde{E}'(\lambda, P_b), \Delta P_b \rangle + \langle \partial_s \tilde{E}'(\lambda, P_b), \theta \rangle + \langle \partial_s \tilde{E}'(\lambda, P_b), \Psi Ke^{-\frac{1}{2}d^2} \rangle.$$  \hspace{1cm} (2.26)

By integration by parts, we obtain

$$\langle \tilde{E}'(\lambda, P_b), \Delta P_b \rangle = \int_R |\partial_s P_b|^2 dy - 2 \int_R F(P_b) dy - \lambda \int_R G(P_b) dy$$

$$= 2\tilde{E}(\lambda, P_b) + \lambda \int_R G(P_b) dy,$$ \hspace{1cm} (2.27)

by (2.25), (2.26), and (2.29), we have

$$\frac{d}{ds} E(P_{b, \lambda, \gamma}) = \frac{\lambda s}{\lambda} \left( \frac{\lambda s}{\lambda} + b \right) \int_R \left( 2\tilde{E}(\lambda, P_b) + \lambda \int_R G(P_b) dy - \lambda \int_R \tilde{E}(\lambda, P_b) \right) dy$$

$$+ \frac{1}{\lambda^2} O \left( \frac{\lambda s}{\lambda} + b \right) \left( \lambda \int_R \tilde{E}(\lambda, P_b) - \lambda \int_R \tilde{E}(\lambda, P_b) \right) dy$$

$$= \frac{1}{\lambda^2} \left( \lambda \int_R \tilde{E}(\lambda, P_b) - \lambda \int_R \tilde{E}(\lambda, P_b) \right) dy,$$

which implies (2.14).

To show (2.15). By (2.14), we compute $E(P_{b, \lambda, \gamma})$ as follows

$$\lambda^2 E(P_{b, \lambda, \gamma}) = \frac{1}{2} \int_R |\partial_s P|^2 dy - \int_R F(P_b) dy - \lambda \int_R G(P_b) dy$$

$$= \frac{1}{2} \int_R |\partial_s P|^2 dy - \int_R F(P) dy + \frac{1}{8} b^2 \int_R |\partial_s P|^2 dy - \lambda \int_R G(P) dy.$$

Thus, by replacing $P = Q + \lambda Z$, we have

$$\lambda^2 E(P_{b, \lambda, \gamma}) = \frac{1}{2} \int_R |\partial_s Q|^2 dy - \int_R F(Q) dy + \frac{1}{8} b^2 \int_R |\partial_s Q|^2 dy - \lambda^2 \int_R g(Q) \cdot Re Z dy + \frac{1}{4} b^2 \lambda \int_R |y|^2 Q \cdot Re Z dy$$

$$+ \frac{1}{2} \int_R |\partial_s Z|^2 dy + \frac{1}{8} b^2 \lambda^2 \int_R |\partial_s Z|^2 dy$$

$$- \int_R \left( F(Q + \lambda Z) - F(Q) - \lambda f(Q) \cdot Re Z \right) dy$$

$$- \lambda \int_R \left( G(Q + \lambda Z) - G(Q) - \lambda g(Q) \cdot Re Z \right) dy.$$ \hspace{1cm} (2.28)

On the one hand, by the Pohozaev identity, we have

$$\frac{1}{2} \int_R |\partial_s Q|^2 dy - \int_R F(Q) dy = 0,$$ \hspace{1cm} (2.29)

and by the definition (2.24) of $\beta_{0,0}$, we have

$$\lambda \int_R G(Q) dy = \frac{\beta}{4} \int_R |y|^2 Q^2 dy = 1 - \lambda \int_R |y|^2 Q^2 dy.$$ \hspace{1cm} (2.30)
we have
\[ \lambda \int_{\mathbb{R}} ( - \partial_y^2 Q - f(Q)) \cdot \text{Re} Z \, dy = -\lambda \int_{\mathbb{R}} Q \cdot \text{Re} Z \, dy = \lambda \sum_{(j,k) \in \Sigma_k} b^{2j} \lambda^k \eta^s_{j,k}, \]
for some \( \eta^1_{j,k} \in \mathbb{R} \), and
\[ \lambda^2 \int_{\mathbb{R}} g(Q) \cdot \text{Re} Z \, dy = \lambda \sum_{(j,k) \in \Sigma_k, k \geq 1} b^{2j} \lambda^k \eta^v_{j,k}, \]
for some \( \eta^v_{j,k} \in \mathbb{R} \), and
\[ b^2 \lambda \int_{\mathbb{R}} |y|^2 Q \cdot \text{Re} Z \, dy = \lambda \sum_{(j,k) \in \Sigma_k, k \geq 1} b^{2j} \lambda^k \eta^{vi}_{j,k}, \]
for some \( \eta^{vi}_{j,k} \in \mathbb{R} \). Moreover, by Taylor expansion as before, for some \( \eta^v_{j,k}, \eta^{vi}_{j,k} \in \mathbb{R} \)
\[ \left| \int_{\mathbb{R}} \left( F(Q + \lambda Z) - F(Q) - \lambda f(Q) \cdot \text{Re} Z \right) \, dy - \lambda \sum_{(j,k) \in \Sigma_k, k \geq 1} b^{2j} \lambda^k \eta^v_{j,k} \right| \lesssim (b^2 + \lambda)^{K+2}, \]
and
\[ \lambda \int_{\mathbb{R}} \left( G(Q + \lambda Z) - G(Q) - \lambda g(Q) \cdot \text{Re} Z \right) \, dy - \lambda \sum_{(j,k) \in \Sigma_k, k \geq 1} b^{2j} \lambda^k \eta^{vi}_{j,k} \lesssim (b^2 + \lambda)^{K+2}. \]
By inserting (2.29) - (2.36) into (2.28), we can prove (2.15) and complete the proofs of Proposition 2.1. \( \square \)

2.2. Approximate blow-up law. As shown in Proposition 2.1, \( P(s,y) \) can be viewed as the refined blow-up profile of \( \frac{1}{\lambda} \) when \( b(s) \) and \( \lambda(s) \) satisfy the smallness condition \( |b| + \lambda \ll 1 \) and the blow-up law
\[ \frac{\lambda}{\lambda} + b \approx 0, \quad b + b^2 - \theta \approx 0 \]
where \( \theta = \sum_{(j,k) \in \Sigma_k} b^{2j} \lambda^{k+1} \beta_{j,k} \). We now look for a solution to the following approximate system
\[ \frac{\lambda}{\lambda} + b = 0, \quad b + b^2 - \beta \lambda = 0, \]
where \( \beta = \beta_{0,0} = 2 \mu \frac{Q^0}{16Q^0_2} > 0 \) in this subsection. Indeed, for \( |b| + \lambda \ll 1 \), the first term \( \beta \lambda \) in \( \theta \) is the main term in \( \theta \), and the only term in \( \theta \) that will modify the blow-up speed.

**Lemma 2.3.** Let
\[ \lambda_{\text{app}}(s) = 2/(\beta s^2), \quad b_{\text{app}}(s) = 2/s, \]
then \( (\lambda_{\text{app}}(s), b_{\text{app}}(s)) \) solves \( 2.37 \) for \( s > 0 \).

**Proof.** By simple computation, we have
\[ \left( \frac{b^2}{\lambda^2} \right)_s = 2 \frac{b}{\lambda^2} \left( b_s - \frac{\lambda}{\lambda} b \right) = 2 \frac{b}{\lambda^2} b_s + \frac{b^2}{\lambda} = 2 \beta \frac{b}{\lambda} = 2 \beta \frac{\lambda_s}{\lambda} = \left( \frac{2 \beta}{\lambda} \right)_s. \]
and so
\[
\frac{b^2}{\lambda^2} - \frac{2\beta}{\lambda} = c_0. \tag{2.39}
\]
Taking \(c_0 = 0\), and using \(b = \frac{-\lambda}{s} > 0\), we obtain
\[
-\frac{\lambda s}{\lambda s + \beta} = \sqrt{2\beta}.
\]
This implies that
\[
\lambda(s) = \frac{2}{\beta} s^{-2}, \quad b(s) = 2s^{-1}
\]
is solution of (2.37) and completes the proof. \(\square\)

**Remark 2.4.** We now give some remarks on the approximate system (2.37).

(1) After we obtain the solution \((\lambda_{\text{app}}(s), b_{\text{app}}(s))\) to the approximate system (2.37) in the
time rescaled variable \(s\) in Lemma 2.3, we now express this solution in the time variable \(t_{\text{app}}\) related to \(\lambda_{\text{app}}\). Let \(t_{\text{app}}(s) < 0\) and
\[
dt_{\text{app}} = \frac{\lambda_{\text{app}}^2 ds}{\frac{4}{\beta^2} s^{-4} ds},
\]
then we have
\[
t_{\text{app}}(s) = -C_s s^{-3} \quad \text{where} \quad C_s = 4/(3\beta^2), \quad (2.40)
\]
where we use the convention that \(t_{\text{app}}(s) \to 0^-\) as \(s \to +\infty\). As a consequence, we obtain
\[
\lambda_{\text{app}}(t_{\text{app}}) = \lambda_{\text{app}}(t_{\text{app}}(s)) = \frac{2}{\beta} s^{-2} = C_\lambda |t_{\text{app}}|^{\frac{2}{3}} \quad \text{where} \quad C_\lambda = \frac{2}{\beta} C_s^{-2/3}, \quad (2.41)
\]
\[
b_{\text{app}}(t_{\text{app}}) = b_{\text{app}}(t_{\text{app}}(s)) = 2s^{-1} = C_b |t_{\text{app}}|^{\frac{1}{3}}, \quad \text{where} \quad C_b = 2C_s^{-1/3}. \quad (2.42)
\]

(2) For the approximate system (2.37), we show the \((\lambda, b)\) flows driven by the vector fields
\((-\lambda b, -b^2 + \beta \lambda)\) with different \(\beta \in \mathbb{R}\) as those in Figure 1. In case (a), we denote the curve \(\beta \lambda = b^2\) by the blue dot curve. From these pictures, we can obtain the heuristic that there exist finite time blow-up solutions (corresponding to \(\lambda(s) \to 0^+\) as \(s \to \infty\)) only for case
(a) \(\beta > 0\) (the attractive delta potential case) and case (c) \(\beta = 0\) (the \(L^2\)-critical NLS).

In order to adjust the value of the energy of \(P_{b,\lambda,\gamma}\) in (2.15) up to small error, and to close the bootstrap argument for \((\lambda, b)\) at the end of the proof of Proposition 3.2, we will choose suitable final conditions \(\lambda_1\) and \(b_1\) of \((\lambda, b)\) at sufficiently large rescaled time \(s_1\) as the base case (see (3.5) and (3.11)). Let \(E_0 \in \mathbb{R}\) and
\[
C_0 = \frac{8E_0}{\int_{\mathbb{R}} |y|^2 Q^2 dy}.
\]
Fix \(0 < \lambda_0 \ll 1\) such that \(2\beta + C_0 \lambda_0 > 0\), and for \(\lambda \in (0, \lambda_0]\), we define the auxiliary function
\[
\mathcal{F}(\lambda) = \int_{\lambda}^{\lambda_0} \frac{d\tau}{\tau^{\frac{3}{2} + 1} \sqrt{2\beta + C_0 \tau}} \quad \Rightarrow \quad \frac{d}{d\lambda} \mathcal{F}(\lambda) = -\frac{1}{\lambda^{\frac{3}{2} + 1} \sqrt{2\beta + C_0 \lambda}}, \quad (2.43)
\]
where \(\mathcal{F}\) is related to the resolution of \(\lambda\) and \(b\) for the system (2.33) with \(c_0 = C_0\). (See (3.62) and (3.63) in the proof of Proposition 7.12 in Subsection 3.4 for more details.)

\(^{1}\)We can take any \(E_0 \in \mathbb{R}\) because of the fact that \(\beta > 0\) for \(\mu > 0\) here.
Lemma 2.5. Let \( s_1 \gg 1 \), then there exist sufficiently small \( \lambda_1 > 0 \) and \( b_1 \) such that

\[
\left| \frac{\lambda_1^{\frac{1}{2}}}{\lambda_{\text{app}}(s_1)} - 1 \right| + \left| \frac{b_1}{b_{\text{app}}(s_1)} - 1 \right| \lesssim s_1^{-1},
\]

(2.44)

\[
\mathcal{F}(\lambda_1) = s_1, \quad \mathcal{E}(b_1, \lambda_1) = C_0.
\]

(2.45)

Proof. For sufficiently large \( s_1 \), we firstly choose \( \lambda_1 \). By (2.44), \( \mathcal{F} \) is a decreasing function of \( \lambda \) satisfying \( \mathcal{F}(\lambda_0) = 0 \) and \( \lim_{\lambda \to 0} \mathcal{F}(\lambda) = +\infty \). Thus there exists a unique \( \lambda_1 \in (0, \lambda_0) \) such that \( \mathcal{F}(\lambda_1) = s_1 \).

For \( \lambda \in (0, \lambda_0] \), we have

\[
\left| \mathcal{F}(\lambda) - \frac{2}{\sqrt{2\beta \lambda}} \right| \lesssim 1 + \int_{\lambda}^{\lambda_0} \frac{d\tau}{\sqrt{2\beta + C_0 \tau}} \lesssim 1.
\]

(2.46)

If taking \( \lambda = \lambda_1 \), we obtain from \( \mathcal{F}(\lambda_1) = s_1 \) and \( \lambda_{\text{app}}(s) = 2/(\beta s^2) \) that

\[
\left| s_1 - \frac{2}{\sqrt{2\beta \lambda_1}} \right| \lesssim 1 \iff \left| \frac{\lambda_1^{\frac{1}{2}}}{\lambda_{\text{app}}(s_1)} - 1 \right| \lesssim s_1^{-1}.
\]
Secondly, we can choose \( b_1 \) sufficiently small. From the definition of \( \mathcal{E}(b, \lambda) \) and \( \lambda_{\text{app}}(s) = 2/(\beta s^2) \), we define the function \( h(b) \) as follows

\[
h(b) := \lambda_1^2 \mathcal{E}(b, \lambda_1) = b^2 - \left( \frac{2}{s_1} \right)^2 - 2\beta (\lambda_1 - \lambda_{\text{app}}(s_1)) + \lambda_1 \sum_{(j,k) \in \Sigma_K, j+k \geq 1} b^2 \lambda_1^k b_{j,k}
\]

\[
eq (1 + O(s_1^{-2}))b^2 - \left( \frac{2}{s_1} \right)^2 + O(s_1^{-3}),
\]

where \( b \) is close to \( b_{\text{app}}(s_1) \). By \( b_{\text{app}}(s) = 2/s \), we have

\[
|h(b_{\text{app}}(s_1))| \lesssim s_1^{-3}, \quad |h'(b_{\text{app}}(s_1))| \geq 2b_{\text{app}}(s_1) + O(s_1^{-3}) \geq s_1^{-1}.
\]

Since \( C_0 \lambda_1^2 \approx s_1^{-4} \), it follows from the implicit function theorem that there exists a unique \( b_1 \) such that

\[
h(b_1) = C_0 \lambda_1^2, \quad \text{where} \quad |b_1 - b_{\text{app}}(s_1)| \lesssim s_1^{-3}/s_1^{-1} \lesssim s_1^{-2},
\]

which implies \( \mathcal{E}(b_1, \lambda_1) = h(b_1)/\lambda_1^2 = C_0 \), and completes the proof. \( \square \)

3. Uniform estimates in the rescaled time variable

After the construction of the refined blow-up profile in Proposition 2.4 and final data setup on modulation parameters \( \lambda, b \) at the rescaled time \( s = s_1 \) in Lemma 2.7, we will show the uniform backwards estimates of \( (\lambda, b, \varepsilon) \) for specific solutions of (1.1) on \([s_0, s_1]\) in Proposition 3.2, where \( s_0 \) is sufficiently large, but independent of \( s_1 \). These uniform backwards estimates will play key role to construct minimal mass blow-up solution of (1.1) by the standard compact argument in next section.

Let \( P, P_b \) be defined by (2.6), (2.14) in Proposition 2.4, \( \rho \) be given by (1.15) and define

\[
\rho_b(s, y) := \rho(y)e^{-\frac{\Lambda(s)y^2}{4}}. \quad (3.1)
\]

We firstly recall the following standard modulation decomposition of the solution \( u(t) \) in the small tube of \( Q \).

**Lemma 3.1.** There exists \( \delta_0 > 0 \) small enough such that for any \( u(t) \in \mathcal{C}(I, H^1(\mathbb{R})) \) satisfying

\[
\sup_{t \in I} \inf_{\lambda > 0, \gamma_0} \left\| \lambda_1^{\frac{1}{2}} u(t, \lambda_0 y)e^{iy_0} - Q(y) \right\|_{H^1} \leq \delta_0, \quad (3.2)
\]

there exist \( C^1 \) functions \( \lambda \in (0, +\infty), b \in \mathbb{R}, \gamma \in \mathbb{R} \) on \( I \) such that \( u \) admits a unique decomposition of the form

\[
u(t, x) = \frac{1}{\lambda_1^{\frac{1}{2}}(t)} \left( P_b(t) + \varepsilon(t, y) \right) e^{i\gamma(t), \quad y = \frac{x}{\lambda(t)}, \quad (3.3)\]

where the remainder \( \varepsilon \) obeys the following orthogonality structure:

\[
\forall \ t \in I, \quad (\varepsilon, i\Lambda P_b) = 0 = (\varepsilon, |y|^2 P_b) = (\varepsilon, i\rho_b). \quad (3.4)
\]

**Proof.** Please refer to [22] for details. \( \square \)

Let \( E_0 \in \mathbb{R} \) and \( t_1 < 0 \) be close to 0. By Remark 2.4, we set up the initial rescaled time \( s_1 \) as

\[
s_1 := |C_{\gamma}^{-1}t_1|^{-1/3} \gg 1 \iff t_1 = t_{\text{app}}(s_1). 
\]

Let \( \lambda_1 \) and \( b_1 \) be given by Lemma 2.3. Let \( u(t) \) be the solution of (1.1) for \( t \leq t_1 \) with final data

\[
u(t_1, x) = \frac{1}{\lambda_1^{\frac{1}{2}}} P_b \left( \frac{x}{\lambda_1} \right). \quad (3.5)
\]
As long as the solution $u(t)$ satisfies (3.2), we consider its modulation decomposition $(\lambda, b, \gamma, \varepsilon)$ from Lemma 3.1 and define the rescaled time variable $s$ related to $\lambda$

$$s = s_1 - \int_t^{t_1} \frac{1}{\lambda^2(\tau)} d\tau \iff \frac{ds}{dt} = \frac{1}{\lambda^2(s)} \quad \text{and} \quad s_1 = s(t_1). \quad (3.6)$$

The main result in this subsection is the following uniform backwards estimates on the decomposition of $u(s)$ on the rescaled time interval $[s_0, s_1]$, where $s_0$ is sufficiently large, but independent of $s_1$.

**Proposition 3.2.** Let $\mu > 0$ and $K \geq 7$, there exists sufficiently large $s_0 > 0$, which is independent of $s_1$ such that the solution $u$ of (1.1) with final data (3.3) exists and satisfies (3.2) on the rescaled time interval $[s_0, s_1]$. Moreover, its modulation decomposition

$$u(t, x) = \frac{1}{\lambda^2(s)} (P_b + \varepsilon) (s, y) e^{i\gamma(s)}, \quad \text{where} \quad \frac{ds}{dt} = \frac{1}{\lambda^2(s)}, \quad y = \frac{x}{\lambda(s)},$$

satisfies the following uniform estimates

$$\|\varepsilon(s)\|_{H^1} \lesssim s^{-(K+1)}, \quad \left| \frac{\lambda^\pm(s)}{\lambda_{app}(s)} - 1 \right| + \frac{b(s)}{b_{app}(s)} - 1 \lesssim s^{-1} \quad (3.7)$$

on $[s_0, s_1]$. In addition, we have for any $s \in [s_0, s_1]$ that

$$|E(P_{b,\lambda,\gamma}(s)) - E_0| \leq O(s^{-K+3}). \quad (3.8)$$

In the rest of this part, we will use a bootstrap argument involving the following estimates

$$\|\varepsilon(s)\|_{H^1} < s^{-K}, \quad \left| \frac{\lambda^\pm(s)}{\lambda_{app}(s)} - 1 \right| + \frac{b(s)}{b_{app}(s)} - 1 \lesssim s^{-\frac{4}{3}} \quad (3.9)$$

to show (3.7) and complete the proof of Proposition 3.2.

### 3.1. Bootstrap argument.

For $s_0 > 0$ to be chosen large enough (independently of $s_1$), we define

$$s_* = \inf \{ \tau \in [s_0, s_1]; (3.9) \text{ holds on } [\tau, s_1] \}. \quad (3.10)$$

By (2.44) and (3.3), the base case for the induction argument

$$\varepsilon(s_1) \equiv 0, \quad \left| \frac{\lambda^\pm(s_1)}{\lambda_{app}(s_1)} - 1 \right| + \frac{b_1}{b_{app}(s_1)} - 1 \lesssim s_1^{-1} < s_*^{-\frac{4}{3}} \quad (3.11)$$

holds for $s_1$ large, hence $s_*$ is well-defined and $s_* < s_1$ by the continuity of the solution of (1.1) in $H^1(\mathbb{R})$. After the preparations in Subsection 3.2 and Subsection 3.3, we will prove that the estimates (3.7) and (3.8) hold on $[s_*, s_1]$ in Subsection 3.4. Then we obtain $s_* = s_0$ from the bootstrap argument and complete the proof of Proposition 3.2. Two key ingredients in the proof are the follows:

1. Dynamical estimate of the parameters $(\lambda, b)$ in Subsection 3.2 by deriving the modulation equations from the orthogonal structure of $\varepsilon$ in Lemma 3.1, the mass conservation law and the construction of $P_b$ in Proposition 2.1.

2. Dynamical estimate of the remainder $\varepsilon$ in Subsection 3.3 by combining the Energy-Morawetz functional with the coercivity property of the linearized operators $L_{\pm}$. The Energy-Morawetz estimate was firstly used in [21].

### 3.2. Modulation equations.

In this part, we work with the solution $u(t)$ of Proposition 3.2 on the rescaled time interval $[s_*, s_1]$ (i.e. $\varepsilon$ and $\lambda, b$ satisfy (3.9) by the definition of $s_*$ in (3.10)), and
show the dynamics of the modulation parameters $\lambda, b$, which can be approximated by (2.31) up to small error. Define

$$\text{Mod}(s) = \begin{pmatrix} \frac{\lambda}{\lambda} + b \\ b_s + b^2 - \theta \\ 1 - \gamma_s \end{pmatrix}. \tag{3.12}$$

**Lemma 3.3.** For all $s \in [s_*, s_1]$, then we have

$$|\text{Mod}(s)| \lesssim s^{-(K+2)}, \tag{3.13}$$

$$|\langle \varepsilon(s), P_b \rangle_2| < s^{-(K+2)}. \tag{3.14}$$

**Proof.** Since $\varepsilon(s_1) \equiv 0$, we may define

$$s^{**} = \inf \{ s \in [s_*, s_1]; |\langle \varepsilon(\tau), P_b \rangle_2| < \tau^{-(K+2)} \text{ holds on } [s, s_1] \}.$$ 

Therefore, for any $s \in [s^{**}, s_1]$, we have

$$|\langle \varepsilon(s), P_b \rangle_2| \leq s^{-(K+2)}. \tag{3.15}$$

Since the estimates of (3.13) and (3.14) are mixed, we divide the proof into two steps and use the bootstrap argument to conclude the proof.

**Step 1:** Estimate of the modulation system $\text{Mod}(s)$ on $[s^{**}, s_1]$.

By (1.1) and (2.11), $\varepsilon$ should satisfy the following difference equation:

$$i\varepsilon_s + \partial_s^2 \varepsilon + ib\Lambda \varepsilon - \varepsilon + \left( f(P_b + \varepsilon) - f(P_b) \right) + \lambda \left( g(P_b + \varepsilon) - g(P_b) \right)$$

$$- i \left( \frac{\lambda_s}{\lambda} + b \right) \Lambda(P_b + \varepsilon) + (1 - \gamma_s)(P_b + \varepsilon) + (b_s + b^2 - \theta) \frac{|y|^2}{4} P_b$$

$$= -\Psi_K e^{-i\frac{|y|^2}{8}}, \tag{3.16}$$

where we used the fact that (3.14).

Formally, by combining the equation (3.16) on $\varepsilon$ with the estimate (2.9) on $\Psi_K$, we differentiate in time the orthogonality conditions for $\varepsilon$ provided in Lemma 3.1, to obtain the dynamics of the modulation parameters $\lambda, b$ and $\gamma$. Since it is a standard argument (see e.g. [53, 58, 61]), we only sketch the proof here.

**As for the orthogonality condition** $\langle \varepsilon, i\Lambda P_b \rangle_2 = 0$.

Taking time derivative on $\langle \varepsilon, i\Lambda P_b \rangle_2 = 0$, we obtain

$$\langle \varepsilon_s, i\Lambda P_b \rangle = - \langle \varepsilon, i\partial_s(\Lambda P_b) \rangle.$$ 

First, we consider the contribution from the term $\langle \varepsilon, i\partial_s(\Lambda P_b) \rangle$. By (2.10), we have

$$\Lambda P_b = \left( \Lambda P - ib\frac{|y|^2}{2} P \right) e^{-ib\frac{|y|^2}{4}}, \tag{3.17}$$

and

$$\frac{d}{ds}(\Lambda P_b) = \left( (\Lambda P)_s - ib\frac{|y|^2}{4} \Lambda P - ib\frac{|y|^2}{2} P - ib\frac{|y|^2}{2} (P)_s - bb_s \frac{|y|^4}{8} P \right) e^{-i\frac{b}{2}|y|^2}, \tag{3.18}$$
where we estimate \((P)_s\) from \((2.6)\) as follows,

\[
(P)_s = \frac{\lambda_s}{\lambda} \left( \sum_{(j,k) \in \Sigma_K} (k+1)b_2^j \lambda^{k+1} P_{j,k}^+ + i \sum_{(j,k) \in \Sigma_K} (k+1)b_2^j \lambda^{k+1} P_{j,k}^- \right)
\]

\[
+ b_s \left( \sum_{(j,k) \in \Sigma_K} 2jb_2^{j-1} \lambda^{k+1} P_{j,k}^+ + i \sum_{(j,k) \in \Sigma_K} (k+1)b_2^j \lambda^{k+1} P_{j,k}^- \right)
\]

\[
= \left( \frac{\lambda_s}{\lambda} + b \right) \left( \sum_{(j,k) \in \Sigma_K} (k+1)b_2^j \lambda^{k+1} P_{j,k}^+ + i \sum_{(j,k) \in \Sigma_K} (k+1)b_2^j \lambda^{k+1} P_{j,k}^- \right)
\]

\[
+ (b_s + b^2 - \theta) \left( \sum_{(j,k) \in \Sigma_K} 2jb_2^{j-1} \lambda^{k+1} P_{j,k}^+ + i \sum_{(j,k) \in \Sigma_K} (k+1)b_2^j \lambda^{k+1} P_{j,k}^- \right)
\]

\[
- b \left( \sum_{(j,k) \in \Sigma_K} (k+1)b_2^j \lambda^{k+1} P_{j,k}^+ + i \sum_{(j,k) \in \Sigma_K} (k+1)b_2^j \lambda^{k+1} P_{j,k}^- \right)
\]

\[
- (b^2 - \theta) \left( \sum_{(j,k) \in \Sigma_K} 2jb_2^{j-1} \lambda^{k+1} P_{j,k}^+ + i \sum_{(j,k) \in \Sigma_K} (k+1)b_2^j \lambda^{k+1} P_{j,k}^- \right),
\]

(3.19)

and similar estimate about \((LP)_s\). From the properties of the functions \(P_{j,k}^\pm\) in Proposition 2.1, we can deduce from \((3.18)\) that

\[
\sup_{y \in \mathbb{R}} \left( e^{\frac{|y|^2}{4}} \left| \frac{d}{ds} (LP)_s(y) \right| \right) \lesssim |\text{Mod}(s)| + b^2(s) + \lambda(s).
\]

Thus, by \((3.4)\), we obtain for any \(s \in [s_*, s_1]\)

\[
|\langle \epsilon, i\partial_s (LP)_s \rangle | \lesssim \|\epsilon(s)\|_2 \left( |\text{Mod}(s)| + b^2(s) + \lambda(s) \right) \lesssim s^{-2} |\text{Mod}(s)| + s^{-(K+2)}.
\]

(3.20)

Next, we deal with the term \(\langle \epsilon_s, \lambda(P)_s \rangle = -\langle i\epsilon_s, \lambda P_s \rangle\). We firstly estimate the contribution from the first line in \((3.16)\). By \((2.16), (3.9)\), we have

\[
\partial_y^2 \epsilon + ib\Delta \epsilon = e^{-ib\frac{|y|^2}{4}} \partial_y^2 \left( e^{ib\frac{|y|^2}{4}} \epsilon \right) + b^2 \frac{|y|^2}{4} \epsilon,
\]

(3.21)

\[
f(P_0 + \epsilon) - f(P_0) = e^{-ib\frac{|y|^2}{4}} \left( f \left( P + e^{ib\frac{|y|^2}{4}} \epsilon \right) - f(P) \right)
\]

\[
= e^{-ib\frac{|y|^2}{4}} df(P) \left( e^{ib\frac{|y|^2}{4}} \epsilon \right) + O(|\epsilon|^2)
\]

\[
= e^{-ib\frac{|y|^2}{4}} df(P) \left( e^{ib\frac{|y|^2}{4}} \epsilon \right) + O(s^{-2}|\epsilon|),
\]

(3.22)

and

\[
\lambda \left( g(P_0 + \epsilon) - g(P_0) \right) = \lambda \mu \delta \epsilon = O(s^{-2}|\epsilon(0)|).
\]

(3.23)
Therefore, by (3.9), (3.13), and the definition of $P$ in (2.6), we have for any $s \in [s_+, s_1]$ that
\[
\mathcal{N} x = \frac{d}{ds} x + \pi x + \epsilon - f(P_0) + \lambda (\theta x - f(P_0) - \lambda (\theta x - g(P_0)), \Lambda P_0)
\]
\[
= \left( - \partial_q^2 \left( e^{ib|q|^2/2} \right) + e^{ib|q|^2/2} (P_0 + \epsilon - f(P_0) - \lambda (\theta x - g(P_0)), \Lambda P_0) \right) \frac{x}{2} + O(s^{-2}\|x\|_{H^1})
\]
\[
= \left( \partial_q^2 \left( e^{ib|q|^2/2} \right) + e^{ib|q|^2/2} \lambda Q \right) - b \left( \partial_q^2 \left( e^{ib|q|^2/2} \right), i \lambda Q \right) + O(s^{-2}\|x\|_{H^1})
\]
\[
= -2 \left( \epsilon, e^{-ib|q|^2/2} \right)_2 + 2b \left( \epsilon, e^{-ib|q|^2/2} \lambda Q \right) + O(s^{-2}\|x\|_{H^1})
\]
\[
= -2 \langle \epsilon, P_0 \rangle_2 + 2b \langle \epsilon, i\Lambda P_0 \rangle_2 + O(s^{-2}\|\epsilon\|_{H^1}) = O(s^{-(K+2)}),
\]
where in the fourth equality we use the algebraic structure (1.13) of the operators $L_\pm$ and in the last equality we use (3.15) and the orthogonal relation $(\epsilon, \Lambda P_0)_2 = 0$ in (3.14).

We secondly consider the contribution from the second line in (3.16). By the facts that $(P_0, \Lambda P_0)_2 = 0$ and
\[
(\|y^2 P_0, \Lambda P_0\|)_2 = -\|y^2 P_0\|_2^2,
\]
we have for any $s \in [s_+, s_1]$ that
\[
\left( -i \left( \frac{\lambda}{\alpha} + b \right) \Lambda P_0 + \epsilon \right) + (1 - \gamma_\lambda)(P_0 + \epsilon) + (b_x + b^2 - \theta) \frac{|y|^2}{4} P_0, \Lambda P_0 \right)
\]
\[
\frac{1}{4} \left( b_x + b^2 - \theta \right) \frac{|y|^2}{4} P_0 + O(\|\epsilon\|_{H^1})
\]
\[
= -\frac{1}{4} \left( b_x + b^2 - \theta \right) \frac{|y|^2}{4} P_0 + O(s^{-2}\|\epsilon\|_{H^1})
\]
\[
= -\frac{1}{4} \left( b_x + b^2 - \theta \right) \frac{|y|^2}{4} P_0 + O(s^{-2}\|\epsilon\|_{H^1})
\]
\[
= -\frac{1}{4} \left( b_x + b^2 - \theta \right) \frac{|y|^2}{4} P_0 + O(s^{-2}\|\epsilon\|_{H^1})
\]
\[
= -\frac{1}{4} \left( b_x + b^2 - \theta \right) \frac{|y|^2}{4} P_0 + O(s^{-2}\|\epsilon\|_{H^1})
\]
\[
= \frac{1}{4} \left( b_x + b^2 - \theta \right) \frac{|y|^2}{4} P_0 + O(s^{-2}\|\epsilon\|_{H^1})
\]
\[
= \frac{1}{4} \left( b_x + b^2 - \theta \right) \frac{|y|^2}{4} P_0 + O(s^{-2}\|\epsilon\|_{H^1})
\]
\[
= \frac{1}{4} \left( b_x + b^2 - \theta \right) \frac{|y|^2}{4} P_0 + O(s^{-2}\|\epsilon\|_{H^1})
\]
\[
\leq s^{-2}\|\epsilon\|_{H^1} + s^{-2}(K+2).
\]
Combining (3.20), (3.24), (3.26) and (3.27), we have for any $s \in [s_+, s_1]$ that
\[
|b_x + b^2 - \theta| \leq s^{-2}\|\epsilon\|_{H^1} + s^{-2}(K+2).
\]
As for the orthogonality condition $\langle \epsilon, |y|^2 P_0 \rangle_2 = 0$.

Taking time derivative on $\langle \epsilon, |y|^2 P_0 \rangle_2 = 0$, we obtain
\[
\langle i\epsilon, i|y|^2 P_0 \rangle = \langle \epsilon, |y|^2 P_0 \rangle = -\langle \epsilon, |y|^2 \partial_s (P_0) \rangle.
\]

By the definition of $P_0$ in (2.10), we have
\[
\frac{d}{ds} (P_0) = \left( |y|^2 P_0 \right) = e^{-i|y|^2/4} P_0.
\]
By (3.19) and similar estimate to (3.20), we have for any $s \in [s_+, s_1]$ that
\[
| \langle \epsilon, |y|^2 \partial_s (P_0) \rangle_2 | \leq s^{-2}\|\epsilon\|_{H^1} + s^{-2}(K+2).
\]
Next, we consider the term $\langle i\varepsilon_s, |y|^2P_b \rangle$. Similar to (3.24), we compute by (2.4), (2.10), (3.9) as follows

$$\langle -\partial_y^2 \varepsilon - ib\Lambda \varepsilon + \varepsilon - (f(P_b + \varepsilon) - f(P_b)) - \lambda (g(P_b + \varepsilon) - g(P_b)) i|y|^2P_b \rangle = \left\langle -\partial_y^2 \left( e^{ib|y|^2/\varepsilon} \right) + e^{ib|y|^2/\varepsilon} - df(Q) \left( e^{ib|y|^2/\varepsilon} \right), i|y|^2Q \right\rangle + O(s^{-2} \|\varepsilon\|_{H^1})$$

$$= \left\langle \lambda \left( e^{ib|y|^2/\varepsilon} \right), i|y|^2Q \right\rangle + O(s^{-2} \|\varepsilon\|_{H^1})$$

$$= \left\langle e^{ib|y|^2/\varepsilon}, iL_y(|y|^2Q) \right\rangle + O(s^{-2} \|\varepsilon\|_{H^1})$$

$$= -2 \left( \varepsilon, ie^{-ib|y|^2/\varepsilon}\Lambda Q \right) + O(s^{-2} \|\varepsilon\|_{H^1})$$

$$= -2 \left( \varepsilon, ie^{-ib|y|^2/\varepsilon}\Lambda P \right) + O(s^{-2} \|\varepsilon\|_{H^1})$$

$$= -2 (\varepsilon, i\varepsilon_sP_b) + b (\varepsilon, |y|^2P_b) + O(s^{-2} \|\varepsilon\|_{H^1}) = O(s^{-(K+2)}), \quad (3.31)$$

where we used (1.15) in the fourth equality, and the orthogonal relation (3.4) in the last equality. Similar to (3.20), we have

$$\left( \left( \frac{\lambda_s}{\lambda} + b \right) \Lambda(P_b + \varepsilon) + (1 - \gamma_s)(P_b + \varepsilon) + (b_s + b^2 - \theta) \frac{|y|^2}{4}P_b, i|y|^2P_b \right) \leq$$

$$= \left( \frac{\lambda_s}{\lambda} + b \right) \left( \Lambda P_b, |y|^2P_b \right) + O(|\text{Mod}(s)| \|\varepsilon\|_{H^1})$$

$$= \left( \frac{\lambda_s}{\lambda} + b \right) \|yQ\|_2^2 + O(s^{-2} |\text{Mod}(s)|), \quad (3.32)$$

where we used (3.25) in the first equality. By (2.9), we have

$$\|\langle \Psi_K, i|y|^2P \rangle \|_2 \lesssim s^{-2} |\text{Mod}(s)| + s^{-2(K+2)}. \quad (3.33)$$

By combining (3.30), (3.31), (3.32) and (3.33), we have for any $s \in [s_*, s_1]$ that

$$\left| \frac{\lambda_s}{\lambda} + b \right| \lesssim s^{-2} |\text{Mod}(s)| + s^{-(K+2)}. \quad (3.34)$$

**As for the orthogonality condition** $(\varepsilon, i\rho_b)_2 = 0$.

Taking time derivative on $(\varepsilon, i\rho_b)_2 = 0$, we obtain

$$- (i\varepsilon_s, \rho_b) = (\varepsilon_s, i\rho_b) = - (\varepsilon, \partial_s(\rho_b)).$$

By the definition of $\rho_b$ in (3.7), we have

$$\frac{d}{ds}(\rho_b) = -ib_s \frac{|y|^2}{4} \rho^- e^{-i\frac{|y|^2}{4}}. \quad (3.35)$$

By similar estimate as (3.20), we have for any $s \in [s_*, s_1]$ that

$$| (\varepsilon, \partial_s(\rho_b))_2 | \lesssim s^{-2} |\text{Mod}(s)| + s^{-(K+2)}. \quad (3.36)$$

Next, we consider the term $(i\varepsilon_s, \rho_b)$. Similar to (3.24), we compute by (3.9) as follows
(−∂_y^2 ε + i b ∆ ε + ε − (f(P_b + ε) − f(P_b)) − λ (g(P_b + ε) − g(P_b)), P_b) = ∈ \mathcal{H}^1) + O(s^{-2} \| \epsilon \|_{\mathcal{H}^1})
= \left\langle e^{ib\frac{|y|^2}{4} L_+} \epsilon, L_+ \rho \right\rangle + O(s^{-2} \| \epsilon \|_{\mathcal{H}^1})
= \left\langle e^{ib\frac{|y|^2}{4} \epsilon, L_+ \rho} + O(s^{-2} \| \epsilon \|_{\mathcal{H}^1}) \right\rangle
= \left\langle \epsilon, e^{-ib\frac{|y|^2}{4}} |y|^2 Q \right\rangle + O(s^{-2} \| \epsilon \|_{\mathcal{H}^1})
= \left\langle \epsilon, |y|^2 P_b \right\rangle + O(s^{-2} \| \epsilon \|_{\mathcal{H}^1}) = O(s^{-(K+2)}), \tag{3.37}

where we used (1.13) in the fourth equality, and the orthogonal relation (1.4) in the last equality.

Similar to (3.24), we have

\begin{align*}
&\left\langle -i \left( \frac{\lambda}{\lambda} + b \right) \Lambda(P_b + \epsilon) + (1 - \gamma_s)(P_b + \epsilon) + (b_s + b^2 - \theta) \frac{|y|^2}{4} P_b, \rho \right\rangle
&= (1 - \gamma_s) (P_b, \rho) + O\left(s^{-2} \| \text{Mod}(s)\|_2 + O\left(s^{-(K+2)}\right)\right)
&= (1 - \gamma_s) (Q, \rho) + O\left(s^{-2} \| \text{Mod}(s)\|_2 + O\left(s^{-(K+2)}\right)\right)
&= \frac{1}{2} (1 - \gamma_s) \| yQ \|_2^2 + O\left(s^{-2} \| \text{Mod}(s)\|_2 + O\left(s^{-(K+2)}\right)\right), \tag{3.38}
\end{align*}

where we used (3.28), (3.34) in the first equality, and (1.16) in the last equality. Last, by (2.4), we have

\begin{align*}
|\langle \Psi_K, \rho \rangle| &\lesssim s^{-2} \| \text{Mod}(s)\|_2 + s^{-2(K+2)}. \tag{3.39}
\end{align*}

By combining (3.36), (3.37), (3.38) and (3.39), we have for any \( s \in [s_*, s_1] \) that

\begin{align*}
|1 - \gamma_s| &\lesssim s^{-2} \| \text{Mod}(s)\|_2 + s^{-(K+2)}. \tag{3.40}
\end{align*}

By (3.28), (3.34) and (3.40), we obtain that

\begin{align*}
\| \text{Mod}(s)\|_2 &\lesssim s^{-2} \| \text{Mod}(s)\|_2 + s^{-(K+2)},
\end{align*}

which implies for any \( s \in [s_*, s_1] \) that

\begin{align*}
\| \text{Mod}(s)\|_2 &\lesssim s^{-(K+2)}. \tag{3.41}
\end{align*}

**Step 2:** Estimate of \((\epsilon, P_b)\) on \([s_*, s_1]\).

On the one hand, by the mass conservation and (3.5), we have

\begin{align*}
\|u(s)\|_2^2 = \|u(s_1)\|_2^2 = \|P_b(s_1)\|_2^2.
\end{align*}

On the other hand, by the modulation decomposition (3.3), we have

\begin{align*}
(\epsilon(s), P_b) = \frac{1}{2} \left( \|u(s)\|_2^2 - \|P_b(s)\|_2^2 \right) = \frac{1}{2} \|\epsilon(s)\|_2^2 + \frac{1}{2} \left( \|P_b(s_1)\|_2^2 - \|P_b(s)\|_2^2 \right).
\end{align*}

Moreover, by (2.13), (3.9) and (3.41), we compute the later as follows

\begin{align*}
\frac{d}{ds} \int y |P_b|^2 \leq \lambda(s) \| \text{Mod}(s)\| + s^{-2(K+2)} \lesssim s^{-(K+4)}.
\end{align*}
By integrating over $[s, s_1]$ and combining (3.3), we obtain for any $s \in [s_*, s_1]$ that

$$\left| (\varepsilon(s), P_b) \right| \lesssim s^{-2K} + s^{-(K+3)} \lesssim s^{-(K+3)}.$$

Therefore, we obtain $s_* = s_*$ for sufficiently large $s_*$, and the estimates (3.13) and (3.14) are proved on $[s_*, s_1]$. \hfill \square

**Corollary 3.4.** For all $s \in [s_*, s_1]$, then we have

$$\left| (\varepsilon(s), Q) \right| \lesssim s^{-(K+1)}.$$  \hfill (3.42)

**Proof.** Note that

$$(\varepsilon(s), Q) = (\varepsilon(s), P_b) - (\varepsilon(s), P_b - Q).$$

By (3.9), (3.14) and the fact that $|P_b - Q| \lesssim Q\left(|b| + \lambda\right) \lesssim Q^\frac{1}{2} s^{-1}$, we can obtain the result. \hfill \square

### 3.3. The monotonicity formula: the Energy-Morawetz estimate.

After we obtain the dynamics of the modulation parameters in last subsection, Now, we turn to introduce the Energy-Morawetz functional in this subsection, use it in next subsection to improve the estimates about the remainder $\varepsilon$ and modulation parameters $\lambda$, $b$, and then close the bootstrap argument.

The Energy-Morawetz estimate was firstly introduced to construct minimal mass blow-up solution of the inhomogeneous NLS in [61], see also [4, 9, 16, 53], and recently, it was also successfully applied by B. Dodson to obtain the global well-posedness and scattering results of the defocusing, nonlinear wave equation in the critical Sobolev space $\dot{H}^s(\mathbb{R}^3)$ for $\frac{1}{2} \leq s < 1$ in [15, 13].

First, we recall the well-known coercivity property of the linearized operators $L_{\pm}$ around $Q$ in $H^1_{\text{rad}}(\mathbb{R})$.

**Lemma 3.5.** For any $\varepsilon = \varepsilon_1 + i\varepsilon_2 \in H^1_{\text{rad}}(\mathbb{R})$, then there exists constant $C > 0$ such that

$$\langle L_+ \varepsilon_1, \varepsilon_1 \rangle + \langle L_- \varepsilon_2, \varepsilon_2 \rangle \geq C \|\varepsilon\|^2_{H^1} - \frac{1}{C} \left( (\varepsilon_1, Q)_2^2 + (\varepsilon_1, |y|^2 Q)_2^2 + (\varepsilon_2, \rho)_2^2 \right).$$

**Proof.** Please refer to Lemma 3.2 in [33] for more details. (See also [31, 52, 63, 67]). \hfill \square

Now, we define the linearized energy functional of the remainder $\varepsilon$ according to (3.16) as follows

$$H(s, \varepsilon) := \frac{1}{2} \|\partial_y \varepsilon\|_2^2 + \frac{1}{2} \|\varepsilon\|_2^2 - \int_\mathbb{R} \left( (F(P_b + \varepsilon) - F(P_b) - dF(P_b)\varepsilon) dy - \lambda \int_\mathbb{R} \left( G(P_b + \varepsilon) - G(P_b) - dG(P_b)\varepsilon \right) dy.\right.$$

Note that the equation (3.16) can be rewriten as

$$i\varepsilon_s - D_{\xi} H(s, \varepsilon) + \text{Mod}_{\text{op}}(s) P_b - \frac{i\lambda}{\lambda} \Lambda\varepsilon + (1 - \gamma_s)\varepsilon + e^{-i\theta|y|^2} \psi_K = 0, \hfill (3.43)$$

where $D_{\xi} H(s, \varepsilon)$ denotes the Fréchet derivative of the functional $H(s, \varepsilon)$ with respect to $\varepsilon$ and

$$\text{Mod}_{\text{op}}(s) P_b = -i \left( \frac{\lambda s}{\lambda} + b \right) \Lambda P_b + (1 - \gamma_s)P_b + (b_s + b^2 - \theta) |y|^2 P_b.$$

First, as the consequence of Lemma 3.5, we have the coercivity property for the energy functional $H(s, \varepsilon)$ under the orthogonality conditions of $\varepsilon$ (see (3.4), (3.42)) as follows.

**Lemma 3.6.** For all $s \in [s_*, s_1]$, then we have

$$H(s, \varepsilon) \gtrsim \|\varepsilon\|^2_{H^1} + O(s^{-2(K+1)}).$$
Lemma 3.8. We compute the time derivative for

Proof. Firstly, from (3.4), (3.5) and (3.42), the following estimates hold:
\[
(\varepsilon, |y|^2 Q)_2 = (\varepsilon, |y|^2 P_b)_2 + O(|b| \varepsilon)_2 + O(\lambda \varepsilon)_2 = O(s^{-1} \varepsilon H^1),
\]
\[
(\varepsilon, i \rho)_2 = (\varepsilon, i \rho_b)_2 + O(|b| \varepsilon)_2 = O(s^{-1} \varepsilon H^1),
\]
\[
(\varepsilon, Q)_2 = O(s^{-(K+1)}),
\]
where we used the fact that \(|P_b - Q| \lesssim Q^\frac{1}{4} (|b| + \lambda)| in the first equality.

Next, if we denote \(\varepsilon = \varepsilon_1 + i \varepsilon_2\), then
\[
\left| F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon - \frac{1}{2} 5Q^4 \varepsilon_1^2 - \frac{1}{2} Q^4 \varepsilon_2^2 \right| \lesssim \varepsilon^{-\frac{1}{2}} |y| + |\varepsilon|^6 + |\varepsilon|^2 (|b| + \lambda).
\]
Thus, from (3.3), we have
\[
\left| \int_R \left( F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon - \frac{1}{2} 5Q^4 \varepsilon_1^2 - \frac{1}{2} Q^4 \varepsilon_2^2 \right) dy \right| \lesssim O(s^{-1} \varepsilon H^1),
\]
and
\[
\lambda \int_R (G(P_b + \varepsilon) - G(P_b) - dG(P_b) \varepsilon) dx = O(s^{-2} \varepsilon H^1).
\]
Therefore, we have
\[
\left| H(s, \varepsilon) - \frac{1}{2} \langle L \varepsilon_1, \varepsilon_1 \rangle - \frac{1}{2} \langle L \varepsilon_2, \varepsilon_2 \rangle \right| \lesssim O(s^{-1} \varepsilon H^1),
\]
which together with the coercivity properties of \(L_{\pm}\) in Lemma 3.3 implies the result. \(\square\)

For future reference, we also need the following localized coercivity property.

Lemma 3.7. There exists \(A_0 > 1\) such that for any \(A > A_0\), we have
\[
\frac{1}{2} \int_\mathbb{R} \partial_y^2 \phi_A \cdot |\partial_y \varepsilon|^2 dy + \frac{1}{2} \| \varepsilon \|_2^2 - \int_\mathbb{R} \left( F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon \right) dy \gtrsim \| \varepsilon \|_2^2 + O(s^{-2(K+1)}),
\]
where the localized function \(\phi_A\) is defined in Section 3.4.

Proof. Please refer to [31] for details. \(\square\)

Second, we compute the time variation of the linearized energy \(H(s, \varepsilon)\) as follows.

Lemma 3.8. For all \(s \in [s_*, s_1]\), we have
\[
\frac{d}{ds} \left( H(s, \varepsilon(s)) \right) = \frac{\lambda_s}{\lambda} \left( \| \partial_y \varepsilon \|_2^2 - \langle f(P_b + \varepsilon) - f(P_b), \Lambda \varepsilon \rangle \right) + O(s^{-(2K+3)}) + O(s^{-2} \| \varepsilon \|_2^2). \tag{3.44}
\]

Proof. We compute the time derivative for \(H\) as follows.
\[
\frac{d}{ds} \left( H(s, \varepsilon(s)) \right) = D_s H(s, \varepsilon) + \langle D_\varepsilon H(s, \varepsilon), \varepsilon_s \rangle, \tag{3.45}
\]
where \(D_s H(s, \varepsilon)\) denotes differentiation of the functional \(H(s, \varepsilon)\) with respect to \(s\). Therefore, we have
\[
D_s H(s, \varepsilon) = - \int_\mathbb{R} (P_b) \left( f(P_b + \varepsilon) - f(P_b) - df(P_b) \varepsilon \right) dy - \lambda \int_\mathbb{R} (P_b) \left( g(P_b + \varepsilon) - g(P_b) - dg(P_b) \varepsilon \right) dy
\]
\[
- \lambda_s \int_\mathbb{R} (G(P_b + \varepsilon) - G(P_b) - dG(P_b) \varepsilon) dy.
\]
Note that
\[
e^{\frac{i |y|^2}{4}} (P_b) = P_s - i b \frac{|y|^2}{4} P = P_s - i (b_s + b^2 - \theta) \left( \frac{|y|^2}{4} P + i (b^2 - \theta) \right) \frac{|y|^2}{4} P.
\]
By (3.9), (3.19) and Lemma 3.13, we obtain
\[ |(P_b)_{s}| \lesssim \left( |\text{Mod}(s)| + b^2 + \lambda \right) Q^\frac{1}{2} \lesssim s^{-2}e^{-\frac{\lambda s}{2}}, \]
and
\[ |\lambda_s| = |\lambda| \left( \frac{\lambda_s}{\lambda} \right) \lesssim |\lambda| \left( |\text{Mod}(s)| + |b| \right) \lesssim s^{-3}. \]
Thus, we have
\[ |D_s H(s, \varepsilon)| \lesssim s^{-2}\|\varepsilon\|^2_{H^\frac{1}{2}}. \quad (3.46) \]
Now, we compute \( \langle D_s H(s, \varepsilon), \varepsilon \rangle \). By (3.43) and the fact that \( \langle iD_s H(s, \varepsilon), D_s H(s, \varepsilon) \rangle = 0 \), we have
\[ \langle D_s H(s, \varepsilon), \varepsilon \rangle = \langle D_s H(s, \varepsilon), i\text{Mod}(s)P_b + \frac{\lambda_s}{\lambda} \langle D_s H(s, \varepsilon), \Lambda \varepsilon \rangle \rangle + (1 - \gamma_s) \langle D_s H(s, \varepsilon), \varepsilon \rangle + \left( D_s H(s, \varepsilon), i\Psi_K e^{-ib|\varepsilon|^2} \right). \quad (3.47) \]
By similar estimates as those in (3.21), (3.22), (3.23) and (3.24), we have
\[ D_s H(s, \varepsilon) = -\partial_y^2 \varepsilon + \varepsilon - (f(P_b + \varepsilon) - f(P_b) - \lambda (g(P_b + \varepsilon) - g(P_b))) \]
\[ = e^{-ib|\varepsilon|^2} \left( -\partial_y^2 + 1 - df(Q) \left( e^{ib|\varepsilon|^2} \varepsilon \right) \right) + ib\Lambda \varepsilon + b^2 |\varepsilon|^2 + O(s^{-2}|\varepsilon|). \]
Therefore, by the orthogonal relations in (3.4), (3.14) and the similar estimate as in (3.24), we have
\[ \langle D_s H(s, \varepsilon), \Lambda P_b \rangle \]
\[ = \left( -\partial_y^2 + 1 - df(Q) \right) \left( e^{ib|\varepsilon|^2} \varepsilon \right) , \langle \Lambda Q - ib|\varepsilon|^2 Q \rangle + b \langle i\Lambda \varepsilon, \Lambda P_b \rangle + O(s^{-2}\|\varepsilon\|_2) \]
\[ = -2 \langle \varepsilon, P_b \rangle_2 + 2b \langle \varepsilon, i\Lambda P_b \rangle_2 + b \langle i\Lambda \varepsilon, \Lambda P_b \rangle + O(s^{-2}\|\varepsilon\|_2) \]
\[ = -2 \langle \varepsilon, P_b \rangle_2 + 2b \langle \varepsilon, i\Lambda P_b \rangle_2 + O(|\varepsilon|\|\varepsilon\|_{H^1}) + O(s^{-2}\|\varepsilon\|_2) = O(s^{-(K+1)}), \quad (3.48) \]
and
\[ \langle D_s H(s, \varepsilon), iP_b \rangle \]
\[ = \left( -\partial_y^2 + 1 - df(Q) \right) \left( e^{ib|\varepsilon|^2} \varepsilon \right) , iQ \rangle + b \langle i\Lambda \varepsilon, iP_b \rangle + O(s^{-2}\|\varepsilon\|_2) \]
\[ = \left( -\partial_y^2 + 1 - df(Q) \right) \left( e^{ib|\varepsilon|^2} \varepsilon \right) , iQ \rangle - b \langle \varepsilon, \Lambda P_b \rangle + O(s^{-2}\|\varepsilon\|_2) \]
\[ = O(|\varepsilon|\|\varepsilon\|_2) + O(s^{-2}\|\varepsilon\|_2) = O(s^{-(K+1)}), \quad (3.49) \]
and
\[ \langle D_s H(s, \varepsilon), \frac{|\varepsilon|^2}{4} P_b \rangle \]
\[ = \left( -\partial_y^2 + 1 - df(Q) \right) \left( e^{ib|\varepsilon|^2} \varepsilon \right) , \frac{|\varepsilon|^2}{4} Q \rangle + b \left( i\Lambda \varepsilon, \frac{|\varepsilon|^2}{4} P_b \right) + O(s^{-2}\|\varepsilon\|_2) \]
\[ = \left( -\partial_y^2 + 1 - df(Q) \right) \left( e^{ib|\varepsilon|^2} \varepsilon \right) , \frac{|\varepsilon|^2}{4} Q \rangle + O(|\varepsilon|\|\varepsilon\|_2) + O(s^{-2}\|\varepsilon\|_2) \]
\[ = -\langle \varepsilon, i\Lambda P_b \rangle_2 + O(s^{-1}\|\varepsilon\|_2) = O(s^{-(K+1)}). \quad (3.50) \]
By combining (3.48), (3.49), (3.50) with Lemma 3.3, we obtain
\[
(D_{x} H(s, \varepsilon), i \text{Mod}_p(s) P_b) = O(s^{-(2K+3)}).
\]

Next, we have
\[
\langle D_{\varepsilon} H(s, \varepsilon), \Lambda \varepsilon \rangle = \langle -\partial_{y}^{2} \varepsilon + \varepsilon - \left( f(P_b + \varepsilon) - f(P_b) \right) - \lambda \left( g(P_b + \varepsilon) - g(P_b) \right), \Lambda \varepsilon \rangle.
\]
By (3.9) and simple computations, we have
\[
\langle -\partial_{y}^{2} \varepsilon, \Lambda \varepsilon \rangle = \| \partial_{y} \varepsilon \|_{2}^{2}, \quad \langle \varepsilon, \Lambda \varepsilon \rangle = 0,
\]
and
\[
|\langle \lambda \left( g(P_b + \varepsilon) - g(P_b) \right), \Lambda \varepsilon \rangle| \lesssim O(s^{-2} \| \varepsilon \|^{2} H^{1}).
\]
Thus,
\[
\frac{\lambda s}{\Lambda} \langle D_{x} H(s, \varepsilon), \Lambda \varepsilon \rangle = \frac{\lambda s}{\Lambda} \left( \| \partial_{y} \varepsilon \|_{2}^{2} - \langle f(P_b + \varepsilon) - f(P_b), \Lambda \varepsilon \rangle \right) + O(s^{-3} \| \varepsilon \|^{2} H^{1}). \tag{3.53}
\]
For the third term in the right-hand side of (3.47), we have
\[
|1 - \gamma_{s}| \langle D_{x} H(s, \varepsilon), i \varepsilon \rangle = \left| (1 - \gamma_{s}) \left( f(P_b + \varepsilon) - f(P_b) \right) + \lambda \left( g(P_b + \varepsilon) - g(P_b) \right), \varepsilon \right| \lesssim \langle \text{Mod}(s) \| \varepsilon \|_{2} + \| \varepsilon \|_{H^{1}} \rangle = O(s^{-4} \| \varepsilon \|^{2} H^{1}). \tag{3.54}
\]
Finally, by (2.3), (3.9) and Lemma 3.3, the fourth term in the right-hand side of (3.47) is estimated by
\[
\left| \left\langle D_{x} H(s, \varepsilon), i \Psi_{K} e^{-i b |y|^{2}} \right\rangle \right| \lesssim \langle \| \varepsilon \|_{H^{1}} + \| \varepsilon \|_{H^{5}} \rangle \left( \lambda \| \text{Mod}(s) \| + (b^2 + \lambda)^{K+2} \right) \leq O(s^{-2(K+2)} \| \varepsilon \|_{H^{1}}) \leq O(s^{-(2K+3)}) + O(s^{-5} \| \varepsilon \|^{2} H^{1}). \tag{3.55}
\]
By (3.45), (3.46), (3.47), (3.51), (3.52), (3.53), (3.54) and (3.55), we can complete the proof of Lemma. \[\square\]

Note that as in [61], the time derivative of the linearized energy functional \( H(s, \varepsilon) \) in (3.44) cannot be well controlled because of the lack of the good estimate about the additional term \( f(P_b + \varepsilon) - f(P_b), \Lambda \varepsilon \), and we need introduce a Morawetz type functional such as
\[
\frac{1}{2} \text{Im} \int_{R} \partial_{y} \left( \frac{|y|^{2}}{2} \right) \partial_{y} \varepsilon \varepsilon dy
\]
in \( H(s, \varepsilon) \) to cancel the effect from \( f(P_b + \varepsilon) - f(P_b), \Lambda \varepsilon \). In fact, we need use a localized function to replace \( |y|^{2}/2 \) due to the lack of control on \( \| \varepsilon \|_{2} \).

From now on, we choose \( A > A_{0} \) for sufficiently large \( A_{0} \). We define the localized Morawetz functional \( J(\varepsilon) \) by
\[
J(\varepsilon) = \frac{1}{2} \text{Im} \int_{R} \partial_{y} \phi_{A}(y) \cdot \partial_{y} \varepsilon \varepsilon dy,
\]
where the localized function \( \phi_{A} \) is defined in Section 1.4, and denote the Energy-Morawetz functional \( S(s, \varepsilon) \) by
\[
S(s, \varepsilon) = \frac{1}{\lambda^{4}(s)} \left( H(s, \varepsilon(s)) + b(s) \cdot J(\varepsilon(s)) \right).
\]

First, we have
Proposition 3.9. For any $s\in [s_*, s_1]$, then we have

$$S(s, \varepsilon(s)) \geq \frac{1}{\lambda^4(s)} \left( \|\varepsilon(s)\|_{H^1}^2 + O(s^{-2(K+1)}) \right).$$

Proof. By (3.9), we have

$$|b \cdot J(\varepsilon)| \leq |b| \|\partial_y \phi_A\|_\infty \|\varepsilon\|_{H^1}^2 \leq O(s^{-1}\|\varepsilon\|_{H^1}^2),$$

which together with Lemma 3.6 implies the result. □

Before we compute the time derivative of functional $S(s, \varepsilon)$, we deal with the time derivative of functional $J(\varepsilon)$.

Lemma 3.10. For any $s\in [s_*, s_1]$, then we have

$$\frac{d}{ds}[J(\varepsilon(s))] = \int_{\mathbb{R}} \varepsilon \left( \frac{1}{2} \partial_y^2 \phi_A \varepsilon + \partial_y \phi_A \partial_y \varepsilon \right) dy,$$

By (3.9), we estimate the term from the first line of (3.16) as follows.

$$\Re \int_{\mathbb{R}} -\partial_y^2 \varepsilon \left( \frac{1}{2} \partial_y^2 \phi_A \varepsilon + \partial_y \phi_A \partial_y \varepsilon \right) dy = \int_{\mathbb{R}} \partial_y^2 \phi_A |\partial_y \varepsilon|^2 dy - \frac{1}{4} \int_{\mathbb{R}} \partial_y^4 \phi_A |\varepsilon|^2 dy,$$

$$\Re \int_{\mathbb{R}} \varepsilon \left( \frac{1}{2} \partial_y^2 \phi_A \varepsilon + \partial_y \phi_A \partial_y \varepsilon \right) dy = 0,$$

and

$$b \cdot \Re \int_{\mathbb{R}} i\lambda \varepsilon \left( \frac{1}{2} \partial_y^2 \phi_A \varepsilon + \partial_y \phi_A \partial_y \varepsilon \right) dy = O(|b|\|\varepsilon\|_{H^1}) = O(s^{-1}\|\varepsilon\|_{H^1}^2),$$

For the term from the second line of (3.14), we obtain from (3.9) and Lemma 3.3 that

$$\left| \left( i \left( \frac{\Lambda}{\lambda} + b \right) \Lambda(P_b + \varepsilon) - (1 - \gamma_s)(P_b + \varepsilon) - (b_s + b^2 - \theta) \frac{y^2}{4} P_b, \frac{1}{2} \partial_y^2 \phi_A \varepsilon + \partial_y \phi_A \partial_y \varepsilon \right) \right| \leq |\operatorname{Mod}(s)||\varepsilon||_{H^1} \leq O(s^{-2(K+2)}).$$

Finally, by (2.9) and Lemma 3.3, we have

$$\left| \left( \frac{\Psi_{K-1}(y)}{4}, \frac{1}{2} \partial_y^2 \phi_A \varepsilon + \partial_y \phi_A \partial_y \varepsilon \right) \right| \leq \left( \lambda |\operatorname{Mod}(s)| + (b^2 + \lambda)^{K+2} \right)||\varepsilon||_{H^1},$$

$$\leq O(s^{-(K+4)}||\varepsilon||_{H^1}) \leq O(s^{-(2K+4)}).$$

Together with the above estimates, we can obtain the result. □
Proposition 3.11. For any $s \in [s_*, s_1]$, we have

$$\frac{d}{ds} \left( S(s, \varepsilon(s)) \right) \gtrsim \frac{b}{\lambda^4(s)} \left( \| \varepsilon(s) \|_{H^1} + O \left( s^{-2(K+1)} \right) \right).$$

Proof. By the definition of $S$, we have

$$\frac{d}{ds} \left( S(s, \varepsilon(s)) \right) = \frac{1}{\lambda^4} \left( -4 \frac{\lambda}{\Lambda} (H(s, \varepsilon) + b \cdot J(\varepsilon)) + \frac{d}{ds} (H(s, \varepsilon(s))) + b \cdot \frac{d}{ds} (J(\varepsilon(s))) + b_s \cdot J(\varepsilon) \right).$$

First, we claim the following estimate

$$\frac{d}{ds} (H(s, \varepsilon(s))) + b \cdot \frac{d}{ds} (J(\varepsilon(s))) = -b \| \partial_y \varepsilon \|_2^2 + b \int_R \partial^2_y \phi_A \partial_y \varepsilon \|^2 dy + O \left( \frac{b_A}{\Lambda} \| \varepsilon \|_{H^1}^2 \right) + O(s^{-(2K+3)}). \quad (3.56)$$

Indeed, by integration by parts, we have

$$- \text{Re} \int_R \left( f(P_b + \varepsilon) - f(P_b) \right) : A \varepsilon \; dy = - \frac{1}{2} \text{Re} \int_R \left( f(P_b + \varepsilon) - f(P_b) \right) \varepsilon \; dy - \text{Re} \int_R y \partial_y \left( F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon \right) \; dy$$

$$+ \text{Re} \int_R \left( f(P_b + \varepsilon) - f(P_b) - dF(P_b) \varepsilon \right) \partial_y \Phi_A P_b \; dy$$

$$= - \frac{1}{2} \text{Re} \int_R \left( f(P_b + \varepsilon) - f(P_b) \right) \varepsilon \; dy + \text{Re} \int_R \left( F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon \right) \; dy$$

$$+ \text{Re} \int_R \left( f(P_b + \varepsilon) - f(P_b) - dF(P_b) \varepsilon \right) \partial_y \Phi_A P_b \; dy,$$

and

$$- \text{Re} \int_R \left( f(P_b + \varepsilon) - f(P_b) \right) : \left( \frac{1}{2} \partial^2_y \Phi_A \varepsilon + \partial_y \Phi_A \partial_y \varepsilon \right) \; dy = \frac{1}{2} \text{Re} \int_R \left( f(P_b + \varepsilon) - f(P_b) \right) \partial^2_y \Phi_A \varepsilon \; dy + \text{Re} \int_R \partial^2_y \Phi_A \left( F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon \right) \; dy$$

$$+ \text{Re} \int_R \left( f(P_b + \varepsilon) - f(P_b) - dF(P_b) \varepsilon \right) \partial_y \Phi_A \partial_y P_b \; dy.$$
Therefore, by combining Lemma 3.8 and Lemma 3.10, we have
\[
\frac{d}{ds} \left( H(s, \varepsilon(s)) \right) + b \frac{d}{ds} \left( J(\varepsilon(s)) \right) \\
= -b \| \partial_y \varepsilon \|^2 + b \int_R \partial_y^2 \phi_A |\partial_y \varepsilon|^2 dy \\
+ \left( \frac{\lambda_s}{\lambda} + b \right) \cdot \left( \| \partial_y \varepsilon \|^2 - \frac{1}{2} \Re \int_R (f(P_b + \varepsilon) - f(P_b)) \varepsilon dy \\
+ \Re \int_R \left( F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon \right) dy \\
+ \Re \int_R \left( f(P_b + \varepsilon) - f(P_b) - df(P_b) \varepsilon \right) y \partial_y P_b dy \right) \\
+ b \cdot \left( \frac{1}{2} \Re \int_R (f(P_b + \varepsilon) - f(P_b)) (\partial_y^2 \phi_A - 1) \varepsilon dy \\
+ \Re \int_R \left( F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon \right) (\partial_y^2 \phi_A - 1) dy \\
+ \Re \int_R \left( f(P_b + \varepsilon) - f(P_b) - df(P_b) \varepsilon \right) (\partial_y \phi_A - y) \partial_y P_b dy \right) \\
- \frac{1}{4} b \int_R |\varepsilon|^2 \partial_y^4 \phi_A dy + O(s^{-(2K+3)}) + O(s^{-2} \| \varepsilon \|^2_{H^1}).
\]

By Lemma 3.8, we have
\[
\left| \frac{\lambda_s}{\lambda} + b \right| \lesssim |\text{Mod}(s)| \lesssim O(s^{-(K+2)}),
\]
which together with (3.9) implies that
\[
\left| \left( \frac{\lambda_s}{\lambda} + b \right) \left( \| \partial_y \varepsilon \|^2 - \frac{1}{2} \Re \int_R (f(P_b + \varepsilon) - f(P_b)) \varepsilon dy + \Re \int_R \left( F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon \right) dy \\
+ \Re \int_R \left( f(P_b + \varepsilon) - f(P_b) - df(P_b) \varepsilon \right) y \partial_y P_b dy \right) \right| \lesssim s^{-(K+2)} \| \varepsilon \|^2_{H^1} \lesssim s^{-(3K+2)}.
\]

Next, by (3.8) and the exponential decay of P, we have
\[
|b| \left| -\frac{1}{2} \Re \int_R (f(P_b + \varepsilon) - f(P_b)) (\partial_y^2 \phi_A - 1) \varepsilon dy \right| \\
\lesssim |b| \int_R \left( |P|^4 |\partial_y^2 \phi_A - 1| |\varepsilon|^2 + |\varepsilon|^6 \right) dy \lesssim \left| b \right| \cdot e^{-\frac{\lambda_s}{\lambda} \| \varepsilon \|^2_{H^1}} + O(s^{-1} \| \varepsilon \|^6_{H^1}),
\]
and similarly for
\[
b \cdot \Re \int_R \left( F(P_b + \varepsilon) - F(P_b) - dF(P_b) \varepsilon \right) (\partial_y^2 \phi_A - 1) dy,
\]
and
\[
b \cdot \Re \int_R \left( f(P_b + \varepsilon) - f(P_b) - df(P_b) \varepsilon \right) (\partial_y \phi_A - y) \partial_y P_b dy.
\]
In addition, by the definition of \( \phi_A \), we have
\[
\left| -b \int_R |\varepsilon|^2 \partial_y^4 \phi_A dy \right| \lesssim \frac{|b|}{A^2} \| \varepsilon \|^2_{H^1}.
\]
Therefore, we can obtain (3.5d).
By Lemma 3.3, we have \(-\frac{\lambda_s}{\lambda} = b + O(s^{-(K+2)})\), thus we have

\[-4\frac{\lambda_s}{\lambda} H(s, \epsilon) + \frac{d}{ds} \left( H(s, \epsilon(s)) \right) + b \cdot \frac{d}{ds} \left( J(\epsilon(s)) \right) \geq 4bH(s, \epsilon) - b\|\partial_y \epsilon\|_2^2 + b \int \partial^2_y \phi \partial_y \epsilon \|_2^2 dy + O(s^{-2}\|\epsilon\|_{H^1}^2) + \frac{b}{A} O(\|\epsilon\|_{H^1}^2) + O(s^{-(2K+3)})\]

Thus, by choosing \(A\) large enough, we can obtain from Lemma 3.6 and Lemma 3.7 that

\[-4\frac{\lambda_s}{\lambda} H(s, \epsilon) + \frac{d}{ds} \left( H(s, \epsilon(s)) \right) + b \cdot \frac{d}{ds} \left( J(\epsilon(s)) \right) \geq b\|\epsilon\|_{H^1}^2 + O(s^{-(2K+3)}).\]

Finally, by the facts that \(b = O(s^{-1})\), \(b_s = O(s^{-2})\) and \(J(\epsilon) = O(\|\epsilon\|_{H^1}^2)\), we have

\[
\left( \frac{\lambda_s}{\lambda} \right) b + |b_s| \left| J(\epsilon) \right| \lesssim s^{-2}\|\epsilon\|_{H^1}^2,
\]

den we have

\[
\frac{d}{ds} \left( S(s, \epsilon(s)) \right) \geq \frac{b}{\lambda^2} \left( \|\epsilon\|_{H^1}^2 + O(s^{-(2K+2)}) \right).
\]

This completes the proof. \(\square\)

### 3.4. End of the proof of Proposition 3.2
In this subsection, we finish the proof of Proposition 3.2. Recall from Subsection 3.1 that our goal is to prove \(s_* = s_0\) by improving (3.3) into (3.7). Therefore, it suffices to prove the following result.

**Proposition 3.12.** Let \(K \geq 7\), then for all \(s \in [s_*, s_1]\), we have

\[
\|\epsilon(s)\|_{H^1} \lesssim s^{-(K+1)},
\]

\[
\left| \frac{\lambda^{\frac{1}{2}}(s)}{\lambda^{\frac{1}{2}}_{\text{app}}(s)} - 1 \right| + \left| \frac{b(s)}{b_{\text{app}}(s)} - 1 \right| \lesssim s^{-1}.
\]

**Proof.** First, we prove (3.57). From Proposition 3.3, there exists a constant \(\kappa > 1\) such that for any \(s \in [s_*, s_1]\), we have

\[
\frac{1}{\kappa} \left( \|\epsilon\|_{H^1}^2 - \kappa^2 s^{-2(K+1)} \right) \leq S(s, \epsilon) \leq \frac{\kappa}{\lambda^4} \|\epsilon\|_{H^1}^2.
\]

By Proposition 3.11, taking a larger \(\kappa\) if necessary, we have

\[
\frac{d}{ds} \left( S(s, \epsilon(s)) \right) \geq \frac{1}{\kappa \lambda^4} \left( \|\epsilon\|_{H^1}^2 - \kappa^2 s^{-2(K+1)} \right).
\]

Define

\[
s_t := \inf \{ s \in [s_*, s_1] : \|\epsilon(\tau)\|_{H^1} \leq 2\kappa^2 \tau^{-(K+1)} \text{ for all } \tau \in [s, s_1] \}.
\]

Since \(\epsilon(s_1) \equiv 0\), \(s_1\) is well-defined and \(s_t < s_1\) by the continuity of the solution of (1.1) in \(H^4(\mathbb{R})\). We argue by contradiction. Assume that \(s_1 > s_*\). In particular, we have

\[
\|\epsilon(s_1)\|_{H^1} = 2\kappa^2 s_1^{-(K+1)}.
\]

Define

\[
s_1 := \sup \{ s \in [s_t, s_1] : \|\epsilon(\tau)\|_{H^1} \geq \kappa \tau^{-(K+1)} \text{ for all } \tau \in [s_t, s] \}.
\]

In particular, we have \(s_t < s_1 < s_1\) and

\[
\|\epsilon(s_1)\|_{H^1} = \kappa s_1^{-(K+1)}.
\]
From (3.60), $S$ is nondecreasing on $[s_t, s]$. By (3.59), (3.59) and (3.60), we have for $K \geq 7$ that

$$\|\varepsilon(s_t)\|_H^2 - \kappa^2 s_t^{-2(K+1)} \leq \kappa \lambda^4(s_t)S(s_t, \varepsilon(s_t)) \leq \kappa \lambda^4(s_t)S(s_t, s(s_t))$$

$$\leq \kappa^2 \lambda^4(s_t)\|\varepsilon(s_t)\|_H^2 \leq \kappa^4 \lambda^4(s_t)^{-2(K+1)} \leq 2\kappa^4 \left(\frac{s_t}{s_1}\right)^{8(K+1)} \leq 2\kappa^4 s_t^{-2(K+1)},$$

Therefore, we obtain $\|\varepsilon(s_t)\|_H^2 \leq 3\kappa^4 s_t^{-2(K+1)}$, which is a contradiction with the definition of $s_t$. Hence we obtain $s_t = s_*$ and (3.57) is proved.

Now, we prove (3.58). Recall that $\varepsilon(s_1) = \lambda_1$ and $b(s_1) = b_1$ are chosen in Lemma 2.5 so that $\mathcal{F}(\lambda(s_1)) = s_1$ and $\mathcal{E}(b(s_1), \lambda(s_1)) = \frac{8E_0}{\|y_2\|_2^2}$. In particular, we deduce from (2.13) that

$$|E(P_{b, \lambda_1, \gamma_1}) - E_0| \lesssim \frac{(b_1^2 + \lambda_1)^{K+2}}{\lambda_1^2} \lesssim s_1^{-2K}.$$ 

By (2.14), (3.9), and (3.13), we have for all $s \in [s_*, s_1]$ that

$$\left| \frac{d}{ds}E(P_{b, \lambda, \gamma}) \right| \lesssim \frac{1}{\lambda^2} \left( |\text{Mod}(s)| + (b^2 + \lambda)^{K+2} \right) \lesssim s^{-K+2}.$$ 

In particular, by integration over $[s, s_1]$, we obtain that

$$|E(P_{b, \lambda, \gamma}(s)) - E_0| \lesssim |E(P_{b, \lambda, \gamma}(s)) - E(P_{b_1, \lambda_1, \gamma_1})| + |E(P_{b_1, \lambda_1, \gamma_1}) - E_0| \lesssim s^{-K+3}. \quad (3.61)$$

By (2.13) and (3.9), we have for $K \geq 7$ that

$$\mathcal{E}(b(s), \lambda(s)) - \frac{8E_0}{\|y_2\|_2^2} \lesssim s^{-K+3} + O\left( \frac{(b^2 + \lambda)^{K+2}}{\lambda^2} \right) \lesssim s^{-4}.$$ 

By the expression (2.16) of $\mathcal{E}$ with $C_0 = \frac{8E_0}{\|y_2\|_2^2}$, we have

$$|b^2 - 2\beta \lambda - C_0 \lambda^2| \lesssim \lambda(b^2 + \lambda) + \frac{\lambda^2}{s^4} \lesssim \frac{\lambda}{s^2},$$

where the term $\lambda(b^2 + \lambda)$ comes from the higher order terms in the definition of $\mathcal{E}(b(s), \lambda(s))$ in (2.16). Since $b \approx \lambda^2$ by (3.3), we have

$$\left| b - \sqrt{2\beta \lambda + C_0 \lambda^2} \right| \lesssim \frac{\lambda}{s^2}, \quad (3.62)$$

which together with (2.43) and $|\frac{\lambda}{s} + b| \lesssim s^{-(K+2)}$ implies that

$$\left| \frac{d}{ds}\left( \mathcal{F}(\lambda(s)) \right) - 1 \right| = \left| \frac{\lambda_s}{\lambda} - \frac{1}{\lambda \sqrt{2\beta \lambda + C_0 \lambda^2}} + 1 \right| \lesssim s^{-2}. \quad (3.63)$$

By integrating the above estimate over $[s, s_1]$, we obtain

$$|\mathcal{F}(\lambda(s_1)) - \mathcal{F}(\lambda(s)) - (s_1 - s)| \lesssim s^{-1},$$

and thus, by the choice $\mathcal{F}(\lambda(s_1)) = s_1$ in Lemma 2.5, we obtain

$$\mathcal{F}(\lambda(s)) = s + O(s^{-1}).$$

Therefore, by (2.46) and the definition of $\lambda_{\text{app}}(s)$ in (2.38), we have

$$\lambda(s)^{-\frac{1}{2}} + O(1) = \lambda_{\text{app}}(s)^{-\frac{1}{2}} + O(s^{-1}) \implies \left| \frac{\lambda_{\text{app}}(s)}{\lambda(s)} - 1 \right| \lesssim s^{-1}. $$
We insert this estimate into (3.62) to obtain
\[
b(s) = \sqrt{2\beta}\lambda(s) + C_0\lambda(s)^2 + O(s^{-3}) \\
= \sqrt{2\beta}\lambda_{app}(s) + 2\beta\left(\lambda(s) - \lambda_{app}(s)\right) + C_0\lambda(s)^2 + O(s^{-3}),
\]
which together with the definition of \(b_{\text{app}}\) in Lemma 2.3 implies that
\[
b(s) = b_{\text{app}}(s) + O\left(s^{-1}b_{\text{app}}(s)\right).
\]
Lastly, we can obtain (3.8) from (3.61), and completes the proof. \(\square\)

4. Proof of Theorem 1.4

This section is devoted to the proof of Theorem 1.4 by a standard compactness argument.

As shown in Remark 2.4, we obtain the relation \(t_{\text{app}}(s)\) corresponding to the approximate scaling parameter \(\lambda_{\text{app}}\) in Lemma 2.3. We now rewrite the estimates of Proposition 3.2 in the time variable \(t\) corresponding to the scaling parameter \(\lambda\) in Proposition 3.2.

**Proposition 4.1.** Let \(t_1 < 0\) be close to 0, then there exists \(t_0 < 0\) independent of \(t_1\) such that under the assumptions of Proposition 3.2, for all \(t \in [t_0, t_1]\), we have
\[
b(t) = C_b|t|^{\frac{1}{2}}(1 + o(1)), \quad \lambda(t) = C_\lambda|t|^{\frac{1}{2}}(1 + o(1)), \quad \text{as} \quad t \to 0^-, \quad (4.1)
\]
\[
\|\varepsilon(t)\|_{H^1} \lesssim |t|^\frac{3}{2}, \quad (4.2)
\]
\[
\lim_{t \to 0^-} E(P_{b,\lambda,\gamma}(t)) = E_0. \quad (4.3)
\]

**Proof.** It suffices to show the relation \(t(s)\) corresponding to \(\lambda\) by Proposition 3.2. By (2.38) and (3.7), we have for large \(s < s_1\) that
\[
t_1 - t(s) = \int_s^{s_1} \lambda^2(\sigma) d\sigma = \int_s^{s_1} \lambda_{app}^2(\sigma) \left[1 + O(\sigma^{-1})\right] d\sigma.
\]
Recall that \(t_{\text{app}}\) given by (2.40) corresponds to the normalization
\[
t_{\text{app}}(s) = -\int_s^{+\infty} \lambda_{app}^2(\sigma) d\sigma, \quad t_{\text{app}}(s_1) = t_1,
\]
from which we obtain
\[
t(s) = t_{\text{app}}(s)(1 + o(1)) = -C_s s^{-3} [1 + o(1)].
\]
The estimates now follow directly follow from (2.38) in Lemma 2.3 and Proposition 3.2 (see the definition of \(C_\lambda\) and \(C_b\) in (2.41) and (2.42)). \(\square\)

Now, we can finish the proof of Theorem 1.4 assuming Proposition 3.2 and Proposition 4.1.

**Proof of Theorem 1.4.** Let \((t_n) \subset (t_0, 0)\) be an increasing sequence such that
\[
\lim_{n \to \infty} t_n = 0.
\]
For each \(n\), let \(u_n\) be the solution of (1.1) on \([t_0, t_n]\) with final data at \(t_n\)
\[
u_n(t_n, x) = \frac{1}{\lambda^2(t_n)} P_b(t_n) \left(\frac{x}{\lambda(t_n)}\right), \quad (4.4)
\]
where \( \lambda(t_n) = \lambda_1 \) and \( b(t_n) = b_1 \) are given by Lemma 2.3 for \( s_1 = |C_p t_n|^{-\frac{1}{2}} \), so that \( u_n(t) \) satisfies the conclusions of Proposition 3.2 and of Proposition 4.1 on the interval \([t_0, t_n]\). The minimal mass blow up solution for (1.1) is now obtained as the limit of a subsequence of \( \{u_n\}_{n \geq 1} \).

In a first step, we prove that a subsequence of \((u_n(t_0))\) converges to a suitable initial data. Indeed, from Proposition 4.1, we infer that \((u_n(t_0))\) is bounded in \(H^1(\mathbb{R})\). Hence there exists a subsequence of \((u_n(t_0))\) (still denoted by \((u_n(t_0))\) and \(u_\infty(t_0) \in H^1(\mathbb{R})\) such that

\[
u_n(t_0) \to u_\infty(t_0) \quad \text{weakly in } H^1(\mathbb{R}^d) \text{ as } n \to +\infty.
\]

Now, we obtain strong convergence in \(H^s\) (for some \(0 < s < 1\)) by direct arguments. Let \( \chi : [0, +\infty) \to [0, 1] \) be a smooth cut-off function such that \( \chi \equiv 0 \) on \([0, 1]\) and \( \chi \equiv 1 \) on \([2, +\infty)\). For \( R > 0 \), define \( \chi_R : \mathbb{R} \to [0, 1] \) by \( \chi_R(x) = \chi(|x|/R) \). Take any \( \delta > 0 \). By the expression of \( u_n(t_n) \) in (4.4), we can choose \( R \) large enough (independent of \( n \)) so that

\[
\int_{\mathbb{R}} |u_n(t_0)|^2 \chi_R dx \leq \delta. \tag{4.5}
\]

It follows from elementary computations that

\[
\frac{d}{dt} \int_{\mathbb{R}} |u_n|^2 \chi_R dx = 2 \text{Im} \int_{\mathbb{R}} \nabla \chi_R \cdot \nabla u_n \bar{u}_n dx.
\]

Hence from the geometrical decomposition

\[
u_n(t, x) = \frac{1}{\lambda_n^s(t)} (P_{b_n(t)} + \varepsilon_n(t)) e^{i\gamma_n(t)}, \quad y = \frac{x}{\lambda_n(t)}
\]

and the smallness (4.1) and (4.3) of \( \varepsilon_n \) and \( \lambda_n \) we infer

\[
\left| \frac{d}{dt} \int_{\mathbb{R}} |u_n(t)|^2 \chi_R dx \right| \leq \frac{C}{\lambda_n(t) R} \left( e^{-\frac{\varepsilon_n^2(t)}{2\lambda_n(t)}} + \|\varepsilon_n(t)\|_{H^1}^2 \right) \leq \frac{C}{R} |t|^{-\frac{1}{2}} |t|^{(K+1)\frac{1}{2}}.
\]

Integrating between \( t_0 \) and \( t_n \), we obtain

\[
\int_{\mathbb{R}} |u_n(t_0)|^2 \chi_R dx \leq \frac{C}{R} |t_0|^{-(\frac{1}{2}+K+1)\frac{1}{2}+1} + \int_{\mathbb{R}} |u_n(t_n)|^2 \chi_R dx.
\]

Combined with (4.5), for a possibly larger \( R \), this implies

\[
\int_{\mathbb{R}} |u_n(t_0)|^2 \chi_R dx \leq 2\delta.
\]

We conclude from the local compactness of Sobolev embedding that for \(0 \leq s < 1\):

\[
u_n(t_0) \to u_\infty(t_0) \quad \text{strongly in } H^s(\mathbb{R}), \text{ as } n \to +\infty.
\]

Let \( u_\infty(t) \) be the solution of (1.1) with \( u_\infty(t_0) \) as initial data at \( t = t_0 \). From [7, Theorem 4.12.3], there exists \(0 < s_0 < 1\) such that the Cauchy problem for (1.1) is locally well-posed in \(H^{s_0}(\mathbb{R})\). This implies that \( u_\infty \) exists on \([t_0, 0)\) and for any \( t \in [t_0, 0)\),

\[
u_n(t) \to u_\infty(t) \quad \text{strongly in } H^{s_0}(\mathbb{R}), \text{ weakly in } H^1(\mathbb{R}), \text{ as } n \to +\infty.
\]

Moreover, since \( \lim_{n \to \infty} \int_{\mathbb{R}} u_n^2(t_n) dx = \int_{\mathbb{R}} Q^2 dx \), we have \( \int_{\mathbb{R}} u_\infty^2 dx = \int_{\mathbb{R}} Q^2 dx \). By weak convergence in \(H^1(\mathbb{R})\) and the estimates from Proposition 4.1, applied to \( u_n, u_\infty(t) \) satisfies (3.2), and denoting \((\varepsilon_\infty, \lambda_\infty, b_\infty, \gamma_\infty)\) its decomposition, we have by standard arguments (see e.g. [52]), for any \( t \in [t_0, 0)\),

\[
\lambda_n(t) \to \lambda_\infty(t), \quad b_n(t) \to b_\infty(t), \quad \gamma_n(t) \to \gamma_\infty(t), \quad \varepsilon_n(t) \to \varepsilon_\infty(t) \quad H^1(\mathbb{R}) \text{ weak, as } n \to \infty.
\]
The uniform estimates on $u_n$ from Proposition 4.1 give on $[t_0, 0)$ that
\[
b_{\infty}(t) = C_6|t|^\frac{3}{2} (1 + o(1)), \quad \lambda_{\infty}(t) = C_{7}|t|^\frac{3}{2} (1 + o(1)), \quad \|\nabla u_n\|_{H^1} \lesssim |t|^\frac{\lambda_{\infty}}{2},
\]
and
\[
b_{\infty}(t) = \frac{C_b}{C_{\lambda}} |t|^\frac{1}{2} \left(1 + o_{\varepsilon}(1)\right) = \frac{2}{3} \frac{1}{|t|} \left(1 + o_{\varepsilon}(1)\right),
\]
which justifies the form (1.13) and the blow up rate (1.12). Finally, we prove that $E(u_\infty) = E_0$. Let $t_0 < t < 0$. We have by (4.3) and (2.15),
\[
\lim_{t \to 0^-} E(b_n(t), \lambda_n(t)) = \frac{8E_0}{\int_{\mathbb{R}} |y|^2 Q^2 \, dy}
\]
where the limit is independent of $n$, and thus
\[
\lim_{t \to 0^-} E(b_\infty(t), \lambda_\infty(t)) = \frac{8E_0}{\int_{\mathbb{R}} |y|^2 Q^2 \, dy}.
\]
Using (2.15), we deduce
\[
\lim_{t \to 0^-} E(P_{b_\infty, \lambda_\infty, \gamma_\infty}(t)) = E_0,
\]
and thus, by (4.6),
\[
\lim_{t \to 0^-} E(u_\infty(t)) = E_0.
\]
Thus, by the energy conservation, we obtain $E(u_\infty(t)) = E_0$.

\[\square\]

**Appendix A. Proof of Theorem 1.2**

By contradiction, assume that there exists a radial blow-up solution $u(t)$ of (1.1) with $\mu < 0$ and $\|u(t)\|_2 = \|Q\|_2$, which together with sharp Gagliardo-Nirenberg inequality and the energy conservation implies that $E_0 = E(u(t)) \geq E_{\text{crit}}(u(t)) \geq 0$. Let a sequence $t_n \to T^* \in (0, +\infty)$ with $\|\nabla u(t_n)\|_2 \to +\infty$ and consider the renormalized sequence
\[
v_n(x) = \lambda(t_n)^{\frac{\mu}{2}} u(t_n, \lambda(t_n)x), \quad 0 < \lambda(t_n) = \frac{\|\nabla Q\|_2}{\|\nabla u(t_n)\|_2} \to 0.
\]
Then, by the mass conservation, we have
\[
\|v_n\|_2 = \|Q\|_2,
\]
and by the energy conservation and $\mu < 0$, we have
\[
E_0 = E(u(t_n)) \geq E_{\text{crit}}(u(t_n)) = \frac{E_{\text{crit}}(v_n)}{\lambda^2(t_n)}.
\]
Therefore, the sequence $v_n$ satisfies:
\[
\|v_n\|_2 = \|Q\|_2, \quad \|\nabla v_n\|_2 = \|\nabla Q\|_2, \quad \lim_{n \to +\infty} E_{\text{crit}}(v_n) \leq 0.
\]
From standard concentration compactness argument, see [52, 53], there holds, up to a subsequence, for some $\gamma_n \in \mathbb{R}$,
\[
v_n(\cdot) e^{\gamma_n} \to Q \text{ in } H^1(\mathbb{R}), \quad \text{as } n \to +\infty.
\]
In particular, we have as $n \to +\infty$ that
\[
|u(t_n, 0)| = \lambda^{-\frac{\mu}{2}}(t_n)|v(t_n, 0)| = \lambda^{-\frac{\mu}{2}}(t_n)|Q(0) + o_n(1)| \to +\infty,
\]
MINIMAL MASS BLOW-UP SOLUTIONS FOR NLS WITH DELTA POTENTIAL

which contradicts with the a priori bound from the energy conservation
\[ E_0 = E(u(t)) \geq E_{\text{crit}}(u(t)) - \frac{1}{2} |u(t,0)|^2 \geq -\frac{1}{2} |u(t,0)|^2. \]

We conclude the proof.

APPENDIX B. PROOF OF PROPOSITION 1.3

For \( M < \|Q\|_2 \), we define
\[ A_M = \{ u \in H^1_{\text{rad}}(\mathbb{R}) \mid \| u \|_2 = M \} \]
and consider the minimization problem
\[ I_M = \inf_{u \in A_M} E(u). \]

First, we claim
\[ -\infty < I_M < 0. \tag{B.1} \]
Indeed, from (1.10) and \( M < \|Q\|_2 \), we have \( I_M > -\infty \) and that any minimizing sequence is bounded in \( H^1_{\text{rad}}(\mathbb{R}) \). Let \( u \in A_M \) and \( v_\lambda(x) = \lambda^\frac{1}{2} u(\lambda x) \), then \( v_\lambda \in A_M \) and
\[ E(v_\lambda) = \lambda^2 \left[ E_{\text{crit}}(u) - \frac{1}{2\lambda} |u(0)|^2 \right]. \]
In particular, for \( 0 < \lambda < 1 \) and \( u \neq 0 \), that \( E(v_\lambda) < 0 \) follows from the symmetric decreasing rearrangement if necessary in [41], and we obtain (B.1).

Second, let \( u_\lambda = u(\lambda x) \), so that
\[ \| u_\lambda \|_2 = \lambda^{-\frac{1}{2}} \| u \|_2, \]
and
\[ E(u_\lambda) = \frac{1}{2} \lambda \int \nabla u |^2 dx - \frac{1}{2} |u(0)|^2 - \frac{1}{6\lambda} \int |u|^6 dx. \]
Therefore, we have
\[ \frac{d}{d\lambda} \| u_\lambda \|_2 \bigg|_{\lambda=1} < 0, \]
and
\[ \frac{d}{dt} E(u_\lambda) \bigg|_{\lambda=1} = \frac{1}{2} \int \nabla u |^2 dx + \frac{1}{6} \int |u|^6 dx, \]
which implies that
\[ I(M) \text{ is decreasing in } M. \tag{B.2} \]

To finish, let \( (u_n) \) be a minimizing sequence. Up to a subsequence and from the standard radial nonincreasing compactness of Sobolev embedding (see [3]), we have
\[ u_n \rightharpoonup u \text{ in } H^1(\mathbb{R}), \quad u_n \to u \text{ in } L^6, \quad \text{and} \quad u_n(0) \to u(0) \]
as \( n \to +\infty \). Hence
\[ E(u) \leq I_M \quad \text{and} \quad \| u \|_2 \leq M. \]
From (B.2) and the definition of \( I_M \), we deduce \( \| u \|_2 = M \) and \( E(u) = I_M \). From a standard Lagrange multiplier argument, \( u \) satisfies
\[ \partial_x^2 u + |u|^5 u + \mu \delta u = \omega u \]
for a constant \( \omega \in \mathbb{R} \). The fact that \( \omega > \mu^2/4 \) follows from a standard spectral property of the Schrödinger operator \(-\partial_x^2 + \mu \delta \) in [3].
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