Design of Composite Disturbance Observer and Continuous Terminal Sliding Mode Control for Piezoelectric Nanopositioning Stage
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Abstract: The nonlinearities of piezoelectric actuators and external disturbances of the piezoelectric nanopositioning stage impose great, undesirable influences on the positioning accuracy of nanopositioning stage systems. This paper considers nonlinearities and external disturbances as a lumped disturbance and designs a composite control strategy for the piezoelectric nanopositioning stage to realize ultra-high precision motion control. The proposed strategy contains a composite disturbance observer and a continuous terminal sliding mode controller. The composite disturbance observer can estimate both periodic and aperiodic disturbances so that the composite control strategy can deal with the disturbances with high accuracy. Meanwhile, the continuous terminal sliding mode control is employed to eliminate the chattering phenomenon and speed up the convergence rate. The simulation and experiment results show that the composite control strategy achieves accurate estimation of different forms of disturbances and excellent tracking performance.
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1. Introduction

In the field of manufacturing and processing of micro and nano equipment, the piezoelectric nanopositioning stage is widely used, due to its advantages of large driving force and fast response speed. On the basis of this nanopositioning stage, many kinds of high-precision engineering studies can be carried out, such as scanning probe microscope [1] and cell injection [2]. It is well known that the proportional–integral (PI) control scheme is already widely applied in the piezoelectric nanopositioning stage, due to its relative simple implementation [3,4].

However, the piezoelectric nanopositioning stage is driven by piezoelectric actuators that exhibit hysteresis nonlinearity, creep nonlinearity and badly damped vibration nonlinearity [5,6]. In actual working conditions, the nanopositioning stage is affected by a variety of disturbances [7]. It is difficult to achieve high precision motion control requirements of the nanopositioning stage using conventional linear control methods. For this reason, nonlinear control strategies have been applied to the nanopositioning stage, e.g., sliding mode control [8,9] and robust control [10]. As one of them, sliding mode control (SMC) has become a common control method in the nanopositioning stage systems for its strong robustness and capacity of disturbance rejection. In order to further improve the performance of sliding mode control, some scholars designed terminal sliding mode control (TSMC) based on the construction of nonlinear sliding surface to achieve convergence in finite time and reduce the steady-state tracking error [8,11,12].
Neither conventional SMC nor TSMC can avoid the phenomenon of chattering due to the existence of the high frequency switching effect [13]. In the nanopositioning stage system, chattering may seriously affect control performance, cause system instability and even damage the piezoelectric actuators [14]. So, the elimination of the chattering phenomenon has attracted more and more attention recently. For example, adaptive sliding mode control [14,15], fuzzy sliding mode control [16], discrete-time sliding mode control [8,17], neural dynamic sliding mode control [18] and integral sliding mode control [19] have been proposed to mitigate the adverse effects of the chattering phenomenon. It has been reported that designing a continuous sliding mode control law to replace the discontinuous law, e.g., continuous TSMC (CTSMC) can reduce the impact of the chattering [20,21]. The CTSMC method is able to not only eliminate chattering, but also realize the convergence of the system state in finite time. However, as mentioned before, the positioning accuracy of the piezoelectric nanopositioning stage is severely affected by nonlinear characteristics and external disturbance, so high gain is required to achieve the desired control performance for CTSMC method, which may make the control energy beyond the limitation of the real actuator.

In terms of disturbance rejection, the nonlinear characteristics and external disturbances are lumped together and then estimated for feedforward compensation; many common approaches have been proposed to estimate disturbances, including the unknown input observer (UIO) [22], the disturbance observer (DOB) [23,24], and the extended state observer (ESO) [25,26]. ESO is considered to be an effective method, which regards the lumped disturbance as a new system state; then, the state and disturbance of the system can be observed by simple calculation. Then, the observed disturbance is compensated in the feedforward channel to improve the performance of the system [27,28]. Although ESO-based control methods are widely used in industry, satisfactory results are difficult to achieve in estimating periodic disturbances [29–31]. However, there are friction transmission and mechanical resonance in the work of the piezoelectric nanopositioning stage, to which it is easy to bring periodic disturbance. For better control performance, a composite observer is needed to estimate both periodic and aperiodic disturbances simultaneously.

In this paper, a composite control strategy which combines composite disturbance observer and continuous terminal sliding mode control to realize the high-precision control of the piezoelectric nanopositioning stage is proposed. The CTSMC is used to improve the dynamic performance of the piezoelectric nanopositioning stage system and realize finite time convergence, while composite disturbance is proposed to precisely estimate the lumped disturbance and carry out the feedforward compensation. The proposed strategy has the following advantages: (1) finite time convergence, (2) continuous rather than discontinuous control action, and (3) accurate estimation of both periodic and aperiodic disturbances. The simulation and experimental results show that the proposed control strategy can significantly improve the tracking performance of the system.

The remaining parts of the paper are organized as follows. The model of the piezoelectric nanopositioning stage and conventional control design are introduced in Section 2. Section 3 shows the design of the new control strategy. Then, Section 4 gives the simulations and experimental results. The research conclusions are summarized in Section 5.

2. Modeling and Conventional Control Design

2.1. Modeling of the Piezoelectric Nanopositioning Stage

Applying pressure on the surface of piezoelectric material can produce electric charge. This direct piezoelectric effect, also known as the generator or sensor effect, converts mechanical energy into electrical energy. On the contrary, when a certain voltage is applied, the inverse piezoelectric effect can change the length of such materials. This actuator effect converts electrical energy into mechanical energy. The piezoelectric nanopositioning stage is a kind of driving equipment that uses the inverse piezoelectric effect of piezoelectric ceramics, friction transmission and the principle of elastic resonance deformation amplification to promote the movement.
The dynamics model of the piezoelectric nanopositioning stage can be described as follows [14]:

\[ m\ddot{x} + p\dot{x} + qx + h = ku, \]  

(1)

where \( u \) is the input voltage, \( x \) is the output displacement, \( h \) is the lumped disturbance that consists of the nonlinearities and external disturbances, \( k \) denotes the piezoelectric coefficient, while \( m \), \( p \) and \( q \) represent the mass, damping coefficient, and stiffness of the piezoelectric nanopositioning stage, respectively.

The position \( x \) is defined as \( x_1 = x \) and its derivative is defined as \( x_2 = \dot{x} \). The dynamics model of the stage can be rewritten as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= a_1x_1 + a_2x_2 + b_0u + \dot{d}, \\
y &= x_1,
\end{align*}
\]  

(2)

where:

\[
\begin{align*}
a_1 &= -\frac{q}{m}, & a_2 &= -\frac{p}{m}, & b_0 &= \frac{k}{m}, & d &= -\frac{h}{m},
\end{align*}
\]  

(3)

and \( d \) is the lumped disturbance in system (2).

2.2. Analysis of Disturbances in the Piezoelectric Nanopositioning Stage

The purpose of this section is to analyze the specific composition and source of lumped disturbance \( d \) in system (2).

(1) The nonlinearities: As mentioned before, hysteresis nonlinearity, creep nonlinearity and badly damped vibration nonlinearity are the inherent nonlinearities of the piezoelectric nanopositioning stage. Hysteresis nonlinearity is the factor to reduce the displacement output accuracy of the piezoelectric nanopositioning stage, which is manifested in the non-coincidence of voltage and displacement curves. Creep nonlinearity means that when the voltage applied to the stage does not change, the displacement value is not stable at a fixed value, but changes over time and reaches a stable value after a certain time, which affects the stability of the control system. Badly damped vibration nonlinearity of the piezoelectric nanopositioning stage may cause the problem of low gain margin, which limits the improvement of the response speed of the stage and the control bandwidth of the system.

(2) External disturbances: While the piezoelectric nanopositioning stage works, it is affected by many kinds of external disturbances. When the external input signal contains high-frequency components, it is easy to excite the mechanical resonance of the system, resulting in the jitter of the output trajectory. Due to the high accuracy of the piezoelectric nanopositioning stage, the subtle changes of the experimental environment will cause obvious adverse effects on the experimental results.

2.3. Design of Conventional Composite Control Strategy

If the lumped disturbances \( d \) is regarded as a new state \( x_3 \), then system (2) can be extended to the following:

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= a_1x_1 + a_2x_2 + x_3 + b_0u + \dot{d}, \\
\dot{x}_3 &= \dot{d}, \\
y &= x_1,
\end{align*}
\]  

(4)

Next, we design the extended state observer based on the new system model Equation (4):

\[
\begin{align*}
\dot{\hat{x}}_1 &= \hat{x}_2 - l_1(\hat{x}_1 - x_1), \\
\dot{\hat{x}}_2 &= a_1\hat{x}_1 + a_2\hat{x}_2 + \hat{x}_3 + b_0u - l_2(\hat{x}_1 - x_1), \\
\dot{\hat{x}}_3 &= -l_3(\hat{x}_1 - x_1), \\
\hat{y} &= \hat{x}_1,
\end{align*}
\]  

(5)
where $\hat{y}$ is the output of the observer, and $l_1$, $l_2$ and $l_3$ are the observer gains (adjustable parameters). $\hat{x}_1$, $\hat{x}_2$ and $\hat{x}_3$ are the estimations of the system states $x_1$, $x_2$ and $x_3$, respectively. The disturbance of the system can be estimated by the observer state $\hat{x}_3$.

Based on the estimation of disturbance by Equation (5), designing the sliding surface as follows:

$$ s = c_1 \hat{x}_1 + c_2 \hat{x}_2, $$

where $c_1 > 0, c_2 > 0$ and $c_1, c_2$ are control parameters to be designed.

The control law of the composite control is chosen as the following:

$$ u = -\frac{1}{b_0} \left( a_1 \hat{x}_1 + a_2 \hat{x}_2 + \hat{x}_3 + \frac{c_1}{c_2} \hat{x}_2 + K \text{sgn}(s) \right), $$

where $K$ is the switching gain.

**Definition 1.** The system [32]:

$$ \dot{x} = f(t, x, u), \ x \in \mathbb{R}^n, u \in \mathbb{R}^m $$

is input-to-state stable (ISS), if there exist a class $\mathcal{K}_\infty$, function $\beta$ and a class $\mathcal{K}$, function $\gamma$ such that for any initial state $x(t_0)$ and any bounded input $u(t)$, the solution $x(t)$ exists for all $t \geq t_0$ and satisfies the following:

$$ \|x(t)\| \leq \beta(\|x(t_0)\|, t - t_0) + \gamma \left( \sup_{t_0 \leq \tau \leq t} \|u(\tau)\| \right). $$

**Lemma 1 ([32]).** Let $V : [0, \infty) \times \mathbb{R}^n \rightarrow \mathbb{R}$ be a continuously differentiable function such that $\forall (t, x, u) \in [0, \infty) \times \mathbb{R}^n \times \mathbb{R}$:

$$ \frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t, x, u) \leq -W_3(x), \forall \|x\| \geq \rho(\|u\|) > 0, $$

where $\alpha_1$ and $\alpha_2$ are class $\mathcal{K}_\infty$ functions, $\rho$ is a class $\mathcal{K}$ function, and $W_3(x)$ is a continuous positive definite function on $\mathbb{R}^n$. Then, system (8) is ISS to $u$.

**Lemma 2 ([32]).** System (8) is ISS. If the input satisfies $\lim_{t \to \infty} u = 0$, then the states satisfy $\lim_{t \to \infty} x(t) = 0$.

**Assumption 1.** The lumped disturbance of the system (4) satisfies that $d$ is a slow-varying and bounded disturbance.

**Theorem 1.** Under Assumption 1, the conditions, and the control law Equation (7), the closed-loop system is asymptotically stable if the gain satisfies: $K > \frac{(c_2 l_2 + c_1 l_1) e_1}{c_2}$. 

**Proof of Theorem 1.** Observer estimation error is defined as $e_i = x_i - \hat{x}_i, i = 1, 2, 3$, then we can obtain the following:

$$ \begin{cases} 
\dot{e}_1 = e_2 - l_1 e_1, \\
\dot{e}_2 = a_1 e_1 + a_2 e_2 + e_3 - l_2 e_1, \\
\dot{e}_3 = d - l_3 e_1.
\end{cases} $$

(12)
Since the disturbance considered in this paper is slow-varying and bounded. Then, Equation (12) can be described as follows:

\[
\begin{bmatrix}
\dot{e}_1 \\
\dot{e}_2 \\
\dot{e}_3
\end{bmatrix} = \begin{bmatrix}
-l_1 & 1 & 0 \\
a_1 - l_2 & a_2 & 1 \\
-l_3 & 0 & 0
\end{bmatrix} \begin{bmatrix}
e_1 \\
e_2 \\
e_3
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix} \dot{d}, \quad (13)
\]

where \(l_1, l_2, l_3\) are parameters to be designed to make the matrix \(\Lambda\) a Hurwitz matrix. According to Lemma 2, it can be found that the observer estimates system states asymptotically if \(\Lambda\) is Hurwitz. We use poles assignment to choose the following parameters:

\[
\det(\lambda I - \Lambda) = (\lambda + p)^3, \quad (14)
\]

where \(p > 0\) is the observer bandwidth. By expanding Equation (13), a set of selectable observer gains can be obtained:

\[
\begin{align*}
l_1 &= 3p + a_2, \\
l_2 &= 3p^2 + 3a_2p + (a_1 + a_2^2), \\
l_3 &= p^3.
\end{align*} \quad (15)
\]

Choosing the Lyapunov function as follows,

\[ V = \frac{1}{2} s^2. \quad (16) \]

then the derivative of \(V\) in Equation (16) is as follows:

\[
\dot{V} = ss = \dot{s}(-c_2 K \text{sgn}(s) + c_1 l_1 e_1 + c_2 l_2 e_1) \\
\leq -c_2 K |s| + |(c_1 l_1 + c_2 l_2) e_1| |s| \\
\leq -2 \frac{1}{2} |c_2 K - (c_2 l_2 + c_1 l_1) e_1| |V^\frac{1}{2} < 0. \quad (17)
\]

Known from the analysis, when \(K\) satisfies the following,

\[ K > \frac{(c_2 l_2 + c_1 l_1) |e_1|}{c_2}, \quad (18) \]

the system states will reach the defined sliding surface \(s = 0\) in Equation (6) in finite time (while \(|e_1|\) is bounded). When \(s = 0\), the following equations can be obtained:

\[
\begin{align*}
s &= c_1 \dot{x}_1 + c_2 \dot{x}_2 = 0, \\
\Rightarrow \dot{x}_2 &= -\frac{c_1}{c_2} \dot{x}_1.
\end{align*} \quad (19)
\]

The original system degenerates into the following:

\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = -\frac{c_1}{c_2} x_1 + c_1 e_1 + e_2. \quad (20)
\]

Combining Equations (20) and (12) gives the following:

\[
\begin{align*}
\dot{x}_1 &= -(c_1/c_2) x_1 + (c_1/c_2) e_1 + e_2, \\
\dot{e}_1 &= e_2 - l_1 e_1, \\
\dot{e}_2 &= a_1 e_1 + a_2 e_2 + e_3 - l_2 e_1, \\
\dot{e}_3 &= d - l_3 e_1.
\end{align*} \quad (21)
\]
Then, Equation (21) can be rewritten as the following:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{e}_1 \\
\dot{e}_2 \\
\dot{e}_3 \\
\end{bmatrix} =
\begin{bmatrix}
-(c_1/c_2) & (c_1/c_2) & 1 & 0 \\
0 & -l_1 & 1 & 0 \\
0 & a_1 - l_2 & a_2 & 1 \\
0 & -l_3 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\
e_1 \\
e_2 \\
e_3 \\
\end{bmatrix} + \begin{bmatrix}
0 \\
e_1 \\
e_2 \\
e_3 \\
\end{bmatrix} \dot{d}.
\]  

(22)

Under the conditions that \( \Lambda \) is Hurwitz, \( c_1 > 0, c_2 > 0 \) and the disturbance satisfies Assumption 1, the closed-loop system is asymptotically stable.

This completes the proof. \( \square \)

3. Design of New Control Strategy

In order to improve the anti-disturbance performance of the piezoelectric nanopositioning stage system and the accuracy of position tracking, a new control strategy is designed. The design process of the control method can be described as follows: a continuous terminal sliding mode controller is designed to eliminate chattering and achieve finite time convergence, while a composite disturbance observer is designed to estimate the periodic and aperiodic disturbances in the system at the same time; then, the estimated value of the lumped disturbance is introduced into the controller to compensate for the disturbance of the system. Finally, the design of the composite controller is completed. The control block diagram is shown in Figure 1.

![Control block diagram](image)

**Figure 1.** Control block diagram of piezoelectric nanopositioning stage system.

3.1. Composite Disturbance Observer Design

**Assumption 2.** The lumped disturbance \( d \) satisfies that \( d \) is bounded, there exists a constant \( K_1 \) that satisfies \( K_1 \geq |\dot{d}| \), and \( d \) consists of aperiodic disturbance \( d_{ap} \) and periodic disturbance \( d_p \). \( d_{ap} \) is a slow-varying and bounded disturbance, while \( d_p \) is a sinusoidal disturbance, and its frequency is known.

Define the aperiodic disturbance \( d_{ap} \) and the periodic disturbance \( d_p \) as two augmented states, \( x_3 = d_{ap} \) and \( x_4 = d_p \); at the same time, another state \( x_5 \) is introduced to satisfy \( \dot{x}_4 = \omega x_5 \). Then, three new states can be obtained as follows:

\[
\begin{align*}
\dot{d} &= d_{ap} + d_p = x_3 + x_4, \\
x_4 &= A \sin(\omega t + \varphi), \\
x_5 &= A \cos(\omega t + \varphi).
\end{align*}
\]  

(23)

System (2) obtains an extended state-space model as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= a_1 x_1 + a_2 x_2 + x_3 + x_4 + b_0 u, \\
\dot{x}_3 &= d_{ap}, \\
\dot{x}_4 &= \omega x_5, \\
\dot{x}_5 &= -\omega x_4, \\
y &= x_4.
\end{align*}
\]  

(24)
Then, the composite disturbance observer for system (24) is designed as follows:

\[
\begin{aligned}
\dot{\hat{x}}_1 &= \dot{x}_2 - l_1(\dot{x}_1 - x_1), \\
\dot{\hat{x}}_2 &= a_1\dot{x}_1 + a_2\dot{x}_2 + \dot{x}_3 + \dot{x}_4 + b_0u - l_2(\dot{x}_1 - x_1), \\
\dot{\hat{x}}_3 &= -l_3(\dot{x}_1 - x_1), \\
\dot{\hat{x}}_4 &= \omega\dot{x}_3 - l_4(\dot{x}_1 - x_1), \\
\dot{\hat{x}}_5 &= -\omega\dot{x}_4 - l_5(\dot{x}_1 - x_1), \\
\hat{\theta} &= \dot{\hat{x}}_1.
\end{aligned}
\]  

(25)

Similar to Equation (12), the estimation error is defined as $e_i = x_i - \dot{x}_i$, $i = 1, \cdots, 5$, and the following can be obtained:

\[
\begin{bmatrix}
\dot{e}_1 \\
\dot{e}_2 \\
\dot{e}_3 \\
\dot{e}_4 \\
\dot{e}_5
\end{bmatrix} =
\begin{bmatrix}
-l_1 & 1 & 0 & 0 & 0 \\
-l_2 + a_1 & a_2 & 1 & 1 & 0 \\
-l_3 & 0 & 0 & 0 & 0 \\
-l_4 & 0 & 0 & 0 & \omega \\
-l_5 & 0 & 0 & -\omega & 0
\end{bmatrix}
\begin{bmatrix}
e_1 \\
e_2 \\
e_3 \\
e_4 \\
e_5
\end{bmatrix}
+ 1
\begin{bmatrix}
d_{sp}
\end{bmatrix}
\]  

(26)

where $l_1, l_2, l_3, l_4$ and $l_5$ are parameters to be designed such that the matrix $\Theta$ is a Hurwitz matrix. Then, under Assumption 2 and Lemma 2, the estimation error converges to zero asymptotically.

3.2. Continuous Terminal Sliding Mode Control Design

The control goal is to enforce the position tracking error to zero, which ensures that the output position $x_1$ tracks the given reference signal $x_r.$ The tracking error is defined as follows:

\[
e_t = x_r - x_1.
\]  

(27)

Taking the derivative and the second derivative of the tracking error, then substituting Equation (2) into it, we obtain the following:

\[
\begin{aligned}
\dot{e}_1 &= \dot{x}_r - \dot{x}_1, \\
\dot{e}_2 &= \dot{x}_r - a_1(x_r - e_t) - a_2(\dot{x}_r - \dot{e}_t) - b_0u - d.
\end{aligned}
\]  

(28)

Design the sliding surface as follows [20]:

\[
s = \dot{e}_1 + c_2\text{sgn}(\dot{e}_1)|\dot{e}_1|^{a_2} + c_1\text{sgn}(e_1)|e_1|^{a_1},
\]  

(29)

where $0 < a_1 < 1$, $0 < a_2 < 1$, $c_1 > 0$, $c_2 > 0$ and $c_1$, $c_2$ are control parameters to be designed, and sgn is the standard symbolic function.

The CTSMC can be designed as follows:

\[
u = b_0^{-1}(u_1 + u_2),
\]  

(30)

\[
\begin{aligned}
u_1 &= \ddot{x}_r - a_1(x_r - e_t) - a_2(x_r - \dot{e}_t) + c_2\text{sgn}(\dot{e}_1)|\dot{e}_1|^{a_2} + c_1\text{sgn}(e_1)|e_1|^{a_1}, \\
u_2 &= K \int_0^t \text{sgn}(s)d\tau.
\end{aligned}
\]  

(31) (32)

where $K > 0$ and $K$ is the gain of the controller.

Remark 1. A method is proposed in [20] for calculating $\text{sgn}(s)$, when the acceleration signal cannot be obtained directly.

Theorem 2. Under Assumption 2 and the control law Equations (30)–(32), the error of the system will converge to zero in finite time if the gain satisfies $K > K_1$. 
Proof of Theorem 2. Considering Equation (28), the sliding surface (29) can be described as follows:

\[ s = \ddot{x}_r - a_1(x_r - e_t) - a_2(\dot{x}_r - \dot{e}_t) - (u_1 + u_2) - d + c_2 \text{sgn}(\dot{e}_t)|\dot{e}_t|^\alpha_2 + c_1 \text{sgn}(e_t)|e_t|^\alpha_1. \]  

(33)

Taking into account Equations (30) and (32)–(34), we can obtain the following:

\[ s = -u_2 - d. \]  

(34)

Choosing the Lyapunov function as Equation (16), then taking the derivative of Equation (34), we have the following:

\[ \dot{s} = -K \text{sgn}(s) - \dot{d}. \]  

(35)

Based on Assumption 2, the derivative of the Lyapunov function is as follows:

\[
\dot{V} = ss' = -K|s|' - \dot{d}s' \\
\leq -K|s| + |\dot{d}|s' \\
= - (K - |\dot{d}|)|s| \\
\leq - (K - K_1)|s| \\
= - \sqrt{2}(K - K_1)V^2. 
\]  

(36)

Known from the analysis, when \( K \) satisfies \( K > K_1 \), the system states will reach the defined sliding surface \( s = 0 \) in finite time.

This completes the proof.

3.3. Composite Control Structure

A composite control structure based on the composite disturbance observer and CTSMC for the piezoelectric nanopositioning stage can be designed as follows:

\[ \hat{d} = \dot{x}_3 + \dot{x}_4, \]  

(37)

\[ s = -u_2 - d, \]  

(38)

\[ u_1 = \dot{x}_r - a_1(x_r - e_t) - a_2(\dot{x}_r - \dot{e}_t) + c_2 \text{sgn}(\dot{e}_t)|\dot{e}_t|^\alpha_2 + c_1 \text{sgn}(e_t)|e_t|^\alpha_1, \]  

(39)

\[ u_2 = K \int_0^t \text{sgn}(s)dt. \]  

(40)

where \( 0 < \alpha_1 < 1 \), \( 0 < \alpha_2 < 1 \), \( c_1 > 0 \), \( c_2 > 0 \) and \( c_1 \), \( c_2 \) are control parameters to be designed, and \( \text{sgn} \) is the standard symbolic function.

The estimation of the lump disturbance is defined as \( \hat{d} \), and \( \hat{d} \) is used for compensation in addition to the CTSMC feedback part in order to reduce the steady-state fluctuation and tune down the gain of the CTSMC. The disturbance estimation error is defined as follows:

\[ e_d = d - \hat{d}. \]  

(41)

Assumption 3. The derivative of \( e_d \) is bounded, and there exists a constant \( K_2 \) that satisfies \( K_2 \geq |\dot{e}_d| \).

Theorem 3. Under Assumption 3 and the control law Equations (38)–(40), the error of the system will converge to zero in finite time if the gain satisfies \( K \geq K_2 \).

Proof of Theorem 3. Considering Equation (24), the sliding surface can be described as follows:

\[ s = \ddot{x}_r - a_1(x_r - e_t) - a_2(\dot{x}_r - \dot{e}_t) - (u_1 + u_2 - \hat{d}) - d + c_2 \text{sgn}(\dot{e}_t)|\dot{e}_t|^\alpha_2 + c_1 \text{sgn}(e_t)|e_t|^\alpha_1, \]  

\[ s = -u_2 - e_d. \]  

(42)

(43)
Choosing the Lyapunov function as Equation (15), then taking the derivative of Equation (43), we obtain the following:

$$\dot{s} = -K\text{sgn}(s) - \dot{e}_d. \quad (44)$$

Based on Assumption 2, the derivative of the Lyapunov function is as follows:

$$\dot{V} = s\dot{s} = -K|s| - \dot{e}_d\dot{s}$$
$$\leq -K|s| + |\dot{e}_d\dot{s}|$$
$$= -(K - |\dot{e}_d|)|s|$$
$$\leq -(K - K_2)|s|$$
$$= -\sqrt{2}(K - K_2)V^{1/2}. \quad (45)$$

Known from the analysis, when $K$ satisfies: $K > K_2$ the system states will reach the defined sliding surface in finite time.

When $s = 0$, the following equation can be obtained:

$$s = \ddot{e}_t + c_2\text{sgn}(\dot{e}_t)|\dot{e}_t|^{\alpha_2} + c_1\text{sgn}(e_t)|e_t|^{\alpha_1} = 0. \quad (46)$$

Therefore, considering $c_1 > 0$ and $c_2 > 0$, the tracking error of the system will converge to zero along the sliding surface in finite time.

This completes the proof.

4. Simulation Results and Experimental Tests

4.1. Experimental Setup and Model Identification

The experimental setup is shown in Figure 2. The piezoelectric nanopositioning stage (model: SLC1780, from SmarAct Inc., Oldenburg, Germany) is equipped with a linear slide, which is controlled by MCS2 (SmarAct Modular Control System 2). The piezoelectric nanopositioning stage travels approximately 51 mm. The MSC2 controller is equipped with a USB interface and can be controlled by Labview running on a PC. The positioners are equipped with integrated sensors, which deliver the digitized data to the main controller.

![Figure 2. Experimental setup of piezoelectric nanopositioning stage system.](image)

Under the voltage drive, the piezoelectric nanopositioning stage has a small positioning distance, and there is an approximate linear relationship between the input and output. To achieve the linear model, setting the scan velocity to a fixed value, we then input the Chirp signal to the move value module, where the amplitude is 10%, the frequency is 0.02–120 Hz, and the sampling frequency is 100 Hz.
According to Equation (1), the piezoelectric nanopositioning stage is a second-order system, so the system transfer function to be identified is also preset as second-order to identify the parameters of the system.

Figure 3 shows the frequency responses obtained from the experimental data and the identified model. The parameters of the linear second-order system can be identified by the least squares method:

\[ G(s) = \frac{153,700}{s^2 + 72.75s + 1315}. \]  

Figure 3. Frequency responses obtained by original data and identification results.

By comparing the coefficients of Equations (2) and (47), it can be seen that \( a_1 = -1315, a_2 = -72.75 \) and \( b_0 = 153,700 \), respectively.

4.2. Simulation Results

Simulations based on MATLAB are carried out to verify the performance of the proposed control strategy, especially in tracking ability, estimating and rejecting disturbance. In the simulation, the reference signal is set as a constant signal with the value of 10 nm (10,000 pm). In order to demonstrate the effectiveness of disturbance rejection, a lumped disturbance (including aperiodic disturbance and periodic disturbance) is added to the control channel at 2 s. The value of aperiodic disturbance is 10, while the amplitude of the periodic disturbance is 20, and the frequency of the periodic disturbance is 50 Hz. According to Equations (22), (35) and (36), the parameters are selected as follows: \( l_1 = 80, l_2 = 800, l_3 = 1000, l_4 = 5000, l_5 = 10,000, c_1 = 10, c_2 = 7, a_1 = 9/23, a_2 = 9/16 \) and \( K = 100,000 \).

It can be seen in Figures 4 and 5 that both aperiodic disturbance and periodic disturbance can be estimated accurately. Figure 6 shows that the output can still track the reference signal with the proposed method when there is a lumped disturbance at 2 s.
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Figure 4. Aperiodic disturbance and estimation of aperiodic disturbance.
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Figure 5. Periodic disturbance and estimation of periodic disturbance.

4.3. Experiment Results

This experimental stage shown in Figure 2 is a part of the cell puncture composite system, whose main function is to transport the culture dishes containing cells to the designated location. Therefore, selecting the constant signal as the reference signal is more practical. In order to present the abundant experimental results, the author designed experiments to track two groups of constant signals (20 nm and 50 nm), respectively.

The conventional control designed in Section 2 is applied to the piezoelectric nanopositioning stage. Taking Equations (6), (15) and (18) into consideration, parameters are selected as follows: $l_1 = 78, l_2 = 563, l_3 = 62,500, c_1 = 60, c_2 = 10$ and $K = 60,000$.

Figure 7 shows the actual position trajectories, and Figure 8 shows the tracking error.
Figure 7. Tracking curve for reference displacement. (a) Reference = 20 nm. (b) Reference = 50 nm.

Figure 8. Tracking error under the conventional composite control strategy. (a) Reference = 20 nm. (b) Reference = 50 nm.
The steady-state errors shown in Figure 8 are to be transformed into one side Fourier transform. Figure 9 shows the transformed results. It is obvious that the frequency point at 5 Hz needs to be eliminated.

![Figure 9](image)

**Figure 9.** Transformed results of tracking error under conventional composite control strategy. (a) Reference = 20 nm. (b) Reference = 50 nm.

After obtaining the frequency of periodic disturbance, the proposed control strategy can be applied to the piezoelectric nanopositioning stage. The selection of the experimental parameters is similar to the simulation, except the control gain, which is chosen as $K = 50,000$. Figure 10 shows the actual position trajectories and Figure 11 shows the tracking error.

It can be seen from Figure 10 that the response of the system is faster in both working conditions. Obviously, Figure 11 shows that the steady-state error is controlled in the range of $\pm 1$ nm nearly, while the steady-state error of the conventional composite control strategy is in the range of $\pm 2$ nm. In fact, the position reading always fluctuates within $\pm 1$ nm without the reference signal and the control input, which is caused by the drift of the sensor.
Figure 10. Tracking curve under the proposed composite control strategy. (a) Reference = 20 nm. (b) Reference = 50 nm.

Figure 11. Tracking error under the proposed composite control strategy. (a) Reference = 20 nm. (b) Reference = 50 nm.

Similar to the above analysis, a single-sided Fourier transform is performed for the steady-state error. Figure 12 shows the transformed results; not only the frequency point at 5 Hz, but also the frequency points near 5 Hz obtain a significant decrease under the proposed composite control strategy.
5. Conclusions

As a single nonlinear control strategy can only improve the system performance in one aspect, it is difficult to meet the comprehensive performance index, and it is difficult to achieve the balance of anti-disturbance ability and dynamic and static performance. A composite control strategy based on composite disturbance observer and continuous terminal sliding mode control is proposed for piezoelectric nanopositioning stage in this paper. Continuous terminal sliding mode control is designed to eliminate the chattering phenomenon and ensure the tracking performance, and a composite disturbance observer is introduced to estimate both the periodic and aperiodic disturbances, simultaneously. The stability of the composite control strategy is demonstrated in theory based on the Lyapunov analysis. The effectiveness of the composite control strategy is verified by conducting experimental studies on a piezoelectric nanopositioning stage. The results show that the strategy is useful for the piezoelectric nanopositioning stage. In order to further improve the control performance and motion performance of the system, the author intends to combine the theoretical knowledge of fractional order controller [33,34] with the piezoelectric nanopositioning stage to complete the theoretical derivation and experimental verification.
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