I. INTRODUCTION

Strongly correlated fermionic systems and Mott-Hubbard physics in particular continue to represent a great challenge to theoretical treatments in spite of many decades of research [1]. Even rather clear physical questions cannot be answered in a straightforward manner. A prominent example is the motion of a single hole in a Mott insulator. This issue has attracted a lot of interest early after the discovery of high-temperature superconductivity because it was noted that the hopping hole scrambles the antiferromagnetic background which can act as an attractive force between two holes if the second one heals the misalignments caused by the first hole [2]. The motion of holes in ordered antiferromagnets continues to be a topic of current research [3], nowadays extended also to non-equilibrium situations [4].

Equally, the hole motion in a disordered spin background is a highly non-trivial issue. At first glance, one may think that there is no order to be scrambled such that the hole can move as freely as it does without any interaction so that the single particle Mott gap $\Delta$ is given by $(W - U)/2$ where $W$ is the band width and $U$ the local Hubbard repulsion. This expectation, however, is only correct in the extreme limit $U \to \infty$ and for hole motion on self-retracing paths, for instance in one dimension (1D) [5-7]. For finite values of $U$ in a Hubbard model even the infinite-dimensional case yields a non-trivial value for the opening of the Mott gap computed to lie between $U_c \approx 1.11W$ [8, 9] and $U_c \approx 1.19W$ [10, 11]. Note that in the considered paramagnetic infinite-dimensional case the spin background is indeed completely disordered without spin-spin correlations between different sites.

In 1D, the Bethe ansatz allows for an exact treatment [10] showing a Mott insulator at half-filling and zero temperature for infinitesimal interaction $U$. But it is also possible to consider a completely disordered spin background [12] corresponding to the situation where $J \ll T \ll U \approx W$. Here, $J$ is the nearest-neighbor (NN) antiferromagnetic exchange coupling taking the value $4t_0^2/U$ in leading order in the NN hopping $t_0$ [13] and $W$ is the band width. Under this assumption, a Mott transition is identified to occur at $U_c = \sqrt{3W/2} \approx 0.866W$. This finding provides an important benchmark. All these results illustrate that the hole motion is influenced by non-trivial quantum effects even for disordered spin backgrounds.

The aim of the present article is to study the hole motion in one and two dimensions (2D), i.e., along a chain and on a square lattice. The former case serves both as a benchmark and, due to its lower coordination number, as a system in which a larger number of processes with a larger spread is numerically accessible than in lattices with higher coordination numbers. This facilitates an in-depth spectral analysis and, in particular, the analysis of the typically difficult-to-access edges of the excitation spectrum. The latter case of a two-dimensional square lattice actually represents the most interesting case in view of experimental realizations in solid state systems or in cold atom setups. We consider the $t$-$J$ model which is derived from the Hubbard model [13, 24]. We stress that the mapping from the Hubbard model to the $t$-$J$ model is not restricted to the magnetic exchange couplings, but naturally extends to the charge degrees of freedom, i.e., to hopping terms, hole-hole interactions, and correlated hopping processes. This applies to the chain [5] and to the square lattice [24, 25] at half-filling, but also in the vicinity of half-filling, i.e., for finite doping [26].

We proceed in two steps. First, we consider very large $U$, i.e., we omit all terms of order $t_0^2/U$ and only keep terms of order $U$ and $t_0$. Second, we include the terms of order $t_0^2/U$ to study to which extent they induce changes in the spectral densities including the character of the band edges. Such changes are expected, for instance the critical $U$ deviates from $W$ in the estimate $U_c \approx 1.10W$ obtained by Reischl et al. [25] for the square lattice.

A semi-analytic and a numeric approach are employed. The first, semi-analytic, approach relies on iterated equations of motion (iEoM) in the Heisenberg picture. The set of tracked operators is enlarged iteratively by commuting with the Hamiltonian, i.e. by applying the Liouville...
superoperator. This Liouvillian acts on operators like a Hamiltonian acts on states \([27, 28]\), yielding a Hermitian, oscillatory dynamics. The dominant part of the Liouvillian is the commutation with the hopping projected in such a way that no double occupancies are created or annihilated. Thus, the semi-analytic approach amounts up to a systematic expansion in the hopping element, that means in \(x := t_0/U\). The second, numeric, approach tracks the hole motion in time on finite clusters with periodic boundary conditions in 1D and 2D by Chebyshev polynomial expansion \([29, 31]\).

This article is structured in the following way: In Sec. II, the Hubbard model and its simplification in the limit of strong interaction is explained briefly. Sec. III outlines the concepts and algorithms used to access the time-evolution of observables and to gain insight into the metal-insulator phase. Sec. IV provides data in the time domain comparing results from the two approaches used and illustrates how band edges are determined. In Sec. V and Sec. VI we discuss the results for the \(t-J\) model on the one-dimensional chain and on the two-dimensional square lattice, respectively. Summary and outlook are given in Sec. VII.

II. INITIAL MODEL

The Fermi-Hubbard model is one of the prime examples and archetypical models for strongly interacting electrons on a lattice and combines tight-binding electrons with a strongly screened Coulomb interaction \([22, 34]\). In the following, we restrict our considerations to the one-band model in the vicinity of half-filling such that the Hamiltonian takes the form

\[
H = H_0 + H_{\text{int}}
\]

\[
H_0 = t_0 \sum_{\langle i,j \rangle, \sigma} (f_{i \sigma}^\dagger f_{j \sigma} + \text{h.c.})
\]

\[
H_{\text{int}} = U \sum_i \left( \hat{n}_{i \uparrow} - \frac{1}{2} \right) \left( \hat{n}_{i \downarrow} - \frac{1}{2} \right).
\]

Here, \(f_{i \sigma}^\dagger (f_{i \sigma})\) are the creation (annihilation) operators at site \(i\) for a fermion of spin \(\sigma\) and \(\hat{n}_{i \sigma}\) is the corresponding number operator, \(t_0\) denotes the real hopping matrix element between the sites \(i\) and \(j\) and \(U > 0\) is the on-site interaction. As denoted in (1c), \(U/2\) represents the energy cost if an electron is added inducing a double occupancy (DO) of two electrons at one site or, if a hole is added, inducing a double occupancy of holes at one site, i.e., creating an empty site. The kinetic energy \(H_0\) is diagonal in momentum space such that all quasi-particles obey the dispersion relation

\[
\varepsilon_k := 2t \sum_{i=1}^d \cos(ka_i)
\]

with \(a_i\) denoting primitive translation vectors spanning the underlying Bravais lattice. The model is particle-hole symmetric on bipartite lattices such as the 1D chain or the 2D square lattice.

A. Charge gap

The introduction of a large enough on-site interaction \(U > 0\) in the Hubbard model splits the local density-of-states \(\rho(E)\) into a lower (LHB) and an upper Hubbard band (UHB) as shown in Fig. 1.

![Fig. 1. For a large enough \(U > 0\), the local density of states \(\rho(E)\) splits into a lower and an upper Hubbard band at half-filling. Each band has the effective band width \(W_{\text{eff}}\). The LHB is completely filled, the UHB is empty. Charge excitations take the form of DOs of electron or hole character with a minimum excitation energy of the gap \(\Delta\). Decreasing the on-site interaction reduces the gap until it closes at the critical interaction \(U_c\).](image)

Except for special cases, i.e., for specific lattices, cf. Introduction [1], it remains an open question how the charge gap \(\Delta\) behaves upon diminishing interaction strengths, for instance at which critical interaction strengths \(U_c\) the gap finally closes signalling the instability of the Mott insulator.

In this context, the 1D model plays a special role due to its integrability. It can be solved exactly by means of thermodynamic Bethe ansatz equations \([10]\) at any temperature, but also under the assumption of a disordered spin background and charge excitations at zero temperature \([17]\). Yet we are not aware that the spectral density of the Hubbard models has been determined exactly by Bethe ansatz. Another possibility at finite temperatures is to use time-dependent density matrix renormalization group computations which allows one to determine spectral properties as well \([7]\). Moreover, the complementary limit of a Bethe lattice with an infinitely large coordination number \(z \to \infty\) can be treated by dynamic mean-field theory readily providing information on the local spectral densities \([8, 15]\). Otherwise, statements regarding the dynamics of charge carriers are difficult to provide. We address this very question using two fundamentally different techniques in the remainder of the work.
\[ H_{\text{eff}} = H_{\text{int}} + H_0 + O \left( x^2 U \right). \]  

(3)

A systematic approach to derive such an effective model is to resort to a continuous unitary transformation (CUT) \[23, 25, 26, 35–38\]. For the sake of completeness, we will briefly recall the concepts as presented in Ref. \[24\] here. For a CUT one conventionally starts with the flow equation \[35\] as given by

\[ \frac{d}{d\ell} H(\ell) = [\eta(\ell), H(\ell)] \]  

(4)

with a properly chosen antihermitian generator \(\eta(\ell)\). Similar to the perturbative reasoning \[18–22\], the key idea is to eliminate processes which change the number of DOs so that the final effective Hamiltonian preserves the number of DOs. To this end, one can choose

\[ \eta(\ell) = [\hat{D}, H(\ell)] \]  

(5)

where \(\hat{D} := \sum_{i} n_{i,\uparrow} n_{i,\downarrow} + (1 - n_{i,\uparrow})(1 - n_{i,\downarrow})\) counts the number of DOs, i.e., all sites occupied by either two particles or completely empty. We stress that the resulting generator is proportional to the ones with sign functions \[25, 36, 37\] due to the simplicity of \(\hat{D}\). Governed by the flow equation \[1\] a transformation from the initial Hamiltonian \(H(0) = H\) to the effective Hamiltonian

\[ H_{\text{eff}} = \lim_{\ell \to \infty} H(\ell) \]  

(6)

takes place. It is this effective Hamiltonian one is usually interested in. Obviously, it is necessary to restrict the number of contributing operator terms generated by the flow equation in a suitable manner. One possibility, employed in Refs. \[25, 26\], is to define a proper measure of locality: operator terms which are not sufficiently local are discarded. Since the non-locality of the Hubbard model is due to the hopping, this approach corresponds to an expansion in \(t_0\). This procedure eventually leads to a generalized \(t-J\) model at half-filling \[25\] and for moderate doping \[25\]. The leading order at half-filling is known also analytically \[3, 6, 24\].

Exploiting the assumption \(0 < J \ll T \ll W\) where the temperature \(T\) is much larger than the typical magnetic coupling strength \(J\) we consider a completely disordered spin background. The charge carriers, however, behave as if the system were essentially at vanishing absolute temperature \(T \approx 0\). The effective hopping processes in the \(t-J\) model can be split in the following way

\[ H_{0,\text{eff}} = T_0 + T'_0 + T'_{s,0} + T''_0 + T''_{s,0}. \]  

(7)

For the sake of brevity, we will use the term \(t-J\) model in the following for the above hopping model even if the magnetic exchange is not present. The magnetic exchange interaction can easily be added to \(H_{0,\text{eff}}\). We will come to this complete \(t-J\) model at a later stage of this article.

In Eq. \[(7)\] the term \(T_0\) describes nearest-neighbor (NN) hopping from site \(i\) to \(j\) and vice-versa subjected to the restraint that DOs neither are added nor removed, i.e.,

\[ T_0 = t_0 \sum_{(i,j),\sigma} \left[ (1 - n_{i,\sigma}) c_{i,\sigma}^\dagger c_{j,\sigma} (1 - n_{j,\sigma}) + n_{i,\sigma} c_{i,\sigma}^\dagger c_{j,\sigma} n_{j,\sigma} + \text{h.c.} \right]. \]  

(8)

Here and in the following, the notation of the sums means a one-time counting of each bond between the lattice sites \(i\) and \(j\) and \(\sigma\) denotes the opposite of the orientation \(\sigma\). The generalization of such hopping to next-nearest-neighbor (NNN) hopping processes, i.e., all processes between sites on the 2D square lattice which lie on adjacent diagonal positions, are denoted by

\[ T'_{0} = t' \sum_{\langle\langle i, j \rangle\rangle,\sigma} \left[ (1 - n_{i,\sigma}) c_{i,\sigma}^\dagger c_{j,\sigma} (1 - n_{j,\sigma}) - n_{i,\sigma} c_{i,\sigma}^\dagger c_{j,\sigma} n_{j,\sigma} + \text{h.c.} \right]. \]  

(9)

Likewise, hopping processes between third-nearest neighbor (3NN) sites, i.e., sites that lie in-line on one of the axes and are separated by two links, are described by the contributions of

\[ T''_{0} = t'' \sum_{\langle\langle\langle i, j \rangle\rangle\rangle,\sigma} \left[ (1 - n_{i,\sigma}) c_{i,\sigma}^\dagger c_{j,\sigma} (1 - n_{j,\sigma}) - n_{i,\sigma} c_{i,\sigma}^\dagger c_{j,\sigma} n_{j,\sigma} + \text{h.c.} \right]. \]  

(10)

In 1D, only the second type, i.e., the contribution \(T''_{0}\), exists because there are no diagonals so that the double-prime processes represent next-nearest neighbor hopping. Since this makes the nomenclature NN, NNN and 3NN ambiguous if 1D and 2D are considered both, we use the terms prime and double-prime hopping instead. In 2D, both exist; in 1D only the double-prime hopping.

Apart from these hopping processes further spin-dependent hops can occur in the effective model. Whenever charges hop from one site to another, e.g., from \(i\) to \(j\), with a NN site \(k\) in between, spin-dependent hops of the form

\[ T'_{s,0} = t_s \sum_{\langle i, k, j \rangle,\alpha,\beta} \left[ (1 - n_{i,\alpha}) c_{i,\alpha}^\dagger \sigma_{\alpha,\beta} c_{j,\beta} (1 - n_{j,\beta}) \right] \cdot S_k \]
\begin{align}
+ \left[ n_{i,\alpha} c_{i,\alpha}^\dagger \sigma_{\alpha,\beta} c_{j,\beta} n_{j,\beta} \right] \cdot S_k + \text{h.c.} \right) \tag{11a}
\end{align}

\begin{align}
T''_{s,0} = t''_s \sum_{\{i,k,j\}} \left[ \left( 1 - n_{i,\alpha} \right) c_{i,\alpha}^\dagger \sigma_{\alpha,\beta} c_{j,\beta} (1 - n_{j,\beta}) \right] \cdot S_k + \text{h.c.} \right) \tag{11b}
\end{align}

occur. These processes not only involve the hopping of a fermion over a nearest-neighbor, but also its interaction with the spin of this nearest-neighbor. For instance, the spin of the hopping fermion may swap with the spin of the nearest-neighbor. Just like the hopping processes in [9] and [10], the spin-dependent processes (11) do not change the overall number of DOs. As before, in 1D only the double-prime processes exist because of the lack of diagonals. The leading orders of the contributions that emerge in this process may be determined analytically via perturbation-theoretical approaches [5, 24] or numerically by means of the above-discussed CUT [25].

In the following, we make use of the values derived analytically for 1D in Ref. [5] which read

\begin{align}
t'' = - \frac{t_0^2}{2U} \tag{12a}
\end{align}

\begin{align}
t''_s = \frac{t_0^2}{U}. \tag{12b}
\end{align}

A generalization of these contributions to the additional processes arising in 2D is easily possible. In 2D, there is exactly one shortest route from \( i \) to \( j \) which can generate a \( t'' \) contribution. For diagonal hopping, i.e., for \( t' \), there are two shortest routes. A diagonal step on a square lattice can happen via first a horizontal step and then a vertical step or vice-versa. For spin-independent diagonal hopping, both routes contribute and hence we have a factor 2

\begin{align}
t' = - \frac{t_0^2}{U}. \tag{13}
\end{align}

For spin-dependent processes the involved intermediate lattice site \( k \) distinguishes the two routes so that no doubling is needed

\begin{align}
t'_s = \frac{t_0^2}{U}. \tag{14}
\end{align}

These leading contributions (13) and (14) generalized for 2D are consistent with the numerically determined contributions \( t' \) and \( t'_s \) of comparable studies, cf. Ref. [25]. They also agree with the 2D results in Ref. [24].

So far only the charge degrees of freedom are considered with \( H_{0,\text{eff}} \). Next, we extend the model by the spin-spin interactions. This model is equivalent to what is called \( t-J \) model in the literature, except that we include the interaction term \( H_{\text{int}} \) to keep track of the energy shifts. The additional Heisenberg contribution reads

\begin{align}
H_J = J \sum_{\langle i,j \rangle} S_i S_j = \frac{J}{2} \sum_{\langle i,j \rangle} \left( P_{ij} - \frac{1}{2} \right) \tag{15}
\end{align}

with \( J = 4t^2_0/U \) so that the effective Hamiltonian becomes

\begin{align}
H_{\text{eff}} = H_{0,\text{eff}} + H_J. \tag{16}
\end{align}

The alternative notation employing the permutation operator \( P_{ij} \), which interchanges two spins on the lattice sites \( i \) and \( j \) is equivalent to the spin-spin exchange for \( S = 1/2 \). It is particularly useful in numerics where quantum mechanical states are represented by bit patterns.

Recalling the bandwidth \( W = 2zt_0 \) with the coordination number \( z \) of the lattice helps us to identify the physically relevant parameter choices. Inserting it into the leading contributions above, it is easy to identify relevant physical regimes. We focus on two parameter sets (A) and (B). The first is motivated from the application to cuprates where \( J = t_0/3 \) is a representative value. The second parameter set (B) is theoretically motivated. It represents roughly the boundary value \( U = W \) up to which the mapping from the Fermi-Hubbard model to the \( t-J \) model is reasonable [25, 29]. For lower values of the interaction the assumption of split Hubbard bands is no longer justified. Case (B) is of particular interest because it represents the limiting case with maximum second-order terms in the \( t-J \) model. For ease of identification, we use the abbreviations (A) and (B) below to distinguish between these parameter sets. We emphasize that in case (B) different second order terms occur depending on the dimension \( d \) of the system. For instance, for the magnetic coupling we have

\begin{align}
(A) \quad & J = \frac{t_0}{3} \tag{17a} \\
(B) \quad & J = \frac{t_0}{d}. \tag{17b}
\end{align}

### III. METHODS

In this section, we present a brief overview over the methods used to calculate the quantities computed in this article. Importantly, we point out the strengths and shortcomings of the techniques used. In-depth derivations can be found in the references given.

The lower band edge of the Hubbard band of the hole is a key quantity. If it falls below \( U/2 \) the assumed Mott insulator is instable. The determination of \( \omega_{\text{min}} \) is achieved using two fundamentally different approaches. In the first approach using iterated equations of motion (iEoM), we obtain the energy spectrum of the system and consequently have direct access to the minimum energy \( \omega_{\text{min}} \) of the lowest-lying excitation. In the second approach, we simulate the full dynamics of the hole-doped \( t-J \) model in a numerically exact manner by means of the Chebyshev expansion technique (CET) providing the spectral function of the initial hole excitation.

The two methods appear similar at first glance, but the crucial difference resides in the fact that the iEoM approach works in the Heisenberg picture addressing
operators while the Chebyshev expansion treats quantum states. The iEoM approach systematically truncates the underlying Hilbert space of operator monomials, but treats the thermodynamic limit of an infinite lattice. The CET considers the whole Hilbert space with exponentially increasing dimension for increasing system size. This requires to consider finite systems. For the iEoM approach, no simulation of the time dependence of the hole-doped $t$-$J$ model up to a specific threshold time $t_{\text{max}}$ needs to be performed. Instead, the excitation spectrum can be deduced directly by diagonalization. We start by a dedicated analysis of iEoM in Sec. IIIA before the numerical approach of CET is presented in Sec. IIIB.

A. Iterated equations of motion

In order to deduce the full energy spectrum and the lower band edge in particular we resort to the iterated equations of motion approach \cite{39,40}, a brief summary of which is given in the first part of this section. The second part is dedicated to the necessary modifications of the method which warrant a unitary time evolution on the operator level \cite{27,28}, and the third part describes the concrete application of the iEoM to the $t$-$J$ model.

We start by considering an arbitrary operator in the Heisenberg picture

$$A(t) = \sum_{i} h_{i}(t) A_{i}. \quad (18)$$

Here, all time dependence is contained in the complex prefactors $h_{i}(t)$; the constant operators $A_{i}$ from the Schrödinger picture form an operator basis. In the following, $h$ is set to unity for simplicity. The linear independence of the $A_{i}$ is required since otherwise the above expansion \cite{18} would not be unique. Without explicit time dependence of the Hamiltonian the Heisenberg equation of motion becomes

$$\frac{d}{dt} A(t) = i[H(t), A(t)] =: i\mathcal{L}(A(t)) \quad (19)$$

with Eq. \ref{18} into \ref{19} leads to

$$\frac{d}{dt} A(t) = i\mathcal{L}(A(t)) \quad (20a)$$

$$= i \sum_{i} h_{i}(t) \mathcal{L}(A_{i}). \quad (20b)$$

It is possible to expand all operators $\mathcal{L}(A_{i})$ in the chosen basis $\{A_{i}\}$ by

$$\mathcal{L}(A_{i}) := \sum_{j} M_{ji} A_{j} \quad (21)$$

leading to the Liouvillian matrix $M$, also called dynamic matrix. For a compact notation, it is advisable to combine the time dependent prefactors $h_{i}(t)$ to a vector $\mathbf{h}(t)$.

Its dynamics is given by

$$\frac{d}{dt} \mathbf{h}(t) = iM\mathbf{h}(t). \quad (22)$$

For the computation of the Liouvillian matrix, it is convenient to use an orthonormal operator basis $\{A_{i}\}$ (ONOB) so that each matrix element can be computed directly by

$$M_{ji} = \langle A_{j} | \mathcal{L}(A_{i}) \rangle. \quad (23)$$

It has been previously shown \cite{27,28} that it is crucial to achieve Hermiticity of $M$, i.e., preserving the property $M_{ji} = M_{ij}^{\dagger}$ in order to obtain oscillatory solutions. Otherwise, exponentially increasing solutions are possible and will occur. They definitely do not reflect physical behavior. The Hermiticity of $M$ is tantamount to $\mathcal{L}(\cdot)$ being self-adjoint. To achieve this property, one has to use a suitable operator scalar product for two linear operators $A$ and $B$ defined on a locally finite-dimensional Hilbert space $\mathcal{H}$, i.e., dim($\mathcal{H}$) < $\infty$. An advantageous choice is the Frobenius scalar product

$$(A|B) := N \text{Tr}(A^\dagger B) \quad (24)$$

in the canonical ensemble for a density matrix $\rho = e^{-\beta H}/Z$ with the partition sum $Z = \text{Tr}(e^{-\beta H})$ and the inverse temperature $\beta \geq 0$. Using this very scalar product ensures that $\mathcal{L}(\cdot)$ is indeed self-adjoint and thus that the dynamic matrix is Hermitian. This stems from the invariance of the trace under cyclic permutations in \cite{27} and especially Ref. \cite{28}.

Next, one has to choose an appropriate operator basis $\{A_{i}\}$ to describe the dynamics of a hole excitation in the half-filled $t$-$J$ model. Generally, there are various techniques to do so by either resorting to the iterative approach of looping operators, cf., especially Refs. \cite{40,41}, or by using a closed operator basis which has to be constructed a priori as was done in, e.g., Ref. \cite{28}. The advantage of the first approach is that it considers more operators relevant to the actual dynamics while the advantage of the second approach is that it is simpler to ensure the orthonormality of the operator basis since it is constructed beforehand.
In the following, we present a mixed approach that combines the strengths of both techniques. We recall that for two bounded operators $A_1$ and $A_2$ acting on two different Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$ the trace in the product space $\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2$ can be split into two factors

$$\text{Tr} \left(A_1 A_2\right) = \text{Tr}_1 \left(A_1\right) \text{Tr}_2 \left(A_2\right),$$

(26)

where $\text{Tr}_m(.)$ denotes the partial trace over $\mathcal{H}_m$. Hence, in the Hilbert space of an $N$-site lattice the trace of a product of operators acting on different sites can be factorized into a product of local traces in the four-dimensional local Hilbert space spanned by $\{|0\rangle, |1\rangle, |\downarrow\rangle, |\uparrow\rangle\}$. This fact helps us to establish an unambiguous representation of operators. Each given operator can be decomposed into a product of operators acting on different sites where the 16 local operators listed in Table I form a local orthogonal basis. The operator $n^u = (n^↓ - 1/2)(n^↑ - 1/2)$ measures the deviation from half-filling at a given site: at half-filling $n^u = -1/4$ holds, in presence of a DO (electron or hole) $n^u = 1/4$ holds. Note that here site indices and the resulting normalization factors are omitted for brevity. We stress that the local operators in Table I are mutually orthogonal, but not normalized.

| $\sigma^+$ | $\sigma^-$ | $f^\dagger f^\dagger$ | $f^\dagger f^\dagger$ |
|-----------|-----------|----------------|----------------|
| $n^↓ - 1/2$ | $n^↑ - 1/2$ | $f^\dagger f^\dagger$ | $f^\dagger f^\dagger$ |
| $\overline{d}^↓ = f^\dagger f^\dagger f^\dagger$ | $\overline{d}^↑ = f^\dagger f^\dagger f^\dagger$ | $\overline{h}^↓ = f^\dagger f^\dagger f^\dagger$ | $\overline{h}^↑ = f^\dagger f^\dagger f^\dagger$ |
| $\overline{d}^↓ = f^\dagger f^\dagger f^\dagger$ | $\overline{d}^↑ = f^\dagger f^\dagger f^\dagger$ | $\overline{h}^↓ = f^\dagger f^\dagger f^\dagger$ | $\overline{h}^↑ = f^\dagger f^\dagger f^\dagger$ |

TABLE I. Operator basis for a four-dimensional local Hilbert space being orthogonal with respect to $H^{\text{eff}}$. The overbars indicate that the creation operators imply a certain projection compared to standard fermionic creation operators. As denoted, the operators are not normalized.

In order to describe the dynamics of a hole inserted into the disordered spin background we consider the time evolution of the operator $h^\dagger_{\text{tr}}(t)$. Initially, $h^\dagger_{\text{tr}}(t=0) = h^\dagger_{\text{tr}}$ holds so that the initial condition for the prefactors $h_i$ in (18) reads

$$h_i(0) = \begin{cases} 1 & \text{if } i = 1 \\ 0 & \text{otherwise}, \end{cases}$$

(27)

setting $A_1 := h^\dagger_{\text{tr}}$. Starting from $h^\dagger_{\text{tr}}$ the operator basis $\{A_n\}$ is constructed by repeatedly applying the Liouville superoperator to the current basis operators, simplifying the results so that the local operators are one of 16 local operators in Table I. In this way, an operator of the basis is constructed as operator monomial, i.e., a product of the local operators on a certain subset of sites of the lattice. The monomials which are created for the first time by the current iteration extend the basis. The total number of applications of $L(\cdot)$ to the basis operators is called the order $m$ of the iterative extension of the basis of monomials. We call one iteration of $L(\cdot)$ a loop. This means, for instance, that three commutations of the Hamiltonian $H$ yield the so called 3-loop basis. Generally, $m$ iterations of $L(\cdot)$ lead to the $m$-loop basis.

| $\sigma^+$ | $\sigma^-$ |
|-----|-----|
| $\overline{d}^↓$ | $\overline{h}^↓$ |
| $\overline{d}^↑$ | $\overline{h}^↑$ |

TABLE II. Reduced operator basis for the two-dimensional local Hilbert space. All pairs of operators are orthogonal with respect to $H^{\text{eff}}$, but the operators are not normalized.

Our aim is to capture the dynamics of a single hole, i.e., a DO of holes, or a single DO of particles at half-filling. The above procedure, however, generates operators which are effective on an increasing number of DOs. The corresponding monomials are relevant if larger levels of doping are considered. But for the particular goal here they are detrimental in two respects: (i) they represent a computational burden leading to unnecessarily large operator bases; (ii) they correspond to processes which cannot take place at half-filling leading to spurious eigenvalues of the dynamic matrix $\mathbf{M}$. The corresponding eigenvectors do not matter at half-filling. Hence, it is indicated to discard the monomials which are effective only for two or more DOs and we restrict the tracked operator monomials to those creating a single hole or a single DO. This means that in the relevant monomials there is only a single site with a hole/DO creation operator $\overline{h}_{\sigma}^\dagger$ or $\overline{d}_{\sigma}^\dagger$. At all other sites, where the operator monomial has a non-trivial effect, only operators which conserve the number of DOs $\sigma$ and which have a non-zero effect at half-filling appear. These are the operators of the upper row in Table II. The lower row in this table lists the operators which create the hole/DO at the one site of the operator monomial. Charge hopping processes can only occur at this particular site. It is sufficient that the normalization factor is calculated by the trace in the reduced half-filled Hilbert space, i.e., summing over the two local states $|\uparrow\rangle$ and $|\downarrow\rangle$ only.

For the iterative construction of the operator basis we apply the Liouvillean, corresponding to the commutation with $H^{\text{eff}}$, with or without the prime and double-prime terms recursively. The resulting operators are expanded in operator monomials of which only those are kept which create a DO at one site and elsewhere only consist of operators of the upper row in Table II. This reduces the computational effort considerably and provides the physically relevant dynamic matrix $\mathbf{M}$. The identity operator $\mathbf{1}$ does not need to be tracked. Once the operator basis of monomials is determined, the dynamic matrix $\mathbf{M}$ is calculated using (23) and diagonalized leading to the desired set of eigenvalues $\omega_n$ and the corresponding eigenvectors $\mathbf{v}_n$.

Given the enormous size of the underlying Hilbert
space of operators, i.e., the enormous size of the dimension of \( \mathbf{M} \), it is necessary to resort to efficient diagonalization techniques such as the Arnoldi iteration [42] which simplifies to the well-known Lanczos algorithm [43] in case of Hermitian matrices. Since the Hermiticity of \( \mathbf{M} \) is guaranteed by construction the Lanczos algorithm can be employed to compute the (reduced) \( f \)-dimensional Krylov space and the corresponding set of eigenvalues and eigenvectors. We denote these reduced sets by \( \varpi \) and \( \nabla \), respectively. With the help of these sets the dynamics of the system can be expressed to very good accuracy as a linear combination according to

\[
\mathbf{h}(t) = \sum_{n=1}^{f} \alpha_n e^{\varpi_n^* t} \nabla_n \tag{28}
\]

with the coefficient set \( \alpha_n \) chosen in such a way that the initial condition given by Eq. (27) is fulfilled. We varied \( f \) once for the annihilation operator leading to the spectral density (32a) is not continuous, but consists of discrete \( \delta \)-spikes. This discreteness also results from the use of a finite-dimensional Krylov space in the Lanczos diagonalization. But this effect is straightforward to control because the Krylov dimension \( f \) can easily be increased by for instance, a factor 2. The finiteness, however, of the loop order \( m \) cannot be increased easily. In order to plot spectral densities and to compare them between different approaches, we broaden the \( \delta \)-spikes artificially by Gaussians according to

\[
A(\omega) = \sum_n \frac{|\alpha_n|^2}{\sqrt{2\pi \sigma}} \exp \left(-\frac{(\omega - \varpi_n)^2}{2\sigma^2}\right). \tag{33}
\]

The artificial broadening \( \sigma \) has the unit of an energy, recall \( \hbar = 1 \), and its value will be discussed below.

### B. Chebyshev expansion technique

As many numerical approaches, the CET needs a finite-dimensional Hilbert space so that only finite clusters can be dealt with. This calls for a suitably chosen complete set of orthonormal states \( \{ |i\rangle \} \) forming a basis of the Hilbert space \( \mathcal{H} \) for the Hamiltonian (7). In contrast to the previous section, we stress that CET works in the Schrödinger picture so that the states are the usual kets. To increase the overall performance we resort to an integer representations of the basis states. We exemplify this procedure in the following before discussing how to derive Green’s functions from the Hamiltonian matrix. Consider a \( t-J \) model doped with a single hole where exactly one hole is inserted into a lattice of \( N \) sites. Then, the dimension of the Hilbert space is \( \text{dim}(\mathcal{H}) = N 2^{N-1} \) since the hole may occupy one of \( N \) sites while on all remaining sites the spins \( \frac{1}{2} \) can point upwards or downwards. For notational simplicity, we artificially enlarge the basis size to \( d = N 2^N \) states while keeping in mind that the spin orientation at the site occupied by the hole has no physical meaning. In this way, a real space basis of the binary form

\[
|i\rangle = |i_{N-1} \ldots i_0\rangle |h_{N-1} \ldots h_0\rangle \tag{34}
\]

can be constructed. Here, all spins can be either oriented upwards, i.e., \( \uparrow \equiv 0 \), or downwards, i.e., \( \downarrow \equiv 1 \), so
that the relation \(i_j \in \{0, 1\}\) holds. The hole always oc-
cupies exactly one site \(h_k = 1\) with all remaining sites being empty such that \(h_j = 0\) \(\forall j \neq k\). This allows for an easy and concise identification of a given basis state \(|i\rangle\) by the integer representation \(I = 0, \ldots, N 2^N - 1\) using

\[
I = k 2^N + \sum_{j=0}^{N-1} i_j 2^j
\]

where the last sum is equal to the integer value of the binary number given by the binary pattern of the spin orientations. As long as we do not consider the magnetic exchange \(H_J\) dynamics in the \(t\)-\(J\) model only occurs at the hole position \(k\). This facilitates the numerical task considerably. It is possible to construct the respective Hamiltonian matrix either on-the-fly by algorithms linear in the basis size or to keep a highly sparse copy of it.

In order to compute spectral densities with the CET, we determine the retarded Green’s function \(g(t)\) in a first step. The trace over the half-filled Hilbert space in \((30)\) has to be taken which could strongly limit this approach. Fortunately, stochastic trace evaluation as initially pro-

posed by Skilling \((44)\) and later generalized by others \((39, 45, 46)\) can be employed here. It consists of approx-

imated by \(\bar{g}(t) = g(t) \exp \left(-\frac{1}{2} \cdot \sigma^2 t^2\right)\).

We recall that the multiplication in the time domain \((40)\) is equal to the convolution of \(g(\omega)\) in the frequency domain with the Gaussian kernel \(K \propto \exp \left(-\omega^2/2\sigma^2\right)\). Finally, the spectral density of the single hole excitation is obtained by

\[
A(\omega) = -\frac{1}{\pi} \text{Im} \bar{g}(\omega).
\]

To do so we resort to the Chebyshev expansion technique \((29)\) which consists of the expansion of the unitary time evolution operator \(U(t) = \exp(-iH_{\text{eff}}t)\) in terms of Chebyshev polynomials

\[
T_0(y) = 1, \quad T_1(y) = y \quad \text{(43a)}
\]

\[
T_{n+1}(y) = 2yT_n(y) - T_{n-1}(y) \quad \text{(43b)}
\]

which are defined on the closed interval \(I = [-1; 1]\). To be able to apply this technique to a general Hamiltonian \(H\) a finite rescaling \(H \rightarrow H' = (H - b)/a\) is necessary to ensure that the spectrum of \(H'\) lies in the interval \(I\). For this rescaling one needs an estimate of the extremal eigenvalues \((42, 43, 47)\) of \(H\) to obtain \(a = 1/2(E_{\text{max}} - E_{\text{min}})\) and \(b = 1/2(E_{\text{max}} + E_{\text{min}})\). Note that estimates in the form of upper bounds for \(E_{\text{max}}\) and lower bounds for \(E_{\text{min}}\) are sufficient to warrant that the spectrum lies in \(I\). Finally, the time-evolution operator becomes

\[
U(t) = \sum_{n=0}^{\infty} \alpha_n(t)T_n(H') \quad \text{(44a)}
\]

\[
\alpha_n(t) = (2 - \delta_{n,0})t^n e^{-ibt}J_n(at) \quad \text{(44b)}
\]

where the time-dependence is embodied in the Bessel functions of the first kind \(J_n(at)\). Eventually, the dyna-

mics of an initial state \(|\psi_0\rangle\) is given by

\[
|\psi(t)\rangle = U(t) |\psi_0\rangle = \sum_{n=0}^{\infty} \alpha_n(t) T_n(H') |\phi_n\rangle \quad \text{(45)}
\]

with the basis states of the expansion \(|\phi_0\rangle = |\psi_0\rangle\) and \(|\phi_1\rangle = H' |\psi_0\rangle\) as well as \(|\phi_{n+1}\rangle = 2H' |\phi_n\rangle - |\phi_{n-1}\rangle\).
Numerically, the infinite series is cut off at some finite, but large value \( N_c < \infty \). The time dependence of the prefactors resides in the Bessel functions \( J_n(t) \) \cite{Bessel}. The higher the order \( n \), the longer the Bessel function \( J_n(t) \) takes to contribute noticeably to the series. Hence, an estimate for the accuracy of the truncated series with cut-off \( N_c \) is given by
\[
\epsilon \lesssim (\alpha t_{\text{max}} \cdot \epsilon) ^{N_c}.
\] (46)

Consequently, the truncation error is not only related to \( N_c \), but depends also on the maximum time up to which results are calculated as well as on the parameter \( \alpha \) which equals half the width of the energy spectrum. An advantageous feature of the Chebyshev expansion is that increasing \( N_c \) linearly increases the time \( t_{\text{max}} \) up to which the error estimate remains the same.

**IV. REAL TIME DEPENDENCE AND BAND EDGES**

**A. Method comparison**

In order to understand the two methods described in Sec. III better and to see their strengths and weaknesses we apply them to the full \( t-J \) model as given by Eq. (16) on the 1D chain with the parameters (A) in Eq. (17a). In all calculations, the hopping element \( t_0 \) defines the energy unit and the time unit according to \( [t] = 1/t_0 \).

![Graph of retarded Green's function of the 1D chain for the full t-J model with parameters A as given in Eq. (16). Results are determined by (31) and (37) for various chain lengths \( N \) (CET) and loop orders \( m \) (iEoM). The parabola of the analytical expansion, cf. Appendix A, in powers of \( t \) up to \( \mathcal{O}(t^2) \) is depicted as well (blue line). Note that the iEoM result for \( m = 6 \) loops first starts to deviate from the CET results at about \( t \geq 9/t_0 \).](image)

Using (31) and (37), the results for the retarded Green’s function \( g(t) \) are presented in Fig. 2 for various chain lengths \( N \) (CET) and loop orders \( m \) (iEoM).

Furthermore, the short-time behavior of \( g(t) \) is determined analytically by an expansion in powers of \( t \), cf. Appendix A, and is plotted by a dashed line as reference. The Green’s function starts at \( g(t=0) = 0.5 \) because the hole creation only works if an electron with the appropriate spin is present. Due to the assumed spin disorder this holds in 50% of the cases.

The time dependence in Fig. 2 resembles a damped oscillation. But since we are dealing with a closed quantum system no relaxation can occur, but the superposition of coherent oscillations is possible. In particular since we are dealing with a large mixture of spin backgrounds it is plausible that the damping stems from strong dephasing of very many eigenstates of the hole motion. In CET, no finite size effects appear in the studied time interval up to \( t_{\text{max}} = 20 \) (not fully shown here) as supported by the coincidence of the results for \( N = 10 \), \( N = 14 \), and \( N = 18 \). A further analysis of finite size dependence is therefore not required and enables us to use simulations of the largest possible system sizes in subsequent computations by CET. The iEoM results agree very well with the CET results except for low loop order \( m \). We emphasize that the iEoM dynamics consists of oscillatory contributions exclusively; no contributions to \( g(t) \) decrease or increase exponentially due to the guaranteed unitarity of the dynamic matrix \cite{Unitarity}.

For the calculations based on iEoM, we use the maximum available loop order \( m \) in the following. It varies and is strongly dependent on the topology of the lattice as well as on the number of physical processes considered. The number of processes depends on whether only first-order contributions in \( t_0/t \) with \( T_0 \), second-order contributions without spin-spin interaction \( (H_{0,\text{eff}}) \), or the complete \( t-J \) model is considered. The numerically most challenging case is given by a high coordination number \( z \) in combination with the complete \( t-J \) model, i.e., for 2D and \( H_{\text{eff}} \). For this case, we reached \( m = 3 \). Larger loop order are prohibited by the required memory.

**B. Determination of band edges**

A particularly interesting issue in the dynamics of a hole inserted into a disordered Mott insulator is the width of the Hubbard bands. In particular, we are interested in the lower band edge of the upper Hubbard band. In the particle-hole symmetric case this is equivalent to the upper band edge of the lower Hubbard band which reflects the hole motion. The necessary minimum energy eigenvalue \( \omega_{\text{min}} \) can be determined particularly advantageously and systematically from the iEoM results by extrapolating \( \omega_{\text{min}}(m) \) in the loop order \( m \to \infty \). We emphasize that this procedure considers the translationally invariant infinite system for any value of \( m \) and takes processes into account of larger and larger spatial range upon increasing \( m \). Thus, for \( m \to \infty \), the system corresponds to the entire lattice including all physically relevant processes. Because of the systematic nature of this...
expansion and the absence of finite-size effects, the iEoM approach is particularly appropriate for the discussion of the band edges of the Hubbard bands and their supports. In return, we will see later that the CET yields a better access to the overall shape of the Hubbard bands.
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FIG. 3. Extraplation of the minimum eigenvalue $\omega_{\text{min}}$ for a one-dimensional chain and the parameters (A) in the loop order $m$ of the iEoM. The minimum eigenvalues for the different loop orders are shown by symbols; solid lines mark fits of the form $-\omega_{\text{min}}(m) = a/(m-b) + c$. The fit parameter $c = -\omega_{\text{min}}(m \to \infty)$ is displayed using short horizontal bars at the right boundary of the graph.

The extrapolation is shown for the one-dimensional chain and parameters (A), cf. (17a); the results for parameters (B), cf. (17b), are qualitatively the same. Fig. 3 depicts the results. The different symbols mark the different cases depending on which processes are included in the Hamiltonian. The more processes are included in the Hamiltonian, the lower is the maximum achievable loop order $m$. If the minimum eigenvalues asymptotically converge towards a finite value

$$c := -\omega_{\text{min}}(m \to \infty)$$

we determine this value by the fit

$$-\omega_{\text{min}}(m) = \frac{a}{(m-b)} + c.$$  (48)

These fits are displayed by solid lines in Fig. 3; they describe the data shown by symbols very well. The asymptotic minimum eigenvalue $c$ is marked by a horizontal bar at the right boundary of the graph. Several observations are in order. The more different couplings are included in the Hamiltonian the lower is the maximum loop order $m$. The key observation, however, is that there is no convergence if the magnetic exchange is included. As long as only hole hopping is considered, i.e., the Hamiltonian is $T_0$ or $H_{\text{0,eff}}$, clear convergence can be observed and the band edge can be determined reliably by fitting $-c$. If the magnetic exchange coupling is included, i.e., the Hamiltonian is $H_{\text{eff}}$, the convergence according to (48) is lost and the band edge diverges linearly with $m$. This provides very strong evidence for an unbounded support of the corresponding spectral density of the Hubbard band.

This large qualitative difference comes as a surprise. But it can be understood by analyzing the magnetic degrees of freedom of the Mott insulating phase right at half-filling. This is an antiferromagnetic Heisenberg model with eigenenergies between the ground state energy $E_{\text{min}} < 0$ and the maximum energy for fully polarized states $E_{\text{max}} > 0$. Both energies are extensive, that means, they are proportional to the system size $N$ implying that they are infinite in the thermodynamic limit. Thus, the disordered spin ensemble, which we consider as initial phase, can be expanded in eigenstates of which the eigenenergies range from minus to plus infinity. If a hole is inserted these eigenstates are disturbed locally at the site of the added hole. These disturbed states can again be expanded in eigenstates of the singly-doped $t$–$J$ model. It is highly plausible that this expansion also consists of eigenstates with eigenenergies from minus to plus infinity. Hence, an unbounded support for the spectral density appears naturally.

We stress that the above qualitative argument does not prove that the support is unbounded, but it provides a plausible explanation for an unbounded support. One may object that the local disturbance by the added hole cannot change the energy by an infinite amount. But this argument only refers to the expectation value of the energy before and after the insertion of the hole. The above argument does not make statement on the matrix elements of the transitions so that a finite change of the energy expectation is perfectly consistent with the infinite support.

As an illustration that similar scenarios exist we refer to the example of spectral densities of local Green’s functions of impurities in metallic hosts. Here the disturbance is also local, but the support of the spectral density is defined by all possible transitions from $k$ to $k'$ so that the support generically is as large as the full band width. We will come back to the shape of the spectral density of the hole motion in the disordered spin background below.

V. RESULTS FOR THE CHAIN

We consider explicit results for the local spectral densities and their lower band edge if it is finite. If no band edge exists we study the tails of the spectral densities.

A. Spectral densities

The spectral densities $A(\omega)$ for the one-dimensional chain for the three cases $T_0$, $H_{0,\text{eff}}$, and $H_{\text{eff}}$ are displayed in Figs. 4 and 5. For $H_{0,\text{eff}}$ and $H_{\text{eff}}$ the difference of two parameter sets (A) and (B) matters. The results from the different methods used, CET (solid) and iEoM (dashed),
agree very well in all cases. Note that the data has been broadened by \( \sigma = 0.15t_0 \).

Both the upwards and the downwards flanks of the spectral density, as well as the characteristic shape including the peak positions are accurately reproduced. The wiggling of the iEoM results around \( \omega = 0 \) results from a few discrete, Gaussian broadened peaks. Higher loop order \( m \) and thus increased basis would lead to smoother spectral densities.

The spectral density \( A(\omega) \) vs. \( \omega \) for a one-dimensional chain and the parameter set (A) in (17a), artificially broadened by \( \sigma = 0.15t_0 \). Solid lines represent CET results, dashed lines iEoM results. The band edges \( \omega_{\text{min}} \) determined from (47) are indicated by vertical dashed lines. If the spin-dependent and spin-independent hopping is included, i.e., we consider \( H_{0,\text{eff}} \), the support of the spectrum increases. For parameter set (A) by about 10% and for set (B) by almost 20%. Since the DOS satisfies the sum rule \( \int A(\omega) \, d\omega = 1/2 \), a larger support necessarily translates into a reduced average height. In addition, one clearly sees that the DOS loses its symmetry: the left van Hove peak becomes lower than the right one. A physical explanation for this behavior is left to future research.

If the magnetic exchange, i.e., the spin-spin interaction, is included as well we consider the dynamics induced by \( H_{\text{eff}} \). The corresponding data is shown by the darkest curves in Figs. 4 and 5. The broadened curves show a larger asymmetry between the left and the right peak compared to the curves for \( H_{0,\text{eff}} \). For parameter set (B) the left peak is reduced to only a shoulder. In addition, it seems that the band edges have been slightly more shifted and broadened. But from the previous analysis of the non-convergence of the band edge we know that this impression is misleading. In fact, there is no finite support of the DOS anymore. We will analyze the tails of the DOS quantitatively in the next section.

**B. Gaussian tails**

In Sect. IV B we already found striking evidence that the spectral density differs qualitatively if the magnetic exchange is considered or not. Here we come back to this point and study the case with magnetic exchange, i.e., \( H_{\text{eff}} \), in more detail. We want to find out what the tails of the spectral densities look like. Motivating starting point is the fact that the orientation of each spin at half-filling is chosen randomly and independently for each site in the completely disordered spin ensemble. Hence, an infinite number of independent random processes influences the matrix elements entering the spectral densities and their tails in particular. The central limit theorem suggests that the resulting tails are of Gaussians nature. This is consistent with the finding that the support of the spectral densities is infinite. But we emphasize that the hypothesis of Gaussian tails represents an educated guess at this stage. Therefore, we put this hypothesis to a quantitative test.

For this test we have to refrain from using any broadening because this induces artificial tails which conceal the intrinsic physics. Thus we do not consider the spectral density itself but its primitive as is routinely done in
we have the present article. Ejima indeed very similar to the physical situation studied in a completely disordered spin background. This appears plausible. We presume that the energy differences of the magnetic background in the Hubbard model as such do not constitute a physically stable equilibrium situation except in the limit $J \ll T < t_0$ which represents an extreme parameter region with very large $U$ (recall $J = 4t_0^2/U$). Hence, the occurrence of large energies in the spectral density of hole motion, induced by the large energy differences of the magnetic background in $H_J$, appears plausible. We presume that the energy differences of hole motion. Yet, we think it is unlikely that this mapping changes a finite support to an infinite support, i.e., it is not plausible that matrix elements between eigenstates strongly differing in energy are induced by this mapping which are strictly zero in the Hubbard model itself. At present, however, we cannot exclude this explanation.

Second, the assumption of a totally disordered spin background is physically subtle. It is not difficult to construct the ensemble. But it must be kept in mind that it does not constitute a physically stable equilibrium situation except in the limit $J \ll T < t_0$ which represents an extreme parameter region with very large $U$ (recall $J = 4t_0^2/U$). Hence, the occurrence of large energies in the spectral density of hole motion, induced by the large energy differences of the magnetic background in $H_J$, appears plausible. We presume that the energy differences of hole motion. Yet, we think it is unlikely that this mapping changes a finite support to an infinite support, i.e., it is not plausible that matrix elements between eigenstates strongly differing in energy are induced by this mapping which are strictly zero in the Hubbard model itself. At present, however, we cannot exclude this explanation.

Two explanations for this difference are conceivable. First, Ejima et al. study the Hubbard model as such without prior mapping to the $t$–$J$ model. This mapping certainly influences matrix elements and hence it will have a certain effect on the shape of the spectral density of hole motion. Yet, we think it is unlikely that this mapping changes a finite support to an infinite support, i.e., it is not plausible that matrix elements between eigenstates strongly differing in energy are induced by this mapping which are strictly zero in the Hubbard model itself. At present, however, we cannot exclude this explanation.

Second, the assumption of a totally disordered spin background is physically subtle. It is not difficult to construct the ensemble. But it must be kept in mind that it does not constitute a physically stable equilibrium situation except in the limit $J \ll T < t_0$ which represents an extreme parameter region with very large $U$ (recall $J = 4t_0^2/U$). Hence, the occurrence of large energies in the spectral density of hole motion, induced by the large energy differences of the magnetic background in $H_J$, appears plausible. We presume that the energy differences of hole motion. Yet, we think it is unlikely that this mapping changes a finite support to an infinite support, i.e., it is not plausible that matrix elements between eigenstates strongly differing in energy are induced by this mapping which are strictly zero in the Hubbard model itself. At present, however, we cannot exclude this explanation.

Two explanations for this difference are conceivable. First, Ejima et al. study the Hubbard model as such without prior mapping to the $t$–$J$ model. This mapping certainly influences matrix elements and hence it will have a certain effect on the shape of the spectral density

\begin{align}
 f_-(\omega) &= \int_{-\infty}^{\omega} A(x) \, dx \\
 f_+(\omega) &= \int_{\omega}^{\infty} A(x) \, dx,
\end{align}

where $f_-$ is used to study the lower tail $\omega \to -\infty$ and $f_+$ for the upper tail $\omega \to \infty$. If the tails are Gaussian we have

\begin{align}
 f_-(\omega) &\approx \frac{W_-}{\sqrt{2\pi}\sigma_-} \int_{-\infty}^{\omega} \exp\left(-\frac{(x - x_-)^2}{2\sigma_-^2}\right) \, dx \\
 &= \frac{W_-}{2} \left(\text{erf}(\omega_-) + 1\right),
\end{align}

\begin{align}
 f_+(\omega) &\approx \frac{W_+}{\sqrt{2\pi}\sigma_+} \int_{\omega}^{\infty} \exp\left(-\frac{(x - x_+)^2}{2\sigma_+^2}\right) \, dx \\
 &= \frac{W_+}{2} \left(1 - \text{erf}(\omega_+)\right),
\end{align}

where

\begin{align}
 \omega_- &:= (\omega - x_-)/(\sqrt{2}\sigma_-) \\
 \omega_+ &:= (\omega - x_+)/(\sqrt{2}\sigma_+).
\end{align}

Note that three free parameters need to be determined by fitting. Since exponentially small values occur we plot $\ln(f_\pm)$ as function of $|\omega|$ in Fig. 6 and compare it with the fits (51). The best fit parameters are given in the caption. The corresponding results for the parameter set (B) can be found in Figs. 6 and 7.

The agreement between the data obtained by iEoM and the fits is very good. The logarithm of the iEoM data clearly shows roughly parabolic shape consistent with Gaussian tails. Of course, some fluctuations around the rigorous error functions occur. But we stress that the agreement found for all four fit extends over 15 (!) orders of magnitude if one converts the differences on the log-scale to decimal ratios. We take this observation as strong support for our claim of Gaussian tails.

The above finding of an infinite support of the DOS and of its Gaussian tails is in stark contrast to the findings of Ejima and co-workers who studied the 1D Hubbard model by Bethe ansatz under the assumption of a completely disordered spin background. This appears indeed very similar to the physical situation studied in the present article. Ejima et al. determine a critical $U_c$ below which the assumed Mott insulating phase becomes unstable. This implies that the Hubbard bands have finite, well-defined band edges which vanish if the shift by $U/2$ becomes to small. This is at variance with the above findings.

Two explanations for this difference are conceivable. First, Ejima et al. study the Hubbard model as such without prior mapping to the $t$–$J$ model. This mapping certainly influences matrix elements and hence it will have a certain effect on the shape of the spectral density of hole motion. Yet, we think it is unlikely that this mapping changes a finite support to an infinite support, i.e., it is not plausible that matrix elements between eigenstates strongly differing in energy are induced by this mapping which are strictly zero in the Hubbard model itself. At present, however, we cannot exclude this explanation.
in the magnetic background are not included in the way the Bethe ansatz approach to hole hopping in disordered spins is conducted. But this interesting issue certainly calls for further elucidation.

The analyses in two dimensions analogous to the above analyses for the chain are not conclusive currently because of the limit loop order \( m \) that can be reached. But the preliminary results point into the same direction as in one dimension. In view of the conceptual interest of this issue a follow-up study should expand on this.

VI. RESULTS FOR THE SQUARE LATTICE

Analogous to calculations for the chain, spectral densities and band gaps can also be determined on the square lattice. We emphasize that such a calculation is not merely an enlargement of the dimension, but introduces additional physical processes. For instance, there are four nearest neighbors on a square lattice instead of two nearest neighbors on the chain yielding a more densely populated Hamiltonian matrix. In parallel, for the same nearest neighbors on the chain yielding a more densely populated Hamiltonian matrix. In parallel, for the same four nearest neighbors on a square lattice instead of two additional physical processes. For instance, there are merely an enlargement of the dimension, but introduces lattice. We emphasize that such a calculation is not ties and band gaps can also be determined on the square lattice and parameter set (B). See caption of Fig. 4 for further explanations.

In order to achieve a higher number of hopping processes before wrap-around effects kick in, we resort to a trick and rotate the studied square cluster by 45°. Then its edge length is given by \( \sqrt{2}n \) according to Pythagoras where \( n \) is the number of vertical and horizontal NN steps to pass from one corner of the square cluster to the adjacent one. Thus, the total number of sites is \( N = 2n^2 \).

For \( n = 3 \) we have to treat 18 sites which is still feasible. The advantage is that a wrap-around only occurs after \( 2n = 6 \) NN hops. We emphasize that a naive choice of the square cluster with an equal number of hops for wrap-around would have required \( N = 6^2 = 36 \) sites. The corresponding Hilbert space would be almost \( 2.6 \times 10^5 \) times larger.

The overall shape of the spectrum is significantly altered compared to the case of a chain, see Figs. 8 and 9 for CET results. Results obtained by iEoM are presented and compared to CET results for larger broadening in Appendix B. In contrast to the two distinct van Hove singularities in the DOS the 2D case reveals a spectral density of approximately elliptical to rectangular shape. It is symmetric if only \( T_0 \) is considered and becomes asymmetric as soon as the Hamiltonian is extended in agreement with what we found in one dimension. Note, however, that the lower band edge for \( T_0 \) is not \(-4t_0\) but in its vicinity (see vertical dashed lines in Figs. 8 and 9), as one would have expected for simple NN hopping in contrast to the 1D case where we found \(-2t_0\) in accordance with analytical arguments [5, 6]. The reason is that in 1D at \( U = \infty \) perfect spin-charge separation for NN hopping occurs, i.e., the sequence of spins is not changed at all by the hole motion. On the square lattice, this is no longer true since loops occur and only Trugman paths [2] allow for hole motion without changes of the spin order.

For the square lattice, the semi-analytically determined band edges \( \omega_{\text{min}} \) are significantly closer to each other for the two cases displayed than for the one-dimensional case. For the parameter set (A) we attribute this to the altered dimensionality. For parameter set (B), this effect is enhanced by the smaller value of the exchange coupling \( J \), i.e. because of \( J_{1D,B} = 1 > \frac{1}{2} = J_{2D,B} \). We emphasize that our results agree with results of previous research, for instance \( \omega_c = -4.4t_0 \) for the full
t–J model as given in Ref. [23]. This is in the range of the left flanks where the DOS starts rising significantly, cf. black curves in Figs. 8 and 9. An exact determination of the band edge is not possible due to the previously motivated Gaussian tails. We stress that this finding is not an artefact of the iEoM technique, but reflects the underlying physics.

Analogous to the one-dimensional case, a broadening of the spectrum upon including more and more processes is observed on the square lattice. For parameter set (A) the spectrum broadens from $T_0$ to the complete $t–J$ model $H_{	ext{eff}}$ by about 13%; for parameter set (B) by almost 25%. Instead of peaks at the boundaries of the DOS one observes knee-like flanks.

**VII. SUMMARY AND CONCLUSIONS**

In this work, we studied the dynamics of single hole in a disordered spin background for the $t–J$ model as it results for the Mott insulating phase from the Fermi-Hubbard model by an expansion in $t_0/v$ where $U$ is the local repulsion and $t_0$ the nearest-neighbor (NN) hopping. For this purpose, we systematically extended the NN hopping $T_0$ via spin-dependent and spin-independent NNN and 3NN hopping to the full $t–J$ model including the spin-spin exchange interaction $S_i S_j$. For the one-dimensional chain and the two-dimensional square lattice we computed the lower band edges of the Hubbard bands and the shape of the local spectral density, i.e., the density-of-states (DOS). This is achieved by two approaches, the iterated equations of motion (iEoM) and the Chebyshev expansion technique (CET).

The CET is a well-established numerically exact method for the analysis of finite clusters whose effort increases exponentially with the Hilbert space size. The iEoM addresses the infinite translationally invariant lattice, i.e., the thermodynamic limit. The systematic enlargement of the iEoM to processes of larger and larger spatial range by increasing the loop order $m$ renders found statements on the existence and the value of well-defined band edges possible. We found strong evidence that the support of the DOS is only finite if hole hoppings enter the Hamiltonian exclusively. Once magnetic exchange is switched on the support becomes infinite and the DOS develops Gaussian tails. This effect has not yet been observed or discussed in the literature to our knowledge. In contrast, a previous analysis of the Hubbard model based on Bethe ansatz found finite band edges for the hole motion in a disordered spin background [17]. At present, it is unclear whether this difference results from the study of the different, though related models, Fermi-Hubbard model and $t–J$ model, or from differences in the treatment of the magnetic dynamics and surely merits further investigation.

Our analysis has become possible by the use of the iEoM. The evidence for Gaussian tails is rather stringent in one dimension, but indications for Gaussian tails exist as well in two dimensions. The substantially higher numerical effort in two dimensions calls for further efforts to corroborate the advocated scenario further. Analogous studies for other lattices in two dimensions and also in three dimensions to study the influence of lattice topology are conceivable and desirable.
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### Appendix A: Approximation of the short-time behavior of $g(t)$

The behavior of the retarded Green’s function $g(t)$ for $t \geq 0$ can be estimated analytically by an expansion in powers of $t$. The result reads

\[
g(t) \approx \frac{i}{2} \left[ 1 + \left( \left[ H, \tilde{H}_{\uparrow},(0) \right] \left[ H, \tilde{H}_{\downarrow},(0) \right] \right) t^2 \right] + O(t^3)
\]

(A1)
where the translational invariance in time, i.e.,
\[
g'(t) = g'(-t) = \left\langle \left[ H, \mathcal{T}_{i,t}(0) \right] \mathcal{T}_{i,t}(-t) \right\rangle \tag{A2}
\]
allows us to apply the second derivative to the second operator
\[
g''(t) = \frac{d g'(-t)}{dt} = -i \left\langle \left[ H, \mathcal{T}_{i,t}(0) \right] \left[ H, \mathcal{T}_{i,t}(0) \right] \right\rangle.
\]
In this way, a double commutator is avoided.
For clarity, we apply formula (A1) to the one-dimensional chain. The commutators appearing are
\[
\left[ T_{0}, \mathcal{T}_{i,t} \right] = t_0 \mathcal{T}_{i \pm 1, \uparrow} \sigma^z_i + \frac{1}{2} t_0 \mathcal{T}_{i \pm 1, \uparrow} \sigma^\pm_i, \quad \frac{1}{2} t_0 \mathcal{T}_{i \pm 1, \uparrow} \sigma^\mp_i \tag{A4a}
\]
\[
\left[ T''_{0}, \mathcal{T}_{i,t} \right] = \frac{1}{2} t''_0 \mathcal{T}_{i \pm 2, \uparrow} \sigma^z_i + \frac{1}{2} t''_0 \mathcal{T}_{i \pm 2, \uparrow} \sigma^\mp_i + \frac{1}{2} t''_0 \mathcal{T}_{i \pm 2, \uparrow} \sigma^\pm_i, \quad \frac{1}{2} t''_0 \mathcal{T}_{i \pm 2, \uparrow} \sigma^\mp_i \tag{A4b}
\]
\[
\begin{align*}
\left[ T'_{s,0}, \mathcal{T}_{i,t} \right] &= \frac{1}{2} \left( t's_0 \mathcal{T}_{i \pm 2, \uparrow} \sigma^z_i + \frac{1}{2} t's_0 \mathcal{T}_{i \pm 2, \uparrow} \sigma^\mp_i \right. \\
&\quad + \left. \frac{1}{2} t's_0 \mathcal{T}_{i \pm 2, \uparrow} \sigma^\pm_i \right) + \frac{1}{4} t's_0 \mathcal{T}_{i \pm 2, \uparrow} \sigma^\mp_i \tag{A4c} \\
&\quad + \frac{1}{4} t's_0 \mathcal{T}_{i \pm 2, \uparrow} \sigma^\pm_i + \frac{1}{2} \frac{1}{t''_0} \mathcal{T}_{i \pm 2, \uparrow} \sigma^\mp_i - \frac{1}{2} \frac{1}{t''_0} \mathcal{T}_{i \pm 2, \uparrow} \sigma^\pm_i \\
&\quad - \frac{1}{2} \frac{1}{t''_0} \mathcal{T}_{i \pm 2, \uparrow} \sigma^\mp_i \tag{A4d}
\end{align*}
\]
\[
\left[ H_j, \mathcal{T}_{i,t} \right] = \frac{1}{4} J \mathcal{T}_{i,t} \sigma^z_i + \frac{1}{2} \mathcal{T}_{i,t} \sigma^\pm_i \tag{A4f}
\]
The remaining commutators for the case \( \mathcal{T}_{i,t} \) result from the relations (A4), substituting \( \mathcal{T}_{i,t} \rightarrow -\mathcal{T}_{i,t} \) as well as \( \sigma^+ \leftrightarrow \sigma^- \). The expectation values occurring in (A1) can be calculated straightforwardly since they are to be determined at \( t = 0 \). The trace is computed over states at half-filling without a hole. For demonstration purposes, we give the results for the expectation values that arise from \( H_j \), see (A4f).
\[
\begin{align*}
\left\langle \mathcal{T}_{i,t} \sigma^\pm_i \mathcal{T}_{i,\mp 1} \right\rangle &= 2 \cdot \frac{1}{2} \tag{A5a} \\
\left\langle \mathcal{T}_{i,t} \sigma^\pm_i \mathcal{T}_{i,\mp 1} \right\rangle &= 2 \cdot \frac{1}{4} \tag{A5b}
\end{align*}
\]
Here, the first factor results from the double occurrence of the expectation value, once for \( i+1 \) and once for \( i-1 \). The expectation values from the other contributions can be calculated similarly. Substituting all expectation values and (A4) into (A1) then yields the explicit expansion
\[
g(t) = -\frac{i}{2} \left[ 1 - \left( t_0'^2 + t''_0^2 + \frac{6}{16} t''_0^2 + \frac{3}{32} t''_0^2 \right) t^2 \right] + \mathcal{O}(t^3).
\]
\[
\text{Appendix B: 2D results from iEoM and CET}
\]
In addition to the results obtained for the square lattice using CET, convolved with \( \sigma = 0.15t_0 \), and shown in Figs. 8 and 9, the analogous results can also be obtained using iEoM. Due to the limited loop order \( m \) they need to be broadened more strongly by Gaussians.

FIG. 10. Spectral densities \( A(\omega) \) for the square lattice, parameter set (A), and the various contributions, calculated with CET for \( N = 18 \) (solid) and iEoM for \( m = 4 \) for \( T_0 \) and \( H_{0,\text{eff}} \) and \( m = 3 \) for \( H_{\text{eff}} \) (dashed). All data are convolved with \( \sigma = 0.45t_0 \). The band edges \( \omega_{\text{min}} \) calculated according to (47) are indicated by vertical dashed lines.

FIG. 11. Same as in Fig. 10 but for parameter set (B).

In view of the fact that the maximum possible loop order \( m \) is comparatively limited, wiggly spectral densities occur. In order to ensure a reasonable comparability to CET results and showing the good agreement of both methods a convolution of (all) results with an increased \( \sigma = 0.45t_0 \) is performed. Still, the iEoM results display some spurious wiggles. The corresponding results for the sets (A) and (B) are depicted in Figs. 10 and 11. The increased width of the CET results compared to the ones in Figs. 8 and 9 is an artefact due to the enhanced broadening. Obviously, the band edges obtained from the minimum eigenvalues of the Liouville matrix in iEoM are identical regardless of the additional broadening.

The high degree of agreement between the two methods in the margins of the spectral density can be understood in particular on the basis of the fact that the
Lanczos algorithm used is particularly accurate in the range of extremal eigenvalues. Increasing Krylov space dimensions $f$ as well as an increase of the loop order $m$ lead to an even higher similarity of the results of both methods.