The spreading front of invasive species in favorable habitat or unfavorable habitat
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Abstract. Spatial heterogeneity and habitat characteristic are shown to determine the asymptotic profile of the solution to a reaction-diffusion model with free boundary, which describes the moving front of the invasive species. A threshold value $R_{0F}(D, t)$ is introduced to determine the spreading and vanishing of the invasive species. We prove that if $R_{0F}(D, t_0) \geq 1$ for some $t_0 \geq 0$, the spreading must happen; while if $R_{0F}(D, 0) < 1$, the spreading is also possible. Our results show that the species in the favorable habitat can establish itself if the diffusion is slow or the occupying habitat is large. In an unfavorable habitat, the species dies out if the initial value of the species is small. However, big initial number of the species is benefit for the species to survive. When the species spreads in the whole habitat, the asymptotic spreading speed is given. Some implications of these theoretical results are also discussed.
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1 Introduction

There have been some recent studies on reaction-diffusion models to understand the nature of spreading of the invasive species. The spreading of species from
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their native habitats to alien environments is a serious threat to biological diversity [25]. Subsequently, many mathematical models have been constructed to investigate how raw species survive in the habitat [30]. Among those models, there was a well-known model, which is described by the diffusive logistic equation over the entire space $\mathbb{R}^n$:

$$u_t - d \Delta u = u(a - bu), \quad x \in \mathbb{R}^n, \quad t > 0,$$

(1.1)

where $u = u(x, t)$ is the population density of an invasive species with diffusion rate $d$, intrinsic growth rate $a$ and habitat carrying capacity $a/b$. For space dimension $n = 1$, traveling wave solutions have been found by Fisher [13] and Kolmogorov et al [18]. That is, for any $c \geq c^* := 2\sqrt{ad}$, there exists a solution $u(x, t) := W(x - ct)$ with the property that

$$W'(y) < 0, \quad y \in \mathbb{R}^1, \quad W(-\infty) = a/b, \quad W(\infty) = 0;$$

no such solution exists if $c < c^*$. The number $c^*$ is then called the minimal speed of the traveling waves. The related research and recent developments can be found, for example, in [8, 16] and the references therein.

However, the solution to problem (1.1) with any nontrivial initial population $u(x, 0)$ is always positive everywhere, which means that any invasive species can establish itself in any new environment. This contrasts sharply with numerous empirical evidences, for example, let us see a biological control programme for broom began in New Zealand in 1981. A field experiment was used to manipulate the critical first stages of the invasion of the psyllid, Arytainilla spartiophila. Fifty-five releases were made along a linear transect 135 km long, six years after their original release, psyllids were present in 22 of the 55 release sites [2]. The field experiment showed that not all releases of psyllids survived and successful establishment is a complex process.

To describe precisely the spreading front of invasive species, Du and Lin [7] studied the following free boundary problem,

$$\begin{cases}
    u_t - du_{xx} = u(a - bu), & 0 < x < h(t), \quad t > 0, \\
    u_x(0, t) = u(h(t), t) = 0, & t > 0, \\
    h'(t) = -\mu u_x(h(t), t), & t > 0, \\
    u(x, 0) = u_0(x), & 0 \leq x \leq h_0,
\end{cases}$$

(1.2)

where $x = h(t)$ is the free boundary to be determined, $d, a, h_0, \mu$ and $b$ are given positive constants, the unknown $u(x, t)$ stands for the population density of an invasive species over a one-dimensional habitat, and the initial function $u_0(x)$ stands for the population of the species in the early stage of its introduction. It is assumed that the spreading front expands at a speed that is proportional
to the population gradient at the front, which gives rise to the classical Stefan condition $h'(t) = -\mu u_x(h(t), t)$, the positive constant $\mu$ measures the ability of the invasive species to transmit and diffuse in the new habitat, see [21] in details.

A spreading-vanishing dichotomy was first presented in [7] for problem (1.2), namely, as time approaches to infinity, the population $u(x,t)$ either successfully establishes itself in the new environment (called spreading), in the sense that $h(t) \to \infty$ and $u(x,t) \to a/b$, or the population fails to establish and vanishes eventually (called vanishing), namely $h(t) \to h_\infty \leq \frac{\pi}{2} \sqrt{\frac{d}{a}}$ and $u(x,t) \to 0$.

It was also shown that if spreading occurs, for large time, the spreading speed approaches a positive constant $k_0$, i.e., $h(t) = [k_0 + o(1)]t$ as $t \to \infty$. $k_0$ is then called the asymptotic spreading speed, which is uniquely determined by an auxiliary elliptic problem induced from (1.2). Furthermore, they found that $k_0 < c^*$, where $c^* := 2\sqrt{ad}$ is the minimal speed of the traveling waves. Hereafter, Du and Guo [6] extended the free boundary problem (1.2) to a higher dimension domain.

The classical example of biological invasion is the spreading of the muskrat in Europe [22]. As we know that the original habitat of the muskrat was North America before 1905, and there was no one in Europe. A few muskrats have been brought to Prague until 1905 and five of them were escaped from a farm. With the reproduction of the muskrats, today Europe is believed to contain more than 100,000,000 muskrats. Skellam calculated the area of the muskrat range according to a map obtained from field data and found that the spreading radius eventually exhibits a linear growth curve against time [29].

Another successful invasion is the spreading of the cane toad in Australia. To help cane-growers in Queensland control beetles and increase yields, 101 young Hawaiian toads were brought to Australia in August 1935. After that they have rapidly multiplied in population and have steadily expanded their range. It is estimated that the number is over 200 million and toad migrates at an average of 40 kilometers per year [31].

Since the work of Du and Lin [7], there have been many theoretical developments on the free boundary problem in homogeneous environment. For example, Kaneko and Yamada [17] considered a free boundary problem for a general reaction-diffusion equation with Dirichlet conditions on both fixed and free boundaries. Du and Lou [11] discussed a two free boundaries problem with a general nonlinear term. In [14], Gu, Lin and Lou studied how advection term $(\beta u_x)$ affects the asymptotic spreading speeds when spreading occurs $(0 < \beta < 2\sqrt{d})$. See also [10] for diffusive logistic model in time-periodic environment, [26] for diffusive logistic model with seasonal succession, [19] for information diffusion in online social networks, [22, 83] for Lotka-Volterra type
prey-predator model and \cite{9,15} for Lotka-Volterra type competition model.

But these models are not exactly describe the survival of species in real environment, for example, some part of the habitat has been polluted or destroyed. To illustrate how the spatial heterogeneity affect persistence or extinction of a species, Cantrell and Cosner \cite{3} proposed the following diffusive logistic equation in a fixed domain $\Omega$:

\[
\begin{aligned}
  &u_t - d\Delta u = u(m(x) - cu), & (x, t) &\in \Omega \times (0, +\infty), \\
  &u(x, t) = 0, & (x, t) &\in \partial\Omega \times (0, +\infty), \\
  &u(x, 0) = u_0(x), & x &\in \Omega,
\end{aligned}
\]  

(1.3)

where $u(x, t)$ represents the density of the species, $c, d$ are positive constants and $m(x) \in L^\infty(\Omega)$, and

\[
\Omega_m := \{x \in \Omega : m(x) \geq 0\}
\]

is nonempty and not equal to the whole domain $\Omega$. For a fixed diffusion rate $d$, they concluded that there has a “cancellation” effect if the favourable and unfavourable habitats were closely intermingled, and a small number of large favourable habitats is better for the species to survive than many small ones.

Inspired by the former work, we will focus on the impact of spatial feature of environment on the spreading and vanishing of an invasive species with a free boundary describing the moving front. For simplicity, we assume the environment is radially symmetric and investigate the behavior of the positive solution $(u(r, t); h(t))$ with $r := |x|, x \in \mathbb{R}^n$ to the following problem

\[
\begin{aligned}
  &u_t - D\Delta u = u(b(r) - d(r) - \beta(r)u), & 0 < r < h(t), & t > 0, \\
  &u_r(0, t) = u(r, t) = 0, & r = h(t), & t > 0, \\
  &h'(t) = -\mu u_r(h(t), t), & t > 0, \\
  &u(r, 0) = u_0(r), & 0 \leq r \leq h_0,
\end{aligned}
\]  

(1.4)

where $\Delta u = u_{rr} + \frac{n-1}{r} u_r, r = h(t)$ is the moving boundary to be defined, $h_0, D$ and $\mu$ are positive constants as above, $b(r), d(r)$ and $\beta(r)$ are positive Hölder continuous functions which account for the birth rate, death rate and crowding strength of the species at $r$, respectively. In the paper, we assume that there exist positive constants $b_1$ and $b_2$ such that $b_1 \leq b(r), d(r), \beta(r) \leq b_2$ for $r \in [0, +\infty)$. The initial function $u_0(r)$ is nonnegative and satisfies

\[
u_0 \in C^2([0, h_0]), \quad u_0'(0) = u_0(h_0) = 0 \quad \text{and} \quad u_0(r) > 0, \quad r \in [0, h_0),
\]  

(1.5)

where the condition \cite{15} indicates that in the early stage of its introduction, the species exists in the area with $r \in [0, h_0)$, beyond the free boundary $r = h(t)$, there is no invasive species.
To describe the feature of environment, as in [11, 20], we say that $r$ is a **favorable site** if the local birth rate $b(r)$ is greater than the local death rate $d(r)$. An **unfavorable site** is defined in a similar manner. Denote the favorable set and the unfavorable set as following:

$$F^+ = \{ r \in (0, +\infty) : b(r) > d(r) \} \text{ and } F^- = \{ r \in (0, \infty) : b(r) < d(r) \}.$$  

The habitat $B_R$ (a ball with radius $R$) is characterized as **favorable** (or **unfavorable**) if the spatial average ($\frac{1}{|B_R|} \int_{B_R} b(r) dr$) of the birth rate is greater than (or less than) the spatial average ($\frac{1}{|B_R|} \int_{B_R} d(r) dr$) of the death rate, respectively.

To establish the theoretical conclusion, we introduce the threshold value

$$R_{0i}^D(D, B_R) := \sup_{\phi \in H^1_0(B_R), \phi \neq 0} \left\{ \frac{\int_{B_R} b(r) \phi^2 dr}{\int_{B_R} (D|\nabla \phi|^2 + d(r)\phi^2) dr} \right\}$$

for the corresponding problem (3.1) in $B_R$ with null Dirichlet boundary condition, and then the threshold value

$$R_{0i}^{Fr}(D, t) := R_{0i}^D(D, B_{h(t)}) = \sup_{\phi \in H^1_0(B_{h(t)}), \phi \neq 0} \left\{ \frac{\int_{B_{h(t)}} b(r) \phi^2 dr}{\int_{B_{h(t)}} (D|\nabla \phi|^2 + d(r)\phi^2) dr} \right\}$$

is defined for the free boundary problem (1.4).

In this paper, we mainly study the asymptotic behavior of problem (1.4). When spreading occurs, we consider an auxiliary elliptic problem

$$-D\Delta u = u[b(r) - d(r) - \beta(r)u], \quad r \in [0, +\infty).$$  

If we assume that

\((H)\quad \lim_{r \to \infty} (b(r) - d(r)) = \alpha > 0, \quad \lim_{r \to \infty} \beta(r) = \beta > 0,
\)

then problem (1.6) admits a unique positive solution $\tilde{u}(r)$ (12). Let $(u(r, t), h(t))$ be the solution of problem (1.4), we say

\((D1)\quad \text{Spreading of the invasive species} \quad \text{in the heterogeneous environment if}
\)

$$h_\infty = \infty \text{ and } \lim_{t \to +\infty} u(r, t) = \tilde{u}(r)$$

locally uniformly in $[0, +\infty)$, where $\tilde{u}(r)$ is the unique positive solution of problem (1.6).

\((D2)\quad \text{Vanishing of the invasive species} \quad \text{in the heterogeneous environment if}
\)

$$h_\infty < \infty \text{ and } \lim_{t \to +\infty} \|u(\cdot, t)\|_{C([0, h(t)])} = 0.$$
The remainder of this paper is organized as follows. In the next section, the global existence and uniqueness of the solution to problem (1.4) are proved by contraction mapping theorem, comparison principle is also employed. Section 3 is devoted to the threshold value \( R^D_{i_0}(D, B_R) \) for the null Dirichlet boundary and \( R^F_{i_0}(D, t) \) for the free boundary. Their properties are discussed in Theorems 3.1 and 3.3. Sufficient conditions for the invasive species to spread are given in Section 4. We demonstrate that the species will spread in a favourable habitat if the diffusion is slow or the habitat occupancy is large. Section 5 deals with the case \( R^F_{i_0}(D, 0) < 1 \) and the spreading-vanishing dichotomy is given. In the case of \( R^F_{i_0}(D, 0) < 1 \), the vanishing happens provided the initial value \( u_0(r) \) is sufficiently small; the spreading happens in this circumstance if the favorable set \( F^+ \) is nonempty and the initial value is large enough. The diffusion rate, the initial value and the original habitat play a significant role in determine the spreading-vanishing dichotomy. In Section 6, we given the estimate of the spreading speed when spreading happens. Finally, a brief discussion is given in Section 7.

2 Existence and uniqueness

In this section, we first present the local existence and uniqueness result by contraction mapping theorem, and then use suitable estimates to show that the solution is well defined for all \( t > 0 \).

**Theorem 2.1** For any given \( u_0 \) satisfying (1.5), and any \( \alpha \in (0, 1) \), there is a \( T_0 > 0 \) such that problem (1.4) admits a unique solution

\[
(u, h) \in C^{1+\alpha, (1+\alpha)/2}([0, h(t)] \times [0, T_0]) \times C^{1+\alpha/2}([0, T_0]);
\]

moreover,

\[
\|u\|_{C^{1+\alpha, (1+\alpha)/2}([0, h(t)] \times [0, T_0])} + \|h\|_{C^{1+\alpha/2}([0, T_0])} \leq C,
\]

where \( C \) and \( T_0 \) only depend on \( h_0, \alpha \) and \( \|u_0\|_{C^2([0, h_0])} \).

**Proof:** We can obtain this result by the same arguments as in [4, 7] with obvious modification. For briefly, we omit it here. \( \square \)

By interior Schauder parabolic estimates in [23, 24], we have additional regularity for \( (u, h) \), namely, \( u \in C^{2+\alpha, 1+\alpha/2}([0, h(t)] \times (0, T_0]) \) and \( h \in C^{1+\alpha/2}((0, T_0]) \).

Next, we collect some basic facts which will be used to show that the local solution obtained in Theorem 2.1 can be extended to all \( t > 0 \).
Lemma 2.2 Let \((u, h)\) be a solution to problem (1.4) defined for \(t \in (0, T_0]\) for some \(T_0 > 0\). Then there exists a constant \(C_1\) independent of \(T_0\) such that
\[
0 < u(r, t) \leq C_1 \text{ for } 0 \leq r < h(t), \ t \in (0, T_0].
\]
Moreover, there exists \(C_2\) dependent of \(C_1\) but independent of \(T_0\) such that
\[
0 < h'(t) \leq C_2 \text{ for } t \in (0, T_0].
\]

Proof: Noting that \(u \geq 0\) in \([0, h(t)) \times [0, T_0]\) as long as the solution exists.

Using the strong maximum principle (see [27]) to the equations of \(u\) in \((0, h(t)) \times [0, T_0]\), we immediately obtain
\[
u(r, t) > 0 \text{ for } 0 \leq r < h(t), \ 0 < t \leq T_0.
\]
Since \(u(r, t)\) satisfies
\[
\begin{align*}
u_t - D\Delta u &= (b(r) - d(r))u - \beta(r)u^2, \quad 0 < r < h(t), \ 0 < t \leq T_0, \\
u'(0, t) &= u(r, t) = 0, \quad r = h(t), \ 0 < t \leq T_0, \\
u(r, 0) &= u_0(r), \quad 0 \leq r \leq h_0,
\end{align*}
\]
the maximum principle implies that
\[
u \leq C_1 := \max \left\{ \frac{\max_{r \in [0,h(t)]}(b(r) - d(r))}{\min_{r \in [0,h(t)]} \beta(r)}, \ \|u_0(r)\|_{L^\infty([0,h_0])} \right\}
\]
in \([0, h(t)) \times [0, T_0]\).

It follows from the proof of Lemma 2.2 in [7] that we can define an auxiliary function
\[
w(r, t) = C_1[2M(h(t) - r) - M^2(h(t) - r)^2]
\]
for some suitable \(M := \max \left\{ \frac{1}{h_0}, \sqrt{\frac{b_2}{2D}}, \frac{4\|u_0\|_{C^1([0,h_0])}}{3C_1} \right\}\) such that \(w(r, t) \geq u(r, t)\) holds over the domain
\[
\{(r, t) : h(t) - M^{-1} < r < h(t), \ 0 < t \leq T_0\}.
\]
We then have
\[
h'(t) = -\mu u_x(h(t), t) \leq C_2 := 2\mu MC_1.
\]
By the free boundary condition and using the Hopf Lemma, we have \(h'(t) > 0\).
The proof is complete. \(\square\)

Remark 2.1 Noting that \(r = h(t)\) is strictly monotonic increasing, and then there exists \(h_\infty \in (0, +\infty]\) such that \(\lim_{t \to +\infty} h(t) = h_\infty\).
Theorem 2.3 The solution of problem (1.4) exists and is unique for all \( t \in (0, \infty) \).

Proof: By Theorem 2.1, we know that problem (1.4) admits a unique solution in \([0, T_{\text{max}}]\) with the maximal time \( T_{\text{max}} \leq +\infty \). If \( T_{\text{max}} < +\infty \), we can use the same argument in the proof of Theorem 2.3 in [7] to derive a contradiction. Thus the solution of problem (1.4) exists and is unique for all \( t \in (0, \infty) \). \( \square \)

Remark 2.2 It follows from the uniqueness of the solution to (1.4) and some standard compactness arguments that the unique solution \((u, h)\) depends continuously on the parameters appearing in (1.4). This fact will be used in the sections below.

Next, we exhibit the comparison principle.

Lemma 2.4 (The Comparison Principle [7]) Assume that \( h, \overline{h} \in C^1([0, \infty)) \), \( u(r, t) \in C([0, h(t)] \times [0, \infty)) \cap C^{2,1}((0, \overline{h}(t)) \times (0, \infty)) \), \( \overline{u}(r, t) \in C([0, \overline{h}(t)] \times [0, \infty)) \cap C^{2,1}((0, \overline{h}(t)) \times (0, \infty)) \) and

\[
\begin{aligned}
&u_t - D\Delta u \geq (b(r) - d(r))u - \beta(r)u^2, \quad 0 < r < h(t), \quad t > 0, \\
u_t - D\Delta \overline{u} \leq (b(r) - d(r))\overline{u} - \beta(r)\overline{u}^2, \quad 0 < r < \overline{h}(t), \quad t > 0, \\
u(r, t) = 0, \quad \overline{h}(t) \geq -\mu \overline{u}, \quad r = \overline{h}(t), \quad t > 0, \\
u(r, 0) \leq u_0(r) \leq \overline{u}(r, 0), \quad 0 \leq r \leq h_0, \\
\overline{h}(0) \leq h_0 \leq \overline{h}(0).
\end{aligned}
\]

Then the unique solution \((u, h)\) to the free boundary problem (1.4) satisfies

\( h(t) \leq \overline{h}(t) \) for \( t \in (0, \infty) \), \( u(r, t) \leq \overline{u}(r, t) \) for \( r, t \in (0, h(t)) \times (0, \infty) \),

\( h(t) \geq h(t) \) for \( t \in (0, \infty) \), \( u(r, t) \geq u(r, t) \) for \( r, t \in (0, \overline{h}(t)) \times (0, \infty) \).

Usually, \((\overline{u}, \overline{h})\) is called an upper solution to problem (1.4) and \((u, h)\) is a lower solution.

Noting that \( \beta(r)\overline{u}^2 \geq 0 \), we then have the following Corollary.

Corollary 2.5 Suppose that \( \overline{h} \in C^1([0, \infty)) \), \( \overline{u}(r, t) \in C([0, \overline{h}(t)] \times [0, \infty)) \cap C^{2,1}((0, \overline{h}(t)) \times (0, \infty)) \), and

\[
\begin{aligned}
&\overline{u}_t - D\Delta \overline{u} \geq (b(r) - d(r))\overline{u} - \beta(r)\overline{u}^2, \quad 0 < r < \overline{h}(t), \quad t > 0, \\
\overline{u}_t = 0, \quad \overline{h}(t) \geq -\mu \overline{u}, \quad r = \overline{h}(t), \quad t > 0, \\
u_0(r) \leq \overline{u}(r, 0), \quad 0 \leq r \leq h_0,
\end{aligned}
\]

then the solution \((u, h)\) of problem (1.4) satisfies \( h(t) \leq \overline{h}(t) \) for \( t \in (0, \infty) \) and \( u(r, t) \leq \overline{u}(r, t) \) for \( r, t \in (0, h(t)) \times (0, \infty) \).
3 The threshold value

Similarly as the basic reproduction number introduced in epidemiology, in this section, we will give a threshold value, which plays an important role to determine the spreading or vanishing of the invasive species in a heterogeneous environment. We will first define a threshold value in a fixed domain $B_R$ (a ball with radius $R$ and center at 0) and then give a threshold value for the free boundary problem (1.3).

If the environment is heterogeneous and no individual on the boundary, the correspondence model of system (1.4) with the fixed habitat $B$ as

$$\{u_t - D \Delta u = b(r)u - d(r)u - \beta(r)u^2, \quad r \in B_R, \quad t > 0,\$$
$$u = 0, \quad r \in \partial B_R, \quad t > 0.\tag{3.1}$$

Define the threshold value $R_{D_i}^{Di}(D, B_R)$ for (3.1) with homogeneous Dirichlet boundary condition by

$$R_{D_i}^{Di}(D, B_R) := \sup_{\phi \in H^1_0(B_R), \phi \neq 0} \left\{ \frac{\int_{B_R} b(r)\phi^2 dr}{\int_{B_R} (D|\nabla \phi|^2 + d(r)\phi^2) dr} \right\}.$$

If $b$ and $d$ are positive constants, then it is easy to check that $R_{D_i}^{Di}(D, B_R) = \frac{b}{\lambda(R)D + d}$, where $\lambda(R)$ is the principle eigenvalue of the following problem

$$\left\{ \begin{array}{ll} -\Delta \psi = \lambda \psi, & r \in B_R, \\ \psi = 0, & r \in \partial B_R. \end{array} \right.$$

(3.2)

It is well known that $\lambda(R)$ is a strictly decreasing continuous function with $R$ and

$$\lim_{R \to 0^+} \lambda(R) = +\infty \quad \text{and} \quad \lim_{R \to +\infty} \lambda(R) = 0.$$

With the above definition, we have the following statements:

**Theorem 3.1** The following conclusions about $R_{D_i}^{Di}(D, B_R)$ hold:

(a) $R_{D_i}^{Di}(D, B_R)$ is a positive and monotone decreasing function of $D$, $R_{D_i}^{Di}(D, B_R) \to 0$ as $D \to \infty$ and $R_{D_i}^{Di}(D, B_R) \to \sup_{r \in B_R} \frac{b(r)}{d(r)}$ as $D \to 0^+$;

(b) $R_{D_i}^{Di}(D, B_R)$ is a strictly monotone increasing function of the radius $R$. That is to say, $R_{D_i}^{Di}(D, B_{R_1}) < R_{D_i}^{Di}(D, B_{R_2})$ if $R_1 < R_2$. Furthermore, $R_{D_i}^{Di}(D, B_R) \to \sup_{r \in [0, \infty)} \frac{b(r)}{d(r)}$ as $R \to \infty$.

(c) There exists a threshold value $D^* := D^*(R) \in [0, \infty)$ such that $R_{D_i}^{Di}(D, B_R) \geq 1$ for $D \leq D^*$ and $R_{D_i}^{Di}(D, B_R) < 1$ for $D > D^*$. Moreover, $D^* \in (0, \infty)$ if \{r \in B_R: b(r) > d(r)\} is nonempty;

(d) There exists a threshold value $h^* := h^*(D) \in (0, \infty]$ such that $R_{D_i}^{Di}(D, B_R) \geq 1$ for $R \geq h^*$ and $R_{D_i}^{Di}(D, B_R) < 1$ for $R < h^*$. Moreover, $h^* \in (0, \infty)$ if $F^+$ is nonempty.
**Proof:** The positivity and monotonicity in \((a)\) can be obtained directly by the definition of \(R_0^{D_i}(D, B_R)\). It is easy to see that \(R_0^{D_i}(D, B_R) \to 0\) as \(D \to \infty\) from the definition. The proof for that \(R_0^{D_i}(D, B_R) \to \sup_{r \in B_R} b(r) / d(r)\) as \(D \to 0^+\) is similar to that of Lemma 2.3 in [20].

The proof of \((b)\) is similar to that of Theorem 3.2(a) in [34]. Thus we omit the detail here. And \((c)\) and \((d)\) can be shown directly from parts \((a)\) and \((b)\), respectively. According to (3.2) in [3], the threshold value \(D^*\) in \((c)\) can be described by

\[
D^* = \sup_{\phi \in H_0^1(B_R)} \left\{ \frac{\int_{B_R} (b(r) - d(r)) \phi^2 dr}{\int_{B_R} |\nabla \phi|^2 dr} : \int_{B_R} (b(r) - d(r)) \phi^2 dr > 0 \right\}.
\]

□

In addition, if \(\lambda^* := \lambda^*(D, B_R)\) is the first eigenvalue of

\[
\begin{cases}
-D \Delta \varphi = b(r) \varphi - d(r) \varphi + \lambda \varphi, & r \in B_R, \\
\varphi = 0, & r \in \partial B_R,
\end{cases}
\]  

its corresponding eigenfunction \(\varphi^*\) can be chosen to be positive on \(B_R\). It is known that \(\lambda^*\) is determined by variational characterization:

\[
\lambda^* = \inf_{\phi \in H_0^1(B_R)} \left\{ \int_{B_R} |D \nabla \varphi|^2 + (d(r) - b(r)) \varphi^2 |dr : \int_{B_R} \varphi^2 dr = 1 \right\}.
\]

With the above defined threshold value \(R_0^{D_i}(D, B_R)\) and the principle eigenvalue \(\lambda^*(D, B_R)\), we have

**Lemma 3.2** \(1 - R_0^{D_i}(D, B_R)\) has the same sign as \(\lambda^*(D, B_R)\).

It is easy to see that the habitat \(B_{h(t)}\) of the species in the free boundary problem (1.4) is changing with \(t\). Therefore the threshold value \(R_0^{D_i}(D, B_{h(t)})\) is not a constant but a function with \(t\). Let us introduce the threshold value \(R_0^{Fr}(D, t)\) for the free boundary problem (1.4) by

\[
R_0^{Fr}(D, t) := R_0^{D_i}(D, B_{h(t)}) = \sup_{\phi \in H_0^1(B_{h(t)}) : \phi \neq 0} \left\{ \frac{\int_{B_{h(t)}} b(r) \phi^2 dr}{\int_{B_{h(t)}} (D |\nabla \phi|^2 + d(r) \phi^2) dr} \right\}.
\]

Then it follows from Lemma 2.2 and Theorem 3.1 that

**Theorem 3.3** The following conclusions about \(R_0^{Fr}(D, t)\) hold:

1. \(R_0^{Fr}(D, t)\) is a strictly monotone increasing function of \(t\), namely, if \(t_1 < t_2\), then we have \(R_0^{Fr}(D, t_1) < R_0^{Fr}(D, t_2)\). Moreover, if \(h_\infty = \infty\), then \(R_0^{Fr}(D, t) \to \sup_{r \in [0, \infty)} b(r) / d(r)\) as \(t \to \infty\);
(2) If \( \{ r \in B_{h(t_0)} : b(r) > d(r) \} \) is nonempty or the habitat is favorable at some \( t_0 \geq 0 \), there exists a threshold value \( D^* := D^*(B_{h(t_0)}) \in (0, \infty) \) such that \( R^D_0(D, t_0) \geq 1 \) if \( D \leq D^* \) and \( R^D_0(D, t_0) < 1 \) if \( D > D^* \);

(3) If \( F^+ \) is nonempty, there exists a threshold value \( h^* \in (0, \infty) \) such that \( R^D_0(D, t) \geq 1 \) for \( t \) satisfying \( h(t) \geq h^* \) and \( R^D_0(D, t) < 1 \) for \( t \) satisfying \( h(t) < h^* \).

### 4 Spreading

In this section, we will show that the slow invasive species living in a favorable habitat will spreading in the whole domain. For this purpose, we first prove that if the habitat is limited in the long run, then the species vanishes.

**Lemma 4.1** If \( h_\infty < \infty \), then \( \lim_{t \to +\infty} \|u(\cdot, t)\|_{C([0, h(t)])} = 0 \).

**Proof:** Assume that

\[
\limsup_{t \to +\infty} \|u(\cdot, t)\|_{C([0, h(t)])} = \delta > 0
\]

by contradiction. Then there exists a sequence \( \{(r_k, t_k)\} \) in \([0, h(t)) \times (0, \infty)\) such that \( u(r_k, t_k) \geq \delta/2 \) for all \( k \in \mathbb{N} \), and \( t_k \to \infty \) as \( k \to \infty \).

Now we show that

\[
\|u\|_{C^{1+\alpha, (1+\alpha)/2}([0, h(t)] \times [0, \infty))} + \|h\|_{C^{1+\alpha/2}([0, \infty))} \leq M
\]

for any \( \alpha \in (0, 1) \), where constant \( M \) depends on \( \alpha, h_0, \|u_0\|_{C^2([0, h_0])} \) and \( h_\infty \).

Straighten the free boundary \( r = h(t) \) by the transformation \( s = \frac{r}{h(t)} \) to the line \( s = h_0 \). Let \( v(s, t) = u(r, t) \), then we know that \( v(s, t) \) satisfies

\[
\begin{aligned}
& v_t - \frac{h_0^2}{h^2(t)} D\Delta v - \frac{h'(t)}{h(t)} sv_s = v(b - d - \beta v), \quad 0 < s < h_0, \quad t > 0, \\
& v(0, t) = v(h_0, t) = 0, \quad t > 0, \\
& v(s, 0) = u_0(s) \geq 0, \quad 0 \leq s \leq h_0.
\end{aligned}
\]

Using Lemma 2.2, there exist constants \( M_1, M_2 \) and \( M_3 \) such that

\[
\|\frac{h_0^2}{h^2(t)}\|_{L^\infty} \leq M_1, \quad \|\frac{h'(t)}{h(t)}\|_{L^\infty} \leq M_2, \quad \|v(b - d - \beta v)\|_{L^\infty} \leq M_3.
\]

Applying the parabolic \( L^p \) theory and the Sobolev embedding theorem (see [23, 24]) yields

\[
\|v\|_{C^{1+\alpha, (1+\alpha)/2}([0, h_0] \times [0, \infty))} \leq M_4.
\]
It is easy to see that (4.1) holds. Noting that \( h(t) \) is bounded and \( \| h \|_{C^{1+\alpha/2}([0,\infty))} \leq M \), we have \( h'(t) \rightarrow 0 \) as \( t \rightarrow +\infty \). It follows from the free boundary condition that \( u_r(h(t), t) \) converges to 0 as the time \( t \) goes to infinity.

On the other hand, since \( 0 \leq r_k < h(t) < h_\infty < \infty \), then there exists a subsequence \( \{r_{k_n}\} \) which converges to \( r_0 \in [0, h_\infty) \) as \( n \rightarrow \infty \). For convenience, we denote \( \{r_{k_n}\} \) as \( \{r_k\} \). Thus we have \( r_k \rightarrow r_0 \in [0, h_\infty) \) as \( k \rightarrow \infty \). Define \( U_k(r, t) = u(r, t_k + t) \) for \( r \in [0, h(t_k + t)] \), \( t \in (-t_k, \infty) \). According to the parabolic regularity, then \( \{U_k\} \) has a subsequence \( \{U_{k_n}\} \) which converges to \( \mathcal{U} \) as \( n \) approaches to infinite, and \( \mathcal{U} \) satisfies

\[
\mathcal{U}_t - D \Delta \mathcal{U} = (b - d - \beta \mathcal{U}), \quad r \in (0, h_\infty), \quad t \in (-\infty, \infty).
\]

Since that \( \mathcal{U}(r_0, 0) \geq \delta/2 \), we have \( \mathcal{U} > 0 \) in \( [0, h(t)] \times (-\infty, \infty) \) by the strong comparison principle. Let \( M = \| b(r) - d(r) - \beta(r) \mathcal{U} \|_{L^\infty([0,\infty))} \), then \( \mathcal{U}_t - D \Delta \mathcal{U} \geq -M \mathcal{U} \). Using the Hopf Lemma at the point \( (h_\infty, 0) \), we get \( \mathcal{U}_r(h_\infty, 0) \leq -\sigma^* \) for some \( \sigma^* > 0 \).

Furthermore, the fact \( \| u \|_{C^{1+\alpha/2}([0,h(t)] \times[0,\infty))} \leq M \) implies that \( u_r(h(t_k), t_k) = (U_k)_r(h(t_k), 0) \rightarrow \mathcal{U}_r(h_\infty, 0) \) as \( k \rightarrow \infty \). That is contradiction to that \( u_r(h(t), t) \rightarrow 0 \) given above. The proof is complete. \( \square \)

**Lemma 4.2** If \( R_0^{Fr}(D, 0) := R_0^{Di}(D, B_{h_0}) \geq 1 \), then \( h_\infty = \infty \).

**Proof:** \( R_0^{Fr}(D, 0) \geq 1 \) can be considered in two cases. One is \( R_0^{Fr}(D, 0) > 1 \), the other is \( R_0^{Fr}(D, 0) = 1 \). Noting that \( R_0^{Fr}(D, t) \) is strictly monotone increasing function of \( t \) in Theorem 3.3(1). Therefore, \( R_0^{Fr}(D, T_0) > R_0^{Fr}(D, 0) = 1 \) for any positive time \( T_0 \). Setting \( T_0 \) be the initial time, then we go back the first case \( R_0^{Fr}(D, 0) > 1 \). Thus we only show the case of \( R_0^{Fr}(D, 0) := R_0^{Di}(D, B_{h_0}) > 1 \). By Lemma 3.2, we have \( \lambda^* < 0 \), where \( \lambda^* \) satisfies the following eigenvalue problem

\[
\begin{align*}
-D \Delta \psi &= b(r)\psi - d(r)\psi + \lambda^* \psi, & r \in B_{h_0}, \\
\psi &= 0, & r \in \partial B_{h_0},
\end{align*}
\]

and the corresponding eigenfunction \( \psi \) is positive and \( \| \psi \|_{L^\infty} = 1 \).

Now we construct the suitable lower solution of problem (1.4). Setting \( B = \| \beta(r) \|_{L^\infty} \) and defining

\[
\underline{u} = \sigma \psi \quad \text{for} \quad 0 < r < h_0, \quad t > 0,
\]

where \( \sigma \) is small enough such that \( 0 < \sigma \leq -\frac{\lambda^*}{M} \) and \( \sigma \psi \leq u_0(r) \) in \([0, h_0]\).

Direct computation shows that

\[
\underline{u}_t - D \Delta \underline{u} - (b(r) - d(r) - \beta \underline{u})\underline{u} = \sigma \psi (\lambda^* + \beta \underline{u}) \leq 0.
\]

\( \underline{u} \) is positive time function of \( \underline{u} \) in Theorem 3.3(1). Therefore, \( \underline{u} \) is positive and converges to \( 0 \) as \( t \) goes to infinity.

The proof is complete. \( \square \)
Then we obtain
\[
\begin{cases}
    u_t - D \Delta u \leq (b(r) - d(r) - \beta(r)u)u, & 0 < r < h_0, \; t > 0, \\
    u(0, t) = 0, \; u(h_0, t) = 0, & t > 0, \\
    0 = h_0' \leq -\mu u_r(h_0, t) = -\mu \sigma \psi'(h_0), & t > 0, \\
    u(r, 0) \leq u_0(r), & 0 < r < h_0.
\end{cases}
\]

Using Lemma 2.4 yields
\[
u(r, t) \geq u(r, t) \text{ for } (r, t) \in [0, h_0] \times [0, \infty).
\]

It follows that \(\liminf_{t \to +\infty} u(0, t) \geq \sigma \psi(0) > 0\). By Lemma 4.1, we know that \(h_\infty = \infty\). \(\square\)

Assume that \(F^+\) is nonempty, it follows from Theorem 3.1(d) that there exists \(h^* \in (0, \infty]\) satisfying \(R_0^{D_i}(D, B_{h^*}) = 1\). If \(h_0\) satisfies \(h_0 \geq h^*\), we have \(R_0^{D_i}(D, B_{h_0}) \geq R_0^{D_i}(D, B_{h^*}) = 1\) from Theorem 3.1 (d). The following result follows from Lemma 4.2 directly.

**Corollary 4.3** If \(h_0 \geq h^*\), then \(h_\infty = \infty\).

In order to study the long time behavior of the spreading species, we consider the fixed boundary problem
\[
\begin{cases}
    u_t - D \Delta u = (b(r) - d(r) - \beta(r)u)u, & 0 < r < R, \; t > 0, \\
    u_r(0, t) = u(R, t) = 0, & t > 0, \\
    u(r, 0) = u_0(r) \geq 0, & 0 < r < R,
\end{cases}
\]
where \(R\) is a positive number and \(u_0(r)\) is not always equal to 0. And the related stationary problem is
\[
\begin{cases}
    -D \Delta u = (b(r) - d(r) - \beta(r)u)u, & 0 < r < R, \\
    u_r(0) = u(R) = 0, \\
    u_0(r) \geq 0, & 0 < r < R.
\end{cases}
\]

For problems (4.4) and (4.5), the following results are known.

**Proposition 4.4** (a) If \(R_0^{D_i}(D, B_R) > 1\), then the elliptic problem in a fixed domain (4.5) has only one positive solution \(\tilde{u}_R(r)\).

(b) If \(R_0^{D_i}(D, B_R) > 1\). Then any positive solution of problem (4.4) converges to \(\tilde{u}_R(r)\) as the time approaches to infinity.

The proof of (a) is exactly the same as Theorem 2.1 in [5] or [16] and (b) can be seen in [7, 16]. So we omit the detail here.
**Proposition 4.5** Assume \((H)\) holds. Then

1. the positive solution \(\hat{u}(r)\) of problem (1.6) is unique;
2. \(\tilde{u}_R(r) \rightarrow \hat{u}(r)\) as \(R \rightarrow +\infty\), where \(\tilde{u}_R(r)\) is the unique solution to problem (4.5).

For the proof, (1) follows from Theorem 1.2 in [5] and (2) follows from Proposition 3.4 in [5].

**Lemma 4.6** Suppose that \((H)\) holds. If \(h_\infty = \infty\). Then \(\lim_{t \rightarrow +\infty} u(r,t) = \tilde{u}(r)\) locally uniformly in \([0, +\infty)\), where \(\tilde{u}(r)\) is the unique positive solution of problem (1.6).

**Proof:** Since \(\lim_{r \rightarrow \infty} (b(r) - d(r)) = \alpha\), there exists a large positive constant \(r^*\) such that \(b(r) - d(r) > 0\) and \(R_0^{Di}(D, B_r) > 1\) for any \(r > r^*\) by Theorem 3.1(b). And we note that there exists a \(t^* > 0\) such that \(r^* = h(t^*)\).

Next we choose increasing sequence \(\{R_n\}\) such that \(\lim_{n \rightarrow +\infty} R_n = +\infty, R_1 > r^*\) and \(R_0^{Di}(D, B_{R_n}) > 1\) for any \(n\). Therefore, for each fixed \(n\), we can find \(t_n > 0\) such that \(h(t_n) = R_n\). Let \(u_n(r,t)\) be the positive solution of the following problem

\[
\begin{cases}
  w_t - D\Delta w = (b(r) - d(r) - \beta(r)w)w, & 0 < r < R_n, t > t_n, \\
  w_r(0, t) = w(R_n, t) = 0, & t > t_n, \\
  w(r, t_n) = u(r, t_n) \geq 0, & 0 < r < R_n.
\end{cases}
\]

Using the comparison principle, we obtain

\[u_n(r,t) \leq u(r,t) \text{ for } r \in [0, R_n], t \geq t_n.\]

By virtue of Proposition 4.4(b),

\[\tilde{u}_{R_n}(r) \leq \lim_{t \rightarrow +\infty} u(r,t) \text{ uniformly in } [0, R_n].\]

Thus, for any \(L > 0\), there exists \(n_0\) such that \(R_n \geq L\) for \(n \geq n_0\). We then have

\[\tilde{u}_{R_n}(r) \leq \lim_{t \rightarrow +\infty} u(r,t) \text{ uniformly in } [0, L]\]

for \(n \geq n_0\). Now let \(n \rightarrow +\infty\), Proposition 4.5(2) implies that

\[\tilde{u}(r) \leq \lim_{t \rightarrow +\infty} u(r,t) \text{ locally uniformly in } [0, +\infty). \quad (4.6)\]

Next, motivated by the squeezing technique in [12], we claim

\[\lim_{t \rightarrow +\infty} u(r,t) \leq \tilde{u}(r) \text{ locally uniformly in } [0, +\infty).\]
by considering the boundary blow-up problem
\[
\begin{aligned}
-D\Delta v^* &= (b(r + r^*) - d(r + r^*))v^* - \beta(r + r^*)v^{*2}, \quad 0 < r < R, \\
v^*|_{\partial B_R} &= \infty,
\end{aligned}
\] (4.7)
where \(v_R\) is the solution of problem (4.7). It follows from the comparison principle Lemma 2.1 in [12] that \(v_R\) decreases to \(\tilde{u}\) as \(R\) approaches to \(\infty\).

Denote \(v^*_n(r) = v^*(r + r^*)\) be the positive solution of the problem (4.7) with \(R\) replaced by \(R_n\). And \(v^*_n(r) = \lim_{t \to \infty} v^*_{n,i}(r)\) is the unique nonnegative solution of the following problem
\[
\begin{aligned}
-D\Delta v &= (b(r + r^*) - d(r + r^*))v - \beta(r + r^*)v^2, \quad 0 < r < R_n, \\
v|_{\partial B_{R_n}} &= i,
\end{aligned}
\]
where \(i\) is the positive integer.

Moreover, we know that \(v^*_{n,i}(r)\) is the stationary state of the parabolic problem
\[
\begin{aligned}
\nu_i - D\Delta \nu &= (b(r + r^*) - d(r + r^*) - \beta(r + r^*)\nu)\nu, \quad 0 < r < R_n, \; t > 0, \\
\nu(r + r^*, t^*) &= k_n v^*_{n+1}(r), \quad 0 < r < R_n, \\
\nu(r + r^*, t + t^*) &= i, \quad r \in \partial B_{R_n}, \; t > 0,
\end{aligned}
\] (4.8)
where \(k_n\) is a positive constant and satisfies \(k_n v^*_{n+1}|_{\partial B_{R_n}} \geq i\). Denote \(v_n(r, t) = \nu(r + r^*, t + t^*)\) be the solution of problem (4.8). Similarly as in [28], we can deduce that \(v_n(r, t) \to v^*_n(r)\) locally uniformly as \(t \to \infty\). Then it follows from Theorem 4.1 in [12] that
\[
u(r + r^*, t + t^*) \leq v_n(r, t) \quad \text{for} \quad 0 < r < R_n \text{ and } t > 0,
\]
which implies
\[
\lim_{t \to \infty} u(r + r^*, t + t^*) \leq v^*_n(r) \text{ locally uniformly in } [0, R_n].
\]
Therefore, we get
\[
\lim_{t \to \infty} u(r, t) \leq \tilde{u}(r) \text{ locally uniformly in } [0, +\infty),
\]
which together with (4.6) gives the desired result. \(\Box\)

If \(B_{h(t_0)}\) is a favorable habitat and the diffusion is slow. Applying Theorem 3.3(2), we have \(R^F_0(D, t) \geq 1\) for \(t \geq t_0\). Similarly, if \(B_{h(t_0)}\) is a favorable habitat and the occupying habitat is large, we then have \(R^F_0(D, t) \geq 1\). Therefore, it follows from Lemmas 4.2 and 4.6 that the species is spreading.

**Theorem 4.7** Suppose that (H) holds and \(B_{h(t_0)}\) is a favorable habitat for some \(t_0 \geq 0\). If the diffusion is slow \((D \leq D^*(B_{h(t_0)})\) or the occupying habitat is large \((h(t_0) \geq h^* \text{ with } R^D_0(D, B_{h^*}) = 1)\), then \(h_\infty = \infty\) and \(\lim_{t \to +\infty} u(r, t) = \tilde{u}(r) \text{ locally uniformly in } [0, +\infty)\), where \(\tilde{u}(r)\) is the unique positive solution of problem (1.3).
5 The spreading-vanishing dichotomy

This section is contributed to the spreading-vanishing dichotomy which is governed by the initial value \( u_0(r) = \delta \varphi(r) \), where \( \delta \) is a positive constant. And sufficient conditions are given in this part to determine the spreading or vanishing of the invasive species.

**Lemma 5.1** Assume that \( F^+ \) is nonempty and \( R_0^{F_+}(D, 0) < 1 \). Then \( h_\infty = \infty \) if \( \| u_0(r) \|_{C([0, h_0])} \) is sufficiently large.

**Proof:** Noting that \( \lim_{T \to \infty} R_0^{D_1}(D, B_{\sqrt{T}}) = \sup_{r \in [0, \infty)} \frac{h(r)}{d(r)} > 1 \) by Theorem 3.1(b). Then there exists a \( T^* \) such that \( R_0^{D_1}(D, B_{\sqrt{T^*}}) > 1 \).

Next we construct a suitable lower solution \((u(r, t), h(t))\) to problem (1.4), where \( h(t) \) satisfies

\[
R_0^{F_+}(D, T^*) = R_0^{D_1}(D, B_{h(T^*)}) \geq R_0^{D_1}(D, B_{h(T^*)}) \geq R_0^{D_1}(D, B_{\sqrt{T^*}}) > 1.
\]

Let \( \lambda \) be the eigenvalue of

\[
\begin{cases}
-D\Delta \varphi - \frac{1}{2} \varphi' = \lambda \varphi, & 0 < r < 1, \\
\varphi(0) = \varphi(1) = 0,
\end{cases}
\]

the corresponding function \( \varphi > 0 \) and \( \varphi' > 0 \) in \([0, 1]\), and \( \| \varphi \|_{L^\infty(0, 1)} = 1 \).

Defining

\[
u(r, t) = \frac{M}{(t + \delta)^k} \varphi(\frac{r}{\sqrt{t + \delta}}), \quad 0 \leq r \leq \sqrt{t + \delta}, \quad t \geq 0,
\]

where \( \delta, k, M \) are positive constants to be chosen later, we will show that \((\nu, h)\) is the lower solution to problem (1.4).

It follows from Lemma 2.2 that there exists a positive constant \( C_1 \) such that for \( r \in [0, h(t)] \) and \( t \in [0, T^*] \), we have \( 0 \leq \nu(r, t) \leq C_1 \). Noting that \( b_1 \leq b(r), \; d(r), \; \beta(r) \leq b_2 \) for \( r \in [0, +\infty) \), then there exists a positive constant \( L \) such that \( f(r, u) \geq -L \), where \( f(r, u) := u[b(r) - d(r) - \beta(r)u] \). Choosing \( 0 < \delta \leq \min\{1, h_0\}, k > \lambda + L(T^* + 1) \) and \(-2\mu M \varphi'(1) > (T^* + 1)^k \), we obtain

\[
u - D\Delta \nu - (b(r) - d(r) - \beta(r)\nu)\nu \\
\leq -\frac{M}{(t + \delta)^{k+1}}[k\varphi + \frac{r}{2\sqrt{t + \delta}} \varphi' + D\Delta \varphi - L(t + \delta)\varphi] \\
\leq -\frac{M}{(t + \delta)^{k+1}}[D\Delta \varphi + \frac{1}{2} \varphi' + k\varphi - L(t + \delta)\varphi] \\
\leq -\frac{M}{(t + \delta)^{k+1}}(D\Delta \varphi + \frac{1}{2} \varphi' + \lambda \varphi) = 0
\]
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for $0 < r < h(t)$ and $0 < t \leq T^*$,

$$h'(t) + \mu u_r(h(t), t) = \frac{1}{2\sqrt{t + \delta}} + \frac{\mu M}{(t + \delta)^{k+\frac{1}{2}}} \varphi'(1) < 0 \text{ for } 0 < t \leq T^*.$$ 

Moreover, if $u(r,0) = \frac{M}{\delta} \varphi\left(\frac{r}{\delta}\right) < u_0(r)$ in $[0, \sqrt{\delta}]$, then we have

\[\begin{cases}
    u - D \Delta u \leq (b(r) - d(r) - \beta(r)u)u, & 0 < r < h(t), \ 0 < t \leq T^*, \\
    u_0(0,t) = 0, \ u(h(t),t) = 0, & 0 < t \leq T^*, \\
    h'(t) < -\mu u_r(h(t), t), & 0 < t \leq T^*, \\
    u(r,0) < u_0(r), & 0 \leq r \leq \sqrt{\delta}.
\end{cases}\]

Noting that $h(0) = \sqrt{\delta} \leq h_0$, we can use Lemma 2.4 to conclude that $h(t) \geq h(t)$ in $[0, T^*]$. Specially, we obtain $h(T^*) \geq h(T^*) = \sqrt{\delta} \leq \sqrt{T^*}$. Therefore, $R_0^{Fr}(T^*) = R_0^{Di}(D, B_h(T^*)) \geq R_0^{Di}(D, B\sqrt{T^*}) > 1$, which together with Lemma 4.2 gives that $h_\infty = \infty$. 

Corollary 4.3 shows that if $h_0 \geq h^*$ with $R_0^{Di}(D, B_h^*) = 1$, spreading must happen. For the case $h_0 < h^*$, the following result is directly from Theorem 3.1(d) and Lemma 5.1.

**Corollary 5.2** Suppose that the favorable set $(F^+)$ is nonempty and $h_0 < h^*$. Then $h_\infty = \infty$ if $\|u_0(r)\|_{C([0,h_0])}$ is sufficiently large.

**Lemma 5.3** Assume $R_0^{Fr}(D, 0) \ (:= R_0^{Di}(D, B_{h_0})) < 1$, then

$$h_\infty < \infty \text{ and } \lim_{t \to +\infty} \|u(\cdot, t)\|_{C([0,h(t)])} = 0,$$

if $\|u_0\|_{C([0,h_0])}$ is sufficiently small.

**Proof:** Since that $R_0^{Di}(D, B_{h_0}) < 1$, we have $\lambda^* > 0$ which satisfies

\[\begin{cases}
    -D \Delta \psi = b(r) \psi - d(r) \psi + \lambda \psi, & 0 < r < h_0, \\
    \psi_r(0) = \psi(r) = 0, & r = h_0,
\end{cases}\]

where the eigenfunction $\psi$ is positive in $[0, h_0)$.

Inspired by [7], we define

$$\sigma(t) = h_0(1 + \sigma - \frac{\sigma}{2}e^{-\sigma t}) \text{ for } t \geq 0,$$

$$v(r, t) = \varepsilon e^{-\sigma t} \psi\left(\frac{r}{\sigma(t)}\right) \text{ for } 0 \leq r \leq \sigma(t), \ t \geq 0,$$

where $\sigma$ and $\varepsilon$ are small positive constants which will be determined below.
For $0 < r < \sigma(t)$ and $t > 0$, direct calculation gives
\[
v_t - D \Delta v - (b - d)v \\
= -\varepsilon \sigma e^{-\sigma t} \psi - \frac{rh_0}{\sigma^2(t)} \varepsilon e^{-\sigma t} \psi^t - \frac{Dh^2}{\sigma^2(t)} \varepsilon e^{-\sigma t} \Delta \psi - (b - d)\varepsilon e^{-\sigma t} \psi \\
\geq -\sigma v + \frac{h_0^2}{\sigma^2(t)} (b - d + \lambda^*) v - (b - d)v \\
= v[ -\sigma + \left( \frac{h_0^2}{\sigma^2(t)} - 1 \right)(b - d) + \frac{\lambda^* h_0^2}{\sigma^2(t)} ] \\
\geq v[-\sigma + \left( \frac{1}{(1 + \sigma)^2} - 1 \right)b + \frac{\lambda^*}{(1 + \sigma)^2} ] \geq 0
\]
if $\sigma$ is sufficiently small such that $\sigma(1 + \sigma)^2 + [(1 + \sigma)^2 - 1]b_2 \leq \lambda^*$.

Moreover, $\sigma'(t) \geq -\mu v_r(\sigma(t), t)$ if we choose $0 < \varepsilon \leq -\frac{\sigma^2 h_0}{2\mu \psi'(h_0)}$. And $u_0$ is small such that $\|u_0\|_{C([0,h_0])} \leq \varepsilon \psi'(\frac{h_0}{1 + \sigma})$, then we have
\[
\left\{
\begin{array}{l}
  v_t - D \Delta v \geq (b - d(r))v, \quad 0 < r < \sigma(t), \quad t > 0, \\
  v_r(0, t) = 0, \quad v(\sigma(t), t) = 0, \quad t > 0, \\
  \sigma'(t) \geq -\mu v_r(\sigma(t), t), \quad t > 0, \\
  u_0(0) \leq \varepsilon \psi'(\frac{h_0}{1 + \sigma}) \leq v(r, 0), \quad 0 \leq r \leq h_0, \\
  \sigma(0) = (1 + \frac{\varepsilon}{2})h_0 > h_0.
\end{array}
\right.
\]
Applying Corollary 2.5, we get $h(t) \leq \sigma(t)$ and $u(r, t) \leq v(r, t)$ for $0 \leq r \leq h(t)$, $t > 0$. Furthermore, we have $h_\infty \leq \lim_{t \to \infty} \sigma(t) = h_0(1 + \sigma) < \infty$. Using Lemma 4.1, it follows that $\lim_{t \to \infty} \|u(\cdot, t)\|_{C([0,h(t)])} = 0$. \hfill \square

Assume that $h_0 < h^*$ with $R^D_0(D, B_{h^*}) = 1$, then $R^F_0(D, 0) := R^D_0(D, B_{h_0}) < R^D_0(D, B_{h^*}) = 1$ by Theorem 3.1(b). The following conclusion comes from Lemma 5.3 directly.

Corollary 5.4 Suppose that $h_0 < h^*$, then $h_\infty < \infty$ and $\lim_{t \to \infty} \|u(\cdot, t)\|_{C([0,h(t)])} = 0$ if $\|u_0\|_{C([0,h_0])}$ is sufficiently small.

If $h_0$ is fixed, the spreading or vanishing of an invasive species depends on the diffusion rate $D$ and the initial number $u_0(r)$ of the species.

Theorem 5.5 Suppose (H) holds. If $\{ r \in B_{h_0} : b(r) > d(r) \}$ is nonempty, then there exists $D^* \in (0, \infty)$ such that

(i) the spreading happens for any initial value if $D \leq D^*$;

(ii) when $D > D^*$, then one of the following results hold: Vanishing occurs if $\|u_0\|_{C([0,h_0])}$ is sufficiently small; Spreading occurs if $\|u_0\|_{C([0,h_0])}$ is sufficiently large.
Proof: According to Theorem 3.3(2), we know that there exists a constant
\( D^* \in (0, \infty) \) such that \( R^F_D(D, 0) \geq 1 \) if \( D \leq D^* \). In the case of \( R^F_D(D, 0) \geq 1 \), using Lemmas 4.2 and 4.6 we can conclude that the invasive species is spreading. Thus (i) can be obtained.

On the other hand, if \( D > D^* \), then we have \( R^F_D(D, 0) < 1 \). If (H) holds, the favorable set \( F^+ \neq \emptyset \). So (ii) follows from Lemmas 5.1 and 5.3 directly. The proof is complete. \( \square \)

Similarly, if \( D \) is fixed, the spreading or vanishing of an invasive species depends on the radius \( h_0 \) of the initial occupying habitat \( B_{h_0} \) and the initial number \( u_0(r) \) of the species.

**Theorem 5.6** Suppose (H) holds. There exists \( h^* \in (0, \infty) \) such that
(i) the spreading happens for any initial value if \( h_0 \geq h^* \);
(ii) when \( h_0 < h^* \), then one of the following results hold: Vanishing occurs if \( \|u_0\|_{C[0,h_0]} \) is sufficiently small; Spreading occurs if \( \|u_0\|_{C([0,h_0])} \) is sufficiently large.

If \( D \) and \( h_0 \) are fixed, the initial number \( u_0(r) \) governs the spreading and vanishing of the invasive species.

**Theorem 5.7** Assume that (H) holds. Let \((u(r, t); h(t))\) be the solution of problem (1.4) with \( u_0(r) := \delta \varphi(r) \) for some constant \( \delta > 0 \). Then there exists \( \delta_0 := \delta_0(h_0; D) \in [0, +\infty) \) such that spreading occurs for \( \delta > \delta_0 \) and vanishing happens for \( 0 < \delta \leq \delta_0 \).

Proof: Since \( \lim_{r \to \infty} (b(r) - d(r)) = \alpha \), then there exists \( h^*(D) \in (0, \infty) \) such that \( R^D_D(D; B_{h^*}) = 1 \) by Theorem 3.1 (d). Applying Corollary 4.3 and Lemma 4.6, we know that spreading happens if \( h_0 \geq h^*(D) \). Then we can choose \( \delta_0 = 0 \) in this case.

Next, we consider the other case \( h_0 < h^* \). Thus we have \( R^D_D(D, B_{h_0}) < 1 \) from Theorem 3.1 (d). Define
\[
\delta_0 := \sup \left\{ \delta : h_\infty < \infty \text{ for } \delta^0 \in (0, \delta) \right\}.
\]
It follows from Corollary 5.4 that vanishing occurs for small \( \delta > 0 \). Hence \( \delta_0 \in (0, +\infty) \). Moreover, Lemma 5.1 illustrates that spreading happens for large \( \delta \). Therefore \( \delta_0 \in (0, +\infty) \). According to the comparison principle, we deduce that spreading occurs when \( \delta > \delta_0 \); while if \( 0 < \delta < \delta_0 \), the vanishing happens.

Finally, we show that vanishing occurs when \( \delta = \delta_0 \). Otherwise, spreading must happen and we have \( h_\infty = \infty \) at \( \delta = \delta_0 \). It follows from Theorem 3.3(1) that there exists \( T_0 > 0 \) such that \( R^F_D(T_0) = R^D_D(D, B_{h(T_0)}) > 1 \). To stress the continuous dependence of \((u, h)\) on the initial value \( u_0(r) = \delta \varphi(r) \), let \((u_\varepsilon; h_\varepsilon)\)
denote the solution of problem (1.4) with \( u_0(r) = \delta_0 \varphi(r) \) replaced by \( u_0^\varepsilon(r) = (\delta_0 - \varepsilon) \varphi(r) \). Obviously, we have \( R_0^{B_1}(D, B_{h_0(T_0)}) > 1 \). But applying Lemma 4.2 yields that \( (u_\varepsilon, h_\varepsilon) \) spreads to the whole habitat. But this is contradict to the definition of \( \delta_0 \).

\[ \square \]

6 Spreading speed

In this section, we always suppose \((H)\) holds. In the spreading case, we will give the asymptotic spreading speed of the free boundary \( x = h(t) \). First, it follows from Section 4 of \([7]\) that \( k_0 \) increases with \( \mu, a \) and decreases with \( b \), where \( k_0 \in (0, 2\sqrt{aD}) \) is the unique positive solution of the following problem

\[
\begin{cases}
-DU'' + kU' = aU - bU^2, & r > 0, \\
U(0) = 0.
\end{cases}
\tag{6.1}
\]

It follows from a well known conclusion that the problem of problem (6.1) has a unique positive solution \( U = U_{a,b,k} \). And \( U(r) \) converges to \( \frac{a}{b} \) as \( r \) approaches to infinity. Moreover, \( U_{a,b,k}'(r) \) is a monotone increasing function about \( r \in (0, +\infty) \), \( U_{a,b,k}'(0) \) and \( U_{a,b,k}'(r) \) are strictly decreasing functions with \( k \) for \( r > 0 \), respectively.

**Theorem 6.1** If \( h_\infty = \infty \), then \( \lim_{t \to +\infty} \frac{h(t)}{t} = k_0 \).

**Proof:** Now we show that \( u(r, t) \) is locally uniformly bounded for \([0, +\infty)\). Since the condition \((H)\) holds, by Theorem 3.1 in \([12]\), the unique positive solution \( \tilde{u}(r) \) of problem (1.6) satisfies that \( \lim_{r \to +\infty} \tilde{u}(r) = \frac{a}{\beta} \). For any \( \varepsilon > 0 \), there exists \( R := R(\varepsilon) \) such that for any \( r \geq R \),

\[
\alpha - 2\varepsilon \leq b(r) - d(r) \leq \alpha + 2\varepsilon, \quad \beta - 2\varepsilon \leq \beta(r) \leq \beta + 2\varepsilon
\]

and \( \frac{\alpha - \varepsilon}{\beta + \varepsilon} \leq \tilde{u}(r) \leq \frac{\alpha + \varepsilon}{\beta} \). As \( h_\infty = +\infty \) and \( \lim_{t \to +\infty} u(r, t) = \tilde{u}(r) \), then there exists \( T := T(R) > 0 \) such that for any \( t \geq 0 \),

\[
h(T) > 3R \text{ and } u(2R, t + T) < \frac{\alpha + 2\varepsilon}{\beta - 2\varepsilon}.
\]

Let

\[
\hat{u}(r, t) = u(r + 2R, t + T) \quad \text{and} \quad \hat{h}(t) = h(t + T) - 2R.
\]

Direct calculations yield

\[
\begin{cases}
\hat{u}_t - D\Delta(\hat{u}_{rr} + \frac{\hat{u}}{r+2R} \hat{u}_r) = \\
\hat{u}(b(r + 2R) - d(r + 2R) - \beta(r + 2R)\hat{u}), & 0 < r < \hat{h}(t), \ t > 0, \\
\hat{u}(0, t) = u(2R, t + T), & \hat{u}(\hat{h}(t), t) = 0, & t > 0, \\
\hat{h}'(t) = -\mu \hat{u}_r(\hat{h}(t), t), & t > 0, \\
\hat{u}(r, 0) = u_0(r + 2R, T), & 0 \leq r \leq \hat{h}(0).
\end{cases}
\tag{6.2}
\]
Since $b(r + 2R) - d(r + 2R) \leq \alpha + 2\varepsilon$ and $\beta(r + 2R) \geq \beta - 2\varepsilon$, it follows from the comparison principle that 

$$\hat{u}(r, t) \leq w(t) \text{ for } 0 < r < \hat{h}(t) \text{ and } t > 0,$$

where $w(t)$ is the solution of

$$\begin{cases}
\frac{dw}{dt} = w[\alpha + 2\varepsilon] - (\beta - 2\varepsilon)w, & t > 0, \\
w(0) = \max \left\{ \frac{\alpha + 2\varepsilon}{\beta - 2\varepsilon}, \|\hat{u}(0, \cdot)\|_{\infty} \right\}.
\end{cases}$$

Noting that $\lim_{t \to \infty} w(t) = \frac{\alpha + 2\varepsilon}{\beta - 2\varepsilon}$, for any $0 \leq r \leq \hat{h}(t)$ and $t \geq \hat{T}$, there exists $\hat{T} := \hat{T}_\varepsilon$ such that 

$$\hat{u}(r, t) \leq w(t) \leq \frac{\alpha + 2\varepsilon}{\beta - 2\varepsilon} (1 - \varepsilon)^{-1}.$$ 

That is to say

$$u(r + 2R, t + T) \leq \frac{\alpha + 2\varepsilon}{\beta - 2\varepsilon} (1 - \varepsilon)^{-1} \text{ for } 0 \leq r \leq \hat{h}(t) \text{ and } t \geq \hat{T}.$$ 

On the other hand, we will claim that $u$ has a subbound. Replacing $b(r + 2R) - d(r + 2R)$ and $\beta(r + 2R)$ by $\alpha - 2\varepsilon$ and $\beta + 2\varepsilon$, respectively, then problem (6.2) becomes

$$\begin{cases}
v_t - D\Delta(v_{rr} + \frac{n - 1}{r + 2R}v_r) = v[\alpha - 2\varepsilon] - (\beta + 2\varepsilon)v, & 0 < r < \hat{h}(t), \ t > 0, \\
v(0, t) = \hat{u}(0, t), \ v(\hat{h}(t), t) = 0, & t > 0, \\
v(r, 0) = \hat{u}(r, 0), & 0 \leq r \leq \hat{h}(0),
\end{cases}$$

It follows from Lemma 3.4 in [4] that

$$\lim_{t \to +\infty} v(r, t) \geq \frac{\alpha - 2\varepsilon}{\beta + 2\varepsilon} \text{ locally uniformly for } r \in [0, \infty).$$

Using the comparison principle gives

$$\hat{u}(r, t) \geq v(r, t) \text{ for } r \in [0, \hat{h}(t)] \text{ and } t > 0.$$ 

Thus we conclude that

$$\lim_{t \to +\infty} \hat{u}(r, t) \geq \frac{\alpha - 2\varepsilon}{\beta + 2\varepsilon} \text{ locally uniformly for } r \in [0, \infty).$$

Next, we construct the suitable lower and upper solution of the free boundary problem (1.4) to show that $\lim_{t \to +\infty} \frac{\hat{h}(t)}{t} = k_0$. The rest part of the proof is similar as that of Theorem 3.6 in [4] with some obvious modifications. Define

$$\hat{h}(t) = (1 - \varepsilon)^2 k_0 (\mu, \alpha - 2\varepsilon, \beta + 2\varepsilon) t + \hat{h}(0), \ t \geq 0,$$
\[
\bar{u}(r, t) = (1 - \varepsilon)^2 U_{\alpha - 2\varepsilon, \beta + 2\varepsilon, k_0(\mu, \alpha - 2\varepsilon, \beta + 2\varepsilon)}(h(t) - r), 0 \leq r \leq h(t), t > 0.
\]
Noting that \( U_{\alpha + 2\varepsilon, \beta - 2\varepsilon, k_0(\mu, \alpha + 2\varepsilon, \beta - 2\varepsilon)} \) converges to \( \frac{e^{+2\varepsilon}}{e^{-2\varepsilon}} \) as \( r \) approaches to infinity. Then there exists \( R_0(\varepsilon) > 2R \) such that \( U_{\alpha + 2\varepsilon, \beta - 2\varepsilon, k_0(\mu, \alpha + 2\varepsilon, \beta - 2\varepsilon)} > \frac{e^{+2\varepsilon}}{e^{-2\varepsilon}}(1 - \varepsilon) \) for \( r \geq R_0 \). Let
\[
\bar{h} = (1 - \varepsilon)^{-2} k_0(\mu, \alpha + 2\varepsilon, \beta - 2\varepsilon) t + \hat{h}(T), \quad t \geq 0,
\]
\[
\bar{\pi}(r, t) = (1 - \varepsilon)^{-2} U_{\alpha + 2\varepsilon, \beta - 2\varepsilon, k_0(\mu, \alpha + 2\varepsilon, \beta - 2\varepsilon)}(\bar{h}(t) - r), 0 \leq r \leq \bar{h}(t), t > 0.
\]
It follows from the proof of Theorem 3.6 in [6] and Lemma 2.4, we find that \((u, h)\) and \((\pi, \bar{h})\) are the lower and upper solutions of problem (1.4).

Hence we have
\[
\lim_{t \to \infty} \frac{h(t)}{t} \geq \lim_{t \to \infty} \frac{h(t)}{t} = (1 - \varepsilon)^2 k_0(\mu, \alpha - 2\varepsilon, \beta + 2\varepsilon),
\]
\[
\lim_{t \to \infty} \frac{\bar{h}(t)}{t} \leq \lim_{t \to \infty} \frac{\bar{h}(t)}{t} = (1 - \varepsilon)^{-2} k_0(\mu, \alpha + 2\varepsilon, \beta - 2\varepsilon).
\]
Let \( \varepsilon \to 0 \), then we get \( \lim_{t \to +\infty} \frac{h(t)}{t} = k_0. \) \( \Box \)

7 Discussion

In this paper, a logistic reaction-diffusion equation is investigated in heterogeneous environments with a free boundary describing the front of an invasive species. Based on the sign of \( \int_{B_h(t_0)} (b(r) - d(r)) \, dr \), the habitat of the invasive species are divided into favorable habitat and unfavorable habitat. We study the long time behavior of the solution and discuss how the spatial heterogeneity affects the moving patterns of the invasive species. Sufficient conditions are given to ensure that the spreading and vanishing happen. Furthermore, when the species survives and establishes itself successfully in the new environment, we estimate the asymptotic spreading speed, which is smaller than the minimal speed of the corresponding traveling wave problem.

For simplicity, we always assume that \((H)\) holds. In a favorable habitat \( B_{h(t_0)} \) for some \( t_0 \geq 0 \), if the diffusion is slow or the the occupying habitat is large, we have \( h_\infty = \infty \) and \( \lim_{t \to +\infty} u(r, t) = \tilde{u}(r) \) locally uniformly in \([0, +\infty)\), where \( \tilde{u}(r) \) is the unique positive solution of problem (1.6) (Theorem 4.7). That is to say, if the average birth rate of a species is greater than the average death rate, the invasive species with slow diffusion or large habitat occupation will survive in the new environment. In a biological view, the species will survive easily in a favorable habitat.
An unfavorable habitat is bad for the species with small number at the beginning (Lemma 5.3), the rare (or endangered) species in an unfavorable habitat will become extinct in the future. However, even the habitat is unfavorable, if the initial occupying area \( B_{h_0} \) is beyond a critical size, namely, \( h_0 \geq h^* \), then regardless of the initial population size \( u_0(r) \), spreading always happens (Corollary 4.3). And if \( h_0 < h^* \), spreading is also possible for big initial population size \( u_0(r) \) provided that the favorable set \( F^+ \) is nonempty (Corollary 5.2). Those results tell us that we can also choose a proper initial habitat or keep sufficient number to preserve the endangered species. Theorems 5.5, 5.6 and 5.7 imply that slow diffusion, large occupying habitat and big initial population number are benefit for the species to survive in the new environment. The invasive species with slow diffusion will spread in the total habitat, while if the ability of migratory is big, the vanishing or spreading of the species in the new environment is determined by the initial number. A threshold value about dispersal is given in Theorem 5.5. Theorem 5.6 also shows a similar result about the initial occupying habitat. However, initial value also play an important role in determining the spreading or vanishing of the species (Theorem 5.7). Those theoretical study gives us a method to preserve the rare species who live in the worst environment.

Among the work of studying spreading of species, our main interest is that the domain we investigated is a heterogeneous environment, and the boundary which is governed by a moving boundary \( r = h(t) \). Moreover, we find a threshold number \( R_0^{F^+}(D, t) \), which plays the similar importance as the basic reproduction number in epidemiology. After the first version of this paper was completed, we have learned a more closely related research in [34], where \( b(r) - d(r) \) is defined as \( m(x) \) in one space dimension and the authors provided a different way to understand the dynamics of invasive species by choosing the parameter \( D \). We hope all related work can have useful implications for prediction of biological invasions and preservation of the rare species.
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