Brick partition problems in three dimensions
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Abstract

A d-dimensional brick is a set $I_1 \times \cdots \times I_d$ where each $I_i$ is an interval. Given a brick $B$, a brick partition of $B$ is a partition of $B$ into bricks. A brick partition $\mathcal{P}_d$ of a $d$-dimensional brick is $k$-piercing if every axis-parallel line intersects at least $k$ bricks in $\mathcal{P}_d$. Bucic et al. [3] explicitly asked the minimum size $p(d, k)$ of a $k$-piercing brick partition of a $d$-dimensional brick. The answer is known to be $4(k - 1)$ when $d = 2$. Our first result almost determines $p(3, k)$. Namely, we construct a $k$-piercing brick partition of a 3-dimensional brick with $12k - 15$ parts, which is off by only 1 from the known lower bound. As a generalization of the above question, we also seek the minimum size $s(d, k)$ of a brick partition $\mathcal{P}_d$ of a $d$-dimensional brick where each axis-parallel plane intersects at least $k$ bricks in $\mathcal{P}_d$. We resolve the question in the 3-dimensional case by determining $s(3, k)$ for all $k$.

1 Introduction

A d-dimensional brick is a set $I_1 \times \cdots \times I_d$ where each $I_i$ is an interval. Given a d-dimensional brick $B$, a partition $\{B_1, \ldots, B_m\}$ of $B$ is a brick partition of $B$ if each $B_i$ is a d-dimensional brick. (Note that we allow the parts to share boundaries, but no interior points.) A brick partition $\{B_1, \ldots, B_m\}$ is $k$-piercing if every axis-parallel line intersects at least $k$ distinct $B_i$. The following question was explicitly formulated in [3]:

**Question 1.1.** For integers $d \geq 1$ and $k \geq 2$, what is the minimum size $p(d, k)$ of a $k$-piercing brick partition of a d-dimensional brick?
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The authors of [3] consider discrete bricks (a product of sets of consecutive integers), but they remark that the question can be formalized in the continuous setting, which is the topic of this paper.

Elementary arguments show that \( d2^{d-1}(k-2) + 2^d \leq p(d, k) \leq k^d \). The proof of the lower bound is the following: assume \( \mathcal{P} \) is a \( k \)-piercing brick partition of a \( d \)-dimensional brick \( B \). Each edge of \( B \) must be incident with at least \( k \) bricks, and if a brick in \( \mathcal{P} \) is incident with two edges of \( B \), then it must be incident with a corner of \( B \) since \( \mathcal{P} \) is \( k \)-piercing. The lower bound follows since \( B \) has \( d2^{d-1} \) edges and \( 2^d \) corners. The upper bound is given by simply partitioning the initial brick \( B \) into \( k \) parts along each dimension, which gives a \( k \)-piercing brick partition with \( k^d \) bricks. An intriguing result in [3] states that when \( d \) is fixed, \( p(d, k) \) is actually bounded above by a linear function of \( k \), namely, \( p(d, k) \leq 3.92^d k \).

Exact values of \( p(d, k) \) are known whenever \( k = 2 \) or \( d = 2 \). When \( k = 2 \), the elementary bounds in the previous paragraph imply \( p(d, 2) = 2^d \). When \( d = 2 \), the example in Figure 1 demonstrates \( p(2, k) \leq 4(k-1) \), which matches the elementary lower bound in the aforementioned paragraph. Hence, \( p(2, k) = 4(k-1) \).

![Figure 1](image) A \( k \)-piercing brick partition of a 2-dimensional brick with only \( 4(k-1) \) bricks.

For \( k \geq 3 \), our first result almost determines \( p(3, k) \) by narrowing down the possible values to \( 12k - 16 \) and \( 12k - 15 \). Given a 3-dimensional brick \( B \), we explicitly construct a \( k \)-piercing brick partition of \( B \) that uses only \( 12k - 15 \) bricks. See Figure 2. In other words, \( p(3, k) \leq 12k - 15 \), which is off by only 1 since the above elementary lower bound gives \( 12k - 16 \) when \( d = 3 \).

**Theorem 1.2.** For an integer \( k \geq 3 \) and a 3-dimensional brick \( B \), there exists a \( k \)-piercing brick partition of \( B \) with only \( 12k - 15 \) bricks. In other words, \( p(3, k) \leq 12k - 15 \).

Since \( k \)-piercing concerns an intersection property of a brick partition with a 1-dimensional object (line), we can generalize this concept to higher dimensions. We say a (hyper)plane \( p \) is axis-parallel if each axis is either parallel or orthogonal to \( p \). Hence, as a generalization of \( k \)-piercing, we introduce the notion of \( k \)-slicing: a brick partition \( \{B_1, \ldots, B_m\} \) is \( k \)-slicing if every axis-parallel 2-dimensional plane intersects at least \( k \) distinct \( B_i \). We seek the minimum size \( s(d, k) \) of a \( k \)-slicing brick partition of a \( d \)-dimensional brick.
Question 1.3. For integers \(d \geq 2\) and \(k \geq 2\), what is the minimum size \(s(d,k)\) of a \(k\)-slicing brick partition of a \(d\)-dimensional brick?

We resolve the above question for the first nontrivial dimension of by determining \(s(3,k)\) for all values of \(k\). Except when \(k = 2\), the value of \(s(3,k) = 2k - 1\). Namely, for \(k \geq 3\), given a 3-dimensional brick \(B\), we explicitly construct a \(k\)-slicing brick partition of \(B\) that uses only \(2k - 1\) bricks, and show that such a partition cannot be obtained with fewer bricks.

Theorem 1.4. For an integer \(k \geq 3\), \(s(3,k) = 2k - 1\), and \(s(3,2) = 4\).

Note that in three dimensions, the only types of intersection properties for brick partitions are \(k\)-piercing and \(k\)-slicing. Other types of intersection properties exist for higher dimensions, as well as for other types of partitions such as box partitions; we direct the interested readers to [1–8] for more results of this flavor.

In Section 2, we provide a construction of a \(k\)-piercing brick partition of a 3-dimensional brick that uses only \(12k - 15\) bricks. In Section 3, we determine the value of \(s(3,k)\) for all values of \(k\). Namely, \(s(3,2) = 4\) and \(s(3,k) = 2k - 1\) for \(k \geq 3\). We remark that all our constructions were found by hand without the help of computers.

2 \(k\)-piercing brick partitions

In this section, we prove Theorem 1.2 by exhibiting an explicit construction of a \(k\)-piercing brick partition of a 3-dimensional brick for an integer \(k \geq 3\). Assume a 3-dimensional brick \(B\) is given. By scaling the sides of \(B\), we may assume \(B = [0,6] \times [0,6] \times [0,6]\) for convenience.

Consider the set of bricks \(\mathcal{P} = \{W_1, W_2, W_3\} \cup \{X_i, X'_i, Y_i, Y'_i, Z_i, Z'_i : i \in \{1,2\}\}\) where each brick in \(\mathcal{P}\) is defined as below (See Figure 2):

- \(X_1 = [0,2] \times [3,6] \times [0,4]\)
- \(Y_1 = [0,4] \times [0,2] \times [3,6]\)
- \(Z_1 = [0,3] \times [2,6] \times [4,6]\)
- \(X_2 = [4,6] \times [0,3] \times [2,6]\)
- \(Y_2 = [2,6] \times [4,6] \times [0,3]\)
- \(Z_2 = [3,6] \times [0,4] \times [0,2]\)
- \(X'_1 = [3,4] \times [2,6] \times [4,6]\)
- \(Y'_1 = [0,2] \times [2,3] \times [0,4]\)
- \(Z'_1 = [0,4] \times [0,2] \times [2,3]\)
- \(X'_2 = [2,3] \times [0,4] \times [0,2]\)
- \(Y'_2 = [4,6] \times [3,4] \times [2,6]\)
- \(Z'_2 = [2,6] \times [4,6] \times [3,4]\)
- \(W_1 = [0,2] \times [0,2] \times [0,2]\)
- \(W_2 = [2,4] \times [2,4] \times [2,4]\)
- \(W_3 = [4,6] \times [4,6] \times [4,6]\)

Claim 2.1. \(\mathcal{P}\) is a brick partition of \(B\).

Proof. It is not hard to see that \(W_1, W_2, W_3\) together with

\[
\begin{align*}
[0,2] \times [2,6] \times [0,4] & \quad [0,4] \times [0,2] \times [2,6] & \quad [0,4] \times [2,6] \times [4,6] \\
[4,6] \times [0,4] \times [2,6] & \quad \vphantom{[0,2] \times [2,6] \times [0,4]} [2,6] \times [4,6] \times [0,4] & \quad [2,6] \times [0,4] \times [0,2]
\end{align*}
\]
Figure 2: A $k$-piercing brick partition of a 3-dimensional brick with only $12k - 15$ bricks.

is a brick partition of $B$. Each brick that is not $W_i$ can be refined into two bricks in $\mathcal{P}$ as follows:

$X_1 \sqcup Y'_1 = [0, 2] \times [2, 6] \times [0, 4]$ 
$Y_1 \sqcup Z'_1 = [0, 4] \times [0, 2] \times [2, 6]$ 
$Z_1 \sqcup X'_1 = [0, 4] \times [2, 6] \times [4, 6]$

$X_2 \sqcup Y'_2 = [4, 6] \times [0, 4] \times [2, 6]$ 
$Y_2 \sqcup Z'_2 = [2, 6] \times [4, 6] \times [0, 4]$ 
$Z_2 \sqcup X'_2 = [2, 6] \times [0, 4] \times [0, 2]$

Since every brick in $\mathcal{P}$ was used exactly once, we have shown that $\mathcal{P}$ is a brick partition of $B$. \hfill \Box

We now refine all bricks in $\mathcal{P}$ except $W_1, W_2, W_3$ to obtain a new brick partition $\mathcal{P}^*$ of $B$ according to Table 1. Each line of the table specifies which brick is partitioned into how many pieces along which direction; imagine a plane orthogonal to the specified direction slicing the brick into smaller bricks as it moves along the specified direction. For instance, the first line of Table 1 means the following: partition $X_1$ into $k - 1$ bricks by cutting along the first axis. See Figure 2. It is clear that $\mathcal{P}^*$ is a brick partition of $B$ since $\mathcal{P}$ is a brick partition of $B$. Note that $\mathcal{P}^*$ has $3 + 6(k - 1) + 6(k - 2) = 12k - 15$ bricks.

Claim 2.2. $\mathcal{P}^*$ is a $k$-piercing brick partition of $B$.

Proof. For intervals $I, J$, let $\ell(\ast, I, J)$ be the set of lines parallel to the first axis where the second coordinate and third coordinate are fixed values in $I$ and $J$, respectively. Similarly, define $\ell(I, \ast, J)$ and
\[ \begin{array}{|c|c|c|}\hline \text{brick} & \text{cut into in } \mathcal{P}^* & \text{direction} \\ \hline X_1 & k - 1 & 1 \\ X_2 & k - 1 & 1 \\ X'_1 & k - 2 & 1 \\ X'_2 & k - 2 & 1 \\ \hline \end{array} \]

\[ \begin{array}{|c|c|c|}\hline \text{direction} & \text{line} & \text{intersecting brick in } \mathcal{P} \\ \hline 1 & \ell(\ast, [3, 6], [0, 4]) & X_1 \\ 1 & \ell(\ast, [0, 3], [2, 6]) & X_2 \\ 1 & \ell(\ast, [2, 6], [4, 6]) & X'_1 \\ 1 & \ell(\ast, [0, 4], [0, 2]) & X'_2 \\ 2 & \ell([0, 4], \ast, [3, 6]) & Y_1 \\ 2 & \ell([2, 6], \ast, [0, 3]) & Y_2 \\ 2 & \ell([0, 2], \ast, [0, 4]) & Y'_1 \\ 2 & \ell([4, 6], \ast, [2, 6]) & Y'_2 \\ 3 & \ell([0, 3], [2, 6], \ast) & Z_1 \\ 3 & \ell([3, 6], [0, 4], \ast) & Z_2 \\ 3 & \ell([0, 4], [0, 2], \ast) & Z'_1 \\ 3 & \ell([2, 6], [4, 6], \ast) & Z'_2 \\ \hline \end{array} \]

Table 1: Forming \( \mathcal{P}^* \) from \( \mathcal{P} \).

Table 2: Lines intersecting bricks.

The \( \ell(I, J, \ast) \) to be sets of lines parallel to the second and third, respectively, axis where the other coordinates are fixed values in \( I \) and \( J \).

Table 2 conveys that each axis-parallel line intersects some brick in \( \mathcal{P} \) that is refined in \( \mathcal{P}^* \). For instance, the first line of Table 2 means the following: each line \( \ell_1 \) in \( \ell(\ast, [3, 6], [0, 4]) \) intersects \( X_1 \), which is cut into \( k - 1 \) bricks in \( \mathcal{P}^* \) (see Table 1). Since \( \mathcal{P}^* \) is a partition, \( \ell \) intersects at least one more brick in \( \mathcal{P}^* \), for a total of at least \( k \) intersecting bricks in \( \mathcal{P}^* \). Note that every axis-parallel line is in one of the sets defined in Table 2. It is easy to check Table 2 to see that each axis-parallel line intersects at least \( k \) bricks in \( \mathcal{P}^* \).

3 \( k \)-slicing brick partitions

In this section, we prove Theorem 1.4. Throughout this section, let \( B \) be a 3-dimensional brick. By scaling the sides of \( B \), we may assume \( B = [0, 2] \times [0, 2] \times [0, 2] \) for convenience. We first prove a lower bound on \( s(3, k) \).

Proposition 3.1. \textit{For an integer } \( k \geq 2 \), \( s(3, k) \geq 2k - 1 \).

Proof. Let \( \mathcal{P} \) be an arbitrary \( k \)-slicing brick partition of \( B \). For each brick \( b \in \mathcal{P} \), let \( f(b) \) be the number of boundary planes of \( B \) incident with \( b \). Let \( F(\mathcal{P}) = \sum_{b \in \mathcal{P}} f(b) \). Since \( \mathcal{P} \) is \( k \)-slicing, each of the six boundary planes of \( B \) meets at least \( k \) bricks of \( \mathcal{P} \), so \( F(\mathcal{P}) \geq 6k \).
On the other hand, a brick $b \in \mathcal{P}$ is incident with at most four boundary planes of $B$, since otherwise there is an axis-parallel plane that meets only one brick, namely, $b$. Moreover, if $b$ is incident with exactly four boundary planes, then it must contain two corners of $B$, since otherwise there is an axis-parallel plane that meets only one brick, namely, $b$. Thus, at most four bricks in $\mathcal{P}$ are incident with exactly four boundary planes of $B$.

Therefore, $6k \leq \alpha + 3|\mathcal{P}|$, which implies $|\mathcal{P}| \geq 2k - \alpha/3 \geq 2k - 4/3$. Since $|\mathcal{P}|$ is an integer, we conclude $|\mathcal{P}| \geq 2k - 1$. \hfill \qed

When $k = 2$, the lower bound on $s(3, k)$ given by the previous proposition is not tight. We now determine the value of $s(3, 2)$. The arguments have similar flavor to the one in the proof of the previous proposition.

**Proposition 3.2.** $s(3, 2) = 4$.

*Proof.* We first claim that every 2-slicing brick partition of $B$ has at least four bricks. Let $C$ be the set of the following corners: $(0, 0, 0), (0, 2, 2), (2, 0, 2), (2, 2, 0)$. Given an arbitrary 2-slicing brick partition $\mathcal{P}_1$ of $B$, if a brick in $\mathcal{P}_1$ contains two corners $c_1, c_2 \in C$, then the unique axis-parallel plane containing both $c_1, c_2$ does not meet two bricks of $\mathcal{P}_1$. Thus, each brick in $\mathcal{P}_1$ contains at most one corner in $C$, so $\mathcal{P}_1$ has at least four bricks.

Consider the set of bricks $\mathcal{P}_2 = \{X_0, X_1, Y_0, Y_1\}$ where each brick in $\mathcal{P}_2$ is defined as below (See Figure 3):

- $X_0 = [0, 2] \times [0, 1] \times [0, 1]$
- $X_1 = [0, 2] \times [1, 2] \times [0, 1]$
- $Y_0 = [0, 1] \times [0, 2] \times [1, 2]$
- $Y_1 = [1, 2] \times [0, 2] \times [1, 2]$

It is not hard to see that $\mathcal{P}_2$ is a brick partition of $B$, and moreover, $\mathcal{P}_2$ is 2-slicing. \hfill \qed

Now consider $k \geq 3$. We exhibit an explicit construction of a $k$-slicing brick partition of $B$. Consider the set of bricks $\mathcal{P} = \{W_0, X_0, X_1, Y_0, Y_1\}$ where each brick in $\mathcal{P}$ is defined as below (see Figure 3):

- $W_0 = [0, 1] \times [0, 1] \times [0, 2]$
- $X_0 = [1, 2] \times [0, 1] \times [0, 1]$
- $X_1 = [0, 2] \times [1, 2] \times [0, 1]$
- $Y_0 = [0, 1] \times [1, 2] \times [1, 2]$
- $Y_1 = [1, 2] \times [0, 2] \times [1, 2]$

**Claim 3.3.** $\mathcal{P}$ is a brick partition of $B$.

*Proof.* It is not hard to see that $X_0, X_1, Y_0, Y_1$ together with

$[0, 1] \times [0, 1] \times [0, 1]$  
$[0, 1] \times [0, 1] \times [1, 2]$

is a brick partition of $B$. The above two bricks together is a partition of $W_0$. Since every brick in $\mathcal{P}$ was used exactly once, we have shown that $\mathcal{P}$ is a brick partition of $B$. \hfill \qed
Figure 3: A k-slicing brick partition of a 3-dimensional brick for $k = 2$ (left) and for $k \geq 3$ (right).

We now refine the bricks $X_1$ and $X_2$ to obtain a new brick partition $\mathcal{P}^*$ of $B$. Recall that “cutting along” means a plane orthogonal to the specified direction is slicing the brick into smaller bricks as it moves along the specified direction.

– Partition $X_1$ into $k - 2$ bricks by cutting along the second axis.
– Partition $Y_1$ into $k - 2$ bricks by cutting along the first axis.

It is clear that $\mathcal{P}^*$ is a brick partition of $B$ since $\mathcal{P}$ is a brick partition of $B$. Note that $\mathcal{P}^*$ has $3 + 2(k - 2) = 2k - 1$ bricks.

**Claim 3.4.** $\mathcal{P}^*$ is a $k$-slicing brick partition of $B$.

**Proof.** For an interval $I$, let $\mathcal{L}(I, *, *)$ be the set of planes whose normal vectors are parallel to the first axis where the first coordinate is a fixed value in $I$. Similarly, define $\mathcal{L}(*, I, *)$ and $\mathcal{L}(*, *, I)$ to be sets of planes whose normal vectors are parallel to the second and third axes where the second and third, respectively, coordinates are fixed values in $I$.

Each plane in $\mathcal{L}(*, *, I)$ intersects $W_0$ and either $X_0$, $X_1$ or $Y_0$, $Y_1$ in $\mathcal{P}$, so it intersects $k$ bricks in $\mathcal{P}^*$. Each plane in $\mathcal{L}(I, *, *)$ intersects $X_1$, either $W_0$ or $X_0$, and either $Y_0$ or $Y_1$ in $\mathcal{P}$, so it intersects $k$ bricks in $\mathcal{P}^*$. Each plane in $\mathcal{L}(*, I, *)$ intersects $Y_1$, either $W_0$ or $Y_0$, and either $X_0$ or $X_1$ in $\mathcal{P}$, so it intersects $k$ bricks in $\mathcal{P}^*$. \qed
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