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Context-Enhanced Human-Robot Interaction: Exploring the Role of System Interactivity and Multimodal Stimuli on the Engagement of People with Dementia

Yuan Feng1,2 · Giulia Perugia3,4 · Suihuai Yu2 · Emilia I. Barakova1 · Jun Hu1 · G. W. Matthias Rauterberg1

Abstract
Engaging people with dementia (PWD) in meaningful activities is the key to promote their quality of life. Design towards a higher level of user engagement has been extensively studied within the human-computer interaction community, however, few extend to PWD. It is generally considered that increased richness of experiences can lead to enhanced engagement. Therefore, this paper explores the effects of rich interaction in terms of the role of system interactivity and multimodal stimuli by engaging participants in context-enhanced human-robot interaction activities. The interaction with a social robot was considered context-enhanced due to the additional responsive sensory feedback from an augmented reality display. A field study was conducted in a Dutch nursing home with 16 residents. The study followed a two by two mixed factorial design with one within-subject variable - multimodal stimuli - and one between-subject variable - system interactivity. A mixed method of video coding analysis and observational rating scales was adopted to assess user engagement comprehensively. Results disclose that when additional auditory modality was included besides the visual-tactile stimuli, participants had significantly higher scores on attitude, more positive behavioral engagement during activity, and a higher percentage of communications displayed. The multimodal stimuli also promoted social interaction between participants and the facilitator. The findings provide sufficient evidence regarding the significant role of multimodal stimuli in promoting PWD’s engagement, which could be potentially used as a motivation strategy in future research to improve emotional aspects of activity-related engagement and social interaction with the human partner.
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1 Introduction
Dementia, a neurodegenerative disease addressed by the World Health Organization and Alzheimer’s Disease International as a public health priority [51]. It is not a part of normal aging and can erode people with dementia’s (PWD) ability to perform daily tasks as they will gradually experience reduced cognitive ability, loss of memory, learning skills, language ability, and impaired affect regulation. With no existing cure in sight, the condition of the PWD can only get worse with the affected behaviours further exaggerated. The need for a high level of assistance, professional and inten-
Enabling care means that most PWD are eventually admitted to long-term care (LTC) facilities where they can receive quality care. Such facilities can be efficient in meeting physical needs (e.g., hygiene, meals, place to live or medication use), but often fail to address psycho-social needs [26,62]. Consequently, the well-being of PWD in LTC facilities is hindered, as they spend most of their time alone, disengaged, have limited meaningful social interactions, and are exposed to inappropriate sensory stimulation (e.g., lack of sensory stimulation or over-stimulating by environmental factors). This prolonged lack of engagement in sensory stimulation, physical and social activities can further lead to accelerated disease development and worse living conditions.

Enhancing engagement is key for promoting the quality of life of PWD, especially for those living in residential homes [46,67]. It has been well-recognized in the literature that engagement in meaningful activities is associated with reduced challenging behaviors (e.g., agitation) [50], decreased psychological symptoms such as aggression, depression, and apathy [13,43,61], increased social connections [9,18], and improved positive emotions [45,64,74]. Therefore, in order to help PWD to live well with the disease after the diagnosis, it is essential to design and develop activities that could engage this special user group. The use of various kinds of interactive technologies to facilitate engagement of PWD is a rising field that is reshaping contemporary dementia care [49]. Despite the fact that most of the technology applications are still focusing on promoting self-independence, safety, or care practices and services of PWD [66], researchers are now aware that the priorities include not only attending activities that are important for independence but also for enjoyment, social interaction and relaxation [41]. Interactive system mediated psycho-social activities have huge potential in enabling motivation for active participation, providing sensory and physical stimulation, addressing social and emotional needs, and benefiting the mental health of PWD, as well as maintaining dimensions of human existence such as self-determination and dignity. From the design research perspective, it is therefore interesting to find out how could interactive system mediated activities be designed towards an increased level of engagement for PWD?

For decades, researchers within the human-computer interaction (HCI) community have been exploring how unique system features can influence user engagement. The framework of “Richness, Control and Engagement” proposed by Rozendaal [59] addressed the role of experienced richness and control in determining user engagement. The notion richness was described as “the range of possibilities afforded by an interactive medium in terms of perception and action”, and were influenced by system features at sensorial level - the variety of external sensory stimulation; behavioral level - degree of various behavioural movements enabled; and mental level - curiosity and ambiguity through thought process [57,58]. “Control” emphasizes the balance between personal experiences/skills and system provided challenges. The experienced richness is suggested by literature accumulated by a system afforded feature named “Interactivity”, and the representational richness of a medium named “Vividness” [56]. Interactivity-which is central to interactive system design-has been well studied for decades and has been defined in many ways. The concept has many varied interpretations according to different perspectives. Interactivity defined by Steuer [63] combines both the possibilities of the system and the human action that is needed to bring about these possibilities. With more possibilities to manipulate the system in order to achieve higher goals, the interactivity is therefore increased. For an interaction experience, interactivity has the ability to influence the feeling of control and increase richness at behavioural level affecting the physicality of interaction, while presented sensory feedback could affect richness at a sensorial level, therefore, potentially contributing to enhanced user engagement.

However, few studies further extend this research of engagement to dementia users. For PWD with diminished cognitive and functional abilities, and impaired sensory information processing and integration skills, their perceptual and behavioral experience may vary from a general understanding of how user experiences were shaped. Therefore, in this presented paper, we took the research of experienced richness and how it influences user engagement to a specific target user group - PWD. Explicitly speaking, we investigate how system features in terms of system interactivity and multimodal presentations could impact engagement of PWD based on a designed activity of context-enhanced human-robot interaction (HRI). To achieve this objective, we first introduce the system and activity design of a robot-assisted interactive installation named LiveNature. The design aims to engage PWD in LTC in multisensory experience through rich interactions [21]. Next, we describe the field study conducted in a Dutch nursing home involving 16 residents with dementia. Participants were engaged in interaction sessions with varied levels of system interactivity and multimodal stimuli that were implemented through different configurations of the system design. Lastly, we present the knowledge acquired from this study and discuss how it could benefit future robotics research and dementia care. This paper contributes by revealing the relationship of experienced richness and engagement of dementia users, and providing new insights about the impact of multimodal stimuli and system interactivity on user engagement which will help to design interactive systems for PWD in LTC.
2 Context-Enhanced Human-Robot Interaction

The use of social robots in dementia care has been intensively investigated to optimize PWD’s emotional and social well-being. Despite humanoid robots with appearance that resembles a human, robots with animal appearance were tested as reasonable substitutes of real animals and have demonstrated similar effects for evoking positive human emotions and motivating communications [7,47,70]. Within animal-like social robots research, most effort has been invested in gathering evidence to prove the effectiveness of interaction with off-the-shelf robots on promoting social engagement [35,60], supporting care activity [4], and regulating challenging behaviors such as anxiety, depression and agitation [10,25,48]. Other researchers looked into how to improve robotic designs to serve the emotional and mental needs of PWD better, and these works were well discussed with ethics reflections of robot use for elderly in general [24,42]. While social robotic studies have presented promising evidence in engaging dementia users in social activities, most researches on HRI with PWD were performed between a robot and a user/users alone, and only a few addresses how the context of interaction could potentially positively influence HRI experiences of PWD [20,28]. To our best knowledge, there has been limited research exploring HRI that incorporated contextual cues from a larger scale setting that attempts to engage PWD in a more sensory immersive experience with rich interaction possibilities [29].

Therefore, the research reported in this paper concerns an activity design of LiveNature that addresses our proposed notion of context-enhanced HRI [21]. LiveNature is an interactive system design aiming to connect residents to the outdoors through an indoor interactive experience due to their limited contact with real nature, especially during this COVID-prevalence times. On the one side, the system design consists of an augmented reality display mounted on the wall. On the other side, it consists of a sheep-like social robot, see Fig. 1. While the former attempts to provide immersive multi-sensory experience through dynamic media content and tangible augmentations, the latter strives to reinforce the engaging experience with rich interaction possibilities using enhanced tactile feedback and proximal embodied interaction through HRI [3]. The augmented reality display is a system unit containing an 87-inch ultra-high-definition display, a computer control system including sensors and actuators, and the tangible extension of the virtual content that enables simple pumping interactions. The robotic sheep was a prototype developed through re-programming a commercially available PLEO robot (a robotic dinosaur) using the Pleorb Development Kit (PrbDK). We disguised the PLEO’s appearance to a lamb and equipped it with a furry textile and a soft stuffing material underneath. The PLEO was chosen due to its well-developed behaviors that aim to provoke human emotions (e.g., happy gestures expressed using its head, neck, legs, and tail); and the tolerable level of mechanical sound caused by the motor, so that it is more likely to be perceived as an animal than a machine.

The interaction experience of LiveNature is context-enhanced in the following way: (1) the external sensory stimulation was provided not only from the robot but enhanced using visual-auditory sensory cues from a large display, which has a better chance of creating a more immersive sensory experience than the robot alone; (2) the media content simulates a life-like window overlooking a farm and provides a story narrative for easier facilitation and introduction of robot used at the beginning of a session. Here, the context refers to the simulated “closer to nature” experience, under which circumstances the HRI took place. This designed “context” aims to enhance the acceptance of the robot used as the literature suggests it is often challenging for PWD and their caregivers [73]; (3) the “context” also works as a periphery display. And by shifting between watching the display and interacting with the robotic sheep, users’ interests might be potentially sustained.

The prototype of LiveNature was implemented in a Dutch residential care home. The activity was designed to provoke the playful experiences of sensation, relaxation, and reminiscence that were suggested to be suitable for the capacity of a larger audience of PWD regardless of the severity of their condition [2]. Since the original inclusive design process was undertaken with the Dutch elderly, see [21], the form and appearance design addresses several aspects that are familiar to this specific generation of users to trigger reminiscence and evoke positive emotional responses. Due to the fact that most residents had either grown up on a farm or had the farming experience, the display shows dynamic video content of a grass field with a heard of sheep to simulate a window outlook experience of typical Dutch farm scenery [38]. The nature media content and soundscapes were adopted to emulate nature-assisted therapy’s soothing effects and avoid over-stimulation of senses in the LTC environment [33]. The robotic sheep works as a distributed tangible interface to interact with multisensory media content: when touching input from users was sensed, the robot behaves happy gestures through moving its head, neck, legs, and tail accompanied with lamb bleating; additionally, the content on display will change status from a more static to an active one (e.g., sheep herd becoming more alert and active, gathering in front of the display and curious about user’s behavior).

3 Research Objective and Questions

Based on the above activity design of context-enhanced HRI, this study aims to gather a deeper understanding of how to
better shape the engaging experience of PWD by exploring the role of system interactivity and multimodal stimuli in contributing to a successful interactive system design within the specific context of LTC. Therefore, the research questions related to the study aim are:

1. To what extent can different multimodal stimuli provided by system design influence the engagement of PWD living in the specific context within LTC?
2. To what extent can the level of system interactivity influence the engagement of PWD living in the specific context within LTC?
3. To what extent can the interaction effect of multimodal stimuli and level of system interactivity influence the engagement of PWD living in the specific context within LTC?

4 Method

4.1 Study Design and Setting

The field study was conducted within the real-life setting of an LTC for PWD with four experimental conditions and one control condition in total. The study design of experimental conditions followed a 2 by 2 mixed factorial experimental design with one within-subject variable - multimodal stimuli - and one between-subject variable - level of system interactivity. The system interactivity was considered increased when more interaction possibilities were enabled, and the level of multimodal stimuli was considered higher when external stimulation of more sensory channels was provided. The system configurations of LiveNature were modified to create different experimental and control conditions. Specifically, the levels of system interactivity (abbreviation as I) were divided according to whether the robotic sheep could be used as a tangible interface for triggering contextual interactions from the augmented reality display, and the levels of multimodal stimuli (abbreviation as M) were defined by whether auditory feedback was presented besides visual-tactile stimuli from both the robot and the display. In total, there were two levels of experimental conditions within each independent variable (named I1, I2, and M1, M2 respectively), and with the number increases, the level of independent variables increases. The experimental conditions with varying levels are presented with detailed descriptions in Table 1. In addition, we adopted a control condition for examining the group difference of engagement at baseline. During the control condition, participants were engaged in interaction with the augmented reality display only.

The prototype was situated in the hallway of a residential dementia care setting - Vitalis Kleinschalig Wonen (Vitalis for short), Eindhoven, the Netherlands. The public space was connected to private homes and living rooms so that the users could freely walk to. The experiment environment has large windows to the outside, receives sufficient sunlight, and with a controllable noise level, therefore ideal for visual-audio presentations of the study. Two seats were positioned in front of the display (for one-to-one interaction session of a participant and a facilitator) to create a comfortable atmosphere and accommodate wheelchair users. All experiment sessions were recorded with one primary camera (C1, a Microsoft Kinect camera installed right above the display facing directly towards the participants) and two supporting cameras (C2 - a GoPro camera placed on the left of the display, C3 - a digital camera place behind the participants). The setting of the experiment is shown in Fig. 2.

4.2 Participants

A total of 24 residents were recruited from the Vitalis nursing home. To estimate the required sample size of this study, we performed a priori statistical power analysis using the software package GPower (version 3.1.9.7) [19]. With effect size set at 0.40 (considered to be large according to Cohen’s criteria), an alpha of 0.05, and power = 0.80, the projected sample size needed with this effect size is approximately N = 16 for this within-between interaction comparison. Thus, we recruited more than 16 participants at the beginning of
Table 1  Detailed descriptions of four experimental conditions with the level of multimodal stimuli as a within-subject variable and the level of system interactivity as a between-subject variable

| Multimodal stimuli level 1 (M1): Visual-tactile stimuli provided | Multimodal stimuli level 2 (M2): Visual-auditory-tactile stimuli provided |
|---------------------------------------------------------------|---------------------------------------------------------------------|
| System interactivity level 1 (I1): The robotic sheep was disconnected from the system | Condition M1I1 The robotic sheep was turned Off and disconnected from the system; Visual content presented on display. |
| System interactivity level 2 (I2): The robotic sheep was connected to the system | Condition M1I2 The robotic sheep was turned On with tactile-motion feedback; HRI triggers visual feedback from display. |
|                                                      | Condition M2I1 The robotic sheep was turned Off and disconnected from the system; Visual-auditory content was presented on display. |
|                                                      | Condition M2I2 the robotic sheep was turned On with tactile-motion-sound feedback; HRI triggers visual-auditory feedback from display. |

Fig. 2  Experiment settings with participants, stimuli and cameras

the participant recruitment to make sure the sample size is adequate for the main objective of this study. We could not recruit more participants due to the limitation of the capacity of residents living in Vitalis, which is further discussed in the limitation section.

Inclusion criteria were: (1) a Mini-Mental State Examination (MMSE) score lower than 24 (25-30 was suggested as normal cognition, and below 24 as cognitive impairment); (2) signed informed consent of participants or their legal guardians. The exclusion criteria were: (1) acute visual or auditory impairment reported by the caregivers; (2) inability to sit, hold or interact with an interactive artifact. Twenty-one participants met the inclusion criteria and were therefore enrolled in the study. Participants were stratified according to their cognitive abilities and randomly assigned to 1 of 2 groups. The initial sample size decreased to 16 during the experiment period due to participants’ death (n = 1), hospitalization (n = 1), and dropouts because of other reasons (n = 3). The final sample consisted of 16 participants (4 male, 12 female, \( M = 85.2, SD = 4.8 \), age range 78–92 years) with group 1 consisting of seven participants and group 2 of nine participants (uneven number of participants are due to uneven dropouts). Detailed demographic information provided by the medical staff of participants is presented in Table 2. We ran a number of \( t \)-tests with the group as an independent variable and the socio-demographic and clinical characteristics of the group members as dependent variables. The results suggested no significant differences between the two groups on each characteristic (see also Table 2). Each participant took part in three sessions in total (including one control condition and two experimental conditions) with one session per week. For instance, group 1 would participate in the control condition, condition M1I1, and condition M2I1; and for group 2, the control condition, condition M1I2, and condition M2I2. The participation order was randomly chosen from all six possibilities of the permutation of three conditions to control counterbalancing effects and assigned to each participant before the whole sessions started.

4.3 Measures

Evaluation of engagement with measures that are reliable, valid, and robust is essential for designing interactive systems from users’ perspective. The notion of engagement is challenging to capture, and it is more challenging for PWD due to the accompanied cognitive, functional, and language impairments of the disease. This study adopted a mixed method of video coding analysis and observational rating scales for a comprehensive assessment of PWD’s engagement. Two types of measures were adopted using different data collections, including: (1) video and audio recordings of the whole experiment sessions of all experimental conditions were recorded for video coding analysis using an observational video coding scheme - Ethographic and Laban-Inspired Coding System of Engagement (ELICSE) \([52,55]\); (2) rating data of all sessions of both control and
Table 2 Socio-demographic characteristics of the participants

| Characteristics                  | G1 (n = 7)       | G2 (n = 9)       | p-value |
|----------------------------------|------------------|------------------|---------|
| Age (years)                      |                  |                  | .33     |
| Mean (SD)                        | 86.6 (4.2)       | 84.1 (5.2)       |         |
| Age range                        | 80–92            | 78–92            |         |
| Gender, n (%)                    |                  |                  | .79     |
| Female                           | 5 (71.4)         | 7 (77.8)         |         |
| Male                             | 2 (28.6)         | 2 (22.2)         |         |
| Marital status, n (%)            |                  |                  | .60     |
| Single/divorced                  | 1 (14.3)         | 1 (11.1)         |         |
| Married/partner                  | 4 (57.1)         | 4 (44.4)         |         |
| Widowed                          | 2 (28.6)         | 4 (44.4)         |         |
| Type of dementia, n (%)          |                  |                  | .72     |
| Alzheimer's dementia             | 2 (28.6)         | 3 (33.3)         |         |
| Vascular dementia                | 1 (14.3)         | 2 (22.2)         |         |
| Other/Mixed dementia             | 4 (57.1)         | 4 (44.4)         |         |
| MMSE score                       |                  |                  | .48     |
| Mean (SD)                        | 14 (5.3)         | 11.3 (8.3)       |         |
| Score range                      | 8–22             | 0–23             | .86     |
| Dementia severity                |                  |                  |         |
| Mild                             | 1 (14.3)         | 1 (11.1)         |         |
| Middle                           | 2 (28.6)         | 3 (33.3)         |         |
| Middle to Severe                 | 3 (42.9)         | 2 (22.2)         |         |
| Severe                           | 1 (14.3)         | 3 (33.3)         |         |
| Mobility, n (%)                  |                  |                  | .72     |
| Use wheelchair                   | 3 (42.9)         | 3 (33.3)         |         |
| Use stroller                     | 2 (28.6)         | 4 (44.4)         |         |
| Use none                         | 2 (28.6)         | 2 (22.2)         |         |

Abbreviations, G1 - group 1; G2 - group 2

Experimental conditions were collected using the scale of Observational Measurement of Engagement (OME) [14], the Observed Emotional Rating Scale (OERS) [40], and the Engagement of a Person with Dementia Scale (EPWDS) [37]. The interaction-triggered user engagement (short-term engagement) was assessed using OME, EPWDS, and video analysis based on ELICSE coding scheme, while the affective states of the participants were measured through OERS.

A trained research assistant who was blinded to the study’s objectives completed the video coding analysis. Rating scales OME and OERS were completed through direct observation on-site by a facilitator, while EPWDS was rated by the same research assistant using videos for indirectly observation-based ratings. The EPWDS was rated based on off-site video recordings due to two reasons: 1) practical time limitation between arranged sessions; and 2) the EPWDS was developed based on a previous video coding tool named VC-IOE [36] and were originally evaluated using videos materials, see [37].

4.3.1 The ELICSE Coding Scheme for Assessing Engagement of Dementia

The ELICSE coding scheme was developed by Perugia et al. [55]. It aims to measure engagement in PWD through observational behaviors. The coding system was built based on the qualitative analysis of body movements to estimate engagement in activities and social interactions (e.g., direct manipulation using hands when playing puzzles indicates that participants are engaging with the game), and the resulting ethograms were structured based on Laban Movement Analysis [39,52]. The assessment of the intensity of engagement is gauged by observing the body/facial configurations of the person with dementia during the activity and associating them with an engagement score. The coding scheme is composed by Behaviors and Modifiers. Of which, the Behaviors identified in ELICSE measure changes in the direction of attention, and the Modifiers define whether such behaviors are associated with affective nuance.

The original coding scheme, as in [53], encompasses three behavioral modalities involving three different body
parts respectively: the Head, the Torso and the Arms/Hands. In order to apply the ELICSE to our specific study, we adapted the original coding scheme considering body portion involvement under the specific context of interaction with LiveNature. Three pilot tests were carried out with three random participants to see how residents interacted with the designed interactive system to guide and determine the final coding scheme. Based on the pilot test, we employed two modalities Head and Arms/Hands Behaviors from the original ELICSE coding scheme and removed the Torso Behaviors. As preliminary observations indicated, those participants in their later stages of the disease (or in the wheelchair) had few torso movements (i.e., torso position changes, e.g., leaning forward to show more engaged), in addition to the selected behavioral modalities, we used an additional cue - Conversations in the final coding scheme. The verbal behaviors are congruent with bodily behaviors and also fit the constructs by demonstrating attention focus through conversational counterpart and affective nuance through the content of verbal expressions. They have the potential to compensate disorders with facial expression or mobility deterioration, hence providing more comprehensive measures of observable facets of engagement.

The adapted ELICSE coding scheme was constructed by three main components: (1) bodily parts that express behaviors involved in engagement (e.g., Head Behaviors, Arms/Hands Behaviors and Conversations); (2) a cluster of behaviors which all former body parts share the same focus to demonstrate their focus of attention (e.g., towards Facilitator, Augmented Reality Display, Robotic Sheep, or None of the Target); and (3) modifiers added on former behaviors that express a positive, neutral, or negative affective nuance (e.g., Positive, Neutral, and Negative Signs of Affection). The final coding scheme used in the analysis is presented in Table 3.

4.3.2 Observational Rating Scales for Assessing Engagement and Affective States

Three observational rating scales with different emphasis in terms of engagement evaluation were employed in this study. OME, a seven-point Likert scale developed by Cohen-Mansfield and colleagues based on the Comprehensive Process Model of Engagement [16] was adopted as a direct observation measure of activity engagement in PWD. A short version of OME containing two main categories that reflected the user engagement in terms of Attention and Attitude was used in this evaluation. Attention measures the amount of attention the participant is paying to stimulus during the engagement. It can be behavioral (e.g., stroking the robotic sheep even if looking away), visual (e.g., staring at the robot even if not interacting with it), or conversational (e.g., talking about stimulus-related experiences). Attitude measures the amount of excitement/expressiveness toward the stimulus (e.g., smiling, frowning, excitement in voice). Each category measures engagement through two subcategories - Most of the Time and Highest Level. The former reflects the attention and attitude towards the stimulus in an average situation, and the latter represents the highest level of attention (if the participant is very attentive for a little while and somewhat attentive most of the time, then mark a 2 for Most of the Time and a 4 for Highest Level according to the manual of OME [14]).

OERS is another generally used observation-based Likert scale that aims to measure the extent of emotion expressions during a session. This five-point Likert scale has descriptive indicators for five affective states: Pleasure, Anger, Anxiety/Fear, Sadness, and General Alertness [40]. We used two of the items Pleasure and General Alertness in this study. OERS was rated based on the extent of each affect expressed towards both the stimulus and human partners (if any applicable). A higher score indicates a greater display of a particular effect.

In addition, EPWDS, a five-point Likert scale, was also adopted for evaluating user engagement within LTC setting [37]. Differentiated from OME, which mainly focuses on activity participation (engagement with the stimulus), EPWDS emphasizes the social interaction of PWD as well. The scale could compute an overall score to represent engagement states that could be easily compared across different conditions. This 10-item scale measures five dimensions of engagement: Affective, Visual, Verbal, Behavioral and Social Engagement. Each dimension was assessed separately using a positive and a negative sub-scale and interpreted collectively to provide an overall impression of all facets of engagement. Item 2, 4, 6, 8, and 10 are reverse scored items, meaning after scoring is completed, the scored numerical scoring needs to be reversed to calculate the overall number that measurement engagement. Each item indicates the extent to which the rater agrees or disagrees with the statement (“strongly disagree” = 1, “strongly agree” = 5). The total score ranges from 10-50 if all items across the scale are rated. A higher total score indicates higher positive engagement exhibited.

4.4 Procedure

An experimenter and a facilitator were on site to ensure the proper facilitation of study sessions. The experimenter’s role was to (1) configure the interactive system design as required by each condition; (2) supervise the study procedures and provide explanations when necessary; (3) manage all the recording devices for proper data collection. The same facilitator facilitated all the study sessions (both experimental and control conditions), and was trained extensively through pre-experiment presentations, written guidelines, and received
Table 3 The adapted ELICSE coding scheme used for scoring video recordings of all experimental sessions

| Behaviors Modifiers | Modifiers |
|---------------------|-----------|
| **Head (Gaze) Behaviors** | Signs of Affection |
| Gaze toward Facilitator (Gaze_F) | - With positive signs of affection (_Pos) |
| Gaze toward Augmented Reality Display (Gaze_ARD) | - With neutral of affection |
| Gaze toward the Robotic Sheep (Gaze_RS) | - With negative signs of affection (_Neg) |
| None of the target gaze behaviors (Gaze_None) | |
| **Arms/Hands Behaviors** | Quality of Reach Out |
| Reach out Facilitator (Reach_F) | - Warmly reach out (_Pos) |
| Reach out Augmented Reality Display (Reach_ARD) | - Neutrally reach out |
| Reach out/Manipulate the Robotic Sheep (Reach_RS) | - Negatively reach out (_Neg) |
| None of the target hand gestures (Reach_None) | |
| **Conversations** | Quality of Conversations |
| Talk to the Facilitator (Talk_F) | - Positive verbal engagement with stimulus or the facilitator (_Pos) |
| Talk to the Robotic Sheep/Sheep on the Screen (Talk_Sheep) | - Neutral verbal engagement |
| Talk to themselves (Talk_Self) | - Negative verbal engagement with stimulus or the facilitator (_Neg) |
| Not understandable conversations (Talk_None) | |
| Silence (Talk_Sil) | |

Behaviors marked in italic style are assigned with modifiers (i.e., positive, neutral, negative nuance). The “stimulus” here refers to both the augmented reality display and the robotic sheep.

Regular personal supervision throughout the study to get familiar with the study procedures. The study was arranged during non-planned activity times (i.e., 10:00–12:30 a.m. and 14:00–16:00) to accommodate daily care schedules and to control the high behavioral time of the day (e.g., the Sun-downing effect, which describes the challenging behaviors that often appears before dinner time). Individual sessions lasted up to 20 minutes, long enough for explorations and short enough to not be interrupted by nursing care or visitors.

**Pre-interaction session:** Demographic data were collected by the facilitator before interaction sessions. And all recruited participants were asked to fill in the MMSE with the help of the facilitator. Before each interaction session started, the facilitator was instructed first to introduce the experiment’s intention to participants and spend some time together with the participant to get acquainted. Participants were then invited for a one-on-one interaction session with the consideration of their wishes and mood. Upon participant’s agreement, the facilitator guided him/her, walked to where the study took place and sat in front of the display. In the meantime, the experimenter prepared the setting according to the conditions designed and then introduced and brought the robotic sheep to the participant once he/she arrived (if the condition required the robot). Afterward, the facilitator explained how the system could be interacted with and entertained the participant.

**During the interaction session:** After the brief introduction, the facilitator switched on the audio recorder and gave the experimenter a sign to imply the session started. The experimenter then turned on all three cameras to record the session. The facilitator facilitated the interaction with verbal encouragement until participants started to lose interest and focus, intended to leave, or reached the maximum time limitations. The facilitator was instructed to try to be inconspicuous while interacting, let the participants freely explore the system design, and encourage engagement when needed.

**Post-interaction session:** Once the sessions ended, the facilitator gave an ending sign to the experimenter so that all video/audio recordings were then turned off. The experimenter retrieved the robotic sheep and thanked the participant for his/her participation. The facilitator then accompanied the participant back to their living/private rooms and came back to complete the OME and OERS.

### 4.5 Data Analysis

The video coding analysis of ELICSE was completed using Noldus Observer XT 14.2 software. IBM SPSS Statistics Version 25 was used for data entry and statistical computations. There was no missing data as all 16 participants finished all experimental sessions. The critical \( p \)-value was set at 0.05 (\( \approx 5\% \) alpha error). For inter-rater reliability (IRR), a second-rater (different from the facilitator or the research assistant who completed the rating of EPWDS and video coding analysis) rated and coded part of the sessions (40%, 13 out of 32 sessions, randomly selected from all experimental sessions). IRR of video coding analysis was calculated.
using Observer XT (i.e., Reliability Analysis) with Cohen’s kappa statistic [11]. When calculating IRR, the Observer XT software takes both the matching of scored behaviors by two coders and the overlap of time into consideration. We utilized the ‘Frequency/sequence’ method of comparison and set 3 seconds tolerance for reliability analysis. The IRR result of 13 paired sessions ranged from a minimum Kappa of 0.68 to a maximum Kappa of 0.90 with an average of Kappas 0.82. Moreover, the IRR of rating scales was calculated using Cohen’s Kappa by SPSS. According to Fleiss [22], Kappa value between 0.40-0.60 was considered a fair agreement, between 0.60-0.75, a good agreement, above 0.75 an excellent agreement. Overall, the IRR for all rating items was between good and excellent, ranging from 0.61 to 0.78.

4.5.1 Video Coding Analysis Using ELICSE

**Coding Procedures.** Initially, video recordings from all three cameras and audio recordings of each session were synchronized to have the same starting and ending point. The synchronization of videos was achieved by editing the video and audio files using Adobe Premiere CC to the same length. A total of 32 video/audio-recorded sessions with a total duration of 5.8 hours were annotated using Observer XT. Three pilot sessions were randomly selected and used for discussing discrepancies of video annotation together with the rater (i.e., the trained student assistant). Before scoring the behaviors of a session, the rater was instructed to watch the whole video for a general overview, then code each behavior group (Head Behaviors, Arms/hands Behaviors, and Conversations) separately. Within behavior groups, each cluster of behaviors was scored as mutually exclusive with a continuous sampling technique. The non-verbal behaviors were scored mainly using the video footages from the primary camera - C1 - as they had the clearest view of facial expressions and body movements; while the verbal behaviors (Conversations) were scored using the audio recordings as they provided a higher technical quality. When coding analysis of all sessions completed, the absolute duration and percentage duration of each scored behavior and modifier was then exported for further data aggregation and pattern examinations.

**Data Aggregation.** As suggested by the previous work [52, 55], the observable facet of engagement measured through ELICSE is composed of two essential components: **Attention** and **Valence**. The scored **Behaviors** of ELICSE are associated with the component **Attention** (regardless of attentive or non attentive expressed) and the scored **Modifiers** are associated with the component **Valence** (regardless of positive, neutral, or negative valence expressed). In order to properly interpret the data collection of video coding analysis, we aggregated relevant scored values to represent the extent to which the user is engaged with the activity.

Therefore, the non-verbal behaviors in ELICSE that are relevant to this engagement study (i.e., attention focus directed towards the augmented reality display and robotic sheep) were aggregated into items: **Gaze toward LiveNature** (Gaze_LN) and **Reach out/Manipulate LiveNature** (Reach_LN). The verbal behaviors during the interaction sessions (i.e., scored items except **Not understandable conversations** or **Silence**) were aggregated into **Talk Activity** (TalkAct) to represent verbal engagement during a session. Similarly, the modifiers with the positive nuance of each category that are engagement related (i.e., positive valence directed towards the augmented reality display and robotic sheep) were aggregated into **Gaze toward LiveNature with positive signs of affection** (PosGaze_LN), **Warmly reach out/Manipulate LiveNature** (PosReach_LN), and **Talk Activity with positive verbal engagement with the stimulus or the facilitator** (PosTalkAct) accordingly and the modifier with the negative valence of **Quality of conversations** (i.e., **Negative verbal engagement with the stimulus or the facilitator** was aggregated into **Talk Activity with negative verbal engagement with the stimulus or the facilitator** (NegTalkAct). The reason for not including aggregated items of **Gaze toward LiveNature with negative signs of affection** (NegGaze_LN), **Negatively reach out/Manipulate LiveNature** (NegReach_LN) was due to a very low occurrence of such behaviors during the video scoring procedure. For an overview of the data aggregation computation, see Table 4. A higher computed value of a certain aggregated item indicates a higher level of engagement or affective states for that specific category.

| Aggregated Items   | Data Aggregation Computation                                      |
|-------------------|-------------------------------------------------------------------|
| Gaze_LN           | Gaze_ARD + Gaze_RS                                                |
| PosGaze_LN        | Gaze_ARD_Pos + Gaze_RS_Pos                                         |
| Reach_LN          | Reach_ARD + Reach_RS                                              |
| PosReach_LN       | Reach_ARD_Pos + Reach_RS_Pos                                       |
| TalkAct           | Talk_F + Talk_Sheep + Talk_Self                                    |
| PosTalkAct        | Talk_F_Pos + Talk_Sheep_Pos + Talk_Self_Pos                        |
| NegTalkAct        | Talk_F_Neg + Talk_Sheep_Neg + Talk_Self_Neg                       |

A higher computed value of a certain aggregated item indicates a higher level of engagement or affective states for that specific category.

4.6 Ethical Considerations

This study was approved by the Board of Vitalis WoonZorg Groep care center, where written informed consent was obtained from participants or their legal guardians if participants are no longer capable of giving informed consent any more. The principal investigator contacted the nursing home to hold a family meeting prior to the experiment with legally
authorized representatives of residents for presenting all relevant information regarding the experiment, signing informed consent, and residents’ rights to refuse to participate during any time. Written descriptions of the proposed research were emailed to unattended legal representatives. The research was permitted and conducted in accordance with the requirements of the Eindhoven University of Technology. The procedures used in this study adhere to the tenets of the Declaration of Helsinki.

5 Results

5.1 Manipulation Check for Baseline Control

To ascertain that the participants allocated to the two groups did not differ in user engagement at baseline, we performed independent sample t-tests on all rating scale items of the OME, OERS, and EPWDS gauged after the control sessions between the two groups. Data collected using three rating scales were summarized using the means and Standard Deviations (SDs), see Table 5. The results indicated that there was no significant difference on all rating items except Attention Highest Level (Atten_H) \( t(14) = 2.357, p = .034 \). Nevertheless, the item Attention Highest Level evaluates participants’ highest level of attention during an interaction session. And since the Attention Most of the Time is not significantly different between the two groups, we considered that the participant allocation would not bias our further statistical analysis regarding the main research questions. However, we examine further statistical analyses of the item Atten_H with caution.

5.2 Effects of System Interactivity and Multimodal Stimuli on Engagement

To answer the main research questions proposed in sect. 3, statistical analyses were performed on all aggregated items of the ELICSE and rating scale items of the OME, OERS, and EPWDS. The Bonferroni corrections were used to avoid alpha inflation. The partial eta-squared was used for reporting the effect size due to the limited sample size. Suggested norms for partial eta-squared according to Cohen’s guidelines are ≤ 0.01 is considered small, ≈ 0.06 as medium, and ≥ 0.14 as large [12].

5.2.1 Results of Video Coding Analysis Using ELICSE

The means and SDs of the length of the total duration of a session (Total Duration), aggregated items of ELICSE using Absolute Duration, and aggregated items of ELICSE using Percentage Duration (i.e., calculated using absolute duration/length of the total duration of a session) were summarized in Table 6. Regards the collected data using Absolute Duration, we performed a multivariate analysis of variances with repeated measurements and adopted the total duration of a session as a co-variable. The level of system interactivity was used as a between-subject factor, and the multimodal stimuli presented was considered the within-subject factor. The results revealed a significant main effect of multimodal stimuli level on item PosReach_LN (i.e., warmly reach out the installation LiveNature including the augmented reality display and the robotic sheep) \( F(1, 14) = 5.719, p = .031, \eta^2 = .290 \), shown in Table 6. The above significant result indicates that participants with more sensory modalities engaged during the study showed significantly higher positive behavioral engagement in terms of warmly petting, touching, or playing behaviors with both the robotic sheep and augmented reality display. For collected data using percentage duration, the mixed factorial analysis of variance (ANOVA) tests showed a significant main effect of multimodal stimuli level on item TalkAct (i.e., the verbal expressions during the session) \( F(1, 14) = 4.720, p = .047, \eta^2 = .252 \), meaning the percentage of time that participants were engaged in verbal communications were significantly higher when stimuli with more sensory modalities were presented. We did not find any significant main effect on level of system interactivity nor interaction effects on items Gaze_LN, PosGaze_LN, Reach_LN, PosReach_LN, TalkAct, PosTalkAct, and NegTalkAct (see Table 7).

5.2.2 Results of Observational Rating Scales

We performed mixed factorial analysis of variance (ANOVA) using the level of system interactivity as a between-subject factor and the level of multimodal stimuli as a within-subject factor on all rating scale items. The results show significant main effects of multimodal stimuli level on Attitude Most of Time (Atti_M) of OME, \( F(1, 14) = 7.574, p = .016, \eta^2 = .351 \), Visual Engagement (Vis_E) of EPWDS, \( F(1, 14) = 8.113, p = .013, \eta^2 = .367 \), Social Engagement (Soc_E) of EPWDS, \( F(1, 14) = 5.011, p = .042, \eta^2 = .264 \), and Overall Engagement (Eng_Sum) of EPWDS, \( F(1, 14) = 5.250, p = .038, \eta^2 = .273 \), indicating that the attitude, visual engagement, social engagement and overall engagement of PWD significantly improve when more sensory modalities are provided by the interactive system design. We did not find any main effect on system interactivity or interaction effect. All outputs of the ANOVA analyses with relevant descriptive statistics and critical \( p \)-values were presented in Table 7.
### Table 5

Independent sample *t*-tests on rating items from OME, OERS, and EPWDS of control condition to disclose whether there were significant difference of engagement at baseline between two group of participants

| Items | Control Condition Mean (SD) | G1 (N=7) | G2 (N=9) | p-value |
|-------|-----------------------------|----------|----------|---------|
|       |                             |          |          |         |
| OME   |                             |          |          |         |
| Atten_M | 5.29 (.76)    | 5.06 (1.75) | 4.78 (1.09) | .313    |
| Atten_H | 6.14 (.90)    | 6.44 (1.27) | 5.22 (.67) | .034    |
| Atti_M | 4.57 (1.13)    | 4.45 (1.86) | 4.89 (1.05) | .572    |
| Atti_H | 4.86 (1.07)    | 5.22 (1.47) | 5.44 (.88) | .248    |
| OERS  |                             |          |          |         |
| Pleasure | 2.29 (1.11)     | 2.30 (1.12) | 2.11 (.60) | .693    |
| Alertness | 4.14 (9.90)     | 4.28 (7.98) | 3.56 (1.01) | .248    |
| EPWDS |                             |          |          |         |
| Aff_E | 8.43 (2.07)     | 8.20 (2.47) | 8.00 (1.58) | .645    |
| Vis_E | 7.57 (1.90)     | 7.11 (1.27) | 7.11 (1.27) | .570    |
| Ver_E | 7.11 (.95)      | 7.67 (1.87) | 7.67 (1.87) | .952    |
| Beh_E | 6.57 (.79)      | 6.67 (.87) | 6.67 (.87) | .824    |
| Soc_E | 6.43 (1.13)     | 6.22 (1.67) | 6.22 (1.67) | .655    |
| Eng_Sum | 36.71 (5.82) | 36.71 (5.82) | 35.67 (4.80) | .699    |

Significance in bold. Abbreviations: Atten_M - attention most of the time; Atten_H - attention highest level; Atti_M - attitude most of the time; Atti_H - attitude highest level; Aff_E - affective engagement; Vis_E - visual engagement; Ver_E - verbal engagement; Beh_E - behavioral engagement; Soc_E - social engagement; Eng_Sum - overall engagement

### Table 6

Results of main and interaction effects of levels of system interactivity and multimodal stimuli on all items of ELICSE coding scheme of four experimental conditions

| ELICSE Items | Experimental Conditions Mean (SD) | M1I1 (N=7) | M1I2 (N=9) | M2I1 (N=7) | M2I2 (N=9) | MS | I | Interaction |
|--------------|-----------------------------------|------------|------------|------------|------------|----|---|-------------|
|              |                                   | 473.00 (83.19) | 831.71 (112.01) | 731.56 (73.37) | 657.56 (98.78) | .177 | .126 | .628 | .017 | .049 | .250 |
| Total Duration |                                  |            |            |            |            |    |   |              |
| Absolute Duration |                               |            |            |            |            |    |   |              |
| Gaze_LN       | 243.04 (146.52)                  | 375.86 (208.12) | 346.04 (176.94) | 325.99 (239.62) | .256 | .091 | .767 | .007 | .130 | .156 |
| PosGaze_LN    | 11.96 (22.94)                    | 19.54 (25.76) | 29.41 (30.95) | 44.67 (87.32) | .506 | .032 | .257 | .091 | .794 | .005 |
| Reach_LN      | 234.34 (256.59)                  | 382.09 (311.47) | 360.99 (242.73) | 361.79 (314.27) | .397 | .052 | .649 | .015 | .402 | .051 |
| PosReach_LN   | 26.96 (22.70)                    | 71.48 (59.09) | 107.01 (133.49) | 135.75 (184.81) | .031 | .290 | .259 | .090 | .614 | .019 |
| TalkAct       | 334.30 (294.77)                  | 692.13 (408.57) | 544.313 (265.39) | 539.45 (258.08) | .117 | .166 | .802 | .005 | .108 | .174 |
| PosTalkAct    | 69.28 (96.93)                    | 61.94 (100.46) | 30.00 (62.34) | 62.07 (101.74) | .484 | .036 | .651 | .015 | .271 | .086 |
| NegTalkAct    | 34.06 (50.74)                    | 82.03 (72.15) | 29.44 (67.31) | 42.70 (50.43) | .103 | .178 | .396 | .052 | .340 | .065 |
| Percentage Duration |                             |            |            |            |            |    |   |              |
| Gaze_LN       | 54.09 (20.74)                    | 47.27 (17.56) | 51.10 (26.41) | 48.37 (28.44) | .351 | .062 | .934 | .001 | .686 | .012 |
| PosGaze_LN    | 2.70 (3.92)                      | 3.60 (6.52) | 4.34 (4.34) | 4.89 (7.76) | .693 | .011 | .547 | .026 | .927 | .001 |
| Reach_LN      | 44.89 (29.53)                    | 55.39 (33.50) | 52.68 (33.22) | 48.99 (37.02) | .689 | .012 | .964 | .000 | .410 | .049 |
| PosReach_LN   | 9.79 (11.14)                     | 11.56 (13.67) | 16.25 (19.96) | 17.00 (18.04) | .691 | .012 | .455 | .041 | .872 | .002 |
| TalkAct       | 66.60 (31.92)                    | 77.04 (29.76) | 71.69 (19.34) | 83.64 (19.52) | .047 | .252 | .619 | .018 | .886 | .002 |
| PosTalkAct    | 20.68 (22.66)                    | 11.67 (24.09) | 4.48 (9.01) | 6.85 (10.09) | .438 | .043 | .180 | .125 | .193 | .118 |
| NegTalkAct    | 6.88 (7.89)                      | 8.37 (6.18) | 3.02 (5.95) | 7.10 (9.26) | .179 | .125 | .440 | .043 | .522 | .030 |

Significance in bold. Abbreviations, MS - level of multimodal stimuli; I - level of system interactivity; Interaction - interaction of level of multimodal stimuli and system interactivity.
Table 7 Results of main and interaction effects of levels of system interactivity and multimodal stimuli on rating scale items of OME, OERS, and EPWDS among experimental conditions

| Scale Items | Experimental Conditions | Mean (SD) | MS | I | Interaction |
|-------------|-------------------------|----------|----|---|-------------|
| OME         |                         |          |    |   |             |
| Atten_M     | M1I1 (N=7)              | 5.14 (0.90) | .074 | .210 | .328 .068 |
|             | M2I1 (N=7)              | 5.86 (0.69) | .201 | .114 | .564 .024 |
|             | M1I2 (N=9)              | 5.33 (0.87) | .201 | .114 | .564 .024 |
|             | M2I2 (N=9)              | 5.56 (1.01) | .201 | .114 | .564 .024 |
| Atten_H     | M1I1 (N=7)              | 5.86 (1.07) | .201 | .114 | .564 .024 |
|             | M2I1 (N=7)              | 6.43 (0.54) | .201 | .114 | .564 .024 |
|             | M1I2 (N=9)              | 6.00 (0.71) | .201 | .114 | .564 .024 |
|             | M2I2 (N=9)              | 6.22 (0.83) | .201 | .114 | .564 .024 |
| Atti_M      | M1I1 (N=7)              | 4.29 (1.38) | .016 | .351 | .392 .053 |
|             | M2I1 (N=7)              | 4.86 (0.69) | .016 | .351 | .392 .053 |
|             | M1I2 (N=9)              | 4.22 (0.97) | .016 | .351 | .392 .053 |
|             | M2I2 (N=9)              | 5.33 (1.23) | .016 | .351 | .392 .053 |
| Atti_H      | M1I1 (N=7)              | 5.14 (1.57) | .109 | .173 | .981 .000 |
|             | M2I1 (N=7)              | 5.71 (0.95) | .109 | .173 | .981 .000 |
|             | M1I2 (N=9)              | 5.22 (1.09) | .109 | .173 | .981 .000 |
|             | M2I2 (N=9)              | 5.78 (1.09) | .109 | .173 | .981 .000 |
| OERS        | Pleasure                | 2.14 (0.69) | .806 | .004 | .806 .004 |
|             | Alertness               | 4.29 (0.76) | .301 | .076 | .674 .013 |
| EPWDS       | Aff_E                   | 7.71 (1.07) | .063 | .226 | 1.000 .000 |
|             | Vis_E                   | 8.00 (2.08) | .301 | .076 | .674 .013 |
|             | Ver_E                   | 7.71 (2.56) | 0.432 | .045 | .799 .005 |
|             | Beh_E                   | 7.86 (2.85) | 0.072 | .213 | .383 .055 |
|             | Soc_E                   | 6.57 (2.15) | 0.042 | .264 | 1.000 .000 |
|             | Eng_Sum                 | 37.86 (10.30) | 0.038 | .273 | .718 .010 |

Significance in bold. Abbreviations: MS - level of multimodal stimuli; I - level of system interactivity; Interaction - interaction of level of multimodal stimuli and system interactivity; Atten_M - attention most of the time; Atten_H - attention highest level; Atti_M - attitude most of the time; Atti_H - attitude highest level; Aff_E - affective engagement; Vis_E - visual engagement; Ver_E - verbal engagement; Beh_E - behavioral engagement; Soc_E - social engagement; Eng_Sum - overall engagement

6 Discussion

In this section, we first discuss the results presented above and emphasize the most interesting findings. We then discuss the mixed methodology use of ELICSE besides the golden standards of observational rating scales. In addition, we summarize the implications that contribute to future HRI studies, robotic research and development. Limitations and future works are also addressed.

6.1 Discussion on Experimental Effects

6.1.1 Contributions of Multimodal Stimuli on Promoting Engagement, Attitude and Communications

In general, the results obtained through the mixed methodology use of ELICSE and the rating scales indicate that the level of multimodal stimuli had a significant impact on overall user engagement (according to the result of Eng_Sum of EPWDS), attitude (Atti_M of OME), valence (PosReach_LN of ELICSE), verbal communications (TalkAct of ELICSE), visual engagement (Vis_E of EPWDS), and social engagement (Soc_E of EPWDS), see Tables 6 and 7. Participants demonstrated significantly more positive behavioral engagement and a higher percentage of duration of verbal expressions when auditory stimuli were presented on the basis of visual-tactile feedback during the study. Besides, the attitude towards the provided activity (during most of the time), the visual engagement, and social engagement were higher when more sensory modalities were involved in the interaction sessions. The above-mentioned findings are in line with previous research stating that everyday sound (i.e., nature soundscape and animal sound in this study) has promising benefits in dementia care as it can stimulate meaningful connections with past memories as well as among interpersonal human interactions [31]. In this specific study setting, adding content-relevant auditory feedback worked as a proactive strategy for facilitating verbal communications and positive affect display even if participants’ visual and tangible/tactile sensory modalities were already engaged. As most recent design research that targets PWD with advanced stages tends to emphasize on tangible/textile interaction [5,34,68], incorporating sound together with touch explorations could be one promising answer for positive engaging experience design of PWD.

Although we have exhibited significant results of multimodal stimuli level on Atti_M and PosReach_LN, other items that also accessed users’ affect (i.e., PosGaze_LN of ELICSE, Pleasure of OERS, and Affe_E of EPWDS) did not reveal any statistical significance. To further understand this, we need to know that although many items seem to be conceptually overlapped, each assessment tool has its emphasis. And these are reflected in two aspects: (1) whether the focus of the assessment was on activity-related engagement only or...
activity and interpersonal social engagement (human-human interaction) as an entity; and (2) whether it was accessed based mainly on one dimension of facial, behavioral and verbal affective expression, or a combined interpretation of all above.

Specifically, according to the manual of OME, this measure was developed to assess user engagement with the provided stimulus/activity. Item Attitude of OME was rated based on the amount of excitement/expressiveness toward stimulus/activity (e.g., smiling, frowning, energy, excitement in voice), and assessed through a comprehensive interpretation of facial expressions, verbal expressions, and behavioral manipulations in combined. On the other hand, scales of OERS and EPWDS view the interaction with the stimulus/activity and human partner as an entity. Item Pleasure of OERS was rated based on intensity reflected by the duration of pleasure expressions displayed when engaged with both the provided activity and the facilitator. The pleasure expressions were defined by showing signs such as laughing, smiling, singing, kissing, or rapport behaviors with another human. And item Affe_E of EPWDS was rated based on to which extent the rater agreed with two statements: one positive according to [37] - “Displays positive affect such as pleasure, contentment or excitement (e.g., smile, laughing, delight, joy, interest and/or enthusiasm)”; and one negative - “Display negative affect such as apathy, anger, anxiety, fear, or sadness (e.g., disinterest, distressed, restless, repetitive rubbing of limbs or torso, repeated movement, frowning, crying, moaning, and/or yelling)”. Regarding the items of ELICSE, PosGaze_LN focuses on annotating positive facial expressions toward the stimulus, whereas PosReach_LN emphasizes positive affective touch, as to say manipulations of the artifacts in the activity (i.e., the robot and the interactive display) that have a positive affective nuance (e.g., stroke the robot).

The above-detailed descriptions could help understand why we found a significant difference on the item Atti_M but not on PosGaze_LN and Pleasure. The former could be explained by participants’ significantly increased overall behavioral engagement towards the activity when the auditory feedback was added. The latter might indicate that this difference was not present when the single modality of facial expressions was taken into account. There are two other possible reasons besides the assumption that there was simply no difference in positive facial expressions between the two levels of multimodal stimuli. First, as PWD are often affected by impaired emotion regulation, some participants might have found it difficult to express their emotions through facial expressions. Further analyses could be performed with participants clustered per emotional disorders. Second, the sample size was too small for discovering statistical significance, under which circumstances more participants need to be recruited in future studies.

In addition, the results of Soc_E and Vis_E from the EPWDS also showed significant main effects of multimodal stimuli. According to the manual [37], the item Soc_E evaluates the interpersonal social interaction by measuring whether the participants used the activity provided as a communication channel to interact with others (as we have considered the HRI as part of the activity engagement). Hence, as the participants were more willing to verbally communicate with the facilitator when auditory stimuli were presented, social engagement with the facilitator increased as well. For Vis_E, it differs in that Gaze_LN only focuses on gaze behaviors directed towards the stimulus/activity, while visual engagement of the EPWDS also measures eye-contact with the person(s) involved. The results could be explained by a consequence of the increased social activity with the facilitator. The discussion further confirmed that sensory enrichment has the potential in promoting not only activity-related engagement but also social engagement with human partners within our specific context.

6.1.2 Lack of Significance on Level of System Interactivity and Interaction Effects

The statistical analysis of data collection using ELICSE did not reveal any statistically significant main effects on the level of interactivity or interaction of system interactivity level and level of multimodal stimuli on engagement (except for the total duration of sessions, see Table 6). We speculated two reasons for possible explanations. The first reason considers the participants’ diverse heterogeneity and design of experimental procedures. Specifically, how the provided activity should be presented to participants with different cognitive abilities so that they have a better understanding of all the functionalities and interaction possibilities of the system design. Dementia affects each participant differently. Our recruited participants were affected by behavioral disorders varying in severity and type. Participants with more advanced stages of dementia have a higher risk of not recognizing or increased difficulty in recognizing the increased system interactivity design due to narrower attention span and inability to notice the changes in the conditions, especially when only visual feedback were presented on the screen display (i.e., as in condition M112). Hence, the logical connection between interacting with the robotic sheep and the responsive feedback from another location - the screen display - could be difficult for participants with a high level of cognitive impairment to comprehend. In the implemented procedure design, we have arranged a brief introduction by the facilitator about how the designed system works pre-interaction session verbally. The intention was to retain the self-exploration, which aims to reinforce the rewarding experience when users successfully discovered the connection between touch input on the robot and feedback from the display themselves. How-
ever, in practice, such a connection might not be perceived by every participant, and this highly depends on their condition. Therefore, elaborate demonstrations by the facilitator and necessary guidance during the sessions could be useful for a better understanding of the logic connections, especially for participants with more advanced conditions.

The second reason for lack of significance regards the system implementation of the robotic animal design and facilitation of the HRI. The robotic sheep consisted of PLEO robot with sheep clothes and several touch sensors were embedded on the back, rear, head, and chin of the robot. During study sessions, not every touch input on the robot successfully triggered the programmed responses (e.g., when participants were petting the tail or legs). Hence, proper facilitation is crucial in guiding the participants through the designed feedback. Not enough exposure to responsive feedback could also be the reason for the lack of significance. As in this study, the robot was covered in sheep-like fur, and future studies could use textile embedded sensors for better coverage of the surface of the robot to ensure a more sensitive collection of user input. Furthermore, the facilitation of the HRI is also crucial in determining the positive effects. In some cases, we have noticed that certain participants seemed to fail in distinguishing whether the robot was on or off. In other words, unless been constantly addressed and guided by the facilitator on how the robot behaves and reacts, the users are at risk of not knowing the feedback from the robots or even not able to tell whether it is a robot or a real animal. As most traditional therapeutic interventions for PWD are often performed by specialists with professional training, the facilitation of robot use should also consider setting up standards for proper guidance and ethics to have its desired positive impact on dementia users.

Nevertheless, the non-significant results did not necessarily suggest there were no positive effects of increased interactivity of system design on user engagement. The results of ELICSE-based assessment showed a trend of increased positive gaze, and positive reach out behaviors (see Table 6), as well as more evident pleasure (see Table 7) when the system interactivity was higher. It is well known that the failure to demonstrate statistical significance may also be the result of low statistical power when an important effect actually exists and the null hypothesis of no effect is in fact false. However, due to the controversy of reporting the post hoc power calculation in literature (see the work of [30] for a complete discussion), we did not perform post hoc power calculations to aid the interpretation of non-significant results but reported a priori power calculation to guide the sample size instead (see sect. 4.2).

Taken together, this discussion provides more detailed insights on how multimodal stimuli presentations could influence the engagement of PWD under the specific contextual interaction design of this study. In its most direct sense, increased experienced richness at a sensory level influences PWD’s engagement by promoting manipulation of the social robot with positive emotions and facilitating communication with the human partner, which further leads to an increased attitude towards the activity and social engagement with the facilitator. In addition, our study showed that designing proper system interactivity requires careful considerations, as there is a need to balance the residual abilities of PWD with the amount of interactive possibilities that the system offers. To accommodate each user’s unique conditions and allow users with dementia with different deterioration levels to benefit from the provided activity, it is essential that the activity is appropriately introduced and constantly facilitated throughout the whole session. In conclusion, the findings as mentioned above indicate that an increased sensory richness and richer interaction possibilities of an activity design can lead to a more positive attitude towards the activity, and could be used as motivation strategies for initiating and facilitating engagement, maintaining user interests, and facilitating verbal communications of PWD.

6.2 Discussion on Engagement Assessment Using ELICSE

The previous section regarding affective states assessment has already given a glimpse of how interpretation could vary due to the different measurement tools used, which primarily demonstrated the necessity of mixed measures. Here we further explain the reasons for adopting the video coding analysis using the ELICSE besides the golden standards rating scales. Like all video coding analysis methodologies, the use of the ELICSE could be very time-consuming. Therefore, the question raised is: what are the time cost trade-offs for assessing participants’ engagement using ELICSE? There are several advantages in this case. First, unlike other validated measures used in this study, the ELICSE was built with the intention to be modified according to the specific context of the interaction, participants, and type of activities. Such adaption takes the nature of activities (i.e., passive or active activity), whether there were social interactions involved (e.g., alone, with partners, or in a group), and the conditions of the participants (e.g., mobility) into consideration [54]. The modification is then made to ensure the final coding scheme is meaningful within the specific context and comprehensive enough for capturing the engagement of PWD. The ELICSE identifies engagement-related behaviors under a specific context of interaction and helps the researcher to associate a meaning (i.e., Attention or Valence) to each specific behavior s/he observes. Second, the nature of coding analysis allows the quantification of each behavior more objectively and, hence, more robustly. Also, unlike post-experiment measures that require raters to recall previous experiences, the ELICSE is rated by taking the ongoing process of the interaction into account.
account, which reduces the risk of human error and wrong impressions. Last and most importantly, the ELICSE provides comprehensive details that allow researchers to further aggregate and conduct statistical analysis according to specific research goals. For instance, in this study, we aim to investigate how the user engagement with the provided activity could be influenced by different system configurations applied in designed experimental conditions, regardless of their social interaction with the facilitator. Therefore, data aggregations of the ELICSE were performed according to their attention focus on the activity only.

Next, we discuss the reasons for presenting the results using both absolute duration and percentage duration (i.e., calculated using absolute duration/length of the total duration of a session) of the behaviors in the ELICSE, and possible underlining reasons for different results. The results presented in Table 6 showed a significant main effect of multimodal stimuli level on PosReach_LN using absolute duration data collection. However, no significance was found using the percentage duration of the same item. Similarly, the significant main effect of multimodal stimuli level on item TalkAct were only exhibited when using percentage duration. The different results suggest that the two ways of data collection measure engagement differently.

The percentage data collection calculates the proportion of a particular behavior/modifier out of the whole session. It has the advantage of even out the influence of a session’s total duration by computing a percentage that demonstrates a direct impression on the user’s focus distributions. However, in practice, when participants are less interested in the provided activity, they naturally shift their attention towards the facilitator for interpersonal interaction. The interaction with the facilitator would influence the final results using percentage duration. More specifically, participants may gaze towards the facilitator more if they had recollected memories triggered by the interaction and wished to share their experience with the facilitator, consequently reducing the percentage of gaze towards the screen or robotic sheep. To address this, we have also exported analyzed data using absolute duration. The duration of time that participant was occupied or involved with a stimulus, suggested by Cohen-Mansfield et al. [14,16], is an essential indicator of user engagement of PWD. Absolute duration data takes the total duration length of an interaction session into consideration, and aims to reflect the extent to which the participant is willingly spending their time with the stimulus regardless of the rapport behaviors with the facilitator. In this sense, the results of bodily behaviors using absolute duration are closer to reflect the nature of activity-related engagement.

Regarding verbal behaviors - Conversations of ELICSE, they are different in nature from bodily expressions. Most of the verbal expressions occurred between two human partners (i.e., the facilitator and the participant), except self-mumbling or talking to the sheep (both as a robot or as screen content). Hence, we could not separate the facilitator’s potential influence when performing data analysis but aggregated it into an item of TalkAct. We then analyzed the percentage of the total verbal expression for a general impression of communications.

### 6.3 Implications for Human-Robot Interaction Research within Dementia Care

Given the trend of global population aging, inflated healthcare costs, and lack of resources in most LTC facilities, there is a large likelihood that older adults with dementia will be accompanied by robots in the future, whether for assisting independent living or fulfilling psycho-social needs. In this section, we present the implications derived from our findings that might be inspiring for future HRI research within the dementia care field.

**Multisensory experience design for HRI.** Most recent design research for PWD are sensory-based in their essence [32,65]. Social robots engage PWD in sophisticated multisensory ways to increase activity levels both from physical and social perspectives. On the one hand, recent robotics research is looking for a way to design the HRI experience so that it is more sensory holistic and immersive [1], on the other hand, studies have started to pay attention to how robot use could help to shape the everyday living experiences for elderly [24]. The presented study was conducted based on a specific activity design of context-enhanced HRI. We employed a responsive display to provide contextual information and sensory cues for a more immersive and richer HRI experience. In this way, the system design could benefit users not only from a sensory-stimulating way but also by creating a story narrative and a use context for robot facilitation and acceptance. Although the study has not investigated to which extent adding the artificial context on HRI contributes to the significant main effect of multimodal stimuli on enhancing engagement, it could perhaps offer a new perspective on HRI experience design by enabling multimodal feedback from a larger scale setting than the robot itself.

**Adaptive system design with multiple interaction possibilities.** Our activity design provides multiple interaction possibilities ranging from a simple “outlook experience” at the media content displayed on the screen, to “social robot petting” with HRI, and an “immersive sensory experience” that involve both robot interaction and interactive media content. These adapted levels of interaction allow users to freely explore the system design without the concerns of making mistakes, and compose their interaction in the way they are more comfortable with. The multiple interactive possibilities have the potential to adapt to various user conditions regarding various cognitive abilities but personal characteristics (e.g., mood during interaction). For instance, when users...
are in agitated conditions, the “outlook experience” could provide relaxation and enjoyment. When they are bored and searching for stimulation, the interactive system could provide a social agent that acts as a companion and simulates human-animal therapeutic interaction. Moreover, the interactive system design could also help maintain the user interest and attentiveness, as users can continuously shift their attention between the dynamic media content shown on display and the robot behaviors to remain in flow. In addition, it could also help lower the barrier for physical and cognitive requirements since users in their wheelchair could also benefit from the low threshold physical interaction of cuddling and petting the robotic sheep.

**Crucial role of facilitation during robot interaction.** Like most occupational therapies developed for PWD to improve quality of life, interaction with a robot should also value the facilitation of specialists. First, the quality and conditions of facilitation are known to influence user’s acceptance, and attitudes towards the robot interaction experience [27]. Second, there is a rich body of work that addresses the ethical concerns of social robots’ use in dementia care, as it may tend to replace human care and lead to reduced human contact. The facilitation of a human caregiver is crucial as it could help maintain human contact within the HRI experience while lowering the risk of caretaking stress. It requires less focused attention and helps maintain the human-human interaction channel open. The support of a facilitator could also prevent other ethical concerns such as deception (recognize the robot as a real animal) [69], or infantilization feeling (similar to an adult who plays with a toy). In our research, we view the robot interaction not only as a stimulus for keeping PWD stimulated and improving their mood but also as a mediating artefact for interaction between humans-and-humans. For designers and developers of robotic research, we would suggest to consider making guidelines for human facilitation, and to do so by (1) carefully consider the dynamic relationship among human facilitator, provided stimuli, and users with dementia, and how it would shape the daily living for multi-stakeholders; also, (2) as recent research starts to involve dementia users in inclusive design processes [72], we would suggest to include caregivers/facilitators in the initial developing process as well.

### 6.4 Limitations and Future Work

The major limitation of this study lies in the relatively small sample size and uneven participants’ distribution in the two groups. The small sample size was due to challenges in the recruitment of PWD in the relatively small community of Vitalis, and the uneven group size was due to the participants’ withdrawal during the study. The sample size was also a result of considerations influenced by choice of methodologies, which requires a significant amount of effort and investment in time. Given the above practical limitations, partial eta-squared effect size values were reported to substantiate the scope of the results. Future work should attempt to replicate the experiment with a larger sample size and participants from different locations of nursing homes. Furthermore, due to the small sample size and the low number of participants for each level of dementia severity, we could not perform further statistical analyses focusing on the effects of participants’ characteristics on engagement. Future work should consider recruiting a larger number of participants in each level of dementia severity to examine differences caused by the disease’s progression. Additionally, since user’s facial expressions could also be hindered by emotional disorders, future work should analyze the effect of users’ affective disorders (e.g., depression, apathy, anxiety) on their facial expressivity to make the assessment of engagement more sound.

Moreover, there is an uneven sample size between genders (12 female participants and 4 male participants), which potentially giving the impression of gender bias when interpreting the results. In fact, the majority residents living in Vitalis are women and so are many other nursing homes worldwide (see reference for instance [8]). According to the literature, there exists a gender difference among population of residents with dementia living in nursing homes. The admission rates between the male and female ratio ranged between 1 to 1.4 and 1 to 1.6 according to international studies reported by Luppa et al. [44]. And the gender difference in nursing home placements of PWD is generally explained by the higher life expectancy of women at present, the slightly higher dementia prevalence rates of women than man (10.1% vs. 9.6%) [23], the higher rate of women living alone in older age than man [44], and the tendency of willingly to give care of women than man. Overall, we believe that our sample of this study represents the gender profile of nursing home residents with dementia disease. And this raises the awareness of designing for gender differences, in particular, for older women with dementia in future works.

Other limitations concern the measures and data analysis. First, due to practical consideration, the rating scales were filled out based on varied materials (OME, OERS were rated based on direct observations on-site, while EPWDS were rated based on video recordings) by two different raters. This might have slightly weakened consistency among the three rating scales. However, it did not influence the reliability of results as the use of a single scale was consistent across all experimental sessions. Second, the video coding analysis using the ELICSE adopted both percentage and absolute duration due to the distinct length of each session and mutual dependence between activity-related engagement and interpersonal interaction with the facilitator. Future studies should make clear guidelines of experiment design and procedures to ensure the robustness of ELICSE video coding analy-
sis using percentage data representation. Instructions such as try to reduce personal conversations that are irrelevant to the study with the participants and try to be consistent and follow the same study procedure for all participating sessions could be implemented. Lastly, although the mixed method used in this study yielded a reliable assessment of user engagement, future work should consider combining this mixed method with a more qualitative interpretation of participants’ behaviors by people who entertain trustful relationships with residents. The meaning of the annotated behaviors would be increased by the understanding of each participant from a person-centered care point of view [71].

Future work could collect participants’ lifestyle, personality, preference, and past/present interests using tools such as the Self-Identity Questionnaire proposed by Cohen-Mansfield et al. [15,17] for a better interpretation of the user engagement. Furthermore, as this study invited one participant at a time to better control the experimental conditions, future work should also test how the system adapts to a pair of users and how their activity-related engagement and human-human interaction would be facilitated by context-enhanced HRI. The system design presented in this paper adopted visual-auditory-tactile feedback for multimodal stimuli presentation. Future work could attempt to engage more sensory channels (e.g., aroma-diffuser of grass field for olfactory display) of PWD for a more holistic and realistic sensory experience. Additionally, the robotic sheep design in this study could be further improved by adding heating elements. As suggested by Block et al. [6] that physical warmth helps promote social warmth, the adoption of heating features besides inviting texture and appealing appearance are likely to promote HRI.

### 7 Conclusion

To address the current disengaged and under-stimulated living situation of PWD in LTC facilities, this study attempted to explore how to design rich interaction experience to improve the level of engagement of PWD. The experiment design was built on a previous work of LiveNature design that echoes to the nostalgic experience of a generation of Dutch elderly and utilized intuitive interfaces that users already familiar with. The system design suggested a novel approach - context-enhanced HRI - which combined the interaction with a tangible social robot with an augmented reality responsive display. With social robots being increasingly employed in the complex domain of dementia care, this study investigated the role of multimodal stimuli and interactivity in improving the richness of the experience based on the approach of context-enhanced HRI. The sensorial level of experienced richness was addressed by the system design’s multimodality sensory feedback. And the system interactivity was varied based on whether the HRI was accompanied by contextual cues from the augmented reality display. The engagement of participants was assessed using a mixed assessment method involving the use of video analysis (using the ELICSE) and three observational rating scales (OME, OERS, and EPWDS). Results provide sufficient evidence of the significant contributing role of multimodal stimuli on improving emotional aspects of activity-related engagement and social interaction with a human partner. The findings could be potentially used as motivation strategies in future design research for promoting PWD’s positive attitude, facilitating communications, and social rapport. It could also contribute to several domains of knowledge, namely: (1) the domain of interaction design for dementia. While most sensory-based designs for PWD were mainly focused on the stimulation of certain senses, for instance, music/sound for reminiscence or textile designs for comforting and relaxation. This research addresses the significant benefits of employing multimodal sensory presentations, including dynamic visual content, auditory stimulation, and tactile explorations; In addition, (2) it contributes to robotic research by offering a novel way of combining sensory cues embedded in environmental settings with the HRI, and addressing the critical role of professional facilitation; lastly, (3) it adds insights to dementia engagement study by providing a comprehensive mixed method for engagement assessment.
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