Observing Deep Radiomics for the Classification of Glioma Grades
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ABSTRACT

Deep learning is promising for medical image analysis because it can automatically acquire meaningful representations from raw data. However, a technical challenge lies in the difficulty of determining which types of internal representation are associated with a specific task, because feature vectors, which collectively constitute the feature maps, can vary dynamically according to individual inputs. Therefore, based on the magnetic resonance imaging (MRI) of gliomas, we propose a novel technique to extract a shareable set of feature vectors that encode various parts in tumor imaging phenotypes. Because the set of feature vectors is shared across a population, it can be used in other downstream tasks as if these feature vectors are imaging markers. Then, based on the feature vectors, a classifier is established using logistic regression to predict the glioma grade, and an accuracy of 90% is achieved. Besides, we develop an algorithm to visualize the image region encoded by each feature vector, and demonstrate that the classification model preferentially relies on feature vectors associated with the presence or absence of contrast enhancement in tumor regions. The proposed method provides a data-driven approach to enhance the understanding of physicians on the imaging appearance of gliomas.

Introduction

The scientific community has become interested not only in harnessing the predictive performance of machine learning models, but also in dissecting such models to distill useful knowledge that can potentially advance scientific understanding1. When a model achieves high prediction performance in a particular task, one would expect it to have acquired an expressive internal representation that approximates the explanatory patterns underlying the phenomena of interest. Therefore, one can interpret the internal representations of trained models to obtain meaningful insights and scientific knowledge without directly observing the phenomena. Based on this concept of acquiring medical knowledge in a data-driven manner, the objective of this study is to discover common features in medical imaging associated with specific clinical information across a patient population.

Particularly, this study focuses on the imaging phenotypes of gliomas, which are the most common central nervous system tumors2,3. According to the grading system of the World Health Organization (WHO), gliomas are classified into grades I to IV, based on histopathological findings obtained from surgical biopsies or specimens4. Because the degree of aggressiveness and infiltrative characteristics significantly affect the prognostics of patients, the differential diagnosis between lower-grade gliomas (LGG, WHO grades II and III) and high-grade gliomas (HGG, WHO grade IV) is an important issue with regard to treatment options and prognosis prediction5.

Currently, the standard procedure for classifying tumors into the WHO grades is based on pathological study. However, there are still limitations for tumor classification, including the requirement for invasive procedures such as surgical resections or biopsies, inherent sampling errors caused by the heterogeneity of tumors, and the time-consuming process of histopathological analysis. There are also cases wherein it may be dangerous to perform surgical procedures on tumors located in critical brain sites. To address these issues, the computational analysis of magnetic resonance imaging (MRI) for tumor grading has attracted significant attention6,7. Because MRI can non-invasively observe an entire tumor in vivo, it is free from sampling errors. Therefore, the management of gliomas based on multi-parametric MRI analysis can play a complementary role in pathology-based diagnosis.
Radiomics and deep learning are two mainstays for computationally analyzing the appearance of tumors in imaging. Many intensive studies have attempted to analyze the imaging phenotypes of glioma, and each of these approaches has certain advantages and disadvantages with regard to gaining meaningful insights from trained models.

Radiomics is a research field focusing on decoding tumor phenotypes based on quantitative imaging features. Typically, in the analysis pipeline, suitable sets of handcrafted imaging features are sought to be extracted from the region of interest (ROI). Subsequently, a prediction model based on a machine learning algorithm is trained for a particular prediction task that is relevant to clinical decision-making. For glioma grading, many previous studies have demonstrated that the tumor characteristics can be quantified using radiomics, and have reported that good discriminative performance was achieved. Because the radiomics approach uses handcrafted imaging features that have been defined in advance, it has the advantage of high interpretability with regard to which features contribute to the prediction. However, to implement problem-specific handcrafted features, domain knowledge is often required. Because the optimal representative features for a given task are not always obvious, a data-driven approach should be considered to represent the data distribution.

Deep learning has emerged as an innovative technology that enables end-to-end learning between the input data and ground-truth labels. By using backpropagation to tune the parameters of multilayered nonlinear operations during the training process, deep neural networks can automatically abstract useful representations from data. In other words, deep neural networks are capable of feature extraction in a data-driven manner. Therefore, a deep learning model can learn internal representations that are meaningful for distinguishing the attributes of samples without relying on feature engineering based on domain knowledge. For example, with regard to glioma grade classification, deep-learning-based algorithms have achieved remarkable prediction performance. However, in such complex models, a tradeoff between accuracy and explainability has traditionally existed. Hence, complex models, such as deep learning models, are occasionally referred to as black-box models, which implies that it is difficult to interpret how such a model reaches a particular outcome.

In this paper, we propose a new approach that combines the advantages of radiomics and deep learning, which we call deep radiomics. When a convolutional neural network (CNN) is trained to predict the imaging characteristics of gliomas, the internal representation can be acquired as low-dimensional feature vectors, which collectively constitute the feature maps. These feature vectors can then be used as imaging markers in downstream tasks because they are expected to adequately represent the appearance of tumors. However, only a few studies have closely investigated which types of imaging characteristics that can be exploited by deep learning models are predictable in clinical tasks in the field of glioma imaging. Among existing studies, Banerjee et al. investigated the properties of convolutional kernels in different layers using visualization. However, in typical CNNs, the feature vectors contained in each feature map change dynamically depending on the inputs, and this makes it difficult to determine which internal representations are shared across a population. Because the objective of many medical studies is to find specific factors that are significantly common in a diseased population, we develop a method for obtaining a shareable set of feature vectors associated with the imaging characteristics of tumors that are obtained by deep learning models. Subsequently, we attempt to identify specific types of internal representations associated with particular clinical information. Thus, the proposed deep radiomics approach combines the flexible representative capacities of deep learning and the highly interpretable aspects of radiomics to acquire meaningful knowledge in a data-driven manner.

This paper proposes a novel technique for identifying the internal representation types of deep learning models that are associated with the binary classification of glioma grades, specifically LGG or HGG. As a pre-task, we first train a segmentation network, which can store a shareable set of feature vectors as its latent representation to predict the pixel-wise classification of glioma imaging characteristics from a two-dimensional (2D) axial slice of multi-parametric MRI (Figure 1a). To classify the glioma grades, the latent representation of each slice of an MRI volume is concatenated into a histogram, which represents the information of how many times each feature vector appears in the MRI volume (Figure 1b). By applying simple logistic regression to classify different glioma grades using the histogram representation, a set of feature vectors that are significantly associated with the prediction is identified. Furthermore, we conduct a feature ablation study to visualize which types of imaging characteristics are associated with glioma grades in the image space to provide interpretable feedback to physicians for the evaluation of grade-specific radiological findings (Figure 2). The results reveal that our classification model emphasizes the imaging appearance with or without contrast enhancement to distinguish between LGG and HGG (Figure 6). This observation is consistent with the findings reported in the literature.

**Methods**

In this section, we describe a scheme for using a shareable set of feature vectors obtained by a segmentation network for the classification of glioma grades using simple logistic regression. This task was formulated as a binary classification task whereby an input magnetic resonance (MR) volume is diagnosed either as LGG or HGG. Additionally, the types of imaging characteristics that enable the prediction were investigated by conducting a feature ablation study.
 Proposed Image Processing Pipeline

Here, a technical description of the proposed method is provided.

Notation

Let us consider a multi-parametric three-dimensional (3D) MRI volume $X \in \mathbb{R}^{C \times W \times H \times I}$, where $C$ is the number of channels, $W$ and $H$ represent the height and width of the axial slices, respectively, and $I$ is the number of axial slices. We define $x \in \mathbb{R}^{C \times W \times H}$ as a slice in the axial view. The segmentation network encodes a slice-wise input $x$ into the low-dimensional latent representation $z \in \mathbb{R}^{C' \times W' \times H'}$ and decodes the segmentation output $\hat{y} \in \mathbb{R}^{S \times W \times H}$, where $S$ is the number of segmentation labels. The ground-truth segmentation label $y \in \mathbb{R}^{S \times W \times H}$ is used to train the segmentation network. The series of latent representations $z$ for each slice of the MRI volume can be concatenated into a summarized representation $Z \in \mathbb{R}^{C' \times W' \times H' \times S}$, which is considered as a volume-based representation. The glioma grades are classified on a volume basis, because grading is carried out clinically by referring to images of the entire brain.

Pre-training of Segmentation Networks with Shareable Set of Feature Vectors

As a pre-task, a segmentation network was trained to extract a shareable set of feature vectors. As shown in Figure 1a, the network consisted of an encoder and decoder pair connected to a discrete latent space containing a set of feature vectors in a codebook. Through the encoder, a 2D MRI slice $x$ used as input is mapped to a latent representation $z$. In the latent space, vector quantization is performed based on a codebook $e = \{e_k | k = 1, \ldots, K\} \in \mathbb{R}^{K \times D}$, which stores a shareable set of $K$ feature vectors as codewords $e_k \in \mathbb{R}^D$, by replacing each feature vector in $z$ with the nearest codeword to produce the quantized latent representation $\tilde{z}$. This vector quantization process is analogous to that of a vector-quantized variational autoencoder (VQ-VAE). The feature vectors corresponding to each voxel of $z$ are quantized by executing a nearest-neighbor lookup on the codebook, as follows:

$$z_i = \arg\min_{k \in [K]} \|z_{qi} - e_k\|_2. \quad (1)$$

Thereafter, the codewords in the codebook are collected as a quantized latent representation $z_{qi}$, as follows:

$$z_{qi} = e_{z_i}. \quad (2)$$

To optimize this process, the codebook and encoder are trained to minimize the objective, which is referred to as latent loss, as follows:

$$L_{\text{latent}} = \|\text{sg}[z_e(x)] - e\|_2^2 + \beta \|z_e(x) - \text{sg}[e]\|_2^2, \quad (3)$$

where $\text{sg}$ represents the stop-gradient operator, which serves as an identity function at the forward computation time and has zero partial derivatives. During training, the codebook loss, which is the first term in the above equation, updates the codebook variables by delivering the codewords to the encoder’s output. Simultaneously, the commitment loss, which is the second term, encourages the output of the encoder to move closer to the target codewords. The hyperparameter $\beta$ controls the reluctance of changing the encoder output to match the corresponding codewords. Backpropagation or the exponential moving average can be used to train the codebook. Notably, the size of the codebook can be arbitrarily tuned, which ensures that a certain amount of information is preserved in a compressed manner within the latent space.

Then, the decoder takes $z_q$ as an input and generates the segmentation map $\hat{y}$, which is encouraged to be similar to the ground-truth labels $y$. The segmentation loss function consists of the soft Dice and focal losses. In summary, the overall training objectives for the segmentation network are as follows:

$$L_{\text{total}} = L_{\text{latent}} + L_{\text{segmentation}}. \quad (4)$$

After the tumor segmentation training, we can consider the codewords as a shareable set of feature vectors that represent the imaging phenotypes of gliomas.

Histogram Representation of brain MRI based on Deep Radiomics

The set of feature vectors obtained inside the codebook can capture the semantic composition of the imaging phenotypes of gliomas. Thus, we hypothesize that these feature vectors are important for distinguishing between LGG and HGG. Hereinafter, the encoder in the segmentation network is used as the feature extractor $f$ that produces the slice-wise quantized latent representation $z_q$ (Figure 1b). Further, it is necessary to summarize the slice-wise deep radiomics into a volume-wise representation because the diagnosis of the glioma grades is based on the entire images obtained by brain MRI. Therefore, we concatenate the $I$
quantized latent representations \( z_q \) into a volume-wise representation \( Z_q \). Subsequently, we consider a histogram representation to approximate the imaging appearance as a count of each feature vector on a volume basis, as follows:

\[
Z_q = \sum_{i \in I} f(x) = \sum_{i \in I} z_q \approx \sum_{i \in I} \text{hist}_{k \in K}(c_{ki}, e_k) = \text{hist}_{k \in K}(c_k, e_k),
\]

where \( K \) is the number of discrete feature vectors in the codebook, \( c_{ki} \) is the frequency of occurrence of the \( k \)-th feature vector in the \( i \)-th axial slice, and \( c_k \) is the summed occurrence of the \( k \)-th feature vector appearing in the MRI volume.

**Feature Extraction for Classification of Glioma Grades**

Because the codebook is shared among a population, it is possible to identify the feature vectors used in classification tasks if simple classifiers, such as logistic regression, are adopted. By considering the frequency of occurrence \( c_i \) of each feature vector as an explanatory variable, the logistic regression model can be formulated as follows:

\[
\logit(p) = \beta_0 + \sum_{k \in K^*} \beta_k c_k,
\]

where \( p \) indicates the probability of a particular class, \( \beta \) is a regression coefficient, and \( K^* \) denotes a set of significant coefficients in the classifier. The set of feature vectors with coefficients that are statistically significant, based on an effect likelihood ratio test, in the logistic regression model are referred to as responsible vectors. We analyzed the frequency of each feature vector with statistical significance according to the glioma grade (LGG or HGG) using the Wilcoxon signed-rank test with a significance level of 0.05. If a feature vector is significantly frequent in LGG patients, it is called an LGG responsible vector. Similarly, HGG responsible vectors are defined as common feature vectors in HGG patients.

**Feature Ablation Study to Visualize Responsible Regions**

A feature ablation study was conducted to assess which types of imaging characteristics are encoded by the responsible vectors. The overall scheme is presented in Figure 2. The encoder and decoder trained in the segmentation network were used.

The objective of the feature ablation study is to visualize the type of imaging characteristics that are encoded by a specific feature vector. First, an input image is projected onto a corresponding latent representation by the encoder (Figure 2a). The quantized latent representation \( z_q \) is then fed into the decoder to generate the logit map \( \hat{\gamma} \), which is subsequently converted into the segmentation output \( \hat{\gamma} \) through the argmax function. Here, the logit map \( \hat{\gamma} \) is retained for further processing. Next, the feature vector of interest in the initial latent representation \( z_q \) is replaced with a background vector, which is defined as the most common vector in the background of the images (for example, the black region outside the body in MRI). The replaced latent representation \( z'_q \) is subsequently input into the decoder and the corresponding logit map \( \hat{\gamma}' \) is retained. Finally, the per-pixel L1 difference between the two logit maps, \( \gamma_\text{hist} \), is evaluated. Because the difference map reflects the changed segmentation output caused by the replacement, we can assess the imaging characteristics encoded by each feature vector in the image space. Therefore, we call this difference map the responsible region (Figure 2b). The responsible regions from all LGG responsible and HGG responsible vectors are collectively denoted as LGG responsible region and HGG responsible region, respectively.

**Dataset**

We considered brain MRIs containing gliomas from the 2019 BraTS Challenge. This dataset contains T1, Gd-enhanced T1, T2, and FLAIR sequences for patients diagnosed with LGG or HGG. In this study, all four sequences were used and three types of datasets were obtained: a training dataset (MICCAI_BraTS_Training) containing 355 patients, a validation dataset (MICCAI_BraTS_Validation) containing 125 patients, and a test dataset (MICCAI_BraTS_Testing) containing 167 patients. Only MICCAI_BraTS_Training contains a patient-basis diagnosis of LGG (76 patients) and HGG (259 patients). With regard to segmentation labels, MICCAI_BraTS_Training originally contained three ground-truth segmentation labels for abnormalities: Gd-enhanced tumor (ET), peritumoral edema (ED), and necrotic and non-enhancing tumor core (NET). Under the supervision of expert radiologists, we segmented MICCAI_BraTS_Validation and MICCAI_BraTS_Testing into the three above-mentioned abnormal categories (ET, ED, and NET). Note that the names of the datasets given in the 2019 BraTS Challenge and the purpose of using each dataset in this study are different. To train the segmentation network, a dataset obtained by concatenating MICCAI_BraTS_Validation and MICCAI_BraTS_Testing was used. After training the segmentation network, a classification model (Eq. 6) was constructed based on MICCAI_BraTS_Training, which is the only dataset containing information on the glioma grades. The classification performance of the logistic regression model was assessed through five-fold cross-validation.

**Experimental Settings**

Here, the implementation details of the segmentation network and training configuration are described.
**Encoder Implementation**
The encoder consists of residual blocks\(^{28}\), wherein two \([\text{convolution} + \text{group normalization} + \text{LeakyReLU}]\) sequences are processed with residual connection. The kernel size, stride, and padding size of the convolution function in the residual blocks are set to 3, 1, and 1, respectively. From the first to the last residual blocks, the encoder uses \(32 \times 64 - 128 \times 128 - 128 \times 128\) filter kernels. Each residual block is followed by a downsampling block to halve the feature map size, except for the bottom of the network. The downsampling block consists of a sequence of \([\text{convolution} + \text{group normalization} + \text{LeakyReLU}]\), whose kernel size, stride, and padding size are set to 3, 2, and 1, respectively. The input image is required to have a size of \(4 \times 256 \times 256\) (= channel \(\times\) height \(\times\) width). The encoder output, which is denoted as \(\mathbf{z}_e\), has a size of \(64 \times 8 \times 8\).

**Decoder Implementation**
The decoder architecture is approximately symmetrical to that of the encoder. From the first to the last residual block, the decoder uses \(128 \times 128 - 128 \times 128 - 64 \times 64 - 32\) filter kernels. The residual blocks consist of two \([\text{convolution} + \text{group normalization} + \text{LeakyReLU}]\) sequences that follow an upsampling layer using an interpolation function coupled with a convolutional function to double the size of the feature map. Latent variables sampled from \(p(\mathbf{z})\) with a size of \(64 \times 8 \times 8\) pass through the decoder to yield reconstructed 2D images with a size of \(4 \times 256 \times 256\).

**Training Setups for Segmentation Model**
All neural networks were implemented using Python 3.7 with the PyTorch library\(^{1.6.0}\) on an NVIDIA Tesla V100 GPU with CUDA 10.0. He initialization\(^{31}\) was applied to all networks. Adam optimization\(^{32}\) with a learning rate of \(1 \times 10^{-4}\) was used for the segmentation network. The other hyperparameters were empirically determined as follows: batch size=72, maximum number of epochs=600. The size of the latent codebook is \(512 \times 64\) (= \(K \times D\)). During training, the data augmentation included horizontal flipping, random rotation, and random-intensity shifting and scaling.

**Results**

**Segmentation Performance of Segmentation Network**
The segmentation performance of the segmentation network based on the Dice score is as follows: 0.42 for NET, 0.66 for ED, and 0.68 for ET. These intermediate Dice scores are expected, because the segmentation network has a bottleneck where the imaging features are compressed according to the limited size of the codebook. Notably, the primary objective of the segmentation network is not segmentation, but rather to provide a shareable set of feature vectors that sufficiently cover the imaging phenotypes of gliomas and are discriminative in downstream tasks.

**Histogram Representation**
Figure 3 shows the average histogram representations of HGG patients and LGG patients. These histograms indicate the average value of how many times each feature vector appears per MRI volume according to the glioma grading. A slight difference can be observed between these two histograms, particularly with regard to low-frequency feature vectors.

**Classification Accuracy**
According to five-fold cross-validation, the classification results (mean \(\pm\) standard deviation) of the glioma-grading model are as follows: \(0.90 \pm 0.02\%\) of accuracy, \(0.79 \pm 0.05\%\) of precision, \(0.72 \pm 0.09\) of recall (sensitivity), and \(0.92 \pm 0.02\) of negative predictive value. With regard to the negative predictive value, HGG is considered to be positive and LGG is considered to be negative. After evaluating the classification performance based on five-fold cross-validation, we trained the classification model again on all samples, without leaving any samples out for further analysis. Additionally, the classification model identified two HGG responsible vectors and three LGG responsible vectors, which were significant covariates in the logistic regression models (effect likelihood ratio test: \(p < 0.05\)) and had significantly uneven distribution according to the glioma grading (Wilcoxon signed-rank test: \(p < 0.05\)).

**Qualitative evaluation of responsible regions**
As demonstrated by the classification performance, the feature vectors in the codebook appear to represent the imaging characteristics of gliomas and may convey meaningful information to identify the glioma grade. Therefore, we investigated which types of imaging characteristics are encoded by each feature vector by conducting a feature ablation study. To this end, we visualized both the HGG responsible regions and LGG responsible regions to evaluate the overlap with the segmented tumor regions that were provided as ground-truth labels.

Figure 4 shows the distribution of the HGG responsible regions and LGG responsible regions in patients with HGG. Notably, the HGG responsible regions are strongly correlated with the tumor regions of the HGG patients. The large difference values (indicated in red color) were preferentially gathered in the central region of the tumor corresponding to the ET label. In contrast, although a small overlap with the LGG responsible regions was observed in the peripheral regions of the tumor, the values were...
Figure 5 presents the distribution of HGG responsible regions and LGG responsible regions in patients with LGG. In contrast to the above-mentioned results, the LGG responsible regions significantly overlapped with the central region of the tumor, and particularly the region labelled as NET. The signals of the HGG responsible regions were not significant, as indicated by their low values. Thus, it is concluded that the discriminative imaging characteristics of HGG are associated with the NET regions in the central areas.

**Quantitative evaluation of responsible regions**

Finally, we quantitatively evaluated the preferences of each responsible region according to the ET, ED, and NET segmentation labels. The difference values in each segmented area were summed and statistically compared, as shown in Figure 6. For the HGG responsible regions, the mean and standard deviation values for the NET, ED, and ET labels were $5.48 \pm 4.69$, $3.78 \pm 2.79$, and $7.66 \pm 5.37$, respectively. The same statistical tests revealed that the highest values appeared in the ET region ($p < 0.0001$). For the LGG responsible regions, the values for the NET, ED, and ET labels were $1.22 \pm 1.26$, $1.02 \pm 1.10$, and $0.92 \pm 1.02$, respectively. The same statistical tests revealed that the highest values appeared in the NET region ($p < 0.0001$). Because these quantitative observations are consistent with the qualitative results, it is concluded that the imaging characteristics associated with the discrimination of HGG and LGG are indicated by their localization in the ET and NET regions, respectively. In other words, the discriminative information can be considered in terms of whether contrast enhancement is present or not in the central area of the tumor.

**Discussion**

Multi-parametric MRI can reveal the morphological heterogeneity of gliomas, which contain various sub-regions (edematous regions, enhancing and non-enhancing tumor cores) with various histological and genomic phenotypes. This intrinsic heterogeneity can also be observed in imaging phenotypes because their sub-regions exhibit different intensity patterns across different MR sequences. In this study, three different regions were considered. The ET is defined by areas exhibiting hyper-intensity in the Gd-enhanced T1 sequences compared with T1 signals. Such regions generally correspond to areas of contrast enhancement, where contrast leakage caused by blood-brain barrier damage may exist. The ED is defined by areas with high T2/FLAIR signal intensity, which represent either low cellularity or edema. The NET indicates non-enhancing tumor regions and pre-necrotic and/or necrotic regions located in the non-enhancing part of the tumor core. The imaging appearance of NET typically exhibits hypo-intensity in the Gd-enhanced T1 sequences compared with T1 signals.

The imaging differences between LGG and HGG have attracted a substantial amount of attention with regard to early differential diagnosis. However, these differences are still debated. Typically, LGG appear as an area of focal signal abnormality with minimal or no contrast enhancement, and do not cause significant blood-brain barrier disruption, which results in less contrast leakage around the lesions. In contrast, most HGG in Gd-enhanced T1 sequences exhibit moderate to strong contrast enhancement, which reflects the degree of microvasculature and the presence of a disrupted blood-brain barrier. Occasionally, necrosis can be observed inside a tumor, and is an important diagnostic feature for HGG. Furthermore, HGG commonly cause significant damage to the blood-brain barrier, which appears as a large ED area surrounding the tumor core. Therefore, based on the segmentation categories adopted in this study, the presence of NETs in the central region of a tumor surrounded by a small ED region can be considered as a typical LGG characteristic. For HGG, a tumorous lesion represented by ET with or without NET and extensively surrounded by ED areas can be considered as a typical representation.

Based on these considerations, our results are in good agreement with the known imaging characteristics of LGG and HGG. Moreover, the feature ablation study revealed that NET is the most discriminative component of LGG, while ET is the most discriminative component of HGG. The presence of contrast enhancement (ET) is often considered as a sign of HGG. Therefore, the fact that the classification model captured the presence (ET) or absence (NET) of contrast enhancement in the tumor core is compelling.

Several studies have investigated the classification of glioma grades using deep learning. For example, Yang et al. demonstrated that ImageNet-pretrained deep learning models, such as AlexNet and GooleNet can outperform a comparative model trained from scratch, and achieve a maximum test accuracy above 90%. However, their method requires the manual segmentation of the ROIs before the classification. Recently, Banerjee et al. proposed a deep-learning-based algorithm that incorporates volumetric tumor information and achieves a maximum accuracy of 97%. Similarly, Zhuge et al. proposed a two-step approach to automatically segment brain tumor regions and carry out classification according to the bounded image regions that contain tumors. They also achieved a maximum classification accuracy of 97%. To achieve superior performance, an important aspect of deep-learning-based models is the size and extent of the input images. Banerjee et al. compared several neural networks using patch-wise, slice-wise, and volume-wise inputs, and achieved glioma grading accuracy of 82%, 86%, 79, and 78.
and 95%, respectively. Particularly, when considering the input as a 3D volume, these deep-learning-based approaches can outperform machine-learning-based approaches that use logistic regression based on brain tumor radiomics features (accuracy of 88%)\textsuperscript{42}.

Compared with previous studies, the classification accuracy of the proposed model is ranked between the accuracy achieved when using slice-wise inputs and the accuracy achieved when using volume-wise inputs\textsuperscript{15}. Even though the proposed feature extraction process was performed using slice-wise inputs, the classification model is as simple as using logistic regression. Therefore, the proposed classification model’s performance is remarkable compared with that of end-to-end deep learning models that take slice-wise inputs. Notably, Rudin\textsuperscript{43} insisted that the belief whereby more complex models are more accurate is not always true, particularly when a good representation in terms of meaningful features is constructed for a target task. She also argued that there is often no significant difference between the prediction accuracy achieved by more complex models, such as deep neural networks, and much simpler models, such as logistic regression, when the representative data features are given. Accordingly, we confirmed that the feature vectors obtained from the pre-task of tumor segmentation are sufficiently informative for the discrimination of glioma grading.

To the best of our knowledge, this is the first study that uses vector quantization to obtain a shareable set of feature vectors across a population for the purpose of identifying specific factors associated with clinical information. Notably, logistic regression, which was adopted as the classifier in this study, can be considered as transparent in terms of interpretability\textsuperscript{44}. Therefore, the variables that significantly contribute to the prediction can be identified. Based on the identified set of feature vectors associated with glioma grade classification, we conducted a feature ablation study to visualize the imaging region encoded by each feature vector. The results are consistent with those reported in the literature and can equip physicians with an enhanced understanding of the inner reasoning process of classification models. Our simple deep radiomics approach leverages the internal representations obtained by deep neural networks in downstream tasks using transparent models, such as logistic regression, and is versatile and easily applicable to other research fields.
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Figure 1. Obtaining a shareable set of feature vectors from a segmentation network. (a) A segmentation network consists of an encoder and decoder pair and stores a shareable set of feature vectors in a codebook. At the training stage of a tumor segmentation pre-task, an input image $x$ is mapped onto a latent representation $z_e$ through the encoder. Vector quantization is performed based on the codebook $e$ by replacing each feature vector in $z_e$ with the nearest codeword to produce a quantized latent representation $z_q$. Then, the decoder produces a segmentation output by taking $z_q$ as the input. The error between the segmentation output and a ground-truth label is evaluated to train the network. (b) When using the shareable set of feature vectors in a downstream task, the encoder is employed as a feature extractor. The latent representation of an input image is mapped onto the quantized latent representation $z_q$, and then a histogram representation is constructed. This histogram representation contains information on the frequency with which each feature vector appears in the input image.
Figure 2. Overview of feature ablation study conducted to visualize the image region encoded by each feature vector. (a) The input image is initially mapped onto the quantized latent representation $z_q$ through the encoder, which functions as a feature extractor. This initial latent representation is subsequently fed into the decoder to generate the segmentation output $\hat{y}$, and the logit map $\tilde{y}$ obtained before the final argmax operation is retained in the subsequent procedure. Then, the feature vector of interest in $z_q$ is replaced with a background vector to generate the replaced latent representation $z_q'$. The background vector is identified as the most common feature vector in the background of the images (for example, the region outside the body). Next, the decoder outputs the logit map $\tilde{y}'$ again by taking $z_q'$ as the input. Because the difference between $\tilde{y}$ and $\tilde{y}'$ reflects the image region affected by the replacement, the difference map is referred to as the responsible region of the feature vector of interest. (b) The two responsible regions corresponding to the HGG responsible vectors are shown along with examples of an input image, ground-truth label, and segmentation output. By gathering these responsible regions from all responsible vectors for a particular glioma grade, we can observe which type of imaging characteristics are related to that glioma grade.

Figure 3. Average histogram representation for patients with (a) HGG and (b) LGG.
Figure 4. Example results for responsible regions in HGG patients. For patients with HGG, the Gd-enhanced T1 (T1CE) and FLAIR sequences, ground-truth labels, segmentation outputs, HGG responsible regions, and LGG responsible regions are shown. The tumor regions are adequately correlated with the HGG responsible regions, but overlap with the LGG responsible regions is scarce. The color map indicates the high-difference values in red and the lower-difference values in blue; the values are standardized for each patient.

Figure 5. Example results for responsible regions in LGG patients. For patients with LGG, the Gd-enhanced T1 (T1CE) and FLAIR sequences, ground-truth labels, segmentation outputs, HGG responsible regions, and LGG responsible regions are shown. The tumor regions are strongly correlated with the LGG responsible regions, particularly in the central area of the tumor. The overlap with the HGG responsible regions is relatively insignificant and peripherally distributed at best. The color map indicates the high-difference values in red and the low-difference values in blue; the values are standardized for each patient.
Figure 6. Quantitative evaluation of overlap between responsible regions and segmentation labels. (a) Difference values of HGG responsible regions in each segmentation label: Gd-enhanced tumor (ET), peritumoral edema (ED), and necrotic and non-enhancing tumor core (NET). The values in the ET region are the highest among the three segmentation categories. (b) Difference values of LGG responsible regions for the same segmentation labels. The NET regions have the highest values; * indicates a statistical significance < 0.0001.