Abstract: The human activity diarization using wearable technologies is one of the most important supporting techniques for ambient assisted living, sport and fitness activities, healthcare of elderly people. The activity diarization is performed in two steps: the acquisition of body signals and the classification of activities being performed. This paper presents a technique for data fusion at classifier level of accelerometer and sEMG signals acquired by using a low-cost wearable wireless system for monitoring the human activity when performing sport and fitness activities, as well as in healthcare applications. To demonstrate the capability of the system of diarizing the user’s activities, data recorded from a few subjects were used to train and test the automatic classifier for recognizing the type of exercise being performed.
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1. Introduction

Techniques based on acceleration and surface electromyographic (sEMG) signals are two research branches in the field of human activity pattern recognition.

Acceleration-based techniques are well suited to distinguish noticeable and large scale gestures with different hand trajectories of forearm movements [1–4]. In particular, they have been demonstrated to be effective in classifying activities that involve repetitive body motions, such as walking, running, cycling, lifting weights, climbing stairs [5]. Additionally, nowadays acceleration-based techniques are easy to implement because inertial sensors are usually embedded in smartphones and smartwatches [6–10] that are widespread and very common in people playing sports. However with acceleration signals derived from such devices only, recognizing different activities or sport exercises with similar arm movements could be a difficult task.

To this end the electrical signals captured from muscles’ activity are very helpful in recognizing this kind of exercises as well as in monitoring person’s body posture, physical performance, and fitness level as it has been demonstrated by recent works [11–16]. This is due to the fact that sEMG signals can be collected using noninvasive sensor devices and they are relatively easy to acquire. Indeed, these signals are derived from the electrical potentials generated by muscle contractions, therefore they can be captured simply by contacting electrodes to the skin surface [17,18].

sEMG-based activity recognition techniques use multi-channel EMG signals which contain rich information about movements of various size scales. To this end a low-cost wireless system specifically designed to acquire fitness metrics from surface electromyographic (sEMG) and accelerometric signals has been adopted [19]. The system consists of three ultralight (23 g) wireless sensing nodes that acquire,
amplify, digitize, and transmit the sEMG and accelerometer signals to one base station through a 2.4 GHz radio link using a custom-made communication protocol. The base station is connected via USB to a control PC running a user interface software for data analysis and storage.

The sensing nodes use a carefully designed high-input-impedance (20 MΩ differential) low-noise amplifier for detecting the low amplitude sEMG signal. It is then filtered to only let the useful 5 Hz to 500 Hz band through, taking care of rejecting the motion-induced artifacts at frequencies below 5 Hz before the amplifier gain stages could saturate, and then digitized. The amplifier also has a programmable gain stage to adapt the system for possible application to very differently sized body muscles, ranging from major limb motor muscles to facial expression muscles.

With the above considerations in mind, combining sEMG and accelerometer sensors in a single device allows also to obtain all the necessary information for accurately examining muscle activity, force, fatigue, directionality and acceleration that are of essential importance in sports performance evaluation, injury prevention, rehabilitation, and human activity monitoring in general [20–27].

Considering the complementary features of accelerometer and sEMG measurements, we believe that their combination by using classifier level fusion techniques will increase the number of discriminable arm exercises and accuracy of the recognition system.

There are several sensor fusion techniques, applied to the sensors embedded in smartphones, smartwatches, as a means to help identify the mobile device user’s daily activities or sport exercises. Sensor data fusion methods help to consolidate the signals collected from different body sensors, increasing the performance of the algorithms for the recognition of the different activities [28–32]. However, due to low memory, low battery life and low processing power constraints, some data fusion techniques are not suited to this scenario.

There are different ways of combining data from various types of sensors to help improve recognition. Data can be combined on a feature level, or at the classifier level, whereas base classifiers are built on the different types of data separately, and so called a meta-level classifier then combines their outputs [33]. This latter approach is deemed to produce better results, and so is the one employed in this paper.

This paper is organized as follows. After an overall description of the sensor data acquisition and processing, the exercise classification technique is presented. In order to show how the proposed methodology could perform automatic fitness activity diarization, some results related to the recognition of simple exercises are reported and discussed. Finally, some conclusions end this work.

2. Materials and Methods

2.1. Data Acquisition and Preprocessing

The signals recorded for demonstrating the automatic exercise diarization system were obtained following the protocol outlined in [34,35]. In particular, a number of subjects, 10 in this study, worn three sets of sensors on their upper arm, as shown in Figure 1. It is expected that these three sets could eventually be integrated into a single stretch band so as to make their wearing easy and comfortable. Each set of sensors consists of a surface electromyogram acquisition unit coupled with a three-axis accelerometer [19].

The electrodes for sEMG acquisition were placed on the biceps brachii, deltoideus medius, and triceps brachii muscles following, as far as their location and orientation is concerned, common SENIAM [36] recommendations. The accelerometers where oriented so that their “Z” direction was perpendicular to the surface of the arm, pointing outwards, the “Y” direction parallel to the muscle, pointing downwards when the arm is at rest, and the “X” direction tangent to the surface to complete a right-handed frame. The placement of all the sensors on the upper arm, besides comfort and ease of application, also helps in limiting the effects of spurious movements of the hands and forearm on the acquired signals,
especially on the acceleration ones, aiding in the classification of the particular exercises used in the experiment. Of course, a different set of exercises may require a different positioning of the sensors.

![Figure 1. Recording setup. Photograph of the recording setup with the wireless electromyograph sensors worn on the upper right arm with their electrodes placed on the biceps brachii, deltoideus medius, and triceps brachii muscles.](image)

The volunteering subjects were asked to perform sets of 10 to 12 repetitions of biceps curls, lateral raises, frontal raises, and vertical raises, as depicted in Figure 2. In between the lateral and frontal raises, an isometric contraction of the biceps brachii (essentially a biceps curl held still with the elbow at approximately 90°) was to be held for a few seconds. All the exercises were performed with either a 1 kg or a 3 kg dumbbell according to the subject’s own judgement about their fitness conditions, and all the participants gave their written informed consent in participating after having been instructed on the tasks to be performed.

A summary of the data obtained during this acquisition campaign is shown in Table 1, which reports the number of sets performed by each subject for each exercise type. After the recording session, start and end times of each type of exercise (a “segment”) were manually detected and labeled into the data files. The total duration of the collected data is reported in Table 2, together with the number of feature vectors extracted from the available segments. On average, over nine minutes of data is recorded for each type of exercise.

A small set of features was then extracted from the active portions of the recorded signals. For the purpose of feature extraction, sEMG and acceleration signals from the different nodes were considered independent.
Figure 2. The four exercise types used in the experiments: starting and ending positions of each repetition. Source: http://db.everkinetic.com, licensed under the Creative Commons Attribution-Share Alike 4.0 International Public License.

Table 1. Database consistency: number of sets performed by each subject for each exercise type, with the specified dumbbell weight.

| Subject | Gender | Weight | BC | LR | VR | FR | IM |
|---------|--------|--------|----|----|----|----|----|
| 1       | M      | 3 kg   | 2  | 2  | 2  | 2  | 2  |
| 2       | M      | 3 kg   | 2  | 2  | 2  | 2  | 3  |
| 3       | M      | 3 kg   | 2  | 2  | 1  | 0  | 1  |
| 4       | M      | 3 kg   | 1  | 2  | 2  | 2  | 1  |
| 5       | M      | 3 kg   | 2  | 2  | 2  | 2  | 2  |
| 6       | M      | 3 kg   | 1  | 1  | 1  | 1  | 1  |
| 7       | M      | 3 kg   | 2  | 2  | 2  | 2  | 2  |
| 8       | M      | 3 kg   | 3  | 3  | 2  | 3  | 3  |
| 9       | F      | 1 kg   | 2  | 2  | 2  | 2  | 2  |
| 10      | M      | 3 kg   | 2  | 2  | 2  | 2  | 2  |

The accelerometric signals, which were sampled at 125 Hz, were processed by first low-pass filtering them with a cut-off frequency of 0.625 Hz using an 8192 taps Blackman-Harris FIR filter with compensated group delay. Such a filtered signal is sliced into overlapping windows \( a_n(t) \), each \( T_W = 8 \) s long, shifted by approximately \( T_S = 4 \) s (exact window shift \( T_S \) varies slightly in order to fit an integer number of whole windows within each manually segmented portion of the recording, i.e.,

\[
T_S = (T_E - T_W)/(\lceil T_E/T_S \rceil - 1),
\]

where \( T_E \) is the duration of the segment). This procedure allowed the extraction of a total of 487 feature vectors.
Table 2. Database consistency: recorded duration for each exercise type and subject [seconds (number of feature vectors)].

| Subject | BC       | LR       | VR       | FR       | IM       |
|---------|----------|----------|----------|----------|----------|
| 1       | 67 (18)  | 74 (20)  | 65 (17)  | 68 (18)  | 50 (13)  |
| 2       | 54 (14)  | 51 (13)  | 36 (10)  | 47 (13)  | 40 (11)  |
| 3       | 74 (19)  | 72 (19)  | 35 (9)   | 0 (0)    | 3 (0)    |
| 4       | 41 (11)  | 65 (17)  | 62 (16)  | 49 (13)  | 37 (9)   |
| 5       | 69 (18)  | 61 (16)  | 59 (16)  | 71 (19)  | 28 (8)   |
| 6       | 32 (8)   | 28 (7)   | 29 (8)   | 27 (7)   | 23 (6)   |
| 7       | 87 (23)  | 99 (26)  | 71 (18)  | 83 (22)  | 65 (17)  |
| 8       | 90 (23)  | 93 (24)  | 56 (15)  | 96 (24)  | 51 (13)  |
| 9       | 52 (14)  | 59 (16)  | 51 (14)  | 53 (14)  | 25 (7)   |
| 10      | 59 (15)  | 60 (16)  | 57 (15)  | 58 (15)  | 24 (6)   |
| Total   | 625 (163)| 662 (174)| 521 (138)| 552 (145)| 346 (90) |

For each window a “rotation vector” is estimated, based on the idea that the arm movement should be periodic, and the amount and axis of rotation is characteristic of the exercise being performed. To this end the extrema of the movement are located as the maxima of the function

\[ d_n(t) = \| a_n(t) - \bar{a}_n(t) \| \]  \hspace{1cm} (2)

where \( \bar{a}_n(t) \) denotes the time average of \( a_n(t) \). If the movement is indeed periodic, it should be expected that these maxima are clustered into two distinct groups that correspond to the endpoints of the movement. Let’s call \( c_1^n, c_2^n \) the averages of the maxima of \( d_n(t) \) computed within these groups. The groups are numbered so that \( c_1^n \) is the one corresponding to the rest condition, i.e., the one closest to the estimated acceleration due to gravity \( \hat{g} \), which should be close to \( [0 -1 0] \) with the axes oriented as stated above. The direction of the rotation vector \( r_n \) is then defined by the cross product between these two averages, and its modulo \( \alpha_n \) is set to equal the angle between them, so as to represent the arm swing expressed in radians:

\[ r_n = \alpha_n \frac{c_1^n \times c_2^n}{\| c_1^n \times c_2^n \|}, \] \hspace{1cm} (3)

where \( \alpha_n \) is the positive solution of

\[ \alpha_n = \arctan \frac{\| c_1^n \times c_2^n \|}{c_1^n \cdot c_2^n}. \] \hspace{1cm} (4)

The sEMG signal is preprocessed similarly. First, the sEMG, which is sampled at 2 kHz, is rectified and low-pass filtered using a 65536 tap Blackman-Harris FIR filter with compensated group delay and a cut-off frequency of 0.625 Hz just as with the acceleration filter.

This filtered signal, called mean absolute value (MAV), is normalized by dividing it by its average. This normalized signal will be sliced in overlapping windows \( e_n(t) \), identical in duration and position to those used for the acceleration signals. As features, two simple properties will be extracted for each window. Let \( p_n \) be the mean of the peak values of the signal \( e_n(t) \) within the window. We take as features both the averaged \( m_n = \bar{e}_n(t) \) and the peak-to-mean ratio \( z_n = p_n / m_n \).

The extracted features are shown in Figures 3–5 for the three sensing nodes, respectively. From these feature it is already possible to see that the acceleration signals cannot be used alone to discriminate among all the exercise types, as e.g., the upper arm is essentially still during both biceps curls and isometric contractions, so the rotation vector is close to zero. On the other hand, these two exercises show very differing values for the parameter \( z_n \), close to 1 for the isometric contraction, nearly double for biceps curls.
Figure 3. Biceps brachii features. Extracted from the sEMG signal (a) and the acceleration signals (b) from the sensors applied to the biceps brachii of all the subjects included in the training and testing sets.
Figure 4. Deltoideus medius signals. Extracted from the sEMG signal (a) and the acceleration signals (b) from the sensors applied to the deltoideus medius of all the subjects included in the training and testing sets.
Due to some problems inherent in the sEMG measurements, including the separability and reproducibility of measurements, the size of discriminable arm exercises set was limited to 4 classes, excluding the frontal raises exercise from the rest of the analysis.
2.2. Classification

When a classification task involves usage of different types of features, each of which has a different range of values due e.g., to different units of measure, it can be useful to perform a classifier-level fusion. It means that each feature set is used alone in a domain-specific classifier. The results of these classifiers are then combined to formulate the final response. A flow-chart of the process is outlined in Figure 6.

![Classifier level fusion: flow of data and models.](image)

Figure 6. Classifier level fusion: flow of data and models.

As can be seen, the two sets of features, i.e., those obtained by sEMG and by the accelerometers, are used separately to train two different recognizers (denoted by the “fitc” tag). The models so obtained are used to transform the original features into vectors of probabilities (“scores”), where each element contains the probability that the original feature vectors belongs to a certain class, by trying to recognize the training set again with the models just obtained (“predict”-tagged blocks).

The two score vectors obtained by the two first-level classifiers are then concatenated together (fused) to obtain the final feature vector, whose size is thus twice the number of classes. This will be used to train the final, second-level classifier to obtain the final model.

An example of the process is shown in Figure 7, for the training phase. At the top of the figure, a single window of the signals corresponding to a portion of the vertical raise exercise is shown. Features are extracted from these signals and the acceleration-derived ones used (together with the rest of the training portion of the database) to train a first-stage classification model of the acceleration (left). The same is done for the sEMG-derived features (right). These very same features are then checked against the just trained models to obtain likelihood scores of the vector belonging to the various classes.
In this example, acceleration alone could conclude that the signal was part of the vertical raise with
76.6% probability, while sEMG only with 59.2% probability, so fusing the results is straightforward.
For more complicated cases, the role of the second-stage classifier is to help discriminate the correct
class from the probabilities coming from the first stage. To this end, another classification model that
maps the correct class to these probability vectors is finally trained.

When an unknown feature vector set arrive to be classified, it suffices to first transform it into score
vectors using the previously trained first-level classifiers, and then feed the concatenated score vectors
into the second-level classifier, as shown in the bottom panel of Figure 6. Of course, different choices
of classifiers are possible at the various stages, as each one must deal with data of different kinds. In
this work we limited our experimentation to the same classifier type for the two used in the first stage,
and a different type for the second stage.

![Vertical Raise (VR) - Accelerations](image1)

**Figure 7.** Example of the processing of a single signal frame through the training stage: time-domain
signals (top) are used to train classification models, after feature extraction (not shown). Scores from
these classification models are then fused together and used to train the final model.

### 2.3. Results

To evaluate the effectiveness of this method, the acquired data was split into a training set and a
testing set. Data from eight subjects (80% of the total number) was used as train material, while the
remaining two subjects provided the testing material. Due to the limited number of subjects, all the
45 possible combinations of training/testing splits were tested, and the results averaged by adding the
resulting confusion matrices.

Different readily-available classifiers have been tried at the first stage and at the second stage,
namely support vector machines (SVM) [37] with polynomial (SVMp), Gaussian (SVMg), and linear
(SVMl) kernels, decision trees (tree) [38], k-nearest neighbours classifiers (KNN) [39], and linear
discriminant analysis (LDA) [40].

A summary of the resulting accuracy is shown in Table 3, which reports, for each first-stage
classifier type (rows), its accuracy when used alone on a single set of features, and the overall accuracy
when combined with a possibly different type of second-level classifier. The data reported in the table
show the average accuracy, together with the minimum and maximum accuracies achieved by each
pair of recognizers across all the possible train/test splits. These latter two results help in comparing
the consistency of the 36 different recognition algorithm pairs.
As can be seen, using the correct combination of classifiers, this fusion technique can improve the overall accuracy with respect to using only one type of feature.

Table 4 reports confusion matrices resulting from the best combinations of recognizers. Each row shows the classification results for each kind of exercise, where BC stands for biceps curls, LR for lateral raises, VR for vertical raises, and IM for the isometric contraction. The column labels represent the estimated exercise types. The best was chosen both in terms of average accuracy (SVMl/LDA) and in terms of highest consistency, i.e., highest worst-case accuracy (KNN/SVMp). There is little difference between these two combinations in terms of average performance, but the KNN/SVMp combination achieved a much better worst-case accuracy, and can thus be considered to be better suited to handle well most situations.

Table 3. Accuracy from the 2-stage classifier level fusion for different classifiers employed at the two stages, compared with the accuracy attainable without fusion using the same classifiers and only one set of features at a time. Reported figures are average percentages (top), together with minimum and maximum accuracies (bottom) achieved across all the possible 80%/20% train/test splits.

| 1st Stage | No Fusion | SVMp | SVMg | SVMl | Tree | KNN | LDA |
|-----------|-----------|------|------|------|------|-----|-----|
| ACC       | 73.5      | 80.3 | 53.8 | 66.0 | 57.9 | 66.6| 75.9|
| EMG       | 75.3      | 61.2 | 28.1 | 63.3 | 96.9 | 81.4| 77.7|
| SVMp      | 80.3      | 80.6 | 47.5 | 65.8 | 75.9 | 80.2| 76.5|
| SVMg      | 53.8      | 39.5 | 39.4 | 65.4 | 75.9 | 80.2| 74.1|
| SVMl      | 66.0      | 70.0 | 75.1 | 66.1 | 75.1 | 80.2| 77.6|
| Tree      | 57.9      | 74.1 | 75.1 | 78.4 | 50.5 | 82.0| 100.0|
| KNN       | 66.6      | 75.1 | 75.1 | 78.4 | 50.5 | 82.0| 100.0|
| LDA       | 77.7      | 77.7 | 77.7 | 78.4 | 50.5 | 82.0| 100.0|

Table 4. Average confusion matrix resulting from the SVMl/LDA classifier combo, which achieved the best overall accuracy of 82.6% (left), and from the KNN/SVMp classifier combo, which achieved the most consistent accuracy ranging from 63.2% to 97.5%, with an average of 80.6% (right).

| 1st Stage | BC | LR | VR | IM |
|-----------|----|----|----|----|
| ACC       | 143.6 | 0.4 | 6.6 | 12.4|
| EMG       | 1.0 | 140.2 | 32.8 | 0.0|
| SVMp      | 1.0 | 36.1 | 100.9 | 0.0|
| SVMg      | 8.0 | 0.0 | 0.0 | 82.0|

3. Conclusions

A classifier level data fusion approach for accelerometer and sEMG signals, acquired from a wearable wireless system, was presented. The wireless system consists of three sets of devices each of them being a sEMG acquisition sensor coupled with a three-axis accelerometer. It is aimed at monitoring human activity during sports and fitness activities, to provide an automatic diarization of the exercises performed. To demonstrate this capability of the system data recorded from several subjects (wearing the sensors on their upper arm and performing different physical exercises) were used to train and test the two-level automatic classifier for recognizing the type of exercise being performed, achieving an overall accuracy of 82.6% over four different types of activities.
Author Contributions: Data curation, L.F.; Investigation, G.B. and P.C.; Methodology, G.B. and P.C.; Supervision, C.T.; Writing—original draft, G.B., P.C., L.F. and C.T.

Funding: Publication costs were funded by Authors’ Institution.

Conflicts of Interest: The authors declare no conflict of interest. The founding sponsors had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the decision to publish the results.

References

1. Naranjo-Hernández, D.; Roa, L.M.; Reina-Tosina, J.; Estudillo-Valderrama, M.A. SoM: A Smart Sensor for Human Activity Monitoring and Assisted Healthy Ageing. *IEEE Trans. Biomed. Eng.* 2012, 59, 3177–3184. [CrossRef] [PubMed]

2. Rodríguez-Martín, D.; Samà, A.; Perez-Lopez, C.; Català, A.; Cabestany, J.; Rodriguez-Molinero, A. SVM-based posture identification with a single waist-located triaxial accelerometer. *Expert Syst. Appl.* 2013, 40, 7203–7211. [CrossRef]

3. Mannini, A.; Intille, S.S.; Rosenberger, M.; Sabatini, A.M.; Haskell, W. Activity recognition using a single accelerometer placed at the wrist or ankle. *Med. Sci. Sports Exerc.* 2013, 45, 2193–2203. [CrossRef] [PubMed]

4. Torres-Huitzil, C.; Nuno-Maganda, M. Robust smartphone-based human activity recognition using a tri-axial accelerometer. In Proceedings of the 2015 IEEE 6th Latin American Symposium on Circuits Systems (LASCAS), Montevideo, Uruguay, 24–27 February 2015; pp. 1–4.

5. Biagetti, G.; Crippa, P.; Falaschetti, L.; Orcioni, S.; Turchetti, C. An Efficient Technique for Real-Time Human Activity Classification Using Accelerometer Data. In *Intelligent Decision Technologies 2016, Proceedings of the 8th KES International Conference on Intelligent Decision Technologies—Part I, Puerto de la Cruz, Spain, 15–17 June 2016*; Springer International Publishing: Cham, Switzerland, 2016; pp. 425–434.

6. Khan, A.; Lee, Y.K.; Lee, S.; Kim, T.S. Human Activity Recognition via an Accelerometer-Enabled-Smartphone Using Kernel Discriminant Analysis. In Proceedings of the 2010 5th International Conference on Future Information Technology, Busan, Korea, 21–23 May 2010; pp. 1–6.

7. Dernbach, S.; Das, B.; Krishnan, N.C.; Thomas, B.L.; Cook, D.J. Simple and Complex Activity Recognition through Smart Phones. In Proceedings of the 2012 8th International Conference on Intelligent Environments, Guanajuato, Mexico, 26–29 June 2012; pp. 214–221.

8. Anguita, D.; Ghio, A.; Oneto, L.; Parra, X.; Reyes-Ortiz, J.L. Energy Efficient Smartphone-Based Activity Recognition using Fixed-Point Arithmetic. *J. Univ. Comput. Sci.* 2013, 19, 1295–1314.

9. Bayat, A.; Pomplun, M.; Tran, D.A. A study on human activity recognition using accelerometer data from smartphones. *Procedia Comput. Sci.* 2014, 34, 450–457. [CrossRef]

10. Miao, F.; He, Y.; Liu, J.; Li, Y.; Ayoola, I. Identifying typical physical activity on smartphone with varying positions and orientations. *BioMed. Eng. Online* 2015, 14, 32. [CrossRef] [PubMed]

11. Pantelopoulos, A.; Bourbakis, N. A survey on wearable biosensor systems for health monitoring. In Proceedings of the 2008 30th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Vancouver, BC, Canada, 20–25 August 2008; pp. 4887–4890.

12. Fukuda, T.Y.; Echeimberg, J.O.; Pompeu, J.E.; Lucareli, P.R.G.; Garbelotti, S.; Gimenes, R.; Apolinário, A. Root mean square value of the electromyographic signal in the isometric torque of the quadriceps, hamstrings and brachial biceps muscles in female subjects. *J. Appl. Res.* 2010, 10, 32–39.

13. Chang, K.M.; Liu, S.H.; Wu, X.H. A wireless sEMG recording system and its application to muscle fatigue detection. *Sensors* 2012, 12, 489–499. [CrossRef] [PubMed]

14. Lee, S.Y.; Koo, K.H.; Lee, Y.; Lee, J.H.; Kim, J.H. Spatiotemporal analysis of EMG signals for muscle rehabilitation monitoring system. In Proceedings of the 2013 IEEE 2nd Global Conference on Consumer Electronics, Tokyo, Japan, 1–4 October 2013; pp. 1–2.

15. Biagetti, G.; Crippa, P.; Falaschetti, L.; Orcioni, S.; Turchetti, C. A Rule Based Framework for Smart Training Using sEMG Signal. In *Intelligent Decision Technologies; Neves-Silva, R., Jain, L.C., Howlett, R.J., Eds.; Springer International Publishing: Cham, Switzerland, 2015;* pp. 89–99.

16. Biagetti, G.; Crippa, P.; Curzi, A.; Orcioni, S.; Turchetti, C. Analysis of the EMG Signal During Cyclic Movements Using Multicomponent AM-FM Decomposition. *IEEE J. Biomed. Health Inform.* 2015, 19, 1672–1681. [CrossRef] [PubMed]
17. Biagetti, G.; Crippa, P.; Orcioni, S.; Turchetti, C. Surface EMG Fatigue Analysis by Means of Homomorphic Deconvolution. In Mobile Networks for Biometric Data Analysis; Springer International Publishing: Cham, Switzerland, 2016; pp. 173–188.

18. Biagetti, G.; Crippa, P.; Orcioni, S.; Turchetti, C. Homomorphic Deconvolution for MUAP Estimation from Surface EMG Signals. IEEE J. Biomed. Health Inform. 2017, 21, 328–338. [CrossRef] [PubMed]

19. Biagetti, G.; Crippa, P.; Falaschetti, L.; Orcioni, S.; Turchetti, C. Wireless surface electromyography and electrocardiograph system on 802.15.4. IEEE Trans. Consum. Electron. 2016, 62, 258–266. [CrossRef]

20. Nawab, S.H.; Roy, S.H.; Luca, C.J.D. Functional activity monitoring from wearable sensor data. In Proceedings of the 26th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, San Francisco, CA, USA, 1–5 September 2004; pp. 979–982.

21. Roy, S.H.; Cheng, M.S.; Chang, S.S.; Moore, J.; Luca, G.D.; Nawab, S.H.; Luca, C.J.D. A Combined sEMG and Accelerometer System for Monitoring Functional Activity in Stroke. IEEE Trans. Neural Syst. Rehabil. Eng. 2009, 17, 585–594. [CrossRef] [PubMed]

22. Zhang, X.; Chen, X.; Wang, W.H.; Yang, J.H.; Lantz, V.; Wang, K.Q. Hand Gesture Recognition and Virtual Game Control Based on 3D Accelerometer and EMG Sensors. In Proceedings of the 14th International Conference on Intelligent User Interfaces, Sanibel Island, FL, USA, 8–11 February 2009; ACM: New York, NY, USA, 2009; pp. 401–406.

23. Ghasesmzadeh, H.; Jafari, R.; Prabhakaran, B. A Body Sensor Network With Electromyogram and Inertial Sensors: Multimodal Interpretation of Muscular Activities. IEEE Trans. Inf. Technol. Biomed. 2010, 14, 198–206. [CrossRef] [PubMed]

24. Zhang, X.; Chen, X.; Li, Y.; Lantz, V.; Wang, K.; Yang, J. A Framework for Hand Gesture Recognition Based on Accelerometer and EMG Sensors. IEEE Trans. Syst. Man Cybern. Part A 2011, 41, 1064–1076. [CrossRef]

25. Spulber, I.; Georgiou, P.; Eftekhar, A.; Toumazou, C.; Duffell, L.; Bergmann, J.; McGregor, A.; Mehta, T.; Hernandez, M.; Burdett, A. Frequency analysis of wireless accelerometer and EMG sensors data: Towards discrimination of normal and asymmetric walking pattern. In Proceedings of the 2012 IEEE International Symposium on Circuits and Systems, Seoul, Korea, 20–23 May 2012; pp. 2645–2648.

26. Wang, Q.; Chen, X.; Chen, R.; Chen, Y.; Zhang, X. Electromyography-Based Locomotion Pattern Recognition and Personal Positioning Toward Improved Context-Awareness Applications. IEEE Trans. Syst. Man Cybern. Syst. 2013, 43, 1216–1227. [CrossRef]

27. Li, Y.; Zhang, X.; Gong, Y.; Cheng, Y.; Gao, X.; Chen, X. Motor function evaluation of hemiplegic upper-extremities using data fusion from wearable inertial and surface EMG sensors. Sensors 2017, 17, 582. [CrossRef] [PubMed]

28. Faundez-Zanuy, M. Data fusion in biometrics. IEEE Aerosp. Electron. Syst. Mag. 2005, 20, 34–38. [CrossRef]

29. Castanedo, F. A review of data fusion techniques. Sci. World J. 2013, 704504. [CrossRef] [PubMed]

30. Pires, I.; Garcia, N.; Pombo, N.; Flórez-Revuelta, F. From data acquisition to data fusion: A comprehensive review and a roadmap for the identification of activities of daily living using mobile devices. Sensors 2016, 16, 184. [CrossRef] [PubMed]

31. Zapata, J.; Duque, C.; Rojas-Idarraga, Y.; Gonzalez, M.; Guzmán, J.; Becerra Botero, M. Data fusion applied to biometric identification—A review. Commun. Comput. Inf. Sci. 2017, 735, 721–733.

32. Wang, R.; Ji, W.; Liu, M.; Wang, X.; Weng, J.; Deng, S.; Gao, S.; Yuan, C.A. Review on mining data from multiple data sources. Pattern Recognit. Lett. 2018, 109, 120–128. [CrossRef]

33. Peng, L.; Chen, L.; Wu, X.; Guo, H.; Chen, G. Hierarchical Complex Activity Representation and Recognition Using Topic Model and Classifier Level Fusion. IEEE Trans. Biomed. Eng. 2017, 64, 1369–1379. [CrossRef] [PubMed]

34. Biagetti, G.; Crippa, P.; Falaschetti, L.; Orcioni, S.; Turchetti, C. A portable wireless sEMG and inertial acquisition system for human activity monitoring. Lect. Notes Comput. Sci. 2017, 10209, 608–620.

35. Biagetti, G.; Crippa, P.; Falaschetti, L.; Orcioni, S.; Turchetti, C. Human Activity Monitoring System Based on Wearable sEMG and Accelerometer Wireless Sensor Nodes. BioMed. Eng. Online 2018, in press.

36. Hermens, H.J.; Freriks, B. European recommendations for surface electromyography [CDROM]. Roessingh Res. Dev. 1999, 8, 13–54.

37. Cortes, C.; Vapnik, V. Support-Vector Networks. Mach. Learn. 1995, 20, 273–297. [CrossRef]

38. Quinlan, J.R. Induction of decision trees. Mach. Learn. 1986, 1, 81–106. [CrossRef]
39. Weinberger, K.Q.; Saul, L.K. Distance metric learning for large margin nearest neighbor classification. *J. Mach. Learn. Res.* **2009**, *10*, 207–244.

40. Fukunaga, K. *Introduction to Statistical Pattern Recognition*; Academic Press: Cambridge, MA, USA, 2013.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).