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Abstract

Rapid progress in machine learning for natural language processing has the potential to transform debates about how humans learn language. However, the learning environments and biases of current artificial learners and humans diverge in ways that weaken the impact of the evidence obtained from learning simulations. For example, today’s most effective neural language models are trained on roughly one thousand times the amount of linguistic data available to a typical child. To increase the relevance of learnability results from computational models, we need to train model learners without significant advantages over humans. If an appropriate model successfully acquires some target linguistic knowledge, it can provide a proof of concept that the target is learnable in a hypothesized human learning scenario. Plausible model learners will enable us to carry out experimental manipulations to make causal inferences about variables in the learning environment, and to rigorously test poverty-of-the-stimulus-style claims arguing for innate linguistic knowledge in humans on the basis of speculations about learnability. Comparable experiments will never be possible with human subjects due to practical and ethical considerations, making model learners an indispensable resource. So far, attempts to deprive current models of unfair advantages obtain sub-human results for key grammatical behaviors such as acceptability judgments. But before we can justifiably conclude that language learning requires more prior domain-specific knowledge than current models possess, we must first explore non-linguistic inputs in the form of multimodal stimuli and multi-agent interaction as ways to make our learners more efficient at learning from limited linguistic input.

*Publication note: This paper is published as a chapter of the same title in the volume: Algebraic Structures in Natural Language. Shalom Lappin & Jean-Philippe Bernardy, editors. Taylor & Francis. 2022. This document includes minor edits and additions not reflected in the book chapter.

Update, February 2024: This manuscript was revised to correct information about the CHILDES corpora (MacWhinney [2014]). The original article stated that CHILDES contains about 5 million words of American English. However, this figure from Huebner and Willis [2021] excludes speech produced by children and all data without child age information, and it also omits the sizable British English corpora. All English corpora including child speech comprise over 20 million words.
1 Introduction

In the 13th century, the Holy Roman Emperor Frederick II conducted a troubling experiment. He arranged for children to be raised from infancy without any human language in order to answer the following question: Which language do children know from birth—Hebrew, Latin, Greek, or their mother’s native tongue (Coulton, 1972)? Similar experiments were reportedly conducted by the Pharaoh Psamtik and Scotland’s King James IV (Fromkin et al., 1974). Despite obvious ethical reasons not to conduct more experiments like this, it is clear that they get at long-standing questions in the acquisition and origins of language that we have few other viable methods of addressing.

In the last decade, this possibility has begun to come within reach—without any of the ethical baggage—through the study of artificial neural networks (ANNs). Since the overwhelming success of deep learning methods in natural language processing (Manning, 2015; LeCun et al., 2015), we have gained access to ANNs that learn to compose high-quality multi-paragraph prose, to answer high school-level reading-comprehension questions, and to make human-like grammatical acceptability judgments (Devlin et al., 2019; Liu et al., 2019; He et al., 2020; Brown et al., 2020; Rae et al., 2021; Chowdhery et al., 2022). These models are all kinds of language models (LMs), which learn from unlabeled, naturally occurring text.

In this time, the active research area of neural network probing has begun to investigate the grammatical knowledge of LMs (Linzen et al., 2016; Chowdhury and Zamparelli, 2018; Gulordava et al., 2019; Wilcox et al., 2018; Warstadt and Bowman, 2019, 2020; Warstadt et al., 2020a; Hu et al., 2020; Chaves, 2020; Papadimitriou et al., 2021; Choshen et al., 2021). While these studies collectively find that LMs do not always show human-like language understanding and grammatical intuitions, there has been massive progress in this direction due to both technical innovations and increases in scale over the last few years (Manning et al., 2020; Linzen and Baronj, 2021).

Many authors of probing studies suggest that, to the extent that models succeed, this can provide evidence to inform debates about human language acquisition (Lau et al., 2017; Warstadt et al., 2018; Chowdhury and Zamparelli, 2018; Linzen, 2019; Pater, 2019; Warstadt and Bowman, 2020). However, most studies in this vein focus on convenient but
Table 1: A learning scenario is characterized by the learner and its innate inductive bias on the one hand, and the learning environment on the other. These two factors can be broken down further into several variables, listed non-exhaustively here.

| Learner Inductive Bias | Learning Environment |
|------------------------|----------------------|
| Architecture           | Modality of input    |
| Learning algorithm      | Quantity of data     |
| Hyperparameters         | Data distribution (domain) |
| Order of presentation   | Memory               |

unrealistic learning scenarios, such as large LMs trained on massive corpora scraped from the internet (see Figure 1). As a result, these studies are not well suited to answer questions about human language learning, though their methodologies might be a useful stepping stone. At the same time, others have questioned the value of using neural networks to study human language acquisition at all, arguing that their inductive biases are too strong for this to be successful (Baroni, 2021).

The goal of this chapter is to characterize what we can (and cannot) hope to learn about human language acquisition from studying artificial learners, and how best to maximize the relevance of studies on ANNs to questions of human learning. We agree with many others who contend that artificial neural networks are especially well suited to provide proofs of concept for the possibilities of low-bias learning (Lau et al., 2017; Warstadt et al., 2018; Chowdhury and Zamparelli, 2018; Linzen, 2019; Pater, 2019; Warstadt and Bowman, 2020). We make this claim more precise by arguing that computational modeling results can be made stronger under certain conditions, and that the most easily achievable conditions are the ones for showing that some hypothesized advantage $A$ is not necessary for acquiring some target linguistic knowledge $T$.

The way to accomplish this is through an ablation study (or deprivation experiment) of a learning scenario which lacks $A$. For our purposes, a learning scenario is determined by two main variables—the innate inductive bias of the learner, and the learning environment (see Table 1)—and an advantage is any innate bias or environmental stimulus which is assumed to be helpful for acquiring $T$. If the model succeeds after ablating $A$, it provides...
a proof of concept that the target is learnable without $A$. If the model furthermore does not enjoy any substantive advantages over humans, then we can conclude the result is likely to generalize to humans, and considerations from learnability do not justify the claim that humans require $A$.

**Example: A toy ablation study**

**Goal:** To test whether learners need to see triply embedded clauses to judge their acceptability under an assumption (which may or may not be correct) that humans learn in a grounded environment without a hierarchical bias. In the terminology of this paper, we test whether $A$ is necessary to learn $T$ under the hypothesis that $S_H$ is the human learning scenario. To do so, we ablate $A$ by removing from the input all examples like (1), and evaluate for knowledge of $T$.

- **Hypothesized Advantage** $A$: Direct exposure to triply embedded clauses (1):

  (1) I think you know that John told the lawyer where the girl lives.

- **Target Knowledge** $T$: The ability to identify agreement errors of triply embedded verbs, e.g. live vs. lives in (1).

- **Hypothetical Human Scenario** $S_H$:
  a. Humans have grounding.
  b. Humans lack a hierarchical bias.
  c. ...

Consequently, positive results from model learners are more meaningful than negative results. The example above clarifies why: Supposing we tested a model and found that it acquired the $T$ after ablating $A$. This result is likely to generalize from the model to the hypothesized human scenario as long as the model does not have any additional advantage over what we have hypothesized for humans, i.e. as long as the model also lacks a hierarchical bias. The result is generalizable whether or not the model has grounding, under the assumption that grounding can only help—not hinder—learning.\(^3\) By contrast, to infer that $A$ is likely necessary for humans, the model must fail in a scenario that has at least as many advantages as a human, i.e. it must also have grounding. Otherwise, a lack of grounding would be a potential confound (perhaps exposure to the semantics of number accelerates morphological category learning). While this example is idealized, we believe it is generally far more practical to aim for model learners that lack any unfair advantages over humans, than to try to equip models with the full richness of the hypothesized human learning scenario.

---

\(^3\)For the sake of illustration, we assume in this example that the only advantages besides $A$ where the model can differ from humans are grounding and a hierarchical bias.
Ablation experiments can provide a rigorous test for claims common in the language acquisition literature that the input to the learner lacks key evidence for acquiring certain forms of linguistic knowledge (Chomsky, 1971; Legate and Yang, 2002; Lidz et al., 2003; Berwick et al., 2011; Rasin and Aravind, 2021). They can also refute long-standing hypotheses that certain innate language-specific biases are necessary to explain human language learning (Chomsky, 1965; Chomsky and Lasnik, 1993). The implications for human learning have some limits, though. Showing that some bias is not necessary does not entail it is not present. There are good reasons why something which is learnable may nevertheless be innate: An individual that is born with some crucial knowledge will have an advantage over a similar individual that must acquire that knowledge.

To maximize the probability of obtaining generalizable results from model learners, we need to modify current widely available models to be weaker in some ways and stronger in others. For example, state-of-the-art language models have a huge advantage over humans in terms of the quantity of linguistic input (see Figure 1). However, when there have been attempts to deprive models of this advantage (van Schijndel et al., 2019; Warstadt et al., 2020b; Zhang et al., 2021), the performance of the models suffers. The most practical course of action to close the data-efficiency gap between neural networks and humans is to exchange some of the massive amounts of text-only input that current LMs learn from with some of the non-linguistic advantages humans enjoy. These include multimodal inputs such as images and video, as well as input from interaction with other agents with adult grammars.

This paper begins with a theoretical discussion of how to apply the evidence from model learners to humans (Section 2), before turning to more practical considerations. It surveys existing benchmarks and evaluation methods that can be used to test for human-like linguistic performance (Section 3). It then reviews ways in which the learning environment and the learner can be (and have been) adapted to improve the relevance of results from model learners to human (Sections 4 and 5). The discussion (Section 6) argues the case for using artificial neural networks as model learners and lays out a path toward building even more relevant models.

2 Evidence from Model Learners

Models in science are imperfect. The benefit of studying a model is to generalize results from a tractable or observable setting to a more fundamentally interesting setting. Thus, the most useful learnability results from model learners are ones that are likely to imply similar conclusions about humans. From this perspective, not all models or results are created equal. We recommend a strategy in which relatively impoverished model learners are used to obtain proofs of concept for learnability. We justify this recommendation through theoretical considerations about the conditions under which results generalize from models to humans.
2.1 Generalizing Learnability Results from Models to Humans

One goal of the study of language acquisition is to determine the necessary and sufficient conditions for language learning in humans. However, there are some things we cannot easily learn just by observing humans. Observing an advantage in the human learning environment does not tell us whether it is necessary for language learning. For example, some children will receive explicit instruction in grammar, including negative evidence, but it is a matter of debate whether such an advantage is necessary or even useful (Marcus, 1993; Chouinard and Clark, 2003). Furthermore, significant advances in neuroscience are needed before we can directly and confidently observe whether the specific mechanisms in a hypothesized innate language acquisition device are present in the brain.

Learnability results from a model can inform all of these questions. We can gain evidence about whether negative evidence is necessary to learn some target $T$ by observing whether or not a model learner learns $T$ without it. Similarly, we can test whether some hypothesized inductive bias (e.g., a bias towards hierarchical syntax) is necessary to learn $T$ by evaluating a model without that bias for knowledge of $T$. However, such results only tell us directly whether these advantages are necessary in the model learning scenario, leaving uncertainty about the relevance for humans.

Unfortunately, there may be significant differences between the learning scenarios of models and humans that make this inductive leap challenging. One solution is to try to reverse-engineer the human learning scenario, as advocated by Dupoux (2018). As differences between the model and human scenario decrease, there is greater overlap between what is and is not learnable for the model and for humans. This means that as the model becomes more realistic, an arbitrary learnability result from that model is more likely to generalize to humans.

Thus, even imperfect models can provide useful evidence about human language learning. In fact, it is even possible to construct hypothetical scenarios where the success of an imperfect model learner is certain to generalize to a (hypothesized) human scenario. The example below illustrates a difference between model and human learning scenarios that has no effect on the generalization of results:

**Example:** A difference that is irrelevant to the generalizability of the result

Let the model $M$ be a perfect simulation of a human, with one exception: When $M$ encounters a sentence surrounded by the tags `<bigram>`...`</bigram>`, it outputs the probability of the sentence under a bigram model. Any results from studying $M$ generalize with full confidence to humans, as long as sequences with the `<bigram>`...`</bigram>` tags are irrelevant to our evaluation of the model’s behavior.

More interestingly, some differences do not interfere with the intended conclusion because they make the result even stronger. There are two ways this can happen: First, if
the model is at a strict disadvantage relative to the hypothesized human scenario, and the model succeeds, then the hypothesized human scenario must also be sufficient for learning the target. Second (and less practical), if the model is at a strict advantage and fails, then the hypothesized human scenario must be insufficient.

Example: A difference that strengthens the generalizability of the result

Let $M$ be a model learner that is identical to a hypothetical human. Suppose we are testing the hypothesis that humans need at least 50 examples of a noun with irregular plural marking to learn (up to some threshold for success) whether it is singular or plural. Take a set of irregular plurals which the model learns, and for which the frequency in a typical learning environment is about 50, and remove or replace instances until there are fewer than 50 tokens of each noun. Further suppose the model environment has another unintended disadvantage: There is an implausibly high rate of subject-verb agreement errors for irregular plurals. If the model succeeds in the ablated setting despite an (unrelated) disadvantage, then humans must also succeed.

When such differences are present, the generalizability of the result depends on whether the model succeeds or fails. If the intervention of removing irregular plurals causes the model to fail, the added disadvantage of agreement errors is a confound: Would humans also fail, given the same intervention but without agreement errors?

2.2 Why Positive Results Are More Relevant

In practice, the model learners that we will have access to will be imperfect in many ways. But the example above shows that to answer questions about learnability, it is not necessary to aim for perfect models: It is enough to undershoot the advantages of human learners. This alone does not explain why positive results are more relevant, because there is a symmetric case: If our models overshoot the advantages of human learners, then their failures are likely to generalize to humans.

The reason why positive results are more generalizable is simply that it is easier to build models that undershoot the advantages of humans. Table 2 gives a rough overview of the relative advantages of humans and models. While neither has a strict advantage or disadvantage, it is obvious that it will be easier to deprive our models of their current advantages than to equip them with all the advantages of humans. This is especially true of environmental advantages, as we discuss in Section 4.

This suggests that one strategy for obtaining strongly generalizable learnability results is to severely impoverish model learners. The problem with this strategy is that we are unlikely to observe positive results from very weak learners. If we find that our impoverished models fail, the next course of action is to test whether this is really due to the ablation by enriching the model scenario in innocent ways. This could involve adding to the model
| Human advantages                                      | Model Advantages          |
|-------------------------------------------------------|---------------------------|
| **Environmental**                                     |                           |
| Sensorimotor stimuli                                  | Quantity of text          |
| Inter-agent interaction                               | Text domain (edited writing)|
| Environmental interaction                            | Punctuation               |
| Prosody                                               |                           |
| **Innate**                                            |                           |
| Number of parameters                                  | Numerical precision        |
| Domain-general bias                                   | Working memory capacity    |
| Language-specific bias (?)                            |                           |

Table 2: Relative advantages of humans and typical LMs.

scenario sensorimotor input, interaction, and other advantages that humans enjoy.

### 2.3 Applying Ablations to Debates in Language Acquisition

The literature on language acquisition has centered around the necessity and sufficiency of innate advantages and environmental advantages. Nativist arguments in favor of a richer set of innate advantages for humans tend to be supported by claims of the insufficiency of certain aspects of the environment, often under the rubric of *poverty of the stimulus arguments* (Chomsky, 1965, 1971; Baker, 1978; Crain and Nakayama, 1987; Legate and Yang, 2002; Fodor and Crowther, 2002; i.a.). Empiricist rebuttals to this position usually try to argue that known advantages in the human learning environment are sufficient to explain learning given domain-general innate bias (Landauer and Dutnais, 1997; Reali and Christiansen, 2005; Perfors et al., 2011; i.a.).

Ablation studies with model learners are best suited to supporting empiricist claims and refuting nativist claims. This is simply because, for reasons discussed above, positive results or proofs of concepts are more practically generalizable than negative results. To get strong evidence for a nativist claim, one would have to show that an ablation leads to failure in a model scenario without significant disadvantages relative to a typical human.

There are many specific phenomena where the input to learners has been argued to be too impoverished to acquire the observed linguistic behavior without some innate language-specific bias. An exhaustive survey of such claims is beyond the scope of this paper, but some examples (mostly discussed in, but not necessarily limited to, English) include subject auxiliary inversion (Chomsky, 1971; Crain and Nakayama, 1987; Legate and Yang, 2002), other structure-dependent transformations (Berwick et al., 2011), plurals in noun-noun compounds (Gordon, 1985), auxiliary sequence ordering (Kimball, 1973), anaphoric “one” (Baker, 1978; Lidz et al., 2003), the denotation of “every” (Rasin and Aravind, 2021), epistemic meanings of modals (Van Dooren et al.), binding (Reuland, 2017), and verb position in Korean (Han et al., 2016).
3 Tests of Human-Like Linguistic Knowledge

Ablation experiments require subjecting the model learner to some test of whether it acquires some target human-like linguistic ability. In this section, we discuss in theory what it means to test an artificial learner for human-like linguistic ability in light of the competence/performance distinction, before surveying existing resources that can be used as tests of linguistic performance.

3.1 Testing for Competence vs. Performance

In principle, the target linguistic ability we are interested in could be an aspect of human linguistic competence or performance. In practice, however, most tests are behavioral, and therefore target performance. Performance has the advantages of being easily observable and more theory-neutral than competence. By contrast, competence is a theoretical construct even for humans, so a test of competence would always be subject to our degree of belief in the theory.

We can also study performance to make inferences about competence. We can construe performance very broadly to include many aspects of behavior, ranging from acceptability judgments to order of acquisition and reading time. Although this has its limitations—two systems that have identical behavior in some respects could have very different internal functioning—the more behavioral similarities we observe between two systems, the greater the evidence that they share an underlying mechanism.

Due in part to a massive growth in NLP research focused on LM evaluation and probing, there are now numerous well-motivated, controlled, and challenging tests for different aspects of neural networks’ grammatical knowledge. These tests fall roughly into two main categories: supervised and unsupervised. Unsupervised tests do not rely on labeled training data or any task-specific training beyond a self-supervised training objective such as language modeling. Thus any linguistic knowledge revealed by these methods can only have been acquired through self-supervised exposure to the learning environment, or to innate abilities of the learner. Supervised tests play a complementary role. While they give models to task-specific instruction not available to humans, supervised tasks can be constructed much like artificial language learning experiments on humans (Gómez and Gerken 2000) to answer a different set of questions.

3.2 Unsupervised Tests

Unsupervised tests of LMs take advantage of the fact that LMs are already trained to estimate the likelihood of an element of sequence $w_i$ from the preceding elements $W_{<i}$, and

Dupre (2021) discusses the relation between ANNs and competence at length and suggests that ANNs are better viewed as models of human performance rather than competence because they are optimized to reproduce the output of human performance. We broadly agree with this view, and note that it does not contradict our claim that competence for ANNs may still be well-defined and testable.
that these predictions can be used to estimate the likelihood of the entire sequence $W$ as a whole:

$$P_{LM}(W) = \prod_{i=1}^{[W]} P_{LM}(w_i|W_{<i})$$

We survey three tasks that use LM likelihood scores to evaluate grammatical knowledge of LMs without additional supervision: acceptability judgments, reading time prediction, and age-of-acquisition prediction.

### 3.2.1 Acceptability Judgments, Minimal Pairs, BLiMP

Acceptability judgments provide a rich behavioral test for grammatical knowledge. They are the main empirical test for many theories of syntax (Schütze, 1996), and a vast array of subtle human acceptability judgments have been documented by linguists. Furthermore, for native speakers of a language, knowledge of acceptability is both implicit—i.e. not learned through instruction—and widely shared.

Unsupervised acceptability judgments over minimal pairs (sometimes called targeted syntactic evaluation) have become a widespread evaluation method since their first application to LM probing several years ago (Linzen et al., 2016; Marvin and Linzen, 2018). This method relies on the assumption that a grammatical sentence $W_{\text{good}}$ should have greater probability than a minimally different ungrammatical sentence $W_{\text{bad}}$, in order to say that the LM correctly predicts the contrast in acceptability if and only if

$$P_{LM}(W_{\text{good}}) > P_{LM}(W_{\text{bad}}).$$

Minimal pairs present several advantages. First, they zoom in on the decision boundary between acceptable and unacceptable sentences. Second, they make it possible to evaluate the ability of models to predict gradient differences in acceptability: Even when single-sentence Boolean acceptability judgments are difficult, such forced-choice preference judgments are highly reproducible (Sprouse et al., 2013). Third, the sentences comprising a minimal pair are generally closely matched in length and unigram probability, which are two determinants of a sequence’s likelihood orthogonal to acceptability (Lau et al., 2017).

BLiMP (The Benchmark of Linguistic Minimal Pairs; Warstadt et al., 2020a) is the largest-scale resource for language model scoring. It tests 67 minimal pair types in English, each consisting of 1k pairs, organized into 12 broad categories. These categories cover morphology (e.g. subject-verb agreement and determiner-noun agreement), syntax

---

5This method has been extended to masked language models like BERT (Devlin et al., 2019) by computing pseudo likelihood of a sequence (Wang and Cho, 2019) [Salazar et al., 2020] by sequentially masking one word of the sequence:

$$P_{MLM}(W) = \prod_{i=1}^{[W]} P_{LM}(w_i|W_{<i})$$
Table 3: Minimal pairs from each of the twelve categories covered by BLiMP. Differences between sentences are underlined. N is the number of minimal pair types within each broad category. Table from [Warstadt et al. (2020a)].

(e.g. argument structure, island effects, and binding), and semantics phenomena (e.g. quantification and negative polarity items). Table 3 shows examples from BLiMP of one minimal pair type for each of these categories. Closely related is SyntaxGym ([Gauthier et al., 2020; Hu et al., 2020]), which adopts a version of the LM scoring paradigm in which the model’s predictions must conform to more than one hypothesized inequality over a set of sentences, rather than just a minimal pair.

3.2.2 Other Behavioral Predictions: Reading Time, Age-of-Acquisition

Language model scores can be used to predict other aspects of human linguistic performance. Reading times is a prime example. For example, [Wilcox et al. (2021)] test LMs’ predictions against humans’ online processing difficulty using SyntaxGym. Under the theoretically motivated assumption that there should be a log-linear relationship between a word’s online processing time in humans and an LM’s predicted probability for the word in context ([Hale, 2001; Levy, 2008]), it is possible to test the conditions under which human-like processing can be acquired. Related is the Natural Stories corpus ([Futrell et al., 2021]), which is a benchmark that provides human reading times for a diverse set of sentence types in naturalistic contexts.

Predicting age-of-acquisition is another possible point of comparison between humans and models. Through databases like Wordbank ([Frank et al., 2017]), we have large-scale multilingual parent-reported data on vocabulary development in a large number of individuals. This data can be used to construct item-level learning trajectories for humans to which we can compare the learning trajectories of LMs ([Chang and Bergen, 2022]).
3.3 Supervised Tests

Supervised classification tasks such as part-of-speech tagging, dependency arc labeling, and coreference resolution have been used as probing tasks for model evaluation in NLP (Ettinger et al., 2016; Shi et al., 2016; Adi et al., 2017; Tenney et al., 2019; Hewitt and Manning, 2019; Belinkov and Glass, 2019). Recently, these methods have been widely criticized because the use of supervision makes it difficult to distinguish knowledge acquired through training on the more cognitively plausible LM task from knowledge acquired through subsequent task-specific fine-tuning (Hewitt and Liang, 2019; Pimentel et al., 2020; Voita and Titov, 2020). In this section, we survey a family of evaluation tasks that use constrained supervision to probe how neural networks generalize. In this approach, what is under investigation is not knowledge of a particular phenomenon in the training data, but whether models extend knowledge to unseen cases in ways that we expect humans to.

This approach can tell us the extent to which models form generalizations governed by consistent, high-level rules. For example, COGS (Compositional Generalization Challenge based on Semantic Interpretation; Kim and Linzen, 2020) is a semantic parsing dataset in which certain semantic configurations in the test data are systematically held out from the training data. If a model is able to learn that semantics, syntax, and surface form are related by a set of general compositional and phrase-structure rules, then it should correctly parse a noun in any syntactic position, even if it has only seen that noun in object position during training.

Constrained supervision is also useful for probing the inductive biases of neural networks. The Poverty of the Stimulus experimental design (Wilson, 2006) provides a paradigm for doing so. Figure 2 gives an example from Warstadt et al. (2020b) of an experiment following this design. A learner is trained to perform a task given data that is ambiguous between (at least) two hypotheses, and tested on data where the hypotheses make divergent predictions. For example, numerous studies have used this design to test whether ANNs prefer a generalization based on syntactic structure or one based on linear order for subject auxiliary inversion (Frank and Mathis, 2007; McCoy et al., 2018, 2020; Warstadt and Bowman, 2020).

One large-scale dataset making use of this design is MSGS (Warstadt et al., 2020b), which tests whether a learner has a bias towards linguistic or surface generalizations. MSGS consists of 20 ambiguous tasks, each pairing one of four linguistic generalizations (e.g. labels indicate whether the main verb of the sentence is in the progressive form) with one of five surface generalizations (e.g. labels indicate whether the sentence is longer than 10 words). In concurrent work, Lovering et al. (2021) introduced a similar dataset in which linguistic generalizations do not apply linguistic features in arbitrary ways, but correspond to acceptability judgments.
Figure 2: Example of an experiment following the Poverty of the Stimulus design from the MSGS dataset (Warstadt et al., 2020b). A model is trained on ambiguous data whose labels are consistent with either a linguistic or a surface generalization, and tested on disambiguating data whose labels support only the linguistic generalization. Light green and darker red shading represents data or features associated with the positive and negative labels/predictions, respectively.
3.3.1 What Do Out-of-Domain Tests Tell Us About Learnability?

Although the input to humans is not annotated with linguistic features, training and testing models on a supervised task with such labeled data can still provide useful evidence about human learning. The key is to use LMs to provide task-specific models with linguistic features acquired from a general pretraining setting. This could be an application of the popular pretrain-and-fine-tune paradigm in NLP (Dai and Le, 2015; Howard and Ruder, 2018; Radford et al., 2018; Devlin et al., 2019), or the prompt-based few-shot learning paradigm (Brown et al., 2020).

Following this setup, the experiment can tell us whether an inductive bias, such as a hierarchical bias or a compositionality bias, can be acquired through exposure to the unstructured learning environment (Warstadt et al., 2020b; Warstadt and Bowman, 2020). An acquired inductive bias, though not present innately in the learner, can still influence how the learner forms generalizations about sub-problems encountered during the learning process.

4 The Learning Environment

The learning environments of large language models diverge from the human learning environment in ways that give both advantages and disadvantages. On the one hand, today’s widely studied LMs are exposed to hundreds or thousands of times more words than a child, and much of that text is written or edited. On the other hand, children learn in a grounded environment through interaction with other agents. These are just the most obvious in a long list of differences in the learning environment that are likely to affect language learning.

The presence of these differences substantially weakens our ability to generalize results from model learners to humans. To achieve strong positive evidence about the conditions for learnability that generalize to humans, it is necessary to create a learning environment for the artificial learner that represents a lower bound on the richness of the input to human learners. The learner’s environment should not exceed the quantity or quality of data available to humans. Of course, if a model successfully learns some target knowledge in an environment that is far poorer than a human’s—for instance, one containing only a few thousand words—this result would be highly likely to generalize to humans. However, initial experiments attempting this by limiting text data quantity to LMs have found that they fail to acquire key linguistic abilities (van Schijndel et al., 2019; Zhang et al., 2021). Fortunately, there is ample room to enrich the learning environment of LMs using multimodal inputs and interactive objectives, all without exceeding the richness of the input to humans.

4.1 Data Quantity

Most popular ANNs for NLP have been trained on far more words than a human learner. While this was not the case only a few years ago, this trend has only been increasing. Thus,
Figure 3: Learning curves adapted from Zhang et al. (2021), showing LM improvement in BLiMP performance as a function of the number of words of training data available to the model.

Figure 4: Comparison of BLiMP performance between adult humans and human-scale LMs. Model results are averages over three 100M word miniBERTas reported in Zhang et al. (2021).
researchers interested in questions about human language acquisition have already begun
to intentionally shift their focus to evaluating models trained on more human-scale datasets
(van Schijndel et al., 2019; Hu et al., 2020; Pannitto and Herbelot, 2020; Warstadt et al.,
2020a,b; Pérez-Mayos et al., 2021; Zhang et al., 2021).

However, it is not trivial to determine how many words a typical human learner is ex-
posed to. The best-known figures come from Hart & Risley’s study on American English-
speaking children’s linguistic exposure in the home (Hart and Risley, 1992). They find
that children are exposed to anywhere from 11M words per year to as little as 3M words.
These figures include all speech in the home environment, not just child-directed speech.
More recent work by Gilkerson et al. (2017) places this estimate between approximately
2M and 7M words per year (extrapolated from mean daily words ± 1 standard deviation).
Choosing the beginning of puberty as a rough cutoff point for language acquisition, and as-
suming that these rates are consistent across childhood, a child will acquire language with
anywhere from tens of millions of words to as much as a hundred million words.

By comparison, popular neural language models are trained on corpora consisting of far
more data (see Figure 1): ELMo (Peters et al., 2018) is trained on 1 billion words, BERT
(Devlin et al., 2019) is trained on about 3.3 billion words, RoBERTa (Liu et al., 2019) is
trained on about 30 billion, and GPT-3 (Brown et al., 2020) is trained on about 200 billion.
Thus, the most impoverished of these models has linguistic experience equivalent to about
300 human years, and the most enriched is at 20,000 human years.

We can already begin to draw some conclusions about how linguistic performance of
LMs scales with the quantity of available data. Zhang et al. (2021) uses BLiMP to evaluate
models trained on datasets ranging from 1M words to 1B words. Figure 3 summarizes
their results, showing the growth in sensitivity to acceptability contrasts as a function of
the amount of training data available to an LM. They find that language models do learn
many human-like generalizations given abundant data when tested using unsupervised LM
scoring. RoBERTa_base which is trained on about 30B words (Liu et al., 2019) achieves
near-human performance (which we define as accuracy within 2% points of humans or
better) on 6 out 12 BLiMP categories. Among these categories are phenomena involving
long-distance syntactic dependencies such as filler-gap dependencies and island effects,
which have been previously found to be challenging for LMs (Warstadt et al., 2020a).

On the other hand, language models generally fail to reach human-level accuracy when
restricted to human-scale data quantities. According to the same study, RoBERTa models
trained at human scale on 100M words only achieve near-human performance in at most
2 BLiMP categories (Figure 4). Models trained on 10M words are unsurprisingly even
worse, reaching near-human performance in only a single BLiMP category.

### 4.2 Data Source

Another point of divergence between human and model learning environments is the source
of language data. One of the main distributional differences is that all the linguistic input
to a pre-literate child is spoken or signed. Ideally, the model learner’s environment should
consist of unstructured audio or video of real-life communication. While there have been some first steps toward training LMs on such data (Nguyen et al., 2020; Lakhotia et al., 2021; Lavechin et al., 2022), these models are not yet advanced enough to learn complex syntax.

As long as text-based training remains the main viable option for training effective LMs, the most ecologically valid text domain is transcribed speech. One source of such data is CHILDES, a database of transcribed parent-child discourse (MacWhinney, 2014). Indeed, such infant-directed speech is a major source of input to many child learners, and some go so far as to train model learners exclusively on child-directed speech (Reali and Christiansen, 2005; Perfors et al., 2011). This is probably overkill: Child-directed speech makes up only a part of the linguistic input to child learners, and in some communities it is vanishingly rare (Cristia et al., 2019). Additionally, the volume of data in CHILDES is on the low end of what can be used to train developmentally plausible models if used as the exclusive data source. All American and British English sources, including both child-directed speech and child utterances, comprise about 20 million words, equivalent to the amount of linguistic input to an average 4- or 5-year-old. Therefore, depending on the intended application for a given model learner, the most developmentally plausible training dataset may include CHILDES in conjunction with other data sources.

Another large-scale source of transcribed speech is COCA (Davies, 2009), which includes 83M words of transcribed speech from unscripted radio and TV programs. One step down in terms of ecological validity is OpenSubtitles (Lison and Tiedemann, 2016), which contains over 2B words of English subtitles from scripted and unscripted television and radio, as well as over 100M words of subtitles in numerous other languages. While these datasets are ultimately not what is needed to obtain the most generalizable proofs of concept, they can give more compelling evidence than training datasets currently used to train popular language models such as Wikipedia, news, and web data.

4.3 Prosody

There is substantial linguistic information in speech not present in text, especially prosody. Prosodic bootstrapping is thought to play a major role in syntactic acquisition (Gleitman and Wanner, 1982; Soderstrom et al., 2003), so LMs are at a distinct disadvantage in this respect. On the other hand, text data has punctuation and white space, and is tokenized prior to input into an LM, which provides an advantage to models when it comes to detecting word, phrase, and sentence boundaries. Again, if practical limitations are not an issue, it is best to study models trained mostly on audio. But since this is not totally practical at the moment, there is still a lot to learn from LMs trained on text. Text exceeds the richness of speech in fairly limited ways, meaning that results from text-trained LMs still

---

6For example, current state-of-the-art performance of audio-trained LMs on a modified audio version of BLiMP is only 58% accuracy—just 8% points above chance—compared to over 79% accuracy for RoBERTa models trained on 100M words.

7We thank Brian MacWhinney (p.c.) for providing this figure.
4.4 Non-Linguistic Input

Despite some advantages in the linguistic environments of typically studied ANNs, they have severe non-linguistic disadvantages compared to humans. Whereas most ANNs studied in this literature learn in a text-only environment with a simple LM training objective, humans learn in a multifaceted environment with many forms of sensory input, other agents to interact with, and complex risks and rewards. The effects of these differences in non-linguistic input on grammar learning are likely to be more indirect than changes in linguistic input. Still, they may turn out to be substantial, especially when it comes to the quantity of linguistic input the learner requires.

4.4.1 Multimodal Input

Theories of language acquisition have long hypothesized a substantial role for sensorimotor input. The presence of a conceptual scaffolding acquired through sensorimotor input has been suggested to accelerate or improve grammar learning (Howell et al., 2005). This is one explanation for the well-known noun bias in early word learning: Concepts for objects may be learned earlier than concepts for relations or properties of objects (Gentner, 1982).

Any conceptual scaffolding that typical language models possess must be acquired from text alone. Consequently, conceptual knowledge is not available to facilitate the early stages of language learning in LMs. Indeed, these models can eventually acquire some semblance of world knowledge. Pretrained models can function as knowledge bases for retrieval of encyclopedic knowledge, accurately completing factual statements like iPod Touch is produced by ___ (Petroni et al., 2019), and they achieve strong performance on challenge sets focusing on physical and social common sense (Zellers et al., 2018; Huang et al., 2019; Sakaguchi et al., 2020). But the same models that pass these benchmarks still show signs of inconsistent or contradictory knowledge (Elazar et al., 2021a). Furthermore, the quantity of training data needed to achieve strong performance on even these limited benchmarks is on the order of billions of words (Zhang et al., 2021). Thus, whatever limited world knowledge language models can acquire is not likely to be useful for language acquisition from human-scale data.

An ideal model learner would experience sensorimotor input that is indistinguishable from a typical child’s. If we focus on just the audiovisual domain, the closest usable learning environment to this ideal is the SAYCam dataset (Sullivan et al., 2021), which consists of first-person perspective audio and video from head-mounted cameras worn by children under 3 years. While this data has been used for training computer vision models (Orhan et al.), with only an estimated 1-2M words in its audio recordings, it contains too little linguistic data at present to be used to model anything beyond the first few months of language learning.

At the practical end of the spectrum, there is a growing inventory of ANNs trained
jointly on vision and language data (Lazaridou et al., 2015; Lu et al., 2019; Tan and Bansal, 2019; Chen et al., 2020; Su et al., 2020; Radford et al., 2021; Kamath et al., 2021; Singh et al., 2021). Transformer-based multimodal models accept inputs as text-image pairs, which are passed into a shared multimodal encoder (possibly after passing through separate unimodal encoders). Most are pretrained using self-supervised objectives similar to language modeling. We summarize three representative objectives:

1. Masked multimodal modeling: The objective is to reconstruct masked text or image regions from an image-text pair (Tan and Bansal, 2019). Approaches vary as to whether masking occurs only in the text, only in the image, or both.

2. Image-text matching: The objective is to classify an image-text pair as matched (e.g., an image and its caption) or unmatched (i.e., randomly aligned).

3. Contrastive: Given $N$ matched image-text pairs, the objective is to jointly maximize the representational similarity of all $N$ matched pairs and minimize the similarity of all $N(N - 1)$ mismatched pairs in a shared embedding space (Radford et al., 2021).

Despite rapid progress in this area, hardly any results so far show that enriching the visual environment of neural networks leads to better language learning. The language encoder of multimodal models is often initialized with weights from a pretrained language-only model, but these multimodal models consistently perform worse on linguistic evaluations than the original language-only model (Iki and Aizawa, 2021). Similarly, models trained end-to-end on a multimodal corpus failed to significantly outperform models trained on the text-only portion of the corpus (Yun et al., 2021).

These results may reflect limitations of current multimodal models, rather than fundamental limitations of the utility of multimodal input. For example, the linguistic input of typical multimodal models is even farther from that of human learners than language-only models. Most are trained entirely on image caption datasets such as MS COCO or Visual Genome (Chen et al., 2015; Krishna et al., 2017), which lack extended discourses and dialogues and contain a non-representative sample of sentence types. Furthermore, visual input to humans is continuous and moving, and thus richer than still images. Video and language models do not achieve a more realistic training environment. For example, VideoBERT is trained on YouTube cooking videos and text from automatic speech recognition (Sun et al., 2019).

4.4.2 Interactive Learning

Another ingredient missing from the input to most available model learners is interaction with an environment containing other conversational agents. While the objective of LMs is to reproduce the distribution of words and phrases in the language as faithfully as possible, human learners have a much more complex and varied objective function. We use language to share information, to make queries, and to issue and comprehend directives (Austin, 1962; Searle, 1969). The incentive for acquiring grammar in humans is that it leads to
communicative success in these kinds of interactions, helping us achieve our non-linguistic goals.

The artificial learning paradigm that comes closest to reproducing this aspect of the human learning environment is multiagent reinforcement learning (Lazaridou et al., 2017). In this framework, multiple artificial agents must develop a mode of communication to meet a cooperative goal, such as solving a reference game. However, the goal of this research, rather than to build more cognitively plausible or efficient model learners, is generally to study language emergence, as the emergent modes of communication differ greatly from human language (Kottur et al., 2017; Bouchacourt and Baroni, 2018; Lazaridou and Baroni, 2020). A good deal of work has gone into engineering agents, environments, and populations (Mankewitz et al.; Chaabouni et al., 2022) that derive basic properties of human language, such as compositionality (Lazaridou et al., 2018; Ren et al., 2019; Resnick et al., 2020), communicative efficiency (Chaabouni et al., 2019; Rita et al., 2020), and learnability (Li and Bowling, 2019; Chaabouni et al., 2022).

Still, efforts to incorporate multi-agent interaction and language modeling have been limited. Lazaridou et al. (2020) explore several ways of doing so, by initializing agents with LMs pretrained on natural language, or by training agents on the language modeling and interactive objectives in a multi-task setting. However, these approaches are susceptible to language drift, resulting in communication protocols that are no longer understandable by humans. Thus, more progress needs to be made in combining these objectives before we should expect to see interactive learning closing the data-efficiency gap between model and human learners.

5 The Learner

In this section we consider the final condition on strong evidence of learnability: an appropriate model learner. At the theoretical level, the considerations are the same as with the learning environment. Namely, the less the model learner has an advantage over humans (independent of the experimental manipulation), the greater the chance a positive result from an ablation will generalize to humans. In this case, the relevant advantages are properties that are built into the learner, via its architecture or learning algorithm.

However, the path toward building an ideal model learner is far from clear. This contrasts sharply with the situation with learning environments. Determining what constitutes an innate advantage raises theoretical questions about the nature of inductive bias. The task of probing the inductive bias of models is itself a challenging empirical problem. Our ability to control the inductive bias of our model learners is extremely limited, and to truly prove that the inductive bias of a model learner is no more advantageous than that of a human, we need a certain understanding of the innate advantages of humans. Thus, we must rely on our theoretical understanding of human and model learners and empirical results about their biases to make informed—if subjective—judgments about their relative advantages.
5.1 Formalizing Innate Advantage

Before tackling these issues, we need a way to quantify and compare innate advantages across humans and models. We can reinterpret the notion of an innate advantage in terms of inductive bias. The inductive bias of a learner determines which generalization it arrives at from a finite set of examples; in other words, how it makes an inductive leap. Roughly, a learner has an innate advantage if its inductive bias favors the “right” kind of generalization.

We can make this intuition more precise. First suppose we are subjecting the learner to a particular evaluation task, in which the objective is to learn a binary classification function for a target concept $C$ over some instance space $X$. For instance, $X$ might be the set of all strings, and $C$ the set containing all and only the acceptable sentences of $X$. Or $X$ might be the set of all ordered pairs of sentences $(s_1, s_2)$, and $C$ is the set of all pairs where $s_1$ is more acceptable than $s_2$. The hypothesis space $H$ is the set of all binary classification functions $h$ defined over $X$, i.e. the set containing the characteristic function for each element of $\mathcal{P}(X)$.

Recall our goal: To quantify how strongly a learner favors the right kind of generalization such that we can make comparisons between learners. Intuitively, this corresponds to how much prior probability the learner assigns to the classification function $h^*$ that characterizes the target concept $C$:

$$A(L, h^*) := P_L(H = h^*)$$

The learner’s prior $P_L(H)$ can be better understood by specifying a prior over the sorts of learning environments $e$ that we expect the learner to be exposed to:

$$P_L(H) = \sum_{e \in E} P_L(H, e)$$

$$= \sum_{e \in E} P_L(H|e) \cdot P(e)$$

If we assume that $L$ learns by a deterministic algorithm, then $P_L(H|e) = 1$ for a single hypothesis $h \in H$, and 0 for all others, i.e. $L$ is a function from a learning environment $e$ to a hypothesis, which we denote $L(e)$. Thus, we can express the learner’s innate advantage as follows:

---

8It is not totally clear what kind of distribution to use in realistic experiments, and furthermore, the choice of the distribution can have a large impact on this quantity. However, a useful notion of a prior over hypotheses should be based on environments that support many types of hypotheses related to but not necessarily identical to the target hypotheses. Furthermore, adversarial environments (like the ones considered by [Gold (1967)](https://doi.org/10.1016/0004-3702(67)90042-2)) should have low or zero probability.
A(L, h^*) := P_L(H = h^*)

= \sum_{e \in E} P_L(H = h^* | e) \cdot P(e)

= \sum_{e \in E \text{ s.t. } L(e) = h^*} P(e)

In other words, the learner’s innate advantage is the total probability that it will converge on the target hypotheses, assuming a particular distribution over learning environments. Relativizing advantage to the distribution over environments is motivated by the intuition that some learning environments are more typical than others. A learner does not have an advantage if it assigns higher weight to the correct generalization in certain highly contrived environments, but rarely in typical ones. This means that to assess whether one learner has an advantage over another, we must compare advantages using the same prior over learning environments.

One more refinement to the naive notion of innate advantage is justified: There is generally not one classification function h^* that we would accept as human-like, but a whole set of functions H^*. This set could be defined as in the probably approximately correct learning framework (Valiant, 1984; Haussler, 1990) as the set of generalizations which have generalization error (compared to h^*) less than some error tolerance \(\epsilon\). Or, recognizing the existence of individual variation in adult human grammars, it can be the set of generalizations consistent with being a typical native speaker of the language.

These ingredients allow us to quantify the innate advantage \(A\) of learner \(L\) relative to the class of target generalizations \(H^*\) as follows:

\[ A(L, H^*) := \sum_{E \in E = H^*} P(E = e). \]

This quantity is quite simply the total probability that \(L\) will converge to an acceptable generalization in a typical learning environment (as defined by the prior over environments).

5.2 A Lower Bound on Human Inductive Bias

The benefit of a formal definition of innate advantage is that it can provide a rough guideline for determining an appropriate model learner. It does not provide a usable criterion for guaranteeing that the model is suitable, for the simple reason that it is impractical to measure in models and in humans. It also does little to clear the path towards building better model learners. Our ability to control the inductive bias of model learners is limited. We are limited by the available set of learners, and developing effective new artificial
learners is a large and mature field of research in its own right. Thus, while the theoretical considerations around idea model learners and much like those we considered for model environments, there is far less we can do in practice to guarantee or achieve a tight lower bound on human innate advantage than on the human learning environment.

Comparing the inductive bias of neural networks and humans may require substantial empirical work that is more intensive than conducting an experimental manipulation like an ablation. For a model learner, the naive approach to estimating $A(L, H^*)$ is a Monte Carlo approximation \cite{Wilson and Izmailov 2020}, to train the learner repeatedly in sampled learning environments and test on the target evaluation. But this can hardly be a precondition for doing an experiment on a model learner, since it entails doing the entire experiment repeatedly. The situation is even worse for measuring human inductive bias. In order for the argument from an ablation to go through, we must convince ourselves that humans have at least as strong an advantage in the ablated environment. To determine this, we would need to estimate a human’s prior distribution over generalizations in the ablated environment. But if we already had this information, this would eliminate much of the need to study model learners in the first place. The only convincing solution to this problem would be to develop techniques to compare inductive bias in models and humans without relying on observations of how each generalizes in typical environments.

5.2.1 Misconception 1: A Good Model Learner Must be Unbiased

One possible misconception is a model learner must be an unbiased tabula rasa in order to prove some innate bias unnecessary for language acquisition. First, this would be an impossible standard to meet, since all learners have some inductive bias. An inductive bias is just a prior over the hypothesis space, and thus a necessary property of any learner \cite{Mitchell 1980}. Second, we know of no claims that humans are totally unbiased learners. Many do argue that language-specific biases are not necessary to explain language acquisition \cite{Kirby 1999, Reali and Christiansen 2005, Clark and Lappin 2011, Christiansen and Chater 2016}. They suggest that we may instead have innate domain-general biases which aid us in language acquisition. For an existence proof of this claim, the model learner only needs to lack language-specific bias, and can possess domain-general bias as long it is no stronger than a human’s.

What does it mean for a bias to be language-specific? It is not clear that this is even a precise notion. An example of the subtlety of this issue is hierarchical bias. Chomsky famously argues that humans have a bias towards forming a generalization based on syntactic structures about grammatical operations like subject-auxiliary inversion, when linear generalizations would adequately describe most of the data \cite{Chomsky 1965}. However, it is possible to question how language-specific even this bias is, since non-linguistic aspects of human cognition also make use of hierarchical structures, such as music \cite{Lerdahl et al. 1983} and categorization. More recently, Chomsky has claimed that the primary innate endowment that enables language learning is unbounded Merge, or the ability to form recursive concepts \cite{Chomsky 2007}. Merge in this view emerged prior to language as we
know it: It would have evolved mainly to facilitate abstract thought, with language later co-opting this operation. While Chomsky suggests that Merge in this incarnation is implicated in the language of thought, whether it can be claimed to be truly language-specific seems to be a matter more of terminology than of actual substantive debate. Ultimately, it may be misguided to think of inductive bias as language-specific or not. Instead, learners that place more prior probability on generalizations that make use of the grammatical structures we believe to be present in natural language have a stronger linguistic bias.

5.2.2 Misconception 2: More Expressive Models Have an Advantage

Another possible misconception is that a learner with greater expressive capacity has an advantage compared to a less expressive one. Of course, this is often the case: There are many examples of more expressive models having an advantage over less expressive ones. For example, a unigram LM is less expressive than a bigram LM with backoff (Katz, 1987), and it clearly has a disadvantage when it comes to modeling some domains of grammar, such as local subject-verb agreement in strings like *The cats purr/The cat purr*. But this is due to the fact that the bigram LM, but not the unigram LM, reasons over a hypothesis space that overlaps with the set of target generalization \( H^* \), while the unigram model does not. In other words, \( A(\text{unigram}, H^*) = 0 \), and \( A(\text{bigram}, H^*) \geq 0 \). We get the impression that less expressive models may be generally at a disadvantage simply because a smaller hypothesis space often has less overlap with \( H^* \).

But in fact, a learner can become sometimes more advantaged by becoming less expressive. This happens when the learner’s hypothesis space shrinks in a highly specific way to exclude incorrect hypotheses, and some of the freed probability mass is placed on \( H^* \). This is precisely the nature of the innate advantages hypothesized in nativist theories of language acquisition.

A similar kind of innate advantage is often built into Bayesian models of language acquisition (Perfors et al., 2011; Abend et al., 2017; Yang and Piantadosi, 2022). To focus on one example, Perfors et al. study a Bayesian grammar induction system that reasons over a hypothesis space consisting only of a few types of formal systems, including a (limited) set of context-free grammars and finite-state grammars. Compared to a typical LSTM or Transformer language model, this learner has a highly restrictive and peaked prior. While this would be a disadvantage for many kinds of tasks, it is an advantage when it comes to learning specific rules of English syntax, because the learner’s inductive bias places relatively great weight on English-like grammars.

5.3 Achieving a Lower Bound on Human Inductive Bias in Practice

Practically, our ability to choose appropriate model learners is constrained by the available models. In recent years, our understanding of these models’ inductive biases has grown substantially thanks to much empirical work.
5.3.1 Available Models

Most research in contemporary natural language processing makes use of a small number of neural architectures. Recurrent neural networks (RNNs) (Elman, 1990) such as LSTMs (Hochreiter and Schmidhuber, 1997) and GRUs (Chung et al., 2014) remain widely studied in LM probing, but Transformers (Vaswani et al., 2017) are dominant in modern NLP applications.

5.3.2 The Inductive Biases of Neural Network Architectures

Do any of these models represent a strict lower bound on humans’ innate inductive bias? Strictly speaking, the answer is probably “no”. It would be somewhat surprising if their inductive biases gave them absolutely no advantages over humans. These models have become widely used due to their empirical success in NLP applications. While this success is due in large part to the efficiency with which they can be trained on large corpora, it also suggests that they may have more advantageous inductive biases than other conceivable learners.

So what do we know about the inductive bias of these models, and are learnability results from them likely to generalize to humans? A growing body of work helps to address these questions by evaluating neural networks for a variety of human-like inductive bias.

Numerous studies have found that ANNs lack a variety of human-like inductive biases prior to self-supervised training. One striking example is that humans, but not ANNs, show a strong compositionality bias. A key property of language is that words and phrases in language make stable compositional contributions to the semantics of larger constituents (Montague, 1973; Fodor and Pylyshyn, 1988). One consequence of this is that humans can understand the compositional semantic contribution of a newly learned word in any appropriate context (Lake et al., 2019). However, ANNs at human-like data scales have shown a general inability to make compositional generalizations (Lake and Baroni, 2018; Kim and Linzen, 2020; Keysers et al., 2020).

ANNs also generally lack a bias towards adopting hierarchical generalizations. McCoy et al. (2020) test several varieties of RNNs without any pretraining using the Poverty of the Stimulus method on an ambiguous subject auxiliary inversion task, and find that none converge on a systematic hierarchical generalization. Subsequently, Petty and Frank (2021) have shown a similar result for Transformers.

The fact that ANNs appear to lack these human-like biases might make them more appropriate model learners for two reasons. First, it means they probably do not have any special innate advantage over humans in these respects. Second, if the goal of the study is to establish, for example, whether an innate structural bias is necessary for learning some target, then an off-the-shelf ANN is already a relatively appropriate test subject without any special modification to remove the bias in question. However, much stronger evidence about their inductive biases is needed for strong existence proofs.

One practical question is whether there is an advantage to using RNNs or Transformers as model learners. RNNs have a strong locality bias (Dhingra et al., 2018; Ravfogel et al., 2018).
which Transformers lack. This is a consequence of the models’ architectures: RNNs have the notion of linear order built in, since they get information about the rest of the sequence only from the previous token’s output. Transformers on the other hand only receive information about linear order through a set of dedicated positional embeddings added to the input. As a result, Transformers must learn the semantics of positional embeddings including notions like locality from scratch.

On the other hand, the differences between the biases of LSTMs and Transformers may be weaker than one might expect when it comes to grammar learning. For example, [Warstadt et al. (2020a)] compute the correlation between the accuracy scores of pairs of LMs on BLiMP. Among a population of models including an $n$-gram model, an LSTM, and two Transformers, they found that the most strongly correlated models were the LSTM and one of the Transformers.

### 5.4 Summary

While current widely available neural networks are far from ideal model learners, learnability results from them are likely to be relevant to human language acquisition. Most compellingly, a randomly initialized Transformer or LSTM has little innate bias in favor of valid linguistic generalizations. In fact, these models have generally weak inductive bias, as evidenced by their large hypothesis spaces and effectiveness in many domains besides language. Put another way, if we compare an arbitrarily selected human infant and an artificial neural network, both without any exposure to language, we should expect the human to place more prior probability on valid linguistic generalizations. This thought experiment provides some assurance that artificial neural networks, on the whole, do not possess substantial innate advantages over humans when it comes to language learning.

Still, we cannot conclude with certainty that our models have no advantages at all. We are limited by our understanding of and our ability to quantify the inductive bias of humans and models, and models certainly show some superhuman or un-human-like abilities. Furthermore, while we have some ability to modify inductive biases of neural networks through architectural changes, we have nowhere near the same degree of control that we can exercise over the learning environment. This puts some practical limitations on—but does not totally rule out—the possibility of both improving the cognitive plausibility of our models and performing controlled experiments on model learners’ inductive biases.

### 6 Discussion

We set out to determine what artificial neural networks can teach us about human language learning. We have shown that in the best-case scenario, model learners will be able to prove that specific linguistic behaviors are learnable under impoverished conditions, and thereby help to establish the causal roles of hypothesized advantages in the learning environment and the learner. We have also outlined the path leading up to this best-case scenario. How-
ever, we are still far from the best-case scenario. What does this mean for work that is already being done in this area?

### 6.1 The Case for Model Learners

At present, the strongest justifications for studying neural networks as models of human learners involve expense, ethics, and the potential for new experimental paradigms. Research on artificial learners is more scalable than research on children. With current language model architectures and hardware, a full simulation of the entire language acquisition period of a human learner takes on the order of one week on a single computer.\textsuperscript{9} Parallelization can make this even faster. Very little hands-on work is required during this training period.

Experimentation on artificial learners comes with few ethical restrictions. This is in contrast to experiments on human subjects—and especially infants—which must present minimal risk of harm to the subject. By design, ablations are often very harmful to learning outcomes, meaning we can never do an ablation on L1 acquisition in humans. Aside from experimentation on artificial language learning in humans, the only acquisition ablations we can do on language acquisition is in model learners.

Finally, the use of model learners unlocks many novel experimental paradigms which are infeasible with human subjects for a number of reasons. With simulations, we have access to all aspects of the learning algorithm, the learner, and the learning environment. Machine learning methods provide many ways to manipulate the learning algorithm, offering choices from training objectives and regularization to curricula and multitask training. We can manipulate the learner’s internal structure by simply changing neural architectures or hyperparameters such as depth, or making causal interventions such as changes to individual neurons (Vig et al., 2020; Finlayson et al., 2021) or interpretable linguistic features (Ravfogel et al., 2020; Elazar et al., 2021b). But arguably the greatest potential is in our ability to manipulate the learning environment. We are not limited to manipulating the size or source of the training data. Starting with a naturalistic corpus, we can manipulate the distribution of syntactic phenomena and word types, add noise, or inject counterfactual phenomena.

### 6.2 The Future of Model Learners

One thing is clear: Machine learning and NLP are advancing at an unprecedented rate. This makes the prospect of using artificial learners as models of human language acquisition an especially salient possibility. In the last decade, there has been remarkable progress in the abilities of artificial learners to process human language and our ability to access these models. It is only natural that such a shift in our understanding of the learnability of language learning should have some real impact on debates about human language acquisition.

\textsuperscript{9}This estimate is based on a reproduction of the pretraining procedure used by Warstadt et al. (2020b).
To deliver on this goal, we must make conscious choices to build more ecologically valid learners and learning environments. While the NLP community could make substantial progress on this problem, the focus is more often on improving the state of the art on well-known NLP tasks at whatever cost. Similarly, while language model probing and “BERTology” have become substantial subfields in recent years (Rogers et al., 2020), this work often focuses on landmark models like BERT or the state of the art at the time. To obtain more useful cognitive models, cognitive scientists need to deliberately cultivate a model-building research agenda that builds on NLP, but with separate objectives. Benchmarks and competitions that set strict upper bounds on the quantity and nature of pretraining data could focus attention on this objective. Having a population of more plausible model learners will enable researchers to use existing LM probing methods to accelerate progress on questions in human language acquisition.

While work on artificial learners in the near future is unlikely to yield incontrovertible proof about human learnability, we do not consider this cause for despair. A model learner that does not meet the stringent conditions of having no advantage over humans can still contribute converging evidence about human learnability. The evidence becomes stronger as we construct more plausible learning environments and learners.
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