Fluid-Structure interaction framework based on structured RANS solver.
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Abstract. A Fluid Structure Interaction framework developed at CIRA to deal with multi-physics problems in a partitioned approach is presented. The CIRA multi-block structured flow solver for unsteady Navier-Stokes equations UZEN was updated and tightly coupled with an open-source solver for non-linear structural dynamics in a modular approach. The solvers are glued in space and time through an open source library, able to control the executing processes and to deliver exchanging data by specific adapters. The validity of the framework is tested on vortex-induced vibration effects of a cantilevered beam in low Reynolds flow and on as three-dimensional wing flutter in transonic turbulent flow.

1. Introduction
The interaction of flexible structures in relative motion with fluids can generate static and dynamic instabilities, due to exchanging from fluid to structural elastic and inertial energy. The numerical capabilities in simulating those phenomena with high fidelity tools become fundamental in order to understand physical phenomena and to improve the final product. Fields of application range from rotorcraft dynamics to the project of new aircrafts, characterized by thinner, longer and lighter wings, designed to achieve higher efficiency and to save fuel. All configurations can be prone to structural instabilities like wing flutter, flow induced deformations and vibrations, that can affect aerodynamic stability, flight quality and durability [1],[2].

Partitioned approach for Fluid-Structure interaction (FSI) simulations exploits the high fidelity of solvers able to model non-linear features of structures and aerodynamics, respectively. Efficient communication among solvers, in terms of loads and deformations transfer and in terms of time synchronization, must address a wide range of topics, in order to guarantee stability and to avoid lagging phenomena that could generate spurious solutions [3]. During the last decade effort is grown in the development of tools offering coupling techniques among solvers, in forms like libraries or software interfaces [4],[5]-[9]. In this work, the validation of a new framework developed for FSI simulations is proposed. A multi-block structured flow solver[10] for unsteady Reynolds Averaged Navier-Stokes (URANS) equations has been upgraded with dynamic mesh capabilities and then coupled with an open source structural solver, capable of non-linear dynamics analyses[11], through the open source library PreCICE [4], that manages displacements and loads transfer together with time coupling. In this paper are proposed the analyses of vortex-induced vibration effects of a cantilevered beam in low Reynolds flow and three-dimensional wing flutter in transonic turbulent flow.
2. Aerodynamic Solver and Dynamic Mesh Implementation

UZEN is a multi-block structured flow solver developed at CIRA for the URANS equations with classical Arbitrary Lagrangian Eulerian (ALE) formulation\[^3\],[12]. The spatial discretization is based upon second order finite volumes central schemes cell-centred, with artificial dissipation. The unsteady computations are carried out by using a second order backward implicit time derivatives discretization; convergence in each time step is achieved with dual time stepping through explicit Runge-Kutta multi-stages and acceleration techniques like local time stepping, residual averaging and multigrid\[^13\]. CIRA has recently developed a technique \[^14\] which allows the non-conformal block to block coupling (i.e. sliding mesh boundary condition).

Within the frame of FSI studies the flow solver has been upgraded with the possibility to adopt dynamic meshes on block base (i.e. some specific blocks in the flow field can be deformed and updated at each time step). The concurrent use of dynamic meshes and non-conformal mesh coupling makes it possible the flow simulation of complex configurations. To deal with large displacements and keep grid quality, the mesh generation procedure can modify the blocks shape in a parametric way, following specific directives starting from a set of updated geometric entities like surfaces, curves and vertices. In order to allow for a strong-coupling in FSI problems, the current time step calculations can be repeated (and the updated mesh reloaded), when required, under control of external routines that check for suitable convergence criteria.

Dynamic meshes are implemented by following the 3 step backward implicit time scheme in such a way to satisfy the Discrete Geometrical Conservation Law (DGCL\[^2\]). The basic concept is that the scheme should not perturb a uniform flow when cells volume and shape change in time.

The transport equations of a generic flow variable \(\phi\) at any mesh cell is discretized as follows:

\[
\frac{3}{2} (\phi V)_{t+1} - 2(\phi V)_t + \frac{1}{2} (\phi V)_{t-1} + \Delta t \left[ \sum_i \phi (u + w) \cdot n S_i \right]_{t+1} - D_{t+1} = 0
\]

The apex \(t\) represents the time step where the flow variable \(\phi\) is computed in a cell which volume is \(V\), \(\Delta t\) is the time step. The first three terms on the left represent the time variation, summation in square brackets extends to all cell faces (six for a hexahedral cell) and represents the convective flux of \(\phi\) from the cell. It is made of two contributions: one depending upon flow velocity \(u\), the other is produced by the mesh apparent velocity \(w\) at the face \(i\). \(n\) is the face \(i\) unit normal outward vector, \(S_i\) is the \(i\)-th face surface area, \(D\) represents diffusive and source terms. When the flow is uniform (\(\phi\) and \(u\) are constant) the equation simplifies:

\[
\frac{3}{2} V_{t+1} - 2V_t + \frac{1}{2} V_{t-1} + \Delta t \left[ \sum_i w \cdot n S_i \right]_{t+1} = 0
\]
By setting the cell volume variation from time step \( t-1 \) to time step \( t \) (see Figure 1):

\[
\Delta V^t = V^t - V^{t-1} / \Delta t
\]

(3)

and the cell face \( i \) apparent volume fluxes at time \( t+1 \):

\[
W_i = w \cdot n S_i
\]

(4)

we get:

\[
\frac{3}{2} \Delta V^{t+1} - \frac{1}{2} \Delta V^t + \sum_i W_i = 0
\]

(5)

That is a relation useful to compute the mesh apparent fluxes at the cell face \( W_i \) from the cell volume variation in time. Boundary conditions at mesh external surfaces are applied by considering the meshes in all three-time steps, in order to keep the second order accuracy.

3. Structural Solver

The Finite Element solver CalculiX [11] is employed to carry out non-linear analysis of structural dynamic problems. The Finite Element Method solves the weak formulation of the balance momentum equation in material form, generally known as the principle of virtual work:

\[
\rho_s \frac{D^2 U}{Dt^2} + V \cdot \mathbf{P} + \rho_s f = 0
\]

(6)

where \( P \) is the first Piola–Kirchhoff stress tensor, \( f \) the force per unit mass, \( U \) the displacement vector and \( \rho_s \) is the solid density. Equation (6) is discretized as a set of linear algebraic equations over space:

\[
[K][U] + [M] \frac{D^2}{Dt^2} [U] = [F]
\]

(7)

where \([K]\) is the global stiffness matrix, \([M]\) is the global mass matrix and \([F]\) is the global force vector. For non-linear analysis they depend upon displacements and the equation is solved by subsequent iterations. The equation of motion is integrated in time using the \( \alpha \)-method [15]. This implicit scheme is unconditionally stable and second-order accurate.

4. Fluid - Structure coupling

In a partitioned approach for FSI, loads and deformations have to be transferred between fluid and structural domains. Unsteady simulations also require synchronisation of the two solutions. Particular care is taken to prevent sources of spurious momentum and energy by the interface scheme affecting the stability of the solution procedure and the properties of the aeroelastic system [16]. Main properties are consistency (meaning that constant values are interpolated exactly) and conservation (meaning that energy is globally conserved over the interface) [2].

While the structural solver CalculiX is already interfaced with preCICE [17], a specific adapter was developed for the aerodynamic solver UZEN. The adapter translates aerodynamic output in order to send forces on the relevant fluid-solid boundary surfaces and receives deformations data for remeshing the fluid domain. In our test cases loads and deformations are transferred using a radial basis function (RBF) method [18]. Basis functions adopted are thin plate spline (TPS) [19] and Gaussian spline.

It is possible to select between weakly (or explicit) and strongly (or implicit) coupled schemes. In weakly coupled schemes solvers are executed once for each time step; strong coupling rather requires both solvers to be executed multiple times with convergence checks. Typical motivations for using strong coupling are to obtain more accurate solutions and to overcome stability issues [20]. In order to stabilize and to accelerate strong coupling iterations between CFD and FEM solvers, postprocessing techniques are required to be applied at data exchanged. Among different techniques, we found the most
convenient to be the interface quasi-Newton inverse least square method (IQN-ILS) [21]. Convergence is evaluated by setting threshold on displacements and forces.

5. Results

5.1. Vortex Induced Vibrations
This test case was proposed in [22] to provide a numerical validation of coupled simulations in which large deformations play a key role. It presents a rigid cylinder square in a channel at Reynolds number 330, with attached an elastic cantilever. The channel walls are inviscid, no slip conditions are imposed to cylinder and cantilever walls. The material parameters are taken from [22]: elastic modulus $E = 2.5 \times 10^6 N/m^2$, Poisson's ratio $\nu = 0.35$ and density $\rho_s = 0.1 kg/m^3$. The fluid density is $\rho_f = 1.18 kg/m^3$, and the free stream velocity $u_\infty = 0.5 m/s$. The square side length $L = 0.01 m$.

The Von Karman vortex sheet, that starts at square corners and develops downstream, excites the flexible beam tip, that starts oscillating and tip displacement magnitude becomes comparable to the cylinder size.

Figure 2. Grid and dynamic blocks.
Many authors replicated the numerical test case [9], [22]-[31], [32]. Parameters considered to compare the results are the maximum tip displacement and its vibrating frequency. In reviewed papers average value of the maximum tip oscillation is 0.011 m. However, in results obtained with finer CFD grids and finer time resolutions, the maximum displacement decreases.

In the present work the fluid field is solved with a structured grid of 10 blocks. The effects of grid size are investigated with three levels of refinement: L1 grid contains 28160 cells, L2 contains 41344 cells and the finest L3 contains 112640 cells. FEM model of the cantilever is made with 650 nodes of quadratic elements.

A first simulation was carried out with rigid beam: a vortex frequency $f = 5.825 Hz$ was obtained. From modal analysis we computed the first and second cantilever mode frequencies: 3.15 Hz and 19.75 Hz, respectively. The coupled simulations started with uniform flow, no perturbations of structural loads and no initial displacements. It was observed that the beam starts to vibrate at frequency of about 6 Hz. This frequency disappears after a certain time, as the motion is dominated by the first frequency of the structure. A similar phenomenon was reported in [26].

By comparing solutions obtained with different grids and time steps, it can be observed that the main frequency is not affected, while the second frequency, relative to the vortex shedding, is better solved with the finer grids and the smaller time steps; furthermore, the second mode frequency of about 20 Hz is present only for the finer meshes with the smallest time step tested [Table 1]. When such frequency is resolved, the maximum oscillations amplitude decreases significantly. Those effects are reported also in [24] and [26]. Considering the solutions with time step of 0.01 s, it is possible to notice that the transient time to reach maximum level of oscillations is shorter with the finer grids.
**Figure 3.** Velocity magnitude contour plot from -0.7 to 1.6 m/s with 0.01 m/s steps. Left: maximum downward deflection. Right: maximum upward deflection. Grid L2.

**Table 1** Beam tip maximum displacement and main frequencies of tip vibration obtained with different grids and time steps.

| dt [s]   | Grid Level | avg $y_{\text{max}}$ [cm] | st.dev. $y_{\text{max}}$ [cm] | $f_1$ [Hz] | $f_2$, $f_3$ [Hz] |
|---------|------------|----------------------------|--------------------------------|------------|-----------------|
| 1.0E-03 | L1         | 0.690                      | 0.0525                         | 3.19       | 5.8             |
|         | L1         | 0.678                      | 0.0752                         | 3.19       | 5.8             |
| 2.0E-03 | L2         | 0.053                      | 0.0086                         | 3.21       | 6.2, 19.4       |
|         | L3         | 0.050                      | 0.0006                         | 3.27       | 6.18, 19.6      |
| 5.0E-03 | L1         | 1.015                      | 0.0525                         | 3.20       | -               |
|         | L2         | 0.818                      | 0.0549                         | 3.21       | 6.1             |
|         | L3         | 0.942                      | 0.0323                         | 3.19       | -               |
| 1.0E-02 | L2         | 1.043                      | 0.0065                         | 3.13       | 5.9             |
|         | L3         | 1.028                      | 0.0028                         | 3.18       | 5.94            |

**Figure 4.** Time history and FFT of cantilever tip oscillations. Gray line: 5.0e-3 s (dtf=0.25), black line: 1.0e-3 s (dtf=0.05).

5.2. **AGARD 445.6.**

Several authors considered the results of AGARD 445.6 wing test campaign [33],[34] to validate FSI solvers [35]-[46],[1],[9]. In this work the so-called weakened Model 3 is considered. It is a 45 degrees swept-wing with NACA 65A004 airfoil section, surface 0.353 m$^2$, root chord 0.559 m, taper ratio 0.66. The wing is modeled as an orthotropic material with the properties of mahogany, whose fibers are oriented in the wing sweep direction: elastic characteristics can be found in literature.
\[ V^* = U_\infty \frac{c_r}{0.5c_r \omega_2 \sqrt{\mu}} \] (8)

where \( c_r \) is the wing root chord, \( \omega_2 \) is the natural torsion frequency equal to 239 [rad/s], and \( \mu \) is the wing mass ratio equal to 225.82. The speed index was modified by keeping constant freestream flow variables like density and Mach number, changing static pressure \( p_\infty \) and temperature \( T_\infty \). Reynolds number was kept constant in the simulations performed.

To identify the flutter velocity and frequency, the damping coefficient of the maximum vertical displacement envelope, relative to the wing-tip leading edge, was evaluated by a non-linear fitting, assuming that the time-history takes an exponential form \([40],[41]\): \( w(t) = Ae^{-\xi t} + K \). Flutter onset velocity \( V_f \) is assumed when zero damping \( \xi \) is found. The simulations were performed with different time-steps, in order to verify the convergence in terms of flutter velocity: by reducing the time step, a decreasing flutter velocity is found.
6. Conclusions
The present study demonstrated the capabilities of a new framework developed at CIRA to simulate FSI problems characterized by non-linear instabilities, with a partitioned approach and implicit coupling.
Partitioned approach was adopted to take advantage of already existing codes: the in house structured multi-block CFD solver, UZEN, upgraded with the possibility to use dynamic meshes, and open source FEM structural solver Calculix, coupled through the PreCICE software library.

The computational framework was able to reproduce experimental results of AGARD 445.6 wing flutter at $M_\infty = 0.96$, adopting fully turbulent flow simulations, in agreement with other numerical results found in literature.

In the frame of vortex induced vibrations, high frequencies effects are well captured with regard to a viscous low Reynolds flow characterized by large deformations.

Further investigations of FSI phenomena and applications to other aeronautic configurations are foreseen in the next future.
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