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Abstract

Personal devices such as mobile phones can produce and store large amounts of data that can enhance machine learning models; however, this data may contain private information specific to the data owner that prevents the release of the data. We want to reduce the correlation between user-specific private information and the data while retaining the useful information. Rather than training a large model to achieve privatization from end to end, we first decouple the creation of a latent representation, and then privatize the data that allows user-specific privatization to occur in a setting with limited computation and minimal disturbance on the utility of the data. We leverage a Variational Autoencoder (VAE) to create a compact latent representation of the data that remains fixed for all devices and all possible private labels. We then train a small generative filter to perturb the latent representation based on user specified preferences regarding the private and utility information. The small filter is trained via a GAN-type robust optimization that can take place on a distributed device such as a phone or tablet. Under special conditions of our linear filter, we disclose the connections between our generative approach and Rényi differential privacy. We conduct experiments on multiple datasets including MNIST, UCI-Adult, and CelebA, and give a thorough evaluation including visualizing the geometry of the latent embeddings and estimating the empirical mutual information to show the effectiveness of our approach.

1 Introduction

The success of machine learning algorithms relies on not only technical methodologies, but also the availability of large datasets such as images (Krizhevsky et al., 2012); however, data can often contain sensitive information, such as race or age, that may hinder the owner’s ability to release the data to grasp its utility. We are interested in exploring methods of providing privatized data such that sensitive information cannot be easily inferred from the adversarial perspective, while preserving the utility of the dataset. In particular, we consider a setting where many end users are independently gathering data that will be collected by a third party. Each user is incentivized to label their own data with useful information; however, they have the option to create private labels for information that they do not want to share with the database. In the case where data contains a large amount of information such as images, there can be an overwhelming number of potential private and utility label combinations (skin color, age, gender, race, location, medical conditions, etc.). The large number of combinations prevents training a separate method to obscure each set of labels centrally. Furthermore, when participants are collecting data on their personal devices such as mobile phones, they would like to remove private information before the data leaves their devices. Both the large number of personal label combinations coupled with the use of mobile devices requires a privacy scheme to be computationally efficient. In this paper, we propose a method of generating private datasets that makes use of a fixed encoding, thus requiring only a few small neural networks to be trained for each label combination. This approach allows data collecting participants to select any combination of private and utility labels and remove them from the data on their own mobile devices before sending any information to a third party.

In the context of publishing datasets with privacy and utility guarantees, we briefly review a number of similar approaches that have been recently considered, and discuss why they are inadequate at performing in the distributed and customizable setting we have proposed. Traditionally in the domain of generating private datasets, researchers have made use of differential privacy (DP)(Dwork et al., 2006), which involves injecting certain random noise into the data to prevent the identification of sensitive information (Dwork et al., 2006; Dwork, 2011; Dwork et al., 2014). However, finding a globally optimal perturbation using DP may be too stringent of a privacy condition in many high-dimensional data applications. In more recent
literature, researchers commonly use Autoencoders (Kingma and Welling, 2013) to create a compact latent representation of the data, which does not contain private information, but does encode the useful information (Edwards and Storkey, 2015; Abadi and Andersen, 2016; Beutel et al., 2017; Madras et al., 2018; Song et al., 2018; Chen et al., 2018b). A few papers combine strategies involving both DP and Autoencoders (Hamm, 2017; Liu et al., 2017); however, all of these recent strategies require training a separate Autoencoder for each possible combination of private and utility labels. Training an Autoencoder for each privacy combination can be computationally prohibitive, especially when working with high dimensional data or when computation must be done on a small local device such as a mobile phone. Therefore, such methods are unable to handle the scenario where each participant must locally train a data generator that obscures their individual choice of private and utility labels. We believe reducing the computation and communication burden is important when dealing with distributed data, because this would be beneficial in many applications such as federated learning (McMahan et al., 2016).

Another line of studies branching on differential privacy focuses on theoretical privacy guarantees of privatization mechanisms. We leverage a previously established relaxation of differential privacy along this line of work, i.e. Rényi differential privacy (Dwork and Rothblum, 2016; Bun and Steinke, 2016; Mironov, 2017), to determine how much privacy our mechanism can achieve under certain conditions. This notion of differential privacy is weaker than the more common relaxation of $(\varepsilon, \delta)$-differential privacy (Dwork, 2011).

Primarily, this paper introduces a decoupling of the creation of a latent representation and the privatization of data that allows the privatization to occur in a setting with limited computation and minimal disturbance on the utility of the data. We leverage a generative linear model to create a privatized representation of the data and establish the connection between this simple linear transformation of generative noise with differential privacy. We also build a connection between solving constrained, robust optimization and having Rényi differential privacy under certain conditions. Finally, we run thorough empirical experiments on realistic high-dimensional datasets with comparison to the related studies. Additionally we contribute a variant on the Autoencoder to improve robustness of the decoder for reconstructing perturbed data and comprehensive investigations into: (i) the latent geometry of the data distribution before and after privatization, (ii) how training against a cross-entropy loss adversary impacts the mutual information between the data and the private label, and (iii) how our linear filter affects the classification accuracy of sensitive labels.

2 Problem Statement and Methodology

Inspired by a few recent studies (Louizos et al., 2015; Huang et al., 2017a; Madras et al., 2018), we consider the data privatization as a game between two players: the data generator (data owner) and the adversary (discriminator). The generator tries to inject noise into the data to privatize certain sensitive information contained in the data, while the adversary tries to infer this sensitive information from the data. In order to deal with high dimensional data, we first learn a latent representation or manifold of the data distribution, and then inject noise with specific latent features to reduce the correlation between released data and sensitive information. After the noise has been added to the latent vector, the data can be reconstructed and published without fear of releasing sensitive information. To summarize, the input to our system is the original dataset with both useful and private labels, and the output is a perturbed dataset that has reduced statistical correlation with the private labels, but has maintained information related to the useful labels.

We consider the general setting where a data owner holds a dataset $D$ that consists of original data $X$, private/sensitive labels $Y$, and useful labels $U$. Thus, each sample $i$ has a record $(x_i, y_i, u_i) \in D$. We denote the function $g$ as a general mechanism for perturbing the data that enables owner to release the data. The released data is denoted as $(\tilde{X}, \tilde{U})$. Because $Y$ is private information, it won’t be released. Thus, for the record $i$, the released data can be described as $(\tilde{x}_i, \tilde{u}_i) = g(x_i, y_i, u_i)$. We simplify the problem by considering only the case that $\tilde{x}_i = g(x_i, y_i)$\(^1\) for the following description: The corresponding perturbed data $\tilde{X} = g(X, Y)$ and utility attributes $\tilde{U}$ are published for use. The adversary builds a learning algorithm $h$ to infer the sensitive information given the released data, i.e. $\hat{Y} = h(\tilde{X})$ where $\hat{Y}$ is the estimate of $Y$. The goal of the adversary is to minimize the inference loss $\hat{\ell}(\hat{Y}, Y) = \ell(h(g(X, Y)), Y)$ on the private labels. Similarly, we denote the estimate of utility labels as $\hat{U} = \nu(\tilde{X}) = \nu(g(X, Y))$. We quantify the utility of the released data through another loss function $\hat{\ell}$ that captures the utility attributes.

\(^1\)We maintain the $U$ to be unchanged
i.e. $\hat{\ell}(X, U) = \hat{\ell}(\nu(g(X, Y)), U)$. The data owner wants to maximize the loss that the adversary experiences in order to protect the sensitive information while maintaining the data utility by minimizing the utility loss. Given the previous settings, the data-releasing game can be expressed as follows:

$$\max_{\theta \in \Theta} \left\{ \min_{g \in \mathcal{G}} \mathbb{E} \left[ \ell\left(h\left(g(X, Y)\right), Y\right) \right] - \beta \min_{\nu \in \mathcal{V}} \mathbb{E} \left[ \ell\left(\nu\left(g(X, Y)\right), U\right) \right] \right\};$$

where $\beta$ is a hyper-parameter weighing the trade-off between different losses, and the expectation $\mathbb{E}$ is taken over all samples from the dataset. The loss functions in this game are flexible and can be tailored to a specific metric that the data owner is interested in. For example, a typical loss function for classification problems is cross-entropy loss (De Boer et al., 2005). Because optimizing over the functions $g, h, \nu$ is hard to implement, we use a variant of the min-max game that leverages neural networks to approximate the functions. The foundation of our approach is to construct a good representation for the data distribution.

The distribution $p_X$ is characterized by an encoding network $\phi_e(x)$, and $p(x; \theta_c)$ is similar to the decoding network $\phi_d(z)$. The distribution $p(z)$ is a prior distribution that is usually chosen to be a multivariate Gaussian for the reparameterization purpose (Kingma and Welling, 2013). When dealing with high-dimensional data, we develop a variant of the preceding objective that captures three items: the reconstruction loss, KL divergence on latent representations, and improved robustness of the decoder network to perturbations in the latent space (as shown in equation (14)). We discuss more details of training a VAE and this variant in section 6.2.

2) **Formulate the robust optimization** for min-max GAN-type training (Goodfellow et al.,...
2014) with noise injection, which comprises a linear filter,\(^2\) while freezing the weights of the encoder and decoder. In this phase, we instantiate several divergence metrics and various distortion budgets to run our experiments (details in section 6.3). When we fix the encoder, the latent variable \(z\) can be expressed as \(z = g_0(x)\) (or \(z \sim q_0(z|x)\) or \(q_0\) for short), and the new altered latent representation \(\tilde{z}\) can be expressed as \(\tilde{z} = g_{f,j}(z, e, y)\), where \(g_{f,j}\) represents a filter function (or \(\tilde{z} \sim q_{f,j}\) for short).

The classifiers \(h\) and \(\nu\) can take the latent vector as input when training the filter to reduce the computational burden, as is done in our experiments. We focus on a canonical form for the adversarial training and cast our problem into the following robust optimization problem:

\[
\min_{\theta_n} \left\{ \max_{q_{f,j}} \mathbb{E}_{q_{f,j}} \left( \ell(h_{\theta_n}; \tilde{z}) \right) - \beta \mathbb{E}_{q_{f,j}} \left( \tilde{\ell}(\nu_{\theta_n}; \tilde{z}) \right) \right\}
\]

s.t. \(D_f(q_{f,j} || q_{0,j}) \leq b\)

\(\theta_{\nu} = \arg\min_{\theta_{\nu}} \mathbb{E}_{q_{f,j}} \left( \tilde{\ell}(\nu_{\theta_n}; \tilde{z}) \right)\),

where \(D_f\) is the \(f\)-divergence in this case. We omit the default condition of \(\mathbb{E}_{q_{0,j}} = 1\) for the simplicity of the expressions. By decomposing and analyzing some special structures of our linear filter, we disclose the connection between our generative approach and Rényi differential privacy in Theorem 3 and Proposition 2 (in appendix section 6.4).

3) **Learn the adaptive classifiers** for both the adversary and utility labels according to the data \([\tilde{X}, Y, U]\) (or \([\tilde{Z}, Y, U]\) if the classifier takes the latent vector as input), where the perturbed data \(\tilde{X}\) (or \(\tilde{Z}\)) is generated based on the trained generator. We validate the performance of our approach by comparing metrics such as classification accuracy and empirical mutual information. Furthermore, we visualize the geometry of the latent representations, e.g. figure 4, to give intuitions behind how our framework achieves privacy.

3 Experiments and Results

We verified our idea on four datasets. The first is the MNIST dataset (LeCun and Cortes, 2010) of handwritten digits, commonly used as a toy example in machine learning literature. We have two cases involving this dataset: In MNIST Case 1, we preserve information regarding whether the digit contains a circle (i.e. digits 0,6,8,9), but privatize the value of the digit itself. In MNIST Case 2, we preserve information on the parity (even or odd digit), but privatize whether or not the digit is greater than or equal to 5. Figure 2 shows a sample of the original dataset along with the same sample perturbed to remove information on the digit identity but maintain the digit as a circle-containing digit. The input to the algorithm is the original dataset with labels, while the output is the perturbed data as shown. The second experimental dataset is the UCI-adult income dataset (Dua and Graff, 2017) that has 45222 anonymous adults from the 1994 US Census. We preserve whether an individual has an annual income over $50,000 or not while privatizing the gender of that individual. The third dataset is UCI-abalone (Nash et al., 1994) that consists of 4177 samples with 9 attributes including target labels. The fourth dataset is the CelebA dataset (Liu et al., 2015) containing color images of celebrity faces. For this realistic example, we preserve whether the celebrity is smiling, while privatizing many different labels (gender, age, etc.) independently to demonstrate our capability to privatize a wide variety of labels with a single latent representation.

![Figure 2: Visualization of digits pre- and post-noise injection and adversarial training. We find that digit IDs are randomly switched while circle digits remain circle digits and non-circle digits remain as non-circle digits.](image)

**MNIST Case 1:** We considered the digit value itself as the private attribute and the digit containing a circle or not as the utility attribute. Figure 2 shows samples of this case. Specific classification
results before and after privatization are given in the form of confusion matrices in Figures 3(a) and 3(b), demonstrating a significant reduction in private label classification accuracy. These results are supported by our illustrations of the latent space geometry in Figure 4 obtained via uniform manifold approximation and projection (UMAP) (McInnes et al., 2018). Specifically, figure 4(b) shows a clear separation between circle digits (on the right) and non-circle digits (on the left). We also investigated the sensitivity of classification accuracy for both labels with respect to the distortion budget (for KL-divergence) in Figure 3(c), demonstrating that increasing the distortion budget rapidly decreases the private label accuracy while maintaining the accuracy of utility label. We also compare these results to a baseline method based on an additive Gaussian mechanism (discussed in section 6.4), and we found that this additive Gaussian mechanism performs worse than our generative adversarial filter in terms of keeping the utility and protecting the private labels because the Gaussian mechanism yields lower utility and worse privacy (i.e. an adversary can have higher prediction accuracy of private labels) than the min-max generative filter approach. In appendix section 6.4, we show our min-max generative filter approach can connect to Rényi differential privacy under certain conditions.

**MNIST Case 2**: This case has the same setting as the experiment given in Rezaei et al. (2018) where we consider odd or even digits as the target utility and large (≥ 5) or small (< 5) value as the private label. Rather than training a generator based on a fixed classifier, as done in Rezaei et al. (2018), we take a different modeling and evaluation approach that allows the adversarial classifier to update dynamically. We find that the classification accuracy of the private attribute drops down from 95% to 65% as the distortion budget grows. Meanwhile our generative filter doesn’t deteriorate the target utility too much, maintaining a classification accuracy above 87% for the utility label as the distortion increases, as shown in figure 7(b). We discuss more results in the appendix section 6.8, together with results verifying the reduction of mutual information between the data and the private labels.

To understand whether specifying the target utility is too restrictive for other usage of the data, we conducted the following experiment. Specifically, we measure the classification accuracy of the circle attribute from case 1, while using the privatization scheme from case 2 (preserving digit parity). This tests how the distortion budget prevents excessive loss of information of non-target attributes. When training for case 2, the circle attribute from case 1
Figure 4: Visualization of the latent geometry. The original embedding in Figure 4(a) is clearly segmented into individual clusters for each digit; however, when we allow a distortion budget of $b = 1.5$, as shown in Figure 4(b), the digits are separated according to the circle or non-circle property by the gap between the left and right clouds of points. A larger distortion budget ($b = 5$) nests all samples close together with some maintained local clusters as seen in Figure 4(c).

is not included in the loss function by design; however, as seen in Table 1, the classification accuracy on the circle is not more diminished than the target attribute (odd). A more detailed plot of the classification accuracy can be found in Figure 7(c) in the appendix section 6.8. This experiment demonstrates that the privatized data maintains utility beyond the predefined utility labels used in training.

Table 1: Accuracy of private label ($\geq 5$), target label (odd), and non-target label (circle) for MNIST dataset. The raw embedding yielded by the VAE before privacy is denoted as $emb$-raw. The embedding yielded from the generative filter after privacy is denoted as $emb$-g-filter.

| Data      | Priv. attr | Util. attr | Non-tar. attr |
|-----------|------------|------------|---------------|
| emb-raw   | 0.951      | 0.952      | 0.951         |
| emb-g-filter | 0.687    | 0.899      | 0.9          |

**UCI-Adult**: We conduct the experiment on this dataset by setting the private label to be gender and the utility label to be income. All the data is preprocessed to binary values for the ease of training. We compare our method with the models of Variational Fair AutoEncoder (VFAE)(Louizos et al., 2015) and Lagrangian Mutual Information-based Fair Representations (LMIFR) (Song et al., 2018). The corresponding accuracy and area-under receiver operating characteristic curve (AUROC) of classifying private label and utility label are shown in Table 2. Our method has the lowest accuracy and the smallest AUROC on the privatized gender attribute. Although our method doesn’t perform best on classifying the utility label, it still achieves comparable results in terms of both accuracy and AUROC, which are described in Table 2.

**UCI-Abalone**: We partition the rings label into two classes based on if individual had less or more than 10 rings. Such a setup follows the same setting in Jäkälä et al. (2016). We treat the rings label as the utility label. For the private label, we pick sex because we hope classifying rings could be less correlated with the sex of abalones. There are three categories in sex: male, female and infant. We see that having small amount of distortion budget ($b=0.01$) reduces the classification accuracy of private label significantly. However, the accuracy and auroc remain around the similar level comparing with the raw data, unless we have large distortion budget ($b=10$), shown in Table 3.

**CelebA**: For the CelebA dataset, we consider the case when there exist many private and utility label combinations depending on the user’s preferences. Specifically, we experiment on the pri-
Table 2: Accuracy (acc.) and Area-Under-ROC (auroc.) of private label (gender) and target label (income) for UCI-Adult dataset.

| Model                        | Private attr.               | Utility attr.               |
|------------------------------|------------------------------|------------------------------|
|                              | acc.                         | auroc.                       | acc.                         | auroc.                       |
| VAE (Kingma and Welling, 2013) | 0.850 ± 0.007                | 0.843 ± 0.007                | 0.837 ± 0.009                | 0.755 ± 0.006                |
| VFAE (Louizos et al., 2015)  | 0.802 ± 0.009                | 0.703 ± 0.013                | 0.851 ± 0.007                | 0.761 ± 0.011                |
| LMIFR (Song et al., 2018)    | 0.728 ± 0.014                | 0.659 ± 0.012                | 0.829 ± 0.009                | 0.741 ± 0.013                |
| Ours (w. generative filter)  | 0.717 ± 0.008                | 0.632 ± 0.011                | 0.822 ± 0.011                | 0.731 ± 0.015                |

The second user prefers the opposite and wishes to privatize odd or even and maintain ≥ 5 as the utility label. Details on the process can be found in appendix section 6.7.5.

The VAE is trained separately by a data aggregator and the parameters are handed to each user. Then, each user learns a separate linear generative filter that privatizes their data. Since the linear generative filter is trained on the low dimensional latent representation, it is small enough for computation on a personal device. After privatization, we can evaluate the classification accuracy on the private and utility labels as measured by adversaries trained on the full aggregated privatized dataset, which is the combination of each users privatized data. Table 5 demonstrates the classification accuracy on the two users privatized data. This shows how multiple generative filters can be trained independently using a single encoding to successfully privatize small subsets of data.

**Connection to Rényi differential privacy:**
We bridge the connection between our linear privatization generator and traditional differential privacy mechanisms through the following high level descriptions (proofs and details are thoroughly explained in appendix section 6.4). To begin, we introduce the Rényi-divergence and a relaxation of differential privacy based on this divergence called Rényi differential privacy (Mironov, 2017) [see Definition 3]. We then in Theorem 3 provide the specifications under which our linear filter provides $(\epsilon, \alpha)$-Rényi differential privacy. Finally, in Proposition 2 we harness our robust optimization to the Rényi differential privacy.

In appendix section 6.6, we also establish reasons why our privatization filter is able to decrease the classification accuracy of the private attributes.

### 4 Discussion

**Distributed training with customized preferences:** In order to clarify how our scheme can be run in a local and distributed fashion, we performed a basic experiment on the MNIST dataset with 2 independent users to demonstrate this capability. The first user adopts the label of digit ≥ 5 as private and odd or even as the utility label. The second user prefers the opposite and wishes to privatize odd or even and maintain ≥ 5 as the utility label. Details on the process can be found in appendix section 6.9.2.

**5 Conclusion and Future Work**
In this paper, we proposed an architecture for privatizing data while maintaining the utility that decouples for use in a distributed manner. Rather than training a very deep neural network or impos-
Figure 5: Sampled images. We privatize gender while keeping the expression (smiling or not) as the utility label. The generative filter switches some female faces to male faces and also some male faces to female faces while preserving the celebrity’s smile. The blurriness of the privatized images is because of the compactness of the latent representation that is generated from the VAE model, which is a normal occurrence among VAE models, and not from our privatization scheme. More details can be found in figure 10 in section 6.9.2.

Table 4: Classification accuracy on CelebA. The row VAE-emb is our initial classification accuracy on the latent vectors from our trained encoder. The row Random-guess demonstrates the worst possible classification accuracy. The row VAE-g-filter is the classification accuracy on the perturbed latent vectors yielded by our generative adversarial filters. The state-of-the-art classifier (Torfason et al., 2016) can achieve 87% accuracy on the listed private labels on average while our trained VAE can achieve a comparable accuracy (83% on average) on the more compact latent representations. More importantly, our trained generative adversarial filter can reduce the accuracy down to 73% on average, which is only 6% more than the worst case accuracy demonstrating the ability to protect the private attributes. Meanwhile, we only sacrifice a small amount of the utility accuracy (3% drop), which ensures that the privatized data can still serve the desired classification tasks.

|                | Male | Young | Attractive | H. Cheekbones | B. lips | B. nose | Eyeglasses | W. Hair | Avg | Smiling |
|----------------|------|-------|------------|---------------|--------|---------|------------|---------|-----|---------|
| Liu et al. (2015) | 0.98 | 0.87  | 0.81       | 0.87          | 0.68   | 0.78    | 0.99       | 0.80    | 0.84| 0.92    |
| Torfason et al. (2016) | 0.98 | 0.89  | 0.82       | 0.87          | 0.73   | 0.83    | 0.99       | 0.84    | 0.87| 0.93    |
| VAE-emb        | 0.90 | 0.84  | 0.80       | 0.85          | 0.68   | 0.78    | 0.98       | 0.78    | 0.83| 0.86    |
| Random-guess   | 0.51 | 0.76  | 0.54       | 0.54          | 0.67   | 0.77    | 0.93       | 0.63    | 0.67| 0.50    |
| VAE-g-filter   | 0.61 | 0.76  | 0.62       | 0.78          | 0.67   | 0.78    | 0.93       | 0.66    | 0.73| 0.83    |

Table 5: Accuracy of adversarial classifiers on two users private labels

| Classifier type | User 1 (privatize ≥ 5) | User 2 (privatize odd) |
|-----------------|------------------------|------------------------|
| Private attr.   | 0.679                  | 0.651                  |
| Utility attr.   | 0.896                  | 0.855                  |

Finally, we discover an interesting connection between our idea of decorrelating the released data with sensitive attributes and the notion of learning fair representations (Zemel et al., 2013; Louizos et al., 2015; Madras et al., 2018). In fairness learning, the notion of demographic parity requires the prediction of a target output to be independent of a particular discriminator to judge real or fake images, we first trained VAE that can create a comprehensive low dimensional representation from the raw data. We then found smart perturbations in the low dimensional space according to customized requirements (e.g. various choices of the private label and utility label), using a robust optimization approach. Such an architecture and procedure enables small devices such as mobile phones or home assistants (e.g. Google home mini) to run a light weight learning algorithm to privatize data under various settings on the fly. We demonstrated that our proposed additive noise method can be Rényi differentially private under certain conditions and compared our results to a traditional additive Gaussian mechanism for differential privacy.
with respect to certain protected attributes. We find our generative filter could be used to produce a fair representation after privatizing the raw embedding, which shares a similar idea to that of demographic parity. Proving this notion along with other notions in fairness learning such as equal odds and equal opportunity (Hardt et al., 2016) will be left for future work.
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6 Appendix: Supplementary Materials

6.1 Related work

We introduce several papers (Hamm, 2017; Louizos et al., 2015; Huang et al., 2017a; Chen et al., 2018a; Creager et al., 2019) which are closely related to our ideas with several distinctions. Hamm (2017) presents a minimax filter without a decoder or a distortion constraint. It’s not a generative model. The presented simulation focuses on low dimensional and time series data instead of images, so our specific model architecture, loss functions, and training details are quite different. Louizos et al. (2015) proposed a Variational Fair Autoencoder that requires training from end to end, which is computationally expensive with high dimensional data, many privacy options, and training on edge devices. They also use Maximum Mean Discrepancy (MMD) to restrict the distance between two samples. We decouple the approach into a VAE and a linear filter, while adopting the f-divergence (equivalent to α-divergence in our context) to constrain the distance between latent representations. One benefit of doing that is such a divergence has connections to Rényi differential privacy under certain conditions. Huang et al. (2017a) focuses on one-dimensional variables and uses a synthetic dataset for the simulation, which remains unclear how it can be scaled up to a realistic dataset. Many studies do not recover the privatized data to the original dimension from the latent representation to give qualitative visual support, whereas our experiments conduct a thorough evaluation through checking the latent representation and reconstructing images back to the original dimension. Chen et al. (2018a) uses a variant of the classical GAN objective. They require the generator to take a target alternative label to privatize the original sensitive label, which leads to deterministic generation. Instead of lumping all losses together and training deep models from end to end, we decouple the encoding/decoding and noise injection without requiring a target alternative label. Creager et al. (2019) proposes a framework that creates fair representation via disentangling certain labels. Although the work builds on the VAE with modifications to factorize the attributes, it focuses on the sub-group fair classification (e.g. similar false positive rate among sub-groups) rather than creating privacy-preserving data. Furthermore, we have two discriminators: private and utility. In addition to the VAE, we use KL-divergence to control the sample distortion and minimax robust optimization to learn a simple linear model. Through this, we disclose the connection to the Rényi differential privacy, which is also a new attempt.

6.2 VAE training

A variational autoencoder is a generative model defining a joint probability distribution between a latent variable z and original input x. We assume the data is generated from a parametric distribution p(x|z; θ) that depends on latent variable z, where θ are the parameters of a neural network that is usually a decoder net. Maximizing the marginal likelihood p(x|z; θ) directly is usually intractable. Thus, we use the variational inference method proposed by Kingma and Welling (2013) to optimize log p(x|z; θ) over an alternative distribution q(z|x; φ) with an additional KL divergence term D_{KL}(q(z|x; φ)||p(z)), where the φ are parameters of a neural net and p(z) is an assumed prior over the latent space. The resulting cost function is often called evidence lower bound (ELBO)

\[ \log p(x; θ) ≥ E_{q(z|x; φ)}[\log p(x|z; θ)] - D_{KL}(q(z|x; φ)||p(z)) = \mathcal{L}_{ELBO}. \]  

Maximizing the ELBO is implicitly maximizing the log-likelihood of p(x). The negative objective (also known as negative ELBO) can be interpreted as minimizing the reconstruction loss of a probabilistic autoencoder and regularizing the posterior distribution towards a prior. Although the loss of the VAE is mentioned in many studies (Kingma and Welling, 2013; Louizos et al., 2015), we include the derivation of the following relationships for context:

\[ D_{KL}(q(z)||p(z|x; θ)) = \sum_x q(z) \log \frac{q(z)}{p(z|x; θ)} = -\sum_x q(z) \log p(z, x; θ) + \log p(x; θ) - H(q) \geq 0 \]
The evidence lower bound (ELBO) for any distribution $q$ has the following property:

$$\log p(x; \theta) \geq \sum_z q(z) \log p(z, x; \theta) - \sum_z q(z) \log q(z) \quad \text{[since } D_{KL}(\cdot, \cdot) \geq 0]$$

$$= \sum_z q(z) \left( \log p(z, x; \theta) - \log p(z) \right) - \sum_z q(z) \left( \log q(z) - \log p(z) \right) \quad \text{(9)}$$

$$= \mathbb{E}_{q(z; x; \phi)}[\log p(x|z; \theta)] - D_{KL}(q(z|x; \phi)||p(z)) = \mathcal{L}_{\text{ELBO}}, \quad \text{(10)}$$

where equality (i) holds because we treat encoder net $q(z|x; \phi)$ as the distribution $q(z)$. By placing the corresponding parameters of the encoder and decoder networks and the negative sign on the ELBO expression, we get the loss function equation (3). The architecture of the encoder and decoder for the MNIST experiments is explained in section 6.7.

In our experiments with the MNIST dataset, the negative ELBO objective works well because each pixel value (0 black or 1 white) is generated from a Bernoulli distribution. However, in the experiments of CelebA, we change the reconstruction loss into the $\ell_p$ norm of the difference between the raw and reconstructed samples because the RGB pixels are not Bernoulli random variables, but real-valued random variables between 0 and 1. We still add the regularization KL term as follows:

$$\mathbb{E}_{x \sim p(x; \theta)}[||x - \hat{x}||_p] + \gamma D_{KL}(q(z|x; \phi)||p(z)). \quad \text{(11)}$$

Throughout the experiments we use a Gaussian $\mathcal{N}(0, I)$ as the prior $p(z)$, $x$ is sampled from the data, and $\gamma$ is a hyper-parameter. The reconstruction loss uses the $\ell_2$ norm by default because it is widely adopted in image reconstruction, although the $\ell_1$ norm is acceptable too.

When training the VAE, we additionally ensure that small perturbations in the latent space will not yield huge deviations in the reconstructed space. More specifically, we denote the encoder and decoder to be $g_e$ and $g_d$ respectively. The generator $g$ can be considered as a composition of an encoding and decoding process, i.e. $g(X) = (g_d \circ g_e)(X) = g_d(g_e(X))$, where we ignore the $Y$ inputs here for the purpose of simplifying the explanation. One desired intuitive property for the decoder is to maintain that small changes in the input latent space $Z$ still produce plausible faces similar to the original latent space when reconstructed. Thus, we would like to impose some Lipschitz continuity property on the decoder, i.e. for two points $z^{(1)}, z^{(2)} \in Z$, we assume $||g_d(z^{(1)}) - g_d(z^{(2)})|| \leq C_L ||z^{(1)} - z^{(2)}||$ where $C_L$ is some Lipschitz constant (or equivalently $||\nabla_z g_d(z)|| \leq C_L$). In the implementation of our experiments, the gradient for each batch (with size $m$) is

$$\nabla_z g_d(z) = \begin{bmatrix} \frac{\partial g_d(z^{(1)})}{\partial z^{(1)}} \\ \vdots \\ \frac{\partial g_d(z^{(m)})}{\partial z^{(m)}} \end{bmatrix}. \quad \text{(13)}$$

It is worth noticing that $\frac{\partial g_d(z^{(i)})}{\partial z^{(i)}} = \frac{\partial \sum_{i=1}^m g_d(z^{(i)})}{\partial z^{(i)}}$, because $\frac{\partial g_d(z^{(i)})}{\partial z^{(j)}} = 0$ when $i \neq j$. To avoid the iterative calculation of each gradient within a batch, we define $Z$ as the batched latent input, $Z = \begin{bmatrix} z^{(1)} \\ \vdots \\ z^{(m)} \end{bmatrix}$ and use $\nabla_z g_d(z) = \frac{\partial}{\partial Z} \sum_{i=1}^m g_d(z^{(i)})$. The loss used for training the VAE is modified to be

$$\mathbb{E}_{x \sim p(x; \theta)}[||x - \hat{x}||_2] + \gamma D_{KL}(q(z|x; \theta_e)||p(z)) + \kappa \mathbb{E}_{z \sim r_\alpha(z)}[||\nabla_z (g_d(z))||_2 - C_L^2]^2, \quad \text{(14)}$$

where $x$ are samples drawn from the image data, $\gamma, \kappa$, and $C_L$ are hyper-parameters, and $(x)_+$ means $\max\{x, 0\}$. Finally, $r_\alpha$ is defined by sampling $\alpha \sim \text{Unif}[0, 1]$, $Z_1 \sim p(z)$, and $Z_2 \sim q(z|x)$, and returning $\alpha Z_1 + (1 - \alpha) Z_2$. We optimize over $r_\alpha$ to ensure that points in between the prior and learned latent distribution maintain a similar reconstruction to points within the learned distribution. This gives us the Lipschitz continuity properties we desire for points perturbed outside of the original learned latent distribution.
6.3 Robust optimization and adversarial training

In this section, we formulate the generator training as a robust optimization. Essentially, the generator is trying to construct a new latent distribution that reduces the correlation between data samples and sensitive labels while maintaining the correlation with utility labels by leveraging the appropriate generative filters. The new latent distribution, however, cannot deviate from the original distribution too much (bounded by $b$ in equation (2)) to maintain the general quality of the reconstructed images. To simplify the notation, we will use $h$ for the classifier $h_{\theta_0}$ (a similar notion applies to $\nu$ or $\nu_q$). We also consider the triplet $(\tilde{z}, y, u)$ as the input data, where $\tilde{z}$ is the perturbed version of the original embedding $z$, which is the latent representation of image $x$. The values $y$ and $u$ are the sensitive label and utility label respectively. Without loss of generality, we succinctly express the loss $\ell(h; (\tilde{z}, y))$ as $\ell(h; \tilde{z})$ [similarly expressing $\ell(\nu; (\tilde{z}, u))$ as $\ell(\nu; \tilde{z})$]. We assume the sample input $\tilde{z}$ follows the distribution $q_\psi$ that needs to be determined. Thus, the robust optimization is

$$\min_h \max_{q_\psi} E_{q_\psi}[\ell(h; \tilde{z})] + \beta \min_{q_\nu} E_{q_\nu}[\ell(\nu; \tilde{z})]$$

(15)

s.t. \hspace{1cm} D_f(q_\psi || q_\phi) \leq b,

(16)

where $q_\psi$ is the distribution of the raw embedding $z$ (also known as $q_\theta(z|x)$). In the constraint, the $f$-divergence (Nguyen et al., 2010; Cichocki and Amari, 2010) between $q_\psi$ and $q_\phi$ is

$$D_f(q_\psi || q_\phi) = \int q_\psi(z) f(\frac{q_\psi(z)}{q_\phi(z)}) d\mu(z)$$

(assuming $q_\psi$ and $q_\phi$ are absolutely continuous with respect to measure $\mu$). A few typical divergences (Nowozin et al., 2016), depending on the choices of $f$, are

1. KL-divergence $D_{KL}(q_\psi || q_\phi) \leq b$, by taking $f(t) = t \log t$

2. reverse KL-divergence $D_{KL}(q_\phi || q_\psi) \leq b$, by taking $f(t) = -\log t$

3. $\chi^2$-divergence $D_{\chi^2}(q_\psi || q_\phi) \leq b$, by taking $f(t) = \frac{1}{2}(t-1)^2$.

In the remainder of this section, we focus on the KL and $\chi^2$ divergence to build a connection between the divergence based constraint we use and norm-ball based constraints seen in Wong and Kolter (2018); Madry et al. (2017); Koh et al. (2018), and Papernot et al. (2017).

When we run the constrained optimization, for instance in terms of KL-divergence, we make use of the Lagrangian relaxation technique (Boyd et al., 2004) to put the distortion budget as the penalty term in the loss of objective as

$$\min \{ \lambda_1 \max\{D_{KL} - b, 0\} + \lambda_2 (D_{KL} - b)^2 \}.$$  

(17)

Although this term is not necessarily convex in model parameters, the point-wise max and the quadratic term are both convex in $D_{KL}$. Such a technique is often used in many constrained optimization problems in the context of deep learning or GAN related work (Gulrajani et al., 2017).

6.3.1 Extension to multivariate Gaussian

When we train the VAE in the beginning, we impose the distribution $q_\phi$ to be a multivariate Gaussian by penalizing the KL-divergence between $q_\theta(z|x)$ and a prior normal distribution $\mathcal{N}(0, I)$, where $I$ is the identity matrix. Without loss of generality, we can assume the raw encoded variable $z$ follows a distribution $q_\phi$ that is the Gaussian distribution $\mathcal{N}(\mu_1, \Sigma_1)$ (more precisely $\mathcal{N}(\mu_1(x), \Sigma_1(x))$, where the mean and variance depends on samples $x$, but we suppress the $x$ to simplify notation). The new perturbed distribution $q_\psi$ is then also a Gaussian $\mathcal{N}(\mu_2, \Sigma_2)$. Thus, the constraint for the KL divergence becomes

$$D_{KL}(q_\psi || q_\phi) = E_{q_\psi} \log \frac{q_\psi}{q_\phi}$$

$$= \frac{1}{2} \mathbb{E}_{q_\psi} [- \log \det(\Sigma_2) - (z - \mu_2)^T \Sigma_2^{-1}(z - \mu_2) + \log \det(\Sigma_1) + (z - \mu_1)^T \Sigma_1^{-1}(z - \mu_1)]$$

$$= \frac{1}{2} \log \frac{\det(\Sigma_1)}{\det(\Sigma_2)} + \frac{\text{Tr}(\Sigma_1^{-1} \Sigma_2) + (\mu_1 - \mu_2)^T \Sigma_1^{-1}(\mu_1 - \mu_2)}{\text{Tr}(I)} \leq b.$$
To further simplify the scenario, we consider the case that $\Sigma_2 = \Sigma_1 = \Sigma$, then

$$D_{KL}(q_x||q_\theta) = \frac{1}{2} (\mu_1 - \mu_2)^T \Sigma^{-1} (\mu_1 - \mu_2) = \frac{1}{2} ||\mu_1 - \mu_2||_{\Sigma^{-1}}^2 \leq b. \quad (18)$$

When $\Sigma = I$, the preceding constraint is equivalent to $\frac{1}{2} ||\mu_1 - \mu_2||_2^2$. It is worth mentioning that such a divergence-based constraint is also connected to the norm-ball based constraint on samples.

In the case of $\chi^2$-divergence,

$$D_{\chi^2}(q_x||q_\theta) = E_{q_\theta} \left[ \frac{1}{2} \left( \frac{q_x}{q_\theta} - 1 \right)^2 \right]$$

$$= \frac{1}{2} \left[ \frac{\det(\Sigma_1)}{\det(\Sigma_2)} \exp \left( - \text{Tr}(\Sigma_2^{-1} \Sigma_1) + \frac{d}{\text{Tr}(I)} - \frac{1}{2} \mu_1^T \Sigma_2^{-1} \mu_1 - \frac{1}{2} \mu^T_2 \Sigma_2^{-1} \mu_2 + 2 \mu_1^T \Sigma_2^{-1} \mu_2 \right) \right]$$

$$- 2 \frac{\det(\Sigma_1)^2}{\det(\Sigma_2)^2} \exp \left( - \frac{1}{2} \text{Tr}(\Sigma_2^{-1} \Sigma_1) + \frac{d}{2} - \frac{1}{2} \mu_1^T \Sigma_2^{-1} \mu_1 - \frac{1}{2} \mu^T_2 \Sigma_2^{-1} \mu_2 + \frac{1}{2} \mu_1^T \Sigma_2^{-1} \mu_2 + 1 \right).$$

When $\Sigma_1 = \Sigma_2 = \Sigma$, we have the following simplified expression

$$D_{\chi^2}(q_x||q_\theta) = \frac{1}{2} \left[ \exp \left( - \frac{1}{2} ||\mu_1 - \mu_2||_{\Sigma^{-1}}^2 \right) - 2 \exp \left( - \frac{1}{2} ||\mu_1 - \mu_2||_{\Sigma^{-1}}^2 + 1 \right) \right]$$

$$= \frac{1}{2} \left[ e^{-2s} - 2e^{-s} + 1 \right] = \frac{1}{2} (e^{-s} - 1)^2$$

where $s = \frac{1}{2} ||\mu_1 - \mu_2||_{\Sigma^{-1}}^2$. Letting $\frac{1}{2} (e^{-s} - 1)^2 \leq b$ indicates $-\sqrt{2b} \leq (e^{-s} - 1) \leq \sqrt{2b}$. Since the value of $s$ is always non negative as a norm, $s \geq 0 \implies e^{-s} - 1 \leq 0$. Thus, we have $s \leq -\log ((1 - \sqrt{2b})_+).$ Therefore, when the divergence constraint $D_{\chi^2}(q_x||q_\theta) \leq b$ is satisfied, we have $||\mu_1 - \mu_2||_{\Sigma^{-1}}^2 \leq -2 \log ((1 - \sqrt{2b})_+)$, which is similar to equation (18) with a new constant for the distortion budget.

We make use of these relationships in our implementation as follows. We define $\mu$ to be functions that split the last layer of the output of the encoder part of the pretrained VAE, $g_{\theta}(x)$, and take the first half as the mean of the latent distribution. We let $\sigma$ be a function that takes the second half portion to be the diagonal values of the variance of the latent distribution. Then, our implementation of $||\mu(g_{\theta}(x)) - \mu(g_{\theta}(y), w, y))||_{\Sigma^{-1}}^2 \leq b$ is equivalent to $||\mu_1 - \mu_2||_{\Sigma^{-1}}^2 \leq b$. As shown in the previous two derivations, optimizing over this constraint is similar to optimizing over the defined KL and $\chi^2$-divergence constraints.

### 6.4 Comparison and connection to differential privacy

The basic intuition behind differential privacy is that it is very hard to tell whether the released sample $\tilde{z}$ originated from raw sample $x$ or $x'$ (or $z$ vs. $z'$), thus, protecting the privacy of the raw samples. Designing such a releasing scheme, which is also often called a channel or mechanism, usually requires some randomized response or noise perturbation. Although the goal does not necessarily involve reducing the correlation between released data and sensitive labels, it is worth investigating the notion of differential privacy and comparing the performance of a typical scheme to our setting because of its prevalence in privacy literature. Furthermore, we establish how our approach can be Rényi differentially private with certain specifications. In this section, we use the words channel, scheme, mechanism, and filter interchangeably as they have the same meaning in our context. Also, we overload the notation of $\varepsilon$ and $\delta$ because they are the conventions in differential privacy literature.

**Definition 1.** $(\varepsilon, \delta)$-differential privacy (Dwork et al., 2014) Let $\varepsilon, \delta > 0$. A channel $Q$ from space $X$ to output space $Z$ is differentially private if for all measurable sets $S \subset Z$ and all neighboring samples $\{x_1, \ldots, x_n\} = x_{1:n} \in \mathcal{X}$ and $\{x'_1, \ldots, x'_n\} = x'_{1:n} \in \mathcal{X}$,

$$Q(Z \in S|x_{1:n}) \leq e^\varepsilon Q(Z \in S|x'_{1:n}) + \delta. \quad (19)$$
An alternative way to interpret this definition is that with high probability $1-\delta$, we have the bounded likelihood ratio $e^{-\varepsilon} \leq \frac{Q(z|x_{1:n})}{Q(z'|x_{1:n})} \leq e^{\varepsilon}$ (The likelihood ratio is close to 1 as $\varepsilon$ goes to 0). Consequently, it is difficult to tell if the observation $z$ is from $x$ or $x'$ if the ratio is close to 1. In the following discussion, we consider the classical Gaussian mechanism $\tilde{z} = f(z) + w$, where $f$ is some function (or query) that is defined on the latent space and $w \sim \mathcal{N}(0, \sigma^2 I)$. We first include a theorem from Dwork et al. (2014) to disclose how differential privacy using the Gaussian mechanism can be satisfied by our baseline implementation and constraints in the robust optimization formulation. We denote a pair of neighboring inputs as $z \approx z'$ for abbreviation.

**Theorem 1.** [Dwork et al. (2014) Theorem A.1] For any $\varepsilon, \delta \in (0, 1)$, the Gaussian mechanism with parameter $\sigma \geq \frac{L \sqrt{2 \log \frac{2}{\delta}}}{\varepsilon}$ is $(\varepsilon, \delta)$-differential private, where $L = \max_{z \approx z'} ||f(z) - f(z')||_2$ denotes the $l_2$-sensitivity of $f$.

Next, we introduce a relaxation of differential privacy that is based on the Rényi divergence.

**Definition 2.** [Rényi divergence (Mironov (2017), Definition 3)]. Let $P$ and $Q$ be distributions on a space $\mathcal{X}$ with densities $p$ and $q$ (with respect to a measure $\mu$). For $\alpha \in [1, \infty]$, the Rényi-$\alpha$-divergence between $P$ and $Q$ is

$$D_{\alpha}(P||Q) = \frac{1}{\alpha - 1} \log \int \left( \frac{p(x)}{q(x)} \right)^\alpha q(x)d\mu(x),$$

where the values $\alpha \in \{1, \infty\}$ are defined in terms of their respective limits.

In particular, $\lim_{\alpha \downarrow 1} D_{\alpha}(P||Q) = D_{KL}(P||Q)$. We use Rényi divergences because they satisfy $\exp \left( (\alpha - 1)D_{\alpha}(P||Q) \right) = D_{f}(P||Q)$ when $f$-divergence is defined by $f(t) = t^\alpha$. And such an equivalent relationship has a natural connection with the $f$-divergence constraint in our robust optimization formulation. With this definition, we introduce the Rényi differential privacy, which is a strictly stronger relaxation than the $(\varepsilon, \delta)$-differential privacy relaxation.

**Definition 3.** [Rényi differential privacy (Mironov (2017), Definition 4)]. Let $\varepsilon \geq 0$ and $\alpha \in [1, \infty]$. A mechanism $F$ from $\mathcal{X}^n$ to output space $\mathcal{Z}$ is $(\varepsilon, \alpha)$-Rényi private if for all neighboring samples $x_{1:n}, x_{1:n}' \in \mathcal{X}^n$,

$$D_{\alpha}(F(|x_{1:n}|)|F(|x_{1:n}'|)) \leq \varepsilon.$$  

For the basic Gaussian mechanism, we apply the additive Gaussian noise on $z$ directly to yield

$$\tilde{z} = z + w, \quad w \sim \mathcal{N}(0, \sigma^2 I).$$

We first revisit the basic Gaussian mechanism and its connection to Rényi-differential privacy.

**Theorem 2.** Let $L = \max_{z, z' \in \mathcal{Z}}||z - z'||_2, \forall z, z'$ and $w \sim \mathcal{N}(0, \sigma^2 I)$. Then the basic Gaussian mechanism shown in equation (22) is $(\varepsilon, \alpha)$-Rényi private if $\sigma^2 = \frac{\alpha L^2}{2\varepsilon}$.

**Proof of Theorem 2.** Considering two examples $z$ and $z'$, we calculate the Rényi divergence between $(z + w) \sim \mathcal{N}(z, \sigma^2 I)$ and $(z' + w) \sim \mathcal{N}(z', \sigma^2 I)$:

$$D_{\alpha}(\mathcal{N}(z, \sigma^2 I)||\mathcal{N}(z', \sigma^2 I)) = \frac{2\sigma^2}{\alpha} ||z - z'||_2^2 \leq \frac{\alpha}{2\sigma^2} \max_{z, z' \in \mathcal{Z}} ||z - z'||_2^2 = \frac{\alpha L^2}{2\varepsilon} = \varepsilon.$$  

The equality (i) is shown in the deferred proofs in equation (56). Arranging $\sigma^2 = \frac{\alpha L^2}{2\varepsilon}$ gives the desired result. Although this result is already known as Lemma 2.5 in (Bun and Steinke, 2016), we simplify the proof technique.

Because normal distributions are often used to approximate data distributions in real applications, we now consider the scenario where the original data $z$ is distributed as a multivariate normal $\mathcal{N}(\mu, \Sigma)$. This is a variant of additive Gaussian mechanism, as we add noise to the mean, i.e.

$$\tilde{\mu} = \mu + \sigma w, \quad w \sim \mathcal{N}(0, I).$$

We have the following proposition.

3Alternatively, we may express it as the probability $P(|\log \frac{Q(z|x_{1:n})}{Q(z'|x_{1:n})}| > \varepsilon) \leq \delta$.
Proposition 1. Suppose a dataset Z with sample z is normally distributed with parameters \( \mathcal{N}(\mu, \Sigma) \), and there exists a scalar \( \sigma^2 \) such that \( \max_{z,z' \in Z} \|z - z'\| \leq \sigma^4 \text{Tr} (\Sigma^{-1}) \). Under the simple additive Gaussian mechanism, when both \( \mathbb{E}[D_\alpha(\mathcal{N}(\mu + \sigma w, \Sigma)||\mathcal{N}(\mu, \Sigma))] \leq b \), then such a mechanism satisfies \((b, \alpha)\) Rényi differential privacy.

Proof of Proposition 1:

\[
\begin{align*}
    b & \geq \mathbb{E} \left[ D_\alpha(\mathcal{N}(\mu + \sigma w, \Sigma)||\mathcal{N}(\mu, \Sigma)) \right] \\
    & = \mathbb{E} \left[ \frac{\alpha}{2} (\mu + \sigma w - \mu)^T \Sigma^{-1} (\mu + \sigma w - \mu) \right] = \frac{\alpha}{2} \sigma^2 \mathbb{E}[w^T \Sigma^{-1} w] \\
    & = \frac{\alpha \sigma^2}{2} \mathbb{E}[\text{Tr}(\Sigma^{-1}vw^T)] = \frac{\alpha \sigma^2}{2} \text{Tr}(\mathbb{E}[\Sigma^{-1}vw^T]) \\
    & = \frac{\alpha \sigma^2}{2} \text{Tr} \left( \mathbb{E}[\Sigma^{-1}] \mathbb{E}[vw^T] \right) = \frac{\alpha \sigma^2}{2} \text{Tr}(\Sigma^{-1}) \\
    & \geq \frac{\alpha \sigma^2}{2} \max_{z,z' \in Z} \|z - z'\| = \frac{\alpha \sigma^2}{2} \max_{z,z' \in Z} \|z - z'\| \geq D_\alpha(\mathcal{N}(z, \Sigma)||\mathcal{N}(z', \Sigma))
\end{align*}
\]

With a prescribed budget \( b \), the predetermined divergence \( \alpha \), and a known data covariance \( \Sigma \), we can learn an adjustable \( \sigma \). Moreover, if \( \sigma^4 \geq \frac{\max_{z,z' \in Z} \|z - z'\|}{\text{Tr}(\Sigma^{-1})} \) and \( b \geq \frac{\alpha \sigma^2}{2} \text{Tr}(\Sigma^{-1}) \), we have \((b, \alpha)\) Rényi differential privacy.

To build the connection between the Rényi differential privacy and our constrained robust optimization, we explicitly impose some matrix properties of our linear filter. We denote the matrix \( \Gamma \) to be the linear filter, the one-hot vector \( y_s \) to represent private label \( y \), and \( w \) to be standard Gaussian noise. This method can be considered as a linear filter mechanism, a variant of additive transformed Gaussian mechanism. The output \( \tilde{z} \) generated from \( z \) and \( w \) can be described as

\[
\tilde{z} = z + \Gamma \begin{bmatrix} w \\ y_s \end{bmatrix} = z + \begin{bmatrix} A & V \end{bmatrix} \begin{bmatrix} w \\ y_s \end{bmatrix} = z + Aw + Vy_s.
\]

Proof of Theorem 3. Consider two examples \((z, y_s)\) and \((z', y'_s)\). Because \( w \sim \mathcal{N}(0, I) \), the corresponding output distributions yielded from these two examples are \( \mathcal{N}(z + Vy_s, AA^T) \) and \( \mathcal{N}(z' + Vy'_s, AA^T) \) through the linear transformation of Gaussian random vector \( w \). The resulting Rényi divergence is

\[
\begin{align*}
    D_\alpha(\mathcal{N}(z + Vy_s, AA^T)||\mathcal{N}(z' + Vy'_s, AA^T)) & \leq \frac{\alpha d}{2\sigma_{\min}} \|z - z' + Vy_s - Vy'_s\|_2^2 \leq \frac{\alpha d}{2\sigma_{\min}} \|z - z'\|_2^2 + 2\|V\|_2^2 \\
    & \leq \frac{\alpha d}{2\sigma_{\min}} \max_{z,z' \in Z} \|z - z'\|_2^2 + 2\|V\|_2^2
\end{align*}
\]
where equality (i) uses the property of Rényi divergence between two Gaussian distributions (Gil et al., 2013) that is provided in the deferred proof of equation (56), and inequality (ii) uses the assumption that $\sigma_{\min}$ is the minimum eigenvalue of $AA^T$ (so that $AA^T \geq \sigma_{\min} I$). Because $y_s$ is a one-hot vector, $Vy_s$ returns a particular column of $V$ where the column index is aligned with the index of non-zero entry of $y_s$. Inequality (iii) picks the index $j^*$ from column vectors $[v_1, \ldots, v_J, \ldots, v_K] = V$ (if the label $y$ has $K$ classes) such that $j^* = \arg \max_i \sum_i [y_i]$. We denote $|v_{j^*}|$ as a vector taking absolute value of each entry in $v_{j^*}$. The final (iv) simply applies the triangle inequality and $\max_i \sum_i |v_{ij}| = ||V||_1$ (maximum absolute column sum of the matrix). The remainder of the proof is straightforward by changing $||z - z'||_2^2$ to $\max_z z \in \mathbb{Z} ||z - z'||_2^2$ in equation (32e) as the mechanism runs through all samples. Finally, setting $\frac{\alpha d}{\sigma_{\min}} (\max_i ||z - z'||_2^2 + 2||V||_1^2) = \varepsilon$ with substitutions of $L$ and $\tau$ gives the desired result.

Consequently, we connect the $\alpha$-Rényi divergence to differential privacy by presenting Corollary 4.

**Corollary 4.** The $(\frac{\alpha d}{\sigma_{\min}} (L^2 + 2\tau^2), \alpha)$ Rényi differential privacy mechanism also satisfies $(\frac{\alpha d}{\sigma_{\min}} (L^2 + 2\tau^2) + \frac{1}{\alpha} \log \frac{1}{\varepsilon}, \delta)$ differential privacy for any $\delta > 0$.

**Proof of Corollary 4.** The proof is an immediate result of proposition 3 in Minronov’s work (Mironov, 2017) when we set $\varepsilon = \frac{\alpha d}{\sigma_{\min}} (L^2 + 2\tau^2)$.

**Remark:** When having high privacy with small $\varepsilon$, we set $\sigma_{\min}$ to be large. This can be seen from the following relationship.

\[
D_f = \exp \left( (\alpha - 1)D_\alpha \right) \leq \exp \left( (\alpha - 1)\frac{\alpha d (L^2 + 2\tau^2)}{2\sigma_{\min}} \right) \leq b \tag{33a}
\]

\[
\Rightarrow \sigma_{\min} \geq \left[ \frac{\alpha(\alpha - 1)d(L^2 + 2\tau^2)}{2 \log b} \right]^+. \tag{33b}
\]

One intuitive relationship is that if $L$ is large (i.e. $\max_z z \in \mathbb{Z} ||z - z'||_2$ is large), the $\sigma_{\min}$ goes up with a quadratic growth rate with respect to $L$. Because large $L$ indicates $z$ is significantly distinct from $z'$, which requires a large variance of the noise (i.e. large $AA^T$) to obfuscate the original samples, $\sigma_{\min}$ also shrinks with logarithmic growth of $b$ when the privacy level is less stringent.

However we also notice that the eigenvalues of $AA^T$ cannot grow to infinity, as shown in Proposition 2.

**Proposition 2.** Suppose a dataset $Z$ with sample $z$, a $d$-dimensional vector, is normally distributed with parameters $\mathcal{N}(\mu, \Sigma)$, and there exists $A$ and $V$ such that $\text{Tr}(\Sigma^{-1}AA^T) \geq \frac{d}{\sigma_{\min}} \left( \max ||z - z'||_2^2 + 2||V||_1^2 \right)$ where $\sigma_{\min}$ is the minimum singular value of $AA^T$. Under our linear filter mechanism, when $E_D\left[D_\alpha(\mathcal{N}(\mu + Vy_s + Aw, \Sigma)|\mathcal{N}(\mu, \Sigma)) \right] \leq b$, then such a mechanism satisfies $(b, \alpha)$ Rényi differential privacy.
Proof of Proposition 2.

\[ b \geq \alpha \frac{1}{2} \mathbb{E} \left[ D_\alpha \left( \mathcal{N}(\mu + V y_s + A w, \Sigma) || \mathcal{N}(\mu, \Sigma) \right) \right] = \alpha \frac{1}{2} \mathbb{E} \left[ (V y_s + A w)^T \Sigma^{-1} (V y_s + A w) \right] \]  

(34a)

\[ = \alpha \frac{1}{2} \mathbb{E} \left[ \text{Tr} \left( \Sigma^{-1} (V y_s + A w)(V y_s + A w)^T \right) \right] \]  

(34b)

\[ = \alpha \frac{1}{2} \mathbb{E} \left[ \text{Tr} \left( \Sigma^{-1} (V y_s y_s^T V^T + V y_s w A^T + A w y_s^T V^T + A w w A^T) \right) \right] \]  

(34c)

\[ = \alpha \frac{1}{2} \text{Tr} \left[ \mathbb{E} \left( \Sigma^{-1} (V y_s y_s^T V^T + A w w A^T) \right) \right] \]  

(34d)

\[ = \alpha \frac{1}{2} \text{Tr} \left[ \mathbb{E} (\Sigma^{-1} V y_s y_s^T V^T) + \Sigma^{-1} A \mathbb{E} [w w A^T] A^T \right] \]  

(34e)

\[ = \alpha \frac{1}{2} \left( \mathbb{E} [\text{Tr} (y_s^T V^T \Sigma^{-1} V y_s)] + \text{Tr}(\Sigma^{-1} A A^T) \right) \]  

(34f)

\[ > 0, \text{as positive definite} \]

\[ \geq \alpha \frac{1}{2} \text{Tr}(\Sigma^{-1} A A^T) \]  

(34g)

\[ \geq \frac{\alpha d}{2 \sigma_{\min}} (\max ||z - z'||^2 + 2 ||V||_F^2) \]  

(34h)

The \( \sigma_{\min} \) is the minimum singular value of \( AA^T \) and \( f \) is some function mapping.

If \( \Sigma \) is a diagonal matrix, we want to find such an \( A \) that holds the following property that

\[ b \geq \alpha \frac{1}{2} \text{Tr}(\Sigma^{-1} A A^T) \geq \frac{\alpha d}{2 \sigma_{\min}} \text{Tr}(A A^T) = \frac{\alpha d}{2 \sigma_{\min}} ||A||_F, \]  

(35)

where \( \sigma_{\max} \) is the max singular value of \( \Sigma \). Thus, the eigenvalues of \( AA^T \) are upper bounded. Therefore, with a prescribed \( b \), a predetermined \( \alpha \), and known empirical covariance \( \Sigma \), we can learn a linear filter \( \Gamma = [A, V] \). Moreover, if \( A \) and \( V \) satisfies \( \frac{\alpha d}{2 \sigma_{\max}} ||A||_F \leq b \) and \( \text{Tr}(\Sigma^{-1} A A^T) \geq \frac{\alpha d}{\sigma_{\min}} (\max z, z' \in \mathcal{Z} ||z - z'||^2 + 2 ||V||_F^2) \), then we have \((b, \alpha) \) Rényi differential privacy.

6.5 Why does cross-entropy loss work

In this section, we explain the connection between cross-entropy loss and mutual information to give intuition for why maximizing the cross-entropy loss in our optimization reduces the correlation between released data and sensitive labels. Given that the encoder part of the VAE is fixed, we focus on the latent variable \( z \) for the remaining discussion in this section.

The mutual information between latent variable \( z \) and sensitive label \( y \) can be expressed as follows

\[ I(z; y) = \mathbb{E}_{q(z,y)} \left[ \log q(y|z) - \log q(y) \right] \]  

(36)

\[ = \mathbb{E}_{q(z,y)} \left[ \log q(y|z) - \log p(y|z) - \log q(y) + \log p(y|z) \right] \]  

(37)

\[ = \mathbb{E}_{q(y|z)q(z)} \left[ \log \frac{q(y|z)}{p(y|z)} \right] + \mathbb{E}_{q(z,y)}[\log p(y|z)] - \mathbb{E}_{q(y|z)q(y)}[\log q(y)] \]  

(38)

\[ \geq \mathbb{E}_{q(z,y)} \left[ \text{KL} (q(y|z)||p(y|z)) \right] + \mathbb{E}_{q(z,y)}[\log p(y|z)] + \text{H}(y) \]  

(39)

\[ \geq \mathbb{E}_{q(z,y)}[\log p(y|z)] + \text{H}(y), \]  

(40)

where \( q \) is the data distribution, and \( p \) is the approximated distribution, which is similar to the last logit layer of a neural network classifier. Then, the term \(-\mathbb{E}_{q(z,y)}[\log p(y|z)]\) is the cross-entropy loss \( \text{H}(q, p) \) (the corresponding negative log-likelihood is \(-\mathbb{E}_{q(z,y)}[\log p(y|z)]\)). In classification problems, minimizing the cross-entropy loss enlarges the value of \( \mathbb{E}_{q(z,y)}[\log p(y|z)] \). Consequently, this pushes the lower bound of \( I(z; y) \) in equation (40) as high as possible, indicating high mutual information.

However, in our robust optimization, we maximize the cross-entropy, thus, decreasing the value of \( \mathbb{E}_{q(z,y)}[\log p(y|z)] \) (more specifically, it is \( \mathbb{E}_{q(z,y)}[\log p(y|z)] \), given the mutual information we care about
is between the new representation ˜z and sensitive label y in our application). Thus, the bound of equation (40) has a lower value, which indicates the mutual information I(˜z; y) can be lower than before. Such observations can also be supported by the empirical results of mutual information shown in figure 9.

6.6 Dependency of filter properties and tail bounds

In terms of classifying private attributes, we claim that new perturbed samples ˜z become harder to classify correctly compared to the original samples z. To show this, we further simplify the setting by considering a binary classification case with data (z, y) ∈ R^d × {±1}. We consider linear classifiers θ^T ˜z using zero-one loss based on the margin penalty ξ > 0. More precisely, we define the loss ℓ_ξ(θ, (z, y)) = 1{θ^T ˜z ≤ ξ}. Then the expected loss

\[ L_ξ(θ; z) = E[ℓ_ξ(θ, (z, y))] = P(θ^T ˜z ≤ ξ). \] (41)

Recall that ˜z = z + Aw + V y_s, where y_s is the one-hot vector that represents y. We have the following expressions:

\[ P(θ^T ˜z ≤ ξ) = P(θ^T (z − Aw − V y_s)y ≤ ξ) \]

\[ = P(θ^T z − yθ^T Aw − yθ^TV y_s ≤ ξ) \]

\[ ≤ P\{θ^T ˜z ≤ ξ \} \cap \{ \min\{−θ^T Aw − θ^T v_1, θ^T Aw + θ^T v_2\} ≤ 0 \} \] (44)

\[ = P(θ^T z ≤ ξ) P(\min\{−θ^T Aw − θ^T v_1, θ^T Aw + θ^T v_2\} ≤ 0) \]

\[ ≤ P(θ^T z ≤ ξ) \max\{P(θ^T Aw ≥ −θ^T v_1), P(θ^T Aw ≤ −θ^T v_2)\} \]

\[ ≤ P(θ^T ˜z ≤ ξ) \exp\left(-\frac{||θ||_2^2\tau^2}{2θ^T AA^T θ}\right). \] (47)

The inequality (i) uses the fact that the matrix V multiplied by the one-hot vector y_s returns the column vector with index aligned with the non-zero entry in y_s. We explicitly write out column vector v_1, v_2 in this binary classification setting when y = ±1. The equality (ii) uses the fact that w is the independent noise when we express out y. The inequality (iii) uses the concentration inequality of sub-Gaussian random variables [Rigollet and Hütter (2015), Lemma 1.3]. Specifically, since E(θ^T Aw) = 0, we have P(θ^T Aw) ≤ exp(− ||θ||_2^2\tau^2), and P(θ^T Aw) ≤ exp(− (θ^T v_2)^2). We then apply the Cauchy-Schwarz inequality on θ^T v_1 (also on θ^T v_2) and let τ be the maximum l^2-norm of v_1 and v_2, i.e. τ = max(||v_1||_2, ||v_2||_2). Therefore, by rearranging equation (47) we show that

\[ P(θ^T ˜z ≤ ξ) ≥ P(θ^T z ≤ ξ) \left(\exp\left(-\frac{||θ||_2^2\tau^2}{2θ^T AA^T θ}\right)\right)^{-1} \Rightarrow L_ξ(θ; ˜z) ≥ L_ξ(θ; z). \] (48)

which indicates that classifying ˜z is harder than classifying z under 0-1 loss with the margin based penalty.

Remark: Inequality equation (47) provides an interesting insight that a large Frobenius norm of A, i.e. ||A||_F, gives higher loss on classifying new samples. To see why it holds, we apply the trick θ^T AA^T θ = Tr(θ^T AA^T θ) = Tr(AA^T θθ^T) = ||A||_F^2 Tr(θθ^T). Thus a large value of ||A||_F^2 pushes exp(− ||θ||_2^2||v||_2^2) to small values, which increases the L_ξ(θ; ˜z).

As mentioned in Nguyen et al. (2010) and Duchi et al. (2018), other convex decreasing loss functions that capture margin penalty can be surrogates of 0-1 loss, e.g. the hinge loss L(t) = (1 − t)_+ or logistic loss L(t) = log(1 + exp(−t)) where t = θ^T zy.

6.7 Experiment Details

All experiments were performed on Nvidia GTX 1070 8GB GPU with Python 3.7 and Pytorch 1.2.
6.7.1 VAE architecture

The MNIST dataset contains 60000 samples of gray-scale handwritten digits with size 28-by-28 pixels in the training set, and 10000 samples in the testing set. When running experiments on MNIST, we convert the 28-by-28 images into 784 dimensional vectors and construct a network with the following structure for the VAE:

\[
x \rightarrow \text{FC}(300) \rightarrow \text{ELU} \rightarrow \text{FC}(300) \rightarrow \text{ELU} \rightarrow \text{FC}(20) \text{(split } \mu \text{ and } \Sigma \text{ to approximate } q(z|x))
\]

\[
z \rightarrow \text{FC}(300) \rightarrow \text{ELU} \rightarrow \text{FC}(300) \rightarrow \text{ELU} \rightarrow \text{FC}(784).
\]

The UCI-Adult data contains 48842 samples with 14 attributes. Because many attributes are categorical, we convert them into a one-hot encoding version of the input. We train a VAE with the latent dimension of 10 (both mean and variance with dimension of 10 for each) with two FC layers and ELU activation functions for both encoder and decoder.

The UCI-abalone data has 4177 samples with 9 attributes. We pick sex and ring as private and utility labels, leaving 7 attributes to compress down. The VAE is just single linear layer with 4 dimensional output of embedding, having 4-dimensional mean and variance accordingly.

The aligned CelebA dataset contains 202599 samples. We crop each image down to 64-by-64 pixels with 3 color (RGB) channels and pick the first 182000 samples as the training set and leave the remainder as the testing set. The encoder and decoder architecture for CelebA experiments are described in Table 6 and Table 7.

Table 6: Encoder Architecture in CelebA experiments. We use the DenseNet (Huang et al., 2017b) architecture with a slight modification to embed the raw images into a compact latent vector, with growth rate \( m = 12 \) and depth \( k = 82 \)

| Name             | Configuration                                                                 | Replication |
|------------------|-------------------------------------------------------------------------------|-------------|
| initial layer    | conv2d=(3, 3), stride=(1, 1), padding=(1, 1), channel in = 3, channel out = 2m | 1           |
| dense block 1    | batch norm, relu, conv2d=(1, 1), stride=(1, 1), growth rate = \( m \), channel in = \( 2m \) | 12          |
| transition block 1 | batch norm, relu, conv2d=(1, 1), stride=(1, 1), average pooling=(2, 2), channel in = \( \frac{k-4}{6}m + 2m \), channel out = \( \frac{k-4}{12}m + m \) | 1           |
| dense block 2    | batch norm, relu, conv2d=(1, 1), stride=(1, 1), growth rate = \( m \), channel in = \( \frac{k-4}{12}m + m \) | 12          |
| transition block 2 | batch norm, relu, conv2d=(1, 1), stride=(1, 1), average pooling=(2, 2), channel in = \( \frac{k-4}{6}m + \frac{(k-4)}{12}m + m \), channel out = \( \frac{k-4}{12}m + \frac{(k-4)}{24}m + m \) | 1           |
| dense block 3    | batch norm, relu, conv2d=(1, 1), stride=(1, 1), growth rate = \( m \), channel in = \( \frac{1}{2} \left( \frac{k-4}{6}m + \frac{(k-4)}{12}m + m \right) \) | 12          |
| transition block 3 | batch norm, relu, conv2d=(1, 1), stride=(1, 1), average pooling=(2, 2), channel in = \( \frac{1}{2} \left( \frac{k-4}{6}m + \frac{(k-4)}{12}m + m \right) + \frac{(k-4)}{24}m \), channel out = \( \frac{1}{2} \left( \frac{k-4}{6}m + \frac{(k-4)}{12}m + m \right) + \frac{(k-4)}{12}m \) | 1           |
| output layer     | batch norm, fully connected 100                                              | 1           |
Table 7: Decoder Architecture in CelebA experiments.

| Name        | Configuration                        | Replication |
|-------------|--------------------------------------|-------------|
| initial layer | fully connected 4096                | 1           |
| reshape block | resize 4096 to 256 × 4 × 4         | 1           |
| decode block | conv transpose=(3, 3), stride=(2, 2), padding=(1, 1), outpadding=(1, 1), relu, batch norm | 4           |
| decoder block | conv transpose=(5, 5), stride=(1, 1), padding=(2, 2) | 1           |

6.7.2 Filter Architecture

We use a generative linear filter throughout our experiments. In the MNIST experiments, we compressed the latent embedding down to a 10-dim vector. For MNIST Case 1, we use a 10-dim Gaussian random vector \( w \) concatenated with a 10-dim one-hot vector \( y_s \) representing digit id labels, where \( w \sim \mathcal{N}(0, I) \) and \( y_s \in \{0, 1\}^{10} \). We use the linear filter \( \Gamma \) to ingest the concatenated vector and add the corresponding output to the original embedding vector \( z \) to yield \( \tilde{z} \). Thus the mechanism is

\[
\tilde{z} = f(z, w, y) = z + \Gamma \begin{bmatrix} w \\ y_s \end{bmatrix},
\]

(49)

where \( \Gamma \in \mathbb{R}^{10 \times 20} \) is a matrix. For MNIST Case 2, we use a similar procedure except the private label \( y \) is a binary label (i.e. digit value \( \geq 5 \) or not). Thus, the corresponding one-hot vector is 2-dimensional. Since we keep \( w \) to be a 10-dimensional vector, the corresponding linear filter \( \Gamma \) is a matrix in \( \mathbb{R}^{10 \times 12} \).

In the experiment of CelebA, we create the generative filter following the same methodology in equation (49), with some changes on the dimensions of \( w \) and \( \Gamma \) because images of CelebA are bigger than MNIST digits.\(^4\) Specifically, we set \( w \in \mathbb{R}^{50} \) and \( A \in \mathbb{R}^{50 \times 52} \).

6.7.3 Adversarial classifiers

In the MNIST experiments, we use a small architecture consisting of neural networks with two fully connected layers and an exponential linear unit (ELU) to serve as the privacy classifiers, respectively. The specific structure of the classifier is depicted as follows:

\[
z \text{ or } \tilde{z} \rightarrow \text{FC}(15) \rightarrow \text{ELU} \rightarrow \text{FC}(y)\text{[ or FC}(u)\text{]}.\]

We use linear classifier for UCI-adults and UCI-abalone with input dimension of 10 and 4 which aligns with the embedding dimensions respectively. In the CelebA experiments, we construct a two-layered neural network as follows:

\[
z \text{ or } \tilde{z} \rightarrow \text{FC}(60) \rightarrow \text{ELU} \rightarrow \text{FC}(y)\text{[ or FC}(u)\text{]}.\]

The classifiers ingest the embedded vectors and output unnormalized logits for the private label or utility label. The classification results of CelebA can be found in Table 4.

6.7.4 Other hyper-parameters

When we first train the VAE type models using loss function in equation (14), we pick multiple values such as \( \gamma = \{0.01, 0.1, 1, 10, 100\} \), \( \kappa = \{1, 10\} \), and \( C_L = \{2, 4, 6\} \) to evaluate the performance. A combination of \( \gamma = 0.1, \kappa = 1, C_L = 4 \) yields the smallest loss among all the options.

In the min-max training using the objective in equation (15), we pick multiple betas (\( \beta = \{0.1, 0.5, 1, 2, 4\} \)) and report the results when \( \beta = 2 \) (in MNIST and CelebA) and \( \beta = 1 \) (in UCI-Adult and UCI-abalone) because this gives the largest margin between accuracy of utility label and accuracy.

\(^4\)We use a VAE type architecture to compress the image down to a 100 dimensional vector, then enforce the first 50 dimensions as the mean and the second 50 dimensions as the variance.
of private label [e.g. highest \((acc_u - acc_y)\)]. We also used the relaxed soft constraints mentioned in equation (17) by setting \(\lambda_1 = \lambda_2 = 1000\) and divide them in halves every 500 epochs with a minimum clip value of 2. We train 1000 epochs for MNIST, UCI-Adult, and UCI-abalone, and 10000 epochs for CelebA.

We use Adam optimizer (Kingma and Ba, 2014) throughout the experiments with learning rate 0.001 and batch size 128 for MNIST, UCI-Adult and UCI-abalone. In CelebA experiment, the learning rate is 0.0002 and the batch size is 24.

6.7.5 Distributed training setting

This section provides a more detailed look into how our scheme can be run in a local and distributed fashion through an example experiment on the MNIST dataset with 2 independent users. The first user adopts the label of digit \(\geq 5\) or not as private and odd or even as the utility label. The second user prefers the opposite and wishes to privatize odd or even and maintain \(\geq 5\) or not as the utility label.

We first partition the MNIST dataset into 10 equal parts where the first part belongs to one user and the second part belongs to the other user. The final eight parts have already been made suitable for public use either through privatization or because they do not contain information that their original owners have considered sensitive. Each part is then encoded into their 10-dimensional representations and passed onto the two users for the purpose of training an appropriate classifier rather than one trained on a single user’s biased dataset. Since the data is already encoded into its representation, the footprint is very small when training the classifiers. Then, the generative filter for each user is trained separately and only on the single partition of personal data. Meanwhile, the adversarial and utility classifiers for each user are trained separately and only on the 8 parts of public data combined with the one part of personal data. The final result is 2 generative filters, one for each user, that correspond to their own choice of private and utility labels. After privatization through use of the user specific filters, we can evaluate the classification accuracy on the private and utility labels as measured by adversaries trained on the full privatized dataset, which is the combination of each users privatized data.

6.8 More results of MNIST experiments

In this section, we illustrate detailed results for the MNIST experiment when we set whether the digit is odd or even as the utility label and whether the digit is greater than or equal to 5 as the private label. We first show samples of raw images and privatized images in Figure 6. We show the classification accuracy and its sensitivity in Figure 7. Furthermore, we display the geometry of the latent space in Figure 8.

In addition to the classification accuracy, we evaluate the mutual information, to confirm that our generative filter indeed decreases the correlation between released data and private labels, as shown in Figure 9.

6.8.1 Utility of Odd or Even

We present some examples of digits when the utility is an odd or even number (Figure 6). The confusion matrix in Figure 7(a) shows that false positive rate and false negative rate are almost equivalent, indicating the perturbation resulting from the filter doesn’t necessarily favor one type (pure positive or negative) of samples. Figure 7(b) shows that the generative filter, learned through minmax robust optimization, outperforms the Gaussian mechanism under the same distortion budget. The Gaussian mechanism reduces the accuracy of both private and utility labels, whereas the generative filter can maintain the accuracy of the utility while decreasing the accuracy of the private label, as the distortion budget goes up.

Furthermore, the distortion budget prevents the generative filter from distorting non-target attributes too severely. This budget allows the data to retain some information even if it is not specified in the filter’s loss function. Figure 7(c) shows the classification accuracy with the added non-target label of circle from MNIST case 1.
Figure 6: **MNIST case 2**: Visualization of digits pre- and post-noise injection and adversarial training. We discover that some large-valued digits ($\geq 5$) are randomly switched to low-valued ($< 5$) digits (or vice versa) while some even digits remain even digits and odd digits remain as odd digits.

Figure 7: **MNIST case 2**: Figure 7(a) shows the false positive and false negative rates for classifying the private label when the distortion budget is 3 in KL-divergence. The Figure 7(b) shows that when we use the generative adversarial filter, the classification accuracy of private labels drops from 95% to almost 65% as the distortion increases, while the utility label can still maintain close to 90% accuracy throughout. Meanwhile, the additive Gaussian noise performs worse because it yields higher accuracy on the private label and lower accuracy on the utility label, compared to the generative adversarial filter. Figure 7(c) shows how non-target attributes not included in the filter’s loss function (circle) can still be preserved due to the distortion budget restricting noise injection. The error bars show the standard error over a batch of 10 samples.
Figure 8: **MNIST case 2**: Visualization of the perturbed latent geometry. We discover that 0 is closer to 6, compared with the original latent geometry in Figure 4(a), a finding that indicates that it would be more difficult to distinguish which of those two digits is larger than or equal to five, even though both are even digits.

### 6.8.2 Empirical Mutual information

We use the empirical mutual information (Gao et al., 2015) to verify if our new perturbed data is less correlated with the sensitive labels from an information-theoretic perspective. The empirical mutual information is clearly decreased as shown in Figure 9, a finding that supports our generative adversarial filter can protect the private label given a certain distortion budget.

![Mutual Information Graphs](image)

(a) Digit identity as the private label 
(b) Large- or small-value as the private label

Figure 9: Mutual information between the perturbed embedding and the private label decreases as the distortion budget grows, for both MNIST case 1 and case 2.

### 6.9 Additional information on CelebA experiments

#### 6.9.1 Comments on comparison of classification accuracy

We notice that our classification results on utility label (smiling) in the CelebA experiment perform worse than the state of the art classifiers presented in Liu et al. (2015) and Torfason et al. (2016). However, the main purpose of our approach is not building the best image classifier, but getting a baseline of a comparable performance on original data without the noise perturbation. Instead of constructing a large feature vector (through convolution, pooling, and non-linear activation operations), we compress a facial image down to a 50-dimension vector as the embedding. We make the perturbation through a generative filter to yield a vector with the same dimensions. Finally, we construct a neural network with
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two fully-connected layers and an elu activation after the first layer to perform the classification task. We believe the deficit of the accuracy is because of the compact dimensionality of the representations and the simplified structure of the classifiers. We expect that a more powerful state of the art classifier trained on the released private images will still demonstrate the decreased accuracy on the private labels compared to the original non-private images while maintaining higher accuracy on the utility labels. This hypothesis is supported by the empirically measured decrease in mutual information demonstrated in section 6.8.2.

6.9.2 More examples of CelebA

In this part, we illustrate more examples of CelebA faces yielded by our generative adversarial filter (Figures 11, 12, and 13). We show realistic looking faces generated to privatize the following labels: attractive, eyeglasses, and wavy hair, while maintaining smiling as the utility label. The blurriness of the images is typical of state of the art VAE models because of the compactness of the latent representation (Higgins et al., 2017; Dupont, 2018). The blurriness is not caused by the privatization procedure but by the encoding and decoding steps as demonstrated in Figure 10.

Figure 10: Visualizing raw samples (on left) and encoded-decoded samples (on right) from a trained VAE with the Lipschitz smoothness.

Figure 11: Sampled images. We find some non-attractive faces switch to attractive faces and some attractive looking images are changed into non-attractive, from left Figure 11(a) to right Figure 11(b).

6.10 Deferred equations

In this section, we describe the $f$-divergence between two Gaussian distributions. The characterization of such a divergence is often used in previous derivations.
Figure 12: Sampled images. We find some faces with eyeglasses are switched to non-eyeglasses faces and some non-eyeglasses faces are changed into eyeglasses-wearing faces, from left figure 12(a) to right figure 12(b).

Figure 13: Sampled images. We discover that some faces with wavy hair switch to images with non-wavy hair after our filter’s perturbation (and vice versa), from left figure 13(a) to right figure 13(b).
6.10.1 Rényi divergence between Gaussian distributions

\(\alpha\)-Rényi divergence between two multivariate Gaussians [Gil et al. (2013) and Hero et al. (2001), Appendix Proposition 6]:

\[
D_\alpha(p_i||p_j) = \frac{\alpha}{2}(\mu_i - \mu_j)^T \Sigma^{-1}_\alpha(\mu_i - \mu_j) - \frac{1}{2(\alpha - 1)} \log \left( \frac{\Sigma_\alpha}{\sqrt{|\Sigma_i|^{1-\alpha}|\Sigma_j|^{\alpha}}} \right),
\]

(50)

where \(\Sigma_\alpha = \alpha \Sigma_j + (1 - \alpha) \Sigma_i\) and \(\alpha \Sigma_j^{-1} + (1 - \alpha) \Sigma_i^{-1} > 0\) is positive definite.

We give a specific example of two Gaussian distributions \(p\) and \(q\) that are \(\mathcal{N}(\mu_1, \Sigma)\) and \(\mathcal{N}(\mu_2, \Sigma)\) respectively. Letting \(E_{\mu_2}\) denote expectation over \(x \sim \mathcal{N}(\mu_2, \Sigma)\), we then have

\[
D_\alpha(p||q) = \frac{1}{\alpha - 1} \log \int \left( \frac{p(x)}{q(x)} \right)^\alpha q(x)dx
\]

(51)

\[
= \frac{1}{\alpha - 1} \log E_{\mu_2} \left[ \exp \left( -\alpha \frac{1}{2} (x - \mu_1)^T \Sigma^{-1}_\alpha (x - \mu_1) + \frac{\alpha}{2} (x - \mu_2)^T \Sigma^{-1}_\alpha (x - \mu_2) \right) \right]
\]

(52)

\[
= \frac{1}{\alpha - 1} \log E_{\mu_2} \left[ \exp \left( -\alpha \frac{1}{2} (\mu_1 - \mu_2)^T \Sigma^{-1}_\alpha (\mu_1 - \mu_2) + \alpha (\mu_1 - \mu_2)^T \Sigma^{-1}_\alpha (x - \mu_2) \right) \right]
\]

(53)

\[
= \frac{1}{\alpha - 1} \log \left( \exp \left[ -\frac{1}{2} (\mu_1 - \mu_2)^T \Sigma^{-1}_\alpha (\mu_1 - \mu_2) + \frac{\alpha}{2} (\mu_1 - \mu_2)^T \Sigma^{-1}_\alpha (\mu_1 - \mu_2) \right] \right)
\]

(54)

\[
= \frac{1}{\alpha - 1} \left( \frac{\alpha - 1}{2} \right) (\mu_1 - \mu_2)^T \Sigma^{-1}_\alpha (\mu_1 - \mu_2)
\]

(55)

\[
= \frac{1}{2} (\mu_1 - \mu_2)^T \Sigma^{-1}_\alpha (\mu_1 - \mu_2)
\]

(56)

where equality (i) uses the relationship \(-(x - a)^2 + (x - b)^2 = -(a - b)^2 + 2(a - b)(x - b)\) and equality (ii) uses a linear transformation of Gaussian random variables \((\mu_1 - \mu_2)^T \Sigma^{-1}_\alpha (x - \mu_2) \sim \mathcal{N}(0, (\mu_1 - \mu_2)^T \Sigma^{-1}_\alpha (\mu_1 - \mu_2))\).