Characteristic Polynomials and Eigenvalues for Certain Classes of Pentadiagonal Matrices
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Abstract: There exist pentadiagonal matrices which are diagonally similar to symmetric matrices. In this work we describe explicitly the diagonal matrix that gives this transformation for certain pentadiagonal matrices. We also consider particular classes of pentadiagonal matrices and obtain recursive formulas for the characteristic polynomial and explicit formulas for their eigenvalues.
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1. Introduction

Tridiagonal and pentadiagonal matrices appear in several areas of mathematics and engineering, specially involving linear systems of differential equations. In [1], the authors give necessary and sufficient conditions for a matrix to be diagonally similar to a symmetric matrix. For tridiagonal matrices, the explicit construction of the diagonal matrix involved in this similar transformation is given in [2]. There are several results concerning different types of tridiagonal matrices and the obtaining of their eigenvalues and eigenvectors, see for instance [3] and [4] and the references therein. In the case of pentadiagonal matrices, there are many articles concerning algorithms for solving systems of equations associated with them. Among these works, we mention [5–12]. Furthermore, there are some results for particular cases of pentadiagonal matrices. In [13], the author gives a recurrence formula for the determinant of pentadiagonal matrices \( A = (A_{ij}) \), such that \( A_{ij} \neq 0 \) for \( |i - j| = 1 \). In [14], an algorithm is given to find the determinant of pentadiagonal matrices satisfying \( A_{ij+2} \neq 0 \). In [15], the author shows that the characteristic polynomial for such matrices is the product of two polynomials given in terms of Chebyshev polynomials. In [16], the authors study pentadiagonal Toeplitz matrices and give determinantal identities for the symmetric and skew-symmetric cases. In [17] and [18], banded Toeplitz matrices are studied and, in particular, results on particular banded pentadiagonal Toeplitz matrices are obtained.

Since every \( 3 \times 3 \) matrix is a pentadiagonal one, it is clear that not every pentadiagonal matrix is similar to a symmetric matrix. In this work, we consider two classes of pentadiagonal matrices and obtain recursive formulas for the characteristic polynomials and explicit formulas for the eigenvalues of these classes of pentadiagonal matrices. The paper is organized as follows: in Section 2, we present two classes of pentadiagonal matrices and show explicitly that these matrices are similar to symmetric pentadiagonal ones. In Section 3 we obtain recursive formulas for the characteristic polynomials of this
type of matrices and a result regarding their eigenvalues. In Section 4, we consider special subclasses of pentadiagonal matrices and, using the results of Section 3, we show their eigenvalues and provide some results on the nullity and spectral radius of these matrices.

Let $\mathbb{M}_n(\mathbb{R})$ be the set of square matrices of order $n$ with real entries and let $S \subset \mathbb{M}_n(\mathbb{R})$ be the set of symmetric matrices. We denote the $(i,j)$ entry of a matrix $A$ by $A_{i,j}$, and in some cases, to avoid confusion, we will use the notation $[A]_{i,j}$. The highest integer lower than or equal to $x$ will be denoted by $\lfloor x \rfloor$. A matrix $A \in \mathbb{M}_n(\mathbb{R})$ is called a pentadiagonal matrix if $A_{i,j} = 0$ whenever $|i - j| > 2$. The class of pentadiagonal matrices, denoted by $P_n$, consists of matrices of the form

$$A = \begin{pmatrix} a_1 & b_1 & d_1 & 0 & \ldots & 0 \\ c_1 & a_2 & b_2 & d_2 & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & 0 \\ 0 & \ldots & \ldots & \ldots & c_{n-1} & b_{n-1} \\ 0 & \ldots & 0 & c_{n-2} & a_n \end{pmatrix}.$$  

We will distinguish two subclasses of pentadiagonal matrices, namely:

$$C_1 = \left\{ A \in P_n : b_{2i} = c_{2i} = d_{2i-1} = e_{2i-1} = 0, \text{ for } i = 1, 2, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor \right\}$$

and

$$C_2 = \left\{ A \in P_n : b_{2i-1} = c_{2i-1} = d_{2i} = e_{2i} = 0, \text{ for } i = 1, 2, \ldots, \frac{n}{2} \right\}.$$ 

For a real symmetric matrix $A = (A_{i,j})$ of order $n$, the non-directed graph $G(A)$ associated to $A$ consists of vertices $\{1, 2, \ldots, n\}$ and edges $\{i,j\}$ for which $i \neq j$ and $A_{i,j}A_{j,i} \neq 0$. The matrix $A$ is acyclic if $G(A)$ has no cycles.

2. Pentadiagonal Matrices Similar to Symmetric Matrices

In [1], the authors give necessary and sufficient conditions for a matrix $A = (A_{i,j})$ to be diagonally similar to a symmetric matrix, namely

$$A_{i,j} \neq 0 \text{ implies } A_{j,i} \neq 0,$$

and for any sequence of integers $i_1, \ldots, i_r$ such that $1 \leq i_k \leq n$, $k = 1, \ldots, r$ the following holds

$$A_{i_1,i_2}A_{i_2,i_3}\ldots A_{i_{r-1},i_r}A_{i_r,i_1} = A_{i_1,i_2}A_{i_2,i_3}\ldots A_{i_{r-1},i_r}A_{i_r,i_1}.$$

The construction of the diagonal matrix for the case of tridiagonal matrices is done in [2]. For acyclic matrices is given in [19] and [20]. In the following theorem we impose conditions to matrices $A \in C_1 \cup C_2$ and give the explicit construction of a diagonal matrix $D$ such that $DAD^{-1}$ is a symmetric pentadiagonal matrix.

**Theorem 1.** Let $A \in C_1 \cup C_2$. If any of the following conditions holds:

(i) $A \in C_1$ satisfies $b_ic_i > 0$ or $b_i = c_i = 0$, for $i = 1, \ldots, n - 1$;

(ii) $A \in C_2$ satisfies $d_ie_i > 0$ or $d_i = e_i = 0$, for $i = 1, \ldots, n - 2$,

then $A$ is similar to a symmetric pentadiagonal matrix.

**Proof.** Under assumptions (i) or (ii), $A$ satisfies conditions (1) and (2), therefore the existence of $D$ is guaranteed. If $b_ic_i > 0$ (respectively $d_ie_i > 0$) then the sign of $b_i$ and $c_i$ (respectively $d_i$ and $e_i$) are
the same. Furthermore, if \( b_i = 0 \) (respectively if \( d_i = 0 \)) then \( c_i = 0 \) (respectively \( e_i = 0 \)). We define \( \sigma_i \) (respectively \( \tau_i \)) in the following manner:

\[
\sigma_i = \begin{cases} 
1, & \text{if } b_i > 0; \\
0, & \text{if } b_i = 0; \\
-1, & \text{if } b_i < 0,
\end{cases} \quad \text{and} \quad \tau_i = \begin{cases} 
1, & \text{if } d_i > 0; \\
0, & \text{if } d_i = 0; \\
-1, & \text{if } d_i < 0.
\end{cases}
\]

We will consider each condition separately. Assume \( A \) satisfies condition (i). We will prove that \( A \) is similar to a symmetric pentadiagonal matrix \( R_n \) of order \( n \) of the form:

- If \( n \) is even:

\[
R_n = \begin{pmatrix}
a_1 & \sqrt{e_1} & 0 & 0 & \cdots & 0 \\
\sqrt{e_1} & a_2 & \sqrt{e_2} & 0 & \cdots & 0 \\
0 & \sqrt{e_2} & a_3 & \sqrt{e_3} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \sqrt{e_{n-1}} & a_{n-1} & \sqrt{e_n} \\
0 & \cdots & 0 & \sqrt{e_{n-1}} & a_{n-1} & a_n
\end{pmatrix}
\]

(3)

- If \( n \) is odd:

\[
R_n = \begin{pmatrix}
R_{n-1} & 0 \\
0 & a_n
\end{pmatrix},
\]

where \( R_{n-1} \) is of the form (3).

Let \( D = \text{diag}\{a_1, a_2, \ldots, a_n\} \) be the diagonal matrix whose diagonal entries are given, recursively, by:

\[
\begin{align*}
a_1 &= 1; \\
n_k &= \sqrt{\frac{b_{2k-1}}{e_{2k-1}}} a_{2k-1}, & & \text{for } k = 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor; \\
n_k &= \sqrt{\frac{d_{2k}}{e_{2k}}} a_{2k}, & & \text{for } k = 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor - 1; \\
a_n &= 1, & & \text{if } n \text{ is odd.}
\end{align*}
\]

In the previous formula:

- If \( b_{2j-1} = c_{2j-1} = 0 \) for some \( j \), then we replace \( a_{2j} = a_{2j-1} = \sqrt{\frac{d_{2j-2}}{e_{2j-2}}} a_{2j-2} \).

- If \( d_{2j} = c_{2j} = 0 \) for some \( j \), then we replace \( a_{2j+1} = \sqrt{\frac{c_{2j+1}}{b_{2j+1}}} a_{2j} \).

Consider now \( X = DAD^{-1} \). Then \( X = (X_{ij}) = (a_i a_j^{-1}) \), where

- If \( i \) is odd, then

\[
A_{ij} = \begin{cases} 
\alpha_i, & \text{if } j = i; \\
b_i, & \text{if } j = i + 1; \\
0, & \text{elsewhere,}
\end{cases} \quad \text{and} \quad [R_n]_{ij} = \begin{cases} 
\alpha_i, & \text{if } j = i; \\
\sqrt{e_i} a_i, & \text{if } j = i + 1; \\
0, & \text{elsewhere.}
\end{cases}
\]

- If \( i \) is even, then

\[
A_{ij} = \begin{cases} 
e_{i-2}, & \text{if } j = i - 2; \\
\tau_{i-1}, & \text{if } j = i - 1; \\
\alpha_i, & \text{if } j = i; \\
\sqrt{d_i} a_i, & \text{if } j = i + 2; \\
0, & \text{elsewhere,}
\end{cases} \quad \text{and} \quad [R_n]_{ij} = \begin{cases} 
\tau_{i-2} \sqrt{d_i e_{i-2}}, & \text{if } j = i - 2; \\
\tau_{i-1} \sqrt{b_i e_{i-1}}, & \text{if } j = i - 1; \\
\alpha_i, & \text{if } j = i; \\
\tau_i \sqrt{d_i e_i}, & \text{if } j = i + 2; \\
0, & \text{elsewhere.}
\end{cases}
\]
Then we obtain:

(a) If $i$ is odd, then

$$X_{i,i} = a_i = [R_n]_{i,i}, \quad \text{and} \quad X_{i,i+1} = a_i b_i a_{i+1}^{-1} = a_i b_i \sqrt{\frac{c_i}{b_i}} a_{i+1}^{-1} = c_i \sqrt{b_i c_i} = [R_n]_{i,j+1}.$$ 

(b) If $i$ is even, then

$$X_{i,i-2} = a_i c_{i-2} a_{i-1}^{-1} = \sqrt{\frac{b_{i-1}}{c_{i-1}}} \sqrt{\frac{d_{i-2}}{e_{i-2}}} \sqrt{\frac{c_{i-1}}{b_{i-1}}} a_{i-2} a_{i-1}^{-1} = \tau_{i-2} \sqrt{d_{i-1} e_{i-2}} = [R_n]_{i,i-2},$$

$$X_{i,i-1} = a_i c_{i-1} a_{i-1}^{-1} = \sqrt{\frac{b_{i-1}}{c_{i-1}}} a_{i-1} c_{i-1} a_{i-1}^{-1} = \tau_{i-1} \sqrt{b_{i-1} c_{i-1}} = [R_n]_{i,i-1},$$

$$X_{i,i} = a_i a_i a_i^{-1} = [R_n]_{i,i},$$

$$X_{i,i+2} = a_i d_i a_{i+2}^{-1} = a_i \sqrt{\frac{c_{i+1}}{b_{i+1}}} \sqrt{\frac{d_{i+1}}{e_{i+1}}} \sqrt{\frac{b_{i+1}}{c_{i+1}}} a_{i+1}^{-1} = \tau_i \sqrt{d_i e_i} = [R_n]_{i,i+2}.$$ 

Therefore $X = R_n$ and $A$ is similar to a symmetric pentagonal matrix.

Assume now that $A$ satisfies condition (ii). We will prove that $A$ is similar to a symmetric matrix $T_n$ of the form:

- If $n$ is odd:

$$T_n = \begin{pmatrix}
    a_1 & 0 & \frac{\tau_1 \sqrt{d_1}}{c_1} & 0 & \ldots & 0 \\
    0 & a_2 & 0 & \tau_2 \sqrt{d_2} c_2 & 0 & \ldots \\
    \frac{\tau_1 \sqrt{d_1}}{c_1} & 0 & a_3 & 0 & \tau_3 \sqrt{d_3} c_3 & 0 & \ldots \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots \\
    0 & \ldots & 0 & \tau_{n-2} \sqrt{d_{n-2}} c_{n-2} & a_{n-1} & 0 & \tau_{n-1} \sqrt{d_{n-1}} c_{n-1} & 0 \\
    0 & \ldots & 0 & 0 & a_n & \tau_{n-1} \sqrt{d_{n-1}} c_{n-1} & \ldots & \ldots & a_n
\end{pmatrix}$$

(4)

- If $n$ is even:

$$T_n = \begin{pmatrix}
    T_{n-1} & 0 \\
    0 & a_n
\end{pmatrix}$$

where $T_{n-1}$ is of the form (4).

Let $D = \text{diag}\{\beta_1, \beta_2, \ldots, \beta_n\}$ be the diagonal matrix defined by:

$$\beta_1 = 1;$$

$$\beta_{2k} = \sqrt{\frac{d_{2k-1}}{c_{2k-1}}} \sqrt{\frac{c_{2k}}{b_{2k}}} \beta_{2k-1}, \quad \text{for} \quad k = 1, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor;$$

$$\beta_{2k+1} = \sqrt{\frac{b_{2k}}{c_{2k}}} \beta_{2k}, \quad \text{for} \quad k = 1, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor;$$

$$\beta_n = 1, \quad \text{if} \quad n \text{ is even.}$$

In the previous formula:

- If $b_{2j} = c_{2j} = 0$ for some $j$, then we replace $\beta_{2j+1} = \beta_{2j} = \sqrt{\frac{d_{2j-1}}{c_{2j-1}}} \beta_{2j-1}.$

- If $d_{2j-1} = c_{2j-1} = 0$ for some $j$, then we replace $\beta_{2j} = \sqrt{\frac{c_{2j}}{b_{2j}}} \beta_{2j-1}.$

Analogously to case (i), we obtain $DAD^{-1} = T_n$ and the proof is complete.
Corollary 1. If $A$ is a pentadiagonal matrix under the hypothesis of Theorem 1, then all the eigenvalues of $A$ are real and $A$ is diagonalizable.

Example 1. Consider the pentadiagonal matrix,

$$A = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 \\
3 & 2 & -2 & 0 & 0 \\
0 & 0 & -1 & -2 & 0 \\
0 & -1 & -5 & 3 & 0 \\
0 & 0 & 0 & 0 & 27 \\
0 & 0 & 0 & 5 & 7
\end{pmatrix}.$$  

Since $A$ satisfies the conditions of Theorem 1, it is similar to the symmetric pentadiagonal matrix

$$B = \begin{pmatrix}
1 & \sqrt{3} & 0 & 0 & 0 \\
\sqrt{3} & 2 & 0 & -\sqrt{2} & 0 \\
0 & 0 & -1 & -\sqrt{10} & 0 \\
0 & -\sqrt{2} & -\sqrt{10} & 3 & \sqrt{20} \\
0 & 0 & 0 & 0 & 27 \\
0 & 0 & 0 & \sqrt{20} & 7
\end{pmatrix},$$

by the diagonal matrix $D = \text{diag} \{1, \sqrt{3}, \sqrt{5}, \sqrt{2}, \sqrt{8}, \sqrt{15}, \sqrt{15}\}$.

Remark 1. The pentadiagonal matrices of Theorem 1 are, in general, not similar by permutation to tridiagonal matrices. In fact, the graph associated to a pentadiagonal matrix considered in Theorem 1 is a caterpillar, while the graph associated to a tridiagonal matrix is a path. Since a caterpillar is, in general, not a path, the problem of finding a symmetric matrix similar to a given pentadiagonal matrix one, is not equivalent to the related problem regarding tridiagonal matrices.

3. On Characteristic Polynomials

In this section we give recursive formulas for the characteristic polynomials of the considered matrices.

Let $A_n \in \mathcal{C}_1 \cap \mathcal{S}$ and $B_n \in \mathcal{C}_2 \cap \mathcal{S}$, i.e.,

$$A_n = \begin{pmatrix}
a_1 & b_1 & 0 & 0 & 0 & \cdots & 0 \\
b_1 & a_2 & d_2 & 0 & 0 & \cdots & 0 \\
0 & a_3 & b_3 & d_3 & 0 & \cdots & 0 \\
0 & d_3 & b_3 & a_5 & d_5 & \cdots & 0 \\
0 & 0 & 0 & a_5 & b_5 & \cdots & 0 \\
0 & 0 & 0 & d_5 & b_5 & a_6 & \cdots \\
\vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & 0 & 0 & \cdots & a_{n-2} & 0 & d_{n-2} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & a_{n-1} & b_{n-1} \\
0 & 0 & 0 & 0 & 0 & \cdots & d_{n-2} & b_{n-1} & a_n
\end{pmatrix} \quad \text{and} \quad B_n = \begin{pmatrix}
a_1 & 0 & d_1 & 0 & 0 & \cdots & 0 \\
0 & a_2 & b_2 & 0 & 0 & \cdots & 0 \\
0 & d_2 & a_3 & b_3 & 0 & \cdots & 0 \\
0 & 0 & d_3 & a_5 & b_5 & \cdots & 0 \\
0 & 0 & 0 & a_5 & b_5 & \cdots & 0 \\
0 & 0 & 0 & 0 & a_6 & \cdots & 0 \\
\vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & 0 & 0 & \cdots & a_{n-2} & 0 & d_{n-2} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & a_{n-1} & b_{n-1} \\
0 & 0 & 0 & 0 & 0 & \cdots & d_{n-2} & b_{n-1} & a_n
\end{pmatrix},$$

where the entries $b_{n-1}$ and $d_{n-2}$ are equal to zero according to the parity of the order of each matrix.
Proposition 1. Let $P_0(\lambda) = 1$. The characteristic polynomial $P_n(\lambda)$ of $A_n$ is given by the recursion formula:

\[ P_1(\lambda) = (a_1 - \lambda), \]
\[ P_2(\lambda) = (a_2 - \lambda)(a_1 - \lambda) - b_1^2, \]
\[ P_n(\lambda) = \left\{ \begin{array}{ll}
(a_n - \lambda)P_{n-1}(\lambda) & \text{if } n \text{ is odd, } n \geq 3 \\
[(a_n - \lambda)(a_{n-1} - \lambda) - b_{n-1}^2]P_{n-2}(\lambda) - d_{n-2}^2(a_n - \lambda)(a_{n-3} - \lambda)P_{n-4}(\lambda) & \text{if } n \text{ is even, } n \geq 4.
\end{array} \right. \]

Proof. By computing the determinant along the last row, we obtain

\[ P_n(\lambda) = (a_n - \lambda)P_{n-1}(\lambda) - b_{n-1}^2P_{n-2}(\lambda) - d_{n-2}^2(a_n - \lambda)P_{n-3}(\lambda). \]

Clearly, if $k$ is odd, we obtain that $P_k(\lambda) = (a_k - \lambda)P_{k-1}(\lambda)$. By replacing in the previous formula, we obtain the result. \(\square\)

Analogously, we obtain:

Proposition 2. The characteristic polynomial $Q_n(\lambda)$ of $B_n$ is given by the recursion formula:

\[ Q_1(\lambda) = a_1 - \lambda, \]
\[ Q_2(\lambda) = (a_2 - \lambda)(a_1 - \lambda), \]
\[ Q_3(\lambda) = (a_1 - \lambda)(a_2 - \lambda)(a_3 - \lambda) - b_2^2(a_1 - \lambda) - d_1^2(a_2 - \lambda), \]
\[ Q_n(\lambda) = \left\{ \begin{array}{ll}
(a_n - \lambda)Q_{n-1}(\lambda) & \text{if } n \text{ is even, } n \geq 4 \\
[(a_n - \lambda)(a_{n-1} - \lambda) - b_{n-1}^2]Q_{n-2}(\lambda) - d_{n-2}^2(a_n - \lambda)(a_{n-3} - \lambda)Q_{n-4}(\lambda) & \text{if } n \text{ is odd, } n \geq 5.
\end{array} \right. \]

The following two corollaries show that the symmetric pentadiagonal matrices in $C_1$ or $C_2$ have exactly $n$ distinct eigenvalues.

Corollary 2. Let $A_n \in C_1 \cap S$ such that $a_i = a$ for $i = 1 \ldots n$. If $b_{2j-1}d_{2k} \neq 0$ for $j = 1 \ldots \lfloor \frac{n}{2} \rfloor$ and $k = 1 \ldots \lfloor \frac{n-2}{2} \rfloor$, then the eigenvalues of $A_n$ are all simple.

Proof. First of all, notice that $P_{2k}(a) \neq 0$ for $0 \leq k \leq \lfloor \frac{n}{2} \rfloor$. If $P_{2k}(a) = 0$ for some $k$, this would imply that $P_{2j}(a) = 0$ for $1 \leq j < k$, but $P_2(a) = -b_1^2 \neq 0$, contradicting the assumption.

Since for a real symmetric matrix, the eigenvalues of a submatrix of lower order interlace the eigenvalues of the matrix, then the zeros of $P_{2k-1}(\lambda)$ interlace the zeros of $P_{2k}(\lambda)$. Assume now that $P_{2k}(\lambda)$ and $P_{2k-1}(\lambda)$ have a common zero $\mu$. If $0 = P_{2k-1}(\mu) = (a - \mu)P_{2k-2}(\mu)$ we must have $\mu = a$ or $P_{2k-2}(\mu) = 0$. By the previous, $\mu = a$ is not a zero of $P_{2k}(\lambda)$, therefore $\mu \neq a$ and $P_{2k-2}(\mu) = 0$. In this case, $0 = P_{2k}(\mu) = -d_{2k-2}(a - \mu)^2P_{2k-4}(\mu)$ and then $P_{2k-4}(\mu) = 0$. This implies that $P_{2j}(\mu) = 0$ for $1 \leq j < k$, but $P_{2j}(\mu) = -d_{2j}^2(a - \mu)^2P_{2j}(\mu) \neq 0$ contradicting the assumption, therefore $P_{2k}(\lambda)$ and $P_{2k-1}(\lambda)$ do not have a common zero and then all the eigenvalues of $A_n$ are simple. \(\square\)

Corollary 3. Let $B_n \in C_2 \cap S$ such that $a_i = a$ for $i = 1 \ldots n$. If $b_{2j}d_{2k-1} \neq 0$ for $j = 1 \ldots \lfloor \frac{n-2}{2} \rfloor$ and $k = 1 \ldots \lfloor \frac{n}{2} \rfloor$, then the eigenvalues of $B_n$ are all simple.

Proof. Follows analogously to the proof of Corollary 2. \(\square\)

Remark 2. As we mentioned before, there are some works concerning the obtaining of formulas for the characteristic polynomial, eigenvalues and eigenvectors of a pentadiagonal matrix $A = (A_{ij})$. In [13], the author consider matrices satisfying $A_{ij} \neq 0$ for $|i-j| = 1$. In [14], the matrices are constrain to the condition $A_{i,i+2} \neq 0$. As one can easily see, the classes $C_1$ and $C_2$ are not contained in the previous cases.
4. Spectrum of Special Classes of Pentadiagonal Matrices

Here we apply the previous results to special classes of pentadiagonal matrices to obtain explicit formulas of the eigenvalues and some results concerning them.

4.1. The Class $C^a_1$

Consider the families of subclasses of $C_1$, given by:

$$C^a_1 = \begin{cases} 
A_n \in C_1 : 
& a_i = a, \quad \text{for } i = 1, \ldots, n; \\
& b_{2i-1} = c_{2i-1} = b \geq 0, \quad \text{for } i = 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor; \\
& d_{2i} = e_{2i} = d \geq 0, \quad \text{for } i = 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor - 1.
\end{cases}$$

So, the elements of $C^a_1$ are of the form:

$$A_{2k} = \begin{pmatrix} 
& a & b & 0 & 0 & \ldots & 0 \\
& b & a & 0 & d & \ddots & \\
& 0 & 0 & \ddots & \ddots & \ddots & 0 \\
& \vdots & \ddots & \ddots & \ddots & \ddots & d \\
& 0 & \ddots & \ddots & \ddots & \ddots & b \\
& 0 & \ldots & 0 & d & b & a
\end{pmatrix} \quad \text{and} \quad A_{2k+1} = \begin{pmatrix} 
A_{2k} \\
0 \\
a
\end{pmatrix}.$$

**Remark 3.** Every matrix $A \in C^a_1$ can be decomposed as $A = aI + B$ where $B \in C^0_1$. Then every eigenvalue of $A$ is of the form

$$\lambda_i(A) = a + \lambda_i(B) \quad \text{for } i = 1, \ldots, n.$$

Therefore, in order to obtain the spectra of $C^a_1$, it is enough to study the class $C^0_1$.

In view of this, we present in the next theorem the characteristic polynomial for matrices in this class.

**Theorem 2.** Let $P_n(\lambda)$ be the characteristic polynomial of $A_n \in C^0_1$.

(i) If $n = 2k$, then

$$P_{2k}(\lambda) = \sum_{l=0}^{k} (-1)^l \binom{k-l}{l} (\lambda^2 - b^2)^{k-l} (d\lambda)^{2l}.$$  

(ii) If $n = 2k + 1$, then $P_{2k+1}(\lambda) = -\lambda P_{2k}(\lambda)$.

**Proof.** By Proposition 1 we obtain that

$$P_{2k}(\lambda) = (\lambda^2 - b^2)P_{2k-2}(\lambda) - d^2\lambda^2 P_{2k-4}(\lambda).$$

Let $r = \lambda^2 - b^2$ and $s = d^2\lambda^2$. Then $P_{2k}(\lambda)$ can be obtained as

$$P_{2k}(\lambda) = ax_1^k + bx_2^k,$$

where $x_1, x_2$ are the roots of $x^2 - rx + s = 0$, this is

$$x_{1,2} = \frac{r \pm \sqrt{r^2 - 4s}}{2}.$$ 

Set $r = 2\sqrt{s} \cos \theta$. Then

$$x_{1,2} = \frac{2\sqrt{s} \cos \theta \pm \sqrt{4s \cos^2 \theta - 4s}}{2} = \frac{2\sqrt{s} \cos \theta \pm i2\sqrt{s} \sin \theta}{2} = \sqrt{s} e^{\pm i\theta} = d\lambda e^{\pm i\theta}.$$
Theorem 3. The eigenvalues of $A$ are obtained by replacing the formula with the initial conditions

$$P_0(\lambda) = 1, \quad P_2(\lambda) = \lambda^2 - b^2.$$ 

Then

$$1 = \alpha + \beta, \quad 2\sqrt{s} \cos \theta = \alpha \sqrt{s} [\cos \theta + i \sin \theta] + \beta \sqrt{s} [\cos \theta - i \sin \theta],$$

and we obtain that

$$\alpha = \frac{1}{2} \left[ 1 - i \frac{\cos \theta}{\sin \theta} \right] \quad \text{and} \quad \beta = \frac{1}{2} \left[ 1 + i \frac{\cos \theta}{\sin \theta} \right].$$

Therefore

$$P_{2k}(\lambda) = \frac{1}{2} \left[ 1 - i \frac{\cos \theta}{\sin \theta} \right] (d\lambda)^k e^{i\theta} + \frac{1}{2} \left[ 1 + i \frac{\cos \theta}{\sin \theta} \right] (d\lambda)^k e^{-i\theta},$$

and by reducing this expression, we obtain

$$P_{2k}(\lambda) = (d\lambda)^k \frac{\sin((k+1)\theta)}{\sin \theta}. \quad (6)$$

Now, by considering the recursion formula

$$\sin(m\theta) = \sin \theta \sum_{l=0}^{m-1} (-1)^l \binom{m-1}{l} 2^{m-2l-1} (\cos \theta)^{m-2l-1}, \quad (7)$$

and since $\cos \theta = \frac{\lambda^2 - b^2}{2d\lambda}$, we obtain that

$$P_{2k}(\lambda) = \sum_{l=0}^{k-1} (-1)^l \binom{k-1}{l} (\lambda^2 - b^2)^{k-2l} (d\lambda)^{2l}. \quad (8)$$

As we mentioned in the proof of Proposition 1, $P_{2k+1}(\lambda) = -\lambda P_{2k}(\lambda)$ and the result follows. \(\square\)

**Corollary 4.** Consider $A_n \in C_1^0$. Then

$$\det(A_n) = \left\{ \begin{array}{ll} (-1)^k b^{2k} & \text{if } n = 2k, \\ 0 & \text{if } n = 2k + 1. \end{array} \right.$$ 

Now we are ready to stabilise the main result of this section:

**Theorem 3.** The eigenvalues of $A_n \in C_1^0$ of order $n = 2k$, are given by the following formulas:

$$\mu_j = d \cos \left( \frac{\pi j}{k+1} \right) + \sqrt{d^2 \cos^2 \left( \frac{\pi j}{k+1} \right) + b^2} \quad \text{and} \quad \mu_{k+j} = d \cos \left( \frac{\pi j}{k+1} \right) - \sqrt{d^2 \cos^2 \left( \frac{\pi j}{k+1} \right) + b^2},$$

for $j = 1, \ldots, k$.

**Proof.** Consider equation (6). Then $P_{2k}(\lambda) = 0$ if and only if $\sin((k+1)\theta) = 0$ or $\lambda = 0$.

Set now $t^\frac{1}{2} = e^{i\theta}$. Then

$$\sin((k+1)\theta) = \frac{t^{k+1} - t^{-k+1}}{2i} = \frac{\mu^{k+1} - 1}{2it^{k+1}} \quad \text{and} \quad \sin \theta = \frac{t^{1/2} - t^{-1/2}}{2i} = \frac{t - 1}{2it^{1/2}}.$$ 

Therefore

$$0 = \frac{\sin((k+1)\theta)}{\sin \theta} = \left( \frac{1}{\mu^{k+1}} \right) \frac{\mu^{k+1} - 1}{t - 1}.$$
and all the roots of this equation are the \((k + 1)\)-th roots of unit distinct of 1. Let \(\xi_j = e^{i(\frac{2\pi j}{k+1})}\) for \(j = 1, \ldots, k\) be these roots. Then \(e^{\theta_j} = \xi_j^{\frac{1}{k}} = \left(e^{i(\frac{2\pi j}{k+1})}\right)^{\frac{1}{2}}\) and \(\theta_j = \frac{\pi j}{k+1}\) for \(j = 1, \ldots, k\).

Since, by the proof of Theorem 2, \(\cos \theta = \frac{\lambda^2 - b^2}{2d\lambda}\), we obtain that \(\lambda^2 - (2d\cos \theta)\lambda - b^2 = 0\), and then

\[
\lambda = \frac{2d\cos \theta \pm \sqrt{4d^2 \cos^2 \theta + 4b^2}}{2}.
\]

By replacing,

\[
\lambda = \frac{2d\cos \left(\frac{\pi j}{k+1}\right) \pm \sqrt{4d^2 \cos^2 \left(\frac{\pi j}{k+1}\right) + 4b^2}}{2} = d \cos \left(\frac{\pi j}{k+1}\right) \pm \sqrt{d^2 \cos^2 \left(\frac{\pi j}{k+1}\right) + b^2}.
\]

Therefore, all the eigenvalues of \(P_{2k}(\lambda)\) are given by:

\[
\mu_j = d \cos \left(\frac{\pi j}{k+1}\right) + \sqrt{d^2 \cos^2 \left(\frac{\pi j}{k+1}\right) + b^2} \quad \text{and} \quad \mu_{k+j} = d \cos \left(\frac{\pi j}{k+1}\right) - \sqrt{d^2 \cos^2 \left(\frac{\pi j}{k+1}\right) + b^2} \quad (9)
\]

for \(j = 1, \ldots, k\).

Since we have obtained \(2k\) roots of \(P_{2k}(\lambda)\), we conclude that these are all the eigenvalues of \(A_n\). \(\square\)

**Remark 4.** \(\lambda = 0\) is a root of \(P_{2k}(\lambda)\) if and only if \(b = 0\). In fact, if \(\lambda = 0\) is a root of \(P_{2k}(\lambda)\) then \(0 = P_{2m}(0)\) for every \(m < k\). Since \(P_2(0) = -b^2\) then we must have \(b = 0\). Equation (9) says that the condition \(b = 0\) is necessary in order to obtain \(\lambda = 0\) as an eigenvalue of an even order matrix \(A_n\).

**Corollary 5.** If \(b = 0\) in \(A_n\), then the multiplicity of \(\lambda = 0\) is

\[
\text{mult}(0) = \begin{cases} 
2m, & \text{if } n = 4m; \\
2m + 1, & \text{if } n = 4m + 1; \\
2m + 2, & \text{if } n = 4m + 2; \\
2m + 3, & \text{if } n = 4m + 3. 
\end{cases}
\]

**Proof.** If \(b = 0\) and \(n = 2k\), we obtain by equation (9), that \(\mu_j = 2 \cos \left(\frac{\pi j}{k+1}\right)\) and \(\mu_{k+j} = 0\) for \(j = 1, \ldots, k\). Since \(\cos \left(\frac{\pi j}{k+1}\right) = 0\) if and only if \((k + 1)\) is even and \(j = \frac{k + 1}{2}\), we obtain multiplicity \(k\) for \(n = 2(2m)\) and multiplicity \(k + 1\) for \(n = 2(2m + 1)\). If \(n\) is odd, the eigenvalues of \(A_n\) are \(\lambda = 0\) and the \((n - 1)\) eigenvalues of \(A_{n-1}\). Then the result follows. \(\square\)

**Corollary 6.** The spectral radius of \(A_n \in C^0_{\lambda}\) is \(\rho = d \cos \left(\frac{\pi}{k+1}\right) + \sqrt{d^2 \cos^2 \left(\frac{\pi}{k+1}\right) + b^2}\).

**Proof.** Consider \(f(j) = d \cos \left(\frac{\pi j}{k+1}\right) + \sqrt{d^2 \cos^2 \left(\frac{\pi j}{k+1}\right) + b^2}\). Then

\[
f'(j) = -f(j) \frac{d \sin \left(\frac{\pi j}{k+1}\right) \frac{\pi}{k+1}}{\sqrt{d^2 \cos^2 \left(\frac{\pi j}{k+1}\right) + b^2}}
\]
By Remark 4, \( f(j) = 0 \) if and only if \( b = 0 \) and in this case \( f'(j) = -2d \sin \left( \frac{\pi}{k+1} \right) \frac{\pi}{k+1} \neq 0 \) for \( j = 1, \ldots, k \). Therefore the critical points of \( f(j) \) are in \( j = 1 \) and \( j = k \). If \( b \neq 0 \), we conclude by the previous analysis, that \( j = 1 \) and \( j = k \) are the critical points. Moreover, since \( f(1) > 0 \) and \( f(k) < 0 \), we obtain that \( f(j) \) has a maximum value at \( j = 1 \), and the proof is complete.

**Example 2.** If \( d = 0 \) in \( \mathcal{A}_n \) of even order \( n = 2k \), we obtain a tridiagonal matrix and the eigenvalues are \( b \) and \(-b\), both with multiplicity \( k \).

**Example 3.** Consider \( k = 5 \). Then \( \theta_j = \frac{\pi j}{6} \) for \( j = 1, \ldots, 5 \). Therefore the eigenvalues of \( A_{10} \), are:

\[
\begin{align*}
\mu_1 &= d \left( \frac{\sqrt{3}}{2} \right) + \sqrt{d^2 \left( \frac{3}{4} \right) + b^2} = \frac{d\sqrt{3} + \sqrt{3d^2 + 4b^2}}{2}, \\
\mu_2 &= d \left( \frac{1}{2} \right) + \sqrt{d^2 \left( \frac{1}{4} \right) + b^2} = \frac{d + \sqrt{d^2 + 4b^2}}{2}, \\
\mu_3 &= \sqrt{b^2} = b, \\
\mu_4 &= d \left( -\frac{1}{2} \right) + \sqrt{d^2 \left( \frac{1}{4} \right) + b^2} = \frac{-d + \sqrt{d^2 + 4b^2}}{2}, \\
\mu_5 &= d \left( -\frac{\sqrt{3}}{2} \right) + \sqrt{d^2 \left( \frac{3}{4} \right) + b^2} = \frac{-d\sqrt{3} + \sqrt{3d^2 + 4b^2}}{2}, \\
\mu_6 &= d \sqrt{3} - \sqrt{3d^2 + 4b^2}, \\
\mu_7 &= \frac{d - \sqrt{d^2 + 4b^2}}{2}, \\
\mu_8 &= -b, \\
\mu_9 &= \frac{-d - \sqrt{d^2 + 4b^2}}{2}, \\
\mu_{10} &= \frac{-d\sqrt{3} - \sqrt{3d^2 + 4b^2}}{2}.
\end{align*}
\]

4.2. On the Class \( C^0_2 \)

Analogously to the class \( C^1_2 \), one can define the families of subclasses of \( C_2 \), given by:

\[
C^0_2 = \left\{ B_n \in C_2 : \begin{array}{ll}
    a_i = a & \text{for } i = 1, \ldots, n; \\
    b_{2i} = c_{2i} = b & \text{for } i = 1, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor; \\
    d_{2i-1} = e_{2i-1} = d & \text{for } i = 1, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor.
\end{array} \right\}
\]

Then elements of \( C^0_2 \) are of the form:

\[
B_{2k-1} = \begin{pmatrix}
a & 0 & d & 0 & \cdots & 0 \\
0 & a & b & 0 & \cdots & \vdots \\
d & b & \ddots & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & d \\
0 & \cdots & 0 & d & b & a
\end{pmatrix}
\]

and

\[
B_{2k} = \begin{pmatrix}
B_{2k-1} & 0 \\
0 & a
\end{pmatrix}.
\]

We will only consider the class \( C^0_2 \), since the general case \( C^q_2 \) follows by Remark 3. Using Propositions 1 and 2 and replacing the coefficients by \( b \) and \( d \) properly, we obtain the following recursion formula:

\[
Q_{2k+1}(\lambda) = -\lambda P_{2k}(\lambda) + \lambda d^2 P_{2k-2}(\lambda), \\
Q_{2k+2}(\lambda) = -\lambda Q_{2k+1}(\lambda).
\]

(10)
By equations (10) and (6), we obtain

\[ Q_{2k+1}(\lambda) = \lambda \left[ d^k \lambda^{k-1} \left( -\lambda \frac{\sin((k+1)\theta)}{\sin \theta} + d \frac{\sin(k\theta)}{\sin \theta} \right) \right]. \]

Therefore, \( Q_{2k+1}(\lambda) \) has one root \( \lambda = 0 \) and the remaining are given by \( \lambda = \frac{d \sin(k\theta)}{\sin((k+1)\theta)} \).

Furthermore, by the proof of Theorem 2, \( \lambda^2 - (2d \cos \theta)\lambda - b^2 = 0 \). These together imply

\[ d^2 \sin^2(k\theta) - 2d^2 \cos \theta \sin(k\theta) \sin((k+1)\theta) - b^2 \sin^2((k+1)\theta) = 0. \]

A straightforward computation shows that

\[ d^2 \sin(k\theta) \sin((k+2)\theta) + b^2 \sin^2((k+1)\theta) = 0. \]

Again, if \( t^\frac{1}{2} = e^{i \theta} \), then we obtain

\[ \frac{(t^k - 1)(t^{k+2} - 1)}{(t^{k+1} - 1)^2} = -\frac{b^2}{d^2}, \]

and

\[ \sum_{i=0}^{k-1} t^{i} \frac{t^{k+1} \sum_{j=0}^{i}}{t^{i}} = -\frac{b^2}{d^2}. \]

Therefore

\[ \sum_{s=0}^{k-1} (s+1)(b^2 + d^2)t^s + (kd^2 + (k+1)b^2)t^k + \sum_{s=0}^{k-1} (s+1)(b^2 + d^2)t^{2k-s} = 0. \quad (11) \]

If \( t_i, \ i = 1, \ldots, 2k, \) are the roots of equation (11), then

\[ \lambda_i = \frac{dt^\frac{1}{2}(t_i^k - 1)}{(t_i^{k+1} - 1)}, \quad i = 1, \ldots 2k \]

are the remaining roots of \( Q_{2k+1}(\lambda) \).

**Remark 5.** If \( b \neq 0 \) or \( d \neq 0 \) in \( B_n \), the multiplicity of \( \lambda = 0 \) is

\[ \text{mult}(0) = \begin{cases} 1, & \text{if } n \text{ is odd;} \\ 2, & \text{if } n \text{ is even.} \end{cases} \]

5. Conclusions

In this work, we have considered certain pentadiagonal matrices that are diagonally similar to symmetric pentadiagonal matrices. We provided recursive formulas for the characteristic polynomial of symmetric pentadiagonal matrices, and for particular subclasses we have given explicit formulas for the eigenvalues.
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