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ABSTRACT. In this article the operator trace function $\Lambda_{r,s}(A)[K, M] := \text{tr}(K^* A^r M A^s K)^*$ is introduced and its convexity and concavity properties are investigated. This function has a direct connection to several well-studied operator trace functions that appear in quantum information theory, in particular when studying data processing inequalities of various relative entropies. In the paper the interplay between $\Lambda_{r,s}$ and the well-known operator functions $\Gamma_{p,s}$ and $\Psi_{p,q,s}$ is used to study the stability of their convexity (concavity) properties. This interplay may be used to ensure that $\Lambda_{r,s}$ is convex (concave) in certain parameter ranges when $M = I$ or $K = I$. However, our main result shows that convexity (concavity) is surprisingly lost when perturbing those matrices even a little. To complement the main theorem, the convexity (concavity) domain of $\Lambda$ itself is examined. The final result states that $\Lambda_{r,s}$ is never concave and it is convex if and only if $r = 1$ and $s \geq 1/2$.

1. Introduction

We consider convexity of several operator trace functions motivated by problems in quantum information theory. In particular, we consider the data processing inequality (or monotonicity) for several relative entropies. The inequality effectively states that quantum states become harder to distinguish after they pass through a noisy quantum channel \cite{6, 17}. It has been shown that this inequality for some relative entropies is equivalent to convexity of certain trace functions. Additionally, the convexity of these trace functions give rise to the conditions on states that ensure equality in the data processing inequality.

1.1. Umegaki relative entropy. Let $\mathcal{H}$ be a finite-dimensional Hilbert space and let $\rho$ and $\sigma$ be two density matrices (states) on $\mathcal{H}$. The Umegaki relative entropy is defined as

$$S(\rho||\sigma) := \text{tr}(\rho \log \rho - \rho \log \sigma),$$

when the null space of $\sigma$ is contained in null space of $\rho$, and $+\infty$ otherwise. This quantity was defined in 1962 \cite{27} as a direct generalization of a classical relative entropy known as the Kullback-Leibler divergence \cite{5}. Umegaki relative entropy is sometimes referred to as quantum relative entropy or just relative entropy.

\textsuperscript{1}Supported by the Fonds de la Recherche Scientifique–FNRS and the Fonds Wetenschappelijk Onderzoek–Vlaanderen under EOS Project no 30468160 (SeLMA).

\textsuperscript{2}Supported by NSF grants DMS-1812734, DMS-2105583.
In 1975 Lindblad [22], building on the work of Lieb and Riskai [20], proved that the Umegaki relative entropy satisfies the data processing inequality for quantum channels. Let $\mathcal{N}$ be a completely positive trace preserving map, that is, a quantum channel, mapping states between two Hilbert spaces. Then the following holds

$$S(\mathcal{N}(\rho)\|\mathcal{N}(\sigma)) \leq S(\rho, \sigma). \tag{1}$$

This inequality is commonly referred by two names: data processing inequality (DPI) and monotonicity inequality.

In 1986-88, Petz [25, 26] classified all states and quantum channels that saturate the data processing inequality. Here we say the states $\rho$ and $\sigma$ saturate the data processing inequality if equality holds in the DPI (1) for these states. Petz showed that for a given quantum channel $\mathcal{N}$, two quantum states $\rho$ and $\sigma$ saturate the DPI (1) if and only if both states can be recovered by a map $\mathcal{R}$, known as a Petz recovery map. The map $\mathcal{R}$ has the following explicit form

$$\mathcal{R}_{\rho,\mathcal{N}}(\omega) = \rho^{1/2} \mathcal{N}^* \left( \mathcal{N}(\rho)^{-1/2} \omega \mathcal{N}(\rho)^{-1/2} \right) \rho^{1/2}. \tag{2}$$

It is trivial that $\mathcal{R}_{\rho,\mathcal{N}}$ always recovers $\rho$ perfectly; that is, $\mathcal{R}_{\rho,\mathcal{N}}(\mathcal{N}(\rho)) = \rho$. However, the recovery of $\sigma$ via $\mathcal{R}_{\rho,\mathcal{N}}(\sigma) = \sigma$ cannot be generally expected. In other words, Petz showed that

$$\mathcal{R}_{\rho,\mathcal{N}}(\sigma) = \sigma \iff S(\mathcal{N}(\rho)\|\mathcal{N}(\sigma)) = S(\rho, \sigma).$$

One additional point to note is that the recovery condition is symmetric in $\rho$ and $\sigma$; that is, $\mathcal{R}_{\rho,\mathcal{N}}(\sigma) = \sigma$ if and only if $\mathcal{R}_{\sigma,\mathcal{N}}(\rho) = \rho$.

### 1.2. Rényi relative entropy.

For $\alpha \in (-\infty, 1) \cup (1, +\infty)$, the quantum Rényi relative entropy (RRE), denoted $S_\alpha$, is a generalization of a classical Rényi divergence. For states $\rho$ and $\sigma$, it is defined by

$$S_\alpha(\rho\|\sigma) := \frac{1}{\alpha - 1} \log \text{tr} \left( \rho^\alpha \sigma^{1-\alpha} \right)$$

when the null space of $\sigma$ is contained in null space of $\rho$, and $+\infty$ otherwise. In the limit $\alpha \rightarrow 1$, the Rényi relative entropy approaches the Umegaki relative entropy.

Rényi entropy relative satisfies the data processing inequality

$$S_\alpha(\mathcal{N}(\rho)\|\mathcal{N}(\sigma)) \leq S_\alpha(\rho, \sigma)$$

for $\alpha \in [0, 1) \cup (1, 2]$. This inequality was established for a larger class of quantum relative entropies, called quantum $f$-divergences, in [15, 24]. Saturation of the data processing inequality for the Rényi relative entropy is again equivalent to the ability to recover both states after they pass through a quantum channel, and the recovery map is the same one that appears in equation (2)[16].

Some other equivalent conditions on pairs of states that saturate the DPI for Rényi relative entropy were given by Hiai et al in the same reference [16].
1.3. **Sandwiched Rényi relative entropy.** Another way to generalize the classical Rényi divergence is to take into account the noncommutativity of \( \rho \) and \( \sigma \). In 2013 the following quantity was proposed independently by Wilde et al [28] and Müller-Lennert et al [23]: for \( \alpha \in (0, 1) \cup (1, +\infty) \), the sandwiched Rényi relative entropy (sandwiched RRE) is defined as

\[
\hat{S}_\alpha(\rho\|\sigma) := \frac{1}{\alpha - 1} \log \left( \text{tr} \left[ \sigma^{1-\alpha} \rho^{\frac{1-\alpha}{\alpha}} \right] \right),
\]

when the null space of \( \sigma \) is contained in null space of \( \rho \), and \(+\infty\) otherwise. In the limit \( \alpha \to 1 \), the sandwiched Rényi relative entropy approaches the Umegaki relative entropy.

The quantity inside the logarithm does not belong to the class of \( f \)-divergences, so previous results on the DPI and its saturation cannot be applied to the sandwiched RRE. Several papers in 2013 provided proofs for the data processing inequality for the sandwiched RRE: for \( \alpha \in (1, 2] \) in the papers Wilde et al [28] and Müller-Lennert et al [23]; for \( \alpha \in (1, +\infty) \) in [3] by Beigi; and independently of Beigi, Frank and Lieb proved the inequality for \( \alpha \in [1/2, 1) \cup (1, \infty) \) in [12]. In [12] it was shown that the data processing inequality follows from joint convexity or concavity of the following trace map:

\[
(\rho, \sigma) \mapsto \text{tr} \left( \sigma^{(1-\alpha)/(2\alpha)} \rho \sigma^{(1-\alpha)/(2\alpha)} \right)^\alpha.
\]

Frank and Lieb showed that the map in equation (3) is jointly concave for \( 1/2 \leq \alpha < 1 \) and jointly convex for \( \alpha > 1 \), by using a variational method to separate the arguments and then showing that convexity holds in each of \( \rho \) and \( \sigma \) independently. This proof relied on the following result. For a fixed operator \( K \), the map on positive operators

\[
A \mapsto \text{tr}(K^* A^p K)^{1/p}
\]

is concave for \( -1 \leq p \leq 1 \), \( p \neq 0 \). The concavity of the map in equation (4) was shown by Epstein [11] for \( 0 < p \leq 1 \) (an alternative proof is given in [9] by Carlen-Lieb) and by Frank and Lieb [12] for \( -1 \leq p < 0 \).

As a generalization of the map (4), given an operator \( K \) and \( p, s \in \mathbb{R} \), define, for positive operators \( A \),

\[
\Gamma_{p,s}(A)[K] := \text{tr}(K^* A^p K)^s.
\]

We note that when considering properties of \( \Gamma_{r,s} \) that hold for all \( K \), it is sufficient to consider \( s > 0 \), since \( \Gamma_{p,s}(A)[K] = \Gamma_{-p,-s}(A)[(K^*)^{-1}] \) and invertible operators are dense.

**Theorem 1.1.** Let \( s > 0 \) and \( K \) be any operator.

(a) If \( 0 \leq p \leq 1 \) and \( 0 < s \leq 1/p \), then \( \Gamma_{p,s}(A)[K] \) is concave in \( A \) [9, 11, 13].
(b) If \( -1 \leq p \leq 0 \) and \( s > 0 \), then \( \Gamma_{p,s}(A)[K] \) is convex in \( A \) [13].
(c) If \( 1 \leq p \leq 2 \) and \( s \geq 1/p \), then \( \Gamma_{p,s}(A)[K] \) is convex in \( A \) [9].

These parameter conditions are also necessary in the sense described by Theorem 1.2 immediately below. For positive integers \( n \), let \( \mathcal{M}_n \) and \( \mathcal{P}_n \) denote the set of \( n \times n \) matrices and positive definite \( n \times n \) matrices with complex entries respectively.
**Theorem 1.2** (Hiai [13]). Let $s > 0$ and $p \neq 0$.

(a) If, for each invertible $K \in \mathcal{M}_2$, the mapping $\Gamma_{p,s}(A)[K]$, as a function on $\mathcal{P}_2$, is concave, then $0 < p \leq 1$ and $0 < s \leq 1/p$.

(b) If, for each invertible $K \in \mathcal{M}_4$, the mapping $\Gamma_{p,s}$, as a function on $\mathcal{P}_4$, is convex, then either $-1 \leq p < 0$ and $s > 0$ or $1 \leq p \leq 2$ and $s \geq 1/p$.

After the data processing inequality for sandwiched RRE was proved for $\alpha \geq 1/2$, the condition for equality was found by Leditzky et al [18] in 2017 for the same parameter range. It was shown that there is an equality in the data processing inequality if and only if

$$\frac{1}{2s} \left( \frac{1}{2s} \right) ^{\alpha} \right) ^{\alpha - 1} \left( \frac{1}{2s} \right) = \mathcal{N}^* \left( \mathcal{N}(\sigma) \frac{1}{2s} \mathcal{N}(\rho) \mathcal{N}(\sigma) \frac{1}{2s} \right) ^{\alpha - 1} \mathcal{N}(\sigma) \frac{1}{2s} \ .$$

### 1.4. $\alpha - z$ Rényi relative entropy

A more general class of Rényi relative entropy that plays into the noncommutativity of quantum states was introduced by Audenaert and Datta [2]. For $\alpha \neq 1$ and $z > 0$, the two-parameter family of $\alpha - z$ Rényi relative entropy ($\alpha - z$ RRE) is defined as

$$S_{\alpha,z}(\rho\|\sigma) := \frac{1}{\alpha - 1} \log \left[ \text{tr} \left( \sigma^{(1-\alpha)/2z} \rho^{\alpha/z} \sigma^{(1-\alpha)/2z} \right)^z \right] .$$

For commuting $\rho$ and $\sigma$, the $\alpha - z$ RRE reduces to the classical Rényi divergence for all values of $z$. Moreover, for $z = 1$, the $\alpha - z$ RRE becomes the quantum RRE, namely, $S_{\alpha,1}(\rho\|\sigma) = S_{\alpha}(\rho\|\sigma)$. And for $\alpha = z$, the $\alpha - z$ RRE reduces to the sandwiched RRE, $S_{\alpha,\alpha}(\rho\|\sigma) = S_{\alpha}(\rho\|\sigma)$. For a comprehensive discussion of various particular cases of the $\alpha - z$ RRE see [2].

In [29] the precise parameter range for which the $\alpha - z$ RRE satisfies the data processing inequality was determined, resolving a conjecture from [2]. Carlen et al [8] showed that the data processing inequality is equivalent to the joint convexity/concavity property of the trace functional appearing in the definition (8) below. Consider the following trace functional defined on $\mathcal{P}_n \times \mathcal{P}_n$ for a fixed operator $K$, by

$$\Psi_{p,q,s}(A,B)[K] := \text{tr} \left( B^{q/2} K^s A^p K B^{q/2} \right)^s , \quad p, q, s \in \mathbb{R} .$$

Carlen et al [8] showed that $\alpha - z$ RRE is monotone under quantum channels if and only if $\Psi_{p,q,s}(A,B)[I]$ is jointly concave for $\alpha < 1$ and jointly convex for $\alpha > 1$, where $p = \frac{\alpha}{s}$, $q = \frac{1-\alpha}{s}$, and $s = \frac{1}{p+q}$.

The study of the map $\Psi_{p,q,s}$ started with the seminal Lieb Concavity Theorem [19], long before it was connected to the monotonicity of $\alpha - z$ RRE. Lieb’s Concavity Theorem states that for fixed $K$ and $0 \leq p, q, \leq 1, p + q \leq 1$ the function $\Psi_{p,q,1}(A,B)[K]$ is jointly convex in $A$ and $B$. Following this work, a series of results studying the joint convexity of $\Psi_{p,q,s}$ using different methods was produced [1, 4, 7, 9, 11, 12, 13, 14, 29]. Finally Zhang [29] completed the classification of the parameter range where $\Psi_{p,q,s}$ is jointly convex/concave. As with the map $\Gamma_{p,q}$, due to symmetry, it suffices to consider $s > 0$, since

$$\Psi_{p,q,s}(A,B)[K] = \Psi_{-p,-q,-s}(A,B)[(K^*)^{-1}] .$$

For simplicity one may also consider $q \leq p$, since $\Psi_{p,q,s}(A,B)[K] = \Psi_{q,p,s}(B,A)[K^*]$.
Theorem 1.3 (Zhang [29]). Given an invertible operator $K$, the function $\Psi_{p,q,s}(\cdot, \cdot)[K]$ is

(a) jointly concave if $0 \leq q \leq p \leq 1$ and $0 < s \leq \frac{1}{p+q}$;
(b) jointly convex if $-1 \leq q \leq p \leq 0$ and $s > 0$;
(c) jointly convex if $-1 \leq q \leq 0, 1 \leq p \leq 2, (p, q) \neq (1, -1)$ and $s \geq \frac{1}{p+q}$.

The necessity of these parameter conditions was shown even before Theorem 1.3 was completed.

Theorem 1.4 (Hiai [13], Carlen, Frank, Lieb [8]). Let $q \leq p$ and $s > 0$ be given. Suppose that $(p, q) \neq (0, 0)$ and $K = I$.

(a) If $\Psi_{p,q,s}$ is jointly concave on $\mathbb{C}^2$, then $0 \leq q \leq p \leq 1$ and $0 < s \leq \frac{1}{p+q}$.
(b) If $\Psi_{p,q,s}$ is jointly convex on $\mathbb{C}^4$, then either $-1 \leq q \leq p \leq 0$ and $s > 0$ or $-1 \leq q \leq 0, 1 \leq p \leq 2, (p, q) \neq (1, -1)$ and $s \geq \frac{1}{p+q}$.

Theorem 1.3 together with the equivalence proved in [8] immediately implies that $\alpha - z$ RRE is monotone under quantum channels if and only if one of the following holds:

(a) $0 < \alpha < 1$ and $z \geq \max\{\alpha, 1 - \alpha\}$;
(b) $1 < \alpha \leq 2$ and $\alpha/2 \leq z \leq \alpha$;
(c) $2 \leq \alpha < \infty$ and $\alpha - 1 \leq z \leq \alpha$.

Unlike with Umegaki, Rényi and sandwiched relative entropies, there is no known algebraic condition certifying equality in the data processing inequality for the $\alpha - z$ RRE. However, different necessary and sufficient conditions have been found.

Chehade [10] showed that for $1 < \alpha \leq 2$ and $\alpha/2 \leq z \leq \alpha$, if there is equality in the data processing inequality for $\alpha - z$ RRE and the following trace function defined on positive operators

$$\Lambda_p(A)[K, M] := \text{tr} \left( \left\{ K^* A^{p/2} M A^{p/2} K \right\}^{1/p} \right)$$

is concave for $p = \frac{\alpha - 1}{\alpha} \in (0, 1)$ and any positive definite $M$ and any invertible $K$, then the states satisfy the following condition

$$\sigma^{\frac{1}{\alpha - 1}} \left( \sigma^{\frac{1}{\alpha - 1}} \rho^{\frac{1}{\alpha - 2}} \sigma^{\frac{1}{\alpha - 2}} \right)^{z-1} \sigma^{\frac{1}{\alpha - 1}} = N^* \left( N(\sigma)^{\frac{1}{\alpha - 1}} N(\rho)^{\frac{1}{\alpha - 1}} N(\sigma)^{\frac{1}{\alpha - 1}} \right)^{z-1} N(\sigma)^{\frac{1}{\alpha - 1}}.$$

Below, as a consequence of Theorem 3.1, we show that $\Lambda_p$ is never concave. For emphasis, the assumptions used in [10] imply $1 < z \leq \alpha \leq 2z$, and hence $0 < p < 1$.

To finish the picture, necessary and sufficient conditions for equality in the DPI for $\alpha - z$ RRE were found by Zhang [30]. Namely,

$$\sigma^{\frac{1}{\alpha - 1}} \left( \sigma^{\frac{1}{\alpha - 1}} \rho^{\frac{1}{\alpha - 2}} \sigma^{\frac{1}{\alpha - 2}} \right)^{\alpha-1} \sigma^{\frac{1}{\alpha - 1}} = N^* \left( N(\sigma)^{\frac{1}{\alpha - 1}} N(\rho)^{\frac{1}{\alpha - 1}} N(\sigma)^{\frac{1}{\alpha - 1}} \right)^{\alpha-1} N(\sigma)^{\frac{1}{\alpha - 1}}.$$

Moreover, different conditions were found in [10, 30] that imply the equality in the DPI.
1.5. **Operator convexity.** The following trace function was considered by Carlen et al [7]

\[ \Omega_{p,q,r}(A, B, C) = \text{tr} A^{q/2} B^p A^{q/2} C^r. \]

These authors showed that if, for fixed \( p, q, r \neq 0 \), the function \( \Omega_{p,q,r} \) is jointly convex, then the following operator function

\[ (A, B) \mapsto A^{q/2} B^p A^{q/2} \]

is operator convex.

It has long been known [21] that the function in (10) is jointly convex for \( q = 2 \) and \( -1 \leq p < 0 \). As it turns out [7], this is the only parameter range where this function is jointly operator convex, and the function is never jointly operator concave. It follows that \( \Omega_{p,q,r} \) is never concave, and it is convex if and only if \( q = 2, p, r < 0 \) and \( -1 \leq p + r < 0 \). The later case was proved previously in [19].

1.6. **Main results.** To investigate the stability of convexity (concavity) of the trace functions \( \Gamma_{p,s} \) and \( \Psi_{p,q,s} \) as well as the convexity (concavity) of \( \Lambda_{p} \), we introduce the following trace function defined on positive operators

\[ \Lambda_{r,s}(A)[K, M] := \text{tr} \{K^* A^r M A^s K\}^s, \quad r, s \in \mathbb{R}. \]

Crucial in establishing our main results is the interplay between \( \Lambda_{r,s} \) and the other trace functions introduced so far. Namely,

\[ \Lambda_{r,s}(A)[K, I] = \Gamma_{2r,s}(A)[K], \]
\[ \Lambda_{r,s}(A)[I, M] = \Psi_{1,2r,s}(M, A)[I], \]
\[ \Lambda_{r,1}(A)[K, M] = \Omega_{1,2r,1}(A, M, K K^*), \]
\[ \Lambda^{1/p}_{r,1}(A)[K, M] = \Lambda_{p}(A)[K, M]. \]

Our main result is Theorem 2.2, stating that although for fixed \( K \), \( \Lambda_{r,s}(\cdot)[K, I] = \Gamma_{2r,s}(\cdot)[K] \) is convex (concave) in some parameter range by Theorem 1.1, the convexity (concavity) is lost for specific choices of \( M \) in any small neighbourhood of the identity. Corollary 2.4 then gives the analog of Theorem 2.2 for the function \( \Psi \). For fixed \( M \), the function \( \Lambda_{r,s}(\cdot)[I, M] = \Psi_{1,2r,s}(M, \cdot)[I] \) is convex (concave) in some parameter range by Theorem 1.3, but in any small neighbourhood of the identity there is some fixed \( K \) such that \( \Lambda_{r,s}(\cdot)[K, M] \) fails to be convex (concave).

As a consequence of (11) and Theorem 2.2, we obtain the convexity (concavity) range of the function \( \Lambda \) itself. The latter is explained in Section 3, where we show that the trace function \( \Lambda_{r,s} \) is convex only when \( r = 1 \) and \( s \geq 1/2 \), and that it is never concave.

Independently of this work, Zhang [31] considered the same function \( \Lambda_{r,s}(A)[K, M] \) (under the notation \( \Psi_{p,q}(A) \)) and showed that:

1. for any \( r \neq 0 \) and \( s > 1 \), it is not concave in \( A \) for all \( K \) and \( M \);
2. for any \( 1/2 \leq r < 1 \) and \( 1/2p \leq s < 1 \), the function \( \Lambda_{r,s} \) is not convex in \( A \).
We complement these results and give the complete parameter range for which $\Lambda_{r,s}$ is convex (concave).

2. STABILITY OF CONVEXITY OF THE TRACE FUNCTIONS $\Gamma_{p,s}$ AND $\Psi_{p,q,s}$

Let $\mathcal{M}_n$ denote the set of complex $n \times n$ matrices, $\mathcal{P}_n \subseteq \mathcal{M}_n$ denote the subset of positive definite matrices, and $\mathcal{I}_n \subseteq \mathcal{M}_n$ denote the subset of invertible matrices.

For $r, s \in \mathbb{R}$, matrices $A, M \in \mathcal{P}_n$ and $K \in \mathcal{I}_n$, the function $\Lambda$ is defined as follows

\[
\Lambda_{r,s}(A)[K, M] := \text{tr}\left[\{K^* A^r M A^r K\}^s\right].
\]

**Remark 2.1.** Note that, due to the symmetry

\[
\Lambda_{r,s}(A)[K, M] = \Lambda_{-r,-s}(A)[(K^*)^{-1}, M^{-1}],
\]

it is sufficient to consider the case $s > 0$ when studying convexity (concavity) properties of $\Lambda_{r,s}$.

2.1. Stability of convexity of the trace function $\Gamma_{p,s}$. As we noted in (11), fixing $M = I$ in the function $\Lambda$ results in the function $\Gamma$; that is,

\[
\Lambda_{r,s}(A)[K, I] = \Gamma_{2r,s}(A)[K].
\]

Therefore, when $M = I$, Theorem 1.1 provides large parameters range where $\Lambda$ is convex and concave. Our main result, Theorem 2.2, asserts that convexity and concavity are not stable as functions of $M$. In other words, there are arbitrarily small perturbations of $M$ away from the identity that result in loss of concavity (or convexity) of $\Lambda$. In the sequel we let $\|T\|$ denote the operator norm of a matrix $T$.

**Theorem 2.2.** For each $r \neq 0, 1$ and $s > 0$ and each $\epsilon > 0$, there exists an invertible matrix $K \in \mathcal{I}_2$ and a positive definite matrix $M \in \mathcal{P}_2$ satisfying $\|M - I\| < \epsilon$ such that $\Lambda_{r,s}(\cdot)[K, M]$ is neither concave nor convex. In fact, $K$ and $M$ can be chosen as

\[
K = \begin{pmatrix} 1 & 0 \\ 0 & k \end{pmatrix}, \quad M = \begin{pmatrix} 1 & t \\ t & 1 \end{pmatrix}
\]

for suitably small positive $k$ and any choice of $|t| < \epsilon$.

**Corollary 2.3.** For any $\epsilon > 0$ there exists a positive definite matrix $M \in \mathcal{P}_2$ satisfying $\|M - I\| < \epsilon$ such that

(a) if $0 < r \leq 1/2$ and $0 < s \leq \frac{1}{2r}$, then there is an invertible $K \in \mathcal{I}_2$, for which $\Lambda_{r,s}(\cdot)[K, M]$ is not concave;
(b) if $r < 0$ and $s > 0$, then there is an invertible $K \in \mathcal{I}_2$ such that $\Lambda_{r,s}(\cdot)[K, M]$ is not convex;
(c) if $1/2 \leq r < 1$ and $s \geq \frac{1}{2r}$, then there is an invertible $K \in \mathcal{I}_2$, for which $\Lambda_{r,s}(\cdot)[K, M]$ is not convex.
In the upcoming proof we make use of the convergent power series expansion (generalized binomial theorem)

$$(I + X)^r = \sum_{k=0}^{\infty} \binom{r}{k} X^k,$$

valid for $\|X\| < 1$ and $r \in \mathbb{R}$.

**Proof of Theorem 2.2.** Fix $r, s, t \in \mathbb{R}$ with $0 \neq r \neq 1$ and $s > 0$ and $|t| < \epsilon$. Define, for $0 \leq b < \frac{1}{2}$,

$$g_r(b) := r - \frac{2}{b-1} \left( \left( 1 + \frac{b-1}{2} \right)^r - 1 \right).$$

In particular, $g_r$ is continuous and

$$g_r(0) = r - \frac{2}{1} + 2 - 2.$$  

Computing the second derivative of $g_r(0)$ as a function of $r$ shows that this function is strictly convex, hence can have at most two zeros. They occur at $r = 0$ and $r = 1$. Moreover, $g_r(0)$ is negative for $r \in (0, 1)$ and positive for $r < 0$ and $r > 1$. Thus, for our fixed $r \neq 0, 1$, there exists a $b > 0$ sufficiently close to 0 such that $g_r(b) \neq 0$. Fix such a $b$.

Let

$$M = M(t) = \begin{pmatrix} 1 & t \\ t & 1 \end{pmatrix} \quad \text{and} \quad K = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}. $$

In particular, $\|M - I\| < \epsilon$. We discuss the adaptation to an invertible $K$ at the end of the proof.

For $0 < |x| < \frac{1}{2}$, let

$$A_1 = A_1(b) = \begin{pmatrix} 1 & 0 \\ 0 & b \end{pmatrix}, \quad A_2 = A_2(x) = I + x \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},$$

and

$$A := \frac{A_1 + A_2}{2} = I + \frac{1}{2} \begin{pmatrix} 0 & x \\ x & b - 1 \end{pmatrix} =: I + \frac{1}{2} T.$$ 

Consider the function $\Xi_{r,s}$ defined by

$$\Xi(x) = \Xi_{r,s}(x)[t, b] = \Lambda_{r,s}(A_1)[K, M] + \Lambda_{r,s}(A_2)[K, M] - 2\Lambda_{r,s}(A)[K, M]$$

for $|x| < \frac{1}{2}$. Note that $\Xi(0) = 0$. We will show that there exist $x_\pm$ arbitrary close to 0 such that $\pm \Xi(x_\pm) > 0$, thus proving $\Lambda_{r,s}$ is neither convex nor concave for all $M$ in a neighbourhood of the identity.

To prove the claim above, let $c = b - 1$ and observe that, for $k \geq 2$,

$$T^k = \begin{pmatrix} 0 & 0 \\ 0 & c^k \end{pmatrix} + c^{k-1}x \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + x^2 T_k(x) = L_k(x) + x^2 T_k(x).$$

for some (matrix) $T_k(x)$ that is polynomial in $x$. Further, using $|x| < \frac{1}{2}$ (and $|c| < 1$),

$$2^{-k} \|T_k(x)\| \leq 2^{-k} \sum_{m=2}^{k} \binom{k}{m} |x|^m |c|^{k-m} \leq 2^{-k} (|x| + |c|)^k < \left( \frac{3}{4} \right)^k.$$
Thus, letting

$$F(x) = \sum_{k=2}^{\infty} \binom{r}{k} 2^{-k} T_k(x)$$

it follows that

$$\|F(x)\| \leq \sum_{k=2}^{\infty} \binom{r}{k} \left( \frac{3}{4} \right)^k \leq \left( 1 + \frac{3}{4} \right)^r$$

for $|x| < \frac{1}{2}$. Moreover,

$$A^r = \left( I + \frac{1}{2} T \right)^r = \sum_{k=0}^{\infty} \binom{r}{k} 2^{-k} L_k(x) + x^2 F(x)$$

$$= I + \sum_{k=1}^{\infty} \binom{r}{k} 2^{-k} e_k \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} + \frac{x}{c} \sum_{k=1}^{\infty} \binom{r}{k} 2^{-k} e_k \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + x^2 F(x, c)$$

$$= \begin{pmatrix} 1 & \frac{x}{c} [(1 + \frac{c}{2})^r - 1] \\ \frac{x}{c} [(1 + \frac{c}{2})^r - 1] & (1 + \frac{c}{2})^r \end{pmatrix} + x^2 F(x)$$

$$= G(x) + x^2 F(x),$$

with $G(x)$ also uniformly bounded for $|x| < \frac{1}{2}$ because $b < \frac{1}{2}$ implies $\frac{1}{|c|} < 2$. Hence, letting

$$\alpha = \frac{1}{c} \left[ (1 + \frac{c}{2})^r - 1 \right],$$

we have

$$\text{tr}\left( (K^*A^rMA^rK)^s \right) = \left( 1 + 2x \alpha + x^2 [\alpha^2 + f(x)] \right)^s,$$

where $f(x)$ is uniformly bounded. Thus,

$$\text{tr}\left( (K^*A^rMA^rK)^s \right) = 1 + 2s \frac{x}{b-1} \left[ \left( 1 + \frac{b-1}{2} \right)^r - 1 \right] + O(x),$$

where $\lim_{x \to 0} \frac{O(x)}{x} = 0$.

A similar argument with

$$A_2 = I + x \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$

gives

$$A_2^r \sim \begin{pmatrix} 1 & rx \\ rx & 1 \end{pmatrix}$$

and thus

$$\text{tr}\left( (K^*A_2^rMA_2^rK)^s \right) = 1 + 2strx + O_2(x),$$
where \( \lim_{x \to 0} \frac{O(x)}{x} = 0 \). Hence,

\[
\Xi(x) = \text{tr}((K^* A_1^* M A_1^* K)^s) + \text{tr}((K^* A_2^* M A_2^* K)^s) - 2 \text{tr}((K^* A^* M A^* K)^s)
\]

\[
= 1 + (1 + 2stx) - 2 \left( 1 + 8 \frac{xt}{b-1} \left( \left( 1 + \frac{b-1}{2} \right)^r - 1 \right) \right) + O(x)
\]

\[
= 2sxt \left[ r - \frac{2}{b-1} \left( \left( 1 + \frac{b-1}{2} \right)^r - 1 \right) \right] + O(x)
\]

where \( O(x) \) is a function satisfying \( \lim_{x \to 0} \frac{O(x)}{x} = 0 \). Hence choosing \( x \) near 0 with opposite signs concludes the proof with the present choice of (not so invertible) \( K \).

It remains to show that \( K \) can be taken to be invertible. Let \( A, A_1, A_2 \) and \( M \) be as defined above and for \( k > 0 \) set

\[
K = K(k) = \begin{pmatrix} 1 & 0 \\ 0 & k \end{pmatrix}.
\]

Define

\[
\tilde{\Xi}(x, k) = \Lambda_{r,s}(A_1)[K(k), M] + \Lambda_{r,s}(A_2)[K(k), M] - 2\Lambda_{r,s}(A)[K(k), M].
\]

Since \( s > 0 \), one has that \( \Xi(x, k) \) is continuous in \( k \) and that

\[
\lim_{k \to 0} \tilde{\Xi}(x, k) = \tilde{\Xi}(x, 0) = \Xi(x).
\]

Thus, for sufficiently small choices of \( k \), the sign of \( \tilde{\Xi}(x, k) \) may be determined by choosing \( x \) as above and then \( k > 0 \) sufficiently small.

2.2. Stability of convexity of the trace function \( \Psi_{p,q,s} \). In this subsection we show that the stability of convexity (and concavity) of \( \Gamma_{p,s} \) and \( \Psi_{p,q,s} \) are closely related. As noted in (12), in a certain parameter range, the function \( \Psi \) can be obtained from \( \Lambda \) by taking \( K = I \); that is,

\[
\Lambda_{r,s}(A)[I, M] = \Psi_{1,2r,s}(M, A)[I].
\]

Hence, when \( K = I \), Theorem 1.3 identifies large parameter ranges where \( \Lambda \) is convex and concave. We show as a corollary of Theorem 2.2 that this condition on \( K \) is not stable in the sense that perturbing \( M \) away from the identity even a little results in the loss of convexity (or concavity) of \( \Lambda \).

Corollary 2.4. For any \( \epsilon > 0 \) there exists an invertible matrix \( K \in \mathcal{I}_2 \) and a positive definite matrix \( M \in \mathcal{P}_2 \) such that \( \|K - I\| < \epsilon \) and \( \Lambda_{r,s}(A)[K, M] \) is not

(a) concave for \( 0 \leq r \leq 1/2 \) and \( 0 < s \leq \frac{1}{1+2r} \),

(b) convex for \( -1/2 < r \leq 0 \), and \( s \geq \frac{1}{1+2r} \).

Proof. The definition of \( \Lambda_{r,s} \) and the fact that the eigenvalues of the matrices \( XY \) and \( YX \) are the same imply

\[
\Lambda_{r,s}(A)[K, M^* M] = \Lambda_{r,s}(A)[M, K^*].
\]
Now let
\[ \tilde{K} = \frac{1}{2} \left( \sqrt{1+t} + \sqrt{1-t} \quad \sqrt{1+t} - \sqrt{1-t} \right) \quad \text{and} \quad \tilde{M} = \begin{pmatrix} 1 & 0 \\ 0 & k^2 \end{pmatrix} . \]
Note that one can choose \( 0 < t < 1 \) such that \( \| \tilde{K} - I \| < \epsilon \). Let \( K \) and \( M \) be as in the proof of Theorem 2.2 and observe that \( \tilde{M} = K^* K \) and \( \tilde{K} \tilde{K}^* = \begin{pmatrix} 1 & t \\ t & 1 \end{pmatrix} = M \).

Then by (15),
\[ \Lambda_{r,s}(A)[\tilde{K}, \tilde{M}] = \Lambda_{r,s}(A)[\tilde{K}, K^* K] = \Lambda_{r,s}(A)[K, \tilde{K} \tilde{K}^*] = \Lambda_{r,s}(A)[K, M] . \]
Invoking Theorem 2.2 completes the proof.

## 3. Convexity and concavity of the trace function \( \Lambda_{r,s} \)

In this section we collect the results concerning the convexity and concavity ranges of \( \Lambda_{r,s} \). The main result here is Theorem 3.1. It states that \( \Lambda_{r,s}(A)[K, M] \) is convex only for \( r = 1 \) and \( s \geq 1/2 \), and that it is never concave. We will see that the questions of convexity and concavity for \( \Lambda_{r,s} \) for most parameter ranges were already settled in Theorem 2.2 and Theorem 1.1.

**Theorem 3.1.** Fix real numbers \( r, s \) with \( r \neq 1 \) and \( s > 0 \) and an integer \( n \geq 2 \). The function
\[ \mathcal{P}_n \ni A \mapsto \Lambda_{r,s}(A)[K, M] \]
is convex for all \( K \in \mathcal{I}_n \) and \( M \in \mathcal{P}_n \) if and only if \( r = 1 \) and \( s \geq 1/2 \); and is never concave for all \( K \in \mathcal{I}_n \) and \( M \in \mathcal{P}_n \).

The proof of Theorem 3.1 is divided into three parts. Proposition 3.2 below asserts the convexity of \( \Lambda_{r,s} \) for \( r = 1 \) and \( s \geq 1/2 \). Theorem 2.2 disproves \( \Lambda_{r,s} \) is neither convex nor concavity for all \( r \neq 0, 1 \) and \( s > 0 \). Finally, Proposition 3.3, based upon Theorem 1.1, shows \( \Lambda_{r,s} \) is neither convex nor concave when \( r = 1 \) and \( 0 < s < 1/2 \).

**Proposition 3.2.** Fix a positive integer \( n \), \( K \in \mathcal{M}_n \) and \( M \in \mathcal{P}_n \). If \( s \geq \frac{1}{2} \), then the function
\[ \mathcal{P}_n \ni A \mapsto \Lambda_{1,s}(A)[K, M] \]
is convex in \( A \).

**Proof.** The function \( \Lambda_{1,s} \) can be expressed in terms of the function \( \Gamma \), for which the convexity range is known. Explicitly,
\[ \Lambda_{1,s}(A)[K, M] = \Lambda_{1,s}(M^{1/2} A M^{1/2})[M^{-1/2} K, I] = \Gamma_{2,s}(M^{1/2} A M^{1/2})[M^{-1/2} K] . \]
From Theorem 1.1, for \( s \in [1/2, \infty) \), the mapping \( A \mapsto \Gamma_{2,s}(M^{1/2} A M^{1/2})[M^{-1/2} K] \) is convex. \( \square \)
Proposition 3.3. Given an integer \( n \geq 2 \), there exists an invertible matrix \( K \in \mathcal{I}_n \) such that if \( 0 < s < \frac{1}{2} \), then there exist positive definite matrices \( M_\pm \in \mathcal{P}_n \) so that the function

\[
P_n \ni A \mapsto \Lambda_{1,s}(A)[K,M]
\]

is not convex in \( A \) with \( M = M_+ \) and not concave in \( A \) with \( M = M_- \).

Proof. It suffices to prove the result with \( n = 2 \). In this case choose

\[
K = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad M = M(t) = \begin{pmatrix} 1 & t \\ t & 1 \end{pmatrix},
\]

for \( |t| < 1 \) to be chosen later.

Following the proof of Theorem 2.2 consider

\[
A_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad A_2 = A_2(x) = I + x \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

for \( |x| < \frac{1}{2} \). Let \( A = \frac{A_1 + A_2}{2} \). Expansion up to second order terms in \( x \) gives

\[
\begin{align*}
\text{tr}((K^*A_1MA_1K)^s) &= 1, \\
\text{tr}((K^*A_2MA_2K)^s) &= (1 + 2tx + x^2)^s \approx 1 + 2stx + sx^2 + 2s(s-1)t^2x^2, \\
\text{tr}((K^*AMAK)^s) &= \left(1 + tx + \frac{x^2}{4}\right)^s \approx 1 + stx + s\frac{x^2}{4} + \frac{s(s-1)}{2}t^2x^2.
\end{align*}
\]

Hence

\[
\Xi_{1,s}(t,x) = \text{tr}((K^*A_1MA_1K)^s) + \text{tr}((K^*A_2MA_2K)^s) - 2\text{tr}((K^*AMAK)^s)
\approx \frac{1}{2}t^2\left(s^2t^2 + s\left(\frac{1}{2} - t^2\right)\right) = x^2h(s,t).
\]

Thus for \( x \) sufficiently small, the sign of \( \Xi_{1,s}(t,x) \) is determined by the sign of \( h(s,t) \). Since \( s > 0 \), the latter is positive for all \( t \) such that \( t^2 < \frac{1}{2} \). Thus, for such \( t \) and every \( s > 0 \), the function \( A \mapsto \Lambda_{1,s}(A)[K,M(t)] \) is not concave. Moreover, the roots of \( h(s,t) \) viewed as a quadratic function in \( s \) are 0 and \( 1 - \frac{1}{2t^2} \). Therefore \( h(s,t) \) is negative for \( 1/2 < t^2 < 1 \) and \( 0 < s < 1 - \frac{1}{2t^2} < 1/2 \). Hence, for every fixed \( 0 < s < \frac{1}{2} \) there is a \( |t| < 1 \) such that \( h(s,t) < 0 \). Therefore, for each \( 0 < s < \frac{1}{2} \) there exists a \( |t| < 1 \) such that the map \( A \mapsto \Lambda_{1,s}(A)[K,M(t)] \) is not convex.

The matrix \( K \) can be chosen invertible by the same argument as presented at the end of Theorem 2.2.

\[\blacksquare\]

Remark 3.4. (a) Note that even though \( \Lambda_{1,s}(A)[I,M] \) is convex in \( A \) for fixed positive definite \( M \) and \( s \geq \frac{1}{2} \) by Proposition 3.2, it is not jointly convex in \( A \) and \( M \) for fixed \( s \geq \frac{1}{2} \) as can be seen by combining the duality between the functions \( \Lambda \) and \( \Psi \) in (12) and Theorem 1.4 item (b). That \( \Lambda_{1,s}(A)[I,M] \) is not jointly convex for fixed \( s \geq 0 \) is also a consequence of the following example.
that has the advantage of involving $2 \times 2$, rather than $4 \times 4$, matrices as was done in Theorem 1.2. Let
\[
A_1 = \begin{pmatrix} 1/2 & 0 \\ 0 & 1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1/2 \end{pmatrix}, \quad M_1 = \begin{pmatrix} 4 & 0 \\ 0 & 1 \end{pmatrix}, \quad M_2 = \begin{pmatrix} 1 & 0 \\ 0 & 4 \end{pmatrix}.
\]
Direct computation shows
\[
\Lambda_{1,s}(A_1)[I_2, M_1]/2 + \Lambda_{1,s}(A_2)[I_2, M_2]/2 - \Lambda_{1,s}(A_1 + A_2)[I_2, M_1 + M_2]/2 = 2 - 2\left(\frac{45}{32}\right)^s,
\]
which is negative for $s > 0$.

(b) We mentioned that Zhang [31] shows joint convexity of the function
\[
(A, B, C) \mapsto \text{tr} |B^{-p}K_1AK_2C^{-q}|^s
\]
for $0 < p, q \leq 1/2$ such that $p + q < 1$ and $s \geq 1/(1 - p - q)$. Moreover, he shows that these conditions are optimal in the sense that if the function $(A, B, C) \mapsto \text{tr} |B^{-p}AC^{-q}|^s$ is jointly convex in any finite dimension, then $p, q, s$ must satisfy the above conditions.
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