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ABSTRACT
The purpose of the research is tracking control to follow the input reference signal such as step, ramp, parabolic, and high order reference stably. The challenge is rising when high order input references, such as parabolic or polynomial, are used in the advanced system. Like in satellite and missile launcher systems, the triple integrator systems have to follow parabolic or polynomial trajectory with high stability required. The research proposed an integrals state feedback controller to combine simple state feedback control with cascade-layered integral control. The order of the input reference defines the structure and number of integrals used. Along with Coefficient Diagram Method in its tuning process, the proposed controller is guaranteed to have good stability and zero steady-state error. Simulation results and mathematical proofs of stability and zero steady-state error are provided on the paper. The proposed method can follow various input references such as the ramp, parabolic, polynomial, and higher-order reference based on the simulation and mathematical proofs. The stability using the pole location also shown the negative poles that give a stable system.
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I. INTRODUCTION
The goal of tracking control is to follow any kind of reference signal. There are some reference signals such as impulse [1], [2], step [3], [4], ramp [5], parabolic [6], [7], parabola [8], periodic [9], sine [10], pulse [1], [11], and random [1], which commonly used in control, robotic and industrial systems as input reference. There are also less popular polynomial references, such as third-order polynomial reference, fourth-order polynomial reference, and higher-order reference (HOR), which are used in the trajectory system or more complex and advanced systems.

Some researches about tracking control of step, ramp, and parabolic signals have been done. Some control techniques have been proposed, such as the Servo System with Polynomial Differential Operator [12], Coefficient Diagram Controller [13], State Feedback with One and a Half Integrator [14], Proportional Integral Derivative (PID) Controller [15], Type III PID Controller [16], [17], Fuzzy Controller [18], nonlinear tracking control [19] and backstepping [20]. However, those researches have not been evaluated for input signal tracking with higher reference order than the parabolic signal. Therefore, this research proposes a new control approach to track high order input references.

In tracking control, it is essential to track the reference stably, especially polynomial ones. As mentioned earlier, some polynomial references with higher-order are used in complex and advanced systems. For example, a satellite system has a parabolic orbit trajectory. Hence, it needs a stable and robust parabolic tracking controller. In other cases, a missile acceleration has polynomial reference to track and follow a target in the missile launcher system. Both satellite and missile launcher systems can be seen as triple integrator systems and belong to high order systems [21].

Some previous research had been done to track time-varying signal, which is another term of polynomial input references for specific control purposes: i.e., fault-tolerant tracking [22], asymptotic tracking [23], and fixed-time tracking [24]. However, based on the literature review, there has been no tracking control study for the triple integrator system.
to date. Besides, most proposed controllers can be suitable only for specific goals with complex calculations or structure design.

Some common and simpler controllers, such as conventional PID and fuzzy controllers, are not suitable to be applied. The PID controller may be able to stabilize those high order systems (integrating system) [25] and high order input reference [26], but it has bad transient system performance. In other words, it cannot track the reference stably. Meanwhile, a fuzzy controller design takes a lot of effort and experimental data. It will be more confusing to tune the fuzzy parameters [18], [27]. Moreover, the fuzzy controller cannot guarantee that the augmented system will result in good performance and stability [28]. Thus, it is inadequate to use those common controllers in tracking control of triple integrator systems.

This research proposes to solve this problem by using a state feedback controller combined with the integral control. Both methods are already proposed for tracking control separately, with their respective pros and cons [29]. In this paper, the proposed integral control design has some layers in the structure, like a cascade. The cascade is based on the order of the input references used for tracking.

The structure design of the controller is crucial for tracking control. However, state feedback and integral gains also need to be determined carefully to guarantee good system performances. The controller needs to be easy to design in any kind of reference used in the system with stable and accurate tracking. Some methods that may solve this tuning problem are pole placement [30], pole assignment [31], Linear Quadratic Regulator (LQR) [32], [33], metaheuristics algorithm [34], Linear Matrix Inequalities (LMI) [35] and Coefficient Diagram Method (CDM) [36], [37]. The only method among those previously mentioned methods which has standard parameters as a tuning method is CDM. It can avoid the trial and error of the tuning process. Hence, the effort and time consumed in tuning the controller parameters can be efficient [38]. Thus, this research uses the coefficient diagram method as the tuning method for state feedback and integral gains needed in the controller design.

The structure of the research will be briefly explained as follows. The first section is the introduction. The next section is the Input Reference that discusses the kind of input reference signal. The third section is the integrals state feedback design for high order input reference. Then, the next section discusses the theory of the coefficient diagram method. Later, the Ackermann formula used in the coefficient diagram method is explained in the next section. The fifth is about the steady-state error that discusses the final value theorem and input substitution. The sixth section is the results and discussions. The last part is the conclusion and future work.

### II. INPUT REFERENCE

There are many kinds of input reference signals. They can be seen in Table 1. Some others that are not listed in the table are pulse, sine, parabola, periodic, impulse, and random signal. Pulse and random signals can be described as ‘series’ of step units. Hence they can be categorized into step reference. Meanwhile, the parabola, periodic, sine wave signals can be seen as the parabolic equation so that it belongs to the third order of input reference. The impulse signal is a special case because its order is lower than the step signal, but it still requires one integral in the control structure.

Table 1 also shows the order of time and reference for each signal. The step input reference signal is a first-order reference signal and has a zero level time order. A control system requires one integrator to stabilize the step reference input signal. In contrast, the ramp signal is a second-order reference signal and has a level one-time order. The control system requires two integrators to stabilize it. Likewise, the pattern continues for reference signals with higher order.

The basic idea of the design is the increase in the reference signal’s order also increases the reference signal’s order so that the system has no steady-state error. The characteristic of integral control is that it can eliminate steady-state errors. Therefore, the control system requires additional integral control to eliminate the steady-state error.

### III. INTEGRALS STATE FEEDBACK

The system is modeled in the state space form as

\[
\dot{x} = Ax + Bu
\]
\[
y = Cx
\]

where \(x\) is the state, \(u\) is the control signal, \(y\) is the output, \(A_{m \times m}\) is a constant state matrix, \(B_{m \times 1}\) is the constant input matrix, and \(C_{1 \times m}\) is the constant output matrix.

Then, the system is augmented to the proposed integrals state feedback controller. The integrals state feedback control scheme for stabilizing the step, ramp, parabolic, or polynomial input reference is shown in Fig. 1. The \(\sum f\) is the integrals control. The detailed scheme of \(\sum f\) is shown in Fig. 1 (b). The variable \(i\) is the order of integral control, as shown in Table 1.

For simplicity, the input reference signal is assumed as a unit step first as it requires the simplest structure design. This controller design later will be compared to the proposed controller and called a “conventional” method.

The new equation based on Fig. 1 is

\[
\dot{\tilde{z}} = \tilde{A}z + \tilde{B}u + Fr
\]
\[
y = \tilde{C}z
\]

The basic idea of the design is the increase in the reference signal’s order also increases the reference signal’s order so that the system has no steady-state error.
where

\[ z = \begin{bmatrix} x \\ \xi \end{bmatrix} \]

\[ \hat{A} = \begin{bmatrix} A & 0 \\ -C & 0 \end{bmatrix}, \quad \hat{B} = \begin{bmatrix} B \\ 0 \end{bmatrix}, \quad \hat{C} = \begin{bmatrix} C \\ 0 \end{bmatrix}^T, \quad F = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \]

Figure 1. Integral state feedback.

The derivation of integrals blocks based on Fig. 1(b) can be seen as integral states and written as follows

\[ \dot{\xi}_1 = r - y = r - Cx \]

\[ \dot{\xi}_2 = \xi_1 \]

\[ \dot{\xi}_3 = \xi_2 \]

\[ \vdots \]

\[ \dot{\xi}_{i+1} = \xi_i \]

Therefore, the matrix of integrals can be written as

\[ I = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix} \]

Now, let assume the used reference is ramp signal. Based on (10), (11), and (12), the integral state matrix for a unit ramp is,

\[ I_{\text{ramp}} = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \]

Meanwhile, the integral state matrix for unit parabolic as input reference becomes

\[ I_{\text{parabolic}} = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \]

Furthermore, the integral state matrix for High Order Reference can be written as

\[ I_{\text{HOR}} = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix} \]

The first row in (15) can be deleted. Then the matrix will have the identity matrix apart from the last column of zero. It can be rewritten as a general matrix as follow,

\[ I_{\text{HOR}} = \begin{bmatrix} I & 0 \end{bmatrix} \]

where \( I \) is the identity matrix, and \( i \) is the order of reference from Table 1.

**B. THE AUGMENTED SYSTEMS**

The system must fulfill controllability conditions (M) and state controllability conditions (P) to apply the proposed integrals state feedback control. Respectively, the criteria are

\[ M = \begin{bmatrix} B & AB & A^2B & \cdots & A^{n-1}B \end{bmatrix} \]

\[ P = \begin{bmatrix} A & 0 & \cdots & 0 \\ -C & 0 & \cdots & 0 \\ 0 & I_{\text{HOR}} & \cdots & 0 \end{bmatrix} \]

where the rank of those matrices must not equal to zero.
After the system is proved to be controllable and completely state controllable, the controller design is continued. The new proposed augmented system design for the high order reference as input is
\[
\dot{z} = A z + \hat{B} u + F r \\
y = \hat{C} z
\] (19)
(20)

where
\[
z = \begin{bmatrix} x \\ \xi \end{bmatrix}
\]
\[
\hat{A} = \begin{bmatrix} A & 0 & 0 \\ -C & 0 & 0 \\ 0 & I_{\text{HOR}} & 0 \end{bmatrix}
\]
\[
\hat{B} = \begin{bmatrix} B \\ 0 \end{bmatrix}
\]
\[
\hat{C} = \begin{bmatrix} C^T \\ 0 \end{bmatrix}
\]
\[
F = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}
\]

The overall control signal is the sum between the state feedback control signal and the integral control signal. By substituting (7) and (9) into (5), it can be rewritten as follows,
\[
u = u_S + u_I = -K x + K_i \xi = -\hat{K} z
\] (21)

where
\[
\hat{K} = \begin{bmatrix} k_1 & k_2 & \ldots & k_n \end{bmatrix}
\]

Matrix \( \hat{K} \) is the controller gain matrix and will be tuned by using the coefficient diagram method.

Hence, finally, the augmented system state-space equations can be rewritten. By substituting (21) to (19), the state error equation becomes
\[
\dot{z} = (\hat{A} - \hat{B} \hat{K}) z + F r
\] (23)
\[
y = \hat{C} z
\] (24)

The equation (23) and (24) is the final closed-loop system with the proposed control signal.

**IV. COEFFICIENT DIAGRAM METHOD AND ACKERMANN FORMULA**

The coefficient diagram method (CDM) is used in the research to tune the proposed controller’s parameter. The target polynomial (closed-loop polynomial) is the system’s characteristic polynomial with the control signal augmented in CDM. The target polynomial for the system in (23) is
\[
P_T = a_0 \left[ \prod_{i=2}^{n} \left( \prod_{j=1}^{i-1} \frac{1}{\phi_{i-j}} \right) (\tau s)^i \right] + \tau s + 1
\]

where \( a_0 \) is the coefficient of the closed-loop polynomial (or desired polynomial in s-plane), \( \gamma_n \) is the stability index, \( \tau \) is the equivalent time constant and
\[
\alpha_0 = \prod_{j=1}^{n-1} \frac{1}{\phi_{n-j}}
\] (27)

The standard form of the stability index, \( \gamma_n \), is
\[
\gamma_{n-1} = \ldots = \gamma_3 = \gamma_2 = 2 \quad \gamma_1 = 2.5
\] (28)

The standard form is from past research that gives the best response with fast settling time and a little overshoot characteristic. The equivalent time constant, \( \tau \), is
\[
\tau = \frac{1}{3} t_s
\] (29)

where \( t_s \) is the settling time, and it can be chosen between 2.5 and 3 seconds for the good system’s response.

The Ackermann Formula will be used to obtain Integrals state feedback from Coefficient Diagram Method. It is a well-known method to determine the state feedback gain matrix [29]. First, a system is represented in state-space as follows,
\[
\dot{z} = A z - B u
\] (30)

with the state feedback control signal as
\[
u = -K z
\] (31)

Hence, the equation of system (30) with state feedback control (31) becomes
\[
\dot{z} = (A - BK) z
\] (32)

Let assume a new equation to substitute the \( A - BK \),
\[
\tilde{A} = A - BK
\] (33)

so that the desired characteristic equation is
\[
|s I - A + BK| = |s I - \tilde{A}| = s^n + \alpha_1 s^{n-1} + \ldots + \alpha_n s + \alpha_0 = 0.
\] (35)

Based on the Cayley-Hamilton theorem, \( \tilde{A} \) satisfied its own characteristic equation as
\[
\phi (\tilde{A}) = \tilde{A}^n + \alpha_1 \tilde{A}^{n-1} + \ldots + \alpha_n \tilde{A} + \alpha_0 I = 0
\] (36)

By considering (33) and following identities,
\[
\tilde{A}^2 = (A - BK)^2 = A^2 - ABK - BK\tilde{A}
\]
\[
\tilde{A}^3 = (A - BK)^3 = A^3 - A^2 BK - BK\tilde{A} - BK\tilde{A}^2
\] (37)

with \( n = 3 \), the characteristic equation from (36) becomes
\[
\alpha_3 I + \alpha_2 \tilde{A} + \alpha_1 \tilde{A}^2 + \tilde{A}^3 = 0
\]
\[
= \alpha_3 I + \alpha_2 A + \alpha_1 A^2 + A^3 - \alpha_2 BK
\]
\[
- \alpha_1 ABK - \alpha_1 BK\tilde{A} - A^2 BK - ABK\tilde{A} - BK\tilde{A}^2
\] (38)

Therefore, we can get
\[
\alpha_3 I + \alpha_2 A + \alpha_1 A^2 + A^3 = \phi (\tilde{A}) = 0
\] (40)
\[
\alpha_3 I + \alpha_2 A + \alpha_1 A^2 + A^3 \neq \phi (A) = 0
\] (41)
By substituting (40) and (41) into (39), we obtained
\[
\phi (\vec{A}) = \phi (A) - \alpha_2 BK - \alpha_1 ABK - BK\vec{A} - \alpha_1 BK\vec{A}
\]
\[
- ABK\vec{A} - A^2 BK
\tag{42}
\]

Since \( \phi (\vec{A}) = 0 \), then the equation becomes
\[
\phi (A) = B (\alpha_2 K - \alpha_1 K\vec{A} - K\vec{A}^2) + AB (\alpha_1 K - K\vec{A})
\]
\[
+ A^2 BK
\tag{43}
\]
\[
= [B | AB | A^2 B] \begin{bmatrix} 
\alpha_2 K - \alpha_1 K\vec{A} - K\vec{A}^2 \\
\alpha_1 K - K\vec{A} \\
K
\end{bmatrix}
\tag{44}
\]

By multiplying both sides of (44) by the inverse of the controllability matrix, we obtained
\[
[B | AB | A^2 B]^{-1} \phi (A) = [0 0 1] [B | AB | A^2 B]^{-1} \phi (A)
\tag{45}
\]
\[
= [0 0 1] [\alpha_2 K + \alpha_1 K\vec{A} + K\vec{A}^2] [\alpha_1 K + K\vec{A} - K\vec{A}^2]
\tag{46}
\]

which can be written as
\[
K = [0 0 1] \times [B | AB | A^2 B]^{-1} \phi (A).
\tag{47}
\]

For an arbitrary positive integer \( n \), the state feedback gain is
\[
K = [0 0 \cdots 0 1] \times [B | AB | A^2 B]^{-1} \phi (A)
\tag{48}
\]

where
\[
\phi (A) = A^n + \alpha_1 A^{n-1} + \cdots + \alpha_{n-1} A + \alpha_n I
\tag{49}
\]

Therefore, the Ackerman formula for determining the integral(s) state feedback gain is
\[
\tilde{K} = [0 \cdots 0 1] \times [B | AB | \cdots | A^{n-1} B]^{-1} \phi (A)
\tag{50}
\]

where
\[
\phi (A) = A^n + \alpha_1 A^{n-1} + \cdots + \alpha_{n-1} A + \alpha_n I
\tag{51}
\]

V. STEADY STATE ANALYSIS

Steady-state error evaluation is used to testify whether the controller is able to reach the reference value in ideally ‘infinite’ time. It can be achieved from simulation results or mathematical calculations. The calculation of steady-state error can be done by using two methods: final value theorem and input substitution. Both of the methods are represented in the research.

The first one is the final value theorem. The steady-state error value can be calculated based on the following equations
\[
\lim_{s \to 0} s E(s) = \lim_{s \to 0} s R(s) [1 - C(sI-A)^{-1} B]
\tag{52}
\]
where \( R(s) \) is the reference signal in \( s \)-domain.

The other one is the input substitution; for the step and ramp reference, respectively, the input substitution is
\[
e(\infty)_{\text{step}} = 1 - y_{ss} = 1 - CA^{-1}B
\tag{53}
\]
\[
e(\infty)_{\text{ramp}} = \lim_{t \to \infty} (t - y_{ss})
\tag{54}
\]
\[
= \lim_{t \to \infty} (1 + \tilde{C}A^{-1}B) t + \tilde{C} (A^{-1} B)
\tag{55}
\]
Then, the input substitution for the parabolic reference is as follows. Given the system in state-space form as
\[
\dot{z} = Az + Bu
\tag{56}
\]
\[
y = Cz
\tag{57}
\]
If the reference signal is a parabolic reference, \( r = t^2 \), the steady-state solution, \( z_{ss} \) for \( z \) is
\[
z_{ss} = Ur^2 + Vt + W
\tag{58}
\]

where, \( U, V, W \) are constant. Also,
\[
\dot{z}_{ss} = Ur + V
\tag{59}
\]
Substituting \( r = t^2 \) along with (57) and (58) into (55) and (56) yields
\[
\dot{U} + V = A(Ut^2 + Vt + W) + Br^2
\tag{60}
\]
\[
y_{ss} = C(Ut^2 + Vt + W)
\tag{61}
\]
In order to balance (59), the matrix of coefficient \( t^2, AU = -B \) or
\[
U = -A^{-1}B
\tag{62}
\]
Equating constant terms in (62), we have \( AV = U, or \)
\[
V = A^{-1} U
\tag{63}
\]
Equating constant terms in (62), we have \( AW = V, or \)
\[
W = A^{-1} V
\tag{64}
\]
Substituting (61), (62), and (63) into (60) yields
\[
y_{ss} = C(-A^{-1}Br^2 + A^{-1}(-A^{-1})Br + A^{-1}(-A^{-1})^2 Br)\tag{65}
\]
\[
= -C(-A^{-1}Br^2 + (A^{-1})^2 Br + (A^{-1})^3 B)
\tag{66}
\]
The steady-state error for parabolic reference is

$$e(\infty) = \lim_{t \to \infty} \left( t^2 - y_{ss} \right)$$

$$= \lim_{t \to \infty} \left( 1 + CA^{-1}B \right) t^2 + C(A^{-1})^2 B t$$

$$+ C \left( A^{-1} \right)^3 B$$

(66)

The steady-state error for the high order reference is

$$e(\infty) = \lim_{t \to \infty} \left( i^t - y_{ss} \right)$$

$$= \lim_{t \to \infty} \left( 1 + CA^{-1}B \right) i^t + \sum_{n=1}^{i} C \left( A^{-1} \right)^{n+1} B i^{-n}$$

(67)

where $i$ is the order input reference. The steady-state error for infinity time can be calculated using the final value theorem in (52) and input substitution in (67).

VI. CONTROLLER DESIGN ALGORITHM

The design process to tune the integrals state feedback using the coefficient diagram method and Ackermann formula will be described as follows,

1. Find the state matrix constant size $(m)$ based on the $A$ matrix system, the input reference order based on Table 1 (for ramp $i = 2$, for parabolic $i = 3$ and so on), and the state matrix of augmented system $n = m + i$. For example, the parabolic reference will be used for the triple integrator system. The system model is,

$$A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \quad B = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \quad C = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}$$

(68)

$$\hat{A} = \begin{bmatrix} A & 0 & 0 \\ -C & 0 & 0 \\ 0 & I_{\text{HOR}} & 0 \end{bmatrix}$$

$$= \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \end{bmatrix}$$

(69)

$$\hat{B} = \begin{bmatrix} B \\ 0 \end{bmatrix}^T = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 \end{bmatrix}^T$$

(70)

2. Check the rank of controllability and state controllability matrices using (17) and (18).

3. Define the closed-loop polynomial or target polynomial from (25), (26), (27), (28), and (29). In the previous example case with the desired settling time $t_s$ as 3 seconds. Thus the equivalent time constant $\tau$ is 1 second. The target polynomial can be defined as follows.

$$\alpha_0 = \frac{\gamma s^2 y_3^2 y_2^4 y_1^5}{\tau^5}$$

(71)

4. Find the integrals state feedback gain by applying the Ackermann formula. For the previous example case, this step can be rewritten as follows

$$\hat{K} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \times \begin{bmatrix} B & \hat{A}B & \hat{A}^2B & \hat{A}^3B & \hat{A}^4B & \hat{A}^5B \end{bmatrix}^{-1} \times \phi(\hat{A})$$

where

$$\phi(\hat{A}) = \hat{A}^6 + \alpha_1 \hat{A}^5 + \alpha_2 \hat{A}^4 + \alpha_3 \hat{A}^3 + \alpha_4 \hat{A}^2 + \alpha_5 \hat{A} + \alpha_6 I$$

(75)

VII. RESULTS AND DISCUSSION

There are some examinations in the section. The first examination is to track and to stabilize the triple integrator system using the proposed controller for ramp and parabolic reference. The result will compare the conventional (integral state feedback) and proposed controller (integrals state feedback). The second examination is about control the system for the polynomial reference. The third examination is about the integrals state feedback design for low order reference. The fourth examination is about the stability analysis using the pole position.

Simulations made in the research are done in MATLAB. The controlled system is a triple integrator system. The system model is written as follows

$$G(s) = \frac{1}{s^3}$$

(76)

or in the state space form has matrices as

$$A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \quad B = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \quad C = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}$$

(77)

CDM parameters used for all later-mentioned controller designs are as follows. The targeted settling time is $t_s = 3$ hence $\tau = 1$ is used. The stability indexes used are the recommended standard stability index parameter as in (28).

A. RAMP AND PARABOLIC INPUT REFERENCE

First, the system is checked based on the criteria mentioned in (17) and (18). Both ranks of the controllability matrix ($M$) and state controllable matrix ($P$) are 4. Thus, the system is able to be controlled by the proposed integrals state feedback method.

The augmented system for ramp input tracking based on the algorithm is

$$\dot{z} = \hat{A}z + \hat{B}u + Fr$$

$$y = \hat{C}x$$

(78)

(79)
The system response of ramp and parabolic input reference can be calculated using (52). Meanwhile, the final value theorem for the ramp input proposed tracking errors. The steady-state error values can be calculated by using input substitution and final value theorem. These mathematical proofs supported the simulation results. The steady-state error calculation by using input substitution shows that there are some tracking errors. The steady-state error by using the Final value theorem for the ramp input proposed tracking is mentioned in (69), (70), (73), and (74). Meanwhile, the obtained controller gain matrix for parabolic input is

\[
\hat{K} = \begin{bmatrix} k_1 & k_2 & k_3 & k_{11} & k_{12} \\ 1000 & 200 & 20 & 2500 & 2500 \end{bmatrix}
\]  

Parabolic input tracking requires a similar controller design process. The augmented system for parabolic input tracking is mentioned in (69), (70), (73), and (74). Meanwhile, the obtained controller gain matrix for parabolic input is

\[
\hat{K} = \begin{bmatrix} k_1 & k_2 & k_3 & k_{11} & k_{12} & k_{13} \\ 8000 & 800 & 40 & 40000 & 100000 & 100000 \end{bmatrix}
\]  

The augmented system performances, for both ramp and parabolic input tracking using integrals state feedback, then, are compared to conventional method performance results. The conventional method is the implementation of state feedback control, with only one integral gain used.

The system response of ramp and parabolic input reference is shown in Fig. 2 and Fig. 3. It is shown that the proposed controller can follow the parabolic reference. Meanwhile, the conventional controller cannot follow the reference. There is a steady-state error in a conventional controller.

The simulation showed that the proposed controller could stabilize the system to follow the reference signal. Based on

\[
\begin{align*}
\hat{A} &= \begin{bmatrix} A & 0 \\ -C & 0 \end{bmatrix}, \\
\hat{B} &= \begin{bmatrix} B \\ 0 \end{bmatrix}, \\
\hat{C} &= \begin{bmatrix} C^T \end{bmatrix}, \\
F &= \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix}
\end{align*}
\]  

The closed-loop polynomial is

\[
P_T = \alpha_5 s^5 + \alpha_4 s^4 + \alpha_3 s^3 + \alpha_2 s^2 + \alpha_1 s + \alpha_0
\]

\[
= s^5 + 20 s^4 + 200 s^3 + 1000 s^2 + 2500 s + 2500
\]

The controller gains can be found by using the Ackermann formula. The process can be briefly described from the following equations.

\[
\hat{K} = \left[ \begin{array}{ccccc} 0 & 0 & 0 & 0 & 1 \end{array} \right]
\times \left[ \begin{array}{ccccc} \hat{B} & \hat{A} & \hat{A}^2 & \hat{A}^3 & \hat{A}^4 \end{array} \right]^{-1} \phi(\hat{A})
\]

where

\[
\phi(A) = \hat{A}^5 + \alpha_1 \hat{A}^4 + \alpha_2 \hat{A}^3 + \alpha_3 \hat{A}^2 + \alpha_4 \hat{A} + \alpha_5 I
\]

\[
= \hat{A}^5 + 20 \hat{A}^4 + 200 \hat{A}^3 + 1000 \hat{A}^2 + 2500 \hat{A} + 2500 I
\]  

(81)  

(82)  

(83)  

(84)  

(85)  

(86)  

Fig. 2 and Fig. 3, the proposed controller is able to track both ramp and parabolic references stably. However, the conventional method implementation shows that there are some tracking errors. The steady-state error values can be calculated by using input substitution and final value theorem. These mathematical proofs supported the simulation results. The steady-state error calculation by using input substitution for ramp input reference and parabolic can be calculated using (53) and (54). Meanwhile, the final value theorem for input reference can be calculated using (52).

Then, the steady-state error by using the input reference for the proposed controller is

\[
e_{ss,\text{ramp}}(\infty) = \lim_{t \to \infty} (0r + 0) = 0
\]

\[
e_{ss,\text{parabolic}}(\infty) = \lim_{t \to \infty} (0r^2 + 0r + 0) = 0
\]  

(87)  

(88)  

Meanwhile, the steady-state error by using the Final value theorem for the ramp input proposed tracking
The steady-state error for parabolic by using the Final value theorem for the proposed controller is

\[
\lim_{s \to 0} sE(s) = \lim_{s \to 0} \frac{s^1}{s^3} \left[ 1 - \frac{2500s + 2500}{s^5 + 20s^4 + 200s^3 + 1000s^2 + 2500s + 2500} \right] = 0 = 0
\]

(89)

The input substitution and final value theorem proof result for the proposed controller in (87), (88), (89), and (90) shown that the proposed controller has zero steady-state error. Thus the controller can track the input reference.

Then, the conventional integral state feedback has steady-state error as

\[
e_{ss, \text{ramp}}(\infty) = \lim_{t \to \infty} (0t + 0.4) = 0.4
\]

(91)

\[
e_{ss, \text{parabolic}}(\infty) = \lim_{t \to \infty} (0t^2 + t + 0.2) = \infty
\]

(92)

The final value theorem of conventional integral state feedback for ramp input reference is

\[
\lim_{s \to 0} sE(s) = \lim_{s \to 0} \frac{s^1}{s^3} \left[ 1 - \frac{2500}{s^5 + 20s^4 + 200s^3 + 1000s^2 + 2500s + 2500} \right] = 0 = \frac{1000}{2500} = 0.4
\]

(93)

The final value theorem of conventional integral state feedback for parabolic input reference is

\[
\lim_{s \to 0} sE(s) = \lim_{s \to 0} \frac{s^1}{s^3} \left[ 1 - \frac{2500}{s^5 + 20s^4 + 200s^3 + 1000s^2 + 2500s + 2500} \right] = 0 = \frac{1000}{0} = \infty
\]

(94)

The input substitution and final value theorem result for the conventional controller in (91), (92), (93), and (94) showed that the conventional controller has steady-state error 0.4 for ramp input reference and infinity for the parabolic reference. Thus the conventional controller cannot track the input reference. The completed mathematical proof is shown in Table 2.

| Controller Type | Ramp Method | Parabolic Method |
|-----------------|-------------|------------------|
| Conventional    | FVT 0.4     | IS ∞             |
| Integral State Feedback | 0 0       | 0 0              |
| Proposed        | FVT 0       | IS 0              |

FVT = Final Value Theorem, IS = Input Substitution

### B. POLYNOMIAL INPUT REFERENCE TRACKING

The second examination is about control the system for the polynomial reference. It is stabilized the high order input reference, such as third-order polynomial until fifth-order polynomial.

The result is shown in Fig. 4, Fig. 5, and Fig. 6. The numerical simulation showed that the proposed controller could follow the high order reference. Meanwhile, the conventional controller gave the steady-state error response. Later, the mathematical proof result is shown in Table 3 by using the Final Value Theorem and Input Substitution. There is infinity steady-state error in the conventional controller and zero steady-state error in the proposed controller.

![Response of Third Order Polynomial](image)

**FIGURE 4.** System response of third order polynomial input reference.

### C. STABILITY ANALYSIS USING POLE LOCATION

Some mathematical proofs of the augmented system’s stability are presented in this sub-section. Pole locations for stability are used. The closed-loop polynomials or the targeted polynomial tuned by using CDM shown in Table 4 where \( n = m + i \) is the augmented matrix size from \( A_{n\times n} \) matrix size and order of reference \( i \). The first row is the desired
polynomial for the ramp reference. The second row is the desired polynomial for parabolic reference, and so on.

It is shown that the targeted polynomials from the fifth-order until the ninth order of $s$ give the negative root. Thus, the desired polynomials will result in a stable system. Thus, it is clear that the system has a stable system. Then, for the system (19) using a controller (21), have pole location will always in a left-hand plane (LHP) with the minimum real pole is $-2.84$ and $-2.95$.

### Table 3. Steady state error (SSE).

| Controller | Third Order Polynomial Method | Fourth Order Parabolic Method | Fifth Order Parabolic Method |
|------------|-------------------------------|------------------------------|-----------------------------|
|            | FVT | IS | FVT | IS | FVT | IS |
| Conventional Integral State Feedback | ∞ | ∞ | ∞ | ∞ | ∞ | ∞ |
| Proposed Integrals State Feedback | 0 | 0 | 0 | 0 | 0 | 0 |

FVT = Final Value Theorem, IS = Input Substitution

### Table 4. Pole location of closed loop or target polynomial.

| n | Desired Polynomial ($P_d$) | Pole Position |
|---|----------------------------|---------------|
| 5 | $s^5 + 20s^4 + 200s^3 + 1000s^2 + 2500s + 2500$ | $s_{1,2} = -5.56 \pm 6.39i$ |
|   |                             | $s_{3,4} = -3.02 \pm 1.76i$ |
|   |                             | $s_5 = -2.84$ |
| 6 | $s^6 + 40s^5 + 800s^4 + 4e^5s^3 + e^5 + s^3$ | $s_{1,2} = -11.14 \pm 13.04i$ |
|   |                             | $s_{3,4} = -3.22 \pm 1.86i$ |
|   |                             | $s_5 = -0.32$ |
|   |                             | $s_6 = -2.95$ |
| 7 | $s^7 + 80s^6 + 3200s^5 + 64e^5s^4 + 64e^5s^3 + 32e^5s^2 + 8e^5s + 8e^5$ | $s_{1,2} = -22.25 \pm 26.07i$ |
|   |                             | $s_{3,4} = -3.2 \pm 1.86i$ |
|   |                             | $s_5 = -14.64$ |
|   |                             | $s_6 = -11.49$ |
|   |                             | $s_7 = -2.95$ |
| 8 | $s^8 + 160s^7 + 128e^5s^6 + 512e^5s^5 + 1024e^4s^4 + 128e^7s + 128e^7$ | $s_{1,2} = -44.50 \pm 52.13i$ |
|   |                             | $s_{3,4} = -3.21 \pm 1.84i$ |
|   |                             | $s_5 = -30.02$ |
|   |                             | $s_6 = -20.85$ |
|   |                             | $s_7 = -10.74$ |
|   |                             | $s_8 = -2.95$ |
| 9 | $s^9 + 320s^8 + 512e^5s^7 + 4096e^5s^6 + 16384e^4s^5 + 32768e^5s^4 + 32768e^5s^3 + 16384e^5s^2 + 4096e^5 + 4096e^5$ | $s_{1,2} = -89.50 \pm 104.26i$ |
|   |                             | $s_{3,4} = -3.21 \pm 1.84i$ |
|   |                             | $s_5 = -59.98$ |
|   |                             | $s_6 = -42.03$ |
|   |                             | $s_7 = -19.83$ |
|   |                             | $s_8 = -10.75$ |
|   |                             | $s_9 = -2.95$ |

### D. HIGH ORDER INTEGRALS STATE FEEDBACK FOR LOW ORDER REFERENCE

Based on previous examinations for a ramp, parabolic, and some polynomials input tracking, it can be seen that the proposed method still lack flexibility with its design. Hence, to see the importance of the design, further examination is done.

Hypothetically, the controller design for higher-order input reference should be able to track lower-order input references. Hence, integrals state feedback design for fifth-order input reference is applied to the triple integrator system with lower-order references such as step, ramp, and parabolic units.

The simulation result for step tracking is shown in Fig. 7. The step response test results in zero steady-state error with overshoot 62.94 percent and undershoot. The overshoot is...
likely to happen since the number of integrals corresponds to the aggressiveness of the system’s response. Too many integrals are used in the system cause the system tends to have a bigger overshoot. However, it is shown that the system is able to be stabilized in general.

The augmented system’s response for ramp and parabolic tracking is shown in Fig. 8 and Fig. 9. The controller is able to control the system stably while tracking the reference value. The augmented system also achieved zero steady-state error. There is no oscillation detected in the response. Thus the high order controller design can be implemented for lower-order reference.

VIII. CONCLUSION

The paper proposes about integrals state feedback design for tracking high order input references. The coefficient diagram tunes the parameter controller. The simulation and mathematical proof show that the proposed controller can track the high order input reference. Meanwhile, the conventional controller has a steady-state error.

The stability analysis using pole location shows that the closed-loop polynomial has a negative pole. Thus, the system is stable. The integrals state feedback design for fifth-order input reference can track all of the references from step until the parabolic reference. Thus the high order controller design can be implemented for lower-order reference.

Future work of the research may include further analysis of system performances on a real-time experiment, especially on the state feedback controller’s practical implementation.
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