We consider a general symplectic transformation (also known as linear canonical transformation) of quantum-mechanical observables in a quantized version of a finite-dimensional system with configuration space isomorphic to \( \mathbb{R}^q \). Using the formalism of rigged Hilbert spaces, we define eigenstates for all the observables. Then we work out the explicit form of the corresponding transformation of these eigenstates. A few examples are included at the end of the paper.

1 Introduction

From a mathematical perspective we can view quantum mechanics as a science of finite-dimensional quantum systems, i.e. systems whose classical pre-image has configuration or phase space of finite dimension. Over the past hundred years, these have been studied to overwhelming extents and have found countless applications in physics, chemistry and engineering. Their development has also motivated advances in many areas of mathematics including Hilbert spaces, operator theory, measure theory, etc. We intentionally talk about finite-dimensional quantum systems defined by the relation to their classical analogues, there are several reasons for that. First, it is a simple way of delimiting the field in which we are going to operate. Second, it is practical since one often is in the position of having a classical system and looking for its quantum version. Third, the relation between classical and quantum systems may go beyond this practical account, as in Geometrical Quantization \([1]\) where it becomes the main subject of inquiry. In any case, thinking of both can help us understand their complicated relationship.

In this work we will be concerned with a quantized version of a classical system whose configuration space is isomorphic to \( \mathbb{R}^q \) with some \( q \in \mathbb{N} \). Therefore it has finite dimension but also natural vector space structure. This is the simplest setting one can think of, and a very common one. A typical example is the system of finitely many coupled harmonic oscillators. Classically, its state is described by a point in the phase space, which is a vector space of dimension \( 2q \) equipped with the symplectic form. In dealing with it, one can often work in the abstract setting, without the need to choose...
any particular set of coordinates. However, in many cases one does not have that luxury, and will probably end up choosing a symplectic basis in the phase space aligned with the given symplectic form. Needless to say, there are many equivalent choices of such basis, all mutually related through symplectic transformations.

Now consider a quantum version of the above system. There is a number of ways to define it, we will mention two. The first one originates in many body quantum mechanics. It comes around by complexifying the classical phase space and performing polarization, which results in the so called one-particle Hilbert space. The polarization is not unique, but its different choices lead to unitarily equivalent theories. The one-particle Hilbert space is then used to build a symmetric Fock space which accommodates the states of our quantum system. The observables are defined with the help of the symplectic form by virtue of creation and annihilation operators. The construction is performed algebraically without any reference to coordinates, which makes it relatively elegant. For further details we refer to Chapter 2 of [2]. Another way of quantization is the canonical construction with Schrödinger representation. It consists in introducing the Hilbert space of square-integrable complex functions on the configuration space and defining the coordinate and momentum observables straightforwardly as multiplication and differentiation operators. Note that the word configuration space refers to an implicit choice of symplectic basis needed to fix the representation. Let us remark that the two described constructions can be related by the so called Bargmann transform, see the classical paper [3] and Chapter 4 of [4]. The isomorphism between the Fock and Bargmann space is proven in [5]. Even without studying the exact relation, one observes a common feature: in the many-body Fock space construction, one makes a choice of polarization which splits the complexified phase space in half, while in the canonical construction one splits in half the original phase space by a choice of symplectic basis. In any case, the resulting quantum theory is independent of these choices, as we know thanks to Stone-von Neumann Theorem. For even more elegant paths, one may turn to Geometrical Quantization or some other abstract framework.

We decide to work within the canonical quantization procedure and introduce coordinate and momentum observables in the usual way discussed above. This involves a choice of basis in the phase space. The basis needs to be symplectic in order for us to have a well defined complete set of commuting observables. As we have argued above, quantum systems constructed with different choices of the symplectic basis will be equivalent, mutually related by a symplectic transformation of observables. Nevertheless, explicit relations between eigenstates corresponding to different sets of these observables might be highly nontrivial. The aim of the present paper is to provide such relations. A slight complication of our endeavor is that the canonical observables do not have eigenvectors in our Hilbert space, because they are not square integrable functions. If one wishes, one can work around this by introducing a generalized version of the eigenvectors; it is no surprise that they are from the realm of distributions. We call them simply eigenstates. One can then find eigenstates which correspond to states of the system with a sharp value of the associated observable. There are vectors in the Hilbert space that are arbitrarily close to that.

Having access to eigenstates of symplectically transformed observables can be very useful for practical purposes. It may happen that one starts with quantum observables defined in one symplectic basis and later decides to change to another one, e.g. in order to simplify the evolution equations or for any other reason. A typical example of this is switching between the coordinate and momentum representations which is a
special case of the symplectic transformation. Common knowledge includes the fact that the eigenstates of coordinates and momenta are related by the Fourier transform but suitable generalizations are not always easily accessible in the literature.

Symplectic transformations of quantum mechanical observables are well known and have been studied before in various contexts. They belong to the broad family of canonical transformations which are defined by their property of leaving the canonical commutation relations invariant \([6]\). In this work, we are only interested in their subset referred to as linear canonical transformations which have been historically the subject of extensive research not only in quantum physics but also in optics, because they can be used to describe the propagation of light rays. For this historical account, see Chapter 1 of \([7]\). The basic definition and properties of linear canonical transformations are given in Chapter 2 of the same reference. A more quantum-mechanical point of view is taken in Chapter 9 of \([8]\). In these, one can find prescriptions for integral kernels of the transformation for the case of two dimensions or various special kinds of the transforms in \(2q\) dimensions (often those relevant in optics). In principle, these can be composed to obtain more general transforms. However, we prefer to present the problem in quantum-mechanical terms and work out the eigenstates of transformed observables from beginning to end, without any unnecessary outer input. In doing so, we pay attention not only to the transform itself but also to the quantum mechanical theory in which it is being considered. The term symplectic transformation is used because we feel it better describes the nature of the transform and emphasizes the important relation of the quantum and the classical system, as already discussed above.

The present paper is organized as follows. In Sec. 2 we describe in the necessary detail both the classical and quantum versions of our system, and introduce rigged Hilbert spaces which will allow us to take advantage of the powerful Dirac formalism. In Sec. 3 we briefly review the needed algebraic tools. Sec. 4 is dedicated to the computation itself, which will provide general formulas for the eigenstates of symplectically transformed observables. We also examine the resulting wavefunctions. Finally, in the last Sec. 5 we give a couple of examples to illustrate the application of the results.

2 The Classical System and the Quantum System

In this section we give a description of the quantum system in question and establish the formalism that we are going to use in the rest of the paper. First let us consider a finite-dimensional classical system whose configuration space \(Q\) has the natural structure of a vector space, i.e., one may identify \(Q = \mathbb{R}^q\). Then the phase space \(P = \mathbb{R}^{2q}\) of the system is also a vector space equipped with a symplectic form \(\omega : P \times P \to \mathbb{R}\). Since we will not be interested in the evolution, these are really all the classical structures we need. We take advantage of the basic construction with Hilbert space \(\mathcal{F} = L^2(Q)\) of square-integrable complex functions on \(Q\) with the usual inner product \((, ) : \mathcal{F} \times \mathcal{F} \to \mathbb{C}\) given by

\[
(\psi, \varphi) = \int_{\mathbb{R}^q} \overline{\psi(x)} \varphi(x) \, dx
\]  

(2.1)

Let us now describe in general terms the correspondence between the classical and the quantum system, borrowing from \([9]\). Formally, the correspondence is realized by a representation \(\pi : P \to \mathcal{U}(\mathcal{F})\) which maps a vector \(y \in P\) to a unitary operator \(W^\pi(y)\).
on \(\mathcal{F}\) in such a way that

\[
W^\pi(y)W^\pi(u) = e^{-i\frac{1}{2}\omega(y,u)} W^\pi(y + u) \tag{2.2}
\]

\[
W^\pi(y)^\dagger = W^\pi(-y) \tag{2.3}
\]

These are the Weyl relations. Note that (2.2) implies

\[
W^\pi(y)W^\pi(u) = e^{-i\omega(y,u)}W^\pi(u)W^\pi(y) \tag{2.4}
\]

which is the canonical commutation relation in the Weyl form. Considering the canonical relations in this exponentiated form is preferred for technical reasons: it prevents the operators from being unbounded and guarantees that the relations have good sense. It holds

\[
W^\pi(0) = \hat{1} \tag{2.5}
\]

and for \(t, s \in \mathbb{R}\), one has

\[
W^\pi(ty)W^\pi(sy) = W^\pi((t + s)y) \tag{2.6}
\]

The last equation tells us that for \(t \in \mathbb{R}\), the homomorphism

\[
t \mapsto W^\pi(ty) \tag{2.7}
\]

defines a 1-parameter unitary group. We shall require that the representation \(\pi\) is regular, i.e., \(\pi(t)\) is strongly continuous for all \(y \in \mathcal{P}\). Thanks to the Stone-von Neumann theorem (see Appendix A), one may then define the self-adjoint operator

\[
\phi^\pi(y) = -i \frac{d}{dt} W^\pi(ty) \bigg|_{t=0} \tag{2.8}
\]

called the field operator. These are also referred to as Segal field operators, often in the context of the construction on bosonic Fock space via creation and annihilation operators, as in Sec. 5.9 of \cite{10}.

We will now work towards fixing a particular representation. First let us choose a symplectic basis \(\{e_I\}_{I=1}^{2q}\) in \(\mathcal{P}\), so that we can write a vector \(y \in \mathcal{P}\) in coordinates as \(y = y_ie_I\) with implicit summation over \(I = 1, \ldots, 2q\). We may then identify the configuration space \(\mathcal{C}\) with the space spanned by \(\{e_A\}_{A=1}^{q}\), so that \(x \in \mathcal{C}\) is written as \(x = x Ae_A\). This identification of the configuration space is natural, but we must not forget that it is basis-dependent. Next, recall that the assumption of \(\{e_I\}_{I=1}^{2q}\) being symplectic means

\[
\omega(e_I, e_J) = \sigma_{IJ} \tag{2.9}
\]

with a \(2q \times 2q\) matrix \(\sigma\) of the block structure

\[
\sigma = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix} \tag{2.10}
\]

The symplectic product of two vectors \(y, u \in \mathcal{P}\) then has a simple coordinate form

\[
\omega(y, u) = y_A u_{A+q} - y_{A+q} u_A \tag{2.11}
\]

Note that we use an opposite sign convention for \(\omega\) compared to that in \cite{2}.
In the next, we shall introduce the coordinate and momentum operators to be used in fixing the representation. In this paragraph we draw from the discussion in [11]. For further details, as well as a general treatment of operators on Hilbert spaces, we refer to the canonical book [12] and the very useful lecture notes [13]. We start with the coordinate operator \( \hat{y}_A \): 

\[
\hat{y}_A \varphi(x) = x_A \varphi(x)
\]  

(2.12)

where \( x \in \mathcal{G} \). Note that this definition asserts that the domain \( \mathcal{D}(\hat{y}_A) \) of \( \hat{y}_A \) must be such that \( \hat{y}_A \varphi(x) \in \mathcal{F} \), i.e., we have \( \mathcal{D}(\hat{y}_A) = \{ \varphi \in L^2(\mathcal{G}) \mid \int_{\mathcal{G}} |x_A \varphi(x)|^2 \, dx < \infty \} \). One can find that \( \mathcal{D}(\hat{y}_A) \) is not the whole \( \mathcal{F} \)(though it is dense in \( \mathcal{F} \)) and on the other hand, \( \hat{y}_A \mathcal{D}(\hat{y}_A) \) is not included in \( \mathcal{D}(\hat{y}_A) \).

We continue by defining the momentum operator \( \hat{y}_{A+q} \): 

\[
\hat{y}_{A+q} \varphi(x) = -i \frac{\partial}{\partial x_A} \varphi(x)
\]  

(2.13)

As in the case of \( \hat{y}_A \), the domain \( \mathcal{D}(\hat{y}_{A+q}) \) of \( \hat{y}_{A+q} \) is only dense in \( \mathcal{F} \) and is not invariant under the action of \( \hat{y}_{A+q} \), i.e., \( \hat{y}_{A+q} \mathcal{D}(\hat{y}_{A+q}) \) is not a subset of \( \mathcal{D}(\hat{y}_{A+q}) \).

In general terms of analysis on Hilbert spaces, one finds that both \( \hat{y}_A, \hat{y}_{A+q} \) are unbounded, their spectrum is the whole real line, and they do not have any eigenvectors in \( \mathcal{F} \). Along with that, expectation values of these operators are not finite and algebraic operations such as commutation relations involving these operators are not well defined on the whole \( \mathcal{F} \).

Before we go on to resolve the domain problems of the coordinate and momentum operators, let us eventually pick a representation \( \pi \) of the canonical commutation relations. We shall use the Schrödinger representation defined by 

\[
W(y) = e^{i(y_A \hat{y}_A + y_{A+q} \hat{y}_{A+q})}
\]  

(2.14)

It is not a coincidence that the exponent in (2.14) resembles (2.11). Our deliberate choice results in the field operators 

\[
\phi(y) \equiv \hat{\omega}(y, \cdot) = y_A \hat{y}_A + y_{A+q} \hat{y}_{A+q}
\]  

(2.15)

that can be interpreted as the observables associated to the classical linear functions 

\[
\omega(y, \cdot) : \mathcal{P} \to \mathbb{R}
\]  

(2.16)

that take \( y \in \mathcal{P} \) as a parameter and map \( u \mapsto \omega(y, u) = y_A u_A + y_{A+q} u_A \). Note that, in particular, (2.12) and (2.13) themselves are field operators with \( \hat{y}_A = \phi(-e_{A+q}) \) and \( \hat{y}_{A+q} = \phi(e_A) \). These are especially useful: according to our physical interpretation, they correspond to coordinates \( y_A \) and momenta \( y_{A+q} \), respectively, of a vector \( y \in \mathcal{P} \) in the phase space of the classical system.

To be able to work safely with the coordinate and momentum operators, we shall use the formalism of rigged Hilbert spaces described concisely in [11]. For background on the topic we refer to [14] and [13]. A rigged Hilbert space is a triad of spaces
Φ ⊂ ℱ ⊂ Φ× where ℱ is a Hilbert space (we plug in our choice straight away), Φ is a dense subset of ℱ and Φ× is the space of antilinear functionals over Φ. We define

$$
Φ = \bigcap_m \mathcal{D} \left( \hat{y}_1^{m_1}...\hat{y}_{2q}^{m_{2q}} \right)
$$

where the intersection is taken over all \(m_I = 0, ..., \infty\) in the multiindex \(m = (m_1, ..., m_{2q})\).

That is, Φ accommodates test functions which are in the domain of any product of the position and momentum operators, so that expectation values and commutation relations of these operators are well defined on Φ. Moreover, Φ turns out to be the largest subdomain of ℱ that remains invariant under the action of any power of \(\hat{y}_I\). Thanks to this invariance, the expectation values \(⟨ϕ, \hat{y}_I^m ϕ⟩\) for \(ϕ \in Φ\) are finite. Likewise, for coordinate and momentum operators narrowed to Φ, the commutation relation (2.18) yields

$$
[\hat{y}_I, \hat{y}_J] = iσ^{IJ}\hat{1}
$$

as an identity on Φ. In particular, it is \([\hat{y}_A, \hat{y}_{A+q}] = i\hat{1}\), which is the familiar commutation relation characteristic of coordinate and momentum operators in quantum mechanics.

The definition (2.17) amounts to saying that the norm \(\| \|_m\) defined by

$$
\|ϕ\|_m = \left( \int_{\mathbb{R}^q} |\hat{y}_1^{m_1}...\hat{y}_{2q}^{m_{2q}}ϕ(x)|^2 \, d^q x \right)^{1/2}
$$

is finite for all \(ϕ \in Φ\). An investigation of (2.19) identifies Φ to be the Schwartz space \(Φ = \mathcal{S}(\mathbb{R}^q)\) of smooth rapidly decreasing functions on \(\mathbb{R}^q\), see e.g. the reference [12]. It can be checked that the operators \(\hat{y}_I\), although not bounded—or to say, continuous—with respect to the \(L^2\)-norm, are bounded with respect to the norm (2.19).

At this point we continue by defining \(Φ^×\) to be the collection of all antilinear functionals over Φ bounded w.r.t. (2.19). This definition originates in the theory of distributions (the only difference is that distributions are linear). In particular, for every locally integrable function \(f : \mathbb{R}^q \to \mathbb{R}\) there is a corresponding functional \(F_f \in Φ^×\) of the form

$$
F_f(ϕ) = \int_{\mathbb{R}^q} ϕ(x)f(x) \, d^q x
$$

for all \(ϕ \in Φ\). As for the elements in \(Φ^×\) that are not of this form, we will make extensive use of \(δ_a \in Φ^×\) defined by \(δ_a(ϕ) = ϕ(a)\) with a parameter \(a \in \mathbb{R}^q\). This is nothing but the \(q\)-dimensional antilinear variation on Dirac delta. We warn the reader that we will commonly abuse notation by adopting the symbol \(δ^q(x-a)\) from the expression

$$
\delta_a(ϕ) \equiv \int_{\mathbb{R}^q} ϕ(x)δ^q(x-a) \, d^q x
$$

where the mathematical language still falls short in reflecting Dirac’s genius. Moreover, we shall write \(F_f \equiv ⟨f⟩\) and \(δ_a \equiv |a⟩\) to accommodate for the usual notation \(F_f(ϕ) \equiv ⟨ϕ|f⟩\) and \(δ_a(ϕ) \equiv ⟨ϕ|a⟩\). We will generally talk about the elements of \(Φ^×\) as (right) states.

Following the standard recipe described in [11], one introduces another rigged Hilbert space \(Φ \subset ℱ \subset Φ^×\) analogical to the one given above, where \(Φ^×\) is defined to be the collection of all linear functionals over Φ bounded w.r.t. (2.19). In mathematical terms, functionals in \(Φ^×\) are tempered distributions. It comes as little surprise
that there is a one-to-one correspondence between $\Phi^\times$ and $\Phi^\rightarrow$. And again, given a locally integrable function $f : \mathbb{R}^q \to \mathbb{R}$, there is a corresponding functional $F_f \in \Phi^\rightarrow$ of the form

$$F_f(\varphi) = \int_{\mathbb{R}^q} \varphi(x) f(x) \, dx$$

(2.22)

As in the preceding case, we also introduce $\delta_a \in \Phi^\rightarrow$ acting as $\delta_a(\varphi) = \varphi(a)$ which can be put to the same integral form $\delta_a(\varphi) \equiv \int_{\mathbb{R}^q} \varphi(x) \delta^q(x-a) \, dx$ with the aid of Dirac delta function $\delta^q(x-a)$. We shall write $F_f \equiv \langle f \rangle$ and $\delta_a \equiv \langle a \rangle$ to accommodate for the notation $F_f(\varphi) \equiv \langle f | \varphi \rangle$ and $\delta_a(\varphi) \equiv \langle a | \varphi \rangle$. We will generally talk about the elements of $\Phi^\rightarrow$ as (left) states.

For any self-adjoint operator $\hat{A} : \Phi \to \Phi$, we define the corresponding operator $\hat{A} : \Phi^\times \to \Phi^\times$ by $(\hat{A}F)(\varphi) = F(\hat{A}\varphi)$ for all $F \in \Phi^\times$ and $\varphi \in \Phi$. We will say that the functional $\alpha \in \Phi^\times$ is a (right) eigenstate of $\hat{A}$ with eigenvalue $A \in \mathbb{R}$ if $\hat{A}\alpha = A\alpha$. This is to be understood as an equality on $\Phi^\times$, i.e., $(\hat{A}\alpha)(\varphi) = (A\alpha)(\varphi)$ for all $\varphi \in \Phi$. In Dirac’s notation, the above definitions are written as $\langle \varphi | \hat{A} | F \rangle = \langle \varphi | F \rangle$ and $A\langle \alpha | = A\langle \alpha |$. The definitions for operators on $\Phi^\rightarrow$ and their (left) eigenstates are completely analogous, yielding $\langle F | \hat{A} | \varphi \rangle = \langle F | A \varphi \rangle$ and $\langle \alpha | \hat{A} = A\langle \alpha |$. Note that they well apply to $\hat{y}_A, \hat{y}_{A+q}$ since both of them are self-adjoint on $\Phi$.

We may finally define the eigenvalues $\alpha_A, \beta_A \in \mathbb{R}$ as well as the eigenstates $|\alpha\rangle_c, |\beta\rangle_m \in \Phi^\times$ of the observables $\hat{y}_A, \hat{y}_{A+q}$, respectively, via the equations

$$\hat{y}_A |\alpha\rangle_c = \alpha_A |\alpha\rangle_c$$

(2.23)

$$\hat{y}_{A+q} |\beta\rangle_m = \beta_A |\beta\rangle_m$$

(2.24)

We use the subindices in $|\alpha\rangle_c$ and $|\beta\rangle_m$ to signify that they are the coordinate and momentum eigenstates (of the coordinate and momentum observables with respect to the canonical basis), respectively. By virtue of the one-to-one correspondence between $\Phi^\times$ and $\Phi^\rightarrow$, one also gets the functionals $c(\alpha|, m|\beta \rangle \in \Phi^\rightarrow$. These indeed are the left eigenstates of $\hat{y}_A, \hat{y}_{A+q}$ in $\Phi^\rightarrow$. Upon solving the equations (2.23) and (2.24) one finds the eigenstates to be

$$|\alpha\rangle_c = \delta_\alpha$$

$$|\beta\rangle_m = \sum_\alpha (2\pi)^{-q/2} e^{i\beta_A \alpha} \delta_\alpha$$

(2.25)

where we employ the symbolic summation

$$\sum_\alpha \equiv \int_\mathbb{R} \prod_{A=1}^q d\alpha_A$$

(2.26)

We will use this notation throughout the paper for its brevity.

The above construction provides us with the powerful tool of Dirac’s formalism. We shall only shortly explain how it can be understood. The key feature is that every state comes with an integral form obtained formally by writing

$$F = \sum_\alpha \delta_\alpha (\delta_\alpha \cdot F)$$

$$\hat{G} = \sum_\alpha (\hat{G} \cdot \delta_\alpha) \delta_\alpha$$

(2.27)
for any $F \in \Phi^*$ and $\bar{G} \in \Phi^\circ$. We shall assume that this form always exists without going into mathematical details. The equations (2.27) can be viewed as defining relations for $\delta_\alpha \cdot F$ and $\bar{G} \cdot \bar{\delta}_\alpha$. Note that these have meaning only inside the integral (one could treat them rigorously as measures). For instance, comparing the first row of (2.27) to (2.20), we immediately get

$$\delta_\alpha \cdot F f = f(\alpha)$$

where it is understood that $\alpha \in \mathbb{R}^q$ is the designated integration variable. Similarly, from (2.21) it follows

$$\delta_\alpha \cdot \delta_\gamma = \delta_{q}(\alpha - \gamma)$$

where $\alpha \in \mathbb{R}^q$ is the integration variable and $\gamma \in \mathbb{R}^q$ is a parameter. Yet another way of writing the same is

$$\hat{1} = \sum_\alpha \delta_\alpha \delta_\alpha \cdot \hat{1} = \sum_\alpha \cdot \delta_\alpha \delta_\alpha$$

(2.28)

Note that the symbol $\hat{1}$ has two different meanings here: in the first line, it stands for the identity operator on $\Phi^\circ$ while in the second line it stands for the identity operator on $\Phi^\circ$. When we apply the described philosophy on the eigenstates (2.25), we arrive at the notorious relations

$$c \langle \alpha | \gamma \rangle_c = \delta_{q}(\alpha - \gamma)$$

$$c \langle \alpha | \beta \rangle_c = (2\pi)^{-d/2} e^{i \beta A} \alpha$$

$$\hat{1} = \sum_\alpha |\alpha\rangle_c \langle \alpha|$$

(2.29)

here reproduced in Dirac’s notation. For the lack of a better name, the objects $c \langle \alpha | \gamma \rangle_c$ and $c \langle \alpha | \beta \rangle_c$ will be called wavefunctions, although they are not functions. Instead, they must be understood as abstract expressions of the form $\delta_\alpha \cdot F$ which have a specific effect on the integral that they happen to be part of.

3 Algebraic Preliminaries

In this section we briefly review some basic tools and results from linear algebra that will be indispensable for our work. The first topic of interest shall be the singular value decomposition and Moore-Penrose pseudoinverse, whose treatment will be based on the reference [16]. Then we shortly remind the elementary properties of symplectic matrices which can be found in [17].

**Theorem 3.1.** Let $A \in \mathbb{R}^{m \times n}$ be an $m \times n$ matrix with $m \geq n$. Then there exist orthogonal matrices $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{n \times n}$ and a matrix $\Sigma = \left( \text{diag}(\sigma_1, ..., \sigma_n) \right) \in \mathbb{R}^{m \times n}$ with $\sigma_1 \geq \sigma_2 \geq ... \geq \sigma_n \geq 0$, such that

$$A = U \Sigma V^T$$

(3.1)

The numbers $\sigma_1, ..., \sigma_n$ are called singular values of $A$. If $\sigma_r > 0$ is the smallest nonzero singular value, then the matrix $A$ has rank $r$.

The assumption $m \geq n$ is used here for simplicity, the singular value decomposition exists for any matrix. Nevertheless, since we will be interested in square matrices, the given formulation is more than sufficient. We also remark that the decomposition is
not unique—only the matrix $\Sigma$ is uniquely determined by $A$.

We will take advantage of the notation $U = (U_1 \ U_2)$ and $V = (V_1 \ V_2)$ with $U_1 \in \mathbb{R}^{m \times r}$, $U_2 \in \mathbb{R}^{m \times n-r}$, $V_1 \in \mathbb{R}^{r \times r}$ and $V_2 \in \mathbb{R}^{r \times n-r}$, and further denote $\Sigma_r = \text{diag}(\sigma_1, \ldots, \sigma_r) \in \mathbb{R}^{r \times r}$. Then one can write

$$A = (U_1 \ U_2) \begin{pmatrix} \Sigma_r & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} V_1^T \\ V_2^T \end{pmatrix} = U_1 \Sigma_r V_1^T \tag{3.2}$$

Next we define the Moore-Penrose pseudoinverse as follows:

**Definition 3.1.** Let $A \in \mathbb{R}^{m \times n}$ be a matrix and $A = U \Sigma V^T = U_1 \Sigma_r V_1^T$ its (narrowed) singular value decomposition with $\Sigma_r = \text{diag}(\sigma_1, \ldots, \sigma_r) \in \mathbb{R}^{r \times r}$. Then the matrix $A^+ = V \Sigma^+ U^T = V_1 \Sigma_r^+ U_1^T$ with $\Sigma^+ = \begin{pmatrix} \Sigma_r^+ & 0 \\ 0 & 0 \end{pmatrix} \in \mathbb{R}^{n \times m}$ and $\Sigma_r^+ = \text{diag}(\sigma_1^{-1}, \ldots, \sigma_r^{-1}) \in \mathbb{R}^{r \times r}$ is called the **Moore-Penrose pseudoinverse** of $A$.

**Theorem 3.2.** (Penrose Equations). The Moore-Penrose pseudoinverse $A^+$ of $A$ is the only solution of the matrix equations

\begin{align*}
(i) \quad AA^+ A &= A \\
(ii) \quad A^+ A A^+ &= A^+ \\
(iii) \quad (A A^+)^T &= AA^+ \\
(iv) \quad (A^+ A)^T &= A^+ A \\
\end{align*} \tag{3.3}

Let us now remind the fundamental spaces associated to a matrix $A$, together with their basic properties, and provide the corresponding projectors in terms of the singular value decomposition.

**Definition 3.2.** We define the following fundamental spaces:

1. $\mathcal{R}(A) = \{y \mid \exists x \in \mathbb{R}^n : y = Ax\} \subset \mathbb{R}^m$ is the range or column space.
2. $\mathcal{R}(A^T) = \{z \mid \exists y \in \mathbb{R}^n : z = A^T y\} \subset \mathbb{R}^n$ is the row space.
3. $\mathcal{N}(A) = \{x \mid Ax = 0\} \subset \mathbb{R}^n$ is the null space.

**Theorem 3.3.** The following relations hold:

(i) $\mathcal{R}(A)^\perp = \mathcal{N}(A^T)$, therefore $\mathbb{R}^m = \mathcal{R}(A) \oplus \mathcal{N}(A^T)$.

(ii) $\mathcal{R}(A^T)^\perp = \mathcal{N}(A)$, therefore $\mathbb{R}^n = \mathcal{R}(A^T) \oplus \mathcal{N}(A)$.

**Theorem 3.4.** The projectors to the spaces of Definition 3.2 are given by

\begin{align*}
P_{\mathcal{R}(A)} &= AA^+ \\
P_{\mathcal{R}(A^T)} &= 1 - AA^+ \\
P_{\mathcal{N}(A)} &= A^+ A \\
P_{\mathcal{N}(A^T)} &= 1 - A^+ A \\
\end{align*} \tag{3.4}

Alternatively, using the singular value decomposition,

\begin{align*}
P_{\mathcal{R}(A)} &= U_1 U_1^T \\
P_{\mathcal{R}(A^T)} &= V_1 V_1^T \\
P_{\mathcal{N}(A)} &= U_2 U_2^T \\
P_{\mathcal{N}(A^T)} &= V_2 V_2^T \\
\end{align*} \tag{3.5}

The Moore-Penrose pseudoinverse is of great importance to us because it can be readily used to write an explicit solution to a general linear set of equations. Consider the matrix problem

$$Ax = b \tag{3.6}$$
with $A \in \mathbb{R}^{m \times n}$ a matrix, $x \in \mathbb{R}^n$ and $b \in \mathbb{R}^m$. The equation is consistent, and therefore has a solution for $x$, only if $b \in \mathcal{R}(A)$. This condition (sometimes also referred to as constraint) can be equivalently expressed as

$$U_2U_2^Tb = 0 \quad (3.7)$$

where we employed the narrowed singular value decomposition $A = U_1\Sigma_1V_1^T$ and projected the equation (3.6) onto $\mathcal{N}(A^T)$ via $P_{\mathcal{N}(A^T)} = U_2U_2^T$. There are two special cases in which the constraint is satisfied automatically, namely $b = 0$ and $\mathcal{R}(A) = \mathbb{R}^m$.

If the constraint (3.7) holds, there is a family of solutions for $x$ of the form

$$x = A^+b + V_2c \quad (3.8)$$

where $c \in \mathbb{R}^s$ is an arbitrary vector of dimension $s \equiv n - r$. We remark that this is exactly the solution of the linear least squares problem $Ax \approx b$ which comes around by projecting the right-hand side of (3.6) onto $\mathcal{R}(A)$ and thus solving the equation $Ax = AA^+b$ rather than (3.6). One can see that this is equivalent to simply ignoring the constraint (3.7).

In the rest, we shall briefly recall the definition of a symplectic matrix and review its elementary properties.

**Definition 3.3.** A symplectic matrix $W$ is a real $2Q \times 2Q$ matrix satisfying

$$W^T\sigma W = \sigma \quad (3.9)$$

with

$$\sigma = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \quad (3.10)$$

**Theorem 3.5.** Let us denote

$$W = \begin{pmatrix} E & F \\ G & H \end{pmatrix} \quad (3.11)$$

where $E, F, G, H$ are real $Q \times Q$ matrices. Then the following conditions are equivalent:

1. The matrix $W$ is symplectic.
2. $E^TG$, $F^TH$ are symmetric and $E^TH - G^TF = 1$
3. $EF^T$, $GH^T$ are symmetric and $EH^T - FG^T = 1$

It follows from condition 2. that the inverse of a symplectic matrix $W$ is

$$W^{-1} = \begin{pmatrix} H^T & -F^T \\ -G^T & E^T \end{pmatrix} \quad (3.12)$$
Let us consider the following problem. In the phase space $\mathcal{P}$ we have the canonical (symplectic) basis $\{e_J\}_{J=1}^{2q}$ and the quantum observables $\hat{y}_A$ and $\hat{y}_{A+q}$ measure the coordinates and momenta with respect to this basis. Now suppose we are given a new symplectic basis $\{g_I\}_{I=1}^{2q}$ of $\mathcal{P}$ defined by a linear transformation

$$e_J = g_I W_{IJ}$$

with a $2q \times 2q$ symplectic matrix of real coefficients $W_{IJ}$. We will denote

$$W = \begin{pmatrix} E & F \\ G & H \end{pmatrix}$$

where $E, F, G, H$ are real $q \times q$ matrices. A vector $y \in \mathcal{P}$ may be written as $y = y_J e_J = w_I g_I$, with a linear (symplectic) coordinate transformation of the form

$$w_I = W_{IJ} y_J$$

Our aim is to transform the observables on $\Phi$ accordingly:

$$\hat{w}_I = W_{IJ} \hat{y}_J$$

One expects that the canonical commutation relations will not be touched by the symplectic transformation (4.4), since, in their nature, they are nothing but a quantum variation on the symplectic form $\omega$. To check this explicitly, first observe that (as immediately follows from Theorem 3.5) $W$ is symplectic $\iff W^T$ is symplectic, i.e., it holds $W^T W = \sigma$. Then we easily find

$$[\hat{w}_I, \hat{w}_J] = W_{IK} W_{JL} [\hat{y}_K, \hat{y}_L] = W_{IK} W_{JL} i \sigma_{KL} \hat{1} = i (W^T W)_{IJ} \hat{1} = i \sigma_{IJ} \hat{1}$$

which is the exact same form as (2.18).

Before we go on to look for the new eigenstates, we should make sure that we still have the right rigged Hilbert space they can live on. This is indeed the case, because the definition (2.17) of $\Phi$ is clearly invariant with respect to a linear transformation like (4.4). We can therefore use the same rigged Hilbert spaces $\Phi \subset \mathcal{F} \subset \Phi^\times$ and $\Phi \subset \mathcal{F} \subset \Phi^\times$ in dealing with the new observables $\hat{w}_I$.

4.1 The Transformation of Coordinates

Let us define new eigenstates $|\omega\rangle = \Phi^\times$ and eigenvalues $\omega_A \in \mathbb{R}$ via

$$\hat{w}_A |\omega\rangle = \omega_A |\omega\rangle$$

with a new set of observables

$$\hat{w}_A = W_{AJ} \hat{y}_J$$

In the general case which interests us, the matrix $W_{AJ}$ will mix coordinates and momenta, and $|\omega\rangle$ will turn out to be different from the eigenstates $|\alpha\rangle$ of $\hat{y}_A$.

Our main aim is to find $|\omega\rangle = \Phi^\times$ in the coordinate eigenstate basis

$$|\omega\rangle = \sum |\alpha\rangle \langle \alpha| \omega\rangle$$
In the following, we elaborate on that. First let us remind that according to the definition (2.13), it holds

$$\langle \alpha | \hat{y}_{A+q} | \omega \rangle \dot{c} = -i \frac{\partial}{\partial \alpha} \langle \alpha | \omega \rangle \dot{c}$$

(4.9)

and the defining relation (4.6) for $| \omega \rangle$ can be written as

$$\langle \alpha | \hat{w}_A | \omega \rangle \dot{c} = \omega_A \langle \alpha | \omega \rangle \dot{c}$$

(4.10)

It follows from (4.9) and (4.10) that

$$E_{AB} \alpha \dot{c} - F_{AB} i \frac{\partial}{\partial \alpha} \ln \langle \alpha | \omega \rangle \dot{c} = \omega_A \langle \alpha | \omega \rangle \dot{c}$$

(4.11)

In case that $\langle \alpha | \omega \rangle \dot{c} \neq 0$, we divide by it and get (in matrix notation)

$$E\alpha + Fa = \omega$$

(4.12)

with

$$a_B = -i \frac{\partial}{\partial \alpha_B} \ln \langle \alpha | \omega \rangle \dot{c}$$

(4.13)

In the following we analyze the equation (4.12) in an attempt to find a solution for $\langle \alpha | \omega \rangle \dot{c}$. There may be couples $(\alpha, \omega)$ for which no solution exists, then it must hold $\langle \alpha | \omega \rangle \dot{c} = 0$. Of course, the product may be zero even if there is a nonzero solution for it; one should be therefore careful about one’s conclusions.

The first step in analyzing (4.12) is to realize that it can be split into two fundamentally different parts. Since $F$ is a general $q \times q$ real matrix, it is not necessarily invertible. Upon employing the singular value decomposition

$$F = U \Sigma V^T = U_1 \Sigma_r V_1^T$$

(4.14)

we can split (4.12) into two equations

$$U_1^T E\alpha + \Sigma_r V_1^T a = U_1^T \omega$$

$$U_2^T E\alpha = U_2^T \omega$$

(4.15)

They are obtained by multiplying (4.12) from left by $U_1^T$ and $U_2^T$, respectively, and using $U_1^T U_1 = 1$ and $U_2^T U_1 = 0$. The first row represents a linear set of $r = \text{rank}(F)$ equations for $a$, the second is an additional condition of dimension $s = q - r$.

We first look closer at the first row of (4.15). In general, it does not fix $a$ uniquely, since it only contains $r$ equations for a vector of dimension $q$. Nevertheless, it can be used to fix at least a part of $a$. Upon multiplying by $V_1 \Sigma_r^{-1}$, we get

$$V_1 V_1^T a = V_1 \Sigma_r^{-1} U_1^T \omega - V_1 \Sigma_r^{-1} U_1^T E\alpha$$

(4.16)

where we recognize the pseudoinverse $F^+ = V_1 \Sigma_r^{-1} U_1^T$ from Definition 3.1 and rewrite

$$V_1 V_1^T a = F^+ (\omega - E\alpha)$$

(4.17)

The vector $a$ is projected by $P_{\mathcal{R}(F^T)} = F^+ F = V_1 V_1^T$ to the row space $\mathcal{R}(F^T)$ of $F$. It follows that

$$a = F^+ (\omega - E\alpha) + V_2 \kappa$$

(4.18)
with \( \kappa \in \mathbb{R}^s \) free. Now that we have expressed \( a \), we may use (4.13) to gain information about \( \epsilon(\alpha|\omega)_\epsilon \). The starting point is

\[
(F^+\omega + V_2\kappa) - F^+E\alpha = -i\frac{\partial}{\partial \alpha} \ln \epsilon(\alpha|\omega)_\epsilon
\]

(4.19)

We would like to integrate along the following rule: given that

\[
\frac{\partial}{\partial \zeta} f(\zeta) = A\zeta + b
\]

(4.20)

with \( A \) symmetric, one finds the primitive function to be of the form

\[
f(\zeta) = \frac{1}{2}\zeta^T M\zeta + \zeta^T b + C
\]

(4.21)

with \( M \) satisfying \( A = \frac{1}{2}(M + MT) \). Without loss of generality, one can choose \( A = M \).

The problem with (4.19) is that \( F^+E \) is generally not symmetric. That is why we first need to prepare grounds for the integration. We start by splitting \( \alpha = \beta + \gamma \)

(4.22)

with \( \beta \in \mathcal{R}(F^T) \) and \( \gamma \in \mathcal{N}(F) \). Since the two subspaces are orthogonal, the splitting is unique; the respective parts are \( \beta = F^+F\alpha = V_1V_1^T\alpha \) and \( \gamma = (1-F^+F)\alpha = V_2V_2^T\alpha \). It turns out one can comfortably integrate over \( \beta \). One prepares

\[
-\frac{i}{\beta} \frac{\partial}{\partial \beta} \ln \epsilon(\alpha|\omega)_\epsilon = -i\frac{\partial}{\partial \beta} \ln \epsilon(\beta + \gamma|\omega)_\epsilon
\]

(4.23)

It follows from (4.19)

\[
-\frac{i}{\beta} \frac{\partial}{\partial \beta} \ln \epsilon(\beta + \gamma|\omega)_\epsilon = (F^+\omega + V_2\kappa - F^+E\gamma) - F^+E\beta
\]

(4.24)

One can substitute \( \beta = F^+F\beta \). Then, using the symmetry of \( EF^T \) from Theorem 3.5 and the symmetry of \( F^+F = (F^+F)^T = F^TF^+T \) given by Theorem 3.3 one finds that \( F^+EF^+F = F^+EF^TF^+T \) is symmetric. Thus one obtains

\[
-\frac{i}{\beta} \frac{\partial}{\partial \beta} \ln \epsilon(\beta + \gamma|\omega)_\epsilon = (F^+\omega + V_2\kappa - F^+E\gamma) - F^+EF^TF^+T \beta
\]

(4.25)

which can be integrated as

\[
-\ln \epsilon(\beta + \gamma|\omega)_\epsilon = G(\gamma) + \beta^T(F^+\omega + V_2\kappa - F^+E\gamma) - \frac{1}{2}\beta^TF^+EF^TF^+T \beta
\]

(4.26)

To get the full expression for \( \ln \epsilon(\beta + \gamma|\omega)_\epsilon \), we also need to look at the derivative w.r.t. \( \gamma \). It is analogous:

\[
-\frac{i}{\gamma} \frac{\partial}{\partial \gamma} \ln \epsilon(\beta + \gamma|\omega)_\epsilon = (F^+\omega + V_2\kappa - F^+E\beta) - F^+E\gamma
\]

(4.27)

Interestingly, one can again get the matrix \( F^+E \) into a symmetric form, only with a different trick. By definition \( F\gamma = 0 \), and it follows that \( F^{+T}\gamma = 0 \). Then one can simply symmetrize \( F^+E\gamma = (F^+E + E^TF^{+T})\gamma \equiv M\gamma \). But there is a problem: the quadratic term which would result from an integration of (4.27) turns out to be
\( \gamma^T M \gamma = 0 \). This cannot be the primitive function, because it could only give rise to a zero derivative. That is, a contradiction appears unless

\[
F^+ E \gamma = 0
\]  
(4.28)

We conclude that for (4.19) to be true, \( \gamma \) must satisfy this condition. Then

\[
-i \ln \langle \beta + \gamma | \omega \rangle_{\mathcal{E}} = B(\beta) + \gamma^T(F^+ \omega + V_2 \kappa - F^+ E \beta) = B(\beta) + \gamma^T(F^+ \omega + V_2 \kappa)
\]  
(4.29)

The simplification in the second row follows from \( \gamma^T F = 0 \). We could also discard the first term in the bracket, but let us keep it. The next step is to match the prescriptions (4.26) and (4.29). At first sight, we find a discrepancy because the term \( -\beta^T F^+ E \gamma \) in (4.26) cannot occur in (4.29). However, the term is conveniently annihilated by (4.28).

The result of the matching is

\[
-i \ln \langle \beta + \gamma | \omega \rangle_{\mathcal{E}} = C + \alpha^T(F^+ \omega + V_2 \kappa) - \frac{1}{2} \alpha^T F^+ E F^T F^T \beta
\]  
(4.30)

where \( C \) is a complex constant. We remark that \( C \) may still depend on the parameters of the problem, like \( \omega, \ E \) and \( F \). Next, we can return to the formulation with \( \alpha \) by writing \( \beta^T F^+ E F^T F^T \beta = \alpha^T F^+ E F^T F^T \alpha \), and get

\[
-i \ln \langle \alpha | \omega \rangle_{\mathcal{E}} = C + \alpha^T(F^+ \omega + V_2 \kappa) - \frac{1}{2} \alpha^T F^+ E F^T F^T \alpha
\]  
(4.31)

Finally, we summarize our findings as

\[
\langle \alpha | \omega \rangle_{\mathcal{E}} = e^{iC} e^{i(-\frac{1}{2} \alpha^T F^+ E F^T F^T \alpha + \alpha^T(F^+ \omega + V_2 \kappa))}
\]  
(4.32)

\[
F^+ E V_2 \omega = 0 \tag{4.33}
\]

The latter is an equivalent form of the condition (4.28).

Let us continue with an analysis of the additional conditions. So far, we have obtained two of them: besides (4.33), we also have the original condition given in the second row of (4.15), which is equivalently written as

\[
U_2 U_2^T E \alpha = U_2 U_2^T \omega \tag{4.34}
\]

We will show how these two conditions limit the possible values of the involved variables and what are the consequences. Let us start by making the following observation.

**Observation 4.1.** Provided that \( \alpha = \beta + \gamma \) with \( \beta \in \mathcal{R}(F^T) \) and \( \gamma \in \mathcal{N}(F) \), the couple (4.33) and (4.34) is equivalent to

\[
E \gamma = U_2 U_2^T \omega \tag{4.35}
\]

**Proof.** The splitting—note that it was used before in (4.22)—allows us to study

\[
E \alpha = E \beta + E \gamma \tag{4.36}
\]

Upon arranging

\[
E \beta = E F^+ F \beta = E F^T F^+ T \beta = F E^T F^+ T \beta \tag{4.37}
\]

it is found that \( E \beta \in \mathcal{R}(E) \cap \mathcal{R}(F) \).
Assume that \((4.33)\) and \((4.34)\) hold. Then \(E\gamma \in \mathcal{R}(E) \cap \mathcal{N}(F^T)\), as implied by \((4.33)\). Compare \((4.36)\) to

\[E\alpha = FF^+E\alpha + U_2U_2^TE\alpha\]  \hfill (4.38)

where \(E\alpha\) is subjected to a standard splitting into two mutually orthogonal parts \(FF^+E\alpha \in \mathcal{R}(F)\) and \(U_2U_2^TE\alpha \in \mathcal{N}(F^T)\). It follows

\[E\beta = FF^+E\alpha\]  \hfill (4.39)

\[E\gamma = U_2U_2^TE\alpha\]  \hfill (4.40)

We note that using \((4.36)\) and \((4.33)\), one can also rewrite \((4.39)\) as \(E\beta = FF^+E\beta\). This equation is not needed for the proof anyway, we are giving it only for completeness. By plugging \((4.34)\) into \((4.40)\), one obtains \((4.34)\).

The other direction can be proven analogously. Assume that \((4.35)\) holds. Since \(E\) maps onto \(\mathcal{R}(E)\) and \(U_2U_2^T\) is a projector onto \(\mathcal{N}(F^T)\), a direct consequence is \(E\gamma \in \mathcal{R}(E) \cap \mathcal{N}(F^T)\). The equations \((4.39)\) and \((4.40)\) follow, and it is a matter of arrangement to obtain both \((4.33)\) and \((4.34)\).

The form of the conditions established in Observation \([4.1]\) is much simpler and can be used to solve for \(\alpha\). Interestingly, it turns out that \(\beta\) is not constrained by these at all. Therefore we only need to solve for \(\gamma\). First of all, looking at \((4.35)\), we see that it requires \(\omega\) to satisfy

\[U_2U_2^T\omega \in \mathcal{R}(E)\]  \hfill (4.41)

This result seems unexpected, because it constraints the parameters \(\omega\) of the problem. If \(\omega\) violated \((4.41)\), we would have to conclude that \(\epsilon(\alpha|\omega)\epsilon = 0\) for all \(\alpha\), i.e., \(|\omega\|_\epsilon = 0\), which would be quite strange. However, it turns out that this case does not occur:

**Observation 4.2.** The condition \((4.41)\) is always satisfied.

*Proof.* The observation follows from the regularity of \(W\). We can prove it easily from the transpose of the identity in condition 3. of Theorem 3.5, i.e., \(HE^T - GF^T = 1\). Assuming \(i \in \mathcal{N}(E^T) \cap \mathcal{N}(F^T)\), we get \(0 = HE^T_i - GF^T_i = i\), and therefore \(\mathcal{N}(E^T) \cap \mathcal{N}(F^T) = \{0\}\). Since by definition \(U_2U_2^T\omega \in \mathcal{N}(F^T)\), we know that it cannot be in \(\mathcal{N}(E^T)\) unless it is 0. In any case, it follows that \(U_2U_2^T\omega \in \mathcal{R}(E)\).

We continue with the following observation.

**Observation 4.3.** The condition \((4.35)\) with \(\gamma \in \mathcal{N}(F)\) is equivalent to the prescription

\[\gamma = E^+U_2U_2^T\omega + \mu\]  \hfill (4.42)

with \(\mu \in \mathcal{N}(E) \cap \mathcal{N}(F)\).

*Proof.* The equation \((4.35)\) can be solved straightforwardly as \(\gamma = E^+U_2U_2^T\omega + \mu\) with \(\mu \in \mathcal{N}(E)\). We only need to make sure that \(\gamma \in \mathcal{N}(F)\), or in other words, \(F^+FE^+U_2U_2^T\omega + F^+F\mu = 0\). We arrange

\[F^+FE^+U_2U_2^T\omega = F^TF^+TF^+U_2U_2^T\omega = F^T(EE^T)U_2U_2^T\omega = F^T(FE^T)U_2U_2^T\omega = F^TE^TF^+U_2U_2^T\omega\]  \hfill (4.43)

and since \(F^+U_2 = 0\), we see that this term vanishes; that is, \(E^+U_2U_2^T\omega \in \mathcal{N}(F) \cap \mathcal{R}(E^T)\). The condition \(\gamma \in \mathcal{N}(F)\) therefore turns into \(F^+F\mu = 0\), i.e., \(\mu \in \mathcal{N}(F)\). The other direction of the implication can be proven analogically.  \(\square\)
Further simplification is achieved with:

**Observation 4.4.** It holds $\mathcal{N}(E) \cap \mathcal{N}(F) = \{0\}$.

**Proof.** Suppose $\mu \in \mathcal{N}(E) \cap \mathcal{N}(F)$, i.e., $F\mu = E\mu = 0$. Then, using the identities in condition 2. and 3. of Theorem 3.3, one gets $E^T H\mu = \mu$ and $-F^T G\mu = \mu$. It follows that $\mu \in \mathcal{R}(E^T)$ as well as $\mu \in \mathcal{R}(F^T)$. Since $\mathcal{N}(E) \perp \mathcal{R}(E^T)$, $\mathcal{N}(F) \perp \mathcal{R}(F^T)$, each one of these is enough to conclude that $\mu = 0$. □

We have now completed the calculations by giving all additional conditions a compact form: we found that there is no condition on $\omega$, while $\alpha$ is constrained by the simple prescription

$$\gamma = E^+ U_2 U_2^T \omega$$

(4.44)

gained from (4.42) together with Observation 4.4. The equation (4.43) needs to be incorporated into a final expression for $|\omega\rangle_\varepsilon$ now. Our educated guess is that it may be done with a Dirac delta function. In particular, we conjecture that $\varepsilon\langle \alpha | \omega \rangle_\varepsilon$ should be proportional to

$$\delta^g (\gamma - E^+ U_2 U_2^T \omega)$$

(4.45)

Such term would then appear in

$$|\omega\rangle_\varepsilon = \sum_\alpha |\alpha\rangle_\varepsilon \varepsilon\langle \alpha | \omega \rangle_\varepsilon$$

(4.46)

The present summation over $\alpha$ can be split into two, one over $\beta \in \mathcal{R}(F^T)$ and the other over $\gamma \in \mathcal{N}(F)$,

$$|\omega\rangle_\varepsilon = \sum_\beta \sum_\gamma |\beta + \gamma\rangle_\varepsilon \varepsilon\langle \beta + \gamma | \omega \rangle_\varepsilon$$

(4.47)

The conditions $\beta \in \mathcal{R}(F^T)$, $\gamma \in \mathcal{N}(F)$ shall be implemented implicitly as

$$\sum_\beta = \sum_\beta \delta^g (V_2^T \beta), \quad \sum_\gamma = \sum_\gamma \delta^g (V_1^T \gamma)$$

(4.48)

In other words, it should be understood that the delta functions are there although we will not write them. Their arguments enforce that the integration is taken over the subspaces stated: recall that it holds $\beta = V_1 V_1^T \beta + V_2 V_2^T \beta$ with $V_1 V_1^T \beta \in \mathcal{R}(F^T)$ and $V_2 V_2^T \beta \in \mathcal{N}(F)$, so if the latter is zero, we get $\beta \in \mathcal{R}(F^T)$. Similarly for $\gamma \in \mathcal{N}(F)$. Altogether, plugging in (4.42), we expect a result of the form

$$|\omega\rangle_\varepsilon = \sum_\beta \sum_\gamma |\alpha\rangle_\varepsilon e^{iC} e^{i\left(-\frac{1}{2} F^T F + T \alpha + \alpha^T (F^+ \omega + V_2 \kappa)\right)} \delta^g (\gamma - E^+ U_2 U_2^T \omega)$$

(4.49)

where we use a shorthand $\alpha \equiv \beta + \gamma$, or

$$|\omega\rangle_\varepsilon = \sum_\beta |\alpha\rangle_\varepsilon e^{iC} e^{i\left(-\frac{1}{2} F^T F + T \alpha + \alpha^T (F^+ \omega + V_2 \kappa)\right)}$$

(4.50)

where we have updated to $\alpha \equiv \beta + E^+ U_2 U_2^T \omega$, still with $\beta \in \mathcal{R}(F^T)$. Let us recall that $C$ is a complex constant w.r.t. $\alpha$, which may nevertheless depend on $\omega$ or $W$. The real part of $C$ is irrelevant, the imaginary part shall serve as normalization. The vector $\kappa$ of dimension $s = q - \text{rank}(F)$ is arbitrary.
We can simplify
\[ |\omega\rangle = \sum_{\beta} |\beta + E^+ U_2^T \omega\rangle e^{iC} e^{i(-\frac{1}{2} \beta^T F^+ E T^F T \beta + \beta^T F^+ \omega + \omega^T U_2 U_2^T E^+ T^F V_2 \kappa)} \] (4.51)

and while modifying the real part of \( C \) (with only a slight abuse of notation), we can throw away the constant term in the exponent, getting
\[ |\omega\rangle = \sum_{\beta} |\beta + E^+ U_2^T \omega\rangle e^{iC} e^{i(-\frac{1}{2} \beta^T F^+ E T^F T \beta + \beta^T F^+ \omega)} \] (4.52)

We have therefore got rid of all the arbitrariness in the expression.

Let us summarize the conclusions of this paragraph. Considering the eigenvalue problem \( \hat{w}\rangle \omega\rangle = \omega\rangle \omega\rangle \) with the set of observables \( \hat{w} = W \hat{y} \) (given by a symplectic transformation with a matrix \( W \)), we found that the eigenstate \( |\omega\rangle \) satisfies
\[ |\omega\rangle = \sum_{\beta} |\beta + E^+ U_2^T \omega\rangle e^{iC} e^{i(-\frac{1}{2} \beta^T F^+ E T^F T \beta + \beta^T F^+ \omega)} \] (4.53)

with \( \beta \in \mathcal{R} (F^T) \)

Eventually, let us express the integration over \( \beta \) in a more explicit way. We lay down \( \beta = V \chi + V_2 \zeta \) and perform the substitution
\[ \sum_{\beta} \delta^* (V_2^T \beta) = \sum_{\chi} |\det V| \delta^* (\chi) = |\det V| \sum_{\xi} \sum_{\zeta} \] (4.54)

where \( \chi \in \mathbb{R}^g \) while \( \xi \in \mathbb{R}^r \) with \( r = \text{rank} (F) \). Note that since \( V \) is an orthogonal matrix, \( |\det V| = 1 \). We may then rewrite (4.53) as
\[ |\omega\rangle = \sum_{\xi} |V_1 \xi + E^+ U_2^T \omega\rangle e^{iC} e^{i(-\frac{1}{2} \xi^T V_1^T F^+ E T^F T \xi + \xi^T V_1^T F^+ \omega)} \] (4.55)

**4.2 Wavefunctions and the Resolution of Identity**

One expects that the wavefunctions \( \langle \psi |\omega\rangle \) given by the eigenstates \( |\psi\rangle \), \( |\omega\rangle \) \( \in \Phi^x \) of \( \hat{w}_A \) will produce Dirac delta functions, as in the case of the original observables. We will check this now. First we prepare grounds by performing a linear substitution in the Dirac delta function. We have
\[ \delta^q (x) = (2\pi)^{-q} \int_{\mathbb{R}^q} d^q p \ e^{ip^T x} \] (4.56)

with matrix notation in the exponent. Then, for a \( q \times q \) regular matrix \( V \), we find
\[ \delta^q (V \tau) = (2\pi)^{-q} \int_{\mathbb{R}^q} d^q p \ e^{ip^T V \tau} = (2\pi)^{-q} |\det V^T|^{-1} \int_{\mathbb{R}^q} d^q \nu \ e^{i\nu^T \tau} = |\det V^T|^{-1} \delta^q (\tau) \] (4.57)

We shall use this substitution with an orthogonal matrix \( V \), for which one has simply
\[ \delta^q (V \tau) = \delta^q (\tau) \] (4.58)

Next, considering a vector
\[ \psi = \left( \begin{array}{c} \theta \\ \phi \end{array} \right) \] (4.59)
with \( \theta \in \mathbb{R}^r, \phi \in \mathbb{R}^s \), one can arrange
\[
\delta^q(V_1 \theta + V_2 \phi) = \delta^q(V \psi) = \delta^q(\psi) = \delta^q(\theta) \delta^q(\phi) \quad (4.60)
\]
In the following, we shall use (4.60) with \( \theta = \zeta - \xi, \phi = V_2^T E^+ U_2^T (q - \omega) \). The latter shall come around thanks to the fact that \( E^+ U_3^T (q - \omega) = V_2 V_2^T E^+ U_2^T (q - \omega) \).

With these preparations, we can move on to compute the product of (4.55) with
\[
|q\rangle \epsilon = \sum_\zeta |V_1 \zeta + E^+ U_2^T q\rangle \epsilon e^{iB} e^{i(-\frac{1}{2} \xi^T V_1^T F^+ EFTF^+ T V_1 \zeta + \xi^T V_1^T F^+ \epsilon)} \quad (4.61)
\]
We write
\[
\epsilon \langle q|\omega \rangle \epsilon = \sum_\zeta \sum_\xi \epsilon \langle V_1 \zeta + E^+ U_2^T q | V_1 \zeta + E^+ U_2^T \omega \rangle \epsilon e^{i(C-\overline{C})} e^{-i(-\frac{1}{2} \xi^T V_1^T F^+ EFTF^+ T V_1 \zeta + \xi^T V_1^T F^+ \epsilon)} = \\
\sum_\zeta \sum_\xi \delta^\epsilon(\zeta - \xi) \delta^\epsilon(V_2^T E^+ U_2^T (q - \omega)) e^{i(C-\overline{C})} e^{i(-\frac{1}{2} \xi^T V_1^T F^+ EFTF^+ T V_1 \xi + \xi^T V_1^T F^+ \omega)} = \\
\sum_\xi \delta^\epsilon(V_2^T E^+ U_2^T (q - \omega)) e^{i(C-\overline{C})} e^{i\xi^T V_1^T F^+ (\omega - \epsilon)} = \\
\delta^\epsilon(V_2^T E^+ U_2^T (q - \omega)) e^{i(C-\overline{C})} (2\pi)^r \delta^\epsilon(V_1^T F^+ (q - \omega)) \quad (4.62)
\]
Let us see what the two conditions provided in the Dirac deltas say about \( \eta \equiv q - \omega \). The wavefunction shall be nonzero if and only if both \( V_2^T E^+ U_2^T \eta = 0 \) and \( V_1^T F^+ \eta = 0 \) hold. These equations are equivalent to \( E^+(1 - FF^+)\eta = 0 \) and \( F^+\eta = 0 \). The first equation demands that \( (1 - FF^+)\eta \in \mathcal{N}(E^T) \). At the same time, \( (1 - FF^+)\eta \in \mathcal{N}(F^T) \) because \( (1 - FF^+) \) is a projector to \( \mathcal{N}(F^T) \). From these we get (see the proof of Observation 4.2) that \( (1 - FF^+)\eta = 0 \). Together with the second equation, which implies \( FF^+\eta = 0 \), this tells us that \( \eta = 0 \). We therefore find that up to a constant, which can be removed by a suitable choice of \( C \) and \( B \), the wavefunction is
\[
\epsilon \langle q|\omega \rangle \epsilon = \delta^q(q - \omega) \quad (4.63)
\]
as expected.

Once we have established the wavefunctions (4.63), we have at our disposal the resolution of identity;
\[
|q\rangle \epsilon = \sum_\omega \delta^q(\omega - q)|\omega\rangle \epsilon = \sum_\omega |\omega\rangle \epsilon \langle \omega|q\rangle \epsilon \quad (4.64)
\]
from where we get
\[
1 = \sum_\omega |\omega\rangle \epsilon \langle \omega| \quad (4.65)
\]
However, we must not forget that this formula only holds if the eigenstates \( |\omega\rangle \epsilon \) are correctly normalized according to (4.63).
4.3 The Transformation of Momenta

So far we have computed the eigenstates $|\omega\rangle_{\hat{c}}$ of the coordinate observables $\hat{w}_A$. We now turn our attention to the analogical problem

$$\hat{w}_{A+q}|\omega\rangle_{\hat{n}} = \omega_A|\omega\rangle_{\hat{n}}$$  \hspace{2cm} (4.66)

for momentum observables

$$\hat{w}_{A+q} = W_{A+q}J \hat{y}_J$$  \hspace{2cm} (4.67)

The solution too shall be analogical. From (2.13), one gets

$$\epsilon \langle \alpha | \hat{y}_{A+q} | \omega \rangle_{\hat{n}} = -i \frac{\partial}{\partial \alpha_A} \epsilon \langle \alpha | \omega \rangle_{\hat{n}}$$  \hspace{2cm} (4.68)

and the defining relation (1.66) for $|\omega\rangle_{\hat{n}}$ can be rewritten as

$$\epsilon \langle \alpha | \hat{w}_{A+q} | \omega \rangle_{\hat{n}} = \omega_A \epsilon \langle \alpha | \omega \rangle_{\hat{n}}$$  \hspace{2cm} (4.69)

It follows from (4.68) and (4.69) that

$$G_{AB} \epsilon \langle \alpha | \omega \rangle_{\hat{n}} - H_{AB} i \frac{\partial}{\partial \alpha_B} \epsilon \langle \alpha | \omega \rangle_{\hat{n}} = \omega_A \epsilon \langle \alpha | \omega \rangle_{\hat{n}}$$  \hspace{2cm} (4.70)

In case that $\epsilon \langle \alpha | \omega \rangle_{\hat{n}} \neq 0$, we divide by it and get (in matrix notation)

$$G \alpha + H \hat{\alpha} = \omega$$  \hspace{2cm} (4.71)

while denoting

$$\hat{a}_{B} = -i \frac{\partial}{\partial \alpha_B} \ln \epsilon \langle \alpha | \omega \rangle_{\hat{n}}$$  \hspace{2cm} (4.72)

The equation (4.71) then can be treated in complete analogy with the previous paragraph. This time it is important that the matrix $GH^T$ is symmetric, and we may take advantage of the following:

**Observation 4.5.** It holds $\mathcal{A}(H^T) \cap \mathcal{A}(G^T) = \{0\}$.

**Proof.** We recall the identity in condition 3. of Theorem 3.3 which states $E^T F^T = 1$, and act with both right and left hand side on $\mu \in \mathcal{A}(H^T) \cap \mathcal{A}(G^T)$, getting $\mu = 0$. \hfill \Box

**Observation 4.6.** It holds $\mathcal{A}(H) \cap \mathcal{A}(G) = \{0\}$.

**Proof.** We recall the identity in condition 2. of Theorem 3.3 which states $E^T H - G^T F = 1$, and act with both right and left hand side on $\mu \in \mathcal{A}(H) \cap \mathcal{A}(G)$, getting $-G^T F \mu = \mu$. It follows that $\mu \in \mathcal{R}(G^T)$, but since $\mathcal{R}(G^T) \perp \mathcal{A}(G)$, we get $\mu = 0$.

With these in place, the solution of (4.71) comes around in the same form as (4.63),

$$|\omega\rangle_{\hat{n}} = \sum_{\beta} |\beta + G^+ \hat{U}_2 \hat{U}_2^T \omega\rangle_{\hat{c}} e^{iK} e^{i(-\frac{1}{2} \beta^T H^+ G H^T H^+ \beta + \beta^T H^+ \omega)}$$  \hspace{2cm} (4.73)

with $\beta \in \mathcal{R}(H^T)$

For brevity, we denote $\hat{U}_2 \equiv \hat{U}_2(H)$, $\hat{V}_1 \equiv \hat{V}_1(H)$, etc. The alternative form with an explicit integration over $\xi \in \mathbb{R}^{\hat{r}}$ where $\hat{r} \equiv \text{rank}(H)$ is

$$|\omega\rangle_{\hat{n}} = \sum_{\xi} |\hat{V}_1 \xi + G^+ \hat{U}_2 \hat{U}_2^T \omega\rangle_{\hat{c}} e^{iK} e^{i(-\frac{1}{2} \xi^T \hat{V}_1^T H^+ G H^T H^+ \xi \hat{V}_1 + \xi^T \hat{V}_1^T H^+ \omega)}$$  \hspace{2cm} (4.74)
The computation of wavefunctions from the preceding paragraph carries over to this case, too. Thus we get
\[ \langle \hat{\hat{\omega}} | \omega \rangle \hat{\hat{m}} = \delta \delta^{\prime} (\hat{\hat{V}} \hat{\hat{T}} G + \hat{\hat{U}} \hat{\hat{T}}^T (\omega - \omega)) e^{i(K - \mathcal{T})(2\pi)^{\delta^{\prime}}} (\hat{\hat{V}} \hat{\hat{T}} H + (\theta - \omega)) \] (4.75)
with \( \delta \equiv \text{rank}(H) \) and \( \delta^{\prime} \equiv q - \delta \). It follows that there are constants \( K \) and \( L \) serving as normalization of \( |\omega\rangle \hat{\hat{m}} \) and \( |\theta\rangle \hat{\hat{m}} \), respectively, such that
\[ \hat{\hat{m}} \langle \hat{\hat{\omega}} | \omega \rangle \hat{\hat{m}} = \delta q (\omega - \omega) \] (4.76)

With this normalization in place, one has the resolution of identity
\[ \mathbf{1} = \sum_{\omega} |\omega\rangle \hat{\hat{m}} \langle \omega | \] (4.77)

5 Examples

In this section we offer a handful of special cases of the \( \hat{\omega} = W \hat{\hat{y}} \) transformation defined by a symplectic matrix \( W \) and test our results on them. We start with two very prominent choices and add another one to illustrate the differences in their behavior.

Example 5.1. The first prominent case is
\[ W = \begin{pmatrix} O & 0 \\ 0 & O \end{pmatrix} \] (5.1)
where \( O \in \mathbb{R}^{q \times q} \) is an orthogonal matrix. One easily checks that \( W \) is symplectic. The transformation does not mix coordinates and momenta, which makes it exceptionally simple. Let us apply our analysis to (5.1). We plug \( E = O, F = 0 \) into (4.53) and observe that because \( \mathcal{R}(F^T) = \{0\} \), it holds \( \beta = 0 \). Also, \( \hat{\hat{U}} \hat{\hat{U}}^T = \mathbf{1} \). The integration is therefore trivial and we are left only with
\[ |\omega\rangle \hat{\hat{c}} = |O^T \omega\rangle \hat{\hat{c}} e^{iC} \] (5.2)
We choose normalization by fixing \( C = 0 \) to end up with the result
\[ |\omega\rangle \hat{\hat{c}} = |O^T \omega\rangle \hat{\hat{c}} \] (5.3)
Since
\[ \hat{\hat{\omega}} |\omega\rangle \hat{\hat{c}} = O \hat{\hat{x}} |O^T \omega\rangle \hat{\hat{c}} = O O^T \omega |O^T \omega\rangle \hat{\hat{c}} = \omega |\omega\rangle \hat{\hat{c}} \] (5.4)
the result is obviously correct.

Next, let us look at the momenta. We plug \( G = 0, H = O \) into (4.73), which implies \( \beta = \alpha \) and \( \hat{\hat{U}} \hat{\hat{U}}^T = \mathbf{0} \). In result, we get
\[ |\omega\rangle \hat{\hat{m}} = \sum_{\alpha} |\alpha\rangle \hat{\hat{c}} e^{iK_{\alpha}} e^{iO^T \alpha} \] (5.5)
In this case we opt for the normalization \( e^{iK} = (2\pi)^{-q/2} \), obtaining
\[ |\omega\rangle \hat{\hat{m}} = \sum_{\alpha} |\alpha\rangle \hat{\hat{c}} (2\pi)^{-q/2} e^{iO^T \alpha} \] (5.6)
In the trivial case \( O = \mathbf{1} \), one reproduces the transformation between the coordinate eigenstates \( |\alpha\rangle \hat{\hat{c}} \) and the momentum eigenstates \( |\omega\rangle \hat{\hat{m}} \equiv |\beta\rangle \hat{\hat{m}} \) in the form
\[ |\beta\rangle \hat{\hat{m}} = \sum_{\alpha} |\alpha\rangle \hat{\hat{c}} (2\pi)^{-q/2} e^{iO^T \alpha} \] (5.7)
which is a direct consequence of (2.29).
Example 5.2. The second prominent case occurs when

$$W = \begin{pmatrix} 0 & O \\ -O & 0 \end{pmatrix}$$

(5.8)

again with $O \in \mathbb{R}^{q \times q}$ orthogonal. This as well is a symplectic matrix, and we see that the resulting transformation effectively exchanges coordinates with (a mixture of) momenta, and vice versa. Up to this exchange, one expects to obtain similar results to those in Example 5.1.

Upon plugging $E = 0, F = O$ into (4.53), we get $R(F^T) = \mathbb{R}^q$ and so $\beta = \alpha$. Then

$$|\omega\rangle_{\dot{c}} = \sum_{\alpha} |\alpha\rangle_{\dot{c}} e^{iC} e^{i\alpha^T O T \omega}$$

(5.9)

We shall again normalize with the choice $e^{iC} = (2\pi)^{-q/2}$, obtaining

$$|\omega\rangle_{\dot{c}} = \sum_{\alpha} |\alpha\rangle_{\dot{c}} (2\pi)^{-q/2} e^{i\omega^T O \alpha}$$

(5.10)

For the typical case $O = 1$, each coordinate value is simply replaced with its corresponding momentum, and one may identify $|\omega\rangle_{\dot{c}} = |\omega\rangle_{\dot{m}}$. The resulting form

$$|\omega\rangle_{\dot{m}} = \sum_{\alpha} |\alpha\rangle_{\dot{c}} (2\pi)^{-q/2} e^{i\omega^T \alpha}$$

(5.11)

is identical to (5.7) as one expects.

As for momenta, deploying $G = -O$ and $H = 0$ on (4.73) renders $\beta = 0$ and $\dot{U}_2 \dot{U}_2^T = \mathbf{1}$. This, together with the choice $K = 0$, leaves us with the result

$$|\omega\rangle_{\dot{m}} = | -O^T \omega\rangle_{\dot{c}}$$

(5.12)

analogical to (5.3). The reader can easily verify that it is correct. Here the choice $O = 1$ yields $|\omega\rangle_{\dot{m}} = -|\omega\rangle_{\dot{c}}$.

Example 5.3. Consider the matrix

$$W = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}$$

(5.13)

It is symplectic, and for the first time introduces a non-trivial mixing of coordinates and momenta. We designed the matrix to have the simplest regular blocks $E = F = \frac{1}{\sqrt{2}} \mathbf{1}$ possible. We have $\mathcal{R}(F^T) = \mathbb{R}^q$. It follows that $\beta = \alpha$ as in Example 5.2, but the quadratic term in the integrand does not vanish this time, instead one obtains

$$|\omega\rangle_{\dot{c}} = \sum_{\alpha} |\alpha\rangle_{\dot{c}} e^{iC} e^{\left(-\frac{1}{2} \alpha^T \alpha + \sqrt{2} \alpha^T \omega \right)}$$

(5.14)

If one uses the identity

$$\delta^q(kx) = |k|^{-q} \delta^q(x)$$

(5.15)

for $k \in \mathbb{R}, x \in \mathbb{R}^q$ within (4.62), one finds that $e^{iC} = (\sqrt{2\pi})^{-q/2}$ is the correct normalization of $|\omega\rangle_{\dot{c}}$.
For momenta the situation is alike. It holds $\beta = \alpha$ and $\hat{U}_2^T = 0$, and we find

$$|\omega\rangle = \sum_{\alpha} \langle \alpha | c e^{i K e^{i (\frac{1}{2} a^T \alpha + \sqrt{2} a^T \omega)}}$$

(5.16)
i.e., the only difference between the coordinate and momentum eigenstates is the sign of the quadratic term in the exponent. From (4.75), we get the same normalization $e^{i K} = (\sqrt{2} \pi)^{-q/2}$ as above.

Eventually, let us establish the wavefunctions of the momentum eigenstates. We shall use the formula

$$\int_{\mathbb{R}^n} e^{i \left( \frac{1}{2} x^T A x + J^T x \right)} d^n x = (2\pi)^{n/2} (\det A)^{-1/2} e^{-i \frac{1}{2} J^T A^{-1} J}$$

(5.17)

for $A \in \mathbb{R}^{n \times n}$ a real, symmetric, invertible matrix and $J \in \mathbb{R}^n$. This is a multi-dimensional version of a formula which can be found in Supplement I of [18]. Strictly speaking, the integral in (5.17) is divergent; the formula only holds in the sense of regularization which is done by including the real term $-\eta x^T x$ in the exponent and taking $\lim_{\eta \to 0^+}$. With this help, we are able to compute

$$\langle \omega | c e^{i (\frac{1}{2} a^T \alpha + \sqrt{2} a^T \omega)} \rangle c = \sum_{\gamma} \sum_{\alpha} \langle \gamma | c e^{i (\frac{1}{2} \gamma^T \gamma + \sqrt{2} \gamma^T \omega)} e^{-i (\frac{1}{2} \gamma^T \gamma + \sqrt{2} \gamma^T \omega)} e^{i (-\frac{1}{2} a^T \alpha + \sqrt{2} a^T \omega)} =$$

$$= \sum_{\alpha} e^{-i (\frac{1}{2} a^T \alpha + \sqrt{2} a^T \omega)} e^{i (\frac{1}{2}\alpha^T \alpha + \sqrt{2} \alpha^T \omega)} (5.18)$$

One can see that in the special case $\omega = \varrho$, the product $\langle \omega | c \rangle = (2\pi)^{-q/2} e^{i \beta^T \varrho}$.

6 Conclusion

This paper was designated to study quantum-mechanical observables under a symplectic transformation of coordinates. We assumed to be given a classical system with a configuration space isomorphic to $\mathbb{R}^q$ (e.g. a set of finitely many coupled harmonic oscillators), and introduced in a standard manner its quantum analogue. The correspondence between the two systems was made clear. Using the rigged Hilbert space formalism, we gave correct meaning to the Dirac notation, and defined eigenstates of the quantum observables. These are coordinate-dependent, since they measure values of coordinates and momenta in a chosen symplectic basis. It is then natural to ask what happens if one chooses another symplectic basis in the phase space, which gives rise to a new, symplectically transformed, set of observables on the Hilbert space. The main goal of this paper was to present a computation of the eigenstates of observables under such symplectic transformation. We search for them in terms of the original coordinate eigenstate basis, using the Dirac formalism.

The results are the following. Suppose that $\hat{y}_A$ and $\hat{y}_{A+q}$ with $A = 1, \ldots, q$ are the coordinate and momentum observables, respectively, corresponding to the coordinates $y_A$.
and momenta $y_{A+q}$ of a point $y = e_I y_I$ in the phase space, with an implicit summation over $I = 1, \ldots, 2q$. Define their eigenstates by $\hat{y}_A |\alpha\rangle = \alpha_A |\alpha\rangle$ and $\hat{y}_{A+q} |\beta\rangle = \beta_A |\beta\rangle$. Then assume the transformation

$$\hat{w}_I = W_{IJ} \hat{y}_J$$

with a symplectic $2q \times 2q$ matrix

$$W = \begin{pmatrix} E & F \\ G & H \end{pmatrix}$$

and define the new eigenstates by $\hat{w}_A |\omega\rangle = \omega_A |\omega\rangle$ and $\hat{w}_{A+q} |\varrho\rangle = \varrho_A |\varrho\rangle$. Then they can be expressed in the coordinate eigenstate basis as

$$|\omega\rangle = \int_{\mathbb{R}^r} d^r \xi \ |V_1 \xi + E^+ U_2 T_2 \omega\rangle e^{iC \xi \cdot (\frac{1}{2} T_1 V_1 T + E F^T F + T_2 V_1 T + \xi T V_1 T + \omega)}$$

$$|\varrho\rangle = \int_{\mathbb{R}^r} d^r \chi \ |V_1 \chi + G^+ U_2 T_2 \varrho\rangle e^{iK \chi \cdot (\frac{1}{2} T_1 V_1 T + G H^T H + T_2 V_1 T + \chi T V_1 T + \varrho)}$$

Here, $\omega, \varrho \in \mathbb{R}^q$ is a $q$-tuple of eigenvalues describing the eigenstate, $r \equiv \text{rank}(F)$ and $V_1 \equiv V_1(F)$, $U_2 \equiv U_2(F)$ are matrices associated to $F$ via the narrowed singular value decomposition. Similarly, $\varrho \in \mathbb{R}^d, r' \equiv \text{rank}(H)$ and $V_1 \equiv V_1(H)$, $U_2 \equiv U_2(H)$. We also check explicitly that upon choosing suitable normalization constants $C, K \in \mathbb{C}$, one gets the same orthogonality relations $\langle \varrho | \omega \rangle = \delta^r(\varrho - \omega)$ and $\langle \varrho | \omega \rangle = \delta^r(\varrho - \omega)$ as one had in the original basis. This implies the standard form of resolutions of identity.
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A THE STONE-VON NEUMANN THEOREM

Various formulations of the theorem can be found in the literature, the implications are always the same. In this appendix we give the statement of the theorem (without proof) using a reference to the Schrödinger representation, as presented in [9].

Let $\mathcal{G}$ be any finite-dimensional real space and $\mathcal{G}^*$ its dual. We assume that $(\mathcal{P}, \omega)$ is a symplectic space such that one may identify $\mathcal{P} = \mathcal{G} \oplus \mathcal{G}^*$. As before, $\mathcal{F}$ shall be a Hilbert space and $\pi: \mathcal{P} \rightarrow \mathcal{H}(\mathcal{F})$ a representation of the canonical commutation relations which provides every element $y \in \mathcal{P}$ with a unitary operator $W^\pi(y)$ on $\mathcal{F}$ such that the Weyl relations (2.2) are satisfied.

We say that a subset $\mathcal{E} \subset \mathcal{F}$ is cyclic for the representation $\pi$ if the linear span of $\{W^\pi(y) \psi \mid \psi \in \mathcal{E}, y \in \mathcal{P}\}$ is dense in $\mathcal{F}$. We say that $\psi \in \mathcal{F}$ is cyclic if $\{\psi\}$ is cyclic. The representation $\pi$ is called irreducible if the only closed subspaces of $\mathcal{F}$ preserved by $W^\pi(y)$ for all $y \in \mathcal{P}$ are $\{0\}$ and $\mathcal{F}$. Clearly, in the case of an irreducible representation, all nonzero vectors in $\mathcal{F}$ are cyclic. Eventually, suppose we are given
two representations $\pi_1, \pi_2$ of the c.c.r. over the same space $\mathcal{P}$, i.e., $\pi_1 : \mathcal{P} \to \mathcal{U}(\mathcal{F}_1)$ and $\pi_2 : \mathcal{P} \to \mathcal{U}(\mathcal{F}_2)$. We say that they are unitarily equivalent if there exists a unitary operator $U \in \mathcal{U}(\mathcal{F}_1, \mathcal{F}_2)$ such that

$$U W^{\pi_1}(y) = W^{\pi_2}(y) U$$ (A.1)

for all $y \in \mathcal{P}$.

In the next, we shall assume that $\mathcal{F} = L^2(\mathcal{Q})$ is the Hilbert space of square-integrable complex functions as in Section 2. Then we may adopt the canonical coordinate and momentum operators $\left(2.12\right)$ and $\left(2.13\right)$. We let $\pi_0$ be the Schrödinger representation. Recall that according to $\left(2.14\right)$, it gives the operators

$$W^{\pi_0}(y) = e^{i\left(yA\hat{A} + q - y\hat{A}q\right)}$$ (A.2)

One can show that $\pi_0$ is a regular irreducible representation of the c.c.r. Now we have the prerequisites for giving the statement of the theorem:

**Theorem A.1** (Stone-von Neumann). Suppose that $\pi$ is a regular representation of the canonical commutation relations. Then there exists a Hilbert space $\mathcal{K}$ and a unitary operator $U : L^2(\mathcal{Q}) \otimes \mathcal{K} \to \mathcal{F}$ such that

$$W^\pi(y)U = U \left(e^{i\left(yA\hat{A} + q - y\hat{A}q\right)} \otimes 1_\mathcal{K}\right)$$ (A.3)

The representation $\pi$ is irreducible if $\mathcal{K} = \mathbb{C}$.

**Corollary A.1.** Suppose that $(\mathcal{P}, \omega)$ is a finite-dimensional symplectic space and let $\pi_1, \pi_2$ be two regular irreducible representations of the c.c.r. Then they are unitarily equivalent.

In effect, this classical result tells us that irreducible representations of the canonical commutation relations over a finite-dimensional symplectic space give rise to equivalent quantum theories, because the resulting operators are always related by a unitary transform. Let us remark that given a representation $\pi : \mathcal{P} \to \mathcal{U}(\mathcal{F})$ of the c.c.r. and a linear transformation $M$ on $\mathcal{P}$ which preserves $\omega$, it holds that $\hat{\pi} : \mathcal{P} \to \mathcal{U}(\mathcal{F})$ given by $W^\pi(My) = W^\pi(My)$ is also a representation of the c.c.r. Then, if one chooses an irreducible $\hat{\pi}$ (e.g. the Schrödinger representation), one finds that $\hat{\pi}$ too is irreducible, and their unitary equivalence follows. Of course, $M$ is nothing but a symplectic transformation.
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