Scattering Loss in Precision Metrology due to Mirror Roughness
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Optical losses degrade the sensitivity of laser interferometric instruments. They reduce the number of signal photons and introduce technical noise associated with diffuse light. In quantum-enhanced metrology, they break the entanglement between correlated photons. Such decoherence is one of the primary obstacles in achieving high levels of quantum noise reduction in precision metrology.

In this work, we compare direct measurements of cavity and mirror losses in the Caltech 40 m gravitational-wave detector prototype interferometer with numerical estimates obtained from semi-analytic intra-cavity waveform simulations using mirror surface profile maps. We show a unified approach to estimating the total loss in optical cavities (such as the LIGO gravitational detectors) that will lead towards the engineering of systems with minimum decoherence for quantum-enhanced precision metrology.

I. INTRODUCTION

Laser interferometry is a pillar of modern precision measurement and plays an integral role in the preparation, interrogation, and manipulation of quantum systems, including entangled states of light and matter. Optical losses pose both practical and fundamental limitations to instrument performances. Absorption and scatter from optical components or subsystems decrease classical signal levels and introduce application-dependent technical noise. Optical losses also drive the decoherence of non-classical photon states, which find application in quantum computing, cryptography, and quantum-enhanced metrology. A typical example for the latter is the use of squeezed light in ground-based interferometric gravitational-wave (GW) detectors to reduce photon shot noise [1]. We discuss optical loss as a source of decoherence for quantum states in the context of these quantum noise-limited instruments.

The ability to directly observe gravitational waves (GWs) is continuously evolving our understanding of the universe and its history. The number of observed mergers of binary systems of black holes and neutron stars is steadily growing [2, 3], and keeps informing black hole population models, formation channels for compact objects, and parameter constraints on theories of gravity and the equation of state of highly degenerate nuclear environments. Improved sensitivity, for example from a reduction of quantum noise, and detections of other, new source types promise to multiply this knowledge across the GW frequency spectrum.

Interferometric GW detectors are electromagnetic transducers for GWs that convert the strain of passing GWs on space-time to phase modulations of a laser carrier. The two Advanced LIGO (Adv. LIGO) observatories [4], Advanced Virgo (AdVirgo) [5], KAGRA [6], and GEO600 [7] are ground-based detectors that are sensitive to signals in the audible frequency range. They all have similar optical topologies, using a combination of optical cavities to increase the number and storage time of photons interacting with passing GWs. Optical loss generates a variety of technical problems for the control of these detectors. It broadens cavity line widths, affects the behavior of coupled-cavity systems, and back-scattering can create transient signal glitches or pollute entire frequency bands [8–10]. Radiation pressure-induced optomechanical effects due to scattered fields may also become relevant. A thorough understanding of the magnitude and nature of optical loss will help anticipate and mitigate such effects.

During their third observation run (O3), the measured round-trip losses of the Fabry-Perot arm cavities of the Adv. LIGO detectors were in the range 60–70 ppm. This is below the requirement of 75 ppm and not currently considered a limiting factor for the interferometer performance. The optical absorption of the high-quality dielectric mirror coatings is below the ppm level, which makes scatter the dominant loss mechanism in the interferometers. The expected arm loss based on surface figure phase maps and large angle scattering data is about 20–30 ppm less than the measured value. Part of this discrepancy stems from the scattering into the angular region \( \sim 0.1–1^\circ \), which is difficult to access experimentally without ambiguity and not covered by existing measurements. It is therefore desirable and important to have a set of techniques that can reliably, repeatably and accurately characterize optical loss, so that mitigation efforts can be validated.

This work examines loss measurements at the Caltech 40 m interferometer (40m), which is a small-scale prototype with the same principal optical topology as Adv. LIGO, and compares them with simulations to verify these models for the purpose of extending the analysis to other optical systems. The paper is structured as follows: Section II provides necessary formulas and quantitative
and qualitative description of the scattering and loss. Section III describes the optical measurements utilized to estimate the total optical cavity losses. Finally, Section IV compares the simulations with the measurements and discusses the remaining discrepancies.

II. THEORY AND MODEL OF SCATTER LOSS

In a long baseline Fabry-Pérot (FP) cavity, we wish to know the optical field distribution in the plane of the mirror, so that we can estimate the amount of power in the cavity using the field reflected from the mirror whilst also getting a good estimate of the power loss due to non-zero field values outside the mirror. To this end, we employ the Huygens-Fresnel integral

$$E(x, y, z) = \frac{i}{\lambda} \int dx_0 dy_0 E(x_0, y_0, z_0) \frac{\exp[-ikr]}{r} \cos(\theta),$$

where $E(x_0, y_0, z_0)$ and $E(x, y, z)$ are the source and sink field distributions, respectively, which will become the locations of the two mirrors, and we use the definitions $k = 2\pi/\lambda$, $r^2 = \rho^2 + L^2$, $\rho^2 = (x-x_0)^2 + (y-y_0)^2$, $L = z-z_0$ and $\cos(\theta) = L/r$. A pictorial representation of this geometry is shown in Figure 1.

FIG. 1. An illustration of scattering using the Fresnel integral in Eq. (1). The source field, $E(x_0, y_0, z_0)$, derives from the reflections of a curved mirror— with surface aberration, $h$, defined as the deviation of the real mirror surface from a spherical surface. The sink field, $E(x, y, z)$ is the weighted sum of the source field, with a weighting factor that comprises two terms, a spherical wave, $\exp[-ikr]/r$, that encodes amplitude and phase interference information from the different locations on the mirror surface, and the obliquity factor, $\cos(\theta)$, that encodes the departure of the scattering vector from the optical axis, in accordance with Huygens principle.

An eigenmode of Eq. (1) that is of particular interest in long-baseline FP cavities is the TEM$_{00}$ Gaussian beam mode, given by

$$E_q(x, y, z) = \sqrt{\frac{2P_0}{\pi w_0^2 q(z)}} \exp \left[ -ik \left( z + \frac{x^2 + y^2}{2q(z)} \right) \right],$$

where $P_0$ is the total power in the beam, $w_0$ is the beam waist and $q(z)$ is the complex beam parameter—given by the expression

$$q(z) = z - z_w + iz_R,$$

where $z_w$ is the location of the beam waist, $z_R$ is the Rayleigh range of the beam and $q_0 = iz_R$; or equivalently its reciprocal

$$\frac{1}{q(z)} = \frac{1}{R(z)} - i\frac{\lambda}{\pi w^2(z)}.$$ (4)

which is parameterized by the radius of curvature (RoC), $R(z)$, and the radius of the beam, $w(z)$.

A. Surface Aberration and Scattering

The surface profile $h(x_0, y_0)$ of the mirror can be calculated from its Fourier transform $H(f_x, f_y)$:

$$h(x_0, y_0) = \int \int H(f_x, f_y) \exp \left[ -i2\pi(x_0f_x + y_0f_y) \right] df_x df_y$$ (5)

and the two dimensional power spectral density (PSD) is given by the expression

$$PSD_2(f_x, f_y) \equiv |H(f_x, f_y)|^2.$$ (6)

When a Gaussian field is reflected by a mirror surface with height aberration $h$ and nominal radius of curvature $R_0$, the disturbance of the reflected field $\delta E(x_0, y_0, z_0)$, in the limit of small $h$ where $2kh \ll 1$, is

$$\delta E(x_0, y_0, z_0) \simeq 2i kh \exp \left[ ik \frac{x_0^2 + y_0^2}{R_0} \right] E_q(x_0, y_0, z_0).$$ (7)

Note that in a resonating cavity, the radius of curvature of the beam impinging the mirror surface is $R(z_0) = R_0$.

We use Eq. (1) to propagate Eq. (7) to the second mirror. The wavefront mismatch at $z$ will determine the amount of power scattered out of the cavity mode by the first mirror. The scattered field distribution in the $(x, y)$ plane displaced a distance $L$ from the mirror is

$$\delta E(x, y, z) = 2i k \cdot M(\beta^{-1}x, \beta^{-1}y),$$ (8)

where $\beta = \lambda(z - z_0)$. Here, the Fresnel integral has been recast as a convolution integral in frequency space, namely:

$$M(\nu_x, \nu_y) = \eta \int \int H(f_x, f_y) G_q(\nu_x - f_x, \nu_y - f_y) df_x df_y,$$ (9)

1 The prompt reflected field at the mirror surface is $E(x_0, y_0, z_0) = \exp \left[ 2i k(h + (x_0^2 + y_0^2)/2R_0) \right] E_q(x_0, y_0, z_0)$.
where
\[ \eta(\nu_x, \nu_y) = \exp\left[-i\pi \beta (\nu_x^2 + \nu_y^2)/2\right] \] (10)
and
\[ G_q(\nu_x, \nu_y) = \frac{E_q(\beta \nu_x, \beta \nu_y, z_0 + L)}{\eta(\nu_x, \nu_y)}. \] (11)

The far field condition, satisfied by long baseline IFO, means that spatial coordinate and spatial frequency are related as follows:
\[ x = \beta \nu_x, \quad y = \beta \nu_y. \] (12)

Furthermore, the angular coordinate, \( \theta_{x,y} \), is related to spatial frequency, \( \nu_{x,y} \), and spatial wavelength, \( \lambda_{x,y} \), of the exitwave leaving the mirror surface via
\[ \sin(\theta_{x,y}) = \lambda_{x,y} \nu_{x,y}, \quad \sin(\theta_{x,y}) = \lambda/\lambda_{x,y} \] (13)
respectively. For small angles, this approximates to
\[ \theta_{x,y} \simeq \lambda_{x,y} \nu_{x,y}, \quad \theta_{x,y} \simeq \lambda/\lambda_{x,y}. \] (14)

Eqs. (8) to (13) show that an aberration with spatial wavelength \( \lambda_{x,y} \) reflects the field towards the nominal angular direction \( \theta_{x,y} \) with broadening, \( \delta \theta = 2w(z)/L \), as illustrated in Figure 2.

FIG. 2. Scattering by continuous aberration. In the frequency domain, we have \( H(f_x, f_y) \sim 2ikh_{\text{max}}(f_x) \delta(f_x^2 - f_y^2) \) for a continuous aberration of spatial frequency, \( f_x \) along the \( x \)-direction. Thus, the field distribution in the sink plane is the sum of two displaced versions of \( E_q \) with an amplitude scaling of \( 2kh_{\text{max}} \).

The finite size of the mirrors defines a characteristic cutoff angle \( \theta_{\text{cut}} \) and a corresponding spatial wavelength \( \lambda_{\text{cut}} \) of surface deformations. All power scattered to angles larger than \( \theta_{\text{cut}} \) by surface deformations with length scales smaller than \( \lambda_{\text{cut}} \) is lost entirely, similar to the tail of the reflected fundamental Gaussian mode which misses the mirror. At angles smaller than \( \theta_{\text{cut}} \), the overlap between impinging wavefront distortions and mirror surface needs to be evaluated to determine the power lost.

For FP Michelson interferometers such as aLIGO and the Caltech 40 m prototype schematically shown in Figure 4 we can define for each arm cavity an input mirror (IM), where the laser beam enters the cavity, and an end mirror (EM). Important geometrical parameters for the FP arm cavities of aLIGO and the Caltech 40 m prototype that are used in this calculation are listed in Table I along with the parameters derived above. As can be seen, the large separation of the LIGO mirrors results in over a factor of 20 longer cutoff wavelength over the 40 m’s.

| Parameters          | aLIGO   | 40 m  |
|---------------------|---------|-------|
| Cavity length (\( L \)) | 3994.5 m | 38 m  |
| Mirror Aperture (\( a \)) | 34 cm | 7.5 cm |
| RoC of IM (\( R_1 \)) | 1934 m | flat  |
| RoC of EM (\( R_2 \)) | 2245 m | 57.5 m |
| Beam radius on IM (\( w_1 \)) | 5.3 cm | 0.30 cm |
| Beam radius on EM (\( w_2 \)) | 6.2 cm | 0.52 cm |
| \( \theta_{\text{cut}} \) (\( = a/2L \)) | 0.0024° | 0.057° |
| \( \lambda_{\text{cut}} \) (\( = \lambda/\theta_{\text{cut}} \)) | 2.5 cm | 1.1 mm |
| \( \delta P_m/P \) (\( = \sum_j \exp[-2w_j^2/w^2] \)) | 0.3 ppm | 10^{-39} ppm |

TABLE I. Fabry-Perot cavity parameters for the aLIGO arms and the 40 m arms. Here \( a \) is the diameter of the mirror and \( w_j \) is the half-width of the beam at the \( j \)th mirror.

B. BRDF as a loss estimation metric

The bidirectional reflectance distribution function (BRDF) describes the angular dependence of the intensity of light reflected and scattered from the mirror surface [11], defined by the following formula
\[ \text{BRDF}(\theta, \phi) = \frac{L^2}{P_0 \cos(\theta)} |E(x, y, z)|^2, \] (15)

where \( \theta \) and \( \phi \) are angles in spherical coordinates, with the usual relation to Cartesian coordinate i.e. \( x = L \sin(\theta) \cos(\phi) \) and \( y = L \sin(\theta) \sin(\phi) \). Again, \( P_0 \) is the total power in the beam whilst \( L \) is the distance between the mirror and the point of measurement.

The one-dimensional distribution used often for loss estimation is
\[ \text{BRDF}(\theta) = \frac{1}{2\pi} \int_0^{2\pi} d\phi \text{BRDF}(\theta, \phi), \] (16)

which is fairly accurate when no explicit dependence on \( \phi \) is present in the phase map.

Direct BRDF measurements of a mirror are usually limited to above several degrees from the normal, because the small spatial separation from the incident beam hinders the measurement of the small scattered power. Therefore, the BRDF for small angles is best estimated using scattering calculations from the phase map \( h(x_0, y_0) \) of the mirror surface by numerical methods. The angular range of the resulting BRDF data is limited by the spatial resolution of the phase map data, which is typically of
FIG. 3. BRDF by various methods combined. Data colored in blue belongs to scatter by the EM (evaluated at the IM for small angles), and red by the IM (again, evaluated at the respective EM for small angles). The traces ending with ‘from phase map’ are BRDF estimates based on the phase maps of the LIGO Livingston Observatory (LLO) Y-arm and the 40 m prototype interferometer mirrors (cf. Section III B). The cutoff angles at which scattered light completely misses the other mirror are also marked for the aLIGO (blue) and 40 m (orange) designs. The fitted line for the data out of the end mirror has an angular dependence of $\theta^{-2}$. Measurements of scattered light by photodiodes located at various points along the LIGO arms are shown in boxes and triangles. PDs located on the baffles surrounding the arm cavities detect light scattered at low angles while PDs located at the view ports near the aLIGO mirrors detect light at high angles. The single scattering measurement done at the 40 m prototype interferometer is shown as x (cf. Section III A). The BRDF behavior measured for superpolished mirrors at high angles is marked by a purple line together with a 5 ppm level in dashed grey indicating the constant BRDF behavior at high angles [12].

order $O(0.1 \text{ mm})$, so that the maximum scattering angle covered by phase map data, using Eq. (14), is $\sim 0.3^\circ$. This leaves a gap in the angular range between phase map estimations and direct BRDF measurements.

Figure 3 summarizes various BRDF measurements and illustrates this gap. The solid and dashed line plots for aLIGO and the 40 m show a sharp Gaussian towards $\theta \sim 0$, whose width is determined by the Gaussian beam size resonating in the cavity, and a tail structure based on the phasemap data that is indicative of approximate power law scaling. Note that in all cases, the BRDF line plots cover the entire angular range spanned by the mirror at the other end of the cavity, marked by respective vertical lines in Figure 3. For the aLIGO detectors, we have also added BRDF measurements at $\theta \simeq 0.003^\circ$ and $\theta \simeq 0.006^\circ$, taken from four photodetectors (PDs) on baffles that are located 20–40 cm from the center of the mirror [13]. As discussed in this reference, the power distribution is very sensitive to the PD location relative to the center of the mirror due to the mirror aperture clipping effect, and the measured powers vary by an order of magnitude, but is consistent with the estimate based on phasemap data.

The region outside of the mirror corresponding to $\theta > \theta_{\text{cut}}$ (cf. Table 1), a power law fit to the data points yields an angular dependence of $\theta^{-n}$ with $n \sim 2$. Note that this loss estimation is much larger than the typical estimation using the Gaussian beam shape, with a contribution also coming from the clipping effect of the mirror. We also have sparse BRDF measurement data in the range of 1° to 10° collected from various view ports located along the beam tubes. Moreover, BRDF measurement of a high reflecting mirror in the angular range larger than 10° degrees was reported in [12]. This BRDF data and the aLIGO BRDF data using view ports connect smoothly.

Total integrated scattering (TIS) from the mirror surface in some angle range can be calculated from the BRDF as follows:

$$TIS = 2\pi \int_{0}^{\theta_1} \text{BRDF}(\theta) \cos(\theta) \sin(\theta) d\theta \quad (17)$$

The integral of the fitted line in Figure 3 between 1° and 75° is 8 ppm. This angular range corresponds to the range captured by separate TIS measurements done on our mirrors. More details can be found in Section III C.

III. MEASUREMENT TECHNIQUES

The Caltech 40 m interferometer, 40 m for short, is a small-scale GW detector prototype instrument. It was designed to share its optical topology with the full-scale LIGO observatories, including FP cavity-enhanced Michelson arms, a power recycling cavity (PRC), a signal recycling cavity (SRC), and an input mode cleaner (IMC). The optical configuration of the 40 m is shown in simplified manner in Figure 4, which shows only the principle building blocks. Among similar instruments, the 40 m’s long arms and the comparatively large beam spot sizes on its input and end mirrors make the 40 m an important subject for investigating optical scatter. Its optics were produced to the same standard as full-size GW detector mirrors, bringing its optical configuration closer to LIGO than any other prototype instrument.

We investigate optical losses in the FP arm cavities of the 40 m to bridge the gap between modelled and measured optical scatter. For this we use a variety of complementary techniques, including:

(i) Direct scattered light measurement by CCD

(ii) Profile maps of the mirror surfaces combined with wave propagation simulations (phase maps)

(iii) Total Integrated Scatter (TIS) measurements as a function of position on the mirror surface
FIG. 4. Optical configuration of the Caltech 40 m prototype interferometer. The pre-stabilized laser is sent into the Fabry Perot Michelson interferometer and measured at the output mode monitor. The power recycling mirror (PRM) forms the impedance-matched power recycling cavity (PRC) with the rest of the interferometer. The arm cavities, formed by IMs and EMs increase the interaction time between stored photons and passing GWs in the full-scale instruments. The power in the arm cavities is monitored by PDs measuring the light transmission through the EMs.

(iv) Static optical cavity impedance measurement
(v) Power recycling gain constraints

In the following section we describe how these measurements are performed, what their systematic errors are, and determine if they can provide a complete picture of the scatter loss distribution.

A. Direct scattered light measurement with cameras

An in-situ measurement of the total integrated scatter at the Caltech 40 m prototype is not possible due to the geometry of the vacuum envelope. However, the arm cavity beam spots on the mirrors are visible from a small number of viewports with a direct line of sight. These allow a direct assessment of the scatter amplitude at certain angles from the beam axis in particular directions, determined by the relative positions and orientations of the mirrors and viewports.

We performed a proof or principle measurement to obtain an independent estimate of the intra-cavity scatter using this approach. For this, we calibrated the pixel scale of a standard CCD Gig-E camera at relevant combinations of sensor gain and exposure time settings against a precision optical power meter. The light source for the calibration process was an power-monitored diode laser with the same wavelength as the main laser. The calibration allows us to calculate the total optical power captured by the CCD sensor from its cumulative pixel values.

At the time of this study, only a single viewport on the vacuum chamber housing the EM on the X arm (EMX) was practical and available for this investigation. The given setting allowed us to place a focusing lens at a distance of 65 cm at an angle close to 50°. The lens has a standard AR-coating, such that power loss to reflections can be neglected, and a clear aperture of 2 inches for photon collection. The arrangement is schematically shown in Figure 5. The lens’ focal length and distance from the camera was chosen such that it images the beam spot on the mirror onto the CCD chip. We spatially filter the recorded CCD image with a digital aperture to reject stray light from parasitic light sources.

In addition to spatial image filtering and to isolate the pixel readings of the beam spot and remove all traces of ambient light scatter, we repeatedly turned the input laser feed into the interferometer on and off with a mechanical shutter and recorded exposures of the mirror with and without beam illumination. Subsequent exposures were thus taken in similar conditions, with the presence of the beam spot being the only difference, allowing us to use image subtraction to isolate the scattered power.

In total we measure the power scattered onto the CCD to be $193.9 \pm 2.2$ nW in the non-power recycled state with misaligned PRM. We use this measurement to estimate the bidirectional reflectance distribution function (BRDF discussed in Section II B). Comparing this scattered power to 10 W of circulating power in the arm cavity – witnessed by the EM transmission – we calculate the
BRDF of the 40 m’s EMX at 50° to be (6.2 ± 1.0) ppm/sr. This estimate was included in the compilation of BRDF measurements in Figure 3.

The uncertainty in the BRDF result stems mainly from the uncertainty in the exact distance between beam spot to the focusing lens, which is estimated to be 5 cm.

B. Phase map measurements

A phase-shifting Fizeau interferometer (PSFI) [14] was used to measure the surface figure of our mirrors. In such optical profilometers, a laser beam reflected from the sample under test is interfered with a beam reflected from a reference flat. A phasemap is then constructed by extracting the optical phase difference between the beams for every point on the surface from the interference pattern.

Phase maps for the 40 m mirrors (IM4, EM7) were recorded at the time of installation with no significant qualitative differences between the different optics. However, while indicating that phase maps of different optics can be used interchangeably for simulation purposes, these initial phase maps were found to not be accurate enough for the estimation of the arm loss, especially in the short spatial wavelength region.

To extend the spatial frequency range of our phase maps, new measurements were done using spare mirrors (EM6, IM1, IM2), which were polished and coated as part of the same batch as the installed optics by the same companies for each process. Unfortunately, the coated surface profiles in the long wavelength region do show differences between mirrors, even though all were produced with the same polishing and coating process.

Since the currently installed mirrors cannot be remeasured in a PSFI without removing them from their suspension cages in the vacuum envelope, we synthesize their phase maps by combining low spatial frequency data from the original measurement with high spatial frequency data from the spare mirrors. This was done by blending the lowpass filtered original maps with high pass filtered new maps at a cross-over wavelength of 1.3 mm.

In similar fashion to Eq. (16), 1D PSDs were computed from the 2D PSDs of the phase maps by averaging over the azimuthal angle. The PSDs of the newly measured phase maps of spare IMs - IM1 and IM2 are shown in Figure 6a. These maps were measured focusing in the short wavelength region, λ < 5 mm. The comparison of the red (IM1) and orange (IM2) lines show that the PSDs in λ < 1.5 mm are the same. From this result, the same PSD can be assumed for the IM4, which is the one actually installed. The black line is a combination of the ITM04 map (blue) original measurement with the IM1 new measurement. The cutoff for the hybridization is λ = 1.3 mm (green dashed line).

A corresponding analysis was done for the EMs. Figure 6b is the comparison of PSDs of old EM7 map (blue), new EM6 map (red) and the hybrid of these two (black) merged at λ = 1.3 mm.

These hybrid phase maps are used in a numerical simulation to simulate beam propagation [15] in a cavity. In the simulation, an input Gaussian laser beam, mode matched to the cavity, is bounced back and forth by the cavity mirrors loaded with phase maps until a steady-state is reached. The beam propagation between the cavity mirrors is computed using Fourier optics methods. At steady state, the roundtrip loss is computed by integrating over the intensity of the beam outside the mirrors’ apertures. For the case of a 40 m cavity with mirrors loaded with the hybrid phase maps shown in Figure 6d and Figure 6c, the roundtrip loss was computed to be (6 ± 2) ppm over the angular range accessible by this method.

C. Total Integrating Scatter Measurement

The total integrated scattering (TIS) from a HR coating is measured using an integrating sphere. Figure 7 shows a schematic of the experimental setup.

The 1064 nm output of a JDSU NPRO laser is first sampled for a reference photodiode (PD-ref) and spatially filtered to generate a high-purity TEM00 mode. A sequence of polarizer, quarter wave-plate and chopper constrains its polarization and allows for lock-in detection. The collimated beam enters the top port of the integrating sphere and a mode-matching lens is used to position the beam waist at the mirror’s HR surface. The reflected specular beam is aligned to exit the integrating

FIG. 6. PSDs of (a) IMs. (b) EMs. Green dashed lines mark the spatial frequency corresponding to λ = 1.3 mm, where the old and new maps were hybridized. Hybrid phase maps of (c) IM1 and IM4 (d) EM6 and EM7.
sphere centered on the top port. The mirror is raster scanned and the scatter from HR mirror is measured by a signal photodiode (PD-sig) attached to the integrating sphere to obtain the TIS map. The beam diameter and the scanning step size are both 300 µm. The polar angle of scatter collection of the integrating sphere is defined by the sizes of the top and bottom ports, the current set-up has a collection range from 1.0° to 75°, corresponding to a bandwidth of spatial frequency 16 to 908 mm⁻¹. The calibration is carried out by placing a diffuse reflectance standard (Labsphere Spectralon) at the HR mirror position.

Figure 8 shows TIS measurements that were performed on four 40 m prototype interferometer spare mirrors (IM1, IM2, EM6, EM8). Figure 9 shows the histograms of the power fractions in Figure 8. The histograms are peaked at ∼7 ppm for the IMs and ∼3 ppm for the EMs, and there is a long tail extending over 1000 ppm.

We calculate the total scatter loss in the arm cavities to angles between 1.0° and 75° in the following way. A Gaussian beam, the same size as in the 40 m arm cavities, is impinging on the center of the mirror. Each point in the TIS map induces a scatter loss to the part of the Gaussian beam that overlaps with it. The losses are then summed incoherently to obtain the total scatter loss. Since we are summing over large angle range interference effects are heavily suppressed.

Explicitly, the total scatter loss is given by

$$\text{Loss} = \frac{1}{P_0} \sum \text{TIS}[x_n, y_n] |E_q[x_n, y_n]|^2 \pi \omega_{TIS}^2,$$  

(18)

where TIS[x_n, y_n] are the TIS measurements data points, E_q[x_n, y_n] is the normalized electric field distribution of a Gaussian beam the size of the beam impinging on that mirror and ω_{TIS} is the TIS beam waist. Doing this summation for each sample we find that the scatter losses, to angles between 1.0° to 75°, are (10.0 ± 1.7) ppm, (8.6 ± 0.4), (4.60 ± 0.03) and (4.90 ± 0.14) in IM1, IM2, EM6 and EM8, respectively. The errors are calculated by shifting the beams randomly around the centers of the mirrors with an standard deviation of 1 mm and computing the standard deviation of the resulting losses.

D. Static Optical Impedance Measurement

Inferring cavity round-trip losses from measuring either optical ringdown time constants or the linewidths of cavity
resonances and accounting for the known mirror transmissivities has a significant caveat: The full uncertainty in the measured mirror transmissivities is directly transferred to the loss estimate. For GW detector arm cavities, which have moderately high finesse and are highly over-coupled, the uncertainty of the IM transmission is usually on the same order or larger than the expected losses.

In a measurement of the optical cavity impedance, also referred to as the DC-Method, we compare the static reflected power from the IM in two cases: the prompt reflection off the IM when there is no arm cavity (either because the EM is misaligned or because the intra-cavity beam path is blocked), and when the arm cavity is on resonance and locked to the laser carrier. The combination of the two individual measurements allows to solve for the cavity losses with reduced sensitivity to the uncertainty in IM transmission. This method only measures total optical loss in the cavity and cannot distinguish absorption from scatter, however, the optical absorption of the high-quality tantala-silica coatings used in GW detectors and prototypes is of order 1 ppm or smaller and can be safely neglected.

It carries similarities to the optical ringdown measurements that are carried out in reflection described by Isogai et al. [16], but is more suited to the optical topology of a cavity-enhanced Michelson interferometer, in which the IMC acts as a lowpass filter for any modulations of the input laser. All modulators and shutters are located upstream from the IMC, such that the fast switching of the input power that is required for proper ringdown measurements would get filtered by the IMC’s optical response. The IMC’s storage time is longer than those of the arm cavities, such that the measured ringdown time constants would be entirely dominated by the IMC, significantly limiting the achievable accuracy on arm cavity effect estimation.

We consider the cavity reflection coefficient on resonance $R_r$ and off resonance $R_m$ and the coupling inefficiency of input beam into the cavity. We find the expression for the ratio of the two reflected power measurements $P_r/P_m$ to be

$$\frac{P_r}{P_m} = \frac{1 - \eta \gamma (1 - R_r)}{R_m}, \quad (19)$$

$\eta$ is the mode matching efficiency of input beam to the arm, $\gamma$ is the fraction of power in the carrier frequency after sideband modulation. The values for these parameters are given in Table II. The expressions for $R_r$ and $R_m$ can be found in [16]. Assuming the loss contribution from the two cavity mirrors is the same we extract the roundtrip loss from Eq. (19) numerically.

For very low roundtrip losses, such as in the case of the arm cavities in the 40 m, the reflected power ratio gets very close to 1 which requires long integration times to get good enough resolution between the two power measurements. We repeat the arm lock/unlock cycle with re-alignment procedures in between to counteract drifts. During the measurement time we track the changes to the optical system (pointing/alignment drifts etc) and correct for fluctuations in the input power by scaling the reflected power to the circulating power in the IMC. An example of such a measurement sequence is shown in Figure 10. The top (bottom) graph shows the measurement sequence for the Y(X) arm of the 40 m. The square wave lines show the average at each measurement segment.

![FIG. 10. DC reflection measurement sequence. The measured reflected power is shown as a function of time during which the measured cavity is locked and unlocked periodically. Top(bottom) figure shows the measurement sequence for the Y(X) arm of the 40 m. The square wave lines show the average at each measurement segment.](image)

| Parameter                  | Nominal Value | Uncertainty |
|----------------------------|---------------|-------------|
| IM Transmission (T1)       | 1.38%         | ± 0.1%      |
| EM Transmission (T2)       | 13.7 ppm      | ± 3 ppm     |
| Mode matching efficiency ($\eta$) | 92%           | ± 5%        |
| Modulation depth @ 11 MHz  | 0.179         |             |
| Modulation depth @ 55 MHz  | 0.226         |             |
| Carrier frequency power fraction ($\gamma$) | 95.92%       |             |

TABLE II. 40 m interferometer prototype arm cavity parameters used in Eq. (19).

E. Power Recycling Gain Measurement

In power recycled interferometers, such as the 40 m interferometer prototype, the recycling gain, the ratio
between the power circulating the recycling cavity and the incident power, is inversely proportional to the round trip loss in the arm cavities. For the ideal case, where the power recycling cavity (PRC) is critically coupled, the power recycling gain \( G \) is given by:

\[
G = \frac{\pi}{2FL}
\]

(20)

where \( F \) is the average arm cavity finesse and \( L \) is the average round trip loss in the arm cavities. The systematic errors in this technique can be quite small since the loss influence on the PRG is amplified by the finesse of the arm cavities. In the more realistic case where the PRC is not exactly critically coupled, the expression for \( G \) becomes more complicated, but the insensitivity to the uncertainty in the IM transmission remains.

To obtain an estimation of the PRG we measure the optical power transmitted through the arm cavities when the PRC is locked - \( P_{\text{Locked}} \) and unlocked - \( P_{\text{Unlocked}} \). The PRG is then

\[
G = T_{\text{PRM}} \frac{P_{\text{Locked}}}{P_{\text{Unlocked}}},
\]

(21)

where \( T_{\text{PRM}} \) is the transmission through the power recycling mirror.

One complication that arises is the uncertainty in the mode-matching between the PRC and the arm cavities which is hard to quantify. For the 40m, we know that the mode-matching between the input beam and the arm cavities, measured when the PRC is unlocked, is 92% (Table II). In our calculations we assumed that the mode-matching between the input beam and the coupled cavity, that includes the PRC and the arm cavities, is the same. This assumption is consistent with the other loss and PRG measurements as can be seen below.

As mentioned before, the uncertainties in the PRG measurement can be quite small. Unfortunately, the optical loss in the 40 m’s PRC, which is required in the analysis, suffered a comparably large systematic uncertainty at the time of measurement. Due to coating stress, the folding mirrors of the 40 m PRC have unintended marginally convex HR surfaces, which drives the original PRC design into the geometrically unstable regime. Flipping the folding mirrors solved this stability issue, but as a result, the back-side AR coatings and mirror substrates are now part of the optical path in the PRC, which adds extra losses that are not fully characterized. Especially the residual reflection of the AR coatings adds significantly to the PRC loss uncertainty. As a result, the uncertainty in the inferred arm cavity loss is quite big. Our best estimate for the arm cavity loss from the PRG measurement, after the mirrors were cleaned, is (37 \pm 16) ppm, consistent with the average loss measured using the static optical impedance measurement.

The viability of the method can still be demonstrated. Figure 11 shows the theoretical dependence of PRG on the average arm cavity loss computed using a Finesse model [17] that includes the losses in the PRC, their uncertainty, and the non-ideal mode-matching between the PRC and the arm cavities. On top of that plot, the average arm cavity loss, measured using the DC reflection method, and the measured PRG are shown as data points. The measurements before and after the cleaning of the mirrors in the 40m arms using first-contact are colored in orange and blue respectively. The widths of the error bars indicate the 1\( \sigma \) uncertainty of these measurements. It can be seen that the intersection of these measurements agree quite well with the theoretical line demonstrating the consistency of these measurement techniques.

![FIG. 11. Measuring loss using the PRG. The theoretical dependence of PRG on the average arm cavity loss is plotted as a green shade. The shade width is due to the big uncertainty in the PRC roundtrip. Orange and blue data points indicate the PRG and average arm cavity loss measured using the DC reflection method before and after cleaning of the mirrors in the cavities, respectively. The widths of the errorbars indicate the 1\( \sigma \) uncertainty of these measurements.](image)

### IV. COMPARISON OF MEASUREMENTS

In the previous sections we discussed several direct (DC reflection, PRG) and indirect (mirror phase maps, total integrated scatter, scattering measurements) loss measurement techniques. The result of the comparison of these methods are summarised in Table III. The measured roundtrip loss using the DC reflection method after the mirrors were cleaned is quite low, making it suitable for comparison with the indirect methods. As described in Section III E, it is consistent with the PRG measurement. To compare the indirect measurement results to the direct ones, some highly non-trivial assumptions need to be made. First, we define scattering angles where less than 1 ppm is reflected back from the mirror at the other end of the cavity as high-angle scattering. For the 40 m arm cavities, the boundary is found to be \( \sim 0.065^\circ \). At scattering angles above this boundary, it is safe to use TIS to measure the loss. For scattering angles below that boundary, cavity simulation using phase maps are needed.
TABLE III. Summary of the experimental results. See main text for details. The TIS estimation has been split into three angular range: (1° < θ < 75°) allows direct comparison with TIS measurements, (0.1° < θ < 1°) uses the θ⁻² dependence to estimate the angular range of missing data with the most uncertainty and (75° < θ < 90°) uses the flat 5 ppm loss in [12].

| Parameter                                              | Nominal Value [ppm] | Uncertainty [ppm] | See          |
|--------------------------------------------------------|---------------------|-------------------|--------------|
| Direct                                                 |                     |                   |              |
| Average static optical impedance measurement after cleaning | 35                  | ± 3               | Section III D |
| PRG measurement after cleaning                         | 37                  | ± 16              | Section III E |
| Indirect                                               |                     |                   |              |
| Low-angle loss calculated from phase map               | 6                   | ± 2               | Section III B |
| IM Avg. TIS measurement (1° < θ < 75°)                 | 9.3                 | ± 1.2             | Section III C |
| EM Avg. TIS measurement (1° < θ < 75°)                 | 4.8                 | ± 0.2             | Section III C |
| TIS estimation from BRDF (1° < θ < 75°)                | 8                   | ± 5               | Figure 3     |
| TIS estimation from BRDF (0.1° < θ < 1°)               | 4                   | ± 5               | Figure 3     |
| TIS estimation from BRDF (75° < θ < 90°)               | 0.16                | ± 0.4             | Figure 3     |
| Total arm cavity loss from indirect measurements       | 28                  | ± 10              | Main text    |

FIG. 12. Loss per unit length as a function of equivalent confocal length. Our results (40 m) are compared to previously published works: Ueda96 [18], Sato99 [19], Battesti08 [20], Isogai13 [16], PVLAS 14 [21], Kimble 92 [22]. The loss measurements done in the LIGO sites LHO 2K and LHO 4K measurements were done on the 2 km and 4 km arms at Hanford respectively during the initial LIGO phase. aLLO IMC is a measurement done of the IMC in the Livingston interferometer during the initial LIGO phase. aLLO is a loss measurement done of the 4 km arm at Livingston during the Advanced LIGO phase.

to calculate the round trip loss (see Section III B). In our simulations, the maximum scattering angle is ∼ 0.1°, above the required high-angle cutoff. Second, for high-angle scattering loss, we use measurement of other mirrors from the same vendor. The reason is that while specifics of the mirror coating greatly affect the low-angle scattering behavior, high-angle scattering is largely unchanged from that of the mirror substrate. Another consistency check that can be made by comparing the TIS estimated from the BRDF data shown in Figure 3 and the TIS measured separately using an integrating sphere. The results, as can be seen in Table III, are consistent.

To obtain the roundtrip loss from the indirect measurements we sum together the following terms: low-angle loss, IM average TIS measurement, EM average TIS measurement and 2 × TIS estimation from the BRDF (0.1° < θ < 1°). The result sums up to 28 ± 10 ppm which comes close to the direct measurement of 35 ± 3 ppm but has a large uncertainty, largely due to the uncertainty in the 0.1° < θ < 1° angular region. The careful measurement of that loss contribution should be a high priority for future studies.

To put our results in perspective, we plot the loss measurement per cavity length, the figure of merit for filter cavities [23], together with previous loss measurements of low-loss cavities [16, 18–22, 24] as a function of the equivalent confocal cavity length defined as

\[
L_{\text{confocal}} = \frac{\pi w^2}{\lambda},
\]

where \( w \) is the average beam waist on the optics and \( \lambda \) is the wavelength of the input laser beam. The choice of equivalent confocal length instead of the actual cavity length is made to remove the dependence of the loss on the cavity geometry.

V. CONCLUSIONS

We have shown here that our simulations accurately estimate the empirically measured optical losses in the large beam regime (laser beam spot sizes ≥ 1 mm radius) which is relevant for long optical cavities. In this regime, the losses are mainly due to figure errors of the mirror, rather than the microroughness. This work establishes that our simulations can be reliably utilized to predict the performance of large optical cavities, such as the ones used in the gravitational-wave detectors.

In the future, it will be important to make measurements in the small angle regime to accurately assess the
losses which are due to coherent beaming from multiple point-defects.
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