A roadmap to reverse engineering real-world generalization by combining naturalistic paradigms, deep sampling, and predictive computational models
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Real-world generalization, e.g., deciding to approach a never-seen-before animal, relies on contextual information as well as previous experiences. Such a seemingly easy behavioral choice requires the interplay of multiple neural mechanisms, from integrative encoding to category-based inference, weighted differently according to the circumstances. Here, we argue that a comprehensive theory of the neuro-cognitive substrates of real-world generalization will greatly benefit from empirical research with three key elements. First, the ecological validity provided by multimodal, naturalistic paradigms. Second, the model stability afforded by deep sampling. Finally, the statistical rigor granted by predictive modeling and computational controls.
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Building and updating representations able to support complex, adaptive behaviors (e.g., *Should I pet that unknown animal?*), is a critical feature of biological agents, and a yet unattainable goal for artificial ones. As reviewed by Taylor and colleagues [1], notwithstanding the many different disciplines that have attempted to define generalization and describe its behavioral, cognitive, and neural underpinning, adjudicating between competing theoretical frameworks (e.g., memory integration vs. on-the-fly inference) is currently impossible. Building on the Authors’ observation that progress will come from cross-laboratory, cross-disciplinary collaborations, we here suggest additional lines of empirical research that could pave the way to pivotal insights, namely: multimodal stimulation, naturalistic paradigms, deep sampling, and computational models.

Acknowledging the role of generalization in adaptive behavior necessarily means embracing the multimodal nature of our experiences. Approaching a never-seen-before short-legged, 40 inches long, furry animal might be a harmless or dangerous idea depending on whether you are facing a capybara or a wombat (Fig. 1a). While a static image would not be sufficient, the way they move, the sounds they make, the location of the encounter, would be more telling. Traditionally, empirical research focused on one sensory modality at a time, but nowadays a diverse spectrum of modalities can be the object of scientific inquiry. Crucially, advances in neuroimaging technology now enable multisensory stimulations, widening the scope of feasible studies (see for instance high quality fMRI auditory paradigms [2]). A better characterization of modality-specific networks and computations can thus be complemented with the exploration of how such features are integrated into the transmodal representations that ultimately lead to the behavioral choice (e.g., *I am not frightened by that animal, I will pet it.*). Ultimately, cross-modal paradigms will allow us to test the limits of what generalizations can be inferred from individual modalities and what generalizations require the interaction of multiple modalities.

In real-world scenarios, generalization is enabled not only by contextual information (e.g., *I am in Tasmania.*) but also by previous experiences: prior knowledge and beliefs are readily triggered and integrated, contributing to the prediction of possible outcomes [3]. Moreover, generalization can operate on representations evoked in absence of any sensory stimulation, by internal, endogenous processes such as self-generated thoughts which only partially overlap with perception [4], thus calling for dedicated experimental paradigms [5]. Ultimately, to fully understand how real-world generalization works we will need to complement the highly controlled paradigms presented by Taylor and colleagues [1] with experimental conditions that are closer to real life’s problem-solving situations. According to basic methodology guidelines, the ability of a study to generalize to other contexts depend on its external validity [6]. As defined by Andrade [7, p. 999], the component of this validity that “examines whether the findings of a study can be generalized to naturalistic situations” is called ecological validity. In order to provide good ecological validity, stimuli must thus recreate as closely as possible a plausible scenario [8].

Multimodal, naturalistic datasets pose additional challenges to both data acquisition and analysis (Fig. 1b). Moreover, the growing awareness of reproducibility issues has highlighted the importance of large sample sizes in neuroimaging studies [9]. This is usually interpreted as a necessity that studies have a high number of participants (i.e., wide sampling). However, given the restrictions on total scan time and cost, a large number of participants also means a lower amount of data per participant. This leads to another reproducibility problem. As we know from statistical learning theory, it is essential to have a large number of data points to estimate models reliably [10]. With a fixed amount of resources, a strategy for building reproducible models and eventually learning robust between-subject differences across a population is to collect, as an initial step, a lot of data from a smaller number of participants (i.e., deep sampling). As this occurs in multiple labs across the world, we eventually will have a lot of data from a lot of participants (i.e., dense sampling).
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FIGURE 1  Schematic representation of the discussed (a) real-world generalization process, (b) data collection procedures, and (c) modeling aspects. The capybara (South American rodent) and the wombat (Australian marsupial) share superficial visual features (e.g., quadrupedal, furry) yet only the latter can be dangerous for humans. Thus, they exemplify how a static image of an unknown animal would not be enough to choose the appropriate behavior (to pet or to fret?). The multimodal nature of our daily experiences forces us to include cross-modal paradigms enabling the comparison of generalization solutions across sensory systems, for example vision and audition (a). Moreover, with the ultimate goal of capturing both between- and within-subjects variability, we advocate for the need of collecting data from large samples as well as enough data from individual subjects (b). Finally, we stress the importance of combining behavioral paradigms, controlled features selection, and computational modeling (c).
Once we have access to such rich datasets, one final important piece is computational modeling (Fig. 1c). We argue that multivariate predictive modeling of brain recordings offers two key advantages. First, since it learns to associate brain activity to stimulus properties, it can help elucidate the representational content of brain areas that have been previously associated with different types of generalization. Second, it makes predictions on previously unseen stimuli [11], enabling the study of out-of-distribution generalization. We further posit that predictive modeling is especially important when using the kind of ecologically valid stimuli that we advocate for. Ecologically valid stimuli offer enticing complexity but lack the precise controls of traditional neuroscience experiments, thereby making it more difficult to make scientific inferences. Recent work has proposed to isolate the main effect under investigation in naturalistic settings via computational controls [12]. Computational controls model additional multivariate sources of variance in brain recordings and treat them as confounders in a post hoc analysis, akin to regressors in univariate analyses. For example, computational controls can be used to isolate the multivariate transmodal representation in the brain during movie watching from the multivariate visual and auditory sensory representations. Similarly to a controlled experiment, computational controls can only account for confounds that the researcher can operationalize and may not cover all intervening factors. Nevertheless, we believe that employing computational controls together with rich ecologically valid datasets will lead to more precise and generalizable scientific inferences.

To sum up, we argue that the quest for a comprehensive theory of the neuro-cognitive substrate of human real-world generalization ability will greatly benefit from the adoption of (1) ecologically valid, multimodal, naturalistic paradigms, (2) deep sampling of both within and between subjects variability, and (3) multivariate predictive modeling and computational controls.
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