Relating moments of self-adjoint polynomials in two orthogonal projections

Nizar Demni$^1$ · Tarek Hamdi$^{2,3}$

Received: 8 August 2022 / Accepted: 22 November 2022 / Published online: 18 December 2022
© Tusi Mathematical Research Group (TMRG) 2022

Abstract
Given two orthogonal projections \( \{ P, Q \} \) in a non commutative tracial probability space, we prove relations between the moments of \( P + Q \), of the commutator \( i(PQ - QP) \) and of \( P + Q^2PQ \), and those of the angle operator \( PQP \). Our proofs are purely algebraic and enumerative and does not assume \( P, Q \) satisfying Voiculescu’s freeness property or being in general position. As far as the sum and the commutator are concerned, the obtained relations follow from binomial-type formulas satisfied by the orthogonal symmetries associated to \( P \) and \( Q \) together with the trace property. In this respect, they extend those corresponding to the cases where one of the two projections is rotated by a free Haar unitary operator or more generally by a free unitary Brownian motion. As to the operator \( P + Q^2PQ \), we derive autonomous recurrence relations for the coefficients (double sequence) of the expansion of its moments as linear combinations of those of \( PQP \) and determine explicitly few of them. These relations are obtained after a careful analysis of the structure of words in the alphabet \( \{ P, QPQ \} \). We close the paper by exploring the connection of our previous results to the so-called Kato’s dual pair. Doing so leads to new identities satisfied by their moments and shows also that the interference operator \( J := PQ + QP - 2QPQ \) and the commutator of \( P \) and \( Q \) have the same moment sequence.
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1 Introduction

Let \((\mathcal{A}, \tau)\) be a non commutative probability space with involution \(\star\) and assume \(\tau\) is a trace. Recall from [29] that \(\mathcal{A}_1, \ldots, \mathcal{A}_n\) are free (in Voiculescu’s sense) \(\star\)-subalgebras of \(\mathcal{A}\) if

\[
\tau(a_{m_1}^{\epsilon_{m_1}} \cdots a_{m_k}^{\epsilon_{m_k}}) = 0, \quad \epsilon_{m_j} \in \{1, \star\}, \quad 1 \leq j \leq k,
\]

whenever \(\tau(a_{m_j}) = 0\) and any two neighbouring factors in the product

\[
a_{m_1}^{\epsilon_{m_1}} \cdots a_{m_k}^{\epsilon_{m_k}}
\]

belong to different subalgebras. We say that \(a_1, \ldots, a_n\) are \(\star\)-free in \(\mathcal{A}\) if their corresponding \(\star\)-subalgebras they generate are free in \(\mathcal{A}\).

Consider two orthogonal (self-adjoint) projections \(P, Q \in \mathcal{A}\) and assume they are free. Then the spectral distributions of their sum and of their self-adjoint product \(PQP\) (angle operator) are the free additive and the free multiplicative convolutions of Bernoulli distributions [26]. As to the spectral distribution of their self-adjoint commutator

\[
C := i(PQ - QP),
\]

it was computed in [25] and related there to that of \(PQP\) relying on combinatorics of free cumulants (see also [16]).

If \(P\) and \(Q\) are not necessarily free, one may obtain two free projections by rotating for instance \(Q\) by a Haar unitary operator \(U\), that is by considering \(P\) and \(UQU^\star\). A concrete realisation of this property amounts to consider orthogonal projections with convergent ranks in a finite dimensional complex vector space, to rotate one of them by a Haar unitary matrix and to let the matrix size tend to infinity. Doing so has the merit to allow for the use of Jordan (or principal) angles, as shown for instance in [2] (see also [1, 5, 6, 18, 27] and references therein). In particular, the spectra of the sum and of the self-adjoint commutator of the underlying matrix orthogonal projections are related to the spectrum of their angle operator through elementary functions. Then, using the asymptotic freeness property, one carries these relations to the densities of the spectral distributions of the corresponding self-adjoint operators. In the same paper [2], the operator \(P + QPQ\) was also considered\(^1\) and the situation becomes quite difficult even under the freeness assumption since \(P\) and \(QPQ\) are no longer free. This level of difficulty is for instance transparent from the complicated expression of the density of its spectral distribution whose support is disconnected.

Relaxing the freeness assumption, one may ask whether the relations between spectra alluded to above remain valid when \(P\) and \(Q\) are in general position. Recall (see

---

\(^1\) This operator was suggested to the author of [2] by our colleague Maxime Février since it apparently encompasses the techniques developed in [17].
e.g [9, 19]) that this property means that the four intersections of the closed subspaces corresponding to \( P \) and \( Q \) and of their orthogonal complements are trivial. In this case, Theorem 2 in [19] provides a unitary representation of \( \{ P, Q \} \) in the space of two-by-two matrices with coefficients in some Hilbert space of bounded operators. Endowing this matrix algebra with the state \((1/2) \tau \otimes \text{Tr}\), we can study spectral distributions of self-adjoint polynomials in \( \{ P, Q \} \). For instance, the moment sequences of \( PQP \) and of \((P + Q - 1)^2\) coincide up to a factor 2 (see [19], p. 386), where \( \mathbf{1} \) is the unit of \( \mathcal{A} \). Moreover, if \( \tau(P) = \tau(Q) = 1/2 \) then this coincidence between moment sequences says that the spectral distribution of \((P + Q - 1)^2\) in \( \mathcal{A} \), \( \tau \) is the same as the one of \( PQP \) in the compressed space \( (\mathcal{A}P, 2\tau) \). In particular, the general position property holds true for the orthogonal projections \( P \) and \( U_tQU_t^* \), \( t > 0 \), with \( \tau(P) = \tau(Q) = 1/2 \), where \((U_t)_{t \geq 0}\) is a free unitary Brownian motion in \( \mathcal{A} \) ( [8]) which is \(*\)-free from \( \{ P, Q \} \) ([22], Remark 3.5). In this case, the angle process is referred to as the liberation process in \( (\mathcal{A}, \tau) \) or as the free Jacobi process in \((\mathcal{A}P, 2\tau) \). Besides, the spectral distribution of the latter at any time \( t > 0 \) may be described through the real part of \( U_{2t} \) up to an affine transformation ([15, 22], Remark 3.4). In a nutshell, one obtains an equality between the spectral distributions of the free Jacobi process in the compressed space and of its additive version in \((\mathcal{A}, \tau) \). Using the terminology of [7], one equivalently obtains a relation between the multiplicative and the additive \( t\)-free convolution of \( P \) and \( Q \) (though we do not require these operators to be classically independent as in [7]).

In this paper, we relate the moments of \( P + Q \), of \( C \) and of \( P + PQP \) to those of \( PQP \) for arbitrary orthogonal projections, without any freeness or general position assumption. Though our proofs depend on the trace property satisfied by \( \tau \), they are purely algebraic and enumerative. Actually, as far as \( P + Q \) and \( C \) are concerned, they rely on binomial-type formulas satisfied by the orthogonal symmetries associated to \( \{ P, Q \} \), namely:

\[
R := 2P - 1, \quad S := 2Q - 1.
\]

Doing so carries our problem into relating the moments of \( R + S \) and of \( i(RS - SR) \) to those of \( RS \) which results in simpler computations since \( R \) and \( S \) are involutions. When applied to free orthogonal projections or to \( P \) and \( U_tQU_t^* \) with \( \tau(R) = \tau(S) = 0 \), our obtained relations reduce to known results such as Theorem 3.10 in [7] and Corollary 2 in [15], while they allow for computing the spectral distribution of

\[
i(PU_tQU_t^* - U_tQU_t^*P),
\]

extending a result due to Nica and Speicher [25]. As to relating the moments of \( P + PQP \) to those of \( PQP \), this problem turns out to be much more trickier than the two previous ones. This is basically due to the fact one is led to enumerate carefully words in \( \{ P, Q \} \) using the alphabet \( \{ P, PQP \} \) subject only to \( P^2 = P \). Nonetheless, we succeed to derive autonomous recurrence relations for the double sequence \( f(n, k), 0 \leq k \leq n \), encoding the expansion:

\[
\tau[(P + PQP)^n] = \tau(P) + \sum_{k=2}^{n} f(n, k) \tau(PQ)^k, \quad n \geq 2.
\]
In particular, we shall determine explicitly the sequences $f(n, 2)$, $n \geq 2$, and $f(n, 3)$, $n \geq 3$, and show also that $f(n, n)$ is a Lucas sequence (a Fibonacci sequence with different initial values). However, we did not succeed to find a single general expression of $f(n, k)$ valid for any pair $(n, k)$ and we do not believe it exists regarding the complicated form of the obtained recurrence relations (or equivalently the form of the generating function). Nonetheless, one realises from our computations below how subtle could be the spectral study of a ‘simple’ self-adjoint polynomial in $(P, Q)$. Even more, the following problem raises: is there any class of (self-adjoint) polynomials for which it would be ‘possible to write down explicitly’ the relations between their moments and those of the angle operator.

Though we do not have any insight into this problem, we would like to stress that our approach relying on the couple $(R, S)$ of symmetries is closely related to the so-called Kato’s dual pair associated with $(P, Q)$. This pair of self-adjoint operators plays a key role in the analysis of the quantum Hall effect and in perturbation theory (see [3, 4] and references therein), and their squares sum to the unit operator. They also satisfy the following additional remarkable properties: they anti-commute and their squares lie in the center of the algebra generated by $P$ and $Q$. In particular, it is readily seen that $(P - Q)^2$, $(1 - P - Q)^2$ and $C$ are elementary symmetric polynomials of degree two in the underlying Kato’s pair. In particular, our previous results written through the Kato’s dual pair show that their odd moments are constant, a fact that reminds Theorem 4.1 in [4] on the index of a pair of orthogonal projections.

The paper is organised as follows. In Sect. 2, we prove the moment relation between $(P + Q - 1)^2$ and $PQP$ and show there how it reduces when $\tau(P) = \tau(Q) = 1/2$ to the description of the free Jacobi process proved in [15]. In Sect. 3, we prove that the moments of $C^2$ coincide with those of $PQ(P - P Q)$ up to a multiplicative factor 2 and apply this result to the pair $(P, U, QU *)$. The fourth section is devoted to the analysis of the moment structure of $P + Q PQ$. In particular, we derive there the recurrence relations satisfied by the double sequence $f(n, k)$, $0 \leq k \leq n$, and determine explicitly $f(n, 2)$, $n \geq 2$, $f(n, 3)$, $n \geq 3$, and $f(n, n)$, $n \geq 3$. In the last section, we recall the Kato’s dual pair of $(P, Q)$ and rewrite our previously obtained results to obtain new identities satisfied by their moments.

2 Relating the moments of $PQP$ to those of $(P + Q - 1)^2$

As stated in the previous section, the relation between the moments of $PQP$ and of $(P + Q - 1)^2$ appeals to the following binomial-type formula satisfied by pairs of involutions, in particular by $R$ and $S$. More precisely,

Proposition 2.1 Let $a, b \in A$ be two involutions: $a^2 = b^2 = 1$. Then, for any $n \geq 1$,

$$(a + b)^{2n} = \binom{2n}{n} 1 + \sum_{k=1}^{n} \binom{2n}{n-k} ((ab)^k + (ba)^k).$$
Proof We proceed by induction. The formula is obviously true for \( n = 1 \). Let \( n \geq 2 \) and assume the formula holds true up to rank \( n \):

\[
(a + b)^{2l} = \sum_{k=0}^{l} \mathcal{C}(l, l - k)((ab)^k + (ba)^k), \quad 1 \leq l \leq n,
\]

where we set:

\[
\mathcal{C}(l, k) := \begin{cases} 
\dbinom{2l}{k}, & 0 \leq k \leq l - 1 \\
\frac{1}{2} \dbinom{2l}{l}, & k = l
\end{cases}.
\]

Then,

\[
(a + b)^{2n+2} = (21 + ab + ba) \sum_{k=0}^{n} \mathcal{C}(n, n - k)((ab)^k + (ba)^k)
\]

\[
= 2\mathcal{C}(n, n)(21 + ab + ba) + \sum_{k=1}^{n} \mathcal{C}(n, n - k)[2(ab)^k + 2(ba)^k
\]

\[
+ (ab)^{k+1} + (ba)^{k+1} + (ab)^{k-1} + (ba)^{k-1}]
\]

\[
= [4\mathcal{C}(n, n) + 2\mathcal{C}(n, n - 1)]1
\]

\[
+ [2\mathcal{C}(n, n) + 2\mathcal{C}(n, n - 1) + \mathcal{C}(n, n - 2)](ab + ba)
\]

\[
+ \sum_{k=2}^{n-1} [\mathcal{C}(n, n - k + 1) + 2\mathcal{C}(n, n - k) + \mathcal{C}(n, n - k - 1)]((ab)^k + (ba)^k)
\]

\[
+ [2\mathcal{C}(n, 0) + \mathcal{C}(n, 1)]((ab)^n + (ba)^n) + \mathcal{C}(n, 0)((ab)^{n+1} + (ba)^{n+1}).
\]

The proposition follows from elementary properties of binomial coefficients. \( \square \)

With the help of this proposition, we are able to relate the moments of the self-adjoint operator \((R + S)\) to those of the unitary operator \(RS\):

Corollary 2.2 For any \( n \geq 0 \),

\[
\tau[(R + S)^n] = \begin{cases} 
\frac{2j}{j} + 2 \sum_{k=1}^{j} \dbinom{2j}{j-k} \tau[(RS)^k], & n = 2j \\
2^{2j} \tau(R + S), & n = 2j + 1
\end{cases}.
\]

Proof The even moments follows readily from Proposition 2.1 applied to \(a = R\) and \(b = S\) together with the trace property of \(\tau\). As to the odd ones, note that if \(a, b \in \mathcal{A}\) are such that \(a^2 = b^2 = 1\), then

\[
\tau(a(ab)^k) = \tau(a(ba)^k) = \begin{cases} 
\tau(a), & k \text{ even} \\
\tau(b), & k \text{ odd}
\end{cases}
\]

\( \copyright \) Birkhäuser
and similarly
\[ \tau(b(ab)^k) = \tau(b(ba)^k) = \begin{cases} \tau(a), & k \text{ odd} \\ \tau(b), & k \text{ even}. \end{cases} \]

Consequently, Proposition 2.1 again yields:
\[
\tau[(R + S)^{2n+1}] = \tau[(R + S)(R + S)^{2n}] = \tau(R + S) \left[ \binom{2n}{n} + 2 \sum_{k=1}^{n} \binom{2n}{n-k} \right] = \tau(R + S) \sum_{k=-n}^{n} \binom{2n}{n+k} = 2^{2n} \tau(R + S)
\]
as claimed.

\[\square\]

According to this corollary, the equality
\[
\tau[(R + S)^{2j}] = \binom{2j}{j} + 2 \sum_{k=1}^{j} \binom{2j}{j-k} \tau[(RS)^k],
\]
holds for any \( j \geq 0 \) (an empty sum is zero). On the other hand, the proof of Proposition 4.1 in [20] shows that:
\[
\tau[(PQP)^j] = \frac{1}{2^{2j+1}} \binom{2j}{j} + \frac{\tau(R + S)}{4} + \frac{1}{2^{2j}} \sum_{k=1}^{j} \binom{2j}{j-k} \tau[(RS)^k], \quad j \geq 0.
\]

Comparing both formulas and noting that \((R + S)/2 = P + Q - 1\), we end up with the sought moment relation:

**Theorem 2.3** For any \( j \geq 1 \),
\[
2\tau[(PQP)^j] - \frac{\alpha + \beta}{2} = \frac{1}{2^{2j}} \tau[(R + S)^{2j}] = \tau[(P + Q - 1)^{2j}]. \tag{2.1}
\]

where
\[ \alpha := \tau(R) = 2\tau(P) - 1, \quad \beta := \tau(S) = 2\tau(Q) - 1. \]

In particular, if \( \tau(P) = \tau(Q) = 1/2 \) then \( \alpha = \beta = 0 \) whence
\[
\frac{1}{\tau(P)} \tau[(PQP)^j] = \tau[(P + Q - 1)^{2j}].
\]

Consequently, the spectral distribution of \( PQP \) in the compressed space \((PA, P, 2\tau)\) is the push-forward of the spectral distribution of \( P + Q \) under the map \( x \mapsto (x - 1)^2 \). In particular, this holds whenever \( P \) and \( Q \) are in general position as follows from Halmos
two projections Theorem ([19], see Theorem 2, p. 384). This is also in agreement with Theorem 3.1. in [2] where the projections are assumed to be free in $\mathcal{A}$ and applies more generally to the so-called free Jacobi process as shown in the next paragraph.

On the other hand, replacing in (2.1) the projections $P, Q$ by their orthogonal complements $1 - P, 1 - Q$, one readily gets

$$2\tau[((1 - P)(1 - Q)(1 - P))^j] + \frac{\alpha + \beta}{2} = \tau[(P + Q - 1)^{2j}], \quad (2.2)$$

whence the following identity follows:

$$2\tau[(PQP)^j] - 2\tau[((1 - P)(1 - Q)(1 - P))^j] = \alpha + \beta. \quad (2.3)$$

If we only replace $P$ by $1 - P$ then (2.1) yields again:

$$2\tau[((1 - P)Q1 - P)^j] + \frac{\alpha - \beta}{2} = \frac{1}{2^{2j}} \tau[(R - S)^{2j}] = \tau[(P - Q)^{2j}]. \quad (2.4)$$

In the study of relative positions of finite-dimensional subspaces, $(P + Q - 1)^2$ and $(P - Q)^2$ are referred to as the closeness and separation operators [11, 18]. More generally, they are squares of the cosine and the sine operators given by Halmos Theorem.

### 2.1 The free Jacobi process and its additive counterpart

The free Jacobi process $(J_t)_{t \geq 0}$ is defined as $(P Q_t P)_{t \geq 0}$ with $Q_t$ being of the form $U_t Q' U_t^*$, where $Q' \in \mathcal{A}$ is an (arbitrary) orthogonal projection, $(U_t)_{t \geq 0} \in \mathcal{A}$ is a free unitary Brownian motion and is assumed to be $*$-free from $\{P, Q'\}$. Recall from [8] that the unitary process $(U_t)_{t \geq 0}$ arises as the large size limit of the Brownian motion in the group of unitary matrices and that its spectral distribution defines a free multiplicative semi-group in the unit circle. Moreover, for any fixed $t > 0$, $P$ and $Q_t$ are not free while they are in the limiting regime $t \to +\infty$ since $U_t$ weakly converges to a Haar unitary operator $U_\infty = U$.

The free Jacobi process is self-adjoint and valued in the compressed probability space

$$(PAP, \tau/\tau(P)).$$

In this respect, it was proved in [15] and [22] that if $\alpha = \beta = 0$ then $J_t$ is distributed in the compressed space $(PAP, 2\tau)$ as

$$\frac{21 + U_{2t} + U_{2t}^*}{4} \quad (2.5)$$
in \((A, \tau)\). From a geometrical perspective, \([\arg(U_{2t})]/2 \in [0, \pi/2]\) is the infinite dimensional Jordan angle \(\Theta_t\) between \(P\) and \(Q_t\) and the identity (2.1) shows that \(|P + Q_t - 1|\) is distributed as \(\cos(\Theta_t)\).

The description (2.3) may be proved from the first equality displayed in (2.1) since the spectral distributions of \((R + S)^2\) in \((A, \tau)\) and of \(4PQP\) in \((PAP, 2\tau)\) coincide when \(\alpha = \beta = 0\). Accordingly, setting \(S' = 2Q' - 1\) then

\[ S_t; = 2Q_t - 1 = U_t S U_t^* \]

and \(RS_t = RU_t S U_t^*\) is distributed as \(U_{2t}\) starting at \(RS'\). Moreover,

\[(R + S_t)^2 = 21 + RU_t S U_t^* + (RU_t S U_t^*)^* .\]

Note that similar results were proved in [7] in relation to the so-called \(t\)-freeness interpolating between the classical independence and Voiculescu’s freeness property.

3 Relating the moments of \(C\) and of \(PQP\)

The commutator of two self-adjoint operators plays a key role in both mathematics and mathematical physics. In the free probability realm, the distribution of the commutator of two free variables was determined in [25] relying on combinatorics of non crossing partitions. In [2], the author appeals to the asymptotic freeness property to retrieve Nica and Speicher’s description of the commutator of two free orthogonal projections. Here, we consider

\[ C = i(PQ - QP) , \]

without any assumption on \(P\) and \(Q\) and prove the following general result:

**Theorem 3.1** For any \(j \geq 1\),

\[ \tau(C^{2j}) = 2\tau[(PQP(P - PQP))^j] . \]

**Proof** Use \(R = 2P - 1\), \(S = 2Q - 1\) to write the commutator \(C\) as:

\[ C = \frac{i}{4}(RS - SR) . \]

Up to a multiplicative factor, this is the imaginary part of the unitary operator \(RS\). Now, note that \(RS\) and \((RS)^{-1} = SR\) have the same distribution since \(\tau\) is tracial. Consequently, \(C\) is an even element: its odd moments vanish. Indeed,

\[ \tau(C^n) = \left(\frac{i}{4}\right)^n \sum_{k=0}^{n} (-1)^{n-k} \binom{n}{k} \tau[(RS)^{2k-n}] . \]

\(^2\) The spectral distribution of \(U_t\) is invariant under complex conjugation so that it is completely determined by its restriction to the upper half of the unit circle.
and if $n$ is odd then

$$
2 \sum_{k=0}^{n} (-1)^{n-k} \binom{n}{k} \tau[(RS)^{2k-n}] = \sum_{k=0}^{n} \left\{ (-1)^{n-k} \binom{n}{k} \tau[(RS)^{2k-n}] + (-1)^{k} \binom{n}{k} \tau[(RS)^{n-2k}] \right\}
$$

$$
= \sum_{k=0}^{n} \left[ (-1)^{n-k} + (-1)^{k} \binom{n}{k} \right] \tau[(RS)^{2k-n}] = 0.
$$

Otherwise, $n = 2p \geq 2$ is even and the even moments of $C$ are given by:

$$
\tau(C^{2j}) = \frac{1}{16^j} \left\{ 2j \binom{2j}{j} + 2 \sum_{k=1}^{j-1} (-1)^{j-k} \binom{2j}{j-k} \tau[(RS)^{2(j-k)}] \right\}
$$

$$
= \frac{1}{16^j} \left\{ 2j \binom{2j}{j} + 2 \sum_{k=1}^{j} (-1)^{k} \binom{2j}{j-k} \tau[(RS)^{2k}] \right\}.
$$

(3.1)

Next, consider the operator

$$(1 + R)(1 + S)(1 + R)(1 - S).$$

Since $(1 + S)(1 - S) = 0$, then this operator reduces to

$$(1 + R)(1 + S)R(1 - S),$$

and since $\tau$ is a trace, then the moments of the latter coincide with those of

$$(1 - S)(1 + R)(1 + S)R = (1 - S)R(1 + S)R.$$

But

$$(1 - S)R(1 + S)R = (R - SR)(R + SR)$$

$$= 1 + RSR - S - (SR)^2$$

$$= (1 + RSR)(1 - S).$$
Consequently, for any \( j \geq 1 \)
\[
\tau[((1 + R)(1 + S)(1 + R)(1 - S))^j] = \tau[((1 + RSR)(1 - S))^j]
\]
\[
= \frac{1}{2} \binom{2j}{j} + 2^{2n-2}\tau(RSR - S)
\]
\[
+ \sum_{k=1}^{j} (-1)^k \binom{2j}{j-k} \tau[(RS)^{2k}],
\]
where the last equality follows from the proof of Proposition 4.1 in [20]. Keeping in mind
\( R = 2P - 1, S = 2Q - 1 \) and using again the trace property of \( \tau \), we further get:
\[
\frac{2}{16j} \tau[((1 + R)(1 + S)(1 + R)(1 - S))^j] = 2\tau[(PQ(P - PQ))^j] = \tau(C^{2j}).
\]
Finally, noting that \( PQ(P - PQ) = PQP(P - PQ) \) and since \( \tau \) is tracial, we get the equality:
\[
\tau[(PQ(P - PQ))^j] = \tau((PQP(P - PQP))^j]
\]
proving the theorem. \( \square \)

In particular, if \( \tau(P) = \tau(Q) = 1/2 \) then the distribution of \( C^2 \) in \((A, \tau)\) is the push-forward of the distribution of \( PQP(P - PQ) \) in the compressed space \((PA^P, 2\tau)\) under the map \( x \in x(1 - x), x \in [0, 1] \). This is in agreement with Example 1 from [2]. More generally, leads to the following by-product:

**Corollary 3.2** For any \( t > 0 \), the square of the commutator
\[
C_t := i(PU_t QU_t^* - U_t QU_t^* P)
\]
has the same spectral distribution as:
\[
\frac{[21 + U_{2t} + U_{2t}^*][21 - (U_{2t} + U_{2t}^*)]}{16}.
\]

### 4 Yet another polynomial: \( P + QPQ \)

So far, we considered the sum, the angle operator and the self-adjoint commutator of two projections, which are basic examples of self-adjoint polynomials in \((P, Q)\). By the virtue of what we already proved, it is natural to tackle the problem of describing spectral distributions of arbitrary self-adjoint polynomials or at least to relate their moments to those of the angle operator. However, the complexity of this problem may increase drastically even for ‘simple’ polynomials such as \( P + QPQ \). This polynomial was considered in [2] subject to the freeness of \( P \) and \( Q \), and one already realises that the density of the corresponding spectral distribution admits a more complicated
expression compared to those corresponding the previous self-adjoint polynomials (its support is also disconnected).

Apparently, replacing \((P, Q)\) by \((R, S)\) does not make the problem easier. To have more insight into the structure of the moments of \(P + QPQ\), one proceed as follows. Firstly, an induction shows that for any \(n \geq 2\), the expansion \((P + QPQ)^n\) contains at most the following factors:

\[
P, \quad \{(PQ)^k, (QP)^k\}_{k=2}^n, \quad \{P(QP)^k\}_{k=2}^{n-1}, \quad \{Q(PQ)^k\}_{k=2}^n, \quad (4.1)
\]

where the third set is empty for \(k = 2\). Indeed,

\[
(P + QPQ)^2 = P + (PQ)^2 + (QP)^2 + Q(PQ)^2.
\]

Moreover, assuming this claim holds true up to order \(n \geq 2\), then the induction is readily checked from the arguments below:

- \(P, \{(PQ)^k\}_{k=2}^n, \{P(QP)^k\}_{k=2}^{n-1}\) are invariant by multiplication to the left by \(P\).
- \((PQ)^{n+1} = P[Q(PQ)^n]\) and \(P(QP)^n = P[(QP)^n]\).
- \((QPQ)((PQ)^k) = Q(PQ)^{k+1}, 2 \leq k \leq n\), while \(Q(PQ)^2 = (QPQ)(QPQ)\) appears only when \(n = 2\).
- \(QPQ[(QP)^k] = (QP)^{k+1}, 2 \leq k \leq n\), while \((QP)^2 = (QPQ)P\).

Here are the first few expansions:

\[
(P + QPQ)^2 = P + (PQ)^2 + (QP)^2 + Q(PQ)^2,
\]

\[
(P + QPQ)^3 = P + (PQ)^2 + (QP)^2 + P(QP)^2 + (PQ)^3 + (QP)^3 + 2Q(PQ)^3,
\]

\[
(P + QPQ)^4 = P + (PQ)^2 + (QP)^2 + 2P(QP)^2 + P(QP)^3 + Q(PQ)^3 + 2Q(PQ)^4 + 3Q(PQ)^4.
\]

Secondly, the previously proved claim together with the trace property satisfied by \(\tau\) show that the moments of \(P + QPQ\) may be written as:

\[
\tau[(P + QPQ)^n] = \tau(P) + \sum_{k=2}^{n} f(n, k) \tau(QP)^k, \quad n \geq 2,
\]

where \(f(n, k) > 0\).

Finally and most importantly, we need to compute \(f(n, k), 2 \leq k \leq n\). In this respect, we shall prove the following recurrence relations:

**Theorem 4.1** The family \((f(n, k))_{2 \leq k \leq n}\) is characterised by the following identities:
• \((f(n, n))_{n \geq 1}\) is the Lucas sequence: for any \(n \geq 3\),
\[
    f(n, n) = f(n - 1, n - 1) + f(n - 2, n - 2),
    \quad f(1, 1) = 1, \quad f(2, 2) = 3.
\]

• If \(k \in \{2, 3\}\) then
\[
    f(n, k) = n + \delta_{n,k}, \quad n \geq k.
\]

• For any \(n \geq 4\) and \(k \in \{3, \ldots, n - 1\}\),
\[
    f(n, k) = f(n - 1, k - 1) + f(n - 1, k) - f(n - 2, k - 1) + f(n - 2, k - 2),
\]
where \(f(n, 1) = 0\) for any \(n \geq 4\).

The proof of this theorem relies on the two lemmas proved below.

**Lemma 4.2** Denote \(a(n, k), b(n, k), c(n, k), d(n, k)\) the cardinalities of
\[
    \{PQP^k\}_{k=2}^{n-1}, \quad \{QPQP^k\}_{k=2}^{n}, \quad \{(QP)^k\}_{k=2}^{n}, \quad \{(QP)^k\}_{k=2}^{n},
\]
respectively. Then
\[
    a(n, k) = a(n - 1, k) + d(n - 1, k),
    \quad b(n, k) = b(n - 1, k - 1) + c(n - 1, k - 1),
    \quad c(n, k) = c(n - 1, k) + b(n - 1, k - 1),
    \quad d(n, k) = d(n - 1, k - 1) + a(n - 1, k - 2).
\]

Consequently,
\[
    a(n + 1, k) + b(n + 1, k + 1) = f(n, k). \tag{4.2}
\]

**Proof** The recurrence relations follow readily from the identities:
\[
    PQP^k = P[Q]Q^k = Q[Q]P^k,
    \quad P[Q]Q^k = Q[Q]P^k = (QP)^k,
    \quad P[Q]Q^k = Q[Q]P^k = (QP)^k - (QP)^{k-1}.
\]

As to (4.2), it suffices to notice that
\[
    f(n, k) = a(n, k) + b(n, k) + c(n, k) + d(n, k)
\]
and that the sum of the two last recurrence relations is
\[
    a(n + 1, k) + b(n + 1, k + 1) = a(n, k) + d(n, k) + b(n, k) + c(n, k).
\]
\[
\square
\]
Now, we state and prove the second needed lemma.

**Lemma 4.3** The family \((f(n, k))_{2 \leq k \leq n}\) satisfies:

- If \(n \geq 2\) then
  \[
  f(n, n) = f(n - 1, n - 1) + a(n - 1, n - 2) + b(n - 1, n - 1).
  \]

- If \(k = 2, n \geq 3\), then
  \[
  f(n, 2) = f(n - 1, 2) - b(n - 1, 2) + 1.
  \]

- If \(k = 3, n \geq 4\), then
  \[
  f(n, 3) = f(n - 1, 2) + f(n - 1, 3) - b(n - 1, 3) - a(n - 1, 2) + b(n - 1, 2).
  \]

- For any \(n \geq 5, k \in \{4, \ldots, n - 1\}\),
  \[
  f(n, k) = f(n - 1, k - 1) + f(n - 1, k) - b(n - 1, k)
  - a(n - 1, k - 1) + a(n - 1, k - 2) + b(n - 1, k - 1).
  \]

**Proof** We proceed by induction on \(n \geq 2\). The case \(n = 2\) is readily checked from

\[
f(2, 2) = 3, \quad f(1, 1) = a(1, 0) = b(1, 1) = 1.
\]

Next, assume that the relations above hold true up to order \(n\) and write:

\[
\tau[(P + QPQ)^n + 1] = \tau[P(P + QPQ)^n] + \tau[QPQ(P + QPQ)^n].
\]

Setting

\[
\tau[P(P + QPQ)^n] = \tau(P) + \sum_{k=2}^{n} g(n + 1, k) \tau(PQ)^k, \quad n \geq 2,
\]

and

\[
\tau[QPQ(P + QPQ)^n] = \sum_{k=2}^{n} h(n + 1, k) \tau(PQ)^k, \quad n \geq 2,
\]

then it follows that

\[
f(n + 1, k) = g(n + 1, k) + h(n + 1, k), \quad k \in \{2, \ldots, n + 1\}.
\] (4.3)

Now it is clear that the contribution of \((PQ)^k, (QP)^k, P(QP)^k\) remains invariant by multiplication to the left by \(P\), while the contribution of \(Q(PQ)^k\) becomes \(\tau(QP)^{k+1}\).
Consequently, we readily get:

\[
g(n + 1, k) = \begin{cases} 
  f(n, 2) - b(n, 2), & k = 2, \\
  f(n, k) - b(n, k) + b(n, k - 1), & 3 \leq k \leq n, \\
  b(n, n) & k = n + 1. 
\end{cases} \tag{4.4}
\]

On the other hand, the trace property of \( \tau \) yields:

\[
\begin{align*}
\tau[(PQP)P^n] &= \tau[(PQ)^2], \\
\tau[(PQP)(PQ)^k] &= \tau[(PQ)^{k+1}], \\
\tau[(PQP)(QP)^k] &= \tau[(PQ)^{k+1}], \\
\tau[(PQP)Q(PQ)^k] &= \tau[(PQ)^{k+1}], \\
\tau[(PQP)P(QP)^k] &= \tau[(PQ)^{k+2}],
\end{align*}
\]

whence

\[
h(n + 1, k) = \begin{cases} 
  1, & k = 2, \\
  f(n, 2) - a(n, 2), & k = 3, \\
  f(n, k - 1) - a(n, k - 1) + a(n, k - 2), & 4 \leq k \leq n, \\
  f(n, n) + a(n, n - 1) & k = n + 1. 
\end{cases} \tag{4.5}
\]

Combining (4.3), (4.4) and (4.5), we end up with:

\[
f(n + 1, k) = \begin{cases} 
  f(n, k) - b(n, k) + 1, & k = 2, \\
  f(n, 2) + f(n, 3) - b(n, 3) - a(n, 2) + b(n, 2), & k = 3, \\
  f(n, k - 1) + f(n, k) - b(n, k) - a(n, k - 1) + a(n, k - 2) + b(n, k - 1), & 4 \leq k \leq n \\
  f(n, n) + a(n, n - 1) + b(n, n) & k = n + 1,
\end{cases}
\]

as desired. \( \square \)

**Remark 4.4** The initial values are readily read from the above expansions. For instance,

\[
a(2, 0) = 1, \quad b(2, 1) = 0, \quad a(2, 2) = 0, \quad b(2, 2) = 1.
\]

We are now ready to prove Theorem 4.1.

**Proof of Theorem 4.1** Combining Lemma 4.2 and Lemma 4.3, we readily get

\[
f(n, n) = f(n - 1, n - 1) + a(n - 1, n - 2) + b(n - 1, n - 1) \\
= f(n - 1, n - 1) + f(n - 2, n - 2), \quad n \geq 3.
\]

Furthermore, Lemma 4.2 entails

\[
a(n - 1, 2) + b(n - 1, 3) = f(n - 2, 2),
\]
and
\[ b(n - 1, 2) = b(n - 1, 2) + a(n - 1, 1) = f(n - 2, 1). \]
since \( a(n - 1, 1) = 0, n \geq 3 \). As a result,
\[ f(n, 3) = f(n - 1, 2) + f(n - 1, 3) - f(n - 2, 2) + f(n - 2, 1), \quad n \geq 3, \quad (4.6) \]
and similarly
\[ f(n, 2) = f(n - 1, 2) - f(n - 2, 1) + 1, \quad n \geq 3. \quad (4.7) \]
But it is easy to see that \( f(n - 2, 1) = \delta_{n3} \) whence we infer
\[
\begin{align*}
    f(3, 3) &= f(2, 2) + f(1, 1) = 4, \\
    f(n, 3) &= f(n - 1, 3) + f(n - 1, 2) - f(n - 2, 2), \quad n \geq 4, \\
    f(3, 2) &= f(2, 2) = 3, \\
    f(n, 2) &= f(n - 1, 2) + 1, \quad n \geq 4.
\end{align*}
\]
Consequently, \( f(n, 2) = n + \delta_{n2}, n \geq 2 \) which in turn implies
\[ f(n, 3) = f(n - 1, 3) + 1 - \delta_{n4} \quad n \geq 4, \]
and leads to the expression of \( f(n, 3) \). Finally, if \( n \geq 4 \) and \( k \in \{3, \ldots, n - 1\} \) then Lemma 4.2 and Lemma 4.3 give the relation:
\[ f(n, k) = f(n - 1, k - 1) + f(n - 1, k) - f(n - 2, k - 1) + f(n - 2, k - 2), \]
which ends the proof of the theorem. \( \Box \)

**Remark 4.5** Let \( n \geq 3 \). If we take into account the values
\[ f(n - 2, 0) = 1, n \geq 3, \quad f(n - 2, 1) = 0, n \geq 4, \quad f(1, 1) = 1, \]
and the fact that \( f(n, k) = 0 \) whenever \( k > n \) then we get the single recurrence relation:
\[ f(n, k) = f(n - 1, k) + f(n - 1, k - 1) - f(n - 2, k - 1) + f(n - 2, k - 2), \]
for any \( 2 \leq k \leq n \). We can convert it into a generating series: if
\[ G(z, w) := \sum_{n \geq 3} \sum_{k=2}^{n} f(n, k) z^n w^k, \]
in a neighborhood of \((0, 0)\), then lengthy but routine computations yield the expression:
\[ G(z, w)[1 - z - zw + z^2 w - z^2 w^2] = 3z^3 w^2 [1 - z + zw] + \frac{z^3 w^2 (3 - 2z)}{1 - z}. \]
Remark 4.6 The Lucas sequence admits the following expression:

\[ f(n, n) = \left( \frac{1 + \sqrt{5}}{2} \right)^n + \left( \frac{1 - \sqrt{5}}{2} \right)^n, \quad n \geq 1. \]

Remark 4.7 One may further compute

\[ f(n, 4) = \frac{n(n - 1)}{2} + \delta_{n4} = \left( \frac{n}{2} \right)^2 + \delta_{n4}, \quad n \geq 4, \]

and think that there is a single expression of \( f(n, k) \) for any \( 2 \leq k \leq n \). However, we believe this is not true since for instance

\[ f(n, 5) = n^2 - 4n + 6 \]

is irreducible over \( \mathbb{R} \).

5 Kato’s dual pair

Given a pair \((P, Q)\) of two orthogonal projections, its Kato’s dual \((A, B)\) is defined by:

\[ A = P - Q, \quad B = 1 - (P + Q). \]

The importance of this pair stems from the following relations:

\[ A^2 + B^2 = 1, \quad AB + BA = 0, \]

and from the fact that \( B^2 \) (and so \( A^2 \)) commutes with \( P \) and \( Q \) since

\[ B^2 = (1 - P)(1 - Q) + QP = (1 - Q)(1 - P) + PQ. \quad (5.1) \]

In particular, \( B^2P = PB^2 = PQP \) is the angle operator and similarly \( B^2Q = QB^2 = QPQ \). Note also that

\[ B + A = 1 - 2Q = -S, \quad B - A = 1 - 2P = -R, \]

so that polynomials in \((A, B)\) are also polynomials in \((R - S, R + S)\).

Now, (2.1) may be written as

\[ \tau[B^{2j}] = 2\tau[(QP)^j] - \frac{\alpha + \beta}{2} = 2\tau[(B^2P)^j] + \tau(B) \quad (5.2) \]

Note that (5.1) and induction yield the following expressions:

\[ B^{2j} = (QP)^j + ((1 - P)(1 - Q))^j, \]

\[ B^{2j+1} = ((1 - P)(1 - Q))^j(1 - P) - (QP)^jQ. \]
Together with (5.2) and the trace property, they imply (2.3) which may be written:

\[ \tau[((1 - P)(1 - Q))^j] = \tau[(QP)^j] + \tau(B), \]

or equivalently

\[ \tau[B^{2j+1}] = \tau(B), \quad j \geq 0. \]

Substituting \( P \to 1 - P \), we similarly get \( \tau[A^{2j+1}] = \tau(A) \) for any \( j \geq 0 \). This constancy of the odd moments of \( A \) and \( B \) reminds Theorem 4.1 in [4] on the index of a pair of orthogonal projections.

As to the commutator \( C = i(PQ - QP) \), it can be written as

\[ C = i(P - Q)(P + Q - 1) = -iAB = i\frac{1}{4}(R - S)(R + S). \]

Since \( A \) and \( B \) anti-commute, then we can show that \( \tau(C^{2j+1}) = 0, j \geq 0 \), while \( C^2 = A^2B^2 = B^2(1 - B^2) \). Combined with Theorem 3.1 and recalling \( B^2P = PQP \), we arrive at the following identity: for any \( j \geq 1 \),

\[ \tau[B^{2j}(1 - B^2)^j] = 2\tau[(B^2P(1 - B^2)P)^j] = 2\tau[B^{2j}(1 - B^2)^jP]. \]

Writing

\[ \tau[B^{2j}(1 - B^2)^j] = \tau[B^{2j}(1 - B^2)^jP] + \tau[B^{2j}(1 - B^2)^j(1 - P)], \]

the last identity is equivalent to the following one:

\[ \tau[B^{2j}(1 - B^2)^jP] = \tau[B^{2j}(1 - B^2)^j(1 - P)] \]

for any \( j \geq 1 \). It would be interesting to find out any interpretation of this identity by means of the index of \((P, Q)\).

Finally, let us consider the following interesting example motivated by quantum mechanics.

**Example** (Mittelstaedt’s interference observable) Consider

\[ J := PQ + QP - 2QQP. \]

This selfadjoint operator is the observable which defines Mittelstaedt’s probability of interference in a quantum-mechanical system (see e.g. [9], Remark 10.8). By virtue of the following identities

\[ PQ + QP = (P + Q)^2 - (P + Q) = (B - 1)B \]

and

\[ QQQ = (P + Q - 1)PQ(P + Q - 1) = \frac{1}{2}(BAB - B^2 + B^3), \]
and the fact that $A$ and $B$ anti-commute, the operator $J$ can be written as

$$J = A(B^2 - AB) = AB(B + A) = \frac{1}{4}(R - SRS). \quad (5.3)$$

In particular,

$$J = 0 \Rightarrow RS = SR \Rightarrow C = 0$$

which was already proved by different methods and interpreted physically as “the absence of interference implies commensurability” (see [9] and references therein).

On the other hand, the equality (5.3) combined with Corollary 2.2 leads to the following identity: for any $n \geq 0$,

$$\tau[J^n] = \begin{cases} 
\frac{1}{4^{2j}} \binom{2j}{j} + \frac{2}{4^{2j}} \sum_{k=1}^{j} (-1)^k \binom{2j}{j-k} \tau[(RS)^{2k}], & n = 2j \\
0, & n = 2j + 1 
\end{cases}$$

In particular, we infer from (3.1) that $\tau[J^n] = \tau(C^n)$, an equality that may explained by the fact that

$$C = \frac{i}{4}(RS - SR) = iJS = -iSJ,$$

or equivalently that $J$ and $S$ anti-commute.
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