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Abstract

Autoencoders as tools behind anomaly searches at the LHC have the structural problem that they only work in one direction, extracting jets with higher complexity but not the other way around. To address this, we derive classifiers from the latent space of (variational) autoencoders, specifically in Gaussian mixture and Dirichlet latent spaces. In particular, the Dirichlet setup solves the problem and improves both the performance and the interpretability of the networks.
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1 Introduction

If new physics exists at the scales currently probed at the LHC, then it is more elusive than expected and could be difficult to uncover with traditional means and without a significant increase in the number of analyses. It is here that unsupervised machine learning techniques can play a crucial role, not fulfilled by traditional, signal-driven search techniques.

Autoencoders (AEs) with a bottleneck are the simplest unsupervised machine learning tool. They are built on a network which maps a high-dimensional data representation onto itself, constructing a typical or average object. The goal is to reconstruct the input data as accurately as possible. If we then compress a set of layers in the middle of this network, we cut into its expressiveness, such that atypical objects cannot be related to the learned output any longer. In early high-energy physics works, AEs have been shown to classify between anomalous jets and QCD jets using the reconstruction error as the classifier [1–4].

In a more sophisticated manner, variational autoencoders [5] (VAEs) add structure to the bottleneck. In a first, encoding step, the high-dimensional data representation is mapped to a lower-dimensional latent distribution; next, the decoder learns a model to generate the input data by sampling from this latent distribution. After training, the latent space should contain information about each instance of the data-set that is not apparent in the high-dimensional input representation. At the LHC, it is possible to use this latent space representation of the jets for classification [6–8], and even anomaly detection. The use of machine learning methods for anomaly detection has received a lot of attention in recent years [9–21], including a first ATLAS analysis [22], and the LHC Olympics 2020 community challenge has seen many groups submit their results on a di-jet anomaly search using black-box data-sets [23]. Additional papers studying similar unsupervised LHC problems include Ref. [24–40].

While (V)AE-analyses based directly on anomaly scores appear unrealistic, they allow us to collect and analyse data in a more targeted manner, for instance as part of the trigger, in addition to pre-scaling, or complementing minimum bias events. This kind of application is fundamentally different from weakly supervised analyses, which are based on some kind of signal hypotheses or expected signal features [41]. As a matter of fact, the statistical nature of LHC data will typically turn supervised techniques into weakly supervised analyses the moment we train on data rather than Monte Carlos. In the spirit of anomaly searches, we are studying unsupervised learning of QCD and top jets in this paper. The question is how a VAE can encode something related to a class label in the latent space, and how more structured latent space geometries help with unsupervised classification.

We start in Section 2 by demonstrating how AEs and VAEs perform when using the compressed/latent space representations for unsupervised jet classification. We then study a generalisation, in which the Gaussian prior is replaced by a Gaussian-Mixture prior (GM-VAE) [42–48] in Section 3. In Section 4 we introduce the Dirichlet-VAE (DVAE), which uses a compact latent space with a Dirichlet prior [49–50]. Through a specific choice of decoder architecture we can interpret the decoder weights as the parameters of the mixture distributions in the probabilistic model, and can visualise these to directly interpret what the neural network is learning. Our technique shares similarities with topic-modelling approaches [11,12,51–53]. We present our conclusions in Section 5.
2 The problem with autoencoding jets

While autoencoders have been proposed for unsupervised jet classification \cite{1,2}, they are known to be problematic in general applications. We briefly discuss their issues and possible improvements through VAEs, and motivate our new approach based on appropriately chosen latent spaces.

Jet images and data set

Throughout the paper we use the QCD and top jet samples generated for the community top-tagging challenge outlined in Ref. \cite{54}, in the same jet image representation as in our earlier AE study \cite{1}. We simulate the jets with Pythia8 \cite{55} (default tune) using a center-of-mass energy of 14 TeV and ignoring pile-up and multi-parton interactions. We use Delphes \cite{56} for a fast detector simulation with the default ATLAS detector card. The jets are defined through the anti-$k_T$ algorithm \cite{57,58} in FastJet \cite{59} with a radius of $R = 0.8$. In each event we kept only the leading jet and only if $p_T = 550 \ldots 650$ GeV and $|\eta| < 2$. Additionally, we require top jets to be matched to a parton-level top within the jet radius and all parton-level decay products to lay within the jet radius. To define the jet constituents we use the Delphes energy-flow algorithm and keep the leading 200 constituents from each jet for the analysis, while zero-padding the empty entries. We do not include particle ID or tracking information.

For the pre-processing of the jets we follow a procedure similar to Refs. \cite{1,60}. We do the pre-processing at the level of the jet constituents, prior to pixelization. First, we center the jet using the $k_T$-weighted centroid of the jet constituents, such that the major principle axis points upwards. We then flip the image in both axes so that most of the $p_T$ is located in the lower left quadrant. Once this is done we pixelize the image into a 40 by 40 array, with the intensity defined by the $p_T$ sum of the constituents per pixel. The pixel sizes are $[\Delta \eta, \Delta \phi] = [0.029, 0.035]$ and during pixelization we crop the image to reduce the sparsity of the information within it. In Fig. 1 we show the average of 10k QCD and top jet images after the pre-processing has been applied.

Our data-set consists of 100k QCD jets and 100k top jets, and in each analysis we use the maximum number of jets possible. For example if we want equal numbers of QCD and top jets we use 100k of each, and if we want a data-set where the QCD jets are being treated as the background and the number of top jets is varied, we keep the full 100k QCD jets and vary the number of top jets. For all presented results we use a 90/10 split of the data for training and testing. The data samples are shuffled and the testing data is selected randomly on each run.

The networks

Both the AE and the VAE consist of two networks illustrated in Fig. 2; an encoder and a decoder. In the case of the AE the encoder maps the data to a so-called bottleneck, for instance an $n$-dimensional vector $z$. In the case of the VAE the encoder maps the data to a posterior distribution, which in this section is taken to be a Gaussian with diagonal covariance. This structures the encoder output and defines the latent space. An $n$-dimensional Gaussian latent space $z$ can be described by $2n$ numbers, $n$ means $\mu_i$ and $n$ log-variances $\log \sigma_i$. So
that the network can be optimised through back-propagation we must be able to differentiate this sampling function with respect to the parameters of the posterior distribution. A re-parametrisation of the sampling step \( [5] \) uses a vector of random numbers \( \epsilon \) from an \( n \)-dimensional unit Gaussian, and then defines the sampled latent vector as \( z = \mu + \sigma \odot \epsilon \). The Hadamard product \( \odot \) implies the element-wise product of the two operands.

The autoencoder loss used is the mean squared error

\[
\mathcal{L} = \frac{1}{2} \langle \|x - x'\|^2 \rangle_{p_{data}(x)},
\]

where \( x' \) is the reconstruction of the input jet images \( x \). The VAE loss function \( [5] \) has the form

\[
\mathcal{L} = \left( -\langle \log p_{\theta}(x|z) \rangle_{q_{\phi}(z|x)} + \beta_{KL} D_{KL}(q_{\phi}(z|x), p(z)) \right)_{p_{data}(x)},
\]

with a learnable variational encoder \( q_{\phi}(z|x) \) and decoder \( p_{\theta}(x|z) \), where \( \phi \) and \( \theta \) represent the parameters of the encoder and decoder respectively. The \( \beta_{KL} \) term allows us to control the relative influence of the reconstruction (first term) and latent loss (second term) in the gradient updates. We use the mean squared error of equation 1 as reconstruction loss, following from a choice of Gaussian \( p_{\theta}(x|z) \). For the choice of standard normal \( p(z) \), the KL divergence term has the following analytical form,

\[
D_{KL}(q_{\phi}(z|x), p(z)) = \frac{1}{2} \sum_{i=1}^{n} \left( \sigma_i^2 + \mu_i^2 - 1 - \log \sigma_i^2 \right),
\]

where \( \sigma_i \) and \( \mu_i \) are the outputs of the encoder for a given \( x \). We set \( \beta_{KL} = 10^{-4} \) as we find that this gives us optimal results. For both the AE and the VAE the output layer of the decoder has a linear activation. The hidden layers of the encoder and decoder architectures in both cases use convolutional layers. All our neural network models are constructed and optimised with Tensorflow \( [61] \) and Keras \( [62] \), and all use the Adam optimiser \( [63] \) with a learning rate of 0.001.

**Reconstruction-loss tagging**

In the AE architecture the encoder compresses the input data into a bottleneck, encoding each instance of the data-set in a representation with a dimension much smaller than the
Figure 2: Architectures used for the AE and VAE networks in this study. All convolutions use a 5x5 kernel size and all layers use PReLU activations. Downsampling from 40x40 to 20x20 is achieved by average pooling, while upsampling is nearest neighbor interpolation.

The decoder then attempts to reconstruct the input data from the limited information encoded in the bottleneck. The idea behind the anomaly search is that the AE learns to compress and reconstruct the training data very well, but different unseen data passed through the trained AE will result in a large reconstruction error, or loss. In this way the AE may be used to search for data which is very different to the training data, or even data which is part of the training data but forms a small subclass of anomalous instances. This strategy fails for example in the case of QCD vs top jets, where the QCD jets are assumed to be anomalous [1]. The reason appears to be that the AE can encode simpler data with less features more easily, so if the anomalous data is structurally simpler than the dominant class, the AE with its reconstruction loss as the classification metric fails. A formal study of the limitations of AEs has been presented recently [64]. In Ref. [1] the results appeared insensitive to pre-processing, which can be explained by only the top jets being sensitive to the pre-processing in a significant way. Because the QCD jets mostly have just a single prong, the centering of the jets is the most relevant step.

**Latent-space tagging**

The AE drawbacks can be avoided through using an alternative classification metric to the reconstruction error. In the context of VAEs, the natural choice is to derive a metric from the latent space embedding [7, 8]. In this paper we study the behaviour of such metrics systematically and provide better-suited latent spaces.

For illustration purposes, we start with a 1D bottleneck for the AE and a 1D latent space for the VAE. One of our main points will be that the architecture of the network, in particular the latent space, plays an important role in determining the type of information learned by the network. It has been shown [1, 2] that with large bottlenecks of around 30 nodes it is possible to reconstruct 40x40 jet images with good accuracy, while at the same time achieving reasonable top-tagging performance using the reconstruction error. In these cases, the latent space is unequivocally not a good classifier for top jets because the bottleneck is too large.
Figure 3: Results for the 1D AE (top) and VAE (bottom). In the large panels we show the ROC curves for tagging top and QCD as signal. In the small panels we show the distributions of the top and QCD jets in the bottleneck or latent space developed over the training.

With a bottleneck of this size the network can accurately encode kinematic information about each individual jet, allowing for an accurate per-jet reconstruction. The trouble is that this kinematic information encoded in the bottleneck does not tell us anything about the class the jet belongs to, i.e. top jet or QCD jet. To learn this information the network needs to learn how to reconstruct classes of jets, rather than individual jets. And to force the network to do this, we restrict the amount of information that can be encoded in the bottleneck. In the case of the VAE this has a nice probabilistic interpretation, since the mapping to the encoded space is performed by the posterior distribution \( q(z|x) \). In 1D then the latent variable \( z \) can be thought of as a continuous generalisation of a class label.

We are interested in three aspects of the (V)AE classifiers: (i) performance as a top-tagger, (ii) performance as a QCD-tagger, (iii) stable encoding in the latent space. To start, we restrict ourselves to samples with equal numbers of 100k top and QCD jets. We follow the evolution of the loss and find that all models converge before epoch 200. The results for the AE and the VAE are shown in Fig. 3. We immediately see that the AE bottleneck is not a robust classifier; the classification is unstable and the encoding in the bottleneck continues to evolve even after the loss function has converged. In the VAE plots we can see that the regularisation of the latent space has a positive effect. The latent space of the VAE is much more stable and structured than the AE bottleneck, even converging to a representation in which the top jets are almost clustered away from the QCD jets.

On the other hand, it is reasonable to assume that the most natural latent representation for a data-set such as ours would be one which naturally allows for a bi-modal structure. By construction, this is not achieved by the VAE with its unimodal Gaussian prior.
3 Gaussian-Mixture-VAE

While the standard VAE prior shapes a Gaussian latent space with a single mode, a symmetric anomaly search would prefer a dual-mode latent space to capture two classes of data. We introduce a Gaussian mixture prior, consisting of two mixture components or modes, and show how it performs on the benchmark from the previous section with balanced classes. We approximate the KL divergence between the Gaussian mixture prior and the latent representation of the events using a Monte Carlo estimate. There are papers using a Gaussian mixture as the VAE prior [43–46], but most implementations are more complicated than ours, requiring additional inference networks, as the authors wish to calculate an analytical Kullback-Leibler (KL) divergence. In the most similar model to ours [47] the authors use an approximation to the KL-term [48] rather than a Monte Carlo estimate.

Gaussian mixture prior

We impose a Gaussian mixture prior on the $n$-dimensional latent space, where the Gaussian in each mixture has diagonal covariance. Such a model has the following conditional likelihood

$$p(z|r) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi\sigma_{r,i}}} \exp\left(-\frac{(z_i - \mu_{r,i})^2}{2\sigma_{r,i}^2}\right)$$

where $\mu_{r,i}$ is the mean of mixture component $r = 1 \ldots R$ in dimension $i$, and $\sigma_{r,i}^2$ is the corresponding variance. The prior is then simply calculated as $p(z) = \sum_r p(z|r)p(r)$, with $p(r)$ being the weight of mixture component $r$.

We allow all means, variances, and mixture weights to be learned. The means are learned as a $R \times n$ matrix $M$, the log variances as a $R \times n$ matrix $V$, and the unnormalized log mixture weights as a vector $a$ of length $R$. Since the mixture weights must be positive and sum to one, we apply the softmax operation,

$$p(r) = \frac{e^{a_r}}{\sum_{r'} e^{a_{r'}}}.$$  

With this notation, we can rewrite the conditional likelihood as

$$p(z|r) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi e^{V_{r,i}}}} \exp\left(-\frac{(z_i - M_{r,i})^2}{2e^{V_{r,i}}}\right).$$

We can write this in log form,

$$\log \left( p(z|r)p(r) \right) = \sum_{i=1}^{n} \left( -\frac{(z_i - M_{r,i})^2}{2e^{V_{r,i}}} - \frac{1}{2} V_{r,i} \right) - \frac{n}{2} \log(2\pi) + \log \text{softmax}(a_r),$$

from which we can apply the log-sum-exp operation to obtain the prior log-likelihood, $\log p(z) = \log \sum_r \exp \log(p(z|r)p(r))$. In our experiments we always chose $R = 2$. 
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Figure 4: Architecture used for the GMVAE. The encoder and decoder are the same as for the (V)AE shown in Fig. 2c. In contrast to the standard VAE, the prior distribution is learnable and can be bimodal.

Mode-separation loss

As in a standard VAE, the GMVAE illustrated in Fig. 4 minimizes the negative ELBO loss,  
\[
\mathcal{L} = \mathbb{E}_{q_\phi(z|x)} \left[ -\mathbb{E}_{q_\phi(z|x)} \log p_\theta(x|z) + \beta_{\text{KL}} D_{\text{KL}}(q_\phi(z|x), p(z)) \right]_{p_{\text{data}}(x)},
\]
with a learnable variational encoder \(q_\phi(z|x)\) and decoder \(p_\theta(x|z)\), where \(\phi\) and \(\theta\) represent the parameters of the encoder and decoder, respectively. The data set consisting of a mixture of QCD and top jets here is indicated by \(x\). The \(\beta_{\text{KL}}\) term allows us to control the relative influence of the reconstruction and latent loss terms in the gradient updates. Exactly as was done for the VAE and AE, we use the mean squared error for the reconstruction loss and set \(\beta_{\text{KL}} = 10^{-4}\).

The first term in Eq. (8) is treated in the standard way as a reconstruction loss, where a single sample is drawn from \(q_\phi(z|x)\) to estimate the expectation. The second term comes with the challenge that for a Gaussian mixture we cannot calculate the KL-divergence analytically anymore. We instead estimate it using Monte Carlo samples [42] and start by re-writing it as

\[
D_{\text{KL}}(q_\phi(z|x), p(z)) = \mathbb{E}_{q_\phi(z|x)} \left[ \log q_\phi(z|x) \right] - \mathbb{E}_{q_\phi(z|x)} \left[ \log p(z) \right].
\]

The first contribution is the negative entropy of a Gaussian, which has the analytical form

\[
\mathbb{E}_{q_\phi(z|x)} \left[ \log q_\phi(z|x) \right] = -\frac{n}{2} \left( 1 + \log (2\pi) \right) - \frac{1}{2} \sum_{i=1}^{n} \log \sigma_i^2.
\]

The second contribution to \(D_{\text{KL}}\) can be estimated by a single Monte Carlo sample from \(q_\phi(z|x)\), as in the reconstruction term, using the log-likelihood of the imposed prior derived in Eq. (7).

In testing this two-component mixture prior we observe that the mixture components collapse onto a single mode. To prevent this, we add a repulsive force between the modes, calculated as a function of the Ashman distance [65]. The Ashman-D between two Gaussian distributions in one dimension is

\[
D^2 = \frac{2(\mu_1 - \mu_2)^2}{\sigma_1^2 + \sigma_2^2}.
\]

A value of \(D > 2\) indicates a clear mode separation. The distance can be extended to two \(n\)-dimensional Gaussians with diagonal covariance matrices as

\[
D^2 = \sum_{i=1}^{n} \frac{2(\mu_{1i} - \mu_{2i})^2}{\sigma_{1i}^2 + \sigma_{2i}^2},
\]
where again $D > 2$ indicates clear separation. We encourage bi-modality in our latent space by adding the loss term

$$L_A = -\lambda_A \tanh \frac{D}{2}. \quad (13)$$

The tanh function eventually saturates and stops pushing apart the modes.

**Latent-space tagging**

For this study of the GMVAE we use the exact same architecture as for the VAE except for the new latent space prior, see Fig. 4. We present the results for the classification of QCD and top jets in latent space in Fig. 5. It’s clear that the Gaussian mixture prior is shaping the latent space, and the network has the same benefit as the VAE in that the latent representation of the jets stabilises as the training converges. However we do not see an increase in performance in going from the VAE to the GMVAE. The reason for this is that while the top jets occupy just one mode in latent space, the QCD jets occupy both. Upon inspecting the jets which are assigned to each mode we find that this assignment is based on the amount of pixel activity within the jet, rather than on the specific features in the jet.

We also experimented with using larger latent spaces, keeping the number of modes at two. This resulted in much better reconstruction accuracy and the bi-modal latent space structure persisted, however the performance of the latent space classification did not improve.

**4 Dirichlet-VAE**

Finally, we follow an alternative approach to provide the VAE with a geometry that leads to a mode separation. We do this by using the Dirichlet distribution, a family of continuous multivariate probability distributions, as the latent space prior. It has the following probability density function:

$$D_\alpha(r) = \frac{\Gamma(\sum_i \alpha_i)}{\prod_i \Gamma(\alpha_i)} \prod_i r_i^{\alpha_i-1}, \quad \text{with } i = 1 \ldots R. \quad (14)$$
Figure 6: Architecture for the Dirichlet VAE. The approximate Dirichlet prior is indicated by the softmax step and the bi-modal distribution shown above it.

This $R$-dimensional Dirichlet is parameterised by $R$ hyper-parameters $\alpha_i > 0$, while the function itself is defined on an $R$-dimensional simplex. The Dirichlet distribution is conjugate to the multinomial distribution and is commonly used in Bayesian statistics as a prior in multinomial mixture models. The expectation values for the sampled vector components are $\langle r_i \rangle = \alpha_i / \sum_j \alpha_j$, so as a prior it will create a hierarchy among different mixture components. In our application, it imposes a compact latent space, whose latent dimensions can be interpreted as mixture weights in a multinomial mixture model [49,50].

**Loss and network**

For a Dirichlet structure in the latent space, the re-parametrization trick requires some attention. We opt to use a softmax Gaussian approximation to the Dirichlet distribution [49], because the re-parametrization of Gaussian sampling is straightforward and stable,

$$r \sim \text{softmax} \mathcal{N}(z; \tilde{\mu}, \tilde{\sigma}) \approx D_\alpha(r)$$

with \[ \tilde{\mu}_i = \log \alpha_i - \frac{1}{R} \sum_i \log \alpha_i \]

\[ \tilde{\sigma}_i^2 = \frac{1}{\alpha_i} \left( 1 - \frac{2}{R} \right) + \frac{1}{R^2} \sum_i \frac{1}{\alpha_i}. \]

(15)

With this approximation the encoder network $q_\phi(r|x)$ plays the same role as in the VAE and the GMVAE, with the encoder outputs corresponding to the means and variances of the Gaussians in the softmax approximation.

The loss function of the Dirichlet-VAE (DVAE) includes the usual reconstruction loss and latent loss. For the reconstruction loss we use the cross-entropy between the inputs and the outputs [49]. The latent loss is given by the KL-divergence between the per-jet latent space representation and the Dirichlet prior, with a pre-factor $\beta_{KL}$. It is easily calculated for the Gaussians in the softmax approximation of the Dirichlet distribution and the Gaussians defined by the encoder output [49],

$$
\mathcal{L} = \left\langle -\langle \log p_\theta(x|r) \rangle_{q_\phi(r|x)} + \beta_{KL} D_{KL}(q_\phi(r|x), D_\alpha(r)) \right\rangle_{p_{\text{data}}(x)},
$$

$$
D_{KL}(q_\phi(r|x), D_\alpha(r)) = \frac{1}{2} \sum_{i=1}^R \left( \frac{\tilde{\sigma}_i^2}{\sigma_i^2} + \frac{(\tilde{\mu}_i - \mu_i)^2}{\sigma_i^2} - 1 - \log \frac{\sigma_i^2}{\tilde{\sigma}_i^2} \right). \quad (16)
$$

Unlike with the GMVAE, we do not make the parameters of the prior learnable. We employ a very simple DVAE architecture, shown in Fig. 6. The encoder is a fully connected
network with 1600 inputs, corresponding to the $40 \times 40$ image, and $2R$ outputs, where $R$ refers to the dimension of the Dirichlet latent space. We also insert a hidden layer of 100 nodes with SeLU activations and use linear activations on the output layer. The decoder is also a fully connected network with $R$ nodes in the input layer, 1600 nodes in the output layer and no hidden layers. We do not allow biases in the decoder, and apply a softmax activation to the output layer.

The Dirichlet latent space has the advantage that the sampled $r_i$ can be interpreted as mixture weights of mixture components describing the jets. If we view the DVAE as an inference tool for a multinomial mixture model, these mixture components correspond to probability distributions over the image pixels. These distributions enter into the likelihood function of the model, which is parameterised by the decoder network. In a simple example with two mixtures, $R = 2$, the latent space is described by $r_1 \in [0, 1]$, with $r_0 = 1 - r_1$ fixed. The pure component distributions are given by $p_\theta(x|r_1 = 0)$ and $p_\theta(x|r_1 = 1)$, and any output for $r_1 \in [0, 1]$ is a combination of these two distributions. Our simple decoder architecture exactly mimics this scenario. In the absence of hidden layers and biases the decoder network has exactly $R \times 1600$ parameters to describe the two mixture component distributions. One caveat is that we apply the softmax activation to the linear combination of outputs on the output layer, rather than to the outputs corresponding to each mixture separately. In Ref. [49] it is explained how this is related to the application of an ensemble technique called product of experts.

**Latent-space tagging**

To compare with the AE and VAE studies in Fig. 3 and the GMVAE in Fig. 5, we start by training on 100k QCD and top jets each. We use a 2D Dirichlet latent space with $\alpha_{1,2} = 1$, where due to the simplex nature of the Dirichlet only one latent space variable is independent. We choose $\beta_{KL} = 0.1$ so that the prior has a large effect on the training. We compare QCD and top tagging and show the latent space distributions in Fig. 7. The visualisations of the decoder weights, i.e. the mixture component distributions $p_\theta(x|r_0 = 1)$ and $p_\theta(x|r_0 = 0)$, are

---

The code implementation used for the DVAE can be found at https://github.com/bmdillon/jet-mixture-vae.

---
shown in Fig. [8].

The advantages of the DVAE are immediately clear. First, the performance improves from an AUC of 0.83 for the VAE to 0.89 for the DVAE. Second, the latent space of the DVAE is a better and more stable description of the multi-class jet sample. It quickly settles into a clear bi-modal pattern with equal importance given to both modes. The QCD mode peaks at \( r_1 = 0 \), indicating that the \( p_\theta(x|r_1=0) \) mixture describes QCD jets, while the top mode peaks at \( r_1 = 1 \), indicating that the \( p_\theta(x|r_1=1) \) mixture describes top jets. This is confirmed by visualizing the decoder weights in Fig. 8. Comparing these to the truth-level jet images in Fig. 1, we see the clear correspondence between the learned mixture distributions and the actual images, so the DVAE has learned to separate the top-specific and QCD-specific features into the different mixtures.

**Anomaly detection**

Moving towards a more realistic scenario of unsupervised classification, we need to study scenarios with a class imbalance, where one of these classes is viewed as anomalous. We slightly adapt our hyper-parameters to more hierarchic sub-class proportions [12] and choose \( \alpha_{1,2} = (1.0, 0.25) \) when we have a class imbalance in the data. The performance of the network is not overly sensitive to the actual values. The benefit is that the DVAE will assign the dominant class of jets to \( r_1 = 0 \), so we should find that anomalous jets are pushed towards \( r_1 = 1 \).

We consider four different signal-to-background ratios, 1.00, 0.25, 0.05, and 0.01, where the latter two can be considered anomalous. In the top row of Fig. 9, we show results for the case where the signal is top jets, and in the bottom row for QCD jets. We plot the ROC curves using the latent space and using the reconstruction error, and then plot the latent space distributions for the different signal-to-background ratios.

When the top jets are the signal, the classification based on mixture weights works best for \( t/Q = 1.0 \) and degrades towards smaller ratios \( t/Q \). This is expected since the latent space requires information about many jets of a class to accurately construct a good latent representation for it. In contrast, the performance of the reconstruction loss improves as we

![Figure 8: Visualisation of the decoder weights, interpreted as the mixture distributions for \( p_\theta(x|r_1=0) \) (left) and \( p_\theta(x|r_1=1) \) (right) learned by the DVAE decoder.](image-url)
Figure 9: DVAE results for various amounts of anomalous top (upper) and QCD (lower) jets in the sample, where the mixture weights (left) and the reconstruction loss (middle) are used for classification. In the small panels we show the distributions of the top and QCD jets in the latent space.

decrease $t/Q$, since the network will typically reconstruct an under-represented class poorly. This is why we find a reasonably good performance for anomalous top-tagging at $t/Q = 0.01$, as reported in Ref. [1,2,66,67]. The picture changes when the QCD jets are the signal. While the latent space tagging with appropriate latent spaces is stable, the reconstruction error fails as a classifier. This reflects the motivation of this study, discussed in Sec. 2, as well as the power of our new approach.

The latent space distributions in Fig. 9 confirm that when one class is anomalous, the Dirichlet prior helps in assigning the dominant class to the mixtures $r_1 = 0$. One outlier here is the case $Q/t = 0.25$, where QCD jets are, accidentally, assigned to $r_1 = 0$. This can happen because also top jets have a strong central prong and copy the typical QCD jet feature. Because the unsupervised DVAE does not know the truth label and only assigns features to classes, the dominant feature even when $Q/t = 0.25$ turns out QCD-like.

As before, we can use the visualisation of the decoder weights to study what the DVAE has learned. In Fig. 10 we show this visualisation for the top-tagging runs in Fig. 9. As $t/Q$ in the training data is decreased, the $p_θ(x| r_1 = 1)$ mixture transforms from the 3-prong top-like structure to a 2-prong structure that is quite prevalent already in the QCD jet sample.

**Enlarging the latent space**

Clearly, there will be applications where a 1D latent space or $R=2$ is not enough to construct a sufficient representation of the data for anomaly detection. With this in mind we enlarge
the latent space to $R = 3$ and again study the anomalous top ($t/Q = 0.01$) and anomalous QCD ($Q/t = 0.01$) scenarios. We choose a hierarchical prior through $\alpha_i = (1.0, 0.25, 0.1)$, such that the mixtures are ordered by their prevalence in the sample. This forces the network to focus on different scales in the data-set, instead of describing just the most common patterns in the data.

In Fig. 11 we show the DVAE results for $R = 3$ using each of the latent mixture weights separately as the classifier. With anomalous top jets, the $r_2$-mixture weight corresponding to the weakest class always produces the best classifier. In contrast, for anomalous QCD jets, the best classifier is the $r_1$-mixture, with a larger weight than $r_2$ in the prior. Compared to the $R = 2$ case, the performance in anomalous QCD tagging here is strikingly better, with an AUC of 0.91. A closer look at Fig. 9 already indicates that the dominant, feature-rich top jets require both mixtures to describe their range of features. This is enhanced by the fact that there is a lot of variability within the top jet sample, and is to some degree dependent on the pre-processing.

To understand the symmetric performance of the expanded DVAE, we look at the three learned mixture distributions for $t/Q = 0.01$ and for $Q/t = 0.01$ in Fig. 12. In the anomalous top case (top row) the sample is mostly QCD jets, as reflected in the mixture distributions. Because of the hierarchical prior, we see that the less prevalent the mixture component the wider the angular splitting in the mixture distribution gets. The top jets typically contain wide angle splittings, which explains why they are assigned larger weights in the $r_2$ mixture than in the others. Due to the jet pre-processing and the fact that QCD are jets are mostly one-
Figure 11: DVAE results using 3 mixture components ($R = 3$) for various amounts of anomalous top (upper) and QCD (lower) jets in the sample, where the mixture weights (left) and the reconstruction loss (middle) are used for classification. In the small panels we show the distributions of QCD and tops along each direction in latent space.

prong or two-prong, the images are expected to be almost symmetric in the $\eta$ and $\phi$ plane. Interestingly, from the mixture distributions we can see that the DVAE has learned these approximate separate symmetries. Because we use fully-connected networks with pixelized input images and without any convolutions, the only information about the locality of the pixels or the symmetries must be learned from the jet images.

In the learned mixture distributions for the anomalous QCD case (bottom row), the sample is mostly top jets, and the large differences in the learned distributions highlights the amount of variance within the top jets alone. This is a strong indication that we do need more latent dimensions to describe the top jets. We also see that the $r_1$ mixture is very QCD-like, even though it is not the least prevalent mixture. This implies that QCD-like features are prevalent in the top jets. This is different from the anomalous top jets, where key top-features are missing in the QCD jet sample. This explains why QCD jets do not generate a large reconstruction error in a VAE trained on predominantly top jets. It also explains why the ROC curves for QCD-tagging have much lower mis-tagging rates at low signal efficiencies than the ROC curves for top-tagging.

The Gibbs triangles in Fig. 13 provide a useful visualisation of how the jets are distributed in the $R = 3$ Dirichlet latent space. This visualisation is possible because the latent space is defined on a simplex with $\sum r_i = 1$. Only two of the variables are free due to the constraint, but rather than just selecting two arbitrary directions we can use the constraint to project the three variables onto a 2D plane that captures all three directions equally. The points on the triangle represent the latent space coordinates $(1, 0, 0), (0, 1, 0),$ and $(0, 0, 1),$ allowing
Figure 12: Three learned mixture distributions extracted from the decoder weights for $t/Q = 0.01$ (upper) and $Q/t = 0.01$ (lower). The mixtures are shown in order of their prevalence in the jet sample.

us to see exactly where the jets are encoded. In the left panel we see the prior distribution and the hierarchy imposed on the three directions by the choice of hyper-parameters. On the top row we have the latent representations for the jets in the anomalous top jet (center) and anomalous QCD jet (right) cases, while in the second row we show examples of jets generated from these specific points in latent space. We see that the DVAE is learning a structured and hierarchic latent space mapping for the jets, allowing the rarer features within the data-set to occupy significant regions of latent space. Importantly, the anomalous jets in both, the anomalous top and the anomalous QCD cases, are isolated in latent space. Going back to the start of this paper, this is exactly what is not possible using the reconstruction error.

5 Outlook

In this paper we studied how different latent spaces in VAEs can facilitate improved unsupervised jet classification and can allow for the direct interpretation of what is being learned by the neural networks. We started with a brief review of the AE and VAE and discussed the drawbacks of both reconstruction error classification and latent space classification. In particular we discussed the problem of classifying anomalous jets which have less structure than the dominant class in the sample, with the prime example being tagging anomalous
Figure 13: Gibbs triangle plots, also known as the Ternary plots or de Finetti diagrams, for the $R = 3$ Dirichlet latent space. Top row: the prior distribution (left) on the latent space, and the distributions of jets for anomalous top (centre) and QCD (right). Bottom row: visualisations from the latent space of the models trained in the anomalous tops and anomalous QCD scenarios.

QCD jets in a sample of predominantly top jets.

The work is guided by the idea that autoencoders should make use of the latent space geometry to develop modes that represent classes of features in the data-set, and that background and signal should somehow separate into these modes. We started by studying the Gaussian-Mixture-VAE where we observe that the multi-modal latent space did indeed provide a multi-modal encoding of the jets. The issue was that the modes did not represent all relevant classes of features within the data-set. Then we studied the Dirichlet-VAE, which accurately determined hierarchic classes of features in the data-set, and organised the jets in a way which separates the signal and background. With a simple decoder architecture we were able to interpret the decoder weights as mixture distributions corresponding to each of the latent space directions. They could be visualised for a direct interpretation of what the network learns.

While the $R = 2$ Dirichlet latent space worked well for top-tagging, the network still did not tag anomalous QCD jets in a sample of predominantly top jets symmetrically. In going to an $R = 3$ latent space the network isolated the QCD-like features in latent space leading to a massive improvement in the classification. The larger latent space combined with a hierarchical prior provided a latent space capable of extracting features of varying prevalences in the data-set. With these structures, we have shown that problems of finding anomalous jets with less structure than the dominant class in the data-set can be solved.
through choosing better latent space structures. This opens the door to more effective jet anomaly detection methods for use in collider analyses.

**Note added:** the submission of this paper is coordinate with Ref. [68] and Ref. [69] on related approaches to the same problem with unsupervised learning and autoencoders.
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**A Unsupervised Lund plane**

**Lund-plane images**

To analyse jets in the Lund plane [72][73], we start by re-clustering them using the C/A algorithm. The algorithm finds the two constituents closest to each other in the $\eta, \phi$ plane.

![Lund tops](image1.png)

![Lund QCD](image2.png)

Figure 14: Average of 100k QCD and top jet images in the primary Lund plane representation. The $x$ and $y$ axis show the pixel numbers, but these axis go from 0 to 6 and $-2$ to 5, respectively.
and combines them to a single constituent or subjet. This $2\rightarrow 1$ re-clustering continues until all constituents (and subjets) are clustered into one jet. The Lund plane representation follows from undoing this clustering piece by piece. At each step we split a subjet into two further subjets, $j_a \rightarrow j_b j_c$, where $j_{b,c}$ are referred to as the daughter subjets and $j_a$ as the parent subjet. From them we calculate the observables

$$\Delta R_{b,c} = \sqrt{(\eta_b - \eta_c)^2 + (\phi_b - \phi_c)^2} \quad k_T = p_{T,b} \Delta R_{b,c} \quad \text{where} \quad p_{T,b} > p_{T,c}$$
$$m_a^2 = p_a^2 = (p_b + p_c)^2 \quad d = \max(m_b/m_a, m_c/m_a)$$
$$z = p_{T,b}/(p_{T,b} + p_{T,c}) \quad \kappa = z \Delta R_{b,c}.$$  \hspace{1cm} (17)

We then assign each splitting to a primary, secondary, etc Lund plane using the simple algorithm

1. uncluster $j_a \rightarrow j_b j_c$
2. assign $l=0(1)$ to the daughter with the larger (smaller) $p_T$
3. perform the next step in the unclustering, e.g. $j_c \rightarrow j_d, j_e$
4. assign $l=0(1)$ to the daughter with the larger (smaller) $p_T$
5. add the $l$ from the parent $j_c$ to the $l$’s assigned to the daughters $j_d$ and $j_e$
6. repeat steps 3-5 until the jet is completely unclustered.

At the end, each splitting comes with a set of observables and an $l$-value. We identify $l = 0$ as the primary Lund plane, $l = 1$ as the secondary Lund plane, and so on. This way the primary Lund plane contains all splittings from the hardest $p_T$-core of the jet, while the secondary Lund plane contains splittings once removed from this hardest $p_T$-core, and so on.

For our DVAE analysis we only use only the observables $\log k_T \in [-2,5]$ and $\log 1/\Delta R \in [0,6]$ and represent the Lund plane as $40 \times 40$ images, just as before. In Fig. 14 we plot the average of 100k jet images for top and QCD, in the primary Lund plane. Because the main differences between the QCD and top jets should appear in the primary Lund plane, we will only use it for now. The DVAE training and architecture used here is identical to what we used for the jet images (Fig. 6).

In Fig. 15 we show results in scenarios with varying numbers of top jets and varying numbers of QCD jets. The unique aspect of the Lund plane results in comparison to the jet images is that the reconstruction error does not work here for tagging anomalous QCD jets or anomalous top jets. It seems that this is due to the truth level distributions for the QCD and top jets in the Lund plane representation having a very large overlap, differing only in the large angle and large $k_T$ region. Despite this, the DVAE still separates the two jet classes in the latent space. In viewing these results we note that there may be several routes to improving them; (i) weight the pixels by $k_T$ or another Lund observable, (ii) cut off non-perturbative regions of the Lund plane during the pre-processing. We did perform some tests with the pixel weights but the results did not show an improvement, alternatives were not fully explored in this analysis.
Figure 15: DVAE results using the Lund plane for various amounts of top (upper) and QCD (lower) jets in the sample, where the mixture weights (left) and the reconstruction loss (middle) of each jet are used for classification. In the small panels we show the distributions of the top and QCD jets in the latent space.
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