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Abstract—Serverless computing is leading the way to a simplified and general purpose programming model for the cloud. A key enabler behind serverless is efficient load balancing, which routes continuous workloads to appropriate backend resources. However, current load balancing algorithms implemented in Kubernetes native serverless platforms are simple heuristics without performance guarantee. Although policies such as Pod or JFIQ yield asymptotically optimal mean response time, the information they depend on are usually unavailable. In addition, dispatching jobs with strict deadlines, fractional workloads, and maximum parallelism bound to limited resources online is difficult because the resource allocation decisions for jobs are intertwined. To design an online load balancing algorithm without assumptions on distributions while maximizing the social welfare, we construct several pseudo-social welfare functions and cost functions, where the latter is to estimate the marginal cost for provisioning services to every newly arrived job based on present resource surplus. The proposed algorithm, named OnSocMax, works by following the solutions of several convex pseudo-social welfare maximization problems. It is proved to be \( \alpha \)-competitive for some \( \alpha \) at least 2. We also validate OnSocMax with simulations and the results show that it distinctly outperforms several handcrafted benchmarks.

I. INTRODUCTION

Today’s cloud computing is a paradigm of computing as a utility [1]. To reduce the tedious process to configure the VM-based machines while improving the QoE of end users, a computation paradigm, named serverless, emerged and has enormous potential to be the dominant way of building elastic cloud services [2]. [3]. It erases the heavy burden to use the cloud by handling the system administration operations virtually, including the installation of operating systems, libraries, and runtime dependencies. The prominent technical enablers underlying serverless is on-demand resource provisioning and seamless auto-scaling, based on multi-tenant isolation in different granularities [4] and efficient load balancing algorithms [2]. [3]. Load balancer is a component to expose the APIs to the workloads through mapping the HTTP requests to carefully selected backend resources. Theoretically, it decides how the workloads are dispatched to distributed computing instances and how to allocate restricted resources to them, with a target of optimizing the QoS of end users [5]–[8].

A fundamental challenge to load balancer is that, in real-life scenarios, workload dispatching and resource allocation decisions should be made online without knowledge about job arrivals. However, load balancing strategies implemented in current industrial serverless platforms, such as RoundRobin and SessionAffinity [5] are simple to operate but offer no performance guarantee. Meanwhile, a series of academic studies on online load balancing, which promise long-term performance guarantees, assume that jobs arrive according to Poisson process and service rates of computing instances are exponentially distributed [9]–[13]. Under stochastic ordering assumption, policies such as Join-the-Shortest-Queue (JSQ) [14], Join-the-Idle-Queue (JIQ) [11], Power-of-d-Choices (Pod) [12], and Join-the-Fastest-of-the-Shortest-Queues (JFIQ) [9] are raised and analyzed based on Continuous-Time Markov Chains (CTMC) and Lyapunov Stability theories. However, their performance guarantees (mostly on mean response time) are established on sufficient assumptions, which are tough to satisfy in production systems. Further, if we take heterogeneous service rates, service locality [5] strict deadlines and many other realistic constraints into account, the performance guarantees are even harder to achieve. Another problem that cannot be ignored is that, these policies operate in a FCFS manner and job preemption is not allowed. The other series of researches concentrate on energy-efficient geographical load balancing [5]–[7], [15]. [16]. The intention is either reducing non-renewable energy consumption or increasing energy efficiency of distributed computing instances with inexpensive approaches for enabling large-scale on-demand response. However, due to the unpredictable job arrivals and deadlines, it is difficult for them to choose between more valuable jobs with larger deadlines and less valuable yet more emergent jobs [15].

Online load balancing of deadline-sensitive jobs have been considered mostly from the perspective of either jobs’ utility maximization (by measuring the delay or QoS), or the revenue of the serverless platform [5]. To the best of our knowledge, for serverless, none of works have been found which study the problem from the perspective of social welfare maximization, where the utilities of jobs and the revenue of the serverless platform are maximized simultaneously. For load balancing of fractional workloads with maximum parallelism bounds, we find only one previous work [15]. We compare the contributions of this work with ours in Sec. V. Another recent work on social welfare is [17], which studies a generic load balancing problem based on the game-theoretical techniques. However, this work does not consider strict job deadlines and

1https://kubernetes.io/docs/concepts/services-networking/service/
2Service locality means the required functions cannot be executed on the chosen resource unit because the runtime or dependencies are not satisfied.
the characteristics of serverless. Moreover, the social welfare formulated in this paper is the geometric mean of jobs’ costs, which is completely different from our work. To fill the gap, in this paper, we study the online load balancing problem for deadline-sensitive jobs by maximizing the sum of utilities of both jobs and the platform. Our model is established based on the so-called resource mesh of spatio and temporal resource units, which will be detailed in Sec. II-A. Each arrived job with fractional workloads can only be dispatched to its available resource units. We design an algorithm, OnSocMax, to decide how the input workloads of arrived jobs are partitioned and dispatched under realistic constraints in serverless. To name a few, anti-affinity service locality and unpredictable system failures of computing instances, etc. Specifically, OnSocMax works by solving several well-designed pseudo-social welfare maximization problems online, and has no assumptions on the arrival pattern and service rates. We provide rigorous analysis to show that OnSocMax is $\alpha$-competitive for some $\alpha \geq 2$. Our contributions are summarized as follows.

- We first establish the resource mesh model for serverless and study the online social welfare maximization problem for deadline-constraint jobs with fractional workloads and parallelism bounds. Our model farthest approximate the real-world serverless systems and has assumptions only on the utility functions.
- We propose an online algorithm OnSocMax which yields a competitive ratio at least 2 for general utility settings. Particularly, it has a linear complexity when the utility of jobs are linear and share the same coefficient.

The rest of this paper is organized as follows. We introduce the system model and formulate the problem in Sec. II. We then present design details of the online algorithm OnSocMax with sufficient theoretical analysis in Sec. III. We present the numerical results in Sec. IV and discuss related work in Sec. V. This paper is concluded in Sec. VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a serverless computing platform such as AWS Fargate and Google Cloud Functions. The serverless platform is composed of multiple computing instances distributed across different data-centers and CDN sites geographically, which are managed by the containerized orchestration framework Kubernetes. We build our model on serverless because it removes the need to explicitly provision and manage computing instances, as well as the underlying resources are suited to be meshed. Let us use $\mathcal{K}$ to denote the set of computing instances and index each of them by $k$.

A. Spatio-Temporal Resource Mesh

The platform is capable of processing a set of heterogeneous jobs arriving in sequence with different service rates. Let us denote the set of jobs as $\mathcal{N}$ and index each job by $n$. Each job $n$ has the input workloads of size $q_n$. Take video transcoding with ExCamera [18] as an example, the inputs are raw video frames. ExCamera firstly partition the input into frame pieces with negligible cost. Then, it parallelizes the “slow” pieces of the encoding, and performs the “fast” pieces serially [19]. For discrete jobs not suitable for parallelism, our model is still applicable with appropriate rounding policies, for example, the Fenchel duality [20] taken in [15]. More details are presented in Sec. III-C. $\forall n \in \mathcal{N}$, we use $a_n$ and $d_n$ to represent its arrival time and deadline to be finished. To maximize the utilities of the serverless function users and the revenue of the platform from a long-term vision, we consider the time horizon from $\min_{n \in \mathcal{N}} a_n$ to $\max_{n \in \mathcal{N}} d_n$ and evenly divide the horizon into slots of length $\tau$. Let us use $\mathcal{T}$ to denote the set of time slots and index each of them with $t$. The time slot length $\tau$ can be set as one fourth of the minimum instance reserved time, for example, 15 minutes for AWS spot instance$^4$.

To manipulate the computing resources in $\mathcal{K}$ from both dimension of time and space, we introduce a spatio-temporal resource division model called resource mesh. We use $\mathcal{R} \triangleq \mathcal{K} \times \mathcal{T}$ to denote the set of resource units and index each of them by $r$. Each resource unit $r$ can process at most $C_r$ workloads of all jobs. This value could be obtained through a variety of approaches from static code analysis to profiling.

3In Kubernetes, affinity and anti-affinity constrain which instances a pod is eligible to be scheduled on, based on labels on the instance.

4https://aws.amazon.com/ec2/spot/pricing/
previous runs based on hardware heterogeneity [19]. For each job \( n \in \mathcal{N} \), we use
\[
\mathcal{R}_n \triangleq \{ r_{klt} \in \mathcal{R} \mid \left| \frac{d_n}{r} \right| \leq t \leq \left| \frac{d_n}{r} \right|, k \in \mathcal{K} \}
\tag{1}
\]
to denote its available resource units. Fig. [1] gives an example.

### B. Utility and Revenue Functions

For each job \( n \in \mathcal{N} \), we need to decide how to dispatch its workloads to its available resource units under parallelism limit and deadline constraint, with the purpose of maximizing the social welfare, which is the sum of all jobs’ utilities and the revenue of the serverless platform. Formally, we use \( x_{nr} \) to denote the size of workloads dispatched to \( r \in \mathcal{R}_n \) and \( \chi_{nr} \) to denote the parallelism bound when it is processed on \( r \). It results to the constraint \( 0 \leq x_{nr} \leq \chi_{nr} \). We design this bound too high degree of parallelism leads to non-negotiable communication overhead and even unforeseen errors [15]. Besides, this formulation takes the anti-affinity, service locality and unpredictable system failure of computing instances into consideration. When those conditions happen to resource unit \( r \) during processing the \( n \)-th job, we can simply set \( \chi_{nr} \), as zero online.

We take a zero-startup utility function \( f_n : [0, \chi_{nr}] \rightarrow \mathbb{R} \), where \( \chi_{nr} \triangleq \{ \chi_{nr} \}_{r \in \mathcal{R}_n} \), as the measurement of user satisfaction for job \( n \). As a widely accepted assumption in previous works [6], [15], [21]–[23], we require \( \{ f_n \}_{n \in \mathcal{N}} \) to be non-decreasing, concave, and continuously differentiable on each dimension \( r \). Proportional fairness and \( \alpha \)-fairness are good options for \( \{ f_n \}_{n \in \mathcal{N}} \) [24]. Note that we allow jobs in \( \mathcal{N} \) to have different utility functions. For each job \( n \in \mathcal{N} \), its utility is a sum of separate sub-utilities achieved through each available resource unit:
\[
f_n(x_n) \triangleq \sum_{r \in \mathcal{R}_n} f_{nr}(x_{nr}) \quad \forall n \in \mathcal{N} \tag{2}
\]

where \( x_n \triangleq \{ x_{nr} \}_{r \in \mathcal{R}_n} \). For a given job \( n \), \( f_{nr} \) can also be different on different resource unit \( r \in \mathcal{R}_n \). To sum up, a job can be described with the quadruple \( \{ q_n, \mathcal{R}_n, \chi_{nr}, f_{nr} \} \).

Serverless comes with a pay-for-value billing model [19]. Thus, its revenue is linearly proportional to the actual resource consumption. Formally, we define the revenue for provisioning resource \( r \in \mathcal{R} \) as
\[
g_{nr}(x_{nr}) \triangleq \beta_{nr} \cdot \frac{x_{nr}}{C_r} \quad \forall n \in \mathcal{N}, r \in \mathcal{R}_n \tag{3}
\]

where \( \frac{x_{nr}}{C_r} \) is the fractional resource consumed by \( x_{nr} \), and \( \beta_{nr} \) is a ratio indicating the unit price per resource unit for job \( n \). For instance, \( \beta_{nr} \) equals to $0.015 when the raw video’s resolution is less than 720p with Amazon Elastic Transcoder [25]. Actually, our model is consistent with all the mainstream platform providers’ pricing strategies [25]–[28].

### C. Online Social Welfare Maximization

Based on the above content, we formulate the social welfare maximization problem as follows:
\[
P_1 : \max_{\{ x_n \}_{n \in \mathcal{N}}} \sum_{n \in \mathcal{N}} f_{n}(x_{n}) + \sum_{n \in \mathcal{N}} \sum_{r \in \mathcal{R}_n} g_{nr}(x_{nr})
\tag{4}
\]
s.t.
\[
\sum_{r \in \mathcal{R}_n} x_{nr} \leq q_n, \forall n \in \mathcal{N},
\tag{5}
\]
\[
x_{nr} = 0, \forall n \in \mathcal{N}, r \in \mathcal{R} \setminus \mathcal{R}_n,
\tag{6}
\]
\[
\sum_{n \in \mathcal{N}} x_{nr} \leq C_r, \forall r \in \mathcal{R},
\tag{7}
\]
\[
0 \leq x_{nr} \leq \chi_{nr}, \forall n \in \mathcal{N}, r \in \mathcal{R}_n.
\tag{8}
\]

As an offline optimization problem, although \( P_1 \) is difficult to solve [4] it is built based on complete knowledge. In online settings, the platform should not have the information of the \( n \)-th quadruple \( \{ q_n, \mathcal{R}_n, \chi_{nr}, f_{nr} \} \) until job \( n \) arrives. To design an efficient online algorithm with the worst-case performance guarantee, we introduce the following notations
\[
\ell \triangleq \min_{n \in \mathcal{N}} \min_{r \in \mathcal{R}_n} \{ \frac{\partial f_{nr}}{\partial x_{nr}} + \frac{\partial g_{nr}}{\chi_{nr}} \}
\tag{9}
\]
\[
u \triangleq \max_{n \in \mathcal{N}} \max_{r \in \mathcal{R}_n} \{ \frac{\partial f_{nr}}{\partial x_{nr}} + \frac{\partial g_{nr}}{\chi_{nr}} \}
\tag{10}
\]

and assume that the platform know them at the very beginning. Those two constants demonstrates the fluctuation of the marginal social welfare. This assumption is widely accepted in the online resource allocation problems [22], [30]–[34]. For example, in [32], the fluctuation ratio \( \frac{\ell}{\nu} \) is set as 36 in default.

### III. Algorithm Design with Theoretical Analysis

The key challenge to solve \( P_1 \) in online settings lies in that the dispatching of each job’s workloads to each resource unit are coupled because of (9). Nevertheless, if we could construct several feasible dual variables corresponding to \( P_1 \), and take these dual variables as the cost for using each resource unit, a near optimal solution could be obtained. To do this, we design several pseudo-social welfare functions with estimated marginal costs. In this design, we utilize an important principle for solving online resource allocation problems, i.e., estimate the cost for provisioning services to each newly arrived job as a function of resource surplus [22], [23], [31], [32], [35].

In the following sections, firstly, we show how the pseudo-social welfare functions are designed. Then, based on these functions, we introduce our algorithm \textsc{OnSocMax} by solving several pseudo-social welfare maximization problems online. To guarantee \textsc{OnSocMax} is \( \alpha \)-competitive, we demonstrate what requirements the cost functions should satisfy. In the end, we give the bound of the gap between the competitive ratio achieved by \textsc{OnSocMax} and the optimal competitive ratio of a simplified case under certain conditions.

\footnote{The discrete version of \( P_1 \) is actually a multi-dimensional 0-1 knapsack problem, which is proved to be NP-complete [29].}
A. Pseudo-Social Welfare Function

For each arrived job \( n \), we define the pseudo-social welfare function, denoted by \( \mathcal{W}_n(x_n) \), as

\[
(f_n(x_n) - \sum_{r \in R_n} \int_{\omega_n(r)}^{\omega_n(r)+x_{nr}} \phi_r(u)du) + \sum_{r \in R_n} g_{nr}(x_{nr}),
\]

where \( \phi_r \) is a non-decreasing estimation of the marginal cost for the resource unit \( r \in R \) processing unit workload when the resource surplus \( u \in [0, C_r] \). We also define \( \phi_r(u) = +\infty \) when \( u > C_r \). The non-decreasing property profoundly reflects an underlying economic phenomenon, i.e., a thing is valued in proportion to its rarity. The later a job arrives, the higher cost it has to pay \( [22] \). The first component is the pseudo-utility of job \( n \), which is the utility of it minus the cost to pay. The second component is the revenue of the platform. If we organize \( \mathcal{W}_n(x_n) \) as

\[
f_n(x_n) + \sum_{r \in R_n} \left( g_{nr}(x_{nr}) - \int_{\omega_n(r)}^{\omega_n(r)+x_{nr}} \phi_r(u)du \right),
\]

the second component can be regarded as the net profit of the platform for serving job \( n \). In this case, the later a job arrives, the harder the resource surplus to meet its requirements, which results to higher cost. The following content applies to both of these two interpretations.

To bridge connections between the optimal dual variables of \( P_1 \) and the optimal solution \( x^*_{nr} \) that maximizes \( \mathcal{W}_n \), we firstly introduce the dual problem of \( P_1 \) as follows.

Proposition 1. The dual problem of \( P_1 \) is:

\[
P_2 : \min_{\mu, \lambda} \sum_{n \in N} \sum_{r \in R} \xi_{nr}(\mu_n + \lambda_r) + \sum_{n \in N} \mu_n g_n + \sum_{r \in R} \lambda_r C_r
\]

\[
s.t. \ [5], [7], \mu \geq 0, \lambda \geq 0,
\]

where

\[
\xi_{nr}(p) \triangleq \max_{x_{nr} \in [0, x_{nr}]} \left( f_n(x_{nr}) + \left( g_{nr}(x_{nr}) - p \cdot x_{nr} \right) \right),
\]

and \( \mu \triangleq \{\mu_n\}_{n \in N} \) and \( \lambda \subseteq \{\lambda_r\}_{r \in R} \) are the dual variables corresponding to \( [4] \) and \( [6] \), respectively.

Proof. The result is immediate with Lagrangian. We just omit the details here.

\( \xi_{nr}(p) \) is known as the convex conjugate of the fractional social welfare \( f_n + g_{nr} \). Taking a closer look at the conjugate \( f_n + g_{nr} \) and the pseudo social welfare \( \mathcal{W}_n(x_n) \), if we could find appropriate \( p^* \) and \( x^*_{nr} \), we can bridge their connection through

\[
\mathcal{W}_n(x^*_{nr}) \approx \sum_{r \in R_n} \xi_{nr}(p^*).
\]

Based on this, we can interpret \( p \) as the marginal cost for processing unit workload \( [22] \). We bridge the subtle connection between \( \xi_{nr} \) and \( \mathcal{W}_n \) in the following proposition, which is crucial for the design of OnSoCMax.

Proposition 2. \( \forall n \in N_r \in R \), when \( \phi_r(C_r) \geq \omega_r \), if \( x_n = \{x_{nr}\}_{r \in R_n} \) and \( Mathbf{\mu^*_n} \) are respectively the optimal primal and dual solutions to \( [4] \) of the following problem \( P_3 \):

\[
P_3 : \max \mathcal{W}_n(x_n)
\]

\[
s.t. \ [4], [5], [7],
\]

and (ii) the resource usage level \( \omega_r \) is updated by

\[
\begin{align*}
\omega_{n+1} &= \omega_n + x^*_{nr} \\
\omega_1 &= 0,
\end{align*}
\]

then, \( x^*_{nr} \) is also the optimal solution that maximizes \( \xi_{nr}(p) \) given \( \phi_r(\omega_{n+1}) + \mathbf{\mu^*_n} \).

Proof. By the definition of the non-decreasing marginal cost function \( \phi_r(\cdot) \), we can find that it is discontinuous at \( C_r \). Thus, when \( \phi_r(C_r) \geq \omega_r \), there must exist a resource usage level \( \omega_r \leq C_r \) such that \( \phi_r(\omega_r) = \omega_r \). Note that the function \( f_n + \sum_{r \in R} g_{nr} \) is non-decreasing and its derivative on \( r \) is not more than \( \omega_r \). Therefore, when the input of \( \phi_r \) is \( \omega_n + x_{nr} \), suppose \( \omega_n + x_{nr} \leq \omega_r \). Consequently, the derivative of the integral function

\[
\mathcal{\Phi}_r(x_{nr}) \triangleq \int_{\omega_n(r)}^{\omega_n(r)+x_{nr}} \phi_r(u)du
\]

is continuous, non-decreasing, and convex when \( x_{nr} \leq \omega_r - \omega_n \). The convexity is because \( \mathcal{\Phi}_r(\cdot) \), i.e., \( \phi_r \), is non-decreasing. Thus, \( P_3 \) is a convex optimization program and its optimal solution can be obtained through KKT conditions. Let us use \( x^*_{nr}, \mu^*_n, \gamma^*_n, \) and \( \zeta^*_n \) to denote the optimal primal and dual solutions of \( P_3 \) \( (\mu^*_n \to [4]) \) while \( \gamma^*_n \) and \( \zeta^*_n \) to the right part and left part of \( [7] \), respectively. The KKT conditions of \( P_3 \) are listed below:

\[
\begin{align*}
f_n^*(x_{nr}^*) + \frac{\beta_{nr}}{C_r} > \phi_r(\omega_{n+1}^*) + \mu^*_n \triangleq \gamma^*_n - \zeta^*_n \\
\gamma^*_n(x_{nr}^* - \bar{x}_{nr}) &= 0 \\
\zeta^*_n \cdot x_{nr}^* &= 0 \\
\mu^*_n \left( \sum_{r \in R_n} x_{nr}^* - g_n \right) &= 0.
\end{align*}
\]

With KKT conditions \( [13] \), we show that the optimal solution \( x^*_{nr} \) of \( P_3 \) simultaneously optimizes the conjugate \( \xi_{nr}(p) \) given \( p = \phi_r(\omega_{n+1}^*) + \mu^*_n \).

- **Case 1**: When \( f_n^*(x_{nr}) + \frac{\beta_{nr}}{C_r} > \phi_r(\omega_{n+1}^*) + \mu^*_n \), \( \mathcal{W}_n \) is an increasing function on \( r \) under \( [4] \). Thus, we have \( x^*_{nr} = \bar{x}_{nr} \), which leads to

\[
f_n^*(\bar{x}_{nr}) + \frac{\beta_{nr}}{C_r} > \phi_r(\omega_{n+1}^*) + \mu^*_n.
\]

\( [14] \) indicates that \( f_n^*(x_{nr}) + \left( g_{nr}(x_{nr}) - p \cdot x_{nr} \right) \) is monotone increasing in feasible region \([0, \bar{x}_{nr}]\) by setting \( p = \phi_r(\omega_{n+1}^*) + \mu^*_n \). Therefore, \( x^*_{nr} = \bar{x}_{nr} \) is argmax \( \mathcal{W}_n(x_{nr}) \) \( \forall \omega_{n+1} \in [0, \bar{x}_{nr}] \), which means the same \( x_{nr} \) maximizes both \( P_3 \) and the conjugate simultaneously given \( p = \phi_r(\omega_{n+1}^*) + \mu^*_n \). Thus, \( [16] \) holds.
• **Case II:** When \( f_{n ultimately, we have \( x^*_{n} = 0 \), which leads to
\[
f'_{n'}(0) + \frac{\beta_{n'}}{C_{n'}} < \Phi_{r}(\omega_{r}^{(n+1)}) + \mu_{n'} \tag{15}
\]
and \( \omega_{r}^{(n+1)} = \omega_{r}^{(n)} + 0 = \omega_{r}^{(n)} \). Analogously, \([15]\) means that \( f_{n'}(x_{n'}) + (g_{n'}(x_{n'}) - p' \cdot x_{n'}) \) is monotone decreasing in feasible region \([0, x_{n'}] \) given \( p = \Phi_{r}(\omega_{r}^{(n+1)})) + \mu_{n'} \). Therefore, \( x^*_{n'} = 0 \) is an argmax over \( x_{n'} \) \( \{ f_{n'}(x_{n'}) + (g_{n'}(x_{n'}) - p' \cdot x_{n'}) \} \), which also leads to (16).

**Case III:** When \( f_{n'}(x_{n'}) + \frac{\beta_{n'}}{C_{n'}} = \Phi_{r}(\omega_{r}^{(n+1)}) + \mu_{n'} \), \( x^*_{n'} \) is an maximum of \( f_{n'}(x_{n'}) + (g_{n'}(x_{n'}) - p' \cdot x_{n'}) \) given \( p = \Phi_{r}(\omega_{r}^{(n+1)})) + \mu_{n'} \) since \( \gamma_{n'} = \zeta_{n'}^{*} = 0 \). Thus, \( x^*_{n'} \) is in \( \argmax \{ f_{n'}(x_{n'}) + (g_{n'}(x_{n'}) - p' \cdot x_{n'}) \} \), which means (16) holds.

All the three conditions are visualized in Fig. 2.

This proposition leads to the follow equation
\[
\xi_{n'}(\Phi_{r}(\omega_{r}^{(n+1)}) + \mu_{n'}) = f_{n'}(x^*_{n'}) + g_{n'}(x^*_{n'}) - (\Phi_{r}(\omega_{r}^{(n+1)}) + \mu_{n'}) \cdot x_{n'}.
\tag{16}
\]

**Algorithm 1:** **OnSocMax** for the serverless platform

**Input:** \( \{ C_{n} \}_{n \in \mathcal{R}} \) and \( \{ g_{n} \}_{n \in \mathcal{N}, r \in \mathcal{R}} \)

**Output:** Online solution to \( P_{1} \) and final utilizations for the resource mesh. 

1. \( \forall r \in \mathcal{R} : \hat{\omega}_{r}^{(1)} \leftarrow 0 \)
2. while a new job \( n \) arrives do
3. Receive the quadruple \( \{ q_{n}, R_{n}, C_{n}, f_{n} \} \)
4. /* Solve the convex program \( P_{3} \) optimally */
5. for \( r \in \mathcal{R} \) do
6. Get \( x_{n'} \) with KKT conditions \([15]\) by
7. \( \hat{x}_{n'} \leftarrow \left\{ \begin{array}{ll}
\left( \begin{array}{c}
\xi_{n'} \\
0
\end{array} \right) & (a) \\
\left( f_{n'}(x_{n'}) + (g_{n'}(x_{n'}) - p' \cdot x_{n'}) \right) & (b) \\
\hat{\phi}_{r}(\omega_{r}) - \mu_{n'} - \frac{\beta_{n'}}{C_{n'}} & (c)
\end{array} \right. 
\right. 
\)
8. \( n \leftarrow n + 1 \)
9. end for
10. end while
11. return \( \{ x_{n} \}_{n \in \mathcal{N}} \) and \( \{ \hat{\omega}_{r}(\xi_{n'}(1)+1) \}_{r \in \mathcal{R}} \)

**Definition 1.** For any arrival instance \( A \) of all jobs \( n \in \mathcal{N} \), the competitive ratio for an online algorithm is defined as
\[
\alpha \triangleq \max_{\forall A} \frac{\Theta_{P}(A)}{\Theta_{on}(A)},
\tag{17}
\]
where \( \Theta_{P}(A) \) is the maximum objective value of \( P_{1} \), \( \Theta_{on}(A) \) is the objective function value of \( P_{1} \) obtained by this online algorithm.

Competitive ratio quantifies the worst-case ratio between the optimum and the objective obtained by the online algorithm. The smaller \( \alpha \) is, the better the online algorithm. An online algorithm is called \( \alpha \)-competitive if its ratio is upper bounded by \( \alpha \).

Now we give the requirements the marginal cost functions \( \{ \Phi_{r} \}_{r \in \mathcal{R}} \) should satisfy to guarantee that OnSocMax is \( \alpha \)-competitive for some \( \alpha \).

**Theorem 1.** (Extended from Theorem 4 of [22]) **OnSocMax** is \( \alpha \)-competitive for some \( \alpha \geq 1 \) if \( \forall r \in \mathcal{R} \), the marginal cost function \( \hat{\phi}_{r} \) is in the form of
\[
\hat{\phi}_{r}(\omega) = \left\{ \begin{array}{ll}
\hat{\varphi}_{r}(\omega) & \omega \in [\hat{\omega}_{r}, C_{r}] \\
+\infty & \omega \in (C_{r}, +\infty)
\end{array} \right. 
\tag{18}
\]
where \( \hat{\omega}_{r} \) is a resource utilization threshold, and \( \hat{\varphi}_{r} \) is a non-decreasing function that satisfies
\[
\left\{ \begin{array}{ll}
\hat{\varphi}_{r}(\omega) & \leq 0 \int_{0}^{\omega} \hat{\varphi}_{r}(u) du - \lambda \cdot \omega, \quad \omega \in [\hat{\omega}_{r}, C_{r}] \\
\hat{\varphi}_{r}([\hat{\omega}_{r}, +\infty)) & = \lambda, \hat{\varphi}_{r}(C_{r}) > \nu
\end{array} \right. 
\tag{19}
\]

**Proof.** To prove this result, we refer to the technique named instance-dependent online primal-dual approach, proposed in [32]. The key idea is to construct a dual solution to \( P_{3} \) based on the solution \( \{ \tilde{x}_{n} \}_{n \in \mathcal{N}} \) produced by OnSocMax. Then, it
use this dual objective to build the upper bound of the optimum of $\mathcal{P}_3$ based on weak duality. When building the upper bound, this technique studies the worst-case instances under different scenarios.

Let us use $\mathcal{B} \triangleq \{A_1, A_2, \ldots\}$ to denote the set of arrival instances of all jobs, and use $\Theta_{\mathcal{P}_2}(\mathcal{A})$ to denote a feasible objective value of the dual problem $\mathcal{P}_2$ for any arrival instance $\mathcal{A}$. Hereinafter, we just replace $\omega_r^{(n)}$ by $\hat{\omega}_r^N$ for simplification. We divide $\mathcal{B}$ into three disjoint sets:

$$
\begin{align*}
\mathcal{B}_1 & \triangleq \{ A \mid 0 \leq \hat{\omega}_r^N < \hat{\omega}_r, \forall r \in \mathcal{R} \} \\
\mathcal{B}_2 & \triangleq \{ A \mid \hat{\omega}_r \leq \hat{\omega}_r^N \leq C_r, \forall r \in \mathcal{R} \} \\
\mathcal{B}_3 & \triangleq \mathcal{B} \setminus (\mathcal{B}_1 \cup \mathcal{B}_2). 
\end{align*}
$$

(20)

$\mathcal{B}_1$ and $\mathcal{B}_2$ contain the instances whose final utilizations of all resource units in the mesh are below and above the threshold $\hat{\omega}_r$, respectively. Our goal is to prove that, under the conditions (18) and (19), $\forall \mathcal{A} \in \mathcal{B}_1, \mathcal{B}_2, \mathcal{B}_3$ respectively, the following relations hold:

$$
\alpha \cdot \Theta_{on}(\mathcal{A}) \geq \Theta_{\mathcal{P}_2}(\mathcal{A}) \geq \Theta^*_p(\mathcal{A}).
$$

(21)

In the following analysis, we just drop the parentheses and $\mathcal{A}$ for simplification.

**Case I:** $\forall \mathcal{A} \in \mathcal{B}_1$, from (18) we can find that the marginal costs experienced by all jobs are the same, i.e., $\iota$. In this case, each job $n$ is processed with maximum permitted rate $\hat{\tau}_n$ on $r \in \mathcal{R}_n$. Thus, $\Theta_{\mathcal{P}_2}(\mathcal{A}) = \Theta_{on}(\mathcal{A}) = \Theta^*_p(\mathcal{A}).$

**Case II:** $\forall \mathcal{A} \in \mathcal{B}_2$, we construct a feasible dual solution to $\mathcal{P}_2$ as

$$
\begin{align*}
\mu^*_n &= \hat{\mu}_n, \\
\lambda_r &= \hat{\lambda}_r.
\end{align*}
$$

(22)

where $\mu^*_n$ is the optimal dual solution to $\mathcal{P}_3$ introduced by (13). Let $p \geq p' \geq 0$ and denote the optimal solution that maximizes the conjugate $\xi_{nr}(p)$ by $\hat{x}_{nr}$ given $p$. Then,

$$
\begin{align*}
\xi_{nr}(p) &= f_{nr}(\hat{x}_{nr}) + (g_{nr}(\hat{x}_{nr}) - p \cdot \hat{x}_{nr}) \\
&\leq f_{nr}(\hat{x}_{nr}) + (g_{nr}(\hat{x}_{nr}) - p' \cdot \hat{x}_{nr}) \\
&\leq \max_{\hat{x}_{nr}} \left[ f_{nr}(\hat{x}_{nr}) + (g_{nr}(\hat{x}_{nr}) - p' \cdot \hat{x}_{nr}) \right] \\
&= \xi_{nr}(p').
\end{align*}
$$

(23)

which indicates that the conjugate $\xi_{nr}(p)$ is non-increasing with $p$. The above derivation uses the fact that $f_{nr} + g_{nr}$ is non-decreasing. Based on weak duality and the non-increasing property of the conjugate, we have

$$
\Theta_{\mathcal{P}_2} \leq \sum_{n \in \mathcal{N}} \sum_{r \in \mathcal{R}} \xi_{nr} \left( \mu^*_n + \hat{\phi}_r(\hat{\omega}_r^N) \right) + \sum_{n \in \mathcal{N}} \mu^*_n \hat{\theta}_n + \sum_{r \in \mathcal{R}} \hat{\phi}_r(\hat{\omega}_r^N) \hat{C}_r \\
+ \sum_{n \in \mathcal{N}} \sum_{r \in \mathcal{R}} \xi_{nr} \left( \mu^*_n + \hat{\phi}_r(\hat{\omega}_r^{(n+1)}) \right) + \sum_{n \in \mathcal{N}} \mu^*_n \hat{\theta}_n + \sum_{r \in \mathcal{R}} \hat{\phi}_r(\hat{\omega}_r^N) \hat{C}_r \\
\leq \sum_{n \in \mathcal{N}} \sum_{r \in \mathcal{R}} \xi_{nr} \left( \mu^*_n + \hat{\phi}_r(\hat{\omega}_r^{(n+1)}) \right) + \sum_{n \in \mathcal{N}} \mu^*_n \hat{\theta}_n + \sum_{r \in \mathcal{R}} \hat{\phi}_r(\hat{\omega}_r^N) \hat{C}_r \\
&\leq \sum_{r \in \mathcal{R}} \left( \hat{\phi}_r(\hat{\omega}_r^N) \hat{C}_r - \sum_{n \in \mathcal{N}} \hat{\phi}_r(\hat{\omega}_r^{(n+1)}) \hat{x}_{nr} \right) \\
&\leq \sum_{n \in \mathcal{N}} \sum_{r \in \mathcal{R}} \left( f_{nr}(\hat{x}_{nr}) + g_{nr}(\hat{x}_{nr}) \right) \triangleq \Theta_{\text{tmp}}.
$$

(24)

The above derivation uses the fact that $\hat{\omega}_r^{(n+1)}$ is non-increasing with $n$. Besides, from Fig. 2 we can find that $\xi_{nr}(\mu^*_n + \hat{\phi}_r(\hat{\omega}_r^{(n+1)})) \geq 0$ holds for all jobs. Thus, based on (25), we have

$$
\sum_{n \in \mathcal{N}} \sum_{r \in \mathcal{R}} \left( f_{nr}(\hat{x}_{nr}) + g_{nr}(\hat{x}_{nr}) \right) \leq \int_0^{\hat{\omega}_r^N} \hat{\phi}_r(u) du.
$$

(26)

Based on the above relations (25) and (26), we have

$$
\Theta_{\text{tmp}} \leq \sum_{r \in \mathcal{R}} \left( \hat{\phi}_r(\hat{\omega}_r^N) \hat{C}_r - \int_0^{\hat{\omega}_r^N} \hat{\phi}_r(u) du \right) \\
+ \sum_{n \in \mathcal{N}} \sum_{r \in \mathcal{R}} \left( f_{nr}(\hat{x}_{nr}) + g_{nr}(\hat{x}_{nr}) \right) \triangleq \Theta_{\text{tmp}}.
$$

(25)

$$
< \sum_{r \in \mathcal{R}} (\alpha - 1) \int_0^{\hat{\omega}_r^N} \hat{\phi}_r(u) du \quad \triangleright \quad \text{drop } (\alpha - 1) \cdot \hat{\omega}_r^N
$$

\& (19)

$$
+ \sum_{n \in \mathcal{N}} \sum_{r \in \mathcal{R}} \left( f_{nr}(\hat{x}_{nr}) + g_{nr}(\hat{x}_{nr}) \right) \alpha. \quad \triangleright \quad \text{drop } (\alpha - 1) \cdot \hat{\omega}_r^N
$$

(26)

The final expression is exactly $\alpha \cdot \Theta_{on}$. Thus, $\Theta_{\mathcal{P}_2}/\Theta_{on} < \alpha$.

**Case III:** $\forall \mathcal{A} \in \mathcal{B}_3$, we define two disjoint sets to split the resource mesh $\mathcal{R}$:

$$
\begin{align*}
\mathcal{R}_1 & \triangleq \{ r \in \mathcal{R} \mid 0 \leq \hat{\omega}_r^N < \hat{\omega}_r, \forall r \in \mathcal{R} \} \\
\mathcal{R}_2 & \triangleq \{ r \in \mathcal{R} \mid \hat{\omega}_r \leq \hat{\omega}_r^N \leq C_r, \forall r \in \mathcal{R} \}.
\end{align*}
$$

(27)
For resource unit \( r \) in different sets, the corresponding dual variables are constructed in different ways. We extend \( P_1 \) to \( P'_1 \) by adding the following constraint:

\[
\sum_{n \in N} \sum_{r \in R_1} x_{nr} \leq \sum_{r \in R} \hat{\phi}_r^N. \tag{28}
\]

Apparently, \( P'_1 \) is the same as \( P_1 \) for OnSocMax since (28) is not violated by \( \{ \hat{x} \}_{n \in N} \). The dual problem \( P'_2 \) to \( P'_1 \) is

\[
P'_2: \min_{\mu, \lambda} \sum_{n \in N} \left[ \sum_{r \in R_1} \xi_{nr}(\mu_n + \lambda_r + \delta) + \sum_{r \in R_2} \xi_{nr}(\mu_n + \lambda_r) \right] + \sum_{n \in N} \mu_n \theta_n + \sum_{r \in R} \lambda_r C_r + \delta \sum_{r \in R} \hat{\phi}_r^N
\]

\[s.t. \quad (5), (7), \mu_n \geq 0, \lambda_r \geq 0, \delta \geq 0, \]

where \( \delta \) is the dual variable corresponding to the newly added constraint (28). Then, we construct the dual solution to \( P'_2 \) as

\[
\hat{\lambda}_r = \begin{cases} 
0 & \forall r \in R_1 \\
\hat{\phi}_r(\hat{\omega}^N_r) & \forall r \in R_2
\end{cases}
\]

\[
\delta = \frac{l}{\alpha}, \quad \mu_n = \mu^*_n \quad \forall n \in N. \tag{30}
\]

Based on (30), we can follow a similar approach as shown in Case II to obtain that \( \Theta^*_{\text{soc}} / \Theta_{\text{on}} \leq \alpha \). A slight difference is that, in Case III, when applying (19) to \( \Theta'_{\text{tmp}} \), the result is tightly bounded.

Theorem 1 extends the Two-point Boundary Value ODEs for designing the marginal cost functions from standard 0-1 knapsack problem to multi-dimensional fractional problems. Based on Theorem 1 and Gronwall’s Inequality [37], we have the detailed design of \( \{ \hat{\phi}_r \}_{r \in R} \), which is irrelevant with the utilities \( \{ f_n \}_{n \in N} \) and \( \{ \theta_{nr} \}_{n \in N, r \in R} \), as follows.

Theorem 2. \( \forall r \in R_n \), if the marginal cost function \( \hat{\phi}_r \) used in step 6-condition (c) of OnSocMax is designed as

\[
\hat{\phi}_r(\omega) = \begin{cases} 
\frac{t}{\exp(\xi) - \exp(\frac{\alpha \xi}{\alpha - 1})} \frac{\omega}{\alpha - 1} & \omega \in [0, \hat{\omega}_r] \\
\frac{t}{\exp(\xi) - \exp(\frac{\alpha \xi}{\alpha - 1})} e^{\frac{\alpha \xi}{\alpha - 1}} \frac{\omega}{\alpha - 1} & \omega \in (\hat{\omega}_r, C_r] \\
\frac{t}{\exp(\xi) - \exp(\frac{\alpha \xi}{\alpha - 1})} \frac{\omega}{\alpha - 1} & \omega \in (C_r, +\infty)
\end{cases}
\]

where \( \hat{\omega}_r = \frac{C_r}{\alpha - 1} \), then (i) OnSocMax is \( \hat{\alpha} \)-competitive, where \( \hat{\alpha} \) is the solution of

\[
\hat{\alpha} - 1 = \frac{1}{\hat{\alpha} - 1} + \ln \left( \frac{\hat{\alpha} - 1}{\hat{\alpha} - 1} \right) \tag{31}
\]

and (ii) when \( \hat{\alpha} \geq \frac{1}{2} + 1 \), the gap between \( \hat{\alpha} \) and the optimal competitive ratio when \( |R| = 1 \) is at least \( \frac{2}{\sqrt{\pi} - 1} \ln \frac{\sqrt{\pi} - 1}{\sqrt{\pi} - 1} \approx 0.1368 \).

Proof. We firstly introduce the Gronwall’s inequality [37] as follows. \( \forall x \in [\xi, \theta] \), if \( f(x) \leq a(x) + b(x) \int_x^\theta f(u)du \), then

\[
f(x) \leq a(x) + b(x) \int_x^\theta a(u) \left( \int_u^\theta b(w)dw \right)du, \tag{32}
\]

where \( f(x) \) is continuous, \( a(x) \) and \( b(x) \) are integrable and \( \forall x \in [\xi, \theta], b(x) \geq 0 \). The result remains valid if all the \( \leq \) are replaced by \( = \). Applying (32) to (19) leads to

\[
\begin{align*}
t \leq \hat{\phi}_r(\hat{C}_r) & \leq \frac{t}{\alpha} + \left( \frac{\hat{\phi}_r(\hat{C}_r - 1)}{C_r} - \frac{t}{\alpha} \right) e^\left( \frac{\alpha \hat{C}_r - 1}{\alpha - 1} \right). \tag{33}
\end{align*}
\]

Thus, the minimum \( \hat{\alpha} \) is achieved when all inequalities in (19) and (33) are binding, which leads to the design of \( \{ \hat{\phi}_r \}_{r \in R} \) and the competitive ratio achieved by (31).

In the following, we prove the results of (ii). When \( R = 1 \), \( P_1 \) degenerates to the general one-way trading (GOT) problem [38]. The optimal competitive ratio is proved to be \( 1 + \ln(\frac{\omega}{\lambda}) \) [22], (31), (32), (34), (38). With \( \hat{\alpha} \geq 1, \frac{\lambda}{\omega} \geq 1 \), let us take \( y \geq 1 \) as a substitute for \( \alpha - 1 \). Then

\[
\hat{\alpha} - 1 - \ln \left( \frac{\omega}{\alpha} \right) = y - \ln \left( \frac{\omega}{\alpha} \right) \quad \Rightarrow \text{with (31)}
\]

\[
= \ln \left( y + 1 - \frac{\lambda}{\omega} \right) + \frac{1}{y} - \ln y \leq \text{gap}(y).
\]

Applying \( \ln(x) \leq x - 1, \forall x \geq 1 \) to the logarithm in \( \text{gap}(y) \), we have \( \text{gap}(y) \leq y + \frac{1}{y} - \ln y - \frac{1}{\alpha} \). By analyzing the upper bound of \( \text{gap}(y) \), we can easily find that when \( y^* = \sqrt{\frac{\alpha + 1}{2}} \), its upper bound is at least \( \sqrt{\frac{1}{2}} - \ln y^* \), which directly leads to the result in (ii).

By the design of \( \hat{\phi}_r(\cdot) \), we observe that \( \hat{\alpha} \geq 2 \) holds because \( \frac{\omega}{\lambda} \geq 1 \). Unsurprisingly, OnSocMax has a linear complexity of \( O(|N| \cdot |R|) \) when \( \{ f_{nr} \}_{n \in N, r \in R} \) are linear and share the same coefficient. In this case, \( \hat{\alpha} = 2 \).

C. Extending to Non-fractional Workloads

OnSocMax can be applied to jobs whose workloads are not permitted to be fractioned. Specifically, in this case, (7) is replaced by

\[
x_{nr} \in \{0, x_{nr}\}, \forall n \in N, r \in R_n, \tag{34}
\]

where \( \overline{x}_{nr} = \theta_{nr} \). To solve the new problem in online settings, we can approximate the marginal cost defined in (12) with \( \hat{\phi}_r(\omega^{(n)} + \beta_{nr}) \overline{x}_{nr} \). With this substitution, the conditions (c) in step 6 of OnSocMax is merged into condition (a) or (b), and OnSocMax achieves the same competitive ratio as shown in Theorem 2. Detailed proof for this result is omitted because of space constraints. This approach is exactly the implementation of [10].
D. Implementation Concerns

In our model, jobs are processed by invoking cloud functions across different resource units, which relies on the multi-tenant hardware sharing technique such as VM-like isolation. The approach adopted by AWS Lambda is maintaining an active pool of computing instances that have been used to run functions beforehand and are maintained to serve future invocations. Besides, considering that the workloads of one job are dispatched to different resource unit across a time window, an efficient communication mechanism is required. Take the video transcoding with ExCamera as an example, it uses a long-running VM-based rendezvous server, facilitated with a coordinator, to relay packets between cloud functions. Based on these techniques, OnSocMax can be easily plugged in the API gateway and triggered at the beginning of each time slot.

IV. EXPERIMENTAL VALIDATION

A. Experimental Setup

Jobs and Computing Instances. We consider a cluster with 10 computing instances in the time horizon of 24 time slots. The processing capacity of computing instances are generated from an i.i.d. Gaussian $N(\mu = 20, \sigma = 2)$. By setting $\tau$ as 60 minutes, the time horizon represents one day. We set the total number of transcoding jobs as 20. The number of job arrivals in each time slot follows a Poisson distribution with a mean of 2.03 jobs, which is independent of other time slots in this day. The deadline of each job is calculated based on the arrive time and the maximum service duration of it, where the latter is generated from an exponential distribution with a mean of 4 time slots (2 hours). Each job has a workload whose size is generated from a Normal distribution $N(\mu = 18, \sigma = 3)$. The parallelism bound of each job is generated from a Normal distribution $N(\mu = 7, \sigma = 1)$.

Utilities and Pricing Parameters. The utility of job $n$ is set as a zero-startup, non-decreasing concave function. We study $f_{nr}$ in three cases: linear function, logarithmic function, and polynomial function. Specifically, for each $n \in N$, $r \in R_n$,

$$f_{nr}(x) = \begin{cases} 
ax \quad \text{linear} \\
\log(x+1) \quad \text{log} \\
\sqrt{x} \quad \text{poly},
\end{cases}$$

where the coefficient $a$ is generated from a uniform distribution in $[1, 3]$. Similarly, the pricing parameter $\beta_{nr}$ in $g_{nr}(\cdot)$ is generated from the uniform distribution in $[0.1, 0.5]$.

Algorithms Compared. We compare OnSocMax with two handcrafted online algorithms. The first algorithm is called Max-First, where each computing instance always serves the job with highest myopic social welfare, i.e., the sum of the utility of the job and the revenue for serving it in each time slot (subject to the processing capacity of instances and parallelism bound of jobs). The second is called Equal-Share, where each computing instance serves each job with equal opportunity within capacity limits.

B. Simulation Results

Effectiveness. Fig. 4 shows the social welfare achieved of three algorithms under different service duration and parallelism bound settings. We can observe that, overall, all the algorithms achieve higher social welfare when the service duration and parallelism bound increase. The reason is that, when the capacity of computing instances are sufficient, increasing the service duration and the parallelism bound of jobs can increase the opportunities that jobs been fully served. In spite of this, OnSocMax always performs the best among these online algorithms.

OnSocMax performs the best for linear utility functions. This is because the logarithmic and polynomial functions have diminishing returns, which could increase the fluctuation ratio $\frac{\omega}{\eta}$. This will cause more jobs served with their marginal costs fall into the second segment of $\hat{\phi}(\omega)$, which further leads to the decrease of social welfare.

Robustness. We verify the robustness of OnSocMax under different settings of service capacity of computing instances and service demand of jobs. These two variables actually tune the congestion level, i.e., the coverage rate of service demands, from different angles. We can find that OnSocMax is robust to the changes of the congestion level from Fig. 5.

V. RELATED WORKS

Online load balancing policies are fully investigated under classic settings, where multiple identical servers with exponentially distributed service rates process continuous arrived jobs. Based on CTMC and Lyapunov Stability theories, load balancing policies such as JSQ, JIQ, Pod, and JFIQ are proposed and analyzed on the mean response time and cross-server communication overhead. In a most recent work, Weng et al. proposed the JFSQ and JFIQ policies under the constraints of heterogenous service rates and service locality. They show that, under a well-connected bipartite graph condition, these two policies can achieve the minimum mean response time in both the many-server regime and the sub Halfin-Whitt regime.

Another line of works study the energy-efficient and multi-resource sharing load balancing from a different theoretical basis. Generally, the objective is to improve the energy efficiency with on-demand resource allocation. Thereinto, online load balancing of deadline-sensitive jobs have been studied in [6], [15], [41]. In a similar work, the authors design online algorithms for both fractional and non-fractional workload model under concave utility settings. The optimality of designed algorithms hold when all the jobs have the same deadline and share a single type of resource. Compared with it, our work is more general with the concept of resource mesh and the technique of marginal cost estimation, which makes it more suitable for serverless computing.

Online load balancing under the objective of minimizing the Nash Social Welfare is revisited in a recent paper [17]. This work provides tight bounds on the price of anarchy (PoA) of pure Nash equilibria and on the competitive ratio of the general greedy algorithm under very general latency functions.
In this paper, we study the online load balancing problem for serverless with a target of maximizing the social welfare. The job we considered is continuous arriving, deadline-sensitive, serverless with a target of maximizing the social welfare. The algorithm is proved to be \( \alpha \)-competitive for an \( \alpha \) at least 2. Online load balancing for jobs with complex workflows and communication patterns will be studied in future.

VI. Conclusion

In this paper, we study the online load balancing problem for serverless with a target of maximizing the social welfare. The job we considered is continuous arriving, deadline-sensitive, and has maximum parallelism bound. To take both the spatio and temporal resource into consideration, we establish a model of resource mesh. Every job can only be dispatched to the resource units available to it. Based on the marginal cost estimation technique, we design an online algorithm OnSocMax by following the solutions of several convex pseudo-social welfare maximization problems. The algorithm is proved to be \( \alpha \)-competitive for an \( \alpha \) at least 2. Online load balancing for jobs with complex workflows and communication patterns will be studied in future.
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