Abstract

The goal of relation extraction (RE) is to extract the semantic relations between/among entities in the text. As a fundamental task in natural language processing, it is crucial to ensure the robustness of RE models. Despite the high accuracy current deep neural models have achieved in RE tasks, they are easily affected by spurious correlations. One solution to this problem is to train the model with counterfactually augmented data (CAD) such that it can learn the causation rather than the confounding. However, no attempt has been made on generating counterfactuals for RE tasks.

In this paper, we formulate the problem of automatically generating CAD for RE tasks from an entity-centric viewpoint, and develop a novel approach to derive contextual counterfactuals for entities. Specifically, we exploit two elementary topological properties, i.e., the centrality and the shortest path, in syntactic and semantic dependency graphs, to first identify and then intervene on the contextual causal features for entities. We conduct a comprehensive evaluation on four RE datasets by combining our proposed approach with a variety of backbone RE models. The results demonstrate that our approach not only improves the performance of the backbones, but also makes them more robust in the out-of-domain test.

1 Introduction

Relation extraction (RE) aims to extract the semantic relations between/among entities in the text. It serves as a fundamental task in natural language processing (NLP), which facilitates a range of downstream applications such as knowledge graph construction and question answering. Deep neural models have made substantial progress in many communities like computer vision and NLP. However, existing studies [Jo and Bengio, 2017; Zhou et al., 2016a] have shown that neural models are likely to be unstable due to the spurious correlations. A typical example is the dog on the grass or in the sea, where the head of the dog is the causation and the grass is a confounding. The robustness and generalization of the models can be severely affected by spurious correlations. Consequently, it is desirable to train robust models by identifying what features would need to change for the model to produce a specified output (label).

One solution to train a robust neural model is to generate counterfactually augmented data (CAD) [Kaushik et al., 2020] such that the model can distinguish causal and spurious patterns. There has been an increasing interest in generating counterfactuals in many subfields of NLP, including sentiment classification [Yang et al., 2021; Chen et al., 2021; Wang and Culotta, 2021], named entity recognition [Zeng et al., 2020], dialogue generation [Zhu et al., 2020], and cross-lingual understanding [Yu et al., 2021]. Early research often employs human annotators and designs human-in-the-loop systems [Kaushik et al., 2020; Srivastava et al., 2020]. Most of recent studies automatically generate counterfactuals with semantic interventions using templates, lexical and paraphrase changes, and text generation methods [Madaan et al., 2021; Fern and Pope, 2021; Rober et al., 2021], and a few of them incorporate the syntax into language models [Yu et al., 2021].

Despite the emerging trend of casual analysis in the NLP field, automatically generating CAD for RE tasks has received little attention. The key challenge is that the RE task involves two or more entities which should remain unchanged during the intervention, otherwise the problem itself also changes. Existing semantic intervention methods tend to select content words for generating counterfactuals. The reason is that they follow “the minimal change” principle [Kaushik et al., 2020; Yang et al., 2021], where the content words like entities have a larger probability to be replaced since they convey more information than function words. This is not desirable in our task. The syntactic intervention method [Yu et al., 2021] replaces each type of dependency relation between two words with a randomized one. Such a method cannot flip the label in our RE task, either.

In view of this, we introduce the problem of automatically generating CAD into RE tasks for the first time. To meet the condition of invariant entities, we formulate it from an entity-centric viewpoint. We then develop a novel approach to derive counterfactuals for the contexts of entities. Instead of directly manipulating the raw text, we deploy seman-
tic dependency graph (SemDG) and syntactic dependency graph (SynDG) as they contain abundant information. We exploit two elementary topological properties to identify contextual casual features for entities. In particular, the centrality measures the importance of the word in the SynDG, which helps us recognize structurally similar entities in two samples. Meanwhile, the shortest path between two entities in SemDG captures the basic relation between them. We then generate CAD by intervening on the contextual words around one specific entity and those along the shortest path between two entities.

The contributions of this study are summarized as follows.

- To the best of our knowledge, we are the first to investigate the problem of automatical generation of CAD in RE tasks, which can improve the model robustness and is an essential property for real applications.
- We propose a novel approach which exploits the topology structures in both the semantic and syntactic dependency graphs to generate more human-like counterfactuals for each original sample.
- Extensive experiments on four benchmark datasets prove that our approach significantly outperforms the state-of-the-art baselines. It is also more effective for alleviating spurious associations and improving the model robustness.

2 Related Work

Relation Extraction Deep learning models have been successfully employed in RE tasks, either for extracting better semantic features from word sequences [Zhou et al., 2016b; Zhang et al., 2017], or incorporating syntactic features over the dependency graph [Guo et al., 2019; Mandya et al., 2020]. More recently, pre-trained language model (PLM) based models have become the mainstream [Qin et al., 2021; Yamada et al., 2020].

Despite the remarkable performance deep neural models have achieved in RE, their realization in practical applications still faces big challenges. One particular concern is that these models might learn unexpected behaviors that are associated with spurious patterns.

Counterfactual Reasoning There has been a growing line of research to learn causal associations using causal inference. Early work attempts to achieve model robustness with the help of human-in-the-loop systems to generate counterfactual augmented data [Kaushik et al., 2020; Srivastava et al., 2020]. Recently, automatically generating counterfactuals has received more and more attention. For example, Wang and Culotta [2021]; Yang et al. [2021] identify causal features and generate counterfactuals by substituting them with other words for sentiment analysis and text classification. Yu et al. [2021] generate counterfactually examples by randomly replacing syntactic features to implicitly force the networks to learn semantics and syntax. Another line of work deploys PLMs to obtain a universal counterfactual generator for texts [Fern and Pope, 2021; Robeer et al., 2021; Madaan et al., 2021; Wu et al., 2021; Tucker et al., 2021].

Overall, the problem of automatical generation of CAD has not been explored in RE tasks. Our work makes the first attempt on it. Furthermore, our proposed framework takes advantage of both syntax and semantic information in dependency graphs, which allows us to generate grammatically correct and semantically readable counterfactuals.

3 Preliminary

3.1 Task Definition

Relation Extraction (RE) Relation extraction tasks are mainly categorized into three types: sentence-level RE, cross-sentence n-ary RE, and document-level RE. Our proposed model is targeted for the first two types and can be extended to the last one which we leave for the future work. Formally, let \( X = [t_1, ..., t_m] \) be a text consisting of sentence(s) with \( m \) tokens and two or three entity mentions. \( Y = \{ y_1, ..., y_{p-1}, y_p \} \) (\( y_p = \text{None} \)) is a predefined relation set. The RE task can be formulated as a classification problem of determining whether a relation holds for entity mentions.

Generating Counterfactuals in RE Given a RE dataset \( \{(X,Y)\} \) and the model \( f: X \rightarrow Y \), we aim to generate a set of counterfactuals \( \{(X_{cf}, Y_{cf})\} \) \((Y_{cf} \neq Y)\) without changing entities. For the purpose of training a robust model, it is desirable to make \( X_{cf} \) as similar to \( X \) as possible [Yang et al., 2021], i.e., \( X_{cf} \) is syntax-preserving and semantic-reasonable.

3.2 Structural Causal Model

We introduce the structure casual model (SCM) [Judea, 2000] to investigate the causal relationship between data and the RE model, where random variables are vertices and an edge denotes the direct causation between two variables. Before start, we first propose our casual questions to guide the generation of SCM. (1) What would happen if the important syntactic factor \( SY \) around the entity is changed? (2) What would happen if the semantic path \( SE \) between two entities in the text changes?

Based on the casual questions, we consider two important factors \( SY \) and \( SE \) as variables in SCM to capture the causal relation in the text. As shown in Figure 1(a), there is a confounding variable \( G \) that influences the generation of \( SY \) and \( SE \). \( Y \) is the label variable, and \( U_x \) represents the unmeasured variable. \( X \rightarrow Y \) means there exits a direct effect from \( X \) to \( Y \). Furthermore, the path \( SY/SE \rightarrow X \rightarrow Y \) denotes \( SY/SE \) has an indirect effect on \( Y \) via a mediator \( X \). \( Y \) can be calculated from the values of its ancestor nodes, which is formulated as: \( Y_{sy/se,x} = f(SY = sy/SE = se, X = x) \), where \( f(\cdot) \) is the value function of \( Y \).

![Figure 1: An illustration of structural causal models (SCMs) that describes the mechanism of the causal inference for RE models.](image)
In order to estimate the casual effects of the variable SY/SE on the target variable Y, we need to block the influence of the confounding variable G on SY/SE, and see how Y is changed by a unit intervention when fixing the value of sy/se as sy*se*, as shown in Figure 1(b).

4 Model Overview

This section presents our approach for automatically generating counterfactuals by substituting casual compositions with candidate ones to enhance the robustness of RE models. One of our key insights is adopting the graph formulation to incorporate the rich information in syntactic dependency graph (SynDG) and semantic dependency graph (SemDG).

SynDG pays attention to the role of non-substantive words such as prepositions in the sentence. Existing work [Guo et al., 2019] has shown the effectiveness by applying SynDGs to RE models with graph convolutional networks. We also exploit SynDG in this study but our goal is to identify causal syntactic features. Moreover, we introduce SemDG into the field of causality analysis. Our intuition is that SemDG reveals the semantic relationship between substantive words, and crosses the constraints of the surface syntactic structure. In other words, SemDG provides complementary information for SynDG.

A counterfactual, denoted as \( X_{cf} \), is a sample which has the most similar semantic or syntactic structure with the original sample \( X_{ori} \) but has a different label. Recall that we cannot change the entities during the interventions for samples in RE tasks, hence we propose our entity-centric framework to generate counterfactuals by first identifying and then intervening on contextual casual features for entities via topological based analysis in SynDG and SemDG. The identification of causal features consists of two main steps.

- To identify the syntactic casual composition around the entity, we conduct the centrality analysis for entities in two samples since centrality measures how importance a node is in the graph.
- To identify the semantic casual composition between two entities, we employ the shortest dependency path (SDP) between them since SDP retains the most relevant information while eliminating irrelevant words (noises) in the sentence [Xu et al., 2015].

4.1 Generating Syntactic Counterfactuals

Since a counterfactual should flip the label of the original sample \( X_{ori} \), the candidate substitute \( X_{can} \) which will be used for identifying causal features is randomly chosen from the training samples with different class labels \(^1\). Moreover, since entities are of the most importance in RE tasks, the entities in the substitute should be most similar with those in \( X_{ori} \). In view of this, we first identify the syntactically similar entity nodes in SynDG using the centrality metric, which is proposed to account for the importance of nodes in a graph (network). We employ three types of centralities including betweenness centrality (BC), closeness centrality (CC), and degree centrality (DC) for this purpose. After that, we generate the contextual counterfactual for these syntactically similar entities to meet the condition of invariant entities, i.e., instead of changing entities, we intervene on their contexts. We term this proposed method SynCo as the substitution of casual features is based on the syntactic graph SynDG.

We take two samples for illustration: an original sample \( X_{ori} \) “They drank wine produced by wineries,” with “Product-Producer” relation, and a candidate sample \( X_{can} \) “They bought the grapes from farms” with “Entity-Origin”. Their SynDGs and the intervention procedure are shown in Figure 2. The main procedure for SynCo is summarized below.

1. We first calculate the average score for three centrality metrics of the entity and denote it as avgC(entity), e.g., \( \text{avgC(wine)} \) and \( \text{avgC(grapes)} \) is 1.24 and 1.17.
2. We then calculate the topological distance (TD) of two entities by minusing their avgC values. If TD is smaller than a predefined topological distance threshold (TDT), they form a candidate entity pair for substitute structures. For example, given \( \text{TD(avgC(wine))} = 0.07 \) < TDT and \( \text{TD(avgC(wine), avgC(grapes))} = 0.68 > \text{TDT} \), the entity ‘grapes’ in \( X_{can} \) and the entity ‘wine’ in \( X_{ori} \) form a candidate entity pair.
3. We now generate the candidate syntactic counterfactual. We calculate the cosine similarity of the syntactic features (POS and dependency relation embedding) for entities in the candidate entity pair. We denote it as FS. If it is greater than a predefined feature similarity threshold (FST), we substitute the first-order neighbors around the entity in \( X_{ori} \) with those of the candidate entity in \( X_{can} \). These neighbors should have the same type of POS tags to ensure the correctness of the syntax. Moreover, if there are several words around entities and they all have the same type, we will replace the one with the smallest TD. For example, given FS(wine, grapes) = 0.877 > FST, we can substitute the verb-type neighbors ‘drank’ and ‘produced’, of ‘wine’ with the same type neighbor ‘bought’, of ‘grapes’. Moreover, since \( \text{TD(avgC(drank), avgC(bought))} = 0.57 \) and \( \text{TD(avgC(produced), avgC(bought))} = 0.50 \), we replace ‘produced’ with ‘bought’ and retain ‘drank’ unchanged.

\(^1\)In our implementation, we randomly select three candidate substitutes for the original sample. If none of generated candidates meets the requirements, they will all be discarded. If there are multiple candidates qualified as counterfactuals, one of them is chosen at random.
pair and adding the label of $X_{ori}$, a candidate counterfactual is produced. In order to ensure that the sample we generate is a real counterfactual, we put it into the trained backbone model and re-predict its label. If the label is indeed changed, we treat it as the counterfactual of $X_{ori}$. For example, “They drank wine bought from wineries.” with “Entity-Origin” relation is a counterfactual sample after SynCo.

### 4.2 Generating Semantic Counterfactuals

This section presents our semantically intervened counterfactual generator **SemCo**. We prefer to replace the contexts between entities in $X_{ori}$ with words of the most similar semantics and get a different label. To this end, we exploit the shortest path in SemDG for identifying semantically similar contexts between entities.

As shown in Figure 3, we first obtain the SemDG of an original sample “Wine is in the bottle” with “Content-Container” label and that of a candidate sample “Letter is from the city” with “Entity-Origin” label. We then extract the SDP between entities in $X_{ori}$ and $X_{can}$. We propose to calculate the cosine similarity of averaged word embeddings between two paths. If the similarity score is larger than the semantic similarity threshold (SST), we replace the semantic path in $X_{ori}$ with that in $X_{can}$. Similar to SynCo, we put the generated semantic counterfactual into the trained backbone model and re-predict its label. We consider the new sample as a counterfactual of $X_{ori}$ if the label is changed.

![Figure 3: An illustration of SemCo.](image)

**Figure 3**: An illustration of SemCo. SST = 0.6. SP(e1,e2): the shortest semantic path between two entities.

Finally, the generated semantic counterfactuals, as well as the syntactic counterfactuals, are used to augment the original data to train a robust classifier.

### 5 Datasets and Evaluation Protocol

#### 5.1 Datasets

**In-Domain Data** We adopt three in-domain datasets on two RE tasks including cross-sentence $n$-ary RE and sentence-level RE. For cross-sentence $n$-ary RE, we use the PubMed dataset which contains 4 relation labels and 1 special none label. For sentence-level RE task, we follow the experiment settings in [Guo et al., 2019] to evaluate our model on two datasets. (1) SemEval 2010 Task 8 dataset contains 9 directed relations and 1 Other class. (2) TACRED dataset contains 41 relation types and 1 no_relation class.

**Out-of-Domain Data** We employ one dataset to verify the model robustness with CAD: the ACE 2005 dataset with 6 relation types and 1 special none class. It has 6 different domains including broadcast conversation (bc), broadcast news (bn), conversational telephone conversation (cts), newswire (nw), usenet (un), and weblogs (wl).

#### 5.2 Evaluation Protocol

We evaluate our model with a dedicated protocol. We first adopt three typical RE methods as the backbone, which will be used as the encoder for the input and for training the base classifier for the prediction of the candidate counterfactual. Moreover, the backbone is used for training the final classifier on the original data and CAD. The backbone RE methods include PA-LSTM [Zhang et al., 2017], AGGCN [Guo et al., 2019], and R-BERT [Wu and He, 2019]. They are chosen as the representative of sequence based models, graph-based models, and the PLMs methods, respectively. R-BERT is the best among the state-of-the-art BERT$_{base}$ methods. Note the backbone methods will be combined with all counterfactual generation methods including ours and the baselines.

We further compare our model with automatical counterfactual generation baselines. These methods are either general text generator or designed for other tasks. For the general methods [Madaan et al., 2021; Fern and Pope, 2021; Robeer et al., 2021], we directly generate counterfactuals on RE datasets using their generator, and we avoid masking entities for a fair comparison with our model. Among the specific methods, COSY [Yu et al., 2021] is for the cross-lingual understanding task, and we follow it to build a counterfactual dependency graph by maintaining the graph structure, and replacing each type of relation with a randomized one and randomly selecting a POS tag. RM/REP-CT [Yang et al., 2021] is proposed for sentiment classification tasks. We employ its self-supervised context decomposition and select the human-like counterfactuals using MoverScore.

For models with static word embedding, we initialize word vectors with 300-dimension GloVe embeddings provided by Pennington et al. [2014]. For models with contextualized word embedding, we adopt BERT$_{base}$ as the PLM. The embeddings for POS and dependency relation are initialized randomly and their dimension is set to 30. We adopt the Stanford CoreNLP [Manning et al., 2014] as the syntactic parser and use semantic dependency parsing [Dozat and Manning, 2018] to generate semantic dependency graph. We use SGD as the optimizer with a 0.9 decay rate. The L2-regularization coefficient $\lambda$ is 0.002.

### 6 Results and Discussions

We first compare our method with the backbone and the state-of-art automatical counterfactual generation methods on three in-domain datasets. We also provide an ablation study to focus on the contribution of single component in our model. Notably, we evaluate our model on the out-of-domain data for the generalization test. Furthermore, we present a case study.

---

2Please refer to Appendix for detailed information for datasets and baselines, as well as the hyper-parameter setting for three thresholds.
The results of RM/REP-CT on three datasets fluctuate. PA-LSTM and AGGCN, but their other results are unsatisfactory. GAN and GYC get a slight increase on PubMed with cannot flip the label and makes little sense for RE.Counterfactuals generated by baselines and our model. The replacement of SynCo with TED and SemCo with syntactic/semantic ones, i.e., tree edit distance (TED) which measures the syntactic closeness between the candidate and the original text and BERT-attack (BA) which generates substitutes for the vulnerable words in a semantic-preserving way. We present the ablation results on three datasets in Table 4.

We find that a single SynCo or SemCo is already good enough to enhance the performance of the backbone. In addition, we observe that our single SynCo/SemCo outperforms the baselines in Table 1 and Table 2. Moreover, SynCo and SemCo have almost the same effects on the model. For example, on TACRED and SemEval. The marks are as same as those in Table 1.

On PubMed, some of them keep the same as the original ones and some of them decline, while on SemEval and TACRED they all decline. The poor results of the baseline counterfactual generators can be due to the lack of grammar constraint and the lack of entity-centric viewpoint. We will illustrate this in our case study.

6.2 Ablation Study

Our model has two unique characteristics. Firstly, it utilizes both syntactic and semantic information. Secondly, it takes advantage of the graph topological property. We hence design two types of ablation study. One is performing one separate component only, i.e., SynCo or SemCo. The other is replacing our graph topology based intervention methods with other syntactic/semantic ones, i.e., tree edit distance (TED) [Zhang and Shasha, 1989] which measures the syntactic closeness between the candidate and the original text and BERT-attack (BA) [Li et al., 2020] which generates substitutes for the vulnerable words in a semantic-preserving way. We present the ablation results on three datasets in Table 4.

We find that a single SynCo or SemCo is already good enough to enhance the performance of the backbone. In addition, we observe that our single SynCo/SemCo outperforms the baselines in Table 1 and Table 2. Moreover, SynCo and SemCo have almost the same effects on the model. For example, the backbone PA-LSTM has an accuracy score 77.0 on PubMed. After SynCo/SemCo, its accuracy rises up to 79.4/79.7, showing a similar 2.4/2.7 absolute increase. These results demonstrate that both SynCo and SemCo contribute to our model, and their combination CoCo is more powerful.

The replacement of SynCo with TED and SemCo with BA hurts the performance. For example, on SemEval with AGGCN as the backbone, TED results in a 0.5 F1 decrease of accuracy on PubMed. It also improves F1 scores by 1-2 percentage points on TACRED and SemEval. More observations.

6.1 Main Comparison Results

The comparison results for cross-sentence n-ary and sentence-level tasks are shown in Table 1 and Table 2, respectively. From these results, we make the following observations.

(1) Our CoCo model significantly improves the performance of all the backbones across three datasets. Specifically, CoCo outperforms two backbone approaches PA-LSTM and AGGCN by around 2-3 absolute percentage points in terms of accuracy on PubMed. It also improves F1 scores by 1-2 absolute percentage points on TACRED and SemEval. More importantly, our model boosts the performance of R-BERT on all three datasets especially on PubMed, which is impressive because it is a very strong backbone, and also because most baselines damage the performance of R-BERT.

(2) Our model achieves the state-of-the-art performance in terms of a counterfactual generator for RE. For example, CoCo outperforms the syntax-based model COSY and the best semantics-based model GYC by 1-3 absolute percentage points. COSY randomly replaces syntactic features which cannot flip the label and makes little sense for RE. CounterfactualGAN and GYC get a slight increase on PubMed with PA-LSTM and AGGCN, but their other results are unsatisfactory. The results of RM/REP-CT on three datasets fluctuate.

Table 1: Main results in terms of accuracy on PubMed. “T” and “B” denote the ternary and binary entity interactions, and “Single” and “Cross” mean the accuracy calculated within single sentences or on all sentences. The best results are in bold, and the second best ones are underlined. † and ∗ mark denote statistically significant improvements over the backbone results with p < .05 and p < .01, and ‡ and † mark denote statistically significant improvements over the corresponding best second results with p < .05 and p < .01, respectively.

Table 2: Main results on TACRED and SemEval. Micro-avg. precision (P), recall (R), and F1 on TACRED. Macro-avg. F1 on SemEval. The marks are as same as those in Table 1.

| Model                               | TACRED | SemEval |
|-------------------------------------|--------|---------|
| Model TACRED SemEval                | P      | R      | F1    | Macro-F1 |
| PA-LSTM backbone                    | 65.7   | 64.5   | 65.1  | 82.7      |
| COSY                                | 65.8   | 64.6   | 65.2  | 83.1      |
| RM/REP-CT                           | 66.9   | 63.4†  | 65.0† | 80.1      |
| GYC                                 | 65.2†  | 64.1†  | 64.6† | 82.9      |
| CLOSS                               | 64.2†  | 63.9†  | 64.0† | 81.3†     |
| CounterfactualGAN                   | 64.9†  | 63.7†  | 64.3† | 82.4†     |
| CoCo                                | 66.3   | 66.1   | 66.2‡ | 84.2‡     |
| AGGCN backbone                      | 71.9   | 64.0   | 67.7  | 85.7      |
| COSY                                | 71.8‡  | 64.2   | 67.8  | 85.9      |
| RM/REP-CT                           | 71.0†  | 63.9†  | 67.6‡ | 84.8‡     |
| GYC                                 | 71.3†  | 63.9†  | 67.4† | 85.6†     |
| CLOSS                               | 70.2†  | 63.3‡  | 66.6‡ | 84.8‡     |
| CounterfactualGAN                   | 71.0†  | 63.3‡  | 66.9‡ | 85.4†     |
| CoCo                                | 72.4   | 64.8   | 68.4‡ | 86.6‡     |
Table 3: Case study. Entities are in bold and the words in red represent newly generated words.

| Input Sentence                                                                 | RM/REP-CT                      | CounterfactualGAN                     | CoCo                                                                 |
|--------------------------------------------------------------------------------|--------------------------------|---------------------------------------|----------------------------------------------------------------------|
| The sisters are teenage refugees from a violent home. — Entity-Origin           | The sisters are teenage refugees from a violent home. — Other                  | The sisters are teenage refugees from lived in a violent home. — Member-Collection |
| the wounds caused by the scouring and the thorns are almost invisible. — Cause-Effect | the wounds caused by the scouring and the thorns are almost invisible. — Product-Producer | the wounds caused by develop the scouring and the thorns are almost very invisible. — Product-Producer |

Table 4: Ablation results. (B) and (T) denote the binary and ternary relation on PubMed.

| Model       | PubMed_B Acc. | PubMed_T Acc. | TACRED Micro-F1 | SemEval Micro-F1 | CoCo Micro-F1 |
|-------------|----------------|----------------|-----------------|-------------------|---------------|
| PA-LSTM     | 77.0           | 78.1           | 65.1            | 82.7              |               |
| + SynCo     | 79.4           | 79.6           | 65.6            | 83.9              |               |
| + SemCo     | 79.7           | 79.8           | 65.7            | **84.0**          |               |
| + Syn-TED   | 77.6           | 78.4           | 65.2            | 83.0              |               |
| + Sem-BA    | 77.4           | 78.3           | 65.3            | 83.2              |               |
| AGGCN       | 77.4           | 79.7           | 67.7            | 85.7              |               |
| + SynCo     | 80.3           | 82.8           | 67.9            | 86.3              |               |
| + SemCo     | 80.7           | **83.1**       | **68.2**        | 86.5              |               |
| + Syn-TED   | 79.9           | 79.9           | 67.7            | 85.8              |               |
| + Sem-BA    | 79.8           | 79.8           | 67.8            | 86.1              |               |
| R-BERT      | 84.2           | 85.1           | 69.9            | 88.6              |               |
| + SynCo     | 85.1           | 85.6           | 70.1            | **88.7**          |               |
| + SemCo     | **85.6**       | **85.8**       | **70.3**        | **88.7**          |               |
| + Syn-TED   | 84.3           | 85.1           | 70.0            | 88.5              |               |
| + Sem-BA    | 84.2           | 85.2           | 70.0            | 88.3              |               |

Table 5: Results for the generalization test on ACE 2005 dataset.

| Model       | PubMed_B Acc. | PubMed_T Acc. | TACRED Micro-F1 | SemEval Micro-F1 | CoCo Micro-F1 |
|-------------|----------------|----------------|-----------------|-------------------|---------------|
| PA-LSTM     | 77.0           | 78.1           | 65.1            | 82.7              |               |
| + SynCo     | 79.4           | 79.6           | 65.6            | 83.9              |               |
| + SemCo     | 79.7           | 79.8           | 65.7            | **84.0**          |               |
| + Syn-TED   | 77.6           | 78.4           | 65.2            | 83.0              |               |
| + Sem-BA    | 77.4           | 78.3           | 65.3            | 83.2              |               |
| AGGCN       | 77.4           | 79.7           | 67.7            | 85.7              |               |
| + SynCo     | 80.3           | 82.8           | 67.9            | 86.3              |               |
| + SemCo     | 80.7           | **83.1**       | **68.2**        | **86.5**          |               |
| + Syn-TED   | 79.9           | 79.9           | 67.7            | 85.8              |               |
| + Sem-BA    | 79.8           | 79.8           | 67.8            | 86.1              |               |
| R-BERT      | 84.2           | 85.1           | 69.9            | 88.6              |               |
| + SynCo     | 85.1           | 85.6           | 70.1            | **88.7**          |               |
| + SemCo     | **85.6**       | **85.8**       | **70.3**        | **88.7**          |               |
| + Syn-TED   | 84.3           | 85.1           | 70.0            | 88.5              |               |
| + Sem-BA    | 84.2           | 85.2           | 70.0            | 88.3              |               |

Different Training Data

| Model       | Micro-avg. F1 on bc domain. | Micro-avg. F1 on cts domain. | Micro-avg. F1 on wm domain. |
|-------------|-------------------------------|-------------------------------|-------------------------------|
| PA-LSTM     | 48.5                          | 62.5                          | 68.5                           |
| AGGCN       | 48.7                          | 63.1                          | 68.6                           |
| R-BERT      | **52.6**                      | 64.4                          | **69.0**                       |

6.3 Robustness in the Generalization Test

To evaluate the model robustness, we perform the generalization test on ACE2005 dataset by using the training and test data from different domains. Following the settings for fine-grained RE tasks [Yu et al., 2015], we use the union of the news domains (nw and bn) for training, and hold out half of the bc domain as development data, and finally evaluate on the remainder of bc, cts, and wm domains. We choose two best baselines GYC and COSY for comparison.

As can be seen in Table 5, our proposed CoCo model enhances the performance of all backbones on the combined CAD and the original (Ori.) data, i.e., PA-LSTM (+4.1%, +3.7%, +2.3%), AGGCN (+1.9%, +2.2%, +1.8%), and R-BERT (+0.5%, +1.0%, +0.7%) on three different target domains. It is worthy of noting that our improvements over three backbones (including R-BERT) are statistically significant on all generalization tests. In contrast, two baselines GYC and COSY only get very small improvements or even decrease the performance of backbones in some cases. All these clearly prove that our method can enhance the robustness of backbone methods with the generated counterfactuals.

6.4 Case Study

To have a close look, we select two samples from SemEval for case study and present results by different models in Table 3. RM/REP-CT deletes the important preposition ‘from’ to change the label and results in an incomplete sample. CounterfactualGAN employs an adversarial attack method. Its generated ‘sleep’ is ungrammatical and the sample is low-quality as it is inconsistent with the flipped label. GYC and CLOSS generate the counterfactual with a specified target label and the substitution tends to be common words in the specified class like ‘community’, which makes the sentence unreadable. Moreover, the word ‘almost’ identified by GYC is out of the scope of two entities and is not a causal feature.

Overall, the results by other methods are very uncontrollable, and it is easy for them to generate sentences with semantic or syntactic errors. In contrast, our model not only identifies the correct causal features, but also produces human-like counterfactuals, which can force the classifier to better distinguish between causation and confounding.

7 Conclusion

In this paper, we introduce the problem of automatic counterfactual generation into the RE task. We aim to produce
the most human-like, i.e., grammatically correct and semanti-
cally readable, counterfactuals, while keeping the entities un-
changed. To this end, we design an entity-centric framework
which employs semantic and syntactic dependency graphs
and exploits two topological properties in these two graphs to
first identify and then intervene on contextual casual features
for entities. Extensive experimental results on four datasets
prove that our model significantly outperforms the state-of-
the-art baselines, and is more effective for alleviating spuri-
ous associations and improving the model robustness.
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