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Abstract We construct semiglobal singular spacetimes for the Einstein equations coupled to a massless scalar field. Consistent with the heuristic analysis of Belinskii, Khalatnikov, Lifshitz or BKL for this system, there are no oscillations due to the scalar field. (This is much simpler than the oscillatory BKL heuristics for the Einstein vacuum equations.) Prior results are due to Andersson and Rendall in the real analytic case, and Rodnianski and Speck in the smooth near-spatially-flat-FLRW case. Similar to Andersson and Rendall we give asymptotic data at the singularity, which we refer to as final data, but our construction is not limited to real analytic solutions. This paper is a test application of tools (a graded Lie algebra formulation of the Einstein equations and a filtration) intended for the more subtle vacuum case. We use homological algebra tools to construct a formal series solution, then symmetric hyperbolic energy estimates to construct a true solution well-approximated by truncations of the formal one. We conjecture that the image of the map from final data to initial data is an open set of anisotropic initial data.

Keywords general relativity · scalar field · symmetric hyperbolic systems · FLRW · Kasner metric · BKL conjectures · graded Lie algebra · filtration · associated graded · Maurer Cartan elements · homological algebra · Rees algebra

Contents

1 Introduction ........................................ 2
2 Preliminaries ....................................... 9
3 Two semiglobal theorems for symmetric hyperbolic systems ............... 10
4 The Maurer-Cartan formulation of the Einstein equations .................. 17
5 The BKL filtration and its Rees algebra ................................ 23
6 $MC(\alpha)$ elements, leading term ................................ 24
7 $MC(\beta)$ elements, formal solutions ................................. 29

Andrea Nützi, ETH Zurich, E-mail: andrea.nuetzi@math.ethz.ch
Michael Reiterer, Hebrew University of Jerusalem, E-mail: michael.reiterer@protonmail.com
Eugene Trubowitz, ETH Zurich, E-mail: eugene.trubowitz@math.ethz.ch
1 Introduction

The Einstein equations for a Lorentzian metric coupled to a real scalar field are

$$\text{Ric}_g = 2d\phi \otimes d\phi$$
$$\Box_g \phi = 0$$  \hspace{1cm} (1)

Belinskii and Khalatnikov [2] developed the heuristics for a class of solutions with a spacelike singularity along which curvature invariants diverge. This requires $\phi \neq 0$. The heuristics are much simpler than for vacuum, $\text{Ric}_g = 0$, which are oscillatory according to Belinskii, Khalatnikov and Lifshitz [1].

Andersson and Rendall [4] rigorously constructed a large class of real analytic solutions to (1) implementing the non-oscillatory heuristics, using Fuchsian systems. By a different approach, Rodnianski and Speck [6,7] constructed smooth solutions to (1) and in particular they showed that the class contains an open ball of initial data in some gauge; the results are for near-spatially-flat Friedman-Lemaitre-Robertson-Walker or FLRW spacetimes and the spatial topology is a torus $\mathbb{T}^3$. A key difference is that Andersson and Rendall give asymptotic data at the singularity (final data) and solve the equations away from the singularity, whereas Rodnianski and Speck give initial data along a spacelike hypersurface and solve the equations towards the singularity. It is possible that both approaches can be pushed further in the context of the Einstein equations with scalar field: [4] to include smooth spacetimes using energy estimates, and [6, 7] to construct solutions that are not necessarily near isotropic.

The present paper could roughly be seen as pushing the final data perspective of [4] further. The solutions we construct are generally not real analytic or near isotropic. Actually, our approach is more suited to anisotropic elements, see Remark 1. We construct a large class of smooth solutions on semiglobal domains

$$[0, \infty) \times M^3$$

where $M^3$ is a parallelizable closed 3-manifold, for instance the sphere $S^3$ or the torus $\mathbb{T}^3$. The spatial topology is actually not very important because all solutions constructed here have particle horizons, see Figure 1\textsuperscript{4}. The time coordinate $\tau \in [0, \infty)$ is

\textsuperscript{1} A discussion of difficulties encountered when extending this to smooth solutions is in [5].
\textsuperscript{2} Perhaps a careful examination of the constants in the estimates in [6,7], and small adaptations, would show that this approach is not in a significant sense limited to solutions that are nearly isotropic. In [6] the deviation from being isotropic shows up, in particular, in the traceless part of the second fundamental form of level sets of the time function, and this is zero in the isotropic case.
\textsuperscript{3} Both [4] and [6] also deal with the stiff fluid equations, $\text{Ric}_g = 2v \otimes v$ for a one-form $v$. Usually $v$ is required to be future timelike. A scalar field solution yields a stiff fluid solution with $v = d\phi$.
\textsuperscript{4} Therefore using the finite speed of propagation theorem for hyperbolic equations one can extract various kinds of statements that are local in space.
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Fig. 1: Shown is the domain $[0, \infty) \times U$ where $U \subseteq M^3$ is a small patch of space. An important property of all spacetimes constructed in this paper is that they have particle horizons. This is indicated by the trapezoidal domain which is causally independent from its complement going away from the singularity, meaning final data along the top of the trapezoidal domain, $A$, determines initial data along the bottom of the trapezoidal domain, $B$. Such that there is a curvature singularity at $\tau = +\infty$, but beware that this corresponds to finite proper time. Expansions near the singularity are obtained as part of the construction of these solutions. (A similar technique was used to prove trapped spheres formation [10], simplifying earlier work [8].) Similar to [4] in the real analytic class, we expect that our construction yields an open set of initial data in the smooth class. Whereas [4] count the number of free functions, we show completeness at a formal perturbative level (all formal solutions are obtained up to gauge transformations).

This paper uses the language and algebraic setup developed in [12, 13, 14]. Briefly, our methods are geared towards the vacuum case

$$\text{Ric}_{\Sigma} = 0$$

where the BKL heuristics predict a class of singularities with infinitely many oscillations. From the perspective of mathematics this case is wide open. One can view (1) as training ground to learn from. Another important training ground are oscillatory spatially homogeneous solutions to (2), briefly reviewed in Subsection 1.3.

This introduction contains an informal conjecture (Subsection 1.1), a summary of our main results (Subsections 1.2), and an overview of the BKL heuristics with and without oscillations for general orientation (Subsection 1.3).

1.1 An informal conjecture

To orient the reader, we conjecture what form a strong implementation of the BKL heuristics for (1) could take. On the manifold $[0, \infty) \times M^3$ define:

- The graded Lie algebra in [12] for the Einstein equations extended to include a scalar field, see Section 4. This extended graded Lie algebra is denoted $\mathcal{E}_\Phi$. It is actually a graded Lie algebroid, which encodes its differential geometric nature.
- An increasing $\mathbb{C}^6[3]$-indexed graded Lie algebra filtration of $\mathcal{E}_\Phi$. This filtration from [13] is here extended to include a scalar field, see Section 5. Its associated graded is denoted $\mathcal{A}$. So $\mathcal{A} = \mathcal{P} / s_1 \mathcal{P}$ where $\mathcal{P} \subseteq \mathcal{E}_\Phi[[s]]$ is the Rees algebra.

$^5$ Actually $s = (s_1, s_2, s_3)$, because the filtration is indexed by $\mathbb{N}^3$. We gloss over this in the introduction.
In general, in a graded Lie algebra, a Maurer-Cartan or MC element is an element $x$ of degree one that solves the Maurer-Cartan equation\(^6\)

$$[x, x] = 0$$

In $\mathcal{E}_\Phi$ this is a first order partial differential equation that is hyperbolic (up to gauge transformations) and in this sense a dynamical system. The construction of $\mathcal{E}_\Phi$ is such that nondegenerate elements of $\text{MC}(\mathcal{E}_\Phi)$ are solutions to the Einstein equations (1), see Definition 3 and Lemmas 2, 3. Gauge transformations are indicated by $\sim$.

**Conjecture 1 (Informal)** Scattering at $\tau \to \infty$ from the dynamical system defined by $\mathcal{A}$ to the dynamical system defined by $\mathcal{E}_\Phi$ defines a smooth map

$$U \subseteq \text{MC}(\mathcal{A}) \sim \rightarrow \text{MC}(\mathcal{E}_\Phi) \sim (3)$$

that is a diffeomorphism onto its image in suitable function spaces. The domain of definition $U$ is open and contains the anisotropic spatially homogeneous elements with positive Kasner parameters (Lemma 5 and Definition 8). The nondegenerate elements in the image are semiglobal solutions to (1) with a curvature singularity reached in finite proper time, and with particle horizons.

Scattering means that two dynamical systems have asymptotically the same behavior and therefore locally diffeomorphic solution spaces, typically one simple system and one complicated system\(^7\). In Conjecture 1 the simple system is the one defined by $\mathcal{A}$, because the $\text{MC}(\mathcal{A})$ equations can be solved explicitly\(^8,9\).

Informally, (3) is interpreted as the map from asymptotic final data to initial data. That is, in this paper the $\text{MC}(\mathcal{A})$ elements serve as final data.

1.2 Summary of the main results

Our results are pieces of Conjecture 1. Define as above the graded Lie algebra and filtration on the 4-dimensional domain $[0, \infty) \times M^3$. We use a subspace $\mathcal{A}_{\text{gauged}} \subseteq \mathcal{A}^1$ respectively an affine shift $\mathcal{A}_{\text{affine gauged}} \subseteq \mathcal{A}^1$ as a gauge, that imposes fiberwise linear constraints on frame and connection, see Definition 7. Partial justification for this gauge is contained in b) below.

---

\(^6\) This equation is better known in another branch of mathematics, namely the study of deformations of algebraic structures. Quoting [11]: ‘Our basic observation is that a wide class of algebraic structures on a vector space can be defined by essentially the same equation in an appropriate graded Lie algebra. Among the structures thus obtained are Lie algebras, associative algebras, commutative and associative algebras, extensions of algebras (of any of the above types), and representations of algebras.’

\(^7\) For instance, in classical mechanics, a system of free particles and a system with short range interactions. For a discussion of scattering in the context of PDE, though not gauge theories, see [16].

\(^8\) The $\text{MC}(\mathcal{A})$ equations are related to equations in the BKL literature called velocity-term-dominated or VTD. However note that $\mathcal{A}$ is a more comprehensive object because it is a graded Lie algebra.

\(^9\) The nonlinear constraint equations can be analyzed in perturbative regimes, see Appendix A.
Theorem 1 (Summary) Let $M^3 = \mathbb{T}^3$. Let

$$\text{MC}(\mathcal{A})^+_{\text{gauged}} \subseteq \text{MC}(\mathcal{A}) \cap \mathcal{A}_{\text{affine gauged}}$$

be elements with positive Kasner parameters. See Definitions 9, 12. Then

a) Final data and asymptotic constraints: The elements in $\text{MC}(\mathcal{A})^+_{\text{gauged}}$ are in one-to-one correspondence with the solutions to an underdetermined system of first order differential equations on $M^3$ that play the role of asymptotic constraint equations. See Lemma 8. A description of the space of solutions near anisotropic spatially homogeneous elements is in Appendix A.

b) Formal solutions: There is a smooth map

$$S_{\text{formal}} : \text{MC}(\mathcal{A})^+_{\text{gauged}} \to \text{MC}(\mathcal{P})$$

that is right inverse to the canonical map $\pi : \text{MC}(\mathcal{P}) \to \text{MC}(\mathcal{A})$. This means that there are no obstructions to extending any given element of $\text{MC}(\mathcal{A})^+_{\text{gauged}}$ to a formal power series solution. See Theorem 4. Formal completeness holds for anisotropic elements $x \in \text{MC}(\mathcal{A})^+_{\text{gauged}}$ in the sense that the $S_{\text{formal}}$-induced map

$$\text{MC}(\mathcal{A}[[s]]) \cap (x + s\mathcal{A}_{\text{gauged}}[[s]]) \to \frac{\pi^{-1}\{x\}}{\exp(s\mathcal{P}_0)}$$

is surjective. In this sense one gets all formal solutions. See Lemmas 7 and 10.

c) Actual solutions: There is a map

$$S : U \subseteq \text{MC}(\mathcal{A})^+_{\text{gauged}} \to \text{MC}(\mathcal{E}_\Phi)$$

where $U$ encodes smallness conditions (see the hypotheses of Theorem 5, Remark 10) but contains all spatially homogeneous elements with positive Kasner parameters (Lemma 5); for every $x \in U$ the corresponding $y = S(x)$ is asymptotic, as $\tau \to \infty$, to $x$ with $s_1 = s_2 = s_3 = 1$; the element $y$ corresponds to a smooth metric and scalar field that solve (1), with curvature singularity in finite proper time, and particle horizons. See Theorem 5 and Remark 10.

The assumption $M^3 = \mathbb{T}^3$ is for simplicity, most statements in the paper are for general $M^3$. The theorems where we analyze symmetric hyperbolic equations, in Section 3, are for $\mathbb{T}^3$ only for convenience so that one has a global coordinate system.

Here are further comments about the statements in the theorem:

b) A key step for formal completeness is the realizability of the gauge – every MC element in $x + s\mathcal{A}[[s]]$ has a representative in $x + s\mathcal{A}_{\text{gauged}}[[s]]$. This is a post hoc justification of the definition of $\mathcal{A}_{\text{gauged}}$ in the context of formal solutions. Note that the homological language allows for a natural formulation of completeness.

c) This existence statement for smooth solutions uses symmetric hyperbolic gauges from [12], extended to the scalar field in Section 4, making energy estimates available which are indispensable for hyperbolic equations.

Note for comparison that [6, 7] use a gauge where the equations are not purely hyperbolic. Their motivation is to make a construction where the singularity ends up automatically, and not by a post hoc coordinate transformation, along a coordinate level set of a time coordinate $t$. The situation in this paper is different since we only solve the equations away from the singularity. (The discussion in Section 9 proposes using separate gauges for low frequencies and late times versus high frequencies and early times.)
We expect that $S$ is smooth and that $S_{\text{formal}}$ is obtained by differentiating $S$, but we do not prove this. We expect that $S$ satisfies a completeness statement, in the sense of an open set of initial data, see Section 9 for comments about this.

Remark 1 (Anisotropy assumption) Some of our results are only for fully anisotropic elements, see Definition 8. No attempt is made to get rid of this assumption because our interest is vacuum where the BKL heuristics are inherently anisotropic, and the filtration that we use is designed for this. The distinction is relevant because we use a conformally orthonormal frame, and only the anisotropic case picks a distinguished frame. To make this more concrete, every real symmetric $n \times n$ matrix is diagonalizable meaning the map $O(n) \times \mathbb{R}^n \to \text{Sym}_n, (R, (\lambda_1, \ldots, \lambda_n)) \mapsto R \text{diag}(\lambda_1, \ldots, \lambda_n) R^T$ is surjective, but its Jacobian is invertible if and only if the $\lambda_i$ are pairwise different. We expect that the methods can be extended to the isotropic case, with technical modifications.

We expect that the tools used to formulate and prove this theorem, in particular the filtration from [13], are suitable also for the oscillatory vacuum case, see [13,14] for results at the formal level for a single bounce.

Remark 2 One could ask if the formal series solutions we construct (MC($\mathcal{P}$) elements) actually converge for real analytic MC($\mathcal{A}$) + gauged elements, which would be an alternative to [4] for real analytic solutions. We have not investigated this.

1.3 Review of some BKL heuristics

Here we use the proper time coordinate $t$ and we say in due course how this relates to the BKL time coordinate $\tau$. This review is organized around Table 1.

| equation (1), with $\phi \neq 0$ | equation (2), vacuum |
|---------------------------------|----------------------|
| spatially homogeneous | oscillatory |
| non-oscillatory | discussed below |
| oscillatory | [9, 19, 20, 21, 22, 23] |
| no symmetry | oscillatory |
| non-oscillatory | [4, 6, 7] and this paper |
| oscillatory | wide open (but see [13,14]) |

Table 1: The BKL heuristics and a selection of rigorous work. Spatially homogeneous refers to a metric $-(dt)^2 + h_t$ where $h_t$ is a $t$-dependent left invariant metric on a semisimple 3-dimensional Lie group; the Einstein equations reduce to ordinary differential equations in this case. Non-oscillatory means that singularities are Kasner-like whereas oscillatory means that singularities are, according to BKL heuristics, only intermittently Kasner-like.

Begin in the upper left entry of Table 1. For concreteness consider metrics on $(t-,t+) \times S^3$ where the 3-sphere is viewed as a Lie group. The simplest example are isotropic metrics, also known as Friedman-Lemaître-Robertson-Walker metrics,

$$-(dt)^2 + a(t)^2 g_{S^3}$$

with past and future curvature singularities at $t_{\pm}$. The solution is in Figure 2 and satisfies $a(t) \sim |t - t_{\pm}|^p$ as $t \to t_{\pm}$ with $p = \frac{1}{4}$. To understand the causal structure near
it suffices to look at the conformal class of the metric. In this particular case one can compactify using a new time coordinate \( s = |t - t_+|^2/3 \). The conformal metric extends smoothly to \( s = 0 \) hence the boundary at \( t_+ \) is a 3-sphere whose points are causally disconnected, one says that there are particle horizons\(^1\).

![Fig. 2: The metric (4) solves the Einstein equations (1) when, up to translations and scaling, \( a_i(t) \cosh(s)^{-3/2} ds = \cosh(t)^{-1/2} \). This function satisfies \( a u'' + 2(a')^2 = -\text{const} \).](image)

Still in the upper left entry of Table 1, consider now anisotropic metrics

\[
-(dt)^2 + \sum_{i=1}^3 a_i(t)^2 \omega_i \otimes \omega_i
\]  

where \( \omega_i \) is a standard frame of left-invariant one-forms on \( S^3 \), so \( d\omega_i = \omega_{i+1} \wedge \omega_{i+2} \) with \( i \in \mathbb{Z}/3\mathbb{Z} \). The Einstein equations (1) are ordinary differential equations for \( a_1, a_2, a_3 \) and their derivatives\(^12\). A typical solution is in Figure 3 with some oscillations in the bulk – note that we do not refer to such solutions as oscillatory because there are only a finite number of oscillations – but simple limiting behavior

\[
a_i(t) \sim |t - t_\pm|^P_i,
\]

as \( t \to t_\pm \) for some \( 0 < P_i^\pm < 1 \) with \( P_1^+ + P_2^+ + P_3^+ = 1 \). The analysis in this paper includes such solutions as a special case, but only intervals near \( t_+ \), not the oscillations in the bulk (\( t_- \) is analogous). Near \( t_- \) and near a point of \( S^3 \), they are well approximated, in local coordinates, by the Kasner metric, have particle horizons and a curvature singularity.

**Remark 3 (Kasner metric)** The Kasner metric on \((-\infty, t_+) \times \mathbb{R}^3 \) (or \( \times S^3 \)) is

\[
-(dt)^2 + \sum_{i=1}^3 |t - t_\pm|^{2P_i}(d\xi_i)^2
\]

with \( P_i \in \mathbb{R} \) and \( P_1 + P_2 + P_3 = 1 \). It solves (1) for some real scalar field \( \phi \) if and only if \( P_2 P_3 + P_3 P_1 + P_1 P_2 \geq 0 \), and (2) if and only if equality holds. The scalar field crucially allows having \( P_1, P_2, P_3 > 0 \). We are interested in the curvature singularity at \( t \uparrow t_+ \). If \( P_1, P_2, P_3 < 1 \) then the boundary at \( t_+ \) is an \( \mathbb{R}^3 \) (or \( S^3 \)) whose points are causally disconnected. The same solution is given, using another time coordinate, by

\[
-e^{-2(P_1^1 + P_2^2 + P_3^3)}(d\tau)^2 + \sum_{i=1}^3 e^{-2P_i^i}(d\xi_i)^2
\]

\(^1\) A more precise discussion uses the concept of a ‘past indecomposable set’ in the literature.

\(^2\) There is no constraint equation but a constraint inequality. Note that the effect of the scalar field in (1), compared to vacuum (2), is that the Ricci curvature component \( \text{Ricc}_{ij}(\partial_i, \partial_j) \) needs only be non negative.

\(^3\) The Kretschmann curvature invariant is a constant times \( |t - t_+|^{-4} \). There is a transitive action of \( \mathbb{R} \times \mathbb{R}^2 \) as a group of global conformal isometries, so the Kretschmann scalar and all other curvature scalars are determined up to an overall constant by this action.
Fig. 3: A typical anisotropic spatially homogeneous solution (5) of (1) in proper time $t$, with finitely many oscillations (this is clearer in Figure 4) but Kasner-like behavior near $t\pm$. The image was generated using a numerical solver for ordinary differential equations. It would not be difficult to prove the behavior seen in such a numerical solution.

where $P_i = p_i/(p_1 + p_2 + p_3)$. The Kasner spacetime can alternatively be presented as a Maurer-Cartan element in the graded Lie algebra $\mathfrak{q}$, see Remark 4.

It is very useful to change coordinates to push $t = t\pm$ to points at infinity, $\tau = \pm \infty$. Among the infinitude of choices, a distinguished choice is

$$\frac{dt}{d\tau} = a_1a_2a_3$$

The superficial reason is that instead of Figure 3 we get Figure 4. More importantly, as BKL noticed, various leading terms become hyperbolic trigonometric functions of the time coordinate $\tau$. With reference to Figure 4, the large positive $\tau$ tail is given by a converging power series

$$a_1, a_2, a_3 \in \mathbb{R}[[e^{-p_1\tau}, e^{-p_2\tau}, e^{-p_3\tau}]]$$

(7)

We sometimes refer to $\tau$ as BKL time. The time function $\tau$ used in this paper reduces to this one in the spatially homogeneous case.

Fig. 4: The solution in Figure 3 relative to BKL time $\tau$.

The upper right entry in Table 1 refers to the vacuum equations (2). There are no isotropic solutions (4) on an interval times $S^3$. Consider instead anisotropic metrics (5). The heuristics of BKL and Misner [1,3] predict complicated oscillations that never stop; the spacetime becomes singular at a finite time $t\pm$ but only after infinitely many oscillations. The Kasner metric is only intermittently a good approximation: the only-approximately-defined parameters $P_1, P_2, P_3$ jump countably many times$^{14}$.

A substantial portion of these heuristics were made rigorous in [9]:

---

$^{14}$ Two positive and one negative. Note that there are Kasner metrics for vacuum with two positive and one negative $p_i$, but this situation is unstable under perturbing $\mathbb{R}^3$ as a Lie group into $S^3$. The instability leads to a transition (called BKL bounce) from one Kasner-like interval to the next.
A large class of semiglobal oscillatory solutions was constructed, up to $t_+$.

It was shown that these solutions have particle horizons.

A key tool in [9] are Poincare sections to construct a discrete dynamical system of partially defined Poincare maps. The Poincare map is constructed by shadowing explicit approximate solutions. Iterating the partially defined Poincare maps requires care because part of this discrete dynamical system behaves like the Gauss map for continued fractions, and only succeeds because there is another emerging small parameter – the bounces become more and more pronounced. Other interesting rigorous work related to this case includes [17, 18, 19, 20, 21, 22, 23].

The lower left entry of Table 1 is the topic of this paper and requires solving the partial differential equations (1). The BKL heuristics are non-oscillatory and qualitatively like in the upper left entry of Table 1. We employ expansions similar to (7) to implement Theorem 1b but $p_1, p_2, p_3$ are now functions of space and the coefficients are functions of space and polynomial in $\tau$, roughly corresponding to logarithms for proper time. Such expansions diverge in general, and we make energy estimates to construct actual solutions, implementing Theorem 1c).

The lower right entry of Table 1 for vacuum (2) motivates this endeavor. It remains to be seen if the oscillatory BKL heuristics will hold up. If they do, the formulation of a theorem is likely to be subtle. It seems essential that there be particle horizons to allow a local-in-space analysis, and it is encouraging that particle horizons appear in all cases discussed above including the oscillatory spatially homogeneous case [9]. We speculate that a successful approach to this problem will involve:

- The construction of a partially defined infinite-dimensional discrete dynamical system, using shadowing. This will require energy estimates.
- For shadowing, the construction of explicit leading terms for one BKL bounce.
- Control of the first derivative of the partially defined discrete dynamical system, because the inverse function theorem requires this.
- An algebraic framework that is flexible and provides enough language to be able to change between different gauges, because a single gauge will not do.

Shadowing is used, in a simpler context, in [9]. A leading term for one BKL bounce is in [13], and this extends to formal power series solutions [14]. The MC formulation of the Einstein equations in [12] makes homological algebra language available that is very suited to discussing gauge freedom, and quadratic equations.

2 Preliminaries

\textit{Notation.} Let $\mathbb{N} = \{0, 1, 2, \ldots\}$ be the non-negative integers; $\mathrm{End}(\mathbb{R}^n)$ the vector space of $n \times n$ matrices; $\mathrm{Sym}_n$ the vector space of real symmetric matrices.

---

15 This is closely related to the appearance of denominators $1/(n_1p_1 + n_2p_2 + n_3p_3)$ in formal series solutions in the present paper, with $n_i \in \mathbb{Z}_{\geq 0}$. In the present paper we can take $p_1, p_2, p_3 > 0$ due to the scalar field, but for vacuum one $p_i$ is negative and one is faced with a small denominator problem. Actually there are even zero denominators at points where there are linear dependencies over the positive rationals among the $p_i$. 

Domain. Sometimes we write $N$ for the spatial dimension, though the application will be to $N = 3$. Instead of $[0, \infty) \times M^N$ we sometimes work on $[0, \infty) \times \mathbb{T}^N$ for simplicity where the notation for partial derivatives is more straightforward.

Graded Lie algebra. A real gLa $[11]$ is a real vector space $g = \bigoplus_{i \in \mathbb{Z}} g^i$ with an $\mathbb{R}$-bilinear bracket $[-,-] : g^i \times g^j \rightarrow g^{i+j}$ that satisfies $[x,y] = - (-1)^{xy}[y,x]$ and

$$[x, [y, z]] + (-1)^{x+y}[y, [z, x]] + (-1)^{z+x}[z, [x, y]] = 0$$

(8)

Maurer-Cartan elements. The set of Maurer-Cartan elements in a gLa $g$ is

$$\text{MC}(g) = \{ u \in g^1 \mid [u, u] = 0 \}$$

Associated to every MC element is a differential $d = [u, -] \in \text{End}^1(g)$, so $d^2 = 0$.

Cyclic summation. We say a triple $(i, j, k)$ is cyclic if it is in the set

$$C = \{(1,2,3), (2,3,1), (3,1,2)\}$$

(9)

3 Two semiglobal theorems for symmetric hyperbolic systems

This section is logically self-contained and not specific to general relativity. It contains two abstract theorems for semiglobal solutions to quasilinear partial differential equations. They are only applied in Section 8.

3.1 Preliminaries

Let $N \geq 1$ be an integer. Throughout Section 3 we are on

$$\Omega = [0, \infty) \times \mathbb{T}^N$$

with coordinates denoted $\xi = (\tau, x)$

Standard partial derivatives are denoted $\partial_\mu$, where $\partial_0$ and $\partial_1, \ldots, \partial_N$ are derivatives with respect to $\tau$ and $x$ respectively. If $\alpha \in \mathbb{N}^{1+N}$ then $\partial^\alpha$ is the corresponding higher partial derivative; this includes time derivatives. If $u = u(\xi)$ then $\|u\|_{L^p}$ is the $L^p$-norm over $\Omega$, whereas $\|u\|_{L^p}$ is the $L^p$-norm over $\mathbb{T}^N$ and the result still depends on $\tau$. It is always understood that $\mu = 0\ldots N$ whereas $\alpha \in \mathbb{N}^{1+N}$.

3.2 A square system

A square system is one with as many equations as unknowns. The system discussed here, (11a), is chosen to suit the non-square system in Subsection 3.3.

Theorem 2 (Square system on a semiglobal domain) Given five real constants

$$1 < q < Q \quad 0 < Qz < Z \quad b > 0$$

(10)

Given a spatial dimension $N \geq 1$ and another integer $n \geq 1$. Given
Semiglobal non-oscillatory big bang singular spacetimes for the Einstein-scalar field system

\[
A^\mu \in \text{Hom}(\mathbb{R}^n, \text{Sym}_n) \text{ and } B \in \text{Hom}(\mathbb{R}^n \otimes \mathbb{R}^n, \mathbb{R}^n) \text{ with } B \text{ symmetric}^{16}.
\]

Then there exist \( \varepsilon > 0 \) and \( C > 0 \)\(^{17} \) such that for all \( 0 < \delta \leq \varepsilon \) and all

\[
a^\mu \in C^\infty(\Omega, \text{Sym}_n) \text{ and } L \in C^\infty(\Omega, \text{End}(\mathbb{R}^n)) \text{ and } F \in C^\infty(\Omega, \mathbb{R}^n)
\]

if\(^{18} \)

\begin{align}
\text{(a1) } & a^\mu, L, F \text{ and all their derivatives of all orders are bounded on } \Omega, \\
\text{(a2) } & a^{-1} \leq a^0 \leq q \text{ on } \Omega, \\
\text{(a3) } & \|L\|_{L^\infty} \leq \varepsilon. \text{ The pointwise norm is the operator norm on End}(\mathbb{R}^n). \\
\text{(a4) } & \|\partial a\|_{L^\infty} \leq \varepsilon, \\
\text{(a5) } & \lim_{\tau \to \infty} \|\partial a\|_{L^\infty} = 0, \\
\text{(a6) } & \|\partial^2 a\|_{L^\infty} \leq b \text{ for } 2 \leq |\alpha| \leq N + 3, \\
\text{(a7) } & \|\partial^2 L\|_{L^\infty} \leq b \text{ for } 1 \leq |\alpha| \leq N + 3, \\
\text{(a8) } & \|\partial^2 F\|_{L^\infty} \leq \delta e^{-\varepsilon \tau} \text{ for } |\alpha| \leq N + 3, \\
\text{(a9) } & \|\partial^2 F\|_{L^\infty} = O(e^{-\varepsilon \tau}) \text{ as } \tau \to \infty \text{ for all } \alpha.
\end{align}

then there exists a unique \( u \in C^\infty(\Omega, \mathbb{R}^n) \) that satisfies, abbreviating \( u = u(\xi) \),

\[
(a^\mu(\xi) + A^\mu(u)) \partial_{\mu} u + L(\xi) u + \frac{1}{2} B(u, u) + F(\xi) = 0 \tag{11a}
\]

\[
Q^{-1} \leq a^0(\xi) + A^0(u) \leq Q \text{ on } \Omega \tag{11b}
\]

\[
\sup_{|\alpha| \leq 1} \|\partial^\alpha u\|_{L^\infty} \leq \delta e^{-\varepsilon \tau} 	ag{11c}
\]

\[
\|\partial^\alpha u\|_{L^\infty} = O(e^{-\varepsilon \tau}) \text{ as } \tau \to \infty \tag{11d}
\]

For uniqueness, one does not need \( q, b, \delta \) and one can drop (a2), (a4), (a6), (a7), (a8), (a9) and (11c). No constants \( \varepsilon \) and \( C \) are produced in this case.

Equation (11a) being quasilinear, we make assumptions and draw conclusions to keep the causal structure intact, see (a2) and (11b). The theorem says that, modulo all other assumptions, the size of the solution \( u \) is linear in the size of the inhomogeneity \( F \), see (a8) and (11c), and this is the purpose of \( \delta \). The uniqueness claim is not optimal; one can state weaker conditions that single out this solution. Another improvement would be to state smoothness properties of the map \( (a, A, L, B, F) \mapsto u \).

**Proof (Uniqueness)** This is an opportunity to recall energy estimates. Suppose \( u_1, u_2 \) are two solutions. Then \( U = u_1 - u_2 \) satisfies the linear homogeneous

\[
(a^\mu(\xi) + A^\mu(u_1)) \partial_{\mu} U = -L(\xi) U - \frac{1}{2} B(u_1 + u_2, U) - A^\mu(U) \partial_{\mu} u_2 \tag{12}
\]

and \( \|U\|_{L^\infty} = O(e^{-\varepsilon \tau}). \) We must show \( U = 0 \). Parse (12) as \( w^\mu(\xi) \partial_{\mu} U = l(\xi) U \) with \( w^\mu \in C^\infty(\Omega, \text{Sym}_n) \), \( l \in C^\infty(\Omega, \text{End}(\mathbb{R}^n)) \). Set \( j^\mu = U^I w^\mu U \). Then \( \partial_{\mu} j^\mu = U^I JU \) where \( J = \partial_{\mu} w^\mu + I^I \), and this crucially relies on the \( w^\mu \) being symmetric. Apply

\footnote{For all \( u, v \in \mathbb{R}^n \) we abbreviate \( B(u, v) = B(u \otimes v) \in \mathbb{R}^n \). Symmetry means \( B(u, v) = B(v, u) \).}

\footnote{It is understood from the formulation of the theorem, in particular the order in which logical quantifiers appear, that \( \varepsilon \) and \( C \) can only depend on the data already mentioned.}

\footnote{Statements (a4), (a5), (a6), (a7), (a8), (a9) require a component-wise norm. It is understood that this must be fixed before the theorem. The theorem is for all choices. We are more specific in (a3).}
the divergence theorem to \( j^\mu \) on the portion of \( \Omega \) that lies between \( \tau \in [\tau_0, \tau_1] \) for some \( 0 \leq \tau_0 < \tau_1 < \infty \). Abbreviating \( E(\tau) = \int_{\tau_0}^{\tau_1} dx f^\mu \) we obtain
\[
-E(\tau_0) + E(\tau_1) = \int_{\tau_0}^{\tau_1} d\tau \int_{\tau_0}^{\tau_1} dx UTJU
\]
Differentiate this identity to get
\[
-\frac{d}{d\tau} E \leq \int_{\tau_0}^{\tau_1} dx |UTJU|.
\]
Therefore, using (11b),
\[
E(\tau_0) \leq E(\tau_1) \exp(\int_{\tau_1}^{\tau_0} d\tau Q\|J\|_{L^2})
\]
using the operator norm for \( J \) as in (a3). Tracking back the definitions of \( J \), \( w \) and \( l \) and using (a3) and \( \|L\|_{L^\infty} = \|L^T\|_{L^\infty} \) and (a5) and \( Q_2 < Z \) we get \( \limsup_{\tau \to \infty} Q\|J\|_{L^2} < 2Z \). The decay of \( \|U\|_{L^\infty} \) implies \( E(\tau) = O(e^{-2\tau}) \). Letting \( \tau_1 \to \infty \) in (13), we get \( E(\tau_0) = 0 \) for all \( \tau_0 \), therefore \( U = 0 \).
\( \square \)

Proof (Existence) Rather than providing a formula for \( \epsilon \) upfront, we make smallness assumptions as we go, only finitely many, and only admissible ones, so depending only on things that \( \epsilon \) is allowed to depend on.

It suffices to prove the theorem under the additional hypothesis that \( F \) has compact support, meaning it vanishes for large \( \tau \), if we also prove in this case that, everything else being the same, the map \( F \to u \) satisfies the following supplement: For all series \( (\delta_k) \) there exists a series \( (C_k) \) such that for all \( F \) if \( \|\partial^a F\|_{L^\infty} \leq \delta_k e^{-2\tau} \) then \( \|\partial^a u\|_{L^\infty} \leq C_k \). These are variants of (a9), (11d).

The reduction to this case goes as follows. Given \( F \) without support condition, set \( F_0 = \chi(\tau - s)F \), for some universally fixed \( \chi \in C^\infty(\mathbb{R}) \) equal to one on \((-\infty, -1]\) and equal to zero on \([1, \infty) \). The reduction requires making \( \epsilon \) smaller once and \( C \) bigger once, by some fixed factor independent of \( s \), to absorb errors introduced by \( \chi \). (For example, \( F_0 \) satisfies (a8) for some \( \delta \) if \( F \) satisfies (a8) for some \( \delta \).)

The \( F_0 \) do have compact support and so we get solutions \( u_0 \). There is a sequence \( \lim_{n \to \infty} u_n = 0 \) such that \( u = \lim_{n \to \infty} u_n \) exists with uniform convergence of all derivatives on all compact subsets of \( \Omega \), and then has all the desired properties. The \( \{u_n\} \) are constructed using a countable exhaustion of \( \Omega \) by compact sets \( X \) (obtained by truncating \( \Omega \) at different times); the compactness of \( C^{k+1}(X) \to C^k(X) \) for all \( k \); the uniform boundedness of \( \{u_n\} \) in \( C^{k+1}(X) \) by (11d) and crucially the supplement; and a diagonalization argument. This concludes the reduction.

From now on, \( F \) has compact support, so vanishes for \( \tau \geq T \) for some \( T' > 0 \). By local well-posedness for quasilinear symmetric hyperbolic systems [15], with trivial data at time \( \tau = T' \), there exists a \( 0 \leq T < T' \) and a smooth \( u \) on the \( \tau \in (T, \infty) \) portion of \( \Omega \), satisfying (11a), (11b), with \( u \) identically zero for \( \tau \geq T' \), such that:

If \( u \) and all its derivatives of all orders are bounded on \( \tau \in (T, \infty) \), so \( u \) extends smoothly to \( \tau \in [T, \infty) \), and if (11b) is not exhausted on \( \tau \in [T, \infty) \), then \( T = 0 \).

This follows from symmetric hyperbolicity, \( a^\mu(\xi)^\dagger + A^\mu(u) \in \text{Sym}_+ \), since (11b) keeps the causal structure intact. One can conclude \( T = 0 \) under these conditions, using an open-closed argument (bootstrap), since a solution can only fail to admit continuation if a \( C^1 \)-norm diverges [15].

We must prove \( T = 0 \) and the supplement estimates. We derive a-priori estimates, using energy estimates for \( u \) and for its derivatives \( u^\alpha = \partial^\alpha u \). Differentiating (11a),
\[
u^\mu(\xi, u) = l^\alpha(\xi, u^\alpha).
\]
where \( u_{\leq K} = (u_\beta)_{|\beta| \leq K} \) and where
\[
 w^\mu = a^\mu(\xi) + A^\mu(u)
\]
\[
 l_\alpha = -L(\xi)u_\alpha - \sum_{|\beta| \leq |\alpha|} L_{\alpha\beta}(\xi) u_\beta - \frac{1}{2} \sum_{|\beta|+|\gamma| \leq |\alpha|+1} B_{\alpha\beta\gamma}(u, u_\gamma) - F_\alpha(\xi)
\]
By definition, and none of these objects depend on \( u \):
- \( F_\alpha = \partial^\alpha F \in C^0(\Omega, \mathbb{R}^n) \).
- \( L_{\alpha\beta} \in C^0(\Omega, \text{End}(\mathbb{R}^n)) \) comes from \( \partial^\alpha \)-differentiating \( a^\mu(\xi) \partial_\mu u + L(\xi)u \) and then subtracting \( \partial^\mu(\xi) \partial_\mu u + L(\xi)u_\alpha \). By the Leibniz rule, \( L_{\alpha\beta} \) is given by: if \( |\beta| = |\alpha| \), a sum of first derivatives of the \( a^\mu \); if \( |\beta| < |\alpha| \), a sum of derivatives of \( a^\mu \) of order in the interval \( [2, |\alpha|] \) and of derivatives of \( L \) of order in \( [1, |\alpha|] \).
- \( B_{\alpha\beta\gamma} \in \text{Hom}(\mathbb{R}^n \otimes \mathbb{R}^n, \mathbb{R}^n) \) comes from \( \partial^\alpha \)-differentiating \( A^\mu(u) \partial_\mu u + \tfrac{1}{2} B(u, u) \) and then subtracting \( A^\mu(u) \partial_\mu u \).

Set \( j^\mu_\alpha = u_\alpha^\mu w^\mu u_\alpha \). Then \( \partial^\mu_\alpha u_\alpha = j^\mu_\alpha(\partial_\mu w^\mu) u_\alpha + u_\alpha^\mu j^\mu_\alpha + l^\alpha_\mu u_\alpha \) by the symmetry of \( w^\mu \).

Set \( E_\alpha(\tau) = \int_{\mathbb{R}^n} dx j^\mu_\alpha \) which is comparable to the square of the \( L^2 \)-norm of \( u_\alpha \) by (11b). By the divergence theorem,
\[
 -\frac{d}{dt} E_\alpha \leq \int_{\mathbb{R}^n} dx \| \partial^\alpha_\mu j^\mu_\alpha \| \leq \left( \| (\partial_\mu w^\mu) u_\alpha \|_{L^2} + 2 \| l^\alpha_\mu \|_{L^2} \right) Q^{1/2} E_\alpha^{1/2}
\]
using the \( L^2 \)-Cauchy-Schwarz inequality. This implies, denoting \( \epsilon_\alpha = Q^{-1/2} E_\alpha^{1/2} \),
\[
 -\frac{d}{dt} \epsilon_\alpha \leq \frac{1}{2} \| (\partial^\alpha w^\mu) u_\alpha \|_{L^2} + \| l^\alpha_\mu \|_{L^2}
\]
(14a)
Abbreviating \( K = |\alpha| \), and denoting by \( c_K > 0 \) a constant that in addition to \( K \) depends only on the things that also \( e, C \) are allowed to depend on (which includes \( Q, A, B \)),
\[
\| (\partial_\mu w^\mu) u_\alpha \|_{L^2} \leq c_K \| \partial_\mu u \|_{L^2} + c_K S_1 \epsilon_\alpha \leq c_K \| \partial_\mu u \|_{L^2} + c_K S_1 \epsilon_\alpha \leq c_K \| \partial_\mu u \|_{L^2} + c_K S_1 \epsilon_\alpha
\]
\[
 S_1 \leq c_K e_{\leq N+1} + S_1 \leq c_K e_{\leq N+1} + S_1 \leq c_K e_{\leq N+1}
\]
(14b)
where \( e_K = \max_{|\beta| = K} e_\beta \) and similarly \( e_{< K} \) and \( e<K \); and \( S_K = \max_{|\beta| < K} \| u_\beta \|_{L^2} \) and \( U_K = \max_{|\beta| \leq |\alpha| \leq K} \| \partial^\beta_\mu L \|_{L^2} \). In \( \| F_\alpha \|_{L^2} \leq \| F_\alpha \|_{L^2} \leq \| F_\alpha \|_{L^2} \leq \| F_\alpha \|_{L^2} \leq \| F_\alpha \|_{L^2} \leq \| F_\alpha \|_{L^2} \) and the Sobolev inequalities in \( x \) we have exploited boundedness of \( \mathbb{R}^n \). Note that
\[
|\frac{\partial^\alpha w^\mu}{\partial x^\mu} | + 1 > |\frac{\partial^\alpha w^\mu}{\partial x^\mu} | + \frac{1}{2}
\]
The assumptions (a1), (a3), (a4), (a5), (a6), (a7), (a8), (a9) imply:
\[
\| L \|_{L^2} \leq z \quad \| \partial_\mu u \|_{L^2} \leq e \quad U_{N+3} < b \quad \sup_{|\alpha| \leq N+3} \| F_\alpha \|_{L^2} \leq \delta e^{-z} t
\]
\[
\lim_{t \to \infty} \| \partial_\mu u \|_{L^2} = 0 \quad U_K < \infty \quad \| F_\alpha \|_{L^2} = O(e^{-z} t)
\]
(14c)
(14d)
View (14) as a system of differential inequalities for the vector \( (\epsilon_\alpha)_{|\alpha| \leq N+3} \). Namely insert (14b), (14c) into the right hand side of (14a). We claim that it implies
\[
\epsilon_\alpha \leq \delta K^{|\alpha|+1} e^{-z} t \quad \text{for } |\alpha| \leq N + 3
\]
(15)
for $\tau \in (T, \infty)$ provided the constant $R \geq 1$ satisfies, for $K = 0 \ldots N + 3$,
\[ -ZR^{K+1} + \frac{3}{\tau}(\epsilon + c\delta R^{N+4}e^{-Z\tau})R^{K+1} + Q\tau R^{K+1} + cbR^K + c \leq 0 \] (16)
where $c = \max\{c_0, \ldots, c_{N+3}\} > 0$. To see this, define $f_a$ by $e_a = f_a e^{-Z\tau}$. The claim is clearly that the $\tau$-dependent vector $f = (f_a)_{|a| \leq N+3}$ is always in the hypercube $\Pi_{|a| \leq N+3}[0, \delta R^{[a]+1}]$. Note that $f = 0$ for large $\tau$, and the system (14) implies that $f$ cannot leave the hypercube going backwards in $\tau$, since by (16), if $\tau$ ever reaches the boundary, then $-\frac{d}{d\tau}f$ cannot point out of the hypercube.

It suffices that (16) holds in the special case when $\tau = 0$ and $K = 0$, and with $\delta$ replaced by $\epsilon \geq \delta$. Therefore $\frac{3}{\tau}(\epsilon + c\delta R^{N+4}) + \frac{1}{\delta}(b + 1) \leq B$ suffices, where $B = \frac{1}{\epsilon}(Z - QZ) > 0$. This holds with $R = \max\{1, \frac{2}{\epsilon(b + 1)}\}$ and $\epsilon \leq \frac{4B}{(1 + cR^{N+4})}$. They depend only on things that also $\epsilon$ and $C$ may depend on.

Estimates for $(e_a)_{|a| = K}$ for $K > N + 3$ are likewise derived using (14) but now using (14d). The estimates are obtained by induction on $K$. For every $K$, the system of differential inequalities is linear\(^{19}\), of the schematic form
\[ -\frac{d}{d\tau}e_a \leq Q\tau e_a + o(1) 1_{\epsilon K} + O(e^{-Z\tau}) \]
Here $o(1)$ are terms decaying as $\tau \to \infty$; they come from both $\|\partial a\|_{L^\infty}$ and $e_{< K}$. The inhomogeneity comes from $\|F_a\|_{L^\infty}$ and terms controlled inductively and it actually has compact support in $\tau$, however we have written $O(e^{-Z\tau})$ because one has control over the constant, in the context of the supplement. Using $QZ < Z$ once again, one obtains $e_K = O(e^{-Z\tau})$ with control over the constant, as required by the supplement. One concludes that all derivatives of $u$ of all orders are bounded when $\tau \in (T, \infty)$. In particular, $u$ extends smoothly to $\tau \in [T, \infty)$.

We have established (11c) on $\tau \in [T, \infty)$, using (14b), (15) and the admissible $C = cR^{N+2}$. Now (a2), $1 < q < Q$, (11c), $\delta \leq \epsilon$ and an admissible smallness condition on $\epsilon$ imply (11b) without exhaustion on $\tau \in [T, \infty)$. Hence $T = 0$ as desired. \(\square\)

3.3 A non-square system, in Maurer-Cartan form

A non-square is one with not as many equations as unknowns. The system (20a) studied here is the MC equation in a graded Lie algebra, that encodes symmetries and differential identities. The Einstein equations admit such a formulation (Section 4).

**Definition 1 (Axioms for a gLa g with symmetric hyperbolic gauge I)** Here $\Omega \subseteq \mathbb{R}^{1+N}$ with partial derivatives $\partial_\mu$, $\mu = 0 \ldots N$. Suppose $g = \bigoplus_{i \in \mathbb{Z}} g^i$ is a gLa\(^{20}\) with $g^i = C^\infty(\Omega, \mathbb{R}^{n_i})$ where $n_i \in \mathbb{N}$ and $n_1 \geq 1$, and the bracket of $u \in g^i$ and $v \in g^j$ is
\[
[u, v] = A^\mu_{ij}(u)\partial_\mu v - (-1)^j A^\mu_{ji}(v)\partial_\mu u + B_{ij}(u, v)
\]
where
\[
- A^\mu_{ij} \in \text{Hom}(\mathbb{R}^{n_i}, \text{Hom}(\mathbb{R}^{n_i}, \mathbb{R}^{n+j})).
\]
\(^{19}\)For instance $S_{A^\mu_{ij}}$ is bounded in terms of $e_{< K}$, since we have $K > N + 3$.

\(^{20}\)The assumption that $g$ is a graded Lie algebra entails that the graded Jacobi identities (8) must hold. Here they amount to quadratic identities among the $A$ and $B$. 
Given a graded Lie algebra \( g \) as in Definition 1 on \( \Omega = [0, \infty) \times \mathbb{T}^N \). Then there exist \( \varepsilon > 0 \) and \( C > 0 \) such that for all \( 0 < \delta \leq \varepsilon \) and all \( \psi \in g^1 = C^\infty(\Omega, \mathbb{R}^{r_1}) \)
if
\[(b1) \quad \psi \text{ and all its derivatives of all orders are bounded on } \Omega.\]
\[(b2) \quad q^{-1} \leq A^i_1(\psi) \leq q \text{ on } \Omega \text{ for } i = 1, 2. \text{ Notation as in Definition 1.}\]
\[(b3) \quad \|L_\mu(\psi)\|_{L^\infty} \leq \varepsilon \text{ for } i = 1, 2, \text{ where, by definition,}\]
\[L_\mu(\psi) = S_i A^i_1(R_{i-}) \delta_\mu \psi + S_i B_{1i}(R_{i-}, \psi) \in C^\infty(\Omega, \text{End}(\mathbb{R}^{r_2}))\]
The pointwise norm is the operator norm on \( \text{End}(\mathbb{R}^{r_2}) \).
\[(b4) \quad \|\partial(A_1(\psi))\|_{L^\infty} \leq \varepsilon \text{ for } i = 1, 2 \text{ where } A_1 = (A^i_1)_{\mu = 0 \ldots N}.\]
\[(b5) \quad \lim_{\tau \to \infty} \|\partial(A_1(\psi))\|_{L^\infty} = 0 \text{ for } i = 1, 2.\]
\[(b6) \quad \|\partial^\alpha(A_1(\psi))\|_{L^\infty} \leq b \text{ for all } 2 \leq |\alpha| \leq N + 3.\]
\[(b7) \quad \|\partial^\alpha(L_\mu(\psi))\|_{L^\infty} \leq b \text{ for all } 1 \leq |\alpha| \leq N + 3.\]
\[(b8) \quad \|\partial^\alpha(\psi, \psi)\|_{L^\infty} \leq \varepsilon e^{-2\tau t} \text{ for } |\alpha| \leq N + 3.\]
\[(b9) \quad \|\partial^\alpha(\psi, \psi)\|_{L^\infty} \leq \varepsilon e^{-2\tau t} \text{ as } \tau \to \infty \text{ for all } \alpha.\]
then there exists a unique \( u \in C^\infty(\Omega, \mathbb{R}^{r_1}) \) that satisfies, abbreviating \( u = u(\xi) \),
\[(20a) \quad [\psi + R_{1u}, \psi + R_{1u}] = 0\]
\[(20b) \quad Q^{-1} 1 \leq A^i_1(\psi + R_{1u}) \leq Q 1 \text{ on } \Omega\]
\[(20c) \quad \sup_{|\alpha| \leq 1} \|\partial^\alpha u\|_{L^\infty} \leq \varepsilon C e^{-2\tau t} \]
\[(20d) \quad \|\partial^\alpha u\|_{L^\infty} \leq \varepsilon (e^{-2\tau t}) \text{ as } \tau \to \infty\]
\[
\]

\[21 \text{ In particular } S_i R_{i+1} = 0 \text{ and } n_{i+1} = m_i + m_{i+1}.\]
\[22 \text{ They depend only on the data already mentioned. For example, they can depend on all the data in } g.\]
Proof We use Theorem 2 twice, with the parameters in Table 2. The constants produced by the \( i = 1 \) invocation are denoted \( \varepsilon_1 \) and \( C_1 \) (and a look at Table 2 shows that they are allowed to influence our choice of \( \varepsilon \) and \( C \) in Theorem 3); no such constants are produced by the \( i = 2 \) invocation because it only uses uniqueness in Theorem 2.

\[
\begin{array}{|c|c|c|}
\hline
\text{Theorem 2} & i = 1 & i = 2 \text{ (uniqueness only)} \\
\hline
q \cdot Q & q \cdot Q & \text{not needed, } Q \\
\varepsilon \cdot Z & \varepsilon \cdot Z & \frac{1}{2}(z + Z/Q), Z \\
b & b & \text{not needed} \\
\hline
\Omega & A & A \\
& \left( A_{11}(e_i) - \right) & 0 \\
& \delta & \text{not needed} \\
\hline
A^\mu & A^\mu & \text{not needed} \\
& (\psi + \mu) & A^\mu (\psi + \mu) \\
\hline
F & \psi & \psi \\
& S_1(\psi + \mu) & S_1(\psi + \mu) \text{ (21)} \\
& S_2(\psi + \mu) & S_2(\psi + \mu) = 0 \\
\hline
\end{array}
\]

Table 2: The rows up to and including \( F \) are parameters used to invoke Theorem 2. As part of this proof one must check that the partial differential equation (11a) is indeed that in the last row of the table. Of course, this is by design.

Uniqueness follows from uniqueness in Theorem 2 using column \( i = 1 \) of Table 2, since then (11a) is necessary for (20a).

Existence is shown in steps. Apply Theorem 2 using column \( i = 1 \) of Table 2. This yields a \( u \) solving (20) except that only the \( S_1\)-part of (20a) is known to hold. To make sure the assumptions of Theorem 2 hold, one makes the following admissible choices. Require \( \varepsilon \leq \varepsilon_1 \), so (a4) holds. Require \( \varepsilon \leq \varepsilon_1 / J \), and set \( C = JC_1 \) and \( \delta_1 = J\delta \) for some \( J \geq 1 \) that depends only on a norm of \( S_1 \), chosen such that (b8) implies (a8). Since \( 0 < \delta \leq \varepsilon \) we have \( 0 < \delta_1 \leq \varepsilon_1 \) as required. And (11c) now implies (20c).

The exactness of (17), for \( i = 1 \), implies

\[
[\psi + R_1 u, \psi + R_1 u] = R_2 u'
\]

for a unique \( u' \in C^\infty(\Omega, \mathbb{R}^{3^2}) \). The only thing left to show is that \( u' = 0 \). By the \( (g^1)^{00} \in \mathbb{R}^3 \) Jacobi identity, \([\psi + R_1 u, R_2 u'] = 0\). In particular \( S_2[\psi + R_1 u, R_2 u'] = 0 \). Uniqueness in Theorem 2, using column \( i = 2 \) of Table 2, implies \( u' = 0 \) since \( 0 \) is a solution of this linear homogeneous system for \( u' \).

But we must check that all assumptions of the \( i = 2 \) invocation hold: (a1), (a3), (a5) but also (11b), (11d) since, logically, they are also assumptions for uniqueness. Here (a1), (a5) and (11d) are clear. For the others we use the \( i = 2 \) versions of (b2), (b3). For (a3) it suffices that \( \|L_2\|_{L^2} \leq \frac{1}{2}(Z/Q - z) \) where, by definition,

\[
L_2 = S_2 A^\mu (R_2 - \delta_0 \mu R_1 u + S_2 B_{21}(R_2 - \mu R_1 u)
\]

This and (11b) follow from the already established (20c) and \( \delta C \leq \varepsilon C \), by making another admissible smallness assumption about \( \varepsilon \).

\[\square\]
4 The Maurer-Cartan formulation of the Einstein equations

This section contains a reformulation of (1) and (2) that are in no way specific to the BKL problem. We define two real gLa with symmetric hyperbolic gauges:

| graded Lie algebra | Maurer-Cartan equations |
|--------------------|-------------------------|
| $\mathcal{E}$      | Einstein vacuum equations |
| $\mathcal{E}_\Phi = \mathcal{E} \oplus \Phi$ | Einstein equations coupled to a massless scalar field |

They satisfy the axioms in Definition 1, but it is convenient to first introduce more algebraic axioms in Definition 2. The translation back to Definition 1 is in Lemma 1. The construction of $\mathcal{E}$ is given conceptually in [12], some of whose results we use, whereas the extension to $\mathcal{E}_\Phi$ is new. Conceptually, these constructions are functors from a groupoid of rank four vector bundles with conformal inner product to the category of real gLa, but our presentation here will not make this clear and is practical. In particular, we equip all objects with a distinguished basis for later convenience.

For concreteness, in this section

$$\Omega = [0, \infty) \times M^3$$

where $M^3$ is a parallelizable 3-dimensional manifold. We denote by $\partial_0$ the derivative on the first factor, and by $L_1, L_2, L_3 \in \Gamma(TM^3)$ a fixed frame. The presentation in [12] assumes a base manifold diffeomorphic to $\mathbb{R}^4$ for simplicity. The same construction is valid on $\Omega$ with minor modifications when invoking the Poincare lemma. We will point out where such modifications are necessary.

4.1 The module $W$ and its conformal inner product

Set $C^\infty = C^\infty(\Omega, \mathbb{R})$. Note that $\text{Der}(C^\infty)$ is a free $C^\infty$-module, as distinguished basis take $\partial_0, L_1, L_2, L_3$. Let $\theta_0 \ldots \theta_3$ be four symbols and define the free $C^\infty$-module $W = C^\infty \theta_0 \oplus \ldots \oplus C^\infty \theta_3$, the module of sections of a trivial rank four vector bundle.

Endow $W$ with a conformal inner product by declaring that $\theta_0 \ldots \theta_3$ is a conformally orthonormal basis with signature $-+++$. This means that the symmetric $C^\infty$-bilinear map $\langle -, - \rangle : W \times W \to C^\infty$ defined by

$$\langle \theta_i, \theta_j \rangle = \eta_{ij} \quad i, j = 0 \ldots 3$$

(23)

is a representative of the conformal inner product, where $\eta_{ij} = \text{diag}(-1, 1, 1, 1)_{ij}$. Any other representative is given by $f\langle -, - \rangle$ for some $f \in C^\infty$ with $f > 0$. Define the 'future timelike elements' to be

$$W_+ = \{ a^i \theta_i \in W \mid a^i \in C^\infty, \ a^0 > 0, \ \eta_{ij} a^j a^l < 0 \text{ on } \Omega \}$$

The $C^\infty$-exterior algebra $\wedge W$ has rank 16. As distinguished basis we take $\theta_0 \ldots \theta_in$ where $0 \leq i_1 < \ldots < i_m \leq 3$ and $0 \leq m \leq 4$ (we omit $\wedge$ in the notation). Let $\text{Der}(\wedge W)$ be the graded Lie algebra of $\mathbb{R}$-linear graded derivations. In particular, the degree zero
derivations comprise a Lie algebra $\text{Der}^0(\wedge W)$, an element of which is determined by how it acts on the basis elements $\theta_0, \ldots, \theta_3$ and by how it acts as a derivation on $C^\infty$, and this data is not constrained further, hence

$$\text{Der}^0(\wedge W) \cong \text{End}_C(W) \oplus \text{Der}(C^\infty)$$  \hspace{1cm} (24)$$

More generally \cite{23}

$$\text{Der}^i(\wedge W) \cong \text{Hom}_C(W, \wedge^{i+1}W) \oplus (\wedge^i W \otimes_C \text{Der}(C^\infty))$$  \hspace{1cm} (25)$$

and this is a free $C^\infty$-module of rank $4 \binom{4}{i+1} + 4 \binom{4}{i}$. The various bases chosen previously canonically determine a distinguished basis of $\text{Der}(\wedge W)$ via (25).

4.2 Algebroid structure and symmetric hyperbolic gauges

The following will serve as a blueprint for the definitions of $\mathcal{E}$ and $\mathcal{E}_\varphi$.

\textbf{Definition 2 (Axioms for a gLa} $\mathfrak{g}$ \textbf{with symmetric hyperbolic gauge II)} Let $\mathfrak{g}$ be a gLa with the following additional properties and distinguished structures:

\begin{itemize}
  \item Module structure. The gLa $\mathfrak{g}$ is a graded $\wedge W$-module, in particular a $C^\infty$-module through $C^\infty \hookrightarrow \wedge W$. As a $C^\infty$-module it is free.
  \item Algebroid structure. $A \wedge W$-linear map and gLa morphism $\rho : \mathfrak{g} \rightarrow \text{Der}(\wedge W)$, called the anchor, such that for all homogeneous $x, y \in \mathfrak{g}$ and $\omega \in \wedge W$ \cite{24},

$$[x, \omega y] = \rho(x)(\omega)y + (-1)^{\omega x} \omega [x, y]$$

\item Symmetric hyperbolic gauge structure. A free graded $C^\infty$-submodule $\mathfrak{g}_G \subseteq \mathfrak{g}$ such that scalar multiplication by any $w \in W_+ \wedge W$ is an injective map $\mathfrak{g}_G \rightarrow \mathfrak{g}$ and

$$\mathfrak{g} = \mathfrak{g}_G \oplus w\mathfrak{g}_G$$

Further, $C^\infty$-bilinear maps $b^i : \mathfrak{g}_G^i \times \mathfrak{g}_G^{i+1} \rightarrow C^\infty$ such that $b^i(-, w-)|_{\mathfrak{g}_G^i \times \mathfrak{g}_G^0}$ is symmetric for all $w \in W_+$. Furthermore,

$$\mathfrak{g}_G^{i+1} = \ker b^i(\mathfrak{g}_G^i, -)$$  \hspace{1cm} (26)$$

\item Bases and constant coefficients \cite{25}. Both $\mathfrak{g}$ and $\mathfrak{g}_G$ are equipped with an ordered $C^\infty$-basis of homogeneous elements such that the bracket $\mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$, module multiplication $\wedge W \times \mathfrak{g} \rightarrow \mathfrak{g}$, the inclusion $\mathfrak{g}_G \hookrightarrow \mathfrak{g}$, the anchor $\rho$, and the $b^i$, all have constant coefficients. That is, applying them to $C^\infty$-basis elements (or pairs of basis elements) returns an $\mathbb{R}$-linear combination of basis elements.
\end{itemize}

\footnote{This isomorphism, which depends on the basis for $W$, arises as follows. Let $A$ be any unital $C^\infty$-graded commutative algebra. Let $\text{Der}(A)$ be the gLa of $\mathbb{R}$-linear graded derivations, meaning the Leibniz rule is graded. If $A$ is free over $C^\infty$, then there is a split short exact sequence $0 \rightarrow \text{Der}^0(A) \rightarrow \text{Der}(A) \rightarrow A \otimes_{C^\infty} \text{Der}(C^\infty) \rightarrow 0$. Here $\text{Der}^0(A)$ are the $C^\infty$-linear graded derivations. If $A$ is freely generated as a unital $C^\infty$-gca by a graded submodule $S \hookrightarrow A$, then $\text{Der}^0(A) \cong \text{Hom}_C(S, A)$ as graded $C^\infty$-modules.}

\footnote{As usual, a symbol in the exponent of $(-1)$ is a shorthand for the degree of that symbol.}

\footnote{This condition is useful in the present application, but one may want to drop it in other applications.}
Note that $\text{Der}(C^\infty)$ and its dual $\text{Der}(C^\infty)^*$ are respectively the free $C^\infty$-modules of sections of the tangent and cotangent bundles of $\Omega$. Consider the composition:

$$\mathfrak{g}^1 \rightarrow \text{Der}^1(\wedge W) \rightarrow W \otimes_{C^\infty} \text{Der}(C^\infty) \simeq \text{Hom}_{C^\infty}(\text{Der}(C^\infty)^*, W) \quad (27)$$

where the second map from the left is the restriction of a $\text{Der}^1(\wedge W)$ element to a map $\wedge C^\infty \rightarrow W$, which is an element of $W \otimes_{C^\infty} \text{Der}(C^\infty)$. (This is also a special case of (25).) By definition, (27) associates to every element of $\mathfrak{g}^1$ its frame.

**Definition 3 (Nondegenerate frame and conformal metric)** An element of $\mathfrak{g}^1$ is said to be nondegenerate iff its frame (via (27)) is an isomorphism $\text{Der}(C^\infty)^* \simeq W$. Every such element of $\mathfrak{g}^1$ induces a conformal metric on the manifold $\Omega$ via (23).

**Lemma 1 (Translation lemma)** Here $\Omega = [0, \infty) \times \mathbb{T}^3$ and $L_i = \partial_i$ for compatibility with Definition 1. Suppose $g$ is a gLa as in Definition 2, then:

- $g$ satisfies Definition 1, where $N = 3$ and $n_i = \text{rank}_{C^\infty} g_{i}^j$ and $m_i = \text{rank}_{C^\infty} g_{i}^j$, where, using the distinguished bases, the matrix $B_i$ is the injection $g_{i}^j \hookrightarrow g_{i}^j$; the matrix $S_i$ is the bilinear pairing $b^i$ viewed as a map $g^{i+1} \rightarrow (g_{i}^j)^*$; and

$$A^j_{ij}(u)\partial_i f = \rho(u)(f) \quad (28)$$

for all $u \in \mathfrak{g}^1$, $f \in C^\infty$; where the right hand side, nominally in $\wedge^i W$, is here viewed as an element of $\text{Hom}_{C^\infty}(g^i, g^{i+1})$ via module multiplication. The $B_i$ are given by the bracket $g^i \times g^j \rightarrow g^{i+j}$ on basis elements and are extended $C^\infty$-bilinearly.

- For all $u \in \mathfrak{g}^1$, $f \in C^\infty$, if $\rho(u)(f) \in W_+$ then $A^j_{ij}(u)\partial_i f > 0$, pointwise as a symmetric matrix. If $u \in \mathfrak{g}^1$ is nondegenerate then $\omega_{\mu}A^j_{ij}(u) > 0$ for all $\omega \in \text{Der}(C^\infty)^*$ that are future timelike in the sense that they are in $W_+$ via the frame of $u$.

**Proof** In the first claim, the exactness of (17) is by (26) and the rest is clear. In the second claim, note that (27) and (28) imply that $\omega_{\mu}A^j_{ij}(u) : g^i \rightarrow g^{i+1}$ corresponds to module multiplication by an element $w \in W_+$, then use the definition of $S_i$ and $R_i$ and the positivity property of $b^i$.

4.3 Einstein vacuum

Let $\text{CDer}(W) \subset \text{Der}^0(\wedge W)$ be the sub Lie algebra of all $\delta$ that preserve the conformal inner product, meaning there exists an $f \in C^\infty$ such that $\delta(-, -) = (\delta-, -) + (-, \delta-) + f(-, -)$ in $W \times W \rightarrow C^\infty$; this definition does not depend on the choice of a representative of the conformal inner product. Then $\text{CDer}(W)$ is free of rank $7 + 4$, and we use the following distinguished basis (closely related to (24)):

- $\sigma_0, \sigma_1, \sigma_2, \sigma_3, \sigma_{23}, \sigma_{31}, \sigma_{12}$ annihilate $C^\infty$ and $\sigma_0(\theta_3) = \theta_0$ and $\sigma_{ab}(\theta_3) = \eta_{bc}\theta_a - \eta_{ac}\theta_b$. We abbreviate $\sigma_1 = \sigma_{01}$ and $\sigma_2 = \sigma_{02}$ and $\sigma_3 = \sigma_{03}$.
- $\partial_0, L_1, L_2, L_3$ which are derivations on $C^\infty$ are extended to annihilate $\theta_0 \ldots \theta_3$. This is a basis-dependent injection $\text{Der}(C^\infty) \hookrightarrow \text{CDer}(W)$. 

Set \( \mathcal{L} = \wedge W \otimes_{\mathcal{C}} \text{CDer}(W) \) and define the bracket

\[
[\omega \delta, \omega' \delta'] = \omega \omega' [\delta, \delta'] + \omega \delta (\omega') \delta' - \delta' (\omega) \omega' \delta
\]  

(29)

for all \( \omega, \omega' \in \wedge W \) and \( \delta, \delta' \in \text{CDer}(W) \). It is well-defined and a \( \wedge W \)-graded Lie algebroid with anchor \( \mathcal{L} \to \text{Der}(\wedge W) \), \( \omega \delta \mapsto (\omega' \mapsto \omega \delta (\omega')) \).

Let \( \mathcal{I}^2 \subseteq \mathcal{L}^2 \) be the \( \mathcal{C}^\infty \)-submodule generated by

\[
\text{Re} \begin{bmatrix} \theta_0 \theta_1 + i \theta_2 \theta_3 \\ \theta_0 \theta_2 + i \theta_3 \theta_1 \\ \theta_0 \theta_3 + i \theta_1 \theta_2 \end{bmatrix}^T T S \begin{bmatrix} \sigma_1 + i \sigma_{21} \\ \sigma_2 + i \sigma_{11} \\ \sigma_3 + i \sigma_{12} \end{bmatrix}
\]  

(30)

where \( S \) runs over all symmetric traceless complex \( 3 \times 3 \) matrices. Set \( \mathcal{I} = (\wedge W, \mathcal{I}^2) \).

By direct calculation \([12], \mathcal{I} \subseteq \mathcal{L} \) is a gLa ideal, contained in the kernel of the anchor \( \mathcal{L} \to \text{Der}(\wedge W) \). So \( \mathcal{E} = \mathcal{L} / \mathcal{I} \) is a gLa, with induced anchor \( : \mathcal{E} \to \text{Der}(\wedge W) \).

We must choose a distinguished basis for \( \mathcal{E} \). The distinguished bases for \( \wedge W \) and \( \text{CDer}(W) \) yield a basis for \( \mathcal{L} \), and one can take a subset of this basis to be the distinguished basis for \( \mathcal{E} \). Alternatively the \( \mathcal{E} \)-column of Table 3 yields a concrete basis for \( \mathcal{E} \). All these choices are equivalent for the present purpose.

**Definition 4 (Associated one-form)** To every nondegenerate \( u \in \mathcal{E}^1 \) we associate a one-form \( \alpha_u \) as follows. Decompose \( u = w \sigma_0 + u' \) where \( w \in W \) whereas \( u' \) does not contain \( \sigma_0 \). Then \( \alpha_u \) is the one-form corresponding to \( w \) via the frame of \( u \).

An example is in Remark 4.

**Lemma 2 (gLa Einstein vacuum)**

- The gLa \( \mathcal{E} = \mathcal{L} / \mathcal{I} \) satisfies the axioms in Definition 2. A symmetric hyperbolic gauge \( \mathcal{E}^G \subseteq \mathcal{E} \) along with bilinear forms exists, by a construction in \([12]\), and we assume that one is fixed.
- If \( u \in \text{MC}(\mathcal{E}) \) is nondegenerate in the sense of Definition 3, then the corresponding conformal metric has a unique, up to multiplication by a positive constant, representative metric \( g \) on the universal cover of \( \Omega \) that is Ricci-flat, \( \text{Ric}_g = 0 \).

Furthermore \( \alpha_u \) is closed, and \( g \) descends to a metric on \( \Omega \) iff \( \alpha_u \) is exact.

**Proof** See \([12]\). The conformal factor is the exponential of the integral of \( \alpha_u \), hence the exactness requirement to get a metric on \( \Omega \). An example is in Remark 4.

4.4 Einstein coupled to massless scalar field

Here we define \( \mathcal{E}_\Phi = \mathcal{E} \oplus \Phi \). This extension is motivated by algebraic considerations, and we only make the connection to (1) in Lemma 3. It is determined by the axioms in Definition 2 and the following additional stipulations (it is likely that one can add other matter fields to the formalism of \([12]\) by similar reasoning):

(s1) \( [\mathcal{E}, \mathcal{E}] \subseteq \mathcal{E} \) and \( [\mathcal{E}, \Phi] \subseteq \Phi \) and \( [\Phi, \Phi] \subseteq \mathcal{E} \) where the first is the bracket of \( \mathcal{E} \).
(s2) \( \Phi = \Phi^0 \oplus \cdots \oplus \Phi^4 \) where\(^{26}\)
\[
\begin{align*}
\Phi^0 &= 0 \\
\Phi^1 &= \mathcal{W} \\
\Phi^2 &= \Lambda^2 \mathcal{W} \oplus \Lambda^4 \mathcal{W} \\
\Phi^3 &= \Lambda^3 \mathcal{W} \\
\Phi^4 &= \Lambda^4 \mathcal{W}
\end{align*}
\]

with distinguished \( C^\infty \)-basis inherited from the ring \( \wedge \mathcal{W} \). To distinguish this basis from the basis of the ring, we add underlines. So \( \underline{\theta}_1 \underline{\theta}_2 \underline{\theta}_3 \) is an element of \( \Phi^3 \), rather then of the ring summand \( \Lambda^3 \mathcal{W} \). We never explicitly refer to the bases of \( \Lambda^3 \mathcal{W} \subseteq \Phi^2 \) and \( \Lambda^4 \mathcal{W} \subseteq \Phi^3 \), so do not introduce notation for them.

(s3) The \( \wedge \mathcal{W} \) module structure is defined as follows. The map \( \mathcal{W} \times \Phi^1 \to \Phi^2 \) is
\[
(w, \phi) \mapsto w \phi \oplus w \phi^* \text{ where } \phi^* \in \Lambda^3 \mathcal{W} \text{ is the basis Hodge dual}^{27} \text{. The map } \mathcal{W} \times \Phi^2 \to \Phi^3 \text{ is } (w, \phi_1 \oplus \phi_2) \mapsto w \phi_1 \text{. And } \mathcal{W} \times \Phi^3 \to \Phi^4 \text{ is } (w, \phi) \mapsto w \phi \text{.}
\]

(s4) \( [\varepsilon^0, \Phi^1] \subseteq \Phi^1 \) is the canonical action of \( \varepsilon^0 \simeq \text{CDer}(\mathcal{W}) \) on \( \Phi^1 \simeq \mathcal{W} \).

(s5) The anchor map \( \rho : \varepsilon \to \text{Der}(\Lambda \mathcal{W}) \) coincides with the anchor for \( \varepsilon \), that is, it factors through \( \varepsilon \) rather than \( \varepsilon \).

(s6) A choice of sign remains, see below. It will be motivated by energy conditions.

By (s1), the full bracket is uniquely determined by
\[
\begin{align*}
\varepsilon^0 \times \Phi^1 &\to \Phi^1 & \text{(31a)} \\
\Phi^1 \times \Phi^1 &\to \varepsilon^2 & \text{(31b)}
\end{align*}
\]
since \( \varepsilon \) and \( \Phi \) are generated by respectively \( \varepsilon^0 \) and \( \Phi^1 \) over \( \Lambda \mathcal{W} \), see (s2), (s3).

– (31a) is determined by (s4). This then determines \( \varepsilon \times \Phi \to \Phi \) uniquely and the Jacobi identity \( \varepsilon \times \varepsilon \times \Phi \to \Phi \) holds\(^{28}\).

– (31b) must be \( C^\infty \)-bilinear by (s5); symmetric; satisfy \( \rho ([\nabla^1, \Phi^1]) = 0^{29} \); the Jacobi identity \( \varepsilon^0 \times \Phi^1 \times \Phi^1 \to \varepsilon^2 \) must hold\(^{30}\); and for all \( \nu' \in C^\infty \) with \( \eta_{ij} \nu' \nu^j = 0 \) one needs \( \nu' \nu \eta_{ij} \theta_i [\nabla^1, \Phi^1] = 0^{31} \). This implies that for all \( \phi = a^i \theta_i \in \Phi^1 \),
\[
[\phi, \phi] = (-6a^i a^j + \eta_{ij} a^k \eta^{pq} \theta^j \theta_q \sigma_{pq}) \eta^{ij} \theta_p \sigma_{ij} \in \varepsilon^2
\]
for all \( a^j \in C^\infty \). The multiplicative constant is irrelevant, except for the sign which, as announced in (s6), was chosen consistent with the sign in (1).

One checks that the bracket exists and defines a gLa, and \( [\Phi^1, \Phi^3] = [\Phi^2, \Phi^2] = 0 \).

---

\(^{26}\) We set \( \Phi^0 = 0 \) since there is no gauge freedom attached to a scalar field. To motivate the rest, consider for simplicity the linear homogeneous wave equation \( \Box f = 0 \) on Minkowski space \( \mathbb{R}^{1+3} \). It is equivalent to the first order system \( d\omega = 0 \) in \( \Omega^2 \) and \( d(\omega f) = 0 \) in \( \Omega^4 \) for a one-form \( \omega \in \Omega^1 \). The equivalence is up to an irrelevant additive constant, and given by \( \omega = df \) respectively \( f = \omega \). This is the first homology of the complex \( 0 \to \Omega^0 \to \Omega^1 \ominus \Omega^2 \to \Omega^2 \to 0 \), whose tail is the de Rham tail.

\(^{27}\) Explicitly, \( \underline{\theta}_1 \underline{\theta}_2 \underline{\theta}_3 \) is the canonical action of \( \varepsilon \) on \( \Phi^1 \). The action of \( \varepsilon^0 \simeq \text{CDer}(\mathcal{W}) \) on \( \Lambda^3 \mathcal{W} \subseteq \Phi^2 \) is the standard one, but not the one on \( \Lambda^4 \mathcal{W} \subseteq \Phi^3 \). For example \( [\sigma_0, -] \) acts like multiplication by \( i \) on \( \Lambda^3 \mathcal{W} \subseteq \Phi^3 \), but like multiplication by 2 on \( \Lambda^4 \mathcal{W} \subseteq \Phi^4 \), due to the density bundle mentioned in another footnote.

\(^{28}\) By (s5) we have \( \rho (\Phi^1) = 0 \), and since \( \rho \) is a gLa map, \( \rho ([\Phi^1, \Phi^1]) = 0 \).

\(^{29}\) In particular, (31b) must have constant coefficients relative to the distinguished bases.

\(^{30}\) Necessary for the existence of a bracket \( \Phi^2 \times \Phi^1 \to \varepsilon^2 \) with \( [w \cdot \cdot -] = w [- \cdot -] : \Phi^1 \times \Phi^1 \to \varepsilon^2 \) for all \( w \in \mathcal{W} \). In fact, the \( \nu' \nu \eta_{ij} \theta_i \sigma_{ij} \) are in the kernel of the module multiplication \( W \otimes \Phi^1 \to \Phi^2 \) in (s3).
Definition 5 (Associated one-form) For every $\gamma \oplus \phi \in \mathcal{E}_\Phi^1$ with nondegenerate $\gamma$, denote by $\beta_{\gamma \oplus \phi}$ the one-form associated to $\phi$ via the frame of $\gamma$.

Lemma 3 (gLa Einstein coupled to massless scalar field) Let $\mathcal{E}_G$ be any gauge for $\mathcal{E}$, with bilinear forms, as in Lemma 2. Then

- The gLa $\mathcal{E}_\Phi$ satisfies the axioms in Definition 2, with symmetric hyperbolic gauge $\mathcal{E}_{\Phi,G} = \mathcal{E}_G \oplus \Phi_G$ where $\Phi_G$ is given by, with notation from (s2),

$$
\begin{align*}
\Phi_G^1 &= \Phi^1 \\
\Phi_G^2 &= C^- \theta_1 \theta_2 + C^- \theta_3 \theta_1 + C^- \theta_3 \theta_2 \\
\Phi_G^3 &= 0
\end{align*}
$$

and we omit compatible bilinear forms as required in Definition 2.

- If $\gamma \oplus \phi \in \text{MC}(\mathcal{E}_\Phi)$ and if $\gamma$ is nondegenerate in the sense of Definition 3, then the one-form $\beta_{\gamma \oplus \phi}$ is closed, and (1) holds on the universal cover of $\Omega$ where $g$ is determined by $\gamma$ as in Lemma 2 and $\phi$ is a nonzero constant times the integral of $\omega$. Furthermore $\alpha_\gamma$ and $\beta_{\gamma \oplus \phi}$ are closed, and we get a solution to (1) on $\Omega$ if and only if $\alpha_\gamma$ and $\beta_{\gamma \oplus \phi}$ are exact.

Proof The MC equations $[\gamma, \gamma] + [\phi, \phi] = [\gamma, \phi] = 0$ imply (1). Module multiplication by $w \in \mathbb{T}_+^*$ is injective as a map $\Phi_G^i \to \Phi^{i+1}$; for $i = 1$ use the Hodge dual in (s3).

Remark 4 (Kasner metric) On $\Omega = [0, \infty) \times \mathbb{T}^3$ consider the element of $\mathcal{E}_\Phi^1$ given by

$$
\begin{align*}
\theta_0 \partial_0 + e^{-(p_2+p_3)\tau} \theta_1 \partial_1 + e^{-(p_1+p_3)\tau} \theta_2 \partial_2 + e^{-(p_1+p_2)\tau} \theta_3 \partial_3 \\
+ (p_1+p_2+p_3) \theta_0 \sigma_0 + p_1 \partial_1 \sigma_1 + p_2 \partial_2 \sigma_2 + p_3 \partial_3 \sigma_3 \\
+ p_0 \partial_0
\end{align*}
$$

By direct calculation, it is in $\text{MC}(\mathcal{E}_\Phi)$ if and only if $p_2p_3 + p_3p_1 + p_1p_2 = 3p_0^2$. It is nondegenerate in the sense of Definition 3, with associated conformal metric

$$
g = A^2 \left( - (d\tau)^2 + e^{2(p_2+p_3)\tau} (dx^1)^2 + e^{2(p_1+p_3)\tau} (dx^2)^2 + e^{2(p_1+p_2)\tau} (dx^3)^2 \right)
$$

The conformal factor $A > 0$ that yields a solution to (1) is $A = \exp(-f\alpha)$ using the one-form $\alpha = (p_1 + p_2 + p_3)d\tau$ in Definition 4. We get the metric in Remark 3.

Remark 5 (Nondegeneracy is preserved) For simplicity assume $\Omega = [0, \infty) \times \mathbb{T}^3$ here and let $\partial_\mu$ be the standard partial derivatives. Consider an element of the form

$$
x = \theta_0 \partial_0 + \sum_{i=1}^3 \sum_{\mu=0}^3 c_{i,\mu} \theta_i \partial_\mu + \sum_{i=0}^3 a_i \theta_i \sigma_i + \text{rest}
$$

in $\mathcal{E}_G$ or $\mathcal{E}_\Phi$. Here ‘rest’ is a linear combination of the other basis elements. Note that $x$ is nondegenerate if $m = \det((c_{i,\mu}^\mu)_{i=1,2,3,\mu=1,2,3})$ is nonzero. We have

$$
[x, x] = 0 \implies \partial_0 m = (-3a_0 + a_1 + a_2 + a_3)m
$$

This can be checked for the Kasner element in Remark 4, and in general follows from the vanishing of the coefficients of $\partial_0 \theta_i \partial_\mu$ in $[x, x] = 0$. It follows that under these conditions, nondegeneracy is preserved along the integral curves of $\partial_0$.

\[32\] These are $\theta_i \sigma_i$ with $i \neq j$ and $\theta_i \sigma_\alpha$, and perhaps a scalar field piece.
5 The BKL filtration and its Rees algebra

In [13] a filtration of $\mathcal{E}$ is defined that we call the BKL filtration. For the reader’s convenience, a complete but ad-hoc definition is included here, together with a new but straightforward extension to $\mathcal{E}_\Phi$. For a conceptual treatment, see [13].

We first define an $\mathbb{N}^3$-grading of $\mathcal{E}_\Phi$. The bracket does not respect this, but it respects the corresponding non-decreasing filtration (33). The $\mathbb{N}^3$-grading is compatible with the native $\mathbb{N}$-grading of the $gLa$, giving an $\mathbb{N} \times \mathbb{N}^3 \cong \mathbb{N}^4$ grading.

**Definition 6 (The BKL filtration)** Define an $\mathbb{N}^3$-grading $\mathcal{E}_\Phi = \bigoplus G_\alpha \mathcal{E}_\Phi$ by free $C^\infty$-modules $G_\alpha \mathcal{E}_\Phi = G_\alpha \mathcal{E} \oplus G_\alpha \Phi$ defined in Table 3. Set

\[
\text{BKL filtration : } F_\alpha \mathcal{E}_\Phi = \bigoplus_{\beta \leq \alpha} G_\beta \mathcal{E}_\Phi
\]

It is non-decreasing, and $F_\alpha \mathcal{E}_\Phi = 0$ if $\alpha \not\geq 0$. Let $s$ be a vector of three symbols and set $s^\alpha = s_1^{\alpha_1} s_2^{\alpha_2} s_3^{\alpha_3}$, $\alpha \in \mathbb{N}^3$. Set, with summation as formal power series,

\[
\mathcal{P} = \{ \sum_\alpha x^{s^\alpha} | x_\alpha \in F_\alpha \mathcal{E}_\Phi \}
\]

\[
\mathcal{A} = \mathcal{P}/s
\]

They are graded Lie algebras, by Lemma 4 below.

**Lemma 4** The filtration $F_\alpha \mathcal{E}_\Phi$ is a graded Lie algebra filtration,

\[
[F_\alpha \mathcal{E}_\Phi, F_\beta \mathcal{E}_\Phi] \subseteq F_{\alpha + \beta} \mathcal{E}_\Phi
\]

Therefore $\mathcal{P}$ is a gLa over $\mathbb{R}[[x]]$, namely a sub gLa of $\mathcal{E}_\Phi[[x]] = \{ \sum_\alpha x^{s^\alpha} | x_\alpha \in \mathcal{E}_\Phi \}$. Accordingly its associated graded $\mathcal{A}$ is a gLa over $\mathbb{R}$.

**Proof** For $\mathcal{E}$ see [13]. The extension to $\mathcal{E}_\Phi$ is by direct calculation. \hfill $\square$

We use the notation

\[
\mathcal{A}_\alpha^i \subseteq \mathcal{A}
\]

for elements of homological degree $i \in \mathbb{N}$ and filtration degree $\alpha \in \mathbb{N}^3$, therefore $\mathcal{A} = \bigoplus_{\alpha} \mathcal{A}_\alpha^i$ and $[\mathcal{A}_\alpha^i, \mathcal{A}_\beta^j] \subseteq \mathcal{A}_{\alpha + \beta}^{i+j}$. The additional subscript in $\mathcal{A}_{\alpha, \lambda}^i$ refers to the span of the elements in Table 3. We write

\[
\mathcal{A}_{>0} = \bigoplus_{\alpha \neq 0} \mathcal{A}_\alpha
\]

which is a nilpotent subalgebra. Notation such as $\mathcal{A}_\alpha^{i,0}$ and $\mathcal{A}_\lambda^i$ is analogous.

**Remark 6** The surjection $\mathcal{P} \to \mathcal{A}$ has a unique right-inverse $\mathcal{A} \hookrightarrow \mathcal{P}$ with image

\[
\{ \sum_\alpha x^{s^\alpha} | x_\alpha \in G_\alpha \mathcal{E}_\Phi \}
\]

This is not a gLa morphism. But it induces an isomorphism $\mathcal{P} \cong \mathcal{A}/[[s]]$ of finite free $C^\infty[[x]]$-modules through which the bracket on $\mathcal{P}$ is the $\mathbb{R}[[x]]$-bilinear extension of a map $\mathcal{A} \times \mathcal{A} \to \mathcal{A}[[s]]$; the bracket on $\mathcal{A}$ is obtained by setting $s = 0$.

\[33\] Roughly, in $\mathcal{E}_\Phi$ the bracket of something in $G_\alpha$ with something in $G_\beta$ is a sum of terms in $G_\gamma$ with $\gamma \leq \alpha + \beta$, and each summand is given a factor $s^{\alpha + \beta - \gamma}$ for the purpose of $\mathcal{A} \times \mathcal{A} \to \mathcal{A}/[[s]]$. 
Table 3: Definition of $G_0 A_0 = G_0 E = G_0 E = G_0 \Phi$. All elements are in $\mathcal{E}$ via $Z \rightarrow \mathcal{E}$. In this paper we often refer to the elements in this table and this often implicitly includes $0\theta$ times these elements; see the table heading. This is always clear from context. In particular, the elements in the $\mathcal{E}$-column (resp. $\Phi$-column) and $0\theta$ times these elements is a basis for $\mathcal{E}$ (resp. $\Phi$).

Note that the definition of $G_0 A_0$ is such that permuting the components of $\alpha$ is equivalent to applying an automorphism of $\mathcal{W}$ that permutes the $\theta_1$, $\theta_2$, $\theta_3$. 

6 MC($\mathcal{A}$) elements, leading term

In this section $M^3$ is a parallelizable closed 3-manifold and

$$\Omega = [0, \infty) \times M^3$$

The coordinate on the first factor is denoted $\tau$, and we implicitly use the injection $C^\infty(M^3) \rightarrow C^\infty(\Omega)$ that corresponds to functions that are independent of $\tau$. In Section 7 we construct MC($\mathcal{P}$) elements. The leading term of such an element is naturally its image under the canonical MC($\mathcal{P}$) $\rightarrow$ MC($\mathcal{A}$). Hence it makes sense to begin by constructing elements in MC($\mathcal{A}$). We begin with examples.

Lemma 5 (Spatially homogeneous elements) Suppose $D_1, D_2, D_3 \in \Gamma(TM^3)$ are vector fields that satisfy $[D_{i+1}, D_{i+2}] = c_i D_i$ for all $i \in \mathbb{Z}/3\mathbb{Z}$ for some $c_i \in \mathbb{R}$. Suppose further that $p_0, p_1, p_2, p_3 \in \mathbb{R}$ satisfy $3p_0^2 = p_2p_3 + p_3p_1 + p_1p_2$. Then

$$\theta_0 D_0 + p_0 \theta_0 + \sum (i, j, k) \in C \left( + p_i (\theta_0 c_0 + \theta_i c_i) \right. + \frac{1}{2} \sum c_i (\theta_i c_i - \theta_j c_j) + \left. s_j \theta_i D_i \right)$$

is in MC($\mathcal{A}$). Here we abbreviate $s_j = s_j e^{-p_0 \tau}$, and see (9) for the definition of C.
Proof By direct calculation.

The elements in Lemma 5 are similar to the Kasner elements in Remark 4, but they are in general not in MC(∩φ). The elements in Lemma 5 with \( p_1, p_2, p_3 > 0 \) will play the role of the leading term at \( \tau \to +\infty \) of solutions as in Figure 4.

We now study MC elements that are not necessarily homogeneous, in particular \( p_1, p_2, p_3 \) and the structure coefficients become functions of the spatial variables. We first construct the degree zero part, \( \mathcal{A}_0 \simeq F_{000}^0 \).

Lemma 6 (Naive leading term) The elements in

\[
\text{MC}(\mathcal{A}_0^0) \cap (\partial_0 + \mathcal{A}_{0,\lambda}^1)
\]

are precisely the elements

\[
\gamma_0 = \partial_0 + f_0 \partial_0 + \sum_{i=1}^3 p_i (\partial_i + \theta_i \sigma_i)
\]

with \((f_0, p_1, p_2, p_3) \in C^\infty(M^3)\) and \(3 p_0^2 = p_2 p_3 + p_3 p_1 + p_1 p_2\). Below we continue to abbreviate \( \sigma_i = s_i e^{-p_i \tau} \) which are now functions of all variables.

Proof Every element in \( \partial_0 + \mathcal{A}_{0,\lambda}^1 \) is of the from (36) but with the four coefficient functions taken in \( C^\infty(\Omega) \). We must check that the Maurer Cartan equation holds iff the four functions are in \( C^\infty(M^3) \) and satisfy the quadratic equation. This follows by direct evaluation of the bracket in \( \mathcal{A}_0 \), for instance

\[
[\partial_0, f(\partial_0 + \theta_0 \sigma_0 + \theta_i \sigma_i)] = (\partial_0 f) \partial_0 + \theta_0 \sigma_i
\]

for all \( f \in C^\infty(\Omega) \), which is zero iff \( f \in C^\infty(M^3) \).

Remark 7 The restriction to \( \partial_0 + \mathcal{A}_{0,\lambda}^1 \) is a gauge choice. It is not difficult to see that every element of MC(∩φ) whose frame has rank one (this is the maximal possible in \( \mathcal{A}_0 \) because the first row of Table 3 only allows \( \partial_0 \text{Der}(C^\infty) \) frame components) is locally of the form (36) after a gauge transformation, in particular by choosing coordinates such that \( \partial_0 \) corresponds to that frame direction. Below we prove such a statement at the formal power series level, for the affine gauge subspace defined next.

Definition 7 (Affine gauge subspace) Define \( \mathcal{A}_{\text{gauged}}^1 \subseteq \mathcal{A}^1 \) by the basis in Table 4. In particular rank \( \mathcal{A}_{\text{gauged}}^1 = 28 \) versus rank \( \mathcal{A}^1 = 37 \). Set

\[
\mathcal{A}_{\text{affine gauged}} = \partial_0 + \mathcal{A}_{\text{gauged}}^1
\]

Note that \( \mathcal{A}_{\text{affine gauged}} \) has corank 11 which is equal to the rank of the gauge Lie algebra \( \mathcal{A}^0 \), so informally, membership in an affine shift of \( \mathcal{A}_{\text{affine gauged}} \) ought to be a gauge condition that can always be realized. By contrast, membership in \( \mathcal{A}_{\text{affine gauged}} \) is more restrictive and seems too much. We will nevertheless see that there are enough residual gauge transformations to realize this gauge for anisotropic MC elements.

Definition 8 (Anisotropic element) We say that \( \gamma_0 \) is anisotropic if and only if the functions \( p_1, p_2, p_3 \) are pairwise different at every point of \( M^3 \).

\[
p_1 \neq p_2 \neq p_3 \neq p_1
\]
factor $\mathcal{A}^{\mathrm{gauged}} \subseteq \mathcal{A}^1 \subseteq \mathcal{A}^2$ basis elements over $C^{-1}(\Omega)$

| n | $\theta_0 \sigma_0 + \theta_1 \sigma_1, \theta_0 \sigma_0 + \theta_2 \sigma_2, \theta_0 \sigma_0 + \theta_3 \sigma_3, \theta_0$ |
|---|---|
| 1 | $-\theta_1 \sigma_{13} + \theta_2 \sigma_{13} + \theta_3 \sigma_{13}$ |
| 2 | $+ \theta_1 \sigma_{13} - \theta_2 \sigma_{13} + \theta_3 \sigma_{13}$ |
| 3 | $+ \theta_1 \sigma_{12} - \theta_2 \sigma_{12} - \theta_3 \sigma_{12}$ |
| 2/2 | $\theta_0, \theta_0 \sigma_0, \theta_0 \sigma_1, \theta_0 \sigma_3$, $\theta_0 \sigma_12$, $\theta_0$ |
| 1/2 | $\theta_2, \theta_1 \sigma_2, \theta_0 \sigma_2, \theta_0 \sigma_23, \theta_0$ |

Table 4: Basis for $\mathcal{A}^{\mathrm{gauged}}$. For $I_1, I_2, I_3$ see Section 4.

Lemma 7 (Gauging of anisotropic elements via nilpotent automorphisms) Set $\mathcal{A}[[t]]^\times = \mathcal{A}_{\geq 0} + t\mathcal{A}[[t]]$ and $\mathcal{A}^{\mathrm{gauged}}[[t]]^\times = \mathcal{A}[[t]]^\times \cap \mathcal{A}^{\mathrm{gauged}}[[t]]$ and $I_n = t^{n+1} \mathcal{A}[[t]]$.

Given an anisotropic MC element $\gamma_0$ as in (36), then for all $n \geq 0$ the canonical map

$$\text{MC}(\mathcal{A}[[t]]/I_n) \cap ((\gamma_0 + \mathcal{A}^{\mathrm{gauged}}[[t]])^\times)/I_n \rightarrow \text{MC}(\mathcal{A}[[t]]/I_n) \cap ((\gamma_0 + \mathcal{A}[[t]])^\times)/I_n \quad \text{exp}(\mathcal{A}^0[[t]]^\times/I_n)$$

(37)

is surjective, where the denominator is a group using Baker-Campbell-Hausdorff.

Furthermore for $n \geq 1$, if $x_0 + x_1 + \cdots + t^n x_n \in \text{MC}(\mathcal{A}[[t]]/I_n) \cap ((\gamma_0 + \mathcal{A}[[t]])^\times)/I_n$ with $x_0 + \cdots + t^{n-1} x_{n-1} \in \gamma_0 + \mathcal{A}^{\mathrm{gauged}}[[t]]^\times$, then the surjection (37) is realized by an element in $\text{exp}(t^n \mathcal{A}^0[[t]]/I_n)$. Analogous if $t$ stands for several formal parameters.

Proof We first prove the simplified statement with $\mathcal{A}^{\mathrm{gauged}}$ replaced by $\mathcal{A}^1$. This will not require anisotropy or membership in MC. For every $\alpha \in \mathbb{N}^3$ define a differential

$$d_\alpha \in \text{End}^1(\mathcal{A}_\alpha)$$

by $d_\alpha = [\gamma_0, -]$. Define the composition (this is adapted from [12])

$$K_\alpha^i : \mathcal{A}_{\alpha,X} \rightarrow \mathcal{A}_{\alpha} \xrightarrow{d_\alpha} \mathcal{A}_{\alpha}^{i+1} \xrightarrow{\alpha} \mathcal{A}_{\alpha,X}^{i+1}$$

The space on the right is $\simeq \mathcal{A}_{\alpha,X}^{i+1}$ using $\mathcal{A}_{\alpha}^{i+1} = \mathcal{A}_{\alpha,X}^{i+1} \oplus \theta_0 \mathcal{A}_{\alpha,X}^{i}$. Then $K_\alpha^i$ is of the form $1 + \theta_0 + \text{terms without derivatives}$, and therefore it is surjective. This implies the simplified statement by standard arguments.

We now prove the lemma for $n = 0$, imitating the section on nilpotent automorphisms in [13]. (The case $n > 0$ is analogous.)

Given $x \in \text{MC}(\mathcal{A}) \cap (\gamma_0 + \mathcal{A}_{\geq 0})$. By the simplified statement, we may assume $x = \theta_0 \partial_0 + \mathcal{A}^1_{\alpha,X}$. Decompose by degree, $x = \bigoplus_{\alpha} x_\alpha$. So $x_{000} = 0$ and $x_\alpha \in \mathcal{A}_{\alpha,X}$ when $\alpha \neq 0$. Consider $x_{011}$. This may contain two terms

$$f_{123}(\partial_2 \sigma_3 + \partial_3 \sigma_2) + g_{123}(\partial_1 \partial_0) \in \mathcal{A}_{011,X}^1$$

(38)

for some coefficients $f, g \in C^\infty(\Omega)$. These are the terms that fail to be in $\mathcal{A}^{\mathrm{gauged}}$. However $x \in \text{MC}(\mathcal{A})$ implies $[\gamma_0, x_{011}] = 0$ and this implies, by evaluating the bracket,
that $f, g \in C^\omega(M^3)$. We want to remove such term by exploiting elements in the kernel of $K^0 \cap \ker\sigma_{\alpha
abla}$, which correspond to residual gauge freedom. Concretely,

$$F_{\alpha\beta\gamma\delta\epsilon} \sigma_{\alpha\beta\gamma\delta\epsilon} + G_{\alpha\beta\gamma\delta\epsilon} \sigma_{\alpha\beta\gamma\delta\epsilon} \in \ker F_{\alpha
abla} \cap \ker G_{\alpha
abla}$$

is in the kernel of $K^0 \cap \ker\sigma_{\alpha
abla}$ for all $F, G \in C^\omega(M^3)$. By anisotropy one can choose $F, G$ such that $d_{011} = |\gamma_{011}|$ applied to this element yields the negative of (38)\textsuperscript{35,36}. By an analogous argument for $x_{101}$ and $x_{110}$, there is an automorphism in $\exp(\ker\sigma_{\alpha
abla})$ that applied to $x$ yields a new element $x$ with $x_{011}, x_{101}, x_{110} \in \ker\sigma_{\alpha
abla}$. The terms $x_{200}, x_{020}, x_{002} \in \ker\sigma_{\alpha
abla}$ are automatically in $\ker\sigma_{\alpha
abla}$. Finally, $x_{211} = x_{121} = x_{112} = 0$ follows by direct calculation using $x \in MC(\ker\sigma_{\alpha
abla})$. So (37) is surjective for $n = 0$. \qed

Definition 9

$MC(\ker\sigma_{\alpha
abla}) = MC(\ker\sigma_{\alpha
abla}) \cap \ker\sigma_{\alpha
abla} \cap \ker\sigma_{\alpha\beta\gamma\delta\epsilon}$

Here we use the following terminology for elements of $\ker\sigma_{\alpha
abla}^1$:

- Nondegenerate: Direct analog of nondegeneracy in Definition 3. Equivalently, nondegenerate as an element of $\ker\sigma_{\alpha
abla}^1$ by setting $s_1 = s_2 = s_3 = 1$. 
- Exact: The direct analogs of the one-forms in Definition 4 and 5 are exact; they are closed so this means that their integrals over the 1-cycles on $M^0$ are zero.

Definition 10 (Structure functions) If $D_1, D_2, D_3 \in \Gamma(TM^3)$ constitute a frame, their structure functions are the $c_{ij}^k \in C^\omega(M^3)$ defined by

$$[D_i, D_j] = \sum_k c_{ij}^k D_k$$

Here the bracket is the ordinary commutator of vector fields (derivations).

Definition 11 (Constraint equation) For a tuple

$$(D_1, D_2, D_3, p_1, p_2, p_3, p_0, \xi, \chi)$$

with $D_1, D_2, D_3 \in \Gamma(TM^3)$ that constitute a frame, and $p_1, p_2, p_3, p_0, \xi, \chi \in C^\omega(M^3)$, the constraint equations are, by definition, the equations

$$0 = 3p_0^2 - p_2p_3 - p_3p_1 - p_1p_2$$

$$0 = -\frac{1}{2}D_i(p_1 + p_k) - \frac{1}{2}c_{ij}^k (p_i - p_j) + \frac{1}{2}c_{ki}^l (p_i - p_k) + p_iD_j(\xi) + 3p_0D_i(\chi)$$

(40)

where $(i, j, k) \in C$. Beware that we do not use the summation convention.

34 Actually a weaker observation suffices for the following argument: $f$ and $g$ satisfy homogeneous equations and are zero for all $\tau$ if they are zero at $\tau = 0$.

35 Actually it suffices to do this at $\tau = 0$, since then it will automatically be true for all $\tau$.

36 That the anisotropy is needed can be seen from the following brackets in $\ker\sigma_{\alpha
abla}$:

$$[\sigma_{\alpha\beta}, p_j (\theta\sigma_\alpha + \theta\sigma_\beta)] = -s_{\alpha\beta} f_{\alpha\beta} (\theta\sigma_\alpha + \theta\sigma_\beta)$$

$$[\sigma_{\alpha\beta}, p_j (\theta\sigma_\alpha + \theta\sigma_\beta)] = +s_{\alpha\beta} f_{\alpha\beta} (\theta\sigma_\alpha + \theta\sigma_\beta)$$

37 See the lemma about synchronous frames in [13]. Considering the coefficients of $s_{\alpha\beta} f_{\alpha\beta} \theta\sigma_\alpha$.
See Appendix A for the constraint equations, in the case $M^3 = \mathbb{T}^3$.38

**Lemma 8 (All MC($\mathcal{A}$) gauged elements)** For every tuple (39), the element

\[
\begin{align*}
\theta_0 \partial_0 &+ p_0 \theta_0 + \sum_{(i,j,k) \in C} \left( p_i (\theta_0 \sigma_0 + \theta_i \sigma_i) \\
&+ \frac{1}{2} \delta^i_{j k} (\partial_i \sigma_{j k} - \partial_j \sigma_{i k} - \partial_k \sigma_{i j}) \\
&+ s_j s_k \theta_j D_i \\
&- s_i s_k (D_i (\zeta) - \tau (p_1 + p_2 + p_3)) (\theta_0 \sigma_i + \theta_i \sigma_0) \right) (41)
\end{align*}
\]

is in MC($\mathcal{A}$) gauged if and only if the constraints (40) hold. Here $s_k = s_k e^{-n \tau}$, and see (9) for the definition of $C$. Every element $\vec{\gamma} \in $ MC($\mathcal{A}$) gauged is of this form for a unique tuple (39) up to additive constants for $\zeta$ and $\chi$.

**Proof** The degree zero part is by Lemma 6. Use Table 4 to make a general ansatz for the remaining degrees. We only write out some of the remaining terms:

\[
\begin{align*}
\vec{\gamma} &= \gamma_0 + \ldots + \sum_{i=1}^{3} s_2 s_3 c_i \theta_1 \theta_i L_i + \ldots + s_2 s_3 d_1 \theta_2 \sigma_1 d_2 + \ldots \\
\end{align*}
\]

with $\ldots, c_1, c_2, c_3, \ldots, d_1, \ldots \in C^\infty(\Omega)$. Evaluate the bracket $\mathcal{A}^1 \times \mathcal{A}^1 \to \mathcal{A}^2$ using (29); the filtration in Definition 6. For example,

\[
\begin{align*}
[\theta_0 \partial_0, s_2 s_3 c_i \theta_1 L_i] &= s_2 s_3 (\partial_0 c_i) \theta_0 \theta_1 L_i \\
[p_2 (\theta_2 \sigma_2 + \theta_0 \sigma_0), s_2 s_3 c_i \theta_1 L_i] &= s_2 s_3 p_2 c_i \theta_0 \theta_1 L_i + s_2 s_3 c_i L_i (p_2) (\theta_0 \theta_2 \sigma_2 + \theta_1 \theta_0 \sigma_0)
\end{align*}
\]

Actually other brackets contribute to $s_2 s_3 \theta_0 \theta_1 L_i$ as well, and one has to write out all.

- Consider $[\vec{\gamma}, \vec{\gamma}] = 0 \mod \mathcal{A}^2_\chi$. The vanishing of the coefficients of $s_2 s_3 \theta_0 \theta_1 L_i$ require $\partial_0 c_i + (p_2 + p_3) c_i = 0$, so $\sum_i c_i L_i = e^{-(p_2 + p_3)} D_1$ for some $D_1 \in \Gamma(TM^3)$. The vanishing of the coefficient of $s_2 s_3 \theta_0 \theta_2 \sigma_1 d_2 = -s_2 s_3 \theta_0 \theta_2 \sigma_2$ mod $\mathcal{A}^2_\chi$ requires $\partial_0 d_1 + (p_2 + p_3) d_1 = D_1 (p_2)$ so $d_1 = e^{-(p_2 + p_3)} (e_1 + \tau (p_2))$ for some function $e_1 \in C^\infty(M^3)$. Continuing, all coefficients in $\vec{\gamma}$ are expressed in terms of smooth functions on $M^3$. Nondegeneracy requires that $D_1, D_2, D_3$ be a frame.

- The remaining equations in $[\vec{\gamma}, \vec{\gamma}] = 0$ imply that $(e_1 - c_1^2, e_2 - c_2^3, e_3 - c_3^1)$ are the components, relative to $D_1, D_2, D_3$, of a closed one-form, so $e_i = -D_i (\zeta) + c_i^j$ for some function $\zeta$ on the universal cover of $M^3$, unique up to a constant. Exactness in MC($\mathcal{A}$) gauged requires $\zeta \in C^\infty(M^3)$. Similarly, (40) are forced.

All these steps are forced. \(\square\)

---

38 The first equation in (40) is used to eliminate $p_0$. The remaining three equations are analyzed perturbatively near anisotropic spatially homogeneous elements and give an elliptic system. Appealing to an implicit function theorem the solution space is a good intersection of a graph with three quadrics.
7 MC(\mathcal{D}) elements, formal solutions

The setting is that of Section 6. Denote by \mathcal{U} \subseteq \mathcal{E}_\Phi the subspace of elements that are linear combinations of the basis elements of \mathcal{E}_\Phi (the entries in Table 3 and \theta_0 times these entries) but with coefficients restricted to \mathcal{C}^\omega(M^3). It is not a subalgebra. Accordingly \mathcal{U}[\tau] \subseteq \mathcal{E}_\Phi are the polynomials in \tau with coefficients in \mathcal{U}.

Lemma 9 (A subalgebra of \mathcal{D}) Given \ p_1, p_2, p_3 \in \mathcal{C}^\omega(M^3) abbreviate \ s_i = \ s_ie^{-p_i\tau}. Then the following is a subalgebra of \mathcal{D} over \mathbb{R} (but not over \mathbb{R}[s]):

\mathcal{P}_p = \left\{ \sum_\alpha x_\alpha s_\alpha \mid x_\alpha \in \mathcal{F}_\alpha \mathcal{E}_\Phi \cap \mathcal{U}[\tau] \right\}

Proof This is immediate since \left[ s^\alpha \mathcal{U}[\tau], s^\beta \mathcal{U}[\tau] \right] \subseteq s^{\alpha+\beta} \mathcal{U}[\tau]. □

In this subalgebra, every power of \ s_i comes with a power of \ e^{-p_i\tau} which decays as \tau \to \infty if \ p_i > 0; only \alpha = 0 comes without such exponential damping.

Definition 12 Let

\text{MC(\mathcal{D})}^{\text{gauged}} \subseteq \text{MC(\mathcal{D})}^{\text{gauged}}

be the elements where the naive leading term satisfies \ p_1, p_2, p_3 > 0.

Theorem 4 (Existence and uniqueness) Let \gamma \in \text{MC(\mathcal{D})}^{\text{gauged}} as in Lemma 8 and \mathcal{P}_p \subseteq \mathcal{P} the corresponding subalgebra. Then there exists a

\gamma = \sum_\alpha \gamma_\alpha s_\alpha \in \text{MC(\mathcal{P})}

with \gamma mod \mathcal{S}_p = \tilde{\gamma}; this means \gamma is the leading term. The element \gamma is unique up to gauge transformations in \exp(\mathcal{S}_p^0). The assignment \gamma \mapsto \gamma can be realized as a map

S_{\text{formal}} : \text{MC(\mathcal{D})}^{\text{gauged}} \rightarrow \text{MC(\mathcal{P})}

(42)

such that

\begin{enumerate}
\item \gamma_\alpha with \alpha \neq 0 are linear combinations of only the \mathcal{F}_\alpha \mathcal{E}_\Phi \subseteq \mathcal{E}_\Phi \text{ elements. These are the entries in Table 3 but not } \theta_0 \text{ times these entries.}
\item Each coefficient of the linear combination in (g1) is a polynomial in \tau with coefficients that are polynomials in (i) the entries of the tuple (39) and their derivatives of orders \leq |\alpha|; (ii) the structure coefficients (Definition 10) and their derivatives of orders \leq |\alpha|; (iii) \ (n_1 p_1 + n_2 p_2 + n_3 p_3)^{-1} \text{ with } n \in \mathbb{N}^3 - 0.
\item \gamma_\alpha = 0 \text{ when } |\alpha| \text{ is odd.}
\end{enumerate}

Remark 8 The map \text{S}_{\text{formal}} is the restriction of a smooth map

\text{\mathcal{A}^+_{\text{affine gauged}}} \rightarrow \mathcal{P}

that is right-inverse to \mathcal{P} \to \mathcal{D}. To every element in \text{\mathcal{A}^+_{affine gauged}} associate a tuple (39). For example, \ p_i \in \mathcal{C}^\omega(\Omega) are defined to be the coefficients of \theta_0 \sigma_0 + \theta_\sigma. By definition, \text{\mathcal{A}^+_{affine gauged}} \subseteq \text{\mathcal{A}^+_{affine gauged}} is the subset where \ p_1, p_2, p_3 > 0 and where \text{D}_1, \text{D}_2, \text{D}_3 \text{ are linearly independent everywhere on } \Omega. \text{In particular one can define the structure coefficients. The polynomials in (g1) and (g2) give the desired map.}
Proof Use (33) to decompose $\mathcal{P}_p = \sum_{n, \beta} \mathcal{P}_{n\beta}$ where

$$\mathcal{P}_{n\beta} = (G_{\beta} \mathcal{E}\mathcal{P} \cap \mathcal{U} [\tau]) \mathcal{B}^{p+n}$$

for $n, \beta \in \mathbb{N}$. Let $B \subseteq \mathbb{N}$ be the finite subset of $\beta$ for which $G_{\beta} \mathcal{E}\mathcal{P} \neq 0$. Throughout, the pairs $n\beta$ are in $\mathbb{N}^3$. In addition we have

$$[\mathcal{P}_{n\beta}, \mathcal{P}_{n'\beta'}] \subseteq \mathcal{P}_{n+n'\beta+\beta'} + \sum_{n'' > n+n', \beta'' < \beta+\beta'} \mathcal{P}_{n''\beta''}$$

On $\mathbb{N}^3 \times B$ define $n\beta < n'\beta'$ iff $(n < n')$ or $(n = n'$ and $\beta < \beta')$, which is a well-founded partial order; it is not total since the order on $\mathbb{N}^3$ is not. It follows that

$$[\mathcal{P}_{\leq n\beta}, \mathcal{P}_{\geq n'\beta'}] \subseteq \mathcal{P}_{n+n'\beta+\beta'}$$

and similarly if on the left one replaces $\geq$ by $>$, and on the right one replaces $\geq$ by $>$. We seek an MC-element $\gamma = \sum_{n\beta} \gamma_{n\beta}$ with $\gamma_{n\beta} \in \mathcal{P}_{n\beta}$. The two notations are related by $\gamma_{\alpha}^{\beta, \alpha} = \sum_{n\beta = \alpha} \gamma_{n\beta}$, in particular $\gamma_0 = \gamma_{00}$. Define the $\gamma_{n\beta}$ by $\sum_{\beta} \gamma_{n\beta} = \gamma$, which one can since the pieces of $\gamma$ are in the right spaces. Note that $\gamma_0$ is given by (36). We will prove the following lemma:

For all $n\beta$ with $n \neq 0$, and $y \in \mathcal{P}_{< n\beta}$ satisfying $|y, y| \in \mathcal{P}_{\neq n\beta}$, there exists $z \in \mathcal{P}_{n\beta}$ such that $x = y + z \in \mathcal{P}_{\leq n\beta}$ satisfies $[x, x] \in \mathcal{P}_{\neq n\beta}$.

We first show the Lemma implies the existence claim in Theorem 4. Note that there exists an enumeration $(n_i \beta_i)_{i \in \mathbb{N}}$ of $\mathbb{N}^3 \times B$ such that $n_i \beta_i < n_j \beta_j$ implies $i < j$. This is an appropriate order to construct the $\gamma_{n\beta}$. Namely, by induction on $N \in \mathbb{N}$ one shows: There exist $\gamma_{n\beta} \in \mathcal{P}_{n\beta}$ for all $i \leq N$, with the $\gamma_{0\beta}$ fixed in terms of $\gamma$, such that $y = \sum_{i \leq N} \gamma_{n\beta}$, satisfies $[y, y] \in \mathcal{P}_{\neq n\beta}$. The induction step follows from the Lemma (which is only for $n = 0$ but this suffices since we have fixed the $\gamma_{n\beta}$ already) together with (43). The existence claim in Theorem 4 follows by choosing the $\gamma_{n\beta}$ consistently (logically this requires the axiom of dependent choice, but it is not actually required given the constructive nature of the rest of the proof).

To prove the lemma, given $n\beta$, introduce a differential on $\mathcal{P}_{n\beta}$ by

$$d_{n\beta} = \left[ \gamma_0, - \right] \in \text{End}^1(\mathcal{P}_{\leq n\beta}/\mathcal{P}_{\neq n\beta})$$

which is well-defined and a differential using (43). The lemma amounts to finding a $z$ such that $d_{n\beta}z = e$ where $e = -[y, y]/2$. But the Jacobi identity $[y, [y, y]] = 0$ together with $y - \gamma_0 \in \mathcal{P}_{\neq 0}$ implies $d_{n\beta}e = 0$, hence it suffices to show that $H^2(d_{n\beta}) = 0$. We will actually show $H(d_{n\beta}) = 0$, always assuming $n \neq 0$ as in the lemma. The fact that $H^1(d_{n\beta}) = 0$ implies the uniqueness part of the claim by standard arguments.

Decompose $\mathcal{P}_{n\beta} = \bigoplus_m \mathcal{P}_{n\beta m}$ where $\mathcal{P}_{n\beta m} = (G_{\beta} \mathcal{E}\mathcal{P} \cap \mathcal{U} \tau^m) \mathcal{B}^{p+n}$. In the following we view $d_{n\beta}$ as a block matrix, with blocks indexed by $m$. The differential $d_{n\beta}$ is triangular in $m$, meaning it cannot increase $m$ because:

39 This means that in the decomposition of $[y, y]$ all components $< n\beta$ are zero. In this sense, $y$ is an approximate MC-element.
− γ₀ ∈ G₀δΦ ∩ U, so the coefficients do not involve τ.
− γ₀ contains no L₁, L₂, L₃ that could generate τ when hitting an sₜ₄⁻⁰⁻⁺₄.

It suffices to show that the diagonal blocks of d_αβ, denoted d_αβm ∈ \text{End}¹(\mathcal{P}_αβm), satisfy \text{H}(d_αβm) = 0; the vanishing of the homologies of the diagonal blocks implies the vanishing of the homology of the block triangular d_αβ.

The factor τᵐ does not affect the differential d_αβm; in particular \partial_τ τᵐ = m τᵐ⁻¹ does not contribute to the diagonal. Hence it suffices to show that \text{H}(d_αβ₀) = 0.

In summary, it suffices to show that
\[
d_αβ₀ = [γ₀, -] ∈ \text{End}¹((G_β δΦ ∩ U) s^{β+n})
\]
has vanishing homology, if \(n ≠ 0\). Dividing and multiplying by \(s^{β+n}\), we get a \(C^n(M^3)\)-linear differential on the finite free \(C^n(M^3)\)-module \(C = G_β δΦ ∩ U\). For \(C\) a basis is given by the \(G_β δΦ\)-elements in Table 3 and \(θ₀\) times these elements. Denote \(K = (G_β δΦ ∩ G_β Φ_a) ∩ U\) that is, a basis of \(K\) is given by the \(G_β δΦ\)-elements in Table 3 but not \(θ₀\) times these elements. We now use the following homological algebra lemma: If \((C, d)\) is a complex and \(K ⊆ C\) is a subspace such that the composition \(w : K → C → C/K\) is bijective, then \(C\) is exact, in fact if \(dx = 0\) then there exists a \(y ∈ K\) such that \(x = dy\). This is because the composition \(h : C → C/K → w^{-1} K → C\) is a homotopy, \(dh + hd = \text{id} = h² = 0\) with \(im h ⊆ K\)⁴².

Note that \(C = K ⊕ \theta₀K\) where \(\theta₀ : K → C\) is injective, hence \(C/K ≃ K\) with a homological degree shift by one, so we can regard \(w ∈ \text{End}₀^{C^n(M^3)}(K)\). Checking bijectivity amounts to checking that \(\text{det} w ∈ C^n(M^3)\) is nonzero which amounts to a concrete calculation. Since \(w\) preserves homological degree, it is a block direct sum of matrices \(w = w₀ ⊕ w₁ ⊕ w₂ ⊕ w₃\). One finds the following values for \(\text{det} w_i\), up to multiplicative constants in \(\mathbb{R}^\times\), and analogous for permutations of \(β\):

| β   | \text{det} w₀ | \text{det} w₁ | \text{det} w₂ | \text{det} w₃ |
|-----|---------------|---------------|---------------|---------------|
| 000  | \(A^0_n\)     | \(A^1_n\)     | \(A^2_n\)     | \(A^3_n\)     |
| 200  | \(A_n\)       |               |               |               |
| 011  | \(A_n A_{n+011}\) | \(A^0_n A_{n+011}\) | \(A_{n+011}\) |               |
| 211  | \(A^0_n\)     | \(A^1_n\)     | \(A^2_n\)     | \(A^3_n\)     |
| 222  |               | \(A_n\)       | \(A^0_n\)     |               |

Here \(A_n = n₁p₁ + n₂p₂ + n₃p₃ ∈ C^n(M^3)\), nonzero when \(n ≠ 0\) since \(p₁, p₂, p₃ > 0\). The factors \(A_{n+011}\) are also nonzero. The index \(n\) comes in through \(\partial_θ s^n = -A_n s^n\).

The determinant is easy to calculate since for every \(β\) the matrix \(w^β\) is upper triangular relative to some permutation of the basis elements.

Our proof of \(H^3(d_αβ) = 0\) delivers an algorithm for constructing \(z\) in \(d_αβ z = e\), and it generates \(γ_α\) as polynomial objects of the kind listed in Theorem 4. Furthermore \(z\) only uses \(K\) basis elements, see the definition of \(K\).

---

⁴⁰ Due to the structure of the filtration in degree zero, see Remark 7.
⁴¹ The frame \(L₁, L₂, L₃\) acts by differentiation through the anchor map.
⁴² Concretely, decomposing \(C ≃ K ⊕ C/K\), the differential has the block form \(d = (s^β \delta)\) and \(h = (0 w^{-1})\).
Then \(dh + hd = (1^0 w^{-1} + w^{-1})\). The upper right entry vanishes since \(d² = 0\) implies \(w a + cw = 0\).
The construction is complete in the sense that one can get all $\text{MC}(\mathcal{P})$ elements, up to gauge transformations, by composing $S_{\text{formal}}$ with formal curves in $\text{MC}(\mathcal{A})$.

**Lemma 10 (Formal completeness for anisotropic elements)** Define the canonical projection $\pi : \text{MC}(\mathcal{P}) \to \text{MC}(\mathcal{A})$. Let $x \in \text{MC}(\mathcal{A})_{\text{gauged}}$ with anisotropic leading term, see Definition 8. Then the map

$$\text{MC}(\mathcal{A}[[t]]) \cap (x + s\mathcal{A}_{\text{gauged}}[[t]]) \rightarrow \frac{\pi^{-1}(x)}{\exp(x\mathcal{A}^0)}$$

induced by $S_{\text{formal}}$ (we use Remark 8) is surjective.

**Proof (Sketch)** Lemma 8 and Theorem 4 hold, by the same proofs, if the parameters such as the elements in the tuple (39) are formal power series in a formal parameter $t$, and we work modulo $t^n$ for some $n > 0$. In particular, the map in Remark 8 has the property that, for all $x_0 = x$ and $x_1, \ldots, x_{n-1} \in \mathcal{A}_{\text{gauged}}$ we have the implication

$$x_0 + tx_1 + \ldots + t^{n-1}x_{n-1} \in \text{MC}(\mathcal{A}[[t]])/t^n$$

$$\implies S_{\text{formal}}(x_0 + tx_1 + \ldots + t^{n-1}x_{n-1}) \in \text{MC}(\mathcal{P}[[t]])/t^n$$

(45)

Analogous if $t$ stands for several formal parameters. Hence in particular the map in Lemma 10 is well-defined, one does get an element in $\pi^{-1}(x)$, by setting $t = x$.

Use $\mathcal{P} \simeq \mathcal{A}[[t]]$ as in Remark 6. The two are different as $\text{gLa}$, and it is implicit below which bracket is used. Let $y = x + \sum_{\alpha \in \mathcal{A}} y_\alpha^\alpha \in \pi^{-1}(x)$ with $y_\alpha \in \mathcal{A}_t$ be given. We must construct a corresponding element on the left hand side of (44). The proof is by induction, using the following lemma for all $\alpha \in \mathbb{N}^3 - 0$: If there exist $y_\beta \in \mathcal{A}_{\text{gauged}}$ and $a_\beta \in \mathcal{A}^0$ for all $0 < \beta < \alpha$ such that

$$x + \sum_{0 < \beta < \alpha} s_\beta^\beta x_\beta \in \text{MC}(\mathcal{A}[[t]])/s^\alpha$$

$$\exp(\sum_{0 < \beta < \alpha} s_\beta^\beta y_\beta)S_{\text{formal}}(x + \sum_{0 < \beta < \alpha} s_\beta^\beta x_\beta) = y \mod s^\alpha$$

then there are $x_\alpha \in \mathcal{A}_{\text{gauged}}$ and $a_\alpha \in \mathcal{A}^0$ such that the same two statements hold when we add $s_\alpha^\alpha x_\alpha$ respectively $s_\alpha^\alpha a_\alpha$ and the two statements are modulo $s^\alpha$. Without loss of generality, by redefining $y$, we may assume $a_\beta = 0$ for $0 < \beta < \alpha$. First define $x_\alpha \in \mathcal{A}_t$ (not necessarily $x_\alpha \in \mathcal{A}_{\text{gauged}}$) uniquely by requiring

$$y = S_{\text{formal}}(x + \sum_{0 < \beta < \alpha} s_\beta^\beta x_\beta) + s_\alpha^\alpha x_\alpha \mod s^\alpha$$

(46)

Using $[y, y] = 0$ one checks\(^{43}\) $x + \sum_{0 < \beta < \alpha} s_\beta^\beta x_\beta \in \text{MC}(\mathcal{A}[[t]])/s^\alpha$. Lemma 7 yields an $a_\alpha \in \mathcal{A}^0$ such that $\exp(s_\alpha^\alpha a_\alpha) \in \exp(s_\alpha^\alpha \mathcal{A}^0[[t]])/s^\alpha$ puts $x_\alpha \in \mathcal{A}_{\text{gauged}}$.\(^\square\)

\(^{43}\) Take the $s_\alpha^\alpha$ coefficient of $[y, y] = 0$, where $y$ is replaced by (46) and where $S_{\text{formal}}$ is expanded about $x$. This is of the form $\sum_{\beta, \gamma \in \mathcal{A}} [x_\beta, x_\gamma] + R = 0$ where $[-, -] : \mathcal{A} \times \mathcal{A} \to \mathcal{A}$ is the bracket on $\mathcal{A}$ and $R$ is a rest term. We must show $R = 0$. Expand $S_{\text{formal}}(X) = \sum_{\alpha \in \mathcal{A}} S_\alpha(X)^\alpha$ with $S_\alpha : \mathcal{A}_{\text{gauged}} \to \mathcal{A}$ and where $S_0(X) = X$, and $[X, Y] = \sum_{\alpha \geq 0}[X, Y]_\alpha^\alpha$ with $[-, -] : \mathcal{A} \times \mathcal{A} \to \mathcal{A}$. From (45) (with $t = 1$) one derives identities among the $S_\alpha$ and their derivatives and the $[-, -]$ that imply that $R = 0$.\(\square\)
8 MC(\(E_\Phi\)) elements, true big-bang solutions

We truncate MC(\(P\)) elements, replace the formal parameters \(s_1, s_2, s_3\) by a small constant, and use this as an approximate solution \(\psi\) for Theorem 3 to construct MC(\(E_\Phi\)) elements with nondegenerate frame asymptotic to \(\psi\) as \(\tau \to \infty\). Invoking Lemma 3 one gets a smooth metric and scalar field solving the Einstein equations (1). The theorem below is for \(M^3 = \mathbb{T}^3\) only because this simplifies the notation for partial derivatives, as in Theorem 3. The theorem can equivalently be stated for \(s_1 = s_2 = s_3 = 1\), see Remark 10 below.

**Theorem 5 (Semiglobal existence of MC(\(E_\Phi\)) elements)** There exists a constant \(c > 0\) such that the following is true. Given four constants

\[
\begin{align*}
H > 0 \quad k > 0 \quad J & \geq \max\{2, ck/H\} \quad K > 0
\end{align*}
\]

with \(J \in 2\mathbb{N}\). Set \(\Omega = [0, \infty) \times \mathbb{T}^3\). Then exists a constant \(\Lambda > 0\) such that for all:

- \(\psi\) elements given by a tuple as in (39) on \(\mathbb{T}^3\), that is
  \[
  (D_1, D_2, D_3, p_1, p_2, p_3, p_0, \xi, \chi)
  \]
  In particular \(D_1, D_2, D_3\) constitute a frame; \(p_1, p_2, p_3 > 0\); the constraints hold.
- constants \(\lambda > 0\)

44 Here \(L^\alpha\) means \(L^\alpha(\mathbb{T}^3)\) and \(\alpha \in \mathbb{N}^3\).

\[
\begin{align*}
(c1) \quad & p_i \geq H. \\
(c2) \quad & \|\partial^\alpha(p_i, 0)\|_{L^\infty} \leq k \quad \text{for} \quad |\alpha| \leq 1. \\
(c3) \quad & \|\partial^\alpha(D_i, p_i, 0, 0, \xi, \chi, c_{ij})\|_{L^\infty} \leq K \quad \text{for} \quad |\alpha| \leq J + 7. \\
(c4) \quad & 0 < \lambda \leq \Lambda.
\end{align*}
\]

for \(i = 1, 2, 3\), then denoting by \(\gamma = \sum_\alpha \gamma_\alpha s^\alpha \in \text{MC}(\mathcal{P})\) the corresponding MC(\(P\)) element defined by Theorem 4 (see also Lemma 9), and denoting

\[
\gamma = \sum_\alpha:|\alpha|\leq J \gamma_\alpha s^\alpha|_{i_1 = i_2 = i_3 = \lambda} \in E_\Phi
\]

there exists a \(\omega \in E_\Phi\) such that, in \(E_\Phi\),

\[
[\psi + \omega, \psi + \omega] = 0
\]

\[
\|\partial^\alpha \omega\|_{L^\infty} = O(e^{-JH\tau}) \quad \text{as} \quad \tau \to \infty
\]

and the frame associated to \(\psi + \omega \in \text{MC}(E_\Phi)\) is nondegenerate. The associated smooth spacetime metric and scalar field (by Lemma 3) solve the Einstein equations (1). The level sets of \(\tau\) are spacelike. There are particle horizons and a curvature singularity at \(\tau \to \infty\).

**Remark 9** The assumptions of Theorem 5 can be satisfied for all (39). Let \(H\) be the biggest allowed by (c1); let \(k\) be the smallest allowed by (c2); set \(J = \max\{2, ck/H\}\); let \(K\) be the smallest allowed by (c3). Note that the latter depends on \(J\).
Remark 10 To obtain a map \( S: U \subseteq \text{MC}(\mathcal{A})^*_{\text{gauged}} \rightarrow \text{MC}(\mathcal{F}) \) as in the introduction, one uses the following observations.

- Since \( \mathcal{A} \) is \( 2\mathbb{Z}^3 \)-graded, replacing \( D_i \) by \( a_i a_k D_i \) with \((i, j, k) \in \mathbb{C} \) with \( a_i > 0 \) yields another element of \( \text{MC}(\mathcal{A}) \). This can be used to state the theorem differently, where in (c5) one requires \( \| \partial^\alpha D_i \|_{L^\infty} \leq K \lambda^2 \), and one sets \( s_1 = s_2 = s_3 = 1 \).
- It is easy to prove a uniqueness result for a fixed gauge \( R_1 \). One uses the uniqueness statement in Theorem 5.

Remark 11 In the informal discussion in Section 9, it is suggested that \( \psi \) is only a good approximation in the late/IR regime and not in the early/UV regime. This perspective could be exploited in a finer analysis.

Proof The translation lemma, Lemma 1, is used for \( \mathcal{F} \) without further notice. Fix a symmetric hyperbolic gauge for \( \mathcal{F} \), see Lemma 3. It is given by constant matrices, for instance \( R_1 \in \text{Hom}(\mathbb{R}^{1+1}, \mathbb{R}^{1+1}) \) with \( m_1 = 33 + 4 \) and \( n_1 = 44 + 4 \). All constants produced in this proof (including in particular \( c > 0 \)) may depend on this gauge. (An admissible condition will be imposed on \( R_1 \) when discussing nondegeneracy.)

We will use the existence part of Theorem 3, using the parameters in Table 5 that are chosen in due course.

| Theorem 3 | Theorem 5 and this proof |
|-----------|-------------------------|
| \( q, \Omega \) | \( q, \Omega \) |
| \( z, Z \) | \( z, Z \) |
| \( b \) | \( b \) |
| \( \Omega \) | \( \Omega \) |
| \( \gamma \) | \( \gamma \) |
| \( \psi \) | \( \psi \) |
| \( \psi + \omega \) | \( \psi + \omega \) |
| \( \psi + \omega = R_1 u \in C^\infty(\Omega, \mathbb{R}^{44+4}) \) | \( \psi + \omega = R_1 u \in C^\infty(\Omega, \mathbb{R}^{44+4}) \) |

Table 5: The rows up to and including \( \psi \) are parameters used to invoke Theorem 3.

There exist constants \( q_0 > 1 \) and \( c_0 > 0 \) such that, for all \( \gamma_0 \) of the form (36),

\[
q_0^{-1} \| L_i(\gamma_0) \|_{L^\infty} \leq c_0 \sup \| \partial^\alpha (p_1, p_0) \|_{L^\infty}
\]

and \( i = 1, 2 \). Here \( A_1 = (A^\mu_{\nu})_{\mu=0...3} \) and \( L_i \) are as in Theorem 3. Here \( A^\mu_{\nu}(\gamma_0) = A^\mu_{\nu}(b_0 \partial_0) \) is a constant symmetric matrix, and it is positive since \( \partial_0 \in W_+ \) and by the second part of Lemma 1. By equation (19), \( L_i(\gamma_0) \) only uses up to first derivatives. Similarly, there exists \( b_0 > 0 \) such that, for all \( \gamma_0 \) of the form (36),

\[
\max_{1 \leq |\alpha| \leq 6} \| \partial^\alpha (A_1(\gamma_0), L_1(\gamma_0)) \|_{L^\infty} \leq b_0 \sup \| \partial^\alpha (p_1, p_0) \|_{L^\infty}
\]

\[45 \] The motivation for the number 6 will only become clear later. It arises as \( N + 3 = 6 \).

\[46 \] On the left, \( \partial^\alpha \) are derivatives in \( N + 1 = 4 \) coordinates. On the right, in \( N = 3 \) coordinates.
The \( q_0, c_0, b_0 \) depend only on \( \delta \phi \) and the gauge, so can influence our choice of \( c \).

Set\(^{47} \) \( c = (c_0 + 1)(q_0 + 2) + 1 \). Further, to invoke Theorem 3 using Table 5, set\(^{48} \) \( q = q_0 + 1 \) and \( Q = q + 1 \) and \( z = (c_0 + 1)k \) and \( Z = (J + 1)H \) and \( b = b_0K + 1 \).

In particular, \( Qz < ck \leq JH < Z \). We have now specified enough data to obtain the constants \( e > 0 \) and \( C > 0 \) from Theorem 3; they can influence our choice of \( \Lambda \).

Set \( \delta = \lambda^{J+1} \). With a smallness condition on \( \Lambda \) we have \( 0 < \delta \leq \epsilon \). Now all data for Theorem 3 is specified by Table 5 and we now check that all its assumptions are satisfied. The dependence of \( \gamma_\omega \) on the tuple (39) as spelled out in Theorem 4 is used below. Statements that require a smallness assumption on \( \Lambda \) and that use (c3) and (c4) are tagged by \( * \) below (note that \( K \) can influence \( \Lambda \)). Every term in \( \psi - \gamma_0 \) comes, by (g3), with at least a factor\(^{49} \) \( \lambda^3 e^{-[p + \tau]}/r^2 \leq \Lambda^2 e^{-2/\tau} e^{-(J+1)/\tau} \) times a polynomial in \( \tau \), beating the product of \( \delta = \lambda^{J+1} \) with \( e^{-2/\tau} e^{-(J+1)/\tau} \) using \( * \).

By Theorem 3 we have existence of a solution \( \psi + \omega \) with \( \omega = R_1H \); see Table 5. The frame is nondegenerate by the following argument:

- By assumption \( D_1, D_2, D_3 \) in (39) constitute a frame, hence the four-dimensional frame of \( \tilde{\gamma} \) is nondegenerate when \( \gamma \) is replaced by nonzero real numbers. Hence the frame of \( \psi \) is nondegenerate for sufficiently large \( \tau \) using (g1)\(^{51} \).
- Since \( Z = (J + 1)H > JH \geq ck \geq 2k \geq 2 \sup_p \| p \| \) we use (20c) to conclude that also \( \psi + \omega \) with \( \omega = R_1H \) has nondegenerate frame for large \( \tau \).
- Note that \( \psi \) has the form (32), and one can choose \( R_1 \) such that \( \psi + \omega \) also has the form (32). Then Remark 5 implies that nondegeneracy holds everywhere\(^{52} \).

The associated 1-forms in Definition 4 and 5 are closed, and exact because their integrals around the 1-cycles on \( \mathbb{T}^3 \) vanish for large \( \tau \) because they vanish for \( \tilde{\gamma} \). So Lemma 3 applies. The claims about the causal structure are properties of the conformal metric, see Definition 3 and (23) and (27), and follow from \( \tilde{\gamma} \).\( \square \)

\(^{47} \) The fact that \( e \geq 2 \) will be used later to get a nondegenerate frame. The condition \( J \geq 2 \) will not be explicitly used, it follows from \( J \geq ck/H \geq 2k \geq 2 \sup_p \| p \| \) we use (20c) to conclude that also \( \psi + \omega \) with \( \omega = R_1H \) has nondegenerate frame for large \( \tau \).

\(^{48} \) The motivation for these choices is that \( \mathcal{A}(\psi) \) and \( L(\psi) \) will satisfy appropriate estimates. The gaps +1 are used to bridge, by choosing \( \Lambda \) small, the difference between \( \gamma_0 \) and \( \psi \). One can use a smaller gap.

\(^{49} \) There can also be polynomial factors in \( \tau \).

\(^{50} \) Note that (c3) controls \( J + 7 \) derivatives of the data, hence controls 7 derivatives of \( \psi \).

\(^{51} \) This is true even if the \( p_i \) are of very different sizes say two small and one large.

\(^{52} \) Alternatively note that, whatever the choice of \( R_1 \), the \( \theta_0 \) part of the frame of \( \psi + \omega \) is \( \sum_{i=0}^{3} \mu^i \theta_0 \partial_\mu \) for some \( \mu^i \) with \( \mu^i \sim (1,0,0,0) \) and a small change of coordinates brings this into the form \( \theta_0 \partial_\mu \).
9 Discussion and outlook

We have constructed smooth big bang type solutions. Formal completeness for anisotropic elements makes it plausible that these solutions yield an open set of smooth initial data, up to gauge transformations. Here we discuss informally the difficulties that one might encounter, and a plan for addressing them, for $M^3 = \mathbb{T}^3$.

Recall that [6] obtain an open set of initial data, in the near-spatially-flat-FLRW case. We only consider anisotropic elements $p_1 \neq p_2 \neq p_3 \neq p_1$ see Remark 1.

The obvious strategy is to apply an inverse function theorem to a suitably gauged version of the map $U \subseteq MC(\mathcal{A}) \rightarrow MC(\mathcal{P})$ to obtain local surjectivity. Subtly different ways of defining the map can make a big difference in carrying this out, and one must be open to making modifications. With this in mind, recall our construction of the true solution as a truncation of a formal series solution plus a correction, $\psi + \omega$.

The truncation $\psi$ is accurate at late times $\tau \rightarrow \infty$, and the correction $\omega$ becomes more relevant at earlier times.

This perspective can be refined in an essential way by analyzing both in time $\tau \in [0, \infty)$ and in spatial frequency (or momentum) $k \in \mathbb{Z}^3$. There are two qualitatively different regimes, see Figure 5. This follows from the causal structure, schematically given by the conformal orthonormal frame $\partial_\tau$ and $e^{-\text{const} \cdot \tau} \partial_x$, by which $e^{-\text{const} \cdot \tau} |k| \approx 1$ is an important heuristic threshold, and we conjecture that the following heuristics can be made rigorous:

- **Late/IR regime.** Time derivatives dominate. The behavior is essentially determined, in the sense of scattering, by the associated graded of the BKL filtration. One can use a gauge adapted to the filtration. Note that MC elements in the associated graded are explicit and do not display wave behavior.
– Early/UV regime. Here one has typical wave behavior, not easy to describe by an expansion. This must be analyzed accordingly, using gauges that yield a symmetric hyperbolic system and energy estimates.

One should be ready to use different gauges in the two regimes; the word gauge here refers comprehensively to gauge fixing conditions and choosing a splitting into dynamic and constraint equations. Note that we have done something very similar in this paper, by constructing the truncation $\psi$ and the correction $\omega$ using two different gauges. But while the splitting into $\psi$ and $\omega$ is similar to the late/IR versus early/UV splitting, it is not as clear-cut, and further analysis may benefit from using a definite gauge depending only on $(\tau,k)$.

However large $\tau$, there is always a threshold for $|k|$ above which one is in the early/UV regime. But using energy estimates to do what they are good for, namely controlling high frequencies, one would effectively show that the late/IR behavior as, governed by the associated graded, ultimately dominates.

For a nonlinear system, or a linear system with non-constant coefficients, different spatial frequencies $k$ interact, and therefore the two regimes late/IR and early/UV are in permanent interaction, and this must be controlled. But the propagator of a linear symmetric hyperbolic system with sufficiently smooth coefficients admits Sobolev $H^s$ estimates for positive and negative $s$, which bounds transfer from low-to-high respectively high-to-low frequencies. Such estimates for linear systems are useful when, and good motivation for, invoking an inverse function theorem. While it seems difficult to obtain estimates that do not lose derivatives, more precisely to find two Banach spaces such that linearization and inverse are bounded, toy calculations suggest that one can get estimates that lose only finitely many derivatives, hence the Nash-Moser inverse function theorem in Frechet spaces is a natural candidate.

We propose that one should prove scattering, between true MC elements and the simpler associated graded MC elements. To clarify what we mean by scattering, suppose we have two systems, described by linear or nonlinear propagators $P_A$ and $P_B$, so the composition law $P_A(a,\tau)P_b(\tau,b) = P_A(a,b)$ must hold and similar for $P_B$. Scattering is the existence of the limits $S_{AB} = \lim_{\tau \to +\infty} P_A(0,\tau)P_B(\tau,0)$ and $S_{BA} = \lim_{\tau \to +\infty} P_B(0,\tau)P_A(\tau,0)$ that must be inverses of one another. An important technique is to define $P_X(a,b) = P_B(0,a)P_A(a,b)P_B(b,0)$, which is itself a system in the sense that the composition law holds. Then $S_{AB} = \lim_{\tau \to +\infty} P_X(0,\tau)$ and $S_{BA} = \lim_{\tau \to +\infty} P_X(\tau,0)$. The limits for $P_X$ are often easier to establish, if one can calculate the infinitesimal generator of the linear or nonlinear system $X$. This ought to be an effective technique in the case at hand, where $A$ would be a dynamical system for $MC(\partial_B)$ and $B$ would be a dynamical system for $MC(\omega')$.

Unfortunately, we anticipate that scattering holds but with a nasty technical complication. Namely $S_{AB}$ and $S_{BA}$ will only exist on, and will only establish a bijection between, certain nontrivial Frechet submanifolds, but this will be sufficient because directions transversal to these submanifolds are equivalent to applying $O(3)$ gauge transformations that rotate the spatial frame. These $O(3)$ rotations depend on the spatial coordinates. Intuitively, scattering requires that the frame be properly rotated at each spatial point, for the filtration to control the late/IR behavior. This kind of complication should perhaps not be surprising in the context of a gauge theory.
If this plan can be implemented, it would prove stability under perturbations of anisotropic initial data, for big bang type singularities, with very precise control over the behavior at $\tau \to \infty$ via scattering. More importantly, we expect that similar techniques will be relevant for the BKL conjectures for vacuum (cf. Subsection 1.3).
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A Analysis of the MC(af) gauged constraint equations

In this logically self-contained appendix we solve the MC(af) gauged constraint equations. The discussion is limited to the following situation:

- We are on the torus $\mathbb{T}^3 = (\mathbb{R}/2\pi \mathbb{Z})^3$.
- This simplification allows one to use Fourier series, other cases should be similar (see Remark 12).
- We only consider solutions close to spatially homogeneous and totally anisotropic.
- We only consider smooth solutions.

One can construct finitely differentiable solutions in just the same way.

We show that locally the space of solutions almost looks like a graph of a smooth map of Frechet spaces. Almost, because there are in addition a finite number $q$ of independent nonlinear conditions that cut out a nonempty codimension $q$ real variety, to leading order described by $q$ homogeneous quadratic equations. Here $q = 3$. The main tool is to observe that the principal symbol of this constraint system has full rank and therefore can be reduced to an elliptic problem. We do not make contact with literature about the Einstein constraint equations. This appendix is logically self-contained.

Let $S = C^\infty(\mathbb{T}^3)$ be the Frechet space of smooth real functions on the torus $\mathbb{T}^3$. Fourier series establish an explicit isomorphism to the Frechet space of rapidly decreasing sequences. The three standard partial derivatives will be denoted $\partial_1, \partial_2, \partial_3$.

Definition 13 (Constraint equations) Define the smooth nonlinear map

$$C : N \subseteq S^{15} \to S^4$$

by

$$(D_1, D_2, D_3, p_1, p_2, p_3, p_0, \zeta, \chi) \mapsto (A, B_1, B_2, B_3)$$

where $D_1, D_2, D_3$ are three vector fields on $\mathbb{T}^3$ that for analysis purposes we view as nine component functions, and the rest are six functions. By definition, the domain $N$ corresponds to the open subset where $D_1, D_2, D_3$ are linearly independent at every point of $\mathbb{T}^3$. We have abbreviated

$$A = 3p_0^2 - p_2p_3 - p_3p_1 - p_1p_2$$

$$B_i = -\frac{1}{2}D_i(p_j + p_k) - \frac{1}{6}C_{ijk}(p_i - p_j) + \frac{1}{2}C_{ikj}(p_i - p_k) + p_iD_i(\zeta) + 3p_0D_i(\chi)$$

for all cyclic $(i, j, k) \in \mathbb{C}$, see (9), and the structure functions are as in Definition 10.

Definition 14 (Good intersection of real quadrics) Let $U$ be a real Banach space and $\beta = (\beta^i_{jk})_{i=1, \ldots, n}$ with $\beta : U \times U \to \mathbb{R}$ a collection of $n$ continuous symmetric bilinear maps. We say $\beta$ defines a good intersection if there exists a decomposition into closed subspaces $U = U_1 \oplus \ldots \oplus U_n \oplus W$ with $\dim_{\mathbb{R}} U_i < \infty$ such that the $\beta^i_{jk}$ satisfy:

- $\beta^i_{jk} = 0$ unless $i = j = k$.
- $\beta^i_{jk}$ is an indefinite form, meaning it is of mixed signature.
Lemma 11 (Local structure of the solution space) Suppose \( p_{10}, p_{20}, p_{30} > 0 \) are three constants that are pairwise different, \( p_{10} \neq p_{20} \neq p_{30} \neq p_{10} \), interpreted as anisotropy. Set
\[
x_0 = (\partial_1, \partial_2, \partial_3, p_{10}, p_{20}, p_{30}, 0, 0) \in \mathbb{N}
\]
where \( p_{30} > 0 \) is chosen so that \( C(x_0) = 0 \). Then there exist:

- An internal direct sum decomposition of Frechet spaces
  \( \mathcal{F}^{15} = U \oplus V \)

- An open neighborhood \( \Omega_0 \subseteq \mathbb{U} \) of the origin of \( U \).
- An open neighborhood \( \Omega_0 \subseteq V \) of the origin of \( V \).
- A smooth map \( \Phi : \Omega_0 \subseteq \mathbb{U} \to \Omega_0 \subseteq V \) with \( \Phi(0) = 0 \).

Proof (Sketch) Solving \( A = 0 \) yields \( p_1 = p_0(p_1, p_2, p_3) > 0 \). Substituting this, we get a map
\[
\mathcal{C} : \mathcal{N}' \subseteq \mathcal{F}^{14} \to \mathcal{F}^{3}
\]
where \( \mathcal{N}' \) is the set where \( D_1, D_2, D_3 \) are nondegenerate and \( p_1, p_2, p_3 > 0 \). The operator \( \mathcal{C} \) is quasilinear first order. Parsing yields three unique nonlinear maps \( A' : \mathcal{M}' \subseteq \mathbb{R}^{14} \to \text{Hom}_{\mathbb{R}}(\mathbb{R}^{14}, \mathbb{R}^3) \) such that
\[
\mathcal{C}'(x) = \Sigma_{i=1}^3 A'(x) \partial_i x
\]
The open subset \( \mathcal{M}' = \text{GL}(\mathbb{R}^3) \times (0, \infty)^3 \times \mathbb{R}^3 \) is simply the pointwise version of \( \mathcal{N}' \). So \( \mathcal{N}' \) coincides with the elements in \( \mathcal{N}'^{14} \) with values in \( \mathcal{M}' \). The principal symbol at \( x_0 \) has constant coefficients,
\[
\sigma(k) = A'(x_0)k =
\begin{pmatrix}
0 & \Delta_{12}k_2 & \Delta_{13}k_3 & 0 & 0 & \Delta_{13}k_1 & 0 & 0 & -\frac{1}{2}k_1 & -\frac{1}{2}k_1 & p_{10}k_1 & 3p_{30}k_1 \\
\Delta_{12}k_2 & 0 & 0 & \Delta_{13}k_3 & 0 & 0 & \Delta_{13}k_1 & 0 & \Delta_{13}k_1 & -\frac{1}{2}k_2 & -\frac{1}{2}k_2 & 3p_{30}k_2 \\
\Delta_{13}k_3 & 0 & 0 & \Delta_{13}k_1 & 0 & 0 & \Delta_{13}k_1 & 0 & \Delta_{13}k_1 & -\frac{1}{2}k_3 & -\frac{1}{2}k_3 & 3p_{30}k_3
\end{pmatrix}
\]
where \( \Delta_{ij} = \frac{1}{2}(p_{ij} - p_{ji}) \) and \( p_{ij} = p_0(p_{10}, p_{20}, p_{30}) \). The assumption \( \Delta_{ij} \neq 0 \) when \( i \neq j \) implies that \( \sigma(k) \in \text{Hom}_{\mathbb{R}}(\mathbb{R}^{14}, \mathbb{R}^3) \) has full rank equal to three for all \( k \in \mathbb{R}^3 \). For every \( k \in \mathbb{R}^3 \) decompose
\[
\mathbb{R}^{14} = U_k \oplus V_k
\]
where \( U_k = \text{ker} \sigma(k) \) and \( V_k \) is some complement. Explicitly, let \( V_k \) be the orthogonal complement relative to the standard inner product on \( \mathbb{R}^{14} \). Note that \( U_0 = \mathbb{R}^{14} \) and \( V_0 = 0 \). If \( k \neq 0 \) then \( \dim_{\mathbb{R}} U_k = 11 \) respectively \( \dim_{\mathbb{R}} V_k = 3 \) and they are smooth vector bundles. Note that \( U_{-k} = U_k \) and \( V_{-k} = V_k \). Set\(^{55}\)
\[
U' = \{ y \in \mathcal{F}^{14} \vert y_k \in U_k \oplus iU_k \},
\]
\[
V' = \{ y \in \mathcal{F}^{14} \vert y_k \in V_k \oplus iV_k \},
\]
where \( y_k \in \mathcal{G}^{14} \) denotes the Fourier coefficient for \( k \in \mathbb{Z}^3 \). Note that \( \mathcal{N}'^{14} = U' \oplus V' \) is an internal sum decomposition of Frechet spaces. Every \( x \in \mathcal{F}^{14} \) has a unique decomposition \( x = x_0 + u + v \) where \( u \in U' \) and \( v \in V' \). If \( u, v \) are small then \( x \in \mathcal{N}' \). Then
\[
\mathcal{C}'(x) = A(x)\partial x = 0 \iff A(x_0)\partial v = f_u(v)
\]
where by definition \( f_u(v) = -(A(x_0 + u + v) - A(x_0))\partial (u + v) \). We have used \( A(x_0)\partial u = 0 \), which holds by definition of \( U' \). For fixed \( u \) the operator \( f_u \) is a quasilinear first order differential operator and we
\(^{55}\) Recall that \( \mathcal{F} \) are real valued functions.
decompose \( f_\nu(u) = P_\nu + Q_\nu + R_\nu(u) \) where \( R_\nu(u) = \mathcal{O}(v^2) \) as \( v \to 0 \). Here \( P_\nu \in \mathcal{F}^1 \) satisfies \( P_\nu = \mathcal{O}(u^2) \) as \( u \to 0 \). Here \( Q_\nu \) is a linear and \( R_\nu \) a quasilinear first order differential operator. Note that \( Q_\nu = 0 \) so that \( Q_\nu \) is small if \( u \) is small; this means that a Sobolev operator norm losing one derivative is small. Let \( \Pi : \mathcal{F}^1 \to \mathbb{R}^3 \) be the map that extracts the zeroth Fourier coefficients, which are real. Note that
\[
\Pi^* f_\nu(u) = 0 \quad \Leftrightarrow \quad A(x_\nu) \partial v = 0 \quad \Pi f_\nu(u) = 0
\]
since \( \Pi A(x_\nu) \partial v = 0 \) for all \( v \in \mathbb{V} \). We solve the first equation on the right, then the second equation.

- Since \( V_0 = 0 \) and \( A(x_\nu) \partial \) is elliptic on \( \mathbb{V} \) by construction, the first equation admits, using standard Sobolev estimates, a solution \( v = \varphi'(u) \) for small \( u \) obtained by a fixed point iteration starting at zero. In particular, inverting the (constant coefficient) elliptic operator gains one derivative compensating the loss of one derivative in \( u \to f_\nu(u) \). One first constructs a solution by iteration in a Sobolev space for a fixed but sufficiently large index, then one shows that the same iterates converge in the Sobolev space of index \( k \) for all \( k \), by induction on \( k \). The map \( \varphi' \) is a smooth map of Frechet spaces, and the space of solutions to the first equation is the graph of \( \varphi' : \Omega_{\nu'} \subset \mathbb{U} \to \Omega_{\nu \nu} \subset \mathbb{V} \) where \( \Omega_{\nu'} \) and \( \Omega_{\nu \nu} \) are open sets containing the origin, and furthermore \( \varphi'(0) = 0 \) and \( D\varphi'(0) = 0 \). The derivative vanishes because \( P_\nu = \mathcal{O}(u^2) \) as \( u \to 0 \) by construction of \( \mathbb{U} \).

- The second equation is equivalent to \( B'(u) = 0 \) where
\[
B'(u) = -\Pi(A(x_\nu + u) - A(x_\nu)) \partial u + \mathcal{O}(u^3)
\]
which is a smooth nonlinear map
\[
B'(u) = \Pi(A(x_\nu + u) - A(x_\nu)) \partial u + \mathcal{O}(u^3)
\]
Clearly \( B'(0) = DB'(0) = 0 \). The second derivative \( D^2 B'(0) \) defines a good intersection in the sense of Definition 14, for instance, one can take the three subspaces \( U_1 \oplus U_2 \oplus U_3 \subset \mathbb{U} \) where
\[
\begin{align*}
U_1 &= \{ \text{only } k = (\pm 1,0,0) \text{ Fourier coefficients} \} \\
U_2 &= \{ \text{only } k = (0,\pm 1,0) \text{ Fourier coefficients} \} \\
U_3 &= \{ \text{only } k = (0,0,\pm 1) \text{ Fourier coefficients} \}
\end{align*}
\]
with \( \dim_{\mathbb{R}} U_1 = 22 \).

To finish the proof, set \( \mathbb{U} \simeq \mathbb{U}_1 \) and \( \mathbb{V} \simeq \mathbb{V}_1 \oplus \mathcal{F}^1 \) where the second summand is for \( \tau_1 \); the map \( \varphi \) is a direct sum of \( \varphi' \) and the map \( p_0 = p_0(p_1,p_2,p_3) > 0 \) introduced at the beginning of this proof, and \( B \simeq B' \). □

Remark 12 (The sphere) The argument above should also work for the sphere \( S^3 \). We sketch how this works. Let \( L_1, L_2, L_3 \) and \( R_1, R_2, R_3 \) be the usual frames of left- and right-invariant vector fields on \( S^3 \),
\[
[L_1, L_2] = e_{ij} L_3 \quad [R_1, R_2] = e_{ij} R_3 \quad [L_i, R_j] = 0
\]
Expand \( D_1 = D_1/L_1 \) so in (48) we can keep working with \( \mathcal{F}^1 \). Use \( x_0 = (L_1, L_2, L_3, p_{10}, p_{20}, p_{30}, p_{00}, 0,0) \).

Denote \( L_3 = L_3 \pm D_3 \). Expand \( C(x) = A^+(x)L_+ + A^-(x)L_- + A^0(x)L_3 \) where \( \mathcal{A}^+, \mathcal{A}^- : \mathbb{M}^{14} \to \text{Hom}_{\mathbb{C}}(\mathbb{C}^{14}, \mathbb{C}^3) \) satisfying appropriate reality conditions. The ‘Fourier coefficients’ of an element of \( \mathbb{C}^{14} \otimes \mathcal{F}^1 \) are elements of \( V_0 \otimes \mathbb{C} V_m \) where \( \dim \mathbb{C} V_m = 2m + 1 \) and where the left (resp. right) \( V_m \) is the irreducible unitary representation for the \( L_1 \) (resp. \( R_1 \)). The ellipticity statement is that the linear map
\[
\sigma(m) = A^+(x_0)L_+ + A^-(x_0)L_- + A^0(x_0)L_3 \in \text{Hom}_{\mathbb{C}}(\mathbb{C}^{14} \otimes V_m, \mathbb{C}^3 \otimes V_m)
\]
has full rank for all \( m > 0 \). Let \( V_m, m > 0 \) be the lowest weight using the Cartan subalgebra spanned by \( L_3 \). Using the anisotropy, one can check that \( A^+(x_0) \) has full rank when restricted to the joint kernel of \( A^+(x_0) \) and \( A^- (x_0) \), which implies that \( \mathbb{C}^3 \otimes V_m \subset \text{im} \sigma(m) \) when \( m \neq 0 \). One can check that \( A^+(x_0) \) has full rank which implies by an induction on the weight filtration that \( \sigma(m) \) has full rank.

\textsuperscript{54} The restriction to \( U_2 \times U_3 \) with \( i \neq j \) is zero. The signature of the restriction to \( U_1 \times U_1 \) is indefinite already when restricting to the last 5 of 14 components of the Fourier coefficients in \( U_{(±1,0,0)} \oplus U_{(±1,0,0)} \).
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