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Abstract—Dynamic malware analysis executes the program in an isolated environment and monitors its run-time behaviour (e.g., system API calls) for malware detection. This technique has been proven to be effective against various code obfuscation techniques and newly released ("zero-day") malware. However, existing works typically only consider the API name while ignoring the arguments, or require complex feature engineering operations and expert knowledge to process the arguments. In this paper, we propose a novel and low-cost feature extraction approach, and an effective deep neural network architecture for accurate and fast malware detection. Specifically, the feature representation approach utilizes a feature hashing trick to encode the API call arguments associated with the API name. The deep neural network architecture applies multiple Gated-CNNs (convolutional neural networks) to transform the extracted features of each API call. The outputs are further processed through LSTM (long-short term memory networks) to learn the sequential correlation among API calls. Experiments show that our solution outperforms baselines significantly on a large real dataset. Valuable insights about feature engineering and architecture design are derived from ablation study.

Index Terms—malware detection, dynamic analysis, feature representation, deep neural network

I. INTRODUCTION

Cybersecurity imposes substantial economic cost all over the world. A report [1] from the United States estimates that the costs by malicious cyber activity on the U.S. economy lay between $57 billion and $109 billion in 2016. Malware is one of the major cybersecurity threats that evolve rapidly. It is reported more than 120 million new malware samples are being discovered every year [2]. Therefore, the development of malware detection techniques is urgent and necessary.

Researchers have been working on malware detection for decades. The mainstream solutions include static analysis and dynamic analysis. The static analysis algorithms scan the binary code (or scripts) of the malware to create signatures [3]–[5] (e.g., printable strings, n-grams, instructions) for malware matching or extract features for training malware recognition models. For the signature matching based approaches, the detection performance heavily depends on the size of the signature database [6]. [7]. For the training based approaches, they might be vulnerable to code obfuscation [8] or inadequate to detect new ("zero-day") malware with different features [9]. In contrast, the dynamic analysis algorithms execute each sample in an isolated environment to collect the run-time behaviour information for detection. In spite of the extra time cost from executing the samples, dynamic analysis typically exerts a higher detection rate and is more robust than static analysis [10]–[12]. In this paper, we focus on dynamic analysis.

Among the collected run-time information, the system API call sequence is the most popular data source for dynamic analysis as it captures all the operations (including network access, file manipulation operations, etc.) executed by the program. Each API call in the sequence consists of the API name, the argument names and argument values. Various machine learning models have been trained to recognize malware based on the API call sequence, such as Naive Bayes [13], Support Vector Machines (SVM) [14], and Random Forests [15]. To apply these models, feature engineering is conducted to extract features from the API sequence. For example, if we consider the API name as a gram, then the most N frequent n-grams features can be extracted ($n = 1, 2, \cdots$) from the sequence. However, it is non-trivial to extract the features from the arguments of heterogeneous types, including strings, integers, addresses, etc. Recently, researchers have applied deep learning models [16], [17] for dynamic analysis. Deep learning models like convolutional neural network (CNN) and recurrent neural network (RNN) can learn features from the sequential data directly without feature engineering. Nonetheless, the data of traditional deep learning applications like computer vision and natural language processing is homogeneous, e.g., images (or text). It is still challenging to process the heterogeneous API arguments using deep learning models. Therefore, most existing approaches ignore the arguments. As a result, a lot of information is unexploited.

There are a few approaches [15], [18], [19] leveraging API arguments. [15], [19] simply treats all argument names and values as the text string, and then extracts the most N frequent n-grams as the features. Consequently, the heterogeneous information from different types of arguments are not fully exploited. [18] maintains a list of strings to store the API name and the strings in the parameters and uses the bits of a feature vector to indicate whether a particular string is present. This method only focuses on the most frequent strings and other heterogeneous information is ignored.
In this paper, towards more effective dynamic malware analysis, we propose novel feature engineering methods for the system API arguments and propose a new deep learning architecture for malware detection. In particular, for different types of arguments, we propose corresponding hashing approaches to extract the features. The argument features and the features extracted (by hashing) from the API name and category are concatenated and fed into the deep learning model. Deep learning models have a good property that their capacity can be easily tuned by changing the architecture to match the complexity of the data. In addition, the model parameters can be trained to transform the input features into a better representation for the tasks of interest. We use multiple gated CNN models to transform the hashed high dimensional features of each API call. The output from the CNN models, i.e., a sequence of transformed features, are processed by RNN to extract the sequential correlation for the final binary prediction, i.e., malware or benign program.

We conduct experiments over a large dataset of portable executable (PE) files provided by a security company. A distributed dynamic analysis framework is implemented to speed up the process, which uses Cuckoo\textsuperscript{1} to collect the dynamic trace of each program in parallel. Our solution outperforms all baselines with a large margin. Through extensive ablation study, we find that both feature engineering and model architecture design (e.g., using batch normalization\textsuperscript{21} and LSTM) are crucial for achieving high generalization performance.

The main contributions of this paper are:
1) We propose a novel feature representation for system API arguments. The extracted features will be released for public access.
2) We devise a deep neural network architecture to process the extracted features, which combines multiple gated CNNs and RNN. It outperforms all existing solutions with a large margin.
3) We conduct extensive experiments over a large real dataset. Valuable insights about the feature and model architecture are found through ablation study.

The rest of this paper is organized as follows. Section 2 introduces related work on malware detection. Section 3 shows the proposed system. The methodologies including feature representation and model architecture are covered in Section 4. The experiments are demonstrated in Section 5 and the conclusions follow in Section 6.

II. RELATED WORK

In this section, we review the dynamic malware analysis from the feature engineering methods and deep learning models perspective, which are in accordance with our contribution on a new feature extraction method and a new deep learning architecture respectively.

A. Feature Engineering for System API Calls

We review various feature representations of the system API calls below. They are typically fed into traditional machine learning models for dynamic analysis, such as clustering algorithms, SVM, random forest, etc. In our method, we use hashing tricks to extract the features, which requires less domain knowledge than some existing methods.

Bayer et al.\textsuperscript{22} extend a controlled virtual environment called ANUBIS to collect sample's execution trace. An 8-tuple is constructed as the representation, which consists of the system call's name, corresponding objects such as files, and dependencies between these system calls and objects.

Trinius et al.\textsuperscript{23} introduce a feature representation called Malware Instruction Set (MIST). MIST uses several levels of features to represent a system call. The first level represents the category and name of API calls. The following levels are specified manually for each API call to represent their arguments. Therefore, the feature from the same level but for different APIs could have different semantics. The inconsistency imposes challenges to learn patterns using machine learning models. Qiao, Yong et al.\textsuperscript{24} extend the MIST and propose a representation called Byte-based Behavior Instruction Set (BBIS). They claim that only the first level of MIST is efficient and thus BBIS only uses the category and name of API calls. Besides, they propose an algorithm (CARL) to process consecutively repeated API calls.

Statistical features are popular for training machine learning models. API call names and their arguments are treated as separate strings in\textsuperscript{15},\textsuperscript{25},\textsuperscript{26}. String frequency and the distribution of API name lengths are extracted as the features. Ahmed et al.\textsuperscript{13} also use statistical features that capture both the spatial and temporal information. Spatial information is extracted from arguments, such as the mean, variance, entropy of some arguments. Temporal information is extracted from the n-grams API call sequence, including the correlation and transformation possibility between two n-grams.

Salehi et al.\textsuperscript{27} propose a feature representation associating the API call sequence with their arguments. It assigns each argument to bind with its API call to form a new sequence. However, this approach leads to an extremely long feature vector and might lose the pattern of API call sequence. Hansen et al.\textsuperscript{28} propose another two feature representations. These representations consist of first 200 API calls as well as its “argument”. However, this “argument” only indicates whether this API call is connected with the later one and it might not maintain sufficient information from arguments.

B. Deep Learning based Approaches

David and Netanyahu\textsuperscript{29} treat the sandbox report as an entire text string, and then split all strings by any special character. They count the frequency of each string and keep only top 20,000 frequent ones by using a 20,000-bit vector to represent it. Their model is a deep belief network (DBN) which consists of eight layers, from 20,000-sized vectors to 30-sized vectors. They append a softmax layer after the top layer. Cross-entropy loss is used to train the model, which attains 98.6% accuracy on a small dataset with 600 test samples.

\textsuperscript{1}https://cuckoosandbox.org/
Pascaru et al. [16] propose a two-stage approach, a feature learning stage and a classification stage. At the first stage, they use the Recurrent Neural Networks (RNNs) to predict the next possible API call based on the previous API call sequence. For the classification stage, they freeze the RNNs, and feed the outputs into a max-pooling layer aggregate the features for classification. They attain 71.71% recall rate at a false positive rate of 0.1% on a dataset with 75,000 samples. Tobiyama et al. [30] use vanilla RNNs to extract the features, which are arranged into a matrix like a grey-scale image. CNN is applied to do classification over the matrix.

Kolosnjaji et al. [17] propose an approach which combines convolution neural network (CNN) with RNNs. Their approach stacks two CNN layers, and each CNN layer uses a 3-sized filter to simulate the 3-grams approach. A Long short-term memory (LSTM) with a 100-sized hidden vector is appended to handle the time-series sequence.

The previous 3 papers only use the API call sequence but ignore the arguments. Huang and Jack [31] uses a feature representation consisting of three parts, the presence of unpacked code fragments in the arguments, the combination of the API call name with one of its arguments (selected manually), and the 3-gram of API call sequence. This feature representation with 50,000 features which is reduced to 4,000 by a random projection. They claim for the first time the deep learning model (i.e., RNN) outperforms a shallow architecture proposed by Dahl et al. [32]. Agrawal et al. [19] also use the API call sequence and the arguments. Their feature representation consisting of a one-hot vector from API call name and top N frequent n-grams of the argument strings. The model uses several stacked LSTMs and shows a better performance than [17]. They also claim more LSTMs cannot increase the performance.

In our solution, we propose to transform the input features extracted from the API name, category and arguments using multiple gated-CNNs (with batch-normalization). The transformed features are processed by a LSTM to learn the sequential pattern.

### III. DMDS Framework

Fig. 1 depicts the overview of DMDS (Dynamic Malware Detection System). Our system consists of three main parts, i.e., data collection, dynamic analysis, and classifier learning. The work flow of our system starts from the data collection with multiple sources. Once the new portable executable (PE) samples are collected, an execution queue is applied to manage the execution of these samples. The dynamic analysis engine of our system is Cuckoo [33], a leading open source automated malware analysis system that can manage two types of machine clusters, virtual machine cluster and physical machine cluster. Each execution task is assigned to an instance of the cluster, and an execution log is generated after the execution. These logs then are processed by a multi-thread service to form a feature representation. Based on the feature vector, a deep neural network model is trained and updated accordingly.

#### A. Data Collection

The data collection part of DMDS has been implemented and deployed by a local anti-virus company (SecureAge Technology). SecureAge maintains a platform with 12 anti-virus engines to collect and label the PE files. These collected data then will be fed into DMDS to optimize its model. In the future, once DMDS is stable, it will be deployed as a new engine. DMDS is an online model. With the dataset increases, it will update itself iteratively.

An execution queue is maintained to organize all available submitted tasks. It monitors the storage usage and decides whether to submit more tasks. Also, a task queue with atomic push and pop operation is a lock-free solution for the distributed system. With a moderate priority design, the execution queue reduces the waiting time of user submission tasks.

#### B. Dynamic Analysis

In this system, a dynamic malware analysis engine, Cuckoo, is used to gather execution logs of malware. Cuckoo is an open source, self-hosted and automated sandbox. It executes the PE sample inside a sandbox (a virtual machine or a physical...
machine), Cuckoo applies API hooks to monitor which API is being called by the PE sample. Therefore, the actions of the entry process, as well as the actions of the child processes spawned by the entry process, are captured. Furthermore, Cuckoo provides a REST API for Distributed Cuckoo solution and we use it in our system together with the execution queue.

In the Cuckoo sandbox, we deploy two types of clusters, virtual machine cluster and physical machine cluster. The virtual machine cluster is cheap and easy to deploy. Each physical machine can maintain dozens of virtual machines to run. All virtual machines are installed with a 64-bit Windows 7 system and several daily-use software. We leverage the snapshot feature of the virtual machine to roll back it to its original status. However, several papers state that some malware might observe they are running in a sandbox so as to stop their malicious actions [34], [35]. We also deploy physical machine cluster, which is more complicated and time-consuming. Each sandbox must use a physical machine exclusively. And an image cloning server is required to make the machine roll back after execution, which costs lots of time. After being executed at the sandbox, all generated execution logs are stored locally at the Cuckoo server.

C. Classifier Learning

The execution logs generated by the sandbox consists of lots of detailed information, which might be several-fold larger than its original file. And because execution logs are stored at the Cuckoo server, if they are not processed in time, they will waste lots of space and deter the execution of later. Therefore, we design a multi-thread feature extraction service to process these logs.

After the feature vectors are extracted, they are split into training, validation and test dataset. The trained models are stored at a model server. When the system is deployed, a user submitted program is processed by a model from the model server. The execution logs generated by the sandbox consists of lots of detailed information, which might be several-fold larger than its original file. And because execution logs are stored at the Cuckoo server, if they are not processed in time, they will waste lots of space and deter the execution of later. Therefore, we design a multi-thread feature extraction service to process these logs.

IV. METHODOLOGY

At this part, we describe the methodology of DMDS, including the novel feature extraction process and the new deep learning architecture for malware classification.

A. Feature Representation

As discussed earlier in the paper, most previous works [16], [17], [24] only consider to encode the API call sequence but ignore its arguments. This incurs a problem that API events (the API name and its category of a API call) indicate the same meaning whenever it occurs in the sequence. Because the arguments of API call has been discarded, the single API event loses its unique profile [19]. For example, a write file operation might be benign when the target file is created by the PE sample but be malicious when the target file is created by the system or other software. A few works which consider both arguments and API events either cannot provide a homogeneous, aligned representation [23] or apply too much Natural Language Processing(NLP) prior-knowledge [19], [31].

We propose a feature representation which leverages the feature hashing method [36] to encode each API event and its arguments to get a homogeneous feature vector. As shown Table I, our feature representation consists of different types of information. The API events part has 12 bins, 8 for API name and 4 for API category. The API arguments part has 89 bins, 16 for the integer arguments and 73 for the string arguments. For the string arguments, several specific types of strings (file path, Dlls, etc.) are processed. In addition, 10 statistical features are extracted. All these features are concatenated to form a 102-dimension feature vector.

1) API Events: The Cuckoo sandbox supports monitoring 312 API calls in total which belongs to 17 categories [33]. Each API name consists of multiple words with the first letter of each word capitalized. We first split the whole API name into words and then they are processed using the feature hashing trick with 8 bins. For the API category, all the characters of the category string are processed using the hashing trick to sketch the set with 4 bins. In addition, we use the MD5 value of each API event and its arguments to remove any repeated API events.

The main technique we use to encode the sequences of strings into a fixed length vector is feature hashing (hashing trick). We use random variable $x$ to denote an input vector which consists of a sequence of elements (either strings or characters), $M$ to denote the number of bins, i.e., 8 for API name, and 4 for API category. Then the value of the $i$-th bin is calculated by:

$$\phi_i(x) = \sum_{j: h(x_j) = i} \xi(x_j)$$  \hspace{1cm} (1)

where $h$ is a hash function that maps an element, e.g., $x_j$, to a natural number $m \in \{1, ..., M\}$ to find the location of the bin that it belongs; $\xi$ is a hash function that maps an element to $\{\pm1\}$. That is, for each element $x_j$ of $x$ whose hash value $h(x_j)$ is $i$, we calculate its hash value $\xi(x_j)$ and add it into the $i$-th bin.

| Feature Type | Details | Dim |
|--------------|---------|-----|
| API Events   |         |     |
| API name     | Internal words hashing trick | 8   |
| API category |         |     |
| API Arguments|         |     |
| Integers     | Hashing trick | 4   |
| API Arguments| Strings |     |
| Paths        | Hashing trick with hierarchy | 16  |
| Dlls         |         | 8   |
| Registry keys|         | 4   |
| Urls         |         | 16  |
| Ipv           |         | 12  |
| String statistics | numStrings, avLength, numChars, entropy, numPaths, numDlls, numUrls, numIps, numRegistryKeys, numMz | 10  |

TABLE I
FEATURE REPRESENTATION OVERVIEW
2) **API Arguments:** As for API arguments, there are only two types of values, integers and strings. The individual value of an integer is meaningless. It requires its argument name to indicate the meaning of the value. The same integer might indicate totally different meaning with different argument keys. For example, number 22 with the name "port" is totally different from the one with the name "size". We apply feature hashing to form a 16-dimension vector to encode the integer's argument name as well as its value. We firstly hash the argument's name into the corresponding dimensions of the vector, then multiply the logarithm of its value to these bins. Moreover, multi-integers' results will be added together. Specifically, the $i$-th element of the feature vector is

$$\phi_i(x) = \sum_{j:h(x_{j}^{name})=i} \xi(x_{j}^{name}) \log(|x_{j}^{value}| + 1)$$

where $h$ and $\xi$ are the same hash functions as in Equation 1, $x_{j}^{name}$ is the argument name, and $x_{j}^{value}$ is argument value, i.e., an integer.

For strings, their values are more complicated than an integer. Some strings starting with '0x' contain the address of some objects. And some other may contain file path, IP address, URL, even plain text. Besides, some API calls allow the user to write a new file from the string argument, so strings even can contain an entire file. The variety of strings makes it more complicated to handle them. Based on the previous work [13], [15], [25], [26], the most important strings are the values about file path, DLLs, registry key, URL, and IP address. So we extract these types of strings and use the feature hashing to extract the features for them.

To capture the hierarchy information contained in these strings, we parse the whole string into several substrings and process them individually. For example, we use "C:\" to identify a file path. For a path like "C:\a\b\c" four substrings would be parsed, "C:\", "C:\a\", "C:\a\b\", and "C:\a\b\c". All these substrings use the hashing trick of Equation 1 to hash into the corresponding bins. The same parsing method is applied at DLLs, registry keys and IPs. The DLLs are strings always ending with ".dll". The registry keys often start with "HKEY_". IPs are those strings with four numbers (range 0 to 255) separated by dots. The parsing method is slightly different for URLs. The word in a URL that appears later often represents a lower level or broader category, so we treat the URLs in the reverse order. For example, "https://cikm2016.cs.iupui.edu/" will be parsed as "edu", "cs.iupui.edu" and "cikm2016.cs.iupui.edu".

Apart from the above specifics strings, there are lots of other types of strings. Based on the previous work [13], [15], [25], [26], we extract statistical information of all the printable strings. The printable strings consist of characters ranging from 0x20 to 0x7f. Therefore, all the paths, registry keys, URLs, IPs and some other printable strings are included. One of the other types of strings starts with "MZ", which is often a buffer that contains a whole executable file. Such strings usually occur in malicious behaviours such as thread injection [37]. Thus, a 10-dimension vector is used to record the number of strings, their average length, the number of characters, the entropy of characters across all printable strings, and the number of paths, DLLs, URLs, registry keys, IPs and "MZ" strings.

### B. Model Architecture

Based on our feature representation method, we present a deep neural network architecture that can leverage both the API events and their arguments. Fig. 2 is an overview of the proposed deep learning model.

The input shape of a sample (program) is $(N, d)$, where $N$ is the number of the API calls in each sample and $d$ is the dimension of each extracted API feature, i.e. $d=102$. We first normalize the input by a batch normalization layer [21]. This batch normalization layer normalizes the input values by subtracting the batch mean and dividing by the batch standard deviation. It makes sure some dimensions of the feature vector are not so large to affect the training; it also has a slight regularization effect, which is validated in the experiments.

Then, several gated-CNNs [20] are applied. Gated-CNNs have shown to be competitive with recurrent models on language tasks but consuming less resource and less time. For each gated CNN, the input is fed into two convolution layers respectively. All convolution layers' filter size is 128. Let $X_A$ denote the output of the first convolution layer, and $X_B$ denote the output of the second one; they are combined by $X_A \otimes \sigma(X_B)$, which involves an element-wise multiplication operation. Here, $\sigma$ is the sigmoid function $\sigma(x) = \frac{1}{1+e^{-x}}$, so $\sigma(X_B)$ is the gate that controls the information from $X_A$ passed to the next layer in the model. Conceptually, the gating
mechanism is important because it allows the selection of important and relevant information [38]. Following the idea in [39], 1-D convolutional filters are used as n-grams detectors. To capture the 2-gram and 3-gram information, the kernel sizes in these two components are configured as 2 and 3; and the strides are 1.

After n-grams representations are concatenated together, another batch normalization layer is applied to reduce overfitting before it is sent into the LSTM layer to learning sequential patterns. LSTM is a recurrent neural network architecture, in which several gates are designed to control the information transmission status so that it is able to capture the long-term context information [40]–[43]. Similar to the neural models discussed in [19], one bidirectional LSTM is utilized to capture sequential behaviour patterns from the API events and the length is set to 100. Since the detection of malware relies on signals observed throughout the sequence, performing max pooling over the full sequence, instead of using the final activation from the LSTM, helps retain the relevant activation learned throughout the sequence. So a temporal global max pooling layer is applied to extract abstract features from the hidden vectors.

After the LSTM layer, a dense layer (64 units) with a ReLU activation, a dropout layer with probability 0.5 (to reduce overfitting [44]), and a dense layer (1 units) with a sigmoid activation, are applied to the end of the model to reduce the dimensionality and output the probability of malware.

Our model is supervised with the label associated with each file, which is used to measure the loss for training the model. Binary cross entropy function is used,

$$\ell(X, y) = -y \log(P[Y = 1|X]) + (1 - y) \log(P[Y = 0|X])$$

(3)

The optimization method we take is Adam.

V. EXPERIMENTS

A. Dataset

As described in Section 3.1, 12 commercial anti-virus engines are set to label whether the sample is malicious. If 4 or more engines agree that a particular sample is malicious, then it is labelled as positive. If none of the engines detects it as malicious, then it is labelled as negative. Any other samples with 1-3 engines labelled as malicious are deemed inconclusive and therefore discarded (not used for training or testing).

The collected data are archived by the date and we use two months (April and May) data in our experiment. All these PE samples are pushed into the execution task of DMDS to collect the API call sequence. Since the physical machines take lots of time, for the dataset collection, we only use the virtual machines to execute these PE samples. Table II is a summary of the data, where one row represents the statistics of the data in one month.

Because our dataset is collected from the wild world, we conduct the experiment and evaluate the models by such a method; we use cross-validation (CV) to train the model on the April dataset and evaluate it on the May dataset.

B. Model evaluation

In order to investigate the performance improvement of our proposed framework, we compare the proposed model with three machine learning-based baseline models and three deep learning based baseline models. All the experiments are conducted with the same dataset and configuration.

- **Uppal et al.** [45] In this model, 3-grams of API call names are extracted and the most important ones are then selected by the odds ratio of each gram. SVM is applied for the final classification.
- **Tian et al.** [15] A hash table is used to indicates the presence of strings as features. These strings come from both API names and arguments. Their model is Random Forest.
- **Fang et al.** [18] It also uses hashing trick to hash the API call names, return value and module name (a part of the arguments) into some fixed-size bins. Then top n important features are selected by their proposed approach and fed into XGBoost.
- **Pascanu et al.** [16] It firstly use RNNs to predict next possible API call, then they freeze the RNNs and extract features from each hidden vectors for classification. The model’s input is the one-hot vector from API call name.
- **Kolosnjaji et al.** [17] They propose a model which combines stacked CNNs with RNNs. The model’s input is the one-hot vector from API call name.
- **Agrawal et al.** [19] Their feature representation consists of a one-hot vector from API call name and top N frequent n-grams from the string of its arguments. The model uses several stacked LSTMs.

We use the 4-fold cross-validation method to train and evaluate models on the April dataset to illustrate their ability to detect known malware. We also evaluate their performance on the May dataset to indicate their capability for detecting unknown malware.

Three metrics are considered: ROC (receiver operating characteristic curve) AUC (Area Under the Curve) score, ACC (accuracy) and Recall when FP (false positive) rate is 0.1% or below. The recall is defined as the ratio of the malware correctly identified as malware, while the FP rate is the ratio of benign software incorrectly identified as malware. Anti-virus products are required to keep a low false alarm rate to avoid disturbing the users frequently [46]–[47]. The models are expected to achieve a high recall rate for a fixed low false positive rate. In addition, the inference time per sample, which

| Dataset | Positive samples | Negative samples |
|---------|------------------|------------------|
| April   | 15931            | 11417            |
| May     | 11856            | 21983            |

### TABLE II

SUMMARY OF THE DATA
TABLE III

THE EXPERIMENTAL RESULTS

| Type          | Approach                        | Arguments | 4-fold CV Performance | Test Performance | Inference Time (ms/sample) |
|---------------|---------------------------------|-----------|-----------------------|------------------|-----------------------------|
|               |                                 |           | AUC                   | ACC              | Recall                      |
| Machine Learning | Uppal et al. [45]               | No        | 96.1808%              | 90.8922%         | 1.3745%                     | 94.0211%                   | 86.0071%                   | 1.6092%                     | 98.5575                     |
|               | Tian et al. [15]                | Yes       | 99.0960%              | 95.8332%         | 82.4162%                    | 97.7732%                   | 93.1798%                   | 67.4722%                    | 123.0334                    |
|               | Fang et al. [18]                |           | 98.6160%              | 94.5825%         | 53.5148%                    | 97.0195%                   | 90.6757%                   | 41.7190%                    | 116.0063                    |
| Deep Learning | Pascaru et al. [16]             | No        | 95.3459%              | 89.0551%         | 9.1624%                     | 50.6858%                   | 32.2058%                   | 9.6737%                     | 94.2259                     |
|               | Kolosnjaji et al. [17]          |           | 98.8247%              | 95.3539%         | 59.4759%                    | 97.5785%                   | 93.3156%                   | 42.8489%                    | 92.1873                     |
|               | Agrawal et al. [19]             |           | 99.0688%              | 95.6584%         | 77.7166%                    | 98.1853%                   | 94.5533%                   | 60.1126%                    | 257.3729                    |
|               | Proposed Model                  | Yes       | 99.4640%              | 96.7637%         | 88.7535%                    | 98.7123%                   | 95.3328%                   | 71.4831%                    | 129.2115                    |

includes the time for feature processing and model prediction, is also taken into account.

From the experimental results in Table III, regardless of the cross-validation performance or test performance, our proposed model achieve the best AUC score, accuracy and recall among all the baseline models, which is also evident in Fig. 3. Fig. 3 displays the ROC of all the models. Therefore, our efforts on extracting the features of the API call sequence and design of the deep learning model have made a difference.

In Fig. 3, the dashed curves are the ROC of those traditional machine learning models, while the solid lines are the ROC of those deep learning models. The experimental results illustrate that the traditional machine learning approaches and deep learning approaches are comparable. Although it is generally accepted that recurrent neural networks are the most advanced architecture for processing and classifying sequences, the features that fed into recurrent neural networks are also important. It should be noted that the model of Tian et al. [15] just adopts a basic method to extract the string information, and achieves quite good results. In other words, it indicates the importance of strings in feature processing, and our model did emphasize on it.

The results also show that models that take argument features into consideration generally outperform those without argument features. The addition of argument features increased the test AUC score of the traditional machine learning method by 3% and also increased the test AUC score of deep learning by nearly 1%. Therefore, including API arguments is necessary and significant.

Since the training dataset is collected before the testing dataset, some new malware variants were generated over time, which means that the distribution of software populations differs between the training and testing dataset. The proposed model achieves the best performance, which confirms the ability of our model in detecting new and constantly evolving malware.

As for the inference time, models with the argument features take a slightly longer time than the ones without argument feature. And the inference time taken by the models is far less the time taken by feature processing. Moreover, the proposed model uses the hash method to avoid the double scans of the log file [19] so as to reduce half of the feature processing time.

C. Ablation Study

Apart from the data collection part which has been implemented by SecureAge, the other parts of our framework have not been deployed at the production environment. Instead, we release the insights when we exploit the effectiveness of each important component of our proposed model.

The proposed model consists of several components that can be flexibly adjusted, e.g., the Gated CNNs, LSTM and Batch Normalization layers. Therefore, in order to explore the effects of a different configuration of these components, we did several sets of comparison experiments (fix other structures and only change the testing component). These result of these experiments serve as the basis for the decision of our final model structure.
- **Gated CNNs** Three sets of experiments are conducted, the Gated CNNs only with kernel size 2 (2-GatedCNN), two Gated CNNs with kernel size 2 and 3 (2,3-GatedCNN), three Gated CNNs with kernel size 2, 3 and 4 (2,3,4-GatedCNN).

- **LSTM** Three sets of experiments are conducted, the model without LSTM, the model with one LSTM, the model with two LSTM stacked.

- **Batch normalization layers** Three sets of experiments are conducted, the model without any batch normalization (BN) layers applied, the model only with the BN layer after the input (first BN), the model only with the BN layer after the Gated CNNs (second BN), the model with both BN layers.

**VI. CONCLUSION**

In this work, a novel feature engineering method over the API call sequence and arguments, and a new deep learning architecture for malware detection are proposed. We use hashing tricks to extract a homogeneous and low-cost feature representation across different types of arguments. For the proposed deep learning architecture, multiple gated-CNNs are applied to transform the hashed high dimensional features from each API call. LSTM is applied to capture the sequential patterns from the API call sequence. The experiments show that our approach outperforms all baselines. Ablation study over multiple architecture variations gives us valuable insights on architecture design.
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