Implementation and implications for polygenic risk scores in healthcare
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Abstract
Increasing amounts of genetic data have led to the development of polygenic risk scores (PRSs) for a variety of diseases. These scores, built from the summary statistics of genome-wide association studies (GWASs), are able to stratify individuals based on their genetic risk of developing various common diseases and could potentially be used to optimize the use of screening and preventative treatments and improve personalized care for patients. Many challenges are yet to be overcome, including PRS validation, healthcare professional and patient education, and healthcare systems integration. Ethical challenges are also present in how this information is used and the current lack of diverse populations with PRSs available. In this review, we discuss the topics above and cover the nature of PRSs, visualization schemes, and how PRSs can be improved. With these tools on the horizon for multiple diseases, scientists, clinicians, health systems, regulatory bodies, and the public should discuss the uses, benefits, and potential risks of PRSs.
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Introduction
Determination of risk has been central to disease assessment and prevention for decades within the medical field [63]. Currently, the focus on disease prevention and mitigation has become a major focus of healthcare institutions in order to reduce the strain of human disease on public health systems. By enhancing the capacity for healthcare workers to intervene early with patients, guiding them towards healthier lifestyles and better personal choices, the hope is to prevent the worse effects of disease later in life and more effectively use healthcare resources [63].

At the beginning of the twenty-first century, nearing the completion of the Human Genome Project, there was hope that acquiring the human genetic blueprint would allow us to understand disease and determine those at risk quickly through genetic testing [11]. However, these ideas were far too optimistic. Instead of simple connections between a specific gene or set of genes and their associated disease, we found a complex web of interactions throughout the genetic code involving hundreds to millions of single nucleotide polymorphisms (SNPs) [52], especially among more common and complex diseases. Such diseases have a polygenic underpinning involving thousands of genetic variants that each has only a small effect on the disease process. This reality fundamentally limits the ability of single or multigene testing for use in risk-assessment and diagnosis of common diseases [35].

The discovery of multi-gene diseases forced researchers to backtrack on their original claims and hopes for genetic testing, putting the idea of genetic diagnosis and risk assessment [11] on the backburner. From this effort arose a modern expansion in the field of quantitative genetics and led to the advent of the genome-wide association study (GWAS), with the first completed in
2005 with only 24 cases and controls [24]. The first large-scale GWAS occurred in 2007 with ~2000 cases for 7 diseases and ~3000 shared controls [14]. Over time, more and more GWASs were performed with ever increasing numbers of subjects, some even over 1 million subjects [32, 42]. These advances, among others, have led to increased study power and the ability to capture more genetic variants associated with a given trait such as diabetes [66], cardiovascular disease (CVD) [36], anxiety [43], and even depression (see Fig. 1) [28].

In 2009, the International Schizophrenia Consortium demonstrated, for the first time, the ability to use a multi-gene profile to categorize and stratify individuals based on their likelihood of developing schizophrenia [31]. This was the first example of a polygenic risk score (PRS) model being used and the researchers were able to demonstrate the power of PRSs for disease stratification (International Schizophrenia et al. 2009 [63]). The study had large implications for the future of genetic testing, public health, and clinical care. Chatterjee et al., later published a seminal review on PRS development and evaluation, emphasizing the need for absolute risk estimates to be the focus of future PRS development [7]. Researchers then continued this effort for more diseases [39] and even began to integrate clinical risk factors with PRSs to increase risk stratification accuracy [41], acknowledging the inherent and intricate gene-environment interactions in complex human disease. Most notable is the study published by Khera et al. in 2018 which showcased the use of PRSs for coronary artery disease (CAD), breast cancer, atrial fibrillation, inflammatory bowel disease, and type II diabetes [35].

The hopes for genetic testing being useful and informative in the clinic have been revitalized. Advances in PRS development provide new and reliable possibilities for determining an individual’s disease risk which, in practice, could encourage preventative screening or treatment, furthering the possibility of avoiding the disease altogether. In addition, a framework to build upon was established and the integration of clinical/environmental risks is continuing. In many ways, PRSs hold true to the original promise of genetic testing for patients and the public. This revelation opened the doors for numerous consortia and bioinformatics groups to assess their repositories and to analyze their databases for any information that they could glean, the more subjects the better. This marked a milestone in the applications of big data science in genetics and new efforts were put underway to collect ever more genetic data from individuals. Now, GWASs may not only be a preamble for future research into the genes and molecular mechanisms of disease, but a clinical tool for disease risk assessment.

The past years have shown an explosive growth of the scientific application of PRSs which fall in five broad classes: verification of genome-wide associations, establishing genetic correlation between traits, testing gene-by-environment interaction, stratification by genetic risk to establish causal effects that are independent of genetic confounding, and the establishment of ‘genetic nurture.’

To verify the predictive ability of SNPs identified by GWAS meta-analyses for the trait-of-interest, which is critical for their use in the clinic, PRSs are computed in out-of-sample cohorts and regressed on the trait to estimate the amount of variance explained by the PRS in the target population [35, 46]. The use of an independent out-of-sample cohort is mandatory because when the “target” sample is part of the “discovery” sample, the prediction is going to be inflated [64]. PRS is also a powerful tool to establish a shared genetic basis between apparently unrelated traits, as shown for example by the prediction of creativity by the PRS for schizophrenia and bipolar disorder [56]. PRSs, in sharp contrast to isolated candidate genes [16], further enable well-powered tests of gene-by-environment interaction which surprisingly falsified the hypothesized interaction between genetic susceptibility for depression and childhood trauma [54]. Stratification on PRS scores uniquely enables causal inference in observational studies that is corrected for genetic confounding. For example, Choi et al. [8, 9], combining a lifestyle survey on recreational physical activity with electronic health records on incident episodes of depression, showed that even individuals with high genetic vulnerability for depression could avoid new depressive episodes when they are sufficiently physically active [8]. Finally, using a separate PRS based on the transmitted and on the untransmitted alleles of the parents, we can separate the genetic and environmental components present in intergenerational transmission. This was, for example, used to show that the rearing environment provided by the parents to their offspring (genetic nurturing) played an important role in the child’s educational attainment, but did not affect the transmission of vulnerability for ADHD which was entirely genetic [17].

Whereas there is now ample demonstration of the use of PRS to advance science, their clinical applications are still rare. Here, we focus on the clinical implementation of PRSs and their utility both to the larger healthcare system and to individual health outcomes. We begin by briefly discussing how PRSs are calculated and the science behind them. We then evaluate their potential use in the clinic and the challenges inherent to their integration into healthcare at large, especially in training healthcare professionals and explaining the results to patients. Later, we discuss methods of visualization and communication of
polygenic risk and the implications this information has for patients and their families. Finally, we discuss the ethical status of PRSs and the potential risks in using the technology, especially on underrepresented populations in genetic studies.

For clarity, we often discuss the use of PRSs as scores which will be the main tool that healthcare providers will use and discuss with patients. These scores are generated via algorithms which can contain tens to millions of SNPs depending on the disease/phenotype of interest. Throughout this review, we will focus on the scores themselves but will at times discuss the algorithms (i.e., PRS algorithms) and how they function in particular versus the scores (i.e., PRSs) that will be used in the clinic.

Given recent guidelines published by Khan et al. [34], we clarify that this work will focus almost exclusively on genetic ancestry (often referred to simply as “ancestry”) and not on race and ethnicity. While (genetic) ancestry, race, and ethnicity are often linked, they are not equivalent terms and we endeavor to be as specific as possible regarding the terminology used within this work. We do, however, discuss some of the ethical impacts regarding PRS implementation and therefore discuss its potential effects on racial and ethnic health disparities. Given that these are sociological terms and we are referring to social issues, we then use the terms “race” and “ethnicity” directly.

How PRSs are constructed

A PRS represents a calculated estimate of trait or disease liability according to an individual’s genetic profile in the context of relevant GWAS summary statistics. Specifically, a PRS is computed by summing the number of risk alleles (0, 1, or 2) that an individual possesses (target data), weighted by the risk allele effect sizes as determined by a GWAS on the phenotype of interest (discovery data). The effect size is expressed as the log (OR) for binary traits or slope of the linear regression between allele count and trait for continuous traits. Questions then arise as to the number of risk alleles important for defining the most accurate PRS. Studies have demonstrated that PRSs achieve greater predictive power when they include a large number of genetic variants, also known as SNPs, rather than limiting a PRS to only those SNPs that attain genome-wide significance in the associated GWAS [1, 31, 48].

Rigorous quality control measures must be implemented on both the discovery and target data to achieve validity and power in the PRS calculation. Particular care must be taken during the quality control stages because
small errors can become magnified during the aggregation of SNP effects in PRS computation. Researchers and clinicians alike should familiarize themselves with and become knowledgeable of standard quality control steps (see this tutorial [9]) in PRS calculation as these analyses can have severe outcomes on the accuracy of the PRS.

Various strategies have been developed to select the genetic variants that are used in PRSs [10, 65]. When calculating a PRS, it is important to consider factors that contribute to violating the assumptions of normality. That is, the PRS is the sum of independent variables (i.e., SNPs) with identical distributions; thus, the PRS should be approximately a normal distribution even when the predictive power is low. A PRS with a non-normal distribution likely results from inclusion of many correlated SNPs (due to linkage disequilibrium) or derivation and application of the score from heterogeneous populations (SNPs with markedly different allele frequencies and genotype distributions). Therefore, evaluation of PRS distributions may elucidate errors in PRS calculation or issues that persist due to not properly addressed population stratification existing in the target sample. When the PRS is normally distributed, Z-scores can be calculated, helping to improve score interpretation and increase the comparability across traits. A general schematic of this process is represented in Fig. 2.

PRS in the health care system

The potential for PRSs in the clinic is far reaching for multiple levels within the healthcare system. Specifically, the potential clinical implications of PRSs can be subdivided into two major areas: (1) public health and (2) individual and clinical decision-making.

PRS’s influence on public health

Within the domain of public health, prevention is one of the largest initiatives to help maintain a healthy population and to reduce the morbidity, mortality, and economic costs of disease on society. Prevention is generally broken down into three categories: primary, secondary, and tertiary. Primary prevention involves disease reduction through the use of information, healthy behaviors, and regular health maintenance to prevent a disease, such as avoiding smoking for lung cancer. Secondary prevention involves testing patients for early detection (cholesterol screening, etc.), commonly referred to simply as screening. Screening is used routinely in the clinic, from various procedures, such as mammograms for breast cancer and colonoscopies for colon cancer, questionnaires, like those for clinical depression and anxiety, to blood tests, such as cholesterol testing for CAD. When applied properly, screening is used to discover a disease early in its pathophysiology, enabling early intervention with the goal of either curing the individual of the disease or preventing the disease from progressing. By doing so, individuals who need more invasive, and potentially harmful diagnostic tests, can be found while the rest of the population is not put at risk. Finally, tertiary prevention involves medications or procedures designed to intervene and reduce adverse outcomes in patients [38].

PRSs likely fit into this system as a hybrid of primary and secondary prevention, functioning as an early secondary prevention that may be able to influence primary prevention strategies. While a DNA sample from a patient would be required for evaluation, PRS analysis on an individual would ideally occur long before an individual has any signs or symptoms of the disease in question. Instead, a PRS for a number of diseases would be generated early on, giving clinicians and other healthcare workers a jump-start in initiating conversations regarding healthy habits, access to health programs, and other preventative measures (medications, further testing, etc.) [63]. This may have a profound effect on the prevention of diseases, intervening even before exposure to a potentially harmful environmental risk factor, and greatly reducing the likelihood of developing a condition later in life.

Moreover, PRS-based information could help to improve healthcare resource optimization to reduce costs and justify, if applicable, increased spending on certain diseases with high genetic burden in larger populations, such as a nation or state. This information could be used in combination with socioeconomic and existing healthcare data to argue for increased public spending and healthcare outreach efforts. Public health awareness campaigns and increases in funding have been shown to increase overall health outcomes in the past and could be further justified with PRS information on a large enough scale. Outcome changes could be monitored using deidentified/anonymized data to observe the effects of enacted public policy changes on genetically at-risk (sub)populations, representing an improvement in overall well-being and health of communities. Even greater would be the increased knowledge that such a scenario would offer for increasing the accuracy of PRSs for individuals given the increase in deidentified data available for research barring subject informed consent and internal review board approval.

Individual and clinical decision making:

The ability to stratify on the population has great benefits to society, but PRSs have an even greater potential for individual patients. By having a PRS, a patient will have a quantitative measure of their individual risk for developing a given disease. In consultation with their physician, a specific and personalized plan can be developed. Most patients will not require special care, but for
the intermediate and high-risk groups, different or increased screening may be necessary [31, 63]. For example, in the USA, women ages 50–74 are recommended to have a mammogram every 2 years if they are at average risk [61]. But for those women who are at increased risk, this mammogram interval may be decreased to one every year or breast magnetic resonance imaging (or MRI) may be warranted to reduce lifetime radiation exposure in high-risk women [48]. For the most severe cases, radical double mastectomy and total hysterectomy may be warranted [41, 48].

As a local physician, PRSs function as a tool to better understand a patient than family history can offer alone [63]. These scores provide a quantifiable and objective measure of genetic risk compared to the subjective nature and potential recall bias of family history [3, 59] and self-reported lifestyle risk factors [53, 57]. Patients, through no fault of their own, often do not know the exact history of their parents or grandparents; vital information for assessing risks involving diabetes, cancer, and CAD. PRSs offer another metric for measuring inherited risk [26].

Given genome-wide SNP genotyping, assessing genetic risk should only require a single DNA sample for assessment. While whole genome sequencing may become universally available in time, methods such as array-based genotyping paired with SNP imputation can be used to gather genome-wide information for individuals, such as the Illumina Global Screening Array [4]. This digitized genome-wide information can then be used to
score a patient for any number of diseases with available PRSs. Given that the genome does not change, this test should only be required once. Even if PRSs change over time by adding or removing SNPs from the scoring algorithms as data increases or methodology evolves, individuals with genome-wide data already recorded should be able to take advantage of improvements in PRS accuracy and predictive capacity without giving another sample.

PRS scores also showcase a great opportunity to counsel high genetic-risk patients on lifestyle choices, as noted in the literature [63]. One example would be a patient with a high diabetes PRS. With these results, a physician can discuss with the patient their individual risk, explaining the challenges those with diabetes face, and recommend increasing exercise and a healthy diet. In fact, it may become standard practice to begin hemoglobin A1C monitoring early and to recommend seeing a nutritionist. By counseling a patient prior to disease onset, discussing genetic risk, and starting patients earlier on a healthy lifestyle, the disease can be prevented or caught early enough to reduce disease severity.

One huge advantage of PRSs is that they are far less sensitive to inaccuracies in the genotyping of individual variants than standard clinical genetics procedures. In clinical genetics, we often rely on a single genomic variant for determining a treatment course. Inaccuracies in genotyping can lead to “failures” to make a diagnosis, or [make] a diagnosis in error” leading “to devastating consequences for individuals and families” [2]. For example, reporting absence of common risk variants for breast cancer in single genes such as BRCA1, potentially gives patients a false sense of security, because many other variants may still put the patient at risk. A PRS for breast cancer from a well-powered GWAS meta-analysis could capture a far larger portion of the total genetic risk compared to a single variant.

Simultaneously, individuals on the opposite end of the spectrum will be identified who are at far lower genetic-risk than the population average. Weighing the benefits and risks of screening with such a population will come with its own set of concerns. The decision to delay regular screening or to modify the screening timetable will be a unique decision between patient and physician. As has been discussed in the literature, the recommendation to withhold screening for low-versus high-risk patients will likely be harder to recommend [63], at least until clinicians and health systems become comfortable with the technology and there is a surplus of historical data on the use of PRSs in the clinic upon which to formulate guidelines.

Predictive PRSs also have the potential to identify high-risk groups for medical interventions [7, 63]. One such example is the use of statin therapy in individuals with high cholesterol. Mega et al. found through risk-benefit analysis that those at in the highest-risk category (top quintile) would benefit from therapy initiation. Those who scored in the lower risk categories had less benefit from the medication versus the higher-risk categories [50], leading to the risks (namely of developing diabetes) outweighing the benefits of statin therapy [63].

As information accumulates from the use of electronic medical records and consortia continue to increase in size and diversity, conclusions about who should receive a given therapy and when will become more common. Big data analytics will give healthcare workers the ability to modify their decision-making to reflect the unique genetics of each patient, both increasing benefits and reducing harms on large scales.

Such distinctions and adjustments are not uncommon. Already, clinicians balance the risks and benefits for each patient based on large studies and clinical trials. One such example is the use of calcium channel blockers and thiazide diuretics in African-American patients [6, 69]. These medications are generally preferred to the more standard ACE inhibitors and beta blockers because calcium channel blockers are noted to be more effective and safer to use in this subpopulation [69]. It is not unreasonable for PRSs to expand these discoveries and to expand the efforts of personalized medicine in the future. In fact, the information gathered from genetic data, artificial intelligence, and the electronic medical record combined as big data, is likely to radically change the landscape of medicine on both macro and micro scales.

The COVID-19 pandemic recently demonstrated how important PRSs can also become under exceptional circumstances. Horowitz et al. showed that a high genetic burden from seven common genetic variants that modulate COVID-19 susceptibility and severity was strongly associated with increased risk of hospitalization and severe disease among COVID-19 cases, especially among individuals with few known risk factors. Using genetics to identify individuals at highest risk of adverse outcomes may therefore help prioritize individuals for immunization by (mRNA) vaccines or for treatment with monoclonal antibody treatments when they are still in short supply [27].

**PRS challenges and limitations**

**Degree of genetic influence**

A fundamental limitation of PRSs is that they typically explain only a small fraction of a trait or disease variance. Unlike monogenic causal gene defects as in the Huntingtin gene or monolithic risk factors like APOE4 haplotype for Alzheimer's disease, the discriminative ability of PRSs for cancer or CVD is compromised by the environmental factors that come into play, and the imperfect measurement of the full genetic signal that
would include structural variants and potentially gene–
gene interactions.

However, PRSs correlate with genetic liability, the
most prominent single contributor to phenotypic
variation. This relationship has allowed for PRSs to
be adopted for routine application in biomedical
research.

To translate PRSs into clinical tools, relative risks that
compare individuals across the PRS continuum with a
baseline group will eventually need to be transformed to
absolute risks for the disease. For example, scoring very
high on a PRS, say the 99th percentile, has almost no
meaning if that PRS captures only 1% of variance in dis-
ease risk. This is even more true if the prevalence of the
disease in the population is low. It is imperative that
PRSs are used only in cases were the heritability of a dis-
ease is significant and warrants its inclusion. Awareness
of this caveat will aid in the prevention of over-reliance
on PRSs and acknowledge the need for holistic risk
approaches by healthcare professionals and the public.

Effects of ancestry
Given that allele frequencies and linkage disequilibrium
(LD) blocks vary from population to population, espe-
cially when these populations are of different ancestries,
the genetic profiles of different ancestry groups are sig-
nificantly different for the purposes of GWAS analysis.
In fact, differences in LD blocks can lead to reduced im-
putation accuracy and incorrect SNP calls for individ-
uals. Additionally, given that PRSs are built using
GWAS data, there is an inextricable connection between
the genetics and the environment of the GWAS subjects
and ultimately the final outcomes of the research [19].
This is especially poignant when sample sizes are small
and the environment of the GWAS subjects is fairly
similar, leading to reduced capacity to tease out con-
founding environmental factors within the study popula-
tion. In turn, these differences result to slightly different
effect sizes associated with a given SNP.

While these differences may be small in one instance,
given the number of SNPs and the additive nature of
current PRS algorithms, the scores generated will be dif-
ferent for those of different genetic ancestries. For this
reason, PRSs are essentially locked to the ancestry group
(i.e., European ancestry) from which they take their sum-
mary statistics and leads to reduced accuracy when ap-
plied to individuals of a different ancestry (i.e., Asian
ancestry) [19]. Therefore, it is important that an individ-
ual’s genetic ancestry be ascertained prior to calculating
their PRS. This is often established via principle com-
ponent analysis to determine the individual’s ancestry
followed by imputation based on their associated ances-
try group found in a publicly available human genome
reference panel such as the 1000 Genomes Project [13].

These issues are increased even more when an individ-
ual possess a multi-ancestry background. In these cases,
the individual does not fall within either ancestry group
and therefore a true score generated for them is unlikely
to be a simple averaging of their two or more single-
ancestry PRSs. Currently, there is no optimized solution
for this segment of the population and more research is
needed to develop and test one. These limitations high-
light the need for more data from multiple different an-
cesty groups so that insights from the PRS field can
benefit people of all ancestries. Multiple efforts are un-
derway world-wide to address this imbalance which has
been discussed by Bentley et al. [5].

Validation
Currently, the greatest hurdle for PRS implementation
in the clinic is the relative lack of validation studies, with
very few PRS studies including prospective cohorts to
validate the models developed. There are notable excep-
tions [48] which serve as a model for others to follow,
but ultimately this is a systemic problem due to how
new PRSs are in the literature. As stated previously,
the first large-scale GWAS was only published in 2007 [14],
meaning that the knowledge and the underlying infra-
structure needed to implement and validate PRSs has
only recently been possible. Opportunities for validation
for the clinical use of PRSs are expanding through a
combination of increasing genome-wide patient data and
improved data integration via electronic medical records
that are, in turn, using increasingly standardized nota-
tion for clinical phenotypes.

Before using PRSs in the clinical setting, they need to
go through the same process as any risk factor detected
in epidemiological research. PRSs have a distinct advan-
tage over all other risk factors because they can be de-
delected early (i.e., it can signal the need for preventive
measures even before onset of clinical signs). In an ideal
scenario, PRSs alone should be able to identify the frac-
tion of the overall population that will give rise to the
majority of individuals burdened with a given disease.
Targeted intervention in these persons will have the
highest clinical yield and is the most rational way to
spend limited healthcare resources.

The need for validation is two-fold. PRS validation is
required to ensure that the patterns seen through the
model are accurate to the real world and can therefore
accurately predict an individual’s risk of developing a
disease [7, 63]. Models can be manipulated to favor cer-
tain statistical measures, such as negative and positive
predictive value or sensitivity and specificity, but these
metrics may be inaccurate if the study does not have a
high enough statistical power. In addition, validation of
these models is critical to their acceptance by accrediting
bodies, insurance companies, hospital systems, clinicians,
and patients. The data supporting the accuracy and reliability of these tests must be shown for approval from said groups [63].

Evaluation of PRSs will likely come down to a thorough assessment of the accuracy and reliability of the PRS itself (see Fig. 3), followed by a determination of the clinical efficacy of PRS-tailored prevention or treatment, and finally with an appraisal of cost effectiveness. Assessing the accuracy of PRSs will likely come down to the results of prospective studies and from statistical metrics that determine a high degree of sensitivity for screening, and specificity for alterations of clinical plans for at-risk individuals. Determining the likelihood of an individual to develop a disease, such as breast cancer, emphasizes the need for high sensitivity in order to detect more high-risk patients for other more intensive/aggressive screening methods. On the other hand, modifying treatment regimens, such as altering cholesterol-lowering medications, would likely require a higher degree of specificity so as to not risk exposing patients to adverse side-effects without need [49].

Arguments have been raised about the development of PRSs and how they are validated, especially regarding how PRSs must either be used independently or to be designed in such a way as to be independent of clinical risk factors [33]. Nonetheless, PRS prediction models proved valid in population-based cohort studies and in electronic health record-based studies [20, 44, 45]. While using only independent SNPs would be best in theory, it is less attainable in practice and would minimize the pleotropic nature of human genetics, likely leaving predictive SNPs unaccounted for or further minimize their small effect through approximation as part of associated clinical risk factors. Additionally, this argument assumes that the associated clinical risk factor causes the disease, which may be untrue. That being said, simply adding PRSs to an already established clinical risk algorithm would be unadvised. As stated in Janssens [33], in a combined clinical risk factor and PRS algorithm, both should be optimized for risk prediction [33]. Risk algorithms that combine both genetic and clinical risk factors must be built de novo, validated, and tested prior to use in a clinical setting.

Instead of developing multiple PRSs for the various clinical risk factors associated with a disease (i.e., smoking history and chemical exposure in lung cancer), it would be better to build off of the genetic risk (something inherent and stable) and add clinical risk factors (using weighted factors, etc.) in order to reduce double counting of SNP effects. Ultimately, no model is perfect and the inherent interplay between genetic and environmental factors can never be fully removed, so it is better in this case to embrace and adapt to this reality in the development of a predictive model.

Multiple metrics exist for assessing PRS performance. Area under the receiver operating characteristic (AUROC) curves function well as a composite evaluation of sensitivity and specificity [7, 25] but are less known in the clinical sphere and therefore may require further explanation. Fundamentally, an AUROC curve is a plot of the sensitivity (or true positive rate) vs. 1-specificity (or false positive rate). The curve denotes this ratio at all possible cut-offs for positive and negative cases and the area under this curve functions as a metric of the PRS’s overall performance across this entire spectrum. Absolute risk (AR), relative risk (RR), and odds ratios (OR) also become vital in accurately quantifying an individual’s risk versus the population to which they are being compared. Other metrics such as negative and positive predictive values (NPV and PPV, respectively) will be useful measures in assessing the benefits of these tools.

Assessing efficacy of PRSs in the clinic is also a challenge. One of the major factors to consider involves how much of a disease’s risk is actually heritable. If the heritability of type II diabetes is only 2%, then a PRS will not be useful because the low level of heritability indicates that there is less of a genetic basis for this disease. Statistically speaking, this is determined as the proportion of variance explained by genetics versus other
environmental factors. According to the hypothetical example given above, if genetics, and in turn a PRS, only really explains 2% of an individual’s overall risk for type II diabetes, then a PRS would not be clinically efficacious. Even if an individual’s PRS is in the high-risk category, the absolute risk increase is relatively mild compared to other environmental factors. These scenarios are common when comparing RR and AR for the impact of a given lifestyle or behavior. For these reasons, a proportion of variance and/or the degree of heritability of a given disease should accompany the PRS for clinical purposes.

PRSs beg the question of exactly how useful this knowledge is for treating individuals and in preventing disease overall. In other words, does this knowledge help physicians to take charge of their health and to mitigate their risk, or not? We may find, as more and more PRSs are developed, that not all are as effective at adding information to assessing an individual’s risk of disease. For some diseases, the added benefit of genetic information in risk prediction may add very little to the life-time risk of developing the disease, clearly decreasing the efficacy of the PRS. However, the measurement of efficacy regarding clinicians’ awareness of disease risk to better manage, watch for, and intervene should also be considered. This type of information may actually make up for a lack of lifestyle change in a patient and may help clinicians focus on the high-risk diseases in each individual patient.

Education of clinicians
Clinician education will be a significant challenge as PRSs are implemented into the healthcare system [63]. While knowledge of basic statistics and experimental design is fairly common, especially for younger physicians [37], the specific intricacies regarding GWAS development and PRSs are virtually unknown to clinicians at present [47]. In many ways, this is due to such information being outside of the scope of practice for most physicians and would rarely be needed. However, with the increasing importance of information technology in medicine, the ability to understand and later explain genetic technologies and their nuances to patients will become ever more important.

There are several ways to overcome this challenge. It is common to integrate this type of new tool and information into continuing medical education courses/requirements (also known as CME credits). Through this type of course-work, physicians would be able to work closely with specialists who developed the technology to become familiar with what PRSs are and how they can assist in the clinic for the prevention and management of disease. Importantly, physicians can be exposed to the benefits and detriments of PRSs [7, 26] and to have their questions fielded by experts. CME courses, especially those offered at conferences, also give experts in PRSs the opportunity to workshop with the very physicians they aim to help, to better understand the clinical needs, and to enhance the curriculum to suit the requirements of clinicians.

For medical students, discussions of genetic testing for risk assessment could be phased into regular medical school curricula, likely alongside discussions of relative and absolute risk. The concepts described by PRSs would also lead to important discussions surrounding public health and the importance of regular care, screening, and lifestyle management. Furthermore, activities around the integration of bioinformatics and other informatics tools in the clinic to improve care would be beneficial for physician education.

Another option is to hire genetic risk-assessment specialists who would work closely with physicians to train them on how to interpret the data, implement the information in practice, and coach them on how best to explain the results. These individuals could be integrated into a hospital system or could be hired as outside consultants. Regulations may make consultation for-hire more difficult, but either way would fill the need for training physicians and for serving as a source of information or clarification when questions arise and as the technology evolves.

Alternatively, these same risk-assessment specialists could serve as a new department on their own. Clinicians could refer their patients who have a PRS performed to see this group, similar to how genetic counseling functions in the healthcare system [22]. Perhaps, these risk-assessment specialists would integrate with genetic counselors, working to communicate how the technology works, how the risk score should be interpreted, and how the data should be used for disease prevention. Growing this field to meet the increasing demand may serve as a beneficial resource for healthcare systems, physicians, and patients alike.

Education of the public
A significant and perhaps more challenging topic surrounding PRSs is how best to communicate the science and, most importantly, the knowledge gained to patients. The concept of risk in general is not difficult to understand, but as mathematics like RR and ORs are introduced the information is quickly lost on the average patient. In general, understanding relative risk is much more challenging than absolute risk. Therefore, it becomes imperative that guidelines for explaining this type of information be developed to ensure that patients are informed but not overwhelmed [23]. Too much information, or too many unnecessary details, may cause patients to forego this type of screening, limiting the ability
for PRSs to improve in the future and to identify patients at high risk of disease.

As other papers have stated, it is important to keep PRSs in context [7, 63], discussing the benefits and risks of genetic testing, and emphasizing their likelihood to change as data increases and methods evolve [7, 63]. The idea that a test result might change because we gather more data may be a foreign concept to patients and potentially sow misguided doubts about their validity. Explaining this aspect of PRSs and having a greater conversation about the possibility of changing values will be important topics to discuss.

Limitations of PRSs should also be discussed. Patients come from all walks of life and it is important that clinicians and health systems make a concerted effort to meet patients where they are in their level of knowledge and understanding. The phrase “correlation does not equal causation” is used frequently in science, but one must remember that medicine serves the entire public, with a wide range of socioeconomic, educational, and cultural backgrounds. While this truism may seem obvious to those who read this review, this is not the reality of the clinic.

Genetics as a risk factor for disease is complicated by environmental factors that can play an even larger role. PRSs have been shown to explain only a portion of the total risk of developing a disease, with environmental/lifestyle risk factors making up a much larger proportion [63]. These details are important in helping patients to understand that one’s PRS acts more as a genetic baseline risk while their overall lifetime risk is a combination of genetics and environment. Therefore, it is possible for a patient to overcome a high genetic risk through a healthy lifestyle. Risk scores that integrate both clinical risk factors and a PRS for a given disease will greatly increase the accuracy of lifetime-risk prediction and the intuitiveness of disease risk management. However, it will take time for these tools to be developed and validated for widespread use. For this reason, emphasizing lifestyle choices that can be changed to decrease risk and prevent disease should be the focus when discussing PRSs with patients.

**Healthcare System Structures**

As more information technologies enter the medical field, new systems must be developed to properly manage and utilize these new tools. This is no different for PRSs, which pose many of the same challenges as standard genetic testing today [15]. The healthcare system must adapt to these changes and develop a system for determining how best to not only integrate PRS into the clinic (as was previously addressed), but also how to implement the technology on a large scale and how to face the fluid nature of PRS-based disease risk assessment.

Assuming the clinical use challenges are settled, healthcare systems still face a major challenge in terms of scaling PRS implementation in the clinic. One major issue that must be tackled before large-scale implementation is cost. More specifically, who bears the cost of the genetic testing required for the process in the beginning. Although genetic testing is becoming more common place in healthcare, running a patient's genetics for a PRS has not been discussed to date. At the start, PRS assessment will likely fall on individual patients to pay for the test, meaning that the use will be relatively low. Further adoption of this into private insurance and government programs to fund the testing will largely be dependent on considerations such as cost analysis and genomic privacy.

As reimbursement becomes common place, scaling will cause business pressures to increase. While the level of processing power to develop a PRS is not needed to assess an individual patient, computational resources, bioinformaticians, computer programmers, and skilled technicians will still be needed to support the evaluation and troubleshooting of PRSs for patients. In addition, as the number of patients utilizing the service increases, the computational and data storage needs will also increase. This would be a significant cost for each hospital system, especially if they are smaller and have little experience with genetic testing or bioinformatics. Healthcare systems may opt for the use of third parties or other, larger hospital systems to perform this type of analysis, reducing their required initial investment. Such a move may spark the development of new areas for medical information startups increase the utilization of cloud-based storage and processing resources in healthcare.

In addition to scaling, updates and advances to PRSs pose another major problem for hospital systems. As more and more data are collected and methods for analysis are refined, the accuracy and reliability of these scores will improve. Such advances may cause patients to shift from high-risk to intermediate-risk classifications, potentially changing invasive screening and/or treatment recommendations. In addition, if a new update comes out, should all previous patients be rerun against the new algorithm, or only during their annual check-up? Would a hospital system or clinician be held liable for not doing so in a timely manner? The current systems are not designed with such changes in mind and it would be understandable for patients to be confused by and/or upset with changes in standards of care.

Approval and adoption of updated versions become major issues with PRSs. Which body approves a new update? Should the government, such as the U.S. Department of Health and Human Services, or should various medical specialties, like the American
College of Cardiology, make such recommendations? How often should these recommendations be updated and who will evaluate the literature? Ultimately, as in the case of most other screening recommendations, the burden of evaluation and recommendation will likely fall under the purview of each country’s specialist society. However, the adoption of these changes may be difficult without a standardized system or program for evaluating the PRS of each patient. This is especially true since not all PRSs will use the same SNPs, nor will all genotyping platforms be the same between healthcare systems. Challenges like this will make the roll out of new versions and the adoption of new standards a complex and chaotic endeavor.

**Improving the PRS field**

**Increasing PRS quality**

Efforts are already underway to expand biobanking of cellular and genetic materials for use in research. A byproduct of these efforts will be an increase in sample sizes for GWASs that are in turn used in the generation of PRSs. With increased sample sizes, disease-associated SNPs are easier to detect and are more likely to reach significance for incorporation in PRSs over time as the field progresses.

Direct measurement, rather than imputation, of SNPs will further improve the predictive capacity of PRSs. While imputation serves as a reliable source of information for genome wide SNP determination, there is still some noise due to using an indirect measurement technique. Direct measurement via more comprehensive array-based genotyping or through next-generation sequencing (NGS) technologies would further increase PRS accuracy and utility, expanding PRS adoption within healthcare systems.

Additional efforts are being made to increase the diversity of populations with available PRSs. Improved diversity is greatly beneficial to ancestry groups that have been overlooked throughout this process due to a lack of sufficient GWAS data available to researchers for the last decade. As of January 2019, 78% of all GWAS data is on individuals of European ancestry [60], severely limiting the potential use and impact of this tool given that non-European populations are growing around the world. Increasing the diversity of GWAS data available for research and development will help to increase the efficacy of PRSs worldwide. This, in turn, may improve currently existing PRSs through a greater understanding of genetic disease architecture [60], by reducing overfitting, and isolating SNPs that are directly causative rather than simply correlated with the disease of interest in a specific ancestry group.

**Enhancing PRS predictive capacity**

In practice, at least in the coming years, PRSs will be added as an additional variable to prediction models that use the current set of established risk factors for a particular disease. Models that combine a PRS with established risk factors, including PRS-risk factor interactions, should provide a more precise estimate of the relative risk for the disease in question (cancer, diabetes, CAD, etc.). Given known levels of PRSs and the established risk factors for an individual, the absolute risk over a specified time interval can be computed with this model. Comparing the projected risk to the observed new incidence of disease in a prospective cohort study should then be used to validate the model. Once a good model incorporating a PRS is defined that reliably evaluates absolute risks—that is, the probability that an asymptomatic individual will develop the disease over a certain time interval—it can be used to assign individuals to specific risk categories with differing interventions in an optimized fashion. This means maximizing benefit and minimizing harm associated with unnecessary diagnostic procedures and side-effects of preventative medications and treatments. Already, studies are being published showing that combining standard risk assessment tools with PRSs can improve overall risk prediction [41], even in multiple ancestries [68].

With enhanced capacity to predict the lifetime risk of developing a given disease, more in-depth assessments can be made regarding changes to clinical guidelines surrounding screenings. While suggestions have been made that PRSs could be used to reduce non-invasive interventions for those of lower risk [63], we firmly believe this should only be discussed after PRSs have been fully vetted and sufficient data is available to make such decisions. No model is perfect and there will be individuals with a low PRS for breast cancer, for example, who will still develop the disease, even while mediating all other risks. For this reason, and without double-blinded case-control studies with prospective cohorts, we recommend that PRSs be used exclusively to enhance screening efforts for those at high- and intermediate-risk levels.

Other advances in genomics and sequencing technology will further improve the predictive capacity of PRSs. With the inclusion of other features of genetic architecture (i.e., methylation status, copy number variants (CNVs), structural variants, and sex chromosomes), accuracy, and the level of explained phenotypic variance, will increase. Already, data has shown that the combination of methylation scores with PRSs improves the predictive capacity of various traits, such as BMI and smoking status, indicating the potential for genetic risk modulation via changes in the epigenome (Odintsova et al.: Predicting complex traits and exposures from...
polygenic scores and blood and buccal DNA methylation profiles, forthcoming). No doubt other genetic factors such as gene silencing and genomic imprinting can also alter the estimation of individual genetic risk. Additional genetic data will help to explain an even greater proportion of the heritability of a given disease. In this regard, a PRS using all SNPs (and potentially all forms of genetic variation) may be used to predict disease risk via an infinitesimal model, acknowledging the complex nature of genetic influence on disease.

Methods for visualization of polygenic risk
Visualizing the most important result of PRS analyses (the score itself) can aid in transferring this information to both physicians and patients. This also allows for a way to condense the information into a form that is readily interpretable to anyone. There are multiple ways to present PRS information and we will discuss a few examples below. The difficulty ultimately lies in how to balance accuracy, nuance, and clinical applicability. Overwhelming a physician or patient with excessive statistical jargon will lead to PRS results being underutilized if not entirely ignored. Surely, some physicians will jump to utilizing this new technology, but many others will ignore it if too complex and difficult to approach.

At its most condensed, the presentation to the physician and/or patient could simply be a number ranging from one to ten, a percentage score, a color, or some combination of these (see Fig. 4b). This method, however, is far from ideal as it expresses relative risk which is less well understood than absolute risk. Translation to absolute risk, however, would depend on the prevalence/incidence of the disease as well as age, sex, and other risk characteristics of the individual. At best, a lot of information and nuance is lost when all data is condensed into a single point. Even worse, if this score, or color, is derived from an underlying normal distribution, the information presented could even be misleading, giving patients a false sense of security about a low risk or a fatalistic view given a high risk due to a lack of contextual information.

To mitigate this slightly, a normal distribution to represent the population can be used (see Fig. 4a for some examples). Note the underlying score (e.g., ranging from 0 to 10) can still be the same, but by including this normal distribution, and making that the main focus of the figure, provides more information and a nuanced understanding. By indicating where the patient falls on this distribution by a line, both patient and physician are able to get a clearer picture of how the patient scored compared to the rest of the population, or even better, compared to a sub-sample of the population which is more comparable to the patient given certain metrics such as age and sex.

While better than a single score, a presentation of the normal distribution may still be flawed. When presented together with other metrics, such as in a diagnostic report, the nuance in relationships and effect sizes is lost. By presenting the PRS score similar to other values such as blood pressure or cholesterol levels, the impression is given that these values are all independent, and of the same effect size. To combat this, a multidimensional plot can be created similar to risk charts that are already commonplace in CVD risk assessment [55]. These plots not only present the information of multiple tests in a single figure, which can reduce the amount of explanation required, but they also inherently include the effect sizes of each phenotype included. The biggest advantage of these plots is that they can include many different phenotypes. Diagnoses or medical advice is rarely, if ever, based on a single measurement, and PRSs should serve as an additional source of information, not a replacement to any one value.

Using data from the UK BioBank [62], we created a binary CVD score. A score of 1 represented any diagnosed incidence indicating CVD, according to ICD-10 diagnosis. And summary statistics from the CARDIoGRAM meta-analysis [58] to compute a PRS for CVD, including sex, age, blood-pressure, and smoking status in addition to the PRS allowed us to generate a new risk chart for PRS (Fig. 4d). From this figure, it is clear that adding the PRS to this chart can be very beneficial. An additional advantage of this layout is that the chart is divided in modifiable phenotypes (blood-pressure and smoking status), and unmodifiable phenotypes (PRS, sex, and age). Therefore, a physician or patient does not need to be presented with the full chart, as the majority does not apply, and will never apply, to the current patient. Only a four-square extract of this plot can be presented. For example, a 60-year-old male patient, who is a current smoker, has high-blood pressure, and who’s PRS falls in the 60th percentile would only be presented a small extract of the chart (Fig. 4c). This not only limits the amount of information presented but would also aid the physician in giving medical advice, e.g., it is clear from this plot that if the patient stops smoking and can lower their blood pressure, their risk of CVD will decrease.

Ethics of clinical implementation
PRSs have a major potential to revolutionize disease risk-assessment in medicine, but there are multiple ethical considerations to discuss, which are not always intuitive. For instance, it appears to make sense to restrict the use of PRSs to diseases for which effective prevention or early detection strategies are available. However, when such strategies do not exist, Alzheimer’s disease being a current example, the identification of individuals
at high risk can still optimize the design of clinical trials to test prevention strategies and/or help in long-term care planning.

Most ethical concerns derive from the potential mislabeling of persons at high risk as low risk and vice versa. It is therefore crucial to recognize the limitations of a PRS. Firstly, risk stratification based on a PRS alone ignores many other risk factors, including rare mono- genic mutations and clinical and environmental factors. Secondly, PRSs are based off of GWAS data from many individuals in a selected population in hopes of representing individuals from the full population. The population you choose to base your PRS off of will narrow the scope of the PRS in question. This is most apparent in that the vast majority of PRSs in the literature are based off of data from individuals with European ancestry (Fig. 5). Other ancestry groups are largely left out of the discussion and the algorithms have not been rigorously tested against these populations.

Therefore, advances in the PRS field have benefited those of specific ancestries, namely those of European descent, with little benefit for other ancestry groups that often suffer higher rates of common diseases [47].
Reasons for this discrepancy include the availability of data in the countries where PRS research is taking place, namely Western nations [60], as well as deeper cultural divisions in medicine (i.e., the distrust of minority patients in the US medical system) [21]. There is a great need for further research and data collection from various ancestries so that the knowledge gained can be shared equitably among all patients. While there are benefits to implementing current PRSs, without such an effort, racial and ethnic health disparities will only widen and further exacerbate the problems faced by patients. It is the moral and ethical imperative of researchers in the PRS field to be aware of this issue and to seek reasonable solutions so that the benefits of this technology are applied universally to all ancestry groups.

Depending on how PRS information is used, it is possible that certain patients may have screening procedures delayed because they fall in a low-risk category. Inevitably, a patient who is determined to be low risk via a PRS will ultimately develop the disease. Will physicians and patients accept this reality? Currently, the system appears to operate only to increase screening as risk factors accumulate for a given patient and those that are low risk stay on the standard schedule for procedures like colonoscopies and mammograms [18, 41, 63]. As risk assessment becomes more quantitatively rigorous, insurance companies may choose to not cover certain screening procedures until a sufficient risk score is obtained for a patient. This is a potentially unacceptable use of PRSs that should be addressed and such changes risk promoting claims of physician and hospital negligence due to denied screening/therapies.

Additionally, reporting PRS information to patients may cause psychological harm to patients and patient apathy [51]. Presented with their genetic risk of a given disease, especially if it is high, some patients may become depressed and fatalistic, choosing to stop all attempts at mitigating risk or rushing to extreme disease mitigation procedures because it is their “genetic destiny” to develop a disease [63]. This use of PRSs is antithetical to the technology’s intention and may exacerbate the likelihood of developing the disease in question. While multiple studies have pointed out that the risk is low [12], others have shown more alarming results [64] and we stress the importance of (clinical) guidance in reporting results back to patients. Importantly, a PRS score on its own may be a great disservice to patients, further suggesting the importance of physician and public education. As discussed previously, context is highly important, and the impacts of environmental factors often play a large role in the development of common diseases [29, 30].

**Future directions of PRSs**

PRSs, like other bioinformatics technologies, will improve over time as more data is collected and more analytical methods are developed. The number of diseases with associated PRSs is also set to expand via this same endeavor. Already, the National Institutes of Health’s National Human Genome Research Institute has developed a webpage to explain PRSs, how they function, and how they are interpreted.

As the field is still emerging, there is notable heterogeneity in the application and reporting of risk scores, which hinders the translation of PRSs into
clinical care. To address this, robust Polygenic Risk Score Reporting Standards (PRS-RS) and a publicly accessible Polygenic Score Catalog have been developed that addresses current research environments with advanced methodological developments to inform clinically meaningful reporting on the development and validation of PRSs in the literature, with an emphasis on reproducibility and transparency throughout the development process [40, 67].

The coming decades will likely see the further expansion of genetic and phenotypic data collection to improve and expand PRSs for multiple ancestry populations and the diseases within those populations. Potentially, ancestry agnostic PRSs will be developed given a sufficient number of subjects from diverse ancestry cohorts. This set of universal PRSs may perform better than ancestry-specific scores because they more closely approach the true genetic risk and reduce the amount of biases, such as overfitting.

Regardless, with increasing data availability for PRS generation, the performance of each algorithm will improve, more diseases will be covered, and more diverse populations will have access to the knowledge PRSs can give. Increased performance will prove to be invaluable in clinical care, especially primary care where many burdensome diseases can be prevented. Since only one blood sample is needed to genotype an individual, genetic risk analysis may be offered to patients at a young age (i.e., early 20s) and enable them to make better health choices for themselves and their loved ones. This bioinformatics-driven change to clinical care may greatly reduce common disease incidence in populations worldwide.

**Conclusion**

With our increased understanding of the human genome, the influence of gene-gene and gene-environment interactions, and increasing amount of phenotypic and genetic information available, advances in our understanding of disease and disease risk have continued to expand. Over the last decade, PRSs generated from GWAS summary statistics have been shown to effectively stratify individuals by their lifetime genetic risk of developing a given disease. The potential of this new tool is clear and have been noticed by large research bodies such as the NIH in recent years, indicating a significant shift in the use of genetic data in research and medicine.

There are significant benefits that come from PRSs, especially regarding more informed and personalized care. Armed with disease risk information, healthcare professionals can give better advice and recommendations to patients who are at high risk and improve our ability to discover patients who would benefit most from screening and early intervention. From a patient perspective, PRSs offer a single test which can yield a surplus of useful information about potential health risks, empowering them to make healthier lifestyle changes. Some patients may instead take a fatalistic view of PRS information and use it to justify an unhealthy lifestyle, indicating the importance of education and proper communication to prevent this misconception. Disease surveillance would also be improved in the public health domain and could be used to optimize limited funding.

However, PRSs are not without their challenges and risks. Validation will be a major challenge and will require more resources, data, and careful study to ensure the clinical efficacy of PRSs. As a new tool, there are significant barriers to implementation and to understanding how this information should be interpreted. Educating healthcare professionals will be a significant hurdle and reimbursement for testing will likely be slow and require the acceptance of multiple regulatory agencies. While these issues will take time to overcome, they will be as the field grows and advances. Ethical challenges will not be so easily surmounted. The addition of more diverse ancestry populations should be included in discussions about PRS implementation and use. Furthermore, adjusting screening timelines and intervention options should be discussed for the entire disease risk spectrum, but modifications to recommendations for low-risk individuals should only be conducted after thorough evaluation of PRS reliability and accuracy. Such thoughtful changes will help to maintain trust in screening recommendations and ensure that any changes for low-risk individuals maximize benefit while minimizing harm.

PRSs will continue to improve as genetic and phenotypic data increase in size, accuracy, and variety. Efforts to contextualize and explain the nature of PRSs and their uses should become a mainstay of clinical education. Furthermore, regulatory bodies that influence clinical recommendations should prepare for the inevitable introduction of PRSs in normal clinical care, adjusting treatment thresholds and categories around the information this new and exciting tool provide. It is important that clinicians, scientists, regulators, health systems, and patients come together to discuss the benefits and potential risks of PRSs and when and where they should be used.

**Abbreviations**

AR: Absolute risk; AUROC: Area under the receiver operating characteristic curve; CAD: Coronary artery disease; CME: Continuing Medical Education; CNV: Copy number variant; CVD: Cardiovascular disease; GWAS: Genome-Wide Association Study; LD: Linkage disequilibrium; MI: Myocardial infarction; MRI: Magnetic resonance imaging; NGS: Next-generation sequencing; NPV: Negative predictive value; OR: Odds ratio; PPV: Positive predictive value; PRS: Polygenic risk score; RR: Relative risk; SNP: Single nucleotide polymorphism
Acknowledgements

The authors would like to thank the following for their editorial contributions: Austin J. Van Asselt. This research has been conducted using the UK Biobank Resource under Application Number 40310.

Authors’ contributions

Eco de Geus and Casey Finnicum envisioned the review. John Slunecka, Eco de Geus, Matthijs van der Zee, and Jeffrey Beck performed the literature review. All drafts were completed by John Slunecka, Eco de Geus, Matthijs van der Zee, and Jeffrey Beck completed sections of the draft. Matthijs van der Zee and John Slunecka completed the data analysis and figure generation. Matthijs van der Zee, Jeffrey Beck, Brandon Johnson, Casey Finnicum, René Pool, Jouke-Jan Hottenga, Eco de Geus, and Erik Ehli all critically reviewed and revised the work. All authors read and approved the final manuscript.

Funding

No funding was received to assist with the preparation of this manuscript.

Availability of data and materials

Some datasets generated during and/or analyzed within the current work are not publicly available due to the data being privately held by the UK Biobank and accessed via a private data use agreement. Some data are not publicly available due to the data being privately held by the UK Biobank Resource under Application Number 40310.

No funding was received to assist with the preparation of this manuscript.

Declarations

Ethics approval and consent to participate

Not applicable.

Consent for publication

Not applicable.

Competing interests

The authors declare that they have no competing interests.

Author details

1Avera Institute for Human Genetics, Avera McKennan & University Health Center, Sioux Falls, SD, USA. 2Department of Biological Psychology, Netherlands Twin Register, Vrije Universiteit Amsterdam, Amsterdam, Netherlands.

Received: 25 February 2021 Accepted: 11 June 2021

Published online: 20 July 2021

References

1. Agerbo E, Sullivan PF, Vilhjalmsdottir CB, Pedersen CB, Mors O, Børglum AD, et al. Polygenic risk score, parental socioeconomic status, family history of psychiatric disorders, and the risk for schizophrenia: a Danish population-based study and meta-analysis. JAMA Psychiat. 2015;72(7):635–41. https://doi.org/10.1001/jamapsychiatry.2015.0346.

2. Ashley EA. Towards precision medicine. Nat Rev Genet. 2016;17(9):507–22. https://doi.org/10.1038/nrg.2016.86.

3. Augustinsson A, Ellberg C, Kristoffersson U, Borg Å, Olsson H. Accuracy of self-reported family history of cancer, mutation status and tumor characteristics in patients with early onset breast cancer. Acta Oncol. 2018;57(5):595–603. https://doi.org/10.1080/0284186X.2017.1404635.

4. Beck JJ, Hottenga J-J, Mbarek H, Finnicum CT, Ehli EA, Hur Y-M, et al. Genetic similarity assessment of twin-family populations by custom-designed genotyping array. Twin Res Hum Genet. 2019;22(4):210–9. https://doi.org/10.1017/thr.2019.41.

5. Bentley AR, Callier S, Rotimi CN. Diversity and inclusion in genomic research: why the uneven progress? J Community Genet. 2017;8(4):255–66. https://doi.org/10.1007/s12029-017-9316-4.

6. Beverstock LM, Seetha YK. Why do hypertensive patients of African ancestry respond better to calciumblockers and diuretics than to ACE inhibitors and β-adrenergic blockers? A systematic review. BMC Med. 2013;11(1):141. https://doi.org/10.1186/1741-7015-11-141.

7. Chatterjee N, Shi J, García-Closas M. Developing and evaluating polygenic risk prediction models for stratified disease prevention. Nat Rev Genet. 2016;17(7):392–406. https://doi.org/10.1038/nrg.2016.27.

8. Choi KW, Zheutlin AB, Karlson RA, Wang MJ, Dunn EC, Stein MB, et al. Physical activity offsets genetic risk for incident depression assessed via electronic health records in a biobank cohort study. Depress Anxiety. 2020a;37(10):16–14. https://doi.org/10.1002/da.22967.

9. Choi SW, Mak TS-H, O’Reilly PF. Tutorial: a guide to performing polygenic risk score analyses. Nat Protoc. 2020b;15(9):2759–72. https://doi.org/10.1038/s41596-020-0353-1.

10. Choi SW, O’Reilly PF. PRSice-2: Polygenic risk score software for biobank-scale data. Gigascience. 2019;8: giz062.

11. Collins FS, Morgan M, Patrinos A. The Human Genome Project: lessons from large-scale biology. Science. 2003;300(5617):286–90. https://doi.org/10.1126/science.1084564.

12. Collins RE, Wright AJ, Marteau TM. Impact of communicating personalized genetic risk information on perceived control over the risk: a systematic review. Genet Med. 2011;13(4):273–7. https://doi.org/10.1038/gim.2009.318701a.

13. Consortium GP. A global reference for human genetic variation. Nature. 2015;526(7571):668–74. https://doi.org/10.1038/nature15393.

14. Consortium WTCC. Genome-wide association study of 14,000 cases of seven common diseases and 3,000 shared controls. Nature. 2007;447:616.

15. Cornel MC, van El CG, Borry P. The challenge of implementing genetic tests with clinical utility while avoiding unsound applications. J Community Genet. 2014;5(1):7–12. https://doi.org/10.1007/s12687-012-0121-1.

16. Culverhouse RC, Saccone NL, Horton AC, Ma Y, Anstey KJ, Banaschewski T, et al. Collaborative meta-analysis finds no evidence of a strong interaction between stress and 5-HTTLPR genotype contributing to the development of depression. Mol Psychiatry. 2018;23(1):133–42. https://doi.org/10.1038/mp.2017.44.

17. de Zeeuw EL, Hottenga J-J, Ouwens KG, Dolan CV, Ehli EA, Davies GE, Broomsla DI, van Bergen E. Intergenerational transmission of education and ADHD effects of parental genotypes. Behavior Genetics. 2020;1-12.

18. Dudbridge F. Polygenic epidemiology. Genet Epidemiol. 2016;40(4):268–72. https://doi.org/10.1002/gepi.21966.

19. Duncan L, Shen H, Gelaye B, Meijsten J, Ressler K, Feldman M, et al. Analysis of polygenic risk score usage and performance in diverse human populations. Nat Commun. 2019;10:1–9.

20. Fritsche LG, Patil S, Beesley LJ, VandeHaar P, Salvatore M, Ma Y, et al. Cancer PRSweb: an online repository with polygenic risk scores for major cancer traits and their evaluation in two independent Biobanks. Am J Human Genet. 2020;107(5):815–36. https://doi.org/10.1016/j.ajhg.2020.08.025.

21. Geiger HI. Unequal Treatment: Confronting Racial and Ethnic Disparities in Health Care. In: Smedley BD, Stith AY, Nelson AR, editors. Unequal Treatment: Confronting Racial and Ethnic Disparities in Health Care. Washington, DC: The National Academies Press; 2003. p. 417–54.

22. Genetic A. The New York-Mid-Atlantic Consortium for G, Newborn Screening S (2009) Genetic Alliance Monographs and Guides. Understanding Genetics: A New York, Mid-Atlantic Guide for Patients and Health Professionals. Genetic Alliance. Washington (DC).

23. Graham S, Brookey J. Do patients understand? Perm J. 2008;12:67.

24. Haines JL, Hauser WA, Schmidt S, Scott WK, Olson LM, Gallins P, et al. Complement factor H variant increases the risk of age-related macular degeneration. Science. 2005;308(5720):419–21. https://doi.org/10.1126/science.1110359.

25. Hajian-Tilaki K. Receiver operating characteristic (ROC) curve analysis for medical diagnostic test evaluation. Caspian J Intern Med. 2013;4(2):262–35.

26. Helfand BT, Kearns J, Conran C, Xu J. Clinical validity and utility of genetic risk score analyses. Nat Protoc. 2020b;15(9):2759–72. https://doi.org/10.1038/s41596-020-0353-1.

27. Horowitz JE, Kosmicki JA, Damask A, Sharma D, Roberts GHL, Justice AE, et al. Common genetic variants identify targets for COVID-19 and individuals at high risk of severe disease. medRxiv. 2020;2021.12.14.20248176. 2021. https://doi.org/10.1101/2020.12.14.20248176.

28. Howard DM, Adams MJ, Clarke T-K, Hafferty JD, Gibson J, Shirali M, et al. Genome-wide meta-analysis of depression identifies 102 independent variants and highlights the importance of the prefrontal brain regions. Nat Neurosci. 2019;22(3):343–52. https://doi.org/10.1038/s41593-018-0326-7.

29. Hunter DJ. Gene–environment interactions in human diseases. Nat Rev Genet. 2005;6(4):287–98. https://doi.org/10.1038/nrg1578.
30. Institute of Medicine Committee on Assessing Interactions Among Social B, Genetic Factors in H (2006) The National Academies Collection: Reports funded by National Institutes of Health. In: Hernandez LM, Blazer DG (eds) Genes, behavior, and the social environment: moving beyond the nature/ nurture debate. National Academies Press (US), Washington (DC).
31. International Schizophrenia C, Purcell SM, Wray NR, Stone JL, Visscher PM, O’Donovan MC, et al. Common polygenic variation contributes to risk of schizophrenia and bipolar disorder. Nature. 2009;460(7256):748–52. https://doi.org/10.1038/nature08185.
32. Jansen PR, Watanabe K, Stringer S, Skene N, Broyi J, Hammerschlag AR, de Leeuw CA, Benjamin JS, Muño-Machado AB, Nagel M, Savage JE, Tiemeier H, White T, Agee M, Alipanahi B, Auton A, Bell RK, Byck K, Eischen SL, Fontanilla P, Furlotte NA, Hinds DA, Huber KE, Kleinman A, Littman WK, McClellan JC, McIntyre MH, Mountain JL, Nobilin ES, Northover CAM, Plitt SJ, Sathirapongsasuti JF, Sazonova OV, Shelton JF, Shringarpure S, Tian C, Wilson CH, Tung JY, Hinds DA, Vagic V, Wang X, Sullivan PF, van der Sluis S, Polderman TJ, Smit AB, Hjerling-Leffler J, Van Someren EW, Posthuma D, The 23andMe Research T (2019) Genome-wide analysis of insomnia in 1,331,010 individuals identifies new risk loci and functional pathways. Nat Genet. 51:394–403. doi:10.1038/s41588-018-0333-3
33. Janssens ACJ. Validity of polygenic risk scores: are we measuring what we think we are? Hum Mol Genet. 2015;24(2):R143–50. https://doi.org/10.1093/hmg/ddd205.
34. Khan A, McHugh C, Conomos MP, Gogarten SM, McCreight JC, McIntyre WH, Milaneschi Y, Dolan CV, Madden PA, Sullivan PF, et al. Does childhood trauma moderate polygenic risk for depression? A meta-analysis of 5765 subjects from the psychiatric genomics consortium. Biol Psychiatry. 2018;84(2):138–47. https://doi.org/10.1016/j.biopsych.2017.09.009.
35. Lippe MF, Hoes AW, Agevall S, Albus C, Brotcornis T, Catapano AL, Cooney M-T, Corra U, Cosyns B, Deaton C (2016) European Guidelines on cardiovascular disease prevention in clinical practice: the Sixth Joint Task Force of the European Society of Cardiology and Other Societies on Cardiovascular Disease Prevention and Control (constituted by representatives of 10 societies and by invited experts) Developed with the special contribution of the European Association for Cardiovascular Prevention & Rehabilitation (EACPR). Eur Heart J. 2016;37:2315–2381.
36. Power RA, Tansey KE, Buttschmann HH, Cohen-Woods S, Bignell T, Hall LS, et al. Genome-wide association for major depression through age at onset stratification: major depressive disorder working group of the psychiatric genomics consortium. Biol Psychiatry. 2017;81(4):325–35. https://doi.org/10.1016/j.biopsych.2016.05.010.
37. Prince SA, Adamo KB, Hamel ME, Hardt J, Gerber SC, Tremblay M. A comparison of direct versus self-report measures for assessing physical activity in adults: a systematic review. Int J Behav Nutr Phys Act. 2008;5(1):56. https://doi.org/10.1186/1479-5868-5-56.
38. Schunkert H, König IR, Kathiresan S, Reilly MP, Assimes TL, Holm H, et al. Large-scale analysis identifies 13 new susceptibility loci for coronary artery disease. Nat Genet. 2011;43(4):325–32. https://doi.org/10.1038/ng.784.
39. Siu AL. Screening for breast cancer: US Preventive Services Task Force recommendation statement. Ann Intern Med. 2016;164(4):279–96. https://doi.org/10.1542/ajhp.1M5-2886.
40. Sullivan JW, Sillari C, et al. Reproducible genetic risk loci for anxiety: results from 200,000 participants in the Million Veteran Program. Am J Psychiatry. 2020;177(3):223–32. https://doi.org/10.1176/appi.ajp.2019.19030256.
41. Lewis CM, Hagenars SP. Progressing polygenic medicine in psychiatry through electronic health records. JAMA Psychiat. 2019;76(5):650–7. https://doi.org/10.1001/jamapsychiatry.2018.3975.
42. Li R, Chen Y, Ritchie MD, Moore JH. Electronic health records and polygenic risk scores for predicting disease risk. Nat Rev Genet. 2020;21(8):1–10. https://doi.org/10.1038/s41576-018-0307-5.
43. Liu M, Jiang Y, Wedow R, Liu Y, Beral DM, Chen F, et al. Association studies of up to 1.2 million individuals yield new insights into the genetic etiology of tobacco and alcohol use. Nat Genet. 2019;51(2):237–44. https://doi.org/10.1038/s41588-018-0379-x.
44. Martin AR, Kanai M, Karnataki Y, Okada Y, Neale BM, Daly MJ. Clinical use of current polygenic risk scores may exacerbate health disparities. Nat Genet. 2019;51(4):584–91. https://doi.org/10.1038/s41588-019-0379-x.
45. Mavadatt N, Michailidou K, Dennis J, Lush M, Fachal L, Lee A, et al. Polygenic Risk scores for prediction of breast cancer and breast cancer subtypes. Am J Hum Genet. 2019;104(1):21–34. https://doi.org/10.1016/j.ajhg.2018.11.002.
46. Maxim LD, Niebo R, Utell MJ. Screening tests: a review with examples. Inhale Toxicol. 2014;26(13):811–28. https://doi.org/10.3109/089983878.2014.955932.
47. Mega JL, Stitziel NO, Smith JG, Chasman DI, Caulfield MJ, Devlin JJ, et al. Genetic risk, coronary heart disease events, and the clinical benefit of statin therapy: an analysis of primary and secondary prevention trials. Lancet. 2015;385(9964):266–71. https://doi.org/10.1016/S0140-6736(15)61730-X.
48. Meisel SF, Fraser LSM, Side L, Gessler S, Hann KE, Wardle J, et al. Anticipated health behaviour changes and perceived control in response to disclosure of genetic risk of breast and ovarian cancer: a quantitative survey study among women in the UK. BMJ Open. 2017;7(12):e017675. https://doi.org/10.1136/bmjopen-2017-017675.
49. Moraes F, Gieds A. A decade of human genome knowledge. Biochem Mol Biol Educ. 2016;44(3):215–23. https://doi.org/10.1002/bmb.20952.
50. Newell SA, Girgis A, Sanson-Fisher RW, Savolainen N. The accuracy of self-reported health behaviors and risk factors relating to cancer and cardiovascular disease in the general population: a critical review. Am J Prev Med. 1999;17(3):211–9. https://doi.org/10.1016/S0749-3797(99)00089-9.
51. Moraes F, Gieds A. A decade of human genome knowledge. Biochem Mol Biol Educ. 2016;44(3):215–23. https://doi.org/10.1002/bmb.20952.
52. Meyers DC, Boyer JL, Helms CA, Alperovitch J, Aronson K, et al. Improving reporting standards for polygenic scores in risk prediction studies. Nat Genet. 2021;53(7):899–901. https://doi.org/10.1038/s41588-021-03243-6.
68. Weale ME, Riveros-Mckay F, Selzam S, Seth P, Moore R, Tarran WA, et al. Validation of an integrated risk tool, including polygenic risk score, for atherosclerotic cardiovascular disease in multiple ethnicities and ancestries. Am J Cardiol. 2021;148:157–64. https://doi.org/10.1016/j.amjcard.2021.02.032.

69. Whelton PK, Carey RM, Aronow WS, Casey DE, Collins KJ, Himmelfarb CD, et al. 2017 ACC/AHA/AAPA/ABC/ACPM/AGS/APhA/ASH/ASPC/NMA/PCNA guideline for the prevention, detection, evaluation, and management of high blood pressure in adults: a report of the American College of Cardiology/American Heart Association Task Force on Clinical Practice Guidelines. J Am Coll Cardiol. 2018;71(19):e127–248. https://doi.org/10.1016/j.jacc.2017.11.006.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.