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ABSTRACT

Generative processes in biology and other fields often produce data that can be regarded as resulting from a composition of basic features. Here we present an unsupervised method based on autoencoders for inferring these basic features of data. The main novelty in our approach is that the training is based on the optimization of the ‘local entropy’ rather than the standard loss, resulting in a more robust inference, and enhancing the performance on this type of data considerably. Algorithmically, this is realized by training an interacting system of replicated autoencoders. We apply this method to synthetic and protein sequence data, and show that it is able to infer a hidden representation that correlates well with the underlying generative process, without requiring any prior knowledge.

AUTHOR SUMMARY

Extracting compositional features from noisy data and identifying the corresponding generative models is a fundamental challenge across sciences. The composition of elementary features can have highly non-linear effects which makes them very hard to identify from experimental data.

In biology, for instance, one challenge is to identify the key steps or components of molecular and cellular processes. Representative examples are the modeling of protein sequences as the composition of patterns influenced by phylogeny or the identification of gene clusters in which the presence of specific genes depends on the evolutionary history of the cell.

Here we present an unsupervised machine learning technique for the analysis of compositional data which is based on entropic neural autoencoders. Our approach aims at finding deep autoencoders that are highly invariant with respect to perturbations in the inputs and in the parameters. The procedure is efficient to implement and we have validated it both on synthetic and protein sequence data, where it can be shown that the latent variables of the autoencoders are non trivially correlated with the true underlying generative processes. Our results suggests that the local entropy approach represents a general valuable tool for the extraction of compositional features in hard unsupervised learning problems.

1 Introduction

There are many examples of data that can be thought of as a composition of basic features. For such data, an efficient description can often be constructed by a – possibly weighted – enumeration of the basic features that are present in a single observation.

As a first example, we could describe genomes of single organisms as a composition of genes and gene clusters, where the presence or absence of specific genes is determined by the evolutionary history and further reflected in the presence or absence of functions and biochemical pathways the organism has at its disposal [1,2]. Depending on the level of description, such a composition is not necessarily a linear superposition of the basic features. It has recently been estimated, for example, that due to horizontal gene transfer the genome of Homo Sapiens outside of Africa is composed of 1.5% – 2.1% of Neanderthal DNA [3] but no single genomic locus is actually a superposition. Nonetheless, such a description conveys a lot of information: a machine learning algorithm that could be trained in an unsupervised
manner on a large number of genomes and automatically output such coefficients would be very valuable in the field of comparative genomics [4].

As a further example we can take the gene expression signature of a single cell, which is determined by the activity of modules of genes that are activated depending on cell identity and the environmental conditions [5]. Since there are far fewer such gene modules than genes, the activity of these modules can be used as an efficient description of the state of the cell. The inference of such modules based on single cell genomic data and downstream tasks like clustering cells into subtypes is an ongoing field of research [6].

On a even more fine-grained level, there have been recently several successful efforts to model protein sequence data as a composition of features that arise from structural and functional constraints and are also influenced by phylogeny [7, 8, 9]. This leads to several possible patterns of amino acids for making up functional groups, or contacts between amino acids, and the presence or absence of these patterns can be used as features and inferred from aligned sequence data of homologous proteins.

There are also many examples of composite data outside of biology. An immediate example are images that contain multiple objects. The efficient extraction of such objects, which can be seen as basic features, has important applications, for example for self-driving cars [10]. In such applications, one is of course also interested in the number and locations of the objects, but a basic description of an image, using an enumeration of objects present, can be part of a general pipeline.

As a final example, we note that in natural language processing documents are often modeled as a mixture of topics, each of which gives a contribution to different aspects of the document: for example, the authors of ref. [11] use the distribution of words. As in the case of genomes, the actual document is far from being a superposition of the topics, but such a description is nonetheless useful in fields like text classification.

A natural candidate model for finding efficient representations are undercomplete, sparse autoencoders [12]. These are multi-layer neural networks that are trained (in an unsupervised fashion, i.e. on unlabeled data) to realize the identity function. Their goal is to learn a compressed parametrization of the data distribution: to this end, the training is performed under the constraint that the internal representation in a specific layer, called bottleneck, is sparse and low-dimensional. Under the assumption that only a few basic features contribute to any given observation and that the number of basic features is smaller than the dimension of the bottleneck, such an internal representation could be expected to identify the basic features that describe the data.

In this work, we present evidence that it is indeed possible to find representations of composite data in terms of basic features, but that this process is very sensitive to both overfitting and underfitting: If the imposed sparsity is not strong enough, the resulting representation does not correspond to the basic features. If it is too strong, the dictionary of basic features is not represented completely.

Therefore we present a modified version of the autoencoder, the replicated autoencoder, which is designed to find good solutions in cases where overfitting is a danger. We test this hypothesis on synthetic and on real, biological data. In both cases we find more natural representations of the data using the replicated autoencoder.

2 Results

2.1 Natural representations of composite data

By composite data we mean data in which a single observation $\vec{x}$, represented by a vector of real numbers, can be roughly seen as a function $f$ of $D$ basic features $\vec{v}_d$ and real weights $\alpha_d$ for $d = 1 \ldots D$:

$$\vec{x} = f(\vec{v}_1, \alpha_1, \ldots, \vec{v}_D, \alpha_D)$$

The basic features $\vec{v}$ could be either one-hot encodings for categorical features or real valued vectors. We call the set of all $\vec{v}$ the dictionary and $D$ the size of the dictionary. The weight $\alpha_d$ determines how strongly the basic feature $\vec{v}_d$ contributes to the observation $\vec{x}$ and could be either binary, encoding presence or absence of a basic feature, or a positive real number that quantifies the contribution. The easiest version of composite data would be a linear superposition, but we do not limit ourselves to this case. In fact, the synthetic data shown below is not a linear superposition of the basic features. We also do not assume that the equality holds exactly but allow for noise and other factors to influence the observation $\vec{x}$.

In this work we study multi-layer neural networks trained in an unsupervised fashion on composite data. In such a network, a natural way of representing data that is a composition of basic features is to use the activations of one
Figure 1: Basic schemes of our model. (A) Scheme of the basic autoencoder architecture used throughout the paper. (B) Sketch of the robust optimization procedure. It depicts the evolution of the system of interacting replicas on the loss landscape. In the sketch the system has three replicas interacting with a center (each circle represents an autoencoder). The system as a whole avoids narrow minima and ends up in a high-local-entropy region (a wide minimum).

of the hidden layers as a representation of the input and match each of the hidden units of this layer with one basic feature. For a specific input coming from this data, only the neurons corresponding to the basic features present in that input should then show a significant activation, and the activation should be correlated to the corresponding weight. Under the assumption that the number of features included in each example is much lower than the total number of possible features, we expect such a representation of composite data to be sparse. We do not assume that the size of the dictionary $D$ or the basic features $\vec{v}_d$ are known, but infer them from the data.

2.2 Model

We train feed-forward autoencoders (AE) with stochastic gradient descent (SGD), minimizing the reconstruction error $L_{\text{err}}$. The basic AE model we consider is made of an input layer, three hidden layers and an output layer, made respectively by $N$, $K$, $H$, $K$ and $N$ units, with $K > N > H$, see fig. 1. The smallest layer with size $H$ is the bottleneck. We use the activations in the bottleneck as the representation of the input.

In each layer except the last one we use as a activation function the rectified linear unit (ReLU), defined as $\text{ReLU}(x) := \max(0, x)$. In order to obtain a sparse representation in the bottleneck, we add an $L^1$ penalty for the activations $h_K$ of the neurons of the central hidden layer: $L_{\text{reg}} = \frac{1}{N} \sum_{K=1}^{H} |h_K|$. To summarize, for a single autoencoder (S-AE) we use the loss function

$$L_{\text{tot}} = L_{\text{err}} + \gamma L_{\text{reg}}, \quad (1)$$

where $\gamma$ is the regularizer strength. Higher values of $\gamma$ enforce lower activations of the units in the hidden layer and higher overall sparsity (for a detailed discussion on the general effects of this regularizer, see for example ref. [13]).

We observe that with higher $\gamma$ there are more units that show little to no activation on any input pattern in the training set: The auto-encoder shuts down some units in a trade-off between the two regularization terms in the loss function. We call the number of active units $D^*$ the inferred dictionary size, and $H - D^*$ is the number of deactivated units. We infer $\gamma$ and therefore $D^*$ from the data (see below).

2.3 Replicated systems and overfitting

If the data is indeed composite in nature, we expect a representation that captures the true underlying contribution of features to generalize well. Therefore we take special measures to avoid overfitting, which would decrease generalization performance and would constitute evidence that the current representation in the hidden units is not corresponding to the basic features in the data. We note that in neural networks, overfitting has been connected to sharp minima in the loss function [14, 15, 16]. To avoid such minima, we modify the optimization procedure to prefer weights that are in the vicinity of other weights that have low loss, which is a measure of the flatness of the loss landscape. Borrowing physics terminology, we call the number of low loss weights around a specific set of weights the "local entropy" of the weights. The analogy is that while in physics the entropy is a measure of how many states a system in equilibrium can occupy when the states are weighted with their probabilities, in our case the local entropy determines how many sets of weights are around some specific solution when weighted with the likelihood on the training set. Intuitively, one expects weights with a high local entropy to generalize well since they are more robust with respect to perturbations
of the parameters and the data and therefore less likely to be an artifact of overfitting. In fact, such flat minima have already been found to have better generalization properties for some deep architectures [15]. We call the optimization procedure that finds such minima robust optimization.

More precisely, the local (free) entropy of a certain configuration of the weights \( \tilde{w}^* \) is defined as [14]:

\[
\Phi (\tilde{w}^*; \beta, \lambda) = \log \sum_{\tilde{w}} \exp \left( -\beta \left( L_{\text{tot}} (\tilde{w}) + \lambda d(\tilde{w}, \tilde{w}^*)^2 \right) \right),
\]

(2)

where the function \( d \) measures the distance between the weights: several choices are possible, but in the rest of the work we use exclusively the euclidean distance. The parameter \( \lambda \) controls indirectly the locality, i.e. the size of the portion of landscape around \( \tilde{w}^* \) that we are considering (a larger \( \lambda \) corresponds to a smaller radius). The parameter \( \beta \) has the role of an inverse temperature in physics, and it controls indirectly the amount of flatness required of the local landscape (a larger \( \beta \) corresponds to flatter landscapes).

Computing the local entropy is expensive and impractical in most cases. However, as described in detail in ref. [14], if we use the negative local entropy \(- \Phi\) as an energy function (i.e. as the objective function that we wish to optimize) with an associated fictitious "inverse temperature" \( R \) that we choose to be a positive integer, the canonical partition function of the system is amenable to an equivalent description that can be implemented in a straightforward way: We add \( R \) replicas of our model, \( (\tilde{w}^{(r)})^R_{r=1} \), and we add an interaction between each replica \( r \) and the central (original) configuration \( \tilde{w}^* \) that forces them to be at a certain distance. We thus end up with the new replicated objective function

\[
L_{\text{tot}} = \sum_{r=1}^R L^{(r)}_{\text{tot}} + \lambda \sum_{r=1}^R d(\tilde{w}^{(r)}, \tilde{w}^*)^2,
\]

(3)

where \( L^{(r)}_{\text{tot}} \) is the total loss of the replica \( r \). It is important at this stage to observe that the canonical physical description presupposes a noisy optimization process where the amount of noise is regulated by some inverse temperature \( \beta \), while in this work (following ref. [14]) we will be relying on the noise provided by SGD instead, thereby using the mini-batch size and the learning rate as "equivalent" control parameters. Relatedly, we should also note that, although the interaction term is purely attractive, the replicas won’t collapse unless the coupling coefficient \( \lambda \) is very large, due to the presence of noise in the optimization, Thus, in our protocol, the coefficient \( \lambda \) is initialized to some small value and gradually increased at each training epoch.

Besides the analytical argument, the intuitive reason why this procedure achieves more robust optimization results is that the interaction will prevent replicas to remain trapped in bad minima of the loss: if one of the replicas finds an overfitted solution and this overfitting is associated with a sharp minimum, it is likely that the other replicas will not be at the same minimum, and at a higher point in the loss function. The overfitted replica will be pulled out of the sharp minimum as the interaction term grows (see figure[1] for a sketch).

The robust optimization protocol that we have used throughout this work can be then summarized as follows (additional details can be found in the Materials and Methods section Learning algorithm). We train \( R \) autoencoders with different initializations coupled with a central autoencoder \( \tilde{w}^* \), which we call the center. Every replica is trained on batches from the training set with normal SGD, but we add a gradually increasing coupling term between every replica and the central autoencoder, see Eq. [3]. At the end of the training procedure, we have \( R \) trained replicas and one center. All of these \( R + 1 \) models are autoencoders that can be used for prediction or representation. We typically discard all replicas and only use the center. We call an autoencoder that is trained using this procedure a replicated autoencoder (R-AE). In the rest of this work, we ask if this robust optimization is helpful for finding a natural representations of composite data. We test this idea first on synthetic data where we control the generative process and then extend the approach to protein sequence data. In the latter case the exact generative process is unknown, but a coarse approximation to the basic features can be found in the taxonomic labels.

2.4 Synthetic data

Following ref. [17], we generate synthetic datasets \( X = \{ \tilde{x}^\mu \}^M_{\mu=1} \) of examples \( \tilde{x}^\mu \) obtained as superpositions of basic features, modeled as follows. We consider a dictionary of basic features \( \{ \tilde{v}^d \}^D_{d=1} \), where \( D \) is the size of the dictionary. In this setup, we choose \( \tilde{v}^d \) as a random binary (0 or 1) sparse vector of length \( N \). We use binary weights \( \alpha^\mu_d \) to control the contribution of the basic feature \( \tilde{v}^d \) on the observation \( \tilde{x}^\mu \) and set only a small number of the weights to 1 for each observation. The final observation is defined to be

\[
\tilde{x}^\mu = \min \left( 1, \sum_{d=1}^D \alpha^\mu_d \tilde{v}^d \right) \quad \mu \in \{ 1 \ldots M \}
\]

(4)
Figure 2: The AE is able to retrieve all the features of a sufficiently small dictionary. (A) The test loss (dashed line, right y-axis) increases slowly with $\gamma$, up to a certain knee point $\gamma^*$, which corresponds to the point where the fraction of retrieved features has a maximum (solid line, left y-axis); for $\gamma > \gamma^*$ the performance quickly deteriorates. The curves are obtained with one execution of the training for each value of $\gamma$. The dimension of the dictionary is fixed to $D = 160$. (B) The performance of the AE trained on a dataset $X_D$ (y-axis) depends on the dimension of the dictionary $D$ (x-axis): the retrieval of features is better for smaller dictionaries, and the robust AE is able to fully retrieve bigger dictionaries (for $D = 80$ both single and robust AE retrieve 100% of the features, while for $D = 160$ only the robust AE is able to do so). For each $D$ the plot shows 9 results with S-AE and 4 with R-AE, each one corresponding to different realizations of the same training procedure. The regularizer strength is set in the proximity of the knee point, namely $\gamma = 3 \cdot 10^{-2}$.

Note that this is not a simple linear superposition due to the element-wise min function. The purpose of this way of generating data is to let all basic features have a potential impact on every observation while keeping the task of inferring their contributions and the basic features themselves non-trivial. A possible representation of the data is one where each feature $\vec{v}_d$ in the dictionary corresponds to a single hidden unit in the central layer of the autoencoder. We call this the natural representation of the synthetic dataset. This representation needs $D$ hidden units. For this reason we expect the autoencoder to be able to find the natural representation when $H \geq D$, given that an appropriate value for $\gamma$ has been used. Additional details on synthetic data generation can be found in the Materials and Methods section Synthetic data.

2.5 R-AE versus S-AE on synthetic data

We train a single autoencoder (S-AE) and a replicated autoencoder (R-AE) on the synthetic data. We compare the reconstruction performance on unseen examples, the regularization loss and the ability to infer the basic features based on the hidden units of the bottleneck.

The striking difference between the R-AE and the S-AE is that the R-AE is able to achieve a better reconstruction performance at high sparsity, in the region where $\gamma \gtrsim 0.03$ (see fig. 2A). This is connected to the observation that the R-AE has a number of active units $D^*$ that is significantly larger than the S-AE while keeping a similar L1 norm for most inputs. This might sound paradoxical, but we recall here that $D^*$ is the number of units in the bottleneck that show a significant activation for at least one input from the training set. This is not directly suppressed by the L1 regularization on the bottleneck, which penalizes cases in which many units are activated for a single input. There are thus different ways to realize the same overall L1 norm. The S-AE deactivates more units completely, while using a larger fraction of the remaining active units on the inputs on average. The R-AE, on the other hand, deactivates fewer units completely, but using a smaller fraction of the active units for every input. Another way of stating this is that the R-AE uses representations that are more distributed over all available units and keeps $D^*$ closer to $D$ (see S2 Fig for an example of this behaviour).

Both S-AE and R-AE are able to retrieve all the features of a sufficiently small dictionary, if $\gamma$ is chosen such that $D^* \simeq D$. At the same time we observe that for the R-AE, the range of $\gamma$ for which this is true is significantly wider than for the S-AE (fig. 2A, solid line). If we plot the loss as a function of $\gamma$, we observe that it grows slowly up to a certain
knee point $\gamma^*$ (fig. 2A, dashed line). This point coincides with the maximum number of retrieved features. This can be interpreted as a phase transition between overfitting and underfitting, and for $\gamma > \gamma^*$ the performance deteriorates quickly.

In general, the retrieval of features is better for smaller dictionaries for both models, but for larger dictionary sizes the R-AE retrieves a higher number of features, see fig. 2B: for $D = 80$ both the S-AE and the R-AE retrieve 100% of the features, while for $D = 160$ only the R-AE is able to do so. For $D \geq 240$ the R-AE finds $\sim 40\%$ more features than the S-AE.

### 2.6 Biological data: protein families

In this section we test the capability of the R-AE to infer basic features on real data. We use sequence data of homologous proteins because they allow a reasonable interpretation of composition: due to co-evolution of residues that are part of structural contacts or functional groups, certain patterns of amino acids arise. These patterns can be exploited for the prediction of contacts with the structure of a single protein [18, 19], infer protein interaction networks [20, 21] and paralogs [22, 23], model evolutionary landscapes [24] and predict pathogenicity of mutations in humans [25, 26]. Since these patterns are inheritable, we expect their presence to be partly determined by the phylogenetic history of the organism and therefore to be correlated with its taxonomy. We therefore argue that a “natural” representation of an amino acid sequence should be correlated with taxonomy of the organism.

We thus proceed as follows. We consider a wide variety of protein families (see the Materials and Methods section on Protein data), and we align sequences in a one-hot encoding as the input of the autoencoders. Each family is partitioned in train set, test set and validation set in the proportion 80%-10%-10%. We then test two different measures of correlation between the representations of the S-AE and the R-AE of the sequences with their taxonomic labels. Note that, analogously to the case of synthetic data, the training of the autoencoders is agnostic about these labels.

The behavior of the autoencoders trained on protein sequence data is qualitatively similar to what we saw for synthetic data: there is always a knee point in the curve of the loss (both train and test) as a function of $\gamma$, see S3 Fig, S4 Fig, S5 Fig. We expect that the range of values around the knee point corresponds to a representation that is close to the underlying biology.

We determine the knee point $\gamma^*$ for a given protein family by fitting the error curve (not directly the loss) on the test set by two connected line segments and then use the point where they intersect as $\gamma^*$. All the subsequent analysis is done on the validation set, using the autoencoder with the identified $\gamma^*$. See Materials and Methods, Section Knee Point Identification for a more detailed description of the procedure.

We measure the taxonomic information captured by the hidden layer in two ways: First, in analogy with synthetic data, under the very hopeful hypothesis that each taxonomic label corresponds to a single hidden unit. We test this idea in the next paragraph. Secondly, we ask how well a clustering of the sequences based on the hidden representations correlates with the taxonomic labels in comparison to a clustering based directly on the amino acid sequences.

Since the taxonomic classification is modeled by a tree, we consider the labels as organized by their depth $d$, that is their distance from the root of the tree. For example, the root has $d = 0$, the label ‘Bacteria’ has $d = 1$, ‘Proteobacteria’ has $d = 2$. Every label is associated with one or more sequences in the training set and every sequence corresponds to several labels. The labels near the root are the most populated, while the labels deeper in the tree are sparsely populated. We expect the labels in the first few levels to be more correlated with the hidden unit since deeper labels correspond to only a few sequences in the training set. For these reasons we restricted the following analysis to labels up to depth $d = 5$, with the additional condition that they must contain at least 20 sequences from the training set.

#### 2.6.1 Neuron-Taxon correlation

Given a taxonomic label indexed by $l$, we consider the binary variable $y_l(s^u)$ that, for each sequence $s^u$ in the MSA, is equal to 1 if the sequence belongs to that taxon and is equal to 0 otherwise; then, after the AE has been trained, we compute (on the training set) the correlation matrix $C_{l,k}$ between the variables $\{y_l\}$ and the activations $\{h_k\}$ of the hidden units. For every label $l$ we select the most correlated unit $k^*(l)$. Then we define a score $Q$ as the average correlation (on the test set) of the most correlated units for every label:

$$Q := \frac{1}{L} \sum_{l=1}^{L} C_{l,k^*(l)}$$

where $L$ is the total number of labels considered in a MSA.

The results are shown in Fig. 3: R-AE consistently finds a higher score than S-AE. It is useful to note the general trend of this score: the more sequences in the dataset, the worse the score. Additionally, the protein families of ribosomal
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Figure 3: **The robust AE consistently captures more biological information in most of the protein families considered.** (A) The panel shows an aggregate score of correlation between the hidden units of the network and the taxonomic labels present in each protein family (eq. (5)); the families are shown on the x-axis according to their number of sequences. The circled points correspond to ribosomal domains, which appear to be the datasets with the highest performance of our method. (B) The panel shows, for each family, the score improvement gained by training the robust AE respect to training the single AE.

domains have a much higher score, which is probably due to the fact that ribosomes are well sampled (see the Discussion section for more on this).

### 2.6.2 Clustering data in the latent space

For a given label $l$ at depth $d$, we consider the sub-labels $l'$ at depth $d + 1$ branching from $l$; we select the subset of the training set corresponding to the label $l$, then we compute the centroids of the clusters corresponding to the sub-labels $l'$ by averaging the sequences with that sub-label. Given a new sequence from the test set belonging to $l$, we assign the sub-label $l'$ according to the closest centroid. In order to perform this clustering procedure on disjoint subsets in such a way that the accuracies are independent from each other, we fix the depth $d$ and consider only labels found at that depth. We choose $d = 2$, because it provides the most variety of sub-labels with a high number of examples in the protein families we considered.

First we run this procedure using the original sequences, the same ones on which we trained the AEs. Then we repeat the clustering using, for each sequence, its representation in terms of the hidden units of the AEs. We ask whether this representation improves the accuracy of the clustering, depending on whether we use the representation from R-AE or S-AE.

The results are shown in fig. 4: the representation learned by R-AE does improve the accuracy for the majority of labels both respect to S-AE (bottom-left panel) the to input space (bottom-right panel).

### 3 Discussion

In this work we have presented a method to extract representations of composite data that connects to the structure of the underlying generative process. To this end, we combined two techniques that allowed us to recover such representations from the bottleneck of autoencoders trained on the composite data: The first is a regularization that forces the autoencoder to use a sparse representation. The second is the replicating of the autoencoder, which changes the properties of the solutions found. We showcased the method on two different datasets. In the first dataset, where we controlled the generative process, we showed that the replication allows to extract the underlying basic features also in cases where the sparsity constraints are too strong for a single autoencoder. After a closer analysis, we found that replication enables the system to effectively disentangle basic features and specialize parts of the internal representations.

In a second step, we applied the same method to protein sequence data. Since patterns of amino acids are inheritable, we used the correlation between the extracted representations and the phylogenetic labels as a metric for assessing the
Quality of the representation. We found that the replication of the autoencoder resulted in representations that are closer to biological reality and that the qualitative characteristics of the loss function and internal representations are similar to autoencoders trained on synthetic data.

One intriguing observation is that the point where the internal representation becomes correlated with the basic features is identifiable: The knee point in the loss curve in dependence of the regularization parameter corresponds to the peak performance in feature retrieval. For synthetic data we were able to verify this directly. Near this knee point, each hidden unit represented one basic feature. This also allowed us to infer the number of basic features present in the data (i.e. its inherent dimensionality). For protein sequence data, we observed that the internal representation becomes correlated with taxonomic labels at the knee point. After this knee point, the loss deteriorates quickly, indicating that the autoencoder starts dropping important information from the internal representation.

Interestingly, we found that feature retrieval on synthetic data became more difficult for increasing dictionary sizes. This could be addressed either by using a larger and therefore more expressive architecture or by using a larger training set. We generally expect the size of the training set necessary for the extraction of the basic features to scale with the size of the dictionary [27, 28].

Regarding the difficulty of the feature extraction task, we found a similar behavior on the protein families: Families with more sequences also contain a higher number of labels and are expected to have a wider variety of features. It is further noteworthy that the correlation between taxonomic labels and internal representations was more pronounced for ribosomal domains than for other families with a similar number of sequences (see fig. 3, circled markers). This is probably due to the fact that ribosomes are well studied systems in many species and that in the databases we used there are more species per sequence for these domains (see tab. 1). This indicates that a well balanced data-set is an additional factor in the inference of basic features from composite data.

Figure 4: The representation of the AE improves a clustering algorithm. (A) The panel shows the accuracy of a clustering algorithms run into the latent space of the neural network versus the accuracy of a clustering algorithms run on the original data point. Each point corresponds to a label in a protein family: given the subset of a protein family corresponding to that label, we consider the task of clustering that subset according to the subcategories of that label. (B, C) The panels show two 2D density plot of the score improvement as a function of the score on the original data points, respect to S-AE (B) and to the input space (C).
4 Conclusion

In conclusion, we have shown that replicated autoencoders are capable of finding representations of composite data that are meaningful in terms of the underlying biological system. We believe the approach to be very general, since we used no prior knowledge about the biology involved. The work we presented here encourages us to believe that the method could be useful for other data in biology where the representations and basic features extracted might lead to new biological insights. As one example for a possible direction of future research we point to the increasing number of measurements coming from single-cell transcriptomics [29]. In these data, the basic features are conceptually clearer than in protein sequence data and we suspect that representations of cell states in terms of gene expression modules would be found. Such representations could in turn be used to cluster cell types or analyze pathologies like Alzheimer’s Disease [30].

5 Materials and Methods

5.1 Synthetic data

We generate synthetic data points according to eq. (4) with the following characteristics: each example has 784 components, we generate training sets with $M_{\text{train}} = 60000$ examples and a test set with $M_{\text{test}} = 10000$ examples. We used four different datasets with dictionary sizes $D = 80$, $160$, $240$ and $320$.

The architecture (fig. 1) is fixed: we used intermediate hidden layers with $K = 1000$ and a bottleneck with $H = 400$ for all our experiments with synthetic data.

We chose the feature vectors $\vec{v}_d$ to be random with binary (0 or 1) independent entries, with a fixed average fraction $p_v$ of non-zero components. The coefficients $\alpha_{\mu}^d$ are also binary, sparse and random: they were generated with a probability $p_d$ of being non-zero. However, in order to make the retrieval problem sufficiently difficult, for each pattern $\vec{x}_\mu$ we ensured that it contained at least three features (i.e. we discarded and resampled those that didn’t meet the criterion $\sum_d \alpha_{\mu}^d \geq 3$). The generation of a dataset is therefore parametrized by $N$, $M_{\text{train}}$, $M_{\text{test}}$, $D$, $p_v$ and $p_d$. In this work, we fixed the sparsity of the features at $p_v = 0.1$ and the sparsity of the coefficients at $p_d = 0.01$. We always chose $M \gg D$.

Since we work with binary patterns, the activation function of the output layer is chosen to be $\text{Sigm}(x) := 1/(1 + e^{-x})$, which sets the range of each output unit between 0 and 1. The loss function of choice for these datasets is mean square error (MSE), which is simply the squared difference between a unit in the input layer and the corresponding unit in the output layer, summed over all the units.

5.2 Protein data

We considered 18 protein families from the PFAM database (tab. 1) selected according a number of criteria: we want many types of proteins represented, as well as families covering many different partitions of the tree of life; additionally, we chose families with a sufficient number of sequences and species, varying the ratio between these two numbers.

| DATASET     | n. seq | n. species | n. amm | DATASET     | n. seq | n. species | n. amm |
|-------------|--------|------------|--------|-------------|--------|------------|--------|
| PF01978.19  | 4531   | 1806       | 68     | PF04545.16  | 35976  | 8384       | 50     |
| PF09278.11  | 6117   | 2867       | 65     | PF00805.22  | 38453  | 3485       | 40     |
| PF00444.18  | 6551   | 5971       | 38     | PF07676.12  | 48848  | 6060       | 38     |
| PF03459.17  | 8823   | 4066       | 64     | PF00356.21  | 49284  | 5450       | 46     |
| PF00831.23  | 9782   | 9209       | 57     | PF03989.13  | 60674  | 8153       | 48     |
| PF00253.21  | 10577  | 8650       | 54     | PF1381.22   | 72011  | 9760       | 55     |
| PF03793.19  | 20495  | 4026       | 63     | PF0196.19   | 85219  | 6666       | 57     |
| PF10531.9   | 22080  | 7683       | 58     | PF00353.19  | 101177 | 2304       | 36     |
| PF02954.19  | 35339  | 5079       | 42     | PF04542.14  | 110168 | 8385       | 71     |

Source: [https://pfam.xfam.org/](https://pfam.xfam.org/)

Table 1: List of dataset used for training the AE, listed by their number of sequences. The protein families of ribosomal domains are highlighted; notice that, for these families, the ratio of the number of different species over the number of sequences is higher than for the other families.

Given a sequence $S = \{a_i\}_{i=0}^A$ of length $A$ to the AE, we represent each amino-acid $a_i$ with a 21-components one-hot encoding: each input sequence is thus a binary vector of length $N = A \times 21$, and the entire dataset with a matrix
(M, N). The architecture is rescaled according to the sequence length A: we set \( K = 1.1 \times N \), and the number of units in the bottleneck to \( H = 0.4 \times N \).

Since each amino acid is a categorical variable represented by a one-hot encoding, a common way to compute the reconstruction error \( L^{(i)} \) for a single amino acid \( a_i \) is the cross entropy between the input and the output. To do this, we consider the 21 units \( z^{(i)} \) in the output layer that describe the site \( i \), then we apply a softmax operation so that each unit can be interpreted as a probability

\[
\text{Softmax}(\hat{z}) := \frac{e^{z_j}}{\sum_{j=1}^{21} e^{z_j}}
\]

and finally we compute the cross entropy

\[
L^{(i)} = -z^* + \log \sum_{j=1}^{21} e^{z_j}
\]

where \( j^* \) is the index corresponding to the true value of the amino acid. The complete loss function is the summation of the cross entropies for each amino acid of the sequence:

\[
L = \sum_{i=1}^{A} L^{(i)}.
\]

Here we choose a linear activation function for the units in the output layer.

5.3 Learning algorithm

The algorithm we use to train R-AE consists in iterating two alternating steps: a step of SGD on each replica computed on its own reconstruction loss, followed by a step in which each replica is pushed towards the center and the center towards the replicas. In practice this procedure is similar to elastic-averaging SGD \([31]\), which in turn is related to the optimization of local entropy \([14]\). The pseudo-code for the algorithm is sketched in alg. 1.

**Algorithm 1 Training procedure for replicated autoencoder**

```
Input: current weights \( \vec{w}^{(r)}, \vec{w}^* \)
Hyper-parameters: batch size, learning rate \( \eta \), coupling \( \lambda 

1: for i = 1, \ldots, \text{steps} do
2: for r = 1, \ldots, \text{replicas} do
3: \( x \leftarrow \text{minibatch}[i, r] \)
4: \( \vec{w}^{(r)} \leftarrow \vec{w}^{(r)} - \eta \nabla \vec{w} L(\vec{w}^{(r)}; x) \)
5: end for
6: for r = 1, \ldots, \text{replicas} do
7: \( \vec{w}^{(r)} \leftarrow \vec{w}^{(r)} - \lambda (\vec{w}^{(r)} - \vec{w}^*) \)
8: \( \vec{w}^* \leftarrow \vec{w}^* + \lambda (\vec{w}^{(r)} - \vec{w}^*) \)
9: end for
10: end for
```

We impose an exponential scheduling on the coupling \( \lambda \) between the replicas and the center, namely we take \( \lambda(t) = \lambda_0 (1 + \lambda_1 t)^t \), where \( t \) is the time step of the training in units of epochs.

The training of S-AE is performed with the same procedure with just one replica and setting \( \lambda = 0 \).

In order to set the values for the many hyperparameters of these algorithms, we decided to select one prototype case among the synthetic data and one among the proteins data, and then to proceed by trial and error in order to find a regime in which the training converges and has good performance; once we found these values, we assumed that the general performances should not be sensitive to the fine-tuning of the hyperparameters: for this reason we used the same set of hyperparameters for every synthetic dataset and the other set of hyperparameters for all the protein families. We observed them to work well in the majority of cases.

For synthetic data we set \( \eta = 2.5 \cdot 10^{-4}, \lambda_0 = 4 \cdot 10^{-2}, \lambda_1 = 3 \cdot 10^{-2} \) and trained for 600 epochs. For all protein data we set \( \eta = 5 \cdot 10^{-4}, \lambda_0 = 8 \cdot 10^{-3}, \lambda_1 = 3 \cdot 10^{-2} \) and trained for 300 epochs. The training epochs sufficient for reaching convergence with respect to the training loss. The batch size was fixed to 50 for all trainings.
We did not use any momentum, which resulted in a deterioriation of performances across every region of parameters and non-convergence. The reason for this behavior could be that the loss landscape for this optimization problem appears to be highly non-convex, especially when the regularization approaches the region near $\gamma^*$; momentum-related techniques, on the other hand, are designed to work well when the loss landscape is sufficiently smooth [13].

5.4 Knee Point Identification

Part of our approach is identifying the knee point $\gamma^*$ in the loss curve. To this end, we consider the reconstruction error curve on the test set in dependence of $\gamma$. The curve has two parts, separated by the knee point: A slow increase in reconstruction performance (decrease in error) and a drastic decrease in reconstruction performance (drastic increase in error) when $\gamma$ becomes too high. We fit the the region around the knee point with the function:

$$f(\gamma) = \begin{cases} a_1 (\gamma - \gamma^*) + b & \text{if } \gamma < \gamma^* \\ a_2 (\gamma - \gamma^*) + b & \text{if } \gamma \geq \gamma^* \end{cases} \tag{9}$$

which is simply the equation of two straight lines passing from the same point at $\gamma^*$. From the fit over the four parameters $a_1$, $a_2$, $b$, $\gamma^*$ we obtain the estimation of the position of the knee point.

We use the error curve (the number of wrong amino acids in the reconstruction) rather than the loss directly, since the error curve is better approximated by two line segments and therefore easier fitted by our approach, leading to better approximations of the knee point.

The knee point is different for each protein and we expected it to be also different for S-AE and R-AE. Empirically, however, we obtained the best results across all the protein families by using the $\gamma^*$ of the S-AE also for the R-AE.

6 Supporting information

S1 Fig. Example trajectories of the loss during the training. Ten trajectories are shown for S-AE and three for R-AE. The panels on the left show the train loss, the right ones show the test loss. Here we show a case where S-AE and R-AE have the same performance (D=160, top line) and one case where R-AE has a much better performance (D=240, top line). Note that the improvement is greater for the test loss, showing that R-AE generalizes better. These trajectories refer to Fig. 2B in the main text. The regularizer strength is set in the proximity of the knee point, namely $\gamma = 3 \cdot 10^{-2}$.

S2 Fig. Examples of average activation of the bottleneck neurons. There are different ways to realize the same overall L1 norm of the units in the bottleneck layer. The figure shows rank plots for different AE. On the x-axis there are the hidden units ranked by their average activation: the units on the right are the most active on average and the ones on the far right are the ones that are always deactivated (their signal is next to zero across all the dataset). On the y-axis there is the average activation of the units. In the high sparsity case we can see that S-AE deactivates more units completely, while R-AE, on the other hand, deactivates fewer units completely. This effect disappears at lower sparsity, far from the knee point of the loss curve. The dataset used for these result is PF01978.19.

S3 Fig. Loss and score curves for all the proteins considered (part 1 of 3). The behavior of the autoencoders trained on protein sequence data is qualitatively similar to what we saw for synthetic data: there is always a knee point in the curve of the loss as a function of $\gamma$, corresponding to the maximum correlation with the taxonomic labels.

S4 Fig. Loss and score curves for all the proteins considered (part 2 of 3).

S5 Fig. Loss and score curves for all the proteins considered (part 3 of 3).
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8 Supplemental Information

8.1 Synthetic data

Figure S1: Example trajectories of the loss during the training; ten trajectories are shown for S-AE and three for R-AE. The panels on the left show the train loss, the right ones show the test loss. Here we show a case where S-AE and R-AE have the same performance (D=160, top line) and one case where R-AE has a much better performance (D=240, top line). Note that the improvement is greater for the test loss, showing that R-AE generalizes better. These trajectories refer to Fig. 2B in the main text. The regularizer strength is set in the proximity of the knee point, namely $\gamma = 3 \cdot 10^{-2}$. 


8.2 Biological data: protein families

Figure S2: There are different ways to realize the same overall L1 norm of the units in the bottleneck layer. The figure shows rank plots for different AE. On the x-axis there are the hidden units ranked by their average activation: the units on the right are the most active on average and the ones on the far right are the ones that are always deactivated (their signal is next to zero across all the dataset). On the y-axis there is the average activation of the units. In the high sparsity case we can see that S-AE deactivates more units completely, while R-AE, on the other hand, deactivates fewer units completely. This effect disappears at lower sparsity, far from the knee point of the loss curve. The dataset used for these result is PF01978.19.
Figure S3: Part 1: The behavior of the autoencoders trained on protein sequence data is qualitatively similar to what we saw for synthetic data: there is always a knee point in the curve of the loss as a function of $\gamma$, corresponding to the maximum correlation with the taxonomic labels.
Natural representation of composite data with replicated autoencoders

Figure S4: Part 2
Figure S5: Part 3