Abstract: In this paper we present Deep Learning (DL) modelling to forecast the behaviour and energy production of a photovoltaic (PV) system. Using deep learning models rather than following the classical way (analytical models of PV systems) presents an outstanding advantage: context-aware learning for PV systems, which is independent of the deployment and configuration parameters of the PV system, its location and environmental conditions. These deep learning models were developed within the Ópera Digital Platform using the data of the UniVer Project, which is a standard PV system that was in place for the last twenty years in the Campus of the University of Jaén (Spain). From the obtained results, we conclude that the combination of CNN and LSTM is an encouraging model to forecast the behaviour of PV systems, even improving the results from the standard analytical model.
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1. Introduction

With more than 70 GW of solar photovoltaic power installed all over the world, most of them in large PV plants, and in some cases running for several years, the management of the operation and maintenance (O&M) of these systems is a relevant research field in the solar PV industry [1].

Data represents a key asset in this PV management area, since they enable modeling the standard behaviour of the system and to monitor its performance compared against the expected output determined by the model. This monitoring, when is applied timely and comprehensively including all the factors that may impact the performance, enables early damage and fault detection, which then allows operation and maintenance actions to maximize the up-time and efficiency of the PV plants.

Traditionally, approximate analytical expressions based on the electrical parameters of the solar cells that conform the PV system and the specifications provided by the manufacturer were used to build the standard performance model. Leveraging the latest software advances in machine learning, a different approach can be taken by building the model using Deep Learning (DL) algorithms to learn from the actual behaviour data of the system during a relevant period of time and using the time series prediction to monitor the performance.

The objective of this work is to design and evaluate DL models to forecast the energy generated by a PV system. We model Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM) and we compare the accuracy against the standard analytical model which is based on parameters and specifications.
1.1. Related Works

On the first hand, the energy generation by PV systems is now considered a well known technology that were reached an noticeable maturity level. However, its relatively novel -most of the systems were running no more than twenty years [2,3]- means that there is not much experience in O&M. Most of the tasks and tools regarding O&M make little use of the new ICT technologies: big data, deep learning, business intelligence, ... [4]. The most usual way to forecast the behaviour of the PV systems is, up to now, the use of classical models based on the physic process of the solar cell to define the analytical equation to get its electric parameter [5]. There are a lot of these models with very different approaches, difficulty level and accuracy results [6–9]. The main objective of these tools is to forecast the electrical energy generated by the cells and also by the PV systems at all.

Among all of these classical model, we selected the Araujo model plus the constant FF (FF: Fill Factor is a solar cell figure of merit regarding with maximum power delivered vs. maximum current and maximum voltage of the cell; its upper limit is 1) [9] to compare and evaluate the performance of PV systems with the one forecast of our new DL model. Araujo model, is an standard PV model that combines enough accuracy with a very simple formulation [5,9]; additionally, it needs only a few variables to be measured: current and voltage of the cell, irradiation and ambient temperature [10]. Nevertheless, to obtain the output energy by any of these classical models it is necessary to know a large number of parameters and specifications of the PV generator under consideration: technical specs, topology of the generator, location, etc. One of the main advantages of a DL model is to forecast independently of all of these parameters and specs, and hence enabling easier and more efficient deployment and customization of PV.

Recently several works regarding the use of the news technologies in monitoring and forecast PV systems behaviour were presented. However, none of them were used in, or produced, a usable O&M system management [4,11–13]. A previous work related to the O&M analytic platform was presented in [14]. The use of the news ICTs technologies in O&M management in renewable sector is restricted up to now to a few big and expensive platforms developed by companies to use in utility scale generator power plants [15,16].

Regarding the monitoring of PV systems the most usual way up to now is to do it by a traditional wired sensor data acquisition systems [12]. The new IoT connection concept let us develop a very versatile and easy operation data collection system with wireless sensor [13].

On the other hand, the use of Deep Learning in temporal series has become a prolific research field [17]. Mainly, by the use of Long-Short Term Memory (LSTM) [18], which is a type of recurrent neural network that include a memory and it is designated to learn from sequence data, such as sequences of observations over time. LSTM is most widely used in natural language processing and speech recognition that can model temporal dependence between observations [19], and it is suitable for prediction from sensor data [20]. LSTM obtained encouraging results in several fields, such as activity recognition [21] or estimating building energy consumption [22]. Moreover, modeling spatial features in time series by means of Convolutional Neural Networks (CNNs) [19,23] achieved promising results in speech recognition [24] or gas classification [25], together with LSTMs models [26].

2. Methodology

In this section, we describe the methodology for designing and building the DL model to forecast the output power the photovoltaic systems (PVS). First, the supporting infrastructure and technology components to carry out this work were the PV system installed by the UniVer Project and the IoT Big Data Analytic platform developed by project Opera, both at the University of Jaén and described in Section 2.1. Within the Opera Project, DL models are proposed to enable real time monitoring and accurate and reliable forecasting of any kind of PV generator; and hence, the full evaluation of its behaviour in real time. All of this, together with the easy operation and the low-cost of this tool, makes it very useful to manage the operation and maintenance of PVs. For that reason, the DL models
to forecast the output power of PVs are described in Section 2.2, as well as the CNN architectures to get and compare different forecasting results.

2.1. Photovoltaic System: Structure, Behaviour and Monitoring

*Opera Project* is a digital platform developed by an interdisciplinary team, covering the areas of ICTs, PV, and Electronic Technology, and it is performed to provide services of O&M management for renewable energy installations [14]. This digital platform was developed with the knowledge and the working data of the *UniVer Project*. This project, shown in Figure 1, is a standard, medium size, grid connected PV system that is running for the last twenty years in the campus of the University of Jaén, an so, it is very well known by us [27]. Opera platform is also now managing the O&M of this PV system.

![Image of PV System](image_url)

*Figure 1. A view of the PV Generator of the UniVer Project.*

To be able to collect real time variables data by the Opera digital platform, we also developed and implemented a genuine data collection process. Figure 2 shows the architecture of the data collection system. It is composed of a set of sensors, which are based on IoT technology connections, controlled by a microprocessor which uploads the data to internet. These sensors measure the working data of the PV generator and the environmental variables needed to monitor and forecast the PV generator operation according to standard IEC 61724 [28]. Table 1 displays the above variables.
Figure 2. Architecture of the IoT Data Collection System.

Table 1. Measured Variables by the Data Collection System.

| Parameter                  | Symbol | Unit     |
|----------------------------|--------|----------|
| Irradiance on PV surface   | $G_I$  | W·m$^{-2}$ |
| Ambient Temperature        | $T_{am}$ | °C      |
| PVG output current         | $I_A$  | A        |
| PVG output voltage         | $V_A$  | V        |
| PVG output power           | $P_A$  | W        |

For clarification of measured variables, we note that (Energy in a period of time T: $E_T = \int T P \cdot dt$) the energy is the integral of instantaneous power, so the output electric power -obtained from the input solar power onto the cell, so-called Solar Irradiance (Irradiance ($G_I$)): is a magnitude regarding the square density of power incident on a surface; it is measured in Watts per square meter (W/m$^2$). Solar irradiance is the power input magnitude in a solar cell and electric power is the output one), the temperature, and the manufacture specifications of the cell- is the instantaneous variable targeted by these models; additionally they can provide another intermediate working variables and ratios, e.g.,: current, voltage, cell temperature, etc. These intermediate values will be very useful for diagnosis and descriptive analysis.

In Figure 3 we show the voltage and current sensors and microprocessor unit used to measure operation data of the UniVer Project PV generator.

Figure 3. Current and voltage sensors and microprocessor unit.

Figure 4 shows the schematic diagram and the actual devices of the solar irradiance and ambient temperature self powered sensors. Figure 5 shows the location and position of this sensor.
2.2. Deep Learning Modeling to Forecast the Output Power

In this section, we describe the DL models to forecast output power of the PV device. In a formal way, each sensor $s^i$ is described by a sensor data stream $S^i(t^*) = \{v^i_{t^*}, v^i_{t^* - \Delta t}, \ldots, v^i_{t^* - \Delta t \cdot j}\}$ within a collecting rate $\Delta t$, where $v^i_t$ represents a measurement of the sensor $s^i$ in the time-stamp $t$. These sensors $s^i$ determines the input of the model.

Next, we delimit the size of the temporal window $T$ which determines the number of measures to include in the forecasting for each sensor $s^i$. $S^i(t^*) = \{v^i_{t^*}, v^i_{t^* - \Delta t}, \ldots, v^i_{t^* - \Delta t \cdot j}\}, j \in [0, T]$. Finally, we collect the power measured $E(t^*)$ for each given time $t^*$, which represents the target value to learn with the regression models based on deep learning.

Once the input and output of the model are defined, we propose two architectures of DL neural networks to forecast the output power of the PV device:

- **2LSTM.** Two layers of LSTM which were previously identified as a suitable configuration for forecasting energy load [29].

- **3CNN + 2LSTM.** Three layers of CNN are firstly integrated as spatial feature extractors. Next, two layers of LSTM model the temporal dependencies from CNN. The combination of CNN-LSTM Hybrid Networks was selected to provide encouraging results in power consumption [30].

In Table 2, we include the parameters and layers for each proposed model.
Table 2. Configurations of Convolutional Neural Networks.

| Configuration                  |
|-------------------------------|
| **2LSTM**                    |
| LSTM (32 units)               |
| dropout (0.25)                |
| LSTM (32 units)               |
| dropout (0.25)                |
| connected (1 unit)            |
| activation function: Re-Lu    |
| loss function: MAE            |
| **3CNN + 2LSTM**             |
| 2 kernels × 16 filters Re-Lu  |
| 2 kernels × 32 filters Re-Lu  |
| 2 kernels × 64 filters Re-Lu  |
| dropout (0.25)                |
| LSTM (32 units)               |
| dropout (0.25)                |
| LSTM (32 units)               |
| dropout (0.25)                |
| connected (1 unit)            |
| activation function: Re-Lu    |
| loss function: MAE            |

3. Evaluation

3.1. Experimental Setup

In this section, we describe the experimental setup and results of a case study developed in the University of Jaén (Spain), where the prototype of PV device was deployed. Opera monitoring platform was running from the 13th of October at 9:00 a.m. to the 26th of November at 11:30 a.m., generating a data collection with a duration of 74 days. The location in the campus of the University of Jaén was (latitude: 37.787253, longitude: −3.776258), which is shown in Figure 5.

In the experimental setup, 5 sensors, which were installed in the PV device, collected next measures (irradiance, ambient temperature, module temperature, output current and output voltage). Output electric power is obtained by a simple calculus: \( P = V \cdot I \).

The values where summarized for each 10 min, \( \Delta t = 10 \) min, using average aggregation function and sending them to a central database. A total of 10,677 samples were collected.

For training and evaluation purposes, a one-week-left cross-validation was carried out. The evaluation was developed in streaming taking into account current and previous measures with a sliding window, which simulate the forecasting of output power under real-time conditions. The size of the sliding temporal window was defined in two hours \( T = 2 \) h, it is 12 10-min samples which correspond to 2 h.

3.2. Results

To forecast the output power from the data collected in the PVS, we compared the predicted and ground truth in the tests under one-week-left cross-validation. Three models were evaluated:

- Araujo model. It is a good standard for forecasting output power in photovoltaic system, which is based on analytical modeling.
- 2LSTM model. Two layers of LSTMs (described in Section 2.2).
- 3CNN + 2LSTM model. Three layers of CNNs to extract features together with two layers of LSTMs (described in Section 2.2) are evaluated.
The output power estimated and the ground truth from the full time-line of tests are compared using the Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE), as presented in Table 3.

**Table 3.** Table summarizing the results of output power forecasting.

| Model         | MAE     | RMSD    |
|---------------|---------|---------|
| Araujo        | 619.09 W | 1349.72 W |
| 2LSTM         | 1349.22 W | 2779.18 W |
| 3CNN + 2LSTM  | 419.17 W  | 931.16 W  |

3.3. Discussion

Two different DL models, the first one with LSTM layers only and the second one with CNN and LSTM layers, were trained and validated on the data collected from a PV System. We evaluated their accuracy and compared the results against the Araujo analytical model.

The accuracy of the 2LSTM model was worse than Araujo and do not a suitable performance for a monitoring system, potentially raising too many false alerts due to big discrepancies between the predicted and the actual output power. The accuracy of the 3CNN + 2LSTM model was remarkable, improving Araujo results in terms of MAE and RMSD and confirming it is a good fit for a forecasting and monitoring model (See Figures 6 and 7). This model succeeded in adapting automatically to the deployment context, non-standard environmental conditions and non-initial parameters of the PV system, such as partial shading on the solar panel and system deterioration over time.

In Figure 6, we show the forecasting and ground truth of power consumption with the model CNN + LSTM for all test days. Figure 7 shows 4 days sample test comparing the measured power consumption regarding to prediction from Araujo, LSTM and 3CNN + 2LSTM models.

**Figure 6.** Forecasting and ground truth of power consumption. The time line is composed by all test from one-week-left cross-validation.
4. Conclusions and Ongoing Works

The results of the experimental setup show that deep learning models are an encouraging approach to forecast the behaviour of PV systems.

We note that, unlike the analytical models as the one defined by Araujo, the versatility of deep learning models to extract features from raw data enables real-time monitoring and forecasting of any kind of PV generator or topology.

In future works, we will extend the deployment of more complex photovoltaic systems in wider areas within the Opera project. Modeling data from different location contexts and topologies will present a challenge to forecast under deep learning models. Some of the key properties of a monitoring system will be put to test: near real time forecasting, integration in a live monitoring application, ability to deal with seasonality and portability of the model to different PV systems.
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Abbreviations

The following abbreviations are used in this manuscript:

FF  Fill Factor
IoT  Internet of Things
LD  linear dichroism
CNN Convolutional Neural Network
LSTM  Long Short-Term Memory
DL  Deep Learning
O&M  Operation and Maintenance
PV  Photovoltaic
PVS  Systems (PVS)
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