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Abstract

Some of the most used sampling mechanisms that implicitly leverage a social network depend on tuning parameters; for instance, Respondent-Driven Sampling (RDS) is specified by the number of seeds and maximum number of referrals. We are interested in the problem of optimizing these sampling mechanisms with respect to their tuning parameters in order to optimize the inference on a population quantity, where such quantity is a function of the network and measurements taken at the nodes. This is done by formulating the problem in terms of decision theory and information theory, in turn. We discuss how the approaches discussed in this paper relate, via theoretical results, to other formalisms aimed to compare sampling designs, namely sufficiency and the Goel-DeGroot Criterion. The optimization procedure for different network sampling mechanisms is illustrated via simulations in the fashion of the ones used for Bayesian clinical trials.

1 Introduction

Respondent driven sampling (RDS) is a widely used sampling mechanism that takes advantage of social network structure. It was proposed by Heckathorn (1997) and it is implemented with the aim of sampling from hidden populations, as it happens in problems from Epidemiology and Marketing. The distribution of RDS is specified by the sample size and two tuning parameters; these parameters are: the number of maximum referrals per individual and the number of starting points (also known as seeds). If we assume that prior information is available regarding the joint distribution of social network structure and the distribution of the responses (i.e., observations at the node level), then it is of interest (from a methodological and a practical point of view) how such information could be used in to calibrate the RDS tuning parameters. Note that, for this question to make sense, it is necessary to specify criteria for evaluating the performance of different sampling mechanisms.

We argue that Decision Theory, and more specifically, Lindley’s formulation of Bayesian experimental design (Lindley (1972)), is the appropriate formalism for this task if the inference can be specified beforehand. Decision theory allows us to evaluate a design based on the average quality of the inference, here the ‘quality of the inference’ is encoded in the loss function and the average is taken with respect to the prior predictive distribution.

Still, there are cases where it is not feasible to specify the inference beforehand. Therefore, a different perspective is also needed. We adopt the following rationale: a sampling mechanism should be preferred over another if it tends to have a better performance for a wide array of inferences. We make the case that casting the problem of performing Bayesian inference over a partially observed network as a data compression problem will provide: i) additional insights from a conceptual point of view and ii) robust comparisons between designs. Under this perspective, the best design is the one that preserves the most information from the process that generated the full data set.
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In this paper, we illustrate the use of Decision Theory in calibrating the tuning parameters of sampling mechanisms on networks. As a by-product, we provide intuition about the usefulness of more general versions of RDS mechanisms. The approaches discussed in this paper enable the statistician to compare designs with the same functional form (Decision Theory) as well as designs with different functional form (Data Compression).

We discuss how the Decision Theory and Data Compression approaches relate to other formalisms that aim to compare sampling designs, namely sufficiency and the Goel-DeGroot criterion. We make the case that the insights provided by these perspectives can complement each other. This is done in the context of network data.

1.1 Related work

Our work is related to the work of Chaloner & Verdinelli (1995), since, like them, we discuss how to implement ideas from Bayesian experimental design to solve applied problems. We adopt the formulation of Bayesian experimental design proposed by Lindley (1972) and the framework for sequential decision making proposed by Bellman (1957). For developing a ranking of designs based on information theory, we rely on the framework of data compression Mezard & Montanari (2009) and the notion of a reference prior Bernardo (1979). In the context of social network data and, more specifically, the performance of RDS, our work relates to the simulation studies performed by Blitzstein & Nesterko (2012). To incorporate the different sources of uncertainty, we elaborate on the ideas developed in the technical report by Lunagómez & Airoldi (2016) and on the Markov Chain Monte Carlo approaches developed by Möller et al. (2006) and Andrieu & Roberts (2009).

1.2 Contributions

The main contributions of this paper are: First, we propose a new approach for comparing sampling designs based on the concept of data compression from information theory, thus providing a principled approach, for example, to calibrate tuning parameters of existing mechanisms and to evaluate new mechanisms; second, we discuss different aspects of framing the comparison of sampling designs on networks (which include the specification of loss functions and sequential analysis). This discussion is conducted around a fully Bayesian model for RDS, which is novel; third, we provide theoretical results that show the usefulness and limitations of sufficiency, data compression and the criterion of Goel-DeGroot for comparing sampling designs on networks; and fourth, we propose new network sampling mechanisms from our understanding of of these new principled approaches and carry out comparative performance evaluation.

2 Problem Set-up

2.1 Respondent-Driven Sampling

Let $G$ be a social network with $N$ nodes and assume those nodes are labeled. Let $Y$ denote a vector that has as $i$-th component (denoted by $Y(i)$) a measurement to be taken at the $i$-th node, here $1 \leq i \leq N$. The objective is to perform inference on a feature $Q$ of the joint distribution of $(G,Y)$ (for instance: the average probability that $\{Y(i) = 1\}$ for $Y(i)$ binary with possible values in $\{0,1\}$, $1 \leq i \leq N$). The network $G$ and the responses $Y(i)$, $1 \leq i \leq N$, are accessible only through sampling. Respondent-Driven Sampling (RDS) is a procedure, proposed by Heckathorn (1997), that deals with this problem. It is defined as a set of policies that allow the sampling to propagate through the network, conditional on a set of starting points or seeds.

Respondent-Driven Sampling can be understood as a stochastic process on discrete time that is conditional on the underlying network $G$ and has as its state space $\{v[t], G[t], Y[t], D[t]\}$; where $v[t]$ denotes the labels of nodes recruited at time $t$; $G[t]$ denotes the subgraph of $G$ implied by the nodes recruited up to time $t$ and the edges that encode the information about which node from time $s−1$ recruited which node at time $s$, where $1 \leq s \leq t$; $Y[t]$ and $D[t]$ denote, respectively, the observed responses and the reported degrees up to time $t$.

The way the sampling propagates through the network is defined by the following policies:
a. Sample \( w_0 \) nodes uniformly from \( G \). This is known as the 0-th wave, its elements are commonly known as seeds. The selected nodes constitute \( G_{I[0]} \).

b. For each node \( i \) in Step 1, record the response \( Y(i) \) in \( Y_{I[0]} \) and the corresponding reported degree \( \hat{D}(i) \) in \( \hat{D}_{I[0]} \).

c. For each node in the \((k-1)\)-th wave, sample uniformly \( m \) nodes among its neighbours relative to \( G \) and such that they have not been sampled before. This is known as the \( k \)-th wave. The indices for these nodes constitute \( \eta[k] \).

d. For each node \( i \) sampled in Step 3, record the response \( Y(i) \) in \( Y_{I[k]} \), the corresponding reported degree \( \hat{D}(i) \) in \( \hat{D}_{I[k]} \), and the edge that connected \( i \) to \( G_{I[k-1]} \) to construct \( G_{I[k]} \).

e. Repeat Steps 3 and 4 until the pre-specified sample size \( n \) has been attained. Interrupt the current wave if necessary.

Observe that Step (a) was set this way for the sake of simplicity, since our interest is on evaluating sampling procedures. The distribution of the starting points can be modified depending on the question at hand. Clearly, the notion of wave encodes the discrete time involved in the sampling process. A design that follows these policies, except for (d) is called link tracing.

Given the sample size \( n \), RDS has two tuning parameters: \( m \), which denotes the number of referrals; and \( w_0 \), which denotes the number of seeds. It is of interest to calibrate \( \eta = (m, w_0) \) by taking into account the type of inference that will be performed and any prior assumptions on the joint distribution of \( G \) and \( Y \). We will use the notation \( I_{RDS} \) and \( I_{LT} \) to refer to RDS and link tracing, respectively, when more than one sampling design is being discussed.

### 2.2 Notion of Non-Ignorability

**Definition 2.1 (Ignorability of a Sampling Design)** Let \( Z \) denote the full data and \( Z_{INC} \) represent the observed data. Let \( p(Z \mid \tau) \) denote the distribution for the full data. A sampling mechanism \( I \) is ignorable if

\[
p(I \mid Z, \eta) = p(I \mid Z_{INC}, \eta),
\]

and the parameters for the sampling mechanism \( \eta \) and the full data \( \tau \) are distinct. If a sampling mechanism is ignorable, then the term corresponding to the distribution of \( I \) can be omitted from the likelihood.

In the context of this paper \( Z_{INC} \) will usually be constituted by \( G_{INC} \) and \( Y_{INC} \), which denote, respectively, the observed part of the network and the observed responses for the nodes. We will use \( G_{EXC} \) and \( Y_{EXC} \) to denote, respectively, the unobserved part of the network and the unobserved responses for the nodes. Here INC and EXC stand for ‘included’ and ‘excluded’ from the sample.

Two well-known examples of ignorable designs on networks are snowball (Goodman, 1961) and ego-centric (Newman, 2003), which are denoted by \( I_{Snow} \) and \( I_{Ego} \), respectively. They are defined as follows:

a. Ego-centric design of sample size \( n \) is performed by choosing \( n \) elements of \( V \) uniformly at random; this constitutes \( V_{INC} \). Then, we let \( G_{INC} \) be defined by the edges and non-edges associated to the rows and columns corresponding to \( V_{INC} \).

b. Snow-ball design with \( k \) waves and \( s \) seeds is performed by: first, picking \( s \) elements of \( V \) uniformly at random (these will be the seeds), as with RDS, this is the 0-th wave (the seeds are added to \( V_{INC} \)); second, include all the edges and non-edges of the \( s \)-th wave into \( G_{INC} \); third, let the nodes incident to the edges observed in the second step be added to \( V_{INC} \); this is the \((i+1)\)-th wave; fourth, we increment \( i \) by one and repeat the second and third steps until the target number of waves is reached or the network is exhausted.

In the case of RDS, the distribution of the sampling mechanism \( I \) given the full data \( Z = (Y, G) \) and the tuning parameter \( \eta \) is given by:

\[
p(I \mid G, \eta) = \frac{1}{\binom{d_0}{m}} \left( \prod_{j_1=1}^{w_0} \frac{1}{\binom{d_{j_1}}{m}} \right) \left( \prod_{j_2, j_1=1}^{w_{j_1}} \frac{1}{\binom{d_{j_2, j_1}}{m}} \right) \cdots \left( \prod_{j_k, \ldots, j_1=1}^{w_{j_{k-1}, \ldots, j_1}} \frac{1}{\binom{d_{j_k, \ldots, j_1}}{m}} \right),
\]  

(1)
For the sake of simplicity, we present the functional form of this distribution where the number of seeds is equal to one. Here \( \tilde{d} \) denotes the number of adjacent nodes to a given vertex (with respect to \( G \)) that have not been sampled yet; we refer to this quantity as the \textit{adjusted degree}. In particular \( \tilde{d} \) is the adjusted degree of the seed. \( w \) denotes the number of recruited individuals by a given node during the previous wave, while \( k \) represents the number of waves needed to recruit \( n \) individuals; \( m \) denotes the maximum number of referrals. Here \( \eta = (m, w) \). It is assumed that each node in waves \( \{0, 1, \ldots, k-1\} \) will try to recruit uniformly from the set of available networks (therefore the binomial coefficients); the products are over the nodes recruited at each wave. Most of the modified versions of RDS discussed in this paper will imply a similar expression for \( p(I \mid G, \eta) \).

Observe that RDS is ignorable when the vector of \( \tilde{d} \)'s is fully observed. There are situations, that often arise in practice, that prevent this from happening, for example:

a. The degrees are reported with noise, this is common in Epidemiology, more specifically in HIV studies. Populations such as men that have sex with men tend to round the number of sexual partners they had. In this context the rounding tends to be coarser as the true number of partners gets higher. This phenomenon is known as \textit{heaping}.

b. The degrees are reported exactly, but the number of neighbours in the network that have not been sampled yet (\textit{i.e.}, the adjusted degree) is unknown.

The methodology we propose in this paper is able to calibrate \( \eta \) even when \( I \) is non-ignorable. This is possible since we adopt a model that takes into account the main sources of uncertainty for dealing with this issue. The functional form presented in Equation 1 is key for the formulation of a fully probabilistic model for RDS and the extensions of that design to be discussed in Section 5.1.

### 2.3 A Realistic Model of Respondent-Driven Sampling

We assume a probabilistic model of the form:

\[
p(G, Y, I, \alpha, \gamma) = p(G \mid \alpha)p(\alpha)p(I \mid G, \eta)p(Y \mid G, \gamma)p(\gamma).
\]  

Here \( G \) denotes the social network, which is assumed to be a realization of a random graph (statistical network) model with parameter \( \alpha \). \( I \) denotes the sampling mechanism, which is understood as a probabilistic process that propagates through \( G \) and is determined by a set of policies \( \eta \) (the tuning parameters of the design). \( Y \) denotes a response vector, the response \( Y(i) \) is associated to the \( i \)-th node of \( G \). The joint distribution of the \( Y \) vector is assumed to be specified in terms of \( G \) (using a Markov random field formulation) and a parameter \( \gamma \) which controls the ‘strength’ of the dependence among units. We define \( G_{INC} \) as the observed portion of \( G \) conditional on \( I \); denote by \( G_{EXC} \) the unobserved portion of the network. We define \( Y_{INC} \) and \( Y_{EXC} \) in an analogous manner. Here \( p(\alpha) \) and \( p(\gamma) \) are, respectively, the priors for \( \alpha \) and \( \gamma \).

To ease the exposition, we assume specific distributions for the factors in Expression 2. We adopt well-understood models for the random graph \( G \): i) the Erdős-Rényi model [Erdős & Rényi (1960)]; ii) the Stochastic Block model; iii) the latent space model. For the vector of responses \( Y \), we assumed the Markov Random Field (MRF) implied by the following Boltzmann distribution:

\[
\Pr(Y = y \mid G, \gamma) \propto \exp(\gamma_0 V_0 + \gamma_1 V_1),
\]  

where

\[
V_0 = \sum_{i=1}^{N} y(i), \quad \text{and} \quad V_1 = \sum_{\{i,j\} : A(i,j) = 1} y(i)y(j).
\]

Here \( A \) denotes the adjacency matrix for \( G \) and \( \gamma = (\gamma_0, \gamma_1) \). This implies that the conditional distribution of the response of node \( i \) given the values of all the other responses, \( G \) and \( \gamma \) is given by:

\[
\Pr(Y(i) = y(i) \mid Y(-i) = y(-i), G, \gamma) \propto \exp \left( \gamma_0 y(i) + \gamma_1 \sum_{\{i,j\} : A(i,j) = 1} y(i)y(j) \right).
\]
Bayesian model averaging (BMA, see Raftery et al. (1996) and Robert (2001), Section 7.4),

The computation of the posterior therefore it can be included as part of the data without the need of adding an extra factor to Expression 2.

As in Möller et al. (2006), we assume a uniform prior on only the case where degrees are reported exactly, i.e. \( D = D \). Here \( D \) is partitioned via \( I \) into \( D_{\text{INC}} \) and \( D_{\text{EXC}} \), which are, respectively, the reported degrees and the degrees that would have been reported if we had access to the corresponding nodes via sampling. Observe that, for the case \( D = D \), \( D_{\text{INC}} \) is a deterministic function of \( G \) and \( I \), therefore it can be included as part of the data without the need of adding an extra factor to Expression 2.

The computation of the posterior \( p(Q \mid Y_{\text{INC}}, G_{\text{INC}}, D_{\text{INC}}, I) \) for the model given by Expression 2 is performed via Bayesian model averaging (BMA, see Raftery et al. (1996) and Robert (2001), Section 7.4), i.e., \( p(Q \mid Y_{\text{INC}}, G_{\text{INC}}, D_{\text{INC}}, I) \) is equal to

\[
\sum_{w} p(G_{\text{EXC},w}, \theta_{w} \mid G_{\text{INC}}, D_{\text{INC}}, I) \int_{\Theta(G_{\text{EXC},w})} p_w(Q \mid \theta_{w}, \varphi_{w}) p(\theta_{w} \mid Y_{\text{INC}}, G_{\text{INC}}, G_{\text{EXC},w}) d\theta_{w}.
\]

Here \( \theta_{w} = (\gamma_{w}, Y_{\text{EXC},w}) \), i.e., the parameters of the dependence structure and the missing response data; let \( \varphi_{w} = (\alpha_{w}, G_{\text{EXC},w}) \). The reason we adopted this strategy for computing the posterior is the following: Since RDS is non-ignorable, it is necessary to impute missing data in order to compute the likelihood. Typically, the number of nodes and edges of the unobserved part of the network \( G_{\text{EXC}} \) is unknown, which turns this problem into one of fixed dimension. BMA allows to decompose this problem into stages. The mixing distribution of the BMA is used (in particular, to deal with the updates for the MRF parameters, we used the approach proposed by Möller et al. (2006)). We consider two possible choices for \( p_w(Q \mid \theta_{w}, \varphi_{w}) \): the first one corresponds to the problem of estimation,

\[
p_w(Q^{(i)} \mid \alpha^{(i)}, \gamma^{(i)}),
\]

where \( Q^{(i)} \) is the mean of \( Y_{\text{AUG}} \), a vector of responses simulated from the predictive distribution implied by Expression 2; the second one corresponds to the problem of prediction,

\[
p_w(Q^{(i)} \mid Y_{\text{EXC},w}^{(i)}, Y_{\text{INC}}^{(i)}),
\]

where \( Q^{(i)} \) is the mean of the vector \((Y_{\text{EXC},w}^{(i)}, Y_{\text{INC}}^{(i)})\). Estimation and prediction will be discussed in more detail once the associated loss functions have been introduced.

3 Evaluating and Optimizing Network Sampling Designs: Decision Theory and Information Theory Perspectives

3.1 Old and New RDS-based Designs

In order to calibrate the vector of tuning parameters for RDS, which is denoted by \( \eta = (m, w_0) \), it is necessary to establish criteria for evaluating and comparing the sampled designs implied by different specifications for \( \eta \). The main objective of this paper is to provide principle-based tools for comparing sampling designs on networks. To motivate the discussion in the remaining sections, we discuss some examples. All of the examples described in this section can be understood as settings where there is a finite family of designs \( \mathcal{H} = \{ \eta_1, \eta_2, \ldots, \eta_l \} \) and where it is of interest to find an optimal \( \eta^* \in \mathcal{H} \) according to pre-specified criteria that take into account the type of inference to be performed and prior information on the parameters for the probabilistic model for \((G, Y)\).

Example 3.1 Let RDS be the sampling mechanism that propagates through the network. As in Section 2.1 denote by \( w_0 \) the number of seeds and regard this quantity as specified. A relevant question in this context is how to calibrate \( m \), the number of referrals for a fixed sample size \( n \). Let \( \mathcal{H} \) be the set of possible choices for the number of referrals \( \{1, 2, \ldots, m_{\text{max}}\} \).
Example 3.2 Let RDS be the sampling mechanism. As in Section 2.1, denote by \( w_0 \) the number of seeds and let \( m \) be the number of referrals. Consider the problem of calibrating \( w_0 \) for \( m \) fixed and a pre-specified sample size, i.e., let \( \mathcal{H} \) be the set of possible choices for the number of seeds \( \{1, 2, \ldots, w_{0,\text{max}}\} \).

Example 3.3 Let us consider generalisations of the RDS setting. One could question the requirement of making \( m \) constant across waves. Let \( \mathcal{H} \) be the set of policies that determine the number of referrals. More precisely, let the family of sampling mechanisms be defined by

\[
f_\eta(x) = \Lambda \left[ C^* \left( \frac{1}{W^*} x \right) \right] ^\eta,
\]

where \( \eta \) is an element of a finite grid \( \mathcal{H} \subset \mathbb{R}^+ \), \( C^* \) is the maximum permissible value for \( m \), \( W^* \) is a cap for the number of waves, and

\[
\Lambda(z) = \min \{ k \in \mathbb{N} : z \leq k \}.
\]

It is assumed that \( x \in \{1, 2, \ldots, W^*\} \) and the sample size \( n \) is fixed.

Example 3.4 Let us consider a different generalisation of RDS. Think of a design were \( m \) could only take two values: \( \lambda_L \) and \( \lambda_H \), where \( \lambda_L < \lambda_H \). As in Example 3.3, one could adopt the convention that \( m \) as a function of wave is non-decreasing. It seems reasonable to set the sample size \( n \) as fixed and \( W^* \) as a dependent variable. Let \( \mathcal{H} = \{\eta_1, \eta_2, \ldots, \eta_{k_{\text{max}}}\} \) be the set of possible sampling mechanisms, more precisely: If the design \( \eta_k \) is adopted, then \( m = \lambda_L \) for the first \( k - 1 \) waves and \( m = \lambda_H \) for the following \( W^* - k + 1 \) waves.

Example 3.5 For RDS, the number of seeds \( w_0 \) and the maximal number of referrals \( m \) can be updated sequentially: First, \( w_0 \) is specified, based on prior knowledge. The second step consists in optimising \( m \) based on the data collected on the 0-th wave; this is done while keeping the sample size \( n \) fixed. Here \( \mathcal{H} = \{(m, w_0) \mid 1 \leq m \leq m_{\text{max}}, 1 \leq w_0 \leq w_{0,\text{max}}\} \).

### 3.2 Decision Theoretic Formulation of the Optimal Design Problem

The framework of Bayesian experimental design (see [Lindley](1972)) and the review by [Chaloner & Verdinelli](1995) allows the statistician to phrase the problem of specifying features of the experiment (assuming that they are under the control of the practitioner) in terms of Decision Theory. For problems involving social networks, tuning the parameters of the sampling mechanism is a key aspect of the design; that is where the focus of our discussion will be. We first introduce some notation:

- a. Let \( \theta \) denote the parameters of the statistical model; \( \theta \) is an element of a parameter space \( \Theta \).
- b. We denote by \( z \) a potential data set, which belongs to a sample space \( Z \).
- c. Let \( a \) denote the decision or inference, which belongs to an action space \( A \).
- d. Let \( \eta \) represent a specific sampling design, which belongs to a family of designs \( \mathcal{H} \).
- e. The letter \( \mathcal{L} \) represents different loss functions.

The loss function \( \mathcal{L} \) is the component of this formalism that quantifies the quality of an inference \( a \in A \), given \( \theta \in \Theta \) and data \( z \in Z \). It is required for \( \mathcal{L} \) to be non-negative, and such that it takes the value zero when the inference is correct (e.g., when the estimated value of \( \theta \) is equal to \( \theta \)). Remember that we are assuming a sampling mechanism of the form \( p(I \mid Z, \eta) \). As in Section 2.3, \( I \) partitions the full data \( z \in Z \) into \( z_{\text{INC}} \) and \( z_{\text{EXC}} \), which denote, respectively, the observed and unobserved parts of the data. Let \( Z_{\text{INC}} \) be the space of potential \( z_{\text{INC}} \)'s allowed by a given sampling design. From a decision theoretic point of view, Bayesian inference is conditional on the data \( z_{\text{INC}} \in Z_{\text{INC}} \) and it is given by the argument in the action space \( a \in A \) that minimises

\[
\mathbb{E}(\mathcal{L}(a(z_{\text{INC}}), Q(\theta)) \mid z_{\text{INC}}) = \int_\Theta \mathcal{L}(a(z_{\text{INC}}), Q(\theta)) p(\theta \mid z_{\text{INC}}) d\theta.
\]

We adopted this notation to emphasise that the inference \( a \) is a function of the data \( z_{\text{INC}} \) and that the object of the inference \( Q \) is a function of either parameters or missing data. According to the formulation proposed by [Lindley](1972),

\[
\mathbb{E}(\mathcal{L}(a(z_{\text{INC}}), Q(\theta)) \mid z_{\text{INC}}) = \int_\Theta \mathcal{L}(a(z_{\text{INC}}), Q(\theta)) p(\theta \mid z_{\text{INC}}) d\theta.
\]
the loss associated to a design $\eta \in \mathcal{H}$ is given by the average expected loss of the optimal inference over all possible data sets. This is:

$$\mathcal{L}(\eta) = \int_{\Omega_{\text{INC}}} \min_{\theta \in \mathcal{A}} \int_{\Omega} \mathcal{L}(a(z_{\text{INC}}), Q(\theta)) p(\theta) | z_{\text{INC}}) d\theta p(z_{\text{INC}} | \eta) dz_{\text{INC}}. \quad (6)$$

Therefore, the optimal design is defined as the element in $\mathcal{H}$ that minimises Expression $6$.

$$\mathcal{L}(\eta^*) = \min_{\eta \in \mathcal{H}} \int_{\Omega_{\text{INC}}} \min_{\theta \in \mathcal{A}} \int_{\Omega} \mathcal{L}(a(z_{\text{INC}}), Q(\theta)) p(\theta) | z_{\text{INC}}) d\theta p(z_{\text{INC}} | \eta) dz_{\text{INC}}. \quad (7)$$

In the context given by the model discussed in Section 2.3,

$$z_{\text{INC}} = (Y_{\text{INC}}, G_{\text{INC}}, D_{\text{INC}}, I) \quad \text{and} \quad \theta = (\alpha, \gamma, Y_{\text{exc}}, G_{\text{exc}}). \quad (8)$$

Therefore, $p(\theta | z_{\text{INC}})$ is the joint posterior for the model parameters and missing data implied by Expression 2. To compute Expression 5 only a slight modification of Expression 4 is needed, more precisely:

$$E(\mathcal{L}(a(z_{\text{INC}}), Q(\theta)) | z_{\text{INC}}) = \sum_{w} p(M_w | z_{\text{INC}}) \int_{\Theta(M_w)} \mathcal{L}(a(z_{\text{INC}}), Q(\theta_w)) p(\theta_w | z_{\text{INC}}) d\theta_w. \quad (9)$$

Within this context, $p(z_{\text{INC}} | \eta)$ is the prior predictive distribution of $(Y_{\text{INC}}, G_{\text{INC}}, D_{\text{INC}}, I)$ implied by the model given in Expression 2. It is computed by performing the following steps:

a. Generate a sample from the distribution $p(G, Y, \alpha, \gamma) = p(G | \alpha) p(\alpha) p(Y | G, \gamma) p(\gamma)$.

b. Given $G$, simulate $I \mid (G, \eta)$ and let $z_{\text{INC}} = (Y_{\text{INC}}, G_{\text{INC}}, D_{\text{INC}}, I)$.

We will focus on the case where the inference of interest is estimation. This implies $Q(\theta) = Q(\alpha, \gamma)$. For this problem two loss functions are particularly relevant: the quadratic loss

$$\mathcal{L}(a(z_{\text{INC}}), Q(\theta)) = (a(z_{\text{INC}}) - Q(\theta))^2,$$

for which the optimal decision is given by the posterior mean, and the multilinear loss

$$\mathcal{L}(a(z_{\text{INC}}), Q(\theta)) = \begin{cases} k_2(Q(\theta) - a(z_{\text{INC}})) & \text{if } \theta > a, \\ k_1(a(z_{\text{INC}}) - Q(\theta)) & \text{otherwise}. \end{cases} \quad (10)$$

For this loss, the optimal decision is the $(k_2/(k_1 + k_2))$ fractile of the posterior (see Section 2.5 of Robert (2001)).

Sometimes the object of the inference is prediction. In this paper we discuss two approaches for dealing with this problem from the Decision Theory perspective: the first approach is to adopt a loss function that encodes the gain of information for the predictive distribution of the quantity of interest $Q(z)$ due to sampling. Such gain of information is measured via the Kullback-Leibler divergence between the prior $p(Q(z))$ and posterior $p(Q(z_{\text{AUG}}, z_{\text{INC}}) | z_{\text{INC}})$ predictive distributions of $Q(z)$, i.e.,

$$\mathcal{L}(\eta) = \sum_{z_{\text{AUG}} \in \mathcal{Z}_{\text{AUG}}} \sum_{q} \log \left( \frac{p(Q(z_{\text{AUG}}, z_{\text{INC}}) = q | z_{\text{INC}})}{p(Q(z) = q)} \right) p(Q(z_{\text{AUG}}, z_{\text{INC}}) = q | z_{\text{INC}}) p(z_{\text{INC}} | \eta),$$

where $z_{\text{AUG}}$ denotes an imputed value for $z_{\text{INC}}$ obtained from the posterior predictive distribution. The second approach for evaluating a design in terms of prediction is to use what is called an intrinsic loss, which measures the distance between the predictive distribution of the quantity of interest $Q(z)$ given the parameter $\theta$ with respect to the distribution implied by the inference $a(z_{\text{INC}})$. For the sake of concreteness we will use the Hellinger distance:

$$\mathcal{L}(a(z_{\text{INC}}), Q(\theta)) = \frac{1}{2} \sum_{q} \left( \frac{p(Q(z_{\text{AUG}}, z_{\text{INC}}) = q | z_{\text{INC}}, \theta)}{p(Q(z_{\text{AUG}}, z_{\text{INC}}) = q | z_{\text{INC}}, a(z_{\text{INC}}))} - 1 \right)^2 p(Q(z_{\text{AUG}}, z_{\text{INC}}) = q | z_{\text{INC}}, \theta).$$
3.3 Comparing Sampling Designs via Data Compression

Given a set of potential sampling designs \( \{I_1, I_2, \ldots, I_k\} \) to be applied to an observation \( G \) from a random graph model \( p(G \mid \alpha) \), the objective is to produce a ranking of these designs such that higher positions in the ranking lead to posteriors \( p(\alpha \mid G_{\text{INC}}) \) that preserve more information about the probabilistic mechanism that generated the data. To achieve this, we cast the problem of performing Bayesian inference from a partially observed graph as an instance of data compression. The optimal design is the one that minimizes the loss of information.

The problem of data compression can be summarized as follows: An observation \( x \) from a random variable \( X \) defined on \( X \) is obtained. The relevant notion of size for an observation is the length of a string with entries in \( \{0, 1\} \) needed to represent it. To transmit \( x \), we transform it into \( y_x \in Y \), where \( y_x \) has smaller size than \( x \); this process is called data compression. To retrieve as much as possible of \( x \), \( y_x \) is transformed to \( \hat{x} \in X \); this process is called data decompression.

To illustrate the main ideas, we assume that \( \alpha \) is fixed but unknown, with value \( \alpha^* \). Let \( G \) be an observation from \( p(G \mid \alpha^*) \). The act of applying \( I \) to \( G \) corresponds to compressing a random adjacency matrix into \( G_{\text{INC}} \). From this partially observed network, a posterior distribution \( p(\alpha \mid G_{\text{INC}}) \) is computed. The act of computing the posterior and the posterior predictive \( p(G \mid G_{\text{INC}}) \) corresponds to decompressing the adjacency matrix. To evaluate the loss of information, we compute the Hellinger distance between the distribution of the full data entailed by \( \alpha^* \) and the posterior predictive implied by \( G_{\text{INC}} \), i.e.,

\[
\text{Loss of information} = H(p(G \mid \alpha^*), p(G \mid G_{\text{INC}})).
\]

By integrating with respect to \( p(G \mid \alpha) \), we obtain the average of those distances:

\[
\psi(\star, I, \alpha^*) = \sum_{G_{\text{INC}}} \sum_{G_{\text{EXC}} \sim G_{\text{INC}}} H(p(G_{\text{INC}}, G_{\text{EXC}} \mid \alpha^*), p(G_{\text{INC}}, G_{\text{EXC}} \mid G_{\text{INC}})),
\]

where \( G_{\text{EXC}} \sim G_{\text{INC}} \) denotes the statement that \( G_{\text{EXC}} \) provides the information needed for \( G_{\text{INC}} \) to become an adjacency matrix. This statement is context dependent (e.g., if a maximal number of nodes \( N \) to consider, or if \( G_{\text{INC}} \) contains information about ). The different values for \( G_{\text{EXC}} \) will be weighted differently for \( p(G_{\text{INC}}, \cdot \mid \alpha^*) \) and \( p(G_{\text{INC}}, \cdot \mid G_{\text{INC}}). \psi(\star, I, \cdot) \) will be the score associated to the amount of information preserved by the design \( I \).

We incorporate uncertainty on \( \alpha \) by assuming it to be a sample from a distribution \( f(\cdot \mid \alpha^*) \) with mean \( \alpha^* \). If this distribution coincides with the prior, the setting becomes a particular case of the one discussed in Section 3.2. However, by making \( f(\cdot \mid \alpha^*) \) different from \( p(\alpha) \), we can get the following insights:

a. While specifying \( \alpha \) leads to the computation of a risk function and assuming a prior leads to the computation of the expected loss, it is useful to investigate the performance of a design for regimes (regions, intervals) of the parameter space.

b. It provides an understanding of how the Bayesian experimental design behaves when the prior is misspecified.

The score for \( I \) becomes:

\[
\psi(I, f(\cdot \mid \alpha^*)) = \int \psi(\star, I, \alpha) f(\alpha \mid \alpha^*) d\alpha
\]

One question that arises when sampling from a network can be phrased as follows: How many entries of the adjacency matrix have to be observed so that the inference from that sample approximates the inference obtained from a full graph? To get a better understanding of this, we focus on a similar question: To what extent one can reconstruct a full network based on a compressed version of it? The following result, as stated in [Mezard & Montanari] (2009), provides insight regarding how many entries of an adjacency matrix need to be observed in order to reconstruct a graph \( G \) sampled from a model \( p(\cdot \mid \alpha) \).

**Theorem 3.1** Let \( L^* \) denote the shortest average length that can be achieved by compressing a random vector \( X \) via a code. Let \( H_X \) denote the entropy of a random vector \( X \). Then, for any \( n \in \mathbb{N}^+ \)

\[
H_X \leq L^* \leq H_X + 1
\]
We now present two particular instances of this result:

**Proposition 3.1** The entropy for Erdős-Rényi with parameters \((N, \alpha)\) is given by

\[
H_{ER} = -\frac{N(N-1)}{2} \left[ \alpha \log(\alpha) + (1-\alpha) \log(1-\alpha) \right]
\]

in addition, the entropy for the stochastic block model with \(K\) blocks is given by:

\[
H_{SBM} = 2 \times N \times H_{Block} + \left( \frac{N}{2} \right) \times H_{Inclusion},
\]

where

\[
H_{Block} = -\sum_{i=1}^{K} \beta_i \log(\beta_i)
\]

\[
\tilde{H}_{Inclusion} = -\sum_{\{i,j\} \in \{1,2,...,K\}} \beta_i \beta_j \left[ \alpha_{i,j} \log(\alpha_{i,j}) + (1-\alpha_{i,j}) \log(1-\alpha_{i,j}) \right].
\]

here, \(\beta_i\) denotes the probability of allocating a node to block \(i \in \{1, \ldots, K\}\) and \(\alpha_{i,j}\) the probability of including an edge between a node allocated to block \(i\) and a node allocated to node \(j\).

The proof is provided in Appendix 1. It is worth mentioning that this results are meant to provide lower bounds for sample sizes. Theorem 3.1 was meant for compression of the whole adjacency matrix; sampling designs on networks are a constrained version of this.

### 3.4 Optimal Bayesian Experimental Design via Dynamic Programming

Lindley’s Formulation is a particular case of two-stage finite decision problem (Bellman (1957), Chapter 3 and Parmigiani & Inoue (2009), Section 12.3) since two decisions are taken sequentially: First, a decision regarding the design \(\eta\) before any data is observed. After the data \(z_{INC}\) has been observed, a decision regarding the specific inference \(a(z_{INC})\) is performed. In this context, it is clear that the first decision imposes constraints on the potential data sets to be observed in the future, and also affects the value of the final Bayesian inference. Dynamic programming allows to generalise Lindley’s Formulation for the case where multiple decisions can be taken during the data collection process, by this it is meant that the practitioner will alternate between observing data and making a decision regarding the design, where such decision will be based on the posterior obtained from the data observed up to that point in time.

The two-stage decision problem is often visualized as a layered tree. The layers encode the temporal sequence involving decisions and data collection, more precisely, if two events (i.e., the nodes of the tree) are connected by an edge, the one located at the layer on the left precedes the one located at the layer on the right. Decisions are usually represented by squares and data collection events (which include the final hypothetical disclosure of the true value of the parameters of the model) are represented by circles. The labels for the edges of the tree indicate the possible decisions and data sets involved in the decision problem. In this paper we adopt all of these conventions. An example of such decision tree is displayed in Figure 1. Figure 1 also serves to illustrate the fact that Lindley’s Formulation can be understood as a two-stage finite decision problem. The event in Lindley’s Formulation with highest precedence is the decision regarding the tuning parameters of the design \(\eta\), this event is followed by the collection of a potential data set \(z_{INC}\), the next event in this process is the inference \(a(z_{INC})\), and the last step is given by the hypothetical disclosure of the quantity of interest \(Q(\theta)\). Once all the decisions and information are available, the loss corresponding to each leaf of the tree can be computed; such loss is given by \(L(a(z_{INC}), Q(\theta))\).

The algorithm that solves the the two-stage decision problem is called backwards induction; it was proposed by Bellman (1957), Chapter 3. To outline the backwards induction is to rephrase the procedure proposed by Lindley (Expressions 5–7). The two-stage decision problem can be easily generalised (at least conceptually) to multi-stage decision problems. The backwards induction algorithm for multi-stage decision problems is described in the appendix.
4 Theoretical Results

While decision theory provides a principled approach for comparing sampling designs, its applicability in some situations may be limited, mainly because: i) that approach is often tailored to a specific inference, while the data may be used for different types of inferences over time; ii) it may entail an expensive amount of computing time. In this section, we explore the relationship between decision theory and other perspectives aimed to formalise the comparison between sampling designs. We do this in the context of sampling designs on network data.

**Definition 4.1 (Sufficiency Criterion)** Let \( I_X = \{X, S_X; P_\theta, \theta \in \Theta\} \) denote a statistical experiment in which a random variable or random vector \( X \) defined on some sample space \( S_X \) is to be observed, and the distribution \( P_\theta \) of \( X \) depends on a parameter \( \theta \) whose value is unknown and lies in some parameter space \( \Theta \). The experiment \( I_X \) is sufficient for the experiment \( I_Y \) (denoted \( I_X \gtrless I_Y \)) if there exists a stochastic transformation of \( X \) to a random variable \( Z(X) \) such that, for each \( \theta \in \Theta \), the random variables \( Z(X) \) and \( Y \) have identical distributions. We assume that there exist generalized probability density function \( p(x \mid \theta) \) for the distribution \( P_\theta \), with respect to some \( \sigma \)-finite measure \( \mu \).

The relationship between sufficiency and decision theory is explored in Blackwell (1953) and Boll (1955), where the authors prove that sufficiency \( I_X \gtrless I_Y \) is equivalent to the situation where \( I_Y \) dominates \( I_X \) in terms of Bayes risk, for all decision problems \( d(\cdot, \cdot) \) and all priors on \( \theta \). When used as a criterion for comparing designs, this rationale is known as the Bohnenblust, Shapley and Sherman’s method.

We now investigate how some sampling designs on networks compare by applying the definition of sufficiency directly. \( I_{\text{Ego}} \) and \( I_{\text{Snow}} \) have been defined in Section 2.2. Here \( I_{\text{LT}} \) and \( I_{\text{RDS}} \) denote, respectively, the link tracing and RDS sampling designs, as defined in Section 2.1.

**Theorem 4.1** For number of seeds \( s \), number of referrals \( r \) and \( w \) number of waves, all integers \( \geq 0 \), for link tracing designs and respondent driven sampling designs the following hold:

\[ L(a_1(z_1,\eta_1), Q(\theta_1)) \]
\[ L(a_1(z_1,\eta_1), Q(\theta_2)) \]
\[ L(a_2(z_2,\eta_2), Q(\theta_1)) \]
\[ L(a_2(z_2,\eta_2), Q(\theta_2)) \]
Definition 4.2 (Goel-DeGroot Criterion) criterion proposed in Goel & DeGroot (1979), which also involves a KL-divergence in its formulation. Theorem 4.2 illustrates one of the main limitations of sufficiency as a tool for comparing sampling designs, namely that it is not always possible to establish preference between a pair of sampling designs. In contrast, the criterion proposed in Section 3.3 does not suffer from this drawback. We now discuss how the latter approach compares to the former. Proposition 4.1 For number of seeds \(s\), number of referrals \(r\) and \(w\) number of waves and \(a, b, c, \) all integers \(\geq 0\), for link tracing designs and respondent driven sampling designs the following hold:

\[ a. \quad I_{LT(s,r,w)} \geq I_{LT(s,r,w+1)} \]
\[ b. \quad I_{LT(s+1,r,w)} \geq I_{LT(s,r,w)} \]
\[ c. \quad I_{LT(s,r+1,w)} \geq I_{LT(s,r,w)} \]
\[ d. \quad I_{RDS(s,r,w+1)} \geq I_{RDS(s,r,w)} \]
\[ e. \quad I_{RDS(s+1,r,w)} \geq I_{RDS(s,r,w)} \]
\[ f. \quad I_{RDS(s,r+1,w)} \geq I_{RDS(s,r,w)} \]

The proofs of these results (Appendix 1) illustrate one of the main limitations of using the notion of sufficiency to compare sampling designs on networks. To establish if such a relationship holds between two designs, we need to find a stochastic transformation that maps the observed statistic from one design into a statistic with the same distribution as the one produced by the other design. Finding such a transformation is not always straightforward (as it happens in the proof of Theorem 4.1). The alternative case is more problematic, since it entails proving that the mapping between statistics does not exist. A weaker statement would be to consider a pre-specified family of mappings only. Still, there is no canonical family of mappings between graphs to consider.

Theorem 4.2 Given two designs \(I_{LT(s,r,w)}\) and \(I_{LT(s+1,r,w)}\), there is no composition of the stochastic transformations used in the proof of Theorem 4.1 that would establish that one of these designs is sufficient with respect to the other.

Theorem 4.2 illustrates one of the main limitations of sufficiency as a tool for comparing sampling designs, namely that it is not always possible to establish preference between a pair of sampling designs. In contrast, the criterion proposed in Section 3.3 does not suffer from this drawback. We now discuss how the latter approach compares to the criterion proposed in Goel & DeGroot (1979), which also involves a KL- divergence in its formulation.

Definition 4.2 (Goel-DeGroot Criterion) Let \(\Xi\) denote the class of all prior distributions on the parameter space \(\Theta\). Given two prior distributions \(\xi_1, \xi_2 \in \Xi\), let \(p_i(x)\) denote the marginal generalized probability density function \(\int_{\Theta} p(x | \theta) d\xi_i(\theta)\), for \(i = 1, 2\) and let \(J_X(\xi_1, \xi_2)\) denote the KL-information contained in \(I_X\) for discriminating between \(p_1(x)\) and \(p_2(x)\), defined by:

\[ J_X(\xi_1, \xi_2) = \int_{S_X} p_1(x) \log \frac{p_1(x)}{p_2(x)} d\mu(x) \]

If \(\xi_1\) assigns probability 1 to the point \(\theta = \theta_0\), we shall denote \(J_X(\xi_1, \xi_2)\) by \(J_X(\theta_0, \xi_2)\). The KL-information \(J_Y(\xi_1, \xi_2)\) contained in \(I_Y\) is defined analogously. If \(I_X \geq I_Y\) then:

\[ J_X(\theta, \xi) \geq J_Y(\theta, \xi) \]

for all \(\theta \in \Theta\) and \(\xi \in \Xi\). Moreover:

\[ J_X(\xi_1, \xi_2) \geq J_Y(\xi_1, \xi_2) \]

for all \(\xi_1, \xi_2 \in \Xi\).

We need to rule out the possibility that the criteria presented in Definition 4.2 and Section 3.3 are equivalent. One way to prove this is to establish that the functions optimised for these criteria are not related by a monotone transformation.
Theorem 4.3 The notions for comparing sampling designs proposed in Section 3.3 and Definition 4.2 are distinct. By this it is meant that there is no monotone transformation from one to the other.

While it is interesting from a theoretical perspective that both criteria are distinct, what is relevant from the practitioner’s perspective is the existence of cases, among the designs we have discussed previously, where both criteria provide different insights.

Proposition 4.2 The criterion based on information theory presented in Definition 4.2 is such that:

a. For $I_{\text{Snow}}$ and $I_{\text{Ego}}$, it does not rank one above the other.

b. For $I_{\text{Ego}}(n_1)$ and $I_{\text{Ego}}(n_2)$ with $n_1 < n_2$, it does not rank one above the other.

The first part of the result is not surprising: since both $I_{\text{Snow}}$ and $I_{\text{Ego}}$ are ignorable, the capacity of both designs to discriminate between posterior predictive distributions should not be different. An intuitive way to see this is the property of ignorable designs that implies that once we know the values of the observed data, there is no additional information provided by the design. The issue we mean to point out arises on the computations that lead to the result: a key part of the proof of Proposition 4.2 is that the terms that contains information about the design cancel out. The same is true for the proof of the second part: this means that, according to the Goel-DeGroot Criterion, two ignorable sampling designs with the same functional form and different sample size cannot be ranked so one is strictly above the other. In contrast, the notion proposed in Section 3.3 does not suffer from this drawback.

5 Simulation Study

5.1 Design of Simulation Study

As a first step, we outline how Lindley’s Formulation (Lindley [1972] and Chaloner & Verdinelli [1995]) can be implemented via Monte Carlo. Consider the model described in Section 2.3 and a finite family of designs $\mathcal{H} = \{\eta_1, \eta_2, \ldots, \eta_l\}$, then:

a. Generate $K$ samples from the distribution $p(G, Y, \alpha, \gamma) = p(G | \alpha)p(Y | G, \gamma)p(\gamma)$ and let $(G^{(k)}, Y^{(k)})$ be the realisation of $(G, Y)$ associated to $k \in \{1, 2, \ldots, K\}$.

b. Given $G^{(k)}$, simulate $I^{(k, j)} | (G^{(k)}, \eta_j)$, for every $\eta_j \in \mathcal{H}$, and let $z^{(k)}_{\text{INC}, \eta_j} = (G^{(k)}_{\text{INC}, \eta_j}, Y^{(k)}_{\text{INC}, \eta_j})$ be the observed data entailed by $\eta_j$.

c. Compute

$$L^{(k)}(\eta_j) = \int_{\Theta} L\left(\hat{Q}\left(z^{(k)}_{\text{INC}, \eta_j}\right), Q(\theta)\right) p(\theta | z^{(k)}_{\text{INC}, \eta_j})d\theta,$$

which is a Monte Carlo version of Equation 5. Assume that $\hat{Q}(\cdot)$ is the Bayes rule corresponding to $L$ (see Section 4.2.1 of Robert [2001]).

d. Compute

$$\hat{L}(\eta_j) = \frac{1}{K} \sum_{k=1}^{K} L^{(k)}(\eta_j),$$

which is the Monte Carlo version of Equation 6.

e. The optimal design is given by

$$\eta^* = \arg \min_{\eta \in \mathcal{H}} \hat{L}(\eta).$$
Let $\eta^*$ be the optimal design and let $\eta^o$ be the design calibrated according to convention, i.e., the design such that the tuning parameters are set as the default values used by practitioners in publications. Our first series of simulation studies will be based on the following scheme:

1a Generate $(G^{(k)}, Y^{(k)})$ for $k \in \{1, 2, \ldots, K\}$. 

2a Given $G^{(k)}$, simulate $I^{(k)} | G^{(k)}, \eta^o$ and $I^{(k)} | G^{(k)}, \eta^*$, and let $z^{(k)}_{INC, \eta^o} = (G^{INC, \eta^o}_{INC, \eta^o}, Y^{INC, \eta^o}_{INC, \eta^o})$ and $z^{(k)}_{INC, \eta^*} = (G^{INC, \eta^*}_{INC, \eta^*}, Y^{INC, \eta^*}_{INC, \eta^*})$.

3a Compute $L^{(k)}(\eta^o)$ and $L^{(k)}(\eta^*)$.

4a Compute

$$\hat{L}(\eta^*) = \frac{1}{K} \sum_{k=1}^{K} L^{(k)}(\eta^*) \quad \text{and} \quad \hat{L}(\eta^o) = \frac{1}{K} \sum_{k=1}^{K} L^{(k)}(\eta^o).$$

Different designs will be compared based on descriptive summaries of these quantities.

We also want to get a better understanding of the average improvement gained by using a Bayesian experimental design framework when $\theta$ is specified. To achieve this, we performed simulations based on the idea of risk. This requires the following modifications:

3b Compute

$$L^{(k)}_{R}(\eta^o) = L(\hat{Q}(z^{(k)}_{INC, \eta^o}), Q(\theta)) \quad \text{and} \quad L^{(k)}_{R}(\eta^*) = L(\hat{Q}(z^{(k)}_{INC, \eta^*}), Q(\theta)).$$

4b Compute

$$\hat{R}(\eta^o) = \frac{1}{K} \sum_{k=1}^{K} L^{(k)}_{R}(\eta^o) \quad \text{and} \quad \hat{R}(\eta^*) = \frac{1}{K} \sum_{k=1}^{K} L^{(k)}_{R}(\eta^*),$$

which are Monte Carlo estimates of the frequentist risk.

We follow a similar strategy to compare designs from an information theoretic perspective.

3c Compute

$$p(Z | z^{(k)}_{INC, \eta^o}) \quad \text{and} \quad p(Z | z^{(k)}_{INC, \eta^*}).$$

4c Compute

$$\hat{\psi}(\eta^o) = \frac{1}{K} \sum_{k=1}^{K} H(p(Z | \theta^o), p(Z | z^{(k)}_{INC, \eta^o})) \quad \text{and}$$

$$\hat{\psi}(\eta^*) = \frac{1}{K} \sum_{k=1}^{K} H(p(Z | \theta^o), p(Z | z^{(k)}_{INC, \eta^*})),$$

which are Monte Carlo estimates of the score proposed in Equation 12.

5.2 Empirical Results for the Decision Theory Approach

Example 5.-4 (continued) In this example, the number of referrals (denoted by $m$) is optimised for RDS. We considered the mean squared error and the mean posterior loss as optimisation criteria. The comparison was performed for 3 different choices of prior (Table 1). The number of seeds ($w_0$) was set as 5. In all simulations, we observed that $m = 3$ was optimal for the 3 choices of the prior. The differences in terms of posterior loss were clearer for priors corresponding to higher density of the network.
Table 1: Log expected loss and log mean square error for RDS designs for different priors and choices for \( m \). An Erdős-Rényi model was assumed and the sample size was set to 50, the size of the underlying graph as 200 and the density of the graph as \( \frac{1}{200} \).

| \( m \) | \( \log(\text{loss}) \) | \( \log(\text{MSE}) \) |
|---|---|---|
| 2  | -3.387 ± 0.0317 | -1.382 ± 0.0734 |
| 3  | -3.391 ± 0.0288 | -1.385 ± 0.0858 |
| 4  | -3.385 ± 0.0285 | -1.381 ± 0.0663 |
| 5  | -3.376 ± 0.0300 | -1.378 ± 0.0727 |
| 6  | -3.376 ± 0.0295 | -1.378 ± 0.0661 |

Table 2: Expected loss for RDS designs for different priors and choices for the change point of the design. An Erdős-Rényi model was assumed and the sample size was set to 50, the size of the underlying graph as 200 and the density of the graph as \( \frac{1}{200} \).

| Number of seeds | \( \log(\text{loss}) \) | \( \log(\text{MSE}) \) |
|---|---|---|
| 5  | -3.351 ± 0.0337 | -2.3279 ± 0.0196 |
| 7  | -3.384 ± 0.0347 | -2.4472 ± 0.0342 |
| 10 | -3.396 ± 0.0338 | -2.6265 ± 0.0434 |
| 12 | -3.386 ± 0.0377 | -2.7616 ± 0.0206 |
| 15 | -4.005 ± 0.0370 | -2.9208 ± 0.0290 |

Table 3: Expected loss for RDS designs for different priors and choices for the parameter of the design. An Erdős-Rényi model was assumed and the sample size was set to 50, the size of the underlying graph as 200 and the density of the graph as \( \frac{1}{200} \).

| Exponent | \( \log(\text{loss}) \) | \( \log(\text{MSE}) \) |
|---|---|---|
| 2  | -3.036 ± 0.0281 | -3.148 ± 0.0450 |
| 1.5| -3.187 ± 0.0287 | -3.221 ± 0.0382 |
| 1  | -3.022 ± 0.0275 | -2.920 ± 0.0457 |
| 0.5| -3.070 ± 0.0250 | -3.130 ± 0.0362 |
| \( \frac{1}{3} \) | -2.920 ± 0.0283 | -3.154 ± 0.0397 |

**Example 5.-3 (continued)** In this example, the number of seeds \( (w_0) \) was optimised for RDS. We considered the mean squared error and the mean posterior loss as optimisation criteria. The comparison was performed for 3 different choices of prior (Table 2). The number referrals \( (m) \) was set as 3. In all simulations, we observed that more seeds lead to a reduction in the posterior loss, being 15 the optimal in all scenarios.

**Example 5.-2 (continued)** In this example, the number of referrals \( (m) \) in RDS is allowed to vary in time. This is done by making this number a function of wave; this function is shaped by a parameter \( \eta \). We optimised according to the mean squared error and the mean posterior loss. The comparison was performed for 3 different choices of prior (Table 3). The number of seeds \( (w_0) \) was set as 5. In all simulations, we observed that \( \eta = 1.5 \) was optimal for the 3 choices of the prior.

**Example 5.-1 (continued)** In this example, we allow the number of referrals \( (m) \) in RDS to take one of two values \( (\lambda_H, \lambda_L) \) in each wave and once the bigger value is picked, that parameter of the design remains constant. In a sense this is similar to Example 3.3. We computed the same summaries as in Examples 3.1 - 3.2: this is, we first compared the expected loss (Table 2) for different priors. The number of seeds \( (w_0) \) was set as 5. For two of the simulations we observed that setting the breakpoint equal to 3 was the optimal, for the simulation corresponding to the denser graphs, we observed that 2 for the breakpoint was the optimal.
Table 4: Expected loss for RDS designs for different priors and choices for the change point of the design. An Erdős-Rényi model was assumed and the sample size was set to 50, the size of the underlying graph as 200 and the density of the graph as \( \frac{1}{200} \).

| Change Point | \( \log(\text{loss}) \) | \( \log(\text{MSE}) \) |
|--------------|-----------------|-----------------|
| 1            | -3.376 ± 0.0400 | -3.3665 ± 0.0441 |
| 2            | -3.387 ± 0.0360 | -3.4466 ± 0.0370 |
| 3            | -3.396 ± 0.0377 | -3.8206 ± 0.0472 |
| 4            | -3.376 ± 0.0375 | -3.5461 ± 0.0409 |
| 5            | -3.366 ± 0.0392 | -3.4420 ± 0.0401 |

Table 5: Expected loss for RDS designs for different priors and choices for the pair \((m, w_0)\). An Erdős-Rényi model was assumed and the sample size was set to 50, the size of the underlying graph as 200 and the density of the graph as \( \frac{1}{200} \).

| \((m, w_0)\) | \( \log(\text{loss}) \) | \( \log(\text{MSE}) \) |
|--------------|-----------------|-----------------|
| (3, 5)       | -3.352 ± 0.0331 | -2.3276 ± 0.0197 |
| (3, 10)      | -3.398 ± 0.0336 | -2.6267 ± 0.0432 |
| (3, 15)      | -4.025 ± 0.0371 | -2.9211 ± 0.0287 |
| (4, 5)       | -3.329 ± 0.0287 | -1.3811 ± 0.0651 |
| (4, 10)      | -3.252 ± 0.0333 | -2.6284 ± 0.0483 |
| (4, 15)      | -4.088 ± 0.0391 | -2.9232 ± 0.0293 |
| (5, 5)       | -3.312 ± 0.0300 | -1.378 ± 0.0727 |
| (5, 10)      | -3.214 ± 0.0341 | -2.6645 ± 0.0464 |
| (5, 15)      | -4.025 ± 0.0368 | -2.9211 ± 0.0302 |

Example 5.0 (continued) In this example, we optimised the pair \((m, w_0)\). This was done by using the dynamic programming formulation: The first decision involving \( w_0 \), then, based on the reported degrees for the seeds, a second decision is made regarding \( m \). We computed the same summaries as in Examples 3.1 - 3.4, this is, we first compared the expected loss (Table 4) for different priors.

5.3 Empirical Results for the Data Compression Approach

To explore the performance of our method, we compared the rankings implied by it to the rankings implied by the decision theory approach. As the underlying model for the network, we assumed a SBM with \( K = 10 \) blocks and probabilities of inclusion, \( \alpha_{i,i} = 0.9 \), and \( \alpha_{i,j} = 0.1 \), for \( i \neq j \). \( N \) was set as 100 for all the simulation regimes. All posterior samples for random network parameters were obtained via Markov chain Monte Carlo with a burn-in of 5000 samples and 1000 posterior samples.

We present the results in Table 5 and the figures in the supplementary material. Both simulation studies present empirical evidence why our approach could resembles decision theory methods (Lindley (1972) and Chaloner & Verdinelli (1995)). It also provides evidence that our method produces robust rankings of sampling designs; here, the robustness is with respect to the choice of the loss function. We considered loss functions associated to point estimation and prediction.

6 Discussion

As far as we know, our methodology is the first one to apply tools from Bayesian experimental design to the problem of sampling on a social network. This allows a systematic calibration of the tuning parameters of different designs, given a full probability model for all sources of uncertainty and priors. The sources of uncertainty we considered were: the unobserved part of the network, the variability regarding the sampling mechanism and the uncertainty associated
Table 6: Rankings for different sampling designs $I \mid \mathcal{G}$, for the SBM. Here, the feature of interest $\tau(\mathcal{G})$ are the number of communities $K$, which corresponds to the number of blocks. The rankings are obtained via the data compression approach (DC) and the decision theory approach via point estimation and prediction (P). For point estimation and point prediction, we used the square loss (SL) and the absolute loss (AL).

| $I \mid \mathcal{G}$ | DC  | SL (P)    | AL (P)    | SL  | AL  |
|----------------------|-----|-----------|-----------|-----|-----|
| S (2,2,2)            | 0.443 | 82.917    | 9.238     | 79.297 | 9.137 |
| S (3,3,2)            | 0.293 | 37.081    | 6.153     | 36.028 | 6.253 |
| S (3,2,3)            | 0.112 | 16.721    | 4.065     | 15.729 | 4.153 |
| RDS (2,2,2)          | 0.275 | 33.291    | 5.812     | 32.876 | 5.974 |
| RDS (3,3,2)          | 0.219 | 20.917    | 5.249     | 20.385 | 5.298 |
| RDS (3,2,3)          | 0.197 | 21.021    | 5.397     | 21.746 | 5.464 |

with the parameters of the model.

The challenges for this problem were, mainly: to incorporate all relevant sources of uncertainty, to deal with non-ignorable sampling designs and to write computer code that could be run in parallel. The first two challenges were addressed using the framework proposed in [Lunagómez & Airoldi(2016)].

One of our main contributions is that we provide results for understanding how different formalisms for comparing sampling designs relate in the context of network data. The criterion based on sufficiency and the Goel-DeGroot Criterion were discussed. It is worth mentioning that the main limitation of the Goel-DeGroot Criterion discussed in this paper is a consequence of the ignorability of some designs.

As the results show, the choices of tuning parameters matter, in the sense that there can lead to substantial differences in the loss or MSE. It was interesting to observe that the relationship between the value of the tuning parameter and the MSE can be non-trivial (i.e., non-monotone).

Not surprisingly, the results sensitive to prior. In this case prior encodes the density of the network, since an Erdös-Rényi model was assumed. For networks with lower density, choices of the tuning parameter tend to have less impact on the expected loss (or MSE) when compared with networks with higher density.

Future work includes: To develop methodology for sequential problems, where learning from the network topology will assist the sampling, and propose adaptive designs, where not only learning from the topology, but learning from the responses can inform future decisions regarding the sampling. We also plan to apply this methodology for the case where degrees are observed (for the sampled nodes) with noise. This would involve dealing with issues as non-ignorable coarsening.
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Appendix 1

Proof of Theorem 4.1

**Proof:** We start by defining an indexing $\phi(\cdot)$ of the nodes contained in $\mathcal{V}_{INC}$.

1. By applying $\phi(\cdot)$ into $\mathcal{V}_{INC}$, the adjacency matrix implied by $\mathcal{G}_{INC}$ will have a block structure. By making the rows corresponding to wave $w + 1$ of this adjacency matrix equal to zero, we obtain a matrix with the same block structure as the one implied from a realisation of $I_{LT(s,r,w)}$. Clearly, this mapping is a projection. Even more, the probability of observing a realisation from $I_{LT(s,r,w+1)}$, and then applying the indexing and the projection mapping, is the same as the probability of observing a realisation from $I_{LT(s,r,w)}$. This follows from marginalising the observations corresponding to the last wave from the generative model for link-tracing.

2. As in the previous case, apply the indexing $\phi(\cdot)$ and then a projection mapping that make the entries of the adjacency matrix associated to the connected component containing $s + 1$ equal to zero. Analogous to the previous case, this is equivalent to marginalising the observations corresponding to the $(s + 1)$ seed from the generative model for link-tracing.

3. We will prove by induction on the number of waves. For $w = 1$, the result is trivial, since, instead of choosing $r + 1$ neighbours at random from each seed, by applying a projection on the block structure, we obtain a realisation from a design where $r$ neighbours are chosen at random. We call this operation *thinning*. Computing the marginalisation confirms this. For $w = 2$, the result also follows. We can proceed by thinning the second wave first, then the edges from the first wave. Once the edges from the first wave have been thinned, the nodes recruited during the first wave incident to the deleted edges are removed from $\mathcal{G}_{INC}$, as well as the edges from the second wave incident to those nodes. Again, the result can be verified via marginalisation. The next step is to apply the induction hypothesis $i.e.$ the result is valid for $w = k$ waves. Finally, we prove the result is valid for $w = k + 1$: first we perform thinning on the $k + 1$ wave, then, thanks to the hypothesis of induction, the result holds for the first $k$ waves. After applying the corresponding thinning to the first $k$ waves, the nodes recruited during the $k = th$ wave incident to the deleted edges are removed from $\mathcal{G}_{INC}$, as well as the edges from the $(k + 1) − th$ wave incident to those nodes.

4, 5 and 6 follow from the following observation: RDS can be represented as the adjacency matrix implied by link tracing and a vector storing the degrees. Both of these follow the same indexing for the vertex set. Here, we define the corresponding projection mappings by extending the ones we defined for 1,2 and 3 so that, when edges are removed from the matrix, the contents of the entry of the vector corresponding to the node with highest indexing is also removed.

Proof of Proposition 4.1

**Proof:** 1. Composition of the theorem 1 gives: $I_{LT(s,a,r+b,w+c)} \succeq I_{LT(s,r,w)}$ with $a, b, c \geq 0$ integers. E.g. inductively we have $\cdots \succeq I_{LT(s+2,r,w)} \succeq I_{LT(s+1,r,w)} \succeq I_{LT(s,r,w)}$ from the first relationship of theorem 1 and combining the first with the second relationships of theorem 1 $I_{LT(s+1,r,w)} \succeq I_{LT(s,r,w)}$ and $I_{LT(s+1,r+1,w)} \succeq I_{LT(s+1,r,w)}$ we have $I_{LT(s+1,r+1,w)} \succeq I_{LT(s,r,w)}$.

2. The same logic of composition of theorem 1 part 4, 5, 6 gives: $I_{RDS(s+a,r+b,w+c)} \succeq I_{RDS(s,r,w)}$ with $a, b, c \in \mathbb{Z}_{>0}$.

Proof of Theorem 4.2

□
Proof: To construct the counter-example, we assume that the underlying graph is regular and large enough so it does not exhaust the designs.

Mapping (3) decreases the expected degree of the observed subgraph, while the mapping used in (2) does not decrease nor increase the expected degree and the mapping (1) may decrease the expected degree. Combined, these statements imply that a composition of these mappings can only decrease the expected degree.

Mapping (2) decreases the number of connected components, while (1) and (3) do not affect the number of connected components. Combined, these statements imply that a composition of these mappings can only decrease the number of connected components.

Therefore, a relationship of sufficiency cannot be established between $I_{LT}(s,r,w)$ and $I_{LT}(s+1,r-1,w)$, since $I_{LT}(s+1,r-1,w)$ will have more connected components and lower expected degree when compared to $I_{LT}(s,r,w)$.

□

Proof of Theorem 4.3

Proof: The notion proposed in Section 3.3 is given by:

$$
\mathbb{E}_X (KL(p(\theta), p(\theta | G))) = \mathbb{E}_X \left\{ -\sum p(\theta) \log \left( \frac{p(\theta | G)}{p(\theta)} \right) \right\} 
= \mathbb{E}_X \left\{ -\sum p(\theta) \log (\text{Lik}(G; \theta)) \right\} 
= \mathbb{E}_X \left\{ -\mathbb{E}_\theta [\log (\text{Lik}(G; \theta))] \right\}.
$$ (13)

Let $p(G)$ and $p_*(G)$ denote the predictive distribution implied by the priors $p(\theta)$ and $p_*(\theta)$, respectively. The notion presented in Definition 4.2 can be written as:

$$
J(p(\theta), p_*(\theta)) = \text{KL}(p(G), p_*(G))
= -\sum p(G) \log \left( \frac{p_*(G)}{p(G)} \right)
= -\sum p(G) \log [p_*(G)] + \sum p(G) \log [p(G)]
= -\mathbb{E}_X [\log (p_*(G))] + \mathbb{E}_X [\log (p(G))]
= -\mathbb{E}_X \left[ \log \left( \sum p(G | \theta)p_*(\theta) \right) \right] + \mathbb{E}_X \left[ \log \left( \sum p(G | \theta)p(\theta) \right) \right]
= \mathbb{E}_X \left\{ -\log (\mathbb{E}_\theta [\text{Lik}(G; \theta)]) \right\} - \mathbb{E}_X \left\{ -\log (\mathbb{E}_\theta [\text{Lik}(G; \theta)]) \right\}.
$$ (14)

It follows from Jensen’s inequality:

$$
-\log (\mathbb{E}_\theta [\text{Lik}(G; \theta)]) \leq -\mathbb{E}_\theta [\log (\text{Lik}(G; \theta))]
$$

since these terms appear under positive and negative sign in Expressions 13 and 14, respectively. It is not possible to establish a monotone relationship. In addition, Expression 14 contains an additional term, which is a function of $p_*(\theta)$; this is a piece of information independent from the other term. These facts imply that it is not feasible to establish a monotone relationship between both notions.

□

Proof of Proposition 3.1

Proof: The Erdős-Rényi model can be represented as a vector of iid random variables with distribution Ber($\alpha$) with $\frac{N(N-1)}{2}$ entries. Since the entropy of a random vector with independent entries is the sum of the entropy for the
marginals (Section 1.2 of Mezard & Montanari (2009)), the entropy for the Erdős-Rényi with parameters \( (N, \alpha) \) is given by

\[
H_{ER} = -\frac{N(N-1)}{2} \left[ \alpha \log(\alpha) + (1 - \alpha) \log(1 - \alpha) \right]
\]

The entropy for Ber(\( \alpha \)) has \([0, 1]\) as its range, reaching the maximum at 0.5 (Example 1.6 Mezard & Montanari (2009)). Theorem 3.1 implies that, to optimally compress the Erdős-Rényi model, it is necessary to use a vector with at least \( \sqrt{H} \) entries; where such a vector may contain statistics based on the full graph. One consequence of this is that sparse graphs (and very dense graphs) are much easier to compress than graphs where \( \alpha \approx 0.5 \), where the optimally compressed adjacency matrix will have as many entries as the original.

A similar statement can be made for the SBM with fixed \( K \) number of blocks. Let \( \beta_i \) denote the probability of allocating a node to block \( i \in \{1, \ldots, K\} \) and \( \alpha_{i,j} \) the probability of including an edge between a node allocated to block \( i \) and a node allocated to node \( j \). Therefore, the entropy associated to a single entry of the adjacency matrix is given by:

\[
2 \times H_{\text{Block}} + \tilde{H}_{\text{Inclusion}},
\]

where

\[
H_{\text{Block}} = -\sum_{i=1}^{K} \beta_i \log(\beta_i)
\]

\[
\tilde{H}_{\text{Inclusion}} = -\sum_{\{i,j\} \in \{1,2,\ldots,K\}} \beta_i \beta_j [\alpha_{i,j} \log(\alpha_{i,j}) + (1 - \alpha_{i,j}) \log(1 - \alpha_{i,j})].
\]

In contrast with the Erdős-Rényi model, the entries of the adjacency matrix are not independent for the SBM. Still, it is straightforward to derive the entropy for the adjacency matrix:

\[
H_{\text{SBM}} = 2 \times N \times H_{\text{Block}} + \left(\frac{N}{2}\right) \times \tilde{H}_{\text{Inclusion}}
\]

Proof of Proposition 4.2

Proof: In general, we have

\[
\log(\mathbb{E}_\theta [\text{Lik}(G; \theta)]) = \log \left( \mathbb{E}_\theta \left[ \sum_{G \sim x} p(G \mid x) p(G \mid \theta) \right] \right).
\]

\[
= \log \left( \sum_{G \sim x} p(G \mid \theta) \mathbb{E}_\theta [p(G \mid \theta)] \right).
\]

Let us assume an Erdős-Rényi model for \( G \). In this context \( \theta \) denotes the probability of inclusion. Let us assume a Beta(\( \tau_1, \tau_2 \)) as prior for \( \theta \), then

\[
\mathbb{E}_\theta [p(G \mid \theta)] = \frac{\text{number of edges} + 1 + \tau_1}{(N/2) + 2 + \tau_1 + \tau_2} \]

(15)

For snowball we have:

\[
\sum_{G \sim \mathcal{G}} p(G \mid \theta) \mathbb{E}_\theta [p(G \mid \theta)] = \|G_{\text{INC}} \sim G\| \times \mathbb{E}_\theta [p(G \mid \theta)],
\]

(16)

while for ego-centric design we have

\[
\sum_{G \sim x} p(G \mid x) \mathbb{E}_\theta [p(G \mid \theta)] = \left(\frac{|V|}{S}\right) \times \mathbb{E}_\theta [p(G \mid \theta)].
\]

(17)

In other words, because both designs are ignorable, the probability of observing a specific sample is constant with respect to the unobserved part of \( G \).
When plugging either Expression 16 or Expression 17 into Equation 14, we obtain.

$$I(p(\theta), p_*(\theta)) = \mathbb{E}_X \left\{ \frac{\text{number of edges} + 1 + \tau_1}{N^2 + 2 + \tau_1 + \tau_2} \right\} - \mathbb{E}_X \left\{ \frac{\text{number of edges} + 1 + \tau^*_1}{N^2 + 2 + \tau^*_1 + \tau^*_2} \right\}$$

(18)

which means that both designs are equally able to discriminate between the posterior predictives implied by different priors. This in turn implies that both designs perform equally well according to the criterion presented in Definition 4.2. The notion proposed in Section 3.3 would provide a different answer, since terms do not cancel out. This is relevant when looking at Equation 17, since, according to the Goel-DeGroot criterion, we should not be able to distinguish between two Ego-centric designs with different sample sizes, in contrast, the criterium proposed in Section 3.3, which capitalized on the term

$$\log \left( \frac{\mid V \mid}{S} \right)$$

to discriminate between designs based on sample size. Observe that it is the fact that Ego-centric design and snowball are ignorable what weakens the usefulness of the criterion presented in Definition 4.2.

Appendix 2

In this appendix, we present the backward induction algorithm for multi-stage decision problems. The original formulation can be found in Chapter 3 of Bellman [1957]. First, we establish some additional notation: Let \( \varphi[s, i] \) be a possible history, i.e., a sequence of decisions and observations that constitute a path from the root of the decision tree to a node associated to a decision at stage \( s \). Let \( z^{\varphi[s, j]}_{[s, i]} \) the data required to augment \( \varphi[s-1, i] \) to \( \varphi[s, j] \).

I. For stage \( S \)

a. Compute the loss function for all the leaves of the decision tree. Each leaf is associated to an inference \( a \ (z_{\varphi[S, i]}) \) and a value for \( Q(\theta) \); the corresponding loss is given by \( \mathcal{L} (a \ (z_{\varphi[S, i]}), Q(\theta)) \).

b. Compute the expected loss for each \( a \ (z_{\varphi[S, i]}) \). The expectation is taken with respect to the posterior for \( \theta \) given \( z_{\varphi[S, i]} \); this is

$$\mathbb{E} \left( \mathcal{L} (a \ (z_{\varphi[S, i]}), Q(\theta)) \mid z_{\varphi[S, i]} \right) = \int_{\Theta} \mathcal{L}(a(z_{\varphi[S, i]}), Q(\theta)) p(\theta \mid z_{\varphi[S, i]}) d\theta.$$ 

c. Compute the optimal decision associated to \( z_{\varphi[S, i]} \); this is given by

$$a^*(z_{\varphi[S, i]}) = \arg\min_{a \in A} \mathbb{E} \left( \mathcal{L} (a \ (z_{\varphi[S, i]}), Q(\theta)) \mid z_{\varphi[S, i]} \right).$$

II. For stage \( s \in \{S-1, \ldots, 1\} \)

a. Compute the value of the loss function associated to each pair of the form \( a \ (z_{\varphi[s-1, i]}, z_{\varphi[s, j]}) \). This is given by

$$\mathcal{L} \left( a \ (z_{\varphi[s-1, i]}, z_{\varphi[s, j]}), z_{\varphi[s-1, i]} \right) = \mathbb{E} \left( \mathcal{L} \left( a^*(z_{\varphi[s, j]}), z_{\varphi[s, j]} \right) \mid z_{\varphi[s, j]} \right).$$

b. Compute the expected loss for each \( a \ (z_{\varphi[s-1, i]}) \). The expectation is taken with respect to the predictive distribution for \( z_{\varphi[s-1, i]} \) given \( z_{\varphi[s-1, i]} \); this is

$$\mathbb{E} \left( \mathcal{L} \left( a \ (z_{\varphi[s-1, i]}, z_{\varphi[s-1, i]}), z_{\varphi[s-1, i]} \right) \mid z_{\varphi[s-1, i]} \right) = \int_{\Theta} \mathcal{L}(a(z_{\varphi[s-1, i]}, z_{\varphi[s-1, i]}), p(\theta \mid z_{\varphi[s-1, i]})) d\theta.$$ 

c. Compute the optimal decision associated to \( z_{\varphi[s-1, i]} \); this is given by

$$a^*(z_{\varphi[s-1, i]}) = \arg\min_{a \in A} \mathbb{E} \left( \mathcal{L} \left( a \ (z_{\varphi[s-1, i]}, z_{\varphi[s-1, i]}), z_{\varphi[s-1, i]} \right) \mid z_{\varphi[s-1, i]} \right).$$

d. Move to stage \( s-1 \), or stop if \( s = 1 \).