Finite frequency noise spectroscopy for fractional Hall states at $\nu = 5/2$
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Abstract. We investigate the finite frequency noise of a quantum point contact at filling factor $\nu = 5/2$ using a weakly coupled resonant LC circuit as a detector. We show how one could spectroscopically address the fractional charged excitations inspecting separately their charge and scaling dimensions. We thus compare the behaviour of the Pfaffian and the anti-Pfaffian non-Abelian edge states models in order to give possible experimental signatures to identify the appropriate model for these fractional quantum Hall states. Finally we investigate how the temperature of the LC resonant circuit can be used in order to enhance the sensibility of the measurement scheme.
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Among the extremely remarkable properties of the fractional quantum Hall (FQH) effect [1] a major role is played by the emergence of anyonic excitations carrying fractional charge and statistics [2]. In particular, quasiparticle (qp) excitations for states belonging to the Laughlin [3] and Jain sequence [4] are predicted to have Abelian exchange statistics. More intriguingly, some of the proposed models for the filling factor $\nu = 5/2$ [5] predict the emergence of excitations with charge $e^* = e/4$, and multiples with possible non-Abelian properties [6]. These predictions paved the way for possible applications of non-Abelian anyons in fault-tolerant topological quantum computation (see [7] and the references therein). Unfortunately, as far as we know, a direct confirmation of fractional statistics is still lacking even if different proposals are reported in the literature [8–11]. So far, evidence of the fractional statistics is indirect, essentially based on the evidence of the existence of fractional charges [3].

A lot of experimental effort has been devoted in recent years to access fractional charges through shot noise measurements in quantum point contact (QPC) geometry starting with the seminal works of [12, 13]. In this direction, composite states (for example $\nu = 2/5, 2/3$) have shown quite a universal phenomenology leading to a crossover between two different values of the effective charge as a function of temperature or bias [14–16]. This behaviour has been explained in terms of the competition of two charge carriers: the agglomerates and the single-qp [17–19]. Similar arguments also hold for the state at $\nu = 5/2$ [20]. Other interpretations based on edge state reconstruction [21], local filling factor effects [22–24] or tunnelling amplitude non-linearities [25, 26] have also been proposed. Unfortunately, in the discussed measurements, the contributions associated with the various excitations are typically mixed because these studies are conducted at very low frequencies (almost dc). Therefore, it is useful to find alternative methods to address the excitations separately.
A possible way is to consider the noise at finite frequency (f.f.) [27]. Indeed, this quantity presents resonant singular behaviour (such as peaks or dips) in correspondence of the Josephson frequency $\omega_j = qV/\hbar$ associated with each charge carrier $q$ with $V$ the applied bias. This is an independent method to measure the charge of the fractional excitations in the system that has not yet be experimentally explored for FQH states so far. Indeed, for sufficiently low temperatures $k_B T \ll qV$, it allows the separation of the different charge contributions, realising a sort of qp spectroscopy. Intriguingly enough, f.f. noise could also efficiently address other properties like the scaling dimensions associated with each qp excitation using only a bias scan at fixed frequency, as we will show later.

This combination of information has the potential to give further constraints on the edge state model [28, 29], and finally to address the topological order of the bulk ground state [30]. The first theoretical steps in this direction were made on symmetrised noise [31, 32], a typical quantity considered at low frequencies. In this case the expected features associated with the state at $\nu = 5/2$ [33] as well as the possibility of accessing the contribution associated with the different qps predicted by theoretical models [34] have been investigated. However, at high frequencies $\omega \gg k_B T$, quantum effects become relevant and the symmetrised f.f. noise is only one possible choice among the different experimental quantities addressed by different protocols. Indeed, in such a regime, one has to identify the relevant quantity measured with the specific setup under investigation [35]. Hereafter, we get our inspiration from the proposal of Lesovik and Loosen [36], where a model based on a resonant LC circuit is discussed in order to extract non-symmetrised current–current correlations. Recent experiments carried out for a two-dimensional electron gas QPC in the absence of a magnetic field fully agree with theoretical predictions [37]. Since the resonant circuit coupled to a QPC is the prototypical measurement scheme in FQH experiments [12, 13] it appears quite obvious to explore the same physics in this context. We have recently investigated the same setup for Abelian FQH states [38], and here we consider it for the case $\nu = 5/2$ analysing the signatures of the different non-Abelian phases (Pfaffian and anti-Pfaffian). The goal of the present paper is to analyse in detail the expected f.f. measured noise for a realistic situation. The effects associated with the temperature of the FQH QPC system and the LC detector on the visibility are also carefully considered.

The paper is divided as follows: in section 2 we discuss the non-Abelian models for edge states pointing out similarities and differences in terms of the most dominant fractionally charged excitations. In section 3 we discuss the definition of the noise properties for a QPC in the weak-backscattering regime and the definition of the noise power measured in the proposed setup. In section 4 we discuss the results for the measured noise power obtained for two considered non-Abelian models and we also compare them with the well-known symmetrised noise. Finally, we look at the effects of changing the detector temperature $T_c$.

2. Model

We start by recalling the two more accredited models of composite edge states at filling factor $\nu = 5/2$ [5]: the Pfaffian (P) [6, 39] and the disorder dominated anti-Pfaffian
The associated Lagrangian densities are given by the sum of charged ($L_c$) and neutral contributions ($L_n$), namely $L = L_c + L_n$, with $(\hbar = 1)$

$$L_c = -\frac{1}{2\pi} \partial_x \varphi_c (\partial_t \varphi_c + v_c \partial_x \varphi_c)$$

and

$$L_n = -i \psi (\xi \partial_t \psi + v_n \partial_x \psi) - \frac{\alpha}{4\pi} \partial_x \varphi_n (\xi \partial_t \varphi_n + v_n \partial_x \varphi_n).$$

They both describe a Hall fluid at filling factor $\nu = 1/2$ with two additional filled Landau levels, playing the role of the vacuum of the theory, according to the conventional decomposition $5/2 = 1/2 + 2$. The charged bosonic field $\varphi(x)$ is related to the electron number density through $\rho(x) = \partial_x \varphi(x)/2\pi$, while $\varphi_n(x)$ is a bosonic neutral field and $\psi(x)$ represents a neutral Majorana fermion in the Ising sector [9]. The parameter $\xi = \pm 1$ denotes the direction of propagation of neutral modes with respect to the charged ones. In particular, for $\xi = +1$ the modes are co-propagating, while for $\xi = -1$ they are counter-propagating.

The two models differ in the neutral sector $L_n$ [42], with $\alpha = 0$ and $\xi = 1$ for P, $\alpha = 1$ and $\xi = -1$ for AP. The propagation velocities of the charged and neutral modes are indicated with $v_c$ and $v_n$, respectively. Due to the hidden symmetry of the neutral sector of AP model [41] in the disorder dominated phase, one has the same velocity $v_n$ both for the bosonic $\varphi_n$ and the fermionic neutral modes $\psi$. Moreover, one may reasonably assume a larger charge velocity $v_c \gg v_n$ [16, 20, 34, 43]. The quantisation of the above bosonic fields is given by the commutation relation

$$[\varphi_{c/n}(x), \varphi_{c/n}(y)] = i\pi \nu_{c/n} \text{sgn}(x - y),$$

with $\nu_c = 1/2$ and $\nu_n = \xi$, while the Majorana fermion commutes with both.

### 2.1. Quasiparticle operators and scaling dimensions

Operators destroying an excitation along the edge can be written as [2, 39, 41]

$$\Psi^\chi_m(x) = \chi(x)e^{im/4 \varphi(x)}$$

$$\Psi^\chi_n(x) = \chi(x)e^{\left[m/2 \varphi(x) + n/2 \varphi_n(x)\right]},$$

with $m$, $n$ integer numbers and where the operator in the Ising sector $\chi(x)$ can be the identity operator $I$, the Majorana fermion $\psi(x)$ or the spin operator $\sigma(x)$. They are associated with the fact that the excitation charge is an even or odd multiple of the fundamental charge of the model $e^* = (e/4)$. Indeed, all the excitations described by previous operators have charge $(m/4)e$ and we call them $m$-agglomerates [17, 20]. The single-valuedness properties of the phase acquired by an $m$-agglomerate with respect to the operation of encircling an electron in the bulk$^5$, force $m$ and $n$ to be: even integers for $\chi = 1$ or $\psi$, and odd integers for $\chi = \sigma$ [9, 44]. Note that the presence of $\sigma$ in the operator leads to non-Abelian statistical properties important for fault-tolerant quantum computation, as determined by the fusion rules [2, 7].

$^5$ The holographic principle [30] imposes that the same restriction applies to the edge theory.
The zero temperature time-dependent Green’s functions associated with the operators of the Ising sector and the charged and neutral bosonic fields are \([18, 19, 45–49]\)

\[
\langle \chi(0, t)\chi(0, 0) \rangle = (1 + i\omega_n t)^{-\delta_I},
\]

\[
\langle \varphi_s(0, t)\varphi_s(0, 0) \rangle = -|\nu_s|\ln(1 + i\omega_s t) \quad s = c, n
\]

with \(\delta_I = 0, \delta_c = 1\) and \(\delta_n = 1/8\) the conformal weights of the field in the Ising sector \([2, 7, 45]\) and we introduced the energy bandwidths \(\omega_{c/n} = a^{-1}v_{c/n}\), with \(a\) a finite length cut-off. In the following we will assume \(\omega_c\) as the largest energy scale of the model. From the long-time behaviour of the imaginary time two-point Green’s function \([6]\)

\[
\langle T_\tau \Psi_l^{(m)}(\tau)\Psi_l^{(m)}(0) \rangle \propto |\tau|^{-2\Delta_l^{(m)}} \quad l = P, AP
\]

we can extract the scaling dimensions \([50]\) of the \(m\)-agglomerates

\[
\Delta_P^{(m)} = \frac{1}{2}\delta_\chi + \frac{1}{16}m^2; \quad \Delta_{AP}^{(m)} = \frac{1}{2}\delta_\chi + \frac{1}{16}m^2 + \frac{1}{8}n^2
\]

which depends on the model considered. Therefore, for the single-qp with minimal charge \(e^* = e/4\) \((m = 1, \chi = \sigma\) and only for AP \(n = \pm 1\) one has, respectively

\[
\Delta_P^{(1)} = \frac{1}{8}; \quad \Delta_{AP}^{(1)} = \frac{1}{4},
\]

while the 2-agglomerate excitation with charge \(e/2\) \((m = 2, n = 0, \chi = I)\), with a scaling dimension driven by the charged mode contribution only with

\[
\Delta_P^{(2)} = \Delta_{AP}^{(2)} = \frac{1}{4}.
\]

These values indicate the single-qp as the most dominant excitation at low energy in the P case, while in the AP case single-qp and 2-agglomerate have equal relevance with the same scaling dimensions \([41]\). The latter situation is quite general and valid for all anti-Read–Rezayi states \([51]\). All other excitations with higher charges have higher scaling dimensions and can be safely neglected in what follows. It is worth mentioning that interactions with the external environment can lead to renormalisations of the scaling parameters with remarkable consequences on the transport properties (see \([52]\) for a better discussion). In the following, for the sake of simplicity, we will focus on the unrenormalised case only, despite the fact that method may be generalised to the renormalised case.

### 3. Noise properties in QPC at finite frequency

Having characterised the excitations of the considered models for \(\nu = 5/2\), we can investigate the associated f.f. backscattering noise in the QPC geometry, as shown in

---

6 Note that, for notational convenience, we have omitted any reference to the neutral sectors in the upper index in operator of the vertex \(\Psi_l^{(m)}\) and in the scaling \(\Delta_l^{(m)}\). Indeed, from now on we will consider for any \(m\)-agglomerate only the qp operators with the minimal scaling dimension compatible with the single-valuedness requirement.
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A similar measurement scheme was proposed for the first time by Lesovik and Loosen in [36]. Here, the QPC was subjected to a bias voltage $V$ and coupled to a resonant LC circuit, playing the role of the detector (with measurement frequency $\omega = 1/LC$), via an impedance matching circuit (see the dashed box in figure 1). With a strong magnetic field the impedance matching in the system is a challenging technological problem [53, 54], therefore it is advantageous to suppose working at fixed resonant frequency $\omega$ assuming a very high-quality factor of the detector.

We focus on the simple two terminal geometry in the weak backscattering limit, where $m$-agglomerate tunnelling processes can be treated separately. In real systems a four-terminal version of this setup is required, although this does not change the main result obtained for this simplified version.

The point-like tunnelling of a generic $m$-agglomerate between the right-propagating (+) and the left-propagating (−) edge can be described through the tunnelling Hamiltonian ($l = P, AP$)

$$\mathcal{H}_{T,l}^{(m)} = t_m \Psi_{l,+}^{(m)}(0)\Psi_{l,-}^{(m)}(0) + \text{h.c.},$$

where $t_m$ is the $m$-agglomerate tunnelling amplitude (assumed energy independent). The finite bias $V$ between the two edges can be included in our formalism through the gauge transformation $t_m \rightarrow t_m e^{im\omega_0 t}$, where, $\omega_0 = e^*V/h$ is the Josephson frequency associated with the fundamental charge $e^*$ [55]. From the tunnelling Hamiltonian in (11) one can easily derive the backscattering current operator associated with the $m$-agglomerate [17–20]

$$I_{B,l}^{(m)}(t) = i me^{*}(t_m e^{im\omega_0 t}\Psi_{l,+}^{(m)}(0, t)\Psi_{l,-}^{(m)}(0, t) - \text{h.c.}).$$

The contribution to the averaged backscattering current of the $m$-agglomerate at lowest order in the tunnelling can be easily written in terms of the tunnelling rates $\Gamma_i^{(m)}$ [34]
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$$\langle I_{B,l}^{(m)} \rangle = me^*(1 - e^{-m\omega_0/T})\Gamma_l^{(m)}(\omega_0),$$  \hspace{1cm} (13)

with the average $\langle ... \rangle$ taken over the quantum statistical ensemble. The rates can be also evaluated analytically at low temperatures $T \ll \omega_n, \omega_c$ \cite{17, 34}

$$\Gamma_l^{(m)}(\omega_0) = \frac{|t_m|^2}{(2\pi)^2} \frac{(2\pi)^{n_0 + \mu_{l,\alpha}}}{\omega_m^{n_0 + \mu_{l,\alpha}}} T^{n_0 + \mu_{l,\alpha} - 1} \frac{m\omega_0}{e^{2\pi T}} \times B\left(\eta_m + \mu_{l,\alpha} - \frac{1}{2\pi T}, \eta_m + \mu_{l,\alpha} + \frac{1}{2\pi T}\right)$$ \hspace{1cm} (14)

where $B(x, y)$ is the Euler beta function. Here, $\eta_m = m^2/4$ and $\mu_{l,\alpha} = 2\delta\chi + \alpha n^2/2$ depend on the variables $m, \chi$ and $n$ which characterise the tunnelling excitation for the specific P or AP model considered (see discussion around (9) and (10)). Note that for $k_B T \ll \omega_0 \ll \omega_n, \omega_c$ asymptotic expansion shows that $\Gamma_l^{(m)}(\omega_0) \propto |\omega_0|^{4\Delta_l^{(m)} - 1}$, with the expected power law dependences of the rates from the bias energy $\omega_0$ and the scaling dimension $\Delta_l^{(m)}$, as usually happens in the Luttinger liquid theory. For higher bias value $\omega_n \ll \omega_0 \ll \omega_c$ the power law no longer depends on the neutral components and one finds $\Gamma_l^{(m)}(\omega_0) \propto |\omega_0|^{n^2/4 - 1}$, where the power-law scaling is determined only by the charge of the $m$-agglomerates. The low-energy analytical result presented corresponds to the standard golden rule rate for the tunnelling processes and one may eventually also calculate it with numerical methods following the prescription of [34].

The proper quantity to consider in order to investigate the current fluctuations of the QPC coupled to the resonant circuit is the non-symmetrised noise \cite{36, 56–60}

$$S_+^{(m)}(\omega) = \frac{1}{2} \int_{-\infty}^{+\infty} dt \ e^{i\omega t} \langle \delta I_{B,l}^{(m)}(0) \delta I_{B,l}^{(m)}(t) \rangle,$$ \hspace{1cm} (15)

where we have introduced the backscattering current fluctuation $\delta I_{B,l}^{(m)} = I_{B,l}^{(m)} - \langle I_{B,l}^{(m)} \rangle$\footnote{For notational convenience we have omitted the index $l = P, AP$ on the noise power since its definition is exactly the same for the two models.}. This quantity represents, for $\omega > 0$, the noise power emitted by the system into the detector. The corresponding absorptive part is given by

$$S_-^{(m)}(\omega) = \frac{1}{2} \int_{-\infty}^{+\infty} dt \ e^{i\omega t} \langle \delta I_{B,l}^{(m)}(t) \delta I_{B,l}^{(m)}(0) \rangle = S_+^{(m)}(-\omega).$$ \hspace{1cm} (16)

With these quantities it is easy to calculate the f.f. symmetrised noise \cite{27, 31, 32, 34, 61} usually considered in the literature

$$S_{\text{sym}}^{(m)}(\omega) = \frac{1}{2} \int_{-\infty}^{+\infty} dt \ e^{i\omega t} \langle \{ \delta I_{B,l}^{(m)}(t), \delta I_{B,l}^{(m)}(0) \} \rangle = S_+^{(m)}(\omega) + S_-^{(m)}(\omega)$$ \hspace{1cm} (17)

having indicated with $\{ \cdot, \cdot \} \delta$ the anticommutator. At the lowest order in the tunnelling amplitudes and using standard Keldysh formalism, the non-symmetrised noise can also be expressed in terms of the QPC tunnelling rates [38]

$$S_+^{(m)}(\omega; \omega_0) = \frac{(me^*)^2}{2} [\Gamma_l^{(m)}(-\omega + m\omega_0) + \Gamma_l^{(m)}(-\omega - m\omega_0)],$$ \hspace{1cm} (18)
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The detector of figure 1 represents a concrete measurement scheme to access current fluctuations at high frequencies. In the following we will focus on the regime where the QPC temperature $T$ is lower than the frequency (quantum limit) and the bias (shot noise limit), i.e. $k_B T \ll e^* V, \omega$. This allows us to investigate the fractional qp contributions via a sort of spectroscopy.

The measurable quantity is the spectral power measured in the amplifier chain (the grey area in figure 1), which is proportional to the variation of the energy stored in the LC before and after the switching on of the LC-QPC coupling. From now on we will indicate it as measured noise $S_{\text{meas}}(\omega, \omega_0)$, where with $\omega$ we indicate the frequency of the LC circuit and with $\omega_0$ the QPC bias. At the lowest order in the coupling $K \ll 1$ it can be expressed as

$$S_{\text{meas}}^{(m)}(\omega, \omega_0) = K\{S_+^{(m)}(\omega, \omega_0) + n_B(\omega)[S_+^{(m)}(\omega, \omega_0) - S_-^{(m)}(\omega, \omega_0)]\},$$

where the non-symmetrised noise QPC spectra for the $m$-agglomerate are $S_\pm^{(m)}(\omega, \omega_0)$ of (18). Here, $n_B(\omega) = 1/[e^{\beta \omega} - 1]$ the Bose distribution describing the equilibrium state of the LC detector and $\beta = 1/k_B T_c$ the detector inverse temperature. In general $T_c$ can be different from the system temperature $T$ since the system and detector are weakly coupled. Finally, we wish to recall that this quantity can also be investigated using a strategy similar to the definition of the excess noise, which further simplifies the impedance matching problem at the level of the LC-QPC coupling (see [38] for details).

To consider all contributions due to the tunnelling of different $m$-agglomerates, in weak tunnelling one can directly sum them ($i = \text{meas, sym}$)

$$S_i(\omega_0) = \sum_m S_i^{(m)}(\omega_0),$$

where from now on we suppress the explicit dependence on the LC frequency $\omega$ since in the following discussion it is always kept fixed. We conclude this part by noting that these results suggest that f.f. noise is a spectroscopy tool for different tunnelling charges.

4. Results and discussion

The results concerning the measured f.f. noise $S_{\text{meas}}(\omega_0)$ in (19) and (20) at $\nu = 5/2$ are shown in figure 2 (upper panels) as a function of the QPC bias $\omega_0$ for different QPC temperatures $T$, keeping fixed the resonant circuit temperature $T_c$. We discuss only the behaviour at positive bias $\omega_0 > 0$ since the noise is a symmetric function of the QPC bias $\omega_0$. Analogies and differences between the P (upper left panel) and AP (upper right panel) models become evident from a direct comparison. Starting from the lowest temperature case ($T = 0.1$ mK, black curves) we observe that both models show a flat behaviour at $\omega_0/\omega \approx 0$, which is a clear signature of the lack of contribution of ground state fluctuations in the considered measurement scheme [36]. The slight deviations from zero are associated with the mismatch between the system and detector.
temperature, which can be always cancelled when $T = T_c$ [38]. Steep jumps associated with the 2-agglomerate contribution appear at $|\omega_0|/\omega = 1/2$ showing an identical profile in both models, which reflects the same scaling dimension of the two models for that excitation (see (10)). The spike associated with the single-qp occurring at $|\omega_0|/\omega = 1$ is different. Indeed, they are much higher and sharper in the P case with respect to the AP reflecting a lower scaling dimension of qp excitation for the P model. This feature could quite clearly distinguish between the two models. However, the temperature should be kept quite low, since on increasing it the differences are progressively less marked. Eventually some signatures survive only by considering the bias derivative of this quantity (see the bottom panels in figure 2).

The previous behaviours can be explained in a simple way in the quantum limit ($k_B T_e \ll \omega$) for the detector and the shot-noise limit ($k_B T \ll \omega_0$) for the system. In this case one has the contributions of single and double excitations for the two models ($l = P, AP$) [38]

$$S_{\text{meas}}(\omega_0) \approx \alpha_1 \Gamma_l^{(1)}(\omega_0 - \omega) + \alpha_2 \Gamma_l^{(2)}(2\omega_0 - \omega)$$

with $\alpha_1$ and $\alpha_2$ constant prefactors and the explicit expression of the rates are reported in (14) for $\omega, \omega_0 \ll \omega_{Q1}, \omega_c$. This result confirms the same scaling for the 2-agglomerate in the two models, but different behaviours for the single-qp contributions (see (9)

Figure 2. (Upper panels) Measured f.f. noise $S_{\text{meas}}$ (in units of $S_0 = K e^2|t_1|^2/(2\pi\alpha)^2\omega_c$) for the P (left) and the AP (right) model at $\nu = 5/2$ as a function of the bias $\omega_0 = eV$ and at fixed frequency $\omega$. The QPC temperature associated with each curve is indicated in the legend (bottom panels). The corresponding derivatives $\partial S_{\text{meas}}/\partial \omega_0$. The curve at the lowest temperature ($T = 0.1$ mK) has been omitted for better visibility. The other parameters expressed in temperature scale are: $T_c = 15$ mK, $\omega = 60$ mK, $\omega_0 = 50$ mK, $\omega_c = 1$ K and $|t_1|^2/|t_2|^2 = 1$. 
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and (10)). As we observed after (14) for high biases $\omega_0 \gg \omega_n$ the scaling dimensions are determined only by the charged part that is the same for the two models. This is another reason why conventional scaling analysis, which is typically done in asymptotic regime, would fail to detect the differences between the two models, especially when the neutral mode bandwidth $\omega_n$ is quite small.

By increasing the system temperature $T$, keeping the detector ($T_c = 15$ mK) fixed, the peaked structure become progressively smoother due to a rounding of the singularities. In this regime, the differences in the measured f.f. noise become clear only by looking at the derivative with respect to the QPC bias $\partial S_i/\partial \omega_0$, as shown in the bottom panels in figure 2. By focusing on the blue curves, and keeping in mind the different scale in the ordinates between the two panels, one can observe again the similarity of peaks associated with the 2-agglomerate ($\omega_0/\omega = 1/2$). However, concerning the single-qp ($\omega_0/\omega = 1$), the difference in the scaling leads to a pronounced peak followed by a stronger dip in the P case with respect to the AP case.

Until now all the plots have been done for fixed ratio $k = |t_2|^2/|t_1|^2 = 1$. However, this parameter is unknown and may change for any specific experimental realisation. For this reason we present in figure 3 with dashed lines $S_{\text{meas}}(\omega_0)$ (right panel) and its bias derivative $\partial S_{\text{meas}}/\partial \omega_0$ (left panel) as a function of bias with changing $k$ values. We concentrate mainly on the AP model but similar considerations can be repeated in the P case. As expected, increasing this parameter progressively enhances the 2-agglomerate contribution with respect to the single-qp but still leaves both visible at different bias values. This is particularly true when looking at the bias derivative. This result shows the convenience of the proposed setup in order to address the presence of the two different charged excitations, as well as when eventually one of the contributions is deeply suppressed compared to the other due to non-universal effects.

In order to make this statement more quantitative, in figure 3 we compare $S_{\text{meas}}(\omega_0)$ with the f.f. symmetrised noise $S_{\text{sym}}(\omega_0)$ (solid lines) in (17) and their bias derivatives.

---

Figure 3. (Left panel) Comparison for the AP model between the measured f.f. noise $S_{\text{meas}}$ (dashed lines) and the symmetrised noise $S_{\text{sym}}$ (solid lines) for different values of the ratio $k = |t_2|^2/|t_1|^2$ (indicated in the legend). (Left panel) The f.f. noises $S_i/S_0$ with $i = \text{meas,sym}$ in units of $S_0 = K e^2 |t_1|^2 / (2\pi \alpha)^2 \omega_0$. Note that $K = 1$ for the symmetrised noise. (Right panel) The bias derivatives $\partial S_i/\partial \omega_0$ in units $S_0/\omega_0$. The other parameters are: $T = 5$ mK, $T_c = 5$ mK, $\omega_n = 50$ mK and $\omega_c = 1$ K.

---

8 According to the condition $v_n \ll v_c$. 
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Here, again, we keep the frequency $\omega$ fixed, changing the bias $\omega_0$, which is by far the most convenient protocol in the investigated GHz range. We see that the $\omega_0$ dependence of the symmetrized $S_{\text{sym}}(\omega_0)$ is unable to detect the two singularities associated with the two fractional charges even in the bias derivatives. In particular, by changing the tunnelling amplitude ratio $k$, the quantity seems only affected by a common multiplicative factor demonstrating that the signature of the two excitations is mainly mixed in that quantity. This supports the idea that in this bias-dependent protocol $S_{\text{sym}}(\omega_0)$ is not useful, especially in comparison with $S_{\text{meas}}(\omega_0)$. This statement can be easily verified by looking at both the left and right panels in figure 3.

Finally, in order to find a signature of the charged excitations without identifying their scaling dimension, we could vary the LC detector temperature $T_c$ in order to increase the sensitivity for charge detection. In figure 4 we show that this approach works for both the two non-Abelian edge models. Increasing $T_c$ increases the height of the jumps in $S_{\text{meas}}(\omega_0)$ (top panels) which also corresponds to an increase in the height of the peaks in the derivatives (bottom). Note that since the coupling with the detector is assumed weak (no poisoning from the detector) the width of the peaks is only slightly influenced by the detector temperature, preserving the resolving power of the discussed bias spectroscopy. Then the crucial limiting factor to the bias spectroscopy is the QPC temperature $T_c$.

Figure 4. (Upper panels) Measured f.f. noise $S_{\text{meas}}$ (in units of $S_0 = Ke^2|t|^2/(2\pi\alpha)^2\omega_c$) for the P (left) and the AP (right) model for the Hall state at $\nu = 5/2$ as a function of the voltage and at fixed frequency ($\omega_0/\omega$) varying the detector temperature (see legend). (Bottom panels) Corresponding derivatives $\partial S_{\text{meas}}/\partial \omega_0$. The other parameters are (in temperature units where necessary): $T = 5$ mK, $\omega = 60$ mK, $\omega_n = 50$ mK, $\omega_c = 1$ K and $|t_2|^2/|t_1|^2 = 1$.

The impedance-matching condition is much easier to obtain at a fixed frequency.
As shown in figure 4, the power to distinguish between the AP and P model is not essentially compromised by the detector temperature since all the features characterising the model in terms of $S_{\text{meas}}(\omega_0)$ seem to be mutually amplified. Increasing $T_c$ is an interesting resource in order to increase the detection efficiency in this perspective.

5. Conclusions

We have investigated the behaviour of the f.f. emitted power $S_{\text{meas}}(\omega_0)$ of a resonant LC circuit weakly coupled to a QPC built in a quantum Hall bar at filling factor $\nu = 5/2$. We have shown that the emitted power is represented in terms of the non-symmetrised noise components of the quantum Hall QPC weighted by the bosonic distribution of the resonant LC circuit. We have inspected the different predictions of the Pfaffian and anti-Pfaffian non-Abelian edge states models for this quantity. We have shown that this setup can detect and discriminate between the dominant and sub-dominant fractionally charged excitations looking at the bias dependence at fixed GHz frequencies. We have also discussed the advantage of using this measurement protocol in comparison with the f.f. symmetrised noise. Finally, we have demonstrated how the sensibility of the proposed setup can be increased varying the LC detector temperature $T_c$.
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