Spin diffusion and torques in disordered antiferromagnets
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Abstract
We have developed a drift-diffusion equation of spin transport in collinear bipartite metallic antiferromagnets. Starting from a model tight-binding Hamiltonian, we obtain the quantum kinetic equation within Keldysh formalism and expand it to the lowest order in spatial gradient using Wigner expansion method. In the diffusive limit, these equations track the spatio-temporal evolution of the spin accumulations and spin currents on each sublattice of the antiferromagnet. We use these equations to address the nature of the spin transfer torque in (i) a spin-valve composed of a ferromagnet and an antiferromagnet, (ii) a metallic bilayer consisting of an antiferromagnet adjacent to a heavy metal possessing spin Hall effect, and in (iii) a single antiferromagnet possessing spin Hall effect. We show that the latter can experience a self-torque thanks to the non-vanishing spin Hall effect in the antiferromagnet.
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Antiferromagnets [1, 2] (AF) have long remained an intriguing and exotic state of matter, whose application has been restricted to enabling interfacial exchange bias [3] in metallic and tunneling spin-valves [4]. Their role in the expanding field of applied spintronics has been mostly passive, and the in-depth investigation of their basic properties considered as fundamental condensed matter physics (see, e.g. [5–7]). A conceptual breakthrough was achieved ten years ago with the proposal that spin transfer torque could be used to electrically control the direction of the order parameter of antiferromagnetic spin valves, henceforth making these materials potential candidates for low energy spin devices [8]. In spite of substantial theoretical efforts and experimental attempts to observe such a torque, the difficulty of independently detecting the direction of the antiferromagnetic order parameter has remained a major obstacle. The paradigm has changed radically in the past few years with the discovery of antiferromagnetic anisotropic (tunneling) magnetoresistance [9, 10], demonstrating that spin–orbit coupled antiferromagnets might emerge as the next frontier in applied spintronics, combining the promises of spin-orbitronics [11] and the richness of antiferromagnets [12, 13].

Uncovering the nature of spin torque in antiferromagnetic devices has attracted numerous experimental and theoretical studies. From an experimental standpoint, in spite of an early observation of current-driven change in the exchange bias of a conventional metallic spin-valve [14, 15], a major breakthrough was achieved last year with the observation of a current-driven order parameter switching mediated by spin–orbit coupling in CuMnAs [16, 17]. Indeed, although CuMnAs is a collinear antiferromagnet with a centrosymmetric crystal structure, it possesses local inversion symmetry breaking: the two magnetic sublattices are space-inversion partners, enabling spin–orbit torques [16]. Encouraging results have also been obtained by Reichlová et al. [18] in Ta/IrMn/CoFeB multilayer stack. From a theoretical perspective, besides a recent derivation of the spin–orbit torque [17], the physics of spin torque in antiferromagnetic spin devices has been mostly addressed numerically either through tight-binding [8, 19–26] or ab initio methods [27, 28]. These works demonstrate, without ambiguity, that quantum coherence is a crucial ingredient for a sizable spin...
transfer torque in antiferromagnetic spin-valves [20, 22, 23]. The recent realization that the boundary condition at the interface between a normal metal and an antiferromagnet can be modeled through spin mixing conductance [29, 30] enables the phenomenological treatment of interfacial phenomena such as spin torque and spin pumping [31, 32]. Nevertheless, the spin transport in antiferromagnetic devices is still lacking a semiclassical theory that encompasses the important physical parameters governing spin drift and diffusion inside such devices. A drift-diffusion theory would prove very useful to model the spin transport in metallic systems involving antiferromagnets, and thereby complete the drift-diffusion theory already available for ferromagnets [33–35]. In this work, starting from a tight-binding Hamiltonian we derive such drift-diffusion equations for a G-type (checkerboard) antiferromagnet and apply the obtained equations to compute the spin transfer torque in three selected cases of interest for experiments: (i) a spin-valve composed of a ferromagnet and an antiferromagnet, (ii) a metallic bilayer consisting of an antiferromagnet adjacent to a heavy metal possessing spin Hall effect, and (iii) a single antiferromagnet possessing spin Hall effect.

1. Antiferromagnetic dynamics and torque definition

Before deriving the drift-diffusion equation in an antiferromagnet, let us first comment on the nature of the spin transfer torque in these materials. For simplicity, we look at a bipartite antiferromagnet composed of two sublattices A and B, as illustrated in figure 1(a). The classical dynamics of such an antiferromagnet under a flowing current has already been investigated by Gomonay and Loktev [36, 37], but it is instructive to remember some of the most important aspects of it. Let us consider that each sublattice $i$ is described by Landau–Lifshitz–Gilbert (LLG) equation

$$\partial_t \mathbf{m}_i = -\gamma \mathbf{m}_i \times \mathbf{H} - \gamma H_A (\mathbf{m}_i \cdot \mathbf{u}) \mathbf{m}_i \times \mathbf{u} + \gamma H_E \mathbf{m}_i \times \mathbf{m}_i + \alpha \mathbf{m}_i \times \partial_t \mathbf{m}_i + \mathbf{T}_i. \quad (1)$$

Here $\mathbf{m}_i$ is the unit vector of the magnetization direction of sublattice $i$, $\gamma$ is the absolute value of the gyromagnetic ratio, $H_A$ is the antiferromagnetic exchange field (about 100 T in conventional antiferromagnets), $H_E$ is the magnetic anisotropy field along direction $\mathbf{u}$, $\mathbf{H}$ is the complementary sublattice and $\mathbf{T}_i$ is the torque exerted on the lattice $i$ by a flowing charge current. In general, it is always possible to express $\mathbf{T}_i$ as

$$\mathbf{T}_i = T_{i \|} \mathbf{m}_i \times (\mathbf{p} \times \mathbf{m}_i) + T_{i \perp} \mathbf{m}_i \times \mathbf{p}. \quad (2)$$

where $\mathbf{p}$ is a unit vector defined by the spin-polarization mechanism (external polarizer, spin Hall effect, Rashba effect etc). In the following we choose $\partial_\| \mathbf{p} = 0$ for simplicity. The first term $T_{i \|}$ is sometimes called the in-plane torque as it lies in the $(\mathbf{p}, \mathbf{m}_i)$ plane, or the damping-like torque as it acts like a magnetic damping on the magnetic moment $\mathbf{m}_i$ in equation (1). The second term $T_{i \perp}$ is sometimes called the out-of-plane torque as it lies perpendicular to the $(\mathbf{p}, \mathbf{m}_i)$ plane, or the field-like torque as it acts like a magnetic field on the magnetic moment $\mathbf{m}_i$ in equation (1). In the following discussion, we will show that the overall action of the torque components $T_{i \|}$ on the Néel order parameter does not only depend on their direction (i.e. either $\sim \mathbf{m}_i \times (\mathbf{p} \times \mathbf{m}_i)$ or $\sim \mathbf{m}_i \times \mathbf{p}$), but also on their sublattices’ symmetry (either uniform $\mathbf{T}_i = \mathbf{T}_B$ or staggered $\mathbf{T}_i = -\mathbf{T}_B$). Therefore, in the following, we denote $T_{i \|}^A$ and $T_{i \|}^B$ as in-plane and out-of-plane torques, respectively, rather than damping-like and field-like torques.

The antiferromagnet can be characterized by the Néel order parameter, $\mathbf{n} = (\mathbf{m}_A - \mathbf{m}_B)/2$, and the magnetization $\mathbf{m} = (\mathbf{m}_A + \mathbf{m}_B)/2$. Combining the LLG equations for $A$ and $B$ sublattices yields a coupled equation for both $\mathbf{n}$ and $\mathbf{m}$. Since the procedure is quite standard and cumbersome, we only provide the final result for the dynamics of $\mathbf{n}$. This is done by assuming that $\mathbf{m}$ is a slave variable, an assumption valid for large exchange fields. More precisely, one can show that

$$2\gamma H_E \mathbf{m} = \partial_t \mathbf{n} \times \mathbf{n} + \gamma \mathbf{n} \times (\mathbf{H} \times \mathbf{n}) - \frac{1}{2}(T_{i \|}^A + T_{i \|}^B)\mathbf{n} \times (\mathbf{p} \times \mathbf{n}) + \frac{1}{2}(T_{i \|}^A - T_{i \|}^B)\mathbf{n} \times \mathbf{p}. \quad (3)$$

This equation states that an external magnetic field $\mathbf{H}$ can induce a magnetization $\mathbf{m}$ (second term) that remains very small as long as $|\mathbf{H}| \ll H_E$. In addition, in-plane and out-of-plane staggered torques, such as $\mathbf{T}_i = -\mathbf{T}_B$, can also induce magnetization. To first order in magnetization $\mathbf{m}$, the dynamics equation of the Néel order parameter reads

$$\partial_t^2 \mathbf{n} \times \mathbf{n} = -2\gamma^2 H_E H_K (\mathbf{n} \cdot \mathbf{u}) \mathbf{n} \times \mathbf{n} + \gamma^2 (\mathbf{n} \cdot \mathbf{H}) \mathbf{n} \times \mathbf{H} + 2\gamma H_K (\mathbf{n} \times \partial_t \mathbf{n}) + 2\gamma (\mathbf{n} \cdot \mathbf{H}) \partial_t \mathbf{n} + \mathbf{H}_E (T_{i \|}^A + T_{i \|}^B) \mathbf{n} \times (\mathbf{p} \times \mathbf{n}) + \mathbf{H}_E (T_{i \|}^A - T_{i \|}^B) \mathbf{n} \times \mathbf{p} - \frac{1}{2} \partial_t (T_{i \|}^A - T_{i \|}^B) \mathbf{n} \times (\mathbf{p} \times \mathbf{n}) - \gamma \mathbf{n} \times (\mathbf{H} \times \mathbf{n}) - \frac{1}{2} \partial_t (T_{i \|}^A + T_{i \|}^B) \mathbf{n} \times \mathbf{p} - \frac{1}{2} (T_{i \|}^A + T_{i \|}^B) \partial_t ([\mathbf{n} \cdot \mathbf{p}] \mathbf{n}). \quad (4)$$
The first line describes the usual dynamics of antiferromagnets [38]. The magnetic field acts on the Néel order parameter at the second order (second term) and through an additional friction term, \( \sim \partial_t \mathbf{n} \) (fourth term). Most importantly, the fifth and sixth terms show that the in-plane and out-of-plane components of the torque induce Néel order dynamics only as long as their magnitude is uniform on the sublattices [36], i.e., \( \mathbf{T}_i = T_{0i} \). This means that the ability of the spin transfer torque to excite the Néel order parameter does not depend on whether the torque lies in or out of the (\( \mathbf{n}, \mathbf{p} \)) plane, but rather on whether the torque magnitude itself is staggered or uniform on opposite sublattices. This is an essential feature of current-driven antiferromagnetic dynamics already noticed in [12, 17, 37]. The seventh, eighth and ninth terms states that a time-dependent uniform magnetic field (or staggered spin torque) can affect the dynamics of the Néel order parameter. Such a dynamic has been illustrated by the recent demonstration of Néel order manipulation using ultrashort laser pulses [39, 40]. Finally, the last two terms show that staggered torques contribute to both the kinetic energy and energy dissipation.

To summarize this section, one should always keep in mind that in antiferromagnets the torques that are efficient in manipulating the Néel order parameter must have the same sign on opposite sublattices, \( \mathbf{T}_i = T_{0i} \) (uniform torques). In contrast, torques that change sign on opposite sublattices, \( \mathbf{T}_i = -T_{0i} \) (staggered torques) can manipulate the Néel order through their time derivative, i.e., using electrical pulses for instance. Notice that it is always possible to express a torque \( \mathbf{T}_i \) in terms of a local effective field \( \mathbf{h}_i \), such that \( \mathbf{T}_i = -\gamma \mathbf{m}_i \times \mathbf{h}_i \). Hence, following [12, 17], uniform torques are associated with staggered effective fields, while staggered torques are associated with uniform effective fields. So, equivalently, the Néel order parameter can be manipulated either by time-independent staggered effective fields or by time-dependent uniform effective fields.

2. Drift-diffusion equations in antiferromagnets

2.1. Four band model

Let us now turn our attention towards spin transport in disordered antiferromagnets. We consider a NaCl crystal lattice composed of two interpenetrating fcc sublattices, A and B, whose magnetic moments are antiferromagnetically coupled and aligned along the direction of the order parameter \( \mathbf{n} \), as illustrated in figure 1(a). In this work, we consider only nearest neighbor hopping and neglect next-nearest neighbor hopping. Furthermore, in the following we consider that the dynamics of the Néel order parameter \( \mathbf{n} \) is slow compared to the itinerant spin dynamics, such that \( \partial_t \mathbf{n} \approx 0 \). The extension of the present method to layered antiferromagnets is also possible, but remains out of the scope of the present study. The nearest-neighbor tight-binding Hamiltonian in the \( \{|\uparrow\rangle, |\downarrow\rangle\} \otimes \{|\uparrow\rangle, |\downarrow\rangle\} \) basis reads

\[
\hat{H}_0 = \gamma_\uparrow \mathbf{\hat{z}}_\uparrow \otimes \mathbf{\hat{1}} + \Delta_\uparrow \mathbf{\hat{z}}_\uparrow \otimes \mathbf{\hat{\sigma}} \cdot \mathbf{n},
\]

where \( \mathbf{\hat{T}} \) and \( \mathbf{\hat{\sigma}} \) are the vectors of \( 2 \times 2 \) spin Pauli matrices referring to the sublattice and spin angular momentum spaces, respectively, \( t_{\uparrow \downarrow} \) is the nearest neighbor hopping integral and \( \Delta \) is the exchange energy between the itinerant electrons and the localized electrons. Symbols \( \uparrow \) and \( \downarrow \) denote \( 2 \times 2 \) and \( 4 \times 4 \) operators, respectively. Close to \( \Gamma \)-point, \( \mathbf{k} \rightarrow 0 \) and \( \gamma_\uparrow \rightarrow t_{\uparrow \downarrow} a^2 k^2 - 6 t_0 \). In the presence of spin-independent impurities, we obtain the following Hamiltonian

\[
\hat{H} = \gamma_\uparrow \mathbf{\hat{z}}_\uparrow \otimes \mathbf{\hat{1}} + \Delta_\uparrow \mathbf{\hat{z}}_\uparrow \otimes \mathbf{\hat{\sigma}} \cdot \mathbf{n} + \mathbf{\hat{V}}(\mathbf{r}).
\]

The impurity potential consists of short range (delta-like) potentials randomly distributed over the volume of the crystal, \( \mathbf{\hat{V}}(\mathbf{r}) = \frac{1}{2} \left[1 + \mathbf{\hat{T}}_2 \right] \sum_{\mathbf{r} \in \Omega} \mathbf{V}_0 \delta(\mathbf{r} - \mathbf{r}) + \frac{1}{2} \left[1 - \mathbf{\hat{T}}_2 \right] \sum_{\mathbf{r} \in \Omega} \mathbf{V}_0 \delta(\mathbf{r} - \mathbf{r}) \),

\[
\hat{H} = \gamma_\uparrow \mathbf{\hat{z}}_\uparrow \otimes \mathbf{\hat{1}} + \Delta_\uparrow \mathbf{\hat{z}}_\uparrow \otimes \mathbf{\hat{\sigma}} \cdot \mathbf{n} + \mathbf{\hat{V}}(\mathbf{r}).
\]

The unperturbed retarded (advanced) Green’s function associated with \( \hat{H}_0 \) is defined as \( \hat{G}^{R,A} = (\mathbf{\hat{T}} - \hat{H}_0 \mp i\eta)^{-1} \), and reads explicitly

\[
\hat{G}^{R,A}_{k,0} = \frac{1}{2} \sum_{\nu=\pm} \hat{T} + \nu \cos \chi_k \mathbf{\hat{z}}_\uparrow \otimes \mathbf{\hat{1}} + \nu \sin \chi_k \mathbf{\hat{z}}_\uparrow \otimes \mathbf{\hat{\sigma}} \cdot \mathbf{n},
\]

where \( \nu = \pm 1 \) is the band index, and

\[
\epsilon_{k,\nu} = \nu \sqrt{\gamma_\uparrow^2 + \Delta^2}, \quad \cos \chi_k = \frac{\gamma_\uparrow}{\sqrt{\gamma_\uparrow^2 + \Delta^2}}, \quad \sin \chi_k = \frac{\Delta}{\sqrt{\gamma_\uparrow^2 + \Delta^2}}.
\]

With the notation given above, the gap is centered at \( \epsilon = 0 \). From now on, we consider the bottom band (\( \nu = -1 \)) and the electron energy will be negative, \( -\sqrt{(6t_0)^2 + \Delta^2} < \epsilon < -\Delta \). As a result, in the reciprocal space and within first Born approximation, the lesser, retarded and advanced self-energies read

\[
\Sigma^{<,R,A} = \int \frac{d^d \mathbf{k}}{(2\pi)^d} \hat{\mathbf{\Lambda}} \hat{G}^{<,R,A}_{\mathbf{k}} \hat{\mathbf{\Lambda}},
\]

\[
\hat{\mathbf{\Lambda}} \text{ being the Fourier transform of } \mathbf{\Lambda}(\mathbf{r}). \text{ More explicitly}
\]

\[
\Sigma^{R,A} = \frac{1}{4\tau} \left[1 - \beta \mathbf{\hat{z}}_\uparrow \otimes \mathbf{\hat{\sigma}} \cdot \mathbf{n} \right],
\]

\[
\Sigma^{<} = \frac{1}{4\pi N_{\tau}} \left[\hat{G}^{<}_{\mathbf{k}} + \frac{\epsilon}{\mathbf{\hat{T}}_2} \hat{G}^{<}_{\mathbf{k}} \right] \mathbf{\hat{T}}_2.
\]

Here, we defined the density of states \( N = \int d^d \mathbf{k}/(2\pi)^d \delta(\epsilon - \epsilon_k) \), and the momentum relaxation time \( 1/\tau = 2\pi n_i N \nu_0^2 / \epsilon_k \), where \( n_i \) is the impurity concentration, and \( \beta = \cos \chi_k \) is the onsite polarization at Fermi energy. Finally, \( \langle \hat{G}^{<}_{\mathbf{k}} \rangle = \int d^d \mathbf{k}/(2\pi)^d \hat{G}^{<}_{\mathbf{k}} \).
2.2. Quantum kinetics

Let us now derive the equation of motion of electrons flowing in the antiferromagnet. To do so, we start from Dyson equation,
\[ [\hat{G}^R]^{-1} \ast \hat{G}^< - \hat{G}^< \ast [\hat{G}^A]^{-1} = \hat{S}^< \ast \hat{G}_0^A - \hat{G}_0^R \ast \hat{S}^<, \]
(14)
where the Green’s functions \( \hat{G} = \hat{G}(\mathbf{r}, \mathbf{r}'; t, t') \) and self-energies \( \hat{S} = \hat{S}(\mathbf{r}, \mathbf{r}'; t, t') \) are defined in real space and time, and \( \ast \) is the convolution product in both space and time. We then perform a Wigner expansion in the center of mass coordinates \((\mathbf{r} + \mathbf{r'})/2, (t + t')/2\), while the short range variations \((\mathbf{r} - \mathbf{r}, t - t')\) are Fourier transformed. This method allows for the rewriting of the Dyson equation in k-space to the lowest order in spatial and temporal gradients, thereby separating the (real space-time) semiclassical dynamics from the (reciprocal space-time) quantum effects. Since this method has been described in detail in several publications [41–46], we directly provide the kinetic equation
\[ i\hbar \partial_t \hat{G}_k^< + [\hat{G}_k^>, \hat{H}_0] + i[\hat{G}_k^>, \hat{S}^>\hat{G}_k^> - \hat{S}^>\hat{G}_k^>] = \hat{S}^<_k \hat{G}_k^A - \hat{G}_k^R \hat{S}^<_k, \]
(15)
where we defined \( \hat{S}^>_{\alpha A} = \mp i\hat{\omega}_\alpha \), and the velocity operator \( \hat{v}_i = \partial_{\hat{v}_i} \hat{H}_0 \). In order to obtain sublattice-resolved coupled equations, we now expand the lesser Green’s function \( \hat{G}_k^< \) in the sublattice basis. We write
\[ \hat{G}_k^< = \frac{1}{2} (1 + \tau_i) \hat{g}_k^A + \frac{1}{2} (1 - \tau_i) \hat{g}_k^B + \tau_i \hat{g}_k^A + \tau_i \hat{g}_k^B. \]
(16)
Here, \( \hat{g}_k^A \) is a \( 2 \times 2 \) spinor in the spin basis, \( \hat{g}_k^{AB} \) are the components of the lesser Green’s function on sublattice \( A \) and \( B \), while \( \hat{g}_k^{<\alpha} \) contain the off-diagonal elements that connect the two sublattices. In [21], this connection is accounted for through a Berry curvature in the subband space. Our procedure is different as we explicitly expand the kinetic equations in the sublattice space, but the physics captured is essentially the same. Hence, by taking the trace of equation (15) over the components of \( \tau \), one obtains four coupled equations
\[ \partial_t \hat{g}_k^A - \frac{2\hbar}{\Delta} \hat{g}_k^A - i \frac{\Delta}{\hbar} [\hat{g}_k^A, \hat{\sigma} \cdot \mathbf{n}] + v_i \partial_{\hat{g}_k^A} = \frac{1}{2\tau} ((\hat{g}_k^+)^2 - \hat{g}_k^+), \]
\[ - \frac{\beta}{4\tau} ((\hat{g}_k^+)^2 - \hat{g}_k^+), \]
(17)
\[ \partial_t \hat{g}_k^B + \frac{2\hbar}{\Delta} \hat{g}_k^B + i \frac{\Delta}{\hbar} [\hat{g}_k^B, \hat{\sigma} \cdot \mathbf{n}] + v_i \partial_{\hat{g}_k^B} = \frac{1}{2\tau} ((\hat{g}_k^+)^2 - \hat{g}_k^+), \]
\[ + \frac{\beta}{4\tau} ((\hat{g}_k^+)^2 - \hat{g}_k^+), \]
(18)
\[ \partial_t \hat{g}_k^+ + \frac{1}{2\tau} \hat{g}_k^+ + \frac{\Delta}{\hbar} [\hat{g}_k^+, \hat{\sigma} \cdot \mathbf{n}] - i \frac{\gamma}{4\tau} [\hat{g}_k^+, \hat{\sigma} \cdot \mathbf{n}] = 0, \]
\[ + v_i \partial_{\hat{g}_k^+} = 0. \]
(19)
We define \( \delta_k = \delta (\epsilon - \epsilon_k) N \). The electric field \( \mathbf{E} \) can be installed by performing the substitution \( v_i \partial_i \rightarrow v_i \partial_i - e\mathbf{E} \mathbf{n} \). Equations (17)–(20) constitute the semiclassical basis on which the drift-diffusion theory is built. At this stage, one could solve these equations numerically and obtain the momentum-resolved non-equilibrium distributions \( \hat{g}_k^{AB, \alpha} \) [47]. Such a procedure allows for the proper modeling of systems with a size of the order of the mean free path \( \lambda \sim v_F \tau \) (\( v_F \) being the Fermi velocity), where semiclassical size effects take place. In the present work, we are interested in systems that are much larger than the mean free path and for which we can obtain explicit transport equations.

2.3. Drift-diffusion equations

In order to obtain analytically solvable equations, we need to get rid of the momentum dependence and perform a momentum averaging. By doing so, we assume that any spatial dependence (size of the system and density gradients) is much larger than the mean free path \( \lambda \). Hence, any effect that takes place on a scale of the order of the mean free path is disregarded [33]. This procedure reduces the semiclassical equations (17)–(20) to a set of explicit drift-diffusion equations.

We define the density matrices on sublattices \( A \) and \( B \) as \( \rho_{\alpha B} = \int \mathcal{D}\mathbf{k} (2\pi)^3 \hat{g}_k^{AB, \alpha}/2\pi N \) and the current density spinor as \( \mathbf{J}_i = \int \mathcal{D}\mathbf{k} (2\pi)^3 \mathbf{v}_i \hat{g}_k^{i, \alpha}/2\pi N \). We also define the auxiliary quantities \( \hat{\rho}_\alpha = \int \mathcal{D}\mathbf{k} (2\pi)^3 \hat{g}_k^{\alpha}/2\pi N \) and \( \hat{J}_i = \int \mathcal{D}\mathbf{k} (2\pi)^3 \mathbf{v}_i \hat{g}_k^{i}/2\pi N \). These last two quantities do not have a straightforward physical meaning and can be eliminated to derive diffusion equations involving only \( \rho_{\alpha B} \) and \( \mathbf{J}_i \). After some algebra, one obtains
\[ \left( 1 + \frac{\xi^2}{2} - \frac{\beta^2}{2} \right) \hat{J}_i + \left( \frac{\xi^2}{2} + \frac{\beta^2}{2} \right) \hat{\sigma} \cdot \mathbf{n} \mathbf{J}_i \hat{\sigma} \cdot \mathbf{n} = - D \partial_i (\hat{\rho}_A + \hat{\rho}_B), \]
(21)
\[ \partial_t \hat{\rho}_A + \frac{\Gamma}{\hbar} (\hat{\rho}_A - \hat{\rho}_B) - i \frac{\Delta}{\hbar} [\hat{\rho}_A, \hat{\sigma} \cdot \mathbf{n}] = - \frac{1}{2} \partial_i \hat{J}_i, \]
(22)
\[ \partial_t \hat{\rho}_B + \frac{\Gamma}{\hbar} (\hat{\rho}_B - \hat{\rho}_A) + i \frac{\Delta}{\hbar} [\hat{\rho}_B, \hat{\sigma} \cdot \mathbf{n}] = - \frac{1}{2} \partial_i \hat{J}_i. \]
(23)
Here \( D = 2\tau \nu_0^2/3 \) is the diffusion coefficient, \( \xi = 4\tau\Delta/\hbar \), and \( \Gamma = 4\tau\nu_0^2(1 - \beta^2) \). Finally, by recognizing that \( \hat{J}_i = j_{i, \alpha} + \hat{\mathbf{J}}^\alpha \), where \( j_{i, \alpha} \) is the charge current density and \( \mathbf{J}^\alpha \) the spin current density flowing along the direction of the unit vector \( \mathbf{e}_\alpha \), and \( \hat{\rho}_\alpha = n_\alpha + \hat{\mathbf{S}}_\alpha \), where \( n_\alpha \) and \( \mathbf{S}_\alpha \) are the charge and spin densities on sublattice \( \alpha \), we obtain
\[ \partial_t n_A + \frac{\Gamma}{\hbar} (n_A - n_B) = - \frac{1}{2} \partial_i j_{i, \alpha}. \]
(24)
\[ \partial_t n_B - \frac{\Gamma}{\hbar} (n_A - n_B) = -\frac{1}{2} \partial_j k_{j,i}, \]  
\[ \partial_t S_A + \frac{\Gamma}{\hbar} (S_A - S_B) + \frac{2\Delta}{\hbar} S_A \times n + \frac{1}{\tau_{sd}} S_A = -\frac{1}{2} \partial_j J'_i, \]  
\[ \partial_t S_B - \frac{\Gamma}{\hbar} (S_A - S_B) - \frac{2\Delta}{\hbar} S_B \times n + \frac{1}{\tau_{sd}} S_B = -\frac{1}{2} \partial_j J'_i, \]  
Equations (24)–(27) describe the diffusion of the charge and spin densities on sublattices \( A \) and \( B \), in which spin relaxation \( \sim 1/\tau_{sd} \) has been introduced by hand. The source of the charge/spin dynamics is given by the gradient of the charge and spin current, \( \partial_j k_{j,i} \) and \( \partial_j J'_i \). The charge and spin currents are defined

\[ j_{c,i} = -D^i \partial_t (n_A + n_B), \]
\[ J'_i = -D^i \partial_t [(S_A + S_B) \cdot n - D^i n \times \partial_j (S_A + S_B) \times n], \]

In other words, the charge (spin) current \( j_{c,i} \) (\( J'_i \)) is the total charge (spin) current flowing through the diatomic unit cell along the direction \( \mathbf{e}_c \). Here, \( D^i = D(1 + \xi^2) \), \( D^i = D(1 - \beta^2) \) (Notice that by definition, \( \xi > 1 \)). Most importantly, the charge/spin dynamics on the two sublattices are coupled through a term \( \sim \Gamma \). This term is proportional to the ratio between the energy broadening due to disorder (\( \sim \hbar/\tau \)) and the kinetic energy of the carriers (\( \sim 1/\tau_{sd} \)). As such, the coupling term \( \Gamma \) accounts for the time a spin carrier spends on one sublattice. One can then foresee that there is an interesting interplay between the lifetime of the carrier on a certain sublattice, \( \hbar/\Gamma \), and the spin precession time, \( \tau_{\Delta} = \hbar/2\Delta \).

This interplay arises explicitly by manipulating equations (26) and (27) in a more convenient form. In the limit of slow spin dynamics (\( \hbar/\Gamma \partial_t \ll 1 \)), we obtain

\[ \partial_t (n_A + n_B) = -\partial_j k_{j,i}, \]
\[ \partial_t (S_A + S_B) + \frac{1}{\tau_{\varphi}} n \times [S_A + S_B] \times n + \frac{1}{\tau_{sd}} (S_A + S_B) = -\partial_j J'_i, \]
\[ S_A - S_B = \frac{\tau_{\varphi}}{\tau_{\Delta}} n \times (S_A + S_B), \]

where \( \hbar/\tau_{\sigma} = 2\Gamma/\hbar + 1/\tau_{sd} \) and \( \tau_{\varphi} = \tau_{\Delta}/\tau_{\sigma} \). Equation (31) describes the diffusion of the uniform spin density \( S_A + S_B \), while equation (32) defines the staggered spin density \( S_A - S_B \). In equation (31), the third term on the left-hand side, \( \sim 1/\tau_{sd} \), relaxes the (uniform) spin density isotropically, and the second term, \( \sim 1/\tau_{\varphi} \), relaxes only the component that is transverse to the magnetic order parameter \( n \). As such, this equation suggests that an antiferromagnet behaves like a normal metal with an anisotropic spin relaxation.

From the spin transfer torque standpoint, the staggered spin density \( S_A - S_B \) is the most important quantity, as discussed in section 1. The staggered spin density arises from the precession of the uniform spin density about the local order parameter \( n \). The magnitude of the staggered spin density is governed by the ratio between the carrier lifetime on one sublattice, \( \sim \tau_{\sigma} \), and the spin precession time, \( \sim \tau_{\Delta} \). As a matter of fact, when the mobility is weak and carrier lifetime large compared to the spin precession time (\( \tau_{\sigma} \gg \tau_{\Delta} \)), the incoming spin has the time to precess about the local magnetic moment, thereby generating a staggered spin density. On the contrary, when the carrier lifetime is shorter than the spin precession time (\( \tau_{\sigma} \ll \tau_{\Delta} \)), the itinerant jump quickly from one sublattice to the other without having the time to precess significantly. Therefore, the incoming spin density is weakly affected by the precession and the staggered spin density vanishes.

Finally, we emphasize that the drift-diffusion theory developed above neglects spin–orbit coupling effects both in bulk and at interfaces. Bulk effects can be added, for instance, in the form of Rashba spin–orbit coupling in equation (5), or spin–orbit coupled disorder in equation (8). The methods to treat spin–orbit coupling properly have been developed in the context of normal metals and ferromagnets [42–44] and its formal derivation in antiferromagnets is left to a future study. Spin-orbit coupling is also very important at interfaces as it relaxes the spin current flowing through. Such effects can be modeled by adding a fictitious interfacial layer with a phenomenological spin relaxation length (see e.g. [48]). In order to avoid overcomplicating our analytical results, we choose to disregard this effect in the remainder of the paper.

### 3. Spin torque in devices based on antiferromagnets

Let us now apply the drift-diffusion theory developed in the previous section to four devices involving antiferromagnets and illustrated in figure 2: (a) a spin-valve composed of two antiferromagnets, (b) a spin-valve composed of a ferromagnetic polarizer and an antiferromagnet, (c) a bilayer composed of an antiferromagnet deposited on a heavy metal, and (d) a single antiferromagnet with spin–orbit coupling.
3.1. Antiferromagnetic/antiferromagnetic spin-valve

Such a spin-valve has been investigated numerically in several works [8, 20, 23, 28] and it is found that the current-driven spin density is dominated by a uniform out-of-plane contribution, with a smaller staggered in-plane component. In other words, using our notation, \( S_A + S_B \sim n \times p \) and \( S_A - S_B \sim n \times (p \times n) \). However, these works point out that the uniform spin density can only be non-zero if there is a source of spin polarization of some sort (external spin polarizer, spin Hall effect etc). As a result, it is simply not possible to achieve spin transfer torque in a spin-valve composed of two antiferromagnets in the diffusive limit.

In equation (31) the source of uniform spin density is given by the spin current gradient \(-\partial_i \mathbf{J}_i^p \sim \partial^2 \mathbf{n}^p_i (S_A + S_B)\). In other words, the uniform spin density in the ferromagnet, equation (33), and in the antiferromagnet, equation (34), to achieve spin transfer torque in a spin-valve composed of two antiferromagnets in the diffusive limit.

3.2. Ferromagnetic/antiferromagnetic spin-valve

Let us now consider a spin-valve composed of a ferromagnetic spin-polarizer and a ‘free’ antiferromagnet [19, 36], as depicted in figure 2(b). In this model, we consider two semi-infinite (ferro or antiferro)magnetic electrodes separated by a metallic spacer. The antiferromagnet has the usual G-type configuration discussed above, for which spin transport is governed by equations (31)–(32). To connect our drift-diffusion equations to that of the ferromagnet, equation (31).

We now simply need to connect the three layers. We make the following simplification: we assume that there is no interfacial spin relaxation between the layers (the spin current is continuous), and the spin relaxation in the spacer is much longer than the width of the spacer. We also consider that there is an interfacial resistance \( r_{int} \) between the spacer and the antiferromagnet. We then obtain the uniform spin density in the ferromagnet

\[
S_A + S_B \big|_{x<z} = \frac{P_{j_k}}{e^3 N} \frac{e^{i(x-k)\mu_0}}{D} \eta_i \left[ \eta_i \sigma_i^L + \sigma_i^R \right] \left( \eta_i \sigma_i^L + \sigma_i^R \right) \left( \eta_i \sigma_i^L + \sigma_i^R \right) \sin^2 \theta \mathbf{p} + \frac{P_{j_k}}{e^3 N} \frac{e^{i(x-k)\mu_0}}{D} \left( \eta_i \sigma_i^L + \sigma_i^R \right) \left( \eta_i \sigma_i^L + \sigma_i^R \right) \cos \theta \mathbf{p} \times (\mathbf{n} \times \mathbf{p}) + \frac{P_{j_k}}{e^3 N} \frac{e^{i(x-k)\mu_0}}{D} \left( \eta_i \sigma_i^L + \sigma_i^R \right) \left( \eta_i \sigma_i^L + \sigma_i^R \right) \cos \theta \mathbf{p} \times \mathbf{n},
\]

and in the antiferromagnet,

\[
S_A + S_B \big|_{x>z} = \frac{P_{j_k}}{e^3 N} \frac{e^{i(x-k)\mu_0}}{D} \left( \sigma_i^L + \sigma_i^R \right) \left( \sigma_i^L + \sigma_i^R \right) \cos \theta \mathbf{n} + \frac{P_{j_k}}{e^3 N} \frac{e^{i(x-k)\mu_0}}{D} \left( \eta_i \eta_i \sigma_i^L + \sigma_i^R \right) \left( \eta_i \sigma_i^L + \sigma_i^R \right) \mathbf{n} \times (\mathbf{p} \times \mathbf{n}) + \frac{P_{j_k}}{e^3 N} \frac{e^{i(x-k)\mu_0}}{D} \left( \eta_i \sigma_i^L + \sigma_i^R \right) \left( \eta_i \sigma_i^L + \sigma_i^R \right) \cos \theta \mathbf{n} \times \mathbf{p}.
\]

We defined the denominator
In the expressions above, $\theta$ is the angle between $\mathbf{n}$ and $\mathbf{p}$ (cos $\theta = \mathbf{n} \cdot \mathbf{p}$), $\lambda_{\parallel}^{L,R}$ is the relaxation length for spins longitudinal to the magnetic order parameter, $\lambda_{\perp}^{L,R}$ is the relaxation length for spins transverse to it, and $\lambda_{\perp,\parallel}^{R}$ is the spin precession length in the ferromagnet. Here $L$ stands for the ferromagnet, while $R$ stands for the antiferromagnet. We also defined the interfacial spin conductivity $\sigma_{\parallel,\perp}^{L,R} = D_{\parallel,\perp}^{L,R} e^2 N_{\parallel,\perp}^{L,R}$ (in units of $\Omega^{-1} \cdot m^{-2}$), which quantifies the ability for the spin current to enter the (ferro- or antiferro-)magnetic metal. For instance, in the antiferromagnet, since spins longitudinal and transverse to the Néel order parameter relax with different rates ($\lambda_{\parallel}^{R} > \lambda_{\perp}^{R}$), their spin conductivity is different ($\sigma_{\parallel}^{R} > \sigma_{\perp}^{R}$). Finally, we also note $\eta_{\parallel,\perp} = 1 + r_{\text{int}} \sigma_{\parallel,\perp}^{R}$, a parameter that quantifies the influence of the interfacial resistance, and $\chi_{\perp} = 1 + \eta_{\parallel,\perp} \sigma_{\perp}^{R}$, which quantifies the conductivity mismatch between the ferromagnetic and antiferromagnetic metals.

Let us now comment on the non-equilibrium uniform spin density in the antiferromagnet, equation (36). It is interesting to notice that the uniform spin density injected from the ferromagnet into the antiferromagnet is mostly in-plane ($\sim \mathbf{n} \times (\mathbf{p} \times \mathbf{n})$). Remarkably, the out-of-plane component ($\sim \mathbf{n} \times \mathbf{p}$) is proportional to $\eta_{\parallel} \sigma_{\perp}^{R} - \eta_{\perp} \sigma_{\parallel}^{R}$. In other words, the out-of-plane component of the spin density in the antiferromagnet comes from the anisotropy of the spin relaxation $\lambda_{\parallel}^{R} \neq \lambda_{\perp}^{R}$. In turn, this anisotropy induces a spin density in the ferromagnet that is transverse to the magnetization direction (second and third terms in equation (35)). This means that, in principle, due to the spin relaxation anisotropy in the antiferromagnet, a torque can be exerted from the antiferromagnet on the ferromagnet. Finally, we also note that the components of the spin density that are proportional to $\eta_{\parallel} \sigma_{\perp}^{R} - \eta_{\perp} \sigma_{\parallel}^{R}$ are also proportional to cos $\theta$, i.e. they vanish when the ferromagnetic order parameter is orthogonal to the antiferromagnetic order parameter, a feature already noticed by Haney and MacDonald [19].

Let us now address the torque exerted by the ferromagnet on the antiferromagnet. By definition, the torque arising from the staggered spin density reads

$$T = \frac{\tau_{\Delta}^{R}}{2} \int_{\Delta}^{+\infty} dx (S_{A} - S_{B}) \times \mathbf{n}$$

which yields

$$T = \frac{\tau_{\Delta}^{R}}{2} \int_{\Delta}^{+\infty} dx \mathbf{n} \times [(S_{A} + S_{B}) \times \mathbf{n}] + \frac{\tau_{\Delta}^{R}}{e} \mathbf{E} \times \mathbf{n}$$

The dynamics of the antiferromagnetic order parameter driven by an in-plane torque has been investigated by Gomonay [36, 37] and we refer the reader to these works for further details.

3.3. Antiferromagnetic bilayer

In the previous section, we showed that the spin torque arising from a ferromagnetic polarizer in a spin-valve configuration is efficient in manipulating the order parameter of an antiferromagnet, even in the diffusive limit. Yet, the fabrication of such a device remains challenging and a much simpler configuration is a magnetic bilayer that consists of an antiferromagnet deposited on top of a heavy metal [49, 50]. In the heavy metal, spin–orbit coupling is large enough to enable spin Hall effect. This configuration has been recently investigated experimentally by Reichlová et al. [18]. In the heavy metal, the uniform spin density fulfills the following transport equations [47, 51]

$$J_{s}^{s} = -D \nabla(S_{A} + S_{B}) + \alpha_{H} \mathbf{D} \epsilon_{1} \times \nabla(n_{A} + n_{B})$$

$$(38)$$

where the second term in equation (41) stands for the spin Hall effect induced by the charge gradient (or equivalently, an electric field). In the configuration depicted on figure 2(c), we consider that the electric field is applied along $x$, i.e. $\nabla(n_{A} + n_{B}) = -NeE_{x}$, while the normal to the interface is along $z$. The heavy metal has a thickness $d$, while the antiferromagnet is much thicker than its spin relaxation length. We also consider that there is an interfacial resistivity $\rho_{\text{int}}$ between the two layers, at $z = 0$. As already mentioned, one can introduce interfacial spin-flip by adding a fictitious interfacial layer [48], but this makes our analytical results significantly more complicated. We assume that there is no spin current flowing through the outer boundary of the heavy metal ($\mathbf{J}_{s}^{s} |_{z=-d} = 0$). Therefore, one simply needs to connect the spin current and densities at the interface between the antiferromagnet and the heavy metal, and we obtain

$$T = \frac{\tau_{\Delta}^{R}}{2} \int_{\Delta}^{+\infty} dx \mathbf{n} \times [(S_{A} + S_{B}) \times \mathbf{n}] + \frac{\tau_{\Delta}^{R}}{e} \mathbf{E} \times \mathbf{n}$$

(39)
Life time

ny n

Tn pn

in contrast to the spin-valve case studied above. The resulting dusting the surface with heavy metal impurities for instance) can be broken by imposing strong spin-flip at one interface (by conditions at (47)

metric, otherwise no effective torque survives after averaging on the system, one has to make the boundary conditions asym-
cients for simplicity. To ensure that an effective torque applies where we neglected the anisotropy of the diffusion coeffi-
cients for potential applications. Several issues remain to be solved though [12, 13]. The electrical detection of the Néel order dynamics is probably the most significant challenge, although recent breakthroughs exploiting anisotropic magnetoresistance are encouraging [16]. A second problem is the quality of the interface between antiferromagnets and normal metals and in particular the nature of the antiferromagnetic spin texture at this interface [3]. Finally, the present work is limited to the archetypal collinear metallic antiferromagnets whereas the most common metallic antiferromagnets, such as IrMn, possess a non-collinear antiferromagnetic texture. Extending the present model to such non-collinear antiferromagnets and understanding their current-induced dynamics remain to be explored carefully.

4. Conclusion

We have developed a drift-diffusion theory of spin transport in collinear bipartite metallic antiferromagnets. Using equations (28)–(32), we derived an expression of the spin transfer torque exerted on the antiferromagnetic free layer in three experimentally-relevant configurations: (i) a spin-valve composed of a ferromagnet and an antiferromagnet, (ii) a metallic bilayer consisting in an antiferromagnet adjacent to a heavy metal possessing spin Hall effect, and in (iii) a single anti-
ferromagnet possessing spin Hall effect. We show that in all three cases, the uniform torque arising from the staggered spin density that lies in the (n, p) plane, ∼n × (p × n).

This work shows that spin transfer torque in spin devices involving antiferromagnets survives in the diffusive regime, which is quite promising for potential applications.
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