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1. Introduction

Wireless Capsule Endoscopy (WCE) is a tool designed to allow for inner-visualization of entire gastrointestinal tract. It was developed in the mid-1990s and published in 2000 [1]. The invention is based on a swallowable capsule, equipped with a light source, camera, lens, radio transmitter and battery, that is propelled by the peristalsis along all GastroIntestinal (GI) tract, allowing the full visualization of it from inside without pain and sedation.

This technology was positively accepted by the gastroenterology community, because it allows minimally invasive inspections, even of those parts of the intestine that are not accessible by classical means. Nowadays, despite the inability to control the motion and position of the capsule in the GI tract, this device is considered the gold standard technique for the diagnosis of bleeding [2, 3], and it is becoming very popular investigation tool for possible future diagnosis of particular diseases such as tumors [4, 5], chronic abdominal pain [6] and motility disorders [7].

The main drawbacks of WCE-based diagnosis are the length of its videos and the complexity of the images. A normal small intestine video can represent up to 8 hours of recording. This means that a single video can contain up to 57,600 images, if 2 frames-per-second capsule is used (this number can become even larger with higher frame-rate capsules). All
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these frames are presented with highly variable camera orientation and perspective, since the device moves freely inside the GI tract. Moreover, sometimes the scene can be fully, or partially, hindered by the intestinal content such as bilis or food in digestion. Figure 1 allows to fully appreciate the complexity of the endoluminal scene. This scene complexity together with the length of a single WCE study make the proper video analysis, by the physicians, a hard and tedious task. A recent study presented in the American Journal of Gastroenterology [8] showed that the performance achieved by the visual analysis of physicians is far from perfect. The detection rates of angioectasias, ulcers/erosions, polyps, and blood were 69%, 38%, 46%, and 17%, respectively. Besides, the time needed for the analysis can range from 45 minutes to several hours, depending on the expertise of the physician.

In order to help physicians with the diagnosis, several WCE-based CAD systems have been presented in the last years. Extensive reviews of these CAD systems can be found in [9, 10, 11]. Generally, these systems are designed either for efficient video visualization [12, 13, 14, 15] or to automatically detect different intestinal abnormalities such as bleeding [16, 17], polyp [18, 19], tumor [4], ulcer detection [20], motility disorders [21, 22] and other general pathologies [23, 24, 7, 25]. For the detailed description of the WCE-based CAD systems, please refer to Section II of this paper.
Reviewing the state-of-the-art in WCE for intestinal event or pathology detectors, one observation can be made: each method uses a different, specially hand-crafted image representation (e.g. intestinal content or bleeding classifiers are based on color analysis, wrinkle-like frames detectors use structure analysis and polyps characterization is based on structure and texture analysis). This hand-crafting process implies that each time a new event of physiological interest appears, the method for quantification of these phenomena has to be designed from scratch by an expert and therefore, the process is very time consuming.

Lately, a technology for generic feature learning in computer vision tasks, called Convolutional Neural Network (CNN), appeared and has been shown to obtain very good results in image classification tasks [26, 27, 28]. The CNN uses a hierarchy of computational layers in order to learn a mapping from an input (image) to an output (class). The main advantage of CNN is the fact that it permits to classify a variety of classes using a single model without the need for feature hand-crafting. However, in order to learn a good model, a relatively large number of labeled images is needed.

In this paper, we present a CAD system with a generic feature-learning approach for WCE endoscopy that merges CNN technology with WCE data. In order to be able to train the network, we build a large data set of 120k labeled WCE images (for details, see Section III). Our hypothesis is that a single, well trained deep network would be generic enough to classify a variety of events present in WCE recording. Therefore, the contributions of the paper can be summarized in the following points:

- We adapt the architecture of CNN to the problem of endoluminal image classification. Our architecture uses as an input not only color information (RGB channels), but also priors in a form of higher-order image information (Section IV).

- We show that this generic system outperforms well-known computer vision descriptors (e. g. SIFT, GIST, color histogram) and establishes new state-of-the-art in intestinal event detection (Section V).

- Finally, we analyse and illustrate the impact of the data set size on the system performance (Section V).
2. Automatic detection of GI events in WCE

From computational point of view, most of the recent developments in WCE have been devoted to the design of algorithms to automatically detect different GI events or pathologies. Table 1 presents a review of applications of WCE such as bleeding [29, 30, 17, 31], informative frames detection (visibility) [32, 33, 34, 35, 36], motility [22, 21, 37], ulcers [38, 31], polyps [18, 19, 39, 36], celiac disease [20] and Crohn’s disease [24] during the last 3 years.

Most of these CAD systems are built with the common three-stage design: 1) database creation, 2) image representation that is usually defined manually, and 3) classifier. The goal of the CAD system is to predict the presence or absence of certain GI event in new WCE images. In the first step of the system design process, researchers need to build a representative database of labeled images of the problem they want to solve. From the machine learning perspective, the size of the database depends on the problem complexity. However, in medical imaging the databases are typically limited by the high costs of image labeling and data acquisition. The next step of the architecture is the design of the WCE image representation. This step relies on researcher’s expertise and intuition in the data and computer vision tools. Finally, the last step of the CAD system is usually the decision making by means of a classifier.

In the remaining part of this section, we review a variety of image representations defined for WCE data, including color, shape and texture features.

| Paper          | Year | Applications | Feature     |
|----------------|------|--------------|-------------|
| Eid et al.     | 2013 | ✔            | Texture     |
| Figueredo et al| 2013 | ✔            | Color       |
| Sanju et al.   | 2014 | ✔            | Color       |
| Fu et al.      | 2014 | ✔            | Color       |
| Yeh et al.     | 2014 | ✔ ✔          | Color       |
| Segui et al.   | 2012 | ✔ ✔          | Color, Texture |
| Sun et al.     | 2013 | ✔ ✔          | Color, Texture |
| Maghedi et al. | 2014 | ✔ ✔          | Color, Shape and Texture |
| Sevagna et al. | 2014 | ✔ ✔          | Shape       |
| Segui et al.   | 2014 | ✔ ✔          | Shape       |
| Malagelada et al.| 2015 | ✔ ✔          | Color, Shape and Texture |
| Drozdal et al. | 2015 | ✔ ✔          | Color, Shape |
| Mamnchev et al.| 2013 | ✔ ✔          | Shape and Texture |
| Yuan et al.    | 2013 | ✔ ✔          | Color, Shape and Texture |
| Silvia et al.  | 2014 | ✔ ✔          | Shape and Texture |
| Nawaratana et al.| 2014 | ✔ ✔          | Texture     |
| Kumar et al.   | 2012 | ✔ ✔ ✔        | Color, Shape and Texture |
| Ciaccio et al. | 2013 | ✔ ✔ ✔        | Texture     |
| Zhao et al.    | 2015 | ✔ ✔ ✔        | Color, Shape and Texture |

Table 1: Overview of CAD systems.
Color Features. Color is a very useful feature to detect certain kind of pathologies or GI events, such as bleeding, turbid or bubbles. Figuereido et al. in [29] use the second component of CIE Lab colour space together with segmentation and enhancement techniques in order to detect bleeding images. Sanju et al. [30] present a method to detect bleeding regions by using statistical features such as mean, standard deviation, entropy, skewness and energy, all derived from the RGB histogram that represents the color probability distribution of the images. Yu et al. in [17] group pixels through superpixel segmentation and classify them as bleeding using the red ratio in RGB space. Yeh et al. in [31] use the coherence color vector in RGB and HSV color spaces to define the bleeding regions. Segui et al. in [32] learn a color quantization that is suited for WCE videos and use it in a 64 bin color histogram to discriminate the frames with intestinal content.

Shape Features. Shape is the most popular feature for the detections of specific events such as polyps and wrinkles. Segui et al. in [22] define a centrality descriptor based on Hessian matrix and graph structures. The method finds the star-shape pattern presented in wrinkle frames. Both works in [18] and [39] first segment the images and then extract geometric information from polyp candidate areas. Kumar et al. in [24] use the MPEG-7 edge histogram descriptor for Crohn’s characterization.

Texture Features. Texture features are used for the detection of several pathologies such as Crohn’s, Celiac, Ulcers, Polyps and Tumors as well as the detection of bubbles. Local Binary Patterns (LBP) are used by Nawarathna et al. in [40] to detect several abnormalities such as erythema, polyps or ulcers. Eid et al. [38] introduce the multi-resolution discrete curvelet transform [41] to detect ulcer images. Ciaccio et al. [20] use average and standard deviation in gray-scale level of several small sub-windows of the images to characterize Celiac disease. MPEG-7 texture descriptor is used by Kumar et al. in [24] for the characterization of Crohn’s disease and by Zhao et al. in [36] to characterize intestinal content as well as different lesions as for instance polyps.
3. Frame-based motility events

The analysis of visual information in WCE images allows to detect different small intestine diseases: bleeding, Crohn’s disease, motility, polyps, etc. Due to the difficulty of getting a large amount of WCE frames with intestinal diseases, we narrowed the problem of WCE frame classification to motility events classification in the small intestine. We defined a set of motility interesting events that can be observed in a single WCE frame [21]:

- **Turbid** (Figure 2a): Turbid frames represent food in digestion. These frames usually present a wide range of green-like colors with a homogeneous texture.

- **Bubbles** (Figure 2b): The presence of bubbles is related to agents that reduce surface tension, analogous to a detergent. These frames are usually characterized by the presence of many circular blobs that can be white, yellow or green.

- **Clear Blob** (Figure 2c): These frames display an open intestinal lumen that is usually visible as a variable-size dark blob surrounded by orange-like intestinal wall.

- **Wrinkles** (Figure 2d): These frames are characterized by a star-shape pattern produced by the pressure exert by the nerve system and are often present in the central frames of intestinal contractions.

- **Wall** (Figure 2e): These images display the orange-like intestinal wall (frames without the presence of the lumen).

- **Undefined** (Figure 2f): These frames correspond to visually undefined clinical events.

As a result, our data set of WCE images consists of frames from 50 WCE recordings of small intestine in healthy subjects obtained using the PillCam SB2 (Given Imaging, Ltd., Yoqneam, Israel). During the labeling process, the frames from all 50 videos were randomized and showed to an expert who labeled all of them (until reaching a minimal number of labeled images, namely 20,000, per each class).

In order to fully appreciate the complexity and ambiguity of the data set, the reader is invited to review the images displayed in Figure 3. For instance, Figures 3a and 3b are
Figure 2: Eight exemplary images for each of the category in the database.

Figure 3: Which is the correct label? This figure shows some images that do not have a clear label.

labeled as *clear blob*, although, they could also be labeled as *turbid*, since the whole lumen is fully covered by turbid. Figure 3d is labeled as *turbid*, nonetheless, the bubbles are also present. Figure 3e is labeled as *turbid*, yet a clear wrinkle pattern is visible. Finally, Figure 3f is labeled as *clear blob*, although it could be considered as *wrinkle*, since the characteristic wrinkle structure is well displayed.

4. Feature Learning using Convolution Neural Networks

Modern Neural Network architectures date from the beginning of 80s [42]. However, it is not until the very recent years when their use in the computer vision field has fully emerged.
Their success has been possible, because of some recent advances related to the training methods of large Convolutional Neural Networks (CNNs) [26] as well as to the availability of very large training datasets. CNNs are a variation of the classical Multilayer Perceptron (MLP), which are inspired by biological models. CNN architecture, compared to the MLP, has a much fewer number of connections and parameters by using prior knowledge, such as using weight sharing among local regions of the image.

4.1. CNN Architecture

CNNs are defined as a stack of layers with different properties. The lower layers are composed of alternating convolution, normalization and pooling layers, and the upper layers are fully-connected and correspond to traditional neural networks.

4.1.1. Convolutional layers

The input to the first convolutional layer is a $H \times W \times C$ image, where $H$ and $W$ are respectively the height and the width of the image and $C$ is the number of channels, e.g. an RGB image has $C = 3$. The input is processed by a set of $k$ convolution filters of size $m \times n \times C$, with $m < H$ and $n < W$ to obtain $k$ features maps of size $H - m + 1 \times W - n + 1$. At last, an additive bias and a nonlinearity, sigmoidal or ReLU (Recurrent Linear Unit), are applied to the feature maps in order to get the final output.

After the first convolutional layer we can stack a number of convolutional layers. Each one of these layers process the feature map produced by the previous layer and produce as output another feature map.

4.1.2. Normalization layers

A normalization layer performs a kind of *lateral inhibition* by normalizing over local input regions of the feature maps. Each input value $x$ is divided by $(1 + (1/n) \sum_i x_i^2)$, where $n$ is the size of each local region, and the sum is taken over all inputs values located in a region centered at $x$.

4.1.3. Pooling layers

After each convolutional or normalization layer there may be a pooling layer. The pooling layer role is to subsample the features maps, pooling over $p \times p$ contiguous regions, to produce
a smaller version of each feature map. There are several ways to do this pooling, such as taking the average, the maximum, or a learned linear combination of the elements of the feature map in the block. Our pooling layers will always be max-pooling layers; that is, they take the maximum of the block they are pooling.

4.1.4. Fully-connected layers

A fully-connected layer takes all available inputs from the previous layer (be it fully connected, pooling, or convolutional) and connects them to a defined number of outputs through a weight per connection plus a bias. This kind of layer builds a representation where the concept of spatial location makes no sense anymore.

4.1.5. Classification layer

The last layer of a deep network is a fully-connected layer with an output that represents the classification problem. In our case, a one-of-many classification task, the chosen output is a probability distribution over classes. To this end, we have used a multinomial logistic loss for training the net, passing real-valued predictions through a softmax to get a probability distribution over classes.

4.2. Our network architecture

We have considered one basic architecture plus two variations, all of them 5-layer deep. The variations are introduced in order to test the influence of additional information (priors) on system performance. All these architectures consider the most basic image features: the 3 channels representing the RGB image. The two variations consider additional information: a channel \( L \) representing the Laplacian of the image brightness \( I \), and a channel \( H \) representing the Hessian of the image brightness \( I \). The consideration of priors in a form of \( L \) and \( H \) is based on the observation that these features showed very good results, when detecting several kinds of WCE frame events \[22, 32]\.

More formally, \( L \) can be easily computed from image derivatives:

\[
L(x, y) = \frac{\partial^2 I}{\partial x^2} + \frac{\partial^2 I}{\partial y^2}
\]
$H$ can be derived from the Hessian matrix of every pixel of the image. The Hessian Matrix (HM) is a matrix derived from the second derivatives of the image that summarizes the predominant directions of the local curvatures and their magnitudes in a neighborhood of a pixel:

$$HM(x, y) = \begin{pmatrix}
\frac{\partial^2 I}{\partial x^2} & \frac{\partial^2 I}{\partial x \partial y} \\
\frac{\partial^2 I}{\partial x \partial y} & \frac{\partial^2 I}{\partial y^2}
\end{pmatrix}$$

Let $\lambda_1$ be the largest eigenvalue by absolute value, $|\lambda_1| > |\lambda_2|$. $|\lambda_1|$ shows the strength of the local image curvature, a concept that can be used to represent foldings of the intestinal wall. To build $H$, we consider for every pixel the map represented by $max(0, \lambda_1)$.

Our basic network input is a $100 \times 100$ pixel RGB image. The lower part of the network is composed of three convolutional layers, along with their corresponding normalization and pooling layers, with $25 \times 25$, $5 \times 5$ and $3 \times 3$ convolution filters respectively. The dimension of their feature map output is 64 in all cases. The higher part of the network is composed of two fully connected layer of 512 neurons. The output layer is a 6 neuron fully connected layer where each neuron represents a different class.

The first variation of our basic architecture is a three-stream network (as shown in Table 2). The input of the streams are: a $100 \times 100$ pixel RGB image in the first case, a $100 \times 100$ pixel $L$ image for the second case and a $100 \times 100$ pixel $H$ image in the third case. Each stream is composed of three convolutional layers, along with their corresponding normalization and pooling layers. At the end of each stream, the feature maps produced by the last convolutional layers are concatenated. This combination constitutes the input of the fully connected layers.

This architecture can be seen as a late-fusion scheme for combining color, Hessian and Laplacian features, hence supposing that these features can be considered independent. In this case, the optimal classifier can be built by combining the independently computed feature maps of these three features.

The second variation we have considered is an early-fusion scheme (see Table 3). In this case, there is only a stream that takes as input a 5-band image composed by concatenating
Figure 4: The late-fusion architecture is composed of three image streams: The RGB stream, the Hessian stream and the Laplacian stream. Each stream is processed by three convolutional layers with max-pooling and normalization steps. Numbers below arrows show the dimension of the feature maps at every step. Numbers below convolutional layers show the spatial dimensions of their filters. The final steps are three fully connected layers of 512, 512 and 6 neurons, respectively.

the RGB image, the Hessian and the Laplacian bands. The architecture of this network is the same as the basic network with one exception: the first convolutional layer process a 5-dimensional image instead of a 3-dimensional image.

The number of filters at the convolutional part of the networks have been defined in order to get a comparable representation of the image in terms of parameters. That is, the number of weights that are computed when training all three networks is in the same magnitude order.

Finally, we experiment with VGG-stile architecture [28]. We build a network with smaller convolutional kernels and with more layers. The architecture is shown in Table 4.

4.3. CNN Training

Original PillCam SB2 images have the resolution of $256 \times 256$ pixels. First, we resize all images to $128 \times 128$ pixels then we crop a central $100 \times 100$ part of the image and, finally, we pre-calculate Laplacians and Hessians. The CNN is trained with the open source Convolutional Architecture for Fast Feature Embedding (CAFFE) environment, presented in [43]. The parameters are initialized with Gaussians (std=1). In order to optimize the network, we use Stochastic Gradient Descent policy with batch size of 128. We start with
the learning rate of 0.1 and decrease it every 100k iterations by a factor of 10. The algorithm is stopped after 400k iterations. The system is installed on an Intel Xeon Processor E5-2603 with 64GB RAM and a Nvidia Tesla K40 GPU. The network training, for every of the proposed network variation, takes approximately 1 day.

Table 2: Late-fusion scheme. Architecture description and the number of parameters.

| Layer     | Size         | # Parameters     |
|-----------|--------------|------------------|
| INPUTrgb  | [100x100x3]  |                  |
| INPUTh    | [100x100x1]  |                  |
| INPUTl    | [100x100x1]  |                  |
| RGB CONV25-32 | [100x100x32]  | (25*25*3)*32 = 60,000 |
| RGB POOL2-32 | [25x25x32]    | (5*5*32)*32 = 25,600 |
| RGB CONV5-32 | [25x25x32]    | (5*5*32)*32 = 25,600 |
| RGB POOL2-32 | [13x13x32]    |                  |
| RGB CONV3-32 | [13x13x32]    | (3*3*32)*32 = 9,216 |
| RGB POOL2-32 | [7x7x32]      |                  |
| H CONV25-32 | [100x100x16]  | (25*25*1)*16 = 10,000 |
| H POOL2-32 | [25x25x16]    | (5*5*16)*16 = 6,400 |
| H CONV5-32 | [25x25x16]    | (5*5*16)*16 = 6,400 |
| H POOL2-32 | [13x13x16]    |                  |
| H CONV3-32 | [13x13x16]    | (3*3*16)*16 = 2,304 |
| H POOL2-32 | [7x7x16]      |                  |
| L CONV25-32 | [100x100x16]  | (25*25*1)*16 = 10,000 |
| L POOL2-32 | [25x25x16]    | (5*5*16)*16 = 6,400 |
| L CONV5-32 | [25x25x16]    | (5*5*16)*16 = 6,400 |
| L POOL2-32 | [13x13x16]    |                  |
| L CONV3-32 | [13x13x16]    | (3*3*16)*16 = 2,304 |
| L POOL2-32 | [7x7x16]      |                  |
| CONCAT     | [7x7x64]     |                  |
| FC         | [1x1x512]     |                  |
| FC         | [1x1x512]     | 512*512 = 262,144 |
| FC         | [1x1x6]       | 512*6 = 3,072   |

Total Number of Parameters: 2M

Table 3: Early-fusion scheme. Architecture description and the number of parameters.

| Layer     | Size         | # Parameters     |
|-----------|--------------|------------------|
| INPUTrgbHL| [100x100x5]  |                  |
| CONV25-64 | [100x100x64] | (25*25*5)*64 = 200,000 |
| POOL2-64  | [25x25x64]   |                  |
| CONV5-64  | [25x25x64]   | (5*5*64)*64 = 102,400 |
| POOL2-64  | [13x13x64]   |                  |
| CONV3-64  | [13x13x64]   | (3*3*64)*64 = 36,864 |
| POOL2-64  | [7x7x64]     |                  |
| FC         | [1x1x512]    | 7*7*64*512 = 1,605,632 |
| FC         | [1x1x512]    | 512*512 = 262,144 |
| FC         | [1x1x6]      | 512*6 = 3,072   |

Total Number of Parameters: 2.2M
Layer | Size | # Parameters
--- | --- | ---
INPUT [100x100x5] | | 720
CONV3-16 [100x100x16] | | 2,304
POOL2: [50x50x32] | | 9,216
CONV3-32 [50x50x32] | | 4,608
CONV3-32 [50x50x32] | | 4,608
POOL2: [25x25x32] | | 9,216
CONV3-64 [25x25x64] | | 18,432
CONV3-64 [25x25x64] | | 36,864
POOL2: [13x13x64] | | 36,864
CONV3-128 [13x13x128] | | 73,728
CONV3-128 [13x13x128] | | 147,456
POOL2: [7x7x128] | | 147,456
FC: [1x1x512] | | 3,211,264
FC: [1x1x512] | | 262,144
FC: [1x1x6] | | 3,072
Total Number of Parameters: 3.7M

Table 4: VGG-style scheme. Architecture description and the number of parameters.

5. Experimental Results

In this section, we present the experimental results of the proposed system. First, the database is split into two different sets: training and test set with 100k and 20k of the samples (randomly sampled in a stratified way) from the full database, correspondingly. Second, we evaluate the system quantitatively comparing its performance to the state of the art image descriptors. Finally, in order to provide additional understanding of the proposed system, a qualitative analysis is performed.

5.1. Quantitative results

Classical image representations (such as GIST, SIFT or COLOR) followed by a Linear Support Vector Machine classifier (available in the sklearn toolbox) are used to establish a baseline in our problem. In particular, we use the following image representations:

- **GIST [45]:** This is a low dimensional representation of the image based on a set of perceptual dimensions (naturalness, openness, roughness, expansion, ruggedness) that represent the dominant spatial structure of a scene. These dimensions may be reliably estimated using spectral and coarsely localized information.

- **COLOR:** Each image is described with 128 color words that are learnt with $k$-means clustering. The training set is a large random sample of $(r, g, b)$ values from WCE videos.
• SIFT \[46\]: Each image is described with 128 SIFT words that are learnt with \(k\)-means clustering. The training set is a large random sample of image frames from WCE videos.

• SIFT+COLOR: A concatenation of SIFT and COLOR descriptor is used.

• GIST+SIFT+COLOR: A concatenation of all above features.

In the experiments, we use the following notations for different CNN modalities (for details, see Section IV): \(CNN_{RGB}\) refers to our basic network, with a RGB image as input; \(CNN_{lRGBHL}\) refers to the late-fusion network, \(CNN_{eRGBHL}\) to the early-fusion network and \(CNN_{vggRGBHL}\) is a VGG-stile network.

The first experiment is designed to compare the classification results we can obtain with different image features: GIST, SIFT, COLOR and CNN. As it can be seen in Table 5, the best results are obtained with the \(CNN_{RGB}\) system with a mean accuracy of 96%. It is worth noticing that \(CNN_{RGB}\) outperforms classical image representations in all categories, with the best performance for \textit{wall} class (99.0%) and the worst performance for \textit{turbid} class (92.2%). Then, when comparing SIFT, GIST and COLOR, we can observe that GIST descriptor achieves the best results with a mean accuracy of 78.0%. Not surprisingly, GIST descriptor performs well for \textit{wall}, \textit{wrinkles} and \textit{bubbles}, while COLOR descriptor achieves good results only for the \textit{wall} class. The second best result for our database is obtained by concatenating all classical image representations (GIST with SIFT and COLOR).

| Feature Combination | Wall | Wrinkles | Bubbles | Turbid | Clear Blob | Undefined | Mean |
|---------------------|------|----------|---------|--------|------------|-----------|------|
| GIST                | 89.9 | 88.2     | 95.9    | 65.1   | 58.4       | 58.4      | 80.0 |
| SIFT                | 49.1 | 67.0     | 92.2    | 41.1   | 31.25      | 21.25     | 50.3 |
| COLOR               | 92.2 | 36.9     | 82.5    | 50.2   | 80.9       | 61.0      | 64.4 |
| SIFT+COLOR          | 95.2 | 75.7     | 91.2    | 58.6   | 77.7       | 40.1      | 71.5 |
| GIST+SIFT+COLOR     | 90.7 | 82.2     | 91.2    | 80.2   | 77.4       | 74.7      | 82.8 |
| LinearSVM (CNN feat)| 94.3 | 98.98    | 95.65   | 84.88  | 91.16      | 94.73     | 90.2 |

Table 5: Comparison of accuracy obtained for frame classification in WCE data. The numbers represent percentages.

In order to understand better the results for the most difficult class, the \textit{turbid} class, the confusion matrix for \(CNN_{RGB}\) is presented in Table 6. Not surprisingly, the turbid
class is miss-classified from time to time as bubble class (5.9%), but even an expert can have difficulty in distinguishing turbid from bubbles in some images. Another interesting case is the undefined class, which is miss-classified for clear blob 3% of the time and for wall 1% of the time.

In the second experiment, we evaluate the impact the number of images in the training set has on the system performance. In order to do so, we randomly subsample each class in the training set. As a result, we obtain three training sets of 1k, 10k and 100k examples.

Moreover, we perform experiments to see if providing additional information to our system improves its performance. In particular, we measure the accuracy gain of the system by adding Laplacian and Hessian information to the network input (as described in Section IV). The results of the experiments are displayed in Table 7. As it can be seen, the CNN_{RGBHL} is the winner architecture when a relatively small amount of images is used for training (1k).

Increasing the number of samples in the training set has a positive effect on the system performance for all architectures, which reaches the accuracy of 93% for 10k and 96% for 100k images. Finally, we can observe that adding additional information as an input to the network has a positive impact on the system performance only for small training sets, where we observe an accuracy improvement of 2.6% for CNN_{RGBHL} (w.r.t. CNN_{RGB}). This is not surprising, since using additional information can be seen as a prior, which is especially important, when the data set is small. As we increase the size of the training set, the prior has lower impact on the final system performance. From the results, we obtained, it is difficult to determine which merging scheme is better. However, it looks like the late-fusion has slightly better performance (0.4% accuracy increase w.r.t early-fusion for 1k training set). Finally, we evaluate VGG-like architecture on WCE data CNN_{RGBHL}. We observe
that $\text{CNN}^{\text{RGB}}_{\text{RGBHL}}$ has similar results to $\text{CNN}^{l}_{\text{RGBHL}}$ and to $\text{CNN}^{r}_{\text{RGBHL}}$.

|   | $\text{N}=1k$ | $\text{N}=10k$ | $\text{N}=100k$ |
|---|---|---|---|
| $\text{CNN}_{\text{RGB}}$ | 83.78 | 92.93 | 96.01 |
| $\text{CNN}^{l}_{\text{RGBHL}}$ | 85.97 | 93.19 | 96.12 |
| $\text{CNN}^{r}_{\text{RGBHL}}$ | 86.35 | 92.90 | 96.19 |
| $\text{CNN}^{p}_{\text{RGBHL}}$ | 86.62 | 92.80 | 96.22 |

Table 7: Introducing additional information. The numbers represent classification accuracy in percentages.

5.2. Qualitative results

In this section, a qualitative analysis of the results is performed. First, the filters learned by $\text{CNN}_{\text{RGB}}$ and $\text{CNN}^{l}_{\text{RGBHL}}$ networks are displayed. Second, a visual evaluation of the learned representation is done. Finally, we show where our system fails.

In order to understand better the differences between $\text{CNN}_{\text{RGB}}$ and $\text{CNN}^{l}_{\text{RGBHL}}$ architectures, we analyse the filters form the network’s first layer. The learnt filters (for the training set of 100k examples) are displayed in Figure 5. Figure 5a shows filters form $\text{CNN}_{\text{RGB}}$, while Figures 5b, 5c and 5d show the resulting kernels from $\text{CNN}^{l}_{\text{RGBHL}}$. Note that in both cases, the number of parameters distributed along the filters is constant. As it can be seen, filters from Figure 5a combine both color information and texture. However, if we add additional streams to the network, the system uses RGB channels to learn color information, and Laplacian and Hessian streams to learn the structure and the texture present in the WCE images.

In the next experiment, we visualize the last fully connected layer for all images in the training set for $\text{CNN}_{\text{RGB}}$ network learnt with 100k images. In order to project the 512 dimensional vector to 2 dimensions, we use the t-SNE algorithm [47]. The results are presented in Figure 6. The colors of the points indicate the class assigned by an expert. Two interesting observations can be made: 1) there are two types of turbid frames (marked with green color in the figure), turbid can either be smooth with small amount of texture or be mixed with bubble like structures (e.g. images in the first row of Figure 6); 2) the images that are at intersection of two classes tend to present characteristics of both classes
Figure 5: Visualization of the learnt filters: (a) 64 filters from $CNN_{RGB}$, (b) 32 color filters from $CNN_{RGBHL}$, (c) 16 Laplacian filters from $CNN_{RGBHL}$, (d) 16 Hessian filters from $CNN_{RGBHL}$. All filters are $25 \times 25$ pixels. The figure is best seen in color.

(borderline cases, e.g. see left bottom image in Figure 6 that present clear blob in the foreground with turbid content in the background of the lumen).

Figure 6: Visualization of the class distribution using t-SNE, the corresponding images are shown for some points. Figure is best seen in color.

Finally, some failures of the system (100k training set, $CNN_{RGB}$) are presented in Figure 7. Each row shows 10 images from one class that are miss-classified by the system. This Figure 7 complements Figure 6 and provides additional information about the system’s errors. For example, in many cases the frontier between intestinal content and bubbles is not clear (see third and fourth row of Figure 7), or, while looking at fifth row, it can be seen that some clear blobs have wrinkle-like structure.
6. Conclusions

In this paper, we have presented a generic feature descriptor for the classification of WCE images that achieves very good results 96% of accuracy beating the second best method by almost 14%. In order to build our system, several steps needed to be done. First, a large data set of labeled images was built; second, we designed a CNN-like architecture using as an input only color images or color images with some additional information; finally, we performed an exhaustive validation of the proposed method.

From the results presented in Section V, several interesting observations can be made regarding the nature of CNN-like models. First, that generic feature learning works remarkably well for WCE data; even for relatively small number of training images it outperforms classical image representation techniques. Moreover, the more data we have the better results can be obtained. In our problem, with 100k training images we reached outstanding accuracy of 96%. Second, we investigated the impact of priors on the system accuracy. In our system, we added priors in a form of Hessian or Laplacian image description and we observed that this additional information is especially helpful with small amount of data, for the training set with 1k examples an accuracy improvement of 2.6% was recorded. While increasing the size of the training set, the impact of priors decreases. Therefore, one way
of applying CNN-like models to small data sets (like in medical imaging community) is to
design proper priors which could be added directly to a CNN-like model. Finally, it is worth
remarking that creating a good quality labeling of large amount of medical data is still a
very laborious and expensive task.

As for future work, it might be interesting to build a generic system (not limited to
intestinal motility analysis) that would encapsulate all currently used WCE clinical applica-
tions. In order to do so, large collections of frames for each application should be collected
and labeled. Moreover, we would like to evaluate how well the proposed method behaves
when it is integrated with a system for abnormal motility characterization.

Acknowledgements

This work was supported in part by a research grant from Given Imaging Ltd., Yoqneam
Israel, as well as by Spanish MINECO/EU Grant TIN2012-38187-C03 and SGR 1219. MD
has received funding from the People Programme of the EUs 7th Framework Programme
under REA grant agreement no. 607652 (ITN NeuroGut). We gratefully acknowledge
the support of NVIDIA Corporation with the donation of a Tesla K40 GPU used for this
research.

References

[1] G. Iddan, G. Meron, A. Glukhovsky, P. Swain, Wireless capsule endoscopy, Nature 405 (6785) (2000)
417–417.
[2] R. Eliakim, Wireless capsule video endoscopy: three years of experience, World journal of Gastroen-
terology 10 (9) (2004) 1238–1239.
[3] B. F. Mustafa, M. Samaan, L. Langmead, M. Khasraw, Small bowel video capsule endoscopy: an
overview.
[4] G. M. Cobrin, R. H. Pittman, B. S. Lewis, Increased diagnostic yield of small bowel tumors with capsule
endoscopy, Cancer 107 (1) (2006) 22–27.
[5] R. Urgesi, M. Riccioni, A. Bizzotto, R. Cianci, C. Spada, G. Pelecca, R. Ricci, R. Ricci, G. Costamagna,
Increased diagnostic yield of small bowel tumors with pillcam: the role of capsule endoscopy in the
diagnosis and treatment of gastrointestinal stromal tumors (gists). italian single-center experience,
Tumori 98 (3) (2012) 357363.
[6] L. Yang, Y. Chen, B. Zhang, C. Chen, M. Yue, J. Du, C. Yu, Y. Li, Increased diagnostic yield of
capsule endoscopy in patients with chronic abdominal pain, PLoS ONE 9 (1) (2014) e87396. doi:
10.1371/journal.pone.0087396.
[7] C. Malagelada, S. Seguí, S. Mendez, M. Drozdzal, J. Vitria, P. Radeva, J. Santos, A. Accarino,
J. Malagelada, F. Azpiroz, et al., Functional gut disorders or disordered gut function? small bowel
dysmotility evidenced by an original technique, Neurogastroenterology & Motility 24 (3) (2012) 223–
e105.
[8] Y. Zheng, L. Hawkins, J. Wolff, O. Goloubeva, E. Goldberg, Detection of lesions during capsule endoscopy: physician performance is disappointing, The American journal of gastroenterology 107 (4) (2012) 554–560.

[9] M. Liedlgruber, A. Uhl, Computer-aided decision support systems for endoscopy in the gastrointestinal tract: a review., IEEE reviews in biomedical engineering 4 (2011) 73.

[10] A. Belle, M. A. Kon, K. Najarian, Biomedical informatics for computer-aided decision support systems: a survey, The Scientific World Journal 2013.

[11] D. K. Iakovidis, A. Koulouzidis, Software for enhanced video capsule endoscopy: challenges for essential progress, Nature Reviews Gastroenterology & Hepatology 12 (3) (2015) 172–186.

[12] M. Mackiewicz, J. Berens, M. Fisher, Wireless capsule endoscopy color video segmentation, Medical Imaging, IEEE Transactions on 27 (12) (2008) 1769–1781.

[13] X. Chu, C. K. Poh, L. Li, K. L. Chan, S. Yan, W. Shen, T. M. Htwe, J. Liu, J. H. Lim, E. H. Ong, et al., Epitomized summarization of wireless capsule endoscopic videos for efficient visualization, in: Medical Image Computing and Computer-Assisted Intervention–MICCAI 2010, Springer, 2010, pp. 522–529.

[14] D. K. Iakovidis, E. Spyrou, D. Diamantis, Efficient homography-based video visualization for wireless capsule endoscopy, in: Bioinformatics and Bioengineering (BIBE), 2013 IEEE 13th International Conference on, IEEE, 2013, pp. 1–4.

[15] M. Drozdal, S. Segui, J. Vitrià, C. Malagelada, F. Azpiroz, P. Radeva, Adaptable image cuts for motility inspection using wce, Computerized Medical Imaging and Graphics 37 (1) (2013) 72–80.

[16] Y.-j. Chen, W. Yasen, J. Lee, D. Lee, Y. Kim, Developing assessment system for wireless capsule endoscopy videos based on event detection (2009). doi:10.1117/12.811453

[17] Y. Fu, W. Zhang, M. Mandal, M.-H. Meng, Computer-aided bleeding detection in wcevideo, Biomedical and Health Informatics, IEEE Journal of 18 (2) (2014) 636–642. doi:10.1109/JBHI.2013.2257819

[18] A. V. Mamonov, I. N. Figueiredo, P. N. Figueiredo, Y.-H. R. Tsai, Automated polyp detection in colon capsule endoscopy, CoRR abs/1305.1912.

[19] Y. Yuan, B. Li, M. Q. H. Meng, Improved bag of feature for automatic polyp detection in wireless capsule endoscopy images, IEEE Transactions on Automation Science and Engineering 13 (2) (2016) 529–535. doi:10.1109/TASE.2015.2396429

[20] E. J. Ciaccio, C. A. Tennyson, G. Bhagat, S. K. Lewis, P. H. Green, Implementation of a polling protocol for predicting celiac disease in videocapsule analysis, World journal of gastrointestinal endoscopy 5 (7) (2013) 313.

[21] C. Malagelada, M. Drozdal, S. Segui, S. Mendez, J. Vitria, P. Radeva, J. Santos, A. Accarino, J. R. Malagelada, F. Azpiroz, Classification of functional bowel disorders by objective physiological criteria based on endoluminal image analysis, American Journal of Physiology - Gastrointestinal and Liver Physiology - (2015) –. doi:10.1152/ajpgi.00193.2015

[22] S. Segui, M. Drozdal, E. Zaytseva, C. Malagelada, F. Azpiroz, P. Radeva, J. Vitria, Detection of wrinkle frames in endoluminal videos using betweenness centrality measures for images. (2014). doi:10.1109/JBHI.2014.2304179

[23] E. J. Ciaccio, C. A. Tennyson, S. K. Lewis, S. Krishnareddy, G. Bhagat, P. H. Green, Distinguishing patients with celiac disease by quantitative analysis of videocapsule endoscopy images, Computer methods and programs in biomedicine 100 (1) (2010) 39–48.

[24] R. Kumar, Q. Zhao, S. Seshamani, G. Mullin, G. Hager, T. Dassopoulos, Assessment of crohn’s disease lesions in wireless capsule endoscopy images, Biomedical Engineering, IEEE Transactions on 59 (2) (2012) 355–362.

[25] H. Chen, J. Chen, Q. Peng, G. Sun, T. Gan, Automatic hookworm image detection for wireless capsule endoscopy using hybrid color gradient and contourlet transform, in: Biomedical Engineering and Informatics (BMEI), 2013 6th International Conference on, 2013, pp. 116–120. doi:10.1109/BMEI.2013.6746918

[26] A. Krizhevsky, I. Sutskever, G. E. Hinton, Imagenet classification with deep convolutional neural networks, in: Advances in neural information processing systems, 2012, pp. 1097–1105.

[27] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Vanhoucke, A. Rabinovich,
Going deeper with convolutions. CoRR abs/1409.4842.
URL http://arxiv.org/abs/1409.4842

[28] K. Simonyan, A. Zisserman, Very deep convolutional networks for large-scale image recognition. CoRR abs/1409.1556.
URL http://arxiv.org/abs/1409.1556

[29] I. N. Figueiredo, S. Kumar, C. Leal, P. N. Figueiredo, Computer-assisted bleeding detection in wireless capsule endoscopy images, Computer Methods in Biomechanics and Biomedical Engineering: Imaging & Visualization 1 (4) (2013) 198–210.

[30] S. Sainju, F. Bui, K. Wahid, Automated bleeding detection in capsule endoscopy videos using statistical features and region growing, Journal of Medical Systems 38 (4). doi:10.1007/s10916-014-0025-1

[31] J.-Y. Yeh, T.-H. Wu, W.-J. Tsai, Bleeding and ulcer detection using wireless capsule endoscopy images, Journal of Software Engineering and Applications 7 (05) (2014) 422.

[32] S. Segui, M. Drozdzal, F. Vilarino, C. Malagelada, F. Azpiroz, P. Radeva, J. Vitri, Categorization and segmentation of intestinal content frames for wireless capsule endoscopy, Information Technology in Biomedicine, IEEE Transactions on 16 (6) (2012) 1341–1352. doi:10.1109/TITB.2012.2221472

[33] Z. Sun, B. Li, R. Zhou, H. Zheng, M.-H. Meng, Removal of non-informative frames for wireless capsule endoscopy video segmentation, in: Automation and Logistics (ICAL), 2012 IEEE International Conference on, 2012, pp. 294–299. doi:10.1109/ICAL.2012.6308214

[34] O. H. Maghsoudi, A. Talebpour, H. Soltanian-Zadeh, M. Alizadeh, H. A. Soleimani, Informative and uninformative regions detection in wce frames, Journal of Advanced Computing 3 (1) (2014) 12–34.

[35] M. Suenaga, Y. Fujita, S. Hashimoto, T. Shuji, I. Sakaida, Y. Hamamoto, A method of bubble removal for computer-assisted diagnosis of capsule endoscopic images, in: M. Ali, J.-S. Pan, S.-M. Chen, M.-F. Horng (Eds.), Modern Advances in Applied Intelligence, Vol. 8482 of Lecture Notes in Computer Science, Springer International Publishing, 2014, pp. 228–233.

[36] Q. Zhao, G. E. Mullin, M. Q.-H. Meng, T. Dassopoulos, R. Kumar, A general framework for wireless capsule endoscopy study synopsis, Computerized Medical Imaging and Graphics 41 (2015) 108–116.

[37] M. Drozdzal, S. Segui, P. Radeva, C. Malagelada, F. Azpiroz, J. Vitri, Motility bar: A new tool for motility analysis of endoluminal videos, Computers in Biology and Medicine (2015) –.

[38] A. Eid, V. Charisis, L. Hadjileontiadis, G. Sergiadis, A curvelet-based lacunarity approach for ulcer detection from wireless capsule endoscopy images, in: Computer-Based Medical Systems (CBMS), 2013 IEEE 26th International Symposium on, 2013, pp. 273–278. doi:10.1109/CBMS.2013.6627801

[39] J. Silva, A. Histace, O. Romain, X. Dray, B. Granado, Toward embedded detection of polyps in wce images for early diagnosis of colorectal cancer, International Journal of Computer Assisted Radiology and Surgery 9 (2) (2014) 283–293. doi:10.1007/s11558-013-0926-3

[40] R. Nawarathna, J. Oh, J. Muthukudage, W. Tavanapong, J. Wong, P. C. de Groen, S. J. Tang, Abnormal image detection in endoscopy videos using a filter bank and local binary patterns, Neurocomputing.

[41] E. Candes, L. Demanet, D. Donoho, L. Ying, Fast discrete curvelet transforms, Multiscale Model & Simulation 5 (3) (2006) 861–899.

[42] K. Fukushima, Neocognitron: A self-organizing neural network model for a mechanism of pattern recognition unaffected by shift in position, Biological cybernetics 36 (4) (1980) 193–202.

[43] Y. Jia, Caffe: An open source convolutional architecture for fast feature embedding, http://caffe.berkeleyvision.org/ (2013).

[44] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, E. Duchesnay, Scikit-learn: Machine learning in Python, Journal of Machine Learning Research 12 (2011) 2825–2830.

[45] A. Oliva, A. Torralba, Modeling the shape of the scene: A holistic representation of the spatial envelope, International journal of computer vision 42 (3) (2001) 145–175.

[46] D. Lowe, Object recognition from local scale-invariant features, in: Computer Vision, 1999. The Proceedings of the Seventh IEEE International Conference on, Vol. 2, 1999, pp. 1150–1157 vol.2. doi:10.1109/ICCV.1999.790410

[47] L. van der Maaten, G. E. Hinton, Visualizing high-dimensional data using t-sne, Journal of Machine
