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Abstract

Binary neural networks (BNNs) have demonstrated their ability to solve complex tasks with comparable accuracy as full-precision deep neural networks (DNNs), while also reducing computational power and storage requirements and increasing the processing speed. These properties make them an attractive alternative for the development and deployment of DNN-based applications in Internet-of-Things (IoT) devices. Despite the recent improvements, they suffer from a fixed and limited compression factor that may result insufficient for certain devices with very limited resources. In this work, we propose sparse binary neural networks (SBNNs), a novel model and training scheme which introduces sparsity in BNNs and a new quantization function for binarizing the network’s weights. The proposed SBNN is able to achieve high compression factors and it reduces the number of operations and parameters at inference time. We also provide tools to assist the SBNN design, while respecting hardware resource constraints. We study the generalization properties of our method for different compression factors through a set of experiments on linear and convolutional networks on three datasets. Our experiments confirm that SBNNs can achieve high compression rates, without compromising generalization, while further reducing the operations of BNNs, making SBNNs a viable option for deploying DNNs in cheap, low-cost, limited-resources IoT devices and sensors.

1 Introduction

The term Internet-of-Things (IoT) became notable in the late 2000s under the idea of enabling internet access to electrical and electronic devices [39], thus allowing these to collect and exchange data. The increasing number of connected IoT devices, which now surpasses the number of humans connected to the internet [11], has led to a sensors-rich world, capable of addressing a various number of real-time applications (e.g. security systems, healthcare monitoring, environmental meters, autonomous vehicles among others), where both accuracy and computational time are crucial [1].

Deep neural networks (DNNs) have demonstrated their ability to process large complex heterogeneous data and to extract patterns needed to take autonomous decisions with high reliability [31], reaching and surpassing state-of-the-art results for several tasks [7][19][29]. As such, DNNs have the potential of enabling a myriad of new IoT applications. However, DNNs are known for being resource-greedy, in terms of required computational power, memory, and energy consumption [5], whereas most IoT devices are characterized by limited resources. Indeed, they usually have limited processing power, small storage capabilities, they are not GPU-enabled and they are powered with batteries of limited capacity, which are expected to last over 10 years without being replaced or recharged [14]. These constraints represent an important bottleneck towards the deployment of DNNs in IoT applications [51].
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Network sparsification, quantization and compression are a promising way to reduce DNNs’ resource requirements and enable their usage in low power IoT devices. Under the principle that deep models contain optimal sub-networks that can perform the same task of their related super-network with less memory and reduced computational burden [9, 13], pruning and quantization have been explored to extract these “lighter” sub-networks. Pruning addresses network sparsification by removing parameters and shared connections within the DNN for compression [16]. Sparsification reduces memory and power consumption, but the savings are limited by the need for floating-point operations over the full precision network parameters. Quantization addresses this by replacing floating-point operations and values with fixed-point ones through parameter discretization. A recent and notable example are binary neural networks (BNNs) [22]. These quantized networks, with weights and activation functions using one bit, avoid multiplication operations in the forward propagation, which are computationally expensive, replacing them with low-cost bitwise ones. The resulting sub-networks are faster at inference and achieve better compression, without compromising accuracy of complex learning tasks [34]. The main drawback of these techniques is their fixed and limited compression factor w.r.t. full-precision DNNs, which may result insufficient for certain limited size and low power embedded devices [32].

In this work, we aim to address this limitation by proposing a novel quantized network, denoted as sparse binary neural network (SBNN), which shares the advantages of BNNs, as it performs quantization using one bit, but differently from these it introduces sparsity. Our main contributions are the following: 1) We formulate a novel binary network architecture, which accounts for sparsity by using 0/1 weights. 2) We present a simple yet effective SBNN training algorithm that builds on top of any state-of-the-art BNN training scheme, and we show an efficient implementation of it, which reduces the number of bitwise operations in the network proportionally to the network’s sparsity. 3) We propose two theoretical compression rate bounds estimates of a SBNN as tools to assist the network’s design by considering hardware memory resource constraints. 4) We evaluate the proposed SBNN on three benchmarks and find that our network achieves high compression rates without significantly compromising its performance accuracy.

The remaining parts of this work are organized as follows. Section 2 discusses previous related works. The core of our contribution is described in Section 3. In Section 4, we study the properties of the proposed method and assess its performance, in terms of accuracy and compression results, through a set of experiments using MNIST, CIFAR-10 and CIFAR-100 datasets. Finally, a discussion on the results and main conclusions are drawn in Section 5.

2 Related Work

The literature on network compression and speed-up is rich and includes different techniques, such as knowledge distillation [2, 6, 20], compact network design [21, 36, 42, 47], quantization [17, 23, 50, 52] and sparsification through pruning [3, 16, 35, 45]. This work relies on the latter two techniques, which we review in the following for quantized networks. A broad review can be found in [46]. The section concludes by discussing BNNs training strategies.

Network Sparsification. The concept of sparsity has been well studied beyond quantized neural networks as it reduces a network’s computational and storage requirements and it prevents overfitting. Methods to achieve sparsity either explicitly induce it during learning through regularization (e.g. \( L_0 \) [35] or \( L_1 \) [15] regularization), or do it incrementally by gradually augmenting small networks [3]; or by post hoc pruning [15, 44, 45]. In the context of quantized networks, Han et al. [17] proposed magnitude-pruning of nearly-zero parameters from a trained full-precision dense model followed by a quantization step of the remaining weights. The method achieves high compression rates of \( \sim 35-49 \times \) and inference speed-up on well-known DNN topologies, without incurring in accuracy losses. However the train-pruning stage is time-consuming and the achieved speed-up is relatively limited and model-dependent. Tung and Mori [48] tried to optimize this scheme [17], reporting an improvement in accuracy, but at the cost of obtaining a smaller compression factor. Ternary neural networks (TNNs) [25] naturally perform magnitude-based pruning thanks to their quantization function, which maps real-valued weights to \( \{-1, 0, +1\} \), although some works [12, 37] have achieved larger compression rates by explicitly inducing sparsity through regularization. Being a binary network, for a given sparsity level our SBNN can achieve higher compression rates than TNNs, since it uses only two symbols instead of three. In contrast to current BNN formulations,
achieve sparsification in our SBNN by introducing a new penalization term in the objective loss, which do not address sparsity explicitly and improve compression only through quantization \cite{40}, the proposed SBNN can be represented using 0/1 weights, where the 1-valued weights are controlled through a new regularization term.

Quantization. Network quantization allows the use of fixed-point arithmetic and a smaller bit-width to represent network parameters w.r.t the full-precision counterpart. Representing the values using only a finite set requires a quantization function that maps the original elements to the finite set. The quantization can be done after training the model, using parameter sharing techniques \cite{17}, or during training by quantizing the weights in the forward pass, as TNNs \cite{25}, BNNs \cite{8} and other quantized networks \cite{23,50} do. Our work adopts the same strategy, while proposing a quantization function that maps weights to a binary domain different from the standard antipodal one used in most state-of-the-art BNNs.

Binary Network Training. Hubara et al. \cite{22} proposed a simple BNN training algorithm that uses a quantization function to map real-valued weights and activations to the \{-1, +1\} binary domain. Subsequent works have extended \cite{22} aiming to improve BNNs accuracy. For instance, Rastegari et al. \cite{40} introduced a scaling coefficient to enable quantization to any pair of antipodal weights, whereas Liu et al. \cite{33} proposed a smoother gradient function for the quantization operation. However, Bethge et al. \cite{4} showed that many of these extensions are not that effective in practice and simpler strategies (e.g. \cite{22}) should be favored. Being a binary network, our work builds upon existing BNN training algorithms and extends them to account for sparsity by introducing a new regularization term in the BNN’s objective loss. In this sense, any BNN training algorithm can be used at the core SBNN training.

3 Method

We achieve sparsification in our SBNN by introducing a new penalization term in the objective loss, which controls the sparsity of the network (Section 3.1). Being a BNN, we use BNN’s state-of-the-art training algorithms for SBNN training by adding the sparsity regularization term to the original BNN’s objective loss and defining a function to map standard BNN weights to the SBNN weight’s domain (Section 3.2). We describe the implementation details of the proposed SBNN in Section 3.3 to illustrate their speed-up gains w.r.t BNNs. Finally, as it is crucial to consider hardware resource constraints in the design of light-weight networks, we present two mathematical tools to estimate theoretical compression rate bounds for a given SBNN and thus assist its design (Section 3.4).

3.1 Problem Formulation

The training of a full-precision DNN with $L$ layers can be seen as a loss minimization problem:

$$\arg \min_{\hat{w}} \mathcal{L}(y, \hat{y})$$

where $\mathcal{L}(\cdot)$ is a loss function between the true labels $y$ and the predicted values $\hat{y} = f(x; \hat{w})$, which are a function of the data input $x$ and the network’s full precision weights $\hat{w} = \{\hat{w}^{(\ell)}\}$. We denote $w^{(\ell)} \in \mathbb{R}^{N_\ell}$ the weights of the $\ell$th layer, $\ell \in \{1, \ldots, L\}$, and $N = \sum_{\ell} N_\ell$ the total number of weights in the DNN.

Let us define the domain $\Omega = \{\alpha, \beta\}$, $\alpha, \beta \in \mathbb{R}$, and $S_\beta = \{w_i | w_i = \beta\}$, the set of network’s weights $w_i$ with value $\beta$. In practice, we define a different per-layer domain $\Omega^{(\ell)} = \{\alpha^{(\ell)}, \beta^{(\ell)}\}$, which accounts to redefining $S_\beta$ as $S_{\beta^{(\ell)}} = \{w_i | w_i^{(\ell)} = \beta^{(\ell)}\}$. For the sake of simplicity in the notation and without loss of generality, in the following we choose to drop the layer index $\ell$ of $S_{\beta^{(\ell)}}$ and $\Omega^{(\ell)}$, in favor of the more general $S_\beta$, $\Omega$ and its constituting parameters $\alpha, \beta$.

A sparse binary neural network (SBNN) is a network with weights $w = \{w^{(\ell)}\}, w^{(\ell)} \in \Omega^{(\ell)} \forall \ell$, such that $|S_\beta| \leq M < N$. The loss minimization problem from Equation 1 becomes a mixed discrete-continuous constrained optimization problem:

$$\arg \min_{w} \mathcal{L}(y, \hat{y})$$

s.t. $w^{(\ell)} \in \Omega^{(\ell)} \forall \ell$, $|S_\beta| \leq M < N$. (2)
We propose a SBNN training algorithm that builds upon state-of-the-art BNN training algorithms \cite{4, 22, 34}, while introducing network sparsification. Given $\mathcal{L}_{\text{BNN}}$ the objective loss of a BNN training algorithm, the SBNN training scheme extends it in two ways. First, it includes the penalization term to control sparsity (Equation (4)) and, second, it defines a function to map standard BNN weights to SBNN weights.

**Penalization Term.** To profit from a BNN training scheme, SBNN training requires to add the penalization term in Equation (6) to the BNN objective loss to account for sparsity, i.e.

$$
\mathcal{L}_{\text{SBNN}} = \mathcal{L}_{\text{BNN}} + \lambda g(w').
$$

However, BNN training algorithms work with network’s weights taking antipodal values. This requires to adapt the penalization term, as defined in Equation (6), to consider antipodal weights, rather than on the SBNN’s 0/1 weights. We define here the $i^{th}$ BNN weight as $w'_i \in \{-1, +1\}$, although any pair of antipodal values can be used. The adapted penalization function $h$ is:

$$
h(w'') = \text{ReLU} \left( \left( \frac{1}{2N} \sum_i w''_i + 1 \right) - \text{EC} \right),
$$

thus redefining the SBNN’s objective loss as $\mathcal{L}_{\text{SBNN}} = \mathcal{L}_{\text{BNN}} + \lambda h(w'')$.

During training, we modulate the contribution of the regularization term $h(w'')$ by imposing, at every training iteration, to be equal to a fraction of $\mathcal{L}_{\text{SBNN}}$, i.e.

$$
\gamma = \frac{\lambda h(w'')}{\mathcal{L}_{\text{SBNN}}}.
$$

The hyperparameter $\gamma$ is set to a fixed value over all the training process. Since $\mathcal{L}_{\text{SBNN}}$ changes at every iteration, this forces $\lambda$ to adapt, thus modulating the influence of $h(w'')$ proportionally to the changes in the loss. The lower $\gamma$ is set, the less influence $h(w'')$ has on the total loss. This means that network sparsification will be slower, but convergence will be achieved faster. On the opposite case (high $\gamma$), the training will favor sparsification.
Figure 1: Example of implementation of \( z' = w' \times x \) operation in a linear layer of Binary Neural Networks and Sparse Binary Neural Networks. The red ellipses show the involved elements in the computation of the circled bit of the output vector on the right, while the green arrows give examples of the index encoding.

**Weight Mapping.** The BNN weights \( w''_i \in \{-1,+1\} \) need to be mapped to SBNNs weights \( w'_i \in \{0,1\} \). To this end, we define a function \( t : \{-1,+1\} \rightarrow \{\alpha, \beta\} \), which allows to map antipodal BNN weights \( w'' \) back to \( w' \):

\[
w_j = t(w''_j) = w''_j \cdot \beta'' + \alpha'',
\]

where \( \alpha'', \beta'' \) are two learned parameters during training. After training, the final weights \( w \) are mapped to the \( \{0,1\} \) domain according to Equation (3). We shall recall that for the sake of simplicity in the notation we have dropped the layer index in the formulations. However, in practice, the set of learned parameters differ on a per layer basis, i.e. \( \{\alpha^{\prime \prime}(\ell), \beta^{\prime \prime}(\ell)\} \).

### 3.3 Implementation

We illustrate the speed-up gains of the proposed SBNN through its efficient implementation using linear layers in the backbone architecture. Its extension to convolutional layers is straightforward, thus we omit it for the sake of brevity.

The connections in a SBNN are the mapped one-valued weights, i.e. the set \( S_1 \). Therefore, SBNNs do not require any \( \text{xnor} \) operation, being \( \text{popcount} \) the only bitwise operation needed during the forward pass. The latter, however, is performed only in a layer’s input bits connected through the one-valued weights rather than the full input.

For any given layer \( \ell \), the number of binary operations of a BNN in such layer is \( O_{\text{BNN}} = 2N_\ell \) \([4]\). A rough estimate of the implementation gain in terms of the number of binary operations of SBNNs w.r.t. BNNs can be expressed in terms of the EC as

\[
\frac{O_{\text{SBNN}}}{O_{\text{BNN}}} \approx \frac{2N_\ell}{\text{EC} \cdot N_\ell} \approx \frac{2}{\text{EC}}.
\]

This term indicates that the lower the EC fraction, the higher the gain w.r.t. BNNs. Figure\([1]\) illustrates this gain.

To illustrate the gains in the SBNN’s operations at inference time, let us generalize \( x \) to be the input vector to any layer and \( z = w \times x \) its output. Using Equation (5), \( z \) can be computed as

\[
z = \beta' z' + \beta' \alpha' \cdot q,
\]

where \( z' = w' \times x \) and \( q = 1 \times x \), with \( 1 \) all-ones matrix. The product to obtain \( z' \) requires only \( \text{popcount} \) operations and no \( \text{xnor} \) operation (Figure\([4]\)), whereas all the elements in \( q \) take the value 2 \( \cdot \text{popcount}(x) - |x| \), with \( |x| \) the size of \( x \). Therefore, they are computed only once. Finally, \( \text{batchnorm} \) and \( \text{sign} \) operations following the estimation of \( z \) can be efficiently implemented as a threshold comparison \([49]\), as detailed in Appendix\([A.1]\).

### 3.4 Design Tools

In SBNN design, it is important to consider the resource constraints of the hardware where these networks are to be deployed \([32]\). For instance, given a model topology, it is important to establish
what is the compression rate it can achieve and if it meets the storage capacity of the hardware. The
compression rate (CR) is defined as the full-precision to compressed SBNN model size rate, i.e.

\[
CR_A = \frac{W_{\text{FP}} + W_{\text{SBNN,A}}}{W_{\text{SBNN,A}} + W_{\text{FP}}},
\]

where \(W_{\text{SBNN,A}}\) is the size in bits of the compressed SBNN model using encoding algorithm \(A\), whereas \(W_{\text{FP}}\) is the equivalent full precision model. Since not all layers of the full precision DNN are compressed (e.g. batch normalization layers), \(W_{\text{FP}}\) denotes the size in bits of the uncompressed full-precision layers.

While both \(W_{\text{FP}}\) and \(W_{\text{SBNN,A}}\) are straightforward to compute, estimating a CR bound for a compression algorithm accounts to finding an expression for \(W_{\text{SBNN,A}}\). We formulate compression rate bounds of SBNN using two encoders commonly used for data compression: the index encoder and the run-length encoder. The IE encodes the indexes of the ones values in the SBNN, whereas RLE encodes the run-length of zeros of the binary matrices of the SBNN. Both algorithms are detailed in Appendix A.2.

Assumption 1. The binary weights of a SBNN follow a Bernoulli distribution of parameter \(p\), i.e. \(P(w'_i = 1) \sim B(p)\), with \(p = EC\).

Assumption 2. For every layer \(\ell\) in a SBNN, the fraction of non-zero weights is equal to the network’s expected connections (EC), i.e. \(|S_{1(\ell)}|/N_{\ell} = EC, \forall \ell\).

Proposition 1. The expected size in bits of encoded SBNN’s weights using index encoding (IE), \(W_{\text{SBNN,IE}}\), is expressed as a function of the EC:

\[
W_{\text{SBNN,IE}} = \sum_{\ell=1}^{L^*} n_{\text{bits,IE}}^{(\ell)} \cdot EC \cdot N_{\ell} + \left( n_{\text{bits,IE}}^{(\ell)} + 1 \right) \cdot \frac{N_{\ell}}{n_d^{(\ell)}} + 16 \cdot D_{\ell} + 32 \cdot 2
\]

with \(\ell\) an index of the \(L^*\) SBNN’s compressed layers,

\[
n_{\text{bits,IE}}^{(\ell)} = \left\lceil \log_2(n_d^{(\ell)}) \right\rceil
\]

the number of bits used to encode every single 1 index, \(n_d^{(\ell)}\) the \(d^{th}\) dimension size among the \(D_{\ell}\) dimensions of the weight matrix of the \(\ell^{th}\) network layer, 16 · \(D_{\ell}\) is the number of bits used to store the length of each dimension, and 32 · 2 are the bits used to store the learned parameters \(\alpha^{(\ell)}\) and \(\beta^{(\ell)}\).

Proof: See Appendix A.2.1

Proposition 2. The minimum size in bits of the compressed SBNN weight matrices using RLE, \(W_{\text{SBNN,RLE}}\), is given by

\[
W_{\text{SBNN,RLE}} = \sum_{\ell=1}^{L^*} n_{\text{bits,RLE}}^{(\ell)} \cdot \left( |EC \cdot N_{\ell}| + 32 \cdot n_d^{(\ell)} + 16 \cdot (D_{\ell} + 1) + 32 \cdot 2 \right)
\]

with

\[
n_{\text{bits,RLE}}^{(\ell)} = \left\lceil \log_2 \left( \frac{N_{\ell} - |EC \cdot N_{\ell}|}{|EC \cdot N_{\ell}| - 1} \right) \right\rceil
\]

the number in bits of every run-length of zeros, \(n_d^{(\ell)}\) the number of sub-matrices encoded via the RLE, and 16 · (\(D_{\ell} + 1\)) the length in bits used to store the length of each dimension and to represent every run-length.

Proof: See Appendix A.2.2

4 Experiments and Results

Datasets. We evaluated the proposed SBNN on three classification benchmarks widely used to study BNNs [8,22,23,26,10]: 1) the MNIST dataset [30]. It comprises of 60K 28×28 black and white images of handwritten digits with labels for 10 classes; 2) CIFAR-10 and 3) CIFAR-100 [28], consisting of 50K 32×32 RGB images of natural scenes with 10 and 100 classes, respectively. All datasets have 10K images for testing.
Figure 2: Accuracy vs. EC for a SBNN with (a) linear and (b) convolutional topologies, and the equivalent full-precision neural network (FPNN) and binary neural network (BNN).

Table 1: Method comparison on MNIST dataset. Values in parentheses report standard deviation over 3 runs.

| Model       | EC [%] | ACC [%] | MNIST, 2L-MLP | Compression rate | size | ACC [%] | MNIST, 3L-MLP | Compression rate | size |
|-------------|--------|---------|---------------|-----------------|------|---------|---------------|-----------------|------|
| SBNN (our)  | 1      | 98.38%  | 32 216 219 267 | 27 KB           | 98.38% | 32 219 220 275 | 41 KB |
| SBNN (our)  | 2      | 98.48%  | 32 129 151 184 | 40 KB           | 98.38% | 32 130 152 186 | 61 KB |
| SBNN (our)  | 5      | 98.51%  | 32 59 87 104  | 70 KB           | 98.38% | 32 59 87 104 109 KB |
| SBNN (our)  | 25     | 98.4%   | 32 13 35 40   | 183 KB          | 98.38% | 32 13 32 38 298 KB |
| SBNN (our)  | 60     | 98.46%  | 32 13 6 31   | 228 KB          | 98.38% | 32 6 23 31 356 KB |
| BNN         | 100    | 98.4%   | - - - -      | -               | 98.4%  | - - - - - 11.1 MB |
| Full precision | 100   | 98.4%   | - - - -      | 7.1 MB          | 98.4%  | - - - - - 11.1 MB |

Setup. We used the BNN training algorithm proposed by Hubara et al. [22] as the backbone for our SBNN training scheme. All experiments have used Adamax [27] as optimizer and we trained each experiment using 1 GPU from the Google Colaboratory service.

We compare the performance of our SBNN w.r.t. (non-sparse) BNN formulations in terms of accuracy and compression performance. The compression performance of SBNNs and BNNs is measured in terms of the compression rate. We use three different encoders to compress the network: the index encoder (IE), run-length encoder (RLE) and huffman encoder (HE); and we compare them with the case with no encoder (NE), where every binary parameter is represented with 1 bit. We chose to include HE, despite not providing compression bounds for it, as it is commonly used in the literature. Details on the compression procedure are found in Appendix A.2.

4.1 SBNN Performance

We study the performance of SBNNs, in terms of accuracy and CR, when using different backbone network architectures and different EC values. To this end, we study SBNNs using linear layers, using the MNIST dataset and SBNNs with convolutional layers over CIFAR-10 and CIFAR-100.

Linear Layers. We use two linear topologies, consisting of 2 and 3 hidden layers with 1024 neurons each and we denote these architectures as 2L-MLP and 3L-MLP, respectively. Further implementation details are provided in Appendix A.3.1.

Table 1 summarizes accuracy, CR and average final model size of the best compressing algorithm (in Bytes) for both SBNNs, when varying the EC, and compares them with the full-precision equivalent network, as well as, BNN [22] trained under same conditions and topologies.

The results show that the accuracy of the different SBNN architectures, i.e. their generalization capacity, is comparable to that of BNNs, while significantly increasing the CR and, thus decreasing the final model size. With only 1% of connections, SBNNs can achieve nearly same accuracy performance, being approximately 270 times smaller than the equivalent full-precision model and more than 8 times smaller than the equivalent BNN model. This result is further illustrated in Figure 2(a), where the achieved accuracies by SBNN with 2L-MLP and 3L-MLP over different ECs are always superior to their BNN counterpart, meaning their performance degradation w.r.t full-precision networks (FPNN) is milder.
Table 2: Method comparison on CIFAR-10 and CIFAR-100 datasets. Values in parentheses report standard deviation over 3 runs.

| Model       | EC [%] | ACC [%] | CIFAR-10, VGG Compression rate | size | CIFAR-100, PreActResNet Compression rate | size |
|-------------|--------|---------|---------------------------------|------|----------------------------------------|------|
| SBNN [our]  | 1      | 78.38±1.31 | 32 260 321 347 52 kB | 60.14±0.62 | 32 255 268 303 135 kB |
| SBNN [our]  | 2      | 84.74±0.52 | 32 157 194 214 84 kB | 56.77±0.63 | 32 147 175 199 220 kB |
| SBNN [our]  | 5      | 86.63±1.05 | 32 11 103 113 139 kB | 60.62±0.63 | 32 59 90 110 400 kB |
| SBNN [our]  | 10     | 89.04±0.09 | 32 37 63 77 239 kB | 62.62±0.74 | 32 36 61 71 621 kB |
| SBNN [our]  | 25     | 88.45±0.44 | 32 15 34 41 435 kB | 64.42±0.50 | 32 15 35 43 1.01 MB |
| SBNN [our]  | 50     | 88.64±0.20 | 32 8 24 31 561 kB | 64.64±0.64 | 32 7 24 32 1.33 MB |
| BNN         | 100    | 88.35±0.27 | 32 - - - 561 kB | 64.78±0.24 | 32 - - - 1.34 MB |
| Full-precision | 100 | 88.93±0.76 | 1 - - - 17.5 MB | 66.68±0.24 | 1 - - - 43 MB |

Table 3: Value of the hyperparameter $\gamma$ set in the experiments to achieve the desired value of EC

| EC [%] | 1 | 2 | 5 | 10 | 25 | 50 |
|--------|---|---|---|----|----|----|
| MNIST, 2L-MLP $\gamma$ [%]: | 54 | 41 | 34 | 24 | 7 | 0 |
| CIFAR-10 $\gamma$ [%]: | 28 | 25 | 20 | 15 | 6 | 0 |
| MNIST, 3L-MLP $\gamma$ [%]: | 46 | 43 | 34 | 26 | 8 | 0 |
| CIFAR-100 $\gamma$ [%]: | 7 | 6 | 4 | 3 | 1 | 0 |

**Convolutive Layers.** For CIFAR-10 we use a convolutonal topology inspired on the VGG network [43], while for CIFAR-100 we use the pre-activation residual network [18]. During CIFAR-100 training we use the mixup strategy [53] to reduce overfitting. Both networks are trained for 300 epochs and a more detailed description of the network architectures and the training procedures are provided in A.3.2.

Table 2 reports accuracy, CR and final model size (in Bytes) for SBNNs with varying EC, its full-precision equivalent network, and the BNN proposed in [22] when trained using CIFAR-10 and CIFAR-100. We observe that, in more complex architectures, the drop in accuracy of SBNNs with respect to BNNs significantly increases as the SBNN becomes more sparse (lower EC). Nevertheless, on CIFAR-10 it is possible to design SBNNs with 5% and 10% of connections which show an accuracy drop of only 1.92% and 0.50% w.r.t. BNNs, while reporting a compression of the full-precision network of up to 115 and 72 times, respectively. On CIFAR-100, we can compress the model up to 43 and 71 times, by designing an SBNN with 25% and 10% EC, while incurring in accuracy losses of 0.36% and 2.16%, respectively.

**Role of $\gamma$.** The hyperparameter $\gamma$ (Equation (9)) plays an important role in the SBNN training. It controls the contribution of the penalization term $\lambda h(w')$, which controls the sparsity. To provide further insights on its role and how its influence on the achievement of a desired sparsity level, Table 3 reports a range of $\gamma$ values and the corresponding achieved number of connections for the different SBNNs. As one should expect, higher $\gamma$ values lead to higher sparsity but, as previously shown, it comes at the cost of a drop in accuracy.

4.2 Design Tools Validation

We validate the proposed CR bounds in Figure 3 by comparing the estimated theoretical values for the four SBNN topologies so far studied and by comparing these to the measured compression rate after SBNN training. Figure 3 plots the CR bound curves (IE and RLE) as EC varies along with the measures CR after network encoding, showing a good correlation between estimated and measured values.

To further study the accuracy and reliability of the formulated CR bounds, we measured the ratio between the measured CR in an experiment and the expected CR bound IE and the upper CR bound RLE (Section 3.4). The closer the ratio is to 1, the higher the accuracy and reliability of the CR bounds as SBNN design tools. Moreover, we study also the ratio of the measured CR of the HE and the upper CR bound of the RLE, to see if such bound can be used to predict also the HE compression. Figure 4 reports the results obtained on the four studied topologies for different EC values. The ratio achieved with IE is always very close to 1 with deviations from it below 5%. For EC values smaller or equal than 10%, the ratios achieved with RLE get close to 1. However, compared to IE, we observe larger deviations from the upper bound: up to $\sim$30% in linear topologies and up to $\sim$20%
We proposed sparse binary neural network (SBNN), a method to design and further compress BNNs by introducing sparsity and reducing the required computations. Our approach is based on the quantization of weights in a general α/β binary domain, which are then expressed as 0s and 1s when implemented. Our method is formulated as a mixed optimization problem and we show that it can be solved using any state-of-the-art BNN training algorithm, through the addition of two learnable parameters and a regularization term controlling sparsity. We have proposed theoretical tools to design SBNNs based on the storage capacity of the hardware where they have to be deployed. Our results over three data sets (MNIST, CIFAR-10 and CIFAR-100) and two different topologies (feed-forward linear and convolutional networks) used as backbone architectures indicate that SBNNs are a powerful and flexible method to deploy DNNs in IoT devices and sensors. For instance, a linear SBNN model with two hidden layers and a model size of 27 kB (Huffman encoder) can be entirely stored, not only in the flash memory, but also in the SRAM memory of very low power hardware modules like the Intel® Curie™ Module, which has 384kB of flash memory and only 80kB of SRAM, while achieving \(\sim 98.35\%\) accuracy on MNIST. A ResNet-like SBNN topology with \(\sim 64.42\%\) accuracy on CIFAR-100 can be stored on a STM32F746 microcontroller, which has only 1MB of storage space. The benefits of deploying DNNs on such small devices are countless: they increase data privacy, as there would be no need to send acquired data to a cloud for processing [38] or decrease the response latency in autonomous systems [11].

A current weakness of SBNNs is that it requires to set an extra hyperparameter \(\gamma\) w.r.t. BNNs. However, we think that further studies of \(\gamma\), based on control theory approaches with dynamic adaptation of this value, may allow a lower degradation of the accuracy, while extending the compression capabilities of current SBNNs. Future works should focus on this topic and on possible frameworks to provide fast and open hardware implementation solutions for SBNNs.

5 Conclusions

We proposed sparse binary neural network (SBNN), a method to design and further compress BNNs by introducing sparsity and reducing the required computations. Our approach is based on the quantization of weights in a general \(\alpha/\beta\) binary domain, which are then expressed as 0s and 1s when implemented. Our method is formulated as a mixed optimization problem and we show that it can be solved using any state-of-the-art BNN training algorithm, through the addition of two learnable parameters and a regularization term controlling sparsity. We have proposed theoretical tools to design SBNNs based on the storage capacity of the hardware where they have to be deployed. Our results over three data sets (MNIST, CIFAR-10 and CIFAR-100) and two different topologies (feed-forward linear and convolutional networks) used as backbone architectures indicate that SBNNs are a powerful and flexible method to deploy DNNs in IoT devices and sensors. For instance, a linear SBNN model with two hidden layers and a model size of 27 kB (Huffman encoder) can be entirely stored, not only in the flash memory, but also in the SRAM memory of very low power hardware modules like the Intel® Curie™ Module, which has 384kB of flash memory and only 80kB of SRAM, while achieving \(\sim 98.35\%\) accuracy on MNIST. A ResNet-like SBNN topology with \(\sim 64.42\%\) accuracy on CIFAR-100 can be stored on a STM32F746 microcontroller, which has only 1MB of storage space. The benefits of deploying DNNs on such small devices are countless: they increase data privacy, as there would be no need to send acquired data to a cloud for processing [38] or decrease the response latency in autonomous systems [11].

A current weakness of SBNNs is that it requires to set an extra hyperparameter \(\gamma\) w.r.t. BNNs. However, we think that further studies of \(\gamma\), based on control theory approaches with dynamic adaptation of this value, may allow a lower degradation of the accuracy, while extending the compression capabilities of current SBNNs. Future works should focus on this topic and on possible frameworks to provide fast and open hardware implementation solutions for SBNNs.
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Appendix

A.1 SBNN Implementation: Batchnorm layer an activation function

We provide details about the implementation of the batchnorm layer and the sign activation function that follow the estimation of $z$ in a SBNN (Section 3.3). Implemented in a similar fashion as BNNs, the operations of the batchnorm layer and the sign function can be merged together and implemented through an element-wise threshold comparison of the output of the linear or convolutional layers [49]. This strategy avoids operations like multiplications, additions, and mean and standard deviation computations. Let us denote $o_i$ the $i^{th}$ output of the sign activation function, i.e.,

$$o_i = \begin{cases} +1, & \text{if } z_i \geq \delta_i \\ -1, & \text{otherwise} \end{cases}$$

(16)

where $z_i$ is the $i^{th}$ element of $z$ (eq. (12)), while $\delta_i$ is the threshold of the corresponding comparator. This threshold does not correspond to the zero-value from the sign function. Instead, it is moved according to the values learned by the batchnorm parameters which follows $z_i$ [49]. Therefore, the comparison operator ($\geq$ or $\leq$) depends on the sign of the batchnorm parameters. Both the threshold $\delta_i$ and the comparison operator are computed after training and their values stored.

Using Equation (12), we can rewrite $o_i$ as

$$o_i = \begin{cases} +1, & \text{if } z'_i \geq \frac{\delta_i}{\beta'} - \alpha' q_i \\ -1, & \text{otherwise} \end{cases}$$

(17)

To save computations, the term $\delta_i/\beta'$ is computed after training and stored, whereas $\alpha' q_i$ is the same value for any $i$ (see Section 3.3). In practice, this means that the operations involving $\alpha'$ and $\beta'$ parameters, and the batchnorm and sign operations are implemented with one addition and a comparison.

A.2 Compression Techniques and CR Bound Proofs

We first provide a detailed description of the encoding techniques used in this study to compress the sparse weight matrices of the linear and convolutional layers of the SBNNs. These are: index encoder (IE), run-length (RLE) and Huffman. Then, we present the proofs for the derived compression rate bounds (Proposition 1 and Proposition 2) for IE and RLE.

Compression techniques A SBNN can be seen as a set of sparse binary matrices. Well-known methods from source coding theory can be exploited for the compression of sparse vectors and matrices.

The IE encodes the column (or row) indexes of the one-valued elements in a matrix. Our IE implementation, encodes the indexes of every matrix row. To delimit an encoded row’s start and end
we use the number of encoded indexes of every matrix row as a delimiter, even if the row has no indexes (i.e., one-valued elements). This is illustrated in Figure 5.

The RLE acts on runs of data, where a run denotes a sequence where the same data value occurs along several consecutive elements. Rather than storing the original run, it stores the single data value and the count, which is the number of consecutive elements also known as the run-length. The RLE is depicted in Figure 6.

In our work, we adapt the standard RLE algorithm to handle 0/1 values, rather than any possible value. First, we encode only the zeroes. There is no need to store the data value, given that is always the same.

Second, we set the number of bits to store the run-length count to a value $c$ that optimizes the use of the allocated $c$ bits. Since the run-length might be of varying size, it is necessary to select a number of bits for the count value which is large enough to represent the largest run-length. However, if there are only few cases with very large run-length values, many bits of the count will not be used. To avoid this phenomenon, we choose $c$ to be smaller than what it would be needed to represent the largest run-length. To encode a run-length count that can be represented with the $c$ bits, we encode it and then we append a 1-valued bit to the $c$ bits, to indicate that the run-length count has been stored successfully. Otherwise, the run-length count is split into groups of $c$ bits. In between each $c$ bits we append a 0-valued bit to indicate that there is at least one next set of $c$ bits encoding the count. After the last group, a 1-valued bit is appended, thus acting as a terminator ending the count.

We choose $c$ from the set $C = \{1, 2, \ldots, \log_2(\text{largest run-length})\}$, after computing for every element in $C$ the size in bits of the encoded sparse weight matrices of the SBNN with that value, and selecting that one leading to the smallest size in bits of the encoded SBNN.

Finally, the Huffman encoder [24] maps the elements from a set $A$ to bit-symbols of variable length, using their frequency of appearance. More frequent elements are encoded using less bits, whereas less frequent elements are mapped to larger in bit symbols. In this study, we define $A$ as the set of values of the run-lengths of zeros. We chose this set of elements as done in the Modified Huffman Coding standard used in fax communications [41].

In our experiments, we compute the full precision model size considering each weight stored with 32-bits plus 32-bits for each scaling factor introduced by the batch-normalization layers. For all encoding algorithms, we estimated the SBNN’s achieved compression rates according to Equation (13), whereas its model size was computed after compressing the binary matrices storing $\alpha'$ and $\beta'$ (eq. 1) with
32 bits and storing each dimension size with 16-bits. For the RLE, we stored the run-length size with 16 bits.

A.2.1 Index Encoder Compression Rate Bound

Given Assumption 1 and Assumption 2, we formulate an expected bound of the CR when the IE is used.

Let us denote $L^* < L$ as total number of compressible linear layers in a SBNN using IE, and $\ell \in L^*$ any given compressible linear layer. Let us also define $n_d^{(\ell)}$ as the number of elements in the $d^{th}$ dimension of the layer’s weight matrix with total number of weights $N_\ell$, i.e.

$$N_\ell = \prod_d n_d^{(\ell)},$$

with $D_\ell$ the matrix dimension. The total number of bits $n_{\text{bits,IE}}^{(\ell)}$ required to encode column indexes containing a 1 is

$$n_{\text{bits,IE}}^{(\ell)} \geq \lceil \log_2 (n_d^{(\ell)}) \rceil,$$

with $\lceil \cdot \rceil$ the ceiling function. We choose $d = 2$, which, in a linear topology, represents the matrix columns. Similar expressions can be found using a different value of $d$. For convenience, we constraint

$$n_{\text{bits,IE}}^{(\ell)} = \lceil \log_2 (n_2^{(\ell)}) \rceil,$$

(18)

because the larger $n_{\text{bits,IE}}^{(\ell)}$, the larger the number of bits used for encoding each index, which would result in a larger size in bits of the compressed $\ell^{th}$ layer’s weight matrix.

Given Assumption 2 and Equation (18), the total number of bits required to encode the 1—valued weights using IE in $\ell^{th}$ layer is

$$n_{\text{bits,IE}}^{(\ell)} \cdot EC \cdot N_\ell.$$

(19)

To delimit the start and end of every encoded row, we use the number of encoded indexes of every matrix row (i.e. the number of one-valued weights) as a delimiter. Given that every row has a number of encoded indexes between 0 and $n_2^{(\ell)}$ elements, the size in bits required to store them is

$$\frac{\left(n_{\text{bits,IE}}^{(\ell)} + 1\right) \cdot N_\ell}{n_2^{(\ell)}},$$

(20)

By Equation (19) and Equation (20) we obtain

$$n_{\text{bits,IE}}^{(\ell)} \cdot EC \cdot N_\ell + \left(n_{\text{bits,IE}}^{(\ell)} + 1\right) \cdot \frac{N_\ell}{n_2^{(\ell)}} + K_\ell,$$

(21)

the number of bits for encoding in the $\ell^{th}$ layer, where

$$K_\ell = 16 \cdot D_\ell + 32 \cdot 2$$

(22)

is a constant overhead to store the size of the $D_\ell$ dimensions of the weight matrix (16 bits), and the layer’s $\alpha’$ and $\beta’$ parameters (32 bits each).

By summing over all $\ell \in L^*$, we obtain $\mathcal{W}_{\text{SBNN,IE}}$ (eq. (14)), thus completing the proof.

A.2.2 Run-Length Encoder Compression Rate Bound

We formulate an upper bound of the expected CR when the RLE is used. We use the same notation as before, with the exception of $L^* < L$ that now denotes the number of compressible linear layers in a SBNN using RLE.

**Definition 1.** A run-length length zero is a run-length.

The number of run-lengths in $\ell^{th}$ layer is an integer $R_\ell \geq |S_\ell^{(\ell)}|$. Given Definition 1 and Assumption 2,

$$R_\ell \geq |N_\ell \cdot EC|.$$
For practical convenience, we constraint $R_\ell$ to be

$$R_\ell = \lfloor N_\ell \cdot \text{EC} \rfloor,$$

since a larger $R_\ell$ requires a larger number of bits to encode the weight matrix. The operator $\lfloor \cdot \rfloor$ denotes the floor function.

**Theorem 1** (Generalized Pigeonhole Principle Theorem). *If $M$ objects are placed into $k$ boxes, then there is at least one box containing at least $\lceil M/k \rceil$ objects.*

By Equation (23) and the Generalized Pigeonhole Principle Theorem (Theorem 1), we can express the largest length among all zero run-lengths $r_{\text{max}}$ as

$$r_{\text{max}} \geq \frac{N_\ell - R_\ell}{R_\ell}.$$  

(24)

It is then straightforward to estimate the number of bits $n_{\text{bits,RLE}}^{(\ell)}$ required to encode the run-lengths of zeroes, i.e.

$$n_{\text{bits,RLE}}^{(\ell)} \geq \lceil \log_2(r_{\text{max}}) \rceil,$$

and the minimum number of its required to encode the run-length of zeros using RLE in $\ell^{th}$ layer, i.e.

$$n_{\text{bits,RLE}}^{(\ell)} \cdot R_\ell.$$  

(25)

The number of bits for encoding in the $\ell^{th}$ layer can be expressed as

$$n_{\text{bits,RLE}}^{(\ell)} \cdot R_\ell + 32 \cdot n_1^{(\ell)} + K_\ell,$$

(26)

where $K_\ell$ represents the same overhead as in Equation (22) and the term $32 \cdot n_1^{(\ell)}$ is implementation-specific. Let us recall that in our RLE implementation we store the number of encoded run-lengths of zeros of every sub-matrix (i.e., the rows of a linear layer, the channels of a convolutional layer) to delimit the start and end of every encoded sub-matrix.

Summing up over all $\ell \in L^*$ in Equation (26) we obtain $W_{\text{SBNN,RLE}}$ (Equation (15)), thus completing the proof.

**A.3 Experiments Setup**

We provide further details about network’s topologies used in our experiments (Section 4) and their training.

**A.3.1 Topologies.**

**Linear Topologies** We use two linear architectures with 2 (2L-MLP) and 3 hidden (3L-MLP) layers, with 1024 neurons in each hidden layer, $28 \times 28$ neurons in the input layer and 10 in the output. Every linear layer is followed by a batchnorm layer. For SBNNs and BNNs, the activation function is the sign function, except in the output layer where the LogSoftMax is used. For the full-precision case, ReLU is used in place of sign.

**Convolutional Topologies** For CIFAR-10, we use a convolutional topology inspired on the VGG network [43] with 6 convolutional layers and 1 linear layer, starting with 128 filters and doubling the number of filters every 2 layers. We use kernels of size $3 \times 3$, while padding and stride are set equal 1. Every convolutional layer is followed by a batchnorm layer and the sign activation function. Every linear layer is followed by a batchnorm layer with the LogSoftMax activation function. Additionally, every 2 convolutional layers we have a MaxPool layer with kernels of size $3 \times 3$, padding of 1 and stride of 2. The full-precision network uses ReLU in place of sign.

For CIFAR-100, we use the same convolutional topology as in [10], which is inspired on the pre-activation residual network [18]. Differently from [10], we use depth 18, initial width of 64 and final width of 512. The full-precision network uses ReLU in place of sign.
A.3.2 Setup.

We use the BNN training algorithm proposed by Hubara et al. [22] as the backbone for our SBNN training scheme. All experiments use an Adamax optimizer [27] and the Negative Log-Likelihood as loss function. The values of $\gamma$ used to train the SBNNs are reported in table [22]. As previously stated, all experiments were run using 1 GPU from the Google Colaboratory service. All our code and scripts to run our experiments will be made available in a Github repository [1].

The 2L-MLP and 3L-MLP networks were trained on MNIST with learning rate of 0.01 and a mini-batch of size 32. The learning rate was decreased by a factor 10 every 15 epochs, over a total of 40 training epochs. No data augmentation was performed on this dataset.

The convolutional topologies were trained on CIFAR-10 and CIFAR-100. At every training epoch, the training set was enlarged using data augmentation consisting of random rotations up to $\pm 15$ degrees and random horizontal flips and crops for every image. Additionally, for CIFAR-100 we used a mixup strategy [53] with $\alpha = 1$ to reduce overfitting. For both datasets, the networks were trained for 300 epochs. On CIFAR-10 we set the learning rate to 0.05, and we decreased it by a factor of 5 every 50 epochs. On CIFAR-100, we set the learning rate to 0.01 and decreased it by a factor of 10 every 120 epochs. In both cases the mini-batch size was set to 200.