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Abstract

We introduce deterministic concurrent systems as a subclass of concurrent systems. Deterministic concurrent systems are “locally commutative” concurrent systems. We prove that irreducible and deterministic concurrent systems have a unique probabilistic dynamics, and we characterise these systems by means of their Analytic combinatorics properties.

1—Introduction

Trace monoids are well known models of concurrency. They represent systems able to perform several types of actions, among a given alphabet, with the feature that some actions may occur concurrently. If $a$ and $b$ are two concurrent actions, then the system does not distinguish between the two sequences of actions $a$-then-$b$ and $b$-then-$a$. Instead, a unique compound action $a \cdot b = b \cdot a$ may be performed. This feature is typically used when one wishes to work on the logical order between actions rather than on the chronological order.

Mathematically, a trace monoid $\mathcal{M}$ is a presented monoid generated by an alphabet $\Sigma$, and with relations of the form $ab = ba$ for some fixed pairs of letters $(a, b) \in \Sigma \times \Sigma$. The identity $ab = ba$ in $\mathcal{M}$ renders the concurrency of the two actions $a$ and $b$.

The use of trace monoids in concurrency theory goes back at least to the 1980’s with survey works such as [6, 7]. Trace monoids had also been studied in Combinatorics under different names, as free partially commutative monoids and heaps of pieces in the seminal works [4] and [13] respectively. Hence, trace monoids stand at a junction point between Computer science and Combinatorics.

Despite their successful use as models of concurrency for databases for instance, trace monoids lack an essential feature present in most real-life systems, namely they lack a notion of state. Indeed, any action can be performed at any time when considering a trace monoid model; whereas, in real-life systems, some actions may only be enabled when the system enters some specified state, and then one expects the system to enter a new state, determined by the former state and by the action performed.

A natural model combining both the “built-in” concurrency feature of trace monoids and the notion of state arises when considering a partially defined monoid action of a trace monoid $\mathcal{M}$ on a finite set of states $X$. Equivalently, instead of considering that the monoid action is only partially defined, it is more convenient to introduce a sink state $\perp$ and to consider a total monoid action $(X \cup \{\perp\}) \times \mathcal{M} \to (X \cup \{\perp\})$. Hence, if the system is in state $\alpha$, performing the letter $a \in \Sigma$ brings the system into the new state $\alpha \cdot a$, with the convention that $a$ was actually not allowed if $\alpha \cdot a = \perp$. This notion of concurrent system, introduced in [1], encompasses in particular popular models of concurrency such as bounded Petri nets [11, 10].

In the present paper, we use some results previously obtained in [1, 3] in order to study a particular case of concurrent systems, namely the class of deterministic
**concurrent systems.** Intuitively, a deterministic concurrent system (DCS) is a concurrent system where no conflict between different actions can never arise. Hence the only non-determinism left results solely from the concurrency of the model, combined with the constraints imposed by the monoid action. Deterministic concurrent systems can be related, for instance, to causal nets and to elementary event structures found in 1980’s papers [10]. We prove in particular that deterministic concurrent systems correspond to concurrent systems which are “locally commutative”.

Compared to general concurrent systems, deterministic concurrent systems appear as limit cases. For instance, we prove that their space of maximal executions is at most countable—whereas it is uncountable in general; if the system is moreover irreducible, we prove that it carries a unique probabilistic dynamics—whereas there is a continuum of them in general. Yet, proving these properties is not trivial. The definition of DCS is formulated in elementary terms; their specific properties are formulated in elementary terms; but the proof of these properties relies on hidden tools based on Analytic combinatorics, among others.

Beside the general properties of deterministic concurrent systems, our main contribution is to give several equivalent characterisations of concurrent systems which are both deterministic and irreducible: an algebraic characterisation; a probabilistic characterisation; a characterisation from the Analytic combinatorics viewpoint; and a characterisation through set-theoretic properties of the set of infinite executions. The multiplicity of these viewpoints suggests that the notion is worth exploring it.

Another contribution is a generalisation of the well known fact that commutative monoids have a polynomial growth. The property that we obtain in Corollary 2.2 is general enough to be of interest per se.

Although quite specific, the class of deterministic concurrent systems has a non-trivial modelisation power. We also believe that understanding deterministic concurrent systems is useful for the deeper understanding of general concurrent systems.

**Organisation of the paper.** Section 2 is devoted to preliminaries, and is divided into three subsections. Sections 2.1 and 2.2 survey respectively basic notions on trace monoids and on concurrent systems; Section 2.3 is devoted to an elementary, yet original result of trace theory, that we tried to formulate in a way not too specific so that it could be of general interest, and that will be used later in the paper. Deterministic concurrent systems are introduced in Section 3. Section 4 is devoted to the study of concurrent systems which are both deterministic and irreducible.

## 2—Preliminaries

### 2.1 — Trace monoids and their combinatorics

The background material introduced in this section is standard, see for instance [6, 7], excepted for the probabilistic notions which are borrowed from [2].

**Independence and dependence pairs.** An *alphabet* is a finite set, which we usually denote by $\Sigma$, the elements of which are called *letters*. An *independence pair* is a pair $(\Sigma, I)$, where $I$ is a binary symmetric and irreflexive relation on $\Sigma$, called an *independence relation*. A *dependence pair* is a pair $(\Sigma, D)$, where $D$ is a binary symmetric and reflexive relation on $\Sigma$, called a *dependence relation*. With $\Sigma$ fixed, dependence and independence relations correspond bijectively to each others, through the association $D = (\Sigma \times \Sigma) \setminus I$.

In the remaining of Section 2.1, we fix an independence pair $(\Sigma, I)$, with corresponding dependence pair $(\Sigma, D)$.
Traces. The trace monoid $M(\Sigma, I)$ is the presented monoid $M = (\Sigma \mid ab = ba \text{ for } (a, b) \in I)$. Elements of $M$ are called traces. The unit element, also called empty trace, is denoted by $\varepsilon$, and the concatenation of $x, y \in M$ is denoted by $x \cdot y$. We identify letters of the alphabet with their images in $M$ through the canonical mappings $\Sigma \to \Sigma^* \to M$.

The trace monoid $M$ is irreducible if the dependence pair $(\Sigma, D)$, seen as graph, is connected.

Length. Occurrence of letters. Every trace $x \in M$ corresponds to the congruence class of some word $u \in \Sigma^\ast$. The length of $x$, denoted by $|x|$, is the length of $u$. For each letter $a \in \Sigma$, we write $a \in x$ whenever $a$ has at least one occurrence in $u$, and we write $a \notin x$ otherwise.

Divisibility order. The preorder $(M, \leq)$ inherited from the left divisibility in $M$ is defined by: $x \leq y \iff (\exists z \in M \ y = x \cdot z)$. This preorder is actually a partial order. If $x \leq y$, the element $z \in M$ such that $y = x \cdot z$ is unique since trace monoids are left cancelable. We denote this element by $z = x \backslash y$.

Cliques. A clique of $M$ is a trace of the form $x = a_1 \cdots a_i$, where all $a_i$s are letters such that $i \neq j \implies (a_i, a_j) \in I$. Since all $a_i$s commute with each other, we identify the clique $x \in M$ with the subset $\{a_1, \ldots, a_i\} \in P(\Sigma)$. If $\mathcal{C}$ denotes the set of cliques of $M$, the restricted partial order $(\mathcal{C}, \leq)$ corresponds to a sub-partial order of $(P(\Sigma), \subseteq)$. We note that $\mathcal{C}$ is always downward closed in $(P(\Sigma), \subseteq)$, and that $\mathcal{C}$ corresponds to the full powerset $P(\Sigma)$ if and only if $M$ is the free commutative monoid on $\Sigma$.

A non empty clique is a clique $x \neq \varepsilon$. The set of non empty cliques of $M$ is denoted by $\mathcal{C}$. Minimal elements of $(\mathcal{C}, \leq)$ correspond to the letters of $\Sigma$.

Parallel cliques. Lower and upper bounds. Any two traces $x, y \in M$ have a greatest lower bound (glb) in $(M, \leq)$, which we denote by $x \wedge y$. They have a least upper bound (lub) in $(M, \leq)$, denoted by $x \vee y$ if it exists, if and only if they have a common upper bound.

If $x$ and $y$ are cliques, then $x \wedge y$ is the clique corresponding to the subset $x \cap y \in P(\Sigma)$. We say that $x$ and $y$ are parallel, denoted by $x \parallel y$, if $x \cap y \subseteq I$, where $x$ and $y$ are seen as subsets of $\Sigma$. In this case, $x \vee y$ exists and is given by $x \vee y = x \cdot y = y \cdot x$.

Normal sequences. A pair $(x, y) \in \mathcal{C} \times \mathcal{C}$ is a normal pair if: $\forall b \in y \exists a \in x \ (a, b) \in D$. This relation is denoted by $x \to y$. A sequence $(c_i)_i$ of cliques, the sequence being either finite or infinite, is a normal sequence if $(c_i, c_{i+1})$ is a normal pair for all pairs of indices $(i, i + 1)$.

Note that the empty clique satisfies $x \to \varepsilon$ for all $x \in \mathcal{C}$, and $\varepsilon \to x$ if and only if $x = \varepsilon$.

Normal form and generalised normal form. [4] For any trace $x \neq \varepsilon$, there exists a unique integer $k \geq 1$ and a unique normal sequence $(c_1, \ldots, c_k)$ of non empty cliques such that $x = c_1 \cdots c_k$. The sequence $(c_1, \ldots, c_k)$ is the Cartier-Foata normal form of $x$, or the normal form of $x$ for short. The integer $k$ is the height of $x$, denoted by $k = \tau(x)$.

\footnote{In the literature, trace monoids are also called free partially commutative monoids, and they also correspond to right-angled Artin-Tits groups, on the monoid side.}
The generalised normal form of $x$ is the infinite normal sequence $(c_i)_{i \geq 1}$ defined by $c_i = \varepsilon$ for $i > k$. By definition, the generalised normal form of $\varepsilon$ is the normal sequence $(\varepsilon, \varepsilon, \ldots)$. For every integer $i \geq 1$, we introduce the mapping $C_i : \mathcal{M} \to \mathcal{C}$ defined by $C_i(x) = c_i$, where $(c_i)_{i \geq 1}$ is the generalised normal form of $x$.

**Generalised traces and infinite traces.** A generalised trace is any infinite normal sequence $\xi = (c_i)_{i \geq 1}$ of cliques. If $c_i = \varepsilon$ for some integer $i$, then $c_j = \varepsilon$ for all $j \geq i$, and then $\xi$ is the generalised normal form of a unique element of $\mathcal{M}$. If $c_i \neq \varepsilon$ for all $i \geq 1$, then $\xi$ is said to be an infinite trace.

We denote by $\overline{\mathcal{M}}$ the set of generalised traces, and by $\partial \mathcal{M}$ the set of infinite traces—the latter set is called the boundary at infinity of $\mathcal{M}$. We note that $\partial \mathcal{M}$ is non empty as soon as $\Sigma \neq \emptyset$.

We define a partial order on $(\overline{\mathcal{M}}, \leq)$ by putting, for $\xi = (c_i)_{i \geq 1}$ and $\zeta = (d_i)_{i \geq 1}$ two generalised traces:

$$\xi \leq \zeta \iff (\forall i \geq 1 \quad c_i \leq d_i).$$

The injection $\mathcal{M} \to \overline{\mathcal{M}}$ induces an embedding of partial orders $(\mathcal{M}, \leq) \to (\overline{\mathcal{M}}, \leq)$, so we simply identify $\mathcal{M}$ with its image in $\overline{\mathcal{M}}$. With this identification, we have $\overline{\mathcal{M}} = \mathcal{M} + \partial \mathcal{M}$, where ‘+’ denotes the disjoint union.

The family of mappings $(C_i)_{i \geq 1}$ extends in the obvious way to the natural projections $C_i : \overline{\mathcal{M}} \to \mathcal{C}$, with restrictions $C_i : \partial \mathcal{M} \to \mathcal{C}$.

The digraph $(\mathcal{C}, \to)$ is called the digraph of cliques of the monoid. Generalised traces correspond bijectively to infinite paths in $(\mathcal{C}, \to)$, with finite traces corresponding to paths hitting the empty clique $\varepsilon$, and infinite traces corresponding to paths never hitting the empty clique.

**Möbius transform.** Let $f : \mathcal{C} \to A$ be a function where $A$ is any commutative group. The Möbius transform [12] of $f$ is the function $h : \mathcal{C} \to A$ defined by:

$$\forall c \in \mathcal{C} \quad h(c) = \sum_{c' \in \mathcal{C}, c \leq c'} (-1)^{|c'| - |c|} f(c'). \quad (2.1)$$

The function $f$ can be retrieved from $h$ thanks to the Möbius inversion formula, which is a kind of generalised inclusion-exclusion formula:

$$\forall c \in \mathcal{C} \quad f(c) = \sum_{c' \in \mathcal{C}, c \leq c'} h(c'). \quad (2.2)$$

In particular, one has:

$$f(\varepsilon) = \sum_{c \in \mathcal{C}} h(c). \quad (2.3)$$

**Valuations and probabilistic valuations.** [2] A valuation is a monoid homomorphism $f : (\mathcal{M}, \cdot) \to (\mathbb{R}_{\geq 0}, \times)$. One instance is the constant valuation $f = 1$. More generally, any assignation of non negative numbers $\lambda_a$ to letters $a$ of $\Sigma$ yields a valuation $f$, obviously unique, such that $f(a) = \lambda_a$ for $a \in \Sigma$.

Let $h : \mathcal{C} \to \mathbb{R}$ be the Möbius transform of a valuation $f$, restricted to $\mathcal{C}$. Then $f$ is a probabilistic valuation whenever:

$$\left( h(\varepsilon) = 0 \right) \land \left( \forall c \in \mathcal{C} \quad h(c) \geq 0 \right). \quad (2.4)$$

In this case, the vector $(h(c))_{c \in \mathcal{C}}$ is a probability vector. Indeed, it is non negative and it sums up to 1 thanks to (2.3), since $f(\varepsilon) = 1$ and $h(\varepsilon) = 0$. 


Markov chain of cliques. [2] If \( f \) is a probabilistic valuation, then there exists a unique probability measure \( \nu \) on \( \partial M \) equipped with the natural Borel \( \sigma \)-algebra, such that 
\[
\nu(\uparrow x) = f(x) \quad \text{for all} \quad x \in M,
\]
where \( \uparrow x = \{ \omega \in \partial M \mid x \leq \omega \} \).

With respect to this probability measure, the sequence of mappings \( C_i : \partial M \to \mathcal{C} \), seen as a sequence of random variables, is a homogeneous Markov chain. Its initial distribution is given by:
\[
\nu(C_1 = c) = h(c),
\]
where \( h \) is the Möbius transform of \( f \). The transition matrix of the chain can also be described, but we shall not need it in the sequel.

Growth series and Möbius polynomials. The growth series \( G(z) \) and the Möbius polynomial \( \mu(z) \) of \( M \) are defined as follows:
\[
G(z) = \sum_{x \in M} z^{|x|}, \quad \mu(z) = \sum_{c \in \mathcal{C}} (-1)^{|c|} z^{|c|}.
\]

[4] The series \( G(z) \) is rational, and it is the formal inverse of the Möbius polynomial:
\[
G(z)\mu(z) = 1.
\]

[9, 8] If \( \Sigma \neq \emptyset \), the Möbius polynomial has a unique root of smallest modulus. This root, say \( r \), is real and lies in \((0, 1]\). If \( \Sigma = \emptyset \), we put \( r = \infty \). In all cases, the radius of convergence of \( G(z) \) is \( r \).

We note that: \( r \geq 1 \) if and only if \( M \) is commutative. Indeed, if \( M \) is not commutative, then \( M \) contains the free monoid on two generators as a submonoid, hence \( r \leq 1/2 \). Whereas, if \( M \) is commutative and \( \Sigma \) has \( N \geq 0 \) elements, then \( \mu(z) = (1 - z)^N \) and therefore \( r = 1 \) or \( r = \infty \). From the formula \( G(z) = 1/(1 - z)^N \), one recovers the standard elementary result that commutative monoids have a polynomial growth.

Representation of traces. The alphabet \( \Sigma \) is usually represented by its Coxeter graph [5], which is the graph \((\Sigma, D)\) with all self-loops omitted. Hence two distinct letters commute with each other if and only if they are not joined by an edge; see an example depicted on Fig. 1.

A convenient representation of traces is provided by the identification of traces with the heaps of pieces introduced in [13]. Picture each letter as a piece falling to the ground, in such a way that distinct letters which commute with each other fall along parallel lines; whereas non commutative letters fall in such a way that they block each other. The heaps of pieces thus obtained are combinatorial object corresponding bijectively to the elements of the trace monoid, by reading the letters labelling the pieces from bottom to top. The cliques of the normal form of a trace correspond to the horizontal layers that appear in the heap of pieces. See an illustration on Fig. 2.

2.2 — Concurrent systems and their combinatorics

The background material presented in this section is borrowed from [1, 3].
Concurrent systems and executions. A concurrent system is a triple \((\mathcal{M}, X, \perp)\) where \(\mathcal{M}\) is a trace monoid, \(X\) is a finite set of states and \(\perp\) is a special symbol not in \(X\), together with a right monoid action of \(\mathcal{M}\) on \(X \cup \{\perp\}\), denoted by \((\alpha, x) \mapsto \alpha \cdot x\), and such that \(\perp \cdot x = \perp\) for all \(x \in \mathcal{M}\). By definition of a monoid action, one has thus \(\alpha \cdot (x \cdot y) = (\alpha \cdot x) \cdot y\) for all \((\alpha, x, y) \in X \times \mathcal{M} \times \mathcal{M}\), and \(\alpha \cdot \epsilon = \alpha\) for all \(\alpha \in X\).

The symbol \(\perp\) represents a sink state. So we are interested, for every \(\alpha, \beta \in X\), in the following subsets of \(\mathcal{M}\):

\[
\mathcal{M}_{\alpha, \beta} = \{x \in \mathcal{M} \mid \alpha \cdot x = \beta\}, \quad \mathcal{M}_\alpha = \{x \in \mathcal{M} \mid \alpha \cdot x \neq \perp\}.
\]

Traces of \(\mathcal{M}_\alpha\) are called executions starting from \(\alpha\), or executions for short if the context is clear. Note that \(\mathcal{M}_\alpha\) is always downward closed in \((\mathcal{M}, \leq)\).

We introduce the following useful notations, for \(\alpha, \beta \in X\):

\[
\Sigma_\alpha = \Sigma \cap \mathcal{M}_\alpha, \quad \mathcal{C}_\alpha = \mathcal{C} \cap \mathcal{M}_\alpha, \quad \mathcal{E}_\alpha = \mathcal{E} \cap \mathcal{M}_\alpha, \quad \mathcal{E}_{\alpha, \beta} = \mathcal{E} \cap \mathcal{M}_{\alpha, \beta}.
\]

A generalised execution from \(\alpha\) is an element \(\xi \in \overline{\mathcal{M}}_\alpha\) such that: \(\forall x \in \mathcal{M} \quad x \leq \xi \implies x \in \mathcal{M}_\alpha\). Their set is denoted \(\overline{\mathcal{M}}_\alpha\), and we also put \(\partial \mathcal{M}_\alpha = \overline{\mathcal{M}}_\alpha \cap \partial \mathcal{M}\).

Digraph of states-and-cliques. Generalised executions of a concurrent system \(\mathcal{X} = (\mathcal{M}, X, \perp)\) are generalised traces of \(\mathcal{M}\). As seen in Sect. 2.1, generalised traces correspond to paths in the digraph of cliques \((\mathcal{C}, \rightarrow)\). Not all paths of \((\mathcal{C}, \rightarrow)\) however correspond, in general, to executions of \(\mathcal{X}\). In order to take into account the constraints induced by the monoid action, we introduce the digraph of states-and-cliques \((\mathcal{D}, \rightarrow)\), the vertices of which are pairs \((\alpha, c)\) with \(\alpha\) ranging over \(X\) and \(c\) ranging over \(\mathcal{C}_\alpha\). There is an arrow \((\alpha, c) \rightarrow (\beta, d)\) in \(\mathcal{D}\) if \(\beta = \alpha \cdot c\) and if \((c, d)\) is a normal pair of cliques.

To every generalised execution \(\xi = (c_i)_{i \geq 1}\) with \(\xi \in \overline{\mathcal{M}}_\alpha\), is associated the path \((\alpha_1, c_1)_{i \geq 1}\) in \(\mathcal{D}\), where \(\alpha_i\) is defined by \(a_0 = \alpha\) and \(\alpha_i = \alpha \cdot (c_1 \ldots c_i)\) for \(i \geq 1\). We put \(Y_i(\xi) = (\alpha_{i-1}, c_i)\) for every integer \(i \geq 1\).

Conversely, every infinite path in \(\mathcal{D}\) corresponds to a unique generalised execution. Consider the subgraph \(\mathcal{D}\) of \(\mathcal{D}\) with all vertices of the form \((\alpha, c)\) with \(c \neq \epsilon\). Then infinite paths in \(\mathcal{D}\) correspond bijectively to infinite executions.

Characteristic root. The combinatorics of a concurrent system \(\mathcal{X} = (\mathcal{M}, X, \perp)\) involves not only the combinatorics of \(\mathcal{M}\), but also of the monoid action \(X \times \mathcal{M} \rightarrow X\).
Consider the Möbius matrix \( \mu (z) = (\mu_{\alpha,\beta}(z))_{(\alpha,\beta) \in X \times X} \), the polynomial \( \theta (z) \), and the growth matrix \( G(z) = (G_{\alpha,\beta}(z))_{(\alpha,\beta) \in X \times X} \) defined by:

\[
\mu_{\alpha,\beta}(z) = \sum_{c \in \mathcal{C}_{\alpha,\beta}} (-1)^{|c|} z^{|c|} \quad \theta (z) = \det \mu(z) \quad G_{\alpha,\beta}(z) = \sum_{x \in \mathcal{M}_{\alpha,\beta}} z^{|x|}
\]

Then \( G(z) \) is a matrix of rational series, and it is the inverse of the Möbius matrix: \( G(z) \mu (z) = \text{Id} \). One of the roots of smallest modulus of the polynomial \( \theta (z) \) is real and lies in \((0,1) \cup \{\infty\}\), with the convention that it is \( \infty \) if \( \theta (z) \) is a non zero constant. This non negative real or \( \infty \) is the characteristic root of the concurrent system \( X \).

The characteristic root \( r \) is the minimum of all convergence radii of the generating series \( G_{\alpha,\beta}(z) \), for \((\alpha,\beta)\) ranging over \( X \times X \).

Irreducibility and the spectral property. A concurrent system \( X = (M, X, \perp) \) is irreducible if: 1) The monoid \( M \) is irreducible; 2) \( M_{\alpha,\beta} \neq \emptyset \) for all \( \alpha, \beta \in X \); 3) For every \( \alpha \in X \) and for every letter \( a \in \Sigma \) there exists \( x \in M_{\alpha} \) such that \( a \cdot x = \perp \).

If \( \Sigma' \) is any subset of \( \Sigma \), and if \( M' = \langle \Sigma' \rangle \) is the submonoid of \( M \) generated by \( \Sigma' \), then the restriction of the action \((X \cup \{\perp\}) \times M' \rightarrow X \cup \{\perp\}\) defines clearly a new concurrent system \( X' = (M', X, \perp) \), said to be induced by restriction. In particular, let \( X^a \) denote the concurrent system induced by restriction with \( \Sigma' = \Sigma \setminus \{q\} \), and let \( r^a \) be the characteristic root of \( X^a \).

A key property, that we shall use later, is the spectral property [3] which states: if \( X \) is irreducible, then \( r^a > r \) for every \( a \in \Sigma \).

Valuations and probabilistic valuations. Markov chain of states-and-cliques. A valuation on a concurrent system \( X = (M, X, \perp) \) is a family \( f = (f_{\alpha})_{\alpha \in X} \) of mappings \( f_{\alpha} : M \rightarrow \mathbb{R}_{\geq 0} \) satisfying the three following properties:

\[
\forall \alpha \in X \quad \forall x \in M \quad \alpha \cdot x = \perp \implies f_{\alpha}(x) = 0 \tag{2.5}
\]
\[
\forall \alpha \in X \quad \forall y \in M_{\alpha} \quad f_{\alpha}(x \cdot y) = f_{\alpha}(x)f_{\alpha}(y) \tag{2.6}
\]
\[
\forall \alpha \in X \quad f_{\alpha}(e) = 1 \tag{2.7}
\]

Let \( f = (f_{\alpha})_{\alpha \in X} \) be a valuation and for each \( \alpha \in X \), let \( h_{\alpha} : \mathcal{C} \rightarrow \mathbb{R} \) be the Möbius transform of the restriction \( f_{\alpha}|_{\mathcal{C}} : \mathcal{C} \rightarrow \mathbb{R}_{\geq 0} \). Note first that \( h_{\alpha}(x) = 0 \) if \( x \notin M_{\alpha} \). We say that \( f \) is a probabilistic valuation if:

\[
\forall \alpha \in X \quad (h_{\alpha}(e) = 0 \quad \land \quad (\forall c \in \mathcal{C}_{\alpha} \quad h_{\alpha}(c) \geq 0)). \tag{2.8}
\]

In this case, there exists a unique family \( \nu = (\nu_{\alpha})_{\alpha \in X} \), where \( \nu_{\alpha} \) is a probability measure on \( \partial M_{\alpha} \), such that \( \nu_{\alpha}(\uparrow x) = f_{\alpha}(x) \) for all \( \alpha \in X \) and for all \( x \in M_{\alpha} \). Of course the existence of a probabilistic valuation implies in particular that \( \partial M_{\alpha} \neq \emptyset \), a property which might not be satisfied in general even if \( \Sigma \neq \emptyset \).

If \( \nu = (\nu_{\alpha})_{\alpha \in X} \) is associated as above with a probabilistic valuation \( f = (f_{\alpha})_{\alpha \in X} \), then for each state \( \alpha \in X \), and with respect to the probability measure \( \nu_{\alpha} \), the family of mappings \( Y_{\alpha} : \partial M_{\alpha} \rightarrow \mathcal{D} \) defined earlier is a homogeneous Markov chain, called the Markov chain of states-and-cliques. Its initial distribution is given by \( 1_{\alpha} \otimes h_{\alpha} \); hence in particular:

\[
\forall \alpha \in X \quad \forall c \in \mathcal{C}_{\alpha} \quad \nu_{\alpha}(C_{1} = c) = h_{\alpha}(c). \tag{2.9}
\]

Representation of concurrent systems and of executions. To represent a concurrent system \( X = (M, X, \perp) \), we first use the Coxeter graph of \( M \), as in Fig. 1. We also depict the labelled hypergraph of states, which vertices are the elements of \( X \), and with an edge from \( \alpha \) to \( \beta \) labelled by the letter \( a \in \Sigma \) if \( \alpha \cdot a = \beta \). See an example on Fig. 3. For representing executions, we stick to the representation by heaps of pieces introduced earlier for traces.
Figure 3: Hypergraph of states of a concurrent system $X = (M, X, \perp)$ with 13 states and the trace monoid depicted by its Coxeter graph in Fig. 1. Each arrow without tip is understood as a pair of two arrows labelled with the same symbol, one in each direction. For each state, missing letters from this state lead to the sink state $\perp$.

2.3 — A comparison result

In this subsection, we state an elementary lemma and its corollary, both belonging to trace theory, and given in a form slightly more general than precisely needed in the sequel.

Consider an alphabet $\Sigma$ and two independence relations $I$ and $I'$ on $\Sigma$ such that $I \subseteq I'$, and consider the two trace monoids $M = M(\Sigma, I)$ and $N = M(\Sigma, I')$. There is a natural surjection $\pi : M \to N$, which entails in particular that $M$ is “not smaller” than $N$. It seems to have been unnoticed so far that, when restricted to the set of sub-traces of a given trace of $M$, or even of $M$, then $\pi$ becomes injective. This is the topic of the following lemma.

The lemma generalises the following elementary fact. Let $M = \Sigma^*$ be a free monoid and let $u \in \Sigma^*$. Then any prefix word $x \leq u$ is entirely determined by the collection $(n_a)_{a \in \Sigma}$ where $n_a$ is the number of occurrences of the letter $a$ in $x$. Hence $x$ is entirely determined by its image in the free commutative monoid generated by $\Sigma$.

**Lemma 2.1**—Let $I \subseteq I'$ be two independence relations on an alphabet $\Sigma$, let $M = M(\Sigma, I)$ and $N = M(\Sigma, I')$, and let $\pi : M \to N$ be the natural surjection. Then $\pi$ extends naturally to a mapping $\overline{M} \to \overline{N}$. Let $\omega \in \overline{M}$, and define: $\overline{M}_{\leq \omega} = \{x \in \overline{M} \mid x \leq \omega\}$. Then the restriction of $\pi$ to $\overline{M}_{\leq \omega}$ is injective.

**Proof.** The extension of $\pi$ to a mapping $\overline{M} \to \overline{N}$ follows from the definitions, hence we focus on proving that the restriction of $\pi$ to $\overline{M}_{\leq \omega}$ is injective. Let $x \in \overline{M}_{\leq \omega}$ and let $y = \pi(x)$. Let $c_1$ be the first clique in the normal form of $x$, and let $d_1$ be the first clique in the normal form of $y$. Let also $C_1$ be the first clique in the normal form of $\omega$. We assume with loss of generality that $x \neq \varepsilon$ since $\pi^{-1}(\{\varepsilon\}) = \{\varepsilon\}$.

We claim that $c_1 = d_1 \cap C_1$. The inclusion $c_1 \subseteq d_1 \cap C_1$ is clear since both inclusions $c_1 \subseteq d_1$ and $c_1 \subseteq C_1$ are obvious. For proving the converse inclusion, seeking a contradiction, we assume that there is a letter $a \in d_1 \cap C_1$ such that $a \notin c_1$.

Then, since $y = \pi(x)$, the letter $a$ belongs to some higher clique in the normal form
of \( x \). But, since \( x \leq \omega \), and since \( a \in C_1 \), that entails that \( a \in c_1 \), contradicting the assumption \( a \notin c_1 \). Hence \( c_1 = d_1 \cap C_1 \), as claimed.

Repeating inductively the same reasoning, with \( x' = c_1 \setminus x \) and with \( y' = \pi(x') = c_1 \setminus y \) and \( \omega' = c_1 \setminus \omega \) in place of \( x \) and of \( y \) and of \( \omega \) respectively\(^2\), we see that all the cliques \((c_i)_{i \geq 1}\) of the generalised trace \( x \) can be reconstructed from \( y \). This entails that \( \pi \) is injective.

\[ \blacklozenge \]

- **Corollary 2.2**—Let \( M \) be a trace monoid, and let \( \omega \in \partial M \) be an infinite trace. For each integer \( n \geq 0 \), consider:

\[ M_{\leq \omega}(n) = \{ x \in M \mid x \leq \omega \land |x| = n \}, \quad p_n = \#M_{\leq \omega}(n). \]

Then there is a polynomial \( P \in \mathbb{Z}[X] \) such that \( p_n \leq P(n) \) for all integers \( n \). Furthermore, the set \( \partial M_{\leq \omega} = \{ \xi \in \partial M \mid \xi \leq \omega \} \) is at most countable.

**Proof.** Let \( M = M(\Sigma, I) \) and let \( \mathcal{N} \) be the commutative monoid generated by \( \Sigma \), hence \( \mathcal{N} = M(\Sigma, I') \) with \( I' = (\Sigma \times \Sigma) \setminus \Delta \) where \( \Delta = \{ (x, x) : x \in \Sigma \} \).

For each integer \( n \), let \( q_n = \#\mathcal{N}(n) \). Then it is well known that \( q_n = P(n) \) for some polynomial \( P \in \mathbb{Z}[X] \). Since \( I \subseteq I' \), it follows from Lemma 2.1 that \( p(n) \leq q(n) \). Furthermore, \( \mathcal{N} \) itself is at most countable; hence the fact that \( \partial M_{\leq \omega} \) is at most countable also follows from Lemma 2.1.

\[ \blacklozenge \]

**Remark 2.3.** Of course, the direct argument:

\[ \partial M_{\leq \omega} \subseteq \{ \xi \in \mathcal{C}_{2^\omega} \mid \forall i \geq 1 \quad C_i(\xi) \subseteq C_i(\omega) \} \]

would not allow to conclude as in Corollary 2.2 that \( \partial M_{\leq \omega} \) is at most countable.

### 3—Deterministic concurrent systems

- **Definition 3.1**—A deterministic concurrent system (DCS) is a concurrent system \( \mathcal{X} = (M, X, \perp) \) such that for every state \( \alpha \in X \), the partial order \( (M_\alpha, \preceq) \) is a lattice.

**Remark 3.2.** According to the background on \( \operatorname{lub} \) and \( \operatorname{glb} \) on trace monoids recalled in Section 2.1 on the one hand, and since \( M_\alpha \) is a downward closed subset of \( M \) on the other hand, we have for any two executions \( x, y \in M_\alpha \): 1) \( x \) and \( y \) have a \( \operatorname{glb} \) in \( M_\alpha \), which coincides with their \( \operatorname{glb} \) in \( M \); and 2) \( x \) and \( y \) have a \( \operatorname{lub} \) in \( M_\alpha \) if and only they have a common upper bound in \( M_\alpha \), in which case their \( \operatorname{lub} \) in \( M_\alpha \) coincides with their \( \operatorname{lub} \) in \( M \). Note however that the existence of \( x \lor y \in M_\alpha \) is not enough to insure that \( x \lor y \in M_\alpha \).

Henceforth, a concurrent system \( (M, X, \perp) \) is a DCS if and only if, for every state \( \alpha \), any two executions \( x, y \in M_\alpha \) have a common upper bound in \( M_\alpha \).

The following result says that DCS correspond to “locally commutative” concurrent systems.

- **Proposition 3.3**—Let \( \mathcal{X} = (M, X, \perp) \) be a concurrent system. Then the following properties are equivalent:
  (i) \( \mathcal{X} \) is deterministic.
  (ii) For every \( \alpha \in X \), the partial order \( (M_\alpha, \preceq) \) is a lattice.
  (iii) For every \( \alpha \in X \), any two letters in \( \Sigma_\alpha \) commute with each other.

\(^2\)Recall that, if \( c \leq u \) with \( c, u \in M \), we denote by \( c \setminus u \) the left cancellation of \( u \) by \( c \), which is the unique trace \( v \in M \) such that \( c \cdot v = u \).
Proof. The equivalence (ii) \iff (iii) and the implication (i) \implies (iii) are clear.

The interesting point is the implication (ii) \implies (i).

Assume that \((\mathcal{C}_\alpha, \leq)\) is a lattice for every \(\alpha \in X\). Fix \(\alpha \in X\) and let \(x, y \in \mathcal{M}_\alpha\). Assume first that \(x \land y = \varepsilon\). Let \((c_1, \ldots, c_k)\) and \((d_1, \ldots, d_m)\) be the normal forms of \(x\) and \(y\). Maybe by adding the empty trace at the tail of one or the other normal form, we assume that \(k = m\), at the cost of tolerating that some of the elements may be the empty trace.

On the one hand, since \(c_1 \cdot c_2\) is an execution starting from \(\alpha\), one has \(c_2 \in \mathcal{C}_\alpha, c_1\). On the other hand, both \(c_1\) and \(d_1\) belong to \(\mathcal{C}_\alpha\), which is a lattice by assumption. Hence \(c_1 \lor d_1 \in \mathcal{C}_\alpha\). And since \(c_1 \land d_1 = \varepsilon\) by assumption, one has \(c_1 \lor d_1 = c_1 \cdot d_1 = d_1 \cdot c_1\). Therefore: \(d_1 \in \mathcal{C}_\alpha, c_1\), which is a lattice, it follows that \(c_2 \land d_1 \in \mathcal{C}_\alpha, c_1\).

Now we claim that \(c_2 \land d_1 = \varepsilon\). Otherwise, there exists a letter \(a\) occurring in both \(c_2\) and \(d_1\). Since \((c_2, d_1)\) is a normal pair of cliques, there exists \(b \in c_1\) such that \((a, b) \in D\), the dependence pair of the monoid. Because of the assumption \(c_1 \land d_1 = \varepsilon\), the identity \(a = b\) is impossible. But both \(a\) and \(b\) belong to \(\Sigma_\alpha\), and since \(a \neq b\), the fact that \((a, b) \in D\) contradicts that \(\mathcal{C}_\alpha\) is a lattice; our claim is proved.

We have obtained that \(c_2 \land d_1\) exists in \(\mathcal{C}_\alpha, c_1\) and that \(c_2 \land d_1 = \varepsilon\). Hence \(c_2 \land d_1 = c_2 \cdot d_1 = d_1 \cdot c_2\). It implies that \(c_2 \in \mathcal{C}_\alpha, c_1\lor d_1\). Symmetrically, we obtain that \(d_2 \in \mathcal{C}_\alpha, c_1\lor d_1\). Since \((\mathcal{C}_\alpha, c_1\lor d_1)\) is a lattice, it follows that \(d_2 \land c_2 \in \mathcal{C}_\alpha, c_1\lor d_1\).

But again, \(d_2 \land c_2 = \varepsilon\) hence \(d_2 \land c_2 = d_2 \cdot c_2 = c_2 \cdot d_2\). Therefore we obtain that the following trace belongs to \(\mathcal{M}_\alpha\):

\[ (c_1 \lor d_1) \cdot (c_2 \lor d_2) = (c_1 \cdot c_2) \cdot (d_1 \cdot d_2) = (d_1 \cdot d_2) \cdot (c_1 \cdot c_2). \]

Repeating inductively the same reasoning, we finally obtain that \(x \cdot y = y \cdot x \in \mathcal{M}_\alpha\), hence providing a common upper bound of \(x\) and of \(y\) in \(\mathcal{M}_\alpha\). This proves the existence of \(x \land y \in \mathcal{M}_\alpha\) in the case where \(x \land y = \varepsilon\).

The general case follows by considering \(x' = (x \land y) \setminus x\) and \(y' = (x \land y) \setminus y\) instead of \(x\) and \(y\).

\[ \square \]

Remark 3.4. In a DCS, for each state \(\alpha \in X\), the partially ordered set of cliques \((\mathcal{C}_\alpha, \leq)\) identifies with the powerset \((\mathcal{P}(\Sigma_\alpha), \subseteq)\). In particular \(\mathcal{C}_\alpha\) has a maximum \(\epsilon_\alpha = \max(\mathcal{C}_\alpha) = \bigvee \Sigma_\alpha\), given by: \(\epsilon_\alpha = \Sigma_\alpha\). We keep this notation in the statement of the following lemma.

\[ \text{Lemma 3.5—Let } X = (\mathcal{M}, X, \bot) \text{ be a deterministic concurrent system, and let } \alpha \in X. \text{ Let } T_\alpha = (e_i)_{i \geq 1} \text{ be the sequence of cliques defined by } e_1 = \epsilon_\alpha, \text{ and inductively by } e_{i+1} = \epsilon_\alpha, \text{ where } \epsilon_\alpha = \alpha \cdot (e_1 \cdot \ldots \cdot e_i). \text{ Then } T_\alpha \text{ is a generalised execution which is the maximum of } (\mathcal{M}_\alpha, \leq). \]

Proof. We first observe that, for \(\epsilon_\alpha\) the maximum of \(\mathcal{C}_\alpha\), then \(\epsilon_\alpha \rightarrow y\) holds\(^3\) for every clique \(y \in \mathcal{C}_\alpha, \epsilon_\alpha\). Here in particular, \(e_1 \rightarrow e_{i+1}\) holds for all \(i \geq 1\), hence \(T_\alpha\) is indeed a generalised execution.

Let \(x \in \mathcal{M}_\alpha\), with \(x = (d_i)_{i \geq 1}\). We prove that \(x \leq T_\alpha\). Assume first that \(x\) is a finite trace, of height \(k = \tau(x)\). Put \(y = e_1 \cdot \ldots \cdot e_k\). Then \(x\) and \(y\) belong to \(\mathcal{M}_\alpha\).

Hence \(z = x \lor y\) exists in \(\mathcal{C}_\alpha\). Let \((e_1, \ldots, e_k)\) be the normal form of \(z\) (since \(x\) and \(y\) have the same height \(k\), \(z\) also has height \(k\)). Then it is clear by induction that \(e_j \leq e_j\) and thus \(e_1 = e_j\) for all \(j\) by maximality of \(e_j\). Hence \(d_j \leq e_j\) for all \(j\), which was to be proved.

If \(x = (c_i)_{i \geq 1}\) is now a generalised trace, we obtain the same result by applying the previous case to all sub-traces \((c_i)_{1 \leq i \leq k}\).

\[ \square \]

\(^3\)This actually holds for any concurrent system, not necessarily deterministic, if \(\epsilon_\alpha\) is taken to be any maximal element in \(\mathcal{C}_\alpha\).
Let us introduce a name for a valuation that will play a special role.

- **Definition 3.6**—Let $\mathcal{X} = (\mathcal{M}, X, \perp)$ be a concurrent system. The valuation $f = (f_\alpha)_{\alpha \in X}$ defined by:

$$
\forall \alpha \in X \quad \forall x \in \mathcal{M} \quad f_\alpha(x) = \begin{cases} 
1, & \text{if } x \in \mathcal{M}_\alpha \\
0, & \text{otherwise}
\end{cases}
$$

is called the dominant valuation of $\mathcal{X}$.

One easily checks that $f$ given in Def. 3.6 is indeed a valuation.

- **Theorem 3.7**—Let $\mathcal{X} = (\mathcal{M}, X, \perp)$ be a concurrent system.

1. If $\Sigma_\alpha \neq \emptyset$ for all $\alpha \in X$, then the two following statements are equivalent:
   
   (i) $\mathcal{X}$ is deterministic.
   
   (ii) The dominant valuation of $\mathcal{X}$ is probabilistic.

2. If $\mathcal{X}$ is deterministic, then all sets $\partial \mathcal{M}_\alpha$, for $\alpha \in X$, are at most countable and the characteristic root of $\mathcal{X}$ is $r = 1$ or $r = \infty$.

**Proof.** Point 1. To prove the stated equivalence, assume (i), and let $f = (f_\alpha)_{\alpha \in X}$ be the dominant valuation. Let $\alpha \in X$, and let $c \in \mathcal{C}_\alpha$. Since $\mathcal{C}_\alpha$ identifies with $\mathcal{P}(\Sigma_\alpha)$, the Möbius transform of $f_\alpha$ evaluated at $c$ is given by:

$$
h_\alpha(c) = \sum_{c' \in \mathcal{C}_\alpha : c' \geq c} (-1)^{|c'| - |c|} = \begin{cases} 
1, & \text{if } c = c_\alpha \text{ (the maximum of } \mathcal{C}_\alpha) \\
0, & \text{otherwise.}
\end{cases}
$$

Since $c \neq c_\alpha$ for all $\alpha \in X$, this shows that $f$ is a probabilistic valuation.

Conversely, assume as in (ii) that $f$ is probabilistic. Let $\alpha \in X$ be a state, and let $c_\alpha$ be a maximal element of $(\mathcal{C}_\alpha, \leq)$. Then, on the one hand, since $c_\alpha$ is a maximal clique, one has $h_\alpha(c_\alpha) = f_\alpha(c_\alpha) = 1$. But on the other hand, $h_\alpha$ is nonnegative on $\mathcal{C}_\alpha$ and sums up to 1 on $\mathcal{C}_\alpha$. Hence $h_\alpha$ vanishes on all other cliques of $\mathcal{C}_\alpha$. Since this is true for every maximal element of $\mathcal{C}_\alpha$, it entails that $\mathcal{C}_\alpha$ has actually a unique maximal element, which is thus its maximum $\Sigma_\alpha$. Hence $(\mathcal{C}_\alpha, \leq)$ is a lattice for every $\alpha \in X$, which proves (i) according to Proposition 3.3.

Point 2. We assume that $\mathcal{X}$ is a DCS. According to Lemma 3.5, the partial order $(\mathcal{M}_\alpha, \leq)$ has a maximum $T_\alpha$ for every $\alpha \in X$, hence $\mathcal{M}_\alpha \subseteq \mathcal{M}_{\leq T_\alpha}$. It follows at once from Corollary 2.2 that $\partial \mathcal{M}_\alpha$ is at most countable, and that $\# \mathcal{M}_\alpha(n) \leq P(n)$ for all integers $n$ and for some polynomial $P$. All generating series $G_{\alpha,\beta}(z)$ are rational with non empty coefficients at least 1, and they have their coefficients dominated by some polynomial. They have therefore a radius of convergence either 1 or $\infty$. Hence $r \in \{1, \infty\}$.

Since the dominant valuation $f$ is probabilistic, there corresponds a family of probability measures as described in Sect. 2.2. The behaviour of the associated Markov chain of states-and-cliques is trivial, as shown by the following result.

- **Proposition 3.8**—Let $\mathcal{X} = (\mathcal{M}, X, \perp)$ be a non trivial DCS and let $\nu = (\nu_\alpha)_{\alpha \in X}$ be the family of probability measures associated with the dominant valuation. Then for each initial state $\alpha \in X$, the probability measure $\nu_\alpha$ is the Dirac distribution $\delta_{\{T_\alpha\}}$, where $T_\alpha = \max \mathcal{M}_\alpha$.

**Proof.** Let $(Y_t)_{t \geq 1}$ be the Markov chain of states-and-cliques associated to the dominant valuation. We keep the notation $c_\alpha = \max \mathcal{C}_\alpha$ for $\alpha \in X$. Fix $\alpha \in X$ an initial
state of the system. Then \( \nu_\alpha(C_1 = c) = h_\alpha(c) \) for all \( c \in \Sigma_\alpha \), hence the initial distribution of the chain is \( \delta_{(c,c_\alpha)} \). It is shown in [1] that the \( (\alpha,c) \)-row of the transition matrix of the chain is proportional to \( h_\alpha(c) \). Hence all entries of the \( (\alpha,c) \)-row are 0, except for the \(( (\alpha,c), (\beta,c_\beta) )\) entry with \( \beta = \alpha \cdot c \), where the entry is 1. Hence the execution \( T_\alpha \) is given \( \nu_\alpha \)-probability 1.

4—Irreducible deterministic concurrent systems

Before stating the main result of this section, we need to prove two lemmas.

- **Lemma 4.1**—Let \( X = (M, X, \bot) \) be a DCS. Let \( \alpha \in X \) and let \( c \in \Sigma_\alpha \) be a clique such that \( a \notin c \) for some letter \( a \in \Sigma_\alpha \). Then:

\[
\forall x \in M_\alpha \quad C_1(x) = c \implies a \notin x.
\]

**Proof.** Let \( \alpha, a \) and \( c \) be as in the statement. Clearly, the implication stated in the lemma is true if we prove it to be true for \( x \) ranging over \( M_\alpha \) instead of \( M_\alpha \). Hence, let \( x \in M_\alpha \) be such that \( C_1(x) = c \). Let \( (c_i)_{i \geq 1} \) be the normal form of \( x \), and define by induction \( x_0 = \varepsilon, x_{i+1} = x_i \cdot c_{i+1} \) for all \( i \geq 0 \) and \( \alpha_i = \alpha \cdot x_i \) for all \( i \geq 0 \). We prove by induction on \( i \geq 1 \) that: 1) \( a \in \Sigma_{\alpha_i} \); and 2) \( a \notin c_i \).

For \( i = 1 \), both properties derive from the assumptions of the lemma. Assume that both properties hold for some \( i \geq 1 \). By construction, \( c_i \notin \Sigma_{\alpha_{i-1}} \), and \( a \notin \Sigma_{\alpha_{i-1}} \), by the assumption hypothesis. Since the concurrent system is deterministic, it follows that \( a \cup c_i \in \Sigma_{\alpha_i} \). Since \( a \notin c_i \) by the assumption hypothesis, this lub is given by \( c_i \cdot a \in \Sigma_{\alpha_i} \). This entails that \( a \notin \Sigma_{\alpha_{i-1}} \cdot c_i \), hence \( a \in \Sigma_{\alpha_i} \). But it also entails that \( a \notin c_{i+1} \), completing the induction step. The result of the lemma follows at once.

- **Lemma 4.2**—Let \( X = (M, X, \bot) \) be a concurrent system. Let \( \alpha \in X \), and let \( r_\alpha \) be the radius of convergence of the generating series \( G_\alpha(z) = \sum_{x \in M_\alpha} z^{\|x\|} \). Then the following properties are equivalent: (i) \( M_\alpha \) is finite; (ii) \( \partial M_\alpha = \emptyset \); (iii) \( r_\alpha = \infty \).

**Proof.** The implications (i) \( \implies \) (ii) and (i) \( \implies \) (iii) are clear.

Assume that \( M_\alpha \) is infinite. Then there exists executions in \( M_\alpha \) of length arbitrary large. Therefore there exists \( x \in M_\alpha \) and \( y \neq \varepsilon \) such that \( \alpha \cdot x = \alpha \cdot (x \cdot y) \). Then all traces \( x_n = x \cdot y^n \) belong to \( M_\alpha \) for \( n \geq 0 \). This proves two things. First, if \( k = \|y\| \), the coefficient of \( z^{\|x\|+kn} \) in the series \( G_\alpha(z) \) is \( \geq 1 \) for all integers \( n \), hence \( r_\alpha < \infty \). Second, the execution \( \xi = \bigvee_{n \geq 0} x_n \) is an element of \( \partial M_\alpha \), showing that \( \partial M_\alpha \neq \emptyset \). Hence we have proved both (ii) \( \implies \) (i) and (iii) \( \implies \) (i) by contraposition, completing the proof.

- **Theorem 4.3**—Let \( X = (M, X, \bot) \) be an irreducible and non trivial concurrent system, of characteristic root \( r \), and let \( f \) be the dominant valuation of \( X \). Then the following statements are equivalent:

(i) \( X \) is deterministic.
(ii) \( f \) is a probabilistic valuation.
(iii) \( f \) is the only probabilistic valuation of \( X \).
(iv) \( r = 1 \).
(v) One set \( \partial M_\alpha \) is at most countable.
(vi) Every set \( \partial M_\alpha \) is at most countable.

**Proof.** Since \( X \) is both irreducible and non trivial, it satisfies in particular \( \Sigma_\alpha \neq \emptyset \) for all \( \alpha \in X \). Hence the equivalence (i) \( \iff \) (ii) and the implications (i) \( \implies \) (iv) and (i) \( \implies \) (vi) derive already from Theorem 3.7. The implications (iii) \( \implies \) (ii) and (vi) \( \implies \) (v) are trivial.
are identified and correspond to the same state.

\[(i) \implies (iii)\]. Let \(f = (f_\alpha)_{\alpha \in X}\) be a probabilistic valuation, and let \(\tilde{f} = (\tilde{f}_\alpha)_{\alpha \in X}\) be the dominant valuation. Let \(\alpha \in X\) and let \(c \in C_\alpha\) with \(c \neq c_\alpha\), where \(c_\alpha = \Sigma_\alpha\) is the maximum of \(\nu_\alpha\). There is thus a letter \(a \in \Sigma_\alpha\) such that \(a \notin c\). Let \(\mathcal{M}^a\) be the submonoid of \(\mathcal{M}\) generated by \(\Sigma \setminus \{a\}\). It follows from Lemma 4.1 that \(\{\omega \in \partial \mathcal{M}_\alpha \mid C_1(\omega) = c\} \subseteq \partial \mathcal{M}^a_\alpha\).

According to the spectral property recalled in Section 2.2, the characteristic root \(r^a\) of \(\mathcal{X}^a = (\mathcal{M}^a, X, \perp)\) satisfies \(r^a > r\) since \(\mathcal{X}\) is assumed to be irreducible. But \(r = 1\) since \(\mathcal{X}\) is deterministic, and therefore \(r^a = \infty\), which implies that \(\partial \mathcal{M}^a_\alpha = \emptyset\) according to Lemma 4.2. Let \(\nu = (\nu_\alpha)_{\alpha \in X}\) be the family of probability measures associated with the probabilistic valuation \(f\), as explained in Sect. 2.2. Then \(\nu_\alpha(\partial \mathcal{M}^a_\alpha) = 0\) and thus \(\nu_\alpha(C_1 = c) = 0\). But one also has \(h_\alpha(c) = \nu_\alpha(C_1 = c)\) according to (2.9), where \(h_\alpha\) is the Möbius transform of \(f_\alpha\). Hence \(h_\alpha(c) = 0\). We have proved that \(h_\alpha\) vanishes on all cliques \(c \in C_\alpha\) such that \(c \neq c_\alpha\). Since \((h_\alpha(c))_{c \in C_\alpha}\) is a probability vector, it entails that \(h_\alpha(c_\alpha) = 1\). Thus \(h_\alpha\) coincides with the Möbius transform of \(\tilde{f}_\alpha\), and \(f = \tilde{f}\).

\[(iv) \implies (i)\) and \(\implies (v) \implies (i)\). By contraposition, assume that \(\mathcal{X}\) is not deterministic. Prop. 3.3 implies the existence of a state \(a\) and of two distinct letters \(a, b \in \Sigma_\alpha\) such that \(a \neq b \neq a\). Since \(\mathcal{X}\) is assumed to be irreducible, there exists \(x \in \mathcal{M}_{a,a,\alpha}\) and \(y \in \mathcal{M}_{a,b,\alpha}\). Put \(x_\alpha = a \cdot x\) and \(x_\beta = b \cdot y\), and we can also assume without loss of generality that \(|x_\alpha| = |x_\beta|\). Then \(\mathcal{M}_\alpha\) contains the submonoid generated by \(\{x_\alpha, x_\beta\}\), which is free. This implies two things: first, the generating series \(G_\alpha(z) = \sum_{x \in \mathcal{M}_\alpha} z^{|x|}\) has radius of convergence smaller than 1, and thus \(r < 1\); second, \(\partial \mathcal{M}_\alpha\) is uncountable. The proof is complete.

For an irreducible DCS, the behaviour of the Markov chain of states-and-cliques associated to the unique probabilistic dynamics is the trivial dynamics described by Prop. 3.8. This is illustrated in the following example.

**Example 4.4.** Figure 4 depicts an example of irreducible DCS. The digraph of states-and-cliques of the system is depicted on Fig. 5. Compare with the situation depicted next for a DCS which is not irreducible.

**Example 4.5.** Without the irreducibility assumption, the equivalence stated in Th. 4.3 may fail. We give below an example of a deterministic concurrent systems not irreducible, and not satisfying point (iii).
Figure 5: Digraph of states-and-cliques for the DCS depicted on Fig. 4. Nodes with solid frames are nodes of the form \((\alpha, c_\alpha)\) with \(c_\alpha = \max \mathcal{C}_\alpha\). The probability for the Markov chain of states-and-cliques to jump from a solid frame node to a dashed frame node is 0; the probability of starting in a dashed node is 0.

Let \(\mathcal{X} = (\mathcal{M}, X, \bot)\) be the DCS depicted in Fig. 6. The system is not irreducible for several reasons (none of the three conditions for irreducibility is met). The probabilistic valuations of \(\mathcal{X}\) are all of the following form, for some real \(p \in [0, 1]\):

\[
f_{\alpha_0}(a) = 1 \quad f_{\alpha_0}(c) = p \quad f_{\alpha_1}(b) = 1 \quad f_{\alpha_1}(c) = p \quad f_{\beta_0}(a) = 1 \quad f_{\beta_1}(b) = 1
\]

Hence the dominant valuation is not the unique probabilistic valuation, contrary to irreducible systems as stated by point (iii) of Th. 4.3. The parameter \(p\) is to be interpreted as the “probability of playing \(p\)” in the course of the execution. The formula \(\nu_\alpha(C_1 = c) = h_\alpha(c)\) yields the following initial distribution of the Markov chain of states-and-cliques if, for instance, the initial state of the system is \(\alpha_0\):

\[
\nu_{\alpha_0}(C_1 = a) = 1 - p \quad \nu_{\alpha_0}(C_1 = c) = 0 \quad \nu_{\alpha_0}(C_1 = ac) = p
\]
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