Abstract. Similarity searching of molecular structure has been an important application in the Chemoinformatics, especially in drug discovery. Similarity searching is a common method used for identification of molecular structure. It involve three main principal component of similarity searching: structure representation; weighting scheme; and similarity coefficient. In this paper, we introduces Weighted Tanimoto Coefficient based on weighted Euclidean distance in order to investigate the effect of weight function on the result for similarity searching. The Tanimoto coefficient is one of the popular similarity coefficients used to measure the similarity between pairs of the molecule. The most of research area found that the similarity searching is based on binary or fingerprint data. Meanwhile, we used non-binary data and was set amphetamine structure as a reference or targeted structure and the rest of the dataset becomes a database structure. Throughout this study, it showed that there is definitely gives a different result between a similarity searching with and without weight.
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1 Introduction

According to the Collins English Dictionary, words “similar” is defined as “showing resemblance in qualities, characteristics or appearance; alike but not identical”. Similarity plays an important role in many aspects of life whereby, the definition of similarity itself is subjective to be interpreted and the result of similarity itself can be evaluated in many ways.
In chemistry, the similarity concept was applied through a long period of time and had become an important role in this domain [1]. Over the past few years, rapid technological advancements have triggered the development of structural similarity using computer tools [3-6]. Therefore, the Cheminformatics was established. The cheminformatics is defined as a domain that studies between chemistry and information technology. This domain is responsible to process, store, manipulation, and analysis of the chemical information [8].

Drug abuse among people worldwide is getting serious day by day. According to that, the knowledge discovery techniques on drug discovery have become an important domain for cheminformatics, especially on the identification of drugs. Amphetamine-type stimulants (ATS) is an example of drugs that was used widely around the world. ATS is a synthetic drug that comprised of amphetamine-group (primarily amphetamine, methamphetamine and methcathinone) and ecstasy-group substances (3,4-methylenedioxymethamphetamine (MDMA) and its analogs) [10]. Due to the existence of ATS drug, the abuse of drugs has become a global, harrowing social problem. It becomes a challenge due to the limitations of the current test kit to detect unfamiliar substances, besides sometimes it's also prone to false positive detection.

Meanwhile, forensic drug analysis deals with identification and quantification of illegal drugs that pass through a time consuming laboratory tests. Therefore, lots of identification of drugs was carried out using virtual screening (computational method) [11-12], for which the similarity searching approach is used [13-14]. Note that, the process of calculating the similarity searching of molecules involves both target structure and each of the structures in a database [9]. The target structure is referred as reference structure as it will be used as benchmark structure for the structures in the database.

In this paper, we focus on similarity searching between Amphetamine (reference structure) with Amphetamine-type stimulants (ATS) drugs and Non-ATS drugs (database structure) by proposed a Weighted Tanimoto coefficient as the similarity measure. In this paper we used the non-binary data that is deduced from the three-dimensional (3D) structures of ATS drugs. A weighted Tanimoto Coefficient was used in this project for calculating the resemblance of similarity between the reference structure and database structure. The paper will be organized as follow: The introduction is at section 1, material and method will be at section 2, followed by result and discussion at section 3 and finally the conclusion will be at section 4.

2 Material and Method

2.1 Material

The dataset in this study was obtained from the 3D Exact Legendre [17]. The dataset contains of feature extraction from 7212 3D molecular structure of ATS and non-ATS drugs; 3610 of ATS drug’s structure and 3602 of non-ATS drug’s struc-
ture. In this study, we used ATS drug as the traning set, whereby the non-ATS drug as a testing set.

2.2 Method

This study has computed the similarity searching between an amphetamine structure as a reference structure and the other molecule structures of dataset being the database structure. In this study, we proposed a weighted Tanimoto Coefficient by adoption of Euclidean weight function to Tanimoto coefficient as the measure of similarity between those molecule structures. The Tanimoto coefficient is known as one of by far the most popular similarity measure for 2D fingerprint (binary data) molecule structure [19] as reported by many studies [2] [9] [13] [15], and this coefficient is found rarely used to non-binary data. Since the dataset of this study is in non-binary form, we had used the continuous form Tanimoto coefficient, together with the weight for each of molecules attribute in order to express the relative importance of each attribute.

2.2.1 Tanimoto Coefficient

Since the dataset for this study is in non-binary form, the continuous form of Tanimoto coefficient was chosen, which is suited for our dataset. \( T_{R,D} \) is a similarity between the reference structure, \( R \) and database structure, \( D \) are represented by vector, \( x \), of length \( n \) with the \( i \)th property having the value \( x_i \). The formula of continuos form of Tanimoto coefficient is given by the Eq. 1:

\[
T_{R,D} = \frac{\sum_{i=1}^{n} (x_{IR} x_{ID})}{\sum_{i=1}^{n} (x_{IR})^2 + \sum_{i=1}^{n} (x_{ID})^2 + \sum_{i=1}^{n} (x_{IR} x_{ID})}
\]  

(1)

where,

\[
\sum_{i=1}^{n} (x_{IR})^2
\]  

(2)

And

\[
\sum_{i=1}^{n} (x_{ID})^2
\]  

(3)

And

\[
\sum_{i=1}^{n} (x_{IR} x_{ID})
\]  

(4)

The Eq. (2) and Eq.(3) indicates the sum of the squares of all elements in the reference data, \( R \) and database structure, \( D \). Meanwhile, the Eq. (4) indicates the inner product (dot product) or the sum of the products for each element in \( R \) and \( D \). The origin and the detail explanation can be found in [20].

There is lots of similarity coefficient been reported in the literature and can be categorized into three: distance coefficient, association coefficients and correlation...
coefficients [9]. The Tanimoto coefficient is lies under the association coefficient. The association coefficient is commonly used with binary data, that assigned a value that range from 1 (indicating the complete similarity) and 0 (indicating no similarity) [20][9].

According to [9], the association coefficients can be used for non-binary data, whereby the range of similarity might be different. The previous study done by a research group at the University of Sheffield, they had used the Tanimoto coefficient as the similarity measure in lots of their experiment on similarity searching of the molecular structure as presented in [2,4,7,14, 21-22]. The ease of implementation and the calculation that does not involve any square root, making it always had been a preferred similarity measure of molecular structure. A detail review on Tanimoto coefficient being an appropriate similarity measure for fingerprint can be found in [23].

2.2.2 Euclidean Distance

The Euclidean distance is known as one of an established distance metric in the field of Mathematics [24-25]. In mathematics, this distance metric is known as the “ordinary” straight-line distance calculation between two points. By means, the Euclidean distance is used to measure distance (d) between point x and y, or from y to x is given by Eq. (6) [26]. To donate the distance between point x and y we can use the notation \(d_{(x,y)}\) and written as [27]:

\[
d^2_{(x,y)} = (x_1 - y_1)^2 + (x_2 - y_2)^2
\]

Then, the distance itself is the square root

\[
d(x, y) = d(y, x) = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + \cdots + (x_n - y_n)^2}
\]

This well-known distance coefficient can be used for J dimension, such as three-dimension, fourth-dimension and so on. The Eq. (7) below indicating the distance between two J-dimensional vectors x and y [27]:

\[
d(x, y) = \sqrt{\sum_{i=1}^{J} (x_i - y_i)^2}
\]

2.2.3 Weighted Tanimoto Coefficient

There are many way to compute the weight function of attributes. The main reason why the weight is assigned to each attributes, because some attributes may be more important than others and in some case, weights can be defined to express the relative importance of the attributes [27]. One of the novel method for multiple attribute decision making (MADM) using weighted Euclidean distance, known as
Weighted Euclidean Distance Based Approach (WEBDA) has been reported by [28].

In this paper, the calculation of the attributes weight function is inspired by weighted euclidean distance [27] that defined the weight as the inverse of the $j$-th variance. The procedure of the Weighted Tanimoto coefficient is given as follow:

**Step 1: Standardization:**
The standardization of attribute data is used to balance out the contributions. The important process of standardization is used to transform the variables so they all have the same variance of 1 and mean of zero [27-28]. The standardized attribute data is sometimes called as standard score or z-score. The standardized attribute data is given as follows:

$$Z_{ij} = \frac{x_{ij} - \mu_j}{\sigma_j} \quad (8)$$
$$\mu_j = \frac{1}{m} \sum_{i=1}^{m} x_{ij} \quad (9)$$
$$\sigma_j = \sqrt{\frac{\sum_{i=1}^{m} (x_{ij} - \mu_j)^2}{m}} \quad (10)$$

The $Z_{ij}$ is the z-score. Where, $x_{ij}$ is the value of each element, $\mu_j$ is the expected value or population mean of $j$-th attribute and $\sigma_j$ is the standard deviation of $j$-th attribute.

**Step 2: Weighted Tanimoto Coefficient:**
Based on weighted Euclidean distance [27], the weight of attributes can be calculated as follow:

$$W_j = \frac{1}{\sigma_j^2} \quad (11)$$

Where the weight $= W_j$ is the inverse of the $j$-th variance. The $W_j$ is considered as the weight that attached to the $j$-th variable.

Then, the Weighted Tanimoto coefficient is written as follow:

$$WT_{R,D} = \frac{\sum_{i=1}^{n} W_j x_{IR} W_j x_{ID}}{\sum_{i=1}^{n} W_j x_{IR}^2 + \sum_{i=1}^{n} W_j x_{ID}^2 + \sum_{i=1}^{n} W_j x_{IR} W_j x_{ID}} \quad (12)$$

Where, at first, each attribute is multiplied by their corresponding weights and then the similarity score for reference structure and database structure is computed. Next process, the similarity searching was solved by using Weighted Tanimoto coefficient.
3 Simulation Result and Discussion

3.1 Simulation Result

In order to calculate the similarity score of the dataset, the dataset need to follow these step:

The step of calculating similarity score with weight:
1. Firstly, the dataset needs to be standardized by using the Eq. (8) to Eq. (10).
2. After that, the weight for each attribute of standardized data was calculated by using the Eq. (11) and only then,
3. The similarity searching score was computed by using the Eq. (12).

Meanwhile, to calculate the similarity score without weight function, we just undergo two main steps:
1. Firstly, the dataset needs to be standardized by using the Eq. (8) to Eq. (10) and,
2. Secondly, the similarity searching score was computed by using the Eq. (1).

The result of similarity searching with weight was ranked in decreasing order as shown in Table 2. Meanwhile, the Table 3 shows comparison between the Amphetamines (reference structure) with five different drug’s molecule structure with their corresponding similarity class. Each similarity score obtained was classified into six different class of similarity: 1- Very high, 2- High, 3- Medium, 4- Low, 5- Very low and 6- None (indicating no similarity) [29]. The interpretation of class similarity is given in Table 1.

| Correlation of class similarity | Dependance between variables |
|-------------------------------|-----------------------------|
| 1                             | Absolute                    |
| 0.9-1                         | Very High                   |
| 0.7-0.9                       | High                        |
| 0.4-0.7                       | Medium                      |
| 0.2-0.4                       | Low                         |
| 0.0-0.2                       | Very Low                    |
| 0                             | None                        |
Table 2: Summarization of Similarity score of datasets with their corresponding class of similarity

| Class of Drugs | Molecule ID | Similarity Score | Class of Similarity |
|----------------|-------------|------------------|---------------------|
| ATS            | pk2006      | 1                | ABSOLUTE            |
| ATS            | pk457       | 0.9576           | VERY HIGH           |
| ATS            | pk10495     | 0.8954           | HIGH                |
| NATS           | NATS2345089 | 0.7099           | MEDIUM              |
| ATS            | pk6828      | 0.7098           | MEDIUM              |
| ATS            | pk10779     | 0.7097           | MEDIUM              |
| NATS           | NATS295209  | 0.4048           | LOW                 |
| ATS            | pk6534      | 0.4047           | LOW                 |
| NATS           | NATS4028903 | 0.4045           | LOW                 |
| ATS            | pk5394      | 0.2029           | VERY LOW            |
| NATS           | NATS6317334 | 0.2026           | VERY LOW            |
| ATS            | pk1256      | 0.2024           | VERY LOW            |
| NATS           | NATS2289131 | 0.0112           | NONE                |
| NATS           | NATS347078  | 0.0013           | NONE                |

Table 3: Comparison between the Amphetamine (reference structure) and other drug’s molecule structure with their corresponding similarity class

| Reference Structure | Data structure | Similarity score (without weight) | Similarity score (with weight) | Class of Similarity |
|---------------------|----------------|-----------------------------------|--------------------------------|---------------------|
| ATS                 | pk457          | 0.1399                            | 0.9576                         | Very high           |
| NATS                | NATS2289131    | 0.0772                            | 0.0112                         | None                |
3.2 Discussion

The amphetamines have been chosen as reference structure as it is basic structure of the ATS drugs. The experiment was conducted in order to study the effect of weight function on the result of similarity searching for ATS drugs. The Weighted Tanimoto Coefficient proposed in this study is used to calculate the similarity searching of the molecule structure. The integration of weight function into Tanimoto Coefficient clearly shows improvement in similarity score of molecular structure as shown in Table 3.

For example, the result of similarity score for the molecule pk457, represent of ATS drug and NATS2289131, represent of non-ATS drug without weight is -0.1399 and 0.0772 respectively. After implementing the weight, the similarity score shows major differences for both molecules. This situation is related to the relationship between the properties of clusters; inter-class and the intra-class concept. The inter- is referred as between or among group, while, the intra- is referred as on the inside, within group [30]. A good clustering is said to produce a high quality clusters with a high intra-class similarity and low inter-class similarity.

ATS drugs have three main groups: Amphetamine, methamphetamine, and ecstasy. We can say that the structure that belongs to the same group of amphetamine, methamphetamine or ecstasy as intra-class. Thus, the inter-class is referred to similarity searching among the group of ATS drugs. The Figure 3 and 4 have slightly highest similarity score among the others due to their structure is almost the same with the amphetamine as they had less substructure molecule attached to them. In contrast with the Figure 7 and 8, the weight function had affected their similarity score and if we look with the bare eyes, both structure of Figure 7 and 8 is totally had a different structure with amphetamine, this is show by it similarity score that has a very low value of similarity score.

4 Conclusion

In this study we have proposed a non-binary similarity measure for the molecular structure by integrating weighted Euclidean distance to Tanimoto coefficient. The purpose is to enhance the effectiveness of similarity searching. In this study, the weight function is used to express the relative importance of attributes that lead to the differentiation value between the inter-class and intra-class. From the simulation result, its shows that the weight will affects the similarity score within the same class (intra-class) and it make a large differentiation (decrease the similarity score) between the molecules of other class (inter-class). The degree of similarity within a molecule also related to their substructure molecule that attached to them; the more substructure of molecule attached, the less similar it to reference structures. In the other hand this proved that, if the molecules share more similar structure, it tends to get a higher Tanimoto coefficient score and tends to agree with the similar property principle: the structurally similar molecules tend to have similar properties [15][31]. For the future work, the study
is intended to do a clustering accuracy of the result obtained.
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