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Abstract

We study the barrier that gives the optimal time to exercise an American option written on a time-dependent Ornstein–Uhlenbeck process, a diffusion often adopted by practitioners to model commodity prices and interest rates. By framing the optimal exercise of the American option as a problem of optimal stopping and relying on probabilistic arguments, we provide a non-linear Volterra-type integral equation characterizing the exercise boundary, develop a novel comparison argument to derive upper and lower bounds for such a boundary, and prove its Lipschitz continuity in any closed interval that excludes the expiration date and, thus, its differentiability almost everywhere. We implement a Picard iteration algorithm to solve the Volterra integral equation and show illustrative examples that shed light on the boundary’s dependence on the process’s drift and volatility.
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1 Introduction

The extra flexibility of being able to exercise at any time before maturity makes American options a popular financial instrument among traders, but it makes these types of vanilla options significantly harder to price when compared to their European counterparts. Indeed, while the arbitrage-free price of the European option written on a geometric Brownian motion was settled down in the notorious works of Merton (1973) and Black and Scholes (1973), the valuation of the American option had to go through a much longer process that took 40 years to complete, starting from the early works of Samuelson (1965) and McKean (1965), reaching important milestones in the works of Kim (1990), Jacka (1991), and Carr et al. (1992), and concluding in Peskir (2005b). This pricing journey is registered in the surveys of Myneni (1992) and Barone-Adesi (2005).

The classic geometric Brownian motion is not a suitable model in many financial contexts. Examples are the so-called mean-reverting strategies that arise when trading assets that tend to revert to an average price. Pair-trading strategies are the most popular of these scenarios. They take place when the spread between correlated assets is pulled towards a baseline level. In such a case, it is common to model the spread by means of an Ornstein–Uhlenbeck (OU) process to capture the mean-reverting behavior. See Leung and Li (2015) for theory and empirical evidence, Gatev et al. (2006) for a practitioner perspective, and the handbook of Ehrman (2006) for a quick reference guide. Mean-reverting strategies also find room when trading options. Indeed, imagine that a trader holds two American options, one put and one call, written on two different stocks whose price at time \( t \) is \( X^{(1)}_t \) and \( X^{(2)}_t \), with the same maturity date \( T \) and strike prices given by \( A_1 \) and \( A_2 \). At any time \( t \) before maturity, the trader can exercise both options, thus making the profit \( \alpha_1 X^{(1)}_t - A_1 + (A_2 - \alpha_2 X^{(2)}_t) = (A_2 - A_1) - (\alpha_2 X^{(2)}_t - \alpha_1 X^{(1)}_t) \), where \( \alpha_1 \) and \( \alpha_2 \) represent the shares of each asset held by the trader in each American option position. The trader can then carve...
out a new American put option written on the spread $X_t = X_t^{(2)} - X_t^{(1)}$ and with strike price given by $A = A_2 - A_1$, and the spread could be modeled as an OU process by conveniently choosing $\alpha_1$ and $\alpha_2$ (see Chapter 2 in Leung and Li (2015)).

An OU process has also been shown convenient for modeling certain commodity prices (see, e.g., Chaiyapo and Phewchean (2017) and Ogbobgo (2018)). However, it is far more common to use it to model log-prices (see, e.g., Schwartz (1997), Boyarchenko and Levendorskii (2007), Zhang et al. (2012), and Mejia Vega (2018)), which removes the drawback of allowing negative prices. Further flexibility can be added to the OU model if its parameters are time-dependent. Some authors, for instance, have relied on a time-dependent OU process to capture the effect of seasonality on commodity prices (see, e.g., Zapranis and Alexandridis (2008), Back et al. (2013), and Tong and Liu (2021)) and to cope with predictable assets (Lo and Wang, 1995; Carmona et al., 2012). A time-dependent OU process is also a go-to for practitioners when modeling interest rates, as it accommodates the popular Hull–White model (Hull and White, 1990), an iteration of the Vasicek model (i.e., an OU process with constant parameters).

The analytical valuation of American options is fundamentally an Optimal Stopping Problem (OSP), as McKean (1965) established, and Bensoussan (1984) and Karatzas (1988) later proved for the geometric Brownian motion case. The solution of the OSP is both the option’s price, often called the value function, and the Optimal Stopping Boundary (OSB), that is, the optimal exercise barrier that sets the rule for deciding, at any time before maturity, whether it is optimal or not to exercise. Due to the connection between OSPs and free-boundary problems that started to be noticed in the 1960s by works like McKean (1965), Grigelionis and Shiryaev (1966), and Grigelionis (1967), and later detailed, among others, in the book by Peskir and Shiryaev (2006), the valuation of an American option can also be seen through the lens of partial differential equations and, consequently, embedded into the well-consolidated theory of variational inequalities. The works by Jaillet et al. (1990) and Blanchet et al. (2006) go in that direction. The downside of variational inequality methods, compared to probabilistic ones, is that they tend to lead to less explicit solutions of both the value function and the OSB.

To bypass the complexity of pricing American options analytically, a plethora of numerical methods based on Monte Carlo simulation, finite differences, and binomial/trinomial trees have been developed. Zhao (2018) performs a comparison between eight of the most popular of these methods. Nevertheless, if available, analytical approaches are typically preferred over (pure) numerical ones, as the former are generally more precise and computationally expedient. Working out analytical solutions is not trivial, even if the American option is written on top of relatively simple models like the plain geometric Brownian motion. It becomes even harder when the coefficients of the underlying process are time-dependent. In this case the OSB cannot be guaranteed to be monotonic or convex, and proving the so-called smooth-fit condition (the extra boundary condition that is required to offset not knowing the boundary in advance) becomes mathematically challenging. Under a geometric Brownian motion scheme, Ekström (2004) worked with a time-dependent volatility and proved smoothing properties of the price function. Rehman and Shashiashvili (2009) took Ekström’s work further by also allowing a time-dependent interest rate and providing the fair price of the American option in terms of the early exercise premium characterization, that is, the price of the European option plus the early exercise premium associated with the possibility of exercising before maturity. They did not prove the smooth-fit condition, which led to a somewhat difficult proof of the vanishing of the local-time term that the Itô–Tanaka formula yields for the pricing formula. Escaping the framework of a geometric Brownian motion, (Detemple, 2005, Section 4.6) provided the early exercise premium characterization of the American option’s price written on a diffusion with time- and space-dependent coefficients, these having somehow restrictive conditions that lead to a monotonic OSB. Using variational inequalities and partial differential equation techniques, Jaillet et al. (1990) and Blanchet et al. (2006) also worked with time-inhomogeneous diffusions.

In pricing American options, OU processes have been mostly used as a model for interest rates and discounting factors, rather than to model the underlying asset price. To consolidate their use in the
latter case, we offer in this paper the solution to the problem of optimally exercising an American put option written on top of a time-inhomogeneous OU process with continuously differentiable coefficients. The associated OSB is given in terms of a non-linear Volterra-type integral equation that holds an explicit and relatively simple dependency on the OU parameters, which allows deriving a clean intuition on how those affect the OSB shape. We comment on two algorithms and implement one of them to work out the solution of the integral equation. The solution method we used, which is primarily probabilistic, yields important properties about the OSB, such as its Lipschitz continuity and, thus, differentiability almost everywhere. This order of smoothness of the OSB, which goes beyond its typical differentiability almost everywhere, is usually difficult to prove, especially for non-convex OSBs and non-differentiable gain functions. We also derive explicit upper and lower bounds for the OSB by relying on a comparison method that, to the best of our knowledge, has not been used within the framework of optimal stopping and could potentially be used in generic processes with drifts that are monotone in the space component. The value function is characterized by means of the early-exercise premium representation, which has a clear economic interpretation. The shape of the OSB is explored numerically for different sets of values of the drift and volatility of the OU process. We also cover the American call option scenario by proving that its OSB is the reflection of the OSB of its put counterpart with respect to the strike price.

Recently, by using a different approach, Carr and Itkin (2021) also tackled the problem of optimally exercising an American option with an OU process with differentiable time-dependent coefficients underneath. They performed time-space transformations to cast the partial differential operator of the associated free-boundary problem into that of the heat equation, which they solved by means of the heat potential method; the recent paper of Lipton and Kaushansky (2020) explains this method within the context of the American put option for a geometric Brownian motion. As a result, the OSB is proved to satisfy an integral equation of Fredholm type, although the uniqueness of the solution was not addressed, nor numerical methods for finding approximate solutions were discussed. In addition, the dependence of the integral equation with respect to the process’s coefficients does not seem to be evident, as neither is the interpretation of the value formula in financial terms. Remarkably, Carr and Itkin (2021) also allow for a time-dependent discount rate and repulsion drifts, which we do not account for in our setting.

The rest of the paper is structured as follows. Section 2 sets the problem and introduces the basic notation. Section 3 gathers all the properties required to come up, in Section 4, with the value formula and the free-boundary equation. Numerical experiments are displayed in Section 5, while concluding remarks are relegated to Section 6.

2 Formulation of the problem

Define \( \mu : [0, T] \times \mathbb{R} \to \mathbb{R} \) such that \( \mu(s, x) := \theta(s)(\alpha(s) - x) \), where \( \theta, \alpha : [0, T] \to \mathbb{R} \) are continuously differentiable functions, and \( \theta(s) > 0 \) for all \( s \in [0, T] \). Let \( X = (X_s)_{s \in [0, T]} \) be the unique strong solution (see, e.g., (Daniel and Marc, 2010, Theorem 2.1, Chapter IX)) of the stochastic differential equation

\[
dX_s = \mu(s, X_s) \, ds + dW_s, \quad 0 < s < T, \quad (1)
\]

in the filtered space \((\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_s)_{s \in [0, T]}))\), where \((\mathcal{F}_s)_{s \in [0, T]}\) is the natural filtration of the underlying standard Brownian motion \((W_s)_{s \in [0, T]}\). We refer to \( \theta \) and \( \alpha \) as the slope and pulling level (functions), respectively.

From (1), we get that the infinitesimal generator \( L \) of the process \((s, X_s)_{s \in [0, T]}\) is given by

\[
(Lf)(s, x) = \partial_t f(s, x) + \theta(s)(\alpha(s) - x)\partial_x f(s, x) + \frac{1}{2} \partial_{xx} f(s, x). \quad (2)
\]
From (7), it follows that the process $\partial_t X^t,x$ to denote, respectively, the usual partial derivatives with respect to time and space of a function with arguments $(t, x)$, and $\partial_{xx}$ is used as a shorthand for $\partial_x \partial_x$.

Consider the finite-horizon, discounted Optimal Stopping Problem (OSP)

$$V(t, x) = \sup_{0 \leq s \leq T-t} \mathbb{E}_{t,x} \left[ e^{-\lambda \tau} G(X_{t+\tau}) \right],$$

where $V$ is the value function,

$$G(x) := (A - x)^+$$

is the gain function for some $A \in \mathbb{R}$ that represents the strike price of the option, and $\lambda \geq 0$ is the discounting rate. The supremum above is taken over all random times $\tau$ such that $t + \tau$ is a stopping time in $(\mathcal{F}_s)_{s \in [0,T]}$ and $\mathbb{E}_{t,x}$ represents the expectation under the probability measure $\mathbb{P}_{t,x}$ defined as $\mathbb{P}_{t,x} (\cdot) := \mathbb{P} (\cdot | X_t = x)$. For simplicity and in an abuse of notation, in the sequel, we will refer to $\tau$ as a stopping time while keeping in mind that $t + \tau$ is the actual stopping time in the filtration $(\mathcal{F}_s)_{s \in [0,T]}$. The particular form of $G$ implies that

$$-(y - x)^- \leq G(x) - G(y) \leq (y - x)^+$$

for all $x, y \in \mathbb{R}$, inequalities which will be recurrently used throughout the paper.

It is useful to keep track of the condition $X_t = x$ in a way that does not change the probability measure whenever $t$ or $x$ changes. To do so, we denote the process $X^{t,x} = (X^{t,x}_s)_{s \in [0,T-t]}$ in the filtered space $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_s)_{s \in [0,T-t]})$ as the unique solution of

$$\begin{cases}
    dX^{t,x}_s = \mu(t + s, X^{t,x}_s) \, ds + dW_s, & 0 \leq s \leq T - t, \\
    X^{t,x}_0 = x,
\end{cases}$$

where the underlying Brownian motion $(W_s)_{s \in \mathbb{R}_+}$ remains the same for all $t \in [0,T]$. Theorem 38 from Chapter V in Protter (2003) guarantees that $X^{t,x}$ is well defined and continuous with respect to $x$.

Theorem 39 from Chapter V in Protter (2003) ensures that $X^{t,x}$ is continuously differentiable with respect to $x$ and $t$, and combined with (1), it states that the processes $\partial_t X^{t,x} = (\partial_t X^{t,x}_s)_{s \in [0,T-t]}$ and $\partial_x X^{t,x} = (\partial_x X^{t,x}_s)_{s \in [0,T-t]}$, defined as the following $\mathbb{P}$-a.s. limits

$$\partial_t X^{t,x}_s := \lim_{\varepsilon \to 0} \left( X^{t,x+\varepsilon}_s - X^{t,x}_s \right) \varepsilon^{-1} \quad \text{and} \quad \partial_x X^{t,x}_s := \lim_{\varepsilon \to 0} \left( X^{t,x+\varepsilon}_s - X^{t,x}_s \right) \varepsilon^{-1},$$

take the form

$$\partial_t X^{t,x}_s = \int_0^s \left( \partial_t \mu(t + u, X^{t,x}_u) + \partial_x \mu(t + u, X^{t,x}_u) \partial_t X^{t,x}_u \right) \, du$$

and

$$\partial_x X^{t,x}_s = 1 + \int_0^s \partial_x \mu(t + u, X^{t,x}_u) \partial_x X^{t,x}_u \, du$$

and

$$\partial_t X^{t,x}_s = 1 + \int_0^s \partial_x \mu(t + u, X^{t,x}_u) \partial_x X^{t,x}_u \, du$$

and

$$\partial_x X^{t,x}_s = 1 - \int_0^s \theta(t + u) \partial_x X^{t,x}_u \, du. \quad (7)$$

Mind the difference between the differential operators $\partial_t$ and $\partial_x$ and the processes $\partial_t X^{t,x}_s$ and $\partial_x X^{t,x}_s$. From (7), it follows that the process $\partial_x X^{t,x}_s$ is deterministic, i.e.

$$\partial_x X^{t,x}_s = \exp \left\{ - \int_0^s \theta(t + u) \, du \right\}, \quad (8)$$
and that $\partial_t X_t^{t,x} \in (0,1]$ for all $s \in [0,T-t]$.

The results in Section 2.2 from Peskir and Shiryaev (2006), along with the fact that $X$ is a Feller process (see, e.g., (Daniel and Marc, 2010, Theorem 2.5, Chapter IX)), give us the existence and characterization of a stopping time that is optimal in (3). Specifically, if we denote by $\mathcal{D} := \{V = G\}$ and $\mathcal{C} := D^c = \{V > G\}$ to the so-called stopping set and continuation set, respectively, then, if

$$\mathbb{E}_{t,x} \left[ \sup_{0 \leq s \leq T-t} e^{-\lambda s} G(X_{t+s}) \right] < \infty$$

for all $(t,x) \in [0,T) \times \mathbb{R}$, we can guarantee that, under $\mathbb{P}_{t,x}$, the first hitting time of $(X_{t+s})_{s \in [0,T-t]}$ into $\mathcal{D}$, denoted by $\tau^* = \tau^*(t,x)$, satisfies

$$V(t,x) = \mathbb{E}_{t,x} \left[ e^{-\lambda \tau^*} G(X_{t+\tau^*}) \right].$$

If there is another Optimal Stopping Time (OST) $\tau$, then $\tau^* \leq \tau \ \mathbb{P}_{t,x}$-a.s. (see Equation 2.2.1 from Peskir and Shiryaev (2006)). Solving the OSP (3) means providing tractable expressions for both the value function $V$ and the OST $\tau^*$.

The boundary of $\mathcal{D}$ (or $\mathcal{C}$), denoted by $\partial \mathcal{D}$ (or $\partial \mathcal{C}$), is called the Optimal Stopping Boundary (OSB). It turns out that both the value function $V$ and the OSB $\partial \mathcal{D}$ are the solution of a Stefan problem with the infinitesimal generator $\mathbb{L}$ being the differential operator acting on $V$ in $\mathcal{C}$. For this reason, the OSB is also referred to as the free boundary; see Peskir and Shiryaev (2006) for more information on the relation between OSPs and free-boundary problems. If the OSB can be depicted by the graph of a function $b : [0,T] \to \mathbb{R}$, i.e., if $\partial \mathcal{D} = \{(t,b(t)) : t \in [0,T]\}$, then $b$ is referred to as the OSB too.

Finally, it is convenient to recall the martingale and supermartingale properties of $V$:

$$\mathbb{E}_{t,x} [V(t + \tau^* \wedge s, X_{t+\tau^* \wedge s})] = V(t,x),$$
$$\mathbb{E}_{t,x} [V(t + s, X_{t+s})] \leq V(t,x),$$

for all $0 \leq s < T-t$, as they will be used to prove results in Section 3.

### 3 Regularities of the boundary and the value function

In this section we derive regularity conditions about the OSB and the value function. These conditions allow obtaining a solution for the OSP (3), later addressed in Section 4, by using an extension of the Itô formula to derive a characterization of the OSB via a Volterra integral equation.

We first point out that (9) holds true, as it is a consequence of Lemma 1 below. This allows us to prove the existence of the OST as well as its characterization in terms of the stopping set claimed in Section 2. We then shed light on the geometry of the stopping and continuation regions in the next proposition, which entails that the stopping set lies below the continuation set and that the boundary between them can be seen as the graph of a bounded function. We highlight the comparison argument used to derive the lower bound of the OSB. Besides its simplicity, it relies only on the monotonicity of the drift with respect to the space component, which makes it usable beyond the specifics of the OU process.

**Proposition 1** (Boundary existence and shape of the stopping set).

There exists a function $b : [0,T] \to \mathbb{R}$ such that $-\infty < b(t) < A$ for all $t \in [0,T)$ and $\mathcal{D} = \{(t,x) \in [0,T) \times \mathbb{R} : x \leq b(t)\} \cup \{T\} \times \mathbb{R}$, where $A$ is as in (4). Moreover, $b(t) \leq \gamma(t)$ for all $t \in [0,T)$, where

$$\gamma(t) := (\theta(t) + \lambda)^{-1}(\theta(t)\alpha(t) + \lambda A)$$

and $b(T) := \lim_{t \to T} b(t) = \min\{A, \gamma(T)\}$. 


Proof. Define $b : [0, T] \rightarrow \mathbb{R}$ such that $b(t) := \sup\{x \in \mathbb{R} : (t, x) \in D\}$ for all $t \in [0, T]$ and $b(T) = \lim_{t \rightarrow T} b(t)$. We first prove that $b(t) < A$ for all $t \in [0, T)$. Let $(t, x) \in A := [0, T) \times [A, \infty)$ and define the stopping time $\tau_0 := \inf\{s \in [0, T - t) : X_{t+s} \leq A - \delta\}$ for some $\delta > 0$, assuming that $\inf\{\emptyset\} = T - t$. Since $\tau_0 \leq T - t$ and $\mathbb{P}(\tau_0 < T - t) > 0$,

$$V(t, x) \geq \mathbb{E}_{t,x} \left[ e^{-\lambda \tau_0} G(X_{t+\tau_0}) \right] \geq e^{-\lambda(T-t)} \mathbb{P}(\tau_0 < T - t) \delta > 0 = G(x),$$

that is, $(t, x) \in C$. Therefore, $A \subseteq C$.

We now prove that $D = \{(t, x) \in [0, T] \times \mathbb{R} : x \leq b(t)\} \cup \{(T) \times \mathbb{R}\}$. The fact that $\{T\} \times \mathbb{R} \subseteq D$ is a straightforward consequence of the definition $V(T, x) = G(x)$ for all $x \in \mathbb{R}$. Moreover, if $(t, x_1) \in D$, then, for any $x_2 < x_1$ we have that, for $\tau^* = \tau^*(t, x_2),$

$$V(t, x_2) - V(t, x_1) \leq \mathbb{E} \left[ e^{-\lambda \tau^*} \left( G\left(X_{t+\tau^*}^{t,x_2}\right) - G\left(X_{t+\tau^*}^{t,x_1}\right)\right) \right]$$

$$\leq \mathbb{E} \left[ X_{t+\tau^*}^{t,x_1} - X_{t+\tau^*}^{t,x_2} \right] = (x_1 - x_2) \mathbb{E} \left[ \partial_x X_{t+\tau^*}^{t,x} \right]$$

$$\leq x_1 - x_2 = G(x_2) - G(x_1),$$

(14)

where in the second inequality we used (5) and the fact that $x \mapsto X_{s}^{t,x}$ is an increasing function for all $s \in [0, T - t)$ ($\partial_x X_{s}^{t,x} \geq 0$ for all $s$ according to (8)). We also used the mean value theorem alongside (8) to come up with the equality. Since $V(t, x_1) = G(x_1)$, it follows from (14) that $(t, x_2)$ belongs to $D$. Finally, being $D$ closed, $(t, b(t)) \in D$ for all $t \in [0, T)$, which guarantees that $D$ has the claimed shape.

We now use the Itô–Tanaka formula to get that, for all $(t, x) \in [0, T) \times \mathbb{R},$

$$e^{-\lambda s} G(X_{s}^{t,x}) = G(x) + \int_0^s F_t(u, X_{u}^{t,x}) 1( X_{u}^{t,x} < A) \, du$$

$$- \int_0^s e^{-\lambda u} 1( X_{u}^{t,x} < A) \, dB_u + \frac{1}{2} \int_0^s e^{-\lambda u} 1( X_{u}^{t,x} = A) \, dl_u^A(X_{u}^{t,x}),$$

(15)

where $F_t(u, x) = -e^{-\lambda u} (\lambda G(x) + \mu(t + u, x))$, and $l_u^A(X)$ is the local time of the process $X$ at $A$ up to time $s$, that is,

$$l_u^A(X) = \lim_{h \downarrow 0} \frac{1}{2h} \int_0^s 1( A - h \leq X_u \leq A + h) \, d\langle X, X \rangle_u.$$ We have already proved that $b(t) \leq \gamma(t)$ whenever $\gamma(t) \geq A$, so we will assume that $\gamma(t) < A$. Fix $(t, x)$ such that $b(t) < x < A$ and notice that, in such a case,

$$F_t(u, x) > 0 \text{ if } x > \gamma(t + u),$$

$$F_t(u, x) < 0 \text{ if } x < \gamma(t + u).$$

Take a ball $B \subset [0, T) \times (-\infty, A)$ centered at $(t, x)$ and sufficiently small such that $F_t(u, y) > 0$ for all $(u, y) \in B$. In (15), replacing $s$ by the first exit time from $B$ (denoted by $\tau_B$), taking $\mathbb{P}_{t,x}$-expectation (cancels the martingale term), and noticing that $X_{t+u}$ never touches $A$ for $u \leq \tau_B$ under $\mathbb{P}_{t,x}$ (i.e., the local-time term is null), we get

$$V(t, x) \geq \mathbb{E}_{t,x} \left[ e^{-\lambda \tau_B} G(X_{t+\tau_B}) \right] = G(x) + \mathbb{E}_{t,x} \left[ \int_t^{t+\tau_B} F_t(u, X_{u}^{t,x}) \, du \right] > G(x),$$

meaning that $(t, x) \in C$ and, therefore, that $b(t) \leq \gamma(t)$ for all $t \in [0, T)$.

We now prove that $(t, x) \in D$ for all $x < \min\{A, \gamma(T)\}$ and all $t$ sufficiently close to $T$. This, along with the fact that $b(t) \leq \min\{A, \gamma(t)\}$ that we have already proved, shows that $\lim_{t \rightarrow T} b(t)$ exists and takes the claimed value. Notice that

$$\mathbb{E}_{t,x} \left[ \int_0^s F_t(u, X_{u}^{t,x}) 1( X_{u}^{t,x} < A) \, du \right] \leq s \mathbb{E}_{t,x} \left[ \sup_{0 \leq u \leq s} F_t(u, X_{u}^{t,x}) 1( X_{u}^{t,x} < A) \right].$$
\[ \leq s \left( K_1 p(t, x, s, \varepsilon) + K_2 (1 - p(t, x, s, \varepsilon)) \right) \]  

(16)

and

\[ \mathbb{E}_{t, x} \left[ \int_0^s e^{-\lambda u} \mathbb{1}(X_{t,u}^x = A) \, dl_u(X_{t,u}^x) \right] \leq s(1 - p(t, x, s, \varepsilon)), \]  

with

\[ p(t, x, s, \varepsilon) := \mathbb{P} \left( \sup_{0 \leq u \leq s} X_{t,u}^x < x + \varepsilon \right), \]

and

\[ K_1 := \sup_{0 \leq u \leq s} F_t(u, x + \varepsilon) < 0, \quad K_2 := \left( \sup_{0 \leq u \leq s} F_t(u, A) \right)^+, \]

for \( \varepsilon > 0 \) and \( t \in [0, T] \) such that \( x + \varepsilon \leq \min \{ A, \min_{u \in [0, T-t]} \gamma(t + u) \} \). This selection of \( \varepsilon \) and \( t \) is possible, as the continuity of \( \gamma \), inherited from the same level of smoothness of \( \theta \) and \( \alpha \), guarantees that \( \gamma(T) \) gets arbitrarily close to \( \gamma(T) \) as \( t \) converges to \( T \). Likewise, \( t \) close enough to \( T \) yields \( p(t, x, s, \varepsilon) \geq (K_2 + 1)/(K_2 + 1 - K_1) \). Indeed,

\[ \lim_{t \to T} \mathbb{P} \left( \sup_{0 \leq u \leq s} X_{t,u}^x < x + \varepsilon \right) \geq \lim_{t \to T} \mathbb{P} \left( \sup_{0 \leq u \leq T-t} X_{t,u}^{t,x} - x - \varepsilon < 0 \right) \]

\[ = \lim_{t \to T} \mathbb{P} \left( \sup_{0 \leq u \leq T-t} \frac{X_{t,u}^{t,x} - x - \varepsilon}{2u \ln(\ln(1/\varepsilon))} < 0 \right) \]

\[ = \mathbb{P} \left( \lim_{t \to T} \sup_{0 \leq u \leq T-t} \frac{X_{t,u}^{t,x} - x - \varepsilon}{2u \ln(\ln(1/\varepsilon))} < 0 \right) = 1, \]

where the last inequality comes after (44) below. Therefore, after using (15) along with (16) and (17), we get that

\[ V(t, x) - G(x) \leq \sup_{s \in [0, T-t]} s \left( K_1 p(t, x, s, \varepsilon) + (K_2 + 1)(1 - p(t, x, s, \varepsilon)) \right) \leq 0, \]

meaning that \((t, x) \in \mathcal{D}\).

The lower boundedness of \( b \) is now addressed. Define \( m := \inf_{t \in [0, T]} \alpha(t) \). The following inequalities hold \( \mathbb{P} \)-a.s.:

\[ X_{t,s}^{t,x} \geq Z_{s,t}^{t,x} \geq \alpha(t + s) - |\alpha(t + s) - B_{s,t}^x| \geq m - |m - B_{s,t}^x|, \]  

(18)

where \( Z_{s,t}^{t,x} := \alpha(t + s) - |\alpha(t + s) - X_{s,t}^{t,x}| \), \( B_{s,t}^x = x + W_t \), and \((W_t)_{t \geq 0}\) is the underlying standard Brownian motion in (1). The second inequality holds since the drift of \( Z := (Z_{s,t}^{t,x})_{s \in [0, T]} \) is greater than the drift of the reflection of \( B^x \) with respect to \( \alpha \) for all \((t, x) \in [0, T) \times \mathbb{R} \), and therefore we can assume that the first process is greater than the last one pathwise \( \mathbb{P} \)-a.s. (see Peng and Zhu, 2006, Corollary 3.1). Indeed, for \( \varepsilon > 0 \), define the function

\[ g_{\varepsilon}(x, \alpha) := \begin{cases} |x - \alpha|, & \text{if } |x - \alpha| \geq \varepsilon, \\ \frac{1}{2} \left( \varepsilon + \varepsilon^{-1}(x - \alpha)^2 \right), & \text{if } |x - \alpha| < \varepsilon \end{cases} \]
and the processes

\[ Y_t^{(1),\varepsilon} := \alpha(t) - g_\varepsilon(X_t, \alpha(t)), \quad Y_t^{(2),\varepsilon} := \alpha(t) - g_\varepsilon(W_t, \alpha(t)). \]

Denote by \( \mu^{(i),\varepsilon} \) the drift of \( Y^{(i),\varepsilon} \), \( i = 1, 2 \). By using the Itô formula, we obtain that

\[ (\mu^{(1),\varepsilon} - \mu^{(2),\varepsilon})(t, x) = \begin{cases} \theta(t)|\alpha(t) - x|, & \text{if } |\alpha(t) - x| \geq \varepsilon, \\ \varepsilon^{-1}\theta(t)(\alpha(t) - x)^2, & \text{if } |\alpha(t) - x| < \varepsilon. \end{cases} \]

Therefore, \( \mu^{(1),\varepsilon} \geq \mu^{(2),\varepsilon} \), which allows us to use Corollary 3.1 from Peng and Zhu (2006) to state that \( Y_t^{(1),\varepsilon} \geq Y_t^{(2),\varepsilon} \) for all \( t \in [0, T] \) \( \mathbb{P} \)-a.s. and obtain the claimed result after taking \( \varepsilon \to 0 \) and realizing that, in such a case, \( g_\varepsilon(c, x) \downarrow |c - x| \). Indeed,

\[
\begin{align*}
\mathbb{P} & \left( \sup_{s \in [0, T-t]} \left\{ Z_s^{t,x} - (\alpha(t+s) - |\alpha(t+s) - B_s^\varepsilon|) \right\} < 0 \right) \\
& = \mathbb{P}_{t,x} \left( \lim_{n \to \infty} \sup_{s \in [0, T-t]} \left\{ Y_{t+s}^{(1),1/n} - Y_{t+s}^{(2),1/n} \right\} < 0 \right) \\
& = \mathbb{P}_{t,x} \left( \bigcup_{N \geq 0} \bigcap_{n \geq 0} \left\{ \sup_{s \in [0, T-t]} \left\{ Y_{t+s}^{(1),1/n} - Y_{t+s}^{(2),1/n} \right\} < 0 \right\} \right) = 0.
\end{align*}
\]

In the first equality, the interchange of the limit and supremum operators is justified since the convergence of \( g_\varepsilon \) is uniform, while the last equality comes since we are considering the probability of a numerable union and intersection of \( \mathbb{P}_{t,x} \)-null sets.

The inequalities in (18), and the fact that \( G \) is a decreasing function, guarantee that the value function (3) is lower than the value function associated with the infinite-horizon, discounted OSP of a numerable union and intersection of \( C \) and the processes

The value function satisfies the regularity properties listed in the next proposition. The method used to obtain the Lipschitz continuity of \( V \), based on properties (11) and (12), is a powerful technique to solve OSPs framed within Markovian processes. For example, the work of De Angelis and Stabile (2019) provides Lipschitz continuity of the value function in a similar fashion, but for differentiable gain functions.

**Proposition 2** (Regularity of \( V \)).

*The value function \( V \) satisfies the following properties:

(i) \( V \) is locally Lipschitz continuous.

(ii) \( V \) is \( C^{1,2} \) on \( \mathcal{C} \) and on \( \mathcal{D} \), and \( \mathbb{L}V = \lambda V \) on \( \mathcal{C} \).

(iii) \( x \mapsto V(t, x) \) is decreasing for all \( t \in [0, T] \). Moreover, for \( x \neq b(t) \),

\[
0 \geq \partial_x V(t, x) \geq -\mathbb{E} \left[ e^{-\lambda \tau^*} \partial_x X^{t,x}_{\tau^*} \right], \tag{19}
\]

where \( \tau^* = \tau^*(t, x) \). Additionally,

\[
\partial_t V(t, x) \leq \mathbb{E} \left[ \partial_t X^{t,x}_{\tau^*} \right], \tag{20}
\]
\[
\partial_t V(t, x) \geq -E \left[ \partial_t X_{t,x}^{t,x} \right] - LP \left( \tau^* = T - t \right),
\]

for some positive constant \(L\).

**Proof.** (i) Fix \((t, x) \in [0, T] \times \mathbb{R}\). Since \(\tau^* = \tau^*(t, x)\) is optimal for the OSP with initial conditions \((t, x)\) and suboptimal for any different initial condition, and due to inequality (5), it follows that, for \(\delta > 0\) small enough,

\[
V(t, x) - V(t - \delta, x) \leq \mathbb{E} \left[ (X_{t,x}^{t,x}) - G \left( X_{t,x}^{t,x} \right) \right] \leq \mathbb{E} \left[ \left( X_{t,x}^{t,\delta,x} - X_{t,x}^{t,x} \right) \right]
\]

\[
= \delta \mathbb{E} \left[ \left( -\partial_t X_{t,x}^{t,x} \right) \right] \leq \delta L_x,
\]

where the last equality holds for a certain (random) time \(t_\delta \in (t - \delta, t)\) due to the mean value theorem. In (22) and thereafter we use the notation

\[
L_x := \sup_{t \in [0, T]} \mathbb{E} \left[ \sup_{\delta \leq \tau \leq T-t} |\partial_t X_{s,x}^{t,x}| \right].
\]

By (43) below, the value of \(L_x\) is bounded. Applying similar arguments as those used in (22), relying on the martingale and supermartingale properties of the value function, and noticing that \(\tau^* \wedge (T - t - \delta)\) is admissible for \(V(t - \delta, x)\), we have

\[
V(t + \delta, x) - V(t, x) \geq \mathbb{E} \left[ V \left( t + \delta + \tau^* \wedge (T - t - \delta), X_{t,x}^{t+\delta,x} \right) \right] - \mathbb{E} \left[ V \left( t + \tau^*, X_{t,x}^{t,x} \right) \right]
\]

\[
= \mathbb{E} \left[ \mathbb{1}_{(\tau^* \leq T - t - \delta)} \left( V \left( t + \delta + \tau^*, X_{t,x}^{t+\delta,x} \right) - V \left( t + \tau^*, X_{t,x}^{t,x} \right) \right) \right]
\]

\[
+ \mathbb{E} \left[ \mathbb{1}_{(\tau^* > T - t - \delta)} \left( G(X_{T-T-\delta}^{t+\delta,x}) - G(X_{T-T-\delta}^{t,x}) \right) \right]
\]

\[
+ \mathbb{E} \left[ \mathbb{1}_{(\tau^* > T - t - \delta)} \left( G(X_{T-T-\delta}^{t,x}) - V(t + \tau^*, X_{T-T-\delta}^{t,x}) \right) \right]
\]

\[
\geq \mathbb{E} \left[ \mathbb{1}_{(\tau^* \leq T - t - \delta)} \left( X_{t,x}^{t+\delta,x} - X_{t,x}^{t,x} \right) \right]
\]

\[
- \mathbb{E} \left[ \mathbb{1}_{(\tau^* > T - t - \delta)} \left( X_{T-T-\delta}^{t,x} - X_{T-T-\delta}^{t+\delta,x} \right) \right]
\]

\[
+ \mathbb{E} \left[ \mathbb{1}_{(\tau^* > T - t - \delta)} \left( G(X_{T-T-\delta}^{t,x}) - \mathbb{E} \left[ V \left( T - \delta + \rho^*, X_{T-T-\delta}^{T-T-\delta} \right) \right] \right) \right]
\]

\[
\geq \delta L_x + \mathbb{E} \left[ \mathbb{1}_{(\tau^* > T - t - \delta)} \left( G(X_{T-T-\delta}^{t,x}) - V(T - \delta, X_{T-T-\delta}^{t,x}) \right) \right],
\]

where \(\rho^* := \tau^*(T - \delta, X_{T-T-\delta}^{t,x})\) and, in the second inequality, we added and subtracted the term \(G(X_{T-T-\delta}^{t,x})\). For the third inequality, we used the tower property of the expectation along with the Markovian nature of \(X\), to get

\[
\mathbb{E} \left[ \mathbb{1}_{(\tau^* > T - t - \delta)} \left( V(t + \tau^*, X_{T-T-\delta}^{t,x}) - \mathbb{E} \left[ V \left( T - \delta + \rho^*, X_{T-T-\delta}^{T-T-\delta} \right) \right] \right) \right] = 0.
\]

We now analyze the last term in (23) in detail. By the definition of \(V\) in (3), using the Itô–Tanaka formula, and acknowledging that \((T - \delta, X_{T-T-\delta}^{t,x}) \in C\) in the set \(\{\tau^* > T - t - \delta\}\), we derive the following inequality for \(\rho^*\) in \(\{\tau^* > T - t - \delta\}\) and \(Y_u = X_u^{T-T-\delta, X_{T-T-\delta}^{t,x}}\):

\[
V(T - \delta, X_{T-T-\delta}^{t,x}) - G(X_{T-T-\delta}^{t,x})
\]
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Lipschitz continuous on $x$ then $f$ requires local value problem (Section 3, Theorem 9) to guarantee that, for an open rectangle $\tau \in E$ the equality $\tau$ is increasing. For $t, x \in \tau \in E$, recall (8), and argue as in (14) to get $\tau$ is decreasing for all $t, x \in \tau \in E$ follows straightforwardly from $\tau \in E$ is Lipschitz continuous (actually, it suffices to require local $\alpha$-Hölder continuity) on $[0, T]$ times $\mathbb{R}$ and $\delta > 0$. Consider $\tau^* = \tau^*(t, x)$, recall (8), and argue as in (14) to get

$$0 \geq V(t, x + \delta) - V(t, x) \geq -\delta E \left[ e^{-\lambda \tau^*} \exp \left\{ -\int_0^{\tau^*} \theta(t + u) \, du \right\} \right] \geq -\delta. \quad (26)$$

Then, $x \mapsto V(t, x)$ is Lipschitz continuous for all $t \in [0, T]$, which, alongside the Lipschitz continuity of $t \mapsto V(t, x)$ for all $x \in \mathbb{R}$, allows us to conclude that $V$ is Lipschitz continuous on $[0, T] \times \mathbb{R}$.

(ii) Since $V$ is continuous on $C$ (see (i)), $\mu$ in (1) is Lipschitz continuous (actually, it suffices to require local $\alpha$-Hölder continuity) on $[0, T] \times \mathbb{R}$, and the diffusion coefficient is constant, one can borrow a classic result from the theory of parabolic partial differential equations (see Friedman, 1964, Section 3, Theorem 9) to guarantee that, for an open rectangle $\mathcal{R} \subset C$, the first initial-boundary value problem

$$\begin{align*}
\mathbb{L} f - \lambda f &= 0 \quad \text{in } \mathcal{R}, \\
f &= V \quad \text{on } \partial \mathcal{R},
\end{align*} \quad (27)$$

has a unique solution $f \in C^{1,2}(\mathcal{R})$. Fix $(t, x) \in \mathcal{R}$ and let $\tau_{\mathcal{R}^c}$ be the first time $X_s^{t,x}$ exits $\mathcal{R}$. Therefore, we can use the Itô formula on $f(X_s^{t,x})$ at $s = \tau_{\mathcal{R}^c}$, together with (27) and (28), to get the equality $\mathbb{E}_{t,x}[V(X_t^{t+\tau_{\mathcal{R}^c}})] = f(t, x)$. Finally, notice that, due to the strong Markov property, $\mathbb{E}_{t,x}[V(X_t^{t+\tau_{\mathcal{R}^c}})] = V(t, x)$, meaning that $f = V$ (see Peskir and Shiryaev, 2006, Section 7.1, for further details). The fact that $V$ is $C^{1,2}$ on $\mathcal{D}$ follows straightforwardly from $V = G$ on $\mathcal{D}$.

(iii) We already mentioned that $x \mapsto V(t, x)$ is decreasing since $G$ is decreasing as well while $x \mapsto X_s^{t,x}$ is increasing. For $(t, x) \in [0, T) \times \mathbb{R}$ such that $x \neq b(t)$, (19) follows after recalling that $V$ is differentiable with respect to $x$ in $\mathcal{C}$ and $\mathcal{D}$, dividing by $\delta$ in (26), and taking $\delta \to 0$, while using the dominated convergence theorem. The same procedure used in (22) and (25) yields (20) and (21).
Next, we look for smoothness of the free boundary in order to prove the smooth-fit condition, on which relies the uniqueness of the solution of the free-boundary problem associated to the OSP (3). The works of De Angelis (2015), Peskir (2019), and De Angelis and Stabile (2019) are a good compendium on the smoothness of the OSB. For time-homogeneous processes and smooth gain functions, De Angelis (2015) provides the continuity of the free boundary for one-dimensional processes with locally Lipschitz-continuous drift and volatility. The two-dimensional case (including time-space diffusions) is addressed by Peskir (2019) in fairly general settings, which proves the impossibility of first-type discontinuities of the OSB for Mayer–Lagrange OSPs. Unfortunately, continuity of the OSB is not enough to prove the smooth-fit condition. Local Lipschitz continuity, however, suffices to derive the smooth-fit condition in our settings, as we prove later in Proposition 4.

In De Angelis and Stabile (2019), the local Lipschitz continuity of the free boundary in a high-dimensional framework is obtained, also for Mayer–Lagrange OSPs. However, some restrictive conditions are imposed that are not met in our setting, like $C^3$ smoothness of the gain function and a particular relation between the partial derivatives of $LG$ (see conditions (D), (F), and (G) in De Angelis and Stabile (2019)).

The next proposition proves the local Lipschitz continuity of the OSB by adapting the methodology used by De Angelis and Stabile (2019) to deal with our settings. 

**Proposition 3** (Lipschitz continuity of $b$). The OSB $b : [0, T] \rightarrow \mathbb{R}$ is Lipschitz continuous on any closed interval in $[0, T]$.

**Proof.** Consider the function $W(t, x) = V(t, x) - G(x)$ and the closed interval $I = [\underline{t}, \bar{t}] \subset [0, T)$. Proposition 1 guarantees that $b$ is bounded from above and, hence, we can choose $r > \sup \{b(t) : t \in I\}$.

Hence, $I \times \{r\} \subset \mathcal{C}$, and then $W(t, r) > 0$ for all $t \in I$. Since $W$ is continuous on $\overline{C}$ (see Proposition 2), there exists a constant $a > 0$ such that $W(t, r) \geq a$ for all $t \in I$. Therefore, for all $\delta$ such that $0 < \delta \leq a$, the equation $W(t, x) = \delta$ has a solution in $\mathcal{C}$ for all $t \in I$. This solution is unique for each $t$, as $\partial_2 W > 0$ in $\mathcal{C}$ (see (19)). Hence we can denote it by $b_\delta(t)$, where $b_\delta : I \rightarrow (b(t), r]$. Away from the boundary, $W$ is regular enough to apply the implicit function theorem, which guarantees that $b_\delta$ is differentiable and

$$b_\delta'(t) = -\partial_2 W(t, b_\delta(t))/\partial_x W(t, b_\delta(t)).$$

Notice that $b_\delta$ is increasing in $\delta$ and therefore it converges pointwise to some limit function $b_0$, which satisfies $b_0 \geq b$ in $I$ as $b_\delta > b$ for all $\delta$. Since $W(t, b_0(t)) = \delta$ and $W$ is continuous, it follows that $W(t, b_0(t)) = 0$ after taking $\delta \downarrow 0$, which means that $b_0 \leq b$ in $I$ and hence $b_0 = b$ in $I$.

For $(t, x) \in \mathcal{C}$ such that $t \in I$ and $x < r$, consider the stopping times $\tau^* = \tau^*(t, x)$ and

$$\tau_r = \tau_r(t, x) := \inf\{s \geq 0 : X_s^{t,x} \notin I \times (-\infty, r)\}.$$ 

Using (42) from Lemma 1, alongside the fact that $\tau^* \leq T - \underline{t}$, it readily follows after (20) that

$$\partial_t W(t, x) \leq \mathbb{E}\left[|\partial_t X_{\tau^*}^{t,x}|\right] \leq L \left(1 + (T - \underline{t})e^{L(T - \underline{t})}\right) m(t, x),$$

where $L$ is a positive constant coming from the Lipschitz continuity of $\partial_t \mu$ and $m$ is the function defined as

$$m(t, x) := \mathbb{E}\left[\int_0^{\tau^*}(|X_u^{t,x}| + 1) \, du\right].$$

Due to the tower property of conditional expectation and the strong Markov property, we have that

$$m(t, x) = \mathbb{E}\left[\int_0^{\tau^* \wedge \tau_r}(|X_u^{t,x}| + 1) \, du + 1(\tau_r \leq \tau^*)m(t + \tau_r, X_{t+\tau_r})\right].$$
Notice that, for $b(t) < x < r$, $(t + t_r, X_{t+t_r}^{t,x}) \in \Gamma_t := ((t, t) \times \{r\}) \cup (\{t\} \times (b(t), r))$ on the set $\{\tau_r < \tau^*\}$. Then, we get the following upper bound on $\{\tau_r < \tau^*\}$:

\[
m(t + t_r, X_{t+t_r}) \leq \sup_{(s,y) \in \Gamma_t} m(s, y) = \sup_{(s,y) \in \Gamma_t} \mathbb{E} \int_0^{\tau^*(s,y)} (|X_{u,s}^{s,y}| + 1) \, du \leq T \sup_{(s,y) \in \Gamma_t} \left( \mathbb{E} \left[ \sup_{u \leq T-s} (|X_u^{s,y}| + 1)^2 \right] \right) \leq T \sup_{(s,y) \in \Gamma_t} \left( \mathbb{M}_{T-s}^{(1)} (|y|^2 + 1) \right) \leq T \sqrt{\mathbb{M}_{T}^{(1)} (\max \{ |b(t)|^2, |r|^2 \} + 1)}, \tag{32}\]

where we used the Cauchy–Schwarz inequality and (40) from Lemma 1. Plugging (32) into (31), recalling (30), and noticing that, for $u \leq \tau^* \wedge \tau_r$, $|X_{u,t}^{t,x}| \leq \max\{\bar{b}, r\}$ with $\bar{b} := \inf\{b(t) : t \in [0, T]\}$, we get that

\[
\partial_t W(t, x) \leq K_I^{(1)} \mathbb{E} \left[ \tau_r \wedge \tau^* + 1 \left( \tau_r \leq \tau^* \right) \right] \tag{33}\]

for some positive constant $K_I^{(1)}$.

Using (19) and (41) from Lemma 1, and proceeding in the same way as for (31), we get the following lower bound for $\partial_x W(t, x)$:

\[
\partial_x W(t, x) \geq M_x^{(2)} \mathbb{E} \left[ \tau^* \right] = M_x^{(2)} \mathbb{E} \left[ \left( \tau_r \wedge \tau^* \right) + 1 \left( \tau_r \leq \tau^* \right) \mathbb{E} \left[ \tau^* \left( t + t_r, X_{t+t_r}^{t,x} \right) \right] \right]. \tag{34}\]

Now, by combining equations (29), (33), and (34), we obtain the following inequalities for a constant $K_I^{(2)} > 0$, $x_\delta = b_\delta(t)$, $\tau_\delta = \tau^*(t, x_\delta)$, and $\tau_r = \tau_r(t, x_\delta)$:

\[
b_\delta(t) \geq - K_I^{(2)} \frac{\mathbb{E} \left[ \tau_\delta \wedge \tau_r \wedge 1 \left( \tau_r \leq \tau_\delta \right) \mathbb{E} \left[ \tau^* \left( t + t_r, X_{t+t_r}^{t,x_\delta} \right) \right] \right]}{\mathbb{E} \left[ \tau_\delta \wedge \tau_r \wedge 1 \left( \tau_r \leq \tau_\delta \right) \mathbb{E} \left[ \tau^* \left( t + t_r, X_{t+t_r}^{t,x_\delta} \right) \right] \right]} \geq - K_I^{(2)} \left( 1 + \frac{\mathbb{P} \left( \tau_r \leq \tau_\delta \right)}{\mathbb{E} \left[ \tau_\delta \wedge \tau_r \wedge 1 \left( \tau_r \leq \tau_\delta \right) \mathbb{E} \left[ \tau^* \left( t + t_r, X_{t+t_r}^{t,x_\delta} \right) \right] \right]} \right) \geq - K_I^{(2)} \left( 1 + \frac{\mathbb{P} \left( \tau_r \leq \tau_\delta, \tau_r = \bar{t} - t \right)}{\mathbb{E} \left[ \tau_\delta \wedge \tau_r \wedge 1 \left( \tau_r \leq \tau_\delta \right) \mathbb{E} \left[ \tau^* \left( t + t_r, X_{t+t_r}^{t,x_\delta} \right) \right] \right]} \right) \geq - K_I^{(2)} \left( 1 + \frac{\mathbb{P} \left( \tau_r \leq \tau_\delta, \tau_r = \bar{t} - t \right)}{\mathbb{E} \left[ \tau_\delta \wedge \tau_r \wedge 1 \left( \tau_r \leq \tau_\delta \right) \mathbb{E} \left[ \tau^* \left( t + t_r, X_{t+t_r}^{t,x_\delta} \right) \right] \right]} \right) \geq - K_I^{(2)} \left( 1 + \frac{\mathbb{P} \left( \tau_r \leq \tau_\delta, \tau_r < \bar{t} - \bar{t} \right)}{\mathbb{E} \left[ \tau_\delta \wedge \tau_r \wedge 1 \left( \tau_r \leq \tau_\delta \right) \mathbb{E} \left[ \tau^* \left( t + t_r, X_{t+t_r}^{t,x_\delta} \right) \right] \right]} \right) \geq - K_I^{(2)} \left( 1 + \frac{\mathbb{P} \left( \tau_r \leq \tau_\delta, \tau_r < \bar{t} - \bar{t} \right)}{\mathbb{E} \left[ \tau_\delta \wedge \tau_r \wedge 1 \left( \tau_r \leq \tau_\delta \right) \mathbb{E} \left[ \tau^* \left( t + t_r, X_{t+t_r}^{t,x_\delta} \right) \right] \right]} \right) \tag{35}\]

where in the last inequality we used that $X_{t+t_r}^{t,x_\delta} = r$ in the set $\{\tau_r \leq \tau_\delta, \tau_r < \bar{t} - \bar{t}\}$.

Since $I \times \{r\} \subset C$, there exists $\varepsilon > 0$ such that $\mathcal{R}_\varepsilon := [(\bar{t}, \bar{t} + \varepsilon] \times (r - \varepsilon, r + \varepsilon) \subset C$. Notice that $\tau^*(t, r) > \tau_\varepsilon(t, r)$ for all $t \in I$, with $\tau_\varepsilon(t, r) = \inf \{ u \geq 0 : (t + u, X_{t+u}^{t,x_\delta}) \notin \mathcal{R}_\varepsilon \}$. Hence,

\[
\inf_{t \in I} \mathbb{E} \left[ \tau^*(t, r) \right] \geq \inf_{t \in I} \mathbb{E} \left[ \tau_\varepsilon(t, r) \right] \geq \inf_{t \in I} \left\{ (\bar{t} + \varepsilon - t) \mathbb{P} \left( \sup_{u \leq \bar{t} + \varepsilon - t} \left| X_{t+u}^{t,x_\delta} - r \right| < \varepsilon \right) \right\},
\]
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\[ \geq \varepsilon \inf_{t \in I} \mathbb{P} \left( \sup_{u \leq t+\varepsilon-t} |X_u^{t,x} - r| < \varepsilon \right) =: K_{I,\varepsilon} > 0. \]

Therefore, going back to (35), we have that, for all \( t \in I' = [t, \bar{t} - \varepsilon] \) and \( \varepsilon > 0 \) small enough,

\[ b_\delta'(t) \geq -K_I^{(2)} \left( 1 + \varepsilon^{-1} + K_{I,\varepsilon} \right). \tag{36} \]

To find a bound in the opposite direction that is also uniform with respect to \( \delta \) and for all \( t \in I' \), we consider (21) and (30) and use the Markov inequality to get

\[
\partial_t W(t, x_\delta) \geq -L \left( 1 + (T-t)e^{L(T-t)} \right) \mathbb{E} \left[ \int_0^{\tau_{\delta}} (|X_{u,x_\delta}^t| + 1) \, du \right] 
- \bar{L}(T-t)^{-1} \mathbb{E} [\tau_{\delta}]
\]

for some positive constant \( \bar{L} \). Hence, relying on the same arguments as those used to get (36), but with (37) instead of (33), we obtain

\[ b_\delta'(t) \leq K \left( 1 + \varepsilon^{-1} + K_{I,\varepsilon} \right) + \bar{L}(T-t)^{-1}. \tag{38} \]

We have proved that \( |b_\delta'(t)| \) is bounded by a constant, uniformly in \( \delta \) and for all \( t \in I' \). Then the Arzelà–Ascoli theorem gives that \( b_\delta \) converges uniformly to \( b \) in \( I' \) as \( \delta \to 0 \), which implies that \( b \) is Lipschitz continuous on \( I' \).

The next proposition gives the smooth-fit condition for our OSP. Its proof relies on Lemma 2 and the fact that \( b \) is locally Lipschitz continuous. These two combined results imply that the process \( X^{t,x} \) enters the interior of \( \mathcal{D} \) immediately for \( x = b(t) \) (see Remark 4.5 in De Angelis and Stabile (2019)). The work in De Angelis and Peskir (2020), specifically Corollary 6, is then used to obtain \( \tau^*(t, b(t) + \varepsilon) \to 0 \) \( \mathbb{P} \)-a.s. when \( \varepsilon \downarrow 0 \), from which the smooth-fit condition follows.

**Proposition 4** (Smooth-fit condition).

The smooth-fit condition holds, i.e., \( \partial_x V(t, b(t)) = -1 \) for all \( t \in [0, T] \).

**Proof.** Take a point \( (t, b(t)) \) for \( t \in [0, T] \) and consider \( \delta > 0 \). Since \( (t, b(t)) \in \mathcal{D} \) and \( (t, b(t) + \delta) \in \mathcal{C} \), we get that \( \delta^{-1}(V(t, b(t) + \delta) - V(t, b(t))) \geq \delta^{-1}(G(b(t) + \delta) - G(b(t))) = -1 \). Therefore, \( \partial_x^+ V(t, b(t)) \geq -1 \).

Besides, reasoning as in (26), we get that

\[ \delta^{-1}(V(t, b(t) + \delta) - V(t, b(t))) \leq -\mathbb{E} \left[ e^{-\lambda_\delta \tau_{\delta}} \partial_x X_{\tau_{\delta}}^{t,x} \right] \leq \sup_{x \in (b(t), A)} \mathbb{E} \left[ \sup_{s \leq T-t} \partial_x X_{s}^{t,x} \right] < \infty, \]

where \( \tau_{\delta} = \tau^*(t, b(t) + \delta) \) and \( x_\delta \in (b(t), b(t) + \delta) \). From (8), it is easy to see that the supremum is finite (actually, it is lower than 1) since \( \partial_x \mu < 0 \). Then, we can apply the dominated convergence theorem to obtain

\[ \partial_x^+ V(t, b(t)) \leq -\mathbb{E} \left[ e^{-\lambda_{\tau_0}} \partial_x X_{\tau_0}^{t,b(t)} \right] \tag{39} \]

with \( \tau_0 := \lim_{\delta \to 0} \tau_{\delta} \) (\( \tau_0 \) is well-defined since the sequence \( \tau_{\delta} \) decreases with respect to \( \delta \) \( \mathbb{P} \)-a.s.).

We now prove that \( \mathbb{P}_{t,b(t)} (\tau_0 = 0) = 1 \). We do so by summoning Corollary 6 from De Angelis and Peskir (2020) and proving that \( (t, b(t)) \) is probabilistically regular for \( \mathcal{D}^0 \), that is, \( \mathbb{P}_{t,b(t)} (\tau_{\mathcal{D}^0} = 0) = 1 \), where

\[ \tau_{\mathcal{D}^0} := \inf \{ u \geq 0 : (t + u, X_{t+u}) \in \mathcal{D}^0 \}. \]
Indeed,
\[ P_{t,b}(\tau_{D^0} = 0) = \lim_{\varepsilon \downarrow 0} P_{t,b}(\tau_{D^0} < \varepsilon) \]
\[ = \lim_{\varepsilon \downarrow 0} P_{t,b} \left( \inf_{u \in (0,\varepsilon)} (X_{t+u} - b(t+u)) < 0 \right) \]
\[ = \lim_{\varepsilon \downarrow 0} P_{t,b} \left( \inf_{u \in (0,\varepsilon)} \frac{X_{t+u} - b(t+u)}{\sqrt{2u \ln(1/u)}} < 0 \right) \]
\[ \geq \lim_{\varepsilon \downarrow 0} P_{t,b} \left( \inf_{u \in (0,\varepsilon)} \frac{X_{t+u} - b(t) + Lu}{\sqrt{2u \ln(1/u)}} < 0 \right) \]
\[ = P_{t,b} \left( \liminf_{u \downarrow 0} \frac{X_{t+u} - b(t) + Lu}{\sqrt{2u \ln(1/u)}} < 0 \right) = 1, \]
where, in the first inequality, \( L \) is a positive constant that comes from the local Lipschitz continuity of \( b \) (see Proposition 3), and the last equality holds due to (45). Hence, (39) yields \( \partial_x^+ V(t,b(t)) \leq -1 \) and, consequently, \( \partial_x^+ V(t,b(t)) = -1 \).

The smooth-fit condition arises by recalling that \( \partial_x^+ \), and the last equality holds due to (45). Hence, (39) yields \( \partial_x^+ V(t,b(t)) \leq -1 \) and, consequently, \( \partial_x^+ V(t,b(t)) = -1 \).

We conclude this section with two technical lemmas. One on the boundedness of several functionals of the underlying process \( X \) that have been used throughout the previous proofs, and another on a law of the iterated logarithm for \( X \).

**Lemma 1** (Some bounds on functionals of \( X \)).

The following inequalities hold for positive constants \( L, M_s^{(i)}, i = 1, 2, 3 \), and \( (t,x) \in [0, T] \times \mathbb{R} \) and \( s \in (0, T-t] \):

\[ E \left[ \sup_{u \leq s} (|X_{t,u}^x| + 1)^2 \right] \leq M_s^{(1)} (|x|^2 + 1), \quad (40) \]
\[ \partial_x X_{t,x}^x \leq 1 - M_s^{(2)}, \quad (41) \]
\[ E \left[ \sup_{u \leq s} \partial_x X_{t,u}^x \right] \leq L (1 + s e^{L s}) E \left[ \int_0^s (|X_{t,r}^x| + 1) \, dr \right] \]
\[ \leq M_s^{(3)} (|x| + 1), \quad (42) \]

Moreover, \( s \mapsto M_s^{(i)} \) is an increasing function for \( i = 1, 3 \), and is decreasing for \( i = 2 \).

**Proof.** Since \((a + b + c)^2 \leq 3(a^2 + b^2 + c^2)\) and due to the Lipschitz continuity of \( x \mapsto \mu(t,x) \),

\[ (|X_{t,x}^x| + 1)^2 \leq 3 (|x| + 1)^2 + 3 \int_0^s (\mu(t + r, X_{t,r}^x))^2 \, dr + 3(W_s)^2 \]
\[ \leq 3 (|x| + 1)^2 + 3L \int_0^s (|X_{t,r}^x| + 1)^2 \, dr + 3(W_s)^2 \]

for some positive constant \( L \). Hence, using the maximal inequalities of Theorem 14.13(d) from Schilling et al. (2012), it follows that

\[ E \left[ \sup_{u \leq s} (|X_{t,u}^x| + 1)^2 \right] \leq 3 (|x| + 1)^2 + 3L \int_0^s E \left[ (|X_{t,r}^x| + 1)^2 \right] \, dr + 3E \left[ \sup_{u \leq s} (W_u)^2 \right] \]
\[ \leq 3 (|x| + 1)^2 + 12s + 3L \int_0^s E \left[ \sup_{u \leq r} (|X_{t,u}^x| + 1)^2 \right] \, dr. \]
Therefore, Gronwall’s inequality (Schilling et al., 2012, Theorem A.43) guarantees that
\[
\mathbb{E}\left[ \sup_{u \leq s} \left( |X^t_u| + 1 \right)^2 \right] \leq 3 (|x| + 1)^2 + 12s + 3L \int_0^s \left( (|x| + 1)^2 + 12u \right) e^{3L(s-u)} \, du \\
\leq 3 (|x| + 1)^2 + 12s + 3Le^{3Ls} \left( (|x| + 1)^2 s + 6s^2 \right),
\]
from which (40) follows.

To obtain (41), we use that \( \mu \) is Lipschitz continuous and \( \partial_x \mu < 0 \), together with representation (8) and (19), leading to
\[
1 - \partial_x X^t_s = \int_0^s -\partial_x \mu(t + u, X^t_u) \partial_x X^t_u \, du \\
= \int_0^s -\partial_x \mu(t + u, X^t_u) \exp \left\{ \int_0^u \partial_x \mu(t + r, X^t_r) \, dr \right\} \, du \\
\geq \exp \left\{ \int_0^s -\partial_x \mu(t + u, X^t_u) \, du \right\} \int_0^s -\partial_x \mu(t + u, X^t_u) \, du \\
\geq e^{-Ls} \int_0^s -\partial_x \mu(t + u, X^t_u) \, du \\
\geq e^{-Ls} \min_{u \in [0, T]} \{-\bar{\mu}(u)\} s,
\]
where \( L \) is the Lipschitz constant.

Let us prove now (43). To do so, notice first that (6) implies
\[
|\partial_t X^t_s| \leq a_1(s, t, x) + \int_0^s a_2(u, t, x) |\partial_x X^t_u| \, du,
\]
with
\[
a_1(s, t, x) := \int_0^s |\partial_t \mu(t + u, X^t_u)| \, du, \quad a_2(u, t, x) := |\partial_x \mu(t + u, X^t_u)|.
\]

Therefore, an application of Gronwall’s inequality yields
\[
|\partial_t X^t_s| \leq a_1(s, t, x) + \int_0^s a_1(u, t, x)a_2(u, t, x) \exp \left\{ \int_0^s a_2(r, t, x) \, dr \right\} \, du.
\]
Hence, due to the Lipschitz continuity of \( \mu \) and \( \partial_t \mu \), and using (40) alongside the Cauchy–Schwarz inequality, we have that
\[
\mathbb{E}\left[ \sup_{u \leq s} |\partial_t X^t_u| \right] \leq \mathbb{E} \left[ a_1(s, t, x) \left( 1 + \int_0^s a_2(u, t, x) \, du \exp \left\{ \int_0^s a_2(u, t, x) \, du \right\} \right) \right] \\
\leq L \left( 1 + se^{Ls} \right) \mathbb{E} \left[ \int_0^s (|X^t_u| + 1) \, du \right] \\
\leq L \left( 1 + se^{Ls} \right) s \sqrt{\mathbb{E}\left[ \sup_{u \leq s} \left( |X^t_u| + 1 \right)^2 \right]} \\
\leq L \left( 1 + se^{Ls} \right) s \sqrt{M_s^{(1)}(|x|^2 + 1)},
\]
which entails (42) and (43).

\[\square\]

**Lemma 2** (Law of the iterated logarithm for \( X \)). The following relations hold for all \((t, x) \in [0, T] \times \mathbb{R}\):
\[
\mathbb{P}_{t,x} \left( \limsup_{u \downarrow 0} \frac{X_{t+u} - x}{\sqrt{2u \ln(\ln(1/u))}} = 1 \right) = 1,
\]

(44)
and

\[ \mathbb{P}_{t,x} \left( \liminf_{u \downarrow 0} \frac{X_{t+u} - x}{\sqrt{2u \ln(\ln(1/u))}} = -1 \right) = 1. \] (45)

Proof. Let \( m_{t,x}(u) := \mathbb{E}_{t,x}[X_{t+u}] \), \( f_t(u) = \exp \left\{ - \int_t^{t+u} \theta(r) \, dr \right\} \), and \( h_t(u) = \int_t^{t+u} f_t^{-2}(u) \, du \). It is known (see, e.g., Buonocore et al. (2013)) that, under \( \mathbb{P}_{t,x} \), \( X_{t+u} \) admits the representation \( X_{t+u} = m_{t,x}(u) + f_t(u)B_{h_t(u)} \), where \( (B_t)_{t \in \mathbb{R}^+} \) is a standard Brownian motion. Hence, the law of the iterated logarithm for the Brownian motion establishes that

\[ \mathbb{P}_{t,x} \left( \limsup_{u \to 0} \frac{(X_{t+u} - m_{t,x}(u))/f_t(u)}{\sqrt{2h_t(u) \ln(\ln(1/h_t(u))}} = 1 \right) = 1. \]

Then, (44) is proved after realizing that \( m_{t,x}(u) \to x \), \( f_t(u) \to 1 \), and \( h_t(u)/u \to 1 \), as \( u \downarrow 0 \). Relation (45) follows identical steps. \( \square \)

4 The value formula and the free-boundary equation

Our main result is collected in the following theorem. It gives a characterization of the OSB as the unique solution, up to regularity conditions, of a type-two Volterra integral equation. It also provides a formula for the value function, which can be regarded as the fair price of the American option under the natural measure of the OU process. This contract might find application from the point of view of small investors who, due to their limited capital and impossibility to trade in continuous time (also due to transaction costs), cannot perform hedging strategies to reproduce the conditions of a risk-free measure settings under which the valuation of options is typically done to keep the market free of arbitrage opportunities.

The value formula is given in terms of the early-exercise premium representation. That is, the sum of the price of the European put option written on the same asset and expiring on the same date, and the early-exercise premium, i.e., the cost of being able to exercise the option before maturity.

**Theorem 1** (Free-boundary equation and value formula).

The OSB related to the OSP (3) satisfies the integral equation

\[ b(t) = A - K_\lambda(A, 1, t, b(t), T, A) \]

\[ - \int_t^T K_\lambda(\lambda A + \theta(u)\alpha(u), \lambda + \theta(u), t, b(t), u, b(u)) \, du, \] (46)

where, for \( c_1, c_2, x_1, x_2 \in \mathbb{R} \) and \( t_1, t_2 \in [0, T] \) such that \( t_2 \geq t_1 \),

\[ K_\lambda(c_1, c_2, t_1, x_1, t_2, x_2) := e^{-\lambda(t_2-t_1)}\mathbb{E}_{t_1,x_1}[(c_1 - c_2X_{t_2})\mathbb{1}(X_{t_2} \leq x)] \]

\[ = e^{-\lambda(t_2-t_1)} \left\{ \left( c_1 - c_2\nu(t_1, x_1, t_2) \right) \Phi \left( \frac{x_2 - \nu(t_1, x_1, t_2)}{\gamma(t_1, t_2)} \right) \right\} + c_2\gamma(t_1, t_2) \Phi \left( \frac{x_2 - \nu(t_1, x_1, t_2)}{\gamma(t_1, t_2)} \right), \] (47)

where \( \phi \) and \( \Phi \) are the density and distribution functions of a standard normal, and \( \nu \) and \( \gamma \) depend on the time-dependent OU parameters:

\[ \nu(t_1, x, t_2) = \exp \left\{ - \int_{t_1}^{t_2} \theta(r) \, dr \right\} x + \int_{t_1}^{t_2} \exp \left\{ - \int_r^{t_2} \theta(s) \, ds \right\} \theta(r)\alpha(r) \, dr, \] (48)

\[ \gamma^2(t_1, t_2) = \int_{t_1}^{t_2} \exp \left\{ -2 \int_r^{t_2} \theta(s) \, ds \right\} \, dr. \] (49)
Moreover, (46) has a unique solution among the class of continuous functions of bounded variation $c : [0, T] \to \mathbb{R}$ that satisfy $c(t) < A$ for all $t \in [0, T]$.

Also, the associated value function is given by
\begin{equation}
V(t, x) = K_\lambda(\lambda, 1, t, x, T, A)
+ \int_t^T K_\lambda(\lambda A + \theta(u) \alpha(u), \lambda + \theta(u), t, x, u, b(u)) \, du.
\end{equation}

Proof. Propositions 1–4 allow applying an extension of the Itô formula to $e^{-\lambda s}V(t + s, X_{t+s})$. This extension is derived in Peskir (2005a) and is reformulated in Lemma A2 from D’Auria et al. (2020) in a way that fits our settings more straightforwardly. After setting $s = T - t$, taking $\mathbb{P}_{t,x}$-expectation, and shifting the integrating variable $t$ units, it follows that
\begin{equation}
V(t, x) = e^{-\lambda(T-t)} \mathbb{E}_{t,x}[G(X_T)] - \int_t^T \mathbb{E}_{t,x}\left[e^{-\lambda(u-t)}(LV - \lambda V)(u, X_u)\right] \, du,
\end{equation}
where the martingale term vanishes after taking $\mathbb{P}_{t,x}$-expectation, and the local time term does not appear due to the smooth-fit condition. Recall that $LV = \lambda V$ on $\mathcal{C}$ and $V = G$ on $\mathcal{D}$. Therefore, (51) turns into the value formula
\begin{equation}
V(t, x) = e^{-\lambda(T-t)} \mathbb{E}_{t,x}\left[(A - X_T) \mathbbm{1}(X_T \leq A)\right]
+ \int_t^T \mathbb{E}_{t,x}\left[e^{-\lambda(u-t)} (\lambda(A - X_u) + \mu(u, X_u)) \mathbbm{1}(X_u \leq b(u))\right] \, du.
\end{equation}

By taking $x \uparrow b(t)$ in (52) we get the free-boundary equation
\begin{equation}
b(t) = A - e^{-\lambda(T-t)} \mathbb{E}_{t,b(t)}\left[(A - X_T) \mathbbm{1}(X_T \leq A)\right]
- \int_t^T \mathbb{E}_{t,b(t)}\left[e^{-\lambda(u-t)} (\lambda(A - X_u) + \mu(u, X_u)) \mathbbm{1}(X_u \leq b(u))\right] \, du.
\end{equation}

The uniqueness of the solution of (53), up to the conditions stated in the theorem, follows well-known arguments derived in (Peskir, 2005b, Theorem 3.1).

We can provide a more tractable expression for both the value formula (52) and the free-boundary equation (53) by taking advantage of the Gaussianity of $X$. Indeed, it is easy to get (see, e.g., Gardiner, 2004, Section 4.4.9) that, under $\mathbb{P}_{t,x}$, $X_u$ has a normal distribution with mean and variance given by (48) and (49) for all $u \in [t, T]$. This leads, after some algebraic manipulation, to equations (46) and (50).

Further flexibility of the underlying process can be achieved by allowing time-dependent volatility, like in the popular Hull–White model. We show in the next remark that such an extension requires no extra analysis, as it can be reduced to the constant-volatility model (1) by means of a time change.

Remark 1 (Time-dependent deterministic volatility).
Let $X_t(\theta, \alpha, \sigma, T) = (X_t)_{t \in [0, T]}$ be a stochastic process satisfying the stochastic differential equation
\begin{equation}
dX_t(\theta, \alpha, \sigma, T) = \theta(t)(\alpha(t) - X_t(\theta, \alpha, \sigma, T)) \, dt + \sigma(t) \, dW_t, \quad 0 \leq t \leq T,
\end{equation}
where $\theta, \alpha, \sigma : [0, T] \to \mathbb{R}$ are continuously differentiable functions such that $\theta(t) > 0$ and $\sigma(t) > 0$ for all $t \in [0, T]$, and $\int_0^T \sigma^2(t) \, dt < \infty$. Define the time change $\tilde{t} = \tilde{h}(t) = \int_0^t \sigma^2(u) \, du$ and the inverse transformation $h = \tilde{h}^{-1}$. Consider the time-changed process $\tilde{X} = (\tilde{X}_t)_{\tilde{t} \in [0, \tilde{T}]}$ defined by $\tilde{X}_{\tilde{t}} = X_{\tilde{h}(\tilde{t})}(\theta, \alpha, \sigma, T)$ and $\tilde{T} = \tilde{h}(T)$. Then,
\begin{equation}
\tilde{X}_{\tilde{t}} = X_0(\theta, \alpha, \sigma, T) + \int_0^{\tilde{h}(\tilde{t})} \theta(u)(\alpha(u) - X_u(\theta, \alpha, \sigma, T)) \, du + \int_0^{\tilde{h}(\tilde{t})} \sigma(u) \, dW_u.
\end{equation}
The process $\tilde{W}_t = \int_0^{h(t)} \sigma(u) \, dW_u$ is a standard Brownian motion. Hence, $\tilde{X}$ solves
\[
d\tilde{X}_t = h'(\tilde{t})\theta(h(\tilde{t}))(\alpha(h(\tilde{t}))-X_{h(\tilde{t})}(\theta,\alpha,\sigma,T)) \, d\tilde{t} + d\tilde{W}_t
\]
where $\theta(h) = \sigma^{-2}(h(\tilde{t}))\theta(h(\tilde{t}))$ and $\tilde{X}(\tilde{t}) = \alpha(h(\tilde{t}))$, that is, $\tilde{X}$ is a time-dependent OU process with constant volatility. Hence, we can rely on equations (50) and (46) to compute the value function and OSB associated with $\tilde{X}$, $\tilde{V}$, and $\tilde{b}$, from where we can simply obtain the value function and OSB related to $X(\theta,\alpha,\sigma,T)$ as $V(t,x) = \tilde{V}(h(\tilde{t}),x)$ and $b(t) = \tilde{b}(h(\tilde{t}))$.

The optimal exercise of the put and the call American options is fundamentally the same problem due to their symmetry with respect to the strike price, as shown in the next remark.

**Remark 2 (Put-call parity).** Let $V_p$ be the value function associated with an American put option written on the time-dependent OU processes $X^{(p)} = (X_t^{(p)})_{t \in [0,T]}$ and with strike price $A$. Then,
\[
V_p(t, x) := \sup_{\tau \leq T-t} \mathbb{E}_{t,x} \left[ e^{-\lambda \tau} \left( A - X_{t+\tau}^{(p)} \right)^+ \right]
\]
\[
= \sup_{\tau \leq T-t} \mathbb{E}_{t,x} \left[ e^{-\lambda \tau} \left( (2A - X_{t+\tau}^{(p)}) - A \right)^+ \right]
\]
\[
= \sup_{\tau \leq T-t} \mathbb{E}_{t,2A-x} \left[ e^{-\lambda \tau} \left( X_{t+\tau}^{(c)} - A \right)^+ \right] =: V_c(t, 2A - x),
\]
where $X^{(c)} = (X_t^{(c)})_{t \in [0,T]}$ is the time-dependent OU process such that $X^{(c)} = 2A - X^{(p)}$, and $V_c$ is the value function of the American call option with strike price $A$ and written on $X^{(c)}$. Similarly, the optimal exercise strategy for the call option is to stop the process $X^{(c)}$ the first time it is below the function $b_c : [0, T] \to \mathbb{R}$ such that $b_c(t) = 2A - b_p(t)$, where $b_p$ is the OSB associated to $V_p$.

5 Numerical experiments

Non-linear Volterra-type integral equations are hard to solve, and the free-boundary equation (46) is not an exception. Mainly, there are two methods to solve these types of integral equations arising from OSPs, both relying on the contraction principle: (1) a backward induction approach that recursively builds the boundary by leveraging that $b(t)$ depends only on $\{b(s)\}_{s \leq t}$, and (2) the well-known method of Picard iterations that, given an initial candidate boundary $b^0$, consequently computes subsequent boundaries until a convergence criterion is fulfilled. See Detemple (2005, Chapter 8) for more details on the method of backward induction and Pedersen and Peskir (2002) for implementations. The Picard iteration scheme has been used by, e.g., Detemple and Kitapbayev (2020) and De Angelis and Milazzo (2020). As far as we know, the convergence of both approaches has not been formally addressed in general settings, and authors tend to provide numerical evidence of the error decreasing as the number of iterations grows. This happens because the kernel of the integral equation is typically highly non-linear and, hence, it becomes challenging to prove the contracting mapping principle for the integral operator that characterizes the OSB, which is the most obvious and immediate strategy to follow to get the convergence of Picard’s iteration algorithm. We adopted the Picard method to display visual insight into the OSB’s shape, as our numerical experiments suggested similar accuracy and faster computations compared to the backward induction approach (within the set of explored settings).

Take the partition $0 = t_0 < t_1 < \cdots < t_N = T$ for $N \in \mathbb{N}$. We initialize the Picard scheme by starting with the constant boundary $b^{(0)}(t) = b(T)$ for all $t \in [0, T]$. Recall from Proposition 1 that $b(T) = \min\{A, \gamma(T)\}$ is known, with $\gamma(T)$ as in (13). Each iteration of the algorithm updates the
boundary according to the following formula, which is a right Riemann sum version of the integral in (46):

\[
b^{(k)}(t_i) = A - K_\lambda(A, 1, t_i, b^{(k-1)}(t_i), T, A) - \sum_{j=i+1}^{N} K_\lambda(\lambda A + \theta(t_j)\alpha(t_j), \lambda + \theta(t_j), t_i, b^{(k-1)}(t_i), t_j, b^{(k-1)}(t_j))\].

(55)

We stop the iterations of the fixed-point algorithm (55) at the first \( k = 1, 2, \ldots \) such that the (squared) distance \( d_k := \sum_{i=0}^{N} (b^{(k)}(t_i) - b^{(k-1)}(t_i))^2 \) is less than \( \delta = 10^{-3} \). Computational experiments suggested that a mesh that is denser at the terminal time \( T \) performs better and that it is preferable that the distances between consecutive nodes narrow smoothly. For that reason, we used the logarithmically-spaced partition \( t_i = \ln(1 + i(e - 1)/N) \) with \( N = 200 \) (unless otherwise specified).

For Figures 1–3, the images on top show computer drawings of the obtained OSB from the Picard iteration (55). The images below represent the sequences of errors of the algorithm, that is, the \( x \)-axis accounts for the iteration number \( k = 1, 2, \ldots \) and the \( y \)-axis for \( d_k \). The decrease in these error sequences empirically corroborates the convergence of the algorithm.

Figure 1 provides insights into the shape of the OSB for different sets of slopes and pulling levels. We also allow the process to have non-constant volatility, as discussed in Remark 1. In each image, two of the three functions that define the dynamics in (54) are fixed, and the remaining one varies to make clear the marginal effect it has on the OSB’s shape. We use the functions \( \Phi \) and \( \phi \) to model abrupt changes in a smooth fashion. Figure 1(a) models a regime change of the stock price, where the switching happens smoothly, deterministically, and depends only on the time variable. It also reflects the attracting behavior of the OSB towards \( \alpha \). Figure 1(b) exemplifies how this attraction strengthens as \( \theta \) increases, and also depicts a sudden increase of the pulling strength, which could represent a sharp increase of confidence in a belief of the price evolution. Figure 1(c) introduces periods where the volatility spikes to unusual levels before returning to a baseline. It also shows how the OSB is repelled from the pulling level as the volatility increases, which, in agreement with Remark 1, coincides with the effect of reducing the slope.

Recent interest in OSPs related to diffusion bridges whose drift is linear in the space component (see, e.g., D’Auria et al. (2020) and D’Auria et al. (2021)) led us to investigate the applicability
of our OSB within this context. The difficulty of dealing with these processes is that their slopes \( \theta \) explode as the time approaches the horizon, hence they do not fit our assumption of a bounded slope. However, we suggest in Figure 2 that this inconvenience could be circumvented in practice by arbitrarily approximating the explosion with non-exploding smooth drifts of time-dependent OU processes. We do so by relying on the OSB of a Brownian Bridge (BB) and an Ornstein–Uhlenbeck Bridge (OUB) in the non-discounted scenario, whose solutions are available for some particular settings.

The OSB for the BB with pinning point \( A \) and gain function \( x \mapsto (A-x)^{+} \) takes the form \( A-B\sigma\sqrt{T-t} \), for \( B \approx 0.8399 \), a result that goes back to the work of Shepp (1969) and its connection to the American option by D’Auria et al. (2020). We use, in Figure 2(a), the Taylor-expansion approximation (at \( t = 0 \)) of the BB slope \( (1-t)^{-1} \), namely, \( \sum_{i=0}^{n} t^{i} \), for different values of the order \( n \) indicated in the legend. The results in Figure 2(a) show that the application of the Picard iteration (55) on the time-dependent OU that order-\( n \) approximates a BB converges to the expected, known, OSB.

The OSB of the OUB is not known in closed-form, but rather as a characterization via the free-boundary equation provided in D’Auria et al. (2021), which can be also solved by means of a Picard algorithm. In that paper the authors treated the OUB case with the identity as the gain function. However, a simple translation with respect to \( A \) provides the OSB for \( x \mapsto (A-x)^{+} \) as the gain function whenever the pinning point is lower than \( A \). This is easy to note as both gain functions, \( x \mapsto A-x \) and \( x \mapsto (A-x)^{+} \) coincide for all \( x \leq A \). Then, there is no fundamental difference in both OSPs (for \( \lambda = 0 \)) whenever the boundary associated with the OUB lies below \( A \). In Figure 2(b), to avoid the explosion of the OUB slope, \( t \mapsto a \coth(a(1-t)) \), we use instead the smooth function \( t \mapsto 1(t \leq 1-\varepsilon)\{a \coth(a(1-t))\} + 1(t > 1-\varepsilon)\{1 - \exp\{-a^2(t-1+\varepsilon)/\sinh^2(a\varepsilon)\} + a \coth(a\varepsilon)\} \), for \( a = 5 \), and different values of \( \varepsilon \) specified in the legend. Figure 2(b) shows that the application of (55) on the time-dependent OU that approximates an OUB with pinning point \( z = 2 \) converges to the (numerically-computed) OSB of the OUB.

Finally, Figure 3 illustrates how the algorithm’s output seems to converge as the partition size
Figure 3: For images on top, the solid colored lines represent the OSBs for different values of the discounting rate specified in the legend, while the dashed line is placed at $A = 0$. We set $\theta(t) = 1$, $\alpha(t) = 0$, $\sigma(t) = 1$, $A = 0$, and $T = 1$. The smaller images below are analogous to those in Figure 1.

increases. Observe the relatively good performance with just a few points in the partition. Additionally, we show how changing the discounting rate affects the OSB’s shape: larger discounts decrease the separation of the OSB with respect to the strike price.

The repository https://github.com/aguazz/AmOpTDU contains all the required R scripts to reproduce the numerical experiments.

6 Concluding remarks

If a time-dependent Ornstein–Uhlenbeck model fits well the price of the underlying asset, the strategy that maximizes the mean gain of a holder of an American put option on that asset is that of exercising once the price lies below the solution of the integral equation in Theorem 1. This integral equation can be solved numerically using the algorithm from Section 5.

The problem of the optimal exercise of the American option was treated in this paper as an optimal stopping problem. We rely on a probabilistic methodology similar to that used in Peskir (2005b). That is, we obtained enough regularity conditions on the value function and on the optimal stopping boundary to apply an extension of the Itô formula and come up with the free-boundary (Volterra integral) equation. Contrary to Peskir (2005b) and many papers that followed the same approach (see, e.g., Peskir and Uys (2005); Peskir (2005c); Glover et al. (2010, 2011); Kitapbayev (2014); De Angelis and Milazzo (2020)), our optimal stopping boundary is not necessarily monotonic (see Figure 1), which makes more complicated the derivation of certain properties, especially the smooth-fit condition. To overcome this handicap, we obtained the Lipschitz continuity of the boundary by adapting the work of De Angelis and Stabile (2019) to fit our non-differentiable gain function and relax other restrictive assumptions. We then proved that Lipschitz continuity suffices to obtain that the underlying process enters the stopping set immediately after starting on the optimal stopping boundary and, then, by relying on the work of De Angelis and Peskir (2020), we derived the smooth-fit condition. It is worth highlighting the comparison method used to get the lower bound of the optimal boundary in Proposition 1, as it seems to be extensible to other settings.

Numerical experiments performed in Section 5 revealed a wide flexibility in the shape of the optimal boundary generated by changing the form of the time-dependent parameters. It also showed that the errors produced by the Picard iteration algorithm decrease, suggesting that the fixed-point operator in the free-boundary equation (46) could be a contracting map.
Funding

The authors acknowledge support from grants PID2020-116694GB-I00 (first and second authors), and PGC2018-097284-B-100 (third author), funded by MCIN/AEI/10.13039/501100011033 and by “ERDF A way of making Europe”. The research of the second and third was also supported by the Community of Madrid through the framework of the multi-year agreement with Universidad Carlos III de Madrid in its line of action “Excelencia para el Profesorado Universitario” (EPUC3M13).

Acknowledgement

The authors acknowledge the comments of two anonymous referees that led to significant improvements in the manuscript.

References

Back, J., Prokopczuk, M., and Rudolf, M. (2013). Seasonality and the valuation of commodity options. *Journal of Banking & Finance*, 37(2):273–290. doi:10.1016/j.jbankfin.2012.08.025.

Barone-Adesi, G. (2005). The saga of the American put. *Journal of Banking & Finance*, 29(11):2909–2918. doi:10.1016/j.jbankfin.2005.02.001.

Bensoussan, A. (1984). On the theory of option pricing. *Acta Applicandae Mathematicae*, 2(2):139–158. doi:10.1007/BF00046576.

Black, F. and Scholes, M. (1973). The pricing of options and corporate liabilities. *The Journal of Political Economy*, 81(3):637–654. doi:10.1086/260062.

Blanchet, A., Dolbeault, J., and Monneau, R. (2006). On the continuity of the time derivative of the solution to the parabolic obstacle problem with variable coefficients. *Journal de Mathématiques Pures et Appliquées*, 85(3):371–414. doi:10.1016/j.matpur.2005.08.007.

Boyarchenko, S. and Levendorskii, S. (2007). *Irreversible Decisions Under Uncertainty: Optimal Stopping Made Easy*, volume 27 of *Studies in Economic Theory*. Springer, Berlin. doi:10.1007/978-3-540-73746-9.

Buonocore, A., Caputo, L., Nobile, A. G., and Pirozzi, E. (2013). On some time-non-homogeneous linear diffusion processes and related bridges. *Scientiae Mathematicae Japonicae*, 76(1):55–77. doi:10.32219/isms.76.1_55.

Carmona, J., León, A., and Vaello-Sebastià, A. (2012). Does stock return predictability affect ESO fair value? *European Journal of Operational Research*, 223(1):188–202. doi:10.1016/j.ejor.2012.06.002.

Carr, P. and Itkin, A. (2021). Semi-analytical solutions for barrier and American options written on a time-dependent Ornstein–Uhlenbeck process. *The Journal of Derivatives*, 29(1):9–26. doi:10.3905/jod.2021.1.133.

Carr, P., Jarrow, R., and Myneni, R. (1992). Alternative characterizations of American put options. *Mathematical Finance*, 2(2):87–106. doi:10.1111/j.1467-9965.1992.tb00040.x.

Chaiyapo, N. and Phewchean, N. (2017). An application of Ornstein-Uhlenbeck process to commodity pricing in Thailand. *Advances in Difference Equations*, 2017(1):1–10. doi:10.1186/s13662-017-1234-y.
Daniel, R. and Marc, Y. (2010). *Continuous Martingales and Brownian Motion*. Grundlehren der mathematischen Wissenschaften. Springer, Berlin, 3 edition. doi:10.1007/978-3-662-06400-9.

D'Auria, B., García-Portugués, E., and Guada, A. (2021). Optimal stopping of an Ornstein–Uhlenbeck bridge. *arXiv:2110.13056*.

De Angelis, T. (2015). A note on the continuity of free-boundaries in finite-horizon optimal stopping problems for one-dimensional diffusions. *SIAM Journal on Control and Optimization*, 53(1):167–184. doi:10.1137/130920472.

De Angelis, T. and Milazzo, A. (2020). Optimal stopping for the exponential of a Brownian bridge. *Journal of Applied Probability*, 57(1):361–384. doi:10.1017/jpr.2019.98.

De Angelis, T. and Peskir, G. (2020). Global $C^1$ regularity of the value function in optimal stopping problems. *The Annals of Applied Probability*, 30(3):1007–1031. doi:10.1214/19-AAP1517.

De Angelis, T. and Stabile, G. (2019). On Lipschitz continuous optimal stopping boundaries. *SIAM Journal on Control and Optimization*, 57(1):402–436. doi:10.1137/17M1113709.

Detemple, J. (2005). *American-Style Derivatives: Valuation and Computation*. Chapman and Hall/CRC, New York. doi:10.1201/9781420034868.

Detemple, J. and Kitapbayev, Y. (2020). The value of green energy under regulation uncertainty. *Energy Economics*, 89:104807. doi:10.1016/j.eneco.2020.104807.

D'Auria, B., García-Portugués, E., and Guada, A. (2020). Discounted optimal stopping of a Brownian bridge, with application to American options under pinning. *Mathematics*, 8(7):1159. doi:10.3390/math8071159.

Ekström, E. (2004). Properties of American option prices. *Stochastic Processes and Their Applications*, 114(2):265–278. doi:10.1016/j.spa.2004.05.002.

Friedman, A. (1964). *Partial Differential Equations of Parabolic Type*. Prentice-Hall, Englewood Cliffs.

Gardiner, C. W. (2004). *Handbook of Stochastic Methods for Physics, Chemistry, and the Natural Sciences*, volume 13 of *Springer Series in Synergetics*. Springer, Berlin, third edition. doi:10.1007/978-3-662-05389-8.

Gatev, E., Goetzmann, W. N., and Rouwenhorst, K. G. (2006). Pairs trading: Performance of a relative-value arbitrage rule. *The Review of Financial Studies*, 19(3):797–827. doi:10.1093/rfs/hhj020.

Glover, K., Peskir, G., and Samee, F. (2010). The British Asian option. *Sequential Analysis*, 29(3):311–327. doi:10.1080/07474946.2010.487439.

Glover, K., Peskir, G., and Samee, F. (2011). The British Russian option. *Stochastics An International Journal of Probability and Stochastic Processes*, 83(4-6):315–332.

Grigelionis, B. (1967). On optimal stopping of Markov processes. *Lithuanian Mathematical Journal*, 7(2):265–279. doi:10.15388/LMJ.1967.19955.

Grigelionis, B. and Shiryaev, A. (1966). On Stefan's problem and optimal stopping rules for Markov processes. *Theory of Probability and its Applications*, 11(4):541–558. doi:10.1137/1111060.
Hull, J. and White, A. (1990). Pricing interest-rate-derivative securities. *The Review of Financial Studies*, 3(4):573–592. doi:10.1093/rfs/3.4.573.

Jacka, S. D. (1991). Optimal stopping and the American put. *Mathematical Finance*, 1(2):1–14. doi:10.1111/j.1467-9965.1991.tb00007.x.

Jaillet, P., Lamberton, D., and Lapeyre, B. (1990). Variational inequalities and the pricing of American options. *Acta Applicandae Mathematicae*, 21(3):263–289. doi:10.1007/BF00047211.

Karatzas, I. (1988). On the pricing of American options. *Applied Mathematics and Optimization*, 17(1):37–60. doi:10.1007/BF01448358.

Kim, I. J. (1990). The analytic valuation of American options. *The Review of Financial Studies*, 3(4):547–572. doi:10.1093/rfs/3.4.547.

Kitapbayev, Y. (2014). On the lookback option with fixed strike. *Stochastics An International Journal of Probability and Stochastic Processes*, 86(3):510–526. doi:10.1080/17442508.2013.837908.

Leung, T. and Li, X. (2015). *Optimal Mean Reversion Trading: Mathematical Analysis and Practical Applications*. World Scientific, New Jersey. doi:10.1142/9839.

Lipton, A. and Kaushansky, V. (2020). Physics and derivatives: On three important problems in mathematical finance. *The Journal of Derivatives*, 28(1):123–142. doi:10.3905/jod.2020.1.098.

Lo, A. W. and Wang, J. (1995). Implementing option pricing models when asset returns are predictable. *The Journal of Finance*, 50(1):87–129. doi:10.2307/2329240.

McKean, H. P. (1965). A free-boundary problem for the heat equation arising from a problem of mathematical economics. *Industrial Management Review*, 6:32–39.

Mejía Vega, C. A. (2018). Calibration of the exponential Ornstein–Uhlenbeck process when spot prices are visible through the maximum log-likelihood method. example with gold prices. *Advances in Difference Equations*, 2018(1):1–14. doi:10.1186/s13662-018-1718-4.

Merton, R. C. (1973). Theory of rational option pricing. *The Bell Journal of Economics and Management Science*, 4(1):141–183. doi:10.2307/3003143.

Myneni, R. (1992). The pricing of the American option. *The Annals of Applied Probability*, 2(1):1–23. doi:10.1111/j.1467-9965.1992.tb00040.x.

Ogbogbo, C. P. (2018). Modeling crude oil spot price as an Ornstein-Uhlenbeck process. *International Journal of Mathematical Sciences and Optimization: Theory and Applications*, 2018:261–275.

Pedersen, J. L. and Peskir, G. (2002). On nonlinear integral equations arising in problems of optimal stopping. In Bakic, D., Pandzic, P., and Peskir, G. (Eds.), *Functional analysis VII: Proceedings of the Postgraduate School and Conference held in Dubrovnik, September 17-26, 2001*, volume 46 of *Various publications series*, pp. 159–175, Aarhus. University of Aarhus, Department of Mathematical Sciences.

Peng, S. and Zhu, X. (2006). Necessary and sufficient condition for comparison theorem of 1-dimensional stochastic differential equations. *Stochastic Processes and their Applications*, 116(3):370–380. doi:https://doi.org/10.1016/j.spa.2005.08.004.

Peskir, G. (2005a). A change-of-variable formula with local time on curves. *Journal of Theoretical Probability*, 18(3):499–535. doi:10.1007/s10959-005-3517-6.
Peskir, G. (2005b). On the American option problem. *Mathematical Finance*, 15(1):169–181. doi: 10.1111/j.0960-1627.2005.00214.x.

Peskir, G. (2005c). The Russian option: Finite horizon. *Finance and Stochastics*, 9:251–267. doi: 10.1007/s00780-004-0133-8.

Peskir, G. (2019). Continuity of the optimal stopping boundary for two-dimensional diffusions. *The Annals of Applied Probability*, 29(1):505–530. doi:10.1214/18-AAP1426.

Peskir, G. and Shiryaev, A. (2006). *Optimal Stopping and Free-Boundary Problems*. Lectures in Mathematics. ETH Zürich. Birkhäuser, Basel. doi:10.1007/978-3-7643-7390-0.

Peskir, G. and Uys, N. (2005). On Asian options of American type. In Kyprianou, A., Schouten, W., and Wilmott, P. (Eds.), *Exotic Option Pricing and Advanced Lévy Models*, pp. 159–175. Wiley, Chichester.

Protter, P. E. (2003). *Stochastic Integration and Differential Equations*, volume 21 of *Stochastic Modelling and Applied Probability*. Springer, Berlin, second edition. doi:10.1007/978-3-662-10061-5.

Rehman, N. and Shashiashvili, M. (2009). The American foreign exchange option in time-dependent one-dimensional diffusion model for exchange rate. *Applied Mathematics and Optimization*, 59(3):329–363. doi:10.1007/s00245-008-9056-7.

Samuelson, P. A. (1965). Rational theory of warrant pricing. *Industrial Management Review*, 6(2):13–31.

Schilling, R. L., Partzsch, L., and Böttcher, B. (2012). *Brownian Motion: An Introduction to Stochastic Processes*. De Gruyter, Berlin. doi:10.1515/9783110278989.

Schwartz, E. S. (1997). The stochastic behavior of commodity prices: Implications for valuation and hedging. *The Journal of Finance*, 52(3):923–973. doi:10.1111/j.1540-6261.1997.tb02721.x.

Shepp, L. A. (1969). Explicit solutions to some problems of optimal stopping. *The Annals of Mathematical Statistics*, 40(3):993–1010. doi:10.1214/aoms/1177697604.

Tong, Z. and Liu, A. (2021). A censored Ornstein–Uhlenbeck process for rainfall modeling and derivatives pricing. *Physica A: Statistical Mechanics and its Applications*, 566:125619. doi:10.1016/j.physa.2020.125619.

Zapranis, A. and Alexandridis, A. (2008). Modelling the temperature time-dependent speed of mean reversion in the context of weather derivatives pricing. *Applied Mathematical Finance*, 15(4):355–386. doi:10.1080/13504860802006065.

Zhang, B., Grzelak, L. A., and Oosterlee, C. W. (2012). Efficient pricing of commodity options with early-exercise under the Ornstein–Uhlenbeck process. *Applied Numerical Mathematics*, 62(2):91–111. doi:10.1016/j.apnum.2011.10.005.

Zhao, J. (2018). American option valuation methods. *International Journal of Economics and Finance*, 10(5):1–13. doi:10.5539/ijef.v10n5p1.