Is protein folding problem really a NP-complete one?
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Abstract

To determine the 3D conformation of proteins is a necessity to understand their functions or interactions with other molecules. It is commonly admitted that, when proteins fold from their primary linear structures to their final 3D conformations, they tend to choose the ones that minimize their free energy. To find the 3D conformation of a protein knowing its amino acid sequence, bioinformaticians use various models of different resolutions and artificial intelligence tools, as the protein folding prediction problem is a NP complete one. More precisely, to determine the backbone structure of the protein using the low resolution models (2D HP square and 3D HP cubic), by finding the conformation that minimize free energy, is intractable exactly [6]. Both the proof of NP-completeness and the 2D prediction consider that acceptable conformations have to satisfy a self-avoiding walk (SAW) requirement, as two different amino acids cannot occupy a same position in the lattice. It is shown in this document that the SAW requirement considered when proving NP-completeness is different from the SAW requirement used in various prediction programs, and that they are different from the real biological requirement. Indeed, the proof of NP completeness and the predictions in silico consider conformations that are not possible in practice. Consequences of this fact are investigated in this research.
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1. Introduction

Proteins are polymers formed by different kinds of amino acids. During or after proteins have been synthesized by ribosomes, they fold to form a specific tridimensional shape. This 3D geometric pattern defines their biological functionality, properties, and so on. For instance, the hemoglobin is able to carry oxygen to the blood stream thanks to its 3D conformation. However, contrary to the mapping from DNA to the amino acids sequence, the complex folding of this sequence is not yet understood. In fact, Anfinsen’s “Thermodynamic Hypothesis” claims that the chosen 3D conformation corresponds to the lowest free energy minimum of the considered protein [2]. Efficient constraint programming methods can solve the problem for reasonably sized sequences [14]. But the conformation that minimizes this free energy is most of the time impossible to find in practice, at least for large proteins, due to the number of possible conformations. Indeed the Protein Structure Prediction (PSP) problem is a NP-complete one [11, 6]. This is why conformations of proteins are predicted: the 3D structures that minimize the free energy of the protein under consideration are found by using computational intelligence tools like genetic algorithms [16], ant colonies [26], particle swarm [23], memetic algorithms [19], constraint programming [14, 22], or neural networks [15], etc. These computational intelligence tools are coupled with protein energy models (like AMBER, DISCOVER, or ECEPP/3) to find a conformation that approximately minimize the free energy of a given protein. Furthermore, to face the complexity of the PSP problem, authors who try to predict the protein folding process use models of various resolutions. For instance, in coarse grain, single-bead models, an amino acid is considered as a single bead, or point. These low resolution models are often used as the first stage of the 3D structure prediction: the backbone
of the 3D conformation is determined. Then, high resolution models come next for further exploration. Such a prediction strategy is commonly used in PSP softwares like ROSETTA [7, 10] or TASSER [28].

In this paper, which is a supplement of [4, 5], we investigate the 2D HP square lattice model. Let us recall that this popular model is used to test methods and as a first 2D HP lattice folding stage in some protein folding prediction algorithms [16, 9, 20, 27, 18]. It focuses only on hydrophobicity by separating the amino acids into two sets: hydrophobic (H) and hydrophilic (or polar P) [13]. These amino acids occupy vertices of a square lattice, and the 2D low resolution conformation of the given protein is thus represented by a self avoiding walk (SAW) on this lattice. Variations of this model are frequently investigated: 2D or 3D lattices, with square, cubic, triangular, or face-centered-cube shapes. However, at each time, a SAW requirement for the targeted conformation is required. The PSP problem takes place in that context: given a sequence of hydrophobic and hydrophilic amino acids, to find the self avoiding walk on the lattice that maximizes the number of hydrophobic neighbors is a NP complete problem [11].

We will show in this document that this SAW requirement can be understood in various different ways, even in the 2D square lattice model. The first understanding of this requirement in the 2D model, called SAW\textsubscript{1} in the remainder of this paper, has been chosen by authors of [11] when they have established the proof of NP-completeness for the PSP problem. It corresponds to the famous “excluded volume” requirement, and it has been already well-studied by the discrete mathematics community (see, for instance, the book of Madras and Slade [21]). It possesses a dynamical formulation we call it SAW\textsubscript{2} in this document. The SAW\textsubscript{3} set is frequently chosen by bioinformaticians when they try to predict the backbone conformation of proteins using a low resolution model. Finally, the last one proposed here is perhaps the most realistic one, even if it still remains far from the biological folding operation. We will demonstrate that these four sets are not equal. In particular, we will establish that SAW\textsubscript{4} is strictly included into SAW\textsubscript{3}, which is strictly included into SAW\textsubscript{1} = SAW\textsubscript{2}.  
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So the NP-completeness proof has been realized in a strictly larger set than the one used for prediction, which is strictly larger than the set of biologically possible conformations. Concrete examples of 2D conformational transitions that are in a SAW$_i$ without being in another SAW$_j$ will be given, and characterizations of these sets, in terms of graphs, will finally be proposed.

The remainder of this paper is structured as follows. In the next section we recall some notations and terminologies on the 2D HP square lattice model, chosen here to simplify explanations. In Section 3, the dynamical system used to describe the folding process in the 2D model, initially presented in [4, 5], is recalled. In Sect. 4, various ways to understand the so-called self-avoiding walk (SAW) requirement are detailed. Their relations and inclusions are investigated in the next section. Section 6 presents a graph approach to determine the size ratios between the four SAW requirements defined previously, and the consequences of their strict inclusions are discussed. This paper ends by a conclusion section, in which our contribution is summarized and intended future work is presented.

2. Background

In the sequel $S^n$ denotes the $n^{th}$ term of a sequence $S$ and $V_i$ the $i^{th}$ component of a vector $V$. The $k^{th}$ composition of a single function $f$ is represented by $f^k = f \circ \ldots \circ f$. The set of congruence classes modulo 4 is denoted as $\mathbb{Z}/4\mathbb{Z}$. Finally, given two integers $a < b$, the following notation is used: $[a;b] = \{a, a+1, \ldots, b\}$.

2.1. 2D Hydrophilic-Hydrophobic (HP) Model

In the HP model, hydrophobic interactions are supposed to dominate protein folding. This model was formerly introduced by Dill, who consider in [13] that the protein core freeing up energy is formed by hydrophobic amino acids, whereas hydrophilic amino acids tend to move in the outer surface due to their affinity with the solvent (see Fig. 1).
In this model, a protein conformation is a “self-avoiding walk (SAW)”, as the walks studied in [21], on a 2D or 3D lattice such that its energy $E$, depending on topological neighboring contacts between hydrophobic amino acids that are not contiguous in the primary structure, is minimal. In other words, for an amino-acid sequence $P$ of length $N$ and for the set $\mathcal{C}(P)$ of all SAW conformations of $P$, the chosen conformation will be $C^* = \min \{ E(C) \mid C \in \mathcal{C}(P) \}$ [25]. In that context and for a conformation $C$, $E(C) = -q$ where $q$ is equal to the number of topological hydrophobic neighbors. For example, $E(c) = -5$ in Fig. 1.

**Protein Encoding**

Additionally to the direct coordinate presentation in the lattice, at least two other isomorphic encoding strategies for HP models are possible: relative encoding and absolute encoding. In relative encoding [17], the move direction is defined relative to the direction of the previous move (forward, backward, left, or right). Alternatively, in absolute encoding [3], which is the encoding chosen in this paper, the direct coordinate presentation is replaced by letters or numbers representing directions with respect to the lattice structure.

For absolute encoding in the 2D square lattice, the permitted moves are: east $\to$ (denoted by 0), south $\downarrow$ (1), west $\leftarrow$ (2), and north $\uparrow$ (3). A 2D confor-
mation $C$ of $N + 1$ residues for a protein $P$ is then an element $C$ of $\mathbb{Z}/4\mathbb{Z}$, with a first component equal to 0 (east) [17]. For instance, in Fig. 1, the 2D absolute encoding is 00011232101 (starting from the upper left corner), whereas 001232 corresponds to the following path in the square lattice: $(0,0)$, $(1,0)$, $(2,0)$, $(2,-1)$, $(1,-1)$, $(1,0)$, $(0,0)$. In that situation, at most $4^N$ conformations are possible when considering $N + 1$ residues, even if some of them invalidate the SAW requirement as defined in [21].

3. A Dynamical System for the 2D HP Square Lattice Model

Protein minimum energy structure can be considered statistically or dynamically. In the latter case, one speaks in this article of “protein folding”. We recall here how to model the folding process in the 2D model, or pivot moves, as a dynamical system. Readers are referred to [4, 5] for further explanations and to investigate the dynamical behavior of the proteins pivot moves in this 2D model (it is indeed proven to be chaotic, as defined by Devaney [12]).

3.1. Initial Premises

Let us start with preliminaries introducing some concepts that will be useful in our approach.

The primary structure of a given protein $P$ with $N + 1$ residues is coded by $00 \ldots 0$ ($N$ times) in absolute encoding. Its final 2D conformation has an absolute encoding equal to $0C_1^* \ldots C_{N-1}^*$, where $\forall i, C_i^* \in \mathbb{Z}/4\mathbb{Z}$, is such that $E(C^*) = \min \{E(C)/C \in \mathcal{C}(P)\}$. This final conformation depends on the repartition of hydrophilic and hydrophobic amino acids in the initial sequence.

Moreover, we suppose that, if the residue number $n + 1$ is at the east of the residue number $n$ in absolute encoding ($\rightarrow$) and if a fold (pivot move) occurs after $n$, then the east move can only by changed into north ($\uparrow$) or south ($\downarrow$). That means, in our simplistic model, only rotations or pivot moves of $+\frac{\pi}{2}$ or $-\frac{\pi}{2}$ are possible.

Consequently, for a given residue that has to be updated, only one of the two possibilities below can appear for its absolute encoding during a pivot move:
• 0 → 1 (that is, east becomes north), 1 → 2, 2 → 3, or 3 → 0 for a pivot move in the clockwise direction, or

• 1 → 0, 2 → 1, 3 → 2, or 0 → 3 for an anticlockwise.

This fact leads to the following definition:

**Definition 1** The *clockwise fold function* is the function $f : \mathbb{Z}/4\mathbb{Z} \to \mathbb{Z}/4\mathbb{Z}$ defined by $f(x) = x + 1 \pmod{4}$.

Obviously the anticlockwise fold function is $f^{-1}(x) = x - 1 \pmod{4}$.

Thus at the $n^{th}$ folding time, a residue $k$ is chosen and its absolute move is changed by using either $f$ or $f^{-1}$. As a consequence, *all of the absolute moves must be updated from the coordinate $k$ until the last one N by using the same folding function.*

**Example 1** If the current conformation is $C = 000111$, i.e.,

and if the third residue is chosen to fold (pivot move) by a rotation of $-\frac{\pi}{2}$ (mapping $f$), the new conformation will be $(C_1, C_2, f(C_3), f(C_4), f(C_5), f(C_6))$, which is $(0, 0, 1, 2, 2)$. That is,

These considerations lead to the formalization described thereafter.

### 3.2. Formalization and Notations

Let $N + 1$ be a fixed number of amino acids, where $N \in \mathbb{N}^* = \{1, 2, 3, \ldots\}$. We define

$$\mathcal{X} = \mathbb{Z}/4\mathbb{Z}^N \times [-N; N]^R$$
as the phase space of all possible folding processes. An element $X = (C, F)$ of this dynamical folding space is constituted by:

- A conformation of the $N+1$ residues in absolute encoding: $C = (C_1, \ldots, C_N) \in \mathbb{Z}/4\mathbb{Z}^N$. Note that we do not require self-avoiding walks here.

- A sequence $F \in [-N; N]^\mathbb{N}$ of future pivot moves such that, when $F_i \in [-N; N]$ is $k$, it means that it occurs:
  - a pivot move after the $k$–th residue by a rotation of $-\frac{\pi}{2}$ (mapping $f$) at the $i$–th step, if $k = F_i > 0$,
  - no fold at time $i$ if $k = 0$,
  - a pivot move after the $|k|$–th residue by a rotation of $\frac{\pi}{2}$ (i.e., $f^{-1}$) at the $i$–th time, if $k < 0$.

On this phase space, the protein folding dynamic in the 2D model can be formalized as follows.

Denote by $i$ the map that transforms a folding sequence in its first term (i.e., in the first folding operation):

$$i : \begin{array}{rcl} [-N; N]^\mathbb{N} & \longrightarrow & [-N; N]^\mathbb{N} \quad F & \longmapsto & F^0, \end{array}$$

by $\sigma$ the shift function over $[-N; N]^\mathbb{N}$, that is to say,

$$\sigma : \begin{array}{rcl} [-N; N]^\mathbb{N} & \longrightarrow & [-N; N]^\mathbb{N} \quad (F^k)_{k \in \mathbb{N}} & \longmapsto & (F^{k+1})_{k \in \mathbb{N}}, \end{array}$$

and by $\text{sign}$ the function:

$$\text{sign}(x) = \begin{dcases} 1 & \text{if } x > 0, \\ 0 & \text{if } x = 0, \\ -1 & \text{else}. \end{dcases}$$

Remark that the shift function removes the first folding operation (a pivot move) from the folding sequence $F$ once it has been achieved.
Consider now the map $G: \hat{\mathcal{X}} \to \hat{\mathcal{X}}$ defined by:

$$G((C,F)) = (i(F)(C), \sigma(F)),$$

where $\forall k \in [-N;N]$, $f_k: \mathbb{Z}/4\mathbb{Z}^N \to \mathbb{Z}/4\mathbb{Z}^N$ is defined by: $f_k(C_1, \ldots, C_N) = (C_1, \ldots, C_{|i(F)|-1}, f_{\text{sign}(k)}(C_{|i(F)|}), \ldots, f_{\text{sign}(k)}(C_N))$. Thus the folding process of a protein $P$ in the 2D HP square lattice model, with initial conformation equal to $(0,0,\ldots,0)$ in absolute encoding and a folding sequence equal to $(F^i)_{i \in \mathbb{N}}$, is defined by the following dynamical system over $\hat{\mathcal{X}}$:

$$\begin{cases} X^0 = ((0,0,\ldots,0), F) \\ X^{n+1} = G(X^n), \forall n \in \mathbb{N}. \end{cases}$$

In other words, at each step $n$, if $X^n = (C,F)$, we take the first folding operation to realize, that is $i(F) = F^0 \in [-N;N]$, we update the current conformation $C$ by rotating all of the residues coming after the $|i(F)|$-th one, which means that we replace the conformation $C$ with $f_{i(F)}(C)$. Lastly, we remove this rotation (the first term $F^0$) from the folding sequence $F$: $F$ becomes $\sigma(F)$.

**Example 2** Let us reconsider Example 1. The unique iteration of this folding process transforms a point of $\hat{\mathcal{X}}$ having the form $((0,0,0,1,1,1); (3, F^1, F^2, \ldots))$ in $G((0,0,0,1,1,1); (+3, F^1, F^2, \ldots))$, which is equal to $((0,0,1,2,2,2), (F^1, F^2, \ldots))$.

**Remark 1** Such a formalization allows the study of proteins that never stop to fold, for instance due to never-ending interactions with the environment.

**Remark 2** A protein $P$ that has finished to fold, if such a protein exists, has the form $(C,(0,0,0,\ldots))$, where $C$ is the final 2D structure of $P$. In this case, we can assimilate a folding sequence that is convergent to 0, i.e., of the form $(F^0, \ldots, F^n, 0 \ldots)$, with the finite sequence $(F^0, \ldots, F^n)$.

We will now introduce the SAW requirement in our formulation of the folding process in the 2D model.

4. The SAW Requirement

4.1. The paths without crossing

Let $\mathcal{P}$ denotes the 2D plane,

$$p: \mathbb{Z}/4\mathbb{Z}^N \to \mathcal{P}^{N+1}$$

$$(C_1, \ldots, C_N) \mapsto (X_0, \ldots, X_N)$$
where $X_0 = (0, 0)$, and

$$X_{i+1} = \begin{cases} 
X_i + (1, 0) & \text{if } c_i = 0, \\
X_i + (0, -1) & \text{if } c_i = 1, \\
X_i + (-1, 0) & \text{if } c_i = 2, \\
X_i + (0, 1) & \text{if } c_i = 3. 
\end{cases}$$

The map $p$ transforms an absolute encoding in its 2D representation. For instance, $p((0, 0, 0, 1, 1)) = ((0,0);(1,0);(2,0);(3,0);(3,-1);(3,-2);(3,-3))$, that is, the first figure of Example 1.

Now, for each $(P_0, \ldots, P_N)$ of $\mathcal{P}^{N+1}$, we denote by

$$support((P_0, \ldots, P_N))$$

the set (without repetition): $\{P_0, \ldots, P_N\}$. For instance,

$$support ((0,0);(0,1);(0,0);(0,1)) = \{(0,0);(0,1)\}.$$

Then,

**Definition 2** A conformation $(C_1, \ldots, C_N) \in \mathbb{Z}/4\mathbb{Z}^N$ is a path without crossing iff the cardinality of $support(p((C_1, \ldots, C_N)))$ is $N + 1$.

This path without crossing is sometimes referred as “excluded volume” requirement in the literature. It only means that no vertex can be occupied by more than one protein monomer. We can finally remark that Definition 2 concerns only one conformation, and not a sequence of conformations that occurs in a folding process.

### 4.2. Defining the SAW Requirements in the 2D model

The next stage in the formalization of the protein folding process in the 2D model as a dynamical system is to take into account the self-avoiding walk (SAW) requirement, by restricting the set $\mathbb{Z}/4\mathbb{Z}^N$ of all possible conformations to one of its subset. That is, to define precisely the set $\mathcal{C}(P)$ of acceptable conformations of a protein $P$ having $N + 1$ residues. This stage needs a clear definition of the SAW requirement. However, as stated above, Definition 2 only
focus on a given conformation, but not on a complete folding process. In our opinion, this requirement applied to the whole folding process can be understood at least in four ways.

In the first and least restrictive approach, we call it “SAW$_1$”, we only require that the studied conformation satisfies the Definition 2.

**Definition 3 (SAW$_1$)** A conformation $c$ of $\mathbb{Z}/4\mathbb{Z}^N$ satisfies the first self-avoiding walk requirement ($c \in SAW_1(N)$) if this conformation is a path without crossing.

It is not regarded whether this conformation is the result of a folding process that has started from $(0,0,\ldots,0)$. Such a SAW requirement has been chosen by authors of [11] when they have proven the NP-completeness of the PSP problem. It is usually the SAW requirement of biomathematicians, corresponding to the self-avoiding walks studied in the book of Madras and Slade [21]. It is easy to convince ourselves that conformations of SAW$_1$ are the conformations that can be obtained by any chain growth algorithm, like in [8].

As stated before, protein minimum energy structure can be considered statically or dynamically. In the latter case, we speak here of “protein folding”, since this concerns the dynamic process of folding. When folding on a lattice model, there is an underlying algorithm, such as Monte Carlo or genetic algorithm, and an allowed move set. In the following, for the sake of simplicity, only pivot moves are investigated, but the corner and crankshaft moves should be further investigated [24].

Basically, in the protein folding literature, there are methods that require the “excluded volume” condition during the dynamic folding procedure, and those that do not require this condition. This is why the second proposed approach called SAW$_2$ requires that, starting from the initial condition $(0,0,\ldots,0)$, we obtain by a succession of pivot moves a final conformation being a path without crossing. In other words, we want that the final tree corresponding to the true 2D conformation has 2 vertices with 1 edge and $N-2$ vertices with 2 edges. For instance, the folding process of Figure 2 is acceptable in SAW$_2$, even if it presents a cross in an intermediate conformation. Such an approach corresponds
Figure 2: Folding process acceptable in SAW\(_2\) but not in SAW\(_3\). The folding sequence (-4,-3,-2,+4), having 3 anticlockwise and 1 clockwise pivot moves, is applied here on the conformation 0000 represented as the upper line.

to programs that start from the initial conformation (0,0,\ldots,0), fold it several times according to their embedding functions, and then obtain a final conformation on which the SAW property is checked: only the last conformation has to satisfy the Definition 2. More precisely,

**Definition 4 (SAW\(_2\))** A conformation \(c\) of \(\mathbb{Z}/4\mathbb{Z}^N\) satisfies the second self-avoiding walk requirement SAW\(_2\) if \(c \in SAW_1(N)\) and a finite sequence \((F^1, F^2, \ldots, F^n)\) of \([-N,N]\) can be found such that

\[ (c, (0,0,\ldots)) = G^n ((0,0,\ldots,0), (F^1, F^2, \ldots, F^n, 0, \ldots)) \]

SAW\(_2\)(N) will denote the set of all conformations satisfying this requirement.

In the next approach, namely the SAW\(_3\) requirement, it is demanded that each intermediate conformation, between the initial one and the returned (final) one, satisfies the Definition 2. It restricts the set of all conformations \(\mathbb{Z}/4\mathbb{Z}^N\), for a given \(N\), to the subset \(C_N\) of conformations \((C_1, \ldots, C_N)\) such that \(\exists n \in \mathbb{N}^*, \exists k_1, \ldots, k_n \in [-N;N] \),

\[ (C_1, \ldots, C_N) = G^n ((0,0,\ldots,0); (k_1, \ldots, k_n)) \]

and \(\forall i \leq n\), the conformation \(G^i ((0,\ldots,0); (k_1, \ldots, k_n))\) is a path without crossing. Let us define it,
Definition 5 (SAW$_3$) A conformation $c$ of $\mathbb{Z}/4\mathbb{Z}^N$ satisfies the third self-avoiding walk requirement if $c \in SAW_1(N)$ and a finite sequence $(F^1,F^2,\ldots,F^n)$ of $[-N,N]$ can be found such that:

- $\forall k \in [1,n]$, the conformation $c_k$ of $G^k \left( (0,0,\ldots,0),(F^1,F^2,\ldots,F^n,0,\ldots) \right)$ is in $SAW_1(N)$, that is, it is a path without crossing.
- $(c,(0,0,\ldots)) = G^n \left( (0,0,\ldots,0),(F^1,F^2,\ldots,F^n,0,\ldots) \right)$.

$SAW_3(N)$ will denote the set of all conformations satisfying this requirement.

The “SAW requirement” in the bioinformatics literature refers either to the $SAW_2$ or to the $SAW_3$ folding process requirement [9, 16, 18]. For instance in [20], random sequences of $[0,3]$ are picked and the excluded volume requirement (as recalled previously, no vertex can be occupied by more than one protein monomer) is then checked, meaning that this research work takes place into $SAW_2$. Contrarily, in [27], the Monte Carlo search for folding simulations algorithm repeats the step: “from conformation $S_i$ with energy $E_i$ make a pivot move to get $S_j$ with $E_j$” until $S_j$ is valid, so Unger and Moult are in $SAW_3$. Algorithms that refine progressively their solutions (following a genetic algorithm or a swarm particle approach for instance) are often of this kind. In these $SAW_3$ related approaches, the acceptable conformations are obtained starting from the initial conformation $(0,0,\ldots,0)$ and are such that all the intermediate conformations satisfy the Definition 2.

Finally, the $SAW_4$ approach is a $SAW_3$ requirement in which there is no intersection of vertex or edge during the transformation of one conformation to another. For instance, the transformation of Figure 3 is authorized in the $SAW_3$ approach but refused in the $SAW_4$ one: during the rotation around the residue having a cross, the structure after this residue will intersect the remainder of the “protein”. In this last approach it is impossible, for a protein folding from one plane conformation to another plane one, to use the whole space to achieve this folding.

This last requirement is the closest approach of a true natural protein folding. It is related to researches that consider more complicated moves than the simple pivot move [24].
Figure 3: Folding process acceptable in SAW$_3$ but not in SAW$_4$. It is in SAW$_3$ as 3330011111033333222221111110333 (the right panel) is $333001111103333322222111111f^{-1}(1)f^{-1}(1)f^{-1}(0)f^{-1}(0)f^{-1}(0)f^{-1}(0)$, which corresponds to a clockwise pivot move of residue number 28 in SAW$_3$. Figure 4 explains why this folding process is not acceptable in SAW$_4$.

Figure 4: It is impossible to make the rotation around the crossed square, in such a way that the tail does not intersect the head structure during the rotation, so the folding process of Fig. 3 is not in SAW$_4$.
5. Relations between the SAW requirements

For $i \in \{1, 2, 3, 4\}$, the set $\bigcup_{n \in \mathbb{N}^*} SAW_i(n)$ will be simply written $SAW_i$. The following inclusions hold obviously:

$$SAW_4 \subseteq SAW_3 \subseteq SAW_2 \subseteq SAW_1$$

due to the definitions of the SAW requirements presented in the previous section.

Additionally, Figure 3 shows that $SAW_4 \neq SAW_3$, thus we have,

**Proposition 1** $SAW_4 \subsetneq SAW_3 \subseteq SAW_2 \subseteq SAW_1$.

Let us investigate more precisely the links between $SAW_1$, $SAW_2$, and $SAW_3$.

5.1. $SAW_1$ is $SAW_2$

Let us now prove that,

**Proposition 2** $\forall n \in \mathbb{N}, SAW_1(n) = SAW_2(n)$.

**Proof** We need to prove that $SAW_1(n) \subset SAW_2(n)$, i.e., that any conformation of $SAW_1(n)$ can be obtained from $(0, 0, \ldots, 0)$ by operating a sequence of (anti)clockwise pivot moves.

Obviously, to start from the conformation $(0, 0, \ldots, 0)$ is equivalent than to start with the conformation $(c, c, \ldots, c)$, where $c \in \{0, 1, 2, 3\}$. Thus the initial configuration is characterized by the absence of a change in the values (the initial sequence is a constant one).

We will now prove the result by a mathematical induction on the number $k$ of changes in the sequence.

- The base case is obvious, as the 4 conformations with no change are in $SAW_1(n) \cap SAW_2(n)$.

- Let us suppose that the statement holds for some $k \geq 1$. Let $c = (c_1, c_2, \ldots, c_n)$ be a conformation having exactly $k$ changes, that is, the cardinality of the set $D(c) = \{i \in [1, n-1] / c_{i+1} \neq c_i\}$ is $k$. Let us denote by $p(c)$ the first change in this sequence: $p(c) = \min \{D(c)\}$. We can apply the folding operation that suppress the difference between $c_{p(c)}$ and $c_{p(c)+1}$. For instance, if $c_{p(c)+1} = c_{p(c)} - 1$ (mod 4), then a clockwise pivot move on position $c_{p(c)+1}$ will remove this difference. So the conformation $c' = (c_1, c_2, \ldots, c_{p(c)}, f(c_{p(c)+1}), \ldots, f(c_n))$ has $k - 1$ changes. By the induction hypothesis, $c'$ can be obtained from $(j, j, j, \ldots, j)$, where $j \in \{0, 1, 2, 3\}$ by a succession of clockwise and anticlockwise pivot move. We can conclude that it is the case for $c$ too.
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Indeed the notion of “pivot moves” is well-known in the literature on protein folding. It was already supposed that pivot moves provide an ergodic move set, meaning that by a sequence of pivot moves one can transform any conformation into any other conformation, when only requiring that the ending conformation satisfies the excluded volume requirement. The contribution of this section is simply a rigorous proof of such an assumption.

5.2. SAW2 is not SAW3

To determine whether SAW2 is equal to SAW3, we have firstly followed a computational approach, by using the Python language. A first function (the function conformations of Listing 1 in the appendix) has been written to return the list of all possible conformations, even if they are not paths without crossing. In other words, this function produces all sequences of compass directions of length \( n \) (thus \( \text{conformations}(n) = \mathbb{Z}/4\mathbb{Z}^n \)). Then a generator \( \text{saw}_1\text{conformations}(n) \) has been constructed, making it possible to obtain all the SAW1 conformations (see Listing 2). It is based on the fact that such a conformation of length \( n \) must have a support of cardinality equal to \( n \).

Finally, a program (Algorithm 3) has been written to check experimentally whether an element of SAW1 = SAW2 is in SAW3. This is a systematic approach: for each residue of the candidate conformation, we try to make a clockwise pivot move and an anticlockwise one. If the obtained conformation is a path without crossing then the candidate is rejected. On the contrary, if it is never possible to unfold the protein, whatever the considered residue, then the candidate is in SAW2 without being in SAW3.

Figure 5 gives four examples of conformations that are in SAW2 without being in SAW3 (the unique ones authors have found via the programs given in the appendix). These counterexamples prove that,

**Proposition 3** \( \exists n \in \mathbb{N}^*, \text{SAW}_2(n) \neq \text{SAW}_3(n) \).

5.2.1. Consequences of the strict inclusion

Proposition 1 can be rewritten as follows,
Proposition 4 $SAW_4 \subsetneq SAW_3 \subsetneq SAW_2 = SAW_1$.

As stated previously, the NP-completeness holds for $SAW_1$. However $SAW_1$ is a strictly larger set than $SAW_3$. $SAW_3$ is a set frequently used for protein structure prediction. As $SAW_3$ is strictly smaller than $SAW_1$, it is not sure that the considered problem still remains a NP complete one. Incidentally, it is not clear that only prediction is possible. Indeed, proteins have “only” tens to thousands amino acids. If $SAW_3$ is very small compared to $SAW_1$, then perhaps exact methods as SAT solvers can be more widely considered?

Moreover, $SAW_3$ is strictly larger than $SAW_4$, which is a 2D model slightly closer than true real protein folding. This strict inclusion reinforces the fact that the NP-completeness statement must be regarded another time, to determine
if this prediction problem is indeed a NP-complete one or not. Furthermore, prediction tools could reduce the set of all possibilities by taking place into SAW₄ instead of SAW₃, thus improving the confidence put in the returned conformations.

All of these questionings are strongly linked to the size ratio between each SAWᵢ: the probability the NP-completeness proof remains valid in SAW₃ or SAW₄ decreases when these ratios increase. This is why we will investigate more deeply, in the next section, the relation between SAW₂ and SAW₃.

6. A Graph Approach of the SAWᵢ Ratios Problem

Let us denote by \( G₀(n) \) the directed graph having \( 4ⁿ \) vertices, such that:

- these vertices are elements of \([0,3]ⁿ\),
- there is a directed edge from the vertex \((e₁,\ldots,eₙ)\) to the vertex \((f₁,\ldots,fₙ)\) if and only if \( \exists k \in [1,n] \) and \( \exists i \in \{-1,1\} \) such that \((f₁,\ldots,fₙ)\) is equal to:
  
  - either \((e₁,\ldots,eₖ,eₖ+1 \text{ (mod 4)},\ldots,eₙ+1 \text{ (mod 4)})\)
  - or \((e₁,\ldots,eₖ,eₖ-1 \text{ (mod 4)},\ldots,eₙ-1 \text{ (mod 4)})\).

Obviously, in \( G₀(n) \), if there is a directed edge from the vertex \( i \) to the vertex \( j \), then there is another edge from \( j \) to \( i \) too. Such a graph is depicted in Fig. 6, in which some edges are dotted to represent the fact that this graph is as a torus: we can go from the vertex 22 to the vertex 33 for instance. The rule of construction of this graph is detailed in Figure 7.

Let us now define another digraph as follows. \( G(n) \) is the subgraph of \( G₀(n) \) obtained by removing the vertices that do not correspond to a “path without crossing” according to Madras and Slade [21]. In other words, we remove from \( G₀(n) \) vertices that do not satisfy the SAWᵢ(ₙ) requirement. For instance, the digraph \( G(2) \) associated to \( G₀(2) \) is depicted in Fig. 9, whereas Figure 10 contains both \( G(3) \) and the removed vertices. Its construction rules are recalled in Fig. 8.
Figure 6: The digraph $\phi_0(2)$

$$
(i+1 \mod 4, (j+1 \mod 4)
$$

$$
(i, (j-1 \mod 4) \rightarrow (i, (j+1 \mod 4))
$$

$$
((i-1 \mod 4, (j-1 \mod 4)
$$

Figure 7: Rules of $\phi_0(2)$

Figure 8: Rules of $\phi_0(3)$
The links between $\mathcal{G}(n)$ and the SAW requirements can be summarized as follows:

- The vertices of the graph $\mathcal{G}_0(n)$ represent all the possible walks of length $n$ in the 2D square lattice.

- The vertices that are preserved in $\mathcal{G}(n)$ are the conformations of $SAW_1(n) = SAW_2(n)$.

- Two adjacent vertices $i$ and $j$ in $\mathcal{G}(n)$ are such that it is possible to change the conformation $i$ in $j$ in only one pivot move.

- Finally, a conformation of $SAW_3(n)$ is a vertex of $\mathcal{G}(n)$ that is reachable from the vertex 000 . . . 0 by following a path in $\mathcal{G}(n)$.

For instance, the conformation (2, 2, 3) is in $SAW_3(3)$ because we can find a walk from 000 to 223 in $\mathcal{G}(n)$. The following result is obvious,

**Theorem 1** $SAW_3(n)$ corresponds to the connected component of 000 . . . 0 in $\mathcal{G}(n)$, whereas $SAW_2(n)$ is the set of vertices of $\mathcal{G}(n)$. Thus we have:

$$SAW_2(n) = SAW_3(n) \iff \mathcal{G}(n) \text{ is (strongly) connected.}$$
The previous section shows that the connected component of 000...0 in \( G(158), G(168), G(175), \) and \( G(914) \) are not equal to \( G(158), G(168), G(175), \) and \( G(914) \) respectively. In other words, these graphs are not connected ones.

Indeed, being able to make one pivot move in a given conformation of size \( n \) is equivalent to make a move from one edge to another adjacent one in the graph \( G(n) \). The set of all conformations that are attainable from a given conformation \( c \) by a succession of folding processes are thus exactly the connected component of \( c \). This is why the elements of \( SAW_3 \) are exactly the connected component of the origin 000...00.
Furthermore, the program described in Section 5.2 is only able to find connected components reduced to one vertex. Obviously, it should be possible to find larger connected components that have not the origin in their set of connected vertices. These vertices are the conformations that are in $SAW_2 \setminus SAW_3$. In other words, if $\hat{c}$ is the connected component of $c$,

$$SAW_2(n) \setminus SAW_3(n) = \{ c \in S(n) \text{ s.t. } 000 \ldots 00 \notin \hat{c} \}$$

(1)

Such components are composed by conformations that can be folded several times, but that are not able to be transformed into the line $000 \ldots 00$. These programs presented previously are thus only able to determine conformations in the set

$$\{ c \in S(n) \text{ s.t. } 000 \ldots 00 \notin \hat{c} \text{ and cardinality of } \hat{c} \text{ is } 1 \}$$

(2)

which is certainly strictly included into $SAW_2(n) \setminus SAW_3(n)$. The authors’ intention is to improve these programs in a future work, in order to determine if the connected component of a given vertex contains the origin or not. The problem making it difficult to obtain such components is the construction of $S(n)$. Until now, we:

- list the $4^n$ possible walks;
- define nodes of the graph from this list, by testing if the walk is a path without crossing;
- for each node of the graph, we obtain the list of its $2 \times n$ possible neighbors;
- an edge between the considered vertex and one of its possible neighbors is added if and only if this neighbor is a path without crossing.

Then we compare the size of the connected component of the origin to the number of vertices into the graph (this latter is indeed the number of $n$-step self-avoiding walks on square lattice as defined in Madras and Slane, that corresponds to the Sloane’s A001411 highly non-trivial sequence; it is known that there are $\alpha^n$ self avoiding walks, with upper and lower bounds on the value $\alpha$).
If the difference is large, then the proof of completeness is irrelevant. Obviously, our computational approach can only provide results for small \( n \) corresponding to peptides, not proteins. These results are listed into Table 1 and the ratio is represented in Figure 11.

One can deduce from these results that for small \( n \), there is only one connected component in \( \mathcal{S}(n) \), and thus \( SAW_2(n) = SAW_3(n) \) for \( n \leq 11 \). On the contrary, the previous section shows that \( SAW_2(n) \neq SAW_3(n) \) for \( n \) equal to 158, 169, 175, and 914. It seems as if a stall appears between \( n = 11 \) and \( n = 158 \) making a rupture in the connectivity of \( \mathcal{S}(n) \): too much vertices from \( \mathcal{S}_0(n) \) have been removed to preserve its connectivity when defining \( \mathcal{S}(n) \). As the difference between the sizes of \( \mathcal{S}_0(n) \) and \( \mathcal{S}(n) \) increases more and more, we can reasonably suppose that the remaining nodes are more and more isolated, leading to the appearance of several connected components, and to the reduction of the size of the component of the origin.

### 7. Conclusion

In this paper, the 2D HP square lattice model used for low resolution prediction has been investigated. We have shown that its SAW requirement can be understood in at least four different ways. Then we have demonstrated that these four sets are not equal. In particular, \( SAW_4 \) is strictly included into
SAW$_3$, which is strictly included into SAW$_1$. So the NP-completeness proof has been realized in a larger set that the one used for prediction, which is larger than the set of biologically possible conformations. Concrete examples have been given, and characterizations of these sets have finally been proposed.

At this point, we can claim that the NP-completeness of the protein folding prediction problem does not hold due to the fact that it has been established for a set that is not natural in the biological world: it encompasses too much conformations as it takes place into SAW$_2$. However, this discussion still remains qualitative, and if the size of SAW$_3$ is very large, then the PSP problem is probably an NP-complete one (even if the proof still remains to do).

We will try to compare in a future work the size of SAW$_2$, which is the Sloane’s A001411 sequence, to the size of the connected component of the origin. The third dimension will be investigated, and mathematical results of the self-avoiding walks belonging into SAW$_3$ will be regarded. Conclusion of these studies will then be dressed, and solutions to improve the quality of the protein
structure prediction will finally be investigated.
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Appendix

This appendix contains the Python programs that have helped the authors during their investigations of the respective $SAW_i$.

7.1. The list of all possible conformations

Python function called `conformations` (Listing 1) produces the list of all possible conformations (satisfying or not the excluded volume requirement) as follows: the conformations of length $n$ are the conformations of size $n-1$ with 0, 1, 2, or 3 added to their tails (recursive call). The return is a list of conformations, that is, a list of integers lists.

```python
def conformations(n):
    if n==1:
        return [[0]]
    else:
        L = []
        for k in conformations(n-1):
            for i in range(4):
                L.append(k+[i])
        return L
```

Listing 1: Obtaining all the conformations

7.2. Obtaining the $SAW_1$ conformations

To obtain the conformations belonging into $SAW_1$, we first introduce the function `points` which aim is to produce the list of points (two coordinates) of the square lattice that corresponds to a given conformation $C$. This is simply the function $p$ of Section 4.1.

Function `is_saw1` returns a Boolean: it is true if and only if the conformation $C$ is in $SAW_1$. To do so, the list of its points in the lattice (its support) is produced, and it is regarded whether this list contains twice a same point (in other words, if the support has the same size than the list of points).

Finally, `saw1_conformations` produces a generator. It returns the next $SAW_1$ conformation at each call of the `next` method on the generator. To do so, an exhaustive iteration of the list produced by `conformations` is realized, and the `is_saw1` function is applied to each element of this list, to test if this element is in $SAW_1$. 
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Listing 2: Finding the SAW\textsubscript{1} elements

\begin{verbatim}
def points(C):
    L = [(0,0)]
    for c in C:
        P = L[-1]
        if c == 0: L.append((P[0]+1,P[1]))
        elif c == 1: L.append((P[0],P[1]-1))
        elif c == 2: L.append((P[0]-1,P[1]))
        elif c == 3: L.append((P[0],P[1]+1))
    return L

def is_saw1(C):
    L = points(C)
    return len(L) == len(list(set(L)))

def saw1_conformations(n):
    for k in conformations(n):
        if is_saw1(k):
            yield k
\end{verbatim}

7.3. Investigating the SAW\textsubscript{3} set

To determine if a conformation in SAW\textsubscript{2} is in SAW\textsubscript{3} too, we try all the possible pivot moves (either in the clockwise direction, or in the anticlockwise). The fold function tests, considering a conformation called protein, a pivot move on residue number position following the given direction (+1 or -1, if clockwise or not). Function is\_in\_SAW3 applies the fold function to each residue of the candidate, and for the two possible directions. The function returns True if and only if no pivot move is possible (the function can return erroneous False responses for conformations that can be unfolded a few, but never until the line 0000...00).

\begin{verbatim}
def fold(protein, position, direction):
    if position == 0:
        return protein
    new_conformation = []
    for k in range(len(protein)):
        if k<abs(position):
            new_conformation.append(protein[k])
        else:
            new_conformation.append((protein[k]+direction)%4)
    return new_conformation
\end{verbatim}
return new_conformation

def is_in_SAW3(candidate):
    for k in range(1, len(candidate)):
        if is_saw1(fold(candidate, k, -1)):
            return True
        elif is_saw1(fold(candidate, k, +1)):
            return True
    return False