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Consider the system with a continuous and discrete-time subsystems
\[ Ax'(t) = Bx(t) + C_k y_k + U_k u_k(t), \quad t \in T_k = [t_k, t_{k+1}), \quad k = 0, m, \quad (1.1) \]
\[ y_k = D_{k-1}x(t_{k-1}) + \sum_{i=0}^{k-1} G_{k-1,i} y_i + V_{k-1} v_{k-1}, \quad k = 1, m + 1, \quad (1.2) \]
where \( A, B, C_k, U_k, D_k, G_{k,i}, V_k \) are given real matrices of size \( n \times n, n \times n \times s, n \times s, s \times s, s \times \lambda \) respectively, \( \det A = 0 \); \( x(t) \in C(T_k) \) is the continuous and \( y_k \in \mathbb{R}^s \) is the discrete component of an unknown function describing the system state; \( u_k(t) \) and \( v_k \) \((k = 0, m)\) are \( l\)- and \( \lambda\)-dimensional vectors of the continuous and discrete control respectively, \( t_0 < t_1 < \ldots < t_{m+1}, \quad T = [t_0, t_{m+1}] \). The system (1.1), (1.2) is called singular hybrid system.

We introduce the initial-boundary conditions for the system (1.1), (1.2)
\[ y_0 = b_0, \quad x(t_k + 0) = a_k, \quad k = 0, m, \quad (1.3) \]
where \( a_k \in \mathbb{R}^n \) \((k = 0, m)\), \( b_0 \in \mathbb{R}^s \) are some given vectors.

At present, the term “hybrid systems” is used mainly to describe discrete-continuous systems or systems containing logical variables. Strictly speaking, hybrid systems include systems that describe processes or objects with significantly different characteristics, for example, containing in their dynamics continuous and discrete variables, deterministic and random variables or influences, which ultimately determines the nature of these systems. Moreover, in the most nontrivial cases, these aspects of dynamics cannot be effectively separated and must be analyzed simultaneously. Wherein the subsystems of a continuous state can be described by systems of ordinary differential equations (ODE), including singular ones, by partial differential equations or integro-differential equations.

The problem under consideration is relevant due to numerous applications, in particular, in review [1], dedicated to modeling and optimization of hybrid systems, the applied aspect of such research is well presented. It indicates that a continuous state subsystem can be described using ODEs that are not resolved with respect to the derivatives. A physical example that illustrates the usefulness of the problem in the form (1.1), (1.2) is given. In such a form, a model of two rigid bodies rotating on the same axis can be presented, which during rotation switch from the sliding connection mode to the rigid adhesion mode with each other. Also, in the form (1.1), (1.2) it is possible to write down a dynamic intersectoral system based on the model of V.V. Leontiev [8]. Wherein \( x(t) \) is the unknown function of gross output in natural terms; \( y_k \) is the unknown vector of the total amount of incoming equipment at the moment \( t_k \); \( A \) is a nonnegative
matrix of capital intensity ratios (while the lines corresponding to non-capital intensive industries are zero); $B = E_n - \tilde{B}$, where $\tilde{B}$ is a productive direct cost matrix; matrices $C_k$ represent the dependence of production on the amount of equipment; $D_k$ reflect the relationship between the volume of products and equipment performance (how much equipment is out of order and how much is working); $G_k$ is a coefficient that determines the amount of equipment required depending on the amount already available at the time $t_k$; $U_k$ is a control matrix (the amount of wages, the number of products produced, various kinds of investments, etc.); $V_k$ is a control matrix (e.g. investment in equipment). The controllability problem for the system (1.1), (1.2) can be considered as a profit forecasting problem taking into account the control functions $u_k(t)$ and $v_k$ and the initial conditions (1.3). Other classic examples are switching and thermal management systems, described using a finite number of dynamic models, together with a set of rules for switching between these models (q.v. [18]).

Most of the previous works devoted to the controllability issues considered nonsingular cases in various settings (see for example, [2; 9; 14; 19]). This work is in line with the topic of discrete-continuous hybrid systems, but is essentially based on the methodology for studying singular systems of ODE [3–5; 7; 10]. In this article, for the hybrid system (1.1), (1.2) based on the constructed equivalent structural form [12; 13] necessary and sufficient conditions for $R$-controllability are obtained (controllability in the reachable set). The results of this article are a continuation of the research done in the works [12;13;15;16], devoted to the issues of the controllability and observability for the singular hybrid systems.

2. Equivalent Forms

Consider the system of the ODE that is not resolved with respect to the derivative

$$Ax'(t) = Bx(t) + f(t), \quad t \in I \subset \mathcal{R};$$

(2.1)

where $A, B$ are given $(n \times n)$-matrices, $\det A = 0$; $f(t)$ is some $n$-dimensional function that is continuous on $I$; $x(t)$ is $n$-dimensional unknown function describing the system state. Such systems are called differential-algebraic equations (DAE).

The matrix pencil $\lambda A - B$ of the system (2.1) is called regular if there exists a number $\lambda$ (generally complex) such that $\det(\lambda A - B) \neq 0$. As shown in the book [6, p. 313] the regularity of the matrix pencil which describe the system, ensures the existence of nonsingular $(n \times n)$-matrices $P$ and $S$ such that by replacing the variable $x(t) = S\chi(t) = S\begin{pmatrix} \chi_1(t) \\ \chi_2(t) \end{pmatrix}$ and left
multiplication by a matrix $P$ the system (2.1) reduced to form

$$
\chi'_1(t) = J\chi_1(t) + f_1(t), \ N\chi'_2(t) = \chi_2(t) + f_2(t), \ t \in I,
$$

where $J$ is some $(n - p) \times (n - p)$-matrix, at that $(n - p)$ is the dimension of the solution space of the system (2.1), $N$ is the upper triangular $(p \times p)$-matrix with the $l \leq n$ square zero blocks on the diagonal such that $N^l = O$ is the null matrix; $(f_1(t), f_2(t)) = Pf(t)$. In the same place [6, p. 340] an algorithm for finding the transforming matrices $P$ and $S$ is shown.

On the other hand with matrix coefficients of the DAEs (2.1) we associate the matrices of size $nr \times nr$, $n(r + 1) \times n(r + 1)$ and $n(r + 1) \times n(r + 2)$ respectively:

$$
D_{r,z} = \begin{pmatrix}
A & O & \ldots & O \\
B & A & \ldots & O \\
\vdots & \vdots & \ddots & \vdots \\
O & O & \ldots & A
\end{pmatrix}, \quad D_{r,y} = \begin{pmatrix}
A \\
B \\
\vdots \\
O
\end{pmatrix}
\begin{pmatrix}
O \\
D_{r,z}
\end{pmatrix}, \quad D_{r,x} = (B_r \ D_{r,y}),
$$

where $B_r = (B, O, \ldots, O)$.

We assume that for some $r \leq n$ the matrix $D_{r,x}$ contains nonsingular minor of order $n(r + 1)$ consisting of $\rho = \text{rank} D_{r,z}$ columns of the matrix $D_{r,z}$ and the first $n$ columns of the matrix $D_{r,y}$. This minor is said to be resolving.

**Definition 1.** The smallest integer $r$ for which there is a resolving minor in the matrix $D_{r,x}$ is called index of the DAE (2.1).

Let $d = nr - \rho$. Permuting columns of $D_{r,x}$, we obtain the matrix

$$
\Gamma_r = D_{r,x} \ \text{diag}\left\{Q \begin{pmatrix} O \\ E_d \end{pmatrix}, Q, \ldots, Q\right\}, \quad (2.2)
$$

where $E_d$ is the identity matrix of order $d$, $Q$ is the permutation $(n \times n)$-matrix. The matrix $Q$ is constructed by the rule specified in [11, p. 320].

**Definition 2.** An $n$-dimensional vector-valued function $x(t) \in C^1(I)$ is called a solution to the DAEs (2.1) if (2.1) becomes an identity on $I$ under substitution of $x$.

**Lemma 1.** We assume that the matrix $D_{r,x}$ contains a resolving minor and condition $\text{rank} D_{r+1,y} = \text{rank} D_{r,y} + n$ is satisfied. Then there exists an invertible operator on $I$

$$
R = R_0 + R_1 \frac{d}{dt} + \ldots + R_r \left(\frac{d}{dt}\right)^r, \quad (2.3)
$$
that reduces (2.1) to the structural form
\[ x'_1(t) = J_1 x_1(t) + f_1(t), \]  
\[ x_2(t) = J_2 x_1(t) + f_2(t), \quad t \in I, \]  
that is equivalent in the sense of coincidence of the sets of solutions.

Herein \((x_1(t), x_2(t)) = Q^{-1} x(t), Q\) is the permutation matrix from (2.2),
\[
\begin{pmatrix} R_0 & R_1 & \ldots & R_r \end{pmatrix} = \begin{pmatrix} E_n & O & \ldots & O \end{pmatrix} \Gamma_r^\top \Gamma_r^{-1},
\begin{pmatrix} J_2 & E_d & J_1 \end{pmatrix}= R_0 B Q,
(f_2(t), f_1(t)) = R [f(t)].
\]

**Lemma 2.** Let the matrix pencil \(\lambda A - B\) is regular. Then the systems (2.1) and (2.4), (2.5) are equivalent in the sense of coincidence of the sets of solutions with \(r = l\).

**Definition 3.** The system (2.4), (2.5) is called the equivalent form of the DAEs (2.1).

The proofs of the lemmas 1 and 2 are given in [17, p. 62], [11, p. 325–326].

### 3. Solvability

We define the vectors \(y_1, y_2, \ldots, y_{m+1}\) from the system (1.1), (1.2)
\[
y_k = S_k y_0 + \sum_{i=0}^{k-1} P_{k,i} x(t_i) + \sum_{i=0}^{k-1} L_{k,i} v_i, \quad k = 1, m + 1, \tag{3.1}
\]
where the coefficients are determined from the recurrence relations
\[
S_0 = E_s, \quad S_k = \sum_{j=0}^{k-1} G_{k-1,j} S_j, \quad P_{k,k-1} = D_{k-1}, \quad L_{k,k-1} = V_{k-1}, \quad k = 1, m;
\]
\[
P_{k,i} = \sum_{j=i+1}^{k-1} G_{k-1,j} P_{j,i}, \quad L_{k,i} = \sum_{j=i+1}^{k-1} G_{k-1,j} L_{j,i}, \quad k = 2, m, \quad i = 0, k - 1.
\]

Let \(x_k(t) = x(t), \quad t \in T_k \quad (k = 0, m)\). Then after substituting the expressions (3.1) into the equation (1.1) we obtain a family of the systems of DAE
\[
Ax'_0(t) = B x_0(t) + C_0 y_0 + U_0 u_0(t), \quad t \in T_0;
\]  
\[
Ax'_k(t) = B x_k(t) + C_k (S_k y_0 + \sum_{i=0}^{k-1} P_{k,i} x(t_i) + \sum_{i=0}^{k-1} L_{k,i} v_i)
+ U_k u_k(t), \quad t \in T_k, \quad k = 1, m. \tag{3.3}
\]
After using the operator (2.3) on the DAE (3.2), (3.3) we obtain a system of $2(m+1)$ equations

\[ x'_{0,1}(t) = J_1 x_{0,1}(t) + C_{0,1} y_0 + \mathcal{H}_0 d_r[u_0(t)], \quad (3.4) \]

\[ x_{0,2}(t) = J_2 x_{0,1}(t) + C_{0,2} y_0 + K_{0} d_r[u_0(t)], \quad t \in T_0; \quad (3.5) \]

\[ x'_{k,1}(t) = J_1 x_{k,1}(t) + C_{k,1} (S_k y_0 + \sum_{i=0}^{k-1} P_{k,i} x_i(t_i) + \sum_{i=0}^{k-1} L_{k,i} v_i) + \mathcal{H}_k d_r[u_k(t)], \quad (3.6) \]

\[ x_{k,2}(t) = J_2 x_{k,1}(t) + C_{k,2} (S_k y_0 + \sum_{i=0}^{k-1} P_{k,i} x_i(t_i) + \sum_{i=0}^{k-1} L_{k,i} v_i) + K_k d_r[u_k(t)], \quad t \in T_k, \quad k = 0, m; \quad (3.7) \]

where

\[ d_r[f(t)] = (f(t), f'(t), \ldots, f^{(r)}(t)), x_i(t) = Q \begin{pmatrix} x_{i,1}(t) \\ x_{i,2}(t) \end{pmatrix}, R_0 C_k, \]

\[ \begin{pmatrix} K_k \\ \mathcal{H}_k \end{pmatrix} = \begin{pmatrix} K_{k,0} & K_{k,1} & \ldots & K_{k,r} \\ H_{k,0} & H_{k,1} & \ldots & H_{k,r} \end{pmatrix} = \begin{pmatrix} R_0 U_k & R_1 U_k & \ldots & R_r U_k \end{pmatrix}, k = 0, m. \]

Here and below the functions $u_k(t)$ are assumed to be sufficiently smooth on the intervals $T_k (k = 0, m)$.

**Definition 4.** The systems (3.4), (3.5) and (3.6), (3.7) is called the equivalent forms of the DAEs (3.2) and (3.3) respectively.

**Definition 5.** The set of vectors $y_1, \ldots, y_{m+1}$ and the function $x(t) \in C^1(T_k) (k = 0, m)$ is called a solution to the system (1.1), (1.2) if (1.1), (1.2) becomes an identity on $T$ under corresponding substitutions.

**Lemma 3.** Let the matrix pencil $\lambda A - B$ is regular or all the assumptions of the lemma 1 hold. The systems (1.1), (1.2) and (3.4)–(3.7) have the same set of solutions on $T$.

The proof of this lemma can be carried out according to the scheme from [11, p. 325–326] based on the fact that the system (3.4)–(3.7) and the DAEs (3.2), (3.3) are equivalent in the sense of coincidence of the sets of solutions [17, p. 62].

The conditions (1.3) can be written as

\[ y_0 = b_0, \quad x_k(t_k + 0) = a_k, \quad k = 0, m. \quad (3.8) \]

**Lemma 4.** Let all the assumptions of the lemma 3 hold. Then the problem (3.4)–(3.8) has a solution on $T$ if and only if

\[ a_{0,2} = J_2 a_{0,1} + C_{0,2} b_0 + K_0 d_r[u_0(t_0)], \quad (3.9) \]
\[ a_{k,2} = J_2a_{k,1} + C_{k,2}(S_k b_0 + \sum_{i=0}^{k-1} P_{k,i} a_i + \sum_{i=0}^{k-1} L_{k,i} v_i) + K_k d_r[u_k(t_k)], \quad k = 1, m, \]

where \( a_k = Q(a_{k,1}, a_{k,2}) \) \((k = 0, m)\). Moreover, if a solution to the problem (3.4)–(3.8) exists, then it is unique.

In view of the above, the proof of this lemma is similar to the proof of corollary 2 from [17, p. 9].

**Definition 6.** The conditions (3.8) that satisfy the relations (3.9), (3.10) are called consistent with the system (3.4)–(3.7).

### 4. Controllability

**Definition 7.** The system (3.2), (3.3) is called \( R \)-controllable on \( T \) if for any consistent vectors \( a_k \in \mathbb{R}^n \) \((k = 0, m)\), \( b_0 \in \mathbb{R}^s \) and any vectors \( \alpha_k \in \mathbb{R}^n \) \((k = 0, m)\), \( \beta \in \mathbb{R}^s \) from the reachable set \( M \) (q.v. [5, p. 24]) there exist vectors \( v_k \) and sufficiently smooth on \( T_k \) 1-dimensional vector-functions \( u_k(t) \) \((k = 0, m)\) such that there exists a solution to the system (3.2), (3.3) that satisfies the relations \( x(t_k + 0) = a_k, \ x(t_{k+1} - 0) = \alpha_k \) \((k = 0, m)\), \( y_{m+1} = \beta \).

**Theorem 1.** Let all the assumptions of the lemma 3 hold. The system (3.2), (3.3) is \( R \)-controllable on \( T \) if and only if

\[ q^T Q \neq 0, \quad (4.1) \]

where \( Q = \begin{pmatrix} T & O \\ \Theta C_1 \mathcal{L} & \Theta_1 \end{pmatrix} \), \( \Theta = \text{diag}\{\int_{t_0}^{t_1} X^{-1}(\tau) d\tau, \ldots, \int_{t_{m+1}}^{t_m} X^{-1}(\tau) d\tau\} \),

\( \Theta_1 = \text{diag}\{\int_{t_0}^{t_1} X^{-1}(\tau) H_0 d_r[u_0(\tau)] d\tau, \ldots, \int_{t_{m+1}}^{t_m} X^{-1}(\tau) H_m d_r[u_m(\tau)] d\tau\} \),

\( C_1 = \text{diag}\{C_{0,1}, \ldots, C_{m,1}\} \), \( X(t) \) is \((n - d) \times (n - d)\)-matricant (i.e., a solution to the system \( X'(t) = J_1 X(t), \ X(t) = E_{n-d} \); \( q \in \mathbb{R}^{s+m+1(n-d)} \) is an arbitrary nonzero vector;

\[ \mathcal{L} = \begin{pmatrix} O & O & \cdots & O & O \\ L_{1,0} & O & \cdots & O & O \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ L_{m,0} & L_{m,1} & \cdots & L_{m,m-1} & O \end{pmatrix}, \quad \mathcal{L} = \begin{pmatrix} L_{1,0} & O & \cdots & O \\ L_{2,0} & L_{2,1} & \cdots & O \\ \vdots & \vdots & \ddots & \vdots \\ L_{m+1,0} & L_{m+1,1} & \cdots & L_{m+1,m} \end{pmatrix}. \]

**Proof.** Necessity. Let the DAEs (3.2), (3.3), and hence the system (3.4)–(3.7), are \( R \)-controllable on \( T \). By integrating (3.4), (3.6) from \( t_k \) to \( t_{k+1} \) for each \( k = 0, m \), given the fact that \( X(t_k) = E_{n-d} \), we get that

\[ x_{0,1}(t_1) - x_{0,1}(t_0) = \int_{t_0}^{t_1} X(\tau)^{-1} (C_{0,1} y_0 + H_0 d_r[u_0(\tau)]) d\tau, \]
\[ x_{k,1}(t_{k+1}) - x_{k,1}(t_k) = \int_{t_k}^{t_{k+1}} X(\tau)^{-1} (C_{k,1}(S_k y_0 + \sum_{i=0}^{k-1} P_{k,i} x_i(t_i) + \sum_{i=0}^{k-1} L_{k,i} v_i) \mathcal{H}_k d_\tau[t_k(\tau)]) d\tau, k = 1, m. \]

Let
\[ P = \begin{pmatrix} O & O & \cdots & O & O \\ P_{1,0} & O & \cdots & O & O \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ P_{m,0} & P_{m,1} & \cdots & P_{m,m-1} & O \end{pmatrix}, \quad \overline{P} = \begin{pmatrix} P_{1,0} & O & \cdots & O \\ P_{2,0} & P_{2,1} & \cdots & O \\ \vdots & \vdots & \ddots & \vdots \\ P_{m+1,0} & P_{m+1,1} & \cdots & P_{m+1,m} \end{pmatrix}. \]

\[ X_1^{(1)} = (x_{0,1}(t_1), \ldots, x_{m,1}(t_{1+m})), \quad X_2^{(i)} = (x_{0,2}(t_i), \ldots, x_{m,2}(t_{i+m})), \]
\[ X^{(i)} = (x_0(t_i), \ldots, x_m(t_{i+m})), U_r^{(i)} = (d_r[u_0(t_i)], \ldots, d_r[u_m(t_{i+m})]), i = 0, 1; \]
\[ Y = (y_1, \ldots, y_{m+1}), V = (v_0, \ldots, v_m), S = (s_0, \ldots, s_m), \overline{X}_1 = (s_1, \ldots, s_{m+1}). \]

Then we have
\[ X_1^{(1)} - X_1^{(0)} - \Theta C_1 S y_0 - \Theta C_1 P X^{(0)} = \Theta C_1 L V + \Theta_1. \quad (4.2) \]

We get the relation from the equations (3.5), (3.7)
\[ X_2^{(i)} = \text{diag}\{J_2, \ldots, J_2\} X_1^{(i)} + C_2 \left( S y_0 + P X^{(i)} + L V \right) + K U_r^{(i)}, \]
whence it follows that
\[ X_2^{(i)} = ((E - C_2 P_2)^{-1} ((\text{diag}\{J_2, \ldots, J_2\} + C_2 P_1) X_1^{(1)} + C_2 S y_0 + C_2 L V + K U_r^{(i)}), \quad i = 0, 1, \quad (4.3) \]
where \( C_2 = \text{diag}\{C_0, 2, \ldots, C_{m,2}\}, K = \text{diag}\{K_0, \ldots, K_m\}, P \mathcal{Q} = (P_1 \overline{P}_2). \]

We get a representation for \( Y \) from (3.1)
\[ Y - \overline{X}_1 y_0 - \overline{P} X^{(0)} = \overline{L} V. \quad (4.4) \]

We combine (4.2) and (4.4) into one system
\[ g = \begin{pmatrix} \mathcal{L} & O \\ \Theta C_1 L & \Theta_1 \end{pmatrix} \begin{pmatrix} V \\ \epsilon_{r(m+1)} \end{pmatrix}, \quad (4.5) \]

where \( g \) is the vector consisting of the left-hand sides of the equations (4.2), (4.4) and \( \epsilon_n \) is the unit vector of dimension \( n \).

Thus, as the \( R \)-controllability of the system (3.4)–(3.7) we can understood the existence such \( v_k \) and \( u_k(t) \in \mathcal{C}^n(T_k) \) (for any value of the vector \( g \) with corresponding dimension) that ensure equality (4.5), since \( X_2^{(0)} \) and \( X_1^{(1)} \) are uniquely determined from the equation (4.3) for known values \( X_1^{(0)}, X_1^{(1)} \).
Let us show that if in this case the relation
\[ q^\top Q(\tau_0, \tau_1, \ldots, \tau_m) = 0 \quad \forall \tau_k \in T_k, \; k = 0, m, \]
holds, then it follows that \( q = 0 \), where \( q \in \mathbb{R}^{s+(m+1)(n-d)} \). Suppose the opposite, that there exists \( q_* \neq 0 \) such that
\[ q_*^\top Q(\tau_0, \tau_1, \ldots, \tau_m) = 0 \quad \forall \tau_k \in T_k, \; k = 0, m. \quad (4.6) \]
Since equality (4.5) should be performed for any \( g \), then suppose that \( g = q_* \) (\( q_* \neq 0 \)) and scalar multiply on the left (4.5) by the vector \( q_* \). Taking into account (4.6) we get
\[ 0 \neq q_*^\top q_* = q_*^\top g = q_*^\top Q(V, e_{rl(m+1)}) = 0. \]
We got a contradiction. Therefore, from the \( R \)-controllability of the system (3.4)–(3.7) follows that the condition (4.1) holds for any nonzero vector \( q \in \mathbb{R}^{s+(m+1)(n-d)} \).

Sufficiency. Let the condition (4.1) holds. In order to prove the sufficiency, it is necessary to show that in this case there exist vectors \( v_k, u_k \) (\( k = 0, m \)) such that the system (4.5) solvable for any value of the left side.

We take the integrals from \( \Theta_1 \) \( r + 1 \) times by parts
\[ \int_{t_k}^{t_{k+1}} X^{-1}(t) H_k \mathbf{d}_r[u_k(t)] dt = I_{k,r} D_k(t_{k+1}) \]
\[ + (-1)^{r+1} \int_{t_k}^{t_r} \left( \int_{t_k}^{t_r} \ldots \int_{t_k}^{t_r} X^{-1}(\tau_0) d\tau_0 d\tau_1 \ldots d\tau_r H_k \right) \mathbf{d}_r^{(r+1)}[u_k(t)] dt; \]
\[ D_k(t_{k+1}) = \left( \mathbf{d}_r[u_k(t_{k+1})], \mathbf{d}_r'[u_k(t_{k+1})], \ldots, \mathbf{d}_r^{(r)}[u_k(t_{k+1})] \right), \quad (4.7) \]
\[ I_{k,r} = \left( \int_{t_k}^{t_{k+1}} X^{-1}(\tau_0) d\tau_0 H_k - \int_{t_k}^{t_{k+1}} \int_{t_k}^{t_1} X^{-1}(\tau_0) d\tau_0 d\tau_1 H_k \right) \]
\[ \ldots (-1)^r \int_{t_k}^{t_{k+1}} \int_{t_k}^{t_{r}} \ldots \int_{t_k}^{t_{r}} X^{-1}(\tau_0) d\tau_0 d\tau_1 \ldots d\tau_r H_k, \; k = 0, m. \]
The control functions \( u_k(t) \) will be sought in the form of polynomials of degree \( r \)
\[ u_k(t) = \sum_{j=0}^{r} b_{k,j} t^j, \; t \in T_k, \; k = 0, m. \]
It is easy to see that in this case \( \mathbf{d}_r^{(r+1)}[u_k(t)] \equiv 0 \) on \( T_k \), as a result, in (4.7) the last term becomes zero.

Let’s use the representation
\[ \mathbf{d}_r[u_k(t)] = \Lambda_r(t)(b_{k,0}, b_{k,1}, \ldots, b_{k,r}), \; t \in T_k, \; k = 0, m, \]
where
\[
\Lambda_r(t) = \begin{pmatrix}
0! / 0! t^0 E_l & 1! / 0! t^1 E_l & \cdots & (r! / r! t^r E_l \\
(1! / 0! t^0 E_l & \cdots & \cdots & (r! / (r-1)! t^{r-1} E_l \\
\vdots & \ddots & \ddots & \vdots \\
O & O & \cdots & (r! / 0! t^0 E_l
\end{pmatrix}.
\]

Therefore we have
\[
d^{(i)}[u_k(t)] = \Lambda_r^{(i)}(t)b_k, \quad t \in T_k, \quad k = 0, m,
\]
where \(b_k = (b_{k,0}, b_{k,1}, \ldots, b_{k,\sigma-1}), \quad k = 0, m.

Then the equality (4.5) takes the form
\[
g = \begin{pmatrix}
\mathcal{T} \\
\Theta C_1 L
\end{pmatrix} O \left(\text{diag}\{b_0, \ldots, b_m\}\right),
\]
where
\[
\mathcal{V} = \begin{pmatrix}
v_0 & v_0 & \cdots & v_0 \\
0 & v_1 & \cdots & v_1 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & v_m
\end{pmatrix}, \quad \Lambda = \begin{pmatrix}
\Lambda_r(t) \\
\Lambda_r^{(r)}(t)
\end{pmatrix}, \quad I = \text{diag}\{I_{0,r}, I_{1,r}, \ldots, I_{m,r}\}.
\]

The system (4.8) is obviously solvable on \(T_k\) with respect to the vectors \(v_k, b_k (k = 0, m)\) and hence the equation (4.5) is also solvable for any value \(g\).

The \(R\)-controllability condition can be formulated in terms of the controllability matrix. Let \(\mathcal{H} = \text{diag}\{\mathcal{H}_0, \mathcal{H}_1, \ldots, \mathcal{H}_m\}\). Then the controllability matrix of the system (3.4), (3.6) has the form
\[
\Phi = (\Phi_0 \Phi_1 \ldots \Phi_{n-d-1}),
\]
where \(\Phi_0 = (\mathcal{C}_1 L \mathcal{H})\), \(\Phi_i = \text{diag}\{J_{i,1}, \ldots, J_{i}\}\Phi_0, \quad i = 1, n-d-1.\)

**Theorem 2.** Let all the assumptions of the lemma 3 hold. The system (3.2), (3.3) is \(R\)-controllable on \(T\) if
\[
\text{rank} \Phi = (n-d)(m+1).
\]

**Proof.** Suppose the opposite. Let the assumption (4.10) holds but the system (3.4)–(3.7) and, respectively, DAEs (3.2), (3.3) are not \(R\)-controllable on \(T\). Then, according to the theorem 1 there exists a nonzero vector \(p_* \in \mathcal{R}^{(n-d)(m+1)}\) such that \(p_*^\top \left(\mathcal{C}_1 L \mathcal{H}_1\right) = 0\), whence it follows that \(p_*^\top \Theta C_1 L = 0, \quad p_*^\top \Theta_1 = 0.\)
It is easy to see that from the singularity of $\Theta_1$ follows singularity of the matrix $\text{diag}\{X^{-1}(t)H_0d_r[u_0(t)], \ldots, X^{-1}(t)H_m d_r[u_m(t)]\}$. In turn, the fundamental matrix $X(t)$ cannot be singular in its structure, which means the fact that expressions

$$p^\top C_1L = 0, \quad p^\top \text{diag}\{H_0d_r[u_0(t)], \ldots, H_m d_r[u_m(t)]\} = 0$$

hold for arbitrary control functions $u_k(t)$ $(k = 0, m)$.

Thus, the matrix $(C_1L, H)$ = 0, and from the construction of the matrix $\Phi$ follows that $\text{rank} \Phi < (n - d)(m + 1)$. We got a contradiction. \qed

**Example 1.** Consider the hybrid system

$$Ax'(t) = Bx(t) + C_ky_k + U_ku_k(t), \quad t \in T_k = [t_k, t_{k+1}), \ k = 0, 1, 2,$$  \hspace{1em} (4.11)

where

$$A = \begin{pmatrix} 2 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} -1 & 2 & 0 \\ 1 & -1 & 0 \\ 1 & 1 & 1 \end{pmatrix}, \quad U_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad U_1 = \begin{pmatrix} 1 & 0 \\ 1 & 0 \\ 0 & -1 \end{pmatrix},$$

$$U_2 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 2 \end{pmatrix}, \quad C_0 = \begin{pmatrix} 0 \\ -1 \\ 1 \end{pmatrix}, \quad C_1 = \begin{pmatrix} 2 \\ 0 \\ 0 \end{pmatrix}, \quad C_2 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix},$$

$$V_0 = (2, -1), \quad V_1 = (0, 1), \quad V_2 = (1, 1),$$

$$G_{0,0} = 1, \quad G_{1,0} = 0, \quad G_{1,1} = 2, \quad G_{2,0} = 1, \quad G_{2,1} = -1, \quad G_{2,2} = 1,$$  \hspace{1em} (4.15)

$$D_0 = (1, 0, 1), \quad D_1 = (-1, 2, 0), \quad D_2 = (0, 1, 1).$$

$u_k(t) \in U$ $(k = 0, 1, 2)$, where $U$ is the set of all piecewise continuous functions from $\mathbb{R}^2$, $v_k$ $(k = 0, 1, 2)$ are scalar control functions.

Let us investigate the system (4.11)–(4.15) for the $R$-controllability on the interval $T = [t_0, t_3]$. To do this, check the fulfillment of the assumptions of the theorem 2. Let us construct the matrix from the lemma 1:

$$D_{1,x} = \begin{pmatrix} -1 & 2 & 0 & 2 & 0 & 1 & 0 & 0 & 0 \\ 1 & -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 2 & 0 & 2 & 0 & T \\ 0 & 0 & 0 & 1 & -1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \end{pmatrix}.$$
rank $D_{1,y} + 3$ holds. Thus, according to the lemma 1 there exists the operator

$$\mathcal{R} = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} + \begin{pmatrix} 0 & 0 & -1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \frac{d}{dt}. \quad (4.16)$$

Let’s construct the controllability matrix $\Phi$ from (4.9) using the operator (4.16)

$$\Phi = \begin{pmatrix} O & O & O & M_1 & O & O & O & O & O & O & O & O & O & M_3 & O & O & O & O & O \ O & O & O & O & M_2 & O & O & O & O & O & O & O & O & M_4 & O & O & O \ M_5 & M_6 & O & O & O & O & M_7 & O & M_5 & M_6 & O & O & O & O & O & M_7 & O \ 
\end{pmatrix},$$

where

$$M_1 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad M_2 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad M_3 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad M_4 = \begin{pmatrix} 0 & 1 \\ -1 & 1 \end{pmatrix},$$

$$M_5 = \begin{pmatrix} -4 & 2 \\ 0 & 0 \end{pmatrix}, \quad M_6 = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix}, \quad M_7 = \begin{pmatrix} 1 & 0 \\ 0 & 2 \end{pmatrix}.$$

It is easy to verify that the condition (4.10) from the theorem 2 is satisfied. Thus, the system (4.11)–(4.15) is $R$-controllable for any consistent initial-boundary conditions on the interval $[t_0, t_3]$.

5. Conclusion

In this paper a class of hybrid stationary systems under the assumptions that ensure the existence of an equivalent structural form is considered. The advantage of this approach is due to the fact that this structural form is equivalent to the nominal system in the sense of the coincidence of the sets of solutions. In addition, the problem of consistent initial data is automatically solved. Moreover, in the construction of an equivalent form the variable substitution is not used. In the future, this methodology can be extended to hybrid systems with variable coefficients. The presented example is only illustrative. Generally, instead of the set $U$ we can consider a smaller class of continuous functions with a finite-dimensional parameter depending on the physical or economic considerations of a particular problem.
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Управляемость одной вырожденной гибридной системы

П. С. Петренко

Институт динамики систем и теории управления им. В. М. Матросова СО РАН, Иркутск, Российская Федерация

Аннотация. Рассматривается линейная гибридная система с постоянными коэффициентами, неразрешенная относительно производной непрерывной составляющей искомой функции. В литературе подобные системы часто называют дискретно-непрерывными. Такие системы возникают при математическом моделировании ряда технических процессов. С помощью гибридных систем, к примеру, можно описать системы цифрового управления и коммутации, системы нагревания и охлаждения, функционирование коробки передач автомобиля, динамические системы с соударением и кулоновским трением, а также многие другие. Качественной теории такого рода систем посвящено множество работ, однако в большинстве из них рассматриваются невырожденные случаи в различных постановках. Анализ работы существенным образом опирается на методику исследования вырожденных систем обыкновенных дифференциальных уравнений и проводится в предположении существования эквивалентной структурной формы. Данная структурная форма эквивалентна исходной системе в смысле решений, а преобразующий к ней оператор обладает левым обратным. Построение структурной формы носит конструктивный характер и не использует замену переменных, при этом автоматически решается проблема согласования начальных данных. В работе получены необходимые и достаточные условия $R$-управляемости (управляемости в пределах множества достижимости) исследуемой системы.

Ключевые слова: гибридные системы, дифференциально-алгебраические уравнения, разрешимость, управляемость.
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