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Abstract

In this paper, we study the problem of structure learning for Bayesian networks in which nodes take discrete values. The problem is NP-hard in general but we show that under certain conditions we can recover the true structure of a Bayesian network with sufficient number of samples. We develop a mathematical model which does not assume any specific conditional probability distributions for the nodes. We use a primal-dual witness construction to prove that, under some technical conditions on the interaction between node pairs, we can do exact recovery of the parents and children of a node by performing group \( \ell_1 \) -regularized multivariate regression. Thus, we recover the true Bayesian network structure. If degree of a node is bounded then the sample complexity of our proposed approach grows logarithmically with respect to the number of nodes in the Bayesian network. Furthermore, our method runs in polynomial time.

1 Introduction

Motivation. Probabilistic graphical models provide a framework to model complex systems. They use graphs to represent variables along with their conditional dependencies and enable us to formally understand the interaction among different variables. Based on the type of the graph and modeling of the conditional dependencies, there are various classes of graphical models. One of the important classes are Bayesian networks [17, 18] which use a directed acyclic graph (DAG) to encode relationships among the variables. The variables are represented as nodes of the DAG and a directed edge from node \( i \) to node \( j \) denotes that node \( i \) is a parent of node \( j \).

Definition 1 (Bayesian Network). A Bayesian network on \( n \) random variables \( X = \{X_1, X_2, \ldots, X_n\} \) is a DAG that specifies a joint distribution over \( X \) as a product of conditional probability functions \( \mathbb{P}(X_r|X_{\pi_r}) \), one for each variable \( X_r \) given its set of parents \( \pi_r \subseteq \{1, \ldots, n\} \). The joint probability distribution over all nodes is given by:

\[
\mathbb{P}(X) = \prod_{r=1}^{n} \mathbb{P}(X_r|X_{\pi_r})
\]

where \( (\forall r, X_{\pi_r}) \sum_{X_r} \mathbb{P}(X_r|X_{\pi_r}) = 1 \) and therefore \( \mathbb{P}(X) \) is valid, i.e., \( \sum_X \mathbb{P}(X) = 1 \).

It is quite common to see categorical variables in the real systems. For example, the country of residence of a person may take values from a set \{United States, China, England, \ldots\}. Consequently, categorical random variables frequently appear in Bayesian networks. Since these variables are not ordinal, it becomes important that we do not introduce any artificial ordering while using them in our mathematical model. In this paper, we propose a method to learn the skeleton of a Bayesian network where all the nodes are categorical random variables.
**Related work.** The structure of a Bayesian network provides great insights into the complex interactions amongst variables. Thus, a considerable amount of work has been done in this field and several different methods have been proposed to learn Bayesian networks from data. We can broadly divide these methods in two categories. First, there are methods which learn the DAG from data by maximizing a well defined score. In this category, there are some heuristics based approaches such as [11, 32, 20, 21]. There are also some exact but exponential-time score maximizing algorithms such as [16, 29, 7, 8, 15]. Second, there are independence test based methods which determine the edge between two nodes by conducting dependence or independence tests. For example, [30, 4, 37, 36] use this approach. There are also some results available for special classes of Bayesian networks. Ghoshal et al. [12] provide polynomial sample and time complexities guarantees for structure learning in Gaussian Bayesian networks. A more general result is also provided for linear structural equation models in [13]. For discrete variables, Park et al. [24] provide statistical guarantees for recovery of the node ordering in polynomial time and sample complexities for Poisson-distributed variables. More general results are also provided for other ordinal variables with binomial, geometric, exponential and gamma distributions in [25]. However, as stated by the authors, their method does not work for Bernoulli or multinomial distributions. Brenner et al. [3] proposed a method which works with binary variables exclusively. Their proposed method has a sample complexity of the order $O(n^2)$, where $n$ is number of nodes in the Bayesian network. Note although that the method of [3] is worst-case exponential time.

**Learning Bayesian networks is hard.** The problem of learning the structure of a Bayesian network from data is amongst the hardest problems to be solved, from the computational viewpoint. Independence test methods require a number of tests that grows exponentially in the number of nodes, in the worst case. It is also known that finding the structure of a Bayesian network by score maximization techniques is NP-hard [5]. Thus, unless the long standing problem of P vs. NP is resolved, the problem remains intractable in its general form. This implies that we need to work within the limits of some technical assumptions to solve the problem of structure learning of a Bayesian network with provable computational and statistical efficiency guarantees.

**Contributions.** In summary, we make the following contributions in this paper:

1. We formulate the structure recovery problem as a block $\ell_{12}$-regularized multivariate regression problem. We do not assume that the categorical variables are ordinal. Our formulation is also independent of any specific conditional probability distribution for the nodes.

2. We obtain sufficient conditions for DAG recovery by controlling the interaction between node pairs for arbitrary conditional probability distributions.

3. We show that if our DAG recovery conditions are satisfied then the sample complexity of our method is logarithmic with respect to the number of nodes. Since our method uses the interior point algorithm, it also runs in polynomial time.

2 Preliminaries

In this section, we introduce formal definitions and notations. We define a Bayesian network on a DAG $G(V, E)$ where $V = \{X_1, \ldots, X_n\}$ is the set of $n$ categorical random variables and $E$ is the set of directed edges between them. The set of all the random variables except $X_r$ is denoted by the shorthand notation $X_r$. To use categorical variables in our mathematical model,
we need to represent them quantitatively [6]. We do this by encoding them as numerical vectors. Each categorical variable \(X_r\) takes values from a set \(\mathcal{C}_r\) with cardinality \(m_r\). The indexing set \([1, \ldots, p]\) is denoted by \([p]\). For an indexing set \(A\), we define \(\rho_A \triangleq \sum_{i \in A} (m_i - 1)\). For brevity, a singleton indexing set \([q]\) is denoted as \(q\) when its use is clear from the context. We define \(\tilde{\rho} \triangleq \max_{i \in [n]} (m_i - 1)\). We define our encoder \(E\) as a map from \(\mathcal{C}_r\) to \(B^{\rho_r}\), for a bounded and countable set \(B \subseteq \mathbb{R}\). In our proofs, we take \(B = \{-1, 0, 1\}\) which includes commonly used encoding schemes such as dummy encoding and unweighted effects encoding. We denote the encoding of \(X_r \in \mathcal{C}_r\) as \(E(X_r) \in B^{\rho_r}\). By abuse of notation, \(\mathcal{E}(X_r) \in B^{\rho_r}[\rho_r]\) denotes a vector which contains encoding for the set of all the random variables except \(X_r\). In the DAG \(G(V, E)\), we define the parents set \(\pi_r\), and children set \(c_r\) for a node \(r\) as \(\pi_r = \{i \mid (X_i, X_r) \in E\}\) and \(c_r = \{i \mid (X_r, X_i) \in E\}\). All the other nodes excluding \(\pi_r, c_r\) and the node \(r\) itself are denoted as \((\pi_r \cup c_r)^r\). The conditional probability distribution for each node \(r\) given its parents set \(\pi_r\) is denoted by \(P(X_r | X_{\pi_r})\). Data for each node is generated following this conditional distribution. We observe \(N\) i.i.d. samples of \(n\) nodes of \(G(V, E)\). We collect these samples in an \(N \times n\) sample matrix \(X\) where each row represents a sample. The vector \(X^r\) denotes column \(r\) of \(X\) which collects all the samples of \(X_r\). Similarly, \(X^r\) is a matrix containing all the columns except column \(r\) of \(X\). Since these samples contain categorical values, we encode them before we can use them in our mathematical model. Using our encoding scheme, we get encoded sample matrices \(\mathcal{E}(X^r) \in B_{N \times \rho_r}\) and \(\mathcal{E}(X^r) \in B_{N \times \rho_r}\) corresponding to \(X^r\) and \(X^r\) respectively. For a matrix \(A \in \mathbb{R}^{p \times q}\) and two sets \(S \subseteq [p]\) and \(T \subseteq [q]\), \(A_{ST}\) denotes \(A\) restricted to rows in \(S\) and columns in \(T\). Similarly, \(A_S\) and \(A_T\) are row and column restricted matrices respectively. We use an operator “vec” which transforms a matrix \(A \in \mathbb{R}^{p \times q}\) into a vector \(\text{vec}(A) \in \mathbb{R}^{pq \times 1}\) by stacking the columns of the matrix \(A\) on top of another. We use the following vector and matrix norms in our theoretical discussion:

**Vector norm** For a vector \(m \in \mathbb{R}^q\), the \(\ell_p\)-norm is defined as \(\|m\|_p \triangleq (\sum_{i=1}^{q} |m_i|^p)^{\frac{1}{p}}\). The \(\ell_\infty\)-norm is defined as \(\|m\|_\infty = \max_{i \in [p]} |m_i|\).

**Matrix norms** The Frobenius norm for a matrix \(A \in \mathbb{R}^{p \times q}\) is defined as \(\|A\|_F = \sqrt{\sum_{i=1}^{p} \sum_{j=1}^{q} |A_{ij}|^2}\). We define the \((a, b)\)-operator norm [34] for \(A\) as \(\|(a, b)\|_{a,b} \triangleq \sup_{\|\mathbf{x}\|_a=1} \|A\mathbf{x}\|_b\). Using the above definition, the \(\ell_\infty\)-operator norm for \(A\) is defined as \(\|A\|_{\infty, \infty} = \max_{i \in [p]} \sum_{j=1}^{q} |A_{ij}|\). Similarly, the spectral norm of \(A\) is defined as \(\|A\|_{2,2} = \sup_{\|\mathbf{x}\|_2=1} \|\mathbf{Ax}\|_2\).

We also define a block matrix norm for row partitioned block matrices. Let \(A \in \mathbb{R}^{\sum_{i=1}^{k} p_i \times q}, \forall i \in [k]\) be a row partitioned block matrix defined as follows:

\[
A = \begin{bmatrix}
A_1 \\
\vdots \\
A_k
\end{bmatrix}
\]

where each \(A_i \in \mathbb{R}^{p_i \times q}\).

Then \(\|A\|_{B,a,b} \triangleq (\sum_{i=1}^{k} (\|\text{vec}(A_i)\|_b)^a)^{\frac{1}{a}}\) where \(\text{vec}(A_i)\) flattens the matrix \(A_i \in \mathbb{R}^{p_i \times q}\) into a vector of size \(p_i q\) and \(B\) indicates that we are dealing with a block norm. For example, \(\|A\|_{B,\infty,2} = \max_{i \in [k]} \|\text{vec}(A_i)\|_2\), \(\|A\|_{B,\infty,1} = \max_{i \in [k]} \|\text{vec}(A_i)\|_1\) and \(\|A\|_{B,1,2} = \sum_{i \in [k]} \|\text{vec}(A_i)\|_2\).

### 3 Problem Description

We define the skeleton \(G_{\text{skel}}(V, E')\) of a directed graph \(G(V, E)\) as an undirected graph which is constructed by removing directions from the edges in \(E\), i.e., \((i, j) \in E'\) if and only if \((i, j) \in E\).
or \((j, i) \in E\). Our goal is to recover \(G_{\text{skele}}(V, E')\) from \(N\) i.i.d. observations. We do not focus on recovering the orientation of the edges in \(G\). However, readers should note that there exist techniques for obtaining a DAG given a skeleton. For example, Ordyniak et al. [23] showed that if the skeleton has bounded treewidth, then DAG recovery can be performed in polynomial time. Furthermore, given a skeleton of bounded treewidth and bounded maximum degree, DAG recovery is possible in linear time.

### 3.1 Our Main Assumption

Our approach is based on the following two intuitions. First, we assume that the parents and children of a node have a high influence on the original node. Second, it becomes easier to differentiate two parents (or two children) of a node when they are not highly correlated. Let \(S_r\) be a set containing indices of parents and children of node \(r\). We consider the following characterization:

\[
W_{S_r} = \mathbb{E}_X[\mathcal{E}(X_r)S_r, \mathcal{E}(X_r)^T]^{-1}\mathbb{E}_X[\mathcal{E}(X_r)S_r, \mathcal{E}(X_r)]
\]

which tries to capture both of our intuitions mathematically. This quantity contains one block \(W^*_i \in \mathbb{R}^{\rho_i \times \rho_r}\) for each parent and children of node \(r\) and we require that \(W^*_i \neq 0\). For binary variables, this requirement simply becomes

\[
\mathbb{E}_X[X_S, X_r^T]^{-1}\mathbb{E}_X[X_S, X_r] \in (\mathbb{R} - \{0\})^{\left|S_r\right|}.
\]

In later sections, we will formally build a mathematical foundation for our intuitions.

### 4 Modeling

In this section, we explain the construction of our mathematical model. We do not assume any specific conditional distribution for the nodes, thus modeling the problem becomes important for us. We also need to be careful while using categorical random variables in our mathematical model. We do not assume that categorical variables are ordinal, thus we do not want to introduce any artificial ordering while using them in our model.

#### 4.1 Substitute Model

Our approach is to recover the true parents and children of each node and then combine the results together to get the true skeleton of a Bayesian network. Before we start constructing a mathematical model, we need to understand certain aspects of our problem. We note that in other problems, such as compressed sensing [35], the data generation process matches the estimation method. In contrast, in our setting, we assume that samples are generated according to a true Bayesian network, from unknown arbitrary conditional probability distributions for each node. This unavailability of a true model forces us to use a substitute model. Additionally, we encode the categorical random variables to use them in our model. After encoding, each variable is represented as a vector. In our discussions below, we will only discuss about recovering the parents and children of a single node. We keep in mind that we can combine our results for the nodes to recover the whole skeleton of the Bayesian network by simply taking a union bound over all the nodes. Considering the above, we can think of following general model for each node \(r\),

\[
\mathcal{E}(X_r) \triangleq \mathcal{F}(\mathcal{E}(X_r); W^*).
\]
where $\mathcal{F}$ is possibly a non-deterministic function and $\mathbf{W}^*$ is a set of parameters. For our purpose, we choose the following form of $\mathcal{F}$:

$$\mathcal{E}(X_r) = \mathbf{W}^* \mathcal{E}(X_r) + \mathbf{e}$$

where $\mathbf{W}^* \in \mathbb{R}^{\rho |\pi_r| \times \rho_r}$ is a parameter matrix. Note that $\mathbf{e} \in \mathbb{R}^{\rho_r}$ is not independent of $\mathcal{E}(X_r), \mathcal{E}(X_r)$ and $\mathbf{W}^*$. We take $\mathbf{W}^*$ to be a row partitioned block matrix by decomposing it into following blocks:

$$\mathbf{W}^* = \begin{bmatrix}
  \mathbf{W}_1^* \\
  \vdots \\
  \mathbf{W}_{r-1}^* \\
  \mathbf{W}_r^* \\
  \vdots \\
  \mathbf{W}_n^*
\end{bmatrix}$$

where each $\mathbf{W}_i^* \in \mathbb{R}^{\rho_i \times \rho_r}, \forall i \in [n], i \neq r$. We fix our choice of $\mathbf{W}^*$ by defining the following optimization problem:

$$\mathbf{W}^* = \arg \min_{\mathbf{W}} \frac{1}{2} \mathbb{E}_X \|\mathcal{E}(X_r) - \mathbf{W}^T \mathcal{E}(X_r)\|^2_2$$

such that $\mathbf{W}_i = 0, \forall i \in (\pi_r \cup c_r)^c$ \hspace{1cm} (2)

or equivalently,

$$\mathbf{W}^* = (\mathbf{W}_{s_r}; \mathbf{0})$$

$$\mathbf{W}_{s_r} = \mathbb{E}_X [\mathcal{E}(X_r)_{s_r} \mathcal{E}(X_r)_{s_r}^T]^{-1} \mathbb{E}_X [\mathcal{E}(X_r)_{s_r} \mathcal{E}(X_r)^T]$$

where the expectation is taken with respect to true data distribution $\mathbb{P}(X)$ defined in equation (1). Optimization problem (2) is introduced only for analysis purposes and it is not possible to be solved without knowing the true parents and children of node $r$. We note that each element of $\mathbf{e}$ is bounded. Let

$$\|\mathbf{e}\|_\infty \leq 2\sigma \hspace{1cm} (3) \hspace{1cm} \|\mathbb{E}_X[|\mathbf{e}|]\|_\infty \leq \mu \hspace{1cm} (4)$$

We emphasize that $\mathbf{W}^*$ is not a true model parameter, i.e., we do not assume that the data follows a multivariate linear regression model. Instead, the substitute model allows us to find technical conditions with respect to the expectations of the products of encoded node pairs.

### 4.2 Our Model

The substitute model, defined above for the infinite sample setting, acts as a benchmark model to perform qualitative analysis for our model in the finite sample setting. From equation (2) which is defined for node $r$, it is clear that for node $i$ if $\mathbf{W}_i^* \neq \mathbf{0}$, or equivalently, if $\|\text{vec}(\mathbf{W}_i^*)\|_2 > 0$ then node $i$ is either a parent or a child of node $r$. This gives us the intuition to use $\ell_{1,2}$ regularization in order to encourage several blocks of the estimated matrix $\mathbf{W}$ to be zero. In particular, our method would succeed if $\|\text{vec}(\mathbf{W}_i)\|_2 = 0$ for all $i \in (\pi_r \cup c_r)^c$. Let $\hat{\mathcal{L}}(\mathbf{W})$ be the loss function defined as,

$$\hat{\mathcal{L}}(\mathbf{W}) \triangleq \frac{1}{2N} \|\mathcal{E}(\mathbf{X}^r) - \mathcal{E}(\mathbf{X}^\mathbf{r})\|_{\mathcal{F}}^2$$

Then we define the block $\ell_{1,2}$ regularized loss function as follows:

$$\hat{f}(\mathbf{W}) \triangleq \hat{\mathcal{L}}(\mathbf{W}) + \lambda \|\mathbf{W}\|_{B,1,2}$$
where $\hat{\lambda} > 0$ is the regularization parameter. We recover weights $\hat{W}$ for each node by minimizing $\hat{f}(W)$. The optimization problem is defined as follows:

$$\hat{W} = \min_W \hat{f}(W). \quad (6)$$

We will show that under certain conditions we can use $\hat{W}$ to determine the true parents and children of node $r$. Next, we define some terminology related to our models. We define the gradient and the Hessian for the loss function defined in equation (5) with respect to the parameters $W$. Note that equation (5) can be written as a function of $\text{vec}(W)$ and that the gradient and the Hessian can be easily computed with respect to $\text{vec}(W)$. For notational clarity, we will use matrix calculus to express the gradient while noting that this can easily be converted to the traditional form of the gradient by using a $\text{vec}(\cdot)$ operation.

$$\nabla \hat{L}_W(W) = \frac{1}{N} E(X^r)^\top E(X^r) W - \frac{1}{N} E(X^r)^\top E(X^r)$$

$$\nabla^2 \hat{L}_W(W) = \begin{bmatrix} \hat{H} & 0 & \ldots & 0 \\ 0 & \hat{H} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \hat{H} \end{bmatrix}$$

where $\nabla^2 \hat{L}_W(W) \in \mathbb{R}^{\rho_r \rho_n | r | \times \rho_r \rho_n | r |}$ and $\hat{H} = \frac{1}{N} E(X^r)^\top E(X^r) \in \mathbb{R}^{\rho_r \rho_n | r | \times \rho_r \rho_n | r |}$. Analogously, we define a population version of $\hat{H}$ as,

$$H = \mathbb{E}_X [E(X_r) E(X_r)^\top].$$

Our choice of loss function ensures that $H$ does not depend on $W^*$. Thus, any assumptions on $H$ only correspond to restrictions on the data distribution $P(X)$ defined in equation (1).

Usually if we have the knowledge of the true data generation process or the conditional probability distribution of the nodes, then we can learn parameters of the distribution by minimizing a well defined empirical loss. In our case, we do not have this information. We circumvent this issue by defining a substitute model for our problem. For each node, we assign a matrix of non-zero surrogate parameters for its neighbors. For all the other nodes which are not neighbors, this parameter matrix is zero. Then we construct a substitute quadratic loss function with respect to the surrogate parameters. This choice of loss function is crucial as unlike other loss functions (such as the logistic loss) the Hessian of the quadratic loss becomes independent of the surrogate parameters. This ensures that any technical condition on the Hessian translates directly to a condition on the expectations of the products of encoded node pairs.

## 5 Main Result

In this section, we state our main theoretical result. Recall that the general problem of structure learning of the Bayesian network is NP-hard [5]. Thus rather than learning a general class of Bayesian networks, we focus on the networks which satisfy certain technical assumptions.

### 5.1 Technical Assumptions

In this subsection, we establish the sufficient technical conditions for the perfect recovery of the parents and children for each node. Our first goal is to always recover a unique set of parents
and children. In order to achieve this task, we require that our optimization problem defined in equation (6) has a unique solution. Our first assumption on the data distribution ensures a unique solution for the optimization problem (6). Recall that each block in the row partitioned parameter matrix $W$ and $W^*$ corresponds to one node. Each of these block $i$ contains $\rho_i$ row indices. We collect these row indices corresponding to the parents and children of node $r$ in a set $S_r$. Formally,

$$S_r = \bigcup_{i \in \pi_r \cup c_r} \{\rho_{[i-1]} + 1, \ldots, \rho_{[i]}\}$$

We define $S_r^c$ as the row indices corresponding to all nodes except node $r$ as well as its parents and children:

$$S_r^c = [\rho_{[0]}] - S_r - \{\rho_{[r-1]} + 1, \ldots, \rho_{[r]}\}$$

Using the above definitions, we state our first assumption.

**Assumption 1** (Positive Definiteness of Hessian). For each node $r$, $H_{S_r^c, S_r} > 0$ or equivalently, $\Lambda_{\min}(H_{S_r^c, S_r}) \geq C > 0$.

where $C$ is some positive constant and $\Lambda_{\min}(.)$ denotes the smallest eigenvalue. We solve the optimization problem using a finite number of samples. Thus, we would like our assumptions to hold in the finite sample setting. The next lemma shows that if we have $N > O(\rho_{\pi_r \cup c_r}^2 \log \rho_{\pi_r \cup c_r})$ samples and Assumption 1 is satisfied, then $\hat{H}_{S_r^c, S_r} > 0$ with high probability.

**Lemma 1.** If $H_{S_r^c, S_r} > 0$ then $\hat{H}_{S_r^c, S_r} > 0$ with probability at least $1 - 2 \exp(-\frac{\delta^2 N}{\rho_{\pi_r \cup c_r}} + 2 \log \rho_{\pi_r \cup c_r})$.

(See Appendix C for detailed proof.)

As the second requirement, we want to limit the influence of the nodes which are neither the parents nor the children of node $r$ on the parents and children of node $r$. This is represented as a “mutual incoherence” condition. We will define $Q = H_{S_r^c, S_r} H_{S_r^c, S_r}^{-1}$ as a row partitioned block matrix consisted of blocks $Q_i \in \mathbb{R}^{\rho_i \times \rho_{\pi_r \cup c_r}} \forall i \in (\pi_r \cup c_r)^c$. We can formally state our second assumption using a block matrix norm on $Q$ as follows.

**Assumption 2** (Mutual Incoherence). For each node $r$, $\|Q\|_{B,\infty,1} = \|H_{S_r^c, S_r} H_{S_r^c, S_r}^{-1}\|_{B,\infty,1} \leq 1 - \alpha$ for some $\alpha \in (0, 1]$.

As with the Assumption 1 we would again like Assumption 2 to hold in the finite sample setting. In the next lemma we show that if we have sufficient number of samples, then the mutual incoherence in the population regime ensures that mutual incoherence also holds in the finite-sample regime.

**Lemma 2.** If $\|H_{S_r^c, S_r} H_{S_r^c, S_r}^{-1}\|_{B,\infty,1} \leq 1 - \alpha$ for $\alpha \in (0, 1]$ then $\|\hat{H}_{S_r^c, S_r} \hat{H}_{S_r^c, S_r}^{-1}\|_{B,\infty,1} \leq 1 - \alpha$ with probability at least $1 - O(\exp(\frac{KN}{\rho_{\pi_r \cup c_r}^2} + \log \rho_{(\pi_r \cup c_r)^c} + \log \rho_{\pi_r \cup c_r}))$ for some $K > 0$.

(See Appendix D for detailed proof.)

**Discussion on the technical assumptions.** These assumptions have been used in the literature before.

- Mutual incoherence has been used for other estimation problems such as compressed sensing [33], Markov random fields [27], non-parametric regression [26], diffusion networks [9], among others.
• Assumption 1 is readily satisfied for commonly used encoding schemes such as dummy encoding and unweighted effects encoding under very weak conditions (See Appendix A).

• Regarding Assumption 2, we found experimentally that mutual incoherence is more frequently satisfied with respect to the parents and children, than with respect to the Markov blanket (See Appendix B).

• Theorem 1 in the next section provides a technical condition for setting \( \hat{\lambda} \) (without the need of cross-validation) and assumes a minimum magnitude of \( \| \text{vec}(W_i^*) \|_2, \forall i \in \pi_r \cup c_r \) for exact recovery of parents and children. Analogous technical assumptions have been made for other problems [35, 27, 28, 9].

• Finally, these assumptions are only in place to provide formal guarantees and our algorithm can be run even for datasets which do not satisfy any of these assumptions (See experimental results in Section 6).

5.2 Statement of Main Theorem

Using Assumptions 1 and 2 we state our main result below.

**Theorem 1.** Consider a Bayesian network \( G(V, E) \) with categorical random variables such that for each node \( r \), Assumptions 1 and 2 are satisfied. Suppose that for each node \( r \) the regularization parameter \( \hat{\lambda} \) satisfies the following condition:

\[
\hat{\lambda} > \frac{4}{\alpha} \sqrt{\frac{\rho_r}{N}} \max \left( \frac{1 - \alpha}{\sqrt{2\sigma^2 \log(\rho_{\pi_r \cup c_r \rho_r}) + \mu}}, \sqrt{\bar{\rho}} \left( \frac{2\sigma^2 \log(|\pi_r \cup c_r^c\rho_r|)}{\hat{\lambda}} + \mu \right) \right)
\]

(7)

where \( \sigma \) and \( \mu \) are defined according to equations (3) and (4). Further, assume that \( N > \hat{\rho}^2 \rho_{\pi_r \cup c_r} \log \rho_{[n]} \) then the following properties hold true with probability at least \( 1 - \exp(-KN\hat{\lambda}^2) \) for some \( K > 0 \) independent of \( N, n \) and \( |\pi_r \cup c_r| \) simultaneously for all \( r \in [n] \).

1. For every \( r \in [n] \), the block \( \ell_1,2\)-regularized optimization problem (6) has a unique solution.

2. For every \( r \in [n] \), the solution to the optimization problem (6) excludes all the edges which are neither parent nor child of the node \( r \), i.e., \( \| \text{vec}(\hat{W}_i) \|_2 = 0, \forall i \in (\pi_r \cup c_r)^c \).

3. If \( \min_{i \in \pi_r \cup c_r} \| \text{vec}(W_i^*) \|_2 > \frac{4m}{\sqrt{n}} \left( \frac{\alpha}{4(1-\alpha)} + \sqrt{\rho_r} + 1 \right) \sqrt{|S_r|} \hat{\lambda} \) for the setup defined in the substitute optimization problem (2), then we recover the true parents and children for each node.

4. Subsequently, the recovered skeleton \( \hat{G}_{skel}(V, \hat{E}) = G_{skel}(V, E') \).

We prove Theorem 1 in Appendix C by using a primal-dual witness construction. This approach has been previously used by [35, 27, 28, 9]. The primal-dual witness method requires a priori knowledge of the true parents and children for node \( r \) and thus it is not a practical way to solve the optimization problem (6). We only use it as a theoretical proof technique to establish statistical bounds for our result.
5.3 Illustrative Example

In order to illustrate our assumptions, consider the binary Bayesian network of four nodes in Figure 1, where each node $X_i \in \{False, True\}, \forall i \in \{1, 2, 3, 4\}.$

We use unweighted effects encoding, i.e., $\mathcal{E}(False) = -1, \mathcal{E}(True) = 1, \forall i \in \{1, 2, 3, 4\}$. Note that since each node takes 2 values, Assumption 2 reduces to $|||H_{S_1S_2}^{-1}|||_{\infty,\infty} < 1 - \alpha$ for some $\alpha \in (0,1]$. We assume that $|E[\mathcal{E}(X_i)\mathcal{E}(X_j)]| < 1, \forall i, j \in \{1, 2, 3, 4\}, i \neq j$. Furthermore, we assume that $E[\mathcal{E}(X_1)\mathcal{E}(X_4)] = q, E[\mathcal{E}(X_1)\mathcal{E}(X_2)] = E[\mathcal{E}(X_2)\mathcal{E}(X_4)] = E[\mathcal{E}(X_3)\mathcal{E}(X_4)] = p$ and $E[\mathcal{E}(X_1)] = E[\mathcal{E}(X_3)] = 0$. Then the Assumption 2 is equivalent to the condition that $|p| + |q| < 1$ (See Appendix E.1).

The third statement of Theorem 1 requires that for every node $i \in \pi_r \cup c_r, \|\text{vec}(W^*_i)\|_2$ should be sufficiently away from zero. By computing $\min_{r \in \pi_r \cup c_r} \|\text{vec}(W^*_i)\|_2$ for each node we can conclude that the third statement holds as long as $\min(|p|, \frac{p}{1+q})$ is not too close to zero (See Appendix E.2).

5.4 Sample And Time Complexity

If we have $N > \bar{p}^2 r^3 \log r \log r$ and Assumption 1 and 2 are satisfied for every node then all our high probability statements are valid for every node $r$. Taking a union bound over $n$ nodes only adds a factor of $\log n$. Thus the sample complexity for our method is $O(\bar{p}^2 r^3 \log r \log r)$. As for the time complexity, we can formulate the block $\ell_1$-regularized multi-variate regression problem as a second order cone programing problem [22] which can be solved in polynomial time by interior point methods [2].

6 Experimental Results

We performed three sets of experiments to validate our theoretical results. First, we conducted experiments on synthetic data. Second, we compared our method with other well known methods on benchmark Bayesian networks. Finally, we tested our method on real world datasets. We measure quality of recovery by computing precision and recall. Higher precision implies that we only recover true edges while higher recall implies that all the true edges are recovered. They are formally defined as below,

\[
\text{Precision} = \frac{\sum_{r=1}^n |(\hat{\pi}_r \cup \hat{c}_r) \cap (\pi_r \cup c_r)|}{\sum_{r=1}^n |(\pi_r \cup c_r)|}
\]

\[
\text{Recall} = \frac{\sum_{r=1}^n |(\hat{\pi}_r \cup \hat{c}_r) \cap (\pi_r \cup c_r)|}{\sum_{r=1}^n |(\pi_r \cup c_r)|}
\]

where $(\pi_r \cup c_r)$ is the recovered support set (both parents and children). We compare performance of various methods by computing $F_1$-score as following:

\[
F_1\text{-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]
6.1 Experiments With Synthetic Data

We verify our theoretical results by running our method on synthetic data. We conduct experiments on Bayesian networks with \( n = 20, 200 \) and 500 nodes. Each node of Bayesian network can take \( k = 4 \) categorical values. For each \( n \), we generate \( N = 10^{CP} \log(k - 1)n \) i.i.d. samples. \( CP \) is a control parameter and is varied to generate different number of samples. Using these samples, our method learns the skeleton of the Bayesian network by performing block \( \ell_2 \)-regularized multivariate regression for each node. The regularization parameter \( \hat{\lambda} \) for each regression problem is set proportional to \( \sqrt{\frac{\log(k-1)n}{N}} \) until it becomes smaller than a constant \( \delta \). This matches our condition in Theorem 1 where initially \( \sqrt{\frac{\log(k-1)n}{N}} \) dominates but then a constant term dominates as \( N \) gets large. The quality of skeleton recovery is measured by computing precision and recall which we report in Figure 2. Each data point in Figure 2 denotes averaged value across 5 independent experiments.

Arbitrary conditional probability tables. First, we pick a causal order for nodes uniformly at random. Then we construct a DAG by allowing each node to have an edge with any preceding node in the ordering with 0.5 probability. We induce sparsity by performing transitive reduction \[1\] of the DAG. Each node is then assigned a conditional probability table (CPT) conditioned on its parents. The entries in CPTs are chosen uniformly at random from \([0, 0.9]\). We use CPT of the node to sample its value given its parents.

![Figure 2: Plots of Precision And Recall Versus The Control Parameter CP For Bayesian Networks On n = 20, 200 And 500 Nodes With N = 10^{CP} \log(k - 1)n Samples](image)

6.2 Experiments On Benchmark Networks

We compared the performance of our method with state-of-the-art techniques by running experiments on benchmark Bayesian networks, which are publicly available at [http://compbio.cs.huji](http://compbio.cs.huji).
Our Method | MMPC | Our Method | MMHC | Greedy Search | Sparse Candidate | Optimal Reinsertion | Exact LP
---|---|---|---|---|---|---|---
alarm (37) | 0.74 ± 0.01 | 0.90 ± 0.01 | 0.92 ± 0.02 | 0.93 ± 0.02 | 0.87 ± 0.07 | 0.54 ± 0.06 | 0.86 ± 0.04 | 0.82 ± 0.02
andes (223) | 0.77 ± 0.01 | 0.79 ± 0.01 | 0.82 ± 0.01 | 0.88 ± 0.01 | 0.79 ± 0.02 | 0.05 ± 0.02 | 0.74 ± 0.01 | 0.67 ± 0.01
barley (48) | 0.37 ± 0.01 | 0.60 ± 0.01 | 0.74 ± 0.06 | 0.73 ± 0.05 | 0.61 ± 0.05 | 0.61 ± 0.04 | 0.67 ± 0.1 | 0.77 ± 0.01
carlo (60) | 0.74 ± 0.01 | 0.78 ± 0.01 | 0.89 ± 0.01 | 0.86 ± 0.03 | 0.78 ± 0.02 | 0.15 ± 0.04 | 0.82 ± 0.02 | 0.69 ± 0.02
child (20) | 0.94 ± 0.01 | 0.93 ± 0.01 | 0.98 ± 0.00 | 1 ± 0.00 | 1 ± 0.00 | 0.79 ± 0.11 | 0.96 ± 0.05 | 1 ± 0.00
hailfinder (56) | 0.57 ± 0.02 | 0.58 ± 0.01 | 0.65 ± 0.02 | 0.75 ± 0.14 | 0.68 ± 0.15 | 0.46 ± 0.08 | 0.71 ± 0.1 | 0.68 ± 0.04
mildew (35) | 0.30 ± 0.01 | 0.45 ± 0.02 | 0.83 ± 0.01 | 0.77 ± 0.00 | 0.70 ± 0.08 | 0.68 ± 0.04 | 0.65 ± 0.08 | 0.72 ± 0.00
water (32) | 0.59 ± 0.02 | 0.63 ± 0.01 | 0.61 ± 0.02 | 0.60 ± 0.05 | 0.51 ± 0.06 | 0.28 ± 0.03 | 0.62 ± 0.06 | 0.61 ± 0.03
win9pts (76) | 0.67 ± 0.01 | 0.77 ± 0.03 | 0.76 ± 0.01 | 0.79 ± 0.03 | 0.62 ± 0.02 | 0.13 ± 0.06 | 0.62 ± 0.04 | 0.59 ± 0.02

The experiments were conducted by generating 5 independent instances of 5000 samples using the original conditional probability tables of the benchmark networks. The regularization parameter for node $i$, which can take $k_i$ categorical values, is chosen to scale with $\lambda = c_1 \sqrt{\frac{\log(k_i-1)}{N}} + c_2$ for constants $c_1$ and $c_2$. We report the average $F_1$-score across 5 independent runs. We compared our method with the max-min parent and children (MMPC) algorithm [31] which also returns an undirected skeleton. To compare our method with techniques that produce DAGs (such as max-min hill climbing (MMHC) [32], greedy search, integer linear programming (LP) [8], sparse candidate [11], and optimal reinsertion operator [21]) and to provide further insight, we oriented the edges in the skeleton produced by our method by using greedy hill-climbing search with tabu list. This setup is similar to the one used in [32].

In Table 1 we observe that the performance of our method is comparable to MMPC. Our method also performs comparably to other state-of-the-art techniques when we run our method in conjunction with greedy hill climbing.

### 6.3 Experiments With Real World Datasets

Finally, we conducted experiments on the real world datasets. For our experiments, we picked a mixture of binary and discrete real world datasets from [19] and [23]. We divided the datasets in [19] into training and testing sets. The datasets provided in [23] have already been divided into training and testing sets by the original authors. The training data was fed into the different algorithms. For real world datasets, we do not have access to any underlying true Bayesian network structure, thus performance is measured by the negative log-likelihood of samples in the testing set. Since our method only recovers the skeleton, in order to measure likelihood, edges were oriented using a greedy hill-climbing search with tabu list. In Table 2 we observe that performance of our method is similar to MMHC and greedy search.
Table 2: Negative log-likelihood and standard errors at 95% confidence level on real world datasets.

| Network          | Negative Log-likelihood |
|------------------|-------------------------|
|                  | Our Method + Greedy | MMHC          | Greedy         |
| dna (180)        | 80.37 ± 0.24          | 80.57 ± 0.24  | 80.45 ± 0.25   |
| moviereview (1001) | 339.27 ± 8.85        | 340.60 ± 9.03 | 343.64 ± 9.28 |
| retail (135)     | 10.88 ± 0.21          | 10.88 ± 0.21  | 10.88 ± 0.21   |
| audio(125)       | 40.50 ± 0.57          | 40.28 ± 0.57  | 40.27 ± 0.57   |
| autos (26)       | 18.61 ± 2.98          | 24.45 ± 1.74  | 18.62 ± 3.27   |
| jester(100)      | 53.78 ± 0.39          | 53.53 ± 0.40  | 53.53 ± 0.40   |
| netflix (100)    | 57.02 ± 0.23          | 56.85 ± 0.23  | 56.85 ± 0.23   |
| r52 (889)        | 90.46 ± 3.43          | 86.92 ± 3.46  | 87.30 ± 3.49   |
| student-por (33) | 32.22 ± 0.72          | 33.88 ± 0.69  | 32.08 ± 0.73   |
| tmovie(500)      | 55.33 ± 4.63          | 54.59 ± 4.65  | 54.96 ± 4.75   |
| webkb (839)      | 159.39 ± 6.34         | 156.89 ± 6.28 | 157.75 ± 6.46  |
| promoters (58)   | 78.03 ± 1.84          | 79.01 ± 2.10  | 79.01 ± 2.10   |
| sponge(45)       | 26.36 ± 4.64          | 29.50 ± 3.54  | 25.49 ± 4.65   |
| triazines(59)    | 13.78 ± 1.75          | 13.89 ± 1.60  | 12.83 ± 2.10   |
| wiki4he(53)      | 57.99 ± 1.29          | 58.08 ± 1.34  | 58.05 ± 1.34   |

7 Concluding Remarks

We propose a method for exact structure recovery of discrete Bayesian network under some technical conditions. It runs in polynomial time and has polynomial sample complexity. We neither assume any specific data generation process nor do we impose any direct assumptions on the conditional probability distribution of the nodes. Rather, we control the interaction between node pairs with our assumptions. In practice, our method can be used for any discrete Bayesian network irrespective of whether the assumptions are satisfied, albeit without any guarantees.

References

[1] Alfred V. Aho, Michael R Garey, and Jeffrey D. Ullman. The Transitive Reduction of a Directed Graph. *SIAM Journal on Computing*, 1(2):131–137, 1972.

[2] Stephen Boyd and Lieven Vandenberghe. *Convex Optimization*. Cambridge university press, 2004.

[3] Eliot Brenner and David Sontag. SparsityBoost: A New Scoring Function for Learning Bayesian Network Structure. In *Uncertainty in Artificial Intelligence*, 2013.

[4] Jie Cheng, Russell Greiner, Jonathan Kelly, David Bell, and Weiru Liu. Learning Bayesian Networks From Data: An Information-Theory Based Approach. *Artificial intelligence*, 137(1-2):43–90, 2002.
[5] David Maxwell Chickering, David Heckerman, and Christopher Meek. Large-Sample Learning of Bayesian Networks Is NP-Hard. *Journal of Machine Learning Research*, 5(Oct):1287–1330, 2004.

[6] Jacob Cohen, Patricia Cohen, Stephen G West, and Leona S Aiken. *Applied Multiple Regression/Correlation Analysis for the Behavioral Sciences*. Routledge, 2013.

[7] James Cussens. Bayesian Network Learning by Compiling to Weighted MAX-SAT. *Uncertainty in Artificial Intelligence*, 2008.

[8] James Cussens. Bayesian Network Learning with Cutting Planes. *UAI*, 2011.

[9] Hadi Daneshmand, Manuel Gomez-Rodriguez, Le Song, and Bernhard Schoelkopf. Estimating Diffusion Network Structures: Recovery Conditions, Sample Complexity & Soft-Thresholding Algorithm. In *International Conference on Machine Learning*, pages 793–801, 2014.

[10] Etienne De Klerk. *Aspects of Semidefinite Programming: Interior Point Algorithms and Selected Applications*, volume 65. Springer Science & Business Media, 2006.

[11] Nir Friedman, Iftach Nachman, and Dana Peér. Learning Bayesian Network Structure From Massive Datasets: The Sparse Candidate Algorithm. In *Proceedings of the Fifteenth conference on Uncertainty in artificial intelligence*, pages 206–215. Morgan Kaufmann Publishers Inc., 1999.

[12] Asish Ghoshal and Jean Honorio. Learning Identifiable Gaussian Bayesian Networks in Polynomial Time and Sample Complexity. In *Advances in Neural Information Processing Systems*, pages 6460–6469, 2017.

[13] Asish Ghoshal and Jean Honorio. Learning Linear Structural Equation Models in Polynomial Time and Sample Complexity. *arXiv preprint arXiv:1707.04673*, 2017.

[14] Wassily Hoeffding. Probability Inequalities for Sums of Bounded Random Variables. *Journal of the American statistical association*, 58(301):13–30, 1963.

[15] Tommi Jaakkola, David Sontag, Amir Globerson, and Marina Meila. Learning Bayesian Network Structure Using LP Relaxations. In *Proceedings of the Thirteenth International Conference on Artificial Intelligence and Statistics*, pages 358–365, 2010.

[16] Mikko Koivisto and Kismat Sood. Exact Bayesian Structure Discovery in Bayesian Networks. *Journal of Machine Learning Research*, 5(May):549–573, 2004.

[17] Daphne Koller and Nir Friedman. *Probabilistic Graphical Models: Principles and Techniques*. MIT press, 2009.

[18] Steffen L Lauritzen. *Graphical Models*, volume 17. Clarendon Press, 1996.

[19] Brandon Malone, Matti Järvisalo, and Petri Myllymäki. Impact of Learning Strategies on the Quality of Bayesian Networks: An Empirical Evaluation. In *UAI*, pages 562–571, 2015.

[20] Dimitris Margaritis and Sebastian Thrun. Bayesian Network Induction via Local Neighborhoods. In *Advances in neural information processing systems*, pages 505–511, 2000.

[21] Andrew Moore and Weng-Keen Wong. Optimal Reinsertion: A New Search Operator for Accelerated and More Accurate Bayesian Network Structure Learning. In *ICML*, volume 3, pages 552–559, 2003.
[22] Guillaume Obozinski, Martin J Wainwright, Michael I Jordan, et al. Support Union Recovery in High-Dimensional Multivariate Regression. *The Annals of Statistics*, 39(1):1–47, 2011.

[23] Sebastian Ordyniak and Stefan Szeider. Parameterized Complexity Results for Exact Bayesian Network Structure Learning. *Journal of Artificial Intelligence Research*, 46:263–302, 2013.

[24] Gunwoong Park and Garvesh Raskutti. Learning Large-Scale Poisson DAG Models Based on Overdispersion Scoring. In *Advances in Neural Information Processing Systems*, pages 631–639, 2015.

[25] Gunwoong Park and Garvesh Raskutti. Learning Quadratic Variance Function (QVF) DAG Models via OverDispersion Scoring (ODS). *arXiv preprint arXiv:1704.08783*, 2017.

[26] Pradeep Ravikumar, Han Liu, John Lafferty, and Larry Wasserman. Spam: Sparse Additive Models. In *Proceedings of the 20th International Conference on Neural Information Processing Systems*, pages 1201–1208. Curran Associates Inc., 2007.

[27] Pradeep Ravikumar, Martin J Wainwright, John D Lafferty, et al. High-dimensional Ising Model Selection Using L1-Regularized Logistic Regression. *The Annals of Statistics*, 38(3):1287–1319, 2010.

[28] Pradeep Ravikumar, Martin J Wainwright, Garvesh Raskutti, Bin Yu, et al. High-dimensional Covariance Estimation by Minimizing L1-Penalized Log-Determinant Divergence. *Electronic Journal of Statistics*, 5:935–980, 2011.

[29] Tomi Silander and Petri Myllymäki. A Simple Approach for Finding the Globally Optimal Bayesian Network Structure. In *Uncertainty in Artificial Intelligence*, pages 445–452, 2006.

[30] Peter Spirtes, Clark N Glymour, and Richard Scheines. *Causation, Prediction, and Search*. MIT press, 2000.

[31] Ioannis Tsamardinos, Constantin F Aliferis, and Alexander Statnikov. Time and Sample Efficient Discovery of Markov Blankets and Direct Causal Relations. In *Proceedings of the ninth ACM SIGKDD international conference on Knowledge discovery and data mining*, pages 673–678. ACM, 2003.

[32] Ioannis Tsamardinos, Laura E Brown, and Constantin F Aliferis. The Max-Min Hill-Climbing Bayesian Network Structure Learning Algorithm. *Machine learning*, 65(1):31–78, 2006.

[33] Jan Van Haaren and Jesse Davis. Markov Network Structure Learning: A Randomized Feature Generation Approach. In *AAAI*, pages 1148–1154, 2012.

[34] JM Wainwright. High-Dimensional Statistics: A Non-Asymptotic Viewpoint. *under preparation. University of California, Berkeley*, 2015.

[35] Martin J Wainwright. Sharp Thresholds for High-Dimensional and Noisy Sparsity Recovery Using L1-Constrained Quadratic Programming (Lasso). *IEEE transactions on information theory*, 55(5):2183–2202, 2009.

[36] Xianchao Xie and Zhi Geng. A Recursive Method for Structural Learning of Directed Acyclic Graphs. *Journal of Machine Learning Research*, 9(Mar):459–483, 2008.

[37] Raanan Yehezkel and Boaz Lerner. Recursive Autonomy Identification for Bayesian Network Structure Learning. In *AISTATS*, pages 429–436. Citeseer, 2005.
A On Assumption 1

We show that Assumption 1 holds with very mild conditions.

Lemma 3. Consider a matrix $M$ with each row $i$ being one realization $\mathcal{E}(x_r^i)_S$, of $\mathcal{E}(X_r)_S$. If each $\mathcal{E}(x_r^i)_S$ occurs with a probability $p_i > 0$ then Assumption 1 holds as long as columns of matrix $M$ are linearly independent.

Proof. We show that Assumption 1 always holds for commonly used encoding scheme such as dummy encoding and effects encoding as long as $\mathcal{E}(X_r)_S$ takes all its realizations with some positive probability. To show this we consider the following loss function,

$$
L(W_{S_r}) \triangleq \frac{1}{2} \mathbb{E}\left[ \sum_{i=1}^{m_r-1} \left( \mathcal{E}(X_r)_S^I W_{S_r,i} - \mathcal{E}(X_r)_i \right)^2 \right]
$$

We will prove that $\nabla^2_{W_{S_r}} L(W_{S_r}) > 0$. To do this, we restrict $L(W_{S_r})$ to a line by taking $W_{S_r} = W_{S_r}^0 + t W_{S_r}^1$ for any $t \in (-\infty, \infty)$ such that $W_{S_r}^1 \neq 0$. Then,

$$
g(t) \triangleq \frac{1}{2} \mathbb{E}\left[ \sum_{i=1}^{m_r-1} \left( \mathcal{E}(X_r)_S^I (W_{S_r}^0 + t W_{S_r}^1) - \mathcal{E}(X_r)_i \right)^2 \right]
$$

$$
\frac{d^2g(t)}{dt^2} = \mathbb{E}\left[ \sum_{i=1}^{m_r-1} (\mathcal{E}(X_r)_S^I W_{S_r,1}^1)^2 \right]
$$

We assume that each realization $\mathcal{E}(x_r^i)_S$ of $\mathcal{E}(X_r)_S$ happens with a probability $p_j > 0$, $\forall j \in \prod_{i \in \pi_r \cup c_m} m_i$. Then,

$$
\frac{d^2g(t)}{dt^2} = \prod_{i \in \pi_r \cup c_m} m_i \sum_{j=1}^{m_r-1} p_j \sum_{i=1}^{m_r-1} (\mathcal{E}(x_r^j)_S^I W_{S_r,i}^1)^2
$$

Since $p_j > 0$, it follows that $\frac{d^2g(t)}{dt^2} = 0 \iff \mathcal{E}(x_r^j)_S^I W_{S_r,i}^1 = 0, \forall i \in [\rho_r], j \in \prod_{i \in \pi_r \cup c_m} m_i$. This can be equivalently written as,

$$
\begin{bmatrix}
\mathcal{E}(x_r^j)_S^I \\
\mathcal{E}(x_r^j)_S^I \\
\vdots \\
\mathcal{E}(x_r^j)_{\prod_{i \in \pi_r \cup c_m}}^I
\end{bmatrix}
W_{S_r,i}^1 \triangleq MW_{S_r,i}^1 = 0, \forall i \in [m_r - 1]
$$

If we take encoding scheme to be dummy encoding or unweighted effects encoding then the above holds if and only if $W_{S_r,i}^1 = 0, \forall i \in [m_r - 1]$. This implies $W_{S_r}^1 = 0$ which is not possible. Since choice of $t$ is completely arbitrary, it follows that $\nabla^2_{W_{S_r}} L(W_{S_r}) > 0$. Now,

$$
\nabla^2_{W_{S_r}} L(W_{S_r}) =
\begin{bmatrix}
H_{S_r, S_r} & 0 & \ldots & 0 \\
0 & H_{S_r, S_r} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots \\
0 & 0 & \ldots & H_{S_r, S_r}
\end{bmatrix}
$$

which is positive definite if and only if $H_{S_r, S_r} > 0$. □
B On Mutual Incoherence With Markov Blanket

We compared mutual incoherence assumption defined on the parents and children of a node (MIPC) in Assumption 2 with the one defined on its Markov blanket (MIMB). We created 10 different synthetic Bayesian networks on \( n = 100, 500 \) and \( 1000 \) binary nodes. The nodes were assigned conditional probability tables (CPTs) with entries between \([0, 1, 0.9]\). We generated 5000 samples for each experiment and then computed validity of Assumption 2 for each network. The results of the experiment are listed in the Table 3.

Table 3: Comparison of mutual incoherence assumption on different supports

| Number of nodes | Max Degree | Support: Parent and Children (MIPC) holds | Support: Markov Blanket (MIMB) holds | MIPC is weaker than MIMB |
|-----------------|-----------|------------------------------------------|-------------------------------------|-------------------------|
| 100             | 7         | 99.7%                                    | 97.6%                               | 91.9%                   |
| 500             | 7         | 99.76%                                   | 96.82%                              | 93.26%                  |
| 1000            | 7         | 99.62%                                   | 95.95%                              | 92.97%                  |

We see that mutual incoherence assumption defined on parents and children holds more often than mutual incoherence assumption defined on Markov blanket. Also, it is easier to fulfill mutual incoherence assumption with parents and children as support than the case when Markov blanket is used as support. This motivates us to define mutual incoherence assumption on parents and children as support.

C Proof of Lemma 1

Proof. \( H_{\mathbf{s}, \mathbf{s}} > 0 \) can be equivalently written as \( \Lambda_{\min}(H_{\mathbf{s}, \mathbf{s}}) \geq C > 0 \) where \( \Lambda_{\min} \) denotes the minimum eigenvalue. We define \( Z_{jk} \) as,

\[
\begin{aligned}
[H - H]_{jk} &= Z_{jk} \\
&= \frac{1}{N} \sum_{l=1}^{N} (\mathcal{E}(X)_{j}^{l} \mathcal{E}(X)_{k}^{l} - \mathbb{E}_{\mathcal{X}}[\mathcal{E}(X)_{j} \mathcal{E}(X)_{k}]) \\
&= \frac{1}{N} \sum_{l=1}^{N} Z_{jk}^{l}
\end{aligned}
\]

Note that \( Z_{jk}^{l} \) are i.i.d. random variables across \( l = [N] \) with zero mean. Furthermore, \( |Z_{jk}^{l}| \leq 2 \) as we assumed \( B \in \{-1, 0, 1\} \). Thus \( Z_{jk} \) can be treated as a subGaussian random variable and by using the Azuma-Hoeffding inequality we can write,

\[
\mathbb{P}[(Z_{jk})^{2} \geq \epsilon^{2}] = \mathbb{P}[(1/N \sum_{l=1}^{N} Z_{jk}^{l}) \geq \epsilon],
\]

\[
\leq 2 \exp\left(\frac{-\epsilon^2 N}{8}\right).
\]
Now,
\[
\lambda_{\min}(\mathbf{H}_S, s_r) = \min_{\|\mathbf{x}\|_2=1} x^T \mathbf{H}_S, s_r x \\
= \min_{\|\mathbf{x}\|_2=1} (x^T \mathbf{H}_S, s_r x + x^T (\mathbf{H}_S, s_r - \mathbf{H}_S, s_r) x) \\
\leq \min_{\|\mathbf{x}\|_2=1} (x^T \mathbf{H}_S, s_r x) + q^T (\mathbf{H}_S, s_r - \mathbf{H}_S, s_r) q \\
= \lambda_{\min}(\mathbf{H}_S, s_r) + q^T (\mathbf{H}_S, s_r - \mathbf{H}_S, s_r) q
\]
where \(\|q\|_2 = 1\).
\[
\lambda_{\min}(\mathbf{H}_S, s_r) \geq \lambda_{\min}(\mathbf{H}_S, s_r) - q^T (\mathbf{H}_S, s_r - \mathbf{H}_S, s_r) q \\
\geq \lambda_{\min}(\mathbf{H}_S, s_r) - \|\|\|\mathbf{H}_S, s_r - \mathbf{H}_S, s_r||\|_{2,2}.
\]
In the above, \(\|\|\|\|_{2,2}\) is the spectral norm which is bounded above by the Frobenius norm.

\[
\lambda_{\min}(\mathbf{H}_S, s_r) \geq \lambda_{\min}(\mathbf{H}_S, s_r) - \left(\sum_{j=1}^{S_1} \sum_{k=1}^{S_r} (\mathbf{H}_S, s_r - \mathbf{H}_S, s_r)^2_{jk}\right)^{\frac{1}{2}}. 
\tag{9}
\]
Taking \(\epsilon^2 = \frac{\delta^2}{|S_r|^2}\) in equation (8) and using the union bound over \(|S_r|^2\) indexes,
\[
\mathbb{P}[||\|\mathbf{H}_S, s_r - \mathbf{H}_S, s_r||_2 \geq \delta] \leq 2 \exp(-\frac{\delta^2 N}{8 \rho_{\pi, \cup c_r}^2} + 2 \log \rho_{\pi, \cup c_r}). 
\tag{10}
\]
Using equations (9) and (10), it follows that,
\[
\lambda_{\min}(\mathbf{H}_S, s_r) \geq C - \delta > 0
\tag{11}
\]
with probability at least \(2 \exp(-\frac{\delta^2 N}{8 \rho_{\pi, \cup c_r}^2} + 2 \log \rho_{\pi, \cup c_r}).\)

\section{Proof of Lemma 2}

\textbf{Proof.} Using a proof technique similar to \cite{27}, we can rewrite \(\mathbf{H}_{S; s_r} (\mathbf{H}_S, s_r)^{-1}\) as the sum of four terms defined as:
\[
\mathbf{H}_{S; s_r} (\mathbf{H}_S, s_r)^{-1} = T_1 + T_2 + T_3 + T_4 \\
\|\|\|\mathbf{H}_{S; s_r} (\mathbf{H}_S, s_r)^{-1}\|\|_{B, \infty, 1} \leq \|\|T_1\|\|_{B, \infty, 1} + \|\|T_2\|\|_{B, \infty, 1} + \|\|T_3\|\|_{B, \infty, 1} + \|\|T_4\|\|_{B, \infty, 1} 
\tag{12}
\]
where,
\[
T_1 \triangleq \mathbf{H}_{S; s_r} [(\mathbf{H}_S, s_r)^{-1} - \mathbf{H}_S^{-1}], \\
T_2 \triangleq \mathbf{H}_{S; s_r} - \mathbf{H}_{S; s_r} \mathbf{H}_S^{-1}, \\
T_3 \triangleq \mathbf{H}_{S; s_r} - \mathbf{H}_{S; s_r} [(\mathbf{H}_S, s_r)^{-1} - \mathbf{H}_S^{-1}], \\
T_4 \triangleq \mathbf{H}_{S; s_r} \mathbf{H}_S^{-1}
\]
and each \(T_i\) is treated as a row partitioned block matrix of \(|(\pi_r \cup c_r)^c|\) blocks with each block containing \(\rho_i\) rows where \(i \in (\pi_r \cup c_r)^c\). From Mutual incoherence Assumption \cite{2} it is clear that \(\|\|T_i\|\|_{B, \infty, 1} \leq 1 - \alpha\). We will control the other three terms by using the following lemma:
Lemma 4. For any $\delta > 0$, the following holds:

\[
\mathbb{P}[\|\hat{H}_{s|r} - H_{s|r}\|_{B,\infty,1} \geq \delta] \leq 2 \exp\left(-\frac{\delta^2 N}{8\rho_1^2} + \log \rho_{(\pi_r\cup c_r)^c} + \log \rho_{\pi_r\cup c_r}\right)
\]  

(13)

\[
\mathbb{P}[\|\hat{H}_{s|r} - H_{s|r}\|_{\infty,\infty} \geq \delta] \leq 2 \exp\left(-\frac{\delta^2 N}{8\rho_1^2} + 2 \log \rho_{\pi_r\cup c_r}\right)
\]  

(14)

\[
\mathbb{P}[\|\hat{H}_{s|r} - H_{s|r}\|_{\infty,\infty} \geq \delta] \leq 2 \exp\left(-\frac{\delta^2 C^4 N}{32\rho_1^2} + 2 \log \rho_{\pi_r\cup c_r} + 2 \exp\left(-\frac{C^2 N}{32\rho_1^2} + 2 \log \rho_{\pi_r\cup c_r}\right)
\]  

(15)

Proof. Note that,

\[
[H_{s|r} - H_{s|r},]_{jk} = Z_{jk}
\]

\[
= \frac{1}{N} \sum_{l=1}^{N} (E(X_r)^t)^j_l - E_{\pi}[E(X_r)^t_j]\]

\[
= \frac{1}{N} \sum_{l=1}^{N} Z_{jk}
\]

Let prev($i$) be the last index before block corresponding to variable $i \in (\pi_r \cup c_r)^c$ starts. Now,

\[
\|\hat{H}_{s|r} - H_{s|r}\|_{B,\infty,1} = \max_{i \in (\pi_r \cup c_r)^c} \left( \sum_{j=\text{prev}(i)+1}^{\text{prev}(i)+m_i-1} \sum_{k \in \|s_r\|} |Z_{jk}| \right)
\]

Using Hoeffding inequality, we get

\[
\mathbb{P}[|Z_{jk}| \geq \epsilon] \leq 2 \exp\left(-\frac{\epsilon^2 N}{8}\right)
\]

Taking \(\epsilon = \frac{\delta}{\rho_1\rho_{\pi_r\cup c_r}}\) for any \(i \in (\pi_r \cup c_r)^c\),

\[
\mathbb{P}[|Z_{jk}| \geq \delta] \leq \exp\left(-\frac{\delta^2 N}{8(\rho_1\rho_{\pi_r\cup c_r})^2}\right) \leq \exp\left(-\frac{\delta^2 N}{8(\rho_1\rho_{\pi_r\cup c_r})^2}\right)
\]

Using the union bound over \(i \in (\pi_r \cup c_r)^c\) we can write,

\[
\mathbb{P}[\|\hat{H}_{s|r} - H_{s|r}\|_{B,\infty,1} \geq \delta] \leq \sum_{i \in (\pi_r \cup c_r)^c} \mathbb{P}\left[ \left( \sum_{j=\text{prev}(i)+1}^{\text{prev}(i)+m_i-1} \sum_{k \in \|s_r\|} |Z_{jk}| \right) \geq \delta \right]
\]

\[
\leq \sum_{i \in (\pi_r \cup c_r)^c} \mathbb{P}[\exists j, k \|Z_{jk}| \geq \delta]
\]

\[
\leq \sum_{i \in (\pi_r \cup c_r)^c} \rho_{i\rho_{\pi_r\cup c_r}} \mathbb{P}[|Z_{jk}| \geq \delta]
\]

\[
\leq \sum_{i \in (\pi_r \cup c_r)^c} \rho_{i\rho_{\pi_r\cup c_r}} 2 \exp\left(-\frac{\delta^2 N}{8(\rho_1\rho_{\pi_r\cup c_r})^2}\right)
\]

\[
\leq 2 \exp\left(-\frac{\delta^2 N}{8(\rho_1\rho_{\pi_r\cup c_r})^2} + \log \rho_{(\pi_r\cup c_r)^c} + \log \rho_{\pi_r\cup c_r}\right)
\]
Similarly we can prove equation (14),

$$P[||(\hat{H}_s,s_r - H_s,s_r)||_{\infty,\infty} \geq \delta] \leq \rho_{\pi,\cup,c} P[\sum_{k \in S_r} |Z_{jk}| \geq \delta]$$

$$\leq \frac{\rho_{\pi,\cup,c}^2}{\rho_{\pi,\cup,c}} P[|Z_{jk}| \geq \frac{\delta}{\rho_{\pi,\cup,c}}]$$

$$\leq 2 \exp(-\frac{\delta^2 N}{8\rho_{\pi,\cup,c}^2} + 2 \log \rho_{\pi,\cup,c})$$

Now we will prove equation (15). Note that,

$$||(\hat{H}_s,s_r)^{-1} - (H_s,s_r)^{-1}||_{\infty,\infty} = ||(H_s,s_r)^{-1}[H_s,s_r - \hat{H}_s,s_r](\hat{H}_s,s_r)^{-1}||_{\infty,\infty}$$

$$\leq \sqrt{|S_r|} ||(H_s,s_r)^{-1}[H_s,s_r - \hat{H}_s,s_r](\hat{H}_s,s_r)^{-1}||_{2,2}$$

$$\leq \sqrt{|S_r|} ||(H_s,s_r)^{-1}||_{2,2}||[H_s,s_r - \hat{H}_s,s_r]||_{2,2}||[(\hat{H}_s,s_r)^{-1}||_{2,2}$$

$$\leq \frac{\sqrt{|S_r|}}{C} ||[H_s,s_r - \hat{H}_s,s_r]||_{2,2}||[(\hat{H}_s,s_r)^{-1}||_{2,2}$$

Recall that we proved in equation (11) that $P[\Lambda_{\min}(\hat{H}_s,s_r) \geq C - \delta] \geq 1 - 2 \exp(-\frac{\delta^2 N}{8\rho_{\pi,\cup,c}^2} + 2 \log \rho_{\pi,\cup,c})$. Taking $\delta = \frac{C}{2}$, we get $P[\Lambda_{\min}(\hat{H}_s,s_r) \geq \frac{C}{2}] \geq 1 - 2 \exp(-\frac{C^2 N}{32\rho_{\pi,\cup,c}^2} + 2 \log \rho_{\pi,\cup,c})$. This means that,

$$P[||(\hat{H}_s,s_r)^{-1}||_{2,2} \leq \frac{2}{C}] \geq 1 - 2 \exp(-\frac{C^2 N}{32\rho_{\pi,\cup,c}^2} + 2 \log \rho_{\pi,\cup,c}) \cdot (16)$$

Furthermore, from equation (10) we have:

$$P[||H_s,s_r - \hat{H}_s,s_r||_{2,2} \geq \epsilon] \leq 2 \exp(-\frac{\epsilon^2 N}{8\rho_{\pi,\cup,c}^2} + 2 \log \rho_{\pi,\cup,c})$$

Taking $\epsilon = \delta \frac{C^2}{2\sqrt{|S_r|}}$, we get:

$$P[||H_s,s_r - \hat{H}_s,s_r||_{2,2} \geq \delta \frac{C^2}{2\sqrt{|S_r|}}] \leq 2 \exp(-\frac{\delta^2 C^4 N}{32\rho_{\pi,\cup,c}^2} + 2 \log \rho_{\pi,\cup,c})$$

It follows that,

$$P[||(H_s,s_r)^{-1} - (\hat{H}_s,s_r)^{-1}||_{\infty,\infty} \leq \delta] \geq 1 - 2 \exp(-\frac{\delta^2 C^4 N}{32\rho_{\pi,\cup,c}^2} + 2 \log \rho_{\pi,\cup,c} - 2 \exp(-\frac{C^2 N}{32\rho_{\pi,\cup,c}^2} + 2 \log \rho_{\pi,\cup,c})$$

Controlling the first term of equation (12).

We can write $T_1$ as,

$$T_1 = -H_s,s_r (H_s,s_r)^{-1}[\hat{H}_s,s_r - H_s,s_r](\hat{H}_s,s_r)^{-1}$$

then,

$$||T_1||_{B,\infty,1} = ||H_s,s_r (H_s,s_r)^{-1}[\hat{H}_s,s_r - H_s,s_r](\hat{H}_s,s_r)^{-1}||_{B,\infty,1}$$

$$\leq ||H_s,s_r (H_s,s_r)^{-1}||_{B,\infty,1}||[\hat{H}_s,s_r - H_s,s_r]||_{\infty,\infty}||[(\hat{H}_s,s_r)^{-1}||_{\infty,\infty}$$

$$\leq (1 - \alpha)||[\hat{H}_s,s_r - H_s,s_r]||_{\infty,\infty} \sqrt{|S_r|} ||(\hat{H}_s,s_r)^{-1}||_{2,2}$$
The first inequality follows using norm inequalities from Section F. Now using equation (16) and equation (14) with $\delta = \frac{\alpha C}{12\sqrt{|S_r|}(1-\alpha)}$ we can say that,

$$P(||T_1||_{B,\infty,1} \leq \frac{\alpha}{6}) \geq 1 - 2 \exp(-\frac{C^2 N}{32\rho^2_{\pi,\cup r}} + 2 \log \rho_{\pi,\cup r}) - 2 \exp(-K\frac{N\alpha^2 C^2}{144(1-\alpha)^2\rho^3_{\pi,\cup r}} + 2 \log \rho_{\pi,\cup r})$$

**Controlling the second term of equation (12).**

We can write $||T_2||_{B,\infty,1}$ as,

$$||T_2||_{B,\infty,1} = |||\hat{H}_{S_r} - H_{S_r}|||_{B,\infty,1}$$

$$\leq \frac{|||\hat{H}_{S_r} - H_{S_r}|||_{B,\infty,1}}{|||S_r|||_{B,\infty,1}}$$

$$\leq \frac{\sqrt{C}}{|||S_r|||_{B,\infty,1}}$$

Again we use norm inequalities from (F) in first inequality. Using equation (13) with $\delta = \frac{\alpha C}{6\sqrt{|S_r|}}$ we get,

$$P(||T_2||_{B,\infty,1} \leq \frac{\alpha}{6}) \geq 1 - 2 \exp(-\frac{-\alpha^2 C^2 N}{48\rho^2_{\pi,\cup r}} + \log \rho_{(\pi,\cup r)^c} + \log \rho_{\pi,\cup r})$$

**Controlling the third term of equation (12).**

We can write $||T_3||_{B,\infty,1}$ as,

$$||T_3||_{B,\infty,1} \leq |||\hat{H}_{S_r} - H_{S_r}|||_{B,\infty,1} |||\hat{H}_{S_r} - H_{S_r}|||_{B,\infty,1}$$

Using equation (13) and (15) both with $\delta = \sqrt{\frac{\alpha}{6}}$, we get

$$P(||T_3||_{B,\infty,1} \leq \frac{\alpha}{6}) \geq 1 - 2 \exp(-\frac{-\delta^2 C^4 N}{32\rho^2_{\pi,\cup r}} + 2 \log \rho_{\pi,\cup r}) - 2 \exp(-\frac{C^2 N}{32\rho^2_{\pi,\cup r}} + 2 \log \rho_{\pi,\cup r})$$

$$- 2 \exp(\frac{-\alpha N}{48(\rho_{\pi,\cup r})^2} + \log \rho_{(\pi,\cup r)^c} + \log \rho_{\pi,\cup r})$$

Putting everything together we get,

$$P(||\hat{H}_{S_r} - H_{S_r}||_{B,\infty,1} \leq 1 - \frac{\alpha}{2}) \geq 1 - O(\exp(\frac{-KN}{\rho^2_{\pi,\cup r}} + \log \rho_{(\pi,\cup r)^c} + \log \rho_{\pi,\cup r}))$$

which approaches 1 as long as we have $N > \rho^2_{\pi,\cup r} \log \rho_{[n]}$.

**E Discussion on Illustrative Example**

For the binary Bayesian network shown in Figure 1 we can explicitly derive expressions for mutual incoherence. We define a symmetric matrix $M \in \mathbb{R}^{4 \times 4}$ such that $M_{ij} = \mathbb{E}[\mathcal{E}(X_i)\mathcal{E}(X_j)], \forall i,j \in \{1,2,3,4\}$. Note that $M_{ii} = 1, \forall i \in \{1,2,3,4\}$ as each $\mathcal{E}(X_i) \in \{-1,1\}$. For ease of notation, let $\mathbb{E}[\mathcal{E}(X_1)\mathcal{E}(X_2)] = \mathbb{E}[\mathcal{E}(X_2)\mathcal{E}(X_1)] = \mathbb{E}[\mathcal{E}(X_3)\mathcal{E}(X_4)] = p$ and $\mathbb{E}[\mathcal{E}(X_1)\mathcal{E}(X_4)] = q$. Assuming that $\mathbb{E}[\mathcal{E}(X_1)] = \mathbb{E}[\mathcal{E}(X_3)] = 0$ and using independence properties of Bayesian networks, we can write $M$ as,

$$M = \begin{bmatrix} 1 & p & 0 & q \\ p & 1 & 0 & p \\ 0 & 0 & 1 & p \\ q & p & p & 1 \end{bmatrix}$$
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E.1 On mutual incoherence (Assumption 2)

We remind the readers that in case of binary variables, Assumption 2 reduces to \( ||| \mathbf{H}_S \mathbf{S}^{-1}_r |||_{\infty,\infty} < 1 - \alpha \) for some \( \alpha \in (0, 1] \). Now, we will derive the necessary conditions to satisfy Assumption 2 for each node.

For node 1: We have \( S_1 = \{2\} \) and \( S^c_1 = \{3, 4\} \). Assumption 2 implies,
\[
||| \begin{bmatrix} M_{32} \\ M_{42} \end{bmatrix} M_{22}^{-1} |||_{\infty,\infty} < 1 \\
||| \begin{bmatrix} 0 \\ p \end{bmatrix} 1 |||_{\infty,\infty} < 1
\]
\( |p| < 1 \)

For node 2: We have \( S_2 = \{1, 4\} \) and \( S^c_2 = \{3\} \). Assumption 2 implies,
\[
||| \begin{bmatrix} M_{31} & M_{34} \end{bmatrix} \begin{bmatrix} M_{11} & M_{14} \\ M_{41} & M_{44} \end{bmatrix}^{-1} |||_{\infty,\infty} < 1 \\
||| \begin{bmatrix} 0 \\ p \end{bmatrix} \begin{bmatrix} 1 & q \\ q & 1 \end{bmatrix}^{-1} |||_{\infty,\infty} < 1 \\
||| \begin{bmatrix} -pq \\ \frac{p}{1-q} \end{bmatrix} |||_{\infty,\infty} < 1
\]
\( |p| + |q| < 1 \)

For node 3: We have \( S_3 = \{4\} \) and \( S^c_3 = \{1, 2\} \). Assumption 2 implies,
\[
||| \begin{bmatrix} M_{14} \\ M_{24} \end{bmatrix} M_{44}^{-1} |||_{\infty,\infty} < 1 \\
||| \begin{bmatrix} q \\ p \end{bmatrix} 1 |||_{\infty,\infty} < 1
\]
\( \max(|q|, |p|) < 1 \)

For node 4: We have \( S_4 = \{2, 3\} \) and \( S^c_4 = \{1\} \). Assumption 2 implies,
\[
||| \begin{bmatrix} M_{12} & M_{13} \\ M_{22} & M_{23} \end{bmatrix} \begin{bmatrix} M_{22} & M_{23} \\ M_{32} & M_{33} \end{bmatrix}^{-1} |||_{\infty,\infty} < 1 \\
||| \begin{bmatrix} p \\ 0 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}^{-1} |||_{\infty,\infty} < 1
\]
\( |p| < 1 \)

Note that conditions for node 1, 3 and 4 are already satisfied using our assumptions. Thus we obtain the nontrivial condition that \( |E[E(X_1)E(X_4)]| + |E[E(X_3)E(X_4)]| < 1 \).

E.2 On \( W^* \) in Theorem 1

We can compute analytical expression for \( W^*_S \) for the example binary Bayesian network from Figure 7 by using the formula \( W^*_S = E[E(X_S^c)E(X_S)]^{-1} E[E(X_S)E(X_r)] \) and then verify that all its entries are sufficiently away from zero. Note that for the binary variables \( \| \text{vec}(W^*_i) \|_2 \) is simply \( |W^*_i| \).
For node 1: We have $S_1 = \{2\}$.

$$W^*_{S_1} = M_{22}^{-1} M_{12}$$
$$= 1 \times p$$
$$= p$$

For node 2: We have $S_2 = \{1, 4\}$.

$$W^*_{S_2} = [M_{11} \ M_{14}]^{-1} [M_{12}\ M_{42}]$$
$$= \begin{bmatrix} 1 & q \ 0 & 1 \end{bmatrix}^{-1} \begin{bmatrix} p \\ p \end{bmatrix}$$
$$= \begin{bmatrix} \frac{p}{1+q} \\ \frac{p}{1+q} \end{bmatrix}$$

For node 3: We have $S_3 = \{4\}$.

$$W^*_{S_3} = M_{44}^{-1} M_{43}$$
$$= 1 \times p$$
$$= p$$

For node 4: We have $S_4 = \{2, 3\}$.

$$W^*_{S_4} = [M_{22} \ M_{23}]^{-1} [M_{24}\ M_{34}]$$
$$= \begin{bmatrix} 1 & 0 \ 0 & 1 \end{bmatrix}^{-1} \begin{bmatrix} p \\ p \end{bmatrix}$$
$$= \begin{bmatrix} p \\ p \end{bmatrix}$$

Clearly, none of the $W^*_{S_r}$ contains any zero entry. Thus the third statement of Theorem 1 holds as long as $\min(|p|, |\frac{p}{1+q}|)$ is sufficiently away from zero.

F Norm Inequalities

Here we will derive some norm inequalities which we will use in our proofs.

**Lemma 5** (Norm Inequalities). *Let $A$ be a row partitioned block matrix which consists of $p$ blocks where block $A_i \in \mathbb{R}^{m_i \times n}$, $\forall i \in [p]$ and $B \in \mathbb{R}^{n \times o}$. Then the following inequalities hold:*

$$\|AB\|_{B,\infty,2} \leq \|A\|_{B,\infty,1} \|B\|_{\infty,2}$$

$$\|AB\|_{B,\infty,1} \leq \|A\|_{B,\infty,1} \|B\|_{\infty,\infty}$$
Proof. Let \( Y \) be a row partitioned block matrix with same size and block structure as \( A \). Using definitions from Subsection 2,

\[
\|AB\|_{B,1,2} = \max_{i \in [p]} \| \text{vec}((AB_i)) \|_2
\]

\[
= \max_{i \in [p], \| \text{vec}(Y_i) \|_2 \leq 1} \| \text{vec}((AB_i)^T) \text{vec}(Y_i) \|
\]

\[
= \max_{i \in [p], \| \text{vec}(Y_i) \|_2 \leq 1} \| (A_i)_1 B \ldots (A_i)_{m_i} B \| \text{vec}(Y_i)
\]

\[
= \max_{i \in [p], \| \text{vec}(Y_i) \|_2 \leq 1} \| (A_i)_1 B(Y_i)_1 + \ldots + (A_i)_{m_i} B(Y_i)_{m_i} \|
\]

\[
\leq \max_{i \in [p], \| \text{vec}(Y_i) \|_2 \leq 1} \| (A_i)_1 \|_1 \| B(Y_i)_1 \|_\infty + \ldots + \| (A_i)_{m_i} \|_1 \| B(Y_i)_{m_i} \|_\infty
\]

\[
\leq \| A \|_{B,\infty,1} \| B \|_{\infty,2}
\]

We follow a similar procedure for the last norm inequality.

\[
\|AB\|_{B,\infty,1} = \max_{i \in [p]} \| \text{vec}((AB_i)) \|_1
\]

\[
= \max_{i \in [p], \| \text{vec}(Y_i) \|_\infty \leq 1} \| \text{vec}((AB_i)^T) \text{vec}(Y_i) \|
\]

\[
= \max_{i \in [p], \| \text{vec}(Y_i) \|_\infty \leq 1} \| (A_i)_1 B \ldots (A_i)_{m_i} B \| \text{vec}(Y_i)
\]

\[
= \max_{i \in [p], \| \text{vec}(Y_i) \|_\infty \leq 1} \| (A_i)_1 B(Y_i)_1 + \ldots + (A_i)_{m_i} B(Y_i)_{m_i} \|
\]

\[
\leq \max_{i \in [p], \| \text{vec}(Y_i) \|_\infty \leq 1} \| (A_i)_1 \|_1 \| B(Y_i)_1 \|_\infty + \ldots + \| (A_i)_{m_i} \|_1 \| B(Y_i)_{m_i} \|_\infty
\]

\[
\leq \| A \|_{B,\infty,1} \| B \|_{\infty,\infty}
\]

\[\square\]

G Proof of Theorem 1

In this section, we provide the primal dual construction for the proof of Theorem 1. Let us consider the block \( l_{12}\)-norm of \( W \).

\[
\| W \|_{B,1,2} = \sum_{i=1, i \neq r}^n \| \text{vec}(W_i) \|_2
\]

\[
= \sum_{i=1, i \neq r}^n \sup \| \text{vec}(Z_i)^T \text{vec}(W_i) \|_2 \leq 1
\]

(17)

where \( Z_i \) is a matrix of same size as \( W_i, \forall i \in [n] \cap i \neq r \). We can think of a row partitioned block matrix \( Z \) which contains \( Z_i \) as the row blocks. We can simplify equation (17) in following way,

\[
\| W \|_{B,1,2} = \sum_{i=1, i \neq r}^n \text{vec}(Z_i)^T \text{vec}(W_i)
\]

(18)

where \( Z \in \mathcal{Z} \) and \( \mathcal{Z} \) is defined as follows:

\[
\mathcal{Z} = \{ Z \mid \text{vec}(Z_i) = \begin{cases} \frac{\text{vec}(W_i)}{\| \text{vec}(W_i) \|_2}, & \text{when } \text{vec}(W_i) \neq 0 \\ \text{vec}(Z_i), & \text{vec}(Z_i) \|_2 \leq 1, \text{otherwise} \end{cases}, \forall i \in [n] \cap i \neq r \}
\]

(19)
Using equation (18), we can rewrite the optimization problem in (6) as follows:

\[
\hat{W} = \min_{W} \frac{1}{2N} \| \mathcal{E}(X^r) - \mathcal{E}(X^f) W \|^2_F + \hat{\lambda} \sum_{i=1, i \neq r}^n \text{vec}(Z_i)^	op \text{vec}(W_i) \\
\text{such that } Z \in \mathcal{Z}
\] (20)

At the optimum, the stationarity condition for the optimization problem (20) is given by:

\[
\nabla_W \left[ \frac{1}{2N} \| \mathcal{E}(X^r) - \mathcal{E}(X^f) W \|^2_F \right] + \hat{\lambda} Z = 0
\] (21)

where \( Z \in \mathcal{Z} \).

We use the optimality condition (21) to prove Theorem 1. The outline of the proof is as follows:

1. First, we fix row blocks of \( W \) matrix corresponding to non-neighbor nodes of node \( r \) to be the zero matrix, i.e., \( W_i = 0, \forall i \in (\pi_r \cup c_r)^c \). Then we show that the solution to the optimization problem (6) is unique.

2. We show that \( \| \text{vec}(Z_i) \|_2 < 1, \forall i \in (\pi_r \cup c_r)^c \) which suffices to justify our choice of \( W \) in Step 1.

3. We prove that \( \| \text{vec}(W_i) \|_2 > 0, \forall i \in \pi_r \cup c_r \) as long as \( \| \text{vec}(W_i^*) \|_2 \) is sufficiently large. Requirement on \( \| \text{vec}(W_i^*) \|_2 \) is similar to the minimum weight requirement.

We start the proof with the first statement.

**Proof of the first statement of Theorem 1**

To prove our first statement, we choose \( \hat{W} \) such that \( \hat{W}_{S_r} = 0 \). We will show that the optimization problem (6) has a unique solution for this particular choice of \( \hat{W} \).

**Lemma 6.** Let \( \hat{W}_{S_r} = 0 \) for every solution \( \hat{W} \) of the optimization problem (6) then \( \hat{H}_{S_r} > 0 \) implies that the optimization problem (6) restricted to \( (\hat{W}_{S_r}; 0) \) has a unique solution.

(See (11) for detailed proof.)

The proof uses convexity of the loss function and the fact that \( \hat{H}_{S_r} > 0 \) with high probability which is true due to Assumptions 1.[1]

**Proof of the second statement of Theorem 1**

To prove that the choice \( \hat{W}_i = 0, \forall i \in (\pi_r \cup c_r)^c \) is justified, we provide a primal-dual construction. We can rewrite the equation (21) as:

\[
\nabla_W \left[ \frac{1}{2N} \| \mathcal{E}(X^f) W^* + E - \mathcal{E}(X^f) W \|^2_F \right] + \hat{\lambda} Z = 0
\] (22)

where \( Z \in \mathcal{Z} \) and \( E \in \mathbb{R}^{N \times m_{r-1}} \) is defined as:

\[
E = \begin{bmatrix}
e_1^	op \\
\vdots \\
e_N^	op
\end{bmatrix}
\]
Simplifying equation (22), we get:

\[
\nabla \mathbf{w} \left[ \frac{1}{2N} \mathcal{E}(\mathbf{x})^\top (\mathbf{w} - \mathbf{w}^*) - \mathbf{E} \right] + \lambda \mathbf{Z} = \mathbf{0}
\]

\[
\frac{1}{N} \mathcal{E}(\mathbf{x})^\top \mathcal{E}(\mathbf{x}) (\mathbf{w} - \mathbf{w}^*) - \frac{1}{N} \mathcal{E}(\mathbf{x})^\top \mathbf{E} + \lambda \mathbf{Z} = \mathbf{0}
\]

By substituting \( \hat{\mathbf{w}} = (\mathbf{W}_{S_r}, \cdot) \) in equation (23) and letting \( \hat{\mathbf{H}} = \frac{1}{N} \mathcal{E}(\mathbf{x})^\top \mathcal{E}(\mathbf{x}) \), we can write the above equation in two parts:

\[
\hat{\mathbf{H}}_{S_r,S_r} (\mathbf{W}_{S_r} - \mathbf{W}_{S_r}^*) - \frac{1}{N} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} + \lambda \mathbf{Z}_{S_r} = \mathbf{0}
\]

\[
\mathbf{W}_{S_r} - \mathbf{W}_{S_r}^* = \left( \frac{1}{N} \hat{\mathbf{H}}_{S_r,S_r} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} + \lambda \hat{\mathbf{H}}_{S_r,S_r} \mathbf{Z}_{S_r} \right)
\]

and

\[
\hat{\mathbf{H}}_{S_r,S_r} (\mathbf{W}_{S_r} - \mathbf{W}_{S_r}^*) - \frac{1}{N} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} + \lambda \mathbf{Z}_{S_r} = \mathbf{0}
\]

Substituting \( \mathbf{W}_{S_r} - \mathbf{W}_{S_r}^* \) from equation (24) to equation (25), we get

\[
\hat{\lambda} \mathbf{Z}_{S_r} = -\hat{\mathbf{H}}_{S_r,S_r} \hat{\mathbf{H}}_{S_r,S_r}^{-1} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} - \lambda \hat{\mathbf{H}}_{S_r,S_r} \hat{\mathbf{H}}_{S_r,S_r}^{-1} \mathbf{Z}_{S_r} + \frac{1}{N} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E}
\]

Now we will bound \( \hat{\lambda} \| \mathbf{Z}_{S_r} \|_{B,\infty,2} \) where blocks have size \( \mathbb{R}^{m_i \times (m_i - 1)} \forall i \in (\pi_r \cup c_r)^c \).

\[
\hat{\lambda} \| \mathbf{Z}_{S_r} \|_{B,\infty,2} = \| \hat{\mathbf{H}}_{S_r,S_r} \hat{\mathbf{H}}_{S_r,S_r}^{-1} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} \|_{B,\infty,2} + \| \mathbf{Z}_{S_r} \|_{B,\infty,2}
\]

\[
\leq \| \hat{\mathbf{H}}_{S_r,S_r} \hat{\mathbf{H}}_{S_r,S_r}^{-1} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} \|_{B,\infty,2} + \| \mathbf{Z}_{S_r} \|_{B,\infty,2}
\]

We can further simplify the above equation by using norm inequalities from Section [F].

\[
\hat{\lambda} \| \mathbf{Z}_{S_r} \|_{B,\infty,2} \leq \| \hat{\mathbf{H}}_{S_r,S_r} \hat{\mathbf{H}}_{S_r,S_r}^{-1} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} \|_{B,\infty,2} + \| \mathbf{Z}_{S_r} \|_{B,\infty,2}
\]

Using Assumptions [2] and [2] we can write the above equation as:

\[
\hat{\lambda} \| \mathbf{Z}_{S_r} \|_{B,\infty,2} \leq (1 - \alpha) \| \frac{1}{N} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} \|_{\infty,2} + \hat{\lambda}(1 - \alpha) + \| \frac{1}{N} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} \|_{B,\infty,2}
\]

where we used the fact that \( \| \mathbf{Z}_{S_r} \|_{B,\infty,2} \leq 1 \implies \| \mathbf{Z}_{S_r} \|_{\infty,2} \leq 1 \). Now it only remains to bound \( \| \frac{1}{N} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} \|_{\infty,2} \) and \( \| \frac{1}{N} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} \|_{B,\infty,2} \) which we do in the next lemma.

**Lemma 7.** If \( \hat{\lambda} \) satisfies equation (7) then the following bounds hold with high probability:

\[
\| \frac{1}{N} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} \|_{\infty,2} \leq \frac{\alpha \hat{\lambda}}{4(1 - \alpha)}
\]

\[
\| \frac{1}{N} \mathcal{E}(\mathbf{x})^\top_{S_r} \mathbf{E} \|_{B,\infty,2} \leq \frac{\alpha \hat{\lambda}}{4}
\]
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We can now substitute the above result in equation (26) to get,

$$\hat{\lambda} \|Z_{S_{cr}}\|_{B,\infty,2} \leq \hat{\lambda} (1 - \frac{\alpha}{2}) < \hat{\lambda}$$

The above result along with the definition of $Z$ in equation (19) implies that $\hat{W}_{S_{cr}} = 0$.

**Proof of the third statement of Theorem 1:** We recall that $\hat{W}$ is a row partitioned block matrix. The node $r$ has an edge with a node $i$ only if $\|\text{vec}(\hat{W}_i)\|_2 > 0$. The results until now ensures that for each node $r$, we do not recover any edge outside its parents and children. Now we prove the third statement of Theorem 1 which makes sure that we recover all the parents and children. We will prove this by using the following lemma.

**Lemma 8.** If $\hat{\lambda}$ satisfies equation (7) then,

$$\|\hat{W}_{S_{r}} - W_{S_{r}}\|_{B,\infty,2} \leq \frac{2m}{C} \left( \frac{\alpha}{4(1 - \alpha)} + \sqrt{m_r - 1} + 1 \right) \sqrt{|S_r|} \hat{\lambda}$$

(See (J) for detailed proof.)

It follows that if $\min_{i \in \pi_r \cup c_r} \|\text{vec}(W^*_i)\|_2 > \frac{4m}{C} \left( \frac{\alpha}{4(1 - \alpha)} + \sqrt{m_r - 1} + 1 \right) \sqrt{|S_r|} \hat{\lambda}$ then $\|\text{vec}(\hat{W}_i)\|_2 > 0$ implies that $\|\text{vec}(W^*_i)\|_2 > 0$. This in turn implies that we recover the correct set of the parents and children.

**H Proof of Lemma 6**

*Proof.* If we take $\hat{W}_{S_{cr}} = 0$ then equation (6) restricted to $\hat{W} = (\hat{W}_{S_{r}}, 0)$ becomes,

$$(\hat{W}_{S_{r}}, 0) = \min_{(w_{S_{r}}, 0)} \hat{f}((w_{S_{r}}, 0)).$$

This can be equivalently written as,

$$\hat{W}_{S_{r}} = \min_{w_{S_{r}}} \frac{1}{2N} \|\mathcal{E}(X_{S_{S_{r}}})W_{S_{r}} - \mathcal{E}(X^*)\|_F^2 + \hat{\lambda} \|W_{S_{r}}\|_{B,1,2}$$

(27)

The Hessian of objective function in optimization problem (27) is given as follows:

$$\nabla^2 \hat{L}_{W_{S_{r}}} (W_{S_{r}}) = \begin{bmatrix} \hat{H}_{S_{S_{r}}} & 0 & \ldots & 0 \\ 0 & \hat{H}_{S_{S_{r}}} & \ldots & 0 \\ \vdots & \vdots & \ldots & \vdots \\ 0 & 0 & \ldots & \hat{H}_{S_{S_{r}}} \end{bmatrix}$$

where $\hat{H}_{S_{S_{r}}} = \frac{1}{N} \mathcal{E}(X^*)_{S_{S_{r}}} \mathcal{E}(X^*)_{S_{S_{r}}} \in \mathbb{R}^{p_r \times p_r}$ and $\nabla^2 \hat{L}_{W_{S_{r}}} (W_{S_{r}}) \in \mathbb{R}^{p_r \times p_r \times p_r}$. Using Assumption 1 and 1, we know that $\hat{H}_{S_{S_{r}}} > 0$ and it follows [10] that $\nabla^2 \hat{L}_{W_{S_{r}}} (W_{S_{r}}) > 0$. The objective function in optimization problem (27) is strictly convex with respect to $W_{S_{r}}$. Thus, it has a unique solution.

**I Proof of Lemma 7**

*Proof.* We start by bounding the first term.
Bounding $\| \frac{\mathcal{E}(X^r)_{\mathcal{S}^r}}{N} \|_{\infty, 2}$

$$
\begin{align*}
\| \frac{\mathcal{E}(X^r)_{\mathcal{S}^r}}{N} \|_{\infty, 2} & = \max_{i \in S_r} \| \frac{1}{N} (\mathcal{E}(X^r)^{\top}_i \mathbf{E}_i \ldots \mathcal{E}(X^r)^{\top}_{i, m_r - 1}) \|_2 \\
& \leq \max_{i \in S_r} \sqrt{m_r - 1} \max_{j \in [m_r - 1]} \frac{1}{N} |\mathcal{E}(X^r)^{\top}_{i, j}| \n
\end{align*}
$$

We will take a closer look at $\frac{1}{N} |\mathcal{E}(X^r)^{\top}_{i, j} \mathbf{E}_j|$. 

$$
\frac{1}{N} |\mathcal{E}(X^r)^{\top}_{i, j} \mathbf{E}_j| \leq \frac{1}{N} \sum_{k=1}^{N} |\mathbf{E}_{jk}|
$$

Note that $|\mathbf{E}_{jk}|$ is a bounded random variable and hence we can use Hoeffding’s inequality,

$$
P[\frac{1}{N} \sum_{k=1}^{N} |\mathbf{E}_{jk}| > \mu + t] \leq \exp\left(\frac{-Nt^2}{2\sigma^2}\right)
$$

where $\mu$ and $\sigma$ are defined in equation (4) and (3) respectively. Taking union bound across $i \in S_r$ and $j \in [m_r - 1]$, we get

$$
P[\| \frac{\mathcal{E}(X^r)^{\top}_{\mathcal{S}^r}}{N} \|_{\infty, 2} > \sqrt{\rho_r}(\mu + t)] \leq \exp\left(\frac{-Nt^2}{2\sigma^2} + \log \rho_{\pi, \cup c_r} + \log \rho_r\right) \quad (28)
$$

Taking $t = \frac{\lambda_\alpha}{4\sqrt{\rho_r}(1-\alpha)} - \mu$, we get

$$
P[\| \frac{\mathcal{E}(X^r)^{\top}_{\mathcal{S}^r}}{N} \|_{\infty, 2} > \frac{\lambda_\alpha}{4(1-\alpha)}] \leq \exp\left(\frac{-N(\frac{\lambda_\alpha}{4\sqrt{\rho_r}(1-\alpha)} - \mu)^2}{2\sigma^2} + \log \rho_{\pi, \cup c_r} + \log \rho_r\right)
$$

Now we bound the second term.

Bounding $\| \frac{1}{N} \mathcal{E}(X^r)^{\top}_{\mathcal{S}^r} \mathbf{E} \|_{B, \infty, 2}$ We denote each row block of $\mathcal{E}(X^r)^{\top}_{\mathcal{S}^r}$ as $\mathbf{M}_i \in \mathbb{R}^{m_i - 1 \times N}$, $\forall i \in (\pi_r \cup c_r)^c$.

$$
\| \frac{1}{N} \mathcal{E}(X^r)^{\top}_{\mathcal{S}^r} \mathbf{E} \|_{B, \infty, 2} = \max_{i \in (\pi_r \cup c_r)^c} \| \frac{1}{N} [(\mathbf{M}_i)_{1 \ldots} (\mathbf{M}_i)_{m_i - 1}] \|_2 \\
\leq \max_{i \in (\pi_r \cup c_r)^c} \frac{\sqrt{(m_r - 1)(m_i - 1)}}{N} \max_{k \in [m_i - 1], l \in [m_r - 1]} |(\mathbf{M}_i)_k \mathbf{E}_l| \n
$$

We use a similar argument as before keeping in mind that $\bar{m} = \max_{i \in [n]} m_i$.

$$
P[\| \frac{1}{N} \mathcal{E}(X^r)^{\top}_{\mathcal{S}^r} \mathbf{E} \|_{B, \infty, 2} > \sqrt{(\rho_r)\bar{\rho}}(\mu + t)] \leq \exp\left(\frac{-Nt^2}{2\sigma^2} + \log |(\pi_r \cup c_r)^c| + \log(\rho_r \bar{\rho})\right)
$$

Taking $t = \frac{\bar{\lambda}_\alpha}{4\sqrt{\rho_r \bar{\rho}}} - \mu$, we get

$$
P[\| \frac{\mathcal{E}(X^r)^{\top}_{\mathcal{S}^r} \mathbf{E} \|_{B, \infty, 2} > \frac{\bar{\lambda}_\alpha}{4}] \leq \exp\left(\frac{-N(\frac{\bar{\lambda}_\alpha}{4\sqrt{\rho_r \bar{\rho}}} - \mu)^2}{2\sigma^2} + \log |(\pi_r \cup c_r)^c| + \log(\rho_r \bar{\rho})\right)
$$

By choosing $\hat{\lambda}$ which satisfy equation (7), we prove the lemma. □
J Proof of Lemma 8

Proof. First, we get the expression of the difference between $\hat{W}_{Sr}$ and $W^*_{Sr}$ from equation (24).

\[
\hat{W}_{Sr} - W^*_{Sr} = \hat{H}^{-1}_{Sr} \left[ \frac{E(X^r)^\top S_r E}{N} - \hat{\lambda} Z_{Sr} \right]
\]

\[
\|\hat{W}_{Sr} - W^*_{Sr}\|_{B,\infty,2} = \|\hat{H}^{-1}_{Sr} \left[ \frac{E(X^r)^\top S_r E}{N} - \hat{\lambda} Z_{Sr} \right]\|_{B,\infty,2}
\]

\[
\leq \|\hat{H}^{-1}_{Sr}\|_{B,\infty,1} \|\frac{E(X^r)^\top S_r E}{N}\|_{\infty,2} + \|\hat{\lambda}\|_{B,\infty,1} \|Z_{Sr}\|_{\infty,2}
\]

\[
\leq m \|\hat{H}^{-1}_{Sr}\|_{\infty,\infty} \|\frac{E(X^r)^\top S_r E}{N}\|_{\infty,2} + \hat{\lambda} m \|\hat{H}^{-1}_{Sr}\|_{\infty,\infty}
\]

\[
\leq \sqrt{|S_r|} \|\hat{H}^{-1}_{Sr}\|_{2,2} \|\frac{E(X^r)^\top S_r E}{N}\|_{\infty,2} + \hat{\lambda} \sqrt{|S_r|} \|\hat{H}^{-1}_{Sr}\|_{2,2}
\]

\[
\leq \sqrt{|S_r|} \sqrt{\frac{2}{C} \sqrt{m_r - 1} (\mu + t) + \hat{\lambda} \sqrt{m_r \sqrt{\alpha}})
\]

The second inequality comes from norm inequalities discussed in Section 5. The third inequality follows because by the definitions of both the norms. The fourth and fifth inequalities use the bounds from equations (28) and (16) which hold with high probability if $\hat{\lambda}$ satisfies equation (7). Taking $t = \lambda$ and noting that $\lambda > \frac{4\sqrt{m_r - 1(1 - \alpha)}}{\alpha} \mu$, we have

\[
\|\hat{W}_{Sr} - W^*_{Sr}\|_{B,\infty,2} \leq \frac{2\hat{m} \sqrt{m_r - 1(1 - \alpha)} \sqrt{\lambda}}{4(1 - \alpha) + \sqrt{m_r - 1} + 1}\sqrt{|S_r|}
\]

\[\square\]