A characterisation of projective unitary equivalence of finite frames

Tuan Chien and Shayne Waldron

Department of Mathematics
University of Auckland
Private Bag 92019, Auckland, New Zealand
e-mail: waldron@math.auckland.ac.nz

December 20, 2013

Abstract

It is well known that two finite sequences of vectors in inner product spaces are unitarily equivalent if and only if their respective inner products (Gram matrices) are equal. Here we present a corresponding result for the projective unitary equivalence of two sequences of vectors (lines) in inner product spaces, i.e., that a finite number of (Bargmann) projective (unitary) invariants are equal. This is based on an algorithm to recover the sequence of vectors (up to projective unitary equivalence) from a small subset of these projective invariants. We consider the implications for the characterisation of SICs, MUBs and harmonic frames up to projective unitary equivalence. We also extend our results to projective similarity of vectors.
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1 Introduction

Finite sequences of vectors $\Phi = (v_j)$ and $\Psi = (w_j)$ in (real or complex) inner product spaces $\mathcal{H}_1$ and $\mathcal{H}_2$ are **unitarily equivalent** if there is a unitary map $U : \mathcal{H}_1 \rightarrow \mathcal{H}_2$, such that

$$w_j = U v_j, \quad \forall j,$$

and **projectively unitarily equivalent** if there is a unitary map $U$ and unit scalars $c_j$, such that

$$w_j = c_j U v_j, \quad \forall j,$$

equivalently

$$w_j w_j^* = U (v_j v_j^*) U^*, \quad \forall j.$$

A finite spanning sequence of vectors for an inner product space is also called a **finite frame**.

The **Gram matrix** (Gramian) of $\Phi = (v_j)_j^n$ is

$$\text{Gram}(\Phi) = \left[ \langle v_k, v_j \rangle \right]_{j,k=1}^n.$$

We take our inner products to be linear in the first variable. It is well known (cf. [1]) that

- $\Phi$ and $\Psi$ are unitarily equivalent if and only if
  $$\text{Gram}(\Phi) = \text{Gram}(\Psi). \quad (1.1)$$

- $\Phi$ and $\Psi$ are unitarily projectively equivalent if and only if
  $$\text{Gram}(\Psi) = C \text{Gram}(\Phi) C^*, \quad (1.2)$$

  where $C$ is the diagonal matrix with diagonal entries $c_j$.

Clearly, (1.1) can be used to verify unitary equivalence, as can (1.2) to verify projective unitary equivalence for real inner product spaces (where $c_j \in \{-1, 1\}$, cf. Example 2.3). For complex inner product spaces, we have no knowledge of $c_j$, other than $|c_j| = 1$, and so (1.2), i.e.,

$$\langle w_j, w_k \rangle = c_j c_k \langle v_j, v_k \rangle, \quad \forall j, k,$$

does not provide a practical method for verifying projective unitary equivalence.

Following [2], we define the **m–vertex Bargmann invariants** or **m–products** of a sequence of $n$ vectors $\Phi = (v_j)$ to be

$$\Delta(v_{j_1}, v_{j_2}, \ldots, v_{j_m}) := \langle v_{j_1}, v_{j_2} \rangle \langle v_{j_2}, v_{j_3} \rangle \cdots \langle v_{j_m}, v_{j_1} \rangle, \quad 1 \leq j_1, \ldots, j_m \leq n. \quad (1.3)$$

In particular, (cf. [3]), we define the **triple products** to be

$$T_{j\ell k} := \Delta(v_j, v_k, v_\ell) = \langle v_j, v_k \rangle \langle v_k, v_\ell \rangle \langle v_\ell, v_j \rangle. \quad (1.4)$$
We observe that the m-products are projective unitary invariants, e.g., for m = 3
\[
\Delta(c_j v_j, c_k v_k, c_l v_l) = \langle c_j U v_j, c_k U v_k \rangle \langle c_k U v_k, c_l U v_l \rangle \langle c_l U v_l, c_j U v_j \rangle
\]
\[
= c_j c_k c_l \langle U v_j, U v_k \rangle \langle U v_k, U v_l \rangle \langle U v_l, U v_j \rangle
\]
\[
= \langle v_j, v_k \rangle \langle v_k, v_l \rangle \langle v_l, v_j \rangle
\]
\[
= \Delta(v_j, v_k, v_l). \tag{1.5}
\]

We will show (Theorem 3.2) that a sequence of vectors \((v_j)\) is determined up to projective unitary equivalence by all its m-products. Our proof relies on the fact that certain small subsets of the m-products are sufficient. These depend on which of the m-products are nonzero, which is conveniently encapsulated by the frame graph.

We define the frame graph (cf. [4]) of a sequence of vectors \((v_j)\) to be the graph with vertices \(\{v_j\}\) (or the indices \(j\) themselves) and

an edge between \(v_j\) and \(v_k\), \(j \neq k\) \iff \(\langle v_j, v_k \rangle \neq 0\).

Clearly, projectively unitarily equivalent frames have the same frame graph.

In Section 2, generalising the results of [3] for SICs, we show that if the common frame graph of \(\Phi = (v_j)\) and \(\Psi = (w_j)\) is complete, then they are projectively unitarily equivalent if and only if their 3-products (triple products) are equal (Theorem 2.2). Later we will show this condition extends (Theorem 4.5), e.g., to the case when the frame graph is chordal. We apply this result to sequences of equiangular lines (including SICs), then give an example to show that the 3-products do not determine projective unitary equivalence in general (Example 2.5).

In Sections 3 and 4, we show that projective unitary equivalence is characterised the m-products (Theorem 3.2). We show that is sufficient to consider only a small subset of these projective invariants, which can be determined from the frame graph (Theorem 4.3). We give an algorithm for constructing all sequences with given m-products, and consider the classification of MUBs (Theorem 4.7).

In Section 5, we apply our results to the classification of sequences of vectors up to (projective) similarity (Theorem 5.2).

Finally, in Section 6, we consider the classification of harmonic frames up to projective unitary equivalence (Theorem 6.2).

## 2 Complete frame graphs

A sequence of \(n \geq d\) unit vectors \((v_j)\) in \(\mathbb{C}^d\) is equiangular if for some \(C \geq 0\)
\[
|\langle v_j, v_k \rangle| = C, \quad j \neq k.
\]

For \(C > 0\), such a sequence has a complete frame graph (no zero inner products), as does a generic sequence of vectors. In [3], it was shown that \(d^2\) equiangular vectors in \(\mathbb{C}^d\) are characterised up to projective unitary equivalence by their triple products (3-products).
Here we modify the argument to when the frame graph is complete. We then show, by an example, that this result does not extend to a general sequence of vectors.

The angles of a sequence of vectors $\Phi = (v_j)$ are the $\theta_{jk} \in \mathbb{T} := \mathbb{R}/(2\pi \mathbb{Z})$ defined by

$$\langle v_j, v_k \rangle = |\langle v_j, v_k \rangle| e^{i\theta_{jk}}, \quad \langle v_j, v_k \rangle \neq 0.$$  

Since $\langle v_j, v_k \rangle = \langle v_k, v_j \rangle$, these satisfy

$$\theta_{jk} = -\theta_{kj}.$$  

A sequence of vectors may have few angles, e.g., an orthogonal basis has no angles.

**Lemma 2.1** Let $\Phi = (v_j)$ and $\Psi = (w_j)$ be finite sequences of vectors in Hilbert spaces, with angles $\theta_{jk}$ and $\theta'_{jk}$. Then $\Phi$ and $\Psi$ are projectively unitarily equivalent if and only if

1. Their Gramians have entries with equal moduli, i.e.,

$$|\langle w_j, w_k \rangle| = |\langle v_j, v_k \rangle|, \quad \forall j, k.$$  

2. Their angles are “gauge equivalent”, i.e., there exist $\phi_j \in \mathbb{T}$ with.

$$\theta'_{jk} = \theta_{jk} + \phi_j - \phi_k, \quad \forall j, k.$$  

**Proof:** First suppose that $\Phi$ and $\Psi$ are projectively unitarily equivalent, i.e., $w_j = c_j U v_j$, where $U$ is unitary and $c_j = e^{i\phi_j}$. Then

$$e^{i\theta_{jk}} |\langle w_j, w_k \rangle| = \langle w_j, w_k \rangle = \langle c_j U v_j, c_k U v_k \rangle = c_j c_k \overline{\langle U v_j, U v_k \rangle} = e^{i(\phi_j - \phi_k)} \langle v_j, v_k \rangle$$

$$= e^{i(\phi_j - \phi_k)} e^{i\theta_{jk}} |\langle v_j, v_k \rangle|$$

By equating the moduli and then the arguments we obtain 1 and 2.

Conversely, suppose that 1 and 2 hold. Let $\tilde{v}_j := e^{i\phi_j} v_j$. Then

$$\langle \tilde{v}_j, \tilde{v}_k \rangle = \langle e^{i\phi_j} v_j, e^{i\phi_k} \tilde{v}_k \rangle = e^{i(\phi_j - \phi_k)} \langle v_j, v_k \rangle = e^{i(\phi_j - \phi_k)} e^{i\theta_{jk}} |\langle v_j, v_k \rangle|$$

$$= e^{i\theta'_{jk}} |\langle w_j, w_k \rangle| = \langle w_j, w_k \rangle.$$  

Thus $(w_j)$ is unitarily equivalent to $(\tilde{v}_j)$, which is projectively unitarily equivalent to $(v_j)$, and so $\Psi$ and $\Phi$ are projectively unitarily equivalent.

We observe that $|\langle v_j, v_k \rangle|$ can be calculated from the triple products of (1.4), since

$$T_{jjj} = \langle v_j, v_j \rangle^3 = \|v_j\|^6, \quad T_{jjk} = \langle v_j, v_j \rangle |\langle v_j, v_k \rangle|^2 = T_{jjj}^3 |\langle v_j, v_k \rangle|^2.$$  

**Theorem 2.2** (Characterisation) Let $\Phi = (v_j)_{j \in J}$ and $\Psi = (w_j)_{j \in J}$ be finite sequences of vectors in Hilbert spaces. Then

$$\langle v_j, v_k \rangle^3 = \|v_j\|^6, \quad T_{jjk} = \langle v_j, v_j \rangle |\langle v_j, v_k \rangle|^2 = T_{jjj}^3 |\langle v_j, v_k \rangle|^2.$$  

(2.6)
1. \( \Phi \) and \( \Psi \) are unitarily equivalent if and only if their Gramians are equal, i.e.,
\[
\langle v_j, v_k \rangle = \langle w_j, w_k \rangle, \quad \forall j, k.
\]

2. If the frame graphs of \( \Phi \) and \( \Psi \) are complete, then they are projectively unitarily equivalent if and only if their triple products are equal, i.e.,
\[
\langle v_j, v_k, v_\ell \rangle = \langle w_j, w_k, w_\ell \rangle, \quad \forall j, k, \ell.
\]

**Proof:** The condition for unitary equivalence is well known. It is included in the theorem only for the purpose of comparison. We now prove 2.

First suppose that \( \Phi \) and \( \Psi \) are projectively unitarily equivalent, i.e., \( w_j = c_j U v_j \). Then by (1.5) their triple products are equal.

Conversely, suppose that \( \Phi \) and \( \Psi \) have the same triple products, and their common frame graph is complete, i.e., all the triple products are nonzero.

It follows from (2.6) that their Gramians have entries with equal moduli, i.e.,
\[
|\langle v_j, v_k \rangle| = |\langle w_j, w_k \rangle|, \quad \forall j, k.
\]

Let \( \theta_{jk} \) and \( \theta'_{jk} \) be the angles of \( \Phi \) and \( \Psi \). Since the triple products have the polar form
\[
T_{j k \ell} = \langle v_j, v_k \rangle \langle v_k, v_\ell \rangle \langle v_\ell, v_j \rangle = e^{i(\theta_{jk} + \theta_{k\ell} + \theta_{\ell j})}|\langle v_j, v_k \rangle \langle v_k, v_\ell \rangle \langle v_\ell, v_j \rangle|,
\]
we obtain
\[
\theta_{jk} + \theta_{k\ell} + \theta_{\ell j} = \theta'_{jk} + \theta'_{k\ell} + \theta'_{\ell j}.
\]

Fix \( \ell \), and rearrange this, using \( \theta_{k\ell} = -\theta_{\ell k} \) and \( \theta'_{k\ell} = -\theta'_{\ell k} \), to get
\[
\theta'_{jk} = \theta_{jk} + (\theta_{\ell j} - \theta'_{\ell j}) + (\theta_{k\ell} - \theta'_{k\ell}) = \theta_{jk} + (\theta_{\ell j} - \theta'_{\ell j}) - (\theta_{tk} - \theta'_{tk}) = \theta_{jk} + \phi_j - \phi_k,
\]
where \( \phi_j := \theta_{\ell j} - \theta'_{\ell j} \), i.e., the angles of \( \Phi \) and \( \Psi \) are gauge equivalent. Since the conditions of Lemma 2.1 hold, it follows that \( \Phi \) and \( \Psi \) are projectively unitarily equivalent. \( \square \)

The real case is closely connected with the theory of two-graphs (cf. [5]) as follows.

**Example 2.3 (Equiangular lines in \( \mathbb{R}^d \)).** Suppose that \( \Phi = (v_j) \) is a sequence of \( n > d \) equiangular unit vectors (lines) in \( \mathbb{R}^d \), i.e., there is an \( \alpha > 0 \) with
\[
\langle v_j, v_k \rangle = \pm \alpha, \quad j \neq k.
\]
Then the Gramian matrix has the form
\[
G_\Phi = \text{Gram}(\Phi) = I + \alpha S_\Phi,
\]
where \( S = S_\Phi \) is a Seidel matrix, i.e., \( S \) is symmetric, with zero diagonal, and off diagonal entries \( \pm 1 \). Moreover, each Seidel matrix is associated with a sequence of equiangular lines.
Each Seidel matrix $S$ is in turn associated with the graph $\text{gr}(S)$ which has an edge between $j \neq k$ if and only if $S_{jk} = -1$. Let $C$ be the diagonal matrices with diagonal entries $\pm 1$. Then the projective unitary equivalence class of $\Phi$ is uniquely determined by all the possible Gram matrices of its members, i.e.,

$$G := \{CG\Phi C^* : C \in C\},$$

and hence all the possible Seidel matrices

$$S := \{CG\Phi C^* : C \in C\},$$

and in turn the corresponding graphs $\text{gr}(S)$. The set of graphs $\text{gr}(S)$ is called the **switching class** of $\text{gr}(S\Phi)$, or a **two–graph**. Since the frame graph of $\Phi$ is complete, Theorem 2.2 gives that projective unitary equivalence class of $\Phi$ (equivalently $G$, $S$ or $\text{gr}(S)$) is in 1–1 correspondence with the triple products of $\Phi$. It suffices to consider only those triple products with distinct indices, since if an index is repeated twice or thrice, then by (2.6) the triple products are depend only on $\alpha$. In this way, the two–graph is in 1–1 correspondence with the triple products

$$\{T_{jkl} = \pm \alpha^3 : j, k, \ell \text{ are distinct}\}.$$ 

Since these triple products take only two values, which are independent of the ordering of the indices, they can be described by giving the collection of the subsets $\{j, k, \ell\}$ where they take one of these values. This association leads to the equivalent definition of a two–graph as a set of (unordered) triples chosen from a finite vertex set $X$, such that every unordered quadruple from $X$ contains an even number of triples of the two–graph.

**Example 2.4** (Equiangular lines in $\mathbb{C}^d$) If $\Phi$ is a sequence of $n$ equiangular unit vectors (lines) in $\mathbb{C}^d$, with $C > 0$, then up to projective unitary equivalence $\Phi$ is determined by its triple products. This result was given in [3] for the special case $n = d^2$. Such a configuration has $C = \frac{1}{\sqrt{d+1}}$, and is known as a SIC or SIC-POVM (symmetric informationally complete positive operator valued measure).

We now give an example to show that projective unitary equivalence is not always characterised by the triple products if the frame graph is not complete. We observe that the $m$–products are closed under complex conjugation, i.e.,

$$\overline{\Delta(v_{j_1}, v_{j_2}, \ldots, v_{j_m})} = \Delta(v_{j_m}, \ldots, v_{j_2}, v_{j_1}).$$

(2.7)

**Example 2.5** (*n–cycle*) Let $(e_j)$ be the standard basis vectors in $\mathbb{C}^n$. Fix $|z| = 1$, and let

$$v_j := \begin{cases} e_j + e_{j+1}, & 1 \leq j < n, \\ e_n + ze_1, & j = n. \end{cases}$$
Then the frame graph of \((v_j)\) is the \(n\)-cycle \((v_1, \ldots, v_n)\), and so the only nonzero \(m\)-products for distinct vectors are
\[
\Delta(v_j) = \|v_j\|^2 = 2, \quad 1 \leq j \leq n, \quad (2.8)
\]
\[
\Delta(v_j, v_{j+1}) = |\langle v_j, v_{j+1} \rangle|^2 = 1, \quad 1 \leq j < n, \quad (2.9)
\]
\[
\Delta(v_1, v_2, \ldots, v_n) = z, \quad (2.10)
\]
and their complex conjugates. Therefore different choices of \(z\) give projectively inequivalent frames. Thus, for \(n > 3\), the vectors \((v_j)\) are not defined up to projective unitary equivalence by their triple products.

### 3 Characterisation of projective unitary equivalence

We now show that a sequence of \(n\) vectors is determined up to projective unitary equivalence by its \(m\)-products for \(1 \leq m \leq n\). This is done by constructing a sequence of vectors \((w_j)\) with given \(m\)-products \(\Delta(v_{j_1}, \ldots, v_{j_m})\), which amounts to finding all the possible Gram matrices \(G = [\langle w_k, w_j \rangle]\) with these \(m\)-products, because of the following.

**Remark 3.1** Given a Gram matrix \(G\), there are many ways to construct a sequence of vectors \((v_j)_{j=1}^n\) with \(G = [\langle v_k, v_j \rangle]\), i.e., \(G = V^*V\) where \(V = [v_1, \ldots, v_n]\). For example, since the Gram matrix \(G\) of a sequence of \(n\) vectors which span a vector space of dimension \(d\) is positive semidefinite of rank \(d\), it is unitarily diagonalisable
\[
G = U^* \Lambda U, \quad \Lambda = \begin{pmatrix}
\lambda_1 & & \\
& \ddots & \\
& & \lambda_n
\end{pmatrix}, \quad \lambda_1, \ldots, \lambda_d > 0, \quad \lambda_{d+1}, \ldots, \lambda_n = 0,
\]
and so we may take \(V = [v_1, \ldots, v_n] = \Lambda^{1/2} U\). This gives vectors \((v_j)\) in \(\mathbb{C}^n\) which are zero in the last \(n - d\) components, and so can be identified with vectors in \(\mathbb{C}^d\). Similarly, one could take a Cholesky decomposition \(G = V^*V\). In the special case when \(G\) is an orthogonal projection matrix \(P\), and one can take \(V = P\), since \(G = P = P^*P\).

The diagonal entries of the Gram matrices \(G = [\langle w_k, w_j \rangle]\) are given by the 1–products, and the moduli of its off diagonal entries by the 2–products with distinct arguments, i.e.,
\[
\Delta(v_j) = \|v_j\|^2, \quad \Delta(v_j, v_k) = |\langle v_j, v_k \rangle|^2, \quad j \neq k. \quad (3.11)
\]
It therefore remains to choose arguments for the nonzero off diagonal entries of \(G\), which are consistent with the \(m\)-products for \(m \geq 3\). By choosing \(C\) in (1.2), some of these can be taken to be arbitrary. Once this is done to the full extent (spanning tree argument), we show the remaining arguments are then given by the \(m\)-products (completing cycles).
Theorem 3.2 (Characterisation) Two sequences \((v_j)\) and \((w_j)\) of \(n\) vectors are projectively unitarily equivalent if and only if their \(m\)-products are equal, i.e.,

\[
\Delta(v_{j_1}, v_{j_2}, \ldots, v_{j_m}) = \Delta(w_{j_1}, w_{j_2}, \ldots, w_{j_m}), \quad 1 \leq j_1, \ldots, j_m \leq n, \quad 1 \leq m \leq n.
\]

Proof: It suffices to find a Gram matrix

\[
G = [\langle w_k, w_j \rangle] = C \text{Gram}(\Phi) C^* \]

by using only the \(m\)-products of \(\Phi = (v_j)\). By (3.11), we know the modulus of each entry of \(G\), and in particular the frame graph of \(\Phi\). We therefore need only determine the arguments of the (nonzero) inner products, which correspond to edges of the frame graph. This we do on each connected component \(\Gamma\) of the frame graph of \(\Phi\).

Spanning tree argument. Find a spanning tree \(T\) of \(\Gamma\) with root vertex \(r\). By working out from the root \(r\), we can multiply the vertices \(v \in \Gamma \setminus \{r\}\) by unit scalars so that the arguments of the inner products corresponding to the edges of \(\Gamma\) take arbitrarily assigned values.

Completing cycles. The only entries of the Gram matrix \(G\) which are not yet defined are those given by the edges of \(\Gamma\) which are not in \(T\). Since \(T\) is a spanning tree, adding each such edge to \(T\) gives an \(m\)-cycle. The corresponding nonzero \(m\)-product has all inner products already determined, except the one corresponding to the added edge, which is therefore uniquely determined by the \(m\)-product.  

We now illustrate Theorem 3.2 by constructing all the possible Gram matrices \(G\) for a sequence of vectors \((w_j)\) which is projectively unitarily equivalent to a given sequence \(\Phi = (v_j)\), by using only the \(m\)-products of \(\Phi\).

Example 3.3 Let \(\Phi = (e_j)\) be an orthonormal basis for \(\mathbb{C}^3\), which has Gram matrix

\[
\text{Gram}(\Phi) = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Here the frame graph is totally disconnected (see Fig. 1), and so each possible \(G\) is determined by the 1–products and 2–products using (3.11), i.e.,

\[
\langle w_j, w_j \rangle = \langle v_j, v_j \rangle = 1, \quad |\langle w_k, w_j \rangle|^2 = |\langle v_k, v_j \rangle|^2 = 0, \quad j \neq k \implies \langle w_k, w_j \rangle = \delta_{jk}.
\]

Thus there is a unique Gram matrix \(G\) corresponding to the 1–products and 2–products. Alternatively, by (1.2), one has that all \(G\) are given by \(C^* \text{Gram}(\Phi) C = \text{Gram}(\Phi)\).

Now we give an example where the spanning tree and cycle completing arguments are not trivial.
Example 3.4 Let $\Phi = (v_j)$ be three equally spaced unit vectors in $\mathbb{R}^2$, viewed as vectors in $\mathbb{C}^2$. These have Gram matrix

$$\text{Gram}(\Phi) = \begin{pmatrix}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2}
\end{pmatrix},$$

and the frame graph is complete (see Fig. 1). A spanning tree with root $v_1$ is given by the path $v_1, v_2, v_3$, working out from the root $v_1 = w_1$, we may scale $v_2$ then $v_3$ to $w_j = c_j v_j$, so that the arguments of $\langle w_1, w_2 \rangle$ and $\langle w_2, w_3 \rangle$ are arbitrary, say $a$ and $b$, $|a| = |b| = 1$. The only inner product which is not yet determined is $\langle w_1, w_3 \rangle$, which is given by completing the 3-cycle $v_1, v_2, v_3, v_1$, i.e.,

$$\Delta(w_1, w_2, w_3) = \Delta(v_1, v_2, v_3) \implies \left( \frac{1}{2} a \right) \left( \frac{1}{2} b \right) \left( \frac{1}{2} \langle w_3, w_1 \rangle \right) = \left( \frac{1}{2} \right)^3 \implies \langle w_1, w_3 \rangle = ab.$$

Thus all the Gram matrices $G$ of vectors $(w_j)$ which are projectively unitarily equivalent to $\Phi = (v_j)$ are given by

$$G = \begin{pmatrix}
\frac{1}{2} a & \frac{1}{2} b \\
\frac{1}{2} c & \frac{1}{2} d
\end{pmatrix}, \quad |a| = |b| = 1.$$

This can be checked using (1.2)

$$G = C^* \text{Gram}(\Phi) C = \begin{pmatrix}
\frac{1}{2} c_1 & \frac{1}{2} c_2 \\
\frac{1}{2} c_2 & \frac{1}{2} c_1
\end{pmatrix}.$$

Figure 1: The frame graph of an orthonormal basis for $\mathbb{C}^3$ (Example 3.3), and the frame graph for three equiangular vectors in $\mathbb{C}^2$ (Example 3.4).

Example 3.5 Let $\Phi = (v_j)$ be the “two mutually unbiased bases” for $\mathbb{C}^2$ given by

$$\Phi = \left\{ \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \begin{pmatrix} \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \end{pmatrix}, \begin{pmatrix} \frac{1}{\sqrt{2}} \\ -\frac{1}{\sqrt{2}} \end{pmatrix} \right\}, \quad \text{Gram}(\Phi) = \begin{pmatrix}
1 & 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
0 & 1 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 1 & 0 \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 1
\end{pmatrix}.\]
This $\Phi$ has frame graph the 4–cycle $v_1, v_3, v_2, v_4, v_1$, and hence no nonzero triple products with distinct indices. A spanning tree with root $v_1$ is given by the path $v_1, v_3, v_2, v_4$. Fix $v_1 = w_1$, and then scale in order $v_3, v_2, v_4$ to $w_j = c_j v_j$, so that

$$
\langle w_1, w_3 \rangle = \frac{a}{\sqrt{2}}, \quad \langle w_3, w_2 \rangle = \frac{b}{\sqrt{2}}, \quad \langle w_2, w_4 \rangle = \frac{c}{\sqrt{2}}.
$$

Then $\langle w_4, w_1 \rangle = \frac{1}{\sqrt{2}} z$ is determined by completing the 4–cycle, i.e.,

$$
\langle w_1, w_3 \rangle \langle w_3, w_2 \rangle \langle w_2, w_4 \rangle \langle w_4, w_1 \rangle = \langle v_1, v_3 \rangle \langle v_3, v_2 \rangle \langle v_2, v_4 \rangle \langle v_4, v_1 \rangle \implies abc z = -1
$$

Thus the Gram matrices which match all the $m$–products of $\Phi$ have the form

$$
G = \begin{pmatrix}
1 & 0 & \frac{a}{\sqrt{2}} & \frac{b}{\sqrt{2}} \\
0 & 1 & \frac{b}{\sqrt{2}} & \frac{c}{\sqrt{2}} \\
\frac{a}{\sqrt{2}} & \frac{b}{\sqrt{2}} & 1 & 0 \\
\frac{b}{\sqrt{2}} & \frac{c}{\sqrt{2}} & 0 & 1
\end{pmatrix}, \quad |a| = |b| = |c| = 1, \quad z := -\frac{ac}{b}.
$$

In this example, $\Phi$ is in fact determined up to projective unitary equivalence by its 1–products and 2–products, since Sylvester’s criterion for the $G$ above to be positive semidefinite gives

$$
\det(G) = -\frac{1}{4} \frac{(bz + ac)^2}{abcz} = -\frac{1}{4} \left| \frac{bz}{ac} + 1 \right|^2 \geq 0 \implies \frac{bz}{ac} + 1 = 0 \implies z = -\frac{ac}{b}.
$$

By way of contrast, the $\Phi$ with frame graph a 4–cycle in Example 2.5 is not determined up to projective unitary equivalence by its 1–products and 2–products.

4 Reconstruction from the $m$–products

It is apparent from the proof of Theorem 3.2 that only a small subset of the $m$–products is required to determine a sequence of vectors $\Phi$ up to projective unitary equivalence. We call a subset of the $m$–products (or the corresponding indices) a determining set for the $m$–products if all $m$–products can be determined from them.

Corollary 4.1 Let $\Gamma$ be the frame graph of a sequence of $n$ vectors $\Phi$ (this is determined by the 2–products). For each connected component $\Gamma_j$ of $\Gamma$, let $T_j$ be a spanning tree. Then $\Phi$ is determined up to projective unitary equivalence by the following $m$–products

(i) The 2–products

(ii) The $m$–products, $3 \leq m \leq n$, used to obtain $\Gamma_j$ from $T_j$ by completing $m$–cycles (these have indices in $\Gamma_j$), as detailed in the proof of Theorem 3.2.

In particular, if $M$ is the number of edges of $\Gamma$ which are not in any $T_j$, then it is sufficient to know all of the 2–products, and $M$ of the $m$–products, $3 \leq m \leq n$. 
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In other words, all possible $m$–products can be determined from those of (i) and (ii),
which therefore are a determining set. As indicated by Example 3.5, the $m$–products of (ii)
may not be a minimal such subset, though it is a minimal subset from which the $m$–products
can be determined using only the proof of Theorem 3.2.

Example 4.2 Let $\Phi = (v_j)$ be four equiangular vectors with $C > 0$. The frame graph of $\Phi$
is complete, and $M = 6 - 3 = 3$. Spanning trees (see Fig. 2) include

$T_p :=$ the path $v_1, v_2, v_3, v_4$,

$T_s :=$ the star graph internal vertex $v_1$ and leaves $v_2, v_3, v_4$.

For $T_p$ we can complete either the 4–cycle $v_1, v_2, v_3, v_4, v_1$ followed by any one of the four
3–cycles (which also completes another 3–cycle) and then one of the remaining two 3–cycles, so, e.g., a determining set is given by the 2–products, and

$$\Delta(v_1, v_2, v_3, v_4), \quad \Delta(v_1, v_2, v_3), \quad \Delta(v_1, v_2, v_4).$$ (4.12)

For $T_s$, adding any edge completes a 3–cycle containing $v_1$, there are then two edges which can
be added to complete a 3–cycle, after which adding the other edge completes the remaining
two 3–cycles, so, e.g., a determining set is given by the 2–products, and

$$\Delta(v_1, v_2, v_3), \quad \Delta(v_1, v_2, v_4), \quad \Delta(v_1, v_3, v_4).$$ (4.13)

![Figure 2: The spanning trees $T_p$ and $T_s$ (and cycle completions) of Example 4.2](image)

We observe that the 4–product of (4.12) can be “decomposed” into smaller $m$–products, e.g.,

$$\Delta(v_1, v_2, v_3, v_4) = \frac{\Delta(v_1, v_2, v_3)\Delta(v_1, v_3, v_4)}{\Delta(v_1, v_3)},$$ (4.14)

and so $\Delta(v_1, v_2, v_3, v_4)$ can be replaced by the 3–cycle $\Delta(v_1, v_3, v_4)$, which gives the determining set of (4.13).
The $m$–products of (ii) can be taken to be those corresponding to the fundamental cycles, i.e., the unique cycle completed by adding an edge to $\Gamma_j$. These fundamental cycles form a basis for the cycle space, i.e., the $\mathbb{Z}_2$–formal combinations of cycles. Using this terminology, we can generalise Theorem 4.3.

**Theorem 4.3** *(Characterisation II)* Two finite sequences $(v_j)_{j \in J}$ and $(w_j)_{j \in J}$ of vectors are projectively unitarily equivalent if and only if their $2$–products are equal and their $m$–products corresponding to a basis for the cycle space of their frame graph are equal.

**Proof:** All cycles in the frame graph can be calculated from those in basis, and hence all $m$–products can be calculated from those corresponding to a basis, as indicated in (4.14). $\square$

**Example 4.4** The fundamental cycles corresponding to the trees $T_p$ and $T_s$ of Example 4.2 give the following $m$–products

$$\begin{align*}
\Delta(v_1, v_2, v_3, v_4), & \quad \Delta(v_1, v_2, v_3), & \quad \Delta(v_2, v_3, v_4), & \quad \Delta(v_1, v_2, v_3), & \quad \Delta(v_1, v_2, v_4), & \quad \Delta(v_3, v_4), & \quad \Delta(v_1, v_2, v_3), & \quad \Delta(v_1, v_2, v_4), & \quad \Delta(v_3, v_4), & \quad \Delta(v_1, v_2, v_4), & \quad \Delta(v_3, v_4), \\
(4.15) & & & (4.16) & & & & & & & & &
\end{align*}$$

respectively.

We can now generalise Theorem 4.2.

**Theorem 4.5** Let $\Phi = (v_j)$ be finite sequence of vectors. Then $\Phi$ is determined up to projective unitary equivalence by its $3$–products if the cycle space of its frame graph is spanned by $3$–cycles (and so there is a basis of $3$–cycles).

**Example 4.6** *(Chordal graphs)* A graph is said to be chordal (or triangulated) if each of its cycles of four or more vertices has a chord, and so the cycle space is spanned by the $3$–cycles. Thus, if the frame graph of $\Phi$ is chordal, as is the case for equiangular lines, then $\Phi$ is determined by its triple products. The extreme cases are a totally disconnected graph (orthogonal bases) where there are no cycles, and the complete graph where all subsets of three vectors lie on a $3$–cycle.

We now give an example (Theorem 4.7) where the cycle space of the frame graph has a basis of $3$–cycles, but is not chordal.

A family of orthonormal bases $B_1, B_2, \ldots, B_k$ for $\mathbb{C}^d$ is said to be mutually unbiased if

$$|\langle v, w \rangle|^2 = \frac{1}{d}, \quad v \in B_r, \quad w \in B_j.$$  

We call $B_1, \ldots, B_k$ a sequence of $k$ MUBs (mutually unbiased bases). The frame graph of two or more MUBs ($d > 1$) is not chordal, because there is a $4$–cycle $(v_1, w_1, v_2, w_2)$, $v_1, v_2 \in B_r$, $w_1, w_2 \in B_s$ not containing a chord.

We now show for three or more MUBs the cycle space of the frame graph is spanned by the $3$–cycles. This is not case for two MUBs (cf. Example 3.5).
Theorem 4.7 (MUBs) Let $\Phi$ consist of three or more MUBs in $\mathbb{C}^d$. Then $\Phi$ is determined up to projective unitary equivalence by its 3–products.

Proof: It suffices to show the cycle space of the frame graph $\Gamma$ of $\Phi$ has a basis of 3–cycles. To this end, let $B_j$, $j = 1, \ldots, k$, be the orthonormal bases for $\mathbb{C}^d$, so that $\Gamma$ is a complete $k$–partite graph (with partite sets $B_j$). Fix $v_1 \in B_1$ and $v_2 \in B_2$. A spanning tree $\mathcal{T}$ for $\Gamma$ is given by taking an edge from $v_1$ to each vertex of $B_j$, $j \neq 1$, and an edge from $v_2$ to each vertex of $B_1 \setminus v_1$. Each of the remaining edges of $\Gamma \setminus \mathcal{T}$ gives a fundamental cycle. These have two types (see Fig. 3):

1. \[ \frac{1}{2}d^2(k-1)(k-2) \text{ edges between vertices in } B_r \text{ and } B_s, \quad r, s \neq 1, \text{ which give fundamental 3–cycles (involving } v_1). \]

2. \[ (d-1)((k-1)d - 1) \text{ edges between vertices } u \in B_1 \setminus v_1 \text{ and } w \in \bigcup_{j \neq 1} B_j \setminus v_2, \text{ which give fundamental 4–cycles } (u, w, v_1, v_2). \text{ These can be written as a union of the 3–cycles } (u, w, v_2) \text{ and } (v_1, v_2, w). \]

Thus the cycle space is spanned by 3–cycles. \qed

Figure 3: The proof of Theorem 4.7 for MUBs $B_1, B_2, B_3$ in $\mathbb{C}^3$. The frame graph $\Gamma$, the spanning tree $\mathcal{T}$, and fundamental cycles of type 1 and 2.
The maximal number of MUBs is of interest in quantum information theory. For \(d\) a prime, or a power of a prime, the maximal number of MUBs in \(\mathbb{C}^d\) is \(d + 1\), see [3], [7], [8] for constructions. These have a special (Heisenberg) structure, which has been used to classify them up to projective unitary equivalence, see [9], [10], [6]. Our classification using 3–products does not presuppose any structure on the MUBs.

There exists graphs which are not chordal, with every edge on a 3–cycle (as is the case for the frame graph of three or more MUBs), but for which the cycle space is not spanned by 3–cycles (see Fig. 4).

![Figure 4: A nonchordal graph for which each edge is on a 3–cycle.](image)

5 Similarity and \(m\)–products for vector spaces

Using the theory of frames for vector spaces [11], one can give analogous results for vector spaces, where the role of unitary equivalence is played by “similarity”, and the role of \(m\)–products by “canonical \(m\)–products”. This allows the “projective symmetry group” to be defined in a very general setting (see [12]).

Let \(\Phi = (v_j)\) and \(\Psi = (w_j)\) be finite sequences of vectors which span vector spaces \(X\) and \(Y\) over a subfield \(F\) of \(\mathbb{C}\). We say that \(\Phi\) and \(\Psi\) are similar if there is an invertible linear map \(Q : X \to Y\) with

\[
    w_j = Qv_j, \quad \forall j,
\]

and projectively similar if there is an invertible linear map \(Q : X \to Y\) and unit scalars \(c_j\) with

\[
    w_j = c_jQv_j, \quad \forall j.
\]

For a finite sequence \(\Phi = (v_j)_{j \in J}\) in \(X\) the synthesis map is

\[
    V = [v_j]_{j \in J} : F^J \to X : a \mapsto \sum_j a_jv_j.
\]

The subspace of all linear dependencies between the vectors of \(\Phi\) is

\[
    \text{dep}(\Phi) := \ker(V) = \{a \in F^J : \sum_j a_jv_j = 0\},
\]
and we denote the orthogonal projection onto \( \text{dep}(\Phi)^\perp \) (orthogonal complement) by \( P_\Phi \).

We have following characterisation of similarity in terms of linear dependencies.

**Lemma 5.1** ([11]) Let \( \Phi = (v_j)_{j \in J} \) and \( \Psi = (w_j)_{j \in J} \) be spanning sequences for the \( \mathbb{F} \)-vector spaces \( X \) and \( Y \). Then the following are equivalent

(a) \( \Phi \) and \( \Psi \) are similar, i.e., there is a invertible linear map \( Q : v_j \mapsto w_j \).

(b) \( \text{dep}(\Phi) = \text{dep}(\Psi) \) (the dependencies are equal).

(c) \( P_\Phi = P_\Psi \) (the associated projections are equal).

The proof of Lemma 5.1 shows that \( \Phi = (v_j) \) is similar to columns of \( P = P_\Phi \). These columns \( (Pe_j) \) span a subspace of \( \mathbb{F}^J \), which inherits the Euclidean inner product. Indeed

\[
\langle Pe_j, Pe_k \rangle = P_{jk},
\]

i.e., the Gramian of \( (Pe_j) \) is \( P = P_\Phi \). We will call the \( m \)-products of \( (Pe_j) \) the canonical \( m \)-products of \( (v_j) \), and denote them

\[
\Delta C(v_{j_1}, \ldots, v_{j_m}) := \Delta(Pe_{j_1}, \ldots, Pe_{j_m}) = P_{j_1j_2}P_{j_2j_3} \cdots P_{j_mj_1}.
\]  

(5.17)

In this way, we may apply Theorem 2.2.

**Theorem 5.2** (Characterisation) Let \( \Phi = (v_j) \) and \( \Psi = (w_j) \) be finite sequences of vectors in vector spaces over a subfield \( \mathbb{F} \) of \( \mathbb{C} \) which is closed under complex conjugation. Then

1. \( \Phi \) and \( \Psi \) are similar if and only if \( P_\Phi = P_\Psi \).

2. \( \Phi \) and \( \Psi \) are projectively similar if and only if their canonical \( m \)-products (for a determining set) are equal.

**Proof:** The first follows from Lemma 5.1 and implies that \( \Phi \) and \( \Psi \) are projectively similar, i.e.,

\[
w_j = c_jQv_j = Q(c_jv_j), \quad \forall j,
\]

if and only if \( \Psi = (w_j) \) and \( \Phi' = (c_jv_j) \) are similar, for some choice of unit scalars \( (c_j) \), i.e.,

\[
P_\Psi = P_{(c_jv_j)} = C^*P_\Phi C.
\]  

(5.18)

Here the last equality follows by a simple calculation. Since \( \Phi \) and \( \Psi \) are similar to \( (P_\Phi e_j) \) and \( (P_\Psi e_j) \), which have Gram matrices \( P_\Phi \) and \( P_\Psi \), it follows from (1.2) that (5.18) is equivalent to \( (P_\Phi e_j) \) and \( (P_\Psi e_j) \) being projectively unitary equivalent, and by Theorem 2.2, this is equivalent to their \( m \)-products, i.e., the canonical \( m \)-products of \( (v_j) \) and \( (w_j) \) being equal. \( \square \)

For the case of projective similarity, one can calculate the \( c_j \) and \( Q \) in \( w_j = c_jQv_j \) explicitly, as we now illustrate.
Example 5.3 Suppose that $\Phi = (v_j)$ spans a 2-dimensional space, i.e.,
\[ \alpha v_1 + \beta v_2 + \gamma v_3 = 0, \quad |\alpha|^2 + |\beta|^2 + |\gamma|^2 = 1. \]
Then $\text{dep}(\Phi) = \text{span}\{u\}$, $u = (\alpha, \beta, \gamma)$, so that
\[ P_\Phi = I - uu^* = \begin{pmatrix} 1 - |\alpha|^2 & -\alpha \overline{\beta} & -\alpha \overline{\gamma} \\ -\alpha \overline{\beta} & 1 - |\beta|^2 & -\beta \overline{\gamma} \\ -\alpha \overline{\gamma} & -\beta \overline{\gamma} & 1 - |\gamma|^2 \end{pmatrix}. \]
The canonical 2-products are uniquely determined by $|a|, |b|, |c|$, e.g.,
\[ \Delta_C(v_1, v_1) = (1 - |\alpha|^2)^2, \quad \Delta_C(v_1, v_2) = -|\alpha|\beta|^2 = |\alpha|^2|\beta|^2, \]
as is the canonical 3-product corresponding to the unique 3-cycle
\[ \Delta_C(v_1, v_2, v_3) = (-\alpha \beta)(-\beta \gamma)(-\alpha \gamma) = -|\alpha|^2|\beta|^2|\gamma|^2. \]
Thus if $\Psi = (w_j)$ is given by
\[ \tilde{\alpha} w_1 + \tilde{\beta} w_2 + \tilde{\gamma} w_3 = 0, \quad |\tilde{\alpha}|^2 + |\tilde{\beta}|^2 + |\tilde{\gamma}|^2 = 1, \]
then
1. $\Phi$ is similar to $\Phi$ if and only if $P_\Psi = P_\Phi$, i.e.,
\[ \tilde{\alpha} \overline{\beta} = \alpha \beta, \quad \tilde{\alpha} \overline{\gamma} = \alpha \gamma, \quad \tilde{\beta} \overline{\gamma} = \beta \gamma. \]
2. $\Phi$ is projectively similar to $\Phi$ if and only if their canonical $m$–products are equal, i.e.,
\[ |\tilde{\alpha}| = |\alpha|, \quad |\tilde{\beta}| = |\beta|, \quad |\tilde{\gamma}| = |\gamma|. \]

When $\Psi$ and $\Phi$ are projectively similar, i.e., $w_j = c_j Q v_j$ (the canonical $m$–products are equal), one has $P_\Psi = C^* P_\Phi C$. Here, suppose $\alpha, \beta, \gamma \neq 0$, then we have
\[ c_1 c_2 \alpha \beta = \overline{\alpha} \beta, \quad c_1 c_3 \alpha \gamma = \overline{\alpha} \gamma, \quad c_2 c_3 \beta \gamma = \overline{\beta} \gamma \quad \Rightarrow \quad c_2 = \frac{\alpha \beta}{\overline{\alpha} \beta} c_1, \quad c_3 = \frac{\alpha \gamma}{\overline{\alpha} \gamma} c_1. \]
where $Q$ is defined by
\[ Q v_1 := c_1 w_1, \quad Q v_2 := \frac{\alpha \beta}{\overline{\alpha} \beta} c_1 w_2. \]
6 Projectively equivalent harmonic frames

Orthogonal bases can be generalised as follows (cf. [13], [14]). We say, a sequence of \( n \) vectors \((v_j)\) is a **tight frame** for a \( d \)-dimensional inner product space \( \mathcal{H} \) if for some \( A > 0 \)

\[
f = \frac{1}{A} \sum_j \langle f, v_j \rangle v_j, \quad \forall f \in \mathcal{H},
\]

Examples of tight frames of more than \( d \) vectors include SICs, MUBs, and harmonic frames.

Let \( G \) be a finite abelian group of order \( n \), with irreducible characters \( \xi \in \hat{G} \). Here \( \hat{G} \) is known as the character group (which is isomorphic to \( G \)). Let \( J \subset \hat{G} \), with \( |J| = d \), then any tight frame which is unitarily equivalent to the equal–norm tight frame for \( \mathbb{C}^J \approx \mathbb{C}^d \) given by

\[
\Phi_J = (\xi|_J)_{\xi \in \hat{G}}
\]

is called a **harmonic frame**, and is said to be **cyclic** if \( G \) is a cyclic group. This is the class of tight frames which are the orbit of a group of unitary transformations on \( \mathbb{C}^d \), which is isomorphic to \( G \) (see [15], [16]). The harmonic frames were studied up to unitary equivalence in [17], [16]. We now recount some of the basic details.

Let \( G \) be a fixed finite abelian group. Subsets \( J \) and \( K \) of \( G \) are **multiplicatively equivalent** if there is an automorphism \( \sigma : G \to G \) for which \( K = \sigma J \). In this case,

\[
\hat{\sigma} : \hat{G} \to \hat{G} : \chi \mapsto \chi \circ \sigma^{-1}
\]

is an automorphism of \( \hat{G} \), and

\[
\langle \xi|_J, \eta|_J \rangle = \langle \hat{\sigma} \xi|_K, \hat{\sigma} \eta|_K \rangle,
\]

i.e., \( \Phi_J \) and \( \Phi_K \) are unitarily equivalent after reindexing by the automorphism \( \hat{\sigma} \).

The **translations** of \( G \) are the bijections

\[
\tau_b : G \to G : j \mapsto j - b, \quad b \in G,
\]

and we say \( K \) is a **translate** of \( J \) if \( K = J - b \), i.e., \( K = \tau_b J \). We define the **affine group** of \( G \) to be the group of bijections \( \pi : G \to G \) generated by the translations and automorphisms, i.e., the \( |G| |\text{Aut}(G)| \) maps of the form

\[
\pi(g) = \sigma(g) - b, \quad \sigma \in \text{Aut}(G), \quad b \in G.
\]

If \( K = \pi J \), for some \( \pi \) in the affine group, we say \( J \) and \( K \) are **affinely equivalent**.

**Lemma 6.1** If \( J \) and \( K \) are subsets of a finite abelian group \( G \), which are translates of each other, then the harmonic frames \( \Phi_J \) and \( \Phi_K \) are projectively unitarily equivalent.
Proof: Suppose \( K = J - b \). Since \( \Phi_J = (\xi|_J)_{\xi \in \hat{G}} \), we need to show
\[
\xi|_K = c\xi U(\xi|_J), \quad \xi \in \hat{G},
\]
where \( U : \mathbb{C}^J \to \mathbb{C}^K \) is unitary. Let \( U_b : \mathbb{C}^J \to \mathbb{C}^K \) be the unitary map
\[
(U_b v)(k) := v(k + b), \quad k \in K.
\]
Since \( \xi \) is a character, we have
\[
(U_b\xi|_J)(k) = \xi|_J(k + b) = \xi(k + b) = \xi(k)\xi(b) = \xi|_K(k)\xi(b),
\]
and so we can take \( U = U_b \) and \( c\xi = 1/\xi(b) \).

The converse: that projective unitary equivalence implies \( J \) and \( K \) are translates of each other appears to be true.

Theorem 6.2  Suppose \( J \) and \( K \) are subsets of a finite abelian group \( G \). Then

1. If \( J \) and \( K \) are translates, then \( \Phi_J \) and \( \Phi_K \) are projectively unitarily equivalent.

2. If \( J \) and \( K \) are multiplicatively equivalent, then \( \Phi_J \) and \( \Phi_K \) are unitarily equivalent after reindexing by an automorphism.

3. If \( J \) and \( K \) are affinely equivalent, then \( \Phi_J \) and \( \Phi_K \) are projectively unitarily equivalent after reindexing by an automorphism.

Proof: The first part is Lemma 6.1, the second is given in [16] (Theorem 3.5), and third follows by combining the first two. □

Example 6.3  Let \( p > 2 \) be a prime. Then all harmonic frames of \( p \) vectors in \( \mathbb{C}^2 \) are projectively unitarily equivalent up to reindexing (to \( p \) equally spaced vectors in \( \mathbb{R}^d \)). This follows since there is a unique affine map, taking a sequence of two distinct elements of \( \mathbb{Z}_p \) to any other. In particular, allowing for reindexing, the two harmonic frames of three vectors in \( \mathbb{C}^2 \) which are unitarily inequivalent (one is real, one is complex) are projectively unitarily equivalent.

The conditions of 1,2,3 of Theorem 6.2 say that \( J \) and \( K \) are in the same orbit under action of the group of translations, the automorphism group, and the affine group on the subsets of \( G \), respectively. Using this, we were able to calculate the various equivalences using the computer algebra package MAGMA [19]. The results of these calculations for the cyclic harmonic frames are summarised in Fig. 5. These indicate that the number of projective unitary equivalence classes is much smaller than the number of unitary equivalence classes (up to any reindexing). There are just a few cases where the number of equivalence classes is smaller than that predicted by the group theoretic calculations, because there is a reindexing which is not an automorphism which makes harmonic frames equivalent. This was previously observed in the case of unitary equivalence [16]. In these cases the larger group theoretic estimate is given in the row below in Fig. 5.
Figure 5: The number of unitary and projective unitary equivalence classes (up to reindexing) of cyclic harmonic frames of $n$ vectors in $\mathbb{C}^d$, $d = 2, \ldots, 7$. When the group theoretic estimate of Theorem 6.2 is larger (because there are reindexings which are not automorphisms) it is given in the row below.
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