Abstract

This work introduces a novel path-following control strategy inspired by the famous two-body problem, aiming to stabilize any Keplerian orbit. Utilizing insights from the mathematical structure of the two-body problem, we derive a robust path-following law adopting sliding mode control theory to achieve asymptotic convergence to bounded disturbances. The resulting control law is demonstrated to be asymptotically stable. Illustrative examples showcase its applicability, including orbiting an accelerated moving point, patching Keplerian trajectories for complex patterns, and orbital maintenance around the asteroid Itokawa. The proposed control law offers a significant advantage for the orbital station-keeping problem, as its sliding surface is formulated based on variables commonly used to define orbital dynamics. This inherent alignment facilitates easy application to orbital station-keeping scenarios.

1 Introduction

For certain operations of a vehicle, using path-following control laws is more interesting than reference tracking. Path-following algorithms focus on driving the vehicle to a specific path geometry and maintaining it without any time parameterization. In contrast, reference tracking forces the vehicle to reach a particular point on the path at a specific time. In mathematical terms, in a path-following approach, the desired output of the system is parameterized by a virtual arc-length \( \theta \in [0; \theta_f] \), where \( \theta_f \) is the total virtual arc-length, denoted as \( \tilde{y}_d(\theta) \) [2, 27], while reference tracking uses \( \tilde{y}_d(t) \), which is parameterized on time \( t \).

Path-following is useful in scenarios where the path itself is more critical than reaching certain points at precise times. This is common in scenarios like lane-keeping on highways [17], where the vehicle needs to accurately follow the curvature of the road. On the other hand, reference tracking is suitable for tasks that require precise timing and synchronization, such as the platooning of vehicles [30]. Path-following control also offers significant performance advantages compared to reference tracking [12, 3]. Aguiar et al. [3] conducted a study illustrating that tracking a geometric path \( \tilde{y}_d(\theta) \) is less restrictive than tracking a reference signal \( \tilde{y}_d(t) \). The latter is subject to limitations imposed by the unstable zero dynamics, limiting the ability to reduce the \( L_2 \)-norm of the tracking error to an arbitrarily small value.

Those advantages made path-following a chosen strategy for the guidance of various types of vehicles, including aircraft [10, 13, 23], watercraft [7, 38, 67], and robots [34, 15, 19, 85]. Researchers have proposed...
various approaches to achieve path-following, such as using transverse feedback linearization [5, 24, 23], vector field [22, 36], and line-of-sight [12, 9]. A survey of different planar path-following algorithms used for guiding UAVs (unmanned aerial vehicles) can be found in [31].

Those previously proposed path-following approaches rely on intermediate steps such as path parameterization and putting the problem in terms of heading/yaw rate/angle to control the vehicle’s path. In this paper, we put on a solid mathematical foundation a new approach to the path-following control, which has already demonstrated exceptional performance for operations near small celestial bodies [18, 19, 21].

Instead of framing the path following problem in terms of heading, yaw rate, or angle, our approach draws inspiration from the two-body problem and directly incorporates constants that define the conic section into the control law. This innovative synthesis allows for the seamless application of the method to astronautics problems, eliminating the need for intermediate steps. Furthermore, it facilitates convenient adjustments of parameters to maintain the desired orbit. To achieve this, we leverage the integrals of motion that define the orbital geometry in the two-body problem [13]. By controlling some of these constants, the path-following problem is formulated as a regulation problem of the angular momentum and eccentricity vectors of the two-body problem. This unique approach allows any particle to describe a Keplerian orbit in a path-following guidance manner.

Given the prevalence of disturbances encountered in most applications of this control law, such as solar radiation pressure and gravity field non-uniformity, we have designed the path-following law based on sliding mode control theory to achieve robust control. Initially, we represent the particle’s equations of motion in a radial-transverse-normal (RTN) frame, akin to the Frenet-Serret frame. We introduce a novel approach for constructing a sliding surface, utilizing a linear combination of radial and transverse components for each vector. Proof of the asymptotic stability of this new sliding surface is provided.

One key advantage of our approach is its ability to use a single sliding surface and control command for effectively controlling the plane of motion. This simplicity and efficiency make it a compelling candidate for further research in applications where only the plane of motion should be controlled.

To validate the effectiveness of our proposed control law, we showcase its performance in three distinct applications. The first application addresses the challenging moving path-following (MPF) problem [26, 25], where we task a particle to follow an orbit around a point that is following an accelerated sinusoidal trajectory. The point’s movement is considered a disturbance to the system. The second example involves a scenario with patched hyperboles, requiring the particle to approach three different checkpoints. Lastly, we demonstrate our control strategy’s efficacy in the autonomous orbit-keeping problem around the asteroid Itokawa, accounting for perturbation effects like solar radiation pressure, higher-order gravity field terms, and unknown spin state. Through these applications, we present evidence of the stability and versatility of our proposed control approach for various scenarios.

2 Problem Statement

To ensure the broad applicability of the proposed control law, we focus solely on the outer loop guidance of the vehicle’s center of mass, without committing to any specific problem. For those interested in real-world applications where the proposed control law excels, we recommend exploring the results from applying the control approach of this paper to the problem of orbital maintenance around small bodies [19].

We assume that the particle follows the following equations of motion in a reference frame centered on the point it will orbit:

\[
\begin{align*}
\ddot{\mathbf{r}}(t) &= \mathbf{v}(t), \\
\dot{\mathbf{v}}(t) &= \mathbf{f}(\mathbf{r}, \mathbf{v}, t) + \mathbf{d}(\mathbf{r}, \mathbf{v}, t) + \mathbf{u}(\mathbf{r}, \mathbf{v}, t),
\end{align*}
\]
where \( \vec{r}(t) \) and \( \vec{v}(t) \in \mathbb{R}^3 \) are the position and velocity vectors, respectively. \( f(\vec{r}, \vec{v}, t) \) is a smooth nonlinear function of \( \vec{r} \) and \( \vec{v} \) representing known dynamics, and \( d(\vec{r}, \vec{v}, t) \) is unknown or unmodelled disturbances that satisfy the condition: \( |d_j| \leq D_j \), where \( D_j > 0 \), \( j = 1, 2, 3 \), in which \( d_j \) are the components of \( d \).

We will derive our control laws in the radial-transverse-normal frame (RTN), similar to the Frenet-Serret [8]. A transposition between RTN and Frenet-Serret can be obtained by a simple rotation around their normal axis. The RTN is a right-handed coordinate system in which the radial, transverse, and normal components are defined based on the particle’s kinematics. The radial component is in the direction of the position vector \( \vec{r} \), the normal component is perpendicular to the osculating plane in the direction of the specific angular momentum \( \vec{h} \), and the transverse component completes the right-handed frame. All of them defined in an inertial frame. Their unit vectors are expressed as functions of the particle’s kinematics:

\[
\hat{r} = \frac{\vec{r}}{r}, \quad \hat{\theta} = \vec{h} \times \hat{r}, \quad \hat{h} = \frac{\vec{h}}{h}.
\]

An arbitrary vector \( \vec{A} \in \mathbb{R}^3 \), in the same arbitrary reference frame as Eqs. 1, can be represented in the RTN frame as:

\[
\vec{A}_{RTN} = \begin{bmatrix} A_R \\ A_T \\ A_N \end{bmatrix} = \begin{bmatrix} \vec{A} \cdot \hat{r} \\ \vec{A} \cdot \hat{\theta} \\ \vec{A} \cdot \hat{h} \end{bmatrix} = \begin{bmatrix} \vec{r}^T \\ \vec{\theta}^T \\ \vec{h}^T \end{bmatrix} \vec{A} = [RTN] \vec{A},
\]

where the superscript \( T \) represents the transpose, and the subscripts \( R, T, \) and \( N \) stand for the radial, transverse, and normal coordinates, respectively. The term \([RTN]\) is the transformation matrix that takes from the reference frame in which \( \vec{A} \) is defined to the RTN.

Using Eq. 3 we can write the accelerations in Eqs. 1 in RTN as:

\[
\vec{a}_{RTN} = \begin{bmatrix} f_R + u_R + d_R \\ f_T + u_T + d_T \\ f_N + u_N + d_N \end{bmatrix}.
\]

The radial and transverse accelerations will act in the following equations of motion on the osculating plane:

\[
\ddot{r} - r\dot{\theta}^2 = a_R, \quad 2\dot{r}\dot{\theta} + r\ddot{\theta} = a_T,
\]

in which \( \theta \) is a virtual arc-length representing the particle’s position, for \( \theta \in [0; \theta_f] \), where \( \theta_f \) is the total virtual arc-length. Noting that the specific angular momentum can be represented as \( \vec{h} = \vec{r}^2 \dot{\theta} \), we can reduce the equations of motion to:

\[
\ddot{r} = \frac{h^2}{r^3} + a_R, \quad \dot{h} = ra_T.
\]

The missing normal component is responsible for varying the osculating orbital plane. Its effect can be checked by obtaining the temporal variation of the specific angular momentum:
\[ \hat{h} = \hat{r} \times \hat{a} = ra_T \hat{h} - ra_N \hat{\theta}. \] (7)

Because \( \hat{h} = \hat{h} + h \hat{h} + \dot{h}, \) and using Eqs. 2 with a simple derivation similar to the one for obtaining polar coordinates, one can check that the normal basis of the RTN frame will follow the subsequent equations of motion:

\[ \hat{r} = \frac{h}{r^2} \hat{\theta}, \] (8a)
\[ \hat{\dot{\theta}} = \frac{ra_N}{h} \hat{h} - \frac{h}{r^2} \hat{r}, \] (8b)
\[ \hat{\dot{h}} = -\frac{ra_N}{h} \hat{\theta}. \] (8c)

These are equivalent to the Frenet-Serret formulas but for RTN coordinates.

Consider the arbitrary vector \( \vec{A} \). Also, consider this same vector written in RTN coordinates and represented as \( \vec{A}_{RTN} \). We represent the derivative of \( \vec{A}_{RTN} \) with respect to time \( t \), taken in each of its components, as \( \frac{d}{dt}(\vec{A}_{RTN}) \). While \( \vec{A} \), the time derivative of \( \vec{A} \), is represented in RTN coordinates as \( \dot{\vec{A}}_{RTN} \).

Thus, following Eq. 3 and the definition above, we have that:

\[
\frac{d}{dt}(\vec{A}_{RTN}) = \frac{d}{dt}([RTN])\vec{A} + [RTN] \dot{\vec{A}}_{RTN}.
\] (9)

Now, considering Eqs. 8, it follows that:

\[
\frac{d}{dt}(\vec{A}_{RTN}) = \begin{bmatrix}
\dot{A}_R \\
\dot{A}_T \\
\dot{A}_N
\end{bmatrix} = \begin{bmatrix}
\dot{A} \cdot \hat{r} + \frac{h}{r^2} A_T \\
\dot{A} \cdot \hat{\theta} + \frac{ra_N}{h} A_N - \frac{h}{r^2} A_R \\
\dot{A} \cdot \hat{h} - \frac{ra_N}{h} A_T
\end{bmatrix}
\] (10)

### 2.1 Two-body Problem Fundamentals

This section introduces the fundamental concepts of the two-body problem, which will serve as inspiration for the proposed control law. We recognize that not all readers may have a background in astronautics, and some researchers from other fields may also find the proposed control law valuable or draw inspiration from it. Therefore, it is important to present the basics of the two-body problem in a clear and concise manner. Also, understanding these foundational concepts is crucial for comprehending how the control law works and how it leverages the constants defining a conic section to maintain the orbital geometry in a path-following manner. For readers seeking more comprehensive details on the two-body problem, we recommend referring to specialized works in classical mechanics, celestial mechanics, and astrodynamics [6, 13, 11, 4].

In the context of the two-body problem, the equation of motion governing the movement of a body with respect to another is expressed as [13, 11]:

\[
\ddot{r} = -\frac{\mu}{r^2} \dot{r},
\] (11)
in which \( \mu \) is the gravitational parameter of the system, and \( \dot{r} \) is the distance of one of the bodies with respect to the other.
Taking the cross product of $\vec{r}$ with Eq. 11 on both sides we have that:

$$\vec{r} \times \ddot{\vec{r}} = 0,$$

which can be rewritten to find that:

$$\vec{r} \times \ddot{\vec{r}} = \frac{d}{dt}(\vec{r} \times \dot{\vec{r}}) = \frac{d\vec{h}}{dt} = 0.$$  \hfill (13)

Thus, $\vec{h}$ is an integral of motion of Eq. 11 and it is precisely the specific angular momentum vector $\vec{h} = \vec{r} \times \vec{v}$. Because $\vec{h}$ is constant, it follows that the movement described by Eq. 11 must lie on a plane.

Taking the cross product of the right-hand side of Eq. 11 with $\vec{h}$, it follows that:

$$-\frac{\mu}{r^3} \vec{r} \times \vec{h} = -\frac{\mu}{r^3} \vec{r} \times (\vec{r} \times \dot{\vec{r}})$$

$$= -\frac{\mu}{r^3} \left[(\vec{r} \cdot \dot{\vec{r}}) \vec{r} - (\vec{r} \cdot \vec{v}) \dot{\vec{r}} \right]$$

$$= -\frac{\mu}{r^3} (\vec{r} \cdot \vec{v}) \vec{r} + \frac{\mu}{r} \vec{v}. $$  \hfill (14)

Noting that $r = (\vec{r} \cdot \vec{r})^{1/2}$, we have:

$$-\frac{\mu}{r^3} (\vec{r} \cdot \vec{v}) \vec{r} + \frac{\mu}{r} \vec{v} = \frac{\mu d}{dt} \left( \frac{\vec{r}}{r} \right)$$

We also take the cross product with $\vec{h}$ on the left-hand side to obtain:

$$\vec{r} \times \vec{h} = \frac{d}{dt}(\vec{v} \times \vec{h}).$$  \hfill (16)

Therefore:

$$\mu \frac{d}{dt} \left( \frac{\vec{r}}{r} \right) = \frac{d}{dt}(\vec{v} \times \vec{h})$$

which integrating both sides yields:

$$\frac{\vec{r}}{r} + \vec{e} = \frac{1}{\mu} \vec{v} \times \vec{h},$$

where $\vec{e}$ is a constant of integration, which can be rewritten to:

$$\vec{e} = \frac{1}{\mu} (\vec{v} \times \vec{h} - \mu \vec{r}).$$  \hfill (19)

Equation 19 also represents an integral of motion for Eq. 11 and is commonly known as the eccentricity or Runge-Laplace-Lenz vector [13]. One might expect that having both vectors, $\vec{h}$ and $\vec{e}$, would be sufficient to solve the problem, as they provide six integrals of motion, seemingly allowing us to solve the three second-order differential equations presented in Eq. 11. However, it is important to note that:

$$\vec{h} \cdot \vec{e} = \frac{1}{\mu} \vec{h} \cdot (\vec{v} \times \vec{h}) - \vec{h} \cdot \dot{\vec{r}} = \frac{1}{\mu} \vec{v} \cdot (\vec{h} \times \vec{h}) = 0. $$  \hfill (20)

Therefore, it turns out that the vectors $\vec{h}$ and $\vec{e}$ provide only five independent integrals of motion, leaving one more integral to be obtained for solving the two-body problem. This missing integral is derived from
the Kepler equation, which goes beyond the scope of this work. However, for our purposes, it suffices to understand the geometric significance and constant nature of the vectors $\vec{h}$ and $\vec{e}$.

We can take the dot product of $\vec{r}$ with Eq. 18 to find that:

$$\vec{r} \cdot \vec{e} + r = \frac{1}{\mu} \vec{r} \cdot (\vec{v} \times \vec{h}) = \frac{1}{\mu} \vec{h} \cdot (\vec{r} \times \vec{v}) = \frac{h^2}{\mu}$$

Let us define an arc-length $\theta$ such that $\vec{r} \cdot \vec{e} = re \cos \theta$. Thus we can write:

$$r = \frac{h^2/\mu}{1 + e \cos \theta},$$

which is the equation of a conic section in polar coordinates with the origin in one of its foci. That is the proof of the first law of Kepler. In this conic section, the quantity $h^2/\mu$ represents the semi-latus rectum, and $e$ represents the eccentricity, which justifies referring to $\vec{e}$ as the eccentricity vector.

As we previously observed, since $\vec{h}$ is constant, the conic section must lie on a plane perpendicular to $\vec{h}$. Hence, we can express the vector $\vec{r}$ as a linear combination of the linearly independent unit vectors $\vec{e}/e$ and $(\vec{h} \times \vec{e})/(he)$ as follows:

$$\vec{r} = r \cos \theta \vec{e} + \sin \theta \vec{h} \times \vec{e},$$

which can be derived in time, knowing that $\dot{\theta} = h/r^2$, to find that:

$$\vec{v} = \frac{h^2}{\mu e} \left[ -\frac{\sin \theta}{(1 + e \cos \theta)^2} \vec{e} + \frac{1}{h (1 + e \cos \theta)^2} \vec{h} \times \vec{e} \right] \dot{\theta}$$

$$= \frac{h^2}{\mu e} \left[ -\frac{\sin \theta}{(1 + e \cos \theta)^2} \vec{e} + \frac{1}{h (1 + e \cos \theta)^2} \vec{h} \times \vec{e} \right]$$

This can be derived in time, knowing that $\dot{\theta} = h/r^2$, to find that:

$$\vec{v} = \frac{\mu}{he} \left[ -\sin \theta \vec{e} + \frac{1}{h (\cos \theta + e)} (\vec{h} \times \vec{e}) \right].$$

Thus:

$$v = \frac{\mu}{he} \left[ e^2 \sin^2 \theta + (\cos \theta + e)^2 \right]^{1/2} = \frac{\mu}{h} \sqrt{1 + e^2 + 2e \cos \theta}.$$
3 Main Results

In order to derive the control law, we need to make the following Assumption:

**Assumption 3.1.** The particle’s specific angular momentum and position vectors relative to the point to be orbited are such that \( \mathbf{h} \neq 0 \) and \( \mathbf{r} \neq 0 \).

We can now make the proposition of a new sliding surface that will be central for our control derivation.

**Proposition 3.1.** A sliding surface \( s \in \mathbb{R} \), written as a linear combination of the radial and transverse components of an arbitrary vector \( \mathbf{A} \in \mathbb{R}^3 \):

\[
s = A_T + \lambda A_R, \tag{27}
\]

\( \lambda > 0 \), will asymptotically converge to \( A_T = A_R = 0 \), if \( \dot{\mathbf{A}} = 0 \).

**Proof.** From the first element of the vector in Eq. 10 it follows that:

\[
A_T = \frac{1}{\dot{\theta}} (\dot{A}_R - \dot{A} \cdot \dot{\mathbf{r}}) \tag{28}
\]

Because \( \dot{A} = 0 \), the sliding surface \( s \) in Eq. 27 can be rewritten as:

\[
s = \frac{1}{\dot{\theta}} \dot{A}_R + \lambda A_R = 0, \tag{29}
\]

which has the following solution for the radial component of \( \mathbf{A} \):

\[
A_R(t) = A_R(t_0) e^{-\lambda(\theta(t)-\theta(t_0))} \tag{30}
\]

But noting that \( \dot{\theta} = h/r^2 \), one find that:

\[
\theta(t) - \theta(t_0) = \int_{t_0}^{t} \frac{h(\tau)}{r^2(\tau)} d\tau, \tag{31}
\]

that is a monotonic increasing function, since \( h \) and \( r \) represent the magnitude of \( \mathbf{h} \) and \( \mathbf{r} \), respectively, and Assumption 3.1 prevents them to be zero, so \( h, r > 0 \). Therefore, \( A_R \) will asymptotically converge to \( A_R = 0 \). In this case, \( A_T = 0 \) follows from it.

**Remark 1.** It is important to clarify that the sliding surface presented in Eq. 27 should not be mistaken for what some authors refer to as a “conventional” sliding surface \([28]\), merely because it involves a linear combination. In the conventional form, the sliding surface is given as \( s = \dot{\varepsilon}(t) + \lambda \varepsilon(t) \), where \( \dot{\varepsilon} \) and \( \varepsilon \) are real-valued variables representing the output error of a second-order arbitrary system \([28]\). In contrast, the Eq. 27 is a linear combination of components of a constant vector \( \mathbf{A} \in \mathbb{R}^3 \). It is crucial to understand that the effectiveness of the sliding surface lies in its ability to produce the desired results when the system operates over it. In our case, the condition \( A_T = A_R = 0 \) is particularly advantageous and will be leveraged in the subsequent analysis.

Proposition 3.1 is very important since it allows to control a vector \( \mathbf{A} \) by a single sliding surface. We will make use of it for controlling the osculating plane. The point to be orbited is already defined by writing the equations of motion, Eqs. 1, in a frame centered on it, the particle’s plane is defined by the
unit vector \( \hat{h} \). Therefore, we can make use of this fact to choose a desired specific angular momentum unit vector \( \hat{h}_d \), defined in RTN using Eqs. 3 as:

\[
\hat{h}_{d-\text{RTN}} = \begin{bmatrix} h_{dR} \\ h_{dT} \\ h_{dN} \end{bmatrix},
\]

(32)
to make \( \hat{h} \) converge to it.

**Assumption 3.2.** Let \( \beta \) be an angle between the desired angular momentum unit vector \( \hat{h}_d \) and the actual angular momentum unit vector \( \hat{h} \), \( \cos \beta = \hat{h} \cdot \hat{h}_d \). The magnitude of this angle is bounded such that \( \beta < 90^\circ \).

Now, we can derive a control law for controlling the osculating plane, given by the following theorem.

**Theorem 1.** Assuming that the perturbation normal to the orbit, \( d_N \), is bounded such that \( |d_N| < D_N \). A control normal to the osculating plane:

\[
u_N = \frac{h^2}{r \dot{h}_d} (h_{dR} - \lambda_N h_{dT}) - K_N \text{sgn}(s_N) - f_N,
\]

(33)

\( K_N \geq D_N \), will guarantee convergence to the sliding surface:

\[
s_N = \frac{\dot{h}_d \cdot (\lambda_N \hat{r} + \dot{\theta})}{\dot{h}_d} = h_{dT} + \lambda_N h_{dR} = 0,
\]

(34)

and, once reached, the osculating plane will asymptotically converge to the desired plane defined by \( \hat{h}_d \).

**Proof.** Taking the derivative of Eq. 34 it follows that:

\[
\dot{s}_N = \dot{h}_{dT} + \lambda_N \dot{h}_{dR}
\]

(35)

Using Eq. 10 and the fact that \( \dot{h}_d = 0 \):

\[
\dot{s}_N = \frac{r \dot{h}_d}{h} a_N + \frac{h}{r^2} (\lambda_N h_{dT} - h_{dR})
\]

(36)

Choosing the following Lyapunov candidate:

\[V = \frac{1}{2} s_N^2,
\]

(37)

we find that:

\[\dot{V} = s_N \dot{s}_N.
\]

(38)

Because \( a_N = f_N + d_N + u_N \):

\[
\dot{V} = s_N \left[ \frac{r \dot{h}_d}{h} (f_N + d_N + u_N) + \frac{h}{r^2} (\lambda_N h_{dT} - h_{dR}) \right]
\]

(39)

Substituting the control \( u_N \) given by Eq. 33 we obtain:

\[
\dot{V} = \frac{r \dot{h}_d}{h} s_N (d_N - K_N \text{sgn}(s_N))
\]

(40)

The Assumption 3.2 guarantees that \( \dot{h}_d > 0 \). Therefore, because \( K_N \geq D_N \), and remembering Assumption 3.1, the magnitude of \( \dot{V} \) is bounded such that \( \dot{V} < 0 \) for all \( s_N \neq 0 \). In this way, we show using the Lyapunov’s second method that the system is stable in \( s_N = 0 \). This implies, using Proposition 3.1, that the osculating plane will asymptotically converge to the desired plane defined by \( \hat{h}_d \), since \( \dot{h}_d = 0 \).
Corollary 1.1. Finite time convergence to the sliding surface \( s_N \), given by Eq. 34, can be obtained by choosing:

\[
u_N = \frac{h^2}{r^3 h d N} (h d R - \lambda_N h d T - K_N sgn(s_N) - f_N).
\]  

(41)

Remark 2. Note that Assumption 3.2 also prevents \( u_N \) from reaching the singularity \( h d N = 0 \).

Remark 3. In practice, Assumption 3.2 can be circumvent easily in an algorithm that conventionally choose an intermediary \( \hat{h} \) if \( \beta \geq 90^\circ \).

Remark 4. Note that Theorem 1 decouples the osculating plane by a single sliding surface and control command. That can be useful for other works as, in theory, it allows for any planar path-following algorithm to be applied after the convergence of the osculating plane given by Theorem 1.

The Proposition 3.1 is an innovative way of approaching this problem to obtain a robust control law such as the one in Theorem 1. Let us now consider the angle \( \beta \) defined in Assumption 3.2. One might initially think that a sliding surface \( s_N = \tilde{\beta} = \beta - \beta_d \) would be more intuitive and effective for obtaining a robust control law.

By deriving \( \cos \beta = \hat{h} \cdot \hat{h} d \) and using Eq. 8, we find:

\[
\sin \beta \dot{\beta} = 2 \frac{r a_N}{h} h d T.
\]  

(42)

Interestingly, this equation has no dependence on \( h d R \), which means that controlling the component \( h d R \) is impossible. This limitation is not merely due to the way the equation is derived or the chosen coordinate system; it is rooted in the definition of \( \hat{h} \) itself, which is involved in the sliding surface definition. To illustrate this further, let’s write \( \cos \beta = \frac{1}{h} \hat{h} \cdot \hat{h} d \) and derive it:

\[
- \sin \beta \dot{\beta} = \frac{1}{h} \left[ (\vec{r} \times \vec{a}) \cdot \hat{h} d + (\vec{r} \times \vec{v}) \cdot \hat{h} d - \frac{\hat{h}}{h} (\vec{r} \times \vec{v}) \cdot \hat{h} d \right],
\]  

(43)

as we can observe, each term in the equation is dependent on the cross-product with the position vector.

The sliding surface in Eq. 34, on the other hand, effectively avoids this drawback by removing \( \hat{h} \) from its definition. This crucial advantage can only be achieved using the sliding surface defined in Proposition 3.1.

Up to this point, we have successfully obtained a control law for the plane motion using Theorem 1. However, to fully control the orbit’s entire geometry, further control laws are needed. As explained in Section 2.1, if we aim to control a Keplerian orbit using path-following guidance, we must also regulate the magnitude of the specific angular momentum \( \hat{h} \) and the eccentricity vector \( \vec{e} \). These additional control laws will complete the comprehensive control strategy for achieving precise path-following guidance for the entire orbit.

It can be shown that the eccentricity vector in Eq. 19 can be written in RTN coordinates as:

\[
\vec{e}_{\text{RTN}} = \frac{1}{\mu} \begin{bmatrix} \frac{h^2 - \mu}{r^2} - \dot{r} h \\ \dot{r} \dot{r} \\ 0 \end{bmatrix},
\]  

(44)

and its time derivative, also written in RTN:

\[
\dot{\vec{e}}_{\text{RTN}} = \frac{1}{\mu} \begin{bmatrix} 2 ha T - \frac{\dot{r} a T}{r} \\ -ha R - \frac{\dot{r} a T}{r} \\ -\dot{r} a N \end{bmatrix}.
\]  

(45)
With these, we can choose a desired specific angular momentum magnitude $h_d$ and a desired eccentricity vector:

$$\vec{e}_d = \begin{bmatrix} e_{dR} \\ e_{dT} \\ e_{dN} \end{bmatrix}, \quad (46)$$

to derive a robust path-following control law of a Keplerian orbit, as shown in Theorem 2.

**Theorem 2.** Consider the path-following control law:

$$\vec{u}_{RTN} = -F^{-1}(G + K \text{sgn}(\vec{s})) - \vec{f}_{RTN}, \quad (47)$$

where $\vec{u}_{RTN} = [u_R \quad u_T \quad u_N]^T$, $K \in \mathbb{R}^{3 \times 3}$ is a diagonal positive definite matrix such that its elements are $K_{jj} \geq \max(|\alpha_j|), j = 1, 2, 3$, for $\vec{\alpha} = F \vec{d}_{RTN}$, the function $\text{sgn}(\vec{s}) \in \mathbb{R}^3$ represents the sign function taken in each component of $\vec{s}$, and the matrices $F$ and $G$ are defined by:

$$F = \frac{1}{h\mu} \begin{bmatrix} -h^2 & 2(2\lambda_R h - \dot{r}r)h & -\mu r e_{dN} \\ 0 & \mu rh & 0 \\ 0 & 0 & \mu rh_{dN} \end{bmatrix}, \quad (48a)$$

$$G = \frac{h}{r^2} \begin{bmatrix} \lambda_R \hat{e}_T - \hat{e}_R - 1 \\ 0 \\ \lambda_N h_{dT} - h_{dR} \end{bmatrix}, \quad (48b)$$

$\hat{e}_R = e_R - e_{dR}, \hat{e}_T = e_T - e_{dT}$, and $\lambda_N, \lambda_R > 0$. The control law in Eq. (47) will guarantee convergence to the sliding surface:

$$\vec{s} = \begin{bmatrix} \vec{\tilde{e}} \cdot (\lambda_R \hat{r} + \hat{\theta}) \\ \hat{h} \\ \hat{h}_d \cdot (\lambda_N \hat{r} + \hat{\theta}) \end{bmatrix} = 0, \quad (49)$$

$\hat{h} = h - h_d, \vec{\tilde{e}} = \vec{e} - \vec{e}_d$ and, once reached, will asymptotically converge to the desired orbit geometry defined by $h_d$ and $e_d$.

**Proof.** Choosing the Lyapunov candidate:

$$V = \frac{1}{2} \vec{s} \cdot \vec{s}, \quad (50)$$

its derivative can be readily obtained:

$$\dot{V} = \vec{s} \cdot \dot{\vec{s}}. \quad (51)$$

Thus, using Eq. (8) and knowing that $\vec{e}_d$ and $h_d$ are constants:

$$\dot{V} = \vec{s} \cdot \left[ \vec{\tilde{e}} \cdot (\lambda_R \hat{r} + \hat{\theta}) + \vec{\tilde{e}} \cdot \left( \lambda_R \frac{2}{h^2} \hat{r} - \frac{r}{2} \dot{r} + \frac{\lambda_N}{h} \hat{r}_d \right) \right], \quad (52)$$

which with Eqs. (6b) (44) and (45) can be written in matrix form as:

$$\dot{V} = \vec{s} \cdot \left( F \vec{f}_{RTN} + F \vec{u}_{RTN} + F \vec{d}_{RTN} + G \right). \quad (53)$$

One can easily check that $F$ is a non-singular matrix. Because $K$ can be chosen such that $K_{jj} \geq \max(|\alpha_j|), j = 1, 2, 3$, for $\vec{\alpha} = F \vec{d}_{RTN}$, one find by applying Eq. (47) that $\dot{V} < 0$. Therefore, the system is asymptotically stable in $\vec{s} = 0$.

---

1Note that $\dot{r}$ is the radial velocity, which is simply: $\dot{r} = \vec{v} \cdot \hat{r}$
On the sliding surface, the second element of the sliding surface vector, $\vec{s}$, only admits the solution $h = h_d$. The third element will converge asymptotically as already shown in Theorem 1. Lastly, the first element can be shown to converge to $\vec{e}_d$ by using Eqs. 10 and 45 to rewrite it as:

$$\dot{\vec{e}}_R = \frac{2h}{\mu} a_T - \lambda_R \dot{h} \vec{e}_R.$$  \hfill (54)

Using Filippov’s Method [29, 32] we can make $\dot{\vec{s}} = 0$ to find that the equivalent $\vec{a}_{RTN}$ is:

$$\vec{a}_{RTN} - eq = -F^{-1}G.$$  \hfill (55)

By solving Eq. 55, we can deduce that the transverse component $a_{T-eq}$ equals zero. Consequently, according to Eq. 29 in Proposition 3.1 the radial and transverse components of $\vec{e}$ will asymptotically converge to zero. Simultaneously, the normal component $\dot{e}_N$ will also converge to zero, in line with the asymptotic convergence of the orbital plane. This occurs because when the orbital plane converges ($h = h_d$), the vectors $\vec{e}$ and $\vec{e}_d$ will solely have radial and transverse components, as they are perpendicular to $\hat{h}$ and $\hat{h}_d$ (Eq. 20).

**Corollary 2.1.** If the components of the disturbance $\vec{d}_{RTN}$ are bounded such that $|d_R| < D_R$, $|d_T| < D_T$, and $|d_N| < D_N$, each element of the diagonal matrix $K$ can be chosen, while still guaranteeing stability of Theorem 2 accordingly to:

$$K_{1,1} \geq \frac{h}{\mu} D_R + \frac{2\lambda h - \dot{r}}{\mu} D_T + \frac{r|e_{dN}|}{h} D_N,$$

$$K_{2,2} \geq r D_T,$$

$$K_{3,3} \geq \frac{h_{dN}}{h} D_N.$$  \hfill (56a, b, c)

**Proof.** Following the definition of $\vec{a}$ in Theorem 2, $\vec{a} = F\vec{d}_{RTN}$, we obtain:

$$\vec{a} = \left[ \begin{array}{c} -\frac{h}{\mu} d_R + \frac{2\lambda h - \dot{r}}{\mu} d_T - \frac{r}{h} e_{dN} d_N \\ r d_T \\ \frac{2\alpha}{h} D_N \end{array} \right],$$  \hfill (57)

because $K_{j,j} \geq \max(|\alpha_j|)$, it easily follows that $K_{2,2} \geq r D_T$ and $K_{3,3} \geq \frac{2\alpha}{h} D_N$. For the radial component $\alpha_R$, the following bounds are true:

$$\alpha_R \leq \frac{h}{\mu} D_R + \frac{2\lambda h - \dot{r}}{\mu} D_T + \frac{r}{h} e_{dN} D_N = \alpha_R^+,$$  \hfill (58a)

$$\alpha_R \geq -\frac{h}{\mu} D_R - \frac{2\lambda h - \dot{r}}{\mu} D_T - \frac{r}{h} e_{dN} D_N = \alpha_R^-.$$  \hfill (58b)

Therefore, since $\alpha_R^+ = -\alpha_R^-$, it follows that $\max(|\alpha_R|) \leq \alpha_R^+$, and $K_{1,1}$ can then be safely chosen respecting the bound: $K_{1,1} \geq \alpha_R^+$. \hfill \square

It is widely known that the main drawback of the sliding mode is its discontinuous control input, which in many practical applications leads to chattering. That can be quickly dealt with by allowing the system to converge to a boundary around the sliding surface, at the expense of a bit of performance, as
extensively documented in the literature [29, 32]. The most common approach is to substitute the sign function with the saturation function:

$$\text{sat}(s_j, \Phi_j) = \begin{cases} 
1, & s_j > \Phi_j \\
\frac{s_j}{\Phi_j}, & -\Phi_j \leq s_j \leq \Phi_j \\
-1, & s_j < -\Phi_j
\end{cases}$$

(59)

In this way, we can replace the $\text{sgn}(\vec{s})$ in Eq. 47 by $\text{sat}(\vec{s}, \vec{\Phi})$, representing the saturation function of Eq. 59 taken in each component of $\vec{s}$ for the corresponding component of $\vec{\Phi}$.

In certain applications, allowing the orbit to vary within specified limits before engaging the control command proves beneficial [19]. In such scenarios, it becomes essential to ensure a minimum acceptable proximity between the spacecraft and the target orbital point. To address this need, we introduce a proposition that guarantees the maintenance of the position magnitude $r$ within predetermined bounds.

**Proposition 3.2.** If the sliding surface in Eq. 49 is allowed to vary respecting the bounds:

$$\vec{s}^- \leq \vec{s} \leq \vec{s}^+, \quad (60)$$

where the $\vec{s}^-$ and $\vec{s}^+$ have all of their components negative and positive, respectively. It is guaranteed that:

$$\frac{(s_2^- + h_d)^2}{\mu(\lambda_R s_1^+ + e_d + 1)} \leq r \leq \frac{(s_2^+ + h_d)^2}{\mu(\lambda_R s_1^- + 1)}, \quad (61)$$

where the subscripts 1 and 2 represent the first and second components of the vectors $\vec{s}^-$ or $\vec{s}^+$, and $e_d = ||\vec{e}_d||$.

**Proof.** If the Eq. 47 is applied when $\vec{s}^- \leq \vec{s} \leq \vec{s}^+$, the sliding surface $\vec{s}$ is guaranteed to continue within the bounds, because we have:

$$\dot{\vec{s}} = -F^{-1}K\text{sgn}(\vec{s}) + F\vec{d}_{RTN} = -\Gamma(t)\text{sgn}(\vec{s}), \quad (62)$$

where $\Gamma(t) \in \mathbb{R}^{3\times 3}$ is a diagonal positive definite matrix.

One can isolate and write the radial component in Eq. 44 as:

$$r = \frac{h^2}{\mu(e_R + 1)}. \quad (63)$$

Applying the definition of the first and second components of the sliding surface in Eq. 49 $s_1$ and $s_2$ respectively, to the equation above, one find that:

$$r = \frac{(s_2 + h_d)^2}{\mu(\lambda_R s_1 + e_d + 1)^2}. \quad (64)$$

Finally, it is easy to check that the distance $r$ respect the following conservative boundaries:

$$\frac{(s_2^- + h_d)^2}{\mu(\lambda_R s_1^+ + e_d + 1)} \leq r \leq \frac{(s_2^+ + h_d)^2}{\mu(\lambda_R s_1^- + 1)}. \quad (65)$$

---

2This approach is particularly advantageous for the orbital station-keeping problem in astronautics, as it accommodates periodic perturbations without requiring immediate control interventions, focusing instead on correcting secular perturbations. The formulation of the path-following law in terms of the constants of motion of the two-body problem further enhances its attractiveness, enabling simpler analysis.
Remark 5. In hard real-time control systems, any enhancement in computational processing time holds significant value. In this regard, it is noteworthy that the proposed control law is entirely analytical, a crucial advantage when compared to alternative approaches employing model predictive control or h-infinity methods, which require numerical computation. The matrix $F$ can be easily inverted analytically:

$$F^{-1} = \frac{1}{\tau h h_{dN} h} \begin{bmatrix}
-\mu_r h_{dN} & h_{dN} (2\lambda_R h - \dot{r}_T) & -\mu_r e_{dN} \\
0 & h_{dN} h & 0 \\
0 & 0 & h^2
\end{bmatrix}. \tag{66}$$

4 Illustrative Examples

In this section, we present simple and generic illustrative examples to demonstrate the wide applicability and versatility of the proposed path-following control law. These examples aim to cater to a diverse audience from various application fields, highlighting the control law’s effectiveness in different scenarios. By avoiding specific applications, we emphasize the fundamental capabilities and robustness of the control law. For a parametric analysis investigation and a discussing comparing this path-following law to others, we refer readers to the application on the operation around small bodies in Negri and Prado [19]. There, a comprehensive examination of the control law’s performance with varying parameters, including $K$ and $\lambda$, is presented.

4.1 Moving Path-following Example

In our first example, we demonstrate the versatility and wide applicability of the proposed path-following control law through a moving path-following (MPF) problem. The objective is to showcase the effectiveness of the control law without being constrained to any specific application. In this example, a particle is tasked with orbiting a point that follows a sinusoidal trajectory with a velocity of $\vec{V} = \begin{bmatrix} 5 \\ \frac{5}{3} \cos \left( \frac{t}{6} \right) \\ 50 \cos \left( \frac{t}{12} \right) \end{bmatrix}$ m/s in an inertial frame. The desired specific angular momentum and eccentricity vectors, relative to the moving point, are $\vec{h}_d = \begin{bmatrix} 0 \\ -8,885.8 \\ 8,885.8 \end{bmatrix}$ m$^2$/s and $\vec{e}_d = \begin{bmatrix} 0 \\ -0.4243 \\ -0.4243 \end{bmatrix}$, respectively. The control is considered to be the only known force acting on the particle, while all other forces are considered disturbances, including terms related to the accelerated point and a constant acceleration of magnitude $\begin{bmatrix} 0 \\ 0 \\ -3 \end{bmatrix}$ m/s$^2$.

To evaluate the path-following law’s robustness, we introduce a scenario where the particle loses all control commands for 15 seconds during the simulation. The control components are saturated by 20 m/s$^2$ in each inertial frame direction. This saturation forces the particle to recover its trajectory after the control is reinstated. The gain matrix $K$ is computed following the equality in Corollary 2.1 with $D_R = D_T = D_N = 10$ m/s$^2$, and the vector $\Phi$ is set as 5% of each element of matrix $K$. We assign $\lambda_R = \lambda_N = 2$, and $\mu$ is determined based on a desired orbital period of 100 seconds, calculated using Kepler’s third law. This example can be visualized as a simplified scenario where a reconnaissance UAV is monitoring a car following a road, with the orbited point representing the car’s projection at a certain height.

Figures 1 and 2 display the results obtained from the 10-minute simulation of the MPF example. In Fig. 1a, the trajectory of the moving point is depicted in orange, representing its trajectory in the inertial frame, while the particle’s trajectory is shown in blue in Figs. 1a and 1b. The latter figure illustrates the orbit relative to the moving point. The red asterisk marks the point in the trajectory where the particle loses control commands, and the green asterisk denotes the point where control is restored, demonstrating the control law’s effective path recovery. In Fig. 2, the moment at which the control command is turned off (at 6 minutes) is evident, followed by the control’s prompt reaction to recover the path after it is reactivated. The effectiveness of the saturation function in Eq. 59 is demonstrated in Fig. 2 as it
effectively removes chattering with minimal loss of performance. This is evident in Fig. 1b, where the particle’s orbit aligns perfectly with the desired path (indicated by a red dashed line), highlighting the high performance of the control law. We also provide a video of this simulation on the main author’s webpage (https://www.youtube.com/watch?v=aKbhX5Q11Bs) for the reader’s reference.

4.2 Patched-hyperboles Example

The proposed control law demonstrates the capability to stabilize any Keplerian motion. To illustrate this, we present an example using hyperbolic trajectories. In this scenario, the particle is tasked with following a hyperbolic path relative to three different checkpoints, dynamically choosing the closest one. This type of control application could be applicable, for instance, to an UAV performing transmission line inspection.

Figure 3 depicts the trajectory of the particle in an inertial frame, with each checkpoint and its respective hyperbolic path shown in red. To aid visualization, we arrange all hyperbolas on the same plane. For this example, we set \( D_R = D_T = D_N = 10 \text{ m/s}^2 \), and \( \Phi \) is set to 5% of the diagonal of \( K \). We also choose \( \lambda_R = \lambda_N = 2 \) for the control parameters. As for disturbances, we consider an acceleration \( \vec{d} = \begin{bmatrix} 5 \sin(t) & 5 \cos(t/3) & -3 + 5 \sin(t/5) \end{bmatrix}^T \text{ m/s}^2 \).

In Figure 4, we present the control components used to achieve the desired hyperbolic trajectories. It is worth noting that in Figure 3, the desired hyperbolic paths’ legs are intentionally mismatched to stress the performance of the control law. In practical applications, the hyperbolas would be conventionally chosen to almost match their legs for a smoother transition between different checkpoints.

This example illustrates the control law’s ability to handle complex trajectories, dynamically adjusting to different checkpoints, and demonstrates its potential for real-world applications in various domains where precise and adaptable path-following is essential.

4.3 Orbital Maintenance About Itokawa

The final example focuses on the autonomous orbit-keeping problem, specifically using the asteroid Itokawa as the body to be orbited. The goal is to control an orbit corresponding to the desired values of the specific angular momentum \( \vec{h}_d = \begin{bmatrix} 28.4818 & 0 & 0 \end{bmatrix}^T \text{ m}^2/\text{s} \) and the eccentricity vector \( \vec{e}_d = \begin{bmatrix} 0 & 0 & 0.1 \end{bmatrix}^T \).

The environmental disturbances considered in this case include solar radiation pressure, the asteroid’s unknown spin state, and higher-order terms of the gravity field.

Figures 5 to 6 present the simulation results of a 24-hour orbit-keeping scenario in the inertial frame. The control law’s performance is evident in Figure 5b, showing that the orbit is successfully maintained with high accuracy. The control commands in the inertial coordinates, depicted in Figure 4, demonstrate the effectiveness of the saturation function in avoiding chattering.

For a more comprehensive understanding of the modeling details, specificities, and the advantages of our path-following control law for the orbit-keeping problem, we refer the reader to Negri and Prado [19]. There, a detailed and focused analysis of the orbit-keeping problem is presented, considering various practical aspects that enhance the overall applicability and effectiveness of the proposed control approach.

This example showcases the control law’s robustness and versatility, making it suitable for real-world applications where precise and autonomous orbit-keeping is crucial, such as space missions around small celestial bodies like asteroids.

5 Conclusions

This work introduces a novel and robust path-following control law that can stabilize any Keplerian orbit. Leveraging the structure of the two-body problem solution, we employed sliding mode control theory to
achieve asymptotic convergence. The proposed sliding surface, represented as a linear combination of radial and transverse components of a vector, enables efficient control of the vector using a single sliding surface and control command.

The decoupled osculating plane control, achieved through this approach, simplifies the robust control of the plane. Our work also serves as a foundation for future theoretical investigations, that could explore different constraints to produce non-Keplerian motion, where the proposed sliding surface could be a valuable tool. Overall, the proposed control law offers a reliable and analytical approach, making it particularly valuable in real-time control systems where computational processing time is critical.

The fundamental attractiveness of this control law lies in its ease of application to astronautical problems, where it has already shown excellent performance. Applications include control around Martian moons [18], close-proximity operations around small bodies [19, 21], and maintaining course in an autonomous gravity assist scenario [20].

Three illustrative applications were presented to demonstrate the applicability and versatility of the path-following control law. The general moving path-following problem showcased the control strategy’s potential for various scenarios, such as aerial or underwater vehicles orbiting a point projected from the path of a car or ship at a specific altitude or depth. The patched hyperboles example exemplified its use in tasks like UAV transmission line inspection. Lastly, the autonomous orbit-keeping problem demonstrated its effectiveness in maintaining a spacecraft’s orbit around the asteroid Itokawa, even in a highly perturbed environment.
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Figure 1: Controlled orbit for the MPF example.
Figure 2: The control components for the MPF example.
Figure 3: Patched hyperboles example in the inertial frame.
Figure 4: The control components for the patched hyperboles example.
Figure 5: Itokawa example in the inertial frame.

(a) Uncontrolled orbit

(b) Controlled orbit
Figure 6: The control components for the Itokawa example.