Parameter-space topology of models for cell polarity
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Abstract

Reaction–diffusion systems have been widely successful in the theoretical description of biological patterning phenomena, giving rise to numerous models based on differing mechanisms, mathematical implementations and parameter choices. However, even for models with common design features, the diversity of mathematical realizations may hinder the identification of common behavior. Here, we analyze three different reaction–diffusion models for cell polarity that feature conservation of mass, rapid cytoplasmic diffusion and bistability via a cusp bifurcation of uniform states. In all three models, the nonuniform polar states are front solutions, and growth of domains ceases through stalling of a propagating front. For these three models we find a characteristic parameter space topology, comprising a region of linear instability that loops around the cusp point and that is enclosed by a ‘comet-shaped’ region of nonuniform domain states. We propose a minimal model based on the cusp bifurcation normal form that includes essential characteristics of all cell polarity models.
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considered. For this minimal model, we provide a complete analytical description of the parameter space topology, and find that the instability loop appears as a generic property of the cusp bifurcation. This topological analysis provides a unifying understanding of earlier mathematically distinct models and is suitable to classify future models.
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The emergence of patterns in biology has long raised the interest of theorists attempting to explain the underlying mechanisms. Cell polarity is typically defined as an asymmetric distribution of signaling molecules, often associated with the cell membrane. It occurs in many cell types and is fundamental to processes as diverse as cell motility, differentiation and asymmetric cell divisions [1].

While polarization in different cell types can differ in the number and identity of interacting protein species, the type of interactions, and the mechanisms that trigger polarization, global features are often similar. For example, polarity proteins are often associated with the cell membrane but can also enter the cytoplasm. Generally, these membrane-associated systems are accompanied by no or very weak cytoplasmic gradients. This suggests a much higher mobility for proteins in the bulk cytoplasm compared to the mobility when associated to the membrane, leading to a separation of time scales. Furthermore, cell polarization often occurs on time scales of minutes on which degradation or de-novo production of proteins is negligible, thereby establishing an approximately conserved total amount of signaling proteins inside the cell [2–6].

Several previously proposed theoretical models for cell polarization feature both strongly diverging diffusion constants between cytoplasmic and membrane-bound states as well as conservation of total protein amount. Based on known biochemistry and in some cases on biophysical experiments, these models capture observations of cell polarity in chemotaxis [2–4, 7] and asymmetric cell divisions [5, 6]. Some of these studies were also accompanied by simplified, conceptual models in an attempt to deduce the essential ingredients [3, 4, 7]. Moreover, under certain conditions of the chemical reaction kinetics, the evolving patterns are propagating fronts that stall via the depletion of cytoplasmic protein supply [8, 9].

Three questions arise from this. First, beyond either highlighting abstract design principles or model behaviors at individual parameter values, what is a feasible way to comprehensively, yet compactly, characterize the behavior of a given model even for larger variations of parameters? Second, how does a comprehensive characterization of one model compare to other models? In particular, do common design principles such as rapid cytoplasmic diffusion, conservation of total protein amount and a front-stalling mechanism translate into an exactly equivalent common repertoire of possible behaviors despite vastly different implementation of chemical kinetics? Third, if there exists a family of models according to the above two criteria, can a simple and representative minimal model offer new insights into the origin of the underlying similarities?

Here we answer these questions by portraying a family of three models for cortical cell polarity that are based on mass-conservation, rapid cytoplasmic diffusion, and bistability of uniform states by a cusp bifurcation but differ in the number of interacting chemical species as well as in the kinetic functions that govern their interaction. First, we recapitulate and expand
the characterization of a single model for PAR protein polarity by investigating the makeup of uniform states, their linear stability properties as well as the existence and distribution of nonuniform states in parameter space. Second, we show that the same parameter space topology found in the first model also characterizes two previously published models, thereby implying an unexpected common repertoire of possible behaviors, despite strong differences in their mathematical realization. Third, we define a minimal model based on the cusp bifurcation normal form and derive analytical expressions for all topological structures. Our analysis of the minimal model suggests further that the characteristic shape of the regime of linear instability is a fundamental property of the cusp bifurcation.

Thus, the topology identified in this work appears as a suitable way to classify future models of cell polarity, and to understand and communicate behavior and robustness associated with a specific choice of parameters.

1. Common features of cell polarity models

We begin our analysis by highlighting the general features of the reaction–diffusion models considered here. All models describe one or several chemical species $i$ that can cycle between a cytoplasmic state with concentration $v_i$ and a membrane bound state with concentration $u_i$. The only chemical reactions that occur are interconversions of protein between these two states that conserve the total amount of each protein species individually. All models are considered on a one dimensional (1D) line with spatial and temporal coordinates $x$ and $t$. The system of equations are of the form

$$\frac{\partial u_i}{\partial t} = D_{u,i} \frac{\partial^2 u_i}{\partial x^2} + f_i(u_1,\ldots,u_N, v_1,\ldots,v_N) \tag{1}$$

$$\frac{\partial v_i}{\partial t} = D_{v,i} \frac{\partial^2 v_i}{\partial x^2} - f_i(u_1,\ldots,u_N, v_1,\ldots,v_N) \tag{2}$$

$$\rho_{o,i} = \frac{1}{L} \int_0^L dx \left[ u_i(x, t) + v_i(x, t) \right], \tag{3}$$

where $D_{u,i}$ and $D_{v,i}$ represent the respective diffusivities in the cortical and cytoplasmic compartments. $f_i$ denote the reaction terms that can in general depend on all $N$ protein species. The total concentration of each species can be calculated according to equation (3), which is an additional parameter of the system set by the initial condition. We consider all systems in the limit of rapid cytoplasmic diffusion $D_{u,i} \ll D_{v,i}$. In this case, the cytoplasmic concentrations are essentially constant throughout space $v_i(x, t) = \rho_{o,i}$. Importantly, the conservation law (3) can be used to compute the uniform cytoplasmic concentrations from the cortical concentrations alone $v_i(t) = \rho_{o,i} - 1/L \int u_i(x, t) dx$. Substituting $v_i(t)$ in (1) then reduces the system of $2N$ differential equations to a system of $N$ integro-differential equations

$$\frac{\partial u_i}{\partial t} = D_{u,i} \frac{\partial^2 u_i}{\partial x^2} + f_i(u_1,\ldots,u_N, \langle u_1 \rangle,\ldots,\langle u_N \rangle), \tag{4}$$

wherein $\langle u_i \rangle(t) = \int u_i(x, t) dx$ denotes the global average. Through this reduction, the $N$ mass constraints are included explicitly in the equations.
In the following sections, we analyze several reaction–diffusion models with differing choices of kinetic functions $f_i$ with respect to their uniform states, their stability properties and the coexistence of polar nonuniform states. The combination of uniform states, stability properties and presence or absence of a polar nonuniform state is collectively referred to as the behavior of the given model at the chosen point in parameter space. The parameter space topology of a given model denotes the entirety of model behaviors found for variation of the control parameters within the range shown. Hence, two models that share a common parameter space topology also share a common repertoire of behaviors.

Simulations of nonuniform concentration profiles were performed using a finite-difference discretization method with Runge–Kutta 4th order integration scheme and fixed time step $\Delta t$ implemented in custom C++ code. The bistability regions were calculated using either Matcont version 2.5.1 [10] or custom C++ code. Mathematica 7 [11] as well as custom C++ code were employed to compute the outline of the instability loops.

2. Models of cell polarity

2.1. The PAR protein model

We recently proposed a reaction–diffusion model in the form of (4) to describe the polarization of PAR proteins during the first asymmetric cell division in the roundworm C. elegans [6]. For two protein species aPAR (the anterior PAR complex, $i \equiv A$) and pPAR (the posterior PAR complex, $i \equiv P$), the kinetic functions were defined as

$$f_p(u_A, u_P, \langle u_P \rangle) = k_{on,p} \left( \rho_{0,p} - \Psi \langle u_P \rangle \right) - k_{off,p} u_P - k_{on,p} u_A^p,$$

$$f_A(u_A, u_P, \langle u_A \rangle) = k_{on,A} \left( \rho_{0,A} - \Psi \langle u_A \rangle \right) - k_{off,A} u_A - k_{on,A} u_P^a,$$

wherein $\Psi$ denotes a surface-to-volume conversion factor and $\alpha$ and $\beta$ are stochiometric coefficients [6]. In addition to membrane association and dissociation, with respective rate constants $k_{on}$ and $k_{off}$, the chemical reactions in this model involve mutually antagonistic interactions of protein complexes in their active state on the membrane represented by the membrane dissociation terms $k_{on} u_A u_A^p$ and $k_{off} u_A u_P^a$.

To highlight the general properties of this model, we analyze its behavior for a symmetric parameter set in which the respective parameters of the two species are identical. For the $k_{on} - k_{off}$ parameter space (figure 1) we use the following set of parameters: $D_A = D_P = 1 \mu m^2 s^{-1}$, $k_{off,A} = k_{off,p} = 0.3 s^{-1}$, $k_{on,A} = k_{on,p} = 1 \mu m s^{-1}$, $\rho_{0,p} = \rho_{0,A} = 1 \mu m^{-3}$, $\alpha = \beta = 2$ and $\Psi = 0.3 \mu m^{-1}$. For the $\rho_{0,p} - \rho_{0,A}$ parameter space (figure 2(A)) we use the same parameter set except that the values $k_{on} = k_{off} = 1 \mu m^2 s^{-1}$ are kept fixed. Simulations were performed with $\Delta t = 0.01 s$ for a system length $L = 100 \mu m$ with 200 grid points spaced $\Delta x = 0.5 \mu m$ apart and periodic boundary conditions.

In characterizing the behavior of this model as a function of the interaction rate constants $k_{on}$ and $k_{off}$, we found a region of bistability of homogeneous steady-states (figure 1(A), (iii)) which culminates in a cusp bifurcation point. Furthermore, the system is capable of supporting inhomogeneous domain states (figure 1(C), green with dashed boundary) that resemble the final segregation of PAR proteins when polarization is complete. Note that, contrary to other
approaches [8], the concentration values of the homogeneous steady-states here do not have a direct relation to the concentration values of the inhomogeneous patterns.

For a large fraction of parameter space, the transition between a homogeneous steady-state and the coexisting domain state depends on an external trigger to overcome a finite perturbation threshold. In vivo, such a trigger is provided by advective cortical flow [6], thereby coupling mechanical cues to biochemical pattern formation [12].
The transition between the homogeneous state and polarized state may also occur spontaneously. This would be the case when the perturbation threshold vanishes and the homogeneous states become linearly unstable, exhibiting a positive growth rate for some exponentially growing perturbation modes. To determine whether or not the PAR protein model shows zero-threshold regimes, we performed a linear stability analysis to test the behavior of the uniform steady-states \( X_0 = (A_0, P_0)^T \) under small perturbations. We use the ansatz \( X = X_0 + \tilde{X} \) where the perturbation is \( \tilde{X} = \eta \exp(\sigma t + i k x) + c.c. \), with \( c.c. \) denoting the complex conjugate. Inserting this ansatz in equation (5) and linearizing, we obtain the eigenvalue equation \( \tilde{\sigma} = k \cdot \tilde{X} \) with the following form of the Jacobian in Fourier space:

\[
\tilde{J} = - \left( \begin{array}{c}
D_A k^2 + k_{\text{off}} + \Psi k_{\text{on}} A_0 P_0^\alpha - \Psi k_{\text{on}} A_0 P_0^\beta - 1
\end{array} \right).
\]

An instability occurs if there exists at least one growth rate \( \sigma \) of \( \tilde{J} \) with positive real part. Note that the global averages \( \langle u_P \rangle \) and \( \langle u_A \rangle \) give rise to the Kronecker-delta term \( \delta_{k,0} \) which induces a discontinuously stabilizing shift of the zeroth Fourier mode \( k_0 = 0 \) (figure 1(B), \( \alpha, \beta, \text{red dot} \)). As a consequence, and different from classical Turing diffusion driven instabilities, the mode that becomes unstable first and shows the fastest growth is given by \( k_1 = 2\pi / L \). Thus, the pattern that is destabilized first and grows fastest always fits the system size. This will tend to divide the cell into two halves independent of size, which is an attractive property for cell polarity. Discontinuous growth rates are known from systems describing electro-chemical pattern formation as well as surface chemical reactions [13, 14] and are a consequence of

**Figure 2.** A common topology spans across diverse models for cortical cell polarity. (A) For variations of protein amounts \( \rho_P \) and \( \rho_A \) the PAR protein model [6] shows a region of bistability (orange) within a cusp bifurcation, a loop-shaped region of linear instability (blue, blue dashed) and a region of domains (green, dashed boundary) arranged in the same topology as for variations of the interaction rate constants (figure 1(C)). (B) The wave-pinning model [8] shows an identical topology as the PAR protein model despite featuring only one protein species and different kinetic functions. Color coding as in panel (A). Yellow star indicates parameter values chosen in [8]. Note, however, that the instability region shown here is slightly enlarged compared to the originally formulated system [8] due to the infinite cytoplasmic diffusion. (C) A model for polarization of small Rho-GTPases [2] again shows the same topology. Color coding as in panel (A). Star indicates parameters chosen in [2].
globally coupled systems. All the reaction–diffusion systems of type (4) show a discontinuous growth rate.

In studying the parameter dependence of this type of instability, we found a loop-shaped region in which at least one uniformly stable state becomes unstable with respect to nonuniform perturbations (figure 1(B), blue, blue dashed). Together, the regimes of uniform bistability, domains and linear instability form a characteristic topology (figure 1(C)) in which each distinctly colored region corresponds to a defined dynamic behavior of the system (see [6] for details). Interestingly, this parameter space topology is conserved even if other parameters such as the total protein concentrations \( \rho_0, \rho_A \) are varied while the interaction rate constants are kept fixed (figure 2(A)).

2.2. The wave-pinning model

The inhomogeneous domain states in the PAR protein model discussed above were found to be propagating fronts that stall based on the depletion of cytoplasmic protein supply [6]. This phenomenon has previously been highlighted in a simpler reaction–diffusion model and was termed wave-pinning [8]. In order to compare the two models, we now analyze the wave-pinning model in the same way as the PAR protein model.

Based on only one protein species \((N = 1)\) that cycles between a cortical and a cytoplasmic compartment, the wave-pinning system conceptually describes polarization of small Rho-GTPases in the context of chemotaxis. Substituting the cytoplasmic variable \( v(x, t) \) in the limit of infinitely fast cytoplasmic diffusion by \( v(t) = \rho_0 - \langle u \rangle \), we reduce the originally proposed system of two differential equations to a single integro-differential equation of type (4). The kinetic function is then defined as:

\[
f_i = \left( \rho_0 - \langle u \rangle \right) \left( k_0 + \gamma \frac{u^2}{K^2 + u^2} \right) - \delta u,
\]

where \( k_0 \) is the basal association rate, \( \gamma \) the maximal reaction rate above the base line, and \( K \) the saturation parameter. The linear stability analysis was computed analogously to the PAR protein model. With \( u_0 \) denoting the homogeneous steady-state, we find the growth rate of the wave-pinning model as

\[
\sigma = -D_u k_f^2 + 2 \gamma K^2 \frac{u_0 (\rho_0 - u_0)}{K^2 + u_0^2} - \delta - \left[ k_0 + \gamma \frac{u_0^2}{K^2 + u_0^2} - \delta u_0 \right] \delta_{k_f,0}.
\]

Note that the Fourier modes are denoted by \( k_f \) to avoid confusion with the reaction parameters \( k_0 \) and \( K \). Similar to (6), \( \delta_{k_f,0} \) symbolizes the Kronecker-delta while \( \delta \) is a reaction parameter.

By applying the same analysis of uniform states, their stability properties and domain states to the wave-pinning model, we find a topology identical to the PAR protein model (figure 2(B)), despite differences in both the number of involved protein species and the kinetic function. The region of homogeneous bistability (figure 2(B), orange, compare to figure 1) again culminates in a cusp bifurcation. The region of linear instability loops around the cusp point, this time forming a distorted structure. Finally, the instability loop is enclosed by the comet-shaped region of inhomogeneous domain states which eventually crosses into the bistability regime, a property also observed in the PAR protein model for larger values of \( \rho_0 \)'s or \( k_{AP/PA} \).
We used the parameters as reported in the published work [8], specifically $\gamma = 1s^{-1}$, $K = 1 \mu m^{-1}$, $\delta = 1s^{-1}$ and $D_\mu = 0.1 \mu m^2s^{-1}$. Simulations were carried out with $\Delta t = 0.0004 s$ in a system of $L = 10 \mu m$ with 100 grid points spaced $\Delta x = 0.1 \mu m$ apart and no-flux boundary conditions.

The authors reported in their original work [8] that the model does not polarize spontaneously but requires a finite, possibly small stimulus in order to form patterns. The parameter space now shows that this threshold behavior is parameter specific. In particular, the chosen parameter set (figure 2(B), star) places the model close to but still outside the regime of linear instability where the single metastable uniform state is separated from the coexisting domain state by a threshold of variable size [6]. Slight displacement of parameters towards larger total protein concentration, would allow this system to polarize spontaneously. Thus, this topological analysis helps to reevaluate previously reported behaviors of the wave-pinning model.

### 2.3. The Rho-GTPase model

The wave-pinning model of the previous section highlighted principles that were underlying a more complex and biochemically accurate system for polarization of three small Rho-GTPases CDC-42 ($i \equiv C$), Rac ($i \equiv R$) and Rho ($i \equiv \rho$) in chemotaxis [2]. We therefore now analyze this third model. After reduction to three integro-differential equations in the limit of rapid cytoplasmic diffusion, the kinetic functions are defined as

\[
\begin{align*}
    f_C &= \frac{I_C}{1 + (u_C / \beta_C)^n} \frac{\rho_{0,C} - \langle u_C \rangle}{\rho_{0,C}} \delta_C u_C, \\
    f_R &= \frac{I_R + \alpha_R u_C}{1 + (u_C / \beta_C)^n} \frac{\rho_{0,R} - \langle u_R \rangle}{\rho_{0,R}} \delta_R u_R, \\
    f_\rho &= \frac{I_\rho + \alpha_\rho u_R}{1 + (u_R / \beta_\rho)^n} \frac{\rho_{0,\rho} - \langle u_\rho \rangle}{\rho_{0,\rho}} \delta_\rho u_\rho,
\end{align*}
\]

wherein $I_{C/R/\rho}$, $\alpha_{C/R}$ and $\delta_{C/R/\rho}$ denote reaction rate constants, $\beta_{C/R}$ regulate Hill function dynamics and $n$ is the Hill coefficient. The linear stability analysis was again computed analogously to the PAR protein model. We find the following form of the Jacobian in Fourier space:

\[
\begin{pmatrix}
-D_m k^2 - \delta_C - \lambda_C \delta_{k,0} & 0 & -4 \frac{\rho_0^3}{\beta_\rho} \frac{I_C (C_{tot} - C_0)}{C_{tot} \left(1 + \left(\rho_0/\beta_\rho\right)^4\right)^2} \\
\alpha_C \frac{R_{tot} - R_0}{R_{tot}} & -D_m k^2 - \delta_R - \lambda_R \delta_{k,0} & 0 \\
-4 \frac{C_0^3}{\beta_C} \frac{(I_\rho + \alpha_\rho R_\rho)(\rho_{tot} - \rho_0)}{\rho_{tot} \left(1 + \left(C_0/\beta_C\right)^4\right)^2} & \alpha_R \frac{(\rho_{tot} - \rho_0)}{\rho_{tot} \left(1 + \left(C_0/\beta_C\right)^4\right)} & -D_m k^2 - \delta_\rho - \lambda_\rho \delta_{k,0}
\end{pmatrix}
\]
Here $C_0$, $R_0$ and $\rho_0$ denote the homogeneous steady-state. $\delta_{k,0}$ again symbolizes the Kronecker-delta which induces the discontinuous shift in the growth rates, and the prefactors are given by

$$
\lambda_C = \frac{I_C}{C_{tot}} \left(1 + \left(\frac{\rho_0/\beta}{\rho}\right)^4\right), \quad \lambda_R = \frac{I_R + \alpha C_0}{R_{tot}}, \quad \lambda_\rho = \frac{I_\rho + \alpha R_0}{\rho_{tot}} \left(1 + \left(\frac{C_0/\beta_C}{\rho_0}\right)^4\right).
$$

We used the parameters reported in the original publication [2], specifically $R_{tot} = 7.5$ $\mu$M, $I_C = 3.4$ $\mu$Ms$^{-1}$, $I_R = 0.5$ $\mu$Ms$^{-1}$, $I_\rho = 3.3$ $\mu$Ms$^{-1}$, $\alpha_C = 4.5$ s$^{-1}$, $\alpha_R = 0.3$ s$^{-1}$, $\beta_C = 1$ $\mu$M, $\beta_\rho = 1.25$ $\mu$M, $\delta_C = \delta_R = \delta_\rho = 1$ s$^{-1}$, $D_{u,C} = D_{u,R} = D_{u,\rho} = 0.1 \mu$m$^2$s$^{-1}$ and $n = 4$. Simulations were carried out with $\Delta t = 0.01$s in a system of $L = 10$ $\mu$m with 100 grid points spaced $\Delta x = 0.1 \mu$m apart and no-flux boundary conditions.

Analyzing this system, we find the same parameter space topology as in the wave-pinning and PAR model, comprising a cusp bifurcation surrounded by an instability loop and enclosed in a comet-shaped region of nonuniform domains (figure 2(C)). Importantly, the common topology implies an identical repertoire of possible behaviors across all three models despite different numbers of protein species as well as different kinetic functions.

### 3. A minimal model for cell polarity

Motivated by the common parameter space topology, we next sought to construct a representative model that exhibits all topological features in a simple form, and also illustrates the reduction process. We now formulate such a minimal model of the type of (4) in which all topological features can be described analytically.

Only one protein species ($N = 1$) is necessary to exhibit the desired topology. Furthermore, bistability of homogeneous states with a cusp bifurcation appears as a hallmark property of the family of models discussed here. The simplest function that reproduces bistability with a cusp bifurcation is the well-studied cusp normal form [15]. This normal form can be derived locally around the cusp point of generic dynamical systems by a weakly nonlinear analysis [16, 17]. Here, we define the kinetic function of the minimal model such that elimination of the cytoplasmic variable by $\nu(t) = \rho_0 - \langle u \rangle$ leads to the cusp normal form extended by a global averaging term

$$
f = \eta \nu + \mu_1 u - u^3 = \eta \rho_0 - \eta \langle u \rangle + \mu_1 u - u^3.
$$

While the three previously discussed models produced positive concentrations, equation (12) exhibits negative values as well, thereby ruling out the interpretation of $\mu(x, t)$ as physical concentration. We use (12) as purely conceptual model that makes the parameter space accessible analytically, and similar arguments have been given elsewhere [8, 18].

#### 3.1. Nondimensionalization

In the minimal model, one dynamical species ($N = 1$) is cycling between a state $u$ with slow diffusion $D_u$ and a state $v$ subject to fast diffusion $D_v$. In the case of finite diffusion $D_v$ the generic
formulation is given by

$$
\frac{\partial \tilde{u}}{\partial \tilde{t}} = \tilde{D}_u \frac{\partial^2 \tilde{u}}{\partial \tilde{x}^2} + f(\tilde{u}, \tilde{v}) , \quad \frac{\partial \tilde{v}}{\partial \tilde{t}} = \tilde{D}_v \frac{\partial^2 \tilde{v}}{\partial \tilde{x}^2} - f(\tilde{u}, \tilde{v}) ,
$$

where the non-dimensional parameters are defined as $\eta = \tilde{\eta} \left( \sigma U^2 \right)^{-1}$, $\mu = \tilde{\mu} \left( \sigma U^2 \right)^{-1}$, $\tilde{D}_u = \tilde{D}_u \left( L^2 \sigma U^2 \right)^{-1}$ and $\tilde{D}_v = \tilde{D}_v \left( L^2 \sigma U^2 \right)^{-1}$. Parameters were chosen as $\eta = 1$ and $\tilde{D}_u = 10^{-4}$. Simulations were run with $\Delta t = 0.01$ in a system of $L = 1$ with 400 grid points spaced $\Delta x = 0.0025$ apart and periodic boundary conditions.

### 3.2. Reduction process

Using the minimal model we here illustrate the implications that arise from the reduction from $2N$ differential equations with $N$ conservation laws (equations (1)–(3)) to $N$ integro-differential equations (in the form of (4)) in the limit of rapid cytoplasmic diffusion, a process that has been applied to all analyzed models.

The homogeneous system without diffusion can be illustrated in phase space of the two dynamic variables $u_0$ and $v_0$ (figure 3(A)). For a given set of parameters, the uniform steady-states of a mass-conserved system must satisfy $f(u_0, v_0) = 0$, which defines a curve in phase space (figure 3(A), dotted line). Its intersection with the lines $\rho_0 = \tilde{\rho}_0$ for constant mass determines the uniform steady-state concentrations (figure 3(A), blue filled circle, see also [19]). Importantly, any perturbation of the uniform steady-state that respects conservation of mass (figure 3(A), green solid arrow) can only move the system to another point along the same line of mass (figure 3(A), blue open circle) from which it relaxes back to the same steady-state. Any motion perpendicular to that line (figure 3(A), green dashed arrow) corresponds to a change of mass, and hence is forbidden (figure 3(B)).

The homogeneous two-equation system can be exactly reduced to one-equation by substituting $\tilde{v}_0 = \tilde{\rho}_0 - \tilde{u}_0$, thereby incorporating the previously external constraint $\tilde{\rho}_0$ explicitly into the equations. As a consequence, the previously 2D phase space collapses to a 1D line along which any perturbation respects the conservation law (figure 3(C), green solid arrow).
3.3. Linear stability analysis of the minimal model

We begin the analytical description of the parameter space by highlighting the bistability region. For a homogeneous system, diffusion is absent and the global coupling simplifies to $u = \mu \eta \eta$. Then, the region of bistability is known to be bounded by

$$\rho_0 = \pm 2 \frac{\mu_1 - \eta}{3 \eta} \sqrt{\frac{\mu_1 - \eta}{3}},$$

with the cusp bifurcation occurring at $\mu_1 = \eta = 1$ (figure 5(A)).

Next, we turn to derive an analytical form of the instability loop. Linearizing equations (13) around the homogeneous steady-states $(u_0, v_0)$ leads to a Jacobian of the form

$$J = \begin{pmatrix} f_u - Dk^2 & f_v \\ -f_u & -f_v - Dk^2 \end{pmatrix},$$

Figure 3. In the 2D phase space of the uniform system, movements are constrained by the conservation law. (A) Schematic of phase space. Red lines represent all states allowed for a system with conserved amount $\rho_0^{1,2}$. Blue solid circles represent the steady-states that are determined as intersection with the line $f(u_0, v_0) = 0$. A perturbation that respects conservation of mass (green solid arrow) leads to another point on the same line (blue open circle) from which the system relaxes back to the steady-state (blue arrow). A perturbation that violates mass conservation, e.g. by changing $v_0$ while leaving $u_0$ constant (green dashed arrow), leads to a system on a different line with $\rho_0^2$ from which the system relaxes to a new steady-state. (B) The dynamics of the system along the line of constant protein amount is damped with growth rate $\lambda_0 = f_u - f_v$. However, the forbidden dynamic perpendicular to the lines is reflected in the marginal growth rate $\lambda_1 = 0$. (C) In the reduced system, the variable $v_0$ is replaced by $\rho_0 - v_0$. Since there is no restriction on the perturbations of the one-variable system, the marginal growth rate is eliminated and replaced by the damped value $\lambda_0$, hence leading to a discontinuously displaced zeroth Fourier mode.
with eigenvalues

$$\sigma_\pm = \frac{1}{2} \left[ (f_u - f_v - (D_v + D_u)k^2) \pm \sqrt{(f_u - f_v - (D_v + D_u)k^2)^2 - 4D_vD_u k^4 + (D_u f_v - D_v f_u)k^2} \right].$$

(16)

For the uniform system $k=0$, the smaller eigenvalue occurs at $\sigma_-=f_u-f_v$, while the larger eigenvalue is always marginal $\sigma_+=0$, such that the overall response of the system to any homogeneous perturbation will be a relaxation back to the uniform steady-state. The marginal growth rate at $k=0$ enforces any band of unstable wave numbers to range from $0 \leq k \leq k_*$, an interval that is not strictly bounded away from $k=0$. As a consequence, the emerging pattern will occur on a large length-scale close to the instability threshold. We identify this as type II long-wave instability as defined in [21].

For increased cytoplasmic diffusion, the magnitude of the growth rate of the membrane-bound variable increases and its maximum moves toward $k=0$ (figures 4(A), (B)). For rapid cytoplasmic diffusion $D_v \to \infty$ and substitution of the cytoplasmic concentration by $\int \rho = -\int u(x,t)dx$, one of the growth rates is eliminated, leaving only its maximum as displaced node at $k=0$ (figure 4(C)).

The single remaining growth rate is in general described by

$$\sigma = -D_u k^2 + f_u + f_{\{u\}} \delta_{k,0}.$$ 

For the specific case of the kinetic function in (12) this reduces to

$$\sigma(k) = -Dk^2 + \mu_1 - 3u_0^2 - \eta \delta_{k,0}.$$ 

(17)

The Kronecker-Delta symbol $\delta_{k,0}$ arises from Fourier transformation of the global coupling $\langle u \rangle$. The magnitude of the discontinuous shift $f_{\{u\}}$ is given by $f_{\{u\}} = \partial \langle u \rangle / \partial \langle u \rangle \cdot \partial f / \partial v = -f_v$. Therefore, the new position of the homogeneous mode is the tip of the second growth rate $\sigma_-(k_0) = f_u - f_v$ that was eliminated in the reduction process (figure 4(B)). From the growth
rate and the homogeneous steady-state we find the analytical form of the instability loop in parameter space as the function (figure 5(B), blue, blue dashed):

\[
\rho_0 = \pm \frac{1}{\eta} \left(2 \frac{\mu_1}{3} - \eta + \frac{1}{3} D_u k_1^2 \right) \sqrt{\frac{\mu_1 - D_u k_1^2}{3}},
\]  

which has to be evaluated at the first unstable node \( k_1 = 2\pi/L \). Thus, smaller system lengths \( L \) or larger diffusion constants \( D_u \) lead to shrinkage of the region of instability.

### 3.4. Inhomogeneous domain states

Finally, we investigate the inhomogeneous domain states of the minimal model. Numerical integration of equation (4) with the function \( f \) given in equation (12) shows that the nonuniform concentration profiles are front solutions, as before. Furthermore, they are found to exist in the familiar comet-shaped region (figure 5(C), green with dashed boundary) touching the instability loop at its tip. The simplicity of the minimal model allows to characterize this domain region.
analytically [18]. Specifically, analytical calculation of the front propagation speed as a function of the uniform cytoplasmic concentration shows that the front reaches steady-state and stalls when $v = 0$, or equivalently $\langle u \rangle_0 = \rho_0$.

Using this stalling criterion and neglecting diffusion away from the front interfaces, we compute the domain width. From this, we find the lower and upper boundaries of the domain region in parameter space as the simple form

$$\rho_0 = \pm \sqrt{\mu_1},$$

in good agreement with numerical simulations (see figure 5(C), solid line). Note that (19) can be rephrased as the necessary condition, $-\sqrt{\mu_1} < \rho_0 < \sqrt{\mu_1}$, on the protein amount that allows for front-stalling to occur.

3.5. The cusp bifurcation induces the instability loop

We noted earlier that the minimal model (12) represents a modified cusp normal form. Furthermore, we found that the bistability region with the cusp (14) and the instability loop (18) approach the same asymptotic function in the limit of large values of the parameter $\mu_1$. Both observations raise the question if a cusp bifurcation is sufficient to give rise to the common topology of models described so far.

To investigate a possible connection between the cusp and instability loop in the minimal model, we focus on the growth rate (17) of the homogeneous system at $k_0 = 0$ (figure 6(B), top row) as a function of $\rho_0$ with different parameter values of $\mu_1$ (figure 6(A)). As generic property of cusp bifurcations the single uniform state outside the bistability region is stable (figure 6(B), solid lines), while inside the bistability region two stable states (figure 6(B), blue and yellow) are separated by a third one (figure 6(B), red) that is unstable (figure 6(B), dashed lines). For the most unstable mode $k_1 \neq 0$ of the inhomogeneous system, we find that the growth rate is simply shifted upwards by a constant magnitude $\eta - Dk_1^2$ everywhere in parameter space (figure 6(B), bottom row). This shift reveals that the uniformly stable states become unstable for spatial perturbations particularly close to the edges of the bistability region (figure 6(B), rightmost column), thereby causing the ascending and descending unstable branches along the boundary of the region of bistability (figure 6(A)). The shift in growth rates also explains that the cusp point always appears inside of the instability loop.

Because the shift between the growth rates of the uniform system $\sigma(k_0)$ and fastest growing mode of the nonuniform system $\sigma(k_1)$ is constant throughout parameter space, our minimal model relates the instability loop to the cusp bifurcation in a simple form. In more complex models, the shift will generally not be constant but parameter dependent. Consequently, the size of the unstable regions will also be dependent on their location in parameter space, hence leading to distortions and asymmetries of the loop as seen for instance in the wave-pinning model (7) (figure 2(B)).

Loop shaped regions of linear instabilities around a cusp bifurcation have been reported for other models unrelated to cell polarity. Examples include electrochemical systems where a diffusing species undergoes pattern formation due to the interaction with an electrical potential [22], as well as systems describing surface chemical reactions [14]. Furthermore, in absence of a Hopf bifurcation, the FitzHugh–Nagumo model shows classical Turing diffusion-driven
instabilities in the form of a loop around a cusp bifurcation [23]. Taken together, these examples suggest that the cusp bifurcation gives rise to the loop shaped region of linear instability. We next ask the question if bistability of uniform states via a cusp bifurcation also implies inhomogeneous patterns that are front solutions and stall via a wave-pinning type mechanism. To answer this question, we consider a one-species ($N = 1$) conceptual model for CDC-42 polarization in yeast [4]. After the reduction for rapid cytoplasmic diffusion $\nu(t) = \rho_0 - \langle u \rangle$, the kinetic function of this model is given by

$$f = E_c au^2 \left( \rho_0 - \langle u \rangle \right) + E_b u \left( \rho_0 - \langle u \rangle \right) - \gamma u + \epsilon$$

wherein $E_c = E_c^0 \left( 1 + \int_S g(u) ds \right)^{-1}$ represents a conservation law for one of the parameters. As the authors note, this second integral constraint is not necessary for the pattern forming ability of equation (20) and we therefore ignore it here, setting $E_c \equiv 1$. An additional parameter $\epsilon$ was added to equation (20) which takes the value $\epsilon = 0$ in the original work.

This model shows bistability of homogeneous states with a cusp bifurcation under variations of parameters $\gamma$ and $\epsilon$. Moreover, a region of instability loops around the cusp point, albeit in strongly distorted form. However, the inhomogeneous patterns can not be propagating front solutions because this model violates the conditions necessary for wave-pinning to occur [8]. Thus, bistability via a cusp bifurcation is coupled to the loop shaped region of instability, but is not sufficient for front-like inhomogeneous patterns.
4. Discussion

Reaction–diffusion systems have been applied to a wide-range of contexts ranging from ecological to subcellular scales [24]. Instrumental for this is the freedom in the design of governing equations in terms of the number of involved protein species as well as the kinetic functions that define their interactions.

However, the complexity of spatially extended, nonlinear dynamical systems and the diversity of model designs entails a range of difficulties as well. First, the comprehensive characterization of the repertoire of possible behaviors under large variations of parameters rather than for a single parameter set poses a challenge in any individual reaction–diffusion model. Second, it remains a nontrivial task to compare two distinct models by explicitly stating which behavior is common to both and which behavior is specific to one of the models. Specifically, it is rather unlikely to find two models that are clearly distinct, yet can both be characterized in the same framework. Third, even if models according to these criteria could be identified, more fundamental understanding about the origin of their similarity for example in form of a minimal model would be required.

Here, we have presented a family of reaction–diffusion models that meet all three of the above benchmark criteria. First, we recapitulated the comprehensive analysis of a reaction–diffusion system for cell polarity of PAR proteins with respect to existence of uniform steady-states, linear instabilities and the existence of inhomogeneous domain states. Second, we applied the same analysis to two other models that share the properties of mass-conservation, rapid cytoplasmic diffusion as well as bistability of the reaction rates, but otherwise differ in the number of interacting chemical species and in the kinetic functions. We found that the topology of the PAR protein model more generally captures this family of systems. Different models have traditionally been compared by classifying the interacting species as either activator, substrate or inhibitor [25], by classifying the type of instabilities [21], or more recently by defining abstract design principles necessary for a specific stalling behavior of patterns [8]. Still, the topological analysis presented here provides a more specific characterization about the actual behavior observable in the model.

Third, based on the cusp bifurcation normal form, we presented a representative minimal model in which all parameter space elements can be calculated analytically. From this minimal model, we demonstrated that the instability loop appears as a generic property of the cusp bifurcation. In other contexts, the instability that loops around the cusp bifurcation can be a Hopf instability [14], a classical Turing instability [23] (where the unstable wave numbers are strictly bound away from zero), a long-wave instability (where the unstable wave-numbers are not bound away from zero), or a displaced-node instability that appears as a limit of Turing and long-wave instability for infinitely rapid cytoplasmic diffusion (17). Examples for instabilities looping around a cusp point have been found in excitable systems [23], in electro-chemical settings [22] and in models of surface catalysis [14].

Other reported models for cell polarity differ to various degrees from the family of models discussed here. The model by Otsuji [3], for instance, does not show bistability of uniform steady-states, thus illustrating that inhomogeneous patterns can occur independent of bistability of homogeneous states. The inhomogeneous patterns themselves are not front solutions. The CDC-42 model [4], in contrast, features bistability of uniform steady-states and shows the cusp bifurcation and the instability loop. However, similar to the model by Otsuji, the patterns in the CDC-42 model can not be front solutions, thereby clarifying that bistability of uniform states is
not sufficient for wave-pinning like behavior. Finally, the family of models discussed here adds front-like inhomogeneous patterns in a comet-shaped region to the bistability of uniform states and the loop shaped region of instability, hence suggesting that the condition for front-stalling patterns [8] likely is the strongest condition that defines the topology described here.

To conclude, this work illuminates the need to investigate the parameter space of models for cell polarization, to judge the robustness of model behavior to changes in parameters, to uncover generic topological features and to describe the full range of dynamical behaviors.
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