Abstract—The COVID-19 pandemic has emphasized the need for a robust understanding of epidemic models. Current models of epidemics are classified as either mechanistic or non-mechanistic: mechanistic models make explicit assumptions on the dynamics of disease, whereas non-mechanistic models make assumptions on the form of observed time series. Here, we introduce a simple mixture-based model which bridges the two approaches while retaining benefits of both. The model represents time series of cases as a mixture of Gaussian curves, providing a flexible function class to learn from data, and we show that it arises as the natural outcome of a stochastic process based on a networked SIR framework. This allows learned parameters to take on a more meaningful interpretation compared to similar non-mechanistic models, and we validate the interpretations using auxiliary mobility data collected during the COVID-19 pandemic. We provide a simple learning algorithm to identify model parameters and establish theoretical results which show the model can be efficiently learned from data. Empirically, we find the model to have low prediction error. Moreover, this allows us to systematically understand the impacts of interventions on COVID-19, which is critical in developing data-driven solutions for controlling epidemics.
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I. INTRODUCTION

The COVID-19 pandemic has reinforced the need for a deep understanding of epidemic processes. The initial uncertainty which arose in the beginning of the pandemic led to new questions about infectious disease modeling and estimation, as well as an emphasis on robust control of the pandemic with attention to careful trade-offs between health outcomes and economic costs of interventions [1], [3], [8], [10], [27].

Epidemic processes are often understood through models, which attempt to simplify the complex process by which contagion travels between individuals in a population in order to provide insights and actionable policies [23], [29], [32]. Broadly, models in the literature are typically categorized into one of two types: Mechanistic models and non-mechanistic models [24]. Both types of models have benefits and drawbacks, and in this work we propose a single model which unifies the two approaches while retaining benefits of both.

Mechanistic models are well established and have been used by epidemiologists since the early 20th century to understand the dynamics of the spread of infectious disease [29]. This class of models makes assumptions on the underlying process by which disease spreads, through the use of differential equations or more complex agent-based approaches [2], [5], [8], [17], [22], [37]. Although these models are well understood, they have some drawbacks when applied to observed data [26]. Due to the indirect relationship between model parameters and forecasts, mechanistic models can have wide confidence intervals in forecasting and estimation of the pandemic [22]. Classical models also often make the assumption that individuals do not react to the state of the pandemic and hence a proper adjustment to such models requires the introduction of additional parameters, which are often time-varying, to accurately estimate the pandemic state, increasing the burden on parameter uncertainty [4], [9], [36].

Due to these limitations, which were particularly exacerbated during the initial stages of uncertainty during the COVID-19 pandemic, non-mechanistic models grew in popularity for epidemic forecasting [26], [35]. These models, also referred to as reduced form models, hypothesize a form for the observed time series. As opposed to assuming a prolonged period of exponential growth as is often the case for mechanistic models, reduced form models often make an implicit assumption that human behavior generates a sub-exponential trend in observed time series. This approach has been applied since the mid 19th century, and often results in better short-term forecasts with tighter confidence intervals [18], [38]. However, a major critique of such methods is that they are often not interpretable: the learned parameters do not have direct interpretations related to the spread of disease [26].

In this work, we focus on a specific reduced form model which bridges the two approaches to epidemic modeling while retaining benefits of both. Namely, we assume that the observed time series of cases has the form

\[ N(t) = \left( \sum_{k=1}^{r} e^{-\alpha_k t^2 + b_k t + c_k} \right) (1 + \varepsilon_t). \] (1)

Here, \( t \) denotes a discrete time index, \( r \) is a parameter which denotes the number of mixtures present in the time series, and \( \varepsilon_t \) represents noise which is bounded in absolute value almost
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 surely by a parameter $0 < \delta < 1$. This noise need not be independent, which is a realistic assumption often during the COVID-19 pandemic as testing procedures often create a time dependence in observation noise. The model itself takes a reduced form approach to estimation, which allows us to perform a principled statistical analysis of a simple learning algorithm.

Moreover, we show that the model is the outcome of a simple Susceptible-Infected-Recovered (SIR) process on a network, which allows the learned parameters to become interpretable. The flexibility in the number of mixtures $r$ also allows the model to account for the possibility of additional peaks in the data, resulting in a benefit over unimodal models used in the literature [18], [35]. Because $r$ can vary, the model provides a non-parametric function class from which the trajectory of the epidemic can be learned.

The motivation for modeling cases as a mixture stems from the reality that the disease is spreading to a population which has diverse regional divisions and includes many jurisdictions [8]. Since each region has its own features and policies, we expect the observed case counts to take an additive form, and this was indeed the case within the United States during the initial stages of the pandemic (Fig. 1). The specific form of the Gaussian time series is chosen in part due to historical prevalence [18], [38], and the parameterization is rigorously justified in Section IV. A much wider variety of function classes can explain sub-exponential growth [11], and for example allowing the quadratic parameters of the form $a_k$ in (1) to be a time-varying function of the epidemic state is an important extension of this model [25]. Here, we restrict to the parsimonious class in (1) since the restrictive assumption better justifies applications to out-of-sample prediction.

**Summary of Contributions:** Overall, the contributions of this work may be summarized as follows:

- We provide an efficient algorithm for learning the model from data, and provide theoretical guarantees.
- We show that the proposed mixture model arises naturally as the outcome of a Susceptible-Infected-Recovered (SIR) process on a network model and thus provide an interpretation for the parameters of the model.
- We validate this interpretation of the parameters by associating learned parameters with empirical observations, and we find significant correlations which support the interpretation given by the generative model.
- We provide an alternative explanation of the model (1) in which the observations occur due to endogenous behavior, which furthers our understanding of the model.

## II. RELATED WORK

### A. Mechanistic Models for Epidemics

We begin with a discussion of mechanistic models in epidemiology, which will underlie some of the theoretical foundations of the generative network model which produces observations of the form in (1). The fundamental mechanistic models are originally based on a mean-field approach introduced in [29], and are known as compartmental models.

1) **Compartmental Models:** Compartmental models approximate the dynamics of infectious disease by classifying the population into different groups, and using these classifications to characterize the spread of the disease. Labels such as $S$, $E$, $I$, and $R$ are often used to categorize such compartments, which stand for susceptible, exposed, infected, and recovered, respectively. Mean-field models in epidemiology model the dynamics of the infectious disease through a series of differential equations which describe the transmission of the disease. Here, we discuss the Susceptible-Infected-Recovered (SIR) model of infectious disease due to its ability to capture many of the relevant features of the COVID-19 pandemic while retaining enough simplicity to enable tractable analysis. In the SIR model, the dynamics between the compartments are modeled as if every individual has an equal probability of coming into contact with another individual, i.e. the underlying contact network is assumed to be fully connected. This leads to the following set of differential equations to model the spread of disease.

\[
\frac{dS}{dt} = -\beta S(t)I(t)/N, \tag{2}
\]
\[
\frac{dI}{dt} = \beta S(t)I(t)/N - \gamma I(t), \tag{3}
\]
\[
\frac{dR}{dt} = \gamma I(t). \tag{4}
\]

Here, $t$ represents continuous time, and the process is assumed to begin at some time $t_0$. We assume that the number of births and deaths in the population is negligible, so that $S(t) + I(t) + R(t) = N$ for some positive constant $N$ for all $t$. Further, the initial conditions for such a system often assume that $S(t_0) \approx N$, $0 < I(t_0) \ll N$, and $R(t_0) = 0$. The value $\beta$ in this model represents a contact rate, in the sense that it is a measure of the number of contacts that an infected individual may have with the
susceptible population. Similarly, the parameter $\gamma$ represents a recovery rate, and represents on average how long an infected individual remains contagious.

Several important observations can be made about the SIR model considered above. For example, the ratio $\beta/\gamma$, often denoted as $R_0$, is referred to as the basic reproductive number of the system and provides a simple condition to determine if the number of infections of the population will increase. Namely, if $R_0 < 1$, then the number of infected individuals will decay to 0; otherwise, the number of infected individuals will increase until it reaches a maximum before decaying to 0 [23, Theorem 2.1]. It is also common to rewrite the SIR model with time-varying parameters by considering how the parameters $\beta$ and $\gamma$ may change over time due, for example, to social distancing or increased testing [24].

Ultimately, although mean-field compartmental models have been applied to various problems in epidemiology, they do not take into account potential heterogeneity in the physical contact networks of individuals who spread the infectious disease [7], [16], [20]. For example, because super-spreading events accelerate the spread of COVID-19, it is unlikely that a homogeneous contact rate $\beta$ is appropriate to model the dynamics of this infectious disease [19]. For this reason, many authors instead choose to use network-based models.

2) Network-Based Models of Epidemics: By modeling contact networks, one might explicitly take into account the interactions between different individuals [16], [20], [21], [28], [37]. In a network-based model, individuals are modeled using a set of nodes $V (|V| = n)$, and the interactions between the individuals are modeled using a set of edges $E \subseteq V \times V$. At each (discrete) time step $t \in \mathbb{N}$, each node in the network is assigned a label, $\xi_i(t) \in \{S, I, R\}$. The state of the entire network can then be summarized in the time-varying vector

$$\xi(t) = (\xi_1(t), \ldots, \xi_n(t)) \in \{S, I, R\}^n.$$  \hspace{1cm} \hspace{1cm} (5)

The model may be fully described by then stating the probability that an individual node transitions from one particular state to another. In many network-based models of epidemics, each infected node infects its neighbors independently with some probability $\beta$, and each infected node becomes recovered at each time step with probability $\gamma$. Hence, using these transition probabilities, one can study the dynamics of the 3rd state Markov chain represented by these underlying probabilistic rules [37]. In particular, as Ganesh et al. [20] find that if $\beta/\gamma$ is less than the inverse of the spectral radius of the graph, then the epidemic may die out quickly, whereas above this threshold the epidemic will last for a long period of time.

Several network-based mechanistic models of epidemics also incorporate human behavior in their modeling assumptions [4], [25], [27], [36], wherein the parameters which govern the spread of disease may be affected by the current state of the epidemic on the network. That is, as the epidemic size increases, these models assume that individuals take precautionary measures to mitigate the spread of disease.

While such results provide insight on the dynamics of infectious disease in a networked setting, this literature does not specifically attempt to forecast future progress of the infectious disease. In epidemic forecasting with network-based mechanistic models, practitioners must make assumptions about the underlying social network, for example through agent-based modeling [33]. By collecting information about how individuals interact with their environment, such models can be made to handle heterogeneity in ways that mean-field models can not. These approaches require large amounts of data and resources to generate accurate predictions [3]. Since millions of edges may be included in the mobility network, and observed mobility often changes over time due to community response to the state of the pandemic, the amount of data required to satisfy complex, time-varying network-based models can become prohibitive.

B. Non-Mechanic Modeling of Epidemics

In contrast to the mechanistic models of infectious disease considered above, several authors approach prediction of epidemics using a non-mechanistic approach [18], [31], [38]. In these approaches, the trajectory of key metrics such as case counts or fatalities is assumed to come from a specific class of functions, and optimization techniques are used to determine the parameters of the models and provide forecasts. While such approaches often lack interpretable parameters, they do have computational benefits, are data-driven, and are efficient in their use of data as they provide forecasts based only on the available time series.

The most commonly considered class of functions for predicting the number of infected individuals is the class of Gaussian bell curves, which have been considered as early as the mid 19th century with the work of William Farr [18]. The use of this function class, often referred to as Farr’s law, has been considered in predicting infections due to AIDS [6], smallpox [38], drug mortality [13], and COVID-19 [35], with mixed results. In particular, the function class makes the restrictive assumption that the spread of disease is unimodal in nature. Hence, a key feature of this work is to extend the original model of [18] in a flexible way that is more appropriate for epidemic forecasting.

Recently, additional function classes based on advances in machine learning have also been considered in the context of the spread of infectious disease [31]. With such models, the class of functions used for prediction is not necessarily unimodal, and practitioners are able to incorporate auxiliary data such as mobility data in order to make predictions with a non-mechanistic approach.

Our work presents a non-mechanistic approach to learning the model in (1). Since the approach is non-mechanistic, it has the benefit of being data-driven and having an efficient implementation. Further, we find that this function class may actually be thought of as arising from a mechanistic SIR process in which individuals react to the spread of disease. Specifically, we show that each individual component of the mixture in (1) can be viewed as arising from the population’s reaction to the epidemic as a function of time (Section IV-A), expanding on the work of [38] by providing a network-based stochastic model to justify the shape of the Gaussian curve. Alternatively, each
component of the mixture can also be viewed as a population’s reaction to the state of the epidemic (Section V), expanding on related work in [4], [25], [36] by specifying a way in which state-dependent epidemic control can result in a Gaussian curve. The number of peaks \( r \) in (1) then provides an indication of the number of communities in the network as opposed to a more granular assumption on network topology; in this sense, the approach strikes a balance between the unstructured mean-field SIR models and the overly explicit network-based SIR models, while retaining the benefits of non-mechanistic approaches.

III. LEARNING MIXTURES FROM DATA

Learning a mixture of Gaussians as a time series requires novel algorithmic insights as the setting of this problem is different than related work on learning probability distributions (c.f. [14], [34]). The input to the problem are a series of observations \( \{ N(t) \} \) which are drawn according to the model (1). The goal of the learning procedure is then to identify a number of mixtures \( r \) and the parameters \( \{ a_k, b_k, c_k \} \) for \( k = 1 \) through \( r \) which provide a best fit to the data. To operationalize a best fit to the data, we will use the \( \ell_2 \) loss, i.e. we wish to find parameters which minimize

\[
L_r(\{a_k, b_k, c_k\}_{k=1,\ldots,r}) = \sum_{t=1}^{T} \left( \sum_{k=1}^{r} e^{-a_k t^2 + b_k t + c_k} - N(t) \right)^2 . \tag{6}
\]

This is a difficult non-convex optimization problem, and it is worth noting that it is markedly different than learning a distribution from a mixture of Gaussians. Although a method such as expectation-maximization (EM) can be used to learn a mixture of Gaussians from a collection of samples from a distribution, learning from a time series provides a markedly different setting [34]. Rather than learning from a collection of samples, we must learn directly from the observed points of the time series, which would be comparable to being given a part of a density function and attempting to estimate the complete density. Thus far, the task of fitting parameters to the mixture of Gaussians form has been considered by Singhal et al. [41] who use general non-convex optimization techniques to fit model parameters [12]. Here, we provide an intuitive algorithm for learning model parameters and provide interpretable parameter estimation bounds for this proposed algorithm.

Our algorithm is based on analyzing a transformation of \( N(t) \) which allows us to find a reasonably separated set of mixtures by using a peak finding algorithm. That is, although the estimation procedure here is ad hoc in the sense that it is not based on a formal maximum likelihood procedure, it has a key conceptual benefit in being able to identify separate outbreaks in the time series data of the pandemic. That is, the algorithm is particularly well-suited to this application.

We will begin by providing an intuition for the algorithm, which is then described explicitly through Algorithms 1 and 2. We will then show a statistical guarantee showing that, under certain noise assumptions, the algorithm performs well when the number of peaks in the data is small and sufficient data is available.

A. Algorithmic Intuition: Single Peak With No Noise

To begin our algorithmic intuition, we first consider the simplest possible setting for learning a function class of the form in (1), which is the noiseless case with \( r = 1 \). That is, we first assume the observations have the form

\[
N(t) = e^{-at^2 + bt + c} .
\]

Optimizing the loss function in (6) in this simplified setting still remains non-convex in general, so the goal is to find a reasonable initialization point from which to compute gradient descent. While the final goal is to learn the parameters \( a, b, \) and \( c \), we note that the learning procedure is more intuitive if we rewrite the form of the Gaussian as

\[
N(t) = Me^{-a(t-C)^2} ,
\]

where \( M = e^{c+\frac{b^2}{2a}} \) and \( C = \frac{b}{2a} \). This re-writing allows for the parameters to take on specific meanings: \( M \) represents the maximum value attained by the Gaussian, \( C \) represents the time at which the maximum is reached, and \( a \) represents a curvature of the Gaussian.

Hence, in order to learn the parameters of a single Gaussian curve in the noiseless case, we can first estimate \( \hat{M} \) as the maximum of the observed counts, \( \hat{M} = \max_t N(t) \). \( \hat{C} \) would then be estimated as the value of \( t \) for which the peak is reached, \( \hat{C} = \arg \max_t N(t) \). To learn \( a \), we note that the function

\[
D(t) = \log \frac{N(t+1)}{N(t)} - \log \frac{N(t)}{N(t-1)} \tag{7}
\]

is precisely equal to \(-2a\) in this noiseless, single peak case. So, we estimate \( \hat{a} = -D(1)/2 \) in this noiseless case.

To convert from \((\hat{a}, \hat{M}, \hat{C})\) to \((\hat{a}, \hat{b}, \hat{c})\), we note that in the form of the Gaussian, given the definitions of \( M \) and \( C \), we can solve for \( b \) and \( c \). Thus, we can estimate the parameters of the quadratic as

\[
\hat{a} = \hat{a} , \quad \hat{b} = 2\hat{C}\hat{a} , \quad \hat{c} = \log \hat{M} - \hat{C}^2\hat{a} .
\]

This initialization may not be perfect in the case where the true maximizing value \( C \) does not lie on an index \( t \) which is observed, as for example the maximizing value \( C \) could be between two integers. Hence, we apply gradient descent from this initialization point to find a local minimum which is a best fit for the Gaussian curve, which often recovers the true parameters of the Gaussian.

B. Algorithmic Intuition: Multiple Peaks With No Noise

The above handles the simplest possible case for learning, where \( r = 1 \). We next provide intuition to extend to the cases where \( r > 1 \). To begin, we consider the noiseless case where the observations come from a mixture of two Gaussian curves,

\[
N(t) = \sum_{k=1}^{2} e^{-a_k t^2 + b_k t + c_k} .
\]
The intuition for the learning procedure is as follows: We first identify the “mid-point” at which the two Gaussians have a similar number of cases, and then use this as a separating point to learn one Gaussian at a time.

To identify this mid-point, we make an observation from the computation of \( D(t) \) in this idealized case as shown in Fig. 2. Namely, we note that in regions where the two clusters have similar counts, \( D(t) \) increases to reach a local maximum.

In our algorithm, we exploit this local maximum in order to identify the midpoint between Gaussian components, creating disjoint intervals of time in which each interval corresponds to a single dominant Gaussian curve. Once these midpoints are defined, the problem is reduced to identifying the parameters of the dominant Gaussian components in each interval. As our theoretical results will indicate, the task of identifying such parameters is simple as long as the Gaussian curves are well-separated.

After determining the initialization parameters for each Gaussian, we again use gradient descent to optimize parameters due to the discrete nature of the observations. In the case of more than one Gaussian, we perform an alternating minimization, as the procedure works well to learn separated components of the mixture.

C. Algorithmic Intuition: Multiple Peaks With Noise

In order to account for the fact that there may be noise in observations, we average across multiple observations of \( D(t) \) to estimate \( a_k \), rather than use a single data point for estimation. In practice, this allows for a better estimation of the curvature of each Gaussian component in the mixture.

Moreover, the last question which remains is to determine the number of mixtures \( r \) used in the mixture. To determine a value of \( r \) which fits the data well but can be used in out-of-sample prediction, we use the BIC criterion [15, 39], and select the number of peaks as

\[
r^* \in \arg\min_r (3r) \ln T - 2 \ln L_r \left( \left\{ \hat{a}_k, \hat{b}_k, \hat{c}_k \right\}_{k=1,\ldots,r} \right).
\]  

(8)

Here, \( \{\hat{a}_k, \hat{b}_k, \hat{c}_k\}_{k=1,\ldots,r} \) represent the \( 3r \) learned parameters from the procedure outlined above. This allows us to justify that the model fits the data well without using too many parameters indicative of overfitting.

Our algorithms are formalized using pseudo-code in Algorithms 1 and 2. Specifically, we run Algorithm 1 followed by Algorithm 2 for several choices of \( r \), and then select a best choice of \( r \) using the BIC criterion in (8). In the next section, we provide theoretical results which indicate the effectiveness of the algorithm subject to bounded noise.

D. Parameter Estimation of the Reduced Form Model

We are able to provide a provable guarantee for Algorithm 1 for the case \( r = 2 \), and are able to extend to the case \( r > 2 \) so long as only two peaks are non-negligible at any given time. First, we recall that (1) can be written in the following form for \( r = 2 \):

\[
N(t) = \sum_{k=1}^{2} M_k e^{-a_k (t-C_k)^2} (1 + \varepsilon_t), \quad k = 1, 2.
\]  

(9)

Without loss of generality, we will let \( C_1 \leq C_2 \).

To present our theoretical result, we will make the assumption that \( a_1 = a_2 \), which will aid in clarity. This assumption can be relaxed, as is discussed in the Supplementary Material, and requires a more intricate bound on the size of the noise \( \varepsilon_t \) as well as an assumption that the proportion of cases observed from Community 2 is increasing on the observed interval, which are both reasonable in this context. The additional assumptions on underlying parameters are justified after the theorem statement, which is as follows.

**Theorem III.1 (Parameter Estimation Bounds):** Suppose \( a_1 = a_2 \), and suppose the parameters of the mixture model and

---

1This can be done using, e.g., a peak-finding algorithm from scipy [45]. The quantities \( x[1, \ldots, r-1] \) then represent the “midpoints” between individual Gaussian curves.
the bound on the noise $\delta$ satisfy the following properties for some $0 < \epsilon < \min\{M_1, M_2\}/5$, and $a, M > 0$.

1. $M_k \leq M$, $k = 1, 2$.
2. $a_k \geq a$, $k = 1, 2$.
3. $|C_1 - C_2| \geq 2\sqrt{\frac{2}{a_k} \log \frac{M}{\epsilon}}$.
4. $\delta \leq \delta'(a_1, C_1, C_2, M_1, M_2)$, defined as in (31) in the Appendix.
5. $C_1, C_2 \in [0, T]$.

Denote $\hat{M}_k$ as the estimate in line 6 and $\hat{C}_k$ as the estimate produced in line 7 of Algorithm 1. Then, for $k = 1, 2$

$$M_k [1 - \delta] e^{-a_k (|C_k| - C_k)^2} \leq \hat{M}_k \leq [M_k + \epsilon] [1 + \delta], \quad (10)$$

$$|\hat{C}_k - C_k| \leq \frac{1}{a_k} \log \left( \frac{M_k}{M_k e^{-a_k (|C_k| - C_k)^2} (1 + \delta)} \right) - \epsilon \leq \frac{1}{a_k} \left( \frac{1 - e^{-a_k (|C_k| - C_k)^2}}{e^{-a_k (|C_k| - C_k)^2} (1 + \delta) \frac{1}{1 + \delta} + \epsilon} \right). \quad (11)$$

**Proof:** Sketch. We provide a sketch of the three major steps of the proof, which are discussed in Section A of the Supplementary Material. The proof of this claim follows in three steps. First, we show that Assumptions 1–3 result in a condition where, if one component of the mixture model is dominant, then the other is at most $\epsilon$. Next, we show that because the noise is small due to Assumption 4, the value defined as

$$t_m = \operatorname{argmax}_{1 \leq t \leq T - 1} D(t),$$

which corresponds to the output of Line 2 in Algorithm 1, identifies an appropriate point which constitutes a midpoint between the two components of the mixture. That is, the estimate of $\hat{C}_1$ will be in a range where component 1 comprises the majority of cases, and $\hat{C}_2$ will be selected at a point in time where component 2 comprises the majority of cases. Finally, we combine these results to show that, because the contribution of the non-dominant component is at most $\epsilon$, and the estimates of $\hat{M}_k$ and $\hat{C}_k$ are associated with the correct component $k$, that the claim holds.

By providing parameter estimation bounds for Algorithm 1 in terms of epidemiological parameters $a_k$, $M_k$, and $C_k$, Theorem III.1 presents the first interpretable estimation bounds for learning the model in (1). In contrast, previous results on non-convex estimation in general, such as those discussed in [12] which apply to the methods used by Singhal et al. [41] to learn the model in (1) as a deterministic trend function, provide guarantees on the optimization objective rather than guarantees on the parameter estimates. Further, the results here differ from learning mixture models of probability distributions (c.f. [14], [40], [44]) as we learn directly from the time series as opposed from observed samples of a distribution.

**Interpretation of Assumptions:** The first condition of this theorem is straightforward, as it states that the number of daily cases in each mixture must be bounded. The second condition then states that each Gaussian component must have some curvature, i.e. each component can not be too flat. The third condition is that of temporal separation, and requires that the two components of the mixtures are spread apart in time. Such a condition is common to the study of identification of mixtures, as separation is key to acknowledging that the object of study should be described as distinct components forming a mixture (see, e.g. [14]). In the identification of distributions, separation is usually determined as a function of mean and variance of component distributions, whereas here the main requirement is temporal separation. The fourth condition simply requires that the observation noise is not particularly large. Moreover, the bound on $\delta$ is non-decreasing in $|C_1 - C_2|$, such that the temporal separation condition allows for the algorithm to become more robust. Finally, the fifth condition simply requires that for these bounds to hold, the peaks must be observed in the data.

**Example on US COVID-19 Case Data:** The conditions outlined above are reasonable to assume in practice: For $a = 0.0005$, which roughly corresponds to each Gaussian curve having 95% of total cases in the individual outbreak occur over roughly 100 days, and $M = 300,000$, which is approximately the highest number of daily COVID cases seen in the United States as of September 2021, we find that Assumption 3 of the Theorem requires that $|C_1 - C_2| \geq 105$ for $\epsilon = 13,000$. That is, under conservative estimates on the parameter bounds, and an $\epsilon$ which is an order of magnitude lower than the maximum number of cases $M$, the distance between peaks must be approximately 3.5 months, is reasonable as the first two local maxima in daily new cases in the United States were April 9th and July 24th, which have 106 days between them. For Assumption 4, estimates using the parameters above yields that $\delta$ may not exceed approximately 0.02%, which is restrictive, but becomes reasonable when case counts are large. Moreover, as we show in the following section, $\delta$ can be as large as 5% in synthetic experiments and the combination of Algorithms 1 and 2 can find parameters which fit the data well, so long as the midpoint between the two components is determined reasonably.

Ultimately, our results show that parameter estimation bounds can be achieved which depend on the size of the overlap between the two Gaussian components of the mixture as well as the magnitude of the noise $\epsilon$. Even with this variability in parameter estimates from the initial results of Algorithm 1, we find empirically that after the alternating minimization process of Algorithm 2 is performed, that the empirical results of the algorithm are surprisingly close to observed data, both in and out of sample. These results are discussed in the following section.

**E. Synthetic Performance of the Mixture Approach**

We first show the performance of the algorithm on a synthetic dataset. We provide a synthetic example of a time series with the following parameters:

$$(a_1, M_1, C_1) = (0.0005, 250000, 50),$$

$$(a_2, M_2, C_2) = (0.0007, 300000, 170),$$

with 200 observations from $t = 0$ to 199, and noise $\epsilon_t$ which is uniform over the interval $[-0.05, 0.05]$. Fig. 3 highlights the value of the initialization from Algorithm 1 over an arbitrary
initialization selected at random. For the random baseline, we select \( a_1 \) and \( a_2 \) uniformly at random from \([0, 0.001]\), \( M_1 \) and \( M_2 \) uniformly at random from \([0, 300000]\), and \( C_1 \) and \( C_2 \) uniformly at random from \([0, 100]\) and \([100, 200]\), respectively. For both types of initialization, we then apply Algorithm 2, which performs gradient descent in an alternating fashion to minimize the cost function. These results hold over multiple random initializations. The \( R^2 \) score (coefficient of variation) from using the initialization from Algorithm 1 results in \( R^2 = 0.984 \).

In contrast, against the baseline of a random initialization run over 1,000 different initializations drawn as above, the median \( R^2 \) from this baseline model is \(-2.43 \times 10^5\), with none of the 1,000 initializations resulting in a fitted model which provides better performance than the initialization from Algorithm 1.

### F. Empirical Performance of the Mixture Approach

Fig. 4 shows the utility of our forecasting method. The median absolute percent error (MAPE) of our approach is 15.9%, for one week forecasts, compared to a median of 18.7% for the same metric across all models used by the COVID-19 forecasting hub. For two week forecasts, the MAPE of our approach is 20.6% compared to a median MAPE of 25.9% across other models in the forecasting hub. Hence, in the short term we find that our model has low median forecasting error. In general, using the BIC criterion to select \( r \), we find that our method is competitive in terms of forecasting COVID-19 cases, while not requiring any auxiliary data such as mobility or an excessive computational burden. In practice, we also compute error bounds for our predictions by estimating the variance of \( \epsilon_t \) in (1). Specifically, using the learned values of \( \tilde{a}_k, \tilde{b}_k, \tilde{c}_k \) in (1), we are able to estimate realizations of \( \epsilon_t \) to compute its variance. This procedure amounts to an additional assumption that \( \epsilon_t \) is stationary, and is useful in practice to quantify the uncertainty of the approach.

### G. Limitations

Our methodology relies on a non-mechanistic approach, and implicitly makes assumptions on human response to the pandemic, as discussed in the following section. When such assumptions are not satisfied, as is the case when there appears to be a new outbreak of cases emerging, our method does particularly poorly. As discussed in the following section, the quadratic term of this model makes an implicit assumption that individuals are continually reacting to the spread of the pandemic by removing contacts with one another. Allowing the quadratic parameter \( a_k \) to be time-varying is an important extension of this model, as illustrated by [25] in the context of a feedback model. However, given that each initial wave of the pandemic has roughly followed a Gaussian shape (Fig. 1), we feel that the model in (1) can be empirically useful for epidemic modeling.

The assumptions of this model can also be violated when there is little evidence of a new cluster within existing data and \( r \) can not be selected appropriately. Hence, in the initial stages of a new waves of the pandemic, our approach tends to deteriorate particularly in terms of long term performance. Indeed, these events skew the accuracy of the model for such periods, resulting in a mean average percent error of 34% (23rd of 34 available models) compared to the median percent error of 15.9% (14th of 34 available models). Such an issue provides clear avenues for future research, as predicting when a new wave of cases may occur is a critical problem in understanding the way in which epidemics spread.

### IV. GENERATIVE BASIS FOR MIXTURES

The results of the previous section highlight the benefits of using the simple, mixture-based model in (1) in COVID-19 modeling. The model has a clear basis in the epidemiological literature, as Farr’s law has been used to forecast the progress of epidemics since the 19th century, and still remains in use for forecasting drug mortality and the spread of infectious disease [13], [18], [38]. Moreover, the use of mixtures and the free parameter \( r \) selected for the model allows it to be non-parametric, such that it can adapt to the multiple waves of the pandemic which have been observed empirically in the case of COVID-19. While the model in (1) provides an intuitive mixture model, can be learned efficiently from data, and performs well empirically, it does not immediately provide interpretation in the same way as traditional mechanistic models, as it does not explicitly encode epidemiological parameters such as the infectiousness of disease into its parametric form.
To this end, we introduce a network model that captures population heterogeneity, incorporates traditional epidemiological dynamics, and provides a mechanistic justification for the model in (1). Our analysis consists of a tight statistical characterization of this stochastic model which provides the bridge between mechanistic models and the non-mechanistic model of (1). In Section IV-C, we then provide empirical evidence which lends validity to the generative model.

The model in (1) has two key features which we wish to explain through a generative model: the Gaussian shape of each component and the summation which allows for multiple components to be present in the data. First, we show how the Gaussian components in each term of the sum can arise when the individuals in the social network partake in a process we term degree pruning, which refers to a process by which individuals sever ties with one another over time. As we show, when degree pruning occurs at a constant rate and the population is sufficiently large, the case counts in a single community precisely follow a Gaussian shape. To show this result for a single component, we restrict to the case where the graph consists of a single community as modeled by an Erdős-Rényi graph and provide a detailed probabilistic analysis of the generative model in this case. Next, we show how the generative model can explain the $r$ separate components in the mixture model. Namely, by allowing the underlying graph structure to be drawn from a stochastic block model which explicitly encodes community structure, we are able to show that the observed time series can consist of multiple distinct components which each take the form of a Gaussian curve.

A. Justification of Gaussian Components

In this section, we provide a simple generative theoretical model which results in the Gaussian shape described in (1). We restrict to the case $r = 1$ for exposition, and consider the extension to $r > 1$ in the following sub-section.

Model Description for Single Community: The model begins with a set of nodes $V$, where each node $v \in V$ represents an individual within the community, and for notation we let $|V| = n$ represent the number of nodes. We consider the progression of infection among nodes in $V$ across discrete time steps $t = 0, 1, \ldots$. At each time $t$, an individual is either susceptible, infected, or recovered. We denote $S(t) \subseteq V$, $I(t) \subseteq V$, and $R(t) \subseteq V$ as the sets representing susceptible, infected, and recovered individuals, respectively. At each time $t$, we have that the sets $S(t)$, $I(t)$, and $R(t)$ are disjoint, and $S(t) \cup I(t) \cup R(t) = V$. That is, the model has an equivalent representation as the network-based models of Section II-A2. In our model, at $t = 0$, we assume the initial conditions

$$I(0) = \{v_0\}, \quad R(0) = \emptyset, \quad \text{and} \quad S(0) = V \setminus \{v_0\},$$

i.e. that there is a single initially infected node in the graph and that the remaining nodes are susceptible.

Next, we describe the mechanisms by which infection can spread between nodes. In this model, infection spreads based on edges which exist between pairs of nodes in $V$. For analytical purposes and clarity of presentation, we consider a model of deferred randomness, in the sense that at time $t$, the only edges which are revealed will be those associated with nodes in $I(t)$. For example, at time $t = 0$, the edges revealed will be those associated with $v_0$, as visualized in the first panel of Fig. 5. Edges are revealed between infected and susceptible nodes based on a probability which is time-varying, and we assume that the presence of each is determined independently of all other edges.

Specifically, for any node $v_i \in I(t)$ and any node $v_s \in S(t)$, the probability that an edge forms between $v_i$ and $v_s$ at time $t$ is equal to $\frac{\rho}{d_i}$, where we recall $n$ is the number of nodes, $0 < \rho < 1$ captures the aforementioned notion of degree pruning, and $d_i$ is a parameter which captures a notion of average degree measure of the graph, in the absence of any degree pruning. The term $\rho$ reflects the notion that at each time step $t$, each edge which would have been revealed is removed from the graph with probability $1 - \rho$. This introduction of the parameter $\rho$ is precisely what will allow for the quadratic term in the Gaussian form of (1) to appear in the analysis, as otherwise one would expect pure exponential growth in this model in initial stages when $n$ is large.

With the randomness of the graph structure presented, we now specify the epidemiological parameters associated with the infectiousness of the disease and the rate at which individuals who are infected become recovered. We assume there is a parameter $0 < \beta \leq 1$ such that, if there is an edge between an infected individual and a susceptible individual at time $t$, infection spreads with probability $\beta$. Hence, for any node $v_i \in I(t)$ and any node $v_s \in S(t)$, the probability that $v_i$ infects $v_s$ becomes exactly $\frac{\beta}{2} \rho d_i$.

In the model, we also assume that if an individual is infected at time $t$, then they become recovered at time $t + 1$. This assumption, which states that each infection lasts for a single time epoch, is no more restrictive than the assumption that nodes cure themselves with a constant probability at each time step, as is often considered in the literature (cf. [7], [16], [37]). In such literature, the assumption of a constant probability of cure at each epoch results in a distribution of infection time

$$\text{Fig. 5. Visualization of Degree Pruning with Deferred Randomness. At each time } t, \text{ the edges associated with infected nodes (red) are revealed, beginning with a single infected node at time } t = 0. \text{ After a single epoch, each infected node becomes recovered (black). As } t \text{ increases, individuals in the population are also continually severing ties, as indicated by the dashed red edges which represent those edges which would have been present had they not been pruned. For simplicity, this visualization assumes } \beta = 1, \text{ i.e. if there is an edge between an infected node and a susceptible node, the susceptible node will become infected at the next time step.}$$
which is memoryless, and is often not the case for infectious diseases. Here, by making each epoch last between one and two weeks, one can model the case in which the infectious period lasts for a constant amount of time. This still results in an approximation, but appears to perform well in practice as was shown in Section III.

With the model defined for a single community, we now move on to describe the results of the generative model, which provides the link between the Gaussian shape of (1) with the notion of degree pruning. Our first result exactly characterizes this connection, as we show that in expectation, the number of infected individuals in the model will follow the shape of the Gaussian curve.

In Theorem IV.1, we make use of $O$ notation with respect to $n$, in which we say, for two functions $f$ and $g$, $f(n) = O(g(n))$ if there exists an $m > 0$ and a value $n_0$ such that for all $n \geq n_0$, $f(n) \leq mg(n)$. That is, we provide results which hold for each $n$, and indicate that our results become apparent as the size of the population becomes large. Hence, our result relates to previous work which analyzes the SIR model in cases where the size of the susceptible population is large (cf. [32]). In standard SIR models, a key assumption is that decay of the susceptible population size results in diminishing rates of infection [29]. Here, we instead assume that it is human behavior which also “flattens the curve”, as is made apparent by this assumption that the population size becomes arbitrarily large compared to the number of infections.

**Theorem IV.1:** Define the quantity $N(t) := |I(t)|$, which represents the number of infected individuals at time $t$. Then,

\[
\mathbb{E}[N(t)] = e^{(\frac{1}{2} \log \rho) t^2 + (\log \frac{d}{\sqrt{\beta}}) t} - O \left( \frac{t^2 e^{\log^2 (d/\sqrt{\beta})} / \log (1/\rho)}{n} \right),
\]

where we recall that $\rho \in (0, 1)$ reflects the rate of degree pruning, $d$ reflects the average degree of the graph in the absence of any degree pruning, and $\beta$ is the probability that infection travels across an edge in the graph.

**Proof:** Sketch. The claim follows inductively by computing the expectation of $\mathbb{E}[N(t+1) \mid N(t)]$, with the base case that $\mathbb{E}[N(0)] = 1$. Formal algebraic details can be found in Section B.1 of the Supplementary Material.

Theorem IV.1 is critical to the connection between mechanistic and non-mechanistic models of epidemics. Farr’s law has been used since the mid-19th century to estimate epidemics, and here we see that there is a generative explanation which gives the parameters of the Gaussian form a mechanistic interpretation. Namely, the quadratic term in the exponent of the Gaussian represents the extent to which individuals are reacting to the progress of the virus, and the linear term in the exponent of the Gaussian represents a reproduction rate. A similar relationship has been noted in [38], and Theorem IV.1 provides a formalization of this prior argument in the context of a network model as well as a mechanistic interpretation of the parameters of the Gaussian curve. We later validate this interpretation using mobility data in Section IV-C. By introducing a simple mechanism by which individuals can respond to the progress of an epidemic, the Gaussian form becomes apparent, and the parameters of the Gaussian can be interpreted as well.

Our statistical analysis also details concentration results characterizing the number of cases for each time $t$.

**Lemma IV.2:** For the model above, again define $N(t) := |I(t)|$ as the number of cases in the model at time $t$. For any $\epsilon > 0$, and any $t$,

\[
N(t) \leq e^{\left(\frac{1}{2} \log \rho\right) t^2 + \left(\log \frac{d}{\sqrt{\beta}}(1 + \epsilon)\right) t},
\]

with probability at least $1 - \sum_{s=0}^{t-1} e^{-\min\{\epsilon^2, \epsilon\} d \beta r^s / 4}$.

**Proof:** Sketch. This claim follows inductively by showing that, conditional on data up to time $t$, $N(t + 1)$ follows a Poisson distribution. Hence the tail probabilities of large values of each $N(t + 1)$ can be bounded. Details of the proof can be found in Section B.2 of the Supplementary Material.

The Lemma suggests that it is likely that the number of cases differs from its expectation by what is effectively a change in contact rate, since only the linear term of the exponential is changed. This provides a formal high-probability bound on the expected number of cases, and still suggests a bound in the form of a Gaussian curve, further expanding the work of [38] which considers a deterministic formulation which leads to the Gaussian time series. For this particular claim, when $t$ tends towards infinity, the bound on the probability becomes vacuous as $\rho^t$ tends towards 0 and hence each term in the summation tends towards 1. However, for large enough $t$, the expectation of $N(t)$ tends towards 0 regardless due to the Gaussian shape, which is to say that a simple Markov inequality can be utilized instead for sufficiently large $t$. This regime, in which expected case counts are low, is not the focus of this work as we are primarily concerned with regimes in which number of cases are sufficiently large. In the following section, we show that the result of Lemma IV.2 is indeed non-trivial, by utilizing the result to show that distinct Gaussian components are likely to be observed when the model is generalized to handle multiple communities.

Ultimately, these statistical results show that (1), in the special case where $r = 1$, characterizes the outcome of this natural stochastic process which encodes human behavior into the traditional networked SIR framework.

**B. Justification of Mixture Structure**

In this section, we provide the full generative model which justifies the general (1) for the case $r > 1$. The primary difference between this model and the model of the previous section is the set of connections in the underlying graph. Here we assume that the underlying graph of connections is drawn from a stochastic block model, which allows for community structure to be encoded into the model.

With the introduction of this community structure, we see that each individual community will experience a Gaussian curve in expectation, stemming from the initial infected individual within each community. The primary result of this section is to show that if the number of connections between each community is sufficiently small, then it is likely that the Gaussian curves from
each community will be well-separated, resulting in observations according to (1) for \( r > 1 \). We first present the details of the model and modification from the previous section, and then present our theoretical results.

**Description of Connections for Multiple Communities:** In the model which accounts for community structure, we first decompose the vertex set \( V \) into two disjoint sets \( V_1 \) and \( V_2 \), such that \( V_1 \cup V_2 = V \), \( V_1 \cap V_2 = \emptyset \). To simplify notation, we will assume \( |V_1| = |V_2| = n \), such that the total number of nodes in the graph is now \( 2n \). We refer to each set \( V_1 \) and \( V_2 \) as communities, as they will represent groups of nodes with a high likelihood of knowing one another. We will assume an initial condition that \( I(0) = \{ v_0 \} \), where \( v_0 \in V_1 \) without loss of generality, \( R(0) = \emptyset \) and \( S(0) = V \setminus \{ v_0 \} \).

For this model, we again assume a model of deferred randomness where the edges of the graph are revealed according to the individuals who are infected. However, for an infected individual in \( V_1 \), the probability of an edge forming with a susceptible individual in \( V_2 \) will be different than the probability of forming a connection with an individual in \( V_2 \). Specifically, for given \( v_i \in I(t) \) such that \( v_i \in V_1 \), and a node \( v_s \in S(t) \), then the probability there is an edge between \( v_i \) and \( v_s \) at time \( t \) is equal to \( \frac{d_{in}}{\sqrt{n}} \rho^t \) if \( v_s \) is also a member of \( V_1 \), and \( \frac{d_{out}}{n} \rho^t \) if \( v_s \) is a member of \( V_2 \). Here, \( d_{in} \) and \( d_{out} \) are parameters which encode the average number of neighbors within and outside a node’s community, respectively, in the absence of any degree pruning. In the case where \( d_{out} \ll d_{in} \), we see that there is community structure in the underlying graph (see Fig. 6). For infection within \( V_2 \) itself, we will assume that degree pruning only begins in \( V_2 \) after a first node is infected in \( V_2 \). That is, if we let \( T \) represent the random variable denoting the time at which the first node in \( V_2 \) is infected, then for nodes \( v_i \in I(t) \cap V_2 \) and \( v_s \cap V_2 \), the probability \( v_i \) would infect \( v_s \) would be equal to \( \frac{d_{in}}{n} \rho^{-T} \). This feature of the model reflects that communities are not expected to react to the virus until it becomes an immediate threat to the individuals within the community.

The primary result of this section shows that, when the stochastic block model is parameterized such that the number of edges between communities is sufficiently small, the Gaussian curves from each community will become temporally well-separated, resulting in a mixture for the observed time series of infection. The theorem is stated as follows.

**Theorem IV.3:** Define the following quantity, which represents the time at which the expected number of cases in community 1 is maximized:

\[
C_1(d_{in}, \beta, \rho) = -\log \left( \frac{d_{in} \beta}{\sqrt{\rho}} \right) / \log \rho .
\]

Suppose that, for some parameter \( \delta \in (0, 1/2) \), the following conditions hold:

1) The time at which expected number of cases in community 1 is maximized has the bound

\[
C_1(d_{in}, \beta, \rho) < \delta e^{T} + \log 20 / \log \frac{1}{\rho} . \tag{13}
\]

2) The expected number of connections between communities are not so large, specifically

\[
d_{out} \leq \frac{\log \left( \frac{1}{1-\delta} \right)}{2\beta \sum_{s=0}^{\infty} \left( \log \left( \frac{d_{in}}{n} \right) / \log \rho \right)^{-1} (2d_{in} \beta)^s \rho^{s(s+1)/2} . \tag{14}
\]

3) The number of individuals in each community is sufficiently large,

\[
n \geq 2\beta d_{out} . \tag{15}
\]

If the above conditions hold, then the random variable \( T \) which represents the time at which the first infection occurs in community 2 satisfies

\[
P \left( T > C_1(d_{in}, \beta, \rho) - \log 20 / \log \frac{1}{\rho} \right) \geq 1 - 2\delta . \tag{16}
\]

**Proof:** Sketch. The proof follows in two steps. First, we show that condition (13) results in an upper bound on the number of cases in the first community, which follows from Lemma IV.2. Next, we show that condition (14) then bounds the likelihood of infection in the second community, resulting in a lower bound on the likelihood that \( T \) is large. Formal proof details can be found in Section B.3 of the Supplementary Material.

Notably, the requirements of the theorem which result in temporal well-separation do not depend as much on the difference between \( d_{out} \) and \( d_{in} \), as much as it depends on the magnitude of each. In contrast, the identification of a stochastic block model depends on the difference \( d_{in} - d_{out} \) (c.f. [30]). Further, the result presented here provides a probabilistic guarantee on the amount of time we would expect between epidemics emerging in different communities, in contrast to results on deterministic models of epidemics which have community structure [43] or results based on simulations of epidemics on networks with community structure [42].

Theorem IV.3 indicates that, under certain model assumptions, with high probability the components of the mixture will be temporally well-separated, which is similar to the condition of identification required in Theorem III.1. From this theorem, we see that we can expect the observed components to be temporally well-separated if there are few connections between communities and the outbreak in community 1 is sufficiently
small. This observation highlights the different ways in which policy makers can prevent an outbreak from spreading between communities, as they can either focus on mitigating spread within their own community or ask members of a community with many infections to reduce their ties to other communities.

Example: Suppose that in the context of Theorem IV.3, we set \( \delta = 0.05 \), and choose the following parameters: \( \rho = 0.9 \), which represents that individuals remove approximately 10% of their contacts each epoch, \( d_{in} = 55.2 \), which represents expected contacts within the community in each epoch, \( \beta = 0.5 \), which represents the probability of infection given that a contact occurs, and \( d_{out} = 2 \times 10^{-5} \), which represents the expected number of contacts outside of the community. Then, \( C_1(d_{in}, \beta, \rho) \approx 32 \), and Theorem IV.3 shows that for any \( n \), with probability at least 90%, the time at which the first infection occurs in community 2 will be after at least 3.5 epochs, which occurs after about 10% of the time that it takes for cases in community 1 to reach their peak. In such a case, it would be likely to observe distinct mixtures.

The connection between the temporal well-separation in the generative model and the temporal separation condition required for learning can in fact be made precise, as shown in the following Corollary.

**Corollary IV.4:** Recall the definition of \( C_1(d_{in}, \beta, \rho) \), as

\[
C_1(d_{in}, \beta, \rho) = -\log \left( \frac{d_{in} \beta}{\sqrt{\rho}} \right) / \log \rho,
\]

and define the following random variable

\[
C_2^{d_{in}, \beta, \rho} = T - \log \left( \frac{d_{in} \beta}{\sqrt{\rho}} \right) / \log \rho = T + C_1(d_{in}, \beta, \rho),
\]

where \( T \) represents the time at which the first infection in community 2 occurs. \( C_2^{d_{in}, \beta, \rho} \) then represents the time at which the expected time series of infection in community 2 would be maximized. Then, under the conditions of Theorem IV.3, with probability at least \( 1 - 2\delta \), the following statement holds:

\[
|C_1(d_{in}, \beta, \rho) - C_2^{d_{in}, \beta, \rho}| \geq 2 \sqrt{\frac{1}{a} \log \frac{M}{\epsilon}},
\]

for parameters

\[
a = \frac{1}{2} \log \frac{1}{\rho}, \quad M = e^\frac{1}{2} \left( \log \left( \frac{d_{in} \beta}{\sqrt{\rho}} \right)^2 / \log \frac{2}{e} \right),
\]

\[
\epsilon \geq \frac{3}{8} - \frac{\log 20}{4} C_1(d_{in}, \beta, \rho) - \left( \frac{\log 20}{8} \right). \]

**Proof:** The Corollary follows directly from Theorem IV.3, as we see that \( |C_1(d_{in}, \beta, \rho) - C_2^{d_{in}, \beta, \rho}| = T \) since \( T \geq 0 \). Hence, with probability at least \( 1 - 2\delta \),

\[
|C_1(d_{in}, \beta, \rho) - C_2^{d_{in}, \beta, \rho}| \geq C_1(d_{in}, \beta, \rho) - \log 20 / \log \frac{1}{\rho}.
\]

Solving for \( \epsilon \) in the inequality, we find

\[
C_1(d_{in}, \beta, \rho) - \log 20 / \log \frac{1}{\rho} \geq 2 \sqrt{\frac{1}{a} \log \frac{M}{\epsilon}},
\]

with \( a \) and \( M \) defined above.

Corollary IV.4 highlights a temporal separation between the peaks of the expected time series, and makes explicit the relationship between the generative model presented here and the learning algorithm of Section III. Notably, the \( \epsilon \) obtained in the Corollary is nearly an order of magnitude lower than the value \( M \), which is desirable for the learning algorithm. We note that in Corollary IV.4, \( a \) is defined to be the quadratic coefficient in the expected time series and that the quantity \( M \) represents a maximum number of cases in the expected time series of infection for each community, specifically representing the maximum number of infections in \( V_1 \) due only to other infections which originated in \( V_2 \). We choose these particular expressions for clarity of presentation, as it could be the case that the maximum number of infections in \( V_1 \) can become larger due to the stochastic nature of the process within \( V_1 \) or due to additional cases in \( V_1 \) which can be traced to infections from individuals in \( V_2 \), after individuals in \( V_2 \) receive infection. Rather, the purpose of Corollary IV.4 is to highlight the connection between temporal well-separation in this model and the previous condition required for learning.

Taken together, these results provide a statistical characterization of a reasonable stochastic model, and motivate the use of the function class in (1). Of course, this is not the only possible model which results in observations which resemble a mixture of Gaussian curves. Rather, the above model provides but one formalization by which case counts of the form in (1) can arise, and we prefer this model for its tractability in analysis. In particular, the model in (1) may also arise from an SIR-model with a particular time-varying reproductive rate as we will show in Section V, or in other network-based models with a particular degree distribution which emulates the degree pruning parameter above. Even situations in which the spread has spatial heterogeneity can be captured, so long as the simultaneous outbreaks have similar features resulting in global observations of the Gaussian curve, in which case the temporal separation of Gaussian curves may reflect different waves of the pandemic [17].

C. Empirical Validation of the Networked SIR Interpretation

While our model is not the only one which explains the function class in (1), we provide empirical evidence that the data observed during the COVID-19 pandemic is consistent with the simple interpretation provided above. Namely, we are able to show that “degree pruning” correlates with observed mobility data. To do so, we compare degree pruning parameters learned from the data to mobility data taken from Google and SafeGraph. While these results do not provide causal evidence for the validity of our model, they are consistent with the interpretation of the generative model provided in Section IV and hence help to validate the interpretation of degree pruning. Indeed, we expect degree pruning strategies to be a multi-factorial concept, much like the classical reproduction number discussed in mechanistic models [23]. For example, degree pruning may be a function of unobserved depletion of the susceptible population through, e.g. vaccination or asymptomatic infections, for later parts of the pandemic.
We use two sets of mobility data in our analysis. The first, from Google, provides a time series showing percent reduction in six different types of mobility compared to a baseline measured in February 2020, before the United States government implemented any lockdown policies. The six types of mobility are RETAIL AND RECREATION, GROCERIES AND PHARMACY, PARKS, TRANSIT STATIONS, WORKPLACES, and RESIDENTIAL. The data is provided at county, state, and national granularity.

The second dataset, provided by SafeGraph, tracks the census block location of particular devices, and results are aggregated daily. We process the data to measure the amount of time, on average, that a device spends outside of its census block. Since census blocks are typically small compared to the size of counties, the data provides another metric by which we may measure the extent to which individuals limited their mobility in response to the pandemic.

For validation of the interpretation of parameters, we use an estimate of degree pruning parameters which are the output of Algorithm 1. We compute these values in the period corresponding from March 1st, 2020, to May 20th, 2020, when the national mask mandate in the United States was implemented, as in this period of time we would expect mobility to be the best proxy for degree pruning. Among each state in the US, at a national level there are clear expected relationships between mobility and degree pruning parameters. Change in mobility in terms of time spent in RETAIL AND RECREATION, TRANSIT STATIONS, and WORKPLACES, as well as mobility as measured by the average amount of time a device spends outside of its census block, appear to correlate negatively with degree pruning parameters, which is to say that as mobility decreases in these measures, degree pruning rates increase, as expected. This is validated with correlation coefficients ranging from $-0.248$ to $-0.430$, each of which is statistically significant. Moreover, mobility as measured by change in time spent in RESIDENTIAL places is positively correlated, implying that as individuals increase their time spent at home, degree pruning rates increase, as expected.

### V. Closed-Loop Interpretation of Gaussian Curves

While the model above provides clear insight into the structure of the mixture model in (1), a drawback of the approach is that it is open-loop. That is, the degree pruning parameter $\rho$ is assumed to be constant to generate the Gaussian form, and the model does not explicitly allow for individuals to react to the state of the disease. In this section, we show that the Gaussian shape can in fact arise as the outcome of a closed-loop system, in which individuals explicitly react to the spread of disease. Specifically, by using an approximation of an SIR model, the Gaussian curve can be justified by assuming individuals react in response to the observed number of infections in an epidemic.

The networked SIR model in Section IV assumes that the number of individuals who are susceptible remains large compared to the infected population, i.e. that $n$ is large, and also that degree pruning occurs such that contact rates and removal rates are time-varying. With these assumptions, we can approximate the continuous time Susceptible-Infected-Recovered model discussed in Section II-A as

$$\frac{dI}{dt} = (\beta(t) - \gamma(t)) I(t) . \quad (17)$$

Denoting $\alpha(t) := \beta(t) - \gamma(t)$, we then see that in order to ensure that $I(t)$ follows the shape of a bell curve, $\beta(t) - \gamma(t)$ must follow a specific form as formalized in the following Theorem.

**Theorem V.1 (Gaussian Curve as Closed Loop Control):** In the setting of (17), suppose a population can guarantee the following form for $\alpha(t) := \beta(t) - \gamma(t)$

$$\alpha(t) = \begin{cases} \sqrt{b^2 - 4a(c - \log I(t))} & \text{if } \max_{t' \leq t} I(t') < e^{c+\frac{b^2}{4a}} \\ -\sqrt{b^2 - 4a(c - \log I(t))} & \text{otherwise} \end{cases}$$

Then, if $I(0) = e^c$,

$$I(t) = e^{-at^2+bt+c} ,$$

**Proof:** The proof follows from first plugging in the form of $I(t)$ into the equation of $\alpha(t)$. Casework then yields

$$\alpha(t) = -2at + b ,$$

in both cases, which directly implies the claim by substitution into (17). Hence, since the solution to the differential equation is unique given the initial condition, it must be the case that $I(t) = e^{-at^2+bt+c}$.

Theorem V.1 shows that the evolution of the number of infections in a particular community can be written in terms of the number of infections itself, implying that community reaction to the progress of an epidemic may be stated in terms of the infection prevalence. In particular, by equating $M = e^{c+\frac{b^2}{4a}}$ as in Section III-A, we see that the population must have a certain control in place until the cases reach their maximum $M$, and then have the opposite reaction to the state afterwards. While the proposed control provides a roundabout way in which the Gaussian may arise, parameterizing the form of the control input ultimately provides insight on policy. In this setting, a policy maker may try to adjust the value of $\alpha(t)$ to ensure that the maximum number of cases does not exceed some value $I_{\max}$ by ensuring that the rate $\alpha(t)$ evolves according to a rule for which the constants $a, b$, and $c$ satisfy $c + \frac{b^2}{4a} \leq \log I_{\max}$. This result is similar to those in other work on state-dependent responses to epidemics, but makes a specific parametric assumption on the
way in which individuals react to the state of the epidemic [4], [27], [36]. This indicates another possible way in which the Gaussian form of (1) can be interpreted through the lens of policy decisions. Namely, if observed case counts follow the Gaussian trend, then a possible explanation for this is that policy decisions are being formed as a function of the state of the epidemic, as opposed to through a constant pruning of edges.

VI. CONCLUSION

We provide a simple, non-mechanistic model for forecasting epidemics which, upon further inspection, bridges the two major approaches to epidemic forecasting while retaining benefits of both. By assuming that observed case counts follow a functional form represented by a sum of Gaussian curves, we benefit from the reduced form structure of the model because we are able to perform statistical inference to measure the parameters of each Gaussian. Moreover, we show that a generative model can yield observed case counts of the form of (1), which provides a benefit often associated with mechanistic models in that the learned parameters have an interpretation.

A key observation from the mechanistic perspective of the model is that, in order to attain the quadratic term of the Gaussian time series, ties must be continually severed within communities at a constant rate, through what we refer to as “degree pruning.” This assumption that degree pruning remains constant is inherently restrictive and need not hold throughout all time for a population, particularly as the number of cases in an epidemic begins to decrease. As such, it is important to consider models in which a population’s reaction to the state of the pandemic is state-dependent as discussed in [4], [25], [36]. In particular, our related work [25] shows that a time-varying, state-dependent degree pruning parameter can provide another way in which multiple peaks can occur for an epidemic, and this approach is particularly useful for later stages of the pandemic in which the geospatial heterogeneity of cases becomes difficult to infer from a single time series. That being said, the assumption that degree pruning is constant can be particularly valuable for short-term forecasting – if we expect degree pruning will not change much within a short time-period, then we may expect a Gaussian curve to provide a reasonable function class for forecasting.

Ultimately, degree pruning is a multi-factorial concept which encodes both the number of contacts severed at each time and reduction of the probability of disease transmission. Hence, policy strategies include but are not limited to the use of social distancing, masks, testing, and vaccinations in order to remove links between individuals in the community faced with an epidemic. Social distancing has been one of the primary ways in which communities have implemented degree pruning throughout the COVID-19 pandemic. By initiating stay-at-home orders and posting signs in public areas that encourage individuals to stay apart from one another, there are fewer links between individuals in the communities by which the virus may spread. Masks have had a similar effect on the extent of degree pruning. As the pandemic has progressed, mask mandates have become mandatory in many areas, and have reduced the total number of COVID-19 cases [10]. Testing provides another means of degree pruning, by limiting the number of contacts an individual has once they are infectious. By allowing individuals to know that they are infected with the virus, they may then self-isolate and limit the number of contacts they will have with susceptible individuals. In particular, by increasing testing rates over time, the rate of degree pruning can be changed. Finally, vaccinations provide another simple mechanism by which degree pruning may be achieved. For example, vaccinating a constant fraction of the susceptible population at each time step has the exact effect of degree pruning, as edges in the graph will be deleted proportionally to the rate of vaccination. Ultimately, a combination of the above strategies, with increased utilization over time, may allow policy makers to better understand and combat the spread of infectious disease, when considering the evolution of an epidemic through the lens of degree pruning.

The overarching goal of this work is to provide progress towards robust, data-driven control of epidemics for general outbreaks of infectious disease. This will require refined statistical algorithms for estimating the state of an epidemic subject to noisy observations, as well as an understanding of the mechanisms that policy makers can utilize to inhibit spread of the disease. Hence, further research can focus on determining optimal ways to estimate epidemic state from noisy data due to delays and testing variance, as well as understanding the impact that policy levers such as lockdowns and masks have on the spread of infectious disease. Moreover, in this work we have restricted to epidemics which are appropriately modeled with Susceptible, Infected, and Recovered compartments. Future work may build on the principles discussed here to understand if other non-mechanistic models can be viewed as special cases of mechanistic SI, SIS, or SEIR models (c.f. [23]). While our results are motivated by the spread of infectious disease, we note that the general form of the model lends itself to applications in epidemics more broadly. Future lines of work may also consider other epidemic processes such as correlated failures in financial networks [2] or the spread of information on social media [46]. By unifying the disparate approaches to epidemic forecasting, we hope to take a step towards reaping the benefits of both approaches in the design of public policy.
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