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Abstract: Video Surveillance is a fast evolving field of research and development (R&D) driven by the urgent need for public security and safety (due to the growing threats of terrorism, vandalism, and anti-social behavior). Traditionally, surveillance systems are comprised of two components – video cameras distributed over the guarded area and human observer watching and analyzing the incoming video. Explosive growth of installed cameras and limited human operator’s ability to process the delivered video content raise an urgent demand for developing surveillance systems with human like cognitive capabilities, that is – Cognitive surveillance systems. The growing interest in this issue is testified by the tens of workshops, symposiums and conferences held over the world each year. The IEEE International Conference on Advanced Video and Signal-Based Surveillance (AVSS) is certainly one of them. However, for unknown reasons, the term Cognitive Surveillance does never appear among its topics. As to me, the explanation for this is simple – the complexity and the indefinable nature of the term “Cognition”. In this paper, I am trying to resolve the problem providing a novel definition of cognition equally suitable for biological as well as technological applications. I hope my humble efforts will be helpful.

1. Introduction

Over the last 10-15 years or so, video surveillance has become a very hot topic in public, private and homeland security issues. The driving force behind this rise of interest in video surveillance is the growing public concern about the threats posed to the modern society by terrorism, crime, suspicious activities and vandalism. This growing demand for security is justified by the memory of the recent and past events: on September 11, 2001 in New York, on March 11, 2004 in Madrid, on July 7, 2005 in London and the latest event during the Boston Marathon on April 15, 2013.

Developing intelligent and robust surveillance systems has become thus the main focus of interest and a challenge for the research and engineering communities. Being supported by ample funding, which comes both from governments and industries, the main R&D efforts are aimed at creating technologically advanced surveillance systems, which will enable to deter the anticipated threats and provide the required levels of security and safety.

But viewing video surveillance as only a technological challenge may be a slip up. After all, visual surveillance is a behavioral function that has been with us for hundreds of millions of years. In course of natural evolution, the life of every living being has always revolved around two main issues: to look for food to eat and to look for how to avoid to be eaten by something else. Both tasks imply a constant interaction with the environment – a constant surveillance of the surrounding area. It is compulsory for every single living being, but for small, group-living animals which have to search for their food on the ground, the presence of one or more members of the group which, instead of feeding, remain vigilant for predators was certainly of great advantage since it had allowed the remainder of the group to forage undisturbed and therefore more efficiently [3]. Examples of such behavioral practice have been widely reported in biological literature.

The most often studied surveillance strategies (in biology they call them vigilant, sentinel, “watchman” and so on behavioral strategies) are described for: dwarf mongooses colonies [1], bird flocks [2], meerkats (Suricata suricatta) [3] and various kinds of monkeys. Meerkats are an especially interesting case: Meerkats
are obligatory cooperative animals with labor division and specific role allocation habits. The members of the group specialize in one of the roles, such as babysitting the young, foraging, food sharing and guard duty. During the day, each member of the group takes a turn at guard duty by pausing briefly to stand erect and scan the skies for predators. His constant peeping lets the group know that the skies are clear. That resembles role sharing and specialization in human societies when specially trained and equipped (with television cameras) society members are watching their surroundings thus performing the required surveillance duties.

This short digression into the biological origins of surveillance is made with only one purpose in mind – to underscore that surveillance is a mental (brain) function that facilitates animal and human threat avoidance and survival. It is commonly agreed that surveillance is enabled by a couple of other brain functions such as perception, reasoning, decision making and action taking, collectively designated as cognitive functions. From here, a transition toward a notion of “Cognitive Surveillance” is self-evident.

The idea to use a biological function developed by living creatures (in course of their natural evolution), as a blueprint for technological problem solving is definitely not new and has been widely accepted in scientific and engineering communities. Therefore, Video Surveillance R&D is not an exception here. Under the nickname “Bio-inspired Cognitive Surveillance” the subject has become the pivotal theme of the research underpinning the Fourth Generation surveillance systems design efforts [4]. A vast number of publications devoted to the subject can be mentioned now, and the items [5], [6], [7] in the reference list are given only as an example, which do not exhaust the real volume of relevant publications.

However, despite the growing amount of research in the field, the bio-inspired approach does not take off and does not yield the expected results yet. The reason for this is simple – bio-inspired approaches in general, and cognitive surveillance in particular, are usually preoccupied with (and try to imitate) the particular biological sub-functions (relevant to a specific case), rather than to investigate and to try to comprehend the complex general function that is looming behind the partial constituents. In the case of cognitive surveillance, the research efforts are directed to the investigation of various cognitive “mechanisms”, such as perception, reasoning, memory, learning, and so on, while any attempt to understand what cognition is in general and what does it mean to be cognitive – any such attempt is being permanently discarded.

I don’t think that that is a wise way to deal with cognitive surveillance. I would like to do this in another manner.

2. So, what cognition is and what it does?

To begin this part of the discourse, I would like to provide a quote from Pamela Lion’s paper “The biogenic approach to cognition”: “After half a century of cognitive revolution we remain far from agreement about what cognition is and what cognition does. It was once thought that these questions could wait until the data were in. Today there is a mountain of data, but no way of making sense of it.” [8].

Despite of this, or, may be, just because of this, the adjective “cognitive” has become extremely popular in our lexicon and it is widely used in a huge amount of denominations: Cognitive science, Cognitive biology, Cognitive behavior, Cognitive neuroscience – to recall only some of the popular labels on the biological part of the list. And – Cognitive information, Cognitive vision, Cognitive robotics, Cognitive computing and, of course, Cognitive surveillance – the well known brand names populating the technical part of the list.

Google’s inquiry for every one of the mentioned above items returns the following numbers of acknowledgement: Cognitive science - about 1,610,000 results, Cognitive neuroscience - about 796,000 results, Cognitive behavior - about 407,000 results, Cognitive biology - about 26,400 results. That is on the one hand; on the other hand: Cognitive computing - about 331,000 results, Cognitive information - about 160,000 results, Cognitive robotics - about 84,800 results, Cognitive vision - about 44,500 results, and Cognitive surveillance - about 3,030 results.

It is not surprising that Cognitive surveillance is mentioned only in 3,030 cases while Cognitive computing comes out in about 331,000 cases. After all, Cognitive surveillance is an emerging concept and Cognitive computing is the most visible sign of the forthcoming technological revolution. Forecasting the future, IBM
has nominated Cognitive computing as the new generation of computers that has the potential to change the world [9]. Shweta Dubey, in agreement with many other research analysts, writes in her comment ("Is Cognitive Computing the Next Disruptive Technology?"): "Cognitive computing will be a larger part of the future as an emerging field in which computers can operate more like a human brain" [10].

The expectation for Cognitive computing marvels from an urgent need to handle massive amounts of data which are being generated and stored ubiquitously in every discipline and every aspect of our life. This data deluge is known today as the Big Data era. It is generally believed that Cognitive computing will be the right way to meet the challenges posed by accelerated growth of the Big Data volumes.

In this regard, it must be mentioned that video surveillance data is a very significant part of the Big Data heap. According to the International Data Corporation's recent report, "The Digital Universe in 2020," half of global big data was surveillance video in 2012, and the percentage is set to increase to 65 percent by 2015 [11].

Therefore, it is right to assume that the slow inauguration of cognitive surveillance can be explained as follows – cognitive surveillance R&D is just waiting when advances in cognitive computing will pave for them the way for human like (cognitive) video data handling and processing!

However, among biological scientists the term “cognitive” has nothing to do with “data” and is definitely associated with “information” (handling and processing). The latest (April 2013) paper articulates this generally accepted point of view in the following way: “Nervous systems are standardly interpreted as information processing input–output devices” [12]. Wikipedia also does not let any place for doubts: “…cognition is typically assumed to be information processing in a participant’s or operator’s mind or brain. Cognition is a faculty for the processing of information, applying knowledge, and changing preferences” [13].

Differences in opinion about data-information dichotomy are not new (please see, for example, the arguments in Floridi’s paper “Is Semantic Information Meaningful Data?” [14]). I do not intend to take part in this rivalry. As far as I understand the problem, the right thing to do will be to try and to dissect this dichotomy by providing a serious investigation into “What information really is?”

3. What is information?

It is generally agreed that a consensus definition of information does not exist. Therefore, I would like to propose a definition of my own (borrowed and extended from the Kolmogorov’s definition of information first introduced in the mid-sixties of the past century): Information is a linguistic description of structures observable in a given data set [15].

Two types of structures could be distinguished in a data set – primary and secondary data structures. The first are data element aggregations (data clusters) whose agglomeration is guided by similarity in some physical properties; the others are compositions of primary data structures (that is, secondary data structures), which appear in the observer’s brain. The arrangement and grouping of secondary data structures is guided by the observer’s customs and habits. Therefore, the primary data structures could be called Physical data structures and the secondary data structures – Meaningful or Semantic data structures. And their descriptions should be called accordingly Physical Information and Semantic Information.

This subdivision is usually overlooked in the contemporary information/data processing approaches leading to mistaken and erroneous data handling methods and techniques.

In the sake of paper space saving, I would advise the interested readers to go to my website (http://www.vidia-mant.info), where a full list of my recent relevant publications on the subject is available and a more extended explanation of information description duality can be found. Meanwhile I will try to explain the consequences that immediately pop up from this new understanding. Relying on the just acquired notion of information, we can move further to a more suitable definition of cognition. In the light
of our new knowledge, we can certainly posit that cognition is the ability to process information. And that is what our brains are doing – the brains are processing information, not data (as it is usually assumed). And that is what we are striving to replicate in our Cognitive Systems designs – the sacred information processing.

In the light of the new knowledge, we can now definitely say that physical information is carried by the data and therefore can be promptly extracted from it. At the same time, semantic information is a description of observer’s arrangement of physical data structures and therefore has nothing to do with data, because semantics is not a property of the data, it is a property of an observer that is watching and scrutinizing the data. As such, semantics is always subjective and it is always a result of mutual agreements and conventions that are established in a certain group of observers, or a future companionship of a cognitive machine and a human, which are performing as a team and share a common understanding (a common semantic information) about their environment. An important sequel of this is that the semantic information can not be learned autonomously, but it should be provided to a cognitive system from the outside – semantics has to be taught and not learned (as it is usually assumed by cognitive system designers). In this regard, it must be mentioned that the emerging practice to interchange the semantic information hierarchy with a learned ontology is a wrong way to do the right thing of providing a cognitive system with the needed reference knowledge.

Another important corollary that follows from the new understanding of information is that an information description is always a linguistic description, that is, it is a string of symbols which can take a form of a mathematical formula (don’t forget that mathematics is a sort of a language) or a natural language item – a word, a sentence, or a piece of text. That is a very important outcome of the new theory. Considering that contemporary approaches to the problem of information processing are assuming computer involvement in the processing task, it must be certainly clarified: contemporary computers are data processing machines which are not suitable for processing natural language texts (which are semantic information carriers).

(Inaccurate use of adjective “cognitive” in various new compound words often leads to unexpected and amusing results. For example, “Cognitive computing”: Here “cognitive” implies information processing while “computing” implies data processing; in conjunction – a classical oxymoron, something like “exact estimate”. At the same time, “vision” and “surveillance” are by definition cognitive procedures; so, “Cognitive vision” and “Cognitive surveillance” are widely used tautologies. But, who cares?)

Conference paper format does not allow a full-blown review of the consequences following from the new “information” and “cognitive” notions understanding. Not all of the novelties are elaborated to the needed extent by the author and so the theme is waiting for further exploration by the research community.

4. Conclusions

Success in Cognitive Surveillance system design can be reached only on the ground of new understanding about what is information and, consequently, what is information processing and cognition. Otherwise designers’ efforts are doomed to failure. Unfortunately, this is not the state of affairs today and even the term Cognitive Surveillance does not appear among the topics of many prestigious gatherings and conferences. The 11-th AVSS Conference is not an exception here. However, Scholar Google inquiry for Cognitive Surveillance returns 129 results – and that is a sign that the Cognitive Surveillance theme is not entirely discarded from public discourse and that a hope is still there for a creative and fruitful future research accomplishments.
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