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OBJECTIVES — When potentially hazardous agents have multiple environmental sources, failure to include all exposure sources can constitute a type of measurement error. In addition, the effects of exposure from one source can also be confounded by exposure to other sources of the same agent. In this study clarification of these concepts is sought, and the direction and magnitude of the resulting bias in epidemiologic measures of association are examined.

METHODS — The bias in dose-response functions when the exposure data omit some sources of the agent was estimated with linear and log-linear models to compute risk differences and risk ratios under different assumptions about the magnitude and correlation of exposures from measured and unmeasured sources.

RESULTS — With unmeasured exposure of constant magnitude, there is no bias when a measure of association of the appropriate form (difference measures for additive dose-response processes, ratios for multiplicative ones) is selected. When the magnitude of unmeasured exposure varies, the result is nondifferential measurement error that can bias observed dose-response relations upward or downward, depending on the pattern of measurement error and the measure of association.

CONCLUSIONS — Failure to measure all sources of exposure to an agent and account for them in the analysis can bias the results of epidemiologic studies. When it is not feasible to measure all exposure sources, the magnitude of bias can be predicted by estimating the distribution of omitted exposures from external data or substudies. Sensitivity analyses are particularly useful for estimating the direction and magnitude of potential bias from incomplete exposure assessment.

KEY TERMS — epidemiologic methods, exposure assessment, measurement error, misclassification.

Many hazardous agents to which people are exposed have more than one source in the environment. Lead, for example, reaches people through food, air, and water, and carbon monoxide dose is a function of exposure to motor vehicle exhaust plus personal and environmental tobacco smoke. Some agents, such as benzene, radon, and formaldehyde, can be encountered in both workplaces and residential environments.

Epidemiologic studies nevertheless frequently examine only one among many sources of exposure to the agent because the information on the contributions of other sources is insufficient or difficult to obtain. Occupational studies typically consider only work exposures, although cumulative residential exposures to some agents, like radon, can equal exposures acquired on the job (1).

Exposure to electromagnetic fields provides a useful illustration. This agent is encountered in both work-
sure from the source of concern is measured accurately, omission of other sources does not, in principle, constitute measurement error. Nevertheless, exposures from other sources than the one of primary interest are a potential cause of the same health effects. In such situations, exposures from such secondary sources can act as confounders of the effect of the source of primary concern. The potential importance of the omitted sources of exposure clearly increases when their magnitude is large, relative to exposures from the primary source.

The preceding goals of measuring the overall effect of exposure and measuring the effect of a single source are often blended in practice. This kind of mixture is particularly common in occupational studies, in which workers’ experience is observed to develop dose-response data for the agent in general, and not only for workplace exposures.

Several types of measurement error can be involved when the assessment of exposure is incomplete. The simplest type is systematic omission of an exposure component of constant magnitude, such that the true level of exposure is uniformly understated for every person or group in a study. Such an omission might occur, for example, if exposures to cosmic radiation were omitted from estimates of exposure to ionizing radiation from other sources.

The other type of measurement error which has been considered in this study is the systematic omission of a component of exposure whose magnitude varies among persons or groups with different measured exposures and which therefore results in an underestimation of true exposure by a nonconstant amount. This type of error might occur, for example, if, in addition to occupational exposure to formaldehyde, workers also receive a variable contribution from residential formaldehyde exposure. The magnitude of this type of measurement error can be positively or negatively correlated with true exposure, or independent of it.

In this paper, we examine the consequences of failure to account for multiple sources of exposure to a single agent. Using simple dose-response models and hypothetical examples from studies of exposure to electromagnetic fields, we have first considered the problem of empirically estimating an unknown dose-response function when the available exposure data omit some sources and then examined the potential for multiple exposure sources to act as confounders when the independent effect of a single source is of interest. Although the principles are simple, these issues have not to our knowledge been directly addressed in the epidemiologic literature.

**Methods**

**Risk models**

Two simple mathematical models are frequently used to describe the exposure-disease relationship in a population exposed to a specific, disease-causing agent. In linear form, population risk is modeled as

\[ R = ro + \beta X \]

where \( ro \) is the background risk, \( X \) is the dose of the agent, and \( \beta \) is a coefficient expressing the increase in risk per unit of dose. The log-linear model, \( R = \exp(ro + \beta X) \), is similar, except that \( ro \) and \( \beta \) are on the log-risk scale.

**Measures of association**

The effect of agents on disease occurrence is often assessed by estimating the parameters of linear or log-linear risk models from population data. The risk difference (RD) and risk ratio (RR) are common measures of association in epidemiologic studies. Under the linear dose-response model, \( RD = \beta X \) and \( RR = 1 + \beta X/ro \) for the comparison of a population with exposure \( X \) to an unexposed referent population. The same comparison under a log-linear dose-response model yields \( RR = e^{\beta X} \) and \( RD = e^{\beta X} (e^{\beta X} - 1) \).

**Components of exposure**

When the measurement of exposure is incomplete, a person’s true exposure, \( x \), can be viewed as \( x_u + x_s \), the sum of measured and unmeasured components of exposure, respectively. Since there may be multiple sources of unmeasured exposures, the average true exposure of a population with measured exposure \( X_u \) can be written as \( X = X_u + X_s \), where \( X = \sum P_X / \sum P \), with \( P \) as the prevalence of unmeasured exposure source \( i \), and \( X_u \) as its average magnitude.

In the slightly modified form \( X = \sum P_X / \sum P \), \( X_s \), where \( X_s \) is the intensity of each of \( n \) secondary exposure sources and \( P \) is its prevalence, this expression can also describe the situation in which multiple sources of exposure exist, but one is considered to be of primary interest. In such cases, variations in the prevalence and magnitude of the secondary sources in relation to the level of the primary exposure are of concern, with confounding being present when \( P \) or \( X_s \) vary across levels of the primary source, \( X_i \).

The preceding expressions treat exposures as continuous variables, and this treatment allows them to be conveniently summarized by population means. However, we have focused subsequent discussion on examples using discrete, ordinal exposure data; they are more typical of epidemiologic analyses and make the illustrations clearer.

**Effect of unmeasured exposure**

In practice, measurements of exposure are often used to estimate dose, and these exposures themselves may be measured with error, as when some sources of the agent are not taken into account. In these situations it is of interest to know how severely observed risk coefficients or related effect measures like the risk difference and risk ratio are biased relative...
to the values that would be obtained with complete, accurate exposure data.

To examine the impact of incomplete exposure measurement on observed dose-response relations, we used the linear and log-linear risk models to calculate measures of association based on varying assumptions about the magnitude and relationship of measured and unmeasured exposures. The following two types of systematic measurement error resulting from the omission of some sources of an agent were considered: (i) underestimation of exposure by a constant amount and (ii) underestimation by an amount which varies with the measured level of exposure and which may be positively or negatively correlated with it or independent of it. We have assumed, in addition, that the agent causes disease, that there is no random error in measuring exposure nor any bias from sources other than incomplete treatment of exposure, and that exposures from all sources act quantitatively and qualitatively in the same way.

Results

Constant exposure component omitted

The consequences of measuring only one among several sources of exposure to an agent are easily predicted when the quantity of unmeasured exposure is constant across the study population and simply adds an increment to the average dose. If the true dose-response function is assumed to be linear, it can be shown algebraically that the observed risk difference is equal to \( bX \), the true risk difference. Underestimation of exposure by a constant amount therefore has no effect on risk differences observed for measured exposures. However, risk ratios are consistently underestimated in this situation. (See the appendix.) The results are reversed for a log-linear dose-response relation in that observed risk ratios equal the true risk ratio \( e^{bx} \), whereas risk difference measures overstate the excess risk at any level of measured exposure. (See the appendix.) Since the coefficient \( b \) represents the change in risk or relative risk per unit of exposure, the same principles apply whether exposure is considered on a continuous or categorical scale.

Now consider a hypothetical study of leukemia among electrical workers (table 1). Workers with measured occupational exposures to magnetic fields of 1, 2, 4, 8, or 16 mG, as shown in the first column of table 1, have cumulative exposures ranging from 2 to 29 mG-years, on the assumption of 40 h of exposure per week in the measured field for 10 years. If all of the workers were also exposed over the same interval to average background fields of 1 mG during the 128 h they spent away from work each week, the occupational exposure data would underestimate their total exposure by an equal amount (about 7 mG-years) for workers in each of the five exposure groups.

Comparison of the risk ratios and risk differences in table 1 shows that uniform underestimation of exposure under the log-linear risk model causes the risk difference for each exposure category to be overstated and steepens the dose-response curve it describes (table 1). The risk ratios and the slope they describe are measured correctly, however. The observed risk coefficient estimated from the data in continuous, rather than categorized, form is also unbiased (table 1).

Nonconstant exposure component omitted

Failure to measure exposures from all sources has more complex effects when the intensity or prevalence of unmeasured exposures is not constant but varies relative to the measured exposure. The direction and magnitude of the resulting bias then depend on the magnitude of the unmeasured exposure and its relationship to the measured component (appendix). In general, unmeasured exposures whose magnitude is positively correlated with measured exposure tend to amplify dose-response relationships, while negatively correlated unmeasured exposures diminish them.

As an illustration of this type of bias, consider again the hypothetical electrical workers in the previous example. The intensity of measured and unmeasured exposures remains as before, but this time the duration and intensity of occupational exposure are inversely correlated, and the workers are followed for 20 years (table 2). With this pattern of employment, workers with the most intense occupational exposures tend to remain on the job for the shortest time and consequently have the largest component of unmeasured cumulative exposure. Risk differences in this situation are consistently overstated at every level of exposure (table 2). However, this particular pattern of unmeasured exposure...
results in negligible overestimation of risk ratios in the three intermediate exposure groups, with a more substantial overestimate in the high-exposure category (table 2).

Confounding by other exposure sources

If an agent causes disease and there are several correlated sources of that agent, then each source satisfies the definition of a confounder for the effects of the others. Thus the effects of exposure from one source considered in isolation may be confounded by exposures received from other sources (which may be measured or unmeasured). Where the focus of a study is the effect of exposure from a specified source, exposures to the same agent are conceptually identical to confounding exposures to other disease-causing agents.

A hypothetical study of childhood cancer in relation to exposure to magnetic fields from electric blankets during gestation provides a useful illustration of this problem (table 3). Suppose that high exposures from electric blankets are correlated with high ambient magnetic field exposures from other residential sources because geographic conditions that encourage extended use of electric blankets through much of the year also lead to high use of electric heat, lighting, and the like. In the example, estimated exposures from blankets and other sources (4) are dichotomized into high and low categories, the prevalence of high ambient exposure being assumed to be 80% among those with high blanket exposure and 20% among those with low blanket exposure.

Considering only exposure from electric blankets — ignoring exposures from other residential sources — is equivalent to evaluating the crude risk ratio for high versus low blanket exposure, which has a value of 2.7 under the log-linear risk model (table 3). However, the risk ratio for the same comparison stratified by the level of exposure to ambient magnetic fields is 2.0 in each stratum of ambient exposure (table 3). Since the stratum-specific ratios are identical, a risk ratio for high versus low blanket exposure adjusted for other residential exposures would also equal 2.0. Thus, like other confounders (5), exposures from different sources produce differences between the crude and adjusted estimates. The risk ratio for blanket exposure adjusted for other residential exposures is the more valid estimate of the independent effect of magnetic fields from electric blankets. Evaluation of the health consequences of modifying exposures from electric blankets would be distorted by failure to consider ambient magnetic fields, just as it would by confounding by any other factor.

Discussion

We have shown that failure to account fully for exposure to the agent of interest can challenge the quantitative interpretation of exposure-disease associations obtained from epidemiologic data.

When the true exposure is understated by a constant amount, bias can be avoided by specifying the correct analytical model — ratio measures for log-linear dose-response relationships and difference measures for linear dose-response relationships. Unfortunately, the appropriate model may not always be apparent. The biological action of toxic agents is rarely well enough understood to dictate the correct model uniquely (6), and measurement error makes it more difficult to distinguish empirically between several alternatives.

When the magnitude or prevalence of the unmeasured exposure components varies depending on the magnitude of measured exposure, the effect on the observed results is not as easily predicted, and selecting an appropriate analytic model will not necessarily remove the bias due to measurement error. This observation adds to the evidence from recent papers (7—9) that it is not universally true that non-

---

**Table 2. Example of the effect of 1.0-mG unmeasured exposure with varying duration of measured exposure on a dose-response relation observed in a hypothetical study of leukemia among workers exposed to magnetic fields (log-linear risk model, estimation of risk as in table 1). (RD = risk difference, RR = risk ratio)**

| Occupational exposure intensity (mG) | Duration in job (years) | Correct association with measured exposure | Apparent association with misclassified exposure |
|-------------------------------------|-------------------------|-------------------------------------------|-----------------------------------------------|
|                                     |                         | RD RR                                      | RD RR                                         |
| Low                                 | 1                       | 0.000 1.0                                 | 0.000 1.0                                     |
| Low                                 | 2                       | 0.000 1.3                                 | 0.004 1.3                                     |
| Low                                 | 4                       | 0.004 1.9                                 | 0.014 2.0                                     |
| Low                                 | 8                       | 0.011 3.3                                 | 0.036 3.7                                     |
| Low                                 | 16                      | 0.029 7.0                                 | 0.096 8.3                                     |

* Correct and apparent associations estimated with the log-linear risk model as in table 1, with measured exposure converted to cumulative exposure on the assumption of 20 years of total exposure with 40 h of exposure per week at the indicated level and duration and the remainder of exposure at 1 mG.

**Table 3. Example of confounding by multiple sources of exposure to the same agent in a hypothetical study of childhood cancer in relation to prenatal exposure to magnetic fields (log-linear risk model). (RR = relative risk)**

| Exposure from ambient sources* | Exposure from blankets* | Crude RR for blanket exposure | RR for blanket exposure by stratum of ambient exposure |
|--------------------------------|-------------------------|-------------------------------|-------------------------------------------------------|
| Low                            | Low                     | 2.7                           | 2.0                                                   |
| High                           | High                    |                               | 2.0                                                   |

* Numerical values for blanket and ambient field exposures estimated from reference 4.
* Risk = \(\exp\left[-11.5 + 0.69 d\right]\).
* Reference group is low blanket exposure within stratum of ambient exposure.
differential error in measuring exposure attenuates exposure-disease associations (10).

The tendency for purely random nondifferential exposure measurement error to attenuate observed exposure-disease associations is well known (11). However, our analysis of situations in which the magnitude of nondifferential measurement error is associated with measured exposure indicates that the slope of dose-response relations can be biased upward or downward, even though the measurement error is independent of individual disease status and always understates the true level of exposure. Although standard texts note that coefficients in regression models can be biased in a similar way by correlated errors in measuring predictor variables (12), the consequences for epidemiologic research do not appear to be widely appreciated.

We have also shown that exposures received from multiple sources of a single agent may act as confounders of an association that has been chosen as the one of primary interest. Exposures received at different times would act analogously. For example, given a focus on exposure within particular “windows” of age (13), the effect may be confounded by earlier or later exposures that are correlated with the one of interest (14).

Our analysis suggests some strategies for eliminating or reducing the potential bias from incomplete assessment and analysis of exposure. When multiple exposure sources are known or suspected, the preferred solution is obviously to identify and measure all of the sources. Some biological markers, blood lead, for example, provide a measure of exposure from all sources combined, although they also make it impossible to separate their effects for assigning risk to specific sources of exposure, or benefits to their elimination.

When data describing exposure from all sources are obtained, they must also be analyzed with methods that are appropriate to the scientific goals. If the principal goal is to characterize a dose-response relation for a particular agent-disease combination, it can be met the most directly by summing measured exposures from all sources to estimate total exposure. In studies that seek to isolate the independent effect of a particular exposure source, control for potential confounding by exposures from other sources is necessary.

When direct information cannot be obtained for all exposure sources, external data or a smaller substudy may help to characterize the relative contributions of the measured and unmeasured sources and also the relationship between them. If the exposure sources are uncorrelated, then, ideally, knowledge of the underlying dose-response relation would allow selection of an analytic model not likely to be biased by the unmeasured source. At a minimum, estimates of the magnitude of exposures from various sources and their relationships can be used to estimate the bias from studying the measured source alone. A sensitivity analysis that considers a range of possibilities would place bounds on the uncertainty in measuring the dose-response relation in the population. The principles developed in this study provide the basis for more systematic speculation about potential bias from incompletely evaluated exposure.
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Appendix

Effect of unmeasured exposure on measures of association

Using the notation given in the text, let \( R(X_m) \) be the risk due to measured exposure alone and \( RD(X_m) \) and \( RR(X_m) \) be the corresponding measures of the excess risk difference and risk ratio per unit of exposure (or dose). When all exposure is measured, \( RD(X_m) = \beta X_m \) under the linear model and \( RD(X_m) = \exp(\beta X_m - 1) \) under the log-linear model; \( RR(X_m) = 1 + \beta X_m / r_0 \) under the linear model and \( e^\beta \) under the log-linear model. These relationships apply whether \( X \) is expressed in continuous, ordinal, or binary form, since \( \beta \) represents the increment in risk or relative risk per unit of exposure.

When some sources of exposure are not measured, the observed risk of disease in an exposed population, \( R^* \), equals \( r_0 + \beta X_m + \beta X_u \) under the linear risk model and \( R^* = \exp[r_0 + \beta X_m + \beta X_u] \) under the log-linear risk model, where \( X_u = \sum P_i X_{u_i} / P_i \).

Let \( RD(X_{m*}) \) and \( RR(X_{m*}) \), respectively, indicate difference and ratio measures expressing the apparent association of disease with measured exposure, when some unmeasured exposure is also present. If \( X_u \) is a constant, then \( RD(X_{m*})^* = (r_0 + \beta X_m + \beta X_u - (r_0 + \beta X_m) = RD(X_m) \) under the linear model, but, under the log-linear model \( RD(X_{m*})^* = \exp(\beta X_u) - 1) > RD(X_m) \). For the ratio measure of association, \( RR(\beta X_u)^* = (r_0 + \beta X_m + \beta X_u) / (r_0 + \beta X_u) \) under the linear model, whereas under the log-linear model \( RR(\beta X_u)^* = \exp[(r_0 + \beta X_m + \beta X_u) - (r_0 + \beta X_u)] = RR(\beta X_u) \).

The preceding expressions can be expanded if \( X_u \) is not constant (ie, if it has more than one value). For example, if \( X_u \) has levels 0 and 1, respectively, associated with unmeasured exposure of \( X_{u_0} \) and \( X_{u_1} \), then under the linear model \( RD(X_{m*})^* = \beta X_m + \beta X_{u_1} - X_{u_0} \). \( RD(X_{m*})^* \) can then be greater than, less than, or equal to \( RD(X_m) \), depending on the magnitude of \( X_{u_1} \) relative to \( X_{u_0} \). Analogous expressions can be developed for other measures of association.
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