Measurement of the differential cross sections for the associated production of a $W$ boson and jets in proton-proton collisions at $\sqrt{s} = 13$ TeV
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A measurement of the differential cross sections for a $W$ boson produced in association with jets in the muon decay channel is presented. The measurement is based on 13 TeV proton-proton collision data corresponding to an integrated luminosity of 2.2 fb$^{-1}$, recorded by the CMS detector at the LHC. The cross sections are reported as functions of jet multiplicity, jet transverse momentum $p_T$, jet rapidity, the scalar $p_T$ sum of the jets, and angular correlations between the muon and each jet for different jet multiplicities. The measured cross sections are in agreement with predictions that include multileg leading-order (LO) and next-to-LO matrix element calculations interfaced with parton showers, as well as a next-to-next-to-LO calculation for the $W$ boson and one jet production.
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I. INTRODUCTION

The high center-of-mass energy of collisions at the CERN LHC facilitates the production of events with an electroweak boson in association with a high transverse momentum $p_T$ jet or high-multiplicity multijet final state. Measurements of vector boson production in association with jets provide important tests of perturbative quantum chromodynamics (QCD). Such measurements lead to a better understanding of the strong interaction and of the proton structure. Furthermore, events containing a massive vector boson and jets are important backgrounds for a number of standard model (SM) processes (single top quark, $t\bar{t}$, vector boson fusion, $WW$ scattering, and Higgs boson production), as well as for physics beyond the SM, such as supersymmetry. Leptonic decay modes of the vector boson are often used in the measurements of SM processes and searches for physics beyond the SM because they provide sufficient signal data with clean signatures and a low level of background.

The differential cross sections for the production of a $W$ boson in association with jets ($W + \text{jets}$) have been measured by the CMS Collaboration using data collected at center-of-mass energies of 7 TeV [1] and 8 TeV [2] and by the ATLAS Collaboration at 7 TeV [3] at the LHC. In this paper we present the first differential cross section measurement of the $W + \text{jets}$ process at a center-of-mass energy of 13 TeV. The muon decay channel ($W(\mu\nu) + \text{jets}$) is used; the corresponding decay channel of the $W$ boson into an electron and a neutrino is not used in this analysis because a higher momentum threshold was applied to the electron when acquiring data. This measurement is based on 13 TeV proton-proton (pp) collision data recorded by the CMS experiment during 2015 and corresponding to an integrated luminosity of 2.2 fb$^{-1}$. The differential cross sections are measured as functions of the exclusive ($W + N\text{-jets}$) and inclusive ($W + \geq N\text{-jets}$) jet multiplicities up to $N = 6$. The differential cross sections are also measured up to multiplicities of four inclusive jets as functions of the jet $p_T$, the jet rapidity $|y|$, the scalar $p_T$ sum of the jets $H_T$, and of the azimuthal correlations between the muon and the $i$th jet from the $p_T$-ordered list of jets in the event $\Delta\phi(\mu, j_i)$.

In addition, the differential cross section is measured as a function of the angular distance between the muon and the closest jet $\Delta R(\mu, \text{closest jet})$ for events with one or more jets, where $\Delta R = \sqrt{(\Delta\eta)^2 + (\Delta\phi)^2}$ and $\Delta\eta$ is the pseudorapidity separation. The $\Delta R(\mu, \text{closest jet})$ variable separates the process of the electroweak emission of real $W$ bosons from an initial- or final-state quark, which was recently studied by the ATLAS Collaboration with 8 TeV data [4]. The contribution of electroweak radiative processes to the measurement of $W + \text{jets}$ becomes significant with the increasing center-of-mass energy of collisions, leading to an enhancement in the collinear region of the distribution of the angular distance between the $W$ boson and the closest jet [5–10].

The measured cross sections are compared with the predictions from Monte Carlo (MC) event generators that use a leading-order (LO), or a next-to-LO (NLO) matrix element (ME) calculation interfaced with parton showering, and with a fixed-order calculation of a $W$ boson and one jet ($W + 1\text{-jet}$) at next-to-NLO (NNLO).

II. THE CMS DETECTOR

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a...
magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the \( \eta \) coverage provided by the barrel and endcap detectors. Muons are measured in the range \( |\eta| < 2.4 \), in gas-ionization detectors with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers that are embedded in the steel flux-return yoke outside the solenoid. Matching muons to tracks measured in the silicon tracker results in a relative \( \Delta p_T \) resolution between 6% in the barrel and better than 10% for muons with \( p_T \) up to 1 TeV [11].

The CMS experiment uses a two-level trigger system [12]. The first level of the CMS trigger system, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select the most interesting events. The high-level trigger processor farm further decreases the event rate from around 100 kHz to a rate of around 1 kHz, before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [13].

III. SIMULATED SAMPLES AND THEORETICAL CALCULATIONS

Leptonic \( W \) boson decays are characterized by an energetic isolated lepton, and a neutrino giving rise to significant missing transverse energy \( E_T^{\text{miss}} \) in the detector. Background processes with final states similar to the \( W + \text{jets} \) signal are Drell–Yan (\( Z/\gamma^* + \text{jets} \)), \( t\bar{t} \), single top quark, \( WW/WZ/ZZ + \text{jets} \) (diboson), and QCD multijet production. Signal and background processes are predicted from Monte Carlo simulations, and their samples are produced and fully reconstructed using a simulation of the CMS detector based on GEANT4 [v9.4p03] [14], except for the QCD multijet background, which is estimated from control data samples. The processes of the \( W + \text{jets} \) signal and the \( Z/\gamma^* + \text{jets} \) background are generated by MADGRAPH5_AMC@NLO [v5.2.2.2] [15] with an NLO calculation. The FxFx jet merging scheme [16] is used in the MADGRAPH5_AMC@NLO generator. The \( t\bar{t} \) background is generated at NLO with POWHEG [v2.0] [17–19]. The single top quark background processes are simulated either with POWHEG [v1.0] [20] or with MADGRAPH5_AMC@NLO depending on the particular channel. Among the diboson background processes, the WW production is generated with POWHEG [v2.0] [21], while the \( WZ \) and \( ZZ \) productions are generated using PYTHIA 8 [v8.212] [22,23]. The signal and background simulated samples, except for diboson production, are interfaced with PYTHIA 8 for parton showering and hadronization. The CUETP8M1 tune [24] was used in PYTHIA 8. The NNPDF 2.3 LO PDF [25,26] and the NNPDF 3.0 NLO PDF [27] are used to generate background processes, where the former is used in PYTHIA 8. The simulated processes include the effect of additional pp collisions in the same or adjacent bunch crossings (pileup). The pileup contribution is simulated as additional minimum bias events superimposed on the primary simulated events based on a distribution of the number of interactions per bunch crossing with an average of about 11 collisions, which is reweighted to match that observed in data.

The measured \( W + \text{jets} \) differential cross sections are compared to two multileg ME calculations, an NLO prediction corresponding to the generated \( W + \text{jets} \) signal process described above, and an LO prediction. The LO prediction is generated with MADGRAPH5_AMC@NLO interfaced with PYTHIA 8 for parton showering and hadronization. The ME calculation includes the five processes \( pp \to W + N\text{-jets}, N = 0 \ldots 4 \) and it is matched to the parton showering using the \( k_t\)-MLM [28,29] scheme with the merging scale set at 19 GeV. The NLO prediction is generated with MADGRAPH5_AMC@NLO interfaced with PYTHIA 8 for parton showering and hadronization. The FxFx merging scheme is used with a merging scale parameter set to 30 GeV. This prediction has an NLO accuracy for \( pp \to W + N\text{-jets}, N = 0, 1, 2, \) and LO accuracy for \( N = 3, 4 \). In the rest of the paper, LO and NLO predictions by MADGRAPH5_AMC@NLO are referred to as LO MG_aMC (MG_aMC+PY8 (\( \leq 4 \) LO + PS) in the figure legends) and NLO MG_aMC FxFx (MG_aMC FxFx + PY8 (\( \leq 2 \) NLO + PS) in the figure legends), respectively. The NNPDF 3.0 LO (NLO) is used for the ME calculation in LO (NLO FxFx) MG_aMC prediction, while the NNPDF 2.3 LO PDF is used in the parton showering and hadronization with PYTHIA 8 using the CUETP8M1 tune. The total cross section for the LO MG_aMC prediction is normalized to NNLO cross section calculated with FEWZ [v3.1] [30]. The measured differential cross sections are also compared to the fixed-order calculation based on the \( N_j \)-jetness subtraction scheme (\( N_j \)) at NNLO for \( W + 1\text{-jet} \) production [9,31]. The comparison is made for the measured distributions of the leading jet \( p_T \) and \( |y| \), \( H_T \), \( \Delta \phi(\mu, j_1) \), and \( \Delta R(\mu, \text{closest jet}) \) for events with one or more jets. The NNPDF 3.0 NNLO PDF is used in this calculation. To account for nonperturbative effects in the NNLO, the predictions with and without multiple parton interactions and hadronization are computed with LO MG_aMC interfaced with PYTHIA 8. The value of this multiplicative correction applied to the NNLO calculation is mostly within the range of 0.93–1.10. The effect of final-state radiation (FSR) from the muon on the NNLO prediction is estimated to be less than 1%.

IV. PARTICLE RECONSTRUCTION AND IDENTIFICATION

The final state candidates in \( W(\mu) \) decays are identified and reconstructed with the particle-flow (PF) algorithm [32], which combines information from all the CMS subdetectors.
Muon PF candidates are identified as tracks in the muon system that are matched to tracks reconstructed in the inner tracking system. Muon PF candidates are required to have \( p_T > 25 \) GeV inside the acceptance of \( |\eta| < 2.4 \) and to satisfy the tight identification criteria \[11\]. In addition, an isolation requirement, known as the combined relative PF isolation requirement, is applied to suppress the contamination from muons contained in jets:

\[
I = \left[ \sum_{\text{Ch.had.}} p_T + \max \left( 0, \sum_{\text{N.had.}} p_T + \sum_{\text{EM}} p_T - 0.5 \sum_{\text{PU}} p_T \right) \right] / p_T^\mu \leq 0.15, \tag{1}
\]

where the sums run over the charged hadrons (Ch.had.), neutral hadrons (N.had.), photons (EM), and charged particles from pileup (PU), inside a cone of radius \( \Delta R \leq 0.4 \) around the muon direction. This isolation requirement includes a correction for pileup effects, which is based on the scalar \( p_T \) sum of charged particles not associated with the primary vertex \( (0.5 \sum_{\text{PU}} p_T) \) in the isolation cone, where the factor 0.5 corresponds to an approximate average ratio of neutral to charged particles and has been measured in jets in Ref. \[32\]. The small differences in muon identification, isolation, and trigger efficiencies between data and simulated processes are compensated by applying corrections to the simulated events.

Hadronic jets are reconstructed from the PF candidates by using the anti-\( k_T \) clustering algorithm \[33\], as implemented in the \textsc{FastJet} package \[34\], with a distance parameter of \( R = 0.4 \). Reconstructed jet energies are corrected by using \( p_T \) and \( \eta \)-dependent corrections to account for the following effects: nonuniformity and nonlinearity of the ECAL and HCAL energy response to neutral hadrons, the presence of extra particles from pileup interactions, the thresholds used in jet constituent selection, reconstruction inefficiencies, and possible biases introduced by the clustering algorithm. Jet energy corrections are derived based on the measurement of the \( p_T \) balance in dijet and \( \gamma + \text{jet} \) events \[35\]. A residual \( p_T \)- and \( \eta \)-dependent calibration is applied to the jets in data to correct for the small differences between data and simulation. The jets in simulated events are smeared by an \( \eta \)-dependent factor to account for the difference in energy resolution between data and simulation \[35\]. Jets are required to have \( p_T > 30 \) GeV inside the acceptance of \( |\eta| < 2.4 \) and a spatial separation of \( \Delta R > 0.4 \) from muon candidates. Additional loose selection criteria are applied to each event to suppress nonphysical jets \[36\]. A number of vertexing-related and jet-shower-shape-related input variables are combined into a boosted decision tree yielding a single discriminator for the identification of pileup jets \[36\]. The contribution from pileup jets is reduced by applying a selection on the discriminator that has been optimized to minimize the dependency on the number of reconstructed vertices.

In leptonic \( W \) boson decays, neutrinos pass through the detector without interacting and their presence is a fundamental tool for the discrimination of \( W \) boson events from the main backgrounds. The presence of a neutrino is indicated by \( E^{\text{miss}}_T \) information in the event. The missing transverse momentum vector \( \vec{p}_{T}^{\text{miss}} \) is the projection on the plane perpendicular to the beams of the negative vector sum of the momenta of all PF candidates reconstructed in the event. \( E^{\text{miss}}_T \) is defined as the magnitude of the \( \vec{p}_{T}^{\text{miss}} \) vector and it is a measure of the \( p_T \) of particles leaving the detector undetected. For the reconstructed \( E^{\text{miss}}_T \), the vector \( p_T \) sum of particles that were clustered as jets is replaced by the vector \( p_T \) sum of the jets including the jet energy corrections. Moreover, a set of individual \( E^{\text{miss}}_T \) filters are applied to veto events with anomalous \( E^{\text{miss}}_T \) due to various subdetector malfunctions and algorithmic errors \[37\].

**V. EVENT SELECTION**

The \( W(\mu\nu) + \text{jets} \) events are required to have exactly one muon and one or more jets. Data events are retained if they pass an online trigger requirement with a muon reconstructed in the online system with \( p_T > 20 \) GeV, while the simulated events are required to pass an emulation of the trigger requirement. Muons are required to satisfy the muon selection criteria including \( p_T > 25 \) GeV and acceptance of \( |\eta| < 2.4 \), and jets are required to satisfy the jet selection criteria with \( p_T > 30 \) GeV and acceptance of \( |\eta| < 2.4 \), as described in Sec. IV. Events with additional muon PF candidates, which are not necessarily subject to the muon identification and isolation criteria, with \( p_T > 15 \) GeV and \( |\eta| < 2.4 \) are removed. Events are further required to be in the transverse mass peak region for \( W \) bosons, defined by \( m_T > 50 \) GeV, where \( m_T \) is the invariant transverse mass between the muon and the \( p_T^{\text{miss}} \) variable, which can be formulated as \( m_T(\mu, p_T^{\text{miss}}) = \sqrt{2p_T^\mu E_T^{\text{miss}}(1 - \cos \Delta \phi)} \), where \( \Delta \phi \) is the difference in azimuthal angle between the direction of the muon momentum \( \vec{p}_{T}^{\mu} \) and \( \vec{p}_{T}^{\text{miss}} \). The \( m_T \) variable selection operates as a discriminator against non-\( W \) final states, such as QCD multijet background, that have a lepton candidate and nonzero \( p_T^{\text{miss}} \), but a relatively low value of \( m_T \). For the analysis of the \( \Delta R(\mu, \text{closest jet}) \) distribution, jets in the event are required to have \( p_T > 100 \) GeV, with the leading jet \( p_T > 300 \) GeV. This selection results in a boosted topology, where two jets recoil against each other and one of them can lose a significant amount of energy to the decay products of the emitted real \( W \) boson.

The primary background to the \( W + \text{jets} \) production at high jet multiplicities (i.e., four or more) is \( t\bar{t} \) production. The contamination from \( t\bar{t} \) events is reduced by applying a \( b \)-quark tag veto to the events that contain one or more \( b \)-tagged jets. For this veto, the combined secondary vertex tagger \[38\] is used as the \( b \) tagging algorithm with medium discrimination working point \[39\] corresponding to the
misidentification probability of approximately 1% for light-flavor jets with $p_T > 30$ GeV. After the implementation of the $b$ tag veto, the expected contributions from the background processes and the observed data are given in Table I as a function of the jet multiplicity. For jet multiplicities of 1–6, the $b$ tag veto rejects 71%–88% of the predicted $t\bar{t}$ background and 5%–29% of the $W + \text{jets}$ signal. Differences in the data and simulation $b$ tagging efficiencies and mistagging rates are corrected by applying data-to-simulation scale factors [39].

### VI. DATA-TO-SIMULATION COMPARISONS

The goal of this analysis is to measure the differential cross sections characterizing the production of a $W$ boson and associated jets as functions of several kinematic and angular observables with 13 TeV data. We first compare data with simulated processes at the reconstruction level for some of the observables that are used for the cross section measurement. Signal and background processes in these comparisons are simulated with the event generators described in Sec. III, with the exception of the QCD multijet background, which is estimated using a data control region with an inverted muon isolation requirement. In the data control region, the muon misidentification rate for multijet processes is estimated in a sideband region with $m_T < 50$ GeV and the multijet distribution shape template is extracted in a region with $m_T > 50$ GeV. The muon misidentification rate is then used to rescale the multijet shape template. This estimation method was used in the measurement of the $W + \text{jets}$ production cross section at 7 TeV, and it is described in detail in Ref. [1].

At high jet multiplicities, where the $W + \text{jets}$ signal is less dominant, the accuracy of the background modeling becomes more important, especially for the $t\bar{t}$ production process. We created a $t\bar{t}$-enriched control sample by requiring two or more $b$-tagged jets. The purity of this $t\bar{t}$ control sample increases towards higher jet multiplicities and ranges between 79%–96% for jet multiplicities of 2–6. The differences between data and simulation observed for jet multiplicities of 2–6 in the $t\bar{t}$ control region are expressed in terms of $t\bar{t}$ data-to-simulation scaling factors that range between 0.75 and 1.15. The $t\bar{t}$ background events are scaled by these factors in all the reconstructed-level and unfolded distributions presented in this paper for events with jet multiplicities of 2–6.

The comparison of reconstructed distributions for data and simulated processes is shown in Fig. 1 for the jet multiplicity. The $p_T$ distribution of the leading jet and the azimuthal correlation between the muon and the leading jet in events...
with at least one jet are shown in Fig. 2. For each reconstructed distribution, the ratio of the sum of the simulated processes from signal and backgrounds to the data is presented to quantify possible disagreements (the corresponding error bars represent the statistical uncertainties stemming from both data and simulation). The data-to-simulation agreement is on the 5% level in almost all regions.

VII. UNFOLDING PROCEDURE

The measured distributions are obtained by subtracting the estimated backgrounds from data, where the \( \bar{t} \bar{t} \) events are scaled as discussed in Sec. VI. These background-subtracted distributions are corrected to the stable-particle level using an unfolding procedure for the detector effects, such as efficiency and resolution, migration of events between neighboring bins, and measurement acceptance, in order to obtain a measured cross section directly comparable to the theoretical predictions. This unfolding procedure is applied separately to each measured differential cross section and includes corrections for the trigger and the muon selection efficiencies. Events that pass the same kinematic selection used at the reconstruction level as described in Sec. V, including the requirements on muon \( p_T \) and \( |y| \), jet \( p_T \) and \( |y| \), and \( m_T \). The generated values refer to the stable leptons, a muon and a neutrino, from the decay of the W boson and to jets built from stable particles excluding neutrinos, using the same algorithm as for the measurement. Particles are considered stable if their decay length \( \tau \) is greater than 1 cm. The muons are “dressed” by recombining the bare muons and all of the radiated photons in a cone of \( \Delta R < 0.1 \) around the muon to account for the FSR effects, which may have a significant contribution. At the generator level, the \( m_T \) of the W boson is calculated using the dressed muon and the neutrino. The response matrix, the reconstructed-level distribution and the corresponding generator-level distribution contain information about the migration probability between the reconstructed and generated quantities as well as the information used to determine the effect of inefficiencies. Events that pass the reconstructed-level selection but are absent from the generator-level selection due to migrations across neighboring bins are estimated, and these events are subtracted from the measured distribution. The unfolding procedure is regularized by choosing the number of iterations in the D’Agostini method. The iteration is optimized by folding the unfolded distributions corrected with the response matrix and comparing to the initial measured distributions. The number of iterations is
VIII. SYSTEMATIC UNCERTAINTIES

The dominant source of systematic uncertainty in the differential cross sections, which are measured as functions of the variables involving jet kinematics, is generally the jet energy scale (JES) uncertainty. It is estimated by varying the corresponding jet energy corrections by one standard deviation as described in Ref. [35]. This JES uncertainty is \( p_T \)- and \( \eta \)-dependent, and it can be as large as 7% in the leading jet \( p_T \) and \( |y| \) measurements. Moreover, this uncertainty increases with the number of reconstructed jets and ranges between 1%–25% for jet multiplicities of 1–6. These JES uncertainties are propagated to the calculation of \( E_{\text{miss}} \).

As described in Sec. III, scale factors are applied to correct for the data-to-simulation difference in jet energy resolution. The uncertainty in these factors is assessed by scaling the energies of the jets in the \( W + \) jets sample with two additional sets of scale factors that correspond to varying the factors up and down by one sigma and evaluating the impact of these new sets. The resulting uncertainty is of the order of 1%.

The cross sections of the background processes are varied within their theoretical uncertainties. The cross section of the largest background contribution in the higher jet multiplicities, coming from \( t\bar{t} \) production process, is varied by 6%, which is a sum in quadrature of the theoretical uncertainty in the \( t\bar{t} \) cross section at NNLO accuracy and the statistical uncertainties in the factors used to scale the simulated events to the observed data in the \( t\bar{t} \)-enriched control region described in Sec. VI. The diboson backgrounds are simultaneously varied up and down by their theoretical cross section uncertainties of scale and PDF from MCFM (v6.6) [44] as 6% for \( WW \) and 7% for \( WZ \) and \( ZZ \). The \( Z/\gamma^* + \) jets background is varied by scale and PDF uncertainties of 4% obtained from FEWZ (v3.1). The single top quark processes are varied by scale, PDF, and \( \alpha_s \) uncertainties of 4% for the \( s \)- and \( t \)-channels and by scale and PDF uncertainties of 6% for the \( tW \)-channel. The QCD multijet background is estimated using data control regions and has an uncertainty based on the number of events in an inverted muon isolation sample, and in the low-\( m_T \) control regions, with nominal and inverted isolation requirements, which are used to calculate the normalization. The uncertainty associated with the estimated multijet background is 0.6%–46% depending on the jet multiplicity.

The uncertainties in the data-to-simulation correction factors of the \( b \) tagging efficiencies are also considered. This systematic uncertainty is assessed by adjusting the scale factors up and down according to their uncertainties. The entire analysis is performed with these variations and the final unfolded results are compared to the results of the standard analysis. The difference is taken to be the systematic uncertainty. The effect of this uncertainty on the measured cross section changes between 0.3% and 12%, depending on the jet multiplicity.

The uncertainty in the data-to-simulation scale factors for the efficiency of muon selection is the sum in quadrature of the systematic uncertainties in the trigger, identification, and isolation efficiencies and is equal to 1.2%.

A systematic uncertainty associated with the generator used to build the unfolding response matrix is estimated by weighting the simulated events to agree with the data in \( p_T \), \( |y| \), \( H_T \), \( \Delta \phi (\mu, j_i) \), and \( \Delta R (\mu, \text{closest jet}) \) distributions and building a reweighted response matrix to unfold the data. The reweighting is done using a finer binning. The difference between the nominal results, and the results unfolded using the reweighted response matrix is taken as the systematic uncertainty associated with the unfolding response matrix. An uncertainty due to the finite number of simulated events used to construct the response matrix is estimated by propagating the uncertainty in the MEs through the unfolding. This uncertainty ranges from 0.1% to 12% for jet multiplicities of 1–6 and becomes the dominant source of systematic uncertainty in regions of phase space with low statistical precision especially in the \( \Delta R (\mu, \text{closest jet}) \) measurement.

The uncertainty in the pileup condition and modeling in simulated samples is assessed by varying the inelastic pp cross section, which is used to estimate the pileup contribution in data, from its central value within its determined uncertainty of \( \pm 5\% \). The resulting uncertainty is of the order of 1%.

The uncertainty in the integrated luminosity is estimated to be 2.3% using a method described in Ref. [45].

IX. RESULTS

The size of the data sample used in this analysis allows the measurements of cross sections of the \( W(\mu \nu) + \) jets process for jet multiplicities up to six and fiducial cross sections as functions of several kinematic observables for up to four inclusive jets.

The measured \( W + \) jets differential cross section distributions are shown here in comparison with the predictions of the multileg NLO MG_aMC FxFx and multileg LO MG_aMC tree level \( k_T\)-MLM event generators, as described in Sec. III. Furthermore, the measured cross sections are compared to the fixed-order \( N_{\text{jet}} \) NNLO calculation for \( W + 1\)-jet production on the leading jet \( p_T \) and \( |y| \), \( H_T \), \( \Delta \phi (\mu, j_i) \), and \( \Delta R (\mu, \text{closest jet}) \) distributions. The ratios of the predictions to the measurements are provided to make easier comparisons.

Total experimental uncertainties are quoted for the data in the differential cross section distributions. The multileg
LO MG_aMC prediction is given only with its statistical uncertainty. The NLO MG_aMC FxFx prediction is given with both the statistical and systematic uncertainties. Systematic uncertainties in the NLO MG_aMC FxFx prediction are obtained by varying the NNPDF 3.0 NLO PDFs and the value of $\alpha_s$, and by varying independently the renormalization and factorization scales by a factor of 0.5 and 2. All possible combinations are used in variations of scales excluding only the cases where one scale is varied by a factor of 0.5 and the other one by a factor of 2. The total systematic uncertainty is the squared sum of these uncertainties. The systematic uncertainty due to variation of scale factors for the exclusive jet multiplicity distribution is computed using the method described in Refs. [46,47]. For the NNLO prediction, the theoretical uncertainty includes both statistical and systematic components, where the systematic uncertainty is calculated by varying independently the central renormalization and factorization scales by a factor of 2 up and down, disallowing the combinations where one scale is varied by a factor of 0.5 and the other one by a factor of 2.0.

The measured differential cross sections as functions of the exclusive and inclusive jet multiplicities up to 6 jets are compared with the predictions of LO MG_aMC and NLO MG_aMC FxFx in Fig. 3. The measured cross sections and the predictions are in good agreement within uncertainties.

The measured cross sections for inclusive jet multiplicities of 1–4 are compared with the predictions as a function of the jet $p_T$ ($|y|$) in Fig. 4 (Fig. 5). The measured cross sections as functions of the jet $p_T$ and $|y|$ are better described by the NLO MG_aMC FxFx prediction for all inclusive jet multiplicities and by the NNLO calculation for at least one jet. The LO MG_aMC prediction exhibits a slightly lower trend in estimating data in contrast to NLO MG_aMC FxFx and NNLO on jet $p_T$ and $|y|$ distributions, particularly at low $p_T$ and for inclusive jet multiplicities of 1–3.

The measured cross sections as functions of the $H_T$ variable of the jets, which is sensitive to the effects of higher order corrections, are compared with the predictions. The $H_T$ distributions for inclusive jet multiplicities of 1–4 are shown in Fig. 6. The predictions are in good agreement with data for the $H_T$ spectra of the jets for all inclusive jet multiplicities, with the exception of LO MG_aMC, which slightly underestimates the data at low $H_T$.

The differential cross sections are also measured as functions of angular variables: the azimuthal separation $\Delta\phi(\mu, j_i)$ between the muon and the jet for inclusive jet multiplicities of 1–4, and the angular distance between the
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FIG. 4. Differential cross section measurement for the transverse momenta of the four leading jets, shown from left to right for at least 1 and 2 jets (upper) and for at least 3 and 4 jets (lower) on the figures, compared to the predictions of NLO MG_aMC FxFx and LO MG_aMC. The NNLO prediction for $W + 1$-jet is included in the first leading jet $p_T$. The black circular markers with the gray hatched band represent the unfolded data measurement and the total experimental uncertainty. The LO MG_aMC prediction is given only with its statistical uncertainty. The bands around the NLO MG_aMC FxFx and NNLO predictions represent their theoretical uncertainties including both statistical and systematic components. The lower panels show the ratios of the prediction to the unfolded data.
FIG. 5. Differential cross section measurement for the absolute rapidities of the four leading jets, shown from left to right for at least 1 and 2 jets (upper) and for at least 3 and 4 jets (lower) on the figures, compared to the predictions of NLO MG_aMC FxFx and LO MG_aMC. The NNLO prediction for $W + 1$-jet is included in the first leading jet $|y_j|$. The black circular markers with the gray hatched band represent the unfolded data measurement and the total experimental uncertainty. The LO MG_aMC prediction is given only with its statistical uncertainty. The bands around the NLO MG_aMC FxFx and NNLO predictions represent their theoretical uncertainties including both statistical and systematic components. The lower panels show the ratios of the prediction to the unfolded data.
FIG. 6. Differential cross section measurement for the jets $H_T$, shown from left to right for at least 1 and 2 jets (upper) and for at least 3 and 4 jets (lower) on the figures, compared to the predictions of NLO MG_aMC FxFx and LO MG_aMC. The NNLO prediction for $W + 1$-jet is included in the jets $H_T$ for one jet inclusive production. The black circular markers with the gray hatched band represent the unfolded data measurement and the total experimental uncertainty. The LO MG_aMC prediction is given only with its statistical uncertainty. The bands around the NLO MG_aMC FxFx and NNLO predictions represent their theoretical uncertainties including both statistical and systematic components. The lower panels show the ratio of the prediction to the unfolded data.
FIG. 7. Differential cross section measurement for $\Delta \phi(\mu, j_i)$, shown from left to right for at least 1 and 2 jets (upper) and for at least 3 and 4 jets (lower) on the figures, compared to the predictions of NLO MG$_{aMC}$ FxFx and LO MG$_{aMC}$. The NNLO prediction for $W + 1$-jet is included in $\Delta \phi(\mu, j_i)$ for one jet inclusive production. The black circular markers with the gray hatched band represent the unfolded data measurement and the total experimental uncertainty. The LO MG$_{aMC}$ prediction is given only with its statistical uncertainty. The bands around the NLO MG$_{aMC}$ FxFx and NNLO predictions represent their theoretical uncertainties including both statistical and systematic components. The lower panels show the ratio of the prediction to the unfolded data.
muon and the closest jet $\Delta R(\mu, \text{closest jet})$ in events with one or more jets. The measured $\Delta \phi(\mu, j_i)$ distributions are compared with the predictions in Fig. 7 and they are well described within uncertainties. This observable is sensitive to the implementation of particle emissions and other nonperturbative effects modeled by parton showering algorithms in MC generators.

The comparison of the measured $\Delta R(\mu, \text{closest jet})$ with the predictions is shown in Fig. 8. This observable probes the angular correlation between the muon emitted in the $W$ boson decay and the direction of the closest jet. In the collinear region (small $\Delta R$ values), it is sensitive to the modeling of $W$ boson radiative emission from initial- or final-state quarks. The predictions are observed to be in fairly good agreement with data within the uncertainties, but there are some differences. Around $\Delta R = 2.0-2.5$, in the transition between the region dominated by back-to-back $W + N \geq 1$-jet processes (high $\Delta R$) and the region where the radiative $W$ boson emission should be enhanced (low $\Delta R$), the NLO MG_aMC FxFx prediction overestimates the measured cross section. In the high-$\Delta R$ region, the LO MG_aMC prediction underestimates the data, which is consistent with the other observables.

**X. SUMMARY**

The first measurement of the differential cross sections for a $W$ boson produced in association with jets in proton-proton collisions at a center-of-mass energy of 13 TeV was presented. The collision data correspond to an integrated luminosity of 2.2 fb$^{-1}$ and were collected with the CMS detector during 2015 at the LHC.

The differential cross sections are measured using the muon decay mode of the $W$ boson as functions of the exclusive and inclusive jet multiplicities up to a multiplicity of six, the jet transverse momentum $p_T$ and absolute value of rapidity $|y|$ for the four leading jets, and the scalar $p_T$ sum of the jets $H_T$ for an inclusive jet multiplicity up to four. The differential cross sections are also measured as a function of the azimuthal separation between the muon direction from the $W$ boson decay and the direction of the leading jet for up to four inclusive jets, and of the angular distance between the muon and the closest jet in events with at least one jet.

The background-subtracted data distributions are corrected for all detector effects by means of regularized unfolding and compared with the predictions of MADGRAPH5_aMC@NLO at leading-order (LO) accuracy (LO MG_aMC) and at next-to-LO (NLO) accuracy (NLO MG_aMC FxFx). The measured data are also compared with a calculation based on the $N$-jettiness subtraction scheme at next-to-NLO (NNLO) accuracy for $W + 1$-jet production.

The predictions describe the data well within uncertainties as functions of the exclusive and inclusive jet multiplicities and are in good agreement with data for the jet $p_T$ spectra, with the exception of the LO MG_aMC prediction, which underestimates the data at low to moderate jet $p_T$. The measured $H_T$ distributions are well modeled both by the NLO MG_aMC FxFx prediction for all inclusive jet multiplicities and the NNLO calculation for $W + 1$-jet. The LO MG_aMC prediction underestimates the measured cross sections at low $H_T$. All predictions accurately describe the jet $|y|$ distributions and the cross sections as a function of the azimuthal correlation between the muon and the leading jet. The measured cross section as a function of the angular distance between the muon and the closest jet, which is sensitive to electroweak emission of $W$ bosons, is best described by the NNLO calculation.
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