$C^k$-SMOOTH APPROXIMATIONS OF LUR NORMS

PETR HÁJEK AND ANTONÍN PROCHÁZKA

Abstract. Let $X$ be a WCG Banach space admitting a $C^k$-smooth norm where $k \in \mathbb{N} \cup \{\infty\}$. Then $X$ admits an equivalent norm which is simultaneously, $C^1$-smooth, LUR, and the limit of a sequence of $C^k$-smooth norms. If $X = C([0, \alpha])$, where $\alpha$ is any ordinal, then the same conclusion holds true with $k = \infty$.

1. Introduction

The famous averaging result of Asplund [1] states that if a Banach space $X$ admits a norm which is locally uniformly rotund (LUR) as well as another norm whose dual norm is LUR, then $X$ admits a third norm which is simultaneously $C^1$-smooth and LUR. On the other hand, denoting by $\omega_1$ the first uncountable ordinal, the space $C([0, \omega_1])$ admits an equivalent LUR norm according to Troyanski [18], and, by Talagrand [17], $C([0, \omega_1])$ admits an equivalent $C^1$-smooth norm but does not admit any norm whose dual norm would be LUR or even strictly convex. Therefore the Asplund averaging cannot be applied. The natural question whether $C([0, \omega_1])$ admits an equivalent $C^1$-smooth and LUR norm has been raised e.g. in [19]. Here we answer the question in the affirmative.

Theorem 1.1. Let $\alpha$ be an ordinal. Then the space $C([0, \alpha])$ admits an equivalent norm which is $C^1$-smooth, LUR, and the limit (uniform on bounded sets) of a sequence of $C^\infty$-smooth norms.

The existence of a $C^\infty$-smooth norm on spaces $C([0, \alpha])$ has been known since Haydon’s improvement [14] of Talagrand’s renorming mentioned above. The new norm of Theorem 1.1 is in fact as good as one can hope since by [9] (2, Proposition V.1.3), a space admitting an LUR, $C^2$-smooth norm is superreflexive.

Let us comment on the fact that the new norm is a limit of $C^\infty$-smooth norms. It is a general open question whether it is possible to approximate (uniformly on bounded sets) all equivalent norms on a Banach space $X$ by $C^k$-smooth norms, provided that $X$ admits an equivalent $C^k$-smooth norm. Even in the separable case, the answer for $k \geq 2$ is not known in full generality, although the positive results in [3] and [4] are quite strong and apply to most classical Banach spaces. (Added in proof: the separable question has been settled in the affirmative by J. Talponen and the first-named author [13].) In the non-separable setting, no general result is
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known, with the small exception of [7]. In particular, it is unknown whether the $C^\infty$-smooth or even $C^1$-smooth norms on $C([0, \omega_1])$ are dense.

One of the open problems in [2] addressing these issues is whether on a given WCG Banach space with an equivalent $C^k$-smooth norm, there exists an equivalent LUR norm which is the uniform limit on bounded sets of a sequence of $C^k$-smooth norms. Such a result is of interest for several reasons. It can be used to obtain rather directly the uniform approximations of general continuous operators by $C^k$-smooth ones. Moreover, since LUR norms form a residual set in the metric space of all equivalent norms on an LUR renormable Banach space, a positive answer has been expected. The main result of our paper is the following theorem which implies both Theorem 1.1 and the positive answer to the problem above (see Corollary 3.3).

**Theorem 1.2.** Let $k \in \mathbb{N} \cup \{\infty\}$. Let $(X, \|\cdot\|)$ be a Banach space with a projectional resolution of the identity $\{P_\alpha\}_{\omega \leq \alpha \leq \mu}$ such that for each $\omega \leq \alpha < \mu$, the subspace $(P_{\alpha+1} - P_\alpha)X$ admits an equivalent norm which is $C^1$-smooth, LUR, and is the uniform limit on $B(P_{\alpha+1} - P_\alpha)X$ of $C^k$-smooth norms. Assume that $X$ admits an equivalent $C^k$-smooth norm $\|\cdot\|$.

Then $X$ admits an equivalent norm $\| \cdot \|$ which is $C^1$-smooth, LUR, and is the uniform limit on $B_X$ of a sequence of $C^k$-smooth norms.

A similar method is applicable to obtain the same kind of renorming on spaces of continuous functions on trees; see [12].

The paper is organized as follows. In Section 2 we introduce our notation and we present some auxiliary lemmata. We include some of the easy proofs for the reader’s convenience. The consequences of Theorem 1.2 are stated and proved in Section 3. The proof of Theorem 1.2 then occupies Section 4.

2. Preliminaries

Our notation is standard, e.g. as in [6]. The closed unit ball of a Banach space $(X, \|\cdot\|)$ is denoted by $B_X(\|\cdot\|)$, or $B_X$ for short. The open unit ball of $X$ is $B_X^0 = B_X^0(\|\cdot\|)$. Let $k \in \mathbb{N}$. A function $f$ is said to be $C^k$-smooth on an open set $U$ if the derivative $f^{(k)}$ of $f$ of order $k$ exists and is continuous on $U$. A function $f$ is said to be $C^\infty$-smooth on $U$ if it is $C^k$-smooth on $U$ for every $k \in \mathbb{N}$. We say that a norm is $C^k$-smooth ($k \in \mathbb{N} \cup \{\infty\}$) if it is $C^k$-smooth on $X \setminus \{0\}$. A norm $\|\cdot\|$ on a Banach space $X$ is called locally uniformly rotund (LUR) if the following implication is satisfied for all points $x, x_r \in X$, $r \in \mathbb{N}$:

$$\lim_{r} \|x_r - x\| = 0 \text{ whenever } \lim_{r} \left(2 \|x_r\|^2 + 2 \|x\|^2 - \|x_r + x\|^2\right) = 0.$$

We proceed to the definitions and lemmata that will be used in the proof of Theorem 1.2. By $\Gamma$ we denote an index set. If $A$ is a set, then $|A|$ stands for the cardinality of $A$.

**Definition 2.1.** We say that a function $f : \ell_\infty(\Gamma) \to \mathbb{R}$ locally depends on finitely many coordinates (LFC) at $x \in \ell_\infty(\Gamma)$ if there exists a neighborhood $U$ of $x$, a finite $M := \{\gamma_1, \ldots, \gamma_n\} \subset \Gamma$ and a function $g : \mathbb{R}^{|M|} \to \mathbb{R}$ such that $f(y) = (g \circ \pi_M)(y)$ for each $y \in U$ (here $\pi_M(y) := (y(\gamma_1), \ldots, y(\gamma_n))$ is the natural projection from $\ell_\infty(\Gamma)$ onto $\mathbb{R}^{|M|}$).

Let $A \subset \ell_\infty(\Gamma)$. The function $f$ is called LFC on $A$ if $f$ is LFC at $x$ for each $x \in A$. 
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**Lemma 2.3.** Let $G$ be an open subset of a Banach space $X$ and let $h : G \to \ell_\infty(\Gamma)$ be a continuous mapping which is coordinatewise $C^k$-smooth, $k \in \mathbb{N} \cup \{\infty\}$. Let $\Omega$ be an open subset of $\ell_\infty(\Gamma)$ and let $f : \Omega \to \mathbb{R}$ be $C^k$-smooth and LFC on $\Omega$. If $h(G) \subset \Omega$, then $f \circ h$ is $C^k$-smooth on $G$.

**Proof.** Let $x \in G$ be fixed. Since $f$ is LFC at $h(x)$, there is a neighborhood $U \subset \Omega$ of $h(x)$, $M := \{\gamma_1, \ldots, \gamma_n\} \subset \Gamma$ and $g : \mathbb{R}^{|M|} \to \mathbb{R}$ as in Definition 2.1.

The function $g$ is $C^k$-smooth on the open set $\pi_M(U)$ because $f$ is $C^k$-smooth and $g(y) = f((x - \pi_M x) + Ty)$ where $T : \mathbb{R}^{|M|} \to \ell_\infty(\Gamma)$ is defined as $T(y)\gamma_i = y_i$ for $i = 1, \ldots, n$ and $T(y)\gamma_i = 0$ if $\gamma_i \notin M$. As $h$ is continuous, there exists a neighborhood $V \subset G$ of $x$ such that $h(V) \subset U$. Since $h$ is coordinatewise $C^k$-smooth and $M$ is finite, it follows that $\pi_M \circ h$ is $C^k$-smooth from $G$ to $\mathbb{R}^{|M|}$. Finally, we have for each $y \in V$ that $(f \circ h)(y) = (g \circ \pi_M \circ h)(y)$ and the claim follows.

**Lemma 2.4.** Let $\Phi : \ell_\infty(\Gamma) \to \mathbb{R}$ be a function differentiable around a point $x \in \ell_\infty(\Gamma)$ and assume that

a) $\Phi$ is LFC at $x$, 

b) $\Phi'(x) x \neq 0$, 

c) $\Phi(\cdot)$ and $\Phi'(\cdot)$ are continuous at $x$.

Then there is a neighborhood $U$ of $x$ and a unique function $F : U \to \mathbb{R}$ which is continuous at $x$ and satisfies $F(x) = 1$ and $\Phi(\frac{y}{F(y)}) = 1$ for all $y \in U$. Moreover $F$ is LFC at $x$.

**Proof.** The first part of the assertion follows immediately from the Implicit Function Theorem. We will show that $F$ is LFC at $x$. From assumption a) we know that there is a neighborhood $V$ of $x$, $M = \{\gamma_1, \ldots, \gamma_n\} \subset \Gamma$, and $g : \mathbb{R}^n \to \mathbb{R}$ such that $\Phi(y) = (g \circ \pi_M)(y)$ for all $y \in V$. Since $g'(\pi_M x)\pi_M x = \Phi(x) x$, it is possible to apply the Implicit Function Theorem to the equation $g\left(\frac{y}{h(y)}\right) = 1$ to get $h : V' \to \mathbb{R}$ (for some neighborhood $V'$ of $\pi_M x$) such that $h(\pi_M x) = 1$ and $h$ is continuous at $\pi_M x$. There is a neighborhood $U' \subset U \cap V$ of $x$ such that $H : U' \to \mathbb{R}$ given by $H(y) := (h \circ \pi_M)(y)$ for $y \in U'$ is well defined. Then $H(x) = 1$ and $H$ is continuous at $x$. Also, $\Phi\left(\frac{y}{H(y)}\right) = g\left(\frac{\pi_M y}{H(\pi_M y)}\right) = 1$. The uniqueness of $F$ implies that $F = H$ on $U'$, so $F$ is LFC at $x$.

The following lemma is a variant of Fact II.2.3(i) in [2].

**Lemma 2.5.** Let $\varphi : X \to \mathbb{R}$ be a convex non-negative function, $x_r, x \in X$, for $r \in \mathbb{N}$. Then the following conditions are equivalent:

(i) $\varphi^2(x_r) + \varphi^2(x) = \varphi^2(x + x_r) \to 0$ as $r \to \infty$,

(ii) $\lim_{r \to \infty} \varphi(x_r) = \lim_{r \to \infty} \varphi\left(\frac{x + x_r}{2}\right) = \varphi(x)$.

If $\varphi$ is homogeneous, the above conditions are also equivalent to

(iii) $2\varphi^2(x_r) + 2\varphi^2(x) - \varphi^2(x + x_r) \to 0$ as $r \to \infty$. 

Proof. Since \( \varphi \) is convex and non-negative, we have

\[
\frac{\varphi^2(x_r) + \varphi^2(x)}{2} - \varphi^2 \left( \frac{x + x_r}{2} \right) \\
\geq \frac{\varphi^2(x_r) + \varphi^2(x)}{2} - \left( \frac{\varphi(x) + \varphi(x_r)}{2} \right)^2
\]
\[
= \left( \frac{\varphi(x) - \varphi(x_r)}{2} \right)^2,
\]
which proves (i) \( \Rightarrow \) (ii). The implication (ii) \( \Rightarrow \) (i) is trivial and so is the equivalence (i) \( \Leftrightarrow \) (iii). \( \square \)

**Definition 2.6.** Let \( A \) be a convex subset of \( X \). A continuous convex function \( f : A \to \mathbb{R} \) is said to be **uniformly convex** if for each \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for all \( x, y \in A \) the estimate

\[
\frac{f(x) + f(y)}{2} - f \left( \frac{x + y}{2} \right) < \delta
\]
implies that \( \| x - y \| < \varepsilon \). A convex function \( f \) is called **strictly convex** if the equality \( \frac{f(x) + f(y)}{2} = f \left( \frac{x + y}{2} \right) \) implies that \( x = y \).

Note that a uniformly (resp. strictly) convex norm on \( X \) is not a uniformly (resp. strictly) convex function, but its square already is. Clearly, a uniformly convex function is strictly convex. Also, if \( A \) is compact and \( f \) is strictly convex, then \( f \) is uniformly convex.

**Definition 2.7.** We say that a function \( f : \ell_\infty(\Gamma) \to [0, +\infty[ \) is **lattice on \( \Omega \subset \ell_\infty(\Gamma) \)** if \( f(x) \leq f(y) \) whenever \( x, y \in \Omega \) and \( |x(\gamma)| \leq |y(\gamma)| \) for all \( \gamma \in \Gamma \). We say that \( f \) is **lattice** if it is lattice on \( \ell_\infty(\Gamma) \). This property has been called “strongly lattice” in [7].

**Lemma 2.8.** Let \( g : \ell_\infty(\Gamma) \to \mathbb{R} \) be a continuous non-negative lattice function which is uniformly convex on a convex set \( A \subset \ell_\infty(\Gamma) \). Assume that \( y, y_r, u_r \in A \) and \( 0 \leq u_r \leq \frac{y + y_r}{2} \). If

\[
g(y) + g(y_r) - g(u_r) \to 0 \quad \text{as} \quad r \to \infty,
\]
then \( \lim_{r \to \infty} y_r = \lim_{r \to \infty} u_r = y \).

Proof. Since \( g \) is lattice it is immediate that \( \frac{g(y) + g(y_r)}{2} - g \left( \frac{y + y_r}{2} \right) \to 0 \). As \( g \) is uniformly convex, it follows that \( y_r \to y \), and so \( g(u_r) \to g(y) \). We have that \( u_r \leq \frac{y + y_r}{2} \leq \frac{y + y_r}{2} \), and so from the lattice property of \( g \) it follows that \( g \left( \frac{y + y_r}{2} \right) \to g(y) \). Using the uniform convexity of \( g \) we get \( \| u_r - \frac{y + y_r}{2} \| \to 0 \), which yields \( u_r \to y \). \( \square \)

**Lemma 2.9.** Let \( I \subset \mathbb{R} \) be an open interval and let \( f, g : I \to [0, +\infty) \) be twice differentiable convex functions. We define \( F : I^2 \to [0, +\infty) \) as \( F(x, y) := f(x)g(y) \) for \( x, y \in I \). The function \( F \) is convex on \( I^2 \) if

\[
(f'(x))^2(g'(y))^2 \leq f''(x)f(x)g''(y)g(y)
\]
for all \( (x, y) \in I^2 \). The function \( F \) will be strictly convex provided the above inequality is strict and \( f, g \) are supposed to be strictly convex.
Proof. If $f$ or $g$ is constant on $I$ the claim is trivially true, so we assume that neither $f$ nor $g$ is constant. The function $F$ is convex if and only if $F|_J$ is convex for every linear segment $J \subset F^2$. Let $J$ be any such segment. If it is vertical, then $F|_J$ is convex as $g$ is convex. Otherwise we may assume, without loss of generality, that $J$ is parametrized as $J(t) = (t, at + b), t \in [\alpha, \beta]$, for some fixed $a, b \in \mathbb{R}$ and $-\infty < \alpha < \beta < \infty$. Fix $t \in [\alpha, \beta]$ and denote $x = t$ and $y = at + b$. We have

$$(F \circ J)''(t) = f(x)g''(y)a^2 + 2f'(x)g'(y)a + f''(x)g(y).$$

If $g''(y) = 0$, then $g'(y) = 0$ by (1) because $f$ is not constant on $I$. Similarly, if $f(x) = 0$, then $f'(x) = 0$ by (1) because $g$ is not constant on $I$. In both cases $(F \circ J)''(t) = f''(x)g(y) \geq 0$. If $f(x)g''(y) \neq 0$, then $(F \circ J)''(t) \geq 0$ since the discriminant $(2f''(x)g'(y))^2 - 4f(x)g''(y)f''(x)g(y)$ of the quadratic term above is non-positive by our assumption (1).

The proof of the strict convexity of $f$ is an obvious modification of the one just presented.

\[\blacksquare\]

Lemma 2.10. Let $f : \ell_\infty(\Gamma) \to \mathbb{R}$ be convex and lattice on $\{x \in \ell_\infty(\Gamma) : x(\gamma) \geq 0 \text{ for all } \gamma \in \Gamma\}$. Let $g : X \to \ell_\infty(\Gamma)$ be coordinatewise convex and coordinatewise non-negative. Then $f \circ g : X \to \mathbb{R}$ is convex.

The easy proof is left to the reader.

Lemma 2.11. Define $[\cdot] : \ell_\infty(\Gamma) \to \mathbb{R}$ by $[x] = \inf \{t ; \gamma ; |x(\gamma)| > t\}$ is finite}. Then $[\cdot]$ is a 1-Lipschitz, lattice seminorm on $(\ell_\infty(\Gamma), \|\cdot\|_\infty)$.

Proof. The direct proof is an easy exercise. Another proof comes immediately from the equality $[x] = \|q(x)\|_{\ell_\infty/c_0}$, where $q : \ell_\infty(\Gamma) \to \ell_\infty(\Gamma)/c_0(\Gamma)$ is the quotient map and $\|\cdot\|_{\ell_\infty/c_0}$ is the canonical norm on the quotient $\ell_\infty(\Gamma)/c_0(\Gamma)$.

The lattice property of $[\cdot]$ follows directly from the definition.

\[\blacksquare\]

Definition 2.12. Let $(X, \|\cdot\|)$ be a Banach space and let $\mu$ be the smallest ordinal such that $|\mu| = \text{dens}(X)$. A system $\{P_\alpha\}_{\omega \leq \alpha \leq \mu}$ of linear projections from $X$ into $X$ is called a projectional resolution of the identity (PRI) provided that, for every $\alpha \in [\omega, \mu)$, the following conditions hold true:

(a) $\|P_\alpha\| = 1$,
(b) $P_\alpha P_\beta = P_\beta P_\alpha = P_\alpha$ for $\omega \leq \alpha \leq \beta \leq \mu$,
(c) $\text{dens}(P_\alpha X) \leq |\alpha|$,
(d) $\bigcup \{P_{\beta+1}X : \beta < \alpha\}$ is norm-dense in $P_\alpha X$,
(e) $P_\mu = \text{id}_X$.

If $\{P_\alpha\}_{\omega \leq \alpha \leq \mu}$ is a PRI on a Banach space $(X, \|\cdot\|)$, we use the following notation: $\Lambda := \{0\} \cup [\omega, \mu)$, $Q_\gamma := P_{\gamma+1} - P_\gamma$ for all $\gamma \in [\omega, \mu)$, while $Q_0 := P_\omega$.

Lemma 2.13. Let $(X, \|\cdot\|)$ be a Banach space with a PRI $\{P_\alpha\}_{\omega \leq \alpha \leq \mu}$. Then for each $x \in X$ and $\varepsilon > 0$ there exists a finite set $A \subset \Lambda$ such that

$$\|x - \sum_{\gamma \in A} Q_\gamma x\| < \varepsilon,$$

and $Q_\gamma x \neq 0$ for $\gamma \in A$. 
Proof. Let \( x \in X \) be fixed. We will show the following claim by a transfinite induction: for every \( \varepsilon > 0 \) and \( \alpha \in [\omega, \mu] \) there exists a finite set \( A_\varepsilon^\alpha \subset \Lambda \) such that
\[
\left\| P_\alpha x - \sum_{\gamma \in A_\varepsilon^\alpha} Q_\gamma x \right\| < \varepsilon.
\]
If \( \alpha = \omega \), then put \( A_\varepsilon^\omega := \{0\} \) for all \( \varepsilon > 0 \). If \( \alpha = \beta + 1 \) for some ordinal \( \beta \) and we have already found \( A_\varepsilon^\beta \), then put \( A_\varepsilon^\alpha := A_\varepsilon^\beta \cup \{\beta\} \) for all \( \varepsilon > 0 \). Finally, if \( \alpha \) is a limit ordinal, we will use the continuity of the mapping \( \gamma \mapsto P_\gamma x \) at \( \alpha \) [2, Lemma VI.1.2] to find \( \beta < \alpha \) such that \( \|P_\beta x - P_\alpha x\| < \varepsilon/2 \). Thus it is enough to set \( A_\varepsilon^\alpha := A_\varepsilon^{\beta+1} \).

Now, we just set \( A = A_\varepsilon^\mu \setminus \{\gamma \in \Lambda : Q_\gamma x = 0\} \).

\[ \square \]

3. The corollaries of Theorem 1.2

The first corollary of Theorem 1.2 is the already mentioned Theorem 1.1.

Proof of Theorem 1.1. By a result of Talagrand [17], resp. its strengthening by Haydon [14], the space \( C([0, \alpha]) \) admits an equivalent \( C^1 \)-smooth norm, resp. an equivalent \( C^{\infty} \)-smooth norm. On the other hand, when \( \alpha \) is an initial ordinal there is a natural PRI on \( C([0, \alpha]) \) defined as
\[
(P_\gamma x)(\beta) = \begin{cases} 
  x(\beta) & \text{if } \beta \leq \gamma, \\
  x(\gamma) & \text{if } \beta > \gamma.
\end{cases}
\]

Now \( Q_0 X = P_\omega X \) is isomorphic to \( c_0(\mathbb{N}) \), so it admits an equivalent norm which is \( C^1 \)-smooth, LUR, and is the uniform limit on \( B_{Q_0 X} \) of a sequence of \( C^{\infty} \)-smooth norms (see [2, Theorem V.1.5]). Finally, the space \( Q_\gamma X = (P_{\gamma+1} - P_\gamma) X \) is one-dimensional for each \( \gamma \in [\omega, \alpha] \), so Theorem 1.2 yields the conclusion.

When \( \alpha \) is not an initial ordinal we just take an initial ordinal \( \beta \) such that \( |\beta| > |\alpha| \). Now \( C([0, \alpha]) \) inherits the desired norm from \( C([0, \beta]) \).

\[ \square \]

Remark 3.1. Note that the new norm \( \| \cdot \| \) on \( C([0, \omega_1]) \) is not lattice since, by [7], there exists no lattice and Gâteaux smooth norm on the subspace \( C_0([0, \omega_1]) \) of \( C([0, \omega_1]) \).

Clearly, \( \| \cdot \| \) is not LFC, as it is LUR. Moreover, its derivative cannot be locally uniformly continuous (and in particular \( \| \cdot \| \) cannot be \( C^2 \)-smooth), since then the restriction of \( \| \cdot \| \) to any subspace of \( C([0, \omega_1]) \) isomorphic to \( c_0(\omega_1) \) would be strictly convex and \( C^1 \)-smooth with locally uniformly continuous derivative which is impossible according to [10].

Theorem 3.2. Let \( k \in \mathbb{N} \cup \{\infty\} \). Let \( P \) be a class of Banach spaces such that every \( X \in P \)

- admits a PRI \( \{P_\alpha\}_{\omega \leq \alpha \leq \mu} \) such that \( (P_{\alpha+1} - P_\alpha) X \in \mathcal{P} \) for every \( \omega \leq \alpha < \mu \), and
- admits an equivalent \( C^k \)-smooth norm.

Then each \( X \in \mathcal{P} \) admits an equivalent norm which is LUR, \( C^1 \)-smooth, and is the uniform limit on \( B_X \) of a sequence of \( C^k \)-smooth norms.

Proof. We will carry out induction on the density of \( X \). Let \( X \in \mathcal{P} \) be separable. Then we get the result from the theorem of McLaughlin, Poliquin, Vanderwerff and Zizler [15]; see [2, Theorem V.1.7].
Now, let us assume that \( \aleph \) is an uncountable cardinal and that the conclusion of our theorem was proved for every \( Y \in \mathcal{P} \) with \( \text{dens}(Y) < \aleph \). Let \( X \in \mathcal{P} \) and \( \text{dens}(X) = \aleph \) and let \( \mu \) be the smallest ordinal of cardinality \( \aleph \). Let \( \{ P_\alpha \}_{\omega \leq \alpha \leq \mu} \) be a PRI on \( X \) such that \( Q_\alpha X \in \mathcal{P} \) for each \( \alpha \in \Lambda \). Then \( \text{dens}(Q_\alpha X) \leq |\alpha + 1| = |\alpha| < \aleph \). Thus the inductive hypothesis enables us to use Theorem 1.2. \( \square \)

The above theorem has immediate corollaries for each \( \mathcal{P} \)-class (see [11] for this notion). The following corollary solves in the affirmative Problem 8.8 (s) in [8] (see also Problem VIII.4 in [2]).

**Corollary 3.3.** Let \( X \) admit a \( C^k \)-smooth norm for some \( k \in \mathbb{N} \cup \infty \). If \( X \) is weakly Lindelöf determined (WLD) or \( C(K) \) where \( K \) is a Valdivia compact, then \( X \) admits an equivalent norm which is \( C^1 \)-smooth, LUR, and is the uniform limit on \( B_X \) of a sequence of \( C^k \)-smooth norms.

**Proof.** We put \( \mathcal{P} = \{ X : X \text{ is WLD and admits } C^k \text{-smooth norm} \} \); then \( \mathcal{P} \) satisfies the assumptions of Theorem 3.2 (see [11, Chapter 5]). Similarly for \( C(K) \) with \( K \) Valdivia compact. For the definition of the Valdivia compacta and the fact that the spaces of continuous functions on them form a \( \mathcal{P} \)-class, see [2, Section VI.7]. \( \square \)

### 4. Proof of Theorem 1.2

The desired norm \( \| \cdot \| \) on the space \( X \) will be constructed with the help of a sequence of convex functions on \( X \). Each of these functions factors through some \( \ell_\infty(\Gamma) \). We start by describing the component which goes from \( \ell_\infty(\Gamma) \) to \([0, \infty)\).

#### 4.1. Norms on \( \ell_\infty(\Gamma) \) that are LUR for large coordinates.

Let \( \{ \phi_\eta \}_{0 < \eta < 1} \) be a system of functions satisfying

1. \( \phi_\eta : [0, +\infty) \to [0, +\infty) \), for \( 0 < \eta < 1 \), is a convex \( C^\infty \)-smooth function such that \( \phi_\eta \) is strictly convex on \([1 - \eta, +\infty)\), that \( \phi_\eta([0, 1 - \eta]) = \{0\} \) and that \( \phi_\eta(1) = 1 \).
2. \( \phi_\eta \) is increasing and strictly convex on \([0, +\infty)\), e.g. \( \phi_\eta(0) = 0 \) if \( x \leq 0 \) and

\[
\phi(x) = \int_0^x \exp(-\frac{1}{t}) \, dt / \int_0^1 \exp(-\frac{1}{t}) \, dt \quad \text{ if } x > 0.
\]

We define \( \phi_\eta(x) := \phi(\frac{x - (1 - \eta)}{\eta}) \) for all \( \eta \in (0, 1) \) and \( x \in [0, +\infty) \). Now the system \( \{ \phi_\eta \} \) satisfies (ii) since \( \eta \mapsto x - (1 - \eta) \) is increasing for every \( x \in [0, 1) \), while the validity of (i) follows from properties of \( \phi \).

We define an (l.s.c.) function \( \Phi_\eta : \ell_\infty(\Gamma) \to [0, +\infty] \) by

\[
\Phi_\eta(y) = \sum_{\gamma \in F} \phi_\eta(|y(\gamma)|) := \sup \left\{ \sum_{\gamma \in F} \phi_\eta(|y(\gamma)|) : F \text{ is a finite subset of } \Gamma \right\}.
\]

Let us define \( Z_\eta : \ell_\infty(\Gamma) \to [0, +\infty) \) as the Minkowski functional of the set \( M_\eta = \{ y \in \ell_\infty(\Gamma) : \Phi_\eta(y) \leq 1 \} \). This formula as well as Lemma 4.3 are inspired by [2, Theorem V.1.5] (which is an adaptation of [16]).
Lemma 4.1. Let $0 < \eta < 1$ be fixed. Then $Z_\eta$ is a lattice norm such that $(1 - \eta)Z_\eta(\cdot) \leq \|\cdot\|_\infty \leq Z_\eta(\cdot)$ and $Z_\eta$ is LFC and $C^\infty$-smooth on the set

$$A_\eta(\Gamma) := \{y \in \ell_\infty(\Gamma) : \|y\|_\infty < (1 - \eta) \|y\|_\infty\}.$$  

Moreover $(1 - \eta)Z_\eta(y) < \|y\|_\infty$ for all $y \in A_\eta(\Gamma)$.

Proof. The definition of $\Phi_\eta$ yields that $(1 - \eta)B_{\ell_\infty(\Gamma)} \subset M_\eta \subset B_{\ell_\infty(\Gamma)}$.

Let $A'_\eta(\Gamma) := \{y \in \ell_\infty(\Gamma) : \|y\|_\infty < 1 - \eta\}$. This set is convex and open since $[\cdot]$ is a continuous and convex (seminorm). The function $\Phi_\eta$ is, locally on $A'_\eta(\Gamma)$, the sum of finitely many convex $C^\infty$-smooth LFC functions, thus it is a convex function which is LFC and $C^\infty$-smooth on $A'_\eta(\Gamma)$.

Let us fix $y_0 \in A'_\eta(\Gamma)$ such that $\Phi_\eta(y_0) = 1$. Then, since $\phi_\eta$ is increasing at the points where it is not zero, we get $Z_\eta(y_0) = 1$ and $\Phi'_\eta(y_0)y_0 > 0$. As is usual, we consider the equation $\Phi_\eta\left(\frac{y}{Z_\eta(y)}\right) = 1$. By the Implicit Function Theorem (see e.g. [5]), this equation locally redefines $Z_\eta$ and proves that $Z_\eta$ is $C^\infty$-smooth on some neighborhood $U$ of $y_0$ since $\Phi_\eta$ is. Moreover, Lemma 2.4 guarantees that $Z_\eta$ is LFC at $y_0$.

To prove that $Z_\eta$ is LFC and $C^\infty$-smooth on $A_\eta(\Gamma)$ it is enough to show that for each $y \in A_\eta(\Gamma)$ there is $\lambda > 0$ such that $\lambda y \in A'_\eta(\Gamma)$ and $\Phi_\eta(\lambda y) = 1$, and then use the homogeneity of $Z_\eta$. Let $y \in A_\eta(\Gamma)$. Then $\left[\frac{y}{\|y\|_\infty}\right] < 1 - \eta$ and, since $A'_\eta(\Gamma)$ is convex, it follows that $[0, \frac{y}{\|y\|_\infty}] \subset A'_\eta(\Gamma)$. We further have that $+\infty \geq \Phi_\eta\left(\frac{y}{\|y\|_\infty}\right) \geq 1$, $\Phi_\eta(0 \cdot y) = 0$ and the mapping $\lambda \mapsto \Phi_\eta(\lambda y)$ is continuous for $\lambda \in [0, \frac{1}{\|y\|_\infty}]$. Hence there must exist $\lambda \in (0, \frac{1}{\|y\|_\infty}]$ such that $\lambda y \in A'_\eta(\Gamma)$ and $\Phi_\eta(\lambda y) = 1$.

We continue by showing that $Z_\eta$ is lattice. First observe that $\Phi_\eta$ is lattice as $\phi_\eta$ is non-decreasing. Also observe that $\left\{y \in \ell_\infty(\Gamma) : Z_\eta(y) = 1\right\} = \left\{y \in \ell_\infty(\Gamma) : \Phi_\eta(y) \vee \frac{\|y\|}{1 - \eta} = 1\right\}.$

Let $|y| \leq |z|$ and $Z_\eta(y) = 1$. Then $[\|y\|] = 1 - \eta$ or $\Phi_\eta(y) = 1)$. Since both functions $[\cdot]$ and $\Phi_\eta$ are lattice, we infer $([z] \geq 1 - \eta$ or $\Phi_\eta(z) \geq 1)$, which in turn implies that $Z_\eta(z) \geq 1$. For a general $y$ we employ the homogeneity of $Z_\eta$, so $Z_\eta$ is lattice.

Finally, if $y \in A_\eta(\Gamma)$, then the above reasoning implies that $\Phi_\eta\left(\frac{y}{Z_\eta(y)}\right) = 1$. This is possible only if there is some $\gamma \in \Gamma$ such that $\frac{y(\gamma)}{Z_\eta(y)} > 1 - \eta$, and the "moreover" claim follows. \hfill \Box

Lemma 4.2. Let $0 < \eta_1 \leq \eta_2 < 1$. Then $Z_{\eta_1}(y) \leq Z_{\eta_2}(y)$ for every $y \in A_{\eta_2}(\Gamma)$.

Proof. First of all, if $y \in A_{\eta_2}(\Gamma)$, then $y \in A_{\eta_1}(\Gamma)$. So the equivalence $Z_{\eta_1}(\lambda y) = 1 \Leftrightarrow \Phi_{\eta_1}(\lambda y) = 1$ holds for both $i = 1, 2$. Let us assume that $Z_{\eta_1}(\lambda y) = 1$ for some $\lambda > 0$. Then $\|\lambda y\|_{\infty} \leq 1$ and the ordering of functions $\phi_\eta$ yields $1 = \Phi_{\eta_1}(\lambda y) \leq \Phi_{\eta_2}(\lambda y)$, which results in $Z_{\eta_2}(\lambda y) \geq 1$. \hfill \Box

Lemma 4.3. Let $0 < \eta < 1$ be given and let $y_r, y \in A_\eta(\Gamma)$, $r \in \mathbb{N}$, be coordinatewise non-negative and such that

$$2Z_\eta^2(y) + 2Z_\eta^2(y_r) - Z_\eta^2(y + y_r) \to 0 \quad \text{as} \quad r \to \infty.$$
Then

(i) \( \lim_{r \to \infty} y_r(\gamma) = y(\gamma) \) for any \( \gamma \in \Gamma \) such that \( y(\gamma) > Z_\eta(y)(1-\eta) \),

(ii) \( \limsup_{r \to \infty} y_r(\gamma) \leq Z_\eta(y)(1-\eta) \) uniformly on \( \{ \gamma \in \Gamma : y(\gamma) \leq Z_\eta(y)(1-\eta) \} =: \Gamma' \).

\textbf{Proof.} (i) The assumption and Lemma \textbf{2.5} yield

\begin{equation}
Z_\eta(y_r) \to Z_\eta(y) \quad \text{and} \quad Z_\eta\left(\frac{y + y_r}{2}\right) \to Z_\eta(y).
\end{equation}

Let us put \( \tilde{y} := \frac{y}{Z_\eta(y)} \) and \( \tilde{y}_r := \frac{y_r}{Z_\eta(y_r)} \). We get from \textbf{(3)} that

\[ 2Z_\eta^2(\tilde{y}) + 2Z_\eta^2(\tilde{y}_r) - Z_\eta^2(\tilde{y} + \tilde{y}_r) \to 0. \]

Since \( Z_\eta(\tilde{y}) = Z_\eta(\tilde{y}_r) = 1 \), the above implies that

\[ \lambda_r := Z_\eta(\tilde{y} + \tilde{y}_r) \to 2. \]

We deduce from \( y, y_r \in A_\eta(\Gamma) \) that \( \Phi_\eta(\tilde{y}) = 1 = \Phi_\eta(\tilde{y}_r) \) for all \( r \in \mathbb{N} \). Also, \( \Phi_\eta(\lambda_r^{-1}(\tilde{y} + \tilde{y}_r)) = 1 \) for all but finitely many \( r \in \mathbb{N} \). Indeed, if \( \Phi_\eta(\lambda_r^{-1}(\tilde{y} + \tilde{y}_r)) \neq 1 \), then \( \lambda_r^{-1}(\tilde{y} + \tilde{y}_r) = 1 - \eta \). As \( \tilde{y}_r \in A_\eta(\Gamma) \), there is \( \xi > 0 \) such that \[ [\tilde{y}] + \xi < 1 - \eta. \]

By the same reasoning \( [\tilde{y}_r] < 1 - \eta \). By the convexity of \( \lfloor . \rfloor \) and these estimates one has

\[ [\tilde{y} + \tilde{y}_r] \leq [\tilde{y}] + [\tilde{y}_r] < 2(1 - \eta) - \xi. \]

Finally, \( \lambda_r < \frac{2(1-\eta)-\xi}{1-\eta} \), which can happen only for finitely many \( r \) since \( \lambda_r \to 2. \)

As \( \Phi_\eta \) is continuous at \( \tilde{y} \) and \( \lambda_r \to 2 \), it follows that

\[ \Phi_\eta((\lambda_r - 1)^{-1}\tilde{y}) \to 1. \]

Consequently

\begin{equation}
(1 - \lambda_r^{-1})\Phi_\eta((\lambda_r - 1)^{-1}\tilde{y}) + \lambda_r^{-1}\Phi_\eta(\tilde{y}_r) - \Phi_\eta(\lambda_r^{-1}(\tilde{y} + \tilde{y}_r)) \to 0 \quad \text{as} \ r \to \infty.
\end{equation}

The convexity and \textbf{(4)} imply for any \( \gamma \in \Gamma \) that

\[ (1 - \lambda_r^{-1})\phi_\eta((\lambda_r - 1)^{-1}\tilde{y}(\gamma)) + \lambda_r^{-1}\phi_\eta(\tilde{y}_r(\gamma)) - \phi_\eta(\lambda_r^{-1}(\tilde{y}(\gamma) + \tilde{y}_r(\gamma))) \to 0 \quad \text{as} \ r \to \infty. \]

Here, as \( (\tilde{y}_r)_{r \in \mathbb{N}} \) is a bounded sequence, the uniform continuity of \( \phi_\eta \) on bounded intervals yields that

\[ \frac{1}{2}\phi_\eta(\tilde{y}(\gamma)) + \frac{1}{2}\phi_\eta(\tilde{y}_r(\gamma)) - \phi_\eta\left(\frac{1}{2}(\tilde{y}(\gamma) + \tilde{y}_r(\gamma))\right) \to 0 \quad \text{as} \ r \to \infty. \]

Take any \( \gamma \in \Gamma \) such that \( y(\gamma) > (1 - \eta)Z_\eta(y) \). Then \( \tilde{y}_r(\gamma) \) is eventually contained in some compact interval \( I \subset (1 - \eta, +\infty) \). The uniform convexity of \( \phi_\eta \) on \( I \) guarantees that \( \tilde{y}_r(\gamma) \to \tilde{y}(\gamma) \) as \( r \to \infty \). This together with \textbf{(3)} yields the result.

(ii) Take a subsequence of \( (y_r) \) if necessary and assume that there is some \( \varepsilon > 0 \) such that for every \( r \in \mathbb{N} \) there is \( \gamma_r \in \Gamma' \) satisfying \( y_r(\gamma_r) > Z_\eta(y)(1-\eta) + \varepsilon \). Then using \textbf{(3)} we get

\[ \frac{y_r(\gamma_r)}{Z_\eta(y_r)} > 1 - \eta + \frac{\varepsilon}{Z_\eta(y)}. \]
for \( r \) large enough. It follows that \( \phi_{\eta}(y_{r}(\gamma)) > \varepsilon' \) for some \( \varepsilon' > 0 \). But then we have from part (i) and from the finiteness of \( \Gamma \setminus \Gamma' \) that
\[
1 = \lim_{r \to \infty} \Phi_{\eta}(y_{r}) = \lim_{r \to \infty} \left( \sum_{\gamma \in \Gamma \setminus \Gamma'} \phi_{\eta}(y_{r}(\gamma)) + \sum_{\gamma \in \Gamma'} \phi_{\eta}(y_{r}(\gamma)) \right) \geq \Phi_{\eta}(y) + \varepsilon' = 1 + \varepsilon',
\]
which is the desired contradiction. \( \square \)

Next we present an analogue of Fact II.2.3 (ii) in \[2\] which will help us to pass the LUR hypothesis from the values of \( Z_{\eta} \) onto the “large” coordinates of \( y \). See also our Lemma 2.8.

**Lemma 4.4.** Let \( 0 < \eta < 1 \). Suppose that \( y_{r}, y, u_{r} \in A_{\eta}(\Gamma) \), \( r \in \mathbb{N} \), are coordinatewise non-negative and satisfy \( 0 \leq u_{r} \leq \frac{y_{r} + y}{2} \). If
\[
\frac{Z_{\eta}^{2}(y_{r}) + Z_{\eta}^{2}(y)}{2} - Z_{\eta}^{2}(u_{r}) \to 0 \quad \text{as} \quad r \to \infty,
\]
then
\[
u_{r}(\gamma) \to y(\gamma) \quad \text{and} \quad y_{r}(\gamma) \to y(\gamma) \quad \text{as} \quad r \to \infty
\]
for any \( \gamma \in \Gamma \) such that \( y(\gamma) > Z_{\eta}(y)(1 - \eta) \).

**Proof.** As \( Z_{\eta} \) is convex and lattice, and since \( u_{r} \leq \frac{y_{r} + y}{2} \), condition (5) implies
\[
\frac{Z_{\eta}^{2}(y_{r}) + Z_{\eta}^{2}(y)}{2} - Z_{\eta}^{2}\left(\frac{y_{r} + y}{2}\right) \to 0 \quad \text{as} \quad r \to \infty.
\]
It follows from Lemma 2.8 that
\[
\lim_{r \to \infty} Z_{\eta}(y_{r}) = \lim_{r \to \infty} Z_{\eta}\left(\frac{y_{r} + y}{2}\right) = \lim_{r \to \infty} Z_{\eta}(u_{r}) = Z_{\eta}(y).
\]

Let \( \tilde{y}, \tilde{y}_{r} \) be as in the proof of Lemma 4.3 and let us define \( \tilde{u}_{r} := u_{r}/Z_{\eta}(u_{r}) \). As \( y \in A_{\eta}(\Gamma) \) and \( \|\tilde{y}\|_{\infty} \leq Z_{\eta}(\tilde{y}) = 1 \), we get \[\|\tilde{y}\| < (1 - \eta) \|\tilde{y}\|_{\infty} \leq (1 - \eta)\]. Let us take \( \delta \in (0, (1 - \eta - \|\tilde{y}\|)/3) \) so small that \( \Gamma = \Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3} \) for the three disjoint sets \( \Gamma_{1} := \{ \gamma : \tilde{y}(\gamma) > (1 - \eta) \} \), \( \Gamma_{2} := \{ \gamma : \tilde{y}(\gamma) = (1 - \eta) \} \) and \( \Gamma_{3} = \{ \gamma : \tilde{y}(\gamma) < (1 - \eta - 3\delta) \} \). Notice that \( \Gamma_{1} \cup \Gamma_{2} \) is finite.

It follows from (6) and from Lemma 4.3 (i) that \( y_{r}(\gamma) \to y(\gamma) \) for every \( \gamma \in \Gamma_{1} \). So \( \limsup_{r \to \infty} u_{r}(\gamma) \leq y(\gamma) \). This yields
\[
\limsup_{r \to \infty} \tilde{u}_{r}(\gamma) \leq \tilde{y}(\gamma) \quad \text{for} \quad \gamma \in \Gamma_{1},
\]
since \( Z_{\eta}(u_{r}) \to Z_{\eta}(y) \). It remains to show that \( \liminf_{r \to \infty} \tilde{u}_{r}(\gamma) \geq \tilde{y}(\gamma) \) for \( \gamma \in \Gamma_{1} \).

We will need some auxiliary observations. Lemma 4.3 (ii) together with (7) imply that there is some \( r_{0} \in \mathbb{N} \) such that for all \( \gamma \in \Gamma_{3} \) and all \( r > r_{0} \) we can estimate \( \tilde{y}_{r}(\gamma) < 1 - \eta + \delta \). It follows that
\[
\frac{\tilde{y}(\gamma) + \tilde{y}_{r}(\gamma)}{2} < 1 - \eta - \delta \quad \text{for} \quad \gamma \in \Gamma_{3}.
\]
Since \( u_{r} \leq (y + y_{r})/2 \) we obtain from (9) and from (7) that
\[
\tilde{u}_{r}(\gamma) < 1 - \eta \quad \text{for} \quad \gamma \in \Gamma_{3}
\]
for all \( r \) larger than some \( r_1 > r_0 \). In particular the values \( \Phi_\eta(\tilde{u}_r) \) for \( r > r_1 \) depend only on the indices in \( \Gamma_1 \cup \Gamma_2 \). We further get from Lemma 4.3 (ii) and from (6) that

\[
\limsup_{r \to \infty} \tilde{u}_r(\gamma) \leq 1 - \eta \quad \text{for} \quad \gamma \in \Gamma_2.
\]

In order to prove that \( \liminf \tilde{u}_r(\gamma) \geq \tilde{y}(\gamma) \) for \( \gamma \in \Gamma_1 \), we proceed by contradiction: let us assume that \( \liminf \tilde{u}_r(\gamma) < \tilde{y}(\gamma) \) for some \( \gamma \in \Gamma_1 \). This means that \( \phi_\eta(\liminf \tilde{u}_r(\gamma)) < \phi_\eta(\tilde{y}(\gamma)) \); thus, taking into account (9), (10) and (11), there exists \( r \in \mathbb{N} \) such that \( \Phi_\eta(\tilde{u}_r) < \Phi_\eta(\tilde{y}) \). But the latter is impossible since \( \Phi_\eta(\tilde{y}) = 1 = \Phi_\eta(\tilde{y}) \). \( \square \)

We have proved all the properties that we need for the component going from \( \ell_\infty(\Gamma) \) to \([0, \infty)\), so we can proceed to the component which maps \( X \) to \( \ell_\infty(\Gamma) \).

4.2. Mapping the open ball of \( X \) into \( A_\eta(\Gamma) \). We recall that the assumptions of Theorem 1.2 furnish \( X \) with two norms. The norm \(|\cdot|\) is the original norm on \( X \) with respect to which there exists the PRI \( \{P_\alpha\}_{\omega_\alpha \leq \mu} \); in particular, \(|P_\alpha| = 1\) for all \( \alpha \in [\omega, \mu] \). The norm \( \|\cdot\| \) is the \( C^k \)-smooth norm on \( X \). We may and do assume that they satisfy

\[
|\cdot| \leq \|\cdot\| \leq C|\cdot|
\]

for some \( C > 1 \). This implies that \( \|Q_\alpha\| \leq 2C \) for all \( \alpha \in \Lambda \). We recall that \( \Lambda \) stands for \( \{0\} \cup [\omega, \mu] \).

The following system of functions on \( \mathbb{R}^2 \) is at the heart of our construction. Basically we just shift a well chosen function in the direction of the \( x \)-axis and we stretch it in both directions, depending on the parameters \( n, m, l \in \mathbb{N} \). The usefulness of this will become evident in the proofs of Lemma 4.7 and Lemma 4.8 where the key idea is to order sums of finitely many \( (l) \) coordinates according to their magnitudes but penalizing sums with larger \( l \).

Let \( g : \mathbb{R}^2 \to [0, \infty) \) be defined by \( g(t, s) = 0 \) when \( t \leq 0 \) and

\[
g(t, s) := \exp\left( -\frac{10}{t} \right) \left( \frac{s^2}{100} + \frac{s}{10} + 1 \right) \quad \text{when} \quad t > 0.
\]

The function \( g \) is \( C^\infty \)-smooth on \( \mathbb{R}^2 \) and 1-Lipschitz on the strip \((-\infty, 1] \times [0, 1]\) (equipped with \( \|\cdot\|_\infty \)); Lemma 2.9 yields that \( g \) is convex on \((-\infty, 1] \times [0, 1]\) and uniformly convex on compact subsets of \((0, 1] \times [0, 1]\). We define the system \( \{g_{n,m,l} : n, m, l \in \mathbb{N}, l \leq n \} \) of shifts and stretches of \( g \) by

\[
g_{n,m,l}(t,s) := g\left( \frac{t - l/n}{1 + 2nC}, \frac{s}{1 + 2nC} \right)
\]

where the constants \( \theta_{n,m} \in (0, 1) \) will be chosen later. In what follows, for each \( n, m, l \in \mathbb{N}, l \leq n \), the function \( g_{n,m,l} \) will be evaluated only in the domain \( D_{n,l} := \left[ 0, 2nC - \frac{n - l}{n} \right] \times [0, 1 + 2nC] \). We collect the (mostly obvious) properties of the system \( \{g_{n,m,l}\} \) in the following lemma.

**Lemma 4.5.** Let \( n, m, l \in \mathbb{N}, l \leq n \). Then \( g_{n,m,l} \) is \( C^\infty \)-smooth on \( \mathbb{R}^2 \) and

\[
\begin{align*}
(A1) \quad g_{n,m,l}(t_1,s_1) & \leq g_{n,m,l}(t_2,s_2) \quad \text{if} \quad t_1 \leq t_2 \quad \text{and} \quad s_1 \leq s_2 \quad \text{and} \quad (t_i,s_i) \in D_{n,l} \quad \text{for} \quad i = 1,2, \\
(A2) \quad \sup \{g_{n,m,l}(t,s) : (t,s) \in D_{n,l}\} & \leq g(1,1) < 1 \quad \text{and} \quad g_{n,m,l} \quad \text{is} \quad \frac{1}{1+2nC} \quad \text{-Lipschitz on} \quad (D_{n,l}, \|\cdot\|_\infty).
\end{align*}
\]
Suppose that \((t,s) \in D_{n,l}\). Then \(g_{n,m,l}(t,s) = 0\) if \((t,s) \in \left[0, \frac{l}{n} \right] \times [0, 1 + 2nC]\) = \(N_{n,l}\).

The function \(g_{n,m,l}\) is convex on \(D_{n,l}\) and uniformly convex on the compact subsets of \(D_{n,l} \setminus N_{n,l}\).

Let \(l < n\) and \((t,s) \in D_{n,l} \setminus N_{n,l}\). Then \(g_{n,m,l}(t,s) < g_{n,m,l+1}(t + \delta, s)\), provided \(\delta > 1/n\).

Further,

(A7) for every \(n \in \mathbb{N}\) there exists \(\rho_n > 0\) such that for all \(m, l \in \mathbb{N}\), \(l < n\), we have

\[
g_{n,m,l}(t,s) \geq g_{n,m,l+1}(t,s) + \rho_n \quad \text{whenever} \quad (t,s) \in D_{n,l} \setminus N_{n,l+1}.
\]

Moreover \(\rho_n \downarrow 0\) as \(n \to \infty\).

Finally there is an appropriate choice of constants \(\theta_{n,m} \in (0, 1)\), \(n, m \in \mathbb{N}\), such that

(A8) for each \(n, m \in \mathbb{N}\) there exists \(\kappa_{n,m} \in (0, \rho_n)\) such that if \(l \in \mathbb{N}\), \(l \leq n\) and \((t,0) \in D_{n,l} \setminus N_{n,l}\), then \(s \mapsto g_{n,m,l}(t,s)\) is strictly increasing on \([0, 1+2nC]\) and

\[
g_{n,m,l}(t,1+2nC) - g_{n,m,l}(t,0) \leq \kappa_{n,m}.
\]

Moreover for every \(n \in \mathbb{N}\) we have \(\kappa_{n,m} \downarrow 0\) as \(m \to \infty\).

Proof. The fact that \(g_{n,m,l}\) is \(C^\infty\)-smooth and properties (A1)-(A6) follow directly from the corresponding properties of the function \(g\) and/or from the definition of \(g_{n,m,l}\). Note that we have only used \(\theta_{n,m} < 1\) to obtain the estimate of the Lipschitz constant.

In order to satisfy (A7), we define \(\rho_n\) as

\[
\rho_n := \inf \{ g_{n,m,l}(t,s) - g_{n,m,l+1}(t,s) : l, m \in \mathbb{N}, l < n, (t,s) \in D_{n,l} \setminus N_{n,l+1} \}.
\]

Having in mind (A1) we see that \(\rho_n = g_{n,1,1}(2/n,0) = \exp(-10n(1+2nC)) \downarrow 0\) as \(n \to \infty\). See also Figure 1. Notice that this \(\rho_n\) does not depend on the choice of \(\theta_{n,m}\).
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In order to fulfill (A8), \( \kappa_{n,m} \) can be defined as
\[
\kappa_{n,m} := \sup \{ g_{n,m,l}(t, 1 + 2nC) - g_{n,m,l}(t, 0) : l \leq n, (t, 0) \in D_{n,l} \},
\]
which (according to (A1)) evaluates as \( \kappa_{n,m} = g_{n,m,n}(2nC, 1 + 2nC) - g_{n,m,n}(2nC, 0) \)
\[
g\left(\frac{2nC-1}{1+2nC}, \theta_{n,m}\right) - g\left(\frac{2nC-1}{1+2nC}, 0\right).
\]
It is clear that for each \( n \in \mathbb{N} \), the number \( \theta_{n,1} \in (0, 1) \) can be chosen so that \( \kappa_{n,1} < \rho_n \). In order to have \( \kappa_{n,m} \rightarrow 0 \) as \( m \rightarrow \infty \), it is enough to take any \( \theta_{n,m} \) with \( \theta_{n,m} \rightarrow 0 \) as \( m \rightarrow \infty \).

**Remark 4.6.** When \( k < \infty \) in Theorem 1.2 then we only need that the functions \( g_{n,m,l} \) are \( C^k \)-smooth, and so it is enough to define \( g \) as \( g(t, s) = 0 \) for \( t \leq 0 \) and
\[
g(t, s) = \left(\frac{t}{10}\right)^{\max\{3,k+1\}} \left(\frac{s^2}{100} + \frac{s}{10} + 1\right) \quad \text{for} \quad t > 0.
\]
The exponent above must be larger than 2, as otherwise the function \( g \) would not be convex in \([0, 1] \times [0, 1] \). We thank a referee for this observation.

Let us fix, for each \( n \in \mathbb{N} \), some \( C^\infty \)-smooth, convex function \( \xi_n \) from \([0, +\infty) \) to \([0, +\infty) \) which satisfies \( \xi_n(0, \frac{1}{n}) = \{0\} \), \( \xi_n(t) > 0 \) for \( t > \frac{1}{n} \) and \( \xi_n(t) = t - \frac{2}{n} \) for \( t \geq \frac{3}{n} \). Such a function can be constructed e.g. as follows: let \( b : \mathbb{R} \rightarrow \mathbb{R} \) be a \( C^\infty \)-smooth, non-negative bump such that \( \text{supp}(b) \subset [0, 1] \), that \( b(\frac{1}{2} + t) = b(\frac{1}{2} - t) \) for all \( t \in \mathbb{R} \), and that \( \int_{\mathbb{R}} b(t) \, dt = 1 \). Then for \( \beta(t) := \int_{-\infty}^{t} b(s) \, ds \) we have
\[
\beta(\frac{1}{2} + t) + \beta(\frac{1}{2} - t) = 1 \quad \text{for all} \quad t \in \mathbb{R}.
\]
It follows that \( \int_{-\infty}^{1} \beta(s) \, ds = 1/2 \). Put \( \xi(t) = \int_{-\infty}^{t} \beta(s) \, ds \). Then \( \xi_n(t) := \frac{2}{n} \xi\left(\frac{nt}{2} - \frac{1}{2}\right) \) has the desired properties.

Recall that \( \Lambda = \{0\} \cup [\omega, \rho] \). It follows from the assumptions of Theorem 1.2 that, for each \( \gamma \in \Lambda \), there is a \( C^1 \)-smooth, LUR norm \( \|\cdot\|_{\gamma} \) on \( Q_{\gamma}X \) such that
\[
\|x\|_{\gamma} \leq \|x\|
\]
for all \( x \in Q_{\gamma}X \). The basic properties of PRI \([2, \text{Lemma VI.1.2}] \) and \( (12) \) yield \( \|Q_{\gamma}x\|_{\gamma} \leq \|x\| \) for all \( x \in X \).

**Lemma 4.7.** Let \( n, m \in \mathbb{N} \), put \( F_n = \{(A, B) : \emptyset \neq B \subset A \subset \Lambda, |A| \leq n\} \), and define \( H_{n,m} : B_{(X,\|\cdot\|)}^O \rightarrow \mathbb{R}^{F_n} \) by
\[
H_{n,m}x(A, B) := g_{n,m,n}(A) \left(\sum_{\gamma \in A} \xi_n(\|Q_{\gamma}x\|_{\gamma}), \xi_n\left(\left\|x - \sum_{\gamma \in B} Q_{\gamma}x\right\|\right)\right).
\]
Then \( H_{n,m} \) is a mapping from \( B_{(X,\|\cdot\|)}^O \) to \( \ell_\infty(F_n) \) which is \( 1 \)-Lipschitz, coordinatewise convex and coordinatewise \( C^1 \)-smooth, and for each \( x \in B_{(X,\|\cdot\|)}^O \) we have \( H_{n,m}x \in A_{\rho_n - \kappa_{n,m}}(F_n) \cup \{0\} \) (see \([2]\)).

**Proof.** When \( \|x\| < 1 \), then \( (12) \) yields
\[
\left(\sum_{\gamma \in A} \xi_n(\|Q_{\gamma}x\|_{\gamma}), \xi_n\left(\left\|x - \sum_{\gamma \in B} Q_{\gamma}x\right\|\right)\right) \in [0, 1 + 2 |A| C] \times [0, 2 |A| C] \subset D_{n,|A|}.
\]
So, for each \( (A, B) \in F_n \), the function \( x \mapsto H_{n,m}x(A, B) \) is \( C^1 \)-smooth as the composition of \( C^1 \)-smooth mappings. Using \( \|Q_{\gamma}x\|_{\gamma} \leq \|Q_{\gamma}x\| < 2C \|x\| \) (\( x \in X \), \( \gamma \in \Lambda \)) and Lemma 4.3 (A2) we obtain that \( x \mapsto H_{n,m}x(A, B) \) is \( 1 \)-Lipschitz for each \( (A, B) \in F_n \), \( n, m \in \mathbb{N} \). Therefore \( H_{n,m} \) is \( 1 \)-Lipschitz for each \( n, m \in \mathbb{N} \). Each
\[
x \mapsto H_{n,m}(A, B)
\]
is convex by application of Lemma 2.10 since \( g_{n,m,|A|} \) is convex and lattice on \( D_{n,|A|} \). Lemma 4.5 (A2) also yields \( \|H_{n,m}x\|_\infty < 1 \).

Let \( x \in B_{(X, \|\cdot\|)}^0 \) be fixed. We are going to prove that either \( \|H_{n,m}x\|_\infty = 0 \) or \( [H_{n,m}x] < \|H_{n,m}x\|_\infty (1 - \rho_n + \kappa_{n,m}) \). Let \( \Lambda_0 = \{ \gamma \in \Lambda : \|Q_\gamma x\|_\gamma > \frac{1}{n} \} \) and define \( E = \{ (A, B) \in F_n : A \cap \Lambda_0 \} \). Since \( E \) is finite, we have

\[
[H_{n,m}x] = [H_{n,m}x \mid_{F_n \setminus E}] \leq \sup \{ H_{n,m}x(A, B) : (A, B) \in F_n \setminus E \}.
\]

If there is no \( (A, B) \in F_n \setminus E \) such that \( H_{n,m}x(A, B) > 0 \), then \( [H_{n,m}x] = 0 \) and our claim is trivially true. We proceed assuming that \( H_{n,m}x(A, B) > 0 \) for some \( (A, B) \in F_n \setminus E \). Then, by (A3) in Lemma 4.5, we always have

\[
\sum_{\gamma \in A \cap \Lambda_0} \xi_n(\|Q_\gamma x\|_\gamma), \xi_n(\|x - \sum_{\gamma \in B} Q_\gamma x\|_\gamma) \notin N_{n,|A|},
\]

which can happen only if \( A \cap \Lambda_0 \neq \emptyset \). Since \( (A, B) \notin E \), we have \( 1 \leq |A \cap \Lambda_0| < |A| \). Still, we have

\[
\sum_{\gamma \in A} \xi_n(\|Q_\gamma x\|_\gamma) = \sum_{\gamma \in A \cap \Lambda_0} \xi_n(\|Q_\gamma x\|_\gamma)
\]

by the definition of \( \Lambda_0 \) and a property of \( \xi_n \). The first inequality in the next estimate follows by the application of (15) and Lemma 4.5 (A7) (the possibility of using it is guaranteed by (14)); the second one follows by the application of Lemma 4.5 (A8):

\[
g_{n,m,|A|}(\sum_{\gamma \in A} \xi_n(\|Q_\gamma x\|_\gamma), \xi_n(\|x - \sum_{\gamma \in B} Q_\gamma x\|_\gamma)) \leq g_{n,m,|A \cap \Lambda_0|}(\sum_{\gamma \in A \cap \Lambda_0} \xi_n(\|Q_\gamma x\|_\gamma), \xi_n(\|x - \sum_{\gamma \in B} Q_\gamma x\|_\gamma)) - \rho_n
\]

\[
\leq g_{n,m,|A \cap \Lambda_0|}(\sum_{\gamma \in A \cap \Lambda_0} \xi_n(\|Q_\gamma x\|_\gamma), \xi_n(\|x - \sum_{\gamma \in D} Q_\gamma x\|_\gamma)) - \rho_n + \kappa_{n,m}
\]

for any \( \emptyset \neq D \subset A \cap \Lambda_0 \). Therefore, as \( \|H_{n,m}x\|_\infty < 1 \), we have

\[
H_{n,m}x(A, B) \leq \|H_{n,m}x\|_\infty - \rho_n + \kappa_{n,m} < (1 - \rho_n + \kappa_{n,m}) \|H_{n,m}x\|_\infty
\]

for any \( (A, B) \in F_n \setminus E \). This together with (13) gives \( [H_{n,m}x] < \|H_{n,m}x\|_\infty (1 - (\rho_n - \kappa_{n,m})) \).

Notice that, by the definition of \( \kappa_{n,m} \) in Lemma 4.5, we always have \( \rho_n - \kappa_{n,m} > 0 \). We will use the notation \( \eta_{n,m} := \rho_n - \kappa_{n,m} \).

**Lemma 4.8.** Let \( 0 \neq x \in B_{(X, \|\cdot\|)}^0 \) and let \( A \) be a finite subset of \( \Lambda \) such that \( Q_\gamma x \neq 0 \) when \( \gamma \in A \). Then for all \( n \in \mathbb{N} \) sufficiently large there exist \( N_n \in \mathbb{N} \) and a finite \( C_n \subset A \), with \( |C_n| \leq n \), such that

1. \( A \subset C_n \), and
2. \( H_{n,m}x(C_n, A) > (1 - \eta_{n,m})Z_{\eta_{n,m}}(H_{n,m}x) \) for all \( m > N_n \).

**Proof.** We start by defining \( A^* := \{ \gamma \in \Lambda : \|Q_\gamma x\|_\gamma \geq \min_{\alpha \in A} \|Q_\alpha x\|_\alpha \} \) and we set out to find \( C_n \) so that in fact \( A^* \subset C_n \) for all large \( n \in \mathbb{N} \).
Let us investigate the mapping $L_n : B^O_{\{X, \|\cdot\|\}} \to \ell_\infty(F_n)$ defined as

$$L_n y(D, E) := g_{n,1,|D|} \left( \sum_{\gamma \in D} \xi_n(\|Q_\gamma y\|_\gamma), 0 \right), \quad (D, E) \in F_n.$$  

By the same argument as in the proof of Lemma 4.7 we get that either $L_n x = 0$ or $|L_n x| < (1 - \rho_n) \|L_n x\|_\infty$. Hence $L_n x \in A_{\rho_n}(F_n) \cup \{0\}$. If $n$ is large enough, necessarily $L_n x \neq 0$. It follows that $\|L_n x\|_\infty$ is realized at some coordinate. For $n \in \mathbb{N}$, let $C_n \subset \Lambda$ be such that $|C_n| \leq n$ and $L_n x(C_n, D) = \|L_n x\|_\infty$ for some (actually for all) non-empty $D \subset C_n$. We claim that, for $n$ sufficiently large, $A^* \subset C_n$. 

Let us denote $b := \min \left\{ \|Q_\gamma x\|_\gamma : \gamma \in A^* \right\} - \max \left\{ \|Q_\gamma x\|_\gamma : \gamma \in \Lambda \setminus A^* \right\}$. Since $Q_\gamma x \neq 0$ for all $\gamma \in A$, and since $\|Q_\gamma x\|_\gamma \in c_0(\Lambda)$, it follows that $b > 0$. Notice that

$$\xi_n \left( \min \left\{ \|Q_\gamma x\|_\gamma : \gamma \in A^* \right\} \right) - \xi_n \left( \max \left\{ \|Q_\gamma x\|_\gamma : \gamma \in \Lambda \setminus A^* \right\} \right) = b$$

for large $n \in \mathbb{N}$, say $n > n_0$.

Let $n \geq \max \{ |A^*|, n_0 \}$ be so large that $\frac{1}{n} < \xi_n \left( \min \left\{ \|Q_\gamma x\|_\gamma : \gamma \in A^* \right\} \right)$. Assume that there exists $\gamma_1 \in A^* \setminus C_n$. If $|C_n| < n$, then we define $\tilde{C}_n := \{ \gamma_1 \} \cup C_n$. By our choice of $n$, we have that $\xi_n(\|Q_{\gamma_1} x\|_{\gamma_1}) > \frac{1}{n}$, and so by property (A6) in Lemma 4.5 we get that

$$g_{n,1,|C_n|} \left( \sum_{\gamma \in C_n} \xi_n(\|Q_\gamma x\|_\gamma), 0 \right) < g_{n,1,|\tilde{C}_n|} \left( \sum_{\gamma \in \tilde{C}_n} \xi_n(\|Q_\gamma x\|_\gamma), 0 \right),$$

contradicting the fact that $\|L_n x\|_\infty = L_n x(C_n, D)$. If $|C_n| = n$, then there exists $\gamma_2 \in C_n \setminus A^*$ and we define $\tilde{C}_n := \{ \gamma_1 \} \cup C_n \setminus \{ \gamma_2 \}$. Our choice of $n$ yields that $\xi_n(\|Q_{\gamma_2} x\|_{\gamma_2}) - \xi_n(\|Q_{\gamma_2} x\|_{\gamma_2}) \geq b > 0$, so the fact that $g_{n,1,n}(\cdot, 0)$ is increasing when non-zero implies

$$g_{n,1,n} \left( \sum_{\gamma \in C_n} \xi_n(\|Q_\gamma x\|_\gamma), 0 \right) \geq g_{n,1,n} \left( \sum_{\gamma \in C_n} \xi_n(\|Q_\gamma x\|_\gamma), 0 \right),$$

once again contradicting the fact that $\|L_n x\|_\infty = L_n x(C_n, D)$. Therefore $A^* \subset C_n$.

We proved that for all $n \in \mathbb{N}$ large enough we have $(C_n, A) \in F_n$ and

$$[L_n x] < (1 - \rho_n) \|L_n x\|_\infty = (1 - \rho_n) L_n x(C_n, A).$$

Fix any such $n$. The “moreover” part of Lemma 4.11 says that $L_n x(C_n, A) > (1 - \rho_n) Z_{\rho_n}(L_n x)$. Recalling that $\eta_{n,m} = \rho_n - \kappa_{n,m}$ and that $\kappa_{n,m} \to 0$ as $m \to \infty$, we can find $N_n \in \mathbb{N}$ so large that

$$H_{n,m} x(C_n, A) > (1 - \eta_{n,m}) Z_{\rho_n}(H_{n,m} x) \quad \text{whenever} \quad m > N_n.$$

Here we used the fact that $H_{n,m} x \to L_n x$ in $\ell_\infty(F_n)$ as $m \to \infty$, which is easily verified using Lemma 4.5 (A8) and (A5). Now, Lemma 4.2 gives the desired inequality.
4.3. The definition and properties of the new norm on $X$. First, we define $J_{j,n,m} : B^O_{(X,\|\cdot\|)} \to \mathbb{R}$ for $j, n, m \in \mathbb{N}$ as

$$J_{j,n,m}(x) := \xi_j(Z_{n,m}(H_{n,m}x)).$$

Next, let $J : B^O_{(X,\|\cdot\|)} \to \mathbb{R}$ be defined as

$$J^2(x) := \|x\|^2 + \sum_{j,n,m \in \mathbb{N}} \frac{1}{2j+n+m} J_{j,n,m}^2(x),$$

and finally, let $\| \cdot \| : X \to \mathbb{R}$ be the Minkowski functional of $\{x \in X : J(x) \leq 1/2\}$.

**Lemma 4.9.** The function $\| \cdot \|$ is an equivalent norm on $X$ which is $C^1$-smooth away from the origin.

**Proof.** By the Implicit Function Theorem, it is sufficient to show that for each $x \in X$ such that $J(x) = 1$, the function $J$ is Fréchet differentiable on some neighborhood of $x$ and $J'(x) \neq 0$.

It follows from Lemmas [4.7], [4.1] and [2.3] that each $Z_{n,m} \circ H_{n,m}$ is $C^1$-smooth on the open set $\{x \in B^O_{(X,\|\cdot\|)} : H_{n,m}x \neq 0\}$. Thus for every $j \in \mathbb{N}$, the composition $J_{j,n,m}$ is $C^1$-smooth on the open ball $B^O_{(X,\|\cdot\|)}$. Further we claim that there is a constant $K' > 0$ such that each $J_{j,n,m}$ is $K'$-Lipschitz on $B^O_{(X,\|\cdot\|)}$. Indeed, $H_{n,m}$ is 1-Lipschitz on $B^O_{(X,\|\cdot\|)}$ for all $n, m \in \mathbb{N}$ (Lemma [4.7]); the norm $Z_\eta$ is 2-Lipschitz for each $0 < \eta < 1/2$, and $\xi_j$ is 1-Lipschitz for each $j \in \mathbb{N}$.

It follows that $J$ is $K$-Lipschitz on $B^O_{(X,\|\cdot\|)}$ for some $K > 0$. The calculus rules lead to the conclusion that $J$ is Fréchet differentiable on a neighborhood of any $x \in X$ such that $\|x\| < 1$; then the convexity of all terms implies that $J'(x)x \geq \|x\|$, $x = 1$. In particular, if $x \in X$ is such that $J(x) = 1$, then $\|x\| \leq 1/2$ and the premise of the Implicit Function Theorem is satisfied.

Finally, $2\|x\| \leq J(x) \leq 2K\|x\|$ where the second inequality follows from the fact that $J$ is $K$-Lipschitz and $J(0) = 0$.

**Proposition 4.10.** The norm $\| \cdot \|$ is locally uniformly rotund.

**Proof.** Let $x, x_r \in X, r \in \mathbb{N}$ be such that

$$2\|x\|^2 + 2\|x\|^2 - \|x + x_r\|^2 \to 0 \text{ as } r \to \infty$$

and let $\varepsilon > 0$. We may assume, without loss of generality, that $\|x\| = 1$. Let $A \subset \Lambda$ be a set, whose existence is ensured by Lemma [2.13] that satisfies

$$\left\| x - \sum_{\gamma \in A} Q_\gamma x \right\| < \varepsilon$$

and where $Q_\gamma x \neq 0$ for $\gamma \in A$. We claim that $\limsup_{r \to \infty} \left\| x_r - \sum_{\gamma \in A} Q_\gamma x_r \right\| < \varepsilon$ and

$$\lim_{r \to \infty} \left\| \sum_{\gamma \in A} Q_\gamma (x - x_r) \right\| = 0.$$ This yields that $\limsup_{r \to \infty} \|x_r - x\| < 2\varepsilon$ and proves the proposition.

Let us prove the claim. It follows from (16) and from the uniform continuity of $J$ on bounded sets that

$$\frac{J^2(x_r) + J^2(x)}{2} - J^2 \left( \frac{x + x_r}{2} \right) \to 0 \text{ as } r \to \infty.$$
By the convexity of the terms in the definition of $J^2$, we get that
\[
\frac{J^2_{j,n,m}(x_r) + J^2_{j,n,m}(x)}{2} - J^2_{j,n,m}\left(\frac{x + x_r}{2}\right) \rightarrow 0 \quad \text{as} \quad r \rightarrow \infty
\]
or, equivalently,
\[
\lim_{r \to \infty} J_{j,n,m}(x_r) = J_{j,n,m}(x) = \lim_{r \to \infty} J_{j,n,m}\left(\frac{x + x_r}{2}\right)
\]
for each $j, n, m \in \mathbb{N}$.

Let us borrow the notation $L_n x$ from the proof of Lemma 4.8. Let us recall that $H_{n,m} x \geq L_n x \geq 0$ (in the lattice $\ell_\infty(F_n)$) for all $m \in \mathbb{N}$. There is some $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$ we have that $L_n x \neq 0$. Hence $Z_{\eta,m}(H_{n,m} x) \geq Z_{\eta,m}(L_n x) > 0$ for $n \geq n_0$ and $m \in \mathbb{N}$. Therefore for each $n \geq n_0$ there exists $j_n \in \mathbb{N}$ such that for all $j \geq j_n$ and all $m \in \mathbb{N}$ one has $J_{j,n,m}(x) > 0$. Since $\xi_j \mid (1/j, +\infty)$ has a continuous inverse, it follows from (18) that
\[
\lim_{r \to \infty} Z_{\eta,m}(H_{n,m} x_r) = Z_{\eta,m}(H_{n,m} x) = \lim_{r \to \infty} Z_{\eta,m}\left(H_{n,m}\left(\frac{x + x_r}{2}\right)\right)
\]
for all $n \geq n_0$ and $m \in \mathbb{N}$.

Let us fix $n \geq n_0$ and $m \in \mathbb{N}$ both large enough in the sense of Lemma 4.8. We also require that $\frac{1}{n} < \varepsilon$ and $\frac{1}{n} < \|Q_y x\|_\gamma$ for all $\gamma \in A$. By the application of Lemma 4.8, we obtain a set $C_n$ such that $\gamma := (C_n, A) \in F_n$ satisfies the assumptions of Lemma 4.4 for $y := H_{n,m} x, y_r := H_{n,m} x_r, \text{ and } x_r := H_{n,m}\left(\frac{x + x_r}{2}\right)$. Thus, using this lemma, we infer that
\[
\lim_{r \to \infty} H_{n,m}(x_r) = \lim_{r \to \infty} H_{n,m}(x) (C_n, A) = H_{n,m}(x)(C_n, A).
\]
For better clarity we will write
\[
\alpha(z) := \sum_{\gamma \in C_n} \xi_n(\|Q_\gamma z\|_\gamma) \quad \text{and} \quad \beta(z) := \xi_n\left(\left\|z - \sum_{\gamma \in A} Q_\gamma z\right\|\right).
\]
Then $H_{n,m}(z) = g_{n,m,C_n}(\alpha(z), \beta(z))$. Since $g_{n,m,C_n}(\alpha(x), \beta(x)) \neq 0$, property (A4) in Lemma 4.5 allows us to use Lemma 2.8 with $\Gamma := \{1, 2\}$. Let us fix $\alpha(x), \beta(x), y := (\alpha(x), \beta(x))$ and $x_r := (\alpha(x), \beta(x))$. Thus a) $\lim_{r \to \infty} \alpha(x_\gamma) = \lim_{r \to \infty} \alpha(\frac{x + x_r}{2}) = \alpha(x)$ and b) $\lim_{r \to \infty} \beta(x_r) = \beta(x)$. The convexity of the terms in the definition of $\alpha$ and $\beta$ imply that, for every $\gamma \in C_n$, we have
\[
\lim_{r \to \infty} \xi_n(\|Q_\gamma x_r\|_\gamma) = \lim_{r \to \infty} \xi_n\left(\left\|Q_\gamma \frac{x_r + x}{2}\right\|_\gamma\right) = \xi_n(\|Q_\gamma x\|_\gamma).
\]
By our choice of $n$ and by the definition of $\xi_n$ we get for every $\gamma \in A$ that
\[
\lim_{r \to \infty} \|Q_\gamma x_r\|_\gamma - \frac{2}{n} = \lim_{r \to \infty} \frac{2}{n} = \|Q_\gamma x\|_\gamma - \frac{2}{n}.
\]
Now the LUR property of the norm $\|\cdot\|_\gamma$ implies that $Q_\gamma x_r \rightarrow Q_\gamma x$ for every $\gamma \in A$. Finally, b) and the definition of $\xi_n$ imply that $\limsup_{r \to \infty} \left\|x_r - \sum_{\gamma \in A} Q_\gamma x_r\right\| \leq \max\left\{\frac{1}{n}, \left\|x - \sum_{\gamma \in A} Q_\gamma x\right\|\right\} < \varepsilon$. \qed
Lemma 4.11. The norm \( \| \cdot \| \) is the uniform limit on \( B_X \) of a sequence of \( C^k \)-smooth norms.

Proof. It follows from the assumptions of Theorem 1.2 that, for each \( \gamma \in \Lambda \), there are \( C^k \)-smooth norms \( \| \cdot \|_{\gamma, i}, i \in \mathbb{N} \), on \( Q_\gamma X \) such that

\[
(1 - \frac{1}{i}) \| x \|_{\gamma} \leq \| x \|_{\gamma, i} \leq \| x \|_{\gamma}
\]

for all \( x \in Q_\gamma X \). Thus a natural choice for the approximating norms \( \| \cdot \|_{i}, i \in \mathbb{N} \), is as follows. Let us define

\[
H^i_{n,m}(A, B) := g_{n, m, l}(\sum_{\gamma \in A} \xi_n(\| Q_\gamma x \|_{\gamma, i}), \xi_n(\| x - \sum_{\gamma \in B} Q_\gamma x \|))
\]

for \( (A, B) \in F_n, x \in B^O_{(X, \| \cdot \|)} \), and

\[
J^i_{n,m,i}(x) := \xi_j(Z_{\eta_{n,m}}(H^i_{n,m})),
\]

\[
J^2_i(x) := \| x \|^2 + \sum_{1 \leq j,n,m \leq i} \frac{1}{2^{j+n+m}} J^2_{j,n,m,i}(x),
\]

and let \( \| \cdot \|_i \) be the Minkowski functional of \( \{ x \in X : J_i(x) \leq 1/2 \} \). As the sum of finitely many \( C^k \)-smooth functions, \( J_i \) is \( C^k \)-smooth. The Implicit Function Theorem implies the same for \( \| \cdot \|_i \). Moreover \( 2 \| x \| \leq \| x \|_{i} \leq 2K \| x \| \) as in the proof of Lemma 4.9. Let \( \varepsilon > 0 \) be given. We will show that there is an index \( i_0 \in \mathbb{N} \) such that \( |J^2_i(x) - J^2_i(x)| < \varepsilon \) whenever \( \| x \| < 1 \) and \( i \geq i_0 \). Putting together (20) and (12) we get for all \( n, i \in \mathbb{N}, A \subset \Lambda, |A| \leq n \) and all \( x \in B^O_{(X, \| \cdot \|)} \) that

\[
0 \leq \sum_{\gamma \in A} \xi_n(\| Q_\gamma x \|_{\gamma, i}) - \sum_{\gamma \in A} \xi_n(\| Q_\gamma x \|_{\gamma, i}) \leq \frac{2C |A|}{i}.
\]

It follows from Lemma 4.5 (A2) that \( \| H_{n,m}x - H^i_{n,m}x \|_\infty \leq \frac{1}{i} \) for all \( n, m, i \in \mathbb{N}, x \in B^O_{(X, \| \cdot \|)} \), and therefore \( |J^2_{n,m,i}(x) - J^2_{n,m,i}(x)| \leq \frac{\varepsilon}{i} \) since \( Z_{\eta_{n,m}} \) is 2-Lipschitz and since \( J_{n,m,i}(x) \) and \( J_{n,m,i}(x) \) are smaller than 2 when \( \| x \| < 1 \).

We find \( i_0 \in \mathbb{N} \) so large that \( \frac{8}{i_0} < \varepsilon/2 \) and

\[
\sum_{\max\{j,n,m\} \geq i_0} \frac{4}{2^{j+n+m}} < \varepsilon/2.
\]

Then for each \( i \geq i_0 \),

\[
|J^2_i(x) - J^2_i(x)| \leq \sum_{1 \leq j,n,m \leq i} \frac{1}{2^{j+n+m}} |J^2_{j,n,m}(x) - J^2_{j,n,m}(x)|
\]

\[
+ \sum_{\max\{j,n,m\} \geq i_0} \frac{1}{2^{j+n+m}} J^2_{j,n,m}(x)
\]

\[
< \sum_{1 \leq j,n,m \leq i} \frac{1}{2^{j+n+m}} \left( \frac{8}{i} \right) + \varepsilon/2 < \varepsilon.
\]

This proves that \( J_i \to J \) uniformly on \( B^O_{(X, \| \cdot \|)} \).
Now let us observe that, since \( J \) is convex and \( J(0) = 0 \), we have the estimate
\[
\frac{1}{2} |\lambda - 1| \leq \left| \frac{1}{2} - J(\lambda x) \right|
\]
for all \( x \in X \) such that \( J(x) = \frac{1}{2} \) and for all \( \lambda > 0 \).

In order to prove the uniform convergence \( \| \cdot \|_i \to \| \cdot \| \) on bounded sets we assume that there is a bounded sequence \( (x_i) \) in \( X \setminus \{0\} \) such that \( \lambda_i = \frac{\|x_i\|}{\|\lambda_i x_i\|} \to 1 \).
Therefore, after taking a subsequence, there is some \( \varepsilon > 0 \) such that \( |\lambda_i - 1| > 2\varepsilon \) for all \( i \in \mathbb{N} \). On the other hand, since \( \left\| \frac{x_i}{\|x_i\|} \right\| \leq \frac{1}{2} \) and since \( J_i \to J \) uniformly on \( B^O_{(X,\|\cdot\|)} \), we get that
\[
\left| J(\lambda_i \frac{x_i}{\|x_i\|}) - \frac{1}{2} \right| = \left| J(\frac{x_i}{\|x_i\|}) - J_i(\frac{x_i}{\|x_i\|}) \right| \leq \varepsilon
\]
for large enough. Thus, having in mind (21), we obtain \( |\lambda_i - 1| \leq 2\varepsilon \). As a result of this contradiction we can conclude that \( \| \cdot \|_i \to \| \cdot \| \) uniformly on bounded sets. \( \square \)
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