VSGM - Enhance robot task understanding ability through visual semantic graph
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Abstract

In recent years, developing AI for robotics has raised much attention. The interaction of vision and language of robots is particularly difficult. We consider that giving robots an understanding of visual semantics and language semantics will improve inference ability. In this paper, we propose a novel method-VSGM (Visual Semantic Graph Memory), which uses the semantic graph to obtain better visual image features, improve the robot’s visual understanding ability. By providing prior knowledge of the robot and detecting the objects in the image, it predicts the correlation between the attributes of the object and the objects and converts them into a graph-based representation; and mapping the object in the image to be a top-down egocentric map. Finally, the important object features of the current task are extracted by Graph Neural Networks. The method proposed in this paper is verified in the ALFRED (Action Learning From Realistic Environments and Directives) dataset. In this dataset, the robot needs to perform daily indoor household tasks following the required language instructions. After the model is added to the VSGM, the task success rate can be improved by 6~10%.

1 Introduction

In recent years, there have been many applications using deep learning in the research of robot arms and robot interactions, which are usually an integrated method. From the robot’s vision and language command reception and understanding to the final decision-making interaction, it has deepened the difficulty of its application. The dataset provided by robot instructions tends to become more and more abundant.

Vision Language Navigation are topics that have attracted more and more attention in the subfield of robotics. The robot receives language commands and performs tasks in the limited space of action in the environment, which involves the interaction of semantic understanding and computer vision. In addition to [28] providing a combination of visual and language instructions to operate tasks in a simple simulation environment; [44] providing API to perform destination navigation tasks in an indoor simulation environment [6], resulting in many Deep Learning and Reinforcement Learning research [48][14]; Room-to-Room (R2R) [1][43] provides language navigation instructions, instructing the robot to follow the language commands and navigate in the indoor simulation environment [27][12][46][45][41]. [22] optimized the environment of [1], which eliminated the limitation of robot movement with the sparse graph of panoramas, and achieved a more realistic continuous simulation environment for experiments.

There are also many papers using AI2-THOR [21] 3D life simulation environment to conduct research [17][26][52][29][30][11][18][49][13]. ALFRED [37] (Action Learning From Realistic Environments and

1Source code: https://github.com/roy402/VSGM
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Figure 1: Scene Graph Generation first obtains the objects in the image by using MaskRCNN. Then express the object as a node, predict the relevance of the edge between the nodes, if there is relevance, use the edge to connect, and mark what kind of relevance this is.

Directives) also proposed complex instructions for daily tasks in AI2-THOR, trains robots, and tests the feasibility of algorithms. It provides action operation datasets and language commands displayed by experts, including 13 types of basic action operations, main task instructions, and step-by-step instructions that are used to train the robot to complete tasks under human instructions. The baseline model provided in ALFRED only achieved a 4% task success rate in the test experiment, which has room for improvement.

In visual language tasks, we believe that the key factors that affect the success rate of the robot (agent) are: visual analysis ability, understanding of the purpose of the task, following instructions, memorizing, and comprehensive information for planning and execution. In addition to the type of object information, the visual image also includes implicit object information, object status, object position, the relationship between objects, and the current environment, etc. This information can be analyzed and judged based on human prior knowledge. In this paper, we propose two methods of the semantic graph and object mapping. We obtain and record object information to improve the agent’s environmental understanding ability, thereby increasing the task success rate.

The following are our contributions:

• 1. We propose a visual feature method that expresses the relationship between objects in the field of vision by the semantic graph. By extracting the object associations, object attributes, and storage objects in the image, they can be provided to the agent to achieve better visual semantic understanding. In addition, the semantic graph continuously updated achieves the continuous evolution of the task.

• 2. We propose a Spatial Semantic Map stored as a graph. Spatial Semantic Map is a bird’s-eye map, which maps objects to the map. Graph Neural Networks embeds the map to obtain the features on the spatial information, in which the nodes are represented as objects. As a result, it can increase the agent’s navigation and memory of the spatial information.

• 3. In the ALFRED dataset, the experimental results prove that the semantic graph and Spatial Semantic Map can help improve the success rate of the task; and increase the interpretability of the robot operation, which makes it easier to optimize the agent model.

2 Related Work

There are many related studies and practices in the ALFRED dataset. [38] allows the agent to change from a complicated operation instruction to a simple operation instruction. Using the additional text training environment lets the agent have a better high-level language cognition; MOCA [39] disassembled the task issue into multiple modules of vision, language, object location, ambiguous text, and plan execution; [40] disassembles task issues into multiple modules for vision, language, object location, unrecognizable text, and plan execution; [40] proposes to expand the field of view, object position estimation, and strengthen the robot’s navigation capabilities; [55, 50, 56] uses planning capabilities similar to humans to simplify the difficulty of training tasks. However, only [38] performs additional abstract understanding training on task instructions. Moreover, these papers did not attempt to extract semantic features specifically for the images of the task. Therefore, our research focuses on the results of visual semantic feature extraction.

Robots can perform more effective inferences by applying spatial information. In recent years, there have been many methods including topology graphs, mapping, and scene graph. [8, 10, 5]
use nodes to represent the current panorama and then connects each node in series to represent
the environment. Although the panorama image contains dozens of objects, it can’t identify the
object features, object information, and location information. [7, 9] combines SLAM (Simultaneous
localization and mapping) to perform the task of navigating to the destination. [5, 36, 47, 35] uses
single-layer or multi-layer spatial mapping to map the detected objects and depth images to a top-
down map. The approach increases the robot’s spatial understanding capabilities. All the mapping
and topological methods mentioned above focus on navigation, navigation to specific objects, and
exploration. However, the execution of intricate tasks includes semantic understanding, navigation,
exploration, object detection, object function understanding, and object manipulation. We believe
that the navigation space information generated by SLAM and the image features of the topology
has lack object information, and the meticulous operation will be limited. To solve the daily life
tasks, the mapping method proposed by [33], applied to the ALFRED dataset, is a good research
direction. However, the mapping method only includes Unknown, Navigable Space, Target, Obstacle,
and object type. There are many types of objects, and only relying on the one-hot encode feature of
the object types makes it difficult for the robot to analyze the relationship between the objects and
have a good inference ability.

Scene Graph stores and describes the location of objects in space [32, 2]. [25, 19] saves objects as 3D
scene graphs, which can record detailed spatial information. The robot can use more common models
in the visual processing of images, such as Resnet [16], YOLO [31], MaskRCNN [15], etc. According
to the characteristics of CNN, it will focus on local features and discard spatial information. In contrast,
Scene Graph Generation (SGG) (Figure 1) [24, 51, 42] can provide more spatial information for
robots to make judgments. It not only combines ordinary visual processing methods but also gives
relationships between objects.

Semantic Graph is different from Scene Graph. It uses detected objects as nodes, which node
features are image features, and uses Graph Neural Networks to extract features from nodes. In the
task of navigating to the target, [30, 52] use the current image to generate a Semantic Graph, provide
the robot as an information reference, and output low-dimensional actions. [18] uses the relevance
between objects to generate Semantic Graph as prior knowledge to improve the success rate of task
navigation. Semantic Graph is represented by a graph, and the graph is extracted to obtain feature
information. The directed graph $G = (V, E)$, $V$ is the node (Node), which represents the object in
the image, and $E$ is the edge (Edge), which represents the correlation between the objects. There are
many ways to obtain graph embedding by Graph Neural Network (GNN). GCN [20] calculates the
basic graph embedding; Graph Attention Networks [44] using the attention mechanism to generate
node weights; Graph Transformer Networks [53] generates more nodes and edges predict the new
relationship between them to obtain a better graph embedding; Heterogeneous Graph Neural Network
[54] uses a variety of nodes and edges to generate more complex semantics.

3 Methods

The visual image and task instructions of the agent must be encoded, and then the agent outputs
action operations. We use SGG to extract image features. SGG detects the current input image,
recognizes the objects, extracts the relation between the object, object attribute, and gives the robot
additional information for visual semantic processing.

![Figure 2: (a) Original image (b) Semantic segmentation (c) Depth image (d) Scene graph generation](image)
The result of recognizing the semantic segmentation image.
Figure 3 shows the basic architecture of our model. We use the MOCA [39] model as the benchmark model. Because the MOCA model directly uses the pre-trained model Resnet when encoding visual images, we believe that this approach is only suitable for object classification and cannot show the spatial orientation. Therefore, we input the RGB image \( I_{\text{rgb}} \in \mathbb{R}^{h \times w \times 3} \) (Figure 2-a) into the SGG, and obtain the result (Figure 2-d) to generate the semantic graph. The spatial semantic map is the result obtained through SGG and the depth image \( I_d \in \mathbb{R}^{h \times w \times 1} \) (Figure 2-c), which is mapped to the bird’s-eye map. Later, The semantic graph and spatial semantic map use GNN to extract features of the graph, connect it to the middle part of the MOCA model, and then outputs the operation action. According to Figure 3, after the SGG processing is completed, it will connect the visual embedding, and instruction embedding, perform the output of the low motion operation module (LAPM) and the interactive object module (MOPM). The output of LAPM is the value of 13 dimensions and the output of MOPM is the value of 119 dimensions, and the maximum value is input into the environment.

, where \( t \) is denotes

3.1 Model Input

The agent has 3 inputs, including the current image (Image), the main task (Main Task), and the step-by-step description (Step-by-step Description).

Visual coding. The agent can obtain the image information of the current state \( I_{\text{rgb}}^t, I_d^t \), \( t \) is expressed as a time unit. \( SGG(\text{img}) \) is the neural network of SGG, pre-trained from the ALFRED dataset. \( O_{\text{feat}}^{c, r, A} \leftarrow SGG(I_{\text{rgb}}^t), O \) is image object, \( \text{feat}^V \in \mathbb{R}^{1 \times 2048} \) is the visual embedding of the object, \( c \in \{0, \ldots, 106\} \) is the object type, the object relevance \( r \in \mathbb{R}^2 \), and the object attribute \( A \) Attribute \( \in \mathbb{R}^{1 \times 23} \).

Language encoding. The main task and detailed operation instructions are two inputs, each of which is coded through LSTM for language instructions. The language encoding method here is consistent with MOCA.

3.2 Semantic Graph

To extract higher-level features, it is necessary to consolidate the object information generated by SGG. \( O_{\text{feat}}^{c, r, A} \) establish the semantic graph \( G_S = (V, E) \), \( V \) represents the object \( O \) in the
**Algorithm 1: Update Semantic Current Graph**

Input: $O, r, A \leftarrow SGG(I_t^{rgb})$

// Initialize
$G^{SC}_t \in G^S = (V, E)$

for each $O, A$ do

Get object visual feature $feat^V$, object name by $O_{feat^V}$, and object word embedding $feat^{word}$ by object name

$feat^N = feat^V || A || feat^{word}$ // Set node feature, Eq. (1)

$G^{SC}_t$ adds a new node with node feature $feat^N$

end

for each $r$ do

src, dst $\leftarrow r$

Update $G^{SC}_t$ Adj: $dst \leftarrow src$

end

return $G^{SC}_t$

---

**Algorithm 2: Update Semantic Global Graph**

Input: $G^{SG}_{t-1}, G^{SC}_t$

// Initialize

if $t == 0$ then

Set Threshold to a constant value // Threshold $\in [0, 1]$ $G^0_{SG} \in G^S = (V, E)$

end

$G^SG_t \leftarrow G^SG_{t-1}$

for each $V, E$ in $G^SC_t$ do

Use cosine similarity to calculate the similarity between $V$’s node feature and $\forall V’$’s node feature

if similarity $\leq$ Threshold then

$G^SG_t$ adds a new node and edge by $V, E$

end

end

return $G^SG_t$

---

image, and $E$ represents the object relevance $r$. The node feature of $V$ is

$$feat^N = feat^V || A || feat^{word}$$

(1)

where $feat^{word}$ is the word embedding obtained by [4], and $||$ is the concatenated vector. $\forall V$ features in $G^S$ can express as $feat^SG \in \mathbb{R}^{N \times 2371}$. $E$ represents the adjacency matrix $Adj \in \mathbb{R}^{N \times N}$, and $N$ is the detected object.

There are three types of Semantic Graphs.

**Semantic Prior Graph** $G^SP$ establishes the relationship between all objects in the simulated environment and allows the agent to determine the relationship between the objects. The adjacency matrix is based on the object relationship provided by the Visual Genome dataset [23]. Semantic Prior Graph is generated in advance and will not update during task execution.

**Semantic Current Graph** $G^{SC}_t$ represents the semantic graph of the current state and provides the agent to use this semantic graph as a reference. Whenever the status is updated, Semantic Current Graph will refresh again. Please refer to Algorithm [1] for the detailed process.

**Semantic Global Graph** $G^{SG}_t$ records the graph of the state of all objects so far, and the agent can use this as a reference to determine the completion of the task. Whenever the status is updated, Semantic Global Graph will be updated. $G^{SG}_t = Update(G^{SG}_{t-1}, G^{SC}_t), G^{SG}_{t-1}$ is the previous state. When an object is detected, to avoid a repeated accumulation of nodes, the same type of object that
After the semantic graph and spatial semantic map are updated, GNN is used to extract vital features and will be updated to help navigation and planning. The object features of the object, only represents the position of the object in the spatial environment. To allow the map to express top-down perspective, which represents the agent’s object position in the environment space.

### 3.3 Spatial Semantic Map

In addition to Semantic Graph, the robot’s movement in the environment, recording object positions will help navigation and planning. The object O detected by SGG and the depth image $I^d_t$ will generate top-down egocentric Semantic Maps $M_t \in \mathbb{R}^{s \times s \times c}$, $s$ means the width of this map, $c = \{1, \ldots, 106\}$ means the type of object. When there is an object at the $(i, j)$, $i, j \in \{1, \ldots, s\}$ space position, $M_t^{(i,j)}$ will be marked with this object.

The agent starts at the center of $(s/2, s/2)$. First, in the egocentric state of the robot’s perspective, the pixel coordinates of the depth image $I^d_t$ correspond to the pixel coordinates of the object $O$ detected by SGG. $(x, y, c)$, $x \in \{1, \ldots, s\}$, $y \in \{1, \ldots, j\}$, $c = \{1, \ldots, 106\}$. $i$ and $j$ are the detected object ranges. After $I^d_t$ is converted into a point cloud, the agent’s perspective transforms into a top-down perspective, which represents the agent’s object position in the environment space. $M_t$ only represents the position of the object in the spatial environment. To allow the map to express the features of the object, $M_t$ is stored in a graph-based map, $G^M_t = (V, E)$, $\forall V \in \{1, 2, \ldots, N\}$, the embedding feature of $V$ is the same as $\text{feat}_N$. The feature of all nodes $\forall V$ of $G^M_t$ is $\text{feat}^{M} \in \mathbb{R}^{N \times 2371}$, $N = s \times s \times c$, which has the same object feature, object attribute, and word embedding as the $V$ of $G^S$. Whenever the status is updated and new $I^d_t$ is obtained, the spatial semantic map will be updated $G^M_t = \text{Update}(G^M_{t-1}, \text{SGG}(I^d_t), I^d_t)$, please refer to Algorithm 3 for details.

### 3.4 Graph Neural Networks

After the semantic graph and spatial semantic map are updated, GNN is used to extract vital features to obtain a high-dimensional representation vector. Take GCN as an example, $\text{GCN}(G), G \in \{G^{SP}, G^{SC}, G^{SG}, G^M\}$. When $G^M_t$ performs graph embedding, only nodes $V$ with objects in $M_t^{(i,j)}$ are selected, and the rest are ignored. The following is the information transmission form of

```latex
\begin{algorithm}
\caption{Update Semantic Maps}
\textbf{Input:} $G^M_{t-1}, I^d_t, \mathcal{O}, r, A \leftarrow \text{SGG}(I^{gb}_t)$ \\
// Initialize
if $t = 0$ then
    Set $S, C$ to a constant value // $S$ is the map size. $C$ is all objects that exist in the environment.
    $G^M_0 \in \mathbb{R}^{S \times (V, E)}$
    $G^M_0$ adds $S \times S \times C$ nodes
    Connect the node $V^i$ and the node $V^j$ if the nodes are neighbors. // $\forall V^i, V^j \in G^M_0, i \neq j$
end
\begin{algorithmic}
\State $G^M_t \leftarrow G^M_{t-1}$
\For {each $O$ do}
\For {i, j $\leftarrow O$’s bounding box coordinate do}
    \State $depth \leftarrow I^d_t(i, j)$ // The depth of the agent’s perspective of the point cloud
    \State $(u, v) \leftarrow depth \cdot M^T // M^T$ is a matrix transform the agent’s perspective to top-down view from the top
    \State Get object visual feature $\text{feat}^V$, object name by $\mathcal{O}_{\text{feat}^V}$, and object word embedding
    \State $\text{feat}^\text{word}$ by object name
    \State $\text{feat}^N = \text{feat}^V || A || \text{feat}^{\text{word}}$ // Set node feature, Eq. 2
    \State $G^M_t(u, v, c) \leftarrow \text{feat}^N$ // Set the current space location to exist this object
\end{algorithmic}
\end{algorithm}
\end{algorithm}

has appeared in $G^S_{t-1}$ will compare with the node feature of the two using cosine similarity. When the similarity is less than $\text{Threshold}$, it will be added to $G^S_t$ as a new object to complete the update. For details, please refer to Algorithm 2.
where \( h^i \) represents the eigenvalue of the node after the output of the neural network, \( \hat{A} \) represents the adjacency matrix, \( \alpha \) represents the activation function, \( h^{i-1} \) represents the feature of the node at the previous moment, \( W \) represents the network weight. With the graph neural networks, the embedding of the graph can be obtained.

After obtaining the \( h^i \) of the final layer, use \( \text{GraphEmbed}(h) \) to embed the nodes in a graph, as shown below:

\[
X^{GE} = \text{GraphEmbed}(h) = \sigma\left(\sum_{j=1}^{N} \left(\alpha \cdot W_1 \cdot h^i_{V_j}\right)\right)
\]

\[
\alpha = \text{softmax}(e^j) = \frac{\exp(e^j)}{\sum_{k=1}^{N} \exp(e^k)}
\]

\[
e^j = a(W_2 \cdot h^i_{V_j}, (W_3 H^\text{lang}_t)^T)
\]

where \( \alpha \) is weight coefficient, \( e^j \) is attention coefficients, \( a \) could be an inner product, and \( H^\text{lang}_t \) is the hidden state of the language model LSTM. As the agent performs tasks, \( H^\text{lang}_t \) will also keep changing.

3.5 Objective Function

The following is the objective function when we train the model:

\[
L = -\sum_{t=0}^{T} y^a_t \cdot \log p^a_t - \sum_{t=0}^{T} y^c_t \cdot \log p^c_t
\]

where \( y^a_t \) and \( y^c_t \) respectively represent the action displayed by the expert (Ground true label), and \( p^a_t \) and \( p^c_t \) respectively represent the probability of the model’s low motion operation module (LAPM) and interactive object module (MOPM) predicting the output. \( T \) represents the total expert operation trajectory (Trajectory), \( t \) represents the action selection at the current state. The model will output actions through LAPM and MOPM at every moment.

4 Experiments

In this paper, we use the ALFRED dataset as the criterion for our experimental evaluation. ALFRED is a complete daily life task-oriented data collection, based on AI2-THOR \[21\] as the simulation environment, to control the robot to complete the task of language instruction. The dataset contains different types of main tasks and basic action operations (See Supplementary Material for details). The daily life environment includes 120 kinds of living rooms, bedrooms, kitchens, and bathrooms. ALFRED can evaluate the semantic map by giving the final task whether it succeeded or failed. We want to know whether the proposed semantic method can effectively help strategy, inference, and better interpretability.

Tasks description. Contains a rough description of the tasks to be completed, and detailed operations (Step-by-step) of the agent following language instructions. Mainly divided into 7 main task types.

Basic operations. The most basic operations that the agent can perform. When Stop is executed, the task is stopped. Navigation and perspective operations include LookDown, LookUp, MoveAhead, RotateLeft, RotateRight, and operations on scene objects include PickupObject, SliceObject, OpenObject, PutObject, CloseObject, ToggleObjectOn, ToggleObjectOff. In addition to operation actions, object operations must also include The mask of the operating position in the simulated environment.

4.1 Metrics

Evaluation Metrics There are two ways to evaluate, Task Success and Sub-Goal success rate. If the object’s position or state changes and the Goal-Condition is reached, the main task success (Task
Table 1: Main task type. Seen and Unseen mean seen the scene during training. Task means task success rate, GC mean Goal-Cond. • means segmentation and depth image; * means using SGG model. We select the best value after training the model with two random seed.

| Model                  | Validation (%) | Sub-Goal Validation (%) |
|------------------------|----------------|-------------------------|
|                        | Seen           | Unseen                  |
|                        | Task (GC)      | Task (GC)               |
|                        | Goto           | Pickup                  | Put          |
| Seq2Seq+PM [37]        | 0 (0)          | 0 (0)                   | 20 (34)      | 31 (21)      | 64 (11) |
| MOCA [39]              | 5 (5)          | 40 (42)                 | 65 (42)      | 6 (0)        |        |
| MOCA •                 | 3 (3)          | 39 (43)                 | 64 (53)      | 7 (6)        |        |
| Oracle Semantic Graph  | 6 (6)          | 46 (39)                 | 66 (37)      | 7 (5)        |        |
| Oracle Semantic Graph *| 8 (8)          | 44 (48)                 | 67 (48)      | 5 (10)       |        |
| Semantic Graph •       | 12 (12)        | 47 (46)                 | 69 (63)      | 14 (4)       |        |
| Semantic Graph • + SLAM| 8 (8)          | 55 (55)                 | 47 (40)      | 10 (7)       |        |
| VSGM •                 | 15 (15)        | 1 (1)                   | 54 (47)      | 60 (46)      | 16 (0) |
| HUMAN                  | 91.0           | 94.5                    |

Success) is defined as 1; otherwise, it is 0. The second evaluation method is Sub-Goal Evaluation. For the main task (Main Task), there may be several sub-tasks (Sub-Goals) combined, including navigation (GoTo), pick up (Pickup), put down (Put), cooling (Cool), heating (Heat), Cleaning (Clean), cutting (Slice), switching (Toggle), to form the main task. The environment can individually assess whether its subtasks meet the task conditions. The Path weighted success rate compares the length difference between the agent and the expert’s display path. For details, please refer to ALFRED.

4.2 Result

Experimental data. All experimental data are placed in Table 1. We conduct experiments on picking and placing. Oracle’s model building method is the ground true environment data provided by AI2-THOR, which includes visual objects, object attributes, and object correlations to establish a semantic graph. Regardless of whether it is Oracle, after adding semantic assistance, the model can have the effect of improving the success rate of the task. VSGM is a combination of SGG, Semantic Graph, and Spatial Semantic Maps.

Semantic Graph is used to allow the robot to extract important nodes, allowing more attention to key objects. It can be more effective in the scene task ALFRED dataset, and achieve better results. And we also tried to modify the current input image in this research, replacing the RGB image with a semantic segmentation image $I_{seg}^{seg} \in \mathbb{R}^{h \times w \times 3}$ (Figure 2-c) and a depth image, to observe the impact on task execution. It show that the input of semantic segmentation image and depth image improves the model performance.

Semantic Map performance. To verify the semantic map method we proposed, we combined the SLAM of [7] with the Semantic graph to observe the results. We believe that the SLAM method can focus on navigation and exploration, but the ALFRED task is the subtle operation of the robot. If only the information of space and obstacles is given to the robot, the prediction effect will not be very well. Table 1 shows that as a result of adding SLAM, the navigation ability of Sub-Goals has been improved, but the success rate of the VSGM task is better.

Figure 4 can see that the model has more attention weight in "CreditCard" of the current language intention, which shows that the model considers it has a more important influence. However, the attention weight of a priori language intention is more scattered. We believe that due to the limitation of training data, the task is too complex, and the objects of prior knowledge are too many, the model cannot be trained well.
Figure 4: Show a successful case. (a) is the current input image, the upper left corner shows that the LAPM action output by the model is to pick up the object; (b) is the current depth image; (c) is the mask that MOPM expects to pick up the object from the model output; (d) Attention score for Semantic Graph. The blue bar represents Semantic Global Graph, the orange bar represents Semantic Current Graph, and the green bar represents Semantic Prior Graph; (e) is Spatial Semantic Map.

4.3 Ablation Study and Other Experiments

We ablate the three types of Semantic Graph. Use Sub-Goal success rate to evaluate. In summary, the combination of three Semantic Graphs has a better effect on the results. There is no significant difference between assigning different Semantic Graphs to LAPM and MOPM. Semantic Graphs can be directly connected. When Semantic Graph is added to RGB and MaskDepth, the MaskDepth effect will be better than RGB. No matter what kind of Semantic Graph is concatenated, the model results can be improved. Please refer to Supplementary for more experimental data.

5 Conclusion

In this paper, we propose Semantic Graph and Spatial Semantic Map, using nodes to explore whether the neural network can improve the agent’s judgment ability on the characteristics of objects. We have shown that that VSGM can effectively improve the agent’s ability. In the future, our research can add the next goal prediction of the semantic map, the semantic intent with multi-layer meta-path, and more helpful information about attributes and relations. We study whether the features of the objects represented by the graph can increase the understanding of the robot. There is still a lot of room for optimization for the understanding of language instructions.
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A Algorithm Detail

About Algorithm 2: Update Semantic Global Graph compare Node Similarity. The similarity judgment method will greatly affect the number of $G_{SC}^t$ nodes, and then affect the semantic characteristics of Semantic Global Graph. We have added some changes to the node comparison method to make the final $G_{SG}^t$ more accurate. Please refer to Algorithm 4 for details. The paragraphs marked in red are the newly added algorithm Jaccard Similarity. Jaccard Similarity can eliminate the need for repeated additions of nodes in adjacent frames. However, based on the results of the comparison experiment between Algorithm 4 and Algorithm 2, we found that the effect is not significant.

Algorithm 4: Update Semantic Global Graph (Method 2)

Input: $G_{SC}^{t-1}, G_{SC}^t, G_{SC}^t$

// Initialize
if $t == 0$ then
  set a constant value
  $G_{SG}^0 \in G_{SG} = (V, E)$
end

$jaccard\_similarity \leftarrow \frac{G_{SC}^t \cap G_{SC}^{t-1}}{G_{SC}^t \cup G_{SC}^{t-1}}$
  // Use Jaccard Similarity to calculate the similarity between $G_{SC}^{t-1}$ and $G_{SC}^t$
if $jaccard\_similarity < 1$ then
  Candidate Object $\leftarrow Set(G_{SC}^t) - Set(G_{SC}^{t-1})$
  for each $V, E$ in Candidate Object do
    Use cosine similarity to calculate the similarity between $V$’s node feature and $\forall V’$’s node feature
    $G_{SG}^t$ adds an new node and edge by $V, E$
end
end

return $G_{SG}^t$
B Implementation Details

Our experimental data is in Ubuntu 16.04.7 with two GeForce GTX 1080 Ti Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz. Table 2 shows the detailed distribution of the data set. Due to the limitation of computing power, we choose to use the types of tasks to verify our proposed method.

| Main task type    | Task distribution | Low-dimensional basic operations                                      |
|-------------------|-------------------|-----------------------------------------------------------------------|
| Pick & Place      | 2842/112/113      | Stop, LookDown, LookUp,                                              |
| Stack & Place     | 2944/126/109      | MoveAhead, RotateLeft, RotateRight,                                   |
| Place Two         | 2943/107/136      | PickupObject, SliceObject, OpenObject,                                |
| Examine           | 2251/94/173       | PutObject, CloseObject, ToggleObjectOn,                               |
| Heat & Place      | 3554/124/81       | ToggleObjectOff                                                      |
| Cool & Place      | 3244/115/109      |                                                                        |
| Clean & Place      | 3245/142/100      |                                                                        |

Algorithm 3 details. The map created by Spatial Semantic Map $M_t \in \mathbb{R}^{s \times s \times c}$ is a square graph map with layers, $s = 10$, $c = 106$. The width of the map is 10, and the number of layers is 106. Layers and layers will be connected up and down. Only the nodes of the first layer will concatenate the neighbor nodes of the top, bottom, left, and right of the first layer, resulting in the relationship between the edges. Neighbor nodes between other layers are not connected. The objects represented by the number of layers are shown in Figure 5.

There are a total of 106 different objects in the environment. As shown in Figure 5, $feat^V$ and $feat^{word}$ of the object can be obtained through preprocessing. The features of $Attribute \in \mathbb{R}^{1 \times 23}$ are used to generate Semantic Prior Graph, which is an object attribute owned by AI2-Thor.

| Object list       |
|-------------------|
| 0:Background       |
| 5:BaseballBat      |
| 10:Book            |
| 15:ButterKnife      |
| 20:CellPhone       |
| 25:CreditCard      |
| 30:DishSponge      |
| 35:Towel           |
| 40:FloorLamp       |
| 45:HandTowel       |
| 50:Knife           |
| 55:LaundryHamper   |
| 60:Newspaper       |
| 65:PaperTowelRoll  |
| 70:Plate           |
| 75:RemoteControl   |
| 80:ShowerDoor      |
| 85:SoapBottle      |
| 90:Statue          |
| 95:Television       |
| 100:ToiletPaper    |
| 105:WineBottle     |

| Attribute list     |
|-------------------|
| visible           |
| pickupable        |
| isSliced          |
| isSliced          |
| isUsedUp          |
| canFillWithLiquid |

Figure 5: Object list & Attribute list
Table 3 shows the results of three Semantic Graph ablation. After adding Semantic Graph, most of the results can be improved.

| Priori SG | Current SG | Global SG | Task (%) | Goto (%) | Pickup (%) | Put (%) | Sub-Goal Avg. (%) |
|-----------|------------|-----------|----------|----------|------------|---------|------------------|
| ×         | ×          | ×         | 2        | 39       | 64         | 7       | 36               |
| ×         | ×          | ✓         | 6        | 39       | 69         | 6       | 38               |
| ✓         | ×          | ×         | 6        | 38       | 67         | 7       | 37               |
| ✓         | ✓          | ×         | 5        | 40       | 70         | 6       | 38               |
| ✓         | ✓          | ✓         | 8        | 48       | 67         | 5       | 40               |

Figure 6 and Figure 7 show the detailed changes recorded by Spatial Semantic Map and SLAM during task execution.

Figure 6: Display results of Spatial Semantic Map. The state of time changes from left to right.
Figure 7: Display results of SLAM Map. The state of time changes from left to right.