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Abstract. Anisotropic mesh quality measures and anisotropic mesh adaptation are studied for polygonal meshes. Three sets of alignment and equidistribution measures are developed, one based on least squares fitting, one based on generalized barycentric mapping, and the other based on singular value decomposition of edge matrices. Numerical tests show that all three sets of mesh quality measures provide good measurements for the quality of polygonal meshes under given metrics. Based on one of these sets of quality measures and using a moving mesh partial differential equation, an anisotropic adaptive polygonal mesh method is constructed for the numerical solution of second order elliptic equations. Numerical examples are presented to demonstrate the effectiveness of the method.
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1. Introduction. During the last decade polygonal/polyhedral meshes have gained considerable attention in the scientific computing community partially due to their flexibility to deal with complicated geometry, curved boundaries, and local mesh refining and coarsening and also to their connection with the Voronoi diagram. Various methods have been developed for the numerical solution of partial differential equations (PDEs) on polygonal/polyhedral meshes, including the mimetic finite difference method (see the recent survey paper [30]), conforming finite element methods using generalized barycentric coordinates [33, 40, 41, 43, 46, 48], the finite volume method [19, 42], the virtual element method (see [45] and references therein), the discontinuous Galerkin method [8, 17, 35], and the weak Galerkin method [36, 47]. For the error analysis of these methods, shape regularity of polygonal/polyhedral meshes has also been studied and a number of shape regularity conditions have been proposed [4, 18, 19, 35, 47]. The minimal requirement of these shape regularity conditions unanimously states that, for the isotropic case, each polygon or polyhedron cannot be too “thin”.

In practice, one typically wants the mesh elements to be as regular in shape and uniform in size as possible under certain metrics, since the approximation error and the condition number of the discrete system depend closely on the mesh geometry. For simplicial meshes, this dependence has been well studied under the topic of “mesh quality measures” and many different computable quality measures have been designed; e.g., see [7, 21, 26, 31, 39]. More importantly, mesh quality measures often play an essential role in constructing efficient mesh adaptation algorithms since they also provide a definition of optimal meshes.

Traditionally, isotropic mesh adaptation has been studied, where the shape of mesh elements is kept as regular (in the Euclidean metric) as possible. On the other
hand, anisotropic mesh adaptation allows elements to have large aspect ratio. The key is to keep elements to be aligned in some extent with the geometry of the solution. An anisotropic mesh can be viewed as a uniform one in a Riemannian metric, as in the $\mathbb{M}$-uniform mesh approach of anisotropic mesh generation [23]. It has been amply demonstrated that a properly generated anisotropic mesh can be much better aligned with the geometry of the solution and lead to a much more accurate solution than an isotropic mesh; e.g., see [2, 3, 6, 9, 11, 12, 21, 23, 37] among many other work. It is worth pointing out that all of these work is concerned with simplicial meshes. There do not seem to exist any systematic studies on anisotropic quality measures and adaptation for polygonal/polyhedral meshes.

The objective of this work is to develop anisotropic mesh quality measures for polygonal meshes and an anisotropic adaptive polygonal mesh method. An efficient and commonly used way to generate a polygonal (or polyhedral) mesh is through the Voronoi diagram. The latter is a partition of a spatial domain consisting of polygonal/polyhedral cells associated with a given set of points called “generators” or “seeds” such that each cell contains only points closer to its associated generator than to the others. Generally speaking, the quality of Voronoi meshes is not necessarily good. The most common strategy to obtain a high quality polygonal mesh is to start with a Voronoi mesh and then employ algorithms such as Lloyd’s algorithm to obtain a centroidal Voronoi tessellation (CVT) [10]. CVT can also be generated under a scalar metric function defining distance among points, i.e., a scalar weight function specifying the mesh density across the domain. This results in isotropic polygonal meshes, while our work here focuses on measuring and generating anisotropic polygonal meshes of high quality.

A major difference between triangular and polygonal meshes is that, all of the elements in a triangular mesh are affine similar to a single reference triangle and their quality in shape and size can be measured by comparing them to the reference element. Unfortunately, this does not work for polygonal meshes since elements with the same number of vertices cannot be mapped to a single element of the same number of vertices under affine mappings. The difference poses great difficulty in studying polygonal mesh quality measures, as one can no longer use many techniques developed for triangular meshes. In this work, in parallel to the so-called alignment (for regularity) and equidistribution (for size) measures for simplicial meshes [20, 21], we shall develop three sets of polygonal mesh alignment and equidistribution measures: one based on least squares fitting, one based on generalized barycentric mapping, and the other based on singular value decomposition of edge matrices. Numerical tests show that all three sets of mesh quality measures give good indicators of the actual anisotropic mesh quality under given metrics, with individual emphases on slightly different aspects. Based on one of these sets of quality measures and using the so-called Moving Mesh PDE (MMPDE) moving mesh method [26], we construct an anisotropic adaptive polygonal mesh method for the numerical solution of second order elliptic equations, with the aim of minimizing the $L^2$ norm of approximation errors. Numerical examples will be presented to demonstrate the effectiveness of the method.

The paper is organized as follows. Section 2 is devoted to the development of three sets of alignment and equidistribution quality measures for polygonal meshes. An anisotropic adaptive polygonal mesh method is constructed in Section 3 based on one set of the quality measures and the MMPDE moving mesh method. Numerical results obtained with the proposed method for two examples are presented in Section
Conclusions are drawn in the last section.

Throughout the paper, the short name “n-gon” stands for a polygon with n vertices. We consider meshes consisting of convex polygons in this work. We also assume that all polygons in a mesh are non-degenerate, i.e., any three vertices of a polygon do not lie on the same line.

2. Anisotropic mesh quality measures. In this section we study three sets of mesh quality measures for a general polygonal mesh \( \mathcal{T} \) on a two-dimensional bounded, polygonal domain \( \Omega \) under the metric specified by a given tensor \( \mathbb{M} \). The metric tensor \( \mathbb{M} = \mathbb{M}(x) \) is assumed to be symmetric and uniformly positive definite on \( \Omega \). It depends on the physical solution in the case of mesh adaptation for the numerical solution of PDEs (See Section 3). The simplest case is \( \mathbb{M} = \mathbb{I} \) (the Euclidean metric) where the mesh quality measures evaluate the shape regularity and size uniformity of the mesh.

2.1. Continuous-level mesh quality measures. Different from triangles, \( n \)-gons with \( n > 3 \) in a polygonal mesh generally are not affine similar to a single reference \( n \)-gon. The idea of measuring the quality of a mesh through comparing its elements to a single reference element does not work for polygonal meshes. Nevertheless, the idea can be used indirectly. In the following, we shall take a close look at the development of mesh quality measures for a triangular mesh and then establish continuous-level mesh quality measures which will serve as a unified framework for developing mesh quality measures for a polygonal mesh.

We assume that a computational mesh \( \mathcal{T}_C \) has been chosen. We emphasize that, in addition to a conventional mesh, \( \mathcal{T}_C \) can be chosen as a collection of polygons. The only requirement is that, for any \( T \in \mathcal{T} \), there exists a corresponding reference polygon \( T_C \in \mathcal{T}_C \) with an associated bijection \( \mathcal{F}_T : T_C \rightarrow T \). The global bijection \( \mathcal{F} \) is the collection of all local \( \mathcal{F}_T \)’s, and we want it to be piecewise differentiable so that its Jacobian matrix exists almost everywhere. Generally speaking, \( \mathcal{T}_C \) should consist of good quality polygons under the Euclidean metric.

We now consider the mesh quality measures for a triangular mesh. To this end, we assume that both \( \mathcal{T} \) and \( \mathcal{T}_C \) are triangular meshes. Then, one can simply set \( \mathcal{F}_T : T_C \rightarrow T \) to be an affine mapping and evaluate the quality of \( T \) with reference to \( T_C \).

Specifically, the triangles in \( \mathcal{T} \) are said to have a good shape if they, when measured in the metric \( \mathbb{M} \), are similar to their counterparts in \( \mathcal{T}_C \) measured in the Euclidean metric. They are said to have the same size when the ratio of their area (measured in the metric \( \mathbb{M} \)) to the area of their counterparts in \( \mathcal{T}_C \) stays constant. Denote the vertices of \( \mathcal{T} \) and \( \mathcal{T}_C \) by \( x_i \) and \( \xi_i \), \( i = 1, 2, 3 \), respectively. If we approximate the metric tensor \( \mathbb{M} \) by its average on \( \mathcal{T} \),

\[
\mathbb{M}_T = \frac{1}{|T|} \int_T \mathbb{M} \, dx,
\]

(2.1)

where \( |T| \) is the area of \( T \), then the similarity requirement between \( T \) and \( T_C \) can be expressed mathematically as

\[
(x_i - x_j)^T \mathbb{M}_T (x_i - x_j) = \sigma_T (\xi_i - \xi_j)^T (\xi_i - \xi_j), \quad i, j = 1, 2, 3, \ i \neq j
\]

where \( \sigma_T \) is a constant on \( T \). Using the affine mapping \( \mathcal{F}_T : T_C \rightarrow T \) and its Jacobian matrix \( J_T \) (which is constant on \( T \)), we can rewrite the above condition as

\[
(\xi_i - \xi_j)^T J_T^T \mathbb{M}_T J_T (\xi_i - \xi_j) = \sigma_T (\xi_i - \xi_j)^T (\xi_i - \xi_j), \quad i, j = 1, 2, 3, \ i \neq j.
\]
It can be shown (cf. [26, Lemma 4.1.1]) that the above condition implies

\[ J_T^T M_T J_T = \sigma T I. \]  \hspace{1cm} (2.2)

This condition should apply to all triangles in \( T \) for them to have a good shape with reference to their counterparts in \( T_C \). Taking determinant and square root of both sides of (2.2) and using the fact that \( \text{det}(J_T) = |T|/|T_C| \), one gets

\[ \frac{|T| \text{det}(M_T)^{\frac{1}{2}}}{|T_C|} = \sigma_T. \]

Then the uniform size requirement simply implies that \( \sigma_T \) should stay the same for all the triangles. By changing its subscript \( T \) to \( h \), i.e., \( \sigma_T \to \sigma_h \), we can rewrite the above equation into

\[ |T| \text{det}(M_T)^{\frac{1}{2}} = \sigma_h |T_C|. \]

Summarizing it over all triangles, we can find \( \sigma_h \) as

\[ \sigma_h = \frac{1}{|T_C|} \sum_{T \in T} |T| \sqrt{\text{det}(M_T)}, \]  \hspace{1cm} (2.3)

where \( |T_C| \) denotes the total area of \( T_C \). Moreover, (2.2) becomes

\[ J_T^T M_T J_T = \sigma_h I, \quad \forall T \in T. \]  \hspace{1cm} (2.4)

From this the so-called alignment and equidistribution quality measures can be developed for a triangular mesh (cf. (2.10) below).

We now find a continuous analogue of (2.4). To this end, we define the computational domain as

\[ \Omega_c = \bigcup_{T_C \in T_C} T_C. \]

Note that \( \Omega_c \) can be a conventional two-dimensional domain or a collection of polygons. It is not difficult to see that a continuous analogue of (2.4) is

\[ J^f M J = \sigma I, \quad \forall \mathbf{x} \in \Omega \]  \hspace{1cm} (2.5)

where \( \sigma \) is a constant, \( J = \frac{\partial \mathbf{x}}{\partial \xi} \) is the Jacobian matrix of the mapping \( F : \Omega_c \to \Omega \), and \( \xi \) and \( \mathbf{x} \) are the coordinates of \( \Omega_c \) and \( \Omega \), respectively. At the continuous level, the mesh is represented by the mapping \( F \) from \( \Omega_c \) to \( \Omega \). Moreover, the constant \( \sigma \) in (2.5) is determined by compatibility. Indeed, taking determinant and square root on both sides of (2.5) and integrating the resultant equation over \( \Omega_c \), we have

\[ \sigma = \frac{1}{|\Omega_c|} \int_{\Omega} \sqrt{\text{det}(M)} |d\mathbf{x}|, \]  \hspace{1cm} (2.6)

where \( |\Omega_c| \) denotes the area of \( \Omega_c \).

The condition (2.5) implies that all of the eigenvalues of matrix \( J^f M J \) are equal to \( \sigma \). The requirement is equivalent to the combination of two conditions: all of the eigenvalues are equal to each other and the square root of the product of the eigenvalues is equal to \( \sigma \). These two conditions give rise to the alignment and equidistribution
conditions [21]. From the inequality of the arithmetic and geometric means it is not
difficult to show that the alignment condition at the continuous level,
\[
\frac{1}{2} \text{trace}(J^t MJ) = \text{det}(J^t MJ)^{1/2},
\]  

is equivalent to requiring all of the eigenvalues of $J^t MJ$ to be equal to each other. A
discrete version of this condition for a triangle $T$ requires that $T$ (measured in the
metric $M_T$) be similar to $T_C$.

On the other hand, notice that the product of the eigenvalues of $J^t MJ$ is equal to
the determinant of the matrix. We can express the second condition (the equidistri-
bution condition at the continuous level) mathematically as
\[
\text{det}(J) \sqrt{\text{det}(M)} = \sigma. \quad (2.8)
\]

For a triangular mesh, the left-hand side is proportional to the area of a triangle under
the metric $M$ and the condition requires all of the triangles to have the same size.

Using (2.7) and (2.8), we can define the measuring functions as
\[
q_{ali}(x) = \frac{\text{trace}(J^t MJ)}{2 \text{det}(J^t MJ)^{1/2}}, \quad q_{eq}(x) = \frac{\text{det}(J) \sqrt{\text{det}(M)}}{\sigma}. \quad (2.9)
\]

In the ideal case when perfect alignment and equidistribution are reached everywhere,
one has $q_{ali} \equiv 1$ and $q_{eq} \equiv 1$ over the entire $\Omega$. For the general situation, we may
not have perfect alignment or equidistribution. In this case, functions $q_{ali}(x)$ and$ q_{eq}(x)$ indicate how closely the alignment and equidistribution conditions are satisfied
at point $x$. The overall alignment and distribution measures can then be defined as
\[
Q_{ali} = \max_{x \in \Omega} q_{ali}(x), \quad Q_{eq} = \max_{x \in \Omega} q_{eq}(x). \quad (2.10)
\]

From the inequality of the arithmetic and geometric means and the fact that
\[
\int_{\Omega_c} q_{eq} d\xi = |\Omega_c|,
\]

it is not difficult to show that both $Q_{ali}$ and $Q_{eq}$ have the range $[1, \infty)$. Moreover,
the smaller they are, the better the alignment and equidistribution of the mapping $F$.

The above defined continuous level mesh quality measures will serve as a unified
framework for defining actual mesh quality measures for a polygonal mesh. Clearly,$ Q_{ali}$ and $Q_{eq}$ depend on the metric tensor $M$ and the computational mesh $T_C$ (which
determines $\Omega_c$). Recall that $T_C$ can be a conventional mesh or a collection of polygons
and the corresponding $\Omega_c$ is a conventional domain or a collection of polygons. From
(2.9), one can see that the determining factor for $Q_{ali}$ and $Q_{eq}$ is the Jacobian matrix $J$
of the bijection $F$ and how $\Omega_c$ looks has little weight on the definition. As long as
there is a well-defined $J$ almost everywhere in $\Omega$, $\Omega_c$ does not have to be a continuous
manifold.

It is useful to point out that, the mapping $F$ is defined through the local mapping
$F_T : T_C \rightarrow T$ for all $T \in \mathcal{T}$. Unlike triangular meshes, there does not exist an affine
mapping between $T$ and $T_C$ in general for polygonal meshes. Thus, there are many
ways to specify $F$ for a given polygonal mesh $T$. Commonly, $F_T$ is chosen to be a
non-affine mapping for a general \( T_C \) or an affine mapping for a specially chosen \( T_C \); see the next three subsections.

We now study three discretizations/discrete approximations to the continuous mesh quality measures. The key components are the choices of \( T_C \) and the corresponding mapping \( F \) (to represent the mesh \( T \)).

2.2. Approximation 1: use least squares fitting and edge matrices. In this approximation, we assume that the computational mesh \( T_C \) has been chosen to be a conventional mesh or a collection of reference polygons. Typically \( T_C \) should consist of good quality polygons in the Euclidean metric. These good quality polygons can be regular \( n \)-gons or almost regular \( n \)-gons.

As part of the definition, we choose to approximate the metric tensor \( M \) on \( T \) by its average (2.1). This approximation is reasonably accurate while making \( M \) be constant on each element. To have a constant \( M \) on each element is important since it can significantly simplify the analysis and derivation.

As mentioned before, \( F \) is defined through the local mapping \( F_T : T_C \rightarrow T \). The existence of such a local mapping is guaranteed by the Riemann mapping theorem, which states that there exists a conformal mapping between any two \( n \)-gons. As we will see in the next subsection, there actually exist many such mappings. They all satisfy

\[
x_i = F_T(\xi_i), \quad i = 1, \ldots, n
\]  
(2.11)

where \( \xi_i \) and \( x_i, \quad i = 1, \cdots, n \), are the vertices of \( T_C \) and \( T \), respectively. Instead of constructing a specific example of these mappings, we consider to fit an affine mapping \( A_T \xi + c \) in the least squares sense based on the above conditions. Note that such a mapping is an approximation to all bijections between \( T_C \) and \( \Omega \) satisfying (2.11). Although the approximation is very rough, it serves our purpose to define mesh quality measures. The condition for the least squares fitting is

\[
A_T \xi_i + c = x_i, \quad i = 1, \ldots, n.
\]

Subtracting the first equation from the others, we get

\[
A_T (\xi_i - \xi_1) = x_i - x_1, \quad i = 2, \ldots, n.
\]

A least squares solution for the above condition is

\[
A_T = E_T E_T^{\dagger},
\]

where \( E_T \) and \( E_{T_C} \) are the edge matrices defined by

\[
E_T = [x_2 - x_1, \cdots, x_n - x_1] \in \mathbb{R}^{2 \times (n-1)},
\]

\[
E_{T_C} = [\xi_2 - \xi_1, \cdots, \xi_n - \xi_1] \in \mathbb{R}^{2 \times (n-1)},
\]

and \( E_{T_C}^{\dagger} \) is the pseudo-inverse of \( E_{T_C} \). Since both \( T \) and \( T_C \) are convex and non-degenerate, both \( E_T \) and \( E_{T_C} \) have full row rank. Then, the pseudo-inverse of \( E_{T_C} \) can be found as

\[
E_{T_C}^{\dagger} = E_{T_C}^T (E_{T_C} E_{T_C}^T)^{-1} \in \mathbb{R}^{(n-1) \times 2},
\]

which gives rise to

\[
A_T = E_T E_{T_C}^T (E_{T_C} E_{T_C}^T)^{-1}.
\]  
(2.12)
By construction, \( A_T \) is an approximation to the Jacobian matrix of any piecewise continuously differentiable bijection between \( T_C \) and \( T \) satisfying (2.11).

Replacing \( J \) and \( M \) by \( A_T \) and \( M_T \) in (2.9) and (2.10), we obtain the first set of mesh quality measures for a polygonal mesh,

\[
Q_{ali,1} = \max_{T \in T} \frac{\text{trace}([E_T E_{T_C} (E_T E_{T_C})^{-1}]^\dagger M_T [E_T E_{T_C} (E_T E_{T_C})^{-1}])}{2 \det([E_T E_{T_C} (E_T E_{T_C})^{-1}]^\dagger M_T [E_T E_{T_C} (E_T E_{T_C})^{-1}])^{1/2}},
\]

(2.13)

\[
Q_{eq,1} = \max_{T \in T} \frac{\det(E_T E_{T_C} (E_T E_{T_C})^{-1})}{\sigma_{h,1}} \sqrt{\det(M_T)},
\]

(2.14)

where

\[
\sigma_{h,1} = \frac{1}{N_p} \sum_{T \in T} \det(E_T E_{T_C} (E_T E_{T_C})^{-1}) \sqrt{\det(M_T)}
\]

(2.15)

and \( N_p \) is the number of the polygons in \( T \). Notice that \( \sigma_{h,1} \) is not a direct approximation of \( \sigma \) defined in (2.6). Instead, it is defined by summarizing the following discrete equidistribution condition over all polygons,

\[
\det(E_T E_{T_C} (E_T E_{T_C})^{-1}) \sqrt{\det(M_T)} = \sigma_{h,1}.
\]

The same strategy will be used in defining other two sets of mesh quality measures without explicit mentioning. This also makes the current formulas consistent with those developed for simplicial meshes in [21, 23].

To show how well \( Q_{ali,1} \) and \( Q_{eq,1} \) work, we present numerical results obtained with Lloyd’s algorithm for centroidal Voronoi tessellations (CVTs) [32]. The algorithm is known to produce a sequence of Voronoi meshes that converges to a CVT. We expect to see that both \( Q_{ali,1} \) and \( Q_{eq,1} \) (with \( M = I \)) for the sequence of meshes decrease and converge to one if they are correct indicators for the shape regularity and size uniformity of the Voronoi meshes.

In Fig. 2.1 we show Voronoi meshes of \( 8 \times 8, 16 \times 16 \) and \( 32 \times 32 \) cells obtained with Lloyd’s algorithm. Visually we can see that the meshes are becoming better in the sense that the cells are getting more regular in shape and more uniform in size. To compute \( Q_{ali,1} \) and \( Q_{eq,1} \), we choose the unitary regular \( n \)-gon with vertices \( \xi_i = (\cos \frac{2\pi i}{n}, \sin \frac{2\pi i}{n})^T, i = 1, \ldots, n \) as \( T_C \) for each \( n \)-gon in \( T \). The results are reported in Fig. 2.2. One can see that both \( Q_{ali,1} \) and \( Q_{eq,1} \) decrease towards one as the number of iterations increases. This reflects the convergence nature of Lloyd’s algorithm. Moreover, the decrease is more significant in the first few iterations and then getting much slower. This confirms the fact that Lloyd’s algorithm is efficient for obtaining a CVT of reasonably good quality but very slow for a CVT with high accuracy. Furthermore, one may notice that the decrease of \( Q_{ali,1} \) and \( Q_{eq,1} \) is not monotone. This may be attributed to the facts that (a) Lloyd’s algorithm is not designed specifically to minimize these quality measures and (b) \( Q_{ali,1} \) and \( Q_{eq,1} \) measure the quality of worst mesh elements. Overall, we see that \( Q_{ali,1} \) and \( Q_{eq,1} \) correctly reflect the polygonal mesh quality under the identity metric.

2.3. Approximation 2: use generalized barycentric mappings. This approximation is similar to Approximation 1 except that here we construct a specific local mapping \( F_T : T_C \rightarrow T \) using generalized barycentric mappings [1, 16, 29, 35]. The generalized barycentric mappings are related to generalized barycentric coordinates (GBCs) (see [13, 14, 15, 16] and references therein) which are defined below.
Fig. 2.1: Voronoi meshes of $8 \times 8$, $16 \times 16$, and $32 \times 32$ cells in Lloyd’s iteration.

Fig. 2.2: History of $Q_{ali,1}$ and $Q_{eq,1}$ in Lloyd’s iteration for meshes with $8 \times 8$, $16 \times 16$ and $32 \times 32$ cells.

**Definition 2.1.** The generalized barycentric coordinates for a given $n$-gon $T$ are the functions $\lambda_i : T \to \mathbb{R}$, $i = 1, \ldots, n$ satisfying

(i) (Non-negativity) All $\lambda_i(x)$ for $1 \leq i \leq n$ are non-negative on $T$;

(ii) (Linear precision) There hold

$$\sum_{i=1}^{n} \lambda_i(x) = 1, \quad \sum_{i=1}^{n} \lambda_i(x)x_i = x, \quad \forall x \in T.$$ 

Take a set of GBCs on $T_{G}$ and denote it by $(\lambda_1(\xi), \lambda_2(\xi), \ldots, \lambda_n(\xi))$. We can
define a mapping $F_T$ from $T_C$ to $T$ as

$$x = F_T(\xi) \triangleq \sum_{i=1}^{n} \lambda_i(\xi)x_i, \quad \forall \xi \in T_C.$$ 

Such a mapping is called a generalized barycentric mapping in literature and has important applications in several fields. An important non-trivial question is whether $F_T$ defines a bijection or not. Fortunately, it has been answered positively for two types of GBCs on convex polygons, Wachspress coordinates and piecewise linear coordinates.

The Wachspress coordinates are defined as

$$\lambda_i(x) = \frac{w_i(x)}{\sum_{j=1}^{n} w_j(x)}, \quad i = 1, \ldots, n$$

where

$$w_i(x) = \frac{x_{i-1}x_ix_{i+1}}{\prod_{j \neq i, i-1} x_jx_{j+1}}, \quad i = 1, \ldots, n$$

and $xyz$ denotes the signed area of the triangle with vertices $x$, $y$ and $z$. The Wachspress coordinates are linear for $n = 3$, bilinear for $n = 4$, and rational for general $n$.

We now consider piecewise linear coordinates. Let $T_{TC}$ be a triangulation of $T_C$. Let $\lambda_i$, $i = 1, \ldots, n$, be piecewise linear functions on $T_{TC}$ satisfying $\lambda_i(\xi_j) = \delta_{ij}$ and $\sum_{i=1}^{n} \lambda_i = 1$. This defines the piecewise linear GBCs associated with $T_{TC}$. Note that a different triangulation of $T_C$ can lead to a different set of GBCs. Moreover, $T_{TC}$ can be a triangulation using exactly the same vertices of $T_C$, or it can have extra vertices added as long as the extra vertices have their own and distinct barycentric coordinates specified. Furthermore, the piecewise linear bijection $F_T$ from $T_C$ to $T$ can be obtained in a different but equivalent way: specify the same type of triangulations for $T_C$ and $T$ and then use piecewise linear mappings to map each individual triangle in $T_C$ to the corresponding triangle in $T$.

In practice, the piecewise linear barycentric mapping is much easier to compute than the Wachspress barycentric mapping. For this reason, we consider the former only in this work. In this case, the Jacobian matrix $J_T$ of the mapping $F_T$ is piecewise constant on each $T \in \mathcal{T}$. If we also use a piecewise constant approximation of $M$ on $T$, from (2.9) and (2.10) we obtain the second set of mesh quality measures as

$$Q_{ali,2} = \max_{T \in \mathcal{T}} \max_{K \in T_T} \frac{\text{trace}((\mathbb{J}_T|_K)^tM_K\mathbb{J}_T|_K)}{2\det((\mathbb{J}_T|_K)^tM_K\mathbb{J}_T|_K)^{1/2}},$$

$$Q_{eq,2} = \max_{T \in \mathcal{T}} \max_{K \in T_T} \frac{\det((\mathbb{J}_T|_K)^tM_K\mathbb{J}_T|_K)\sqrt{\det(M_K)}}{\sigma_{h,2}},$$

where $\mathbb{J}_T|_K$ is the restriction of $\mathbb{J}_T$ on $K$,

$$\sigma_{h,2} = \frac{1}{N_{tri}} \sum_{T \in \mathcal{T}} \sum_{K \in T_T} \det((\mathbb{J}_T|_K)^tM_K\mathbb{J}_T|_K)\sqrt{\det(M_K)}$$

and $N_{tri}$ is the total number of the triangles in the mesh.
As for Approximation 1, we test the second set of the mesh quality measures on the same Lloyd iterations shown in Fig. 2.1. Again, each \( n \)-gon is compared with a regular reference \( n \)-gon. There are two easy ways to define the triangular subdivision on \( T \) (as well as on \( T_C \)): (a) connect \( x_1 \) with all other vertices of \( T \) and get a triangulation; (b) connect all vertices to the arithmetic mean of vertices. Since \( T \) is convex, the arithmetic mean of its vertices lies inside \( T \). We test both subdivisions. The results are reported in Figs. 2.3 and 2.4.

Fig. 2.3: History of \( Q_{ali,2} \) and \( Q_{eq,2} \) in Lloyd’s iteration for meshes with \( 8 \times 8 \), \( 16 \times 16 \) and \( 32 \times 32 \) cells. Here, the triangular subdivision (a) is used.

Fig. 2.4: History of \( Q_{ali,2} \) and \( Q_{eq,2} \) in Lloyd’s iteration for meshes with \( 8 \times 8 \), \( 16 \times 16 \) and \( 32 \times 32 \) cells. Here, the triangular subdivision (b) is used.

\( Q_{ali,2} \) and \( Q_{eq,2} \) have similar overall decreases, more dramatic drops at the first few iterations, and not monotone decreases as the mesh quality measures in Approximation 1. They also provide correct indications of the behavior of Lloyd’s algorithm.

On the other hand, one may notice that the values of \( Q_{ali,2} \) and \( Q_{eq,2} \) are generally greater than \( Q_{ali,1} \) and \( Q_{eq,1} \) and more sensitive to quality changes (with more and stronger oscillations). This means that those Voronoi meshes have worse quality in the former’s eyes than in the latter’s eyes. The reason why \( Q_{ali,2} \) and \( Q_{eq,2} \) are pickier is due to their construction: they favor triangulations that look good for the used piecewise generalized barycentric mapping. To explain this, we examine a random \( n \)-gon \( T \) in a CVT, as shown in Fig. 2.5. Although \( T \) is considered as of good shape by Lloyd’s algorithm, i.e., its generator is close to its barycenter, \( T \) may still contain short edges. When both the regular reference \( n \)-gon and \( T \) are cut into triangles which are compared one-by-one, the triangles associated with the short edges have a bad shape.

It is also interesting to point out that subdivision (b) gives smaller \( Q_{ali,2} \) and \( Q_{eq,2} \) than subdivision (a).
Fig. 2.5: Piecewise linear barycentric mapping from a regular reference hexahedron to $T$ using triangular subdivision (b). Because of the short edges in $T$, some sub-triangles of $T$ can have bad shape, which affects the value of $Q_{ali,2}$.

2.4. Approximation 3: employ a special design that uses infinitely many reference $n$-gons to ensure $F_T$ be affine. This approximation is different from the previous two. Here, we introduce a set of infinitely many reference polygons of relatively good shape. Such a large set of reference polygons allows us to use affine mappings to define $F_T$. An important tool for the development is the connection between an arbitrary $n$-gon and a high dimensional simplex. Such a connection has been known in geometry and discrete mathematics (e.g., see [49, Chapter 0]). Here we use it to analyze polygonal mesh quality.

Consider a set of GBCs $\lambda_i$, $i = 1, ..., n$, on $T \in \mathcal{T}$. Recall that

$$x = \sum_{i=1}^{n} \lambda_i x_i, \quad \forall x \in T \tag{2.19}$$

where $\lambda = [\lambda_1, \lambda_2, \ldots, \lambda_n]^t$ lies in the set

$$S_{n-1} = \{[\lambda_1, \lambda_2, \ldots, \lambda_n]^t \in \mathbb{R}^n \mid \sum_{i=1}^{n} \lambda_i = 1 \text{ and } \lambda_i \geq 0, \ 1 \leq i \leq n\}.$$

The set $S_{n-1}$ is a regular $(n-1)$-simplex in $\mathbb{R}^n$, meaning that it has complete symmetry with regard to transitions over vertices, edges, and higher dimensional faces, etc. $S_{n-1}$ is contained in an $(n-1)$-dimensional hyperplane $\sum_{i=1}^{n} \lambda_i = 1$ in $\mathbb{R}^n$ and is essentially an $(n-1)$-dimensional simplex living in the $n$-dimensional space.

Equation (2.19) can be viewed as a linear mapping from $S_{n-1}$ onto $T$. We shall add a translation to this mapping to make the center of $S_{n-1}$ mapped to the origin, which will greatly simplify the derivation. Denote the arithmetic mean of all vertices of $T$, which will be called as the arithmetic center of $T$, by

$$x_T = \frac{1}{n} \sum_{i=1}^{n} x_i.$$

The arithmetic center of a convex polygon always locates inside the polygon. Equation (2.19) can be rewritten into

$$x - x_T = \sum_{i=1}^{n} \lambda_i (x_i - x_T). \tag{2.20}$$

Denote by $\hat{x} = x - x_T$ a translation in coordinates which moves $x_T$ to the origin. Then, (2.20) can be viewed as a linear mapping from $\lambda$ to $\hat{x}$, with the geometric
center of $S_{n-1}$, denoted by $\lambda_c = [\frac{1}{n}, \ldots, \frac{1}{n}]^t$, being mapped into the origin $\mathbf{x} = 0$. For simplicity and with abusing of the notation, it is convenient to still denote the coordinate for $T$ by $\mathbf{x}$, which should actually be understood as $\hat{x}$, together with the assumption that $x_T = 0$.

The mapping from $S_{n-1}$ to $T$ can be written as

$$S_{n-1} \xrightarrow{\Psi_T} T, \quad \Psi_T(\lambda) = B_T \lambda \triangleq \begin{bmatrix} x_1 & x_2 & \cdots & x_n \end{bmatrix} \lambda.$$  

(2.21)

Clearly, one has

$$\begin{bmatrix} 0 \\ 0 \end{bmatrix} = \mathbf{x}_T = \Psi_T(\lambda_c).$$

When $n = 3$, (2.21) together with the constraint $\sum_{i=1}^n \lambda_i = 1$ gives a uniquely solvable $3 \times 3$ linear system for non-degenerate $T$,

$$\begin{bmatrix} B_T \\ 1^t \end{bmatrix} \lambda \triangleq \begin{bmatrix} x_1 & x_2 & x_3 \\ 1 & 1 & 1 \end{bmatrix} \lambda = \begin{bmatrix} \mathbf{x} \\ 1 \end{bmatrix},$$

i.e., the mapping $\Psi_T$ is invertible. But for $n > 3$, the mapping $\Psi_T$ is not invertible as there is a non-trivial kernel. This can also be explained by the fact that $T$ is a 2-manifold while $S_{n-1}$ is an $(n-1)$-manifold.

To understand the linear mapping $\Psi_T$ from $S_{n-1}$ to $T$, we consider the singular value decomposition of the matrix $B_T \in \mathbb{R}^{2 \times n}$,

$$B_T = U_T \Sigma_T V_T^t,$$

where

$$U_T = [\mathbf{u}_{1,T} \mathbf{u}_{2,T}] \in \mathbb{R}^{2 \times 2}, \quad \Sigma_T = \begin{bmatrix} \sigma_{1,T} & 0 & 0 & \cdots & 0 \\ 0 & \sigma_{2,T} & 0 & \cdots & 0 \end{bmatrix} \in \mathbb{R}^{2 \times n},$$

$$V_T = [\mathbf{v}_{1,T} \mathbf{v}_{2,T} \cdots \mathbf{v}_{n,T}] \in \mathbb{R}^{n \times n},$$

$\sigma_{1,T} \geq \sigma_{2,T}$ are the singular values, and $U_T$ and $V_T$ are orthogonal matrices. The singular values are non-zero as long as the polygon $T$ does not degenerate into a line segment. We further decompose

$$\Sigma_T = \begin{bmatrix} \sigma_{1,T} & 0 \\ 0 & \sigma_{2,T} \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \\ 0 & 1 & 0 & \cdots & 0 \end{bmatrix} \triangleq D_T Q_T.$$

Then, the singular value decomposition of $B_T$ can be rewritten into

$$B_T = (U_T D_T U_T^t)(U_T Q_T V_T^t) \triangleq J_T P_T.$$

Now, the geometric meaning of the linear mapping $\Psi_T$ (with coefficient matrix $B_T$) can be explained as follows (see an illustration given in Fig. 2.6).

First, the linear mapping $\Psi_T$ applies to $S_{n-1}$ with a linear transformation specified by

$$P_T = U_T Q_T V_T^t = U_T \begin{bmatrix} \mathbf{v}_{1,T}^t \\ \mathbf{v}_{2,T}^t \end{bmatrix}.$$
Since $Q_T V^T_T$ is an orthogonal projection from $S_{n-1}$ onto the plane spanned by $v_{1,T}$ and $v_{2,T}$, $P_T$ is an orthogonal projection followed by a 2D rotation/reflection $U_T$. The result is an $n$-gon

$$K_T = U_T \left[ v^T_1, v^T_2 \right] (S_{n-1}). \tag{2.22}$$

Second, the mapping applies to $K_T$ with a linear transformation $F_T(\xi) = J_T \xi = U_T D_T U^T_T \xi$, resulting in $T = F_T(K_T)$. Note that $J_T$ is symmetric and positive definite. Thus $F_T$ is an anisotropic scaling, i.e., scaling by factors $\sigma_{1,T}$ and $\sigma_{2,T}$ in the directions of $u_{1,T}$ and $u_{2,T}$, respectively. Polygons $T$ and $K_T$ are affine similar under the anisotropic scaling $F_T$.

![Diagram illustrating the linear mapping from simplex $S_{n-1}$ to a polygon, which is decomposed into two affine mappings.](image)

In the following we show that $K_T$ has several nice properties. First of all, because $T$ and $K_T$ are affine similar to each other, we have the following three propositions.

**Proposition 2.2.** $T$ is convex if and only if $K_T$ is convex.

**Proposition 2.3.** $T$ is non-degenerate if and only if $K_T$ is non-degenerate.

**Proposition 2.4.** The arithmetic center of $K_T$ locates at the origin.

More importantly, $K_T$ has a relatively good shape and can serve as a reference $n$-gon. To show this, we first need to clarify what it means for an $n$-gon to have a relatively good shape. For triangles, it is common to use the ratio between the radii of its inscribed circle and circumscribed circle as a measure. But an $n$-gon with $n \geq 4$ may not have inscribed or circumscribed circles. Therefore, we introduce the following definition.

**Definition 2.5.** For a given polygon $T$, its in-radius is the maximum radius of all disks contained inside $T$, and its outer-radius is the minimum radius of all disks containing $T$.

**Proposition 2.6.** Let $T$ be a convex $n$-gon and $K_T$ be defined in (2.22). Then, the in-radius of $K_T$ is greater than or equal to $\frac{1}{n(n-1)}$, and the outer-radius of $K_T$ is less than or equal to $\frac{n-1}{n}$. Consequently, the ratio $\rho$ between the in-radius and the outer-radius of $K_T$ is bounded by

$$\frac{1}{n-1} \leq \rho \leq 1,$$

which depends on $n$ but not on the shape of $K_T$. 
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Proof. Recall that \( S_{n-1} \) lies inside the hyperplane \( \sum_{i=1}^{n} \lambda_i = 1 \). By Proposition 2.4 and linearity, one has
\[
\begin{bmatrix}
0 \\
0
\end{bmatrix} = P_T \lambda_c = U_T \begin{bmatrix}
v_{1,T} \cdot \lambda_c \\
v_{2,T} \cdot \lambda_c
\end{bmatrix},
\]
which implies that \( v_{1,T} \cdot \lambda_c = v_{2,T} \cdot \lambda_c = 0 \). Consequently, vectors in \( \text{span}\{v_{1,T}, v_{2,T}\} \) are orthogonal to \( \lambda_c = [\frac{1}{n}, \ldots, \frac{1}{n}]^T \), which is also the normal direction of the hyperplane \( \sum_{i=1}^{n} \lambda_i = 0 \). In other words, the 2D plane spanned by \( v_{1,T} \) and \( v_{2,T} \) lies inside the hyperplane \( \sum_{i=1}^{n} \lambda_i = 0 \), which is parallel to the hyperplane \( \sum_{i=1}^{n} \lambda_i = 1 \). This is important as it guarantees that the orthogonal projection of any ball inside the hyperplane \( \sum_{i=1}^{n} \lambda_i = 1 \) into \( \text{span}\{v_{1,T}, v_{2,T}\} \) must be a circular disk, as illustrated in Fig. 2.7.

![Hyperplane Projection plane Hyperplane Projection plane](image)

Fig. 2.7: Orthogonal projection from a hyperplane to a 2D plane. Left: If the 2D plane lies inside a parallel hyperplane, then projection of any ball in the hyperplane gives a circular disk; Right: if not parallel, the projection becomes an ellipse.

By Proposition 2.2, polygon \( K_T \) is also convex. Hence the projection \( P_T \) maps the inscribed ball of \( S_{n-1} \) into an inner disk of \( K_T \), and the circumscribed ball of \( S_{n-1} \) into an outer disk of \( K_T \). One simply needs to compute the radii of the inscribed and the circumscribed ball of \( S_{n-1} \), which are just \( \sqrt{\frac{1}{n(n-1)}} \) and \( \sqrt{\frac{n-1}{n}} \). This completes the proof of the lemma. □

Remark 2.7. For \( n > 3 \), the projection of the inscribed (circumscribed) ball of \( S_{n-1} \) under \( P_T \) is not necessarily the largest disk in \( K_T \) (the smallest disk containing \( K_T \)).

Because of the uniform bound for \( \rho \) stated in Proposition 2.6, \( K_T \) has a relatively good shape and can thus be used as a reference \( n \)-gon.

A few possible \( K_T \)'s are shown in Fig. 2.8. When \( n = 3 \), the simplex \( S_2 \) is an equilateral triangle lying in the plane \( \lambda_1 + \lambda_2 + \lambda_3 = 1 \) and the condition \( v_1 \cdot 1 = v_2 \cdot 1 = 0 \) implies that \( \text{span}\{v_1, v_2\} \) is just the plane \( \lambda_1 + \lambda_2 + \lambda_3 = 0 \). Thus the reference 3-gons, or the reference triangles, are simply rotated/reflected equilateral triangles with edge length \( \sqrt{2} \), as shown in Fig. 2.8. In other words, the (equilateral) reference triangle is unique up to rotation/reflection. When \( n > 3 \), on the other hand, the reference \( n \)-gons will no longer be unique even after rotation/reflection. However,
they should all lie between two circles with radii $\sqrt{\frac{1}{n(n-1)}}$ and $\sqrt{\frac{n-1}{n}}$, as stated in Proposition 2.6; and they should all be convex and non-degenerate, as verified in propositions 2.2 and 2.3.

Now we are ready to define the mesh quality measures using the reference $n$-gons. Recall that each $T$ has a unique $K_T$ and $T_C$ is the collection of all those $K_T$’s. (We do not need to compute $K_T$’s when evaluating the mesh quality measures.) The Jacobian matrix $J_T$ of $F_T$ is defined as

$$J_T = U_T \begin{bmatrix} \sigma_{1,T} & 0 \\ 0 & \sigma_{2,T} \end{bmatrix} U_T^T,$$

(2.23)

where $U_T$ and $\sigma_{1,T}$ and $\sigma_{2,T}$ are the left singular vectors and singular values of the matrix $B_T = [x_1 - x_T, ..., x_n - x_T]$. (Here we put back the translation just for convenience.) Using the metric tensor approximation (2.1), we can then define the mesh quality measures as

$$Q_{ali,3} = \max_{T \in T} \frac{\text{trace}(J_T^T M_T J_T)}{2 \det(J_T^T M_T J_T)^{1/2}},$$

(2.24)

$$Q_{eq,3} = \max_{T \in T} \frac{\det(J_T^T M_T J_T) \sqrt{\det(M_T)}}{\sigma_{h,3}},$$

(2.25)

where $J_T$ is defined in (2.23),

$$\sigma_{h,3} = \frac{1}{N_p} \sum_{T \in T} \det(J_T^T M_T J_T) \sqrt{\det(M_T)},$$

(2.26)

and $N_p$ is the number of the polygons in $T$.

We have tested the third set of mesh quality measures numerically on the same Lloyd iterations shown in Fig. 2.1. The results are reported in Fig. 2.9. Comparing
with the numerical results for $Q_{ali,1}$ and $Q_{eq,1}$ (cf. Fig. 2.2 and Table 2.1), one may notice that $Q_{ali,3}$ is slightly smaller than $Q_{ali,1}$ but $Q_{eq,3}$ is slightly larger than $Q_{eq,1}$ for the same mesh. This is because in the computation for the first approximation, regular $n$-gons are used as reference $n$-gons, which gives a precise control of the size of reference $n$-gons; while in the third approximation, the size of reference $n$-gons varies a bit as can be seen in Fig. 2.8. Overall, $Q_{ali,3}$ and $Q_{eq,3}$ also provide a good measure on the quality of Voronoi meshes. A major advantage of this approximation is that all $F_T$‘s are affine, which will be useful in error estimation in numerical solution of partial differential equations.

2.5. Summary. The three sets of mesh quality measures discussed in the previous subsections can more or less be viewed as discretizations or numerical approximations of the continuous level alignment and equidistribution quality measures defined in (2.10). Moreover, they all adopt the idea of evaluating the quality of a polygonal mesh by comparing its elements to their counterparts in the computational mesh which can be a conventional mesh or a collection of reference polygons. Numerical experiment shows that they all provide correct measures for the quality of Voronoi meshes generated by Lloyd’s algorithm. Some of the main features of these mesh quality measures are elaborated in the following.

- $Q_{ali,3}$ (2.24) and $Q_{eq,3}$ (2.25) are fully determined by the mesh $T$. Specifically, the computational mesh $T_C$ is a collection of $K_T$‘s which are shown to have reasonably good quality and determined by the coordinates of the vertices of $T$. The mapping $F_T$ is an affine mapping from $K_T$ to $T$, which is also determined by the coordinates of the vertices of $T$.

- $Q_{ali,1}$ (2.13) and $Q_{eq,1}$ (2.14) are not fully determined by the mesh $T$. The computational mesh $T_C$ can be chosen by the user to be a mesh or a collection of reference $n$-gons. The measurement of the quality of $T$ depends on the choice of $T_C$. The mapping $F_T$ is approximated by an affine mapping that is obtained by least squares fitting to the correspondence between the vertices of $T \in T$ and $T_C \in T_C$ and thus fully determined by $T$ and $T_C$.

- $Q_{ali,2}$ (2.16) and $Q_{eq,2}$ (2.17) are not fully determined by the mesh $T$. The computational mesh $T_C$ can be chosen by the user to be a mesh or a collection of reference $n$-gons. The mapping $F_T$ is specified using generalized barycentric mappings such as Wachspress and piecewise barycentric coordinates. The measurement of the quality of $T$ depends on the choice of $T_C$ as well as the choice of $F_T$. The tests using Voronoi meshes generated by Lloyd’s algorithm (cf. Table 2.1) suggest that $Q_{ali,2}$ and $Q_{eq,2}$ provide the toughest measures.
(which give biggest values and are hardest to satisfy) among the three sets of mesh quality measures.

Table 2.1: $Q_{ali}$ and $Q_{eq}$ at selected Lloyd’s iteration steps for the $32 \times 32$ mesh. Subdivision (b) was used for $Q_{ali,2}$ and $Q_{eq,2}$.

| Iter. | $Q_{ali,1}$ | $Q_{eq,1}$ | $Q_{ali,2}$ | $Q_{eq,2}$ | $Q_{ali,3}$ | $Q_{eq,3}$ |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0     | 3.4362      | 3.0130      | 3.4362      | 7.3202      | 3.4362      | 3.6641      |
| 2     | 1.8519      | 2.5239      | 2.9940      | 3.3286      | 1.8851      | 2.6679      |
| 8     | 1.3927      | 1.5355      | 2.9190      | 2.5647      | 1.3869      | 1.9022      |
| 43    | 1.1394      | 1.3771      | 2.7847      | 2.1333      | 1.1370      | 1.4703      |

3. Anisotropic polygonal mesh adaptation. In this section, we study the anisotropic adaptation for polygonal meshes through a moving mesh method based on the so-called MMPDE (moving mesh PDE) \[25, 26\]. Notice that a mesh is completely determined by two data structures: the coordinates and connectivity of vertices that form polygons. In a certain range, one can move the vertices without changing mesh topology or tangling the mesh. The moving polygonal mesh method uses this idea and implements it in an iterative manner.

1. Initialization: Given an initial physical mesh $\mathcal{T}^{(0)}$ for $\Omega$;
2. Outer iteration ($k = 0, 1, ...$):
   (a) Update the metric tensor $\mathbb{M}^{(k)}$ based on the information available at the current iteration. The information includes the current mesh $\mathcal{T}^{(k)}$ and the physical solution $u^{(k)}$ that is obtained by solving the underlying PDE on the current mesh $\mathcal{T}^{(k)}$;
   (b) Find a way to move the vertices of the physical mesh so that the new mesh $\mathcal{T}^{(k+1)}$ has a better quality under the metric $\mathbb{M}^{(k)}$.

We now give a detailed description of Step 2b. The moving mesh strategy is closely related to $Q_{ali,2}$ and $Q_{eq,2}$ (with piecewise barycentric mappings and subdivision (b)). Recall that they are the toughest set of mesh quality measures among the three, and it is reasonable to expect that the others can be satisfied when they are satisfied. Moreover, $Q_{ali,2}$ and $Q_{eq,2}$ are associated with a triangulation of each polygon in the mesh. One advantage of using piecewise barycentric mappings to define local mappings $F_T$ is that it allows us to reuse part of the code previously developed in \[24\] for moving triangular meshes. The triangular subdivisions of all $T \in \mathcal{T}$ used in defining $F_T$, combined together, can be viewed as a triangular mesh itself. On the other hand, we should emphasize that the polygonal moving mesh algorithm is substantially different from a triangular moving mesh algorithm since the former aims to optimize each polygon whereas the latter focuses on the quality of each triangle. As shown in Fig. 2.5, some of the sub-triangles of a good polygon can indeed have a bad shape.

We assume that a reference computational mesh $\hat{T}_C$ has been chosen for the mesh movement purpose. For example, we can use a CVT generated by Lloyd’s algorithm. We denote the triangular meshes resulting from the triangulation associated with $Q_{ali,2}$ and $Q_{eq,2}$ for $\hat{T}_C$ and $\mathcal{T}^{(k+1)}$ by $\hat{T}_{\hat{T}_C}$ and $\hat{T}_{\mathcal{T}^{(k+1)}}$, respectively. Consider the function

\[
I_k(\{\hat{\xi}_i\}, \{\hat{x}_i^{(k+1)}\}) = \sum_{K \in \hat{T}_{\hat{T}^{(k+1)}}} |K|G(J_K, \det(J_K), \mathbb{M}_K), \quad (3.1)
\]
where \(\{\xi_i\}\) and \(\{x_i^{(k+1)}\}\) denote the coordinates of the vertices of \(\mathcal{T}_{\hat{C}}\) and \(\mathcal{T}_{(k+1)}\), respectively, \(M_K\) is the average of \(M_i^{(k)}\) on \(K\), \(J_K\) is the inverse of the Jacobian matrix \(J_K\) of the affine mapping from \(K_{C_i} \in \mathcal{T}_{\hat{C}}\) to \(K \in \mathcal{T}_{(k+1)}\), and

\[
G(J_K, \det(J_K), M_K) = \frac{1}{3} \sqrt{\det(M_K)} \left( \text{trace}(J_K^{-1} J_K') \right)^2 
+ \frac{4}{3} \sqrt{\det(M_K)} \left( \frac{\det(J_K)}{\sqrt{\det(M_K)}} \right)^2. \tag{3.2}
\]

The function (3.1) is a discretization of a continuous meshing functional [20, 24] and it is known that minimizing \(I_h\) will tend to make the mesh to satisfy the alignment and equidistribution conditions associated with \(M_i^{(k)}\) and thus to have a better quality under the metric \(M_i^{(k)}\).

Since \(\mathcal{T}_{\hat{C}}\) is known, the new mesh \(\{x_i^{(k+1)}\}\) or \(\mathcal{T}_{(k+1)}\) can be obtained either by directly minimizing \(I_h\) or by first differentiating \(I_h\) with respect to \(\{x_i^{(k+1)}\}\) and then solving the corresponding algebraic equations. In either case, an iterative method has to be used because \(I_h\) is highly nonlinear. The iterative solution of the new mesh forms the inner iteration.

Recall that \(M_i^{(k)}\) is defined on \(\mathcal{T}^{(k)}\). During the inner iteration, the metric tensor needs to be updated constantly (through interpolation) on approximate meshes of \(\mathcal{T}^{(k+1)}\) that will have different vertex locations than \(\mathcal{T}^{(k)}\). This can be expensive even if linear interpolation is used.

To avoid this difficulty, an indirect method for finding \(\mathcal{T}_{(k+1)}\) is used. We replace (3.1) with \(I_h(\{\xi_i\}, \{x_i^{(k)}\})\) (the same form but with difference meshes), where \(\{\xi_i\}\) denotes the vertices of a computational mesh \(\mathcal{T}_{\hat{C}}\) and \(\{x_i^{(k)}\}\) denotes the vertices of the physical mesh \(\mathcal{T}^{(k)}\). We then minimize the new function with respect to \(\{\xi_i\}\) while \(\{x_i^{(k)}\}\) remains fixed. An advantage of this is that, since \(\mathcal{T}^{(k)}\) is fixed during the inner iteration, there is no need for updating \(M_i^{(k)}\). Moreover, minimizing \(I_h(\{\xi_i\}, \{x_i^{(k)}\})\) also tends to make the mesh to satisfy the alignment and equidistribution conditions associated with \(M_i^{(k)}\). Thus, it is reasonable to expect that the correspondence

\[
\{x_i^{(k)}\} = \Phi_h(\{\xi_i\})
\]

is close to the correspondence

\[
\{x_i^{(k+1)}\} = \Psi_h(\{\hat{\xi}_i\}),
\]

which is determined by minimizing (3.1). Then, we can define the new mesh as

\[
\{x_i^{(k+1)}\} = \Phi_h(\{\hat{\xi}_i\}),
\]

which can be computed by linear interpolation as \(\Phi_h\) is completely determined once \(\{x_i^{(k)}\}\) and \(\{\xi_i\}\) are known.

Now, the inner iteration is viewed as to find the steady state of a modified gradient flow of the function \(I_h(\{\xi_i\}, \{x_i^{(k)}\})\). The mesh equation is recorded below without derivation. The interested reader is referred to [24] for detailed derivation.

\[
\begin{align*}
\frac{d\xi_i}{dt} &= \frac{\tau}{V} \sum_{K \in \omega_i} |K|w_{ik}^K, & i = 1, \ldots, N_v, & t > 0 \\
\xi_i(0) &= \hat{\xi}_i, & i = 1, \ldots, N_v
\end{align*}
\tag{3.3}
\]
where \( N_v \) is the number of vertices of \( \mathcal{T}_T(k) \), \( \omega_i \) is the patch of triangles associated with vertex \( x_i^{(k)} \) in \( \mathcal{T}_T(k) \), \( i_K \) is the local index of \( x_i^{(k)} \) in \( K \), \( \mathbf{v}_i^K \) is the local mesh velocity associated with the \( i_K \)th vertex of \( K \), \( \tau > 0 \) is a constant parameter used to adjust the time scale of mesh movement, and \( P = (P_1, \ldots, P_{N_v}) \) is a positive function used to make the mesh equation to have desired invariance properties. The local velocities are given by

\[
\begin{bmatrix}
(v^K_1)_{t} \\
(v^K_2)_{t}
\end{bmatrix} = -E_K^{-1} \frac{\partial G}{\partial J_K} \frac{\det(E_{K_c})}{\det(E_K)} E_{K_c}^{-1}, \quad \mathbf{v}_0^K = -\sum_{j=1}^{2} \mathbf{v}_j^K, \quad (3.4)
\]

where

\[
\frac{\partial G}{\partial J_K} = \frac{4}{3} \sqrt{\det(M_K)} \text{trace}(J_K M_K^{-1} J_K^T) M_K^{-1} J_K^T,
\]

\[
\frac{\partial G}{\partial \det(J_K)} = \frac{8}{3} \frac{\det(J_K)}{\sqrt{\det(M_K)}}.
\]

The balancing function in \( (3.3) \) is chosen to be \( P_i = \det(M(x_i^{(k)}))^{1/3} \) such that \( (3.3) \) is invariant under the scaling transformation \( M \rightarrow cM \).

The mesh equation \( (3.3) \) should be modified properly for boundary vertices. For fixed boundary vertices, the corresponding equations should be replaced by

\[
\frac{d\xi_i}{dt} = 0.
\]

For boundary vertices on a curve represented by \( \phi(\xi) = 0 \), the corresponding mesh equations should be modified such that its normal component along the curve is zero, i.e.,

\[
\nabla \phi(\xi_i) \cdot \frac{d\xi_i}{dt} = 0.
\]

The mesh equation \( (3.3) \), along with proper modification for boundary vertices, can be solved by any ODE solver. (Matlab’s ODE solver ode15s is used in our computation.) In principle, it should be integrated until a steady state is obtained. Since finding \( \xi_i \) just represents one step of the outer iteration, we integrate \( (3.3) \) only up to \( t = 1 \) (with \( \tau = 1/300 \)) to save CPU time.

We now discuss the choice and computation of the metric tensor. We choose the metric tensor based on optimizing the \( L^2 \) norm of error for piecewise linear interpolation \([22, 27]\). The main reason for this choice is that it is simple, problem independent, and effective. It reads as

\[
M = \det(\alpha h I + |H(u_h)|)^{-\frac{1}{2}} [\alpha h I + |H(u_h)|], \quad (3.5)
\]

where \( u_h \) is an approximate solution, \( H(u_h) \) is the recovered Hessian of \( u_h \), \( |H(u_h)| \) is the eigen-decomposition of \( H(u_h) \) with the eigenvalues being replaced by their absolute values, and the regularization parameter \( \alpha_h > 0 \) is chosen such that

\[
\int_{\Omega} \sqrt{\det(M)} d\mathbf{x} = 2 \int_{\Omega} \det(|H(u_h)|)^{1/2} d\mathbf{x}. \quad (3.6)
\]

It has been shown in \([28]\) that when the recovered Hessian satisfies a closeness assumption, a linear finite element solution of an elliptic boundary value problem on
a simplicial mesh computed using the moving mesh algorithm converges at a second order rate as the mesh is refined. Numerical examples presented later show that the same strategy seems to work well for polygonal meshes too. We use a Hessian recovery method based on a least squares fit. More specifically, a quadratic polynomial is constructed locally for each vertex via least squares fitting to neighboring nodal function values and an approximate Hessian at the vertex is then obtained by differentiating the polynomial.

Finally, we point out that currently there is no built-in mechanism in the algorithm to prevent mesh elements from becoming non-convex, or to prevent mesh-tangling. Such issues, as well as the convergence of the algorithm, are generally difficult to analyze theoretically [5]. On the other hand, the continuous meshing functional corresponding to \( I_h(\{\xi_i\}, \{x_i^{(k)}\}) \) is coercive and polyconvex and has a minimizer [20]. Moreover, numerical results to be given in Section 4 show that the algorithm is efficient and robust.

4. Numerical results. In this section, we present numerical results obtained with the moving mesh algorithm given in Section 3 for Laplace’s equation \(-\Delta u = f\) in \(\Omega = (0,1)^2\) subject to the Dirichlet boundary condition. Two examples with the following exact solutions are tested,

Example 1: \[ u = \tanh(40y - 80x^2) - \tanh(40x - 80y^2); \]

Example 2: \[ u = \sqrt{0.5(r - x)} - 0.25r^2, \quad r = \sqrt{x^2 + y^2}. \]

These examples are solved on polygonal meshes using the Wachspress finite element method [46], an \(H^1\) conforming finite element method using the Wachspress barycentric coordinates as basis functions. It is known that for smooth exact solutions and sufficiently fine shape-regular quasi-uniform polygonal meshes, the Wachspress finite element method has the asymptotic convergence order \(O(h)\) in \(H^1\) semi-norm and \(O(h^2)\) in \(L^2\) norm, where \(h\) is the characteristic size of the mesh. If one considers a quasi-uniform polygonal mesh with \(N \times N\) polygons, the characteristic mesh size \(h\) roughly equals \(N^{-1}\). Consequently, the optimal asymptotic order of the approximation error for the Wachspress finite element method can be expressed into \(O(N^{-1})\) in \(H^1\) semi-norm and \(O(N^{-2})\) in \(L^2\) norm.

Let us briefly explain the reason why we pick these two examples. For Example 1, the value of \(u\) ranges from \(-2\) to \(2\) in \(\Omega\). An equidistant contour plot of \(u\) is shown in Fig. 4.1. Apparently, \(u\) changes rapidly near the curves \(y - 2x^2 = 0\) and \(x - 2y^2 = 0\),
while it is almost constant everywhere else. It exhibits a strong anisotropic behavior in the gradient and Hessian near those curves. When a uniform isotropic mesh is used to discretize Example 1, the number of the elements has to be very large to resolve the rapid changes of $u$ near the curves. On the other hand, less elements can be used for the same accuracy when using an adaptive anisotropic mesh, which is dense around the regions with the rapid changes of $u$ and coarse in places where $u$ is almost constant. Here, we will show that the moving mesh algorithm described in Section 3 is capable of generating high quality anisotropic adaptive polygonal meshes optimized for this problem in terms of the $L^2$ norm of the approximation error.

Example 2 is a well-known example with a corner singularity at $(0,0)$, and the exact solution $u$ is in $H^{3-\epsilon}(\Omega)$ for arbitrarily small $\epsilon > 0$. When discretized using quasi-uniform meshes, the best approximation error that can be reached has asymptotic order $O(h^{0.5}) = O(N^{-0.5})$ in $H^1$ semi-norm and $O(h^{1.5}) = O(N^{-1.5})$ in $L^2$ norm. It is emphasized that, no matter how fine the uniform mesh is, the asymptotic order of approximation error cannot be improved due to the intrinsic low regularity of the exact solution. Later on we will show that adaptive meshes generated by the moving mesh method not only can lead to smaller errors but also improves the convergence order to the optimal $O(N^{-2})$ for the $L^2$ norm.

For both examples, we set $\Omega_C = \Omega$ and use CVTs generated on $\Omega_C$ by Lloyd’s algorithm as the reference computational mesh $\hat{T}_C$. According to the numerical results given in Section 2, the mesh $\hat{T}_C$ has good quality under the Euclidean metric. We take the initial physical mesh $T^{(0)} = \hat{T}_C$.

We start from a reference computational mesh $\hat{T}_C$ with $32 \times 32$ polygons and apply the moving mesh algorithm with 10 outer iterations to Example 1. The initial mesh and the physical meshes after 1 and 10 outer iterations, i.e., $T^{(0)}$, $T^{(1)}$ and $T^{(10)}$, are shown in Fig. 4.2. One can see that the meshes correctly capture the rapid changes of the solution (cf. Fig. 4.1). In addition, a close view of $T^{(10)}$ near $(0.5, 0.5)$ (shown in Fig. 4.2) clearly shows the anisotropic behavior of the mesh elements. The history of alignment and equidistribution measures is reported in Fig. 4.3. Here, $Q_{ali,1}$, $Q_{ali,2}$ and $Q_{eq,1}$, $Q_{eq,2}$ are computed by comparing the physical mesh with the reference computational mesh $\hat{T}_C$, while $Q_{ali,3}$ and $Q_{eq,3}$ are computed by comparing each polygon $T$ in the physical mesh with its own reference $K_T$. One can see that the moving mesh algorithm reduces the mesh quality measures although the reduction is not monotone. Moreover, $Q_{ali,2}$ is slightly bigger than $Q_{ali,1}$ and $Q_{ali,3}$ and $Q_{eq,3}$ is slightly bigger than $Q_{eq,1}$. These are consistent with what we have observed in Section 2. Fig. 4.3 also shows that all three sets of mesh quality measures have very similar evolution patterns.
A more important question is whether these adaptive meshes actually help reduce the approximation error or not. To examine this, we computed the $L^2$ norm and the $H^1$ semi-norm of $u - u_h$, where $u_h$ is the finite element solution using the Wachspress finite element method, on these adaptive meshes. The results are reported in Fig. 4.4. The figure clearly shows the effectiveness of the moving mesh method in reducing the approximation error, as both the $L^2$ norm and the $H^1$ semi-norm of the error are reduced for about 10 times after applying 10 outer iterations. Interestingly, although the algorithm does not reduce $Q_{ali}$ or $Q_{eq}$ monotonically, it seems to reduce the $L^2$ norm and the $H^1$ semi-norm of the error monotonically for Example 1. We also notice that the majority of reduction occurs within the first few outer iterations.

With the above observations, we continue testing the method for Example 1, on meshes with different numbers of cells. Consider meshes with $N \times N$ polygonal cells, for $N = 8, 16, 32, 64, \text{and} 128$. Again, the reference computational meshes are taken as CVTs generated by Lloyd’s algorithm. Optimal rates of convergence, $O(N^{-1})$ in $H^1$ semi-norm and $O(N^{-2})$ in $L^2$ norm, usually cannot be achieved when the mesh is not fine enough to resolve all detail of the solution. In Table 4.1 it can be seen that on quasi-uniform mesh $T^{(0)}$, asymptotic order of errors in $H^1$ semi-norm is less than $O(N^{-1})$ and improves as $N$ increases. The asymptotic order of the error in $L^2$ norm on $T^{(0)}$ appears to be larger than $O(N^{-2})$ at the beginning, which is indeed an indication that very coarse meshes cannot fully resolve the detail of the solution and thus result in bad approximations. Again, when $N$ increases, the asymptotic order of the error in $L^2$ norm improves until it reaches $O(N^{-2})$. 
Both the $H^1$ semi-norm and $L^2$ norm of the approximation error are significantly improved by the anisotropic adaptive mesh algorithm. In Fig. 4.5, the approximation error is reported for different mesh sizes and different numbers of MMPDE outer iterations. We can see that the approximation error can be effectively reduced by performing just a few MMPDE outer iterations. To better compare the quantity of the error, we also list the results on the initial mesh and on the physical mesh after 5 MMPDE outer iterations in Table 4.1. Asymptotic orders in terms of $\frac{1}{N}$ are reported in the table too. Improvements in both the $H^1$ semi-norm and the $L^2$ norm and in convergence order can be observed.

Next, we test Example 2 under the same settings as for Example 1. We start from an initial mesh with $32 \times 32$ cells and apply the MMPDE algorithm. The initial mesh and physical meshes after 1 and 10 outer iterations of MMPDE are shown in Fig. 4.6. The history of $Q_{ali}$ and $Q_{eq}$ and the $L^2$ norm and $H^1$ semi-norm of the error is reported in Figs. 4.7 and 4.10. One may notice that $Q_{ali,1}$, $Q_{ali,2}$, and $Q_{ali,3}$ stay almost constant while $Q_{eq,1}$, $Q_{eq,2}$, and $Q_{eq,3}$ increase slightly during the MMPDE iterations. We first point out that the corner singularity in this example is essentially isotropic. Therefore, any isotropic mesh has good alignment under any metric based on the recovered Hessian of the solution. As a result, we expect that $Q_{ali}$ remains small and constant during the MMPDE outer iterations. To better illustrate
this, in Fig. 4.8 we plot the piecewise constant functions $q_{ali,1}$ and $q_{eq,1}$ defined in Approximation 1, i.e.,

$$q_{ali,1} = \frac{\text{trace}\left[\left(E_T^t E_T^c (E_T^c E_T^t)^{-1}\right)^T M_T \left[E_T^t E_T^c (E_T^c E_T^t)^{-1}\right]\right]}{2 \text{det}\left[\left(E_T^t E_T^c (E_T^c E_T^t)^{-1}\right)^T M_T \left[E_T^t E_T^c (E_T^c E_T^t)^{-1}\right]\right]^{1/2}},$$

$$q_{eq,1} = \frac{\text{det}\left(E_T^t E_T^c (E_T^c E_T^t)^{-1}\right)}{\sigma_{h,1}} \sqrt{\text{det}(M_T)},$$

where $\sigma_{h,1}$ is defined as in (2.15). The ranges of $q_{ali,1}$ and $q_{eq,1}$ are $[1, \infty)$ and $(0, \infty)$, respectively. Notice that $Q_{ali,1}$ and $Q_{eq,1}$ are the maximum norm of $q_{ali,1}$ and $q_{eq,1}$. The left panel of Fig. 4.8 shows that $q_{ali,1}$ stays almost constant on the entire domain and its distribution is independent of the corner singularity. (We plot only $q_{ali,1}$ and $q_{eq,1}$ in Fig. 4.8 since the corresponding quantities for other mesh quality measures behave similarly.)

On the other hand, we recall that the exact Hessian for this example is infinite at $(0,0)$. Thus, the more adaptive the mesh is, more elements are moved toward the origin and the computed Hessian has greater values there and overall it is becoming less smoother. As a consequence, it is harder to generate a mesh with perfect equidistribution and we see that $Q_{eq}$ is getting bigger as the MMPDE outer iterations. Moreover, $Q_{eq}$ is defined as the maximum norm of $q_{eq}$, which tells about the mesh quality of worst polygons. As shown in the right panel of Fig. 4.8, worst polygons occur near the origin. The $L^2$ norm of the quantities is shown in Fig. 4.9. The results show that the $L^2$ norm decreases almost monotonically, indicating that the MMPDE algorithm has successfully improved the quality of the majority of mesh elements although the worst polygons remain “bad”.

The $L^2$ norm and $H^1$ semi-norm of the approximation error are shown in Fig. 4.10. Both of them decrease monotonically for Example 2, which further suggests that the MMPDE algorithm works effectively for Example 2.

Finally, we test the MMPDE algorithm for Example 2 on $N \times N$ meshes with different $N$. As mentioned earlier, the error $u - u_h$ has at best the asymptotic order $O(N^{-0.5})$ in $H^1$ semi-norm and $O(N^{-1.5})$ in $L^2$ norm on $N \times N$ quasi-uniform meshes. This can be seen clearly in Table 4.2. In Fig. 4.11 and Table 4.2, the error for Example 2 under different mesh sizes and MMPDE outer iterations is reported. From Fig. 4.11, it is clear that increasing the number of MMPDE outer iterations affects the order of $L^2$ norm and $H^1$ semi-norm of the approximation error. The numerical values of the asymptotic order reported in Table 4.2 give a clearer comparison. After 5 MMPDE outer iterations, the $L^2$ norm of the approximation error achieves almost
Fig. 4.7: Example 2, mesh with $32 \times 32$ cells. History of $Q_{\text{ali}}$ and $Q_{\text{eq}}$. Subdivision (b) was used for $Q_{\text{ali,2}}$ and $Q_{\text{eq,2}}$.

Fig. 4.8: Example 2, distribution of $q_{\text{ali,1}}$ and $q_{\text{eq,1}}$ on mesh with $32 \times 32$ cells after 10 MMPDE outer iterations.

$O(N^{-2})$. The asymptotic order of $H^1$ semi-norm also improves, but not to the optimal $O(N^{-1})$ order. This may be because the algorithm is designed to optimize the $L^2$ norm of the error instead of the $H^1$ semi-norm of the error. To see this, we use the metric tensor

$$
M = \det \left( \alpha_h I + |H(u_h)| \right)^{-\frac{1}{2}} \| \alpha_h I + |H(u_h)| \|^{-\frac{1}{2}} \| \alpha_h I + |H(u_h)| \|,
$$

where $\alpha_h$ is determined through the equation (3.6). This metric tensor is based on minimizing the $H^1$ semi-norm of linear interpolation error [22]. The numerical results are shown in Fig. 4.12 and Table 4.3. The convergence order in the $H^1$ semi-norm improves (around 0.9) while maintaining the second order rate for the $L^2$ norm.

5. Conclusions. In the previous sections we have studied anisotropic mesh quality measures and adaptation for polygonal meshes. Three sets of alignment (for shape) and equidistribution (for size) quality measures have been developed. They can be viewed as numerical discretizations or approximations of continuous-level measures (2.10). Their major features are summarized in subsection 2.5. Numerical examples show that they all can give good indicators for the quality of polygonal meshes. Among the three sets of measures, $Q_{\text{ali,2}}$ (2.16) and $Q_{\text{eq,2}}$ (2.17) provide the toughest measurement. One of the special cases for defining $Q_{\text{ali,2}}$ and $Q_{\text{eq,2}}$ is to use piecewise linear generalized barycentric mappings which can be based on triangulation of each polygonal cell into triangles. The collection of those triangles forms a triangular mesh, through which many adaptive mesh algorithms designed for tri-
angular meshes can be adopted for polygonal mesh adaptation. Though special care needs to be taken since a good polygonal cell can have bad triangles and algorithms should focus on improving the quality of polygonal cells instead of triangles.

Along this line, an anisotropic adaptive polygonal mesh algorithm based on the MMPDE moving mesh method has been devised. For a given reference computational (polygonal) mesh, it moves the mesh vertices such that the adaptive polygonal mesh has a good quality with reference to the reference one. In the numerical examples, the reference computational mesh has been taken as a CVT generated with Lloyd’s algorithm. Numerical results confirm that the proposed anisotropic adaptive polygonal mesh algorithm is able to produce desired mesh concentration and lead to a more accurate solution than using a uniform polygonal mesh.

Finally, we would like to point out that the main idea in this work can be generalized to three-dimensions to define anisotropic polyhedral mesh quality measures and generate anisotropic adaptive polyhedral meshes. However, the technical details of the implementation and the effectiveness and robustness of the method in three-dimensions remain to be examined in future work.
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