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Abstract—This paper focuses on the online gradient and proximal-gradient methods with stochastic gradient errors. In particular, we examine the performance of the online gradient descent method when the cost satisfies the Polyak-Łojasiewicz (PL) inequality. We provide bounds in expectation and in high probability (that hold iteration-wise), with the latter derived by leveraging a sub-Weibull model for the errors affecting the gradient. The convergence results show that the instantaneous regret converges linearly up to an error that depends on the variability of the problem and the statistics of the sub-Weibull gradient error. Convergence results are then provided for the online proximal-gradient method, under the assumption that the composite cost satisfies the proximal-PL condition. In the case of static costs, we provide new bounds for the regret incurred by these methods when the gradient errors are modeled as sub-Weibull random variables. Illustrative simulations are provided to corroborate the technical findings.

I. INTRODUCTION

This paper considers online gradient descent and the online proximal-gradient methods for dynamic optimization and learning [1]–[8]. Because of their computational tractability, these are attractive first-order methods for solving a number of learning and optimization tasks where data points and functions are processed on-the-fly and without storage. Online gradient and proximal-gradient descent are powerful methods also in the context of online stochastic optimization [9], [10], stochastic learning [11], [12], and feedback-based optimization [13], [14].

We examine the performance of online gradient and proximal-gradient descent in the presence of inexact gradient information, and when the cost to be minimized satisfies the Polyak-Łojasiewicz (PL) condition [15]. To quantify the inexactness, we use a sub-Weibull assumption which includes sub-Gaussian distributions and sub-exponential distributions as sub-cases [16]. The formal optimization problem that we consider is

\[ \min_{x \in \mathbb{R}^n} F_t(x) := f_t(x) + g_t(x) \quad (1) \]

where \( t \in \mathbb{N} \) is the time index, \( f_t : D \rightarrow \mathbb{R} \) is a continuously differentiable function with a Lipschitz-continuous gradient at each time \( t \), \( D \subseteq \mathbb{R}^n \) is an open and non-empty convex set, and \( g_t : D \rightarrow \mathbb{R} \cup \{+\infty\} \) is a closed, convex and proper function for all \( t \), possibly not differentiable.

Accordingly, we consider two main cases: \( c1) \) \( g_t(x) \equiv 0, x \mapsto f_t(x) \) satisfies the PL inequality for all \( t \), and an inexact gradient is available; and, \( c2) \) \( x \mapsto f_t(x) \) satisfies the proximal-PL inequality [15], and an inexact gradient is available.

We note that strong convexity implies the PL inequality. However, functions that satisfy the PL inequality are not necessarily convex; instead, they satisfy the notion of inexactness [15]. Examples of cost functions that satisfy the PL inequality includes least squares (LS) and logistic regression, with applications that span learning and feedback-based optimization. On the other hand, prime examples of costs that satisfy the proximal-PL condition are the LS with a sparsity-promoting regularizer and an indicator function for a polyhedral set (see, e.g., [15] for additional examples).

Motivating examples for considering stochastic gradient information are drawn from a variety of applications in learning and data-driven control; for example: i) settings where bandit and zeroth-order methods are utilized to estimate the gradient from (one or a few) functional evaluations [17], [18]; ii) feedback-based optimization of networked systems, where errors in the gradient are due to measurement errors and asynchronous measurements [13], [14], [19]; and, iii) online stochastic optimization settings [9], [10].

Contributions. We consider the cases \( c1) \) and \( c2) \) described above, and offer the following main contributions.

(i) The analysis is performed in terms of the instantaneous regret \( r_t := F_t(x_t) - F^* \), where \( F_t(x_t) \) is the cost achieved at time \( t \) by the point \( x_t \) produced by the algorithm and \( F^* \) is the optimal value function (that one would have achieved if the problem (1) was solved to convergence at time \( t \)). We provide new bounds for the instantaneous regret \( r_t \) in expectation and in high probability for the inexact online gradient descent, when the cost satisfies the PL inequality. The high-probability convergence results are derived by adopting a sub-Weibull model [20] for the gradient error. We also provide an almost sure result for the asymptotic behavior of the regret \( r_t \).

(ii) Similarly, we provide new bounds for the instantaneous regret \( r_t \) in expectation and in high probability for the inexact online proximal-gradient descent method.

(iii) For the case of static costs, our bounds provide contributions over [15], [21]–[27], [27], [28], [28], [29] by considering a sub-Weibull model for the gradient error. In terms of bounds in expectation, this paper extends the results of [15] in the context of static optimization to an online setting where the cost changes over time.

To better highlight the merits of the bounds, it is important
to mention that the bounds we derived can be customized to sub-Gaussian and sub-exponential distributions and for random variables with finite support by simply tuning the parameters of the sub-Weibull model.

Prior works. Online (projected) gradient descent methods with exact gradient information have been investigated, and we refer to the representative works [4], [6], [30] as well as to references therein. A regret analysis was performed in, e.g., [5]–[7] (see also pertinent references therein), and the excess-risk was analyzed in [2]. Inexact gradient information was considered in, e.g., [5], [8], where bounds in expectation on the regret incurred by the inexact online gradient descent were derived, and in [3] where the distance from the unique trajectory of optimizers was bounded in expectation. Convergence results in expectation were provided in the context of online stochastic optimization in, e.g., [9], [10]. Convergence guarantees for online stochastic gradient methods where drift and noise terms satisfy sub-Gaussian assumptions were provided in [31]. Online projected gradient methods with sub-Weibull gradient error and a strongly convex cost are analyzed in [14].

We also acknowledge representative prior works on inexact and stochastic gradient and proximal-gradient methods for batch optimization in, e.g., [21]–[28] (see also references therein). In particular, almost sure convergence to a first-order stationary point is proved assuming only strong smoothness and a weak assumption on the noise in [27]; mean convergence under the PL inequality is shown in, e.g., [29]. High-probability convergence results assuming strong smoothness and norm sub-Gaussian noise were provided in e.g., [28], and in [32] for strongly convex functions in the non-smooth setting. Finally, we also acknowledge prior works that investigate geometric conditions implying linear convergence of proximal gradient algorithms [33]–[35]. These works are for static optimization.

The rest of the paper is organized as follows. Section II introduces definitions and assumptions, Section III presents the main results for online gradient descent, Section IV focuses on the online proximal-gradient method, and Section V provides numerical results. Section VI concludes the paper.

II. PRELIMINARIES

We start by introducing relevant definitions and assumptions that will be utilized throughout the paper.

A. Modeling and Definitions

We consider functions \( \{f_t\}_{t \in \mathbb{N}} \) and \( \{g_t\}_{t \in \mathbb{N}} \), defined over an open ball \( D := \{ x \in \mathbb{R}^n : \| x \| < r \} \) for some \( r > 0 \),

1Notation. Upper-case (lower-case) boldface letters will be used for matrices (column vectors); \((\cdot)^\top\) denotes transposition. For given column vectors \( x, y \in \mathbb{R}^n \), \((x)^\top y \) denotes the inner product \( x^\top y \) and \( \| x \| := \sqrt{x^\top x} \). Given a differentiable function \( f : D \to \mathbb{R} \), defined over a domain \( D \subseteq \mathbb{R}^n \) that is nonempty, \( \nabla f(x) \) denotes the gradient of \( f \) at \( x \) (taken to be a column vector), \( \mathcal{O}() \) refers to the big-O notation, whereas \( o() \) refers to the little-o notation. \( |S| \) denotes the cardinality of a set \( S \). For a given random variable \( \xi \in \mathbb{R} \), \( \mathbb{E}[\xi] \) denotes the expected value of \( \xi \), and \( \mathbb{P}[\xi \leq \epsilon] \) denotes the probability of \( \xi \) taking values smaller than or equal to \( \epsilon \); furthermore, \( \| \|_p := \mathbb{E}[|\xi|^p]^{1/p} \), for any \( p \geq 1 \). Finally, \( e \) will denote Euler’s number.

that satisfy the following assumptions.

Assumption 1: The function \( x \to f_t(x) \) is continuously differentiable and has a Lipschitz-continuous gradient over \( D \) for all \( t \); i.e., \( \exists L > 0 \) such that \( \|\nabla f_t(x) - \nabla f_t(y)\| \leq L\|x - y\| \) for any \( x, y \in D \), for all \( t \).

Assumption 2: For every \( t \in \mathbb{N} \), the function \( x \to g_t(x) \) is convex, proper, and lower semi-continuous, possibly non-differentiable over \( D \).

Recall that the following inequality follows from the Lipschitz-continuity of the gradient of \( f_t \):

\[
f_t(y) \leq f_t(x) + \langle \nabla f_t(x), y - x \rangle + \frac{L}{2}\|y - x\|^2,
\]

\( \forall x, y \in D; \) this inequality will be utilized throughout the paper. Let \( \lambda_t^* := \arg \min_{x \in D} f_t(x) \), be the set of global minimizers of the problem (1) at time \( t \), and let \( \bar{F}_t^* = \min_{x \in D} f_t(x) \). The following is assumed.

Assumption 3: The set \( \lambda_t^* \) is non-empty for all \( t \).

The temporal variability of the problem (1) could be measured based on how fast its optimal solutions or optimal value functions change; see, for example, [5], [7], [8] and references therein. More precisely, one can consider the change in the optimal value function as:

\[
\sigma_t := |F^*_{t} - F^*_{t-1}|.
\]

It will also be convenient to utilize the additional metrics \( \phi_t(x) := |F_t(x) - F_{t-1}(x)| \) and

\[
\phi_t := \sup_{x \in D} \phi_t(x),
\]

For future developments, it is also convenient to define \( \psi_t := \phi_t + \sigma_t \), \( \tilde{\phi}_t := \phi_t + \sigma_t \), and \( \psi := \sup_{t \in \mathbb{N}} \psi_t \). These metrics will be utilized to characterize the convergence of the online gradient and proximal-gradient methods. Whenever \( g_t \equiv 0 \) (this will be the main setting of Section III), we will use the notation \( f_t^* = \min_{x \in D} f_t(x) \) whenever convenient (in this case, it is clear that \( F_t^* = f_t^* \)), the definitions of \( \sigma_t \), \( \phi_t \), and \( \phi_t \) remain unchanged. We also note that the case where \( \sigma_t = 0 \) and \( \phi_t = 0 \) for all \( t \) corresponds to a static optimization problem (where the cost function does not change over time).

We next recall the definition of the PL inequality and its generalization to composite cost functions.

Definition 1 (Polyak-Łojasiewicz (PL) Inequality): A continuously differentiable function \( f : D \to \mathbb{R} \) satisfies the PL inequality over \( D \) if the following holds for some \( \mu > 0 \):

\[
2\mu (f(x) - f^*) \leq \|\nabla f(x)\|^2, \forall x \in D
\]

where \( f^* \) is the optimal value function.

It is important to note that the PL inequality implies the quadratic bound \( f(x) - f^* \geq \frac{\mu}{2}\|x - x^*\|^2 \) for any global minimizer \( x^* \). As shown in [15], strong convexity implies the PL inequality. However, functions that satisfy the PL.

2For the online stochastic gradient descent considered in Section III, one can take \( r = \infty \). The domain of definition of the functions is such that \( r < \infty \) for the analysis of the proximal-gradient method in Section IV.
inequality are not necessarily convex, instead, they satisfy the notion of invexity.

**Definition 2 (Proximal-PL Condition):** Let \( f : \mathcal{D} \to \mathbb{R} \) be a continuously differentiable function with \( L \)-Lipschitz continuous gradient and \( g : \mathcal{D} \to \mathbb{R} \) be a convex function. The function \( F(x) := f(x) + g(x) \) satisfies the proximal-PL condition if the following holds:

\[
2\mu(F(x) - F^*) \leq A_g(x, 1/L),
\]

for all \( x \in \mathcal{D} \), for some \( \mu > 0 \), where, for all \( \xi > 0 \),
\[
A_g(x, \xi) := -\frac{2}{\xi} \min_y \left\{ \langle \nabla f(x), y - x \rangle + \frac{1}{2\xi} \|y - x\|^2 + g(y) - g(x) \right\}.
\]

**B. Sub-Weibull random variables**

In this section, we introduce the definition of sub-Weibull random variables (rv), which will be utilized to model the errors incurred by the inexact online gradient methods.

**Definition 3 (Sub-Weibull rv [20]):** A random variable \( X \in \mathbb{R} \) is sub-Weibull if \( \exists \theta > 0 \) such that (i) one of the following conditions is satisfied:

(i) \( \exists K_1 > 0 \) s.t. \( P[|X| \geq \epsilon] \leq 2e^{-\epsilon/\theta} \), \( \forall \epsilon > 0 \).

(ii) \( \exists K_2 > 0 \) s.t. \( \|X\|_k \leq K_2 \theta^k, \forall k \geq 1 \).

The two conditions imply one another by Theorem 2.1 of [20] with the parameters \( K_1, K_2 \) differing by a constant that depends on \( \theta \). In particular, if (ii) holds with parameter \( K_2 \), then (i) holds with \( K_1 = (2e/\theta)^{\theta} K_2 \). In this paper, we use the short-hand notation \( X \sim \text{subW}(\theta, K) \) to indicate that \( X \) is a sub-Weibull rv according to Definition 3(ii).

The coefficient \( \theta \) is related to the rate of decay of the tails; in particular, the tails become heavier as the parameter \( \theta \) grows larger. We note that the sub-Weibull class includes sub-Gaussian and sub-exponential rvs as sub-cases; in particular, if \( \theta = 1/2 \) and \( \theta = 1 \) we have sub-Gaussian and sub-exponential rvs, respectively. Furthermore, if a rv has a distribution with finite support, it belongs to the sub-Gaussian class (by Hoeffding’s inequality [16, Theorem 2.2.6]) and, thus, to the sub-Weibull class.

The following lemmas will be utilized throughout the paper to derive the main results.

**Lemma 2.1:** (Closure of sub-Weibull class [36]) Let \( X_i \sim \text{subW}(\theta_i, K_i), i = 1, 2 \), based on Definition 3(ii).

(a) Product by scalar: Let \( a \in \mathbb{R} \), then \( a X_i \sim \text{subW}(|a|, K_i) \).

(b) Sum by scalar: Let \( a \in \mathbb{R} \), then \( a + X_i \sim \text{subW}(a, |K_i|) \).

(c) Sum: Let \( \{X_i, i = 1, 2\} \) be possibly dependent; then, \( X_1 + X_2 \sim \text{subW}(\max\{\theta_1, \theta_2\}, K_1 + K_2) \).

**Lemma 2.2:** (Inclusion [20]) Let \( X \sim \text{subW}(\theta, K) \) for some \( \theta, K > 0 \). Let \( \theta', K' \) be s.t. \( \theta' \geq \theta, K' \geq K \). Then, \( X \sim \text{subW}(\theta', K') \).

**Lemma 2.3:** (Powers of sub-Weibull rvs [36]) Let \( X \sim \text{subW}(\theta, K) \) for some \( \theta, K > 0 \), and let \( a > 0 \). Then, \( X^a \sim \text{subW}(a\theta, K^a \max\{1, a\theta^0\}) \).

We note that the definition of sub-Weibull rvs and their properties do not require their mean to be zero. We conclude this section with the following high probability bound for a sub-Weibull rv.

**Lemma 2.4 (High probability bound):** Let \( X \sim \text{subW}(\theta, K) \) according to Definition 3(ii), for some \( \theta, K > 0 \). Then, for any \( \delta \in (0, 1) \), the bound:

\[
|X| \leq K \log^\theta \left( 2(\delta)^{-1} \left( \frac{2e}{\theta} \right)^\theta \right)
\]

holds with probability \( 1 - \delta \).

**III. Online Stochastic Gradient Descent**

We start by considering the case where \( q_t \equiv 0 \) for all \( t \); accordingly, the problem (1) reduces here to:

\[
\min_{x} f_t(x) \quad (9)
\]

where we recall that \( t \in \mathbb{N} \) is the time index. We consider the following *inexact online gradient descent* (OGD):

\[
x_{t+1} = x_t - \eta v_t \quad (10)
\]

where \( \eta > 0 \) is a given step-size, \( v_t := \nabla f_t(x_t) + e_t \) is the approximate gradient, and \( e_t \) is a stochastic error. We are interested in studying the performance of (10) when the function \( f_t \) satisfies the PL inequality (5), and the error \( \|e_t\| \) follows a sub-Weibull distribution. A discussion on the sub-Weibull model as well as the PL inequality in the context of problems in learning and feedback-based optimization is provided in Section III-B. The main convergence results are presented next.

**A. Convergence in expectation and in high probability**

Since \( q_t \equiv 0 \), the instantaneous regret at time \( t \) boils down here to \( r_t = f_t(x_t) - f^*_t \). Throughout this section, we assume that the gradient error has a sub-Weibull distribution, as formalized next.

**Assumption 4 (Sub-Weibull norm gradient error):** The error is distributed as \( \|e_t\| \sim \text{subW}(\theta, K) \), for some \( \theta > 0 \) and \( K > 0 \).

We note that if each individual entry of the random vector \( e_t \) follows a sub-Weibull distribution, then \( \|e_t\| \) is a sub-Weibull rv. This can be proved by using [36, Lemma 3.4] and part (c) of Proposition 2.1. In the following, we state the main results concerning the convergence of (10).

**Theorem 3.1 (Convergence of the stochastic OGD):** Let Assumptions 1, 3, and 4 hold, and assume that the map \( x \mapsto f_t(x) \) satisfies the PL inequality, for some \( \mu > 0 \), for all \( t \). Let \( \{x_j\}_{j=0}^t \) be a sequence generated by (10) with \( \eta = 1/L \). The following bounds hold for (10):

1) For all \( t \in \mathbb{N} \):

\[
\mathbb{E}[r_t] \leq \zeta t r_0 + \sum_{\tau=1}^t \zeta^{t-\tau} \left( \frac{1}{2L} \mathbb{E}[\|e_{\tau-1}\|^2] + \psi_\tau \right)
\]

where \( \zeta := (1 - \frac{\mu}{L}) \).
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2) For any $\delta \in (0,1)$, then the following bound holds with probability $1 - \delta$:
\[
rt \leq h(\theta, \delta) \left( \sum_{\tau=1}^{t} \zeta^{\tau-t} A_{r_t} \left( \frac{4^\theta}{2L} K^2_{\tau-1} + \psi_{\tau} \right) \right) \tag{12}
\]
where $h(\theta, \delta) := \log^2(2\delta^{-1}) \left( \frac{1}{\delta} \right)^2$. 

**Corollary 3.2 (Asymptotic convergence):** Under the same assumptions of Theorem 3.1, it holds that 
\[
\lim_{t \to \infty} \sup_{t} r_t \leq \frac{1}{2\mu} \tilde{e} + \frac{L}{\mu} \psi \quad \text{a.s.} \tag{13}
\]
where $\tilde{e} = \sup_{t} \{ \mathbb{E}[\|e_t\|^2] \}$.

Corollary 3.2 says that the instantaneous regret is asymptotically, almost surely bounded based on the rate of change of the cost function and noise level of the gradient. The high probability bound in Theorem 3.1 allows one to determine a precise bound based on the number of iterations and confidence level. Before providing examples of applications and the proof of the results, some remarks are in order.

**Remark 1 (Static optimization [15]):** When the optimization problem (9) is time-invariant (i.e., $f_t(x) = f(x)$ for all $t \in \mathbb{N}$), then, (11) is similar to [15, Thm. 4] (where a different step-size was used). However, relative to [15], we provide the following alternative bound in high probability
\[
rt \leq h(\theta, \delta) \left( \sum_{\tau=1}^{t} \zeta^{\tau-t} A_{r_t} \left( \frac{4^\theta}{2L} K^2_{\tau-1} + \psi_{\tau} \right) \right) \tag{14}
\]
which holds with probability $1 - \delta$ for any $\delta \in (0,1)$; this bound can be derived from (12) by setting $\psi_{\tau} = 0$ for all $\tau = 1, \ldots, t$.

**Remark 2 (Alternative bound in expectation):** An alternative bound in expectation can be expressed as
\[
\mathbb{E}[r_t] \leq \sum_{\tau=1}^{t} \zeta^{\tau-t} A_{r_t} \left( \frac{1}{2L} \mathbb{E}[\|e_{\tau-1}\|^2] + \mathbb{E}[\hat{\psi}_{\tau}] \right) \tag{15}
\]
where $\hat{\psi}_{\tau} = \sigma_{\tau} + \hat{\phi}_{\tau}$ and $\hat{\phi}_{\tau} = |F_t(x_{\tau}) - F_{\tau-1}(x_{\tau})|$ (where the expectation $\mathbb{E}[\hat{\psi}_{\tau}]$ is taken with respect to the error $e_{\tau-1}$, conditioned on a filtration). This leads to a tighter bound relative to (11).

**Remark 3 (Markov’s inequality):** An alternative high probability bound can be obtained by using (11) and Markov’s inequality. However, the resulting bound would have a dependence $\delta^{-1}$, on the other hand, our bound has a $\log(\delta^{-1})$ dependence on $\delta$.

**B. Remarks on applications and error model**

In this section, we provide some examples of applications that are relevant to our setting.

**Example 1 (Online least-squares):** A function $f_t(x) = h_t(A_t x)$, with $h_t : \mathbb{R}^d \to \mathbb{R}$ a $\nu$-strongly convex function and $A_t \in \mathbb{R}^{d \times n}$ satisfies the PL inequality [15]. This class includes the LS problem by setting $f_t(x) = \frac{1}{2} \|A_t x - b_t\|^2$. Note that, when the matrix $A_t$ is not full-column rank, one can utilize the results of this paper to establish linear convergence of OGD for the under-determined LS problem.

**Example 2 (Online Logistic regression):** The logistic regression cost $f_t(x) = \sum_{i=1}^{d} \log(1 + \exp(b_i, a_i^T x))$, with $b_i, x \in \mathbb{R}$ and $a_i \in \mathbb{R}^{n}$, satisfies the PL inequality [15].

**Example 3 (Optimization of LTI systems):** Consider the algebraic representation of a stable linear time-invariant system $y_t = G x + H w_t$, where $x$ is the vector of controllable inputs and $w_t$ are unknown exogenous disturbances. Suppose that $f_t(x) = \frac{1}{2} \|G x + H w_t - y_t\|^2$ with $y_t$ a time-varying reference. Since $w_t$ is unknown, one way to compute $\nabla f_t(x_t)$ is $v_t = G^\top (y_t - \hat{y}_t)$, where $\hat{y}_t$ is a (noisy) measurement of the output $y_t$ [14], [19].

**Example 4 (Training of neural networks):** We refer the reader to recent discussions on the PL inequality in the context of training of neural networks in, e.g., [37]. The proposed framework may capture the case where stochastic gradient methods are utilized to train a neural network in an online fashion.

In terms of gradient information, the error $e_t$ may arise in the following (application-specific) scenarios:

(i) A subset of the data points available at time $t$ are utilized to compute the gradient; for instance, in the Examples 1-2, one may utilize the data points $\{a_{i,t}, b_{i,t}\}_{i \in S_t}$, where $S_t \subset \{1, \ldots, d\}$.

(ii) Bandit and zeroth-order methods are utilized to estimate the gradient [17], [18].

(iii) In an online stochastic optimization setting [9], i.e., when $f_t(x) = \mathbb{E}[f_t(x, z)]$ for a given loss $f_t : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}$ and a random variable $z$, the approximate gradient $\tilde{v}_t$ may be computed using a single sample or a mini-batch.

(iv) In measurement-based algorithms as in Example 3, measurement errors and asynchronous measurements render the computation of the gradient inexact.

**C. Proofs**

In this section, we present the proof of Theorem 3.1.

We start by using (2) with $y = x_{t+1}$ and $x = x_t$, where $x_t$ and $x_{t+1}$ are generated by (10); this allows us to obtain:

\[
f_t(x_{t+1}) \leq f_t(x_t) - \frac{1}{L} \langle \nabla f_t(x_t), v_t \rangle + \frac{1}{2L} \|v_t\|^2 \tag{16a}
\]
\[
= f_t(x_t) - \frac{1}{L} \langle \nabla f_t(x_t), \nabla f_t(x_t) + e_t \rangle + \frac{1}{2L} \|\nabla f_t(x_t) + e_t\|^2 \tag{16b}
\]
\[
= f_t(x_t) - \frac{1}{L} \|\nabla f_t(x_t)\|^2 - \frac{1}{2L} \langle \nabla f_t(x_t), e_t \rangle + \frac{1}{2L} \|\nabla f_t(x_t) + e_t\|^2 \tag{16c}
\]
\[
= f_t(x_t) - \frac{1}{L} \|\nabla f_t(x_t)\|^2 - \frac{1}{2L} \langle \nabla f_t(x_t), e_t \rangle + \frac{1}{L} \langle \nabla f_t(x_t), \nabla f_t(x_t) + e_t \rangle + \frac{1}{2L} \|\nabla f_t(x_t) + e_t\|^2 \tag{16d}
\]
\[ f_t(x_{t+1}) - f^* \leq -\frac{\mu}{L} (f_t(x_t) - f^*) + f_t(x_t) - f^* + \frac{1}{2L} \|e_t\|^2. \] (17)

Next, adding \(-f^*_t\) on both sides and using the PL inequality (5), one gets:

\[ f_t(x_{t+1}) - f^* \leq -\frac{\mu}{L} \|\nabla f_t(x_t)\|^2 + \frac{1}{2L} \|e_t\|^2 + f_t(x_t) - f^* \leq -\frac{\mu}{L} (f_t(x_t) - f^*_t) + f_t(x_t) - f^*_t + \frac{1}{2L} \|e_t\|^2. \] (18)

where \(K_t := \sum_{i=1}^t \|e_{t-i}\|^2\) for brevity. Taking the expectation on both sides, we get (11).

For the high-probability bound (12), recall that \(\|e_t\| \sim \text{subW}(\theta, K_t)\); by Lemma 2.3, setting \(a = 2\) we get that \(\|e_t\|^2 \sim \text{subW}(2\theta, 4K_t^2)\). Next, using the closure properties (a), (b), and (c) in Lemma 2.1 and the fact that \(\zeta > 0\), we have that the right-hand-side of (18) is a sub-Weibull rv; in particular,

\[ \kappa_t := \zeta^t r_0 + \sum_{i=1}^t \zeta^{t-i} \|e_{t-i}\|^2 \sim \text{subW}(2\theta, K'_t). \] (19)

where \(K'_t := \kappa_t + \frac{4}{2L} \sum_{i=1}^t \zeta^{t-i} K_{t-i}^{-1}\).

Using Lemma 2.4, the high-probability bound (12) follows.

The proof of Corollary 3.2 follows similar steps as in [36, Corollary 4.8], and is omitted.

IV. STOCHASTIC PROXIMAL-GRADIENT METHOD

We now turn the attention to the time-varying problem (1), with the cost satisfying the Assumptions 1-3. Throughout this section, we further assume that the cost function \(F_t(x)\) satisfies the proximal-PL inequality (6) for a given \(\mu > 0\).

As discussed in [15], an important example of cost satisfying the proximal-PL inequality is the \(\ell_1\)-regularized least squares problem; additional examples of costs include (see the discussion in [15, Appendix F]):

1) \(F_t(x) = f_t(Ax) + g_t(x)\), with \(f_t\) strongly convex, \(g_t\) the indicator function for a polyhedral set, and \(A\) a given matrix.

2) The case where \(f_t\) is convex, and \(F_t\) satisfies the quadratic growth condition.

3) The case where \(F_t\) satisfies the Kurdyka-Łojasiewicz inequality or the proximal exponential bound.

Consider then the stochastic online proximal-gradient method (OPGM), which involves the following step:

\[ x_{t+1} = \text{prox}_{\frac{1}{L}\eta_t} \left( x_t - \frac{1}{L} \nabla f_t \right), \quad t \in \mathbb{N} \] (20)

where \(\nabla f_t\) is again an estimate of \(\nabla f_t\), \(\text{prox}_{\frac{1}{L}\eta_t} : \mathbb{R}^n \rightarrow \mathbb{R}^n\) denotes the proximal operator, and the step-size is taken to be \(1/L\).

We are now interested in analyzing the behavior of (20) in terms of regret \(r_t = F_t(x_t) - F^*_t\), where we recall that \(F^*_t\) is the optimal value function, when the function \(F_t\) satisfies proximal-PL inequality and the error \(\|e_t\|\) follows a sub-Weibull distribution.

The main convergence result for (20) is stated next.

Theorem 4.1 (Convergence of the stochastic OPGM):

Let Assumptions 1–4 hold. Assume further that the function \(x \mapsto F_t(x)\) satisfies the proximal-PL inequality for some \(\mu > 0\), for all \(t\). Let \(\{x_t\}_{t=0}^\infty\) be a sequence generated by (20). Then:

1) For all \(t \in \mathbb{N}\):

\[ \mathbb{E}[r_t] \leq \zeta^t r_0 + \sum_{\tau=1}^t \zeta^{t-\tau} (2D\mathbb{E}[\|e_{\tau-1}\|] + \psi) \] (21)

where \(\zeta = (1 - \frac{\mu}{L})\) and \(D\) is the diameter of \(D\).

2) If \(\delta \in (0, 1)\), then with probability \(1-\delta\):

\[ r_t \leq h_p(\theta, \delta) \left( \zeta^t r_0 + \sum_{\tau=1}^t \zeta^{t-\tau} (2DK_{\tau-1} + \psi) \right) \] (22)

where \(h_p(\theta, \delta) := \log^\theta(2\delta^{-1} (\frac{\zeta}{\theta})^\theta).\)

A result for the asymptotic convergence of the OPGM similar to Corollary 3.2 can be derived too, but it is omitted to avoid repetitive arguments. Similar considerations as in Remark 1 can also be drawn.

We note that when \(g_t\) is the indicator function for a bounded polyhedron, the constant \(D\) can be replaced by the diameter of the polyhedron. We also note that tighter bounds could be derived by introducing a filtered probability space (this will be clear in the proof, where the inner product between the iterates and the gradient error appears); however, this is left as a future extension.

To outline the proof of the theorem, we first note that step (20) is equivalent to

\[ x_{t+1} = \arg\min_{x} \{\nabla f_t(x, x-x_t) + \frac{L}{2} \|x-x_t\|^2 + g_t(x) - g_t(x_t)\}. \] (23)

We also recall the definition of \(A_{g_t}(x_t, 1/L)\) in (7), and define \(\tilde{A}_{g_t}(x_t, 1/L)\) as:

\[ \tilde{A}_{g_t}(x_t, 1/L) := -2L \min_{y} \{\nabla f_t(y, y-x_t) + \frac{L}{2} \|y-x_t\|^2 + g_t(y) - g_t(x_t)\}. \] (24)

Lastly, for any \(x \in \mathbb{D}\), we recall that \(e_t \in \mathbb{R}^n\) is the gradient error, i.e., \(\nabla f_t + e_t\), and \(\|e_t\| \sim \text{subW}(\theta, K_t)\).
Proof of Theorem 4.1. We start by recalling that $F_{t+1}(x_{t+1}) = f_{t+1}(x_{t+1}) + g_{t+1}(x_{t+1})$; adding and subtracting $F_t(x_{t+1})$ on the right-hand-side, and using the definition (4), we get

$$F_{t+1}(x_{t+1}) \leq \phi_{t+1} + f_t(x_{t+1}) + g_t(x_{t+1}) + g_t(x_t) - g_t(x_t) + \frac{L}{2} \|x_{t+1} - x_t\|^2 + g_t(x_{t+1}) + g_t(x_t) - g_t(x_t)$$

(25)

where we used (2) in the last step. Next, we add and subtract $e_t$ in the inner product and use the definition $v_t = \nabla f_t(x) + e_t$ to obtain:

$$F_{t+1}(x_{t+1}) \leq f_t(x_t) + \langle v_t, x_{t+1} - x_t \rangle + \frac{L}{2} \|x_{t+1} - x_t\|^2 + g_t(x_{t+1}) - g_t(x_t) - \langle e_t, x_{t+1} - x_t \rangle + \phi_{t+1}$$

(26)

$$\leq f_t(x_t) - \frac{1}{2L} \nabla g_t(x_t, 1/L) + \phi_{t+1} - \langle e_t, x_{t+1} - x_t \rangle$$

(27)

where we used the definition (24). Adding and subtracting $\nabla g_t(x_t, 1/L)$ on the right-hand-side, we get

$$F_{t+1}(x_{t+1}) \leq f_t(x_t) + \frac{1}{2L} \|A g_t(x_t, 1/L) - \nabla g_t(x_t, 1/L)\| - \frac{1}{2L} \nabla g_t(x_t, 1/L) + \phi_{t+1} - \langle e_t, x_{t+1} - x_t \rangle$$

(28)

Let $\varepsilon_t := \|A g_t(x_t, 1/L) - \nabla g_t(x_t, 1/L)\|$ for brevity; using the definition of $\nabla g_t(x_t, 1/L)$ in (7) and subtracting $F_{t+1}$ on both sides, we get:

$$F_{t+1}(x_{t+1}) - F_{t+1} \leq f_t(x_t) - F_t^* + \frac{1}{L} \langle \nabla f_t(x_t), r_t \rangle + \frac{1}{2L} \varepsilon_t - \langle e_t, x_{t+1} - x_t \rangle + \phi_{t+1}$$

(29a)

$$\leq f_t(x_t) - F_t^* - \frac{1}{L} \epsilon_t + \frac{1}{2L} \varepsilon_t - \langle e_t, x_{t+1} - x_t \rangle + \phi_{t+1} + \sigma_{t+1}$$

(29b)

$$= \left(1 - \frac{1}{L}\right) f_t(x_t) - F_t^* + \psi_{t+1} + \frac{1}{2L} \varepsilon_t - \langle e_t, x_{t+1} - x_t \rangle$$

(29c)

$$\leq \left(1 - \frac{1}{L}\right) f_t(x_t) - F_t^* + \psi_{t+1} + \frac{1}{2L} \varepsilon_t + \|e_t\| D$$

(29d)

where we used the definition of $\sigma_{t+1}$ and $D$ is the diameter of $D$.

We now bound $\frac{1}{2L} \varepsilon_t$; from the definitions (7) and (24), we have that

$$\frac{1}{2L} \varepsilon_t = \min_y \left\{ \langle \nabla f_t(x_t), y - x_t \rangle + \frac{L}{2} \|y - x_t\|^2 + g_t(y) \right\}$$

$$- \min_z \left\{ \langle v_t, z - x_t \rangle + \frac{L}{2} \|z - x_t\|^2 + g_t(z) \right\}. $$

(30)

From (23), one can notice that the minimizer of $\langle v_t, z - x_t \rangle + \frac{L}{2} \|z - x_t\|^2 + g_t(z)$ is $x_{t+1}$ (the constant term $g_t(x_t)$ does not modify the minimizer); thus, substituting $z$ with $x_{t+1}$ we get

$$\frac{1}{2L} \varepsilon_t \leq \min_y \left\{ \langle \nabla f_t(x_t), y - x_t \rangle + \frac{L}{2} \|y - x_t\|^2 + g_t(y) \right\}$$

$$- \langle v_t, x_{t+1} - x_t \rangle - \frac{L}{2} \|x_{t+1} - x_t\|^2 - g_t(x_{t+1}) \right\}. $$

(31)

Next, one has that $\min_y \left\{ \langle \nabla f_t(x_t), y - x_t \rangle + \frac{L}{2} \|y - x_t\|^2 + g_t(y) \right\} \leq \langle \nabla f_t(x_t), y - x_t \rangle + \frac{L}{2} \|y - x_t\|^2 + g_t(y)$ for any $y \in D$, and, thus

$$\frac{1}{2L} \varepsilon_t \leq \langle \nabla f_t(x_t), y - x_t \rangle + \frac{L}{2} \|y - x_t\|^2 + g_t(y)$$

(32)

for any $y \in D$. Pick $y = x_{t+1}$; then, we have that:

$$\frac{1}{2L} \varepsilon_t \leq \langle \nabla f_t(x_t), x_{t+1} - x_t \rangle - \langle v_t, x_{t+1} - x_t \rangle \right\}$$

(33a)

$$= \|e_t, x_{t+1} - x_t \| \leq \|e_t\| D. $$

(33b)

Therefore, letting $r_t = f_t(x_t) - F_t^*$ for brevity, we get the stochastic recursion

$$r_{t+1} \leq (1 - \frac{1}{L}) r_t + \psi_{t+1} + 2D \|e_t\| $$

(34)

which holds almost surely. By applying recursively (34) from $\tau = 0$ to $\tau = t$, we get

$$r_t \leq \xi^t r_0 + \sum_{i=1}^t \xi^{t-i} (2D \|e_{i-1}\| + \psi_i) . $$

(35)

Taking the expectation on both sides of (35), the bound (21) follows.

To show (22), recall first that $\|e_t\| \sim \text{subW}(\theta, K_i)$, and let $\kappa_t := \xi^t r_0 + \sum_{i=1}^t \xi^{t-i} \psi_i$ for brevity so that (35) can be rewritten as $r_t \leq \kappa_t + 2D \sum_{i=1}^t \xi^{t-i} \|e_{i-1}\|$. Using the closure properties (a), (b), and (c) in Lemma 2.1 and the fact that $\zeta > 0$ and $\kappa_t \geq 0$, we have that the right-hand-side of this inequality is a sub-Weibull rv; in fact,

$$\kappa_t + 2D \sum_{i=1}^t \xi^{t-i} \|e_{i-1}\| \sim \text{subW}(\theta, K'') . $$

(36)

where $K'' = \kappa_t + 2D \sum_{i=1}^t \xi^{t-i} K_{i-1}$. Using Lemma 2.4, the high-probability bound (12) follows.

V. ILLUSTRATIVE NUMERICAL RESULTS

We provide two illustrative numerical experiments. The first one is based on a time-varying LS regression problem; then, we consider a problem related to real-time demand response in power grids.

Least-squares problem. We consider a time-varying LS regression problem, with the following cost at time $t$:

$$f_t(x) = \frac{1}{2} \|A x - b_t\|^2 $$

(37)

where $A \in \mathbb{R}^{d \times n}$ and $b_t \in \mathbb{R}^d$; this cost satisfies the PL inequality, as shown in [15].
We consider the case \( n = 10 \) and \( d = 20 \). The matrix \( \mathbf{A} \) is generated by defining its singular value decomposition; for its left and right-singular vectors, we sampled two orthogonal matrices, \( \mathbf{U} \in \mathbb{R}^{d \times d} \) and \( \mathbf{V} \in \mathbb{R}^{n \times n} \), and we let its singular values be equally spaced from \( \mu = 0.1 \) to \( L = 1 \). We generated \( \mathbf{b}_t \) as \( \mathbf{b}_t = \mathbf{A}\mathbf{x}^*_t + \mathbf{r}_t \), where the optimal parameter \( \mathbf{x}^*_t \) evolves via a random walk, i.e., \( \mathbf{x}^*_t = \mathbf{x}^*_t-1 + \mathbf{s} \) with \( \mathbf{s} \sim \mathcal{N}(0_n, 0.1\mathbf{I}) \), and \( \mathbf{r}_t \) is a Gaussian vector \( \mathcal{N}(0, 10^{-3}\mathbf{I}) \) (we set \( \mathbf{x}^*_0 \) to the vector of all ones).

We corrupt the gradient with a random vector \( \mathbf{e}_t \), which is modelled as a Gaussian vector \( \mathcal{N}(0, 10^{-3}\mathbf{I}) \); we note that, if \( \mathbf{e}_t \) is a Gaussian vector, then \( \|\mathbf{e}_t\|^2 \) is a sub-Weibull random variable. The regret is computed using a Monte Carlo approach, with 100 tests. Accordingly, Figure 1 illustrates the evolution of the expected regret obtained by averaging the trajectories of the instantaneous regret \( r_t \) over the various runs, the empirical \( 3 - \sigma \) confidence interval, and the theoretical bound (15). The figure validates the results for the inexact OGD and, since \( \mathbf{b}_t \) continuously changes, the average \( r_t \) exhibits a plateau.

**Real-time demand response problem.** We consider an example in the context of a power distribution grid serving residential houses or commercial facilities. We consider \( n \) controllable distributed energy resources (DERs) providing services to the main grid; precisely, consider the setting where the vector \( \mathbf{x} \) collects the active power outputs of the DERs, and assume the algebraic relationship \( p_{0,t} = \mathbf{a}_x^\top \mathbf{x} + \mathbf{a}_w^\top \mathbf{w}_t \) for the net active power at the point of common coupling, where \( \mathbf{a}_x \in \mathbb{R}^n \) and \( \mathbf{a}_w \in \mathbb{R}^w \) are sensitivity coefficients, and \( \mathbf{w}_t \in \mathbb{R}^w \) is a vector collecting active powers of uncontrollable devices; in particular, \( \mathbf{a}_x \) and \( \mathbf{a}_w \) can be set to the vector of all ones when line losses are negligible, or they are derived based on a linearized model for the power flow equations in case of resistive lines [19].

Consider the following time-varying optimization problem for real-time management of DERs:

\[
\min_{\mathbf{x}} \frac{1}{2} (\mathbf{a}_x^\top \mathbf{x} + \mathbf{a}_w^\top \mathbf{w}_t - p_{0,t}^{\text{ref}})^2 + I_{\{\mathbf{B}\mathbf{x} \leq \mathbf{c}\}} \tag{38}
\]

where \( p_{0,t}^{\text{ref}} \) is a time-varying reference point for the net active power at the point of common coupling \( p_{0,t} \), and \( I_{\{\mathbf{B}\mathbf{x} \leq \mathbf{c}\}} \) is the set indicator function for the set \( \{\mathbf{x} \in \mathbb{R}^n : \mathbf{B}\mathbf{x} \leq \mathbf{c}\} \) modeling box constraints for the active powers. For example, \( p_{0,t} \) may be an automatic control generation (ACG) signal, a flexible ramping signal, or a demand response setpoint. We note that the cost (38) satisfies the proximal-PL inequality [15]. The main challenge behind applying a proximal-gradient descent to (38) is that the vector \( \mathbf{w}_t \) is unknown; we therefore consider the approach of, e.g., [19], where measurements of \( p_{0,t} \) are utilized to estimate the gradient in lieu of the model \( \mathbf{a}_x^\top \mathbf{x} + \mathbf{a}_w^\top \mathbf{w}_t \). Precisely, we compute the approximate gradient as

\[
\mathbf{v}_t = \mathbf{a}_w (\hat{p}_{0,t} - p_{0,t}^{\text{ref}}) \tag{39}
\]

where \( \hat{p}_{0,t} \) is a measurement of \( p_{0,t} \) collected at time \( t \). Since measurements of \( p_{0,t} \) may be affected by errors or by outliers, \( \mathbf{v}_t \) does not in general coincide with the true gradient \( \mathbf{a}_w (\mathbf{a}_x^\top \mathbf{x} + \mathbf{a}_w^\top \mathbf{w}_t - p_{0,t}^{\text{ref}}) \).

As an example, we consider the case where \( N = 500 \) DERs are controlled; the limits for the active power of each device are \([-50, 50]\) kW for energy storage resources and \([0, 50]\) kW for solar inverters. We consider the case where \( p_{0,t}^{\text{ref}} \) follows the trajectory shown in Figure 2; real data with a granularity of one second is taken from [38] to generate the non-controllable powers \( \mathbf{w}_t \), with the net power \( \mathbf{a}_w^\top \mathbf{w}_t \) plotted in Figure 2 as well. The sensitivity vector \( \mathbf{a}_w \) is computed as in [38]. A Gaussian random variable with zero mean and variance 10 kW is utilized to generate the measurement error affecting \( \hat{p}_{0,t} \).

Figure 3 illustrates the evolution of the regret \( r_t \), averaged over 50 experiments, in logarithmic scale. One can notice a linear decrease of the average regret during the first iteration of the algorithms; the regret then exhibits variations that are
due to the considerable time-variability of the cost function (due to the large swings in the non-controllable powers $w_i$). The plot also provides a zoomed version (in linear scale), where the 3-standard deviation confidence interval is also reported.

VI. CONCLUSIONS

In this paper, we showed that cost function achieved by the online (proximal-)gradient method exhibits a linear convergence to the optimal value functions within an error, for functions satisfying the (proximal-)PL inequality, and when inexact gradient information is available. We derived bounds in expectation and in high probability, where for the latter we utilized a sub-Weibull model for the gradient errors. The convergence results are applicable to a number of learning and feedback-optimization tasks, where the cost functions may not be SC, but satisfies the PL inequality. Our results also provide new insights on the convergence of the (proximal-)gradient method for time-varying functions and with exact gradient information, and for the case of static optimization with inexact gradient information. The gradient error model is general, and it allows one to consider various sources of inaccuracy and gradient estimation techniques.
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