Low Cost Binaural System Based on the Echolocation
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Abstract. Ultrasonic sensors offers attractive features at an affordable cost. The main problem faced by the use of these devices is that the data obtained are not so easy to interpret, restricting their efficiency. This paper describes a binaural sensor system that is able to determine the coordinates of an object or a target in a two-dimensional space, focusing on mathematical and signal processing techniques to provide accurate measurements and increase the system reliability. The proposed work consists only of low cost components, which aims to demonstrate that improvement is possible. Experimental tests, performed in different scenarios, reported good accuracy and repeatability of the measurements.
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1 Introduction

In mobile robot applications the knowledge of the environment in which the device is inserted and the objects that surround it are essential information for a successful navigation, avoiding collisions and increasing the system safety. To achieve this goal the use of sensors becomes indispensable and its features must be taken into account [1]. Among the different types of sensors, many researches have been exploring the ultrasonic sensors to deal with this problem attracted by the low cost, flexibility in several environments and applications where vision based sensors fail due to some constraints like low visibility, mirrors or clear objects [2].

Typically, the employment of ultrasonic sensing in an industrial or commercial atmosphere is restricted to simple tasks, such as obstacles avoidance that do not require accurate measurements. The leading reason for this scenario is due to the fact that the data obtained from the commercial ultrasonic range-finders are
not easy to be interpreted. Therefore, the literature has shown a great interest in investigating the use of these sensors for complex applications [3–5].

The result of a measurement performed by a standard sensor occurs through an ultrasonic burst with a single frequency, which can range from 40 kHz to 50 kHz. The distance is calculated using the Time of Flight (ToF) when the echo emitted from the transmitter reflects an obstacle or object and returns back to the receiver [6]. In general, the reflected signal is detected by a predefined trigger level, however this method is not so efficient [7]. Thus, to improve the system accuracy, some enhanced approaches have combined advanced signal processing techniques [8, 9].

Conventional ultrasonic range-finders mostly are composed of a single transmitter and a single receiver or a transducer that acts as both. The main disadvantage of this system is the wide beam of the emitted signal, causing a very poor resolution. Furthermore, other phenomena like the multi-reflection effect may arise and cause false positives. In order to reduce these issues, a system that contains at least two receivers and a transmitter is needed [6].

This paper proposes a low cost ultrasonic binaural system that combines several mathematical and signal processing techniques to improve the accuracy and performance of the system. Also, the characteristics associated with the use of ultrasonic measurements in indoor environments are discussed.

After this brief introduction, in Sect. 2, a review about ultrasonic sensing is performed. In Sect. 3, necessary techniques to develop the system are presented. In Sect. 4, the architecture of the created system is introduced. In Sect. 5, the main objective of the proposed work and the procedures to reach it are described. In Sect. 6, the results of the experimental tests are reported. Lastly, in Sect. 7 the results are discussed and conclusions drawn.

2 Ultrasonic Sensing

The operating principle used by acoustic sensors, such as ultrasonic, is mainly based on the ToF estimation. The transmitter generates an ultrasonic pulse which propagates through the air and when it detects a target the signal is reflected back to the receiver. In this sense, the ToF can be determined by the time the signal is emitted and received by the sensor [10]. Equation 1 shows how the distance measurement is achieved from the estimated ToF.

\[ d = \frac{c \cdot T_f}{2} \]  

(1)

where \( c \) is the sound velocity and \( T_f \) is the ToF.

As previously mentioned, most of the conventional ultrasonic ranging systems uses a value as reference to establish the exact point when the signal reflected is detected by the receiver. As long as the echo amplitude exceeds the predefined threshold level, there will always be a reading, which occurs at the time \( t_0 \) [11], as shown in Fig. 1.

Threshold detection does not require complex calculations and can be easily implemented, but the ToF estimation is not so reliable. The problem arises from
Fig. 1. Typical echo of the ultrasonic ranging system [11].

the fact that a signal will always have a rising time, so this condition added to other factors compromises the efficiency of this approach [12].

3 System Requirements

In this Section are introduced the fundamental concepts and techniques for the ultrasonic binaural system development, associating optimized approaches to enhance the system performance.

3.1 ToF Estimation Methods

In Sect. 2 the major drawback involving the threshold detection technique is addressed. Thus, to handle with this situation some alternatives used in this work are presented in the following subsections.

3.1.1 Digital Envelope Detection

Envelope detection is accomplished using analog or digital resources. Analog methods works well if it is done carefully. Nevertheless, the best performing analog circuits are complex and delicate. In addition, according to [13] analog processing is not suitable to the envelope detection of digital data.

In the digital methods, approaches that extract the analytic signal magnitude are explored. For this purpose the Hilbert transform is commonly used to generate an analytic signal from a real signal, whose absolute value represents the envelope of the echo signal received [14]. This technique offers great precision, however it has a high computational consumption, involves complex calculus and in certain cases this method may be unstable [13]. For this reason a different approach is adopted.

In [15] a novel method, i.e. cubic spline interpolation method to extract the envelope from a signal is presented. Interpolation is one of the most important methods of numerical approximation, which allows to establish new data points from a set of known data points. To perform the envelope extraction, a windowing is applied to the signal to locate the peaks, and after that, the unknown
points between each peak are interpolated. Unlike the first one, the procedures to execute this method does not require complex operations. A second order Butterworth low pass filter is designed to soften the envelope. Figure 2a and b shows an example of a received echo signal and the envelope before and after the filter, respectively. The phase delay caused by the filter is negligible. Finally, from the extracted envelope the ToF is determined by the maximum value of the signal.

![Raw envelope](image1)

(a) Raw envelope.

![Filtered envelope](image2)

(b) Filtered envelope.

Fig. 2. Extracted envelope from the echo signal.

### 3.1.2 Cross-Correlation

Cross-correlation (CCR) is an important method to determine the time delay between two signals. When this method is applied, it produces a peak at the time delay and a reduction in the noise level. Usually the CCR takes a transmitted and received signal and yields a new signal in the time domain which the maximum value happens at the delay time [8]. Equation 2 demonstrates how the CCR can be calculated.

\[
c(t) = \int_{-\infty}^{+\infty} s_T(t)s_R(t + \tau)d(\tau)
\]  

(2)
where \( s_T(t) \) is the transmitted signal and \( s_R(t + \tau) \) is the signal received and shifted in time.

The transmitted signal by the sensor generates eight cycle sonic burst at 40 kHz, i.e. it provides eight square pulses with period of 25 \( \mu s \). Then, in this case, applying CCR between the transmitted and received signal would not be appropriate. To implement this idea it would be necessary to detect the transmitted signal in a waveform similar to that of the received signal, as can be seen in Fig. 2. For this reason, the CCR is applied only to the received signals from sensor A and B (Fig. 6). Knowing the time lag it is possible to establish which of the receiving sensors is closest to the target.

3.2 Triangulation

Triangulation is a procedure to determine the position of an object or a target from known points using trigonometric techniques. In general, the number of dimensions of the estimated position of an object is directly related to the number of sensors, for instance, two sensors can indicate a location in 2D, while three sensors can indicate a 3D location and so on [16].

In geometry, when the length of the sides of any triangle is known a theorem to calculate its area can be applied. This approach was created by the mathematician Heron of Alexandria and has been used in many mathematical applications [17]. With the distance of the baseline and the distance calculated by each sensor known, there is the possibility to estimate the area of the triangle formed (Fig. 3) using Heron’s formula, as shown in Eq. 3.

\[
\Delta(abc) = \sqrt{p(p-a)(p-b)(p-c)},
\]

where \( p = \frac{a+b+c}{2} \)

whose \( a, b, c \) are the known sides. Alternatively, the area of a triangle can be computed using the Eq. 5.

\[
\Delta(abc) = \frac{b \cdot h}{2}
\]

where \( b \) is the base and \( h \) is the height of the triangle. Reorganizing Eq. 5 is possible obtain Eq. 6.

\[
h = \frac{\Delta(abc) \cdot 2}{b}
\]

If the area provided by Eq. 3 is placed in Eq. 6 the y-coordinate of the target can be determined. By separating the original triangle into two right triangles and after that applying the Pythagorean Theorem it is possible to calculate the x-coordinate, according to Eqs. 7 and 8.

\[
C_1 = \sqrt{d_A^2 - h^2}
\]

\[
C_2 = \sqrt{d_B^2 - h^2}
\]
Fig. 3. Triangulation created by the sensors.

where $h$, $C_1$, $C_2$, $d_A$ and $d_B$ are shown in Fig. 3. If the Eq. 7 is used, the system reference for the coordinates on the x-axis will originate from sensor A, otherwise, from sensor B.

Valid calculations but nonsense physical can arise using the equations described above. Thus, in order to avoid incoherent measurements some restrictions are established. A typical error is shown in Fig. 4, to avoid it, it is observed that $\theta_1$ and $\theta_2$ angles are outside of the detection area.

Fig. 4. Typical triangulation error. Adapted from [16].

Figure 4 shows that sensor A detects the target 1 and sensor B detects the target 2. Nonetheless, $\theta_1$ and $\theta_2$ are not valid, which causes an error resulting in a false positioning, represented by the target 3.

For a valid detection area Fig. 5 displays how $\theta_1$ and $\theta_2$ should be, indicating that $\theta_1$ has to be equal $\alpha_1 \pm \phi$, where $\alpha_n$ is the angular position of the sensor $n$ corresponding to the x-axis and $\phi$ is half the angle of the detection beam, which this value is particular to each sensor model. Then, the angular interval can be given by $\cos(\alpha_1 - \phi) \leq \cos \theta_1 \leq \cos(\alpha_1 + \phi)$. Similarly, to sensor B the angular limiting range is $\cos(\alpha_2 - \phi) \leq \cos \theta_2 \leq \cos(\alpha_2 + \phi)$, where

$$\cos \theta_1 = \frac{l^2 + d_A^2 - d_B^2}{2ld_A}, \tag{9}$$

and

$$\cos \theta_2 = \frac{l^2 + d_B^2 - d_A^2}{2ld_B} \tag{10}$$
\( \alpha_1, \alpha_2 \) and \( \phi \) are constant, then, it is necessary to calculate only \( \cos \theta_1 \) and \( \cos \theta_2 \). Measurements outside this range are discarded.

![Fig. 5. Example of a valid detection. Adapted from [16].](image)

### 4 System Architecture

The system consists in three low-cost ultrasonic sensors HY-SRF05 and a microcontroller (MCU) STM32F103C8T ARM Cortex-M3 with two built-in analog to digital converters. The ultrasonic burst is achieved by sensor C, and the raw echo signal received by sensors A and B is sent to the 12 bits A/D converters of the MCU with a sampling rate of 320 kHz.

Adopting the speed of sound as 340 m/s, it can be stated that the distance is covered 0.034 cm/\( \mu \)s. The mutual is equal to 29.412 \( \mu \)s/cm, and considering a round trip corresponds to 58.824 \( \mu \)s/cm. Using this value it is possible to simplify the determination of the distance and substitute the Eq. 1 by the Eq. 11.

\[
d = \frac{T_f}{K}, \tag{11}
\]

where \( K \approx 59 \).

The measurements from each sensor are stored in an array with four thousand positions, which if multiplied by the sampling period, \( T_s = 3.125 \mu \)s, corresponds to a sample space of 12500 \( \mu \)s. Using the Eq. 11 we can estimate that the proposed system has a maximum range of about 212 cm depth, that is, along the y-axis. The x-axis is limited by the established baseline.

After obtaining the data, the samples are transmitted over RS-232 protocol to a computer to be processed by the MATLAB software. Finally, the calculation of the object coordinates is accomplished.

#### 4.1 Binaural Sonar System

Binaural sonar system is composed of two receivers and one emitter, as shown in Fig. 6. This arrangement aims to collect more information and increase the
accuracy of the measurements. Also, according to [6] a multi-sonar system is able to reduce significantly the problems faced by the use of a single sensor.

The designed system has three conventional ultrasonic sensors, which two acts as receivers and one as emitter. The region overlapped by the sensors, as seen in Fig. 7, is called detection area and any object contained in that space is able to be located by the system. The receivers, sensors A and B, are separated by a known baseline \((l)\) which through the application of trigonometric techniques allows to calculate the spatial coordinates of an object in a two-dimensional plane. Adjusting the angle and baseline, there is the possibility of changing the detection area when the two ultrasonic beam patterns overlap.

The best positioning is defined according to the baseline and the \(\alpha\) angle from experimental tests.

5 Proposed Work

The major objective of the proposed work is to improve the performance of the binaural system joining the methods presented in Subsect. 3.1, to define with high accuracy the \(x\) and \(y\) axis coordinates of one or more targets existing in the detection area through the triangulation.

As mentioned in Sect. 3.1.2, the CCR is performed only with the received signals. From the known time delay between the sensors A and B is possible to determine which of the sensors receives the echo first and consequently if it is closer or not to the object. In spite of obtaining this information, it is not enough to estimate the ToF, because it is necessary to have some reference of the origin, i.e. when the signal is transmitted.

In order to solve the issue previously quoted, the technique described in Sect. 3.1.1 is employed to find out the ToF of one of the received echoes. So, the digital envelope detection is applied to the sensor closest to the target, believing that accuracy may be better. Following, the ToF of the other sensor is defined based on the time delay provided by the CCR. For example, suppose the sensor A is the closest sensor to the target and the delay time given by CCR is 2 ms advanced from sensor B. Then, the ToF of the sensor B will be the ToF of
the sensor A subtracted 2 ms. If sensor B were the closest sensor, the opposite analogy would be used.

![Detection area formed by the ultrasonic beam patterns. Adapted from [16].](image.png)

### 6 Results

The main purpose of the experimental tests is verify the accuracy of the measurements and analyze the general performance of the proposed system. The tests are divided into two stages, the first with only one object and the second with two objects present in the detection area. In the former, a small box is used and the receiver sensors are placed with $\theta_{1,2} = 45^\circ$ and $l = 51$ cm. The experiments are performed with the object positioned to the left, right and center of the detection area. About sixty samples of each possibility are obtained and the standard deviation ($\sigma$), mean $((x, y))$ and relative error of each one are calculated, as can be seen in Table 1.

| Location | $(x, y)$ real (cm) | $(x, y)$ estimated (cm) | $\sigma_x$ (cm) | $\sigma_y$ (cm) | Relative error (%) |
|----------|--------------------|-------------------------|-----------------|-----------------|-------------------|
| Left     | (11.5, 91.8)       | (11.14, 91.57)          | 1.41            | 0.36            | 0.30              |
| Center   | (25.6, 84.5)       | (24.42, 80.45)          | 0.01            | 0.08            | 4.78              |
| Right    | (35.0, 86.4)       | (35.98, 84.59)          | 1.01            | 0.86            | 1.39              |

Since the raw echo signal is used, there is the possibility to do a wide investigation about the measured environment. If a second object is present in the detection field, this information can be discovered through the existence of more than one crest in the waveform of the echo signal. In the second stage, the object described before is used together with a larger box, and the same procedures are applied. The positioning of both objects is arbitrary, the smaller box is closer to the sensors and the larger box further away. The standard deviation ($\sigma$), mean $((x, y))$ and relative error of each situation are presented in Table 2.
Table 2. Mean, standard deviation and relative error of the further tests.

| Box | \((x, y)\) real (cm) | \((x, y)\) estimated (cm) | \(\sigma_x\) (cm) | \(\sigma_y\) (cm) | Relative error (%) |
|-----|----------------------|---------------------------|------------------|------------------|-------------------|
| 1   | (35.5, 54.0)         | (33.04, 53.52)            | 0.39             | 0.27             | 2.67              |
| 2   | (19.0, 111.2)        | (19.58, 110.29)           | 1.09             | 0.21             | 0.71              |

When the CCR is applied to the received echoes a signal with triangular shape is produced, resulting in an improper time delay. Probably this situation occurs because both signals has a significant direct current (DC) offset, then, to deal with this problem, the offset removal is performed through the normalization of the data, subtracting each sample by the arithmetic mean of all samples.

Particularly in the second stage, to use CCR when more than one object is in the scene, it is necessary to separate the echo signals received by the sensors according to the crests of the waveform, as can be seen in Fig. 9, and use the CCR in each of them with its corresponding crest. For instance, the CCR would have to be applied to the first part of the sensor A with the first part of the sensor B, and so on. Otherwise, if the entire signal is used, a single time delay is provided and consequently is not possible to distinguish which target that delay is referring to.

![Fig. 8. Received echo signal with two objects in the detection area.](image)

Figure 8 shows a frequent error in the receiver sensors. The object is more than 1 cm apart, however the system indicates that the object is at a smaller distance. The problem seems to occur because the echo signal interferes with a signal that travels directly from the transmitter to the receiver, without reflecting on the object. Thus, in an attempt to reduce incoherent data the first samples are ignored.
7 Conclusion and Future Work

A low cost binaural sensor system was described in this paper, that was able to detect the coordinates of one or more objects present in the detection area and provide a deeper analysis of the environment. Triangulation and signal processing techniques were used to improve the system performance. Experimental tests confirmed the accuracy of the measurements from the obtained results, which the mean system error for the first scenario with a single object, and for the second with two objects was 2.16% and 1.69% respectively.

As future work, it is intended to optimize the processing time with another MCU, classify the shape of the detected object and embed all to some mobile navigation device for testing and system validation. In general, the binaural sensor system using mathematical and signal processing techniques can be an attractive alternative to the conventional models of ultrasonic sensing, presenting good accuracy and repeatability of the measurements.
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