Partial Label Learning Based on Fully Connected Deep Neural Network
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Abstract- The ambiguity of training samples in the partial label learning framework makes it difficult for us to develop learning algorithms and most of the existing algorithms are proposed based on the traditional shallow machine learning models, such as decision tree, support vector machine, and Gaussian process model. Deep neural networks have demonstrated excellent performance in many application fields, but currently it is rarely used for partial label learning framework. This study proposes a new partial label learning algorithm based on a fully connected deep neural network, in which the relationship between the candidate labels and the ground-truth label of each training sample is established by defining three new loss functions, and a regularization term is added to prevent overfitting. The experimental results on the controlled UCI datasets and real-world partial label datasets reveal that the proposed algorithm can achieve higher classification accuracy than the state-of-the-art partial label learning algorithms.
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I. INTRODUCTION

Traditional supervised learning frameworks have demonstrated their excellent performance in many applications, however, their algorithms need to be trained on the samples with strong supervision information, which implies that the label of each training sample must be annotated accurately. However, with the rapid development of information technology and the arrival of the era of big data, large amounts of data are not labeled or are inaccurately labeled. Furthermore, manual annotation is time-consuming and labor-intensive. Therefore, it is necessary to develop machine learning algorithms for weakly annotated data.

Partial label learning is an important weakly supervised learning framework [1] dealing with the problem where each training sample is associated with a set of candidate labels, only one of which is the ground-truth label. In comparison with the precisely annotated data required by traditional supervised learning frameworks, it is obvious that partial label data are easier to obtain. Therefore, partial label learning has become a hot research topic of machine learning community and has been widely used in various practical problems such as image annotation [2], web mining [3] and age estimation [4]. However, since the ground-truth label of the training sample is concealed in a candidate label set, it is difficult to develop learning model. At present, only a few partial label learning algorithms have been proposed and most of them are based on traditional shallow machine learning models such as K-nearest neighbor method [5], support vector machines [1, 7], maximum margin method [2, 5], logistic regression model [9], decision trees [10, 11], Graph model [12].

Owing to the excellent performance in the fields of computer vision [13], speech recognition [14], natural language processing [15], and image retrieval [16, 17], deep neural networks have become a widely used tool for developing learning algorithms. Moreover, in recent years, there have been various attempts to provide a theoretical foundation for the representation of power, optimization, and generalization of deep neural networks. Reference [18] demonstrated that a deep neural network could divide the space into an exponential number of sets, which cannot be achieved by shallow networks using the same number of parameters. Cohen et al. [19] proved that functions implemented by deep neural networks are exponentially more expressive than functions implemented by shallow networks, and then Bentkamp et al. [20] formalized their mathematical proof using Isabelle/HOL. Sun et al. [21] showed that deeper neural networks tend to have larger representation power (measured by Betti numbers based complexity) than shallower networks in a multi-class setting, and thus could lead to smaller empirical margin errors. Thus, both theory and practice indicate that deep neural networks are superior to the traditional shallow machine learning models. However, till now, it is rarely used to solve partial label learning problems. In view of this, this study proposes a new partial label learning algorithm named PL-DNN based on a fully
connected deep neural network, in which the relationship between the candidate labels and the ground-truth label of each training sample is established by defining three new loss functions, and a regularization term is added to prevent overfitting. The main contributions are as follows:

(1) A new deep partial label learning algorithm is proposed by using a fully connected deep neural network.

(2) Because three different loss functions are defined, the proposed algorithm can better describe the relationship between the candidate labels and the ground-truth label of the training samples.

II. RELATED WORK

The partial label learning framework is also termed as superset label learning [22,23] or ambiguous label learning[24,25]. The earliest research on this framework can date back to the work of Grandvalet [9]. Propelled by the works of Grandvalet, it began to attract more and more attention. Hillermeier et al. [5] and Zhang et al. [6] proposed two partial label learning algorithms based on the K-nearest neighbor method. Cour et al. [10] and Nguyen et al. [7] proposed a partial label learning algorithm based on support vector machine by extending the traditional two-classification and multi-classification loss functions, respectively. Luo et al. [2] and Yu et al. [1] proposed two partial margin partial label learning algorithms. Grandvalet et al. [1] proposed a partial label learning algorithm based on the logistic regression model. Beygelzimer et al. [10] and Yu et al. [11] proposed two partial label learning algorithms based on decision trees. Lyu et al. [26] and Wang et al. [27] proposed two partial label learning algorithms based on Graph model. Feng et al. [28] developed a partial label learning algorithm by using a self-training strategy. Xu et al. [29] proposed a partial label learning algorithm based on label enhancement strategy. Lyu et al. [28] and Wang et al. [29] developed two self-paced strategies to address the partial label learning problems. Ly et al. [30] and Yao et al. [31] proposed two partial label learning algorithms by progressively identifying the ground-true label. Feng and An [32] proposed a label distribution based approach to address the partial label learning problems. Gong et al. [33] proposed a novel regularization approach for instance-based partial label learning. Wu et al. [34] proposed a partial label learning algorithm based on a binary decomposition approach. Feng et al. [35] proposed a partial label learning approach by maximizing the latent semantic differences between two samples. Yan and Guo [36] proposed a partial label learning algorithm with batch label correction. Wang et al. [37] proposed a learning algorithm for the class-imbalance partial label learning problem. Xie et al. [38] and Yan et al. [39] studied the partial multi label learning problem. Zhou et al. [40] and Xu et al. [41] investigated the metric learning problem of partial label data. It can be seen that almost all of the existing partial label learning algorithms are developed by using the traditional shallow machine learning models such as K-nearest neighbor model, support vector machine and decision tree.

Because the label information of training samples in the partial label learning framework is ambiguous and not unique, to extend the traditional classification model to the partial label learning framework, the main problem should be solved is to define a loss function that can describe the relationship between the candidate labels and the ground-truth label of the training samples. The existing work mainly focused on two types of loss functions: the average loss function and maximum loss function. The average loss function assigns the same weight to each candidate label, which essentially assumes that, for a certain training sample, all of the candidate labels are its ground-truth label. Thus, the average loss functions do not accord with the definition of partial label learning framework who states that one and only one candidate label is the ground-truth label of each training sample. Despite the inaccurate assumption, average loss functions are widely used by many algorithms to solve the partial label learning problem because of their simple form. For example, Cour et al. [42] defined an average loss function to develop a SVM (support vector machine) based partial label learning algorithm. In [43], the logistic regression model was used to establish the partial label learning algorithm with an average loss function. The maximum loss function can better describe the relationship between the candidate labels and the ground-truth label of the training sample. However, the model with maximum loss function is usually difficult to solve, and only a few partial label learning algorithms have been proposed using such loss functions thus far. Nguyen et al. [44] proposed a partial label learning algorithm based on SVM by using a maximum loss function; Zhou et al. [45] defined a maximum loss function to develop the Gaussian process model based partial label learning algorithm. Because these two types of loss functions have their own advantages and disadvantages, our proposed PL-DNN algorithm will adopt both of them.

III. THE PL-DNN ALGORITHM

A. Network structure and loss function

Let $X = \mathbb{R}^d$ be the $d$-dimensional instance space and $Y = \{1, 2, \ldots, q\}$ be the label space with $q$ class labels. Given a partial label training set $D = \{(x_i, S_i)\mid 1 \leq i \leq n\}$, where $x_i \in X$ is the feature vector of the $i$th training sample and $S_i \subseteq Y$ is the corresponding candidate label set. The ground-truth label of $x_i$ is concealed in the candidate label set $S_i$ and is inaccessible to the learning algorithm. The purpose of partial label learning framework is to learn a multi-class classifier $f : X \to Y$ based on training set $D$. This study proposes a partial label learning algorithm based on deep neural network model. Figure 1 illustrates the basic structure of the fully connected deep neural network used in this study. For a given input $x \in X$, the output of the first hidden layer is $h_1 = \varphi(W_1^T x + b_1)$, where $W_1$ is the weight between the input layer and the first hidden layer, $b_1$ is the bias parameter of the first hidden layer and $\varphi(\cdot)$ is the activation function. The activation func-
The output of the \( m \)th hidden layer is \( h_m = \varphi(W^T_m h_{m-1} + b_m) \), where \( h_{m-1} \) is the output of the \((m-1)\)th hidden layer. The value of the output layer is \( y = W^T_m h_m + b_{m+1} \). To facilitate the definition of the loss function, the output layer of the proposed deep neural network does not use any activation function.

Due to the ambiguity of training samples, the traditional deep neural network models cannot directly process partial label learning problems. Therefore, we should define a new loss function to capture the ground-truth label of the training sample from its candidate label set. Two average loss functions and one maximum loss function are defined in this paper. The two average loss functions are shown in equation (1) and (2).

\[
\text{loss}_1 = -\frac{1}{n} \sum_{i=1}^{n} \ln \left( \frac{\sum_{y \in S_i} e^{f_y(x_i)}}{\sum_{j=1}^{q} e^{f_j(x_i)}} \right) \quad (1)
\]

\[
\text{loss}_2 = -\frac{1}{n} \sum_{i=1}^{n} \ln \left( \frac{1}{k_i} \sum_{y \in S_i} e^{f_y(x_i)}}{\sum_{j=1}^{q} e^{f_j(x_i)}} \right) \quad (2)
\]

where \( k_i \) denotes the number of candidate labels in the candidate label set \( S_i \) and \( f_j(x_i) \) is the output of the \( j \)th node in the output layer on sample \( x_i \).

Loss functions (1) and (2) essentially assume that all the candidate labels are the ground-truth label of the training sample, which is inconsistent with the description of the relationship between the ground-truth label and the candidate label set in the partial label learning framework. Thus, a maximum loss function is also defined in equation (3).

\[
\text{loss}_3 = -\frac{1}{n} \sum_{i=1}^{n} \ln \max_{y \in S_i} \left\{ e^{f_y(x_i)} / \sum_{j=1}^{q} e^{f_j(x_i)} \right\} \quad (3)
\]

The maximum loss function assumes that the candidate label with maximum probability is the ground-truth label of each training sample, which can better capture the relationship between the ground-truth label and the candidate label set. As the max \{ \cdot \} function is a non-smooth function, the model with loss function (3) cannot be solved by gradient-based methods. Therefore, inspired by [43], the loss function (3) is approximated by a smooth function using the aggregate function defined in equation (4). The aggregate function

\[
G_l(x) = \frac{1}{l} \ln \left( \sum_{j=1}^{k} e^{g_j(x)} \right) \quad (4)
\]

was derived by Li[44] from the Jaynes maximum entropy principle when solving nonlinear programming problems, where, \( l \) is a positive control parameter.

The aggregate function \( G_l(x) \) and the maximum function \( G(x) = \max_{j \in \{1,2,\ldots,k\}} g_j(x) \) exhibit the following relationship

\[
G(x) \leq G_l(x) \leq G(x) + \frac{\ln k}{l} \quad (5)
\]
Thus, \( G(x) \) can be approximated uniformly by \( G_l(x) \) when \( l \to +\infty \). According to (5), the following two formulas may be obtained

\[
\max_{y \in S_i} f_y(x_i) = \frac{1}{l} \ln \left( \sum_{y \in S_i} e^{f_y(x_i)} \right) 
\leq \max_{y \in S_i} f_y(x_i) + \frac{\ln q}{l}
\]

(6)

\[
\sum_{i=1}^{n} \max_{y \in S_i} f_y(x_i) = \frac{1}{l} \sum_{i=1}^{n} \ln \left( \sum_{y \in S_i} e^{f_y(x_i)} \right) 
\leq \sum_{i=1}^{n} \max_{y \in S_i} f_y(x_i) + \frac{n \ln q}{l}
\]

(7)

It can be seen from (6) and (7) that when \( l \to +\infty, \sum_{i=1}^{n} \max_{y \in S_i} f_y(x_i) \) can be approximated uniformly by

\[
\frac{1}{l} \sum_{i=1}^{n} \ln \left( \sum_{y \in S_i} e^{f_y(x_i)} \right)
\]

Thus, equation (3) can be approximated as follows

\[
\text{loss}_3 = -\frac{1}{n} \sum_{i=1}^{n} \ln \left( \sum_{y \in S_i} e^{f_y(x_i)} \right) 
\approx -\frac{1}{n} \sum_{i=1}^{n} \ln \left( \sum_{y \in S_i} e^{f_y(x_i)} \right) + \frac{n \ln q}{l}
\]

(8)

which is a smooth function. Thus, the model with loss function (8) can be solved by any gradient-based method.

B. Regularization and parameter tuning strategies

To avoid overfitting, two regularization terms, referred to as L2 regularization [35] and dropout regularization [40], are added to the model. L2 regularization means that the squared sum of weights is added to the loss function, thus, the original loss functions (1), (2), and (8) are redefined as follows

\[
\text{loss}_1 = \text{loss}_1 + \lambda \sum_{j=1}^{m+1} W_j^T W_j
\]

(9)

\[
\text{loss}_2 = \text{loss}_2 + \lambda \sum_{j=1}^{m+1} W_j^T W_j
\]

(10)

\[
\text{loss}_3 = \text{loss}_3 + \lambda \sum_{j=1}^{m+1} W_j^T W_j
\]

(11)

where \( \lambda \) is a regularization coefficient. L2 regularization makes the weights of the deep neural network as small as possible, therefore, the overfitting can be avoided to some extent.

Dropout regularization can also be used to avoid overfitting when training deep neural networks. In each training batch, by randomly dropping the neuron nodes of the deep neural network (i.e. to set the output of the node to 0), overfitting can be significantly reduced because it decays the interaction between feature detectors (neuron nodes) and makes the deep neural network simpler and more accurate. In this study, 50% of the neuron nodes in each layer are dropped.

In a deep neural network, the numbers of hidden layers and neuron nodes have significant influence on classification accuracy. It is time consuming to adjust the parameters in a greedy way. Therefore, the following strategies are adopted to select the numbers of hidden layers and neuron nodes. For a given dataset, the input layer and output layer of the neural network are first determined. The number of input layer neurons is the feature dimension of the sample, and the number of neurons in the output layer is the number of classes. Next, the number of hidden layers is selected from 0 to 10, starting from layer 0, and increasing layer by layer. When the number of hidden layers is small, we determine the number of hidden layer neurons based on the data dimension of the dataset. When the feature dimension of the sample is larger than the number of classes, the number of hidden layer neurons decreases, layer by layer, whereas when the feature dimension of the sample is smaller than the number of classes, the number of hidden layer neurons increases, layer by layer. When the number of hidden layers is large, the number of neurons in the hidden layer increases layer by layer and then decreases layer by layer.

IV. Experiments

A. Experimental setup

This study aims to propose a deep neural network based partial label learning algorithm (PL-DNN). To verify the classification accuracy of the algorithm, we conduct experiments on six UCI datasets and five real-world partial label datasets. The specific information of these datasets is shown in Table 1, and the PL-DNN algorithm proposed in this study is compared with six well-known existing partial label learning algorithms. These six partial label learning algorithms include two algorithms proposed by using the k-nearest neighbor model (PL-KNN [5] and PL-LEAF algorithm [4]), a kernel based algorithm PL-ECOC [47], a linear algorithm CLPL [1], an instance-based algorithm RegISL [34], and a binary decomposition algorithm PALOC [35]. The parameters of the first four algorithms are set similar to those in reference [41]. For the PL-KNN algorithm, its parameter \( k \) is selected from the set 5, 8, 11, 14, 17 by cross-validation method. For the PL-LEAF algorithm, its parameters are set with the default values given in [4] as they have little influence on the performance of the algorithm. For the PL-ECOC algorithm, the RBF kernel function \( k(x, x') = \exp(-\gamma ||x-x'||^2) \) is used as the kernel function of the two-class classifier, and the parameters \( \gamma \) and \( k \) are selected from sets \( \{3^{-3}/\delta, 3^{-2}/\delta, \cdots 3^{1}/\delta\} \), and \( \{10^{-1}, 10^{0}, \cdots 10^{1}\} \) by the cross-validation method, respectively, where \( \delta \) is the average distance of the train-
For our PL-DNN algorithm, the control parameter values are set similarly to those in reference [34] and [35]. For the latter two algorithms, the parameter settings are consistent with those in [1].

The model with hinge loss is used as its basic learning model, similar to [47]. For the CLPL algorithm, the SVM is used for classification, and the values of the other parameters are also consistent with the previous work.

In the classification process, for each given pair \((p, r)\), \(p\) denotes the proportion of the partial label sample in the entire sample set, while \(r\) is the number of candidate labels of each partial label sample except its ground-truth label. The transformation process is as follows: for each given pair \((p, r)\), \(pn\) samples are selected from the original UCI dataset first \((n\) is the number of samples in the dataset). Then, for each selected sample, \(r\) labels are randomly selected from the label space except its ground-truth label, and the candidate label set of this sample is composed of the \(r\) selected labels and the ground-truth label. In this section, the experiments are conducted using two values of \(p\) and \(r\), respectively, \(p = 0.3\) or \(0.6\), and \(r = 1\) or \(3\). Therefore, for each UCI dataset, we can obtain four partial label datasets generated according to different \((p, r)\) combinations. Twenty-four partial label datasets can be generated in total, hereafter referred to as the controlled UCI datasets.

Table 2 presents the experimental results of each partial label learning algorithm on the 24 controlled UCI datasets. From the experimental results, we can clearly see that on 22 out of the 24 controlled UCI datasets, the classification accuracy of the proposed PL-DNN algorithm is higher than that of the six existing partial label learning algorithms. On the four controlled datasets generated based on the Movement dataset, the classification accuracy is improved by at least 8.41%. Moreover, it can be seen from the results in Table 2 that the PL-DNN algorithm with \(\text{loss}_2\) loss function exhibits a better classification accuracy on the controlled UCI datasets.

To gain a clear understanding of the relative performance of the PL-DNN algorithm against other algorithms, Table 3 presents the win/tie/loss counts between PL-DNN+Loss2 and the other six algorithms on each controlled UCI dataset based on the right-tailed t-test. It can be seen from Table 3 that the PL-DNN algorithm outperforms other algorithms on most controlled UCI datasets. As a whole, in 100%, 88%, 83%, 100%, 92%
| Data sets | Algorithms    | Accuracy (mean $\pm$ std.) |
|-----------|---------------|-----------------------------|
| Ecoli     | PL-KNN        | 86.13 $\pm$ 0.45            |
|           | PL-LEAF       | 86.96 $\pm$ 0.83            |
|           | PL-ECOC       | 86.37 $\pm$ 0.75            |
|           | CLPL          | 85.00 $\pm$ 0.75            |
|           | PALOC         | 85.45 $\pm$ 0.86            |
|           | RegISL        | 80.39 $\pm$ 1.21            |
|           | PL-DNN+Loss1  | 89.56 $\pm$ 1.96            |
|           | PL-DNN+Loss2  | 89.43 $\pm$ 3.80            |
|           | PL-DNN+Loss3  | 90.74 $\pm$ 2.95            |
| Leaf      | PL-KNN        | 65.97 $\pm$ 1.17            |
|           | PL-LEAF       | 74.00 $\pm$ 1.52            |
|           | PL-ECOC       | 76.91 $\pm$ 1.50            |
|           | CLPL          | 54.18 $\pm$ 2.57            |
|           | PALOC         | 73.24 $\pm$ 1.86            |
|           | RegISL        | 70.85 $\pm$ 1.39            |
|           | PL-DNN+Loss1  | 87.07 $\pm$ 2.53            |
|           | PL-DNN+Loss2  | 92.00 $\pm$ 1.39            |
|           | PL-DNN+Loss3  | 90.22 $\pm$ 2.52            |
| Movement  | PL-KNN        | 76.25 $\pm$ 1.60            |
|           | PL-LEAF       | 82.06 $\pm$ 0.74            |
|           | PL-ECOC       | 84.97 $\pm$ 0.94            |
|           | CLPL          | 51.83 $\pm$ 2.27            |
|           | PALOC         | 84.83 $\pm$ 1.21            |
|           | RegISL        | 82.22 $\pm$ 0.98            |
|           | PL-DNN+Loss1  | 85.09 $\pm$ 2.55            |
|           | PL-DNN+Loss2  | 93.69 $\pm$ 1.06            |
|           | PL-DNN+Loss3  | 86.43 $\pm$ 7.60            |
| Vehicle   | PL-KNN        | 69.55 $\pm$ 0.70            |
|           | PL-LEAF       | 81.48 $\pm$ 0.56            |
|           | PL-ECOC       | 79.05 $\pm$ 1.51            |
|           | CLPL          | 75.39 $\pm$ 0.53            |
|           | PALOC         | 82.10 $\pm$ 0.78            |
|           | RegISL        | 70.61 $\pm$ 0.71            |
|           | PL-DNN+Loss1  | 80.68 $\pm$ 2.59            |
|           | PL-DNN+Loss2  | 82.41 $\pm$ 2.51            |
|           | PL-DNN+Loss3  | 81.64 $\pm$ 2.86            |
| CTG       | PL-KNN        | 74.67 $\pm$ 0.43            |
|           | PL-LEAF       | 80.94 $\pm$ 0.30            |
|           | PL-ECOC       | 83.03 $\pm$ 0.39            |
|           | CLPL          | 65.87 $\pm$ 0.24            |
|           | PALOC         | 82.96 $\pm$ 0.34            |
|           | RegISL        | 74.67 $\pm$ 0.76            |
|           | PL-DNN+Loss1  | 79.30 $\pm$ 1.69            |
|           | PL-DNN+Loss2  | 84.58 $\pm$ 1.45            |
|           | PL-DNN+Loss3  | 83.17 $\pm$ 1.11            |
| Segment   | PL-KNN        | 94.52 $\pm$ 0.21            |
|           | PL-LEAF       | 93.71 $\pm$ 0.10            |
|           | PL-ECOC       | 95.93 $\pm$ 0.24            |
|           | CLPL          | 82.73 $\pm$ 0.29            |
|           | PALOC         | 94.90 $\pm$ 0.16            |
|           | RegISL        | 95.61 $\pm$ 0.21            |
|           | PL-DNN+Loss1  | 91.82 $\pm$ 1.14            |
|           | PL-DNN+Loss2  | 95.86 $\pm$ 0.68            |
|           | PL-DNN+Loss3  | 95.84 $\pm$ 0.45            |
(a) Classification accuracy of PL-DNN algorithm when $lr$ is set to different values. (left: Lost, right: BirdSong)

(b) Classification accuracy of PL-DNN algorithm when train epoch is set to different values. (left: Lost, right: BirdSong)

(c) Classification accuracy of PL-DNN algorithm when $\lambda$ is set to different values. (left: Lost, right: BirdSong)

Fig. 2: Parameter sensitivity analysis for PL-DNN algorithm on the Lost and BirdSong datasets.
and 83% of the cases, the PL-DNN algorithm achieves superior performance against PL-KNN, PL-LEAF, PL-ECOC, CLPL, PALOC, and RegISL algorithms, respectively, and only on one controlled UCI dataset (Ecoli when $p=0.3$ and $r=1$) the RegISL algorithm outperforms PL-DNN algorithm.

D. Experimental results on the real-world partial label datasets

The performance of the proposed PL-DNN algorithm is also validated on five real-world partial label datasets named Lost [1], MSRCv2 [4], BirdSong [5], FG-NET [6] [7], and Soccer Player [3]. These datasets come from various real-world applications such as character-name association in TV show, ambiguous image classification, and image auto-annotation. The specific information of these datasets is presented in Table 1. Table 4 summarizes the classification accuracy of the PL-DNN algorithm and the other six algorithms on the real-world partial label datasets. In comparison with the six existing partial label learning algorithms, our deep neural network model combined with three newly defined loss functions exhibits better classification accuracy on the MSRCv2, FG-NET, and Soccer Player datasets, although the PL-LEAF, and CLPL algorithms can obtain the highest classification accuracy on the BirdSong and Lost datasets, respectively. Therefore, on the whole, the proposed PL-DNN algorithm can also achieve better accuracy on the real-world datasets.

To facilitate the reader to implement the partial label learning algorithm proposed in this study, we present the network structures for the real-world partial label datasets in Table 5. For example, $(108,90,60,30,16)$ indicates that the neural network includes one input layer, three hidden layers, and one output layer. The single input data is a row vector of length 108, the number of neurons in the hidden layer is 90, 60, and 30, and the number of neurons in the output layer is 16.

V. Conclusions

This study proposed a new partial label learning algorithm based on a deep neural network model. Experimental results on the controlled UCI datasets and real-world partial label datasets reveal that the deep neural network model combined with the newly defined loss functions could achieve better classification accuracy on most of the partial label datasets. The deep learning technology achieves good results on image and speech classification problems because it not only improves the ability of model representation by increasing the number of hidden layers but also integrates the procedures of feature extraction and classification [54]. In this study, we assume that the good features of each dataset have been extracted by a certain feature extraction technology. In the future work, we will build a partial label learning algorithm by using convolutional neural network model (CNN) in order to exploit the feature extraction ability of CNN for partial label learning problems.

Table 5: The DNN structures used on the real-world partial label datasets

| Data set  | Algorithms      | DNN structure               |
|-----------|-----------------|-----------------------------|
| Lost      | DNN+Loss1       | (108,90,80,70,60,50,30,16) |
|           | DNN+Loss2       | (108,150,100,50,16)        |
|           | DNN+Loss3       | (108,90,60,30,16)          |
| BirdSong  | DNN+Loss1       | (38,200,150,100,50,20,13) |
|           | DNN+Loss2       | (38,200,150,100,120,60,30,13) |
|           | DNN+Loss3       | (38,30,20,13)              |
| MSRCv2    | DNN+Loss1       | (48,300,200,100,50,23)    |
|           | DNN+Loss2       | (48,200,23)               |
|           | DNN+Loss3       | (48,200,100,23)           |
| FG-NET    | DNN+Loss1       | (262,300,256,200,100,78)  |
|           | DNN+Loss2       | (262,400,300,200,100,78)  |
|           | DNN+Loss3       | (262,100,78)              |
| Soccer-Player | DNN+Loss1    | (279,400,350,300,256,200,171) |
|           | DNN+Loss2       | (279,400,350,300,256,200,171) |
|           | DNN+Loss3       | (279,200,171)             |
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