Monte Carlo studies of triangulated spherical surfaces in the two-dimensional space
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Abstract

We numerically study a triangulated surface model in $\mathbf{R}^2$ by taking into account a viewpoint of string model. The models are defined by a mapping $X$ from a two-dimensional surface $M$ to $\mathbf{R}^2$, where the mapping $X$ and the metric $g$ of $M$ are the dynamical variables. The sum over $g$ in the partition function is simulated by the sum over bond lengths and deficit angles by using the Regge calculus technique, and the sum over $g$ is defined to be performed independently of the sum over $X$. We find that the model undergoes a first-order transition of surface fluctuations, which accompanies a collapsing transition, and that the transitions are reflected in the internal geometry of surface. Fluid surface models are also studied on dynamically triangulated surfaces, and the transitions are found to be of second order. The order of the transition remains unchanged from that of the conventional model defined only by the variable $X$ both in the fixed-connectivity and the fluid models.
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1 Introduction

Two-dimensional surfaces are interesting objects in the sense that the length scales are ranging from microscopic scales to macroscopic ones. The microscopic string [1] and the macroscopic biological membranes [2345] can be described and hence unified by a surface model of Helfrich and Polyakov [67].

The models are defined by a curvature Hamiltonian, which is given by an extrinsic curvature energy [678]. The surface shape or its motion is considered
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to be governed by the curvature Hamiltonian. One interesting phenomenon is a phase transition of shape transformation, which separates a flat phase at large bending rigidity from a crumpled phase at small bending rigidity. Numerical studies have been devoted to understand the phase transitions. While recent simulations show that the model undergoes a first-order transition, a continuous transition is also predicted by theoretical studies based on the renormalization group technique. Thus, the transition still remains to be studied.

In the string model context, a two-dimensional surface $M$ and the image $X(M)$ of the mapping $X$ from $M$ to $\mathbb{R}^d$ are independently treated. The length scale of $M$ is not always identified to the one in $X(M)$. This is because the mapping $X$ and the metric $g$ of $M$ are considered as the two different dynamical variables. To the contrary, in the case of numerical studies for real membranes, the two-dimensional surface $M$ is always fixed and hence is not taken into account to define the model. This corresponds to the case where the Euclidean flat metric $g_{ab} = \delta_{ab}$ is assumed in $M$. In this case, the length scale in $M$ is fixed; the bond length of the triangulated $M$ is fixed to some constant. In the case of the induced metric $g_{ab} = \partial_a X^\mu \partial_b X^\mu$, $M$ can be identified with $X(M)$. In this case, the length scale of $M$ is identified to that of the external space $\mathbb{R}^3$, which is also an Euclidean flat space. The surface position $X(M)$ is the only dynamical variable in both cases. Thus, little is known about the dependence of the phase structure on the variable $g$ in the triangulated surface models. Therefore, it is still interesting to study numerically the surface model described by both of the variables $X$ and $g$ and to see whether the phase structure of the model depends on $g$ or not.

There have been a lot of studies on models defined by a mapping from a $D$-dimensional surface $M$ to the $d$-dimensional space $\mathbb{R}^d$, including $d = 0$ the matrix model, from the viewpoint of string model, where the mapping $X$, including $M$, is considered to be dynamically generated. However, the phase structure of surface models has not been so extensively studied at least numerically by assuming the metric as a dynamical variable in the low-dimensional cases $d = 2, 3$.

In this paper, we numerically study a surface model defined by a mapping $X$ from $M$ to $\mathbb{R}^2$, where the simulation is computationally less time-consuming than $\mathbb{R}^3$. The variable $g$ is summed over by using the Regge calculus technique in the partition function. $M$ is topologically fixed as a sphere, and as a consequence the sum over topology is not included in the sum over $g$.

This paper is organized as follows: in Section 2 the model is defined on both fixed-connectivity surfaces and dynamically triangulated surfaces. In Section 3 we describe how to obtain the model from the continuous Hamiltonian for strings. A discrete metric tensor is introduced to obtain the discrete model. In
Section 4 detailed information of Monte Carlo (MC) technique is given. The numerical results including those of the conventional models are presented in Section 5, and we summarize the results in the final section 6.

2 Model

Fig. 1. (a) The tangential plane $\Psi(\Delta)$ of (b) a triangle $\Delta$ in $M$, and (c) the image $X(\Delta)$ in $\mathbb{R}^d (d=2)$, where $\Psi$ is a coordinate mapping from $\Delta$ to $\mathbb{R}^D (D=2)$, and $X$ is a mapping from $M$ to $\mathbb{R}^d (d=2)$. The triangle $\Delta$ in $M$ is almost flat but slightly curved, while $\Psi(\Delta)$ and $X(\Delta)$ are assumed to be linear.

Let $M$ be a two-dimensional spherical surface, which is not always included in the three-dimensional Euclidean space $\mathbb{R}^3$, and $M$ is assumed to be triangulated with smooth triangles. The reason why $M$ is triangulated is because the numerical studies including the one in this paper are always performed on triangulated surfaces. The triangulation is characterized by the three numbers $N$, $N_B (=3N-6)$, and $N_T (=2N-4)$, which are the total number of vertices, the total number of bonds, and the total number of triangles, respectively. A linear triangle in $\mathbb{R}^D (D=2)$ corresponds to a triangle in $M$ by a coordinate mapping $\Psi$; the triangle edges are considered as local coordinate axes on $M$. $M$ is also assumed to be embedded in the external space $\mathbb{R}^d (d=2)$ as $X(M)$ by a mapping $X$. Fig. 1 shows the linear triangle $\Psi(\Delta)$ in $\mathbb{R}^D (D=2)$, the triangle $\Delta$ in $M$, and the image $X(\Delta)$, which is also a linear triangle in $\mathbb{R}^d (d=2)$. If $M$ is included in $\mathbb{R}^d (d=2)$, the triangle $\Delta$ in Fig. 1(b) and the tangential triangle $\Psi(\Delta)$ in Fig. 1(a) should be identified with the triangle $X(\Delta)$ in Fig. 1(c).

Our basic assumption is that $M$ is not always included in $\mathbb{R}^d (d=2)$. In order to define a length scale in $M$, we identify the edge length $L$ of $\Delta$ with that of $\Psi(\Delta)$. It is not unreasonable to identify $L$ of $\Delta$ with that of $\Psi(\Delta)$ because the length scale in $M$ can locally be fixed by a coordinate mapping $\Psi$; where the triangle surfaces are not always identified between $\Delta$ and $\Psi(\Delta)$. Thus, the
triangle inequalities

\[ L_i + L_j > L_k \]  

(1)

are satisfied on \( \Delta \) in \( M \). Only difference between \( \Delta \) and \( \Psi(\Delta) \) is in the internal angles and in the area \( A_\Delta \) of \( \Delta \), where \( A_\Delta \) is defined by

\[ A_\Delta = \frac{1}{6} (L_1 L_2 | \sin \Phi_3 | + L_2 L_3 | \sin \Phi_1 | + L_3 L_1 | \sin \Phi_2 |) , \]

(2)

where \( | \sin \Phi_i | \) is because \( \Phi_i \) is not always constrained to be \( 0 < \Phi_i < \pi \). While the sum of internal angles of the linear triangles is given by \( \sum_{i=1}^{3} \Phi_i^0 = \pi \) \( (0 < \Phi_i^0 < \pi) \), and \( \sum_{i=1}^{3} \phi_i = \pi \) \( (0 < \phi_i < \pi) \), the sum \( \sum_{i=1}^{3} \Phi_i \) is not always identical to \( \pi \) on \( \Delta \). The condition \( 0 < \Phi_i < \pi \) corresponds to the ordinary triangles such as the one shown in Fig. 2(b), and moreover \( \Phi_i \) \( (\notin [0, \pi]) \) also corresponds to those triangles since \( | \sin \Phi_i | \) in Eq.(2) is defined to represent the area of those triangles.

The deficit angle \( \varphi \) of \( \Delta \) is defined by

\[ \varphi = \sum_{i=1}^{3} \Phi_i - \pi . \]

(3)

Therefore, the internal angle \( \Phi_i \) of \( \Delta \) can be expressed by

\[ \Phi_i = \Phi_i^0 \left( 1 + \frac{\varphi}{\pi} \right) , \quad (i = 1, 2, 3). \]

(4)

We should note that \( \Phi_i^0 \) is given only by the edge length \( L \) on \( \Psi(\Delta) \). Since \( L \) is identified to the one of \( \Delta \), \( \Phi_i \) is given by using only \( L \) and \( \varphi \). Thus, the sum over \( L \) and \( \varphi \) can simulate the sum over metric \( g \) on \( M \), where \( \varphi \) and \( L \) are assumed to be independent of each other on \( \Delta \). This is a Regge calculus approach to the sum over metrics \( g \) on \( M \) [27].

It is possible that \( \lim_{N \to \infty} (1/N_T) \sum_{i=1}^{N_T} \varphi_i = 0 \) is violated:

\[ \lim_{N \to \infty} \frac{1}{N_T} \sum_{i=1}^{N_T} \varphi_i \neq 0. \]

(5)

The reason of this is as follows: \( \sum_{i=1}^{N_T} \varphi_i \) is not always identical to the sum over deficit angles \( \sum_{i=1}^{N} \delta_i \), where \( \delta_i \) is the deficit angle defined by \( \delta_i = 2\pi - \sum_{j(i)} \Phi_{j(i)} \), where \( \Phi_{j(i)} \) is an internal angle of the triangle \( j(i) \) meeting at the vertex \( i \).

In fact, if \( M \) is piece-wise linearly triangulated, we have \( \sum_{i=1}^{N} \delta_i = 2\pi \chi = 4\pi \) while \( \sum_{i=1}^{N_T} \varphi_i = 0 \), where \( \chi \) is the Euler number. On the contrary, we assume that \( M \) is smoothly triangulated, where "smoothly triangulated" means that every \( \Delta \) is a smooth triangle and \( \delta_i = 0 \) at every vertex \( i \). In this case we have \( \sum_{i=1}^{N} \delta_i = 0 \) while \( \sum_{i=1}^{N_T} \varphi_i = 4\pi \), which is the prediction of the Gauss-Bonnet theorem \( \int \sqrt{g} d^2 x K = 2\pi \chi = 4\pi \) on smoothly triangulated \( M \), where \( K \) is the
Gaussian curvature. Therefore \( (1/N_T) \sum_{i=1}^{N_T} \varphi_i = 0 \) \((N \to \infty)\) is satisfied if \( M \) is piece-wise linearly triangulated or smoothly triangulated. However, the above mentioned basic assumption for \( M \) does not always imply that \( M \) is either linearly triangulated or smoothly triangulated, because the constraints \( \varphi_i = 0 \) and \( \delta_i = 0 \) are not imposed on the triangulation.

We comment on the range of \( \varphi \). A constraint on \( \varphi \in \mathbb{R} \) is given by the integration measure described below in this section. As a consequence, \(|\varphi|\) is limited to have a value in some finite range in \( \mathbb{R} \). Thus, the internal angles \( \Phi_j \) of a triangle \( i \) are automatically determined by Eq. (4) from a given \( \varphi_i \). Therefore \( \Phi \) is not always constrained to be \( 0 < \Phi < \pi \) as mentioned above.

Informations on the value of \( \varphi \), the variance of \( \sum_{i=1}^{N_T} \varphi_i \), and the range of \( \varphi \) are given in the final part of Section 5.

Although the coordinate axes are assumed to be varied independently of the mapping \( X \), the dynamical triangulation technique is still interesting from the viewpoint of reparametrization invariance in the discrete model. The model on dynamically triangulated fluid surfaces is also studied in this paper.

The discrete Hamiltonian \( S \) of the model on the triangulated surface \( M \) is defined such that

\[
S(X, \{L, \varphi\}) = S_1 + bS_2, \\
S_1 = \frac{1}{12} \sum_{\Delta} S_1(\Delta) / A_{\Delta}, \\
S_2 = \frac{1}{12} \sum_{\Delta} S_2(\Delta) / A_{\Delta},
\]

(6)

where \( S_1 \) is the Gaussian bond potential, and \( S_2 \) is the bending energy. \( A_{\Delta} \) in \( S_1 \) and \( S_2 \) is the area of the triangle \( \Delta \) in \( M \) and is defined by Eq. (2). \( S_1(\Delta) \) in \( S_1 \) is defined by

\[
S_1(\Delta) = \ell_1^2 \left( L_2^2 + L_3^2 \right) - 2\ell_1\ell_2 \cos \phi_3 L_1L_2 \cos \Phi_3 \\
+ \ell_2^2 \left( L_3^2 + L_1^2 \right) - 2\ell_2\ell_3 \cos \phi_1 L_2L_3 \cos \Phi_1 \\
+ \ell_3^2 \left( L_1^2 + L_2^2 \right) - 2\ell_3\ell_1 \cos \phi_2 L_3L_1 \cos \Phi_2,
\]

(7)

where the symbols \( L_i \), \( \Phi_i \) are the bond length and the internal angles of \( \Delta \) in \( M \), and \( \ell_i \), \( \phi_i \) are those of \( X(\Delta) \) in \( \mathbb{R}^d(d=2) \). The symbol \( S_2(\Delta) \) in \( S_2 \) is given by

\[
S_2(\Delta) = 2L_1^2 \left( 1 - \mathbf{n}_0 \cdot \mathbf{n}_1 \right) - L_1L_2 \cos \Phi_3 \left( \mathbf{n}_1 - \mathbf{n}_0 \right) \cdot \left( \mathbf{n}_2 - \mathbf{n}_0 \right) \\
+ 2L_2^2 \left( 1 - \mathbf{n}_0 \cdot \mathbf{n}_2 \right) - L_2L_3 \cos \Phi_1 \left( \mathbf{n}_2 - \mathbf{n}_0 \right) \cdot \left( \mathbf{n}_3 - \mathbf{n}_0 \right) \\
+ 2L_3^2 \left( 1 - \mathbf{n}_0 \cdot \mathbf{n}_3 \right) - L_3L_1 \cos \Phi_2 \left( \mathbf{n}_3 - \mathbf{n}_0 \right) \cdot \left( \mathbf{n}_1 - \mathbf{n}_0 \right),
\]

(8)
where \( n_0 (\in \mathbb{Z}_2 = \{-1, 1\}) \) is a unit normal vector of the triangle \( X(\Delta) \), and \( n_i \) is a unit normal vector of the nearest neighbor triangle \( i \). The value of \( n \) is naturally defined by the orientation of the triangle. Figure 2(a) shows two different values of \( n \), and Fig. 2(b) shows \( n_0 \) and \( n_i \) \((i = 1, 2, 3)\) corresponding to those in \( S^2(\Delta) \) of Eq. (8). We should note that \( n \not\in \mathbb{R}^3 \), and hence the model is defined within \( \mathbb{R}^d \)(\(d = 2\)).

![Diagram of two possible values of the unit normal vector \( n \) of the triangle \( X(\Delta) \), and \( n_i \) of the nearest neighbor triangles.](image)

Fig. 2. (a) Two possible values of the unit normal vector \( n \) of the triangle \( X(\Delta) \), and (b) the unit normal vectors \( n_i \) \((i = 1, 2, 3)\) of the nearest neighbor triangles.

The partition function of the model on fixed connectivity surfaces, which is denoted by \( \text{model 1} \), is defined by

\[
Z_{\text{fix}}(b) = \int [dL] \int [d\varphi] \int' \prod_{i=1}^N dX_i \exp \left[ -S(X, \{L, \varphi\}) \right], \quad \text{(model 1)}, \tag{9}
\]

where the symbols \( \int [dL] \) and \( \int [d\varphi] \) are given by

\[
\int [dL] = \int \prod_{i=1}^{N_B} dL_i \exp \left( -\sum_{i=1}^{N_B} L_i^2 \right), \tag{10}
\]

and

\[
\int [d\varphi] = \int \prod_{i=1}^{N_T} d\varphi_i \exp \left( -\sum_{i=1}^{N_T} |\varphi_i| \right). \tag{11}
\]

The symbol \( L_i \) in Eq. (10) denotes the bond length of \( \Delta \), and \( \varphi_i \) in Eq. (11) denotes the deficit angle. The factors \( \exp \left( -\sum_{i=1}^{N_B} L_i^2 \right) \) and \( \exp \left( -\sum_{i=1}^{N_T} |\varphi_i| \right) \) are necessary in order to make the integrations of the variables \( L \in \mathbb{R}_{>0} \) and \( \varphi \in \mathbb{R} \) well-defined; the factor \( \exp \left( -\sum_{\Delta} A_{\Delta} \right) \) can also be used in place of \( \exp \left( -\sum_{i=1}^{N_B} L_i^2 \right) \) in Eq. (10). It is possible to introduce parameters \( \lambda_L, \lambda_\varphi \) in order to control the fluctuations of \( L \) and \( \varphi \) such that \( \exp \left( -\lambda_L \sum_{i=1}^{N_B} L_i^2 \right) \) and \( \exp \left( -\lambda_\varphi \sum_{i=1}^{N_T} |\varphi_i| \right) \), however, we assume \( \lambda_L = 1 \) and \( \lambda_\varphi = 1 \) for simplicity.

The prime in \( \int' \prod_{i=1}^N dX_i \) in Eq. (9) denotes that the center of mass of surface \( X(M) \) is fixed. We note that \( M \) is not always globally flat (or \( M \subseteq \mathbb{R}^2 \)) even
when $\Phi = \Phi_0$ because the deficit angles at the vertices are not always zero, this is because the edge length $L$ is integrated independently of the other edges.

The partition function of the model on dynamically triangulated surfaces, which is denoted by *model 2*, can be written by including the sum over possible triangulations $\sum T$ such that

$$Z_{\text{flu}}(b) = \sum T \int [dL] \int [d\varphi] \int \prod_{i=1}^{N} dX_i \exp \left[ -S(X, \{L, \varphi\}) \right], \quad \text{(model 2)}.$$  

$\sum T$ is performed by the bond flip technique. The bond flips is simultaneously performed both in $M$ and in $X(M)$, because the mapping $X$ preserves the triangulations. Since the edges of triangles in $M$ are considered as coordinate axes, the flip of bonds can make a large difference on the configuration and influence the equilibrium property. Thus, the bond flips should be carefully performed in model 2. The detailed information on this point is given in Section 4.

3 Continuous model

We comment on a correspondence between the discrete model and the continuous model. The continuous energy $S_1$ is the Polyakov action for strings in $\mathbb{R}^d (d = 2)$, and it is given by

$$S_1 = \int \sqrt{g} d^d x g^{ab} \partial_a X^\mu \partial_b X^\mu,$$

where $g$ is the determinant of the metric tensor $g_{ab}$, $(a, b = 1, 2)$ of $M$, and $g^{ab}$ is the inverse of $g_{ab}$. The symbol $\mu$ of $X^\mu$ denotes that $X^\mu \in \mathbb{R}^d (d = 2)$. In order to obtain an explicit expression of $g_{ab}$, we consider the edges $L_1$ and $L_2$ of $\Delta$ in $M$ as the axes of a local coordinate. Thus, we define the discrete metric $g_{ab}$ such that

$$g_{ab} = \begin{pmatrix} L_1^2 & L_1 L_2 \cos \Phi_3 \\ L_1 L_2 \cos \Phi_3 & L_2^2 \end{pmatrix}.$$  

We should note that $g_{ab}$ is not exactly identical with the induced metric of the co-ordinate mapping $\Psi$ from $\Delta$ to $\mathbb{R}^D (D = 2)$ but $g_{ab}$ is close to the induced metric of $\Psi$. In fact, $g_{ab}$ is just identical with the induced metric of $\Psi$ if $\Phi = \Phi_0$. We note also that $g_{ab}$ is independent of $X$, and it depends only on $L$ and $\varphi$; both $L$ and $\varphi$ are considered as functions on $\Delta$. If $g_{ab}$ is given by the induced metric of $X$ such that $g_{ab} = \partial_a X^\mu \partial_b X^\mu$, then $\Delta$ ($\subset M$) can be considered as a subspace of $\mathbb{R}^d (d = 2)$, and $L$ and $\Phi$ are identified with $\ell$.
and $\phi$ respectively, and the area $A_\Delta$ is just identical to the area of $X(\Delta)$. In this case, the length scale of $M$ is automatically determined by the Euclidean length scale of $\mathbf{R}^d$ ($d = 2$), and hence the length scale of $M$ remains unchanged no matter how $X(\Delta)$ and as a consequence $g$ transforms its shape according to the variation of $X$. We note also that $g_{ab}$ in Eq. (14) makes the form $ds^2 = g_{ab}dx_adx_b$ positive definite.

The partial derivatives $\partial_a X^\mu$ are replaced by $X_2 - X_1$ for $a = 1$ and $X_3 - X_1$ for $a = 2$, where $X_1$ and $X_2$ are two terminal vertices of the bond $\ell_1$ in the triangle shown in Fig. 1(c), and $X_1$ and $X_3$ are those corresponding to the bond $\ell_2$. Since $\int \sqrt{g} d^2 x$ corresponds to the area of $M$, $\int \sqrt{g} d^2 x$ can be replaced by $\sum_\Delta A_\Delta$. Thus, we obtain $S_1 = \sum_\Delta (1/4 A_\Delta) (L_1^2 \ell_2^2 + L_2^2 \ell_3^2 - 2 \ell_1 \ell_2 \cos \phi_3 L_1 L_2 \cos \Phi_3)$. Including the terms, which are the cyclic permutations such that $1 \to 2$, $2 \to 3$, and $3 \to 1$, and using the multiplicative factor $1/3$, we have the expression of $S_1$ in Eqs. (6) and (7). This symmetrization makes $S_1$ reparametrization invariant in the sense that three pairs of edges $(L_1, L_2)$, $(L_2, L_3)$, and $(L_3, L_1)$ can be considered as the coordinate axes.

If the variable $L$ and $\Phi$ in $S_1$ of Eq. (6) are replaced by $\ell$ and $\phi$ respectively, then $S_1(\ell, \phi)$ coincides with twice the area of $X(M)$ as a subspace of $\mathbf{R}^d$ ($d = 2$); $S_1(\ell, \phi) = 2 \sum_\Delta a_\Delta$, where $a_\Delta$ is the area of $X(\Delta)$. If $S_1$ in Eq. (13) is multiplied by the factor $1/2$ such that $(1/2)S_1$, then the factor $1/12$ of $S_1$ in Eq. (6) is replaced by $1/24$, and as a consequence the corresponding discrete $S_1(\ell, \phi)$ is just identical to the area of $X(M)$. We should note also that the phase structure of the model is independent of the multiplicative factor such as $1/2$ of $S_1$.

The continuous bending energy $S_2$ is given by

$$S_2 = \frac{1}{2} \int \sqrt{g} d^2 x g^{ab} \partial_a n^\mu \partial_b n^\mu,$$

(15)

where $n^\mu$ is a unit normal vector of the continuous surface in $\mathbf{R}^d$ ($d = 2$) and has values in $\mathbf{Z}_2 = \{1, -1\}$; the symbol $\mu$ of $n^\mu$ can be dropped. We should note that the expression of $S_2$ of Eq. (15) coincides with that of Polyakov’s extrinsic curvature term $(1/2) \int \sqrt{g} d^2 x K^a_9 K_b^a$ in [7] if $d = 3$ and $g_{ab}$ is assumed to be the induced metric such that $g_{ab} = \partial_a X^\mu \partial_b X^\mu$, where $K_{ab}$ is the second fundamental form defined by $K_{ab} = -\partial_a X^\mu \partial_b n^\mu$. In fact, it is straightforward to see this by using the equality $\partial_a n^\mu = -K_{ab} \partial_b X^\mu$. We should note that $S_2$ of Eq. (15) is not always identical to the Polyakov’s extrinsic curvature term, because $g_{ab}$ in Eq. (14) is different from the induced metric of $X$.

The normal vector $n^\mu$ is defined on the triangles, and therefore we replace $\partial_1 n^\mu$ and $\partial_2 n^\mu$ such that $\partial_1 n^\mu \to n_0 - n_2$ and $\partial_2 n^\mu \to n_0 - n_1$, where $n_i$ are shown in Fig. 2(b). The discrete version of $S_2$ is then given by $\sum_\Delta (1/4 A_\Delta) [L_1^2 (1 - n_0 n_1) + L_2^2 (1 - n_0 n_2) - L_1 L_2 \cos \Phi_3 (n_1 - n_0) \cdot (n_2 - n_0)]$. Symmetrizing this term by the cyclic
permutations just like in the case of $S_1$, we have $S_2 = (1/12) \sum_\Delta S_2(\Delta)/A_\Delta$, where $S_2(\Delta)$ is given by Eq. [8].

We should comment on why $S_2$ in Eq. (15) is multiplied by the factor 1/2, which makes the factor of the discrete $S_2$ in Eq. (8) as 1/12. This is because $S_2$ in Eq. (8) is convenient to compare the results with those obtained from the conventional model, whose definition will be mentioned below in Section 5. Because of the factor 1/12, the value of $S_2/N_B$ is comparable to the one of the conventional model at the same $b$.

The continuous partition function is expressed by

$$Z(b) = \int Dg \int DX \exp[-S(X,g)],$$

(16)

where $\int DX$ denotes the sum over mappings from $M$ to $\mathbb{R}^d$, and $\int Dg$ the sum over metrics on $M$. The integrations $\int DX$ and $\int Dg$ are considered to represent the sum over surfaces in the string model context. However, we are not going into details of the measures [24]. In this paper, $\int DX$ and $\int Dg$ are simply replaced by the three-dimensional multiple integrations $\int' \prod_{i=1}^N dX_i$ in Eq. (9) and $\int [dL] \int [d\varphi]$ in Eqs. (10) and (11), respectively.

4 Monte Carlo technique

The vertex position $X \left( \in \mathbb{R}^d (d=2) \right)$ is moved to a new position $X'=X+\delta X$, where $\delta X$ is chosen randomly in a small sphere. The radius of the small sphere is fixed as an input parameter of the simulations. The edge length $L$ and the deficit angle $\varphi$ are also changed to $L'=L+\delta L$ with $L'>0$ and $\varphi'=\varphi+\delta \varphi$, where $\delta L$ and $\delta \varphi$ are chosen randomly in small one-dimensional ranges $[-L_0, L_0]$ and $[-\varphi_0, \varphi_0]$. The constants $L_0$ and $\varphi_0$ are fixed to $L_0=0.5$ and $\varphi_0=0.25$. Triangle equalities of Eq. (1) are also imposed on the variation of $L$.

Both of the energies $S_1$ and $S_2$ vary not only with $\delta X$ but also with $\delta L$ and $\delta \varphi$, because the area $A_\Delta$ of the triangle $\Delta$ depends on edge length $L$ and the internal angle $\Phi$ at least. The internal angle $\Phi$ of $\Delta$ is also dependent on the deficit angle $\varphi$. Three variables $\varphi$, $L$, and $X$ are assumed to be independently varied; a variation of one variable does not change the remaining variables. Moreover, the intrinsic variables $\varphi$ and $L$ of one triangle are assumed to be independent of those of the other triangles in $M$. Only constraint on the triangles is the fact that $L$ is a common variable shared by two neighboring triangles. These assumptions are understood as reasonable because the variables can be considered as functions on $\Delta \subset M$. We should note that the assumptions are illegal if $g$ is given by the induced metric $g_{ab} = \partial_a X^\mu \partial_b X^\mu$, where $M$ is considered to be included in $\mathbb{R}^d (d=2)$, and in this case the bond length of linear triangles
varies when the vertex position varies, and as a consequence the length scale of $M$ is fixed to the Euclidean length scale of the bulk space $\mathbb{R}^d (d=2)$ as mentioned in the previous section.

The triangulated surfaces are obtained from the surfaces constructed in $\mathbb{R}^d (d=3)$ by assuming the third-component of the vertex position as zero. The surfaces in $\mathbb{R}^d (d=3)$ are obtained from the icosahedron by splitting the edges into small pieces and are identical to those used in [21].

One Monte Carlo sweep (MCS) consists of $N$ updates of $X$, $N_B$ updates of $L$, and $N_T$ updates of $\varphi$. Not only the vertices but also the bonds and the triangles are labeled by sequential numbers, and therefore the Metropolis updates are done by using these sequential numbers. The new values of the variables are accepted with the probability $\text{Min}[1, \exp(-\delta S')]$, where $S'$ is the effective Hamiltonian including the terms from the integration measures in Eqs. (10) and (11) such that $S' = S_1 + hS_2 + \sum_{i=1}^{N_B} L_i^2 + \sum_{i=1}^{N_T} |\varphi_i|$. We have about 50% acceptance rate of $X$, 78% acceptance rate of $L$, and 93% acceptance rate of $\varphi$. The acceptance rates of $L$ and $\varphi$ are almost independent of variations of $L_0$ and $\varphi_0$.

The bond flip technique is assumed to define the sum over triangulations $\sum_T$ in the case of fluid surfaces. Flip of bonds is performed both on $M$ and $X(M)$ in $\mathbb{R}^d (d=2)$. The coordination number $q$ is bounded such that $3 \leq q \leq 30$. The phase structure seems not to be so strongly influenced by the assumed upper bound $q_{\text{max}} = 30$, because almost all $q$ are smaller than $q_{\text{max}} = 30$ in the configurations at relatively small $b$. The length of flipped bond on the surface $X(M)$ is automatically determined by using the canonical coordinate of $\mathbb{R}^d (d=2)$, while the length $L'$ of the flipped bond in $M$ is randomly chosen such that $L' = L + \delta L$, where $L$ is the length of the bond to be flipped and $\delta L (\in [-0.5, 0.5])$ is a random number. The reason why $L'$ is given by such definition is because we have no information on the length of flipped bond in $M$. Information on $M$ is obtained only locally and limited to a triangle $\Delta$ and its tangential triangle; the bond length $L$ shared by two triangles only connects one triangle to the other on $M$. This definition of the flipped bond length seems to be a reason why the bond flip strongly influences the equilibrium configurations as mentioned in Section 2. Thus, we perform the bond flip $N/n_F (n_F = 100)$ times a MCS by choosing bonds randomly. If the flips are performed more frequently; for example $N/n_F (n_F = 2)$ times a MCS, the expected relation $S_1/N = 1$ is considerably violated. This relation is expected due to the scale invariance of the partition function, and no violation is seen in the model defined without the variables $L$ and $\varphi$ even when the flip of bonds is performed more frequently. The rate of acceptance of the bond flip is about 40% $\sim$ 50%, which is almost independent of the magnitude of $\delta L$, and the rates of acceptance of the remaining variables are almost the same as in the case of the fixed-connectivity model.
In order to see the dependence of the results on $N/n_F$, we perform the simulations on the conventional fluid model under $N/n_F=5$, which is different from the condition $N/n_F(n_F=100)$. The condition $N/n_F(n_F=100)$ is given by fixing $n_F$ to be independent of the size $N$, while the condition $N/n_F=5$ is given by varying $n_F$ to be dependent on $N$ such that $n_F = N/5$. We find that the critical exponents are almost independent of the conditions. The simulations with $N/n_F=5$ is relatively time consuming than those with $N/n_F(n_F=100)$, because the convergence speed is relatively low, or in other words a large number of MCS is necessary to obtain high statistics data, in the simulations with $N/n_F=5$. This is because the total number of bond flips (=5) in one MCS is very small in this case. Thus, the condition $N/n_F(n_F=100)$ is assumed also in model 2.

The total number of MCS for the production runs after sufficiently large number of MCS for the thermalization is $6 \times 10^8 \sim 9 \times 10^8$ at the transition region of the $N=2562$, $N=3612$ surfaces for model 1, and relatively small number of MCS is assumed at the non-transition region and on the smaller surfaces. Almost the same total number of MCS is assumed in the conventional fixed-connectivity model. For model 2 and the conventional fluid model, $6 \times 10^8 \sim 9 \times 10^8$ MCS are assumed at the transition region of the $N=2562$, $N=3612$ surfaces, and relatively small number of MCS is assumed at the non-transition region and on the smaller surfaces.

5 Numerical results

5.1 Fixed-connectivity surfaces

In this subsection, we show results of the fixed-connectivity model, which is model 1, and those of the conventional model defined only by the variable $X \in \mathbb{R}^d (d=2)$. The partition function of the conventional model is given by

\[
Z_{c,\text{fix}}(b) = \int \prod_{i=1}^N dX_i \exp \left[-S(X)\right], \quad S = S_1 + bS_2, \quad (17)
\]

\[
S_1 = \sum_{ij} (X_i - X_j)^2, \quad S_2 = \sum_{ij} (1 - n_i \cdot n_j), \quad n_i \in \mathbb{Z}_2 = \{1, -1\},
\]

where $S_1$ and $S_2$ are the Gaussian bond potential and the bending energy, which correspond to $S_1$ and $S_2$ in Eq. (6). The symbol $c,\text{fix}$ in $Z_{c,\text{fix}}(b)$ denotes the conventional fixed-connectivity model.
Fig. 3. (a) The mean square size $X^2$ vs. $b$ of model 1, (b) the variance $C_{X^2}$ vs. $b$, and (c) the peak values $C_{X^2}^{\text{max}}$ vs. $N$ in a log-log scale. The solid curves in (a) and (b) are drawn by the multi-histogram reweighting technique [28].

Figure 3(a) shows the mean square size $X^2$ vs. $b$, where $X^2$ is defined by

$$X^2 = \frac{1}{N} \sum_{i=1}^{N} (X_i - \bar{X})^2, \quad \bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i,$$

(18)

where $\bar{X}$ is the center of mass of the surface. The solid curves in Figs. 3(a) and 3(b) are drawn by the multi-histogram reweighting technique [28]. We see that $X^2$ smoothly varies against $b$, and that $X^2$ rapidly increases with increasing $N$. On the surfaces of $N \leq 2562$, $X^2$ changes up and down many times during the simulations at the transition point. To the contrary, on the largest surface of $N = 3612$, the surface configuration seems to be trapped in one of the two potential minima at the transition point. Thus, the transition is not always correctly reflected on the $N = 3612$ surface.

The variance $C_{X^2}$ of $X^2$ defined by

$$C_{X^2} = \frac{1}{N} \langle (X^2 - \langle X^2 \rangle)^2 \rangle$$

(19)

is plotted in Fig. 3(b). We find that $C_{X^2}$ has a peak, and the peak value $C_{X^2}^{\text{max}}$ increases with increasing $N$. This indicates that the shape transformation is reflected in the fluctuation of $X^2$.

The peak values $C_{X^2}^{\text{max}}$ are plotted in Fig. 3(c) against $N$ in a log-log scale. The straight line is drawn by fitting the data to $C_{X^2}^{\text{max}} \sim N^\sigma$, where $C_{X^2}^{\text{max}}$ of the $N = 2562$ surface is the value obtained by the multi-histogram reweighting. Thus, we have

$$\sigma_1 = 1.77 \pm 0.07, \quad (\text{model 1}).$$

(20)

We examined the exponential fitting such that $C_{X^2}^{\text{max}} \sim \exp(\sigma)$, however, the power law fitting $C_{X^2}^{\text{max}} \sim N^\sigma$ is better than the exponential fitting. This observation can also be seen in all other physical quantities in all of the models, which will be studied in this paper.
The result $\sigma_1 = 1.77(7)$ in Eq. (20) clearly indicates that the transition is of first order.

Fig. 4. (a) The mean square size $X^2$ vs. $b$, (b) the variance $C_{X^2}$ vs. $b$, and (c) the peak values $C_{X^2}^{\text{max}}$ vs. $N$ in a log-log scale. The solid curves in (a) and (b) are drawn by the multi-histogram reweighting technique. The data are obtained by the conventional fixed-connectivity model of Eq. (17).

Figures 4(a)–4(c) show the results of the conventional model of fixed connectivity surfaces defined by Eq. (17). The data shown in the figures correspond to those shown in Figs. 3(a)–3(c). The phase transition is seen in the $N=3612$ surface of the conventional model in contrast to the case of model 1. In fact, the surface configuration seems not to be trapped in one of the potential minimum states at the transition point; this can be seen in the variation of $X$ against $b$, and for this reason the variance $C_{X^2}$ is correctly computed at the transition region even on the $N = 3612$ surface. To the contrary, as we see in Figs. 3(a) and 3(b) the surface configuration seems to be trapped in the potential minimum states in model 1 on the $N=3612$ surface.

Fig. 5. (a) The bending energy $S_2/N_B$ vs. $b$, (b) the specific heat $C_{S_2}$ vs. $b$, and (c) the peak values $C_{S_2}^{\text{max}}$ vs. $N$ in a log-log scale. The data are obtained by model 1 of Eqs. (6)–(11).

The bending energy $S_2/N_B$ and the specific heat $C_{S_2}$ are plotted in Figs. 5.
Fig. 6. (a) The bending energy $S_2/N_B$ vs. $b$, (b) the specific heat $C_{S_2}$ vs. $b$, and (c) the peak values $C_{S_2}^{\text{max}}$ vs. $N$ in a log-log scale. The fitting was done by using the largest four data in (c). The data are obtained by the conventional fixed-connectivity model.

and [6] where $C_{S_2}$ is defined by

$$ C_{S_2} = \frac{b^2}{N} \langle (S_2 - \langle S_2 \rangle)^2 \rangle. $$

(21)

The results of model 1 are shown in Fig. 5 and those of the conventional model are shown in Figs. 6. The data $C_{S_2}^{\text{max}}$ of the $N = 2562$ surface in Fig. 5(c) is the result of the multi-histogram reweighting, since $C_{S_2}^{\text{max}}$ is slightly smaller than the peak of the solid curve as we see in Fig. 5(b). The straight line in Fig. 5(c) is the fitted one of data to $C_{S_2}^{\text{max}} \sim N^{\alpha}$:

$$ \alpha_1 = 1.98 \pm 0.07, \quad \text{(model 1)}. $$

(22)

The data $C_{S_2}^{\text{max}}$ and the fitted line of the conventional model are shown in Figs. 6(c). We see that $S_2/N_B$ of model 1 appears to be trapped in one of the two different values on the $N = 3612$ surface at the transition point in contrast to the conventional model, where $S_2/N_B$ changes up and down many times during the simulations on the $N = 3612$ surface at the transition point. However, the phase structure of model 1 is considered to be identical with that of the conventional model, because the value of $\alpha_1$ of model 1 is almost exactly identical with $\alpha$ of the conventional model.

Finally in this subsection, we plot the Gaussian bond potential $S_1/N$ vs. $b$ in Figs. 7(a) and 7(b). From the scale invariance of the partition function, $S_1/N$ is expected to be $S_1/N = (N - 1)/N \approx 1$. We see from the results in Figs. 7(a) and 7(b) that this expectation is satisfied in both models.
Fig. 7. The Gaussian bond potential $S_1/N$ vs. $b$ of (a) model 1 of Eqs. (6)–(11) and (b) the conventional fixed connectivity model of Eq. (17).

5.2 Fluid surfaces

The fluid surface model denoted by model 2 is defined by the partition function of Eq. (12), which includes the sum over triangulations. Flips of bond discontinuously change the surface configuration in contrast to the cases of continuous variations of $X$, $L$ and $\varphi$, and hence, the bond flip is performed only $N/n_F(n_F=100)$ times a MCS as described in Section 4. The results are compared with those of the conventional fluid model defined by the partition function

$$Z_{c,flu}(b) = \sum_T \left( \prod_{i=1}^N dX_i \exp \left[ -S(X) \right] \right), \quad S = S_1 + bS_2,$$

where $Z_{c,flu}$ denotes the partition function of the conventional fluid surface model, and $S_1$ and $S_2$ are given by Eq. (17). The total number of bond flips $N/n_F$ per one MCS is also assumed to be $N/n_F(n_F=100)$ in the conventional fluid model. The length of flipped bond is automatically obtained in the conventional model, and hence it seems not necessary to reduce $N/n_F$ so small, because the equilibrium surface configuration is not so strongly influenced by the bond flip in contrast to the case of model 2. However, the same $n_F$ is assumed in the conventional model as that of model 2 in order to compare the results under the same condition.

Figures 8 and 9 show the mean square size $X^2$ and the variance $C_{X^2}$ of model 2 and the conventional model. The peak values $C_{X^2}^{\text{max}}$ are shown in a log-log scale. We find that the transition is of second-order in both models. The fitted value of the critical exponent, which is defined by $C_{X^2}^{\text{max}} \sim N^{\sigma}$, is

$$\sigma_2 = 0.86 \pm 0.04, \quad \text{(model 2)}.$$

The value of $\sigma_2$ is $\sigma_2 < 1$, and this implies that the transition is of second order, although it is close to first order because $\sigma_2 \approx 1$. Thus, the order of the
Fig. 8. (a) The mean square size $X^2$ vs. $b$, (b) the variance $C_{X^2}$ vs. $b$, and (c) the peak values $C_{X^2}^{\text{max}}$ vs. $N$ in a log-log scale. The solid curves in (a) and (b) are drawn by the multi-histogram reweighting technique. The data are obtained by model 2.

Fig. 9. (a) The mean square size $X^2$ vs. $b$, (b) the variance $C_{X^2}$ vs. $b$, and (c) the peak values $C_{X^2}^{\text{max}}$ vs. $N$ in a log-log scale. The data are obtained by the conventional fluid model of Eq. (23). The data denoted by symbols ○ and △ in (c) correspond to the simulation conditions $N/n_F(n_F = 100)$ and $N/n_F = 5$, respectively. The fitting was done by using the largest four data in (c).

transition remains unchanged, although the exponent $\sigma_2$ of model 2 is slightly larger than $\sigma_{c,\text{flu}} = 0.74(6)$ of the conventional model. The intrinsic variables $L, \varphi$ slightly strengthen the transition of fluid surface model in contrast to the case of the fixed connectivity model in the previous subsection. In Fig. 9(c), we show the data denoted by the symbol (△), which are obtained with the simulations under the condition $N/n_F = 5$. The exponent $\sigma_{c,\text{flu}} = 0.76(6)$ is almost identical to the $\sigma_{c,\text{flu}} = 0.74(6)$ obtained under the condition $N/n_F(n_F = 100)$, although $C_{X^2}^{\text{max}}$ slightly depends on the conditions. This implies that the final results are independent of the simulation condition of $N/n_F$ in the conventional fluid model. Thus, it can also be expected that model 2 is independent of the condition, because $N/n_F(n_F = 100)$ is considered to be sufficiently small.

The bending energy $S_2/N_B$ and the specific heat $C_{S_2}$ of model 2 and the conventional fluid model are shown in Figs. 10 and 11, where $C_{S_2}$ is defined by Eq. (21). The peak values $C_{S_2}^{\text{max}}$ grow larger with increasing $N$, and this
Fig. 10. (a) The bending energy $S_2/N_B$ vs. $b$, (b) the specific heat $C_{S_2}$ vs. $b$, and (c) the peak values $C_{S_2}^{\text{max}}$ vs. $N$ in a log-log scale. The fitting was done by using the largest four data in (c).

Fig. 11. (a) The bending energy $S_2/N_B$ vs. $b$, (b) the specific heat $C_{S_2}$ vs. $b$, and (c) the peak values $C_{S_2}^{\text{max}}$ vs. $N$ in a log-log scale. The data denoted by symbols $\bigcirc$ and $\triangle$ in (c) correspond to the simulation conditions $N/n_F (n_F = 100)$ and $N/n_F = 5$, respectively.

The behavior of $C_{S_2}^{\text{max}}$ of model 2 shown in Fig. 11(b) is almost identical to that of the conventional model in Fig. 11(b). $C_{S_2}^{\text{max}}$ is plotted in a log-log scale against $N$ in Figs. 10(c) and 11(c). The exponent $\alpha$ defined by $C_{S_2}^{\text{max}} \sim N^\alpha$, which is the slope of the log-log fit, is given by

$$\alpha_2 = 0.72 \pm 0.07, \quad \text{(model 2)},$$

where the fitting was done by using the largest four data. The value of $\alpha_2$ is slightly larger than $\alpha = 0.65(5)$ of the conventional model. This observation is also consistent with the previous ones that the order of the phase transitions of model 1 and model 2 remains unchanged from those of the conventional models. In Fig. 11(c), we show the data ($\bigtriangleup$) obtained with the simulations under the condition $N/n_F = 5$. We find that the exponent $\alpha = 0.63(5)$ is almost identical to $\alpha = 0.65(5)$ obtained under the condition $N/n_F (n_F = 100)$.

Figures 12(a) and 12(b) show the bond potential $S_1/N$ vs. $b$. The potential $S_1/N$ in Fig. 12(b) is slightly lower than $S_1/N = 1$, this is because $S_1/N =$
Fig. 12. The bond potential \( S_1/N \) vs. \( b \) of (a) model 2 and (b) the conventional fluid model. \( S_1/N \) has the expected value \( S_1/N = 1 \).

\[(N-1)/N\] just as the one in Fig. 7. In the conventional model, the length of the flipped bond is exactly obtained, because the triangulated surfaces is included in \( \mathbb{R}^2 \). Therefore, one can expect that the equilibrium configurations are not so strongly violated by the bond flips. To the contrary, the length of flipped bond in the triangulated surface in \( M \) is randomly chosen as described in Section 4. Thus, bond flips can influence the equilibrium property of configurations of model 2. This is a reason why \( S_1/N \) in Fig. 12(a) is slightly larger than \( S_1/N = 1 \). In fact, the deviation of \( S_1/N \) from \( S_1/N = 1 \) grows larger when \( N/n_F \) the total number of bond flip per one MCS is assumed to be \( N/n_F > N/100 \). If \( n_F \) is assumed to be \( n_F > 100 \), then we have \( S_1/N \) which is more close to \( S_1/N = 1 \). The deviation of \( S_1/N \) seems to grow with increasing \( N \) in Fig. 12(a). This implies that \( n_F \) should be increased with increasing \( N \).

Finally, we show the deficit angle \( \varphi \) vs. \( b \) in Figs. 13(a) and 13(b). The symbol \( \varphi \) denotes \( \sum_{i=1}^{N_T} \varphi_i/N_T \), where \( \varphi_i \) is defined by Eq. (3). The variations of \( \varphi \) against \( b \) are similar to those of \( S_2/N_B \) in both model 1 and model 2. The discontinuity seen in \( \varphi \) of model 1 is very small compared to the value of \( \varphi \) itself, however, we see that the phase transitions are clearly reflected in the internal geometric variables. The variance \( C_\psi \) defined by

\[
C_\psi = \frac{1}{N} \langle \psi - \langle \psi \rangle \rangle, \quad \psi = \sum_{i=1}^{N_T} \varphi_i
\]

is plotted in Figs. 13(c) and 13(d). The shape of \( C_\psi \) is similar to those of \( C_{x_2} \) and \( C_{S_2} \) in each model, however, the peak value \( C^{\text{max}}_\psi \) increases only slightly with increasing \( N \). For this reason, the scaling of the peak value \( C^{\text{max}}_\psi \) such as \( C^{\text{max}}_\psi \sim N^\mu \) is observed neither in model 1 nor in model 2. Although the phase transitions of the models are reflected in \( \varphi \), the gap of \( \varphi \) is not always considered as a signal of a transition in \( M \).

We should note that \( \sum_{i=1}^{N_T} \varphi_i/N_T \) is expected to be zero in the limit of \( N \to 0 \) on smoothly triangulated surfaces. Thus, non-zero \( \varphi \) at \( N \to \infty \) is possible in
Fig. 13. The deficit angle $\varphi$ vs. $b$ of (a) model 1 and (b) model 2, where $\varphi$ is defined by $\varphi = \sum_{i=1}^{N_{T}} \varphi_i / N_{T}$, $N_{T} = 2N - 4$. The unit of $\varphi$ is [degree], which is [radian $\times 180/\pi$]. The variance $C_{\psi}$ is shown in (c) and (d), where no error-bar is shown in (d). The values of $C_{\psi}(\psi = N_{T} \varphi)$ in (c) and (d) are reduced by a factor $(\pi/180)^2$ if the unit of $\varphi$ is changed from [degree] to [radian].

We finally comment on the local fluctuation of $\varphi_i$, which is not presented as a figure. In the simulations on both fixed-connectivity and fluid surfaces, the minimum $\varphi_i^{\text{min}}$ and the maximum $\varphi_i^{\text{max}}$ are respectively comparable to $\pm 2\pi (~\pm 3\pi)$, which are considered to be out of the range $-\pi < \varphi < 2\pi$, which corresponds to $0 < \Phi < \pi$. Moreover, the mean value of $|\varphi|$ is about $\pi/3.5$ in both fixed-connectivity and fluid models, and therefore the local fluctuation of $\varphi_i$ is very large compared to the mean value of $\varphi$ estimated from the data in Figs. 13(a) and 13(b). The large local fluctuations of $\varphi_i$ seems due to the fact that no interaction of $\varphi_i$ is assumed in the model of this paper. However, we consider that there is no influence of such a relatively large local-fluctuation of $\varphi$ at least on the phase structure as we have confirmed from the presented numerical data.
We have numerically studied a triangulated surface model, which is defined by a mapping $X$ from a two-dimensional spherical surface $M$ to $\mathbb{R}^d$ ($d=2$). The dynamical variables of the model are the metric $g$ of $M$ and the mapping $X$, which are summed over in the partition function. Hamiltonian $S$ of the model is given by a linear combination of the Polyakov action $S_1$ for strings and the extrinsic curvature $S_2$ such that $S = S_1 + bS_2$, where $b$ is the bending rigidity.

By using the Regge calculus technique, the integration over $g$ in the partition function is replaced by the integrations of the edge length $L$ and the deficit angle $\varphi$ of the triangle $\Delta$ in $M$. The variable $g$ is defined to be a small variation of the induced metric of the coordinate mapping $\Psi$ from $\Delta$ in $M$ to $\mathbb{R}^D$ ($D=2$), where the variation is given by the deficit angle $\varphi$. If $\varphi$ is assumed to be $\varphi=0$, $g$ is just identical to the induced metric of $\Psi$. In this case, $M$ is still not always completely flat even though $\Delta$ becomes a linear triangle. Thus, $S$ is defined to be dependent not only on the extrinsic variable $X$ but also on the intrinsic variables $L$ and $\varphi$; $S = S(X, \{L, \varphi\})$. The integrations of the variable $X$ and the variables $L$ and $\varphi$ are performed in MC simulations by deforming the triangulated surface $X(M)$ in $\mathbb{R}^d$ ($d=2$) and the triangulated surface $M$, respectively. We should note also that the triangle inequalities are strictly satisfied not only on the triangles in $X(M)$ but also on the ones in $M$ during the MC simulations.

Our attentions are focused on whether the intrinsic variables influence the phase transitions corresponding to the surface fluctuations and the collapse phenomenon. In order to see this influence we study the two variations of the model; the first is the fixed-connectivity model, and the second is the fluid surface model, which is defined on dynamically triangulated lattices. Since the triangle edges on $M$ play a role of local coordinate axes, the dynamical triangulation is considered to make the model reparametrization invariant. The conventional model, which is defined only by using the variable $X$, is also studied in order to compare the results with those of the models in this paper.

Our conclusion is that the internal geometry does not so strongly influence the transition of shape transformation. The order of the transition is of first order in the fixed-connectivity model and of second order in the fluid model. The order of the transition remains unchanged from the corresponding conventional model on both fixed-connectivity and fluid surfaces, although the critical exponents of the transition are slightly different from each other in the case of fluid model. It is also found that the deficit angle $\varphi \left(=\sum_{i=1}^{N_T} \varphi_i / N_T\right)$ discontinuously changes at the transition at least in the fixed-connectivity model, and hence the transition is reflected in internal geometric variables.
It is interesting to study the surfaces embedded in $\mathbb{R}^d (d=3)$. It is also interesting to study the case where $g_{ab}$ depends only on the variable $\varphi$, and the case where $g_{ab}$ is not always given by an induced metric such as the one in this paper. These remain to be studied in the future.

Acknowledgment

The author H.K. acknowledges an undergraduate student S. Hataoka for his help on computer analyses. The author also acknowledges a referee for helpful comments.

References

[1] A.M. Polyakov, Phys. Lett. B 103 (1981) 207, 211.
[2] D. Nelson, in Statistical Mechanics of Membranes and Surfaces, Second Edition, edited by D. Nelson, T. Piran, and S. Weinberg, (World Scientific, 2004) p.1.
[3] G. Gompper and M. Schick, Self-assembling amphiphilic systems, In Phase Transitions and Critical Phenomena 16, C. Domb and J.L. Lebowitz, Eds. (Academic Press, 1994) p.1.
[4] M. Bowick and A. Travesset, Phys. Rep. 344 (2001) 255.
[5] K.J. Wiese, Phase Transitions and Critical Phenomena 19, C. Domb, and J.L. Lebowitz Eds. (Academic Press, 2000) p.253.
[6] W. Helfrich, Z. Naturforsch 28c (1973) 693.
[7] A.M. Polyakov, Nucl. Phys. B 268 (1986) 406.
[8] H. Kleinert, Phys. Lett. B 174 (1986) 335.
[9] L. Peliti and S. Leibler, Phys. Rev. Lett. 54 (1985) 1690.
[10] F. David, Europhys. Lett. 2 (1986) 577.
[11] F. David and E. Guitter, Europhys. Lett. 5 (1988) 709.
[12] M.E.S. Borelli, H. Kleinert, Adriaan M.J. Schakel, Phys. Lett. A 267 (2000) 201.
[13] M.E.S. Borelli and H. Kleinert, Europhys. Lett. 53 (2001) 551.
[14] J.-P. Kownacki and D. Mouhanna, Phys. Rev. E 79 (2009) 040101(R).
[15] Y. Kantor and D.R. Nelson, Phys. Rev. A 36 (1987) 4020.
[16] S.M. Catterall, J.B. Kogut, and R.L. Renken, Nucl. Phys. Proc. Suppl. B 99A (1991) 1.

[17] J. Ambjorn, A. Irback, J. Jurkiewicz, and B. Petersson, Nucl. Phys. B 393 (1993) 571.

[18] J-P. Kownacki and H. T. Diep, Phys. Rev. E 66 (2002) 066105.

[19] Y. Nishiyama, Phys. Rev. E 70 (2004) 016101.

[20] H. Koibuchi, N. Kusano, A. Nidaira, K. Suzuki, and M. Yamada, Phys. Rev. E 69 (2004) 066139.

[21] H. Koibuchi and T. Kuwahata, Phys. Rev. E 72 (2005) 026124.

[22] I. Endo and H. Koibuchi, Nucl. Phys. B 732 [FS] (2006) 426.

[23] P. Di Francesco, P. Ginsparg, and J. Zinn-Justin, 2D Gravity and Random Matrices, Phys. Rep. 254 (1995) pp. 1 - 133.

[24] P. Ginsparg, and G. Moore, Lectures on 2D Gravity and 2D String Theory, Lectures 1992 at TASI summer school, [ArXiv:hep-th/9304011]

[25] T. Regge, Nuovo Cim. 19 (1961) 45.

[26] H. W. Hamber, in Critical Phenomena, Random Systems, Gauge Theories, Proc. of the Les Houches Summer School 1984, eds. Osterwalder and R. Stora, (North-Holland, 1986).

[27] F. David, Simplicial Quantum Gravity and Random Lattices, Les Houches lecture 1992, [arXiv:hep-th/9303127]

[28] Wolfhard Janke, Histograms and All That, In: Computer Simulations of Surfaces and Interfaces, NATO Science Series, II. Mathematics, Physics and Chemistry - Vol. 114, Proceedings of the NATO Advanced Study Institute, Albena, Bulgaria, 9 - 20 September 2002, edited by B. Dunweg, D.P. Landau, and A.I. Milchev (Kluwer, Dordrecht, 2003), pp. 137 - 157.