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*Abstract—*In this work, we propose a novel rate control algorithm for Versatile Video Coding (VVC) standard based on its distinct rate-distortion characteristics. By modelling the transform coefficients with the composite Cauchy distribution, higher accuracy compared with traditional distributions has been achieved. Based on the transform coefficient modelling, the theoretically derived R-Q and D-Q models which have been shown to deliver higher accuracy in characterizing RD characteristics for sequences with different content are incorporated into the rate control process. Furthermore, to establish an adaptive bit allocation scheme, the dependency between different levels of frames is modelled by a dependency factor to describe relationship between the reference and to-be-coded frames. Given the derived R-Q and D-Q relationships, as well as the dependency factor, an adaptive bit allocation scheme is developed for optimal bits allocation. We implement the proposed algorithm on VVC Test Model (VTM) 3.0. Experiments show that due to proper bit allocation, for low delay configuration the proposed algorithm can achieve 1.03% BD-Rate saving compared with the default rate control algorithm and 2.96% BD-Rate saving compared with fixed QP scheme. Moreover, 1.29% BD-Rate saving and higher control accuracy have also been observed under the random access configuration.

*Index Terms—*Versatile video coding, rate control, rate model, distortion model

**I. INTRODUCTION**

With the widespread of multimedia services, recent years have witnessed an explosive increase of video data, bringing grand challenges to video data management in terms of storage and transmission. The video coding standards which have evolved for several decades from H.264/AVC [1], H.265/HEVC [2] to the emerging Versatile Video Coding (VVC) [3] standard, have been repeatedly proven to improve the coding efficiency beyond the previous one. A series of novel video coding technologies have been investigated during the standardization of VVC, aiming at providing more efficient video compression solutions. To better adapt the characteristics of high resolution videos, the size of coding tree unit (CTU) is enlarged to $128 \times 128$ with the cooperation of more flexible partitions such as quad-tree, binary-tree and ternary-tree [4]. Besides, enhanced intra and inter prediction technologies [5-9] are investigated to further remove the spatial and temporal redundancies. Moreover, multiple transform selection (MTS) is supported for better compacting residual energies [10] in frequency domain. Regarding quantization, dependent quantization is adopted, which maps quantization candidates within one block into a trellis map. The path with the lowest rate-distortion (RD) cost is determined as final quantization outcomes [11].

As an essential component of an encoder, rate control, which has been widely investigated since MPEG-2 [12], aims to provide the best video quality with the constraint of bit-rate budget. Rate control is crucial for real-application scenarios of the video codec with the regularization of the bit-rate. Generally speaking, there are two main procedures in rate control: bit-rate allocation and coding parameter determination. Bit-rate allocation can be processed with three-levels: the group of pictures (GOP) level, frame level, and CTU level. With GOP level bit allocation, the encoder assigns available bits to the to-be-encoded GOPs with the consideration of buffer occupancy. In a GOP, bits are allocated to each frame based on GOP structure [13] or pre-analyzed RD characteristics [14]. In the literature, there are two ways to realize frame-level bit allocation: fixed ratio allocation [13] and adaptive ratio allocation [14]. More specifically, fixed ratio bit allocation generally utilizes a predefined ratio depending on frame structure and target bit-rate. In [14], the authors proposed an adaptive bit allocation algorithm for HEVC based on $\lambda$ domain rate control. The adaptive bit allocation algorithms are mostly built on an RD model, and the bit-rate control is realized by modelling the relationship among the rate, distortion, and coding parameters, where the coding parameters could be the Lagrange multiplier $\lambda$, the quantization parameter $QP$ (or quantization step size $Q$) and the percentage of zero coefficients $\rho$ [15].

Existing rate control algorithms attempt to exploit the relationship among $QP$, target bit-rate $R$ and $\lambda$. Most of them merely focus on establishing an elaborately designed relationship between $R$ and $QP$ or $R$ and $\lambda$. In particular, $Q$-domain rate control algorithms emphasize on the importance of $QP$ whereas ignoring the role of $\lambda$, which is decisive in mode decision. Moreover, in the sense of $\lambda$-domain rate control, $QP$ is no longer the most critical factor. $\lambda$-domain rate control shows the advantage over $Q$-domain rate control in HEVC encoder, which collaborates well with more sophisticated mode selection schemes. Although $\lambda$ plays an important role in mode decision, the influence of $\lambda$ on output distortion and bit-rate is still quite obscure. By contrast, $QP$ influences both the mode decision and quantization outcomes which dominate coding distortions and bit-rate. This inspires us to construct a new analytical framework incorporating with $R$, $Q$ and $\lambda$ to better capture the inner-connections among these three. For computational convenience, we employ quantization step size $Q$ in the proposed model, which can be monotonously mapped from $QP$. 
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The rate control philosophy in VVC inherits from H.265/HEVC with minor modifications for attending the ever increasing SKIP coded blocks [16]. As more advanced technologies are adopted in the VVC, the RD characteristics as well as the QP and ρ relationship become more flexible. To further promote the rate control efficiency for VVC, in this paper, we first propose to model the distribution of transform coefficients with an improved discrete Cauchy distribution that could more accurately depict the behavior of transform coefficients. Subsequently, we explore a new relationship among Q, coding bits and distortions based on the discrete Cauchy distribution model. Moreover, an optimal bit allocation scheme at GOP-level and frame-level is proposed in an analytical way by leveraging the reference dependencies in terms of distortions and coding bits. In this manner, better RD performance can be achieved with the proposed rate control scheme. Extensive experimental results show that the proposed scheme can achieve 1.03% and 1.29% BD-Rate savings compared with the default rate control algorithm in VTM platform [16] in low-delay B (LDB) and random-access (RA) configurations.

II. RELATED WORKS

Existing rate control algorithms [13, 15, 17, 18] strive to achieve more precisely modelling of the relationships between coding parameters and bit-rate, with the aim of capturing the RD characteristics in different video sequences. The most intuitive way to obtain a robust relationship is to encode the sequence for multiple rounds with different QPs. However, this significantly elevates encoding complexity, making it impracticable in one-pass or two-pass coding scenarios. Coding distortion D is mainly introduced by quantization, and the number of output bits R is closely related to the entropy coding of quantized residuals. As such, it is feasible to model the RD behavior according to the distribution of transform coefficients.

A. Distribution of Transform Coefficients

In the literature, numerous models have been investigated to model the distribution of transform coefficients. In [19], source codes are modelled with uniform distribution within each quantization interval. Cooperating with hard quantization process, a quadratic relationship between quantization step size Q and distortion D can be obtained as follows,

\[ D = \frac{Q^2}{12}. \]  

However, it is widely acknowledged that coefficient distribution may not be subject to the uniform distribution in real application scenarios, and such assumption only holds under high bit-rate conditions [20]. Besides, a series of classical distribution models such as Gaussian distribution, Laplacian distribution and Cauchy distribution have been studied in the literature [21–24]. Gaussian distribution reveals the advantage in parameter estimation but with poor accuracy in fitting actual distribution [20, 25]. Generalized Gaussian distribution can properly model the coefficients distribution whereas the associated controlling parameters are difficult to estimate. Laplacian distribution has been widely employed in video coding tasks, as it strikes an excellent trade-off between the fitting accuracy and computational complexity regarding the parameter estimation. In [25], Li et al. modelled residuals with Laplacian distribution and derived close-forms for R-Q and D-Q expressions, by which a better ρ is inferred for rate-distortion optimization (RDO), bringing 1.60 dB gains on average in terms of PSNR. In [26], a low-complexity rate distortion optimized quantization (RDOQ) scheme is investigated based on a hybrid Laplacian distribution modelling for HEVC. Moreover, Seo et al. [20] proposed a rate control algorithm based on Laplacian distribution aiming at minimizing video quality fluctuation. In [27], it was observed that Cauchy distribution can more accurately model the distribution of the AC coefficients than Laplacian distribution whereby a frame level bit allocation scheme is investigated for H.264/AVC.

B. Rate Control

In rate control, efforts have been devoted to establishing the relationship among QP, R and ρ. These methods operate in ρ domain, Q domain and λ domain to regularize the coding bit-rate.

Typically, ρ domain methods [15] assume a linear relationship between coding bit-rate R and the percentage of zero coefficients ρ,

\[ R = \theta(1 - \rho), \]  

where θ is a parameter relevant to the video content. As such, a one-to-one mapping between R and QP can be derived with the assistance of the intermediate ρ. Even though ρ-domain rate control could provide smoother output bit-rates and better objective quality, it was designed for H.263 targeting at coping with fixed block size, which may impede its further applications.

In [17], a complexity-adjustable rate control scheme based on a reliable R-Q relationship was investigated for H.264/AVC. More specifically, a linear relationship between R and QP is observed,

\[ R = \frac{Z \cdot \text{SAD}}{Q} + r_n. \]  

where SAD denotes the sum of absolute difference of the motion-compensated micro-block. Z and r_n represent model parameter and the number of header bits, respectively. Typically, they are highly related to the slice type. Comparing with the fixed QP configuration, this rate control algorithm achieves 0.33 dB PSNR gain with negligible coding time increase.

Regarding the λ domain rate control, the hyperbolic function based RD relationship, which is recognized to hold better fitting accuracy [28] than the conventional exponential function [29], is employed in HEVC [13]. The relationship between R and D can be formulated as follows,

\[ D(R) = U R^{-V}, \]  

where U and V are model parameters. Moreover, the RD cost J [30] can be described as,

\[ J = D + \lambda R. \]  

where \( U \) and \( V \) are model parameters. Moreover, the RD cost \( J \) [30] can be described as,
When encoding a sequence, a set of coding parameters which can minimize $J$ is preferable. To find the best bit-rate which can minimize $J$, the derivative of $J$ with respect to $R$ is calculated and set to zero as follows,

$$\frac{\partial J}{\partial R} = \frac{\partial D}{\partial R} + \lambda = 0. \quad (6)$$

With the combination of Eqn. (4), the relationship between $\lambda$ and $R$ can be obtained as follows,

$$\lambda = -\frac{\partial D}{\partial R} = \mu R^\phi, \quad (7)$$

where $\mu$ and $\phi$ are model parameters which are closely relevant to video content. In [13], a parameter updating strategy is employed, with which $\mu$ and $\phi$ can be updated synchronously in the coding process. In this manner, given the target bit rate, the corresponding $\lambda$ can be obtained through the $\lambda$-$R$ relationship in Eqn. (7). Moreover, the associated QP can be derived according to a linear transform with $\ln \lambda$ [31].

$$QP = 4.2005 \cdot \ln \lambda + 13.7122. \quad (8)$$

To further improve the performance, a $\lambda$-domain adaptive bit allocation scheme is investigated [14] for HEVC rate control. By exploring the inter frame dependency, two hypotheses are raised, including the linear relationship regarding the distortions between reference and current frames, and low dependencies regarding the frame-level bits between reference and current frames. Subsequently, an optimal bit allocation scheme cooperated with a predefined ratio is proved to be more effective than fixed allocation ratio.

In [16], a new parameter estimating strategy for $\lambda$ domain rate control is proposed and adopted by VVC. The $\lambda$ used by the previous encoded frame at the same temporal layer is regarded as the optimal one for the current frame. As such, the RD relationship can be predicted according to specific RD point and corresponding slope $\lambda$. Though traditional $\lambda$ domain rate control schemes adopted as a reference in VVC show promising RD performance and stable output bit-rate, the $R$-$\lambda$ and $\lambda$-$Q$ relationship built upon parameter estimation may not be able to fully adapt the properties of video content without the thorough consideration of transform coefficients. Considering the fact that RD performance is highly related to transform coefficients, we propose a distribution based rate control algorithm. The distribution of transform coefficients is modelled with an improved discrete Cauchy distribution. Based on the proposed model, the R-Q and D-Q models that are built upon the characteristics of the video content are derived for encoding parameter estimation.

III. CAUCHY DISTRIBUTION BASED TRANSFORM COEFFICIENT MODELLING

In this section, we establish a new model that exhibits high accuracy in characterizing the transform coefficients in VVC, serving foundation to describe the relationship between R-D and coding parameters. It is widely acknowledged that the transform coefficients exhibit a symmetrical distribution with peak at zero. Fig. 1 shows the distribution of the transform coefficients of a typical B frame from sequence “BasketballDrill” under LDB configuration. (a) Zero included; (b) Zero excluded.

Fig. 1. Distribution of transform coefficients of a B frame in sequence “BasketballDrill” under LDB configuration. (a) Zero included; (b) Zero excluded.

“BasketballDrill”, wherein the inclusion and exclusion of zero point are respectively illustrated. We can observe a symmetric distribution with a peak locating at the zero point, and the distribution decreases rapidly as the coefficients deviate from zero. Such peaking at zero motivates us to develop a composite distribution that models the zero and non-zero coefficients separately, in an effort to achieve higher fitting accuracy.

Previous research [32] indicates that Cauchy distribution is efficient in approximating the distribution of DCT coefficients. In the proposed distribution, we adopt a composite modelling strategy based upon the peaking zero and discrete Cauchy distribution for non-zero coefficients,

$$p(n) = \begin{cases} \frac{\alpha}{n^{1+\beta}}, & n \in \mathbb{Z} \cap n \neq 0, \\ p_0, & n = 0, \end{cases} \quad (9)$$

where $\alpha$ and $\beta$ are distribution parameters. $p_0$ is the probability of zero coefficient, and $n$ denotes the coefficient level. Considering that involving zero coefficients in the distribution may cause a local minimum during parameter estimation, the proposed distribution typically excludes the inferences of zero point to ensure higher accuracy for non-zero parts.

Since the sum of the proposed probability model equals to one, the inherent relationship between $\alpha$ and $\beta$ can be derived
where $\gamma$ is the rounding offset which equals to $\frac{1}{2}$ for I-slice and $\frac{1}{6}$ for B-slice and P-slice [34]. According to the coefficient distribution model in Eqn. (9), the probability of the $N$-th quantization level can be calculated as follows,

$$P_N(Q) = \sum_{n=\lceil NQ \gamma \rceil}^{\lceil (N+1)Q \gamma \rceil} \frac{\alpha}{n^2 + \beta},$$

$$P_{-N}(Q) = \sum_{n=\lfloor -NQ \gamma \rfloor}^{\lfloor -(N+1)Q \gamma \rfloor} \frac{\alpha}{n^2 + \beta},$$

$$P_0(Q) = 1 - 2 \cdot \sum_{N=1}^{L_{\text{max}}} P_N(Q),$$

where $L_{\text{max}}$ is the maximum quantization level and $N$ is an integer number which ranges from 1 to $L_{\text{max}}$. For the convenience of calculation, definite integral can be used to approximate $P_N$ as follows,

$$P_N(Q) = \int_{NQ-\gamma Q}^{(N+1)Q-\gamma Q} \frac{\alpha}{x^2 + \beta} dx = \frac{\alpha}{\sqrt{\beta}} \left[ \arctan \left( \frac{(N+1)Q - \gamma Q}{\sqrt{\beta}} \right) - \arctan \left( \frac{NQ - \gamma Q}{\sqrt{\beta}} \right) \right].$$

The entropy of quantized coefficients can be formulated by [25].

$$H(Q) = \sum_{N=-L_{\text{max}}}^{L_{\text{max}}} -P_N(Q) \log_2 P_N(Q)$$

$$= -P_0(Q) \log_2 P_0(Q) + 2 \cdot \sum_{N=1}^{L_{\text{max}}} -P_N(Q) \log_2 P_N(Q).$$

Herein, the $H(Q)$ is a monotonically decreasing function with $Q$, as shown in Fig.[5].

Subsequently, by performing the actual entropy coding, we exemplify the relationship between the estimated entropy and actual coding bits of five test sequences, as shown in Fig.[4] In particular, the coding information of the 16-th frame is extracted from these sequences, where the QPs are set to 23, 28, 33 and 38. An approximate linear relationship between the estimated entropy and actual number of output coding bits can be observed. As such, the coding bits of the current frame can be estimated as,

$$\hat{R}(Q) = \phi \cdot H(Q) + \psi,$$

where the slope $\phi$ is characterized by the relationship between the actual coding bits of residuals and entropy, and the intercept $\psi$ is determined by the header bits of the current frame. However, as these parameters cannot be obtained before encoding the current frame, we adopt a strategy to infer them from the previously coded frame at the same level. In particular,

$$\phi = \frac{R_p - r_p^h}{H(Q_p)} \quad \text{and} \quad \psi = r_p^h,$$

\[\text{TABLE I} \]

**COMPARISON OF $D_{KL}$ REGARDING LAPLACIAN, CAUCHY, AND THE PROPOSED DISCRETE CAUCHY DISTRIBUTION.**

| Sequence       | Laplacian | Cauchy | Proposed |
|----------------|-----------|--------|----------|
| BasketballDrill, QP=23 | 0.7923    | 0.3224 | 0.0591   |
| BasketballDrill, QP=28 | 2.0977    | 0.4552 | 0.0465   |
| BQMall, QP=23  | 0.1286    | 0.1067 | 0.0677   |
| BQMall, QP=28  | 0.8162    | 0.3144 | 0.0461   |

as follows,

$$\sum_n \rho(n) = 1 - p_0, n \in Z \cap n \neq 0,$$

$$\sum_{n=1}^{\infty} \frac{\alpha}{n^2 + \beta} = \frac{1 - p_0}{2},$$

$$\alpha = \frac{(1 - p_0) \cdot \beta \cdot \tanh(\beta^{0.5} \cdot \pi)}{(\beta^{0.5} \cdot \pi - \tanh(\beta^{0.5} \cdot \pi))}.$$  

In practical implementation, the parameter $\beta$ is obtained by searching within a given range, targeting at minimizing the mean squared error between the modelled and actual distribution of transform coefficients.

We compare the proposed model with Laplacian distribution and traditional Cauchy distribution regarding the fitting accuracy where Kullback-Leibler (KL) divergence [33] is used. Given an actual coefficient distribution $f_r$ and statistical model $f_p$, the associated KL divergence can be calculated as follows,

$$D_{KL} = \sum_i f_r(i) \log \left( \frac{f_r(i)}{f_p(i)} \right).$$

Video sequences “BasketballDrill” and “BQMall” are involved in the analyses with LDB configuration. Transform coefficients in the 16-th frames are extracted from those two sequences. The corresponding KL divergencies are shown in Table I. It can be observed that compared with the traditional distributions, the proposed model achieves higher fitting accuracy for non-zero parts, as the KL divergence between raw data and the proposed model is much lower than that of traditional models. Fig.2 illustrates the comparisons among the three distribution models, and it can be noticed that the proposed model could better handle the zero-level and non-zero coefficients.

**IV. RATE AND DISTORTION MODELS**

In this section, we develop an analytical framework to explore the relationships among rate, distortion and coding parameters based upon the proposed composite coefficient distribution model. In particular, the $R$-$Q$ and $D$-$Q$ models are developed, serving as the foundation of the proposed rate control scheme.

**A. R-Q Model**

Herein, we utilize hard-decision quantization to simulate the dependent quantization process for simplicity [25]. Given the transform coefficient $c$ and quantization step size $Q$, the quantization level $l$ can be derived as,

$$l = \text{floor} \left( \frac{c}{Q} + \gamma \right),$$

where $\gamma$ is the rounding offset which equals to $\frac{1}{2}$ for I-slice and $\frac{1}{6}$ for B-slice and P-slice [34]. According to the coefficient distribution model in Eqn. (9), the probability of the $N$-th quantization level can be calculated as follows,

$$P_N(Q) = \sum_{n=\lceil NQ \gamma \rceil}^{\lceil (N+1)Q \gamma \rceil} \frac{\alpha}{n^2 + \beta},$$

$$P_{-N}(Q) = \sum_{n=\lfloor -NQ \gamma \rfloor}^{\lfloor -(N+1)Q \gamma \rfloor} \frac{\alpha}{n^2 + \beta},$$

$$P_0(Q) = 1 - 2 \cdot \sum_{N=1}^{L_{\text{max}}} P_N(Q),$$

where $L_{\text{max}}$ is the maximum quantization level and $N$ is an integer number which ranges from 1 to $L_{\text{max}}$. For the convenience of calculation, definite integral can be used to approximate $P_N$ as follows,

$$P_N(Q) = \int_{NQ-\gamma Q}^{(N+1)Q-\gamma Q} \frac{\alpha}{x^2 + \beta} dx = \frac{\alpha}{\sqrt{\beta}} \left[ \arctan \left( \frac{(N+1)Q - \gamma Q}{\sqrt{\beta}} \right) - \arctan \left( \frac{NQ - \gamma Q}{\sqrt{\beta}} \right) \right].$$

The entropy of quantized coefficients can be formulated by [25].

$$H(Q) = \sum_{N=-L_{\text{max}}}^{L_{\text{max}}} -P_N(Q) \log_2 P_N(Q)$$

$$= -P_0(Q) \log_2 P_0(Q) + 2 \cdot \sum_{N=1}^{L_{\text{max}}} -P_N(Q) \log_2 P_N(Q).$$

Herein, the $H(Q)$ is a monotonically decreasing function with $Q$, as shown in Fig.[5].

Subsequently, by performing the actual entropy coding, we exemplify the relationship between the estimated entropy and actual coding bits of five test sequences, as shown in Fig.[4] In particular, the coding information of the 16-th frame is extracted from these sequences, where the QPs are set to 23, 28, 33 and 38. An approximate linear relationship between the estimated entropy and actual number of output coding bits can be observed. As such, the coding bits of the current frame can be estimated as,

$$\hat{R}(Q) = \phi \cdot H(Q) + \psi,$$

where the slope $\phi$ is characterized by the relationship between the actual coding bits of residuals and entropy, and the intercept $\psi$ is determined by the header bits of the current frame. However, as these parameters cannot be obtained before encoding the current frame, we adopt a strategy to infer them from the previously coded frame at the same level. In particular,

$$\phi = \frac{R_p - r_p^h}{H(Q_p)} \quad \text{and} \quad \psi = r_p^h,$$
responding quantization step size of the previous frame, and corresponding QP is obtained by locating the corresponding 
\( Q \) evaluated in terms of bits per pixel. Given the target rate, the 
\( Q \) of the previously coded frame. Analogously, 
\( \hat{R}_p \) denotes the header bits of previous frame which is also 
evaluated in terms of bits per pixel. Given the target rate, the 
\( Q \) that leads to the minimization between the frame-level target 
bits \( \hat{R}_i \) and estimated encoding bits \( \hat{R}(Q) \).

### B. \( D-Q \) Model

Given the quantization step size \( Q \), the quantization distortions in terms of mean square error (MSE) can be estimated as follows,

\[
D_0(Q) = \sum_{n=[-Q\gamma Q]}^{\lfloor (N+1)Q - \gamma Q \rfloor} n^2 \cdot \frac{\alpha}{n^2 + \beta}, \\
D_N(Q) = \sum_{n=[N\gamma Q]}^{\lfloor (N+1)Q - \gamma Q \rfloor} (n - N \cdot Q)^2 \cdot \frac{\alpha}{n^2 + \beta}, \\
D_{-N}(Q) = \sum_{n=[-(N\gamma Q)]}^{\lfloor -N\cdot Q + \gamma Q \rfloor} (n + N \cdot Q)^2 \cdot \frac{\alpha}{n^2 + \beta}. 
\]

For simplicity, Eqn. (18) can be approximated by calculating definite integral as follows,

\[
D_0(Q) = \int_{-Q\gamma Q}^{Q - \gamma Q} x^2 \cdot \frac{\alpha}{x^2 + \beta} \, dx \\
= 2\alpha(Q - \gamma Q) - 2\alpha\sqrt{\beta} \arctan\left(\frac{Q - \gamma Q}{\sqrt{\beta}}\right), \\
D_N(Q) = \int_{N\gamma Q}^{(N+1)Q - \gamma Q} (x - NQ)^2 \cdot \frac{\alpha}{x^2 + \beta} \, dx \\
= \alpha Q + \Psi_1(Q, N) - \Psi_2(Q, N), 
\]

where

\[
\Psi_1(Q, N) = \frac{\alpha N^2 Q^2 - \alpha \beta}{\sqrt{\beta}} \cdot \arctan\left(\frac{Q \sqrt{\beta}}{\beta + (NQ - \gamma Q)(NQ + Q - \gamma Q)}\right) \\
\Psi_2(Q, N) = \alpha NQ \cdot \ln\left(\frac{(NQ + Q - \gamma Q)^2 + \beta}{(NQ - \gamma Q)^2 + \beta}\right). 
\]

As such, the total distortion can be formulated as follows,

\[
D(Q) = D_0(Q) + 2 \cdot \sum_{N=1}^{L_{\text{max}}} D_N(Q). 
\]

In Fig. [5] the relationship between \( Q \) and \( D(Q) \) is shown, which further verifies that \( D(Q) \) is a monotonically increasing function of \( Q \).

In real encoding scenarios, to compensate the influences of loop filters, dependent quantization as well as the SKIP-coded blocks, the distortion \( D \) of the current frame can be
estimated with the adaptation of the distortion information of the previously coded frame as follows,

$$\hat{D}(Q) = \frac{D_{ns}^{p}}{D(Q_{p})} \cdot D(Q_{p}) \cdot (1 - P_{s}^{p}) + P_{s}^{p} \cdot D_{s}^{p}$$  \quad \text{(23)}$$

Herein, $Q_{p}$ and $D_{ns}^{p}$ represent quantization step size and the distortion for non-SKIP coded blocks of the previously coded frame. For SKIP-coded blocks, we assume the associated coding bits are zero and the incurring distortion as $D_{s}^{p}$. $P_{s}^{p}$ is the ratio of SKIP-coded blocks measured in terms of the pixels within the previously coded frame.

V. THE PROPOSED RATE CONTROL

In this section, the rate control scheme is presented based on the proposed $\hat{R}$-$Q$ and $\hat{D}$-$Q$ models. First, the bit allocation scheme regarding the GOP-level and frame-level is elaborately designed wherein the inter-frame dependencies are comprehensively investigated. Subsequently, we present the derivation of coding parameters given the target bit-rate. Finally, the initialization and clipping strategy of coding parameters are discussed.

A. Bit Allocation

1) GOP Level Bit Allocation: Given the target bit-rate of a sequence $R_{seq}$, the ideal output bits for each GOP are derived as follows,

$$R_{gop}^{t} = \frac{R_{seq}}{N_{GOP}}$$  \quad \text{(24)}$$

Here, $N_{GOP}$ denotes the number of GOPs in a sequence. Since the actual output bits may deviate from the target bits because of diversified video contents, we employ a sliding window \cite{13} to flatten the output bits. In particular, the mechanism behind the sliding window is that if the encoded frames consume more bits, the target bits for the following GOPs within the sliding window will be decreased accordingly and vice versa. As such, the target bits for the $g$-th GOP can be derived as,

$$R_{gop}^{t} = R_{gop}^{t} - \frac{R_{cost} - R_{gop}^{t} \cdot N_{coded}}{N_{SW}}$$  \quad \text{(25)}$$

where $R_{cost}$ denotes the cost of bits for all encoded frames, and $N_{SW}$ represents the size of the slide window. $N_{coded}$ is the number of frames that have already been encoded.

2) Frame Level Bit Allocation: Two typical GOP structures in VVC are shown in Fig. 6 illustrating the hierarchical referencing relationship. Regarding the bit allocation at the frame level, the inter-frame dependencies are fully considered. More specifically, due to inter prediction in P and B-frames, there exists quality dependencies between the reference frame and the current to-be-coded frame. One widely accepted view is that the frames in lower temporal layers (i.e. level 0), which may have more significant influences to the subsequent coding frames, are eligible to be assigned with more coding bits. In turn, less coding bits are assigned to the frames in higher temporal layers. As such, the importance of different frames can be discriminated according to the referencing relationship as well as video content. In the literature, how reference frames affect the to-be-coded frame \cite{14, 36, 38} have been intensively investigated, where a linear relationship regarding the coding distortions of reference frame and current one is noticed. Moreover, the existing schemes are also typically developed based on the strong assumption that the coding bits of the reference frame have negligible influence on the output bits of the current frame. Considering that new coding tools have been adopted in VVC, in this paper, we revisit this problem based on new statistics collected in VTM-3.0 \cite{3}, in an effort to explore the rate and distortion characteristics in the reference frame and the current to-be-coded frame.

As illustrated in Fig. 7, the quality of the reference frame influences both the distortions and the coding bits of the current
More specifically, four sequences are involved in the investigation under LDB configuration. For the current to-be-coded frame, the associated QP is fixed to 40. Meanwhile, the QP of the reference frame varies from 30 to 43, in an effort to generate references with different quality levels. We plot the corresponding output bits and distortions of the current frame with varying quality of the reference frame in Fig. 7. We can observe that the distortions and coding bits of the current frame increase with the increment of the distortions in the reference frame. Moreover, it is interesting to see that the distortion increment of the reference frame leads to a linear augmented distortion of the current frame, along with a flat trend when the distortion of the reference frame reaches a certain level. The output coding bits (per-pixel) of the current frame varies smoothly when the reference frame is of high quality and increases sharply when the reference frame is severely distorted. These observations are in contrast to the existing models where only the distortion of the current to-be-coded frame is influenced by the quality of the reference frame.

Considering the influences of both distortion and coding bits, there exists an approximately linear relationship between the distortion of reference frame and the RD cost of the current frame, as shown in Fig. 8. As such, we define the dependency factor \( \pi^j_i \) between reference frame \( j \) and encoding frame \( i \) as follows,

\[
\pi^j_i = \frac{dJ_i}{dD_j},
\]

where \( J_i \) denotes the RD cost of the encoding frame and \( D_j \) represents the distortion of the reference frame.

Typically, the total RD cost of a GOP is formulated as the sum of the RD cost of each frame. Generally speaking, the distortion and coding bits of each frame characterized by the Eqn. (16) and Eqn. (23) are highly dependent on the distribution parameter estimated, and in practice due to the chicken-egg-dilemma we could only use the statistics of the previous frame sharing the same level to estimate RD cost of the to-be-encoded frame. However, due to the influence of the reference frame quality, the straightforward estimation of the distribution parameters may lead to inaccurate modelling of the RD cost. In particular, we assume the distortion of the reference frame that serves for the previous frame as \( D^p_j \), where \( j_p \) belongs to previous frame’s reference list. As such, the actual quality of the reference frame deviates from \( D^p_j \), leading to the biased RD-cost estimated. To compensate for the RD cost difference introduced by quality fluctuation of the reference frames, the RD cost of each frame is formulated as the sum of internal RD cost \( J^p_{\text{in}} \), external RD cost \( J^p_{\text{ex}} \) and constant RD cost \( J^e \). In particular, \( J^p_{\text{in}} \) is derived based on Eqn. (16) and Eqn. (23), and \( J^p_{\text{ex}} \) is incurred by difference between \( D^p_j \) and distortion values of the reference frames within current GOP, such that it can be represented as \( \{\tilde{D}_j(Q_i) - D^p_j\} \). \( J^e \) is brought by difference between \( D^e_j \) and distortion of the reference frames outside the current GOP. In other words, it could be regarded as a constant value. As such, supposing there are \( N_f \) frames in current GOP, the total RD cost of a GOP can be written as,

\[
J_{\text{total}} = \sum_{i=1}^{N_f} (J^p_{\text{in}}(Q_i) + J^p_{\text{ex}}(Q_i) + J^e)
\]

\[
= \sum_{i=1}^{N_f} [\{\tilde{D}_j(Q_i) + \lambda_{\text{GOP}}(Q_i)\} + \sum_j J^p_{\text{ex}}(\tilde{D}_j(Q_j) - D^p_j) + J^e],
\]

where \( j \) is the index of reference list regarding the encoding frame. \( Q_i \) and \( Q_j \) denote the quantization step sizes of the
current frame and reference frame \( j \), respectively. As proved in Appendix, Eqn. (27) can be written as,

\[
J_{\text{total}} = \sum_{i=1}^{N_f} \left[ (\hat{D}(Q_i) + \lambda_{GOP} \hat{R}(Q_i)) + \sum_{k} J_{\text{ex}}(\hat{D}(Q_i) - D_{j}^{p}) + J_{i}^{r} \right] = \sum_{i=1}^{N_f} J_i(Q_i). \tag{28}
\]

Herein \( k \) is the index of frame list which uses current frame \( i \) as a reference and \( D_{j}^{p} \) is distortion for the previous frame of frame \( i \). \( J_i \) is sum of the internal RD cost of a frame and its influence on other frames. In order to minimize the total RD cost of a GOP of frames \( J_{\text{total}} \), we need to find the optimal \( Q_i \) for individual frame. Considering \( J_i \) is a function of \( Q_i \), \( Q_i \) is an independent parameter, \( J_i \) of frame \( i \) is independent from other frames’ QPs. To minimize \( J_{\text{total}} \) which is the sum of \( J_i \), we need to minimize each \( J_i \) individually. As such, we compute the partial derivation of \( J_i \) with respect to \( Q_i \), which is set equaling to 0 as follows,

\[
\frac{\partial J_i}{\partial Q_i} = \left( \frac{\partial \hat{D}(Q_i)}{\partial Q_i} + \lambda_{GOP} \frac{\partial \hat{R}(Q_i)}{\partial Q_i} \right) \cdot \frac{\partial D_{j}^{p} + J_{i}^{r}}{\partial Q_i} = 0. \tag{29}
\]

According to the former analyses that there exists an approximated linear relationship between the distortion of the reference frame and the RD cost of the current encoding frame, by integrating Eqn. (27) into Eqn. (29), we can obtain,

\[
\frac{\partial J_i}{\partial Q_i} = \left( \frac{\partial \hat{D}(Q_i)}{\partial Q_i} + \lambda_{GOP} \frac{\partial \hat{R}(Q_i)}{\partial Q_i} \right) + \frac{\partial \hat{D}(Q_i)}{\partial Q_i} \cdot \sum_{k} \pi_i^k \cdot \kappa_i = \left( \frac{\partial \hat{D}(Q_i)}{\partial Q_i} + \lambda_{GOP} \frac{\partial \hat{R}(Q_i)}{\partial Q_i} \right) = 0, \tag{30}
\]

where \( \kappa_i \) is the influence factor,

\[
\kappa_i = 1 + \sum_{k} \pi_i^k. \tag{31}
\]

The influence factor reveals the importance of a frame. More specifically, frames with higher \( \kappa_i \) have greater impact on other frames, deserving to be assigned with more coding bits. In this optimization problem, the whole GOP shares the same \( \lambda_{GOP} \),

\[
\lambda_{GOP} = -\frac{\kappa_i \cdot \frac{\partial \hat{D}(Q_i)}{\partial Q_i}}{\frac{\partial \hat{R}(Q_i)}{\partial Q_i}}. \tag{32}
\]

Here, we need to obtain derivatives of Eqn. (16) and Eqn. (23). However, the complex nature of Eqn. (15) and Eqn. (19) makes it difficult for us to obtain analytical \( R - Q \) and \( D - Q \) relationships. In [27], the hyperbolic function is used to model Cauchy distribution based \( R - Q \) and \( D - Q \) relationships. Inspired by this method, we obtain different combinations of \( \{Q, \bar{R}(Q)\} \) and \( \{Q, \bar{D}(Q)\} \) and model them with hyperbolic function. Derivatives of the two fitting models are used to approximate derivatives of Eqn. (16) and Eqn. (23), which are denoted as \( \bar{R}(Q) \) and \( \bar{D}(Q) \). For frame \( i \), the associated QP candidates are from \( Q_{P}^{i} - 3 \) to \( Q_{P}^{i} + 3 \), where \( Q_{P}^{i} \) denotes the QP used to encode previous frame. Given the derivatives of \( R - Q \) and \( D - Q \), we utilize Algorithm 1 to search allocated bits to each frame to ensure the optimal RD performance as well as the satisfaction of the bit-rate budget.

**Algorithm 1** Optimal bit allocation.

**Input:** Frame \( i \)'s QP candidate list \( Q_{P}^{i1}, Q_{P}^{i2}, \ldots, Q_{P}^{iN_f} \) and the corresponding RD model within the current GOP.

**Output:** Target bit-rate \( R_{i}' \) for frame \( i \) in current GOP.

**Step 1:** Supposing level 1 frame is the \( j \)-th frame within GOP and its \( v \)-th candidate QP is \( Q_{P}^{v} \) of which the corresponding quantization step size is \( Q_{P}^{v} \). Slopes for R-Q and D-Q curve at \( Q_{P}^{v} \) are \( \bar{R}(Q_{P}^{v}) \) and \( \bar{D}(Q_{P}^{v}) \) respectively. By denoting \( \bar{R}(Q_{P}^{v}) \) and \( \bar{D}(Q_{P}^{v}) \) as \( \bar{R}_{j,v} \) and \( \bar{D}_{j,v} \), we can define \( \lambda_{GOP}^{j,v} \) as,

\[
\lambda_{GOP}^{j,v} = \frac{k_j \cdot \bar{D}_{j,v}}{\bar{R}_{j,v}}. \tag{33}
\]

**Step 2:** Select optimal QP for frame \( i \) from its QP candidate list: \( Q_{P}^{1}, Q_{P}^{2}, \ldots, Q_{P}^{N_f} \).

\[
\lambda_u = \frac{k_i \cdot \bar{D}_{i,u}}{\bar{R}_{i,u}}, u \text{ from 1 to 7}. \tag{34}
\]

We can obtain:

\[
u_{iv} = \min_u \left| \lambda_u - \lambda_{GOP}^{j,v} \right|. \tag{35}\]

\( Q_{P}^{u_{iv}} \) is selected as the optimal QP of frame \( i \) and stored in a QP list.

**Step 3:** The \( v \)-th QP list can be written as: \( Q_{P}^{1}, Q_{P}^{2}, \ldots, Q_{P}^{N_f} \).

**Step 4:** Obtain target bits for each frame. Supposing corresponding quantization step size of the \( v \)-th QP list is \( Q_{P}^{u_{iv}} \), \( Q_{P}^{u_{iv}+1}, \ldots, Q_{P}^{N_f} \). By combining Eqn. (16), the order of optimal QP list \( v_{iv} \) is obtained as,

\[
v_{iv} = \min_v \left( \sum_{i=1}^{N_f} \bar{R}_{i}(Q_{P}^{u_{iv}}) - R_{i}' \right)_{\text{GOP}}, v \text{ from 1 to 7}. \tag{36}\]

Bits allocated to frame \( i \) is given by,

\[
R_{i}' = \bar{R}_{i}(Q_{P}^{u_{iv}}). \tag{37}\]

**B. Coding Parameters Derivation**

After obtaining the target bit-rate \( R_{i}' \), the coding parameters \( \lambda_i \) and \( Q_{P}^{i} \) can be derived according to Eqn. (16). Given the QP candidate list of frame \( i \), the quantization step \( Q_i \) can be
calculated as,

\[ Q_i = \min_{Q} |\hat{R}_i(Q) - R_i^p|, \quad (38) \]

\[ Q \in \{QP^p_1 - 3, QP^p_1 - 2, \ldots, QP^p_1 + 3\} \]

where \( Q \) is the corresponding quantization step size of \( QP \).

Theoretically, \( \lambda \) is the slope of RD curve, which can be derived as,

\[ \lambda_i(Q) = -\frac{\partial D_i}{\partial R_i} = -\frac{\partial (\hat{D}_i + \Delta D_i)}{\partial Q} = -\frac{\partial \hat{D}_i}{\partial Q}, \quad (39) \]

where \( D_i \) and \( R_i \) denote difference of distortion and bit-rate incurred by the discrepancy of reference frame quality which could be regarded as constant parameters. Moreover, we collect the coding information of three previous frames to ensure a stable \( Q - \lambda \) relationship. Let \( \{QP^m_i, \Lambda^m_i\} \) denote the quantization step size and \( \lambda \) of the \( m \)-th previous frame on the same level, the stability is given by,

\[ \Gamma_m = \frac{\Lambda^m_i}{\lambda_i(QP^m_i)}, \quad 1 \leq m \leq 3 \quad (40) \]

More specifically, the value of \( \Gamma_m \) closing to 1 indicates that the derived \( Q - \lambda \) relationship from Eqn. (39) is stabilized. \( \Gamma_m \) is further used to scale \( \lambda_i(Q_i) \), such that \( \lambda_i \) can be obtained as,

\[ \lambda_i = \frac{1}{3} \sum_{m=1}^{3} \tau_m \cdot \Gamma_m \cdot \lambda_i(Q_i), \quad (41) \]

Here, \( \tau_m \) is a predefined parameter of which the value is 5, 3, 1 for \( m \) equaling to 1, 2, 3 respectively.

**C. Initial Value and Parameter Clip**

The proposed rate control scheme is applied on P and B slices. In practical implementation, the first frame of each level is coded with default rate control algorithm. For the first 32 frames, a fixed-ratio bit allocation scheme is applied to train stable coding parameters for adaptive bit allocation. Regarding bit allocation under RA structure, we assume that frames in the same temporal level share the identical influence factor \( \kappa_i \). The explicit values of \( \kappa_i \) are shown in Table II. LD configuration involves simpler reference relationship and smaller GOP size, such that the influence factor is more sensitive to the coding bits. We define four sets of influence factor for each frame in LD configuration according to bit-per-pixel (bpp), as shown in Table III where \( I_G \) is an integer larger than zero. To cater the original GOP structure, we add extra restrictions to QP as illustrated in Table IV and Table V. The \( QP^m_i \) indicates the QP of the previous encoded frame at \( z \)-th frame level.

### VI. EXPERIMENTAL RESULTS

The proposed rate control algorithm is implemented on the VVC test model VTM-3.0 [32]. Extensive experiments are conducted to verify the effectiveness of the proposed method conforming to the common test conditions (CTCs) [40] under LDB (GOP size = 4) and RA (GOP size = 16) configurations. QPs are set to 22, 27, 32 and 37. Details of recommended test sequences are summarized in Table VI. Experiments are executed on a dual Intel Xeon CPU E5-2620 platform without parallelism. We employ the original VTM-3.0 without rate control to encode test sequences following the CTCs, and regard the output bit-rate as the target bit-rate for rate control. The compression performance is measured with BD-Rate [41] where negative BD-Rate denotes the performance improvement. In addition, the bit-rate error \( BitErr \) is calculated to measure the rate control accuracy as follows,

\[ BitErr = \frac{|R^o - R^t|}{R^t} \times 100\%, \quad (42) \]

where \( R^t \) denotes the target bit-rate, and \( R^o \) is the corresponding output bit-rate.

**A. Results and Analyses**

Table VII shows the coding performance of proposed rate control algorithm under LDB and RA configurations. The original VTM-3.0 anchor without rate control (fixed-QP) and the default frame-level rate control algorithm in VTM-3.0 are respectively employed as the benchmark for comparison. As required by [40], class D is excluded from the overall average. In particular, compared with the default rate control algorithm, the proposed scheme brings 1.03% and 1.29% BD-Rate savings on average under LDB and RA configurations, respectively. Moreover, superior coding performance can be achieved on high resolution videos, as more valid samples are provided for modeling, leading to higher fitting accuracy. Moreover, when compared with the fixed-QP coding scheme, the proposed rate control scheme brings 2.96% BD-Rate savings under LDB configuration and 4.36% BD-Rate loss under RA configuration. It is worthy to mention that both of the proposed and the default rate control algorithms are capable of improving the coding performance under LDB configuration. The proposed rate control scheme could provide more efficient coding parameters, leading to further improvement of coding gains. However, the rate control may degrade.
the RD performance under RA configuration compared with the fixed-QP coding. Furthermore, we exemplified RD curves of sequence “RaceHorses” from class C in Fig. 9 from which the RD performance improvement brought by the proposed algorithm can be observed. The encoding complexity of the proposed rate control scheme is tabulated in the last row of Table VII. The proposed algorithm moderately increases the computational complexity by around 20% compared with the default rate control algorithm and the original anchor.

Table VIII illustrates the average bit-rate error of the proposed rate control and the default rate control under LDB and RA configurations where the proposed scheme achieves lower bit-rate error. Moreover, the bit-rate errors regarding test sequences “BasketballDrive” and “BQMall” with respect to different target bit-rates under LDB and RA configurations are shown in Table IX and Table X. Compared with the default rate control algorithm, the propose rate control achieves substantially smaller bit-rate error under RA configuration with varied target bit-rates. Moreover, for LDB configuration, a similar level of the bit-rate error regarding the default rate control and the proposed rate control can be observed.

To further demonstrate the benefits of the proposed method, the PSNR and the output bit-rate of individual frame in sequence “BasketballDrill” are extracted under RA configuration where the target bit-rate is set to 2856 kbps. We illustrate the instant PSNR and the output bit-rate from POC 60 to POC 92 in Fig. 11 with the cooperation of the default rate control scheme and the proposed scheme.

It can be observed that the proposed rate control scheme reveals a similar trend to the default scheme regarding the output coding bits in varied frames, wherein the key frames such as POC 64 and POC 80 could enjoy more bits. Moreover, owing to the proper bit allocation, the proposed scheme achieves superior PSNR performance compared with the default rate control scheme, especially in terms of the key frames, leading to overall performance improvement. Fig. 10 illustrates the output bits by per-second for sequence “RitualDance” under LDB and RA configurations, where the associated target bit-rate is set to 2876 kbps and 2467 kbps. Compared with the default rate-control algorithm, the output bit-rates are more stable when employing the proposed rate control schemes.

VII. CONCLUSION

In this paper, we propose a novel rate control algorithm for VVC based on an improved Cauchy distribution, which achieves superior compression performance compared with the default frame-level rate control algorithm in VTM-3.0. Based on the proposed distribution model, we theoretically derive R-Q and D-Q models which are demonstrated to realize higher modelling accuracy regarding the RD characteristics of diversified video contents. Furthermore, we explore the frame dependency between different temporal layers, with which an
TABLE VII
ILLUSTRATION OF THE BD-RATE OF THE PROPOSED RATE CONTROL SCHEME ON VTM-3.0 UNDER LDB AND RA CONFIGURATIONS

|          | LDB as anchor | Default as anchor | RA Fixed-QP as anchor | Default as anchor |
|----------|---------------|-------------------|----------------------|-------------------|
| Class A1 | -             | -                 | 9.93%                | -3.03%            |
| Class A2 | -             | -                 | 3.49%                | -0.15%            |
| Class B  | -3.58%        | -1.24%            | 3.76%                | -0.91%            |
| Class C  | -3.40%        | -0.48%            | 1.58%                | -1.32%            |
| Class D  | -1.43%        | -0.08%            | 3.30%                | -1.16%            |
| Class E  | -1.32%        | -1.43%            | -                    | -                  |
| Overall  | -2.96%        | -1.03%            | 4.36%                | -1.29%            |
| Enc. time| 125%          | 123%              | 121%                 | 118%              |

Table VIII
ILLUSTRATION OF THE AVERAGE BIT-RATE ERROR OF THE DEFAULT RATE CONTROL AND THE PROPOSED RATE CONTROL SCHEMES ON VTM-3.0 UNDER LDB AND RA CONFIGURATIONS

|          | LDB         | RA          |
|----------|-------------|-------------|
| Proposed | 0.3543%     | 2.177%      |
| Default  | 0.4158%     | 2.635%      |

Fig. 10. Illustration of the actual bits per-second for “RitualDance”. (a) LDB configuration where the target bit-rate is set as 2876 kbps. (b) RA configuration where the target bit-rate is set as 2467 kbps.

Fig. 11. Illustration of the instant coding bits and PSNR of sequence “BaksteballDrill” with the proposed rate control scheme and the default rate control scheme from POC 60 to POC 92 under RA configuration. The target bit-rate is 2856 kbps. (a) Bit cost; (b) PSNR.

APPENDIX
PROOF OF EQUATION (28)

According to Eqn. (27), we assume,

$$
\sum_{i=1}^{N_f} J^i_{ex} = \sum_{i=1}^{N_f} \sum_{j} J^i_{ex}(\hat{D}_j(Q_j) - D^i_p), \quad (43)
$$

where $j$ is the index of reference list regarding the frame $i$. $Q_j$ denotes the quantization step size of the reference frame $j$. We set

$$
A^i_j = J^i_{ex}(\hat{D}_j(Q_j) - D^i_p), \quad (44)
$$

where $A^i_j$ means external RD cost of frame $i$, which is caused from frame $j$’s fluctuation. Then we expand $j$ to the whole

adaptive bit allocation scheme is established for optimal bit allocation. Compared with the VVC rate control algorithm, owing to proper bit allocation and accurate Q-λ relationship, the proposed algorithm can achieve 1.03% BD-Rate savings under LDB configuration and 1.29% BD-Rate savings under RA configuration. Moreover, with LDB configuration, the proposed algorithm outperforms the fixed-QP coding scheme, where 2.96% BD-Rate savings can be achieved. These results provide meaningful evidence regarding the effectiveness of the proposed rate control algorithm.
Based on our assumption, if frame $j$ is not in frame $i$’s reference list, Eqn. (43) can be written as,

$$\sum_{i=1}^{N_f} \sum_{j=1}^{N_f} J_{ex}^{ij} = \sum_{i=1}^{N_f} \sum_{j=1}^{N_f} A_j^i = \begin{bmatrix} A_j^1 & \ldots & A_j^{N_f} \\ \vdots & \ddots & \vdots \\ A_j^{N_f} & \ldots & A_j^{N_f} \end{bmatrix}$$

$$= \sum_{j=1}^{N_f} (A_j^1 + A_j^2 + \cdots + A_j^{N_f}) = \sum_{j=1}^{N_f} A_j^j. \quad \text{(45)}$$

Based on our assumption, if frame $j$ is not in frame $i$’s reference list, $A_j^i$ equals to zero. Eqn. (45) can be written as,

$$\sum_{i=1}^{N_f} \sum_{j=1}^{N_f} J_{ex}^{ij} = \sum_{j=1}^{N_f} \sum_{k=1}^{N_f} A_j^k = \sum_{j=1}^{N_f} A_j^k \quad \text{(46)}$$

Herein, $k$ is the list of frames which employ frame $j$ as reference frame.
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