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Figure I. Illustration of pre-processing LGE image to match with the T1-map pixel to pixel. In this example, the LGE image (B) (raw pixel spacing of 1.41mm) was interpolated to have matching pixel spacing (1.15mm), and transformed to have matching Image Position and Image Orientation with T1-map (A) based on the Dicom metadata. The resulting image (C) has the same size, pixel spacing, position and orientation with T1-map – therefore, a pixel-to-pixel match in the myocardium.
**Figure II. LGE examples and their desired quality categories.** Assessors were blinded to whether an image was VNE or LGE. (A-E) Five quality categories. (F) An example demonstrating the use of refined quality scoring. In the interface, human observers were allowed to register intermediate scores recorded on the scale of 0-100, e.g. ‘36’ in this example. The motivation of this design was that categorical scales are typically more intuitive for human operators, whilst finer numerical scales are more suitable for statistical analyses.
Figure III. T1-maps (n=10) in test materials that were excluded before VNE and LGE quality assessment. Severe artefacts are present in all these T1-maps, preventing any interpretation; therefore, these cases were manually excluded from subsequent analysis; see note 1 in Figure 2.

Figure IV. Image slices (n=4) in test materials that were retrospectively excluded in the analysis stage. These images were manually rejected by consensus of two experienced clinical operators comparing VNE and LGE, because of (A-C) large difference in slice locations between VNE and LGE, and (D) coil errors affecting the LGE image, as identified during the lesion assessment; see note 2 in Figure 2.
**Figure V.** Association between image quality and LGE-VNE agreement in quantifying lesion fractions, using threshold setting from Figure 5E as an example. The absolute difference between LGE and VNE quantification reduces with better image quality (p=0.006).
Table I. Lesion burden volume fractions by VNE and LGE in 121 test patients. Lesion regions are calculated using the same thresholding methods FWHM, FWQM, FWEM (i.e., thresholding at 50\textsuperscript{th}, 25\textsuperscript{th}, 12.5\textsuperscript{th} percentiles reflecting hyper-intensity lesions to intermediate-intensity subtle changes) for VNE and LGE, and also adjusted thresholding at 35\textsuperscript{th}, 20\textsuperscript{th}, 10\textsuperscript{th} percentiles for VNE.

| Modalities | LGE | VNE | Threshold-adjusted VNE |
|------------|-----|-----|------------------------|
| Quantification methods (threshold values in percentile) | FWHM (50\textsuperscript{th}) | FWQM (25\textsuperscript{th}) | FWEM (12.5\textsuperscript{th}) | FWHM (50\textsuperscript{th}) | FWQM (25\textsuperscript{th}) | FWEM (12.5\textsuperscript{th}) | Threshold (35\textsuperscript{th}) | Threshold (20\textsuperscript{th}) | Threshold (10\textsuperscript{th}) |
| Average lesion amount (% of LV) | 9.8% | 26.1% | 44.4% | 4.6% | 17.7% | 38.0% | 9.9% | 24.1% | 43.9% |
| Lesion amount <5% of LV (n) | 59 | 11 | 0 | 86 | 13 | 0 | 48 | 2 | 0 |
| Lesion amount 5-10% of LV (n) | 20 | 12 | 0 | 17 | 25 | 2 | 25 | 12 | 0 |
| Lesion amount 10-15% of LV (n) | 12 | 18 | 5 | 10 | 22 | 2 | 22 | 18 | 2 |
| Lesion amount >15% of LV (n) | 30 | 80 | 116 | 8 | 61 | 117 | 26 | 89 | 119 |
Supplemental Expanded Method

This supplemental material provides the deep learning method details for reproducibility of the technology. The virtual native enhancement (VNE) image generator was constructed based on multiple streams of U-nets [24], and trained it using the conditional generative adversarial network (cGAN) [25] strategy.

VNE generator

U-Net is a popular generative convolutional neural network (CNN) architecture that translates an input image into corresponding output masks or images. The VNE generator consists of three streams of 14-layer U-net blocks (Figure VI). Two streams utilize magnitude cine and inversion recovery images, with the third stream processing the T1-map. The final convolutional layer of these U-Nets is removed, such that they output feature maps from the second last layer. All feature maps are concatenated and passed onto a further 6-layer U-net block (Figure VII) to fuse the information and produce a VNE image.

![Figure VI. Configuration of the convolutional stream](image)

The convolutional stream is used to extract feature maps from a native modality, in this example, T1-mapping. BN = batch normalization. Dropout rate was set as 0.2.
**Figure VII. Configuration of the CNN fusion block.** The fusion block combines feature maps of multi-modalities and derive VNE images.

### VNE generator training using cGAN

CGAN consists of two "adversarial" models: a generative model \( G \) and a discriminative model \( D \). In this application, \( G \) is the VNE generator that produces the VNE images which resembles LGE, and \( D \) is a classification neural network (**Figure II**) that distinguishes between VNE and LGE images. \( G \) and \( D \) are trained simultaneously.

#### Objective

\( G \) and \( D \) are trained by optimizing the value of an objective function (**Figure**). Suppose there is a native CMR input \( x \) which is processed by \( G \) to produce the VNE image \( G(x) \) that resemble the LGE image \( y \). In this application, the objective for cGAN optimization can be expressed as an adversarial minimax game:

\[
\min_{G} \max_{D} \left( \lambda_1 \| y - G(x) \|_1 + \lambda_2 \| VGG(y) - VGG(G(x)) \|_1 + \log \left( 1 - D(G(x)) \right) + \log D(y) \right),
\]

where \( G \) is optimized to minimize the objective function, while \( D \) is optimized to maximize the objective function. The first term is an \( L1 \) loss that encourages the generator \( G \) to produce \( G(x) \) that matches \( y \) pixel by pixel. Rather than exact replication of real LGE signal intensities, this VNE application focuses on enhancing the native CMR signals and translating the native images into the presentation of LGE. To account for this the second term is a perceptual loss [49] which calculates differences between high-level image feature representations of \( G(x) \) and \( y \). The features, denoted by \( VGG(G(x)) \) and \( VGG(y) \), are generated from the last convolutional layer of a 16-layer VGG network pre-trained on ImageNet [50]. In the third and fourth terms, \( G(x) \) and \( y \) are input to the discriminator \( D \) which produces the "realness" labels
$D(y)$ and $D(G(x))$ as 1: “real” LGE or 0: “virtual” LGE. The objective of training D is to distinguish between real and virtual LGE images, i.e., to maximize the last two terms. Simultaneously, $G$ is encouraged to produce VNE that cannot be distinguished from real LGE appearance by the discriminator $D$, i.e., to minimize the third term. The weighting parameters $\lambda_1$ and $\lambda_2$ are used to balance the magnitude of terms. In this application, a much lower $\lambda_1 = 20$ and higher $\lambda_2 = 200$ were set in order to enforce matching in perceptual features rather than pixel values. The strategy results in a trained generator that translates the existing native CMR signals into LGE image appearance.

To account for the inevitable position differences between native modalities and LGE used in training, additional modification was added to the first L1 loss term, to shift the LGE image locally and search for the best match:

$$\min_{i,j} \|y_{i,j} - G(x)\|_1,$$

where $i, j \in \{-10, -9, \ldots, 10\}$ denote the shift in pixels horizontally and vertically.

**Optimization**

To improve the robustness of the model, on-the-fly augmentation was employed on the training dataset, introducing uniformly distributed random rotation within $\pm 5$ degrees and translation within $\pm 2$ pixels around the manually annotated center of the LV cavity. The specifications of training CNN were: input size=128x128, batch size=1, learning rate=0.0002; Adam [51] was used as the optimizer. The networks were implemented in TensorFlow [52] and trained using an NVIDIA TITAN XP GPU, for 400 epochs, taking approximately 25 hours. Once trained, generating the test VNE images (n=349) takes 16.7 seconds on the GPU (0.05 seconds per image), or 43.5 seconds (0.13 seconds per image) on a 3.80GHz Intel Core i5 CPU.
Figure VIII. Configuration of the discriminator. The neural network discriminator is used in the conditional Generative Adversarial Network training approach.

Figure IX. VNE neural network training using a conditional Generative Adversarial Network (cGAN) approach. IRW = inversion recovery-weighted images. VGG = VGG Neural Network.
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