Event-Triggered State Estimation with Multiple Noisy Sensor Nodes

K.J.A. Scheres, M.S.T. Chong, R. Postoyan, W.P.M.H. Heemels

Abstract—General nonlinear continuous-time systems are considered for which its state is estimated via a packet-based communication network. We assume that the system has multiple sensor nodes, affected by measurement noise, which can transmit at discrete (non-equidistant) points in time. Moreover, each node can transmit asynchronously. For this setup, we develop a state estimation framework, where the transmission instances of the individual sensor nodes can be generated in either time-triggered or event-triggered fashions. In the latter case, we guarantee the absence of Zeno behavior by construction. It is shown that, under the provided design conditions, an input-to-state stability property is obtained for the estimation error with respect to the measurement noise and process disturbances and that the state is thus reconstructed asymptotically in the absence of noise.

I. INTRODUCTION

In the last few decades, the quantity and complexity of sensors in Cyber-Physical Systems (CPS) has increased to meet progressing demands on performance, robustness and resilience. Moreover, an increasing number of CPS incorporate (wireless) network technologies to share information across different (physically separated) systems. In particular, the study of Wireless Sensor Networks (WSN) has gained traction in the last two decades. Such WSN have many useful applications, see, e.g., [1] and references therein, and are often employed for the state estimation of physically wide spread phenomena.

State estimation has been widely studied and used in the control field, often in the context of stabilizing systems via feedback. Nonetheless, some systems cannot directly actuate (i.e., control) their respective environments or their states only have to be monitored, which motivates considering state estimation as a problem itself. In the context of networked systems, decoupling the control and estimation aspects yields interesting challenges, as we will also see in this paper.

The majority of the existing literature that deals with state estimation over a network often assumes that the underlying system operates in discrete-time, see, e.g., [2]–[4] and the references therein. Since our physical world is continuous in nature, it is worthwhile to study the estimation problems using packet-based networks in the continuous-time case as well. Moreover, such a discrete setup is not well-suited to describe phenomena such as asynchronicity between different parts of the system, which is a phenomenon often observed in WSN. Although some results are available for the continuous-time case that deal with multiple sensor modules, see, e.g., [5], [6], they often assume that the information can be communicated between different parts of the system continuously. In practice, a packet-based network transmits information at discrete moments. Hence, these works do not apply to the CPS setup.

An additional important aspect, certainly for power-limited devices such as battery-operated sensor modules, is the objective to reduce the frequency of communication required to achieve desirable stability or performance properties. For control purposes, Event-Triggered Control (ETC) has been advocated to this end, see, e.g., [7] and the references therein. ETC is a control technique that determines when to exchange information over a (packet-based) network based on well-defined events occurring in the system. It has been shown that these techniques may allow us to greatly reduce the network usage while still guaranteeing similar stability and performance criteria as their time-triggered counterparts.

In the literature on event-triggered state estimation, discrete-time systems are mostly considered, see, e.g., [8], [9] and the references therein. Notable exceptions are, e.g., [10]–[12], where static event-triggered state estimation is applied to specific classes of nonlinear systems, and, in the context of security, e.g., [13]–[15] where linear and Lur’e systems are considered. In all of the above works, measurement noise is ignored. This is not a full surprise, as the presence of measurement noise has been shown to be a challenging issue in ETC [16].

In this context, we study the state estimation problem for perturbed nonlinear systems with multiple sensor nodes, where each node decides when to transmit data, potentially noisy, over the network independently of the other sensors. Our framework covers periodic, time-triggered and dynamic event-triggered packet-based communication behavior. Dynamic event-triggering is used in the sense that each sensor node is equipped with an auxiliary scalar state variable to define the triggering instants. Dynamic triggering strategies are relevant as they typically lead, on average, to larger inter-event times, as shown for ETC in, e.g., [17]. When event-triggered communication is used, we prove that the time between two consecutive transmissions is lower bounded by a positive constant, i.e., that no Zeno behavior occurs. Only the knowledge of the upper bound on the size of the noise is needed to potentially reduce the transmission frequency. We guarantee the asymptotic convergence of the state estimates to the true states in the absence of noises. Moreover, when noises are present, we guarantee an input-to-state stability.
property of the estimation error dynamics, where we show that space-regularization (see [18]) can be used to obtain more favorable average inter-event times in the presence of non-vanishing noise.

Recently in [19], the event-triggered state estimation problem for linear systems and a single sensor node without measurement noise is considered. A key difference in the solution is that we will use local observers in each sensor module, while [19] uses only first-order dynamics and therefore, requires less computational power in the sensor nodes. However, our method leads to the asymptotic convergence to zero of the estimation error in the absence of disturbances and noises (as opposed to a practical property in [19]), and applies to a broader range of setups, namely, we consider general nonlinear plant dynamics with multiple noisy sensor nodes.

For space reasons, the proofs and numerical case study have been omitted from this version. They can be found in the full version of this paper [20].

II. Preliminaries

The sets of all non-negative and positive integers are denoted \( \mathbb{N} \) and \( \mathbb{N}_{>0} \), respectively. The field of all reals and all non-negative reals are indicated by \( \mathbb{R} \) and \( \mathbb{R}_{\geq 0} \), respectively. The identity matrix of size \( N \times N \) is denoted by \( I_N \), and the vectors in \( \mathbb{R}^N \) whose elements are all ones or zeros are denoted by \( 1_N \) and \( 0_N \), respectively. For any vector \( u \in \mathbb{R}^m \), \( v \in \mathbb{R}^n \), the stacked vector \( [u^T \ v^T]^T \) is denoted by \( \langle u, v \rangle \).

The sets of all non-negative and positive integers are denoted \( \mathbb{N} \) and \( \mathbb{N}_{>0} \), respectively. The field of all reals and all non-negative reals are indicated by \( \mathbb{R} \) and \( \mathbb{R}_{\geq 0} \), respectively. The identity matrix of size \( N \times N \) is denoted by \( I_N \), and the vectors in \( \mathbb{R}^N \) whose elements are all ones or zeros are denoted by \( 1_N \) and \( 0_N \), respectively. For any vector \( u \in \mathbb{R}^m \), \( v \in \mathbb{R}^n \), the stacked vector \( [u^T \ v^T]^T \) is denoted by \( \langle u, v \rangle \).

By \( \langle \cdot, \cdot \rangle \) and \( || \cdot || \) we denote the usual inner product of real vectors and the Euclidean norm, respectively. We denote the usual inner product of real vectors and the Euclidean norm, respectively. We denote the usual inner product of real vectors and the Euclidean norm, respectively. We denote the usual inner product of real vectors and the Euclidean norm, respectively.

We use the usual definitions for comparison functions \( \mathcal{K} \) and \( \mathcal{K}_\infty \), see [21].

We model hybrid systems using the formalism of [21], [22]. See [21], [22] for more details on the adopted hybrid terminology, such as maximality of solutions, hybrid time domains, the \( \mathcal{L}_\infty \)-norm for hybrid signals, etc.

We are interested in systems \( \mathcal{H} \) that are persistently flowing as defined below.

**Definition 1.** Given a set of (hybrid) inputs \( \mathcal{V} \subseteq \mathcal{L}_\infty \), a hybrid system \( \mathcal{H} \) is persistently flowing if all maximal solution pairs \( (\phi, \nu) \in \mathcal{S}_\mathcal{H} \) with \( \nu \in \mathcal{V} \) are complete in the \( t \)-direction, i.e., \( \sup_{t_0} \text{dom} \phi = \sup_{t_0} \text{dom} \nu = \infty \).

**Definition 2.** When \( \mathcal{H} \) is persistently flowing with \( \mathcal{V} \subseteq \mathcal{L}_\infty \), we say that a closed, non-empty set \( \mathcal{A} \subseteq \mathbb{R}^n \) is input-to-state practically stable (ISS), if there exist \( \gamma \in \mathcal{K} \), \( \beta \in \mathcal{K}_\mathcal{L} \), and \( d \in \mathbb{R}_{\geq 0} \) such that for any solution pair \( (\xi, \nu) \) with \( \nu \in \mathcal{V} \)

\[
|\xi(t, j)|_\mathcal{A} \leq \beta(|\xi(0, 0)|_\mathcal{A}, t) + \gamma(||\nu||_\infty) + d,
\]

for all \((t, j) \in \text{dom} \xi\). If (1) holds with \( d = 0 \), then \( \mathcal{A} \) is said to be input-to-state stable (ISS) for \( \mathcal{H} \).

III. Problem Formulation

We address the event-triggered state estimation problem of a dynamical system with multiple asynchronous (TX/RX) sensor nodes, where the measurements are transmitted over a packet-based communication network, as shown in Fig. 1. As we will see, due to our particular setup and design, time-triggered and periodic communication will be special cases of the event-triggered setting, which will be treated in detail.

Next, we explain the role of each component in the setup as illustrated in Fig. 1 below. First of all, the system \( \Sigma \) has dynamics

\[
\Sigma : \begin{cases}
\dot{x} = f_p(x, v) \\
y_i = h_{p,i}(x), \quad \bar{y}_i = y_i + w_i, \quad i \in \mathcal{N}
\end{cases}
\] (2)

with state \( x \in \mathbb{R}^n \), \( N \in \mathbb{N}_{>0} \) sensor nodes measuring \( \bar{y}_i \in \mathbb{R}^m_i \), \( i \in \mathcal{N} := \{1, 2, \ldots, N\} \), system disturbance \( v \) taking values in \( \mathbb{R}^p \), a map \( f_p : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^n \), continuously differentiable output maps \( h_{p,i} : \mathbb{R}^n \to \mathbb{R}^m_i \), and measurement noise \( w_i \) taking values in \( \mathbb{R}^m_i \), \( i \in \mathcal{N} \).

We assume that the disturbance signal \( v \) and measurement noises \( w_i, i \in \mathcal{N} \), are in \( \mathcal{L}_\infty \). We also assume that (2) is forward complete, i.e., for all \( x(0) \in \mathbb{R}^n \) and all \( v \in \mathcal{L}_\infty \), there exists a unique solution \( x \) to (2) for all \( t \in \mathbb{R}_{\geq 0} \).

The objective of the to-be-designed observer \( \Omega_0 \) in Fig. 1 is to asymptotically reconstruct the state \( x \) of system \( \Sigma \). Due to the presence of the packet-based network, the observer \( \Omega_0 \) does not have (continuous) access to the outputs \( \bar{y}_i \), but only to the estimates gathered in \( \bar{y}^0 := (\bar{y}_1^0, \bar{y}_2^0, \ldots, \bar{y}_N^0) \).

Each sensor node \( i \) has a local triggering condition, which determines when \( \bar{y}_i \) needs to be communicated over the network. These transmissions occur at times denoted by \( \tau_k^i, k \in \mathbb{N} \), at which the estimate of the \( i \)-th output in \( \Omega_0 \) is updated according to

\[
\bar{\bar{y}}_i^0(\tau_k^i) = \bar{y}_i(\tau_k^i), \quad k \in \mathbb{N}.
\]

We assume that there are no transmission delays. In the future, we plan on taking transmission delays into account, possibly inspired by [23], [24].

![Fig. 1. Event-triggered state estimation setup over a packet-based network. \( \Sigma \) is the to-be-observed system, \( \Omega_0 \) the remote observer. In case the transmissions are event-based, each sensor runs a local observer \( \Omega_i, i \in \mathcal{N} \), and the sensor measurements are broadcast over the network. Dashed arrows indicate packet-based (discrete) communication. Solid arrows denote continuous communication. Due to Assumption 1, the indices for \( \bar{y} \) have been omitted.](image-url)
For each sensor node $i$, the transmission times $t^i_k$, $k \in \mathbb{N}$, are determined by the corresponding $i$-th trigger mechanism. In our description, we will focus on event-triggered mechanisms, but, as stated before, the framework that we present includes (non-uniform) time-based sampling as well as a special case. In the Event-Triggered Mechanism (ETM), the locally available output information is used to determine the transmission instances $t^i_k$, $k \in \mathbb{N}$. For such ETMs, it is essential to guarantee that the time between consecutive transmissions of trigger mechanism $i$ is lower bounded by a positive minimum inter-event time (MIET) $\tau^i_{\text{MIET}} \in \mathbb{R}_{>0}$, i.e., $0 < \tau^i_{\text{MIET}} \leq t^i_{k+1} - t^i_k$, for any $k \in \mathbb{N}$.

The objective of this paper can now be formalized as the function $\hat{y}_i$ received at times $t^i_k$, $k \in \mathbb{N}$, in the presence of process disturbances $v$ and measurement noise $w_i$,

(i) the observer $\Omega$ reconstructs the state (approximately) guaranteed for each node and communication resources are saved by transmitting sporadically.

IV. PROPOSED SOLUTION STRUCTURE

We proceed by emulation, i.e., we assume that the observer is designed in continuous-time, ignoring the network, to ensure robust global asymptotic stability of the origin for the corresponding estimation error system, as formalized in the sequel. Any existing observer designs suitable for plant (2) can be used for this task. The remote observer $\Omega$ receives sensor measurements $\hat{y} := (\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_N)$ over the network and generates the state estimate $\hat{\chi}_o$. The observer dynamics is given by

$$\Omega_0 : \dot{z}_o = f_o(z_0, \hat{y}_o), \quad \chi_0 = h_o(z_0), \quad (4)$$

with the observer state $z_0 \in \mathbb{R}^q$, $q \in \mathbb{N}_{>0}$, the state estimate of the system $\chi_0 \in \mathbb{R}^m$, $f_o : \mathbb{R}^q \times \mathbb{R}^m \rightarrow \mathbb{R}^q$ with $m := \sum_{i \in \mathbb{N}} m_i$ and $h_o : \mathbb{R}^q \rightarrow \mathbb{R}^n$, and where $\hat{y}_o := (\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_N)$ is the estimate of $\hat{y} := (\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_N)$. Since $z_0$ admits a different number of states than the system $\Sigma$, Kalman-like observers and immersion-based observers, see, e.g., [25], may be considered.

In between the transmission times $t^i_k$, $k \in \mathbb{N}$, the estimate $\hat{y}^i_0$, $i \in \mathbb{N}$, evolves according to the holding function $f_{h,i} : \mathbb{R}^q \times \mathbb{R}^m \rightarrow \mathbb{R}^m$, which is part of the design, given by the differential equation

$$\dot{\hat{y}}^i_t = f_{h,i}(z_0, \hat{y}^i_0). \quad (5)$$

Note that only locally available information is used in the holding function and the expression of $f_{h,i}$ is specified in the following.

Each $i$-th sensor has a trigger that determines when the value of $\hat{y}_i$ is transmitted over the network. All $i \in \mathbb{N}$ sensors are equipped with a transmission and receiver module (TX and RX) and a local observer $\Omega_i$. At times $t^i_k$, generated by trigger $i$, the value of $\hat{y}_i$ is broadcast over the network and consequently received by all $j$ sensor modules, $j \in \mathbb{N}$, and the remote observer $\Omega_0$. The local observer $\Omega_i$, $i \in \mathbb{N}$, is chosen to be a copy of the remote observer $\Omega_0$, i.e., its dynamics are taken as $\dot{z}_i = f_o(z_i, \hat{y}_i)$ and the holding functions as $\frac{d \hat{y}_i}{dt} = f_{h,i}(z_i, \hat{y}^i_t)$ for all $j \in \mathbb{N}$.

In the event-triggered setting, the (local) observers play a role in generating the transmission events, as we will make more precise below. In the time-triggered or periodic case, these local observers are omitted and replaced by a local clock to measure the time elapsed since the last transmission, in which case the receiver module can be omitted from all sensors.

We adopt the following assumption.

Assumption 1. At the initial time $t = 0$, $z_i(0) = z_j(0)$ and $\hat{y}^i(0) = \hat{y}^j(0)$ for all $i, j \in \mathbb{N} \cup \{0\}$.

This assumption essentially entails that at time $t = 0$, the states $z_i$ and estimates of the outputs $\hat{y}_i$ are the same across all the sensors (local observers $\Omega_i$, $i \in \mathbb{N}$) and the remote observer $\Omega_0$. In practice, this can be achieved by using a boot-up sequence or initialization procedure. Since we do not restrict ourselves to any particular initial condition, a straightforward choice would be to set $z_i = 0_q$ and $\hat{y}^i = 0_m$ for all $i \in \mathbb{N} \cup \{0\}$ at $t = 0$. In future work, we aim to relax Assumption 1.

Due to Assumption 1 and (3) and (5), we have that $z_i(t) = z_j(t)$ and $\hat{y}^i(t) = \hat{y}^j(t)$ for all $t \in \mathbb{R}_{>0}$ and any $i, j \in \mathbb{N} \cup \{0\}$. Henceforth we will drop the indices for $z_i$ and $\hat{y}^i$ and we will denote the observer state and output estimate as $z$ and $\hat{y}$, respectively.

The holding function $f_{h,i}$ in (5) is designed as

$$f_{h,i}(z, \hat{y}) = \frac{\partial h_o(p_i(z))}{\partial \chi} f_p(h_o(z), 0). \quad (6)$$

The choice for the particular structure of this holding function is explained in Remark 1 below.

In the event-triggered setting, we allow the trigger mechanism to depend on a local auxiliary variable, denoted by $\eta_i \in \mathbb{R}_{>0}$, $i \in \mathbb{N}$, as dynamic triggering of e.g. [17], [24]. The local variable $\eta_i$ has flow dynamics $\dot{\eta}_i = \Psi_i(\eta_i)$ and jump dynamics $\tilde{\eta}_i = \eta_i^0(\eta_i)$, where $\eta_i \in \mathbb{R}_{>0}$ denotes the locally available information and the functions $\Psi_i : \mathbb{R}_{>0} \rightarrow \mathbb{R}$ and $\tilde{\eta}_i^0 : \mathbb{R}_{>0} \rightarrow \mathbb{R}$ will be designed appropriately. Then, the triggering instances $t^i_k$, $i \in \mathbb{N}$, are determined by, for all $k \in \mathbb{N}$,

$$t^i_0 = 0, \quad t^i_{k+1} := \inf \{t \geq t^i_k + \tau^i_{\text{MIET}} \mid \eta_i(t) \leq 0\}. \quad (7)$$

Additionally, each sensor $i \in \mathbb{N}$ has a local timer to keep track of the time elapsed since the last transmission of sensor $i$, denoted $\tau_i \in \mathbb{R}_{>0}$, whose dynamics are given by, for all $i \in \mathbb{N}$,

$$\tau_i = 1, \quad \tau_i^+ = 0. \quad (8)$$

where resets take place when node $i$ transmits $\hat{y}_i$. Note that the local clocks do not have to be synchronized. In solving the problem formulated at the end of Section III, we have
to appropriately select $\Psi_i, \eta_i^0$ and $\tau_i^\text{MIET}, \ i \in \mathcal{N}$, which will be done in the following sections after providing a suitable hybrid model.

V. HYBRID MODEL

To proceed with the analysis, we model the overall system as a hybrid system using the formalism of [21], [22] for which a jump corresponds to a transmission of one of the outputs $y_i$ over the network.

We define for this purpose, $\hat{y}_i$ and $\hat{w}_i$, and

\[
\begin{align*}
\dot{\hat{y}}_i(t^+_k) &= y_i(t^+_k), \quad \hat{y}_i = f_{h,i}(z,\hat{y}), \\
\dot{\hat{w}}_i(t^+_k) &= w_i(t^+_k), \quad \hat{w}_i = 0. 
\end{align*}
\]  

(9)

Here, $\hat{w}_i$ is the sampled measurement noise and $\hat{y}_i$ the estimated noise-free output. From (3) and (5), we deduce that

\[
\hat{y}_i = \hat{y}_i + \hat{w}_i. 
\]  

(10)

Let the noise-free network-induced error of the $i$-th sensor, $i \in \mathcal{N}$, be denoted by

\[
\varepsilon_i := \hat{y}_i - y_i. 
\]  

(11)

The measured network-induced error (influenced by the measurement noise), is denoted by

\[
\tilde{\varepsilon}_i := \hat{y}_i - \hat{y}_i = \varepsilon_i + \hat{w}_i - w_i. 
\]  

(12)

The estimation error is denoted $\varepsilon := \chi - x$, whose dynamics between two successive transmission instances is given by

\[
\dot{\varepsilon} = \dot{x} - \dot{\hat{x}} = \frac{\partial h_o(z)}{\partial z} f_o(z,\hat{y}) - f_p(x, v). 
\]  

(13)

The $i$-th noise-free network-induced error $\varepsilon_i$, $i \in \mathcal{N}$, has dynamics

\[
\dot{\varepsilon}_i = \dot{\hat{y}}_i - \hat{y}_i = f_{h,i}(z,\hat{y}) - \frac{\partial h_p_i(x)}{\partial z} f_p(x, v). 
\]  

(14)

Remark 1. An appropriate choice for the holding function is important to reduce communication. By picking $f_{h,i}(z,\hat{y})$ as in (6), we have for $\chi = h_o(z) = x$, and thus $e = 0$, and in the absence of disturbances, that $\dot{\varepsilon}_i = 0$, i.e., there is no “need” to communicate over the network. In contrast, if we employ, e.g., a zero-order hold, i.e., $f_{h,i}(z) = 0$ in (9), this is not the case even in the absence of disturbances, since $f_p(x, 0)$ may be non-zero, i.e., the network-induced error may grow over time even though, initially, the observer has a correct estimate of the state. Therefore, the holding function depends on the observer state, a local ‘copy’ of the observer is needed at every sensor for this implementation.

The state for the hybrid model $\mathcal{H}$ is $\xi := (z, e, \varepsilon, \hat{w}, \tau, \eta) \in \mathbb{X}$, where $\tau := (\tau_1, \tau_2, \ldots, \tau_N), \ \eta := (\eta_1, \eta_2, \ldots, \eta_N)$ and $\mathbb{X} := \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}_+ \times \mathbb{R}_+^{2 \times N}$. Additionally, we concatenate the disturbances and the noises as $\nu := (v, w) \in \mathbb{V}$ with $\mathbb{V} := \mathbb{R}^N \times \mathbb{R}^N$.

Using (10) and (12), we can rewrite $\hat{y}$ as

\[
\tilde{y} = y + \varepsilon + \hat{w}. 
\]  

(15)

with $y := (y_1, y_2, \ldots, y_N), \ \varepsilon := (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N)$ and $\hat{w} := (\hat{w}_1, \hat{w}_2, \ldots, \hat{w}_N)$. Based on (9), (13) and (14), the flow map $F : \mathbb{X} \times \mathbb{V} \to \mathbb{X}$ is given by

\[
F(\xi, \nu) := (f_z(z, e, \varepsilon, \hat{w}), f_z(z, e, \varepsilon, \hat{w}, v), g(z, e, \varepsilon, \hat{w}, v), 0_N, 1_N, \Psi(\eta)). 
\]  

(16)

where $\Psi(\eta) := (\Psi_1(\eta_1), \Psi_2(\eta_2), \ldots, \Psi_N(\eta_N))$ is the trigger dynamics to-be-designed in Section VI. From (4) and (15) we obtain

\[
f_z(z, e, \varepsilon, \hat{w}, v) := f_o(z, h_p_i(z) - e + \varepsilon + \hat{w}), 
\]  

(17)

where $h_p(x) := (h_{p,1}(x), h_{p,2}(x), \ldots, h_{p,N}(x))$. From (13) we obtain

\[
f_{\tau}(z, e, \varepsilon, \hat{w}, v) := \frac{\partial h_p_i(x)}{\partial z} f_z(z, e, \varepsilon, \hat{w}) - f_p(h_o(z) - e, v). 
\]  

(18)

From (14) and (6) we obtain

\[
g(z, e, \varepsilon, \hat{w}, v) := \frac{\partial h_p(x)}{\partial x} (f_p(h_o(z), 0) - f_p(x, v)). 
\]  

(19)

The flow set $C \subseteq \mathbb{X}$ is given by

\[
C_i := \{ \xi \in \mathbb{X} \mid \eta_i \geq 0 \text{ for all } i \in \mathcal{N} \}. 
\]  

(20)

The jump set $D \subseteq \mathbb{X}$ is given by

\[
D_i := \{ \xi \in \mathbb{X} \mid \tau_i \geq \frac{T_i}{N} \text{ for any } i \in \mathcal{N} \}, 
\]  

(21)

where $T_i \in (0, \tau_i^\text{MIET}), i \in \mathcal{N}$, are positive (but arbitrarily small) constants and $\tau_i^\text{MIET} > 0$ is to-be-designed. Since we will ensure that $\eta_i \geq 0$ for $\tau_i \in [0, \tau_i^\text{MIET}]$ by appropriate design of the trigger dynamics $\eta_i = \Psi_i(\eta_i)$, taking the sets (20) and (21) admits both the time-triggered and event-triggered communication cases as particular solutions, and, hence, stability and persistently flowing properties can be proven for both settings through one model. Nonetheless, the existence and completeness of solutions has to be treated separately for both cases. The sets $C_i$ and $D_i$ can be redesigned appropriately to allow only one or the other, e.g.,

- time-triggered communication:
  \[
  \begin{align*}
  C_i &:= \{ \xi \in \mathbb{X} \mid \tau_i \in [0, \tau_i^\text{MIET}] \} \\
  D_i &:= \{ \xi \in \mathbb{X} \mid \tau_i \geq \frac{T_i}{N} \}, 
  \end{align*}
  \]  

(22)

- event-triggered communication:
  \[
  \begin{align*}
  C_i &:= \{ \xi \in \mathbb{X} \mid \eta_i \geq 0 \} \\
  D_i &:= \{ \xi \in \mathbb{X} \mid \eta_i \leq 0 \land \tau_i \geq \tau_i^\text{MIET} \}, 
  \end{align*}
  \]  

(23)

Based on (9) and (11) the jump map $G : \mathbb{X} \times \mathbb{V} \to \mathbb{X}$ is given by $G(\xi, \nu) := \bigcup_{i \in \mathcal{N}} G_i(\xi, \nu)$, where

\[
G_i(\xi, \nu) := \begin{cases} 
G_i(\xi, \nu) & \text{if } \xi \in D_i, \\
\emptyset & \text{if } \xi \notin D_i,
\end{cases}
\]  

(24)

\[
\begin{align*}
G_i(\xi, \nu) := (z, e, \nu_i, \nu_i, w, v, \nu_i, \nu_i + S_i^\nu(\eta_i), \ldots, \nu_i^\nu(\eta_i)) \text{ is the (to be designed) jump map of } \eta_i, \\
R_i := \text{diag}(\Delta_{i,1}, \Delta_{i,2}, \ldots, \Delta_{i,N}) \text{ is a block-diagonal matrix with } \Delta_{i,j} = 0_{m_i} \text{ if } i \neq j \text{ and } \\
\Delta_{i,i} = I_{m_i} \text{ if } i = j \text{ where } 0_k \text{ is the } k \times k \text{ zero matrix,}
\end{align*}
\]
$R_i = I - R_i$, $S_i$ is a diagonal matrix with the $i$-th element 1 and all other elements 0 and $\Sigma_i = I_N - S_i$. Note that jumps are allowed for all $\tau_i \geq \tau_i$. Hence, this model captures solutions pertaining to periodic, time-triggered and event-triggered communication behavior.

The first item of the problem formulation at the end of Section III can now be formally stated as designing the constants $\tau_i > 0$ and functions $\Psi_i(\omega_i)$ and $\eta_i(\omega_i)$ such that the set $A := \{ e \in X \mid e = 0 \land \epsilon = 0 \land \eta = 0 \}$ is ISS(p)S in the sense of Definition 2.

VI. DESIGN AND ANALYSIS

We denote the hybrid model as defined in Section V by $\mathcal{H}$. Inspired by [24], [26], in this section, conditions are presented such that the ETM given by (22) or (23) ensures ISS(p)S for the estimation error system (13). The following assumption ensures that the observer dynamics does not have finite escape times.

Assumption 2. The observer (4) is forward complete such that for all $z(0) \in \mathbb{R}^q$ and all measurable signals $\tilde{y}$, there exists a unique solution $z$ to (4) for all $t \in \mathbb{R}_{\geq 0}$.\footnote{The constant $\tau_i > 0$ is determined by the solution of the differential equation $\dot{\phi}_i = -2L_i \phi_i - \gamma_i (\phi_i^2 + 1)$ with $\phi_i(0) = \lambda_i^{-1}$, where $\lambda_i \in (0, 1)$ is a tuning parameter. Indeed, $\tau_i^\text{MIET}$ is obtained as the value for which $\phi_i(\tau_i) = \lambda_i$, i.e., $\tau_i^\text{MIET} := \frac{1}{L_i r_i} \arctan\left( \frac{r_i(1-\lambda_i)}{2 r_i(\lambda_i - 1) + 1 + \lambda_i} \right)$, $\gamma_i > L_i$.

The function $\Omega_i, i \in N$, in (30) is defined such that the flow map $F$ is outer semi-continuous to ensure that the hybrid system $\mathcal{H}$ satisfies the hybrid basic conditions as presented in [21, Assumption 6.5].

We are now ready to state the main result of this paper.

Theorem 3. Consider the hybrid system $\mathcal{H}$ and suppose Assumptions 1-4 hold. We define for all $i \in N, \xi \in X$ and $\nu \in \mathbb{V}, \Psi_i$ as

$\Psi_i(\omega_i) := g_i((q_i(z, e, w)) - \omega_i(\tau_i) \gamma_i W_i^2(\epsilon_i) - \sigma_i(\epsilon_i)) + s_i$,

where $\gamma_i = \gamma_i^1 > 0$ is a tuning parameter and $\Psi_i, q_i, l_i, \gamma_i, \lambda_i$ and $W_i$ come from Assumptions 3 and 4. Additionally, we design the trigger resets $\eta_i^0$ as

$\eta_i^0 := 0$.

The system $\mathcal{H}$ with trigger dynamics (32) and reset (33) is persistently flowing and the set $A := \{ \xi \in X \mid \epsilon = 0 \land \epsilon = 0 \land \eta = 0 \}$ is ISS if $s_i = 0$ for all $i \in N$. It is ISS(p)S if, for any $i \in N, s_i > 0$.\footnote{In the case of unstable plants (2), we may obtain the case where $\tilde{y} \notin \mathbb{L}_\infty$. However, this is not an issue as $\tilde{y}$ is typically used in the observer $\Omega_i$ via output injection, e.g. $h_p(\chi) - \tilde{y}$.}
If an upper-bound $\pi_i$ on the $L_\infty$-norm of the measurement noise $w_i$ is explicitly known for node $i \in \mathcal{N}$, as defined in the following assumption, we may improve the average inter-event times, as will be explained in the sequel.

**Assumption 5.** For each $i \in \mathcal{N}$, $w_i \in L_\infty$ with $w_i(t, j)$ taking values in $\mathcal{W}_i$ for all $(t, j) \in \text{dom } w_i$, where $\mathcal{W}_i := \{ w_i \in \mathbb{R}^m_i \mid |w_i| \leq \pi_i \}$ for some $\pi_i \in \mathbb{R}_{>0}$.

**Corollary 4.** Consider the hybrid system $\mathcal{H}$ and suppose Assumptions 1-5 hold. We design $\Psi_i$ according to (32). Additionally, we design the trigger resets $\eta_i^0$ as

$$
\eta_i^0(\alpha_i) := \gamma_i \lambda_i \left( \beta_i \max \| \tilde{\varepsilon}_i \| - 2\pi_i, 0 \right)^2.
$$

(34)

The system $\mathcal{H}$ with trigger dynamics (32) and reset (34) is persistently flows and the set $A := \{ \xi : e = 0 \land \xi = 0 \land \eta = 0 \} \text{ is ISS if } s_i = 0 \text{ for all } i \in \mathcal{N}. \text{ It is ISpS if, for any } i \in \mathcal{N}, s_i > 0.$

By resetting $\eta_i$ to any positive value, it takes longer for $\eta_i$ to violate the flow condition in $C_i$, i.e., to get $\eta_i = 0$. Consequently, the time between consecutive transmissions may be significantly larger, especially considering that $\eta_i^0$ scales with $\tilde{\varepsilon}_i$. Thus, if the network-induced error grows rapidly when $\tau_i \in [0, T_{\text{MET}}^{-1}]$, fewer transmissions are required.

**Remark 2.** As also noted in [18], selecting the constants $s_i$ such that $s_i > 0$ will lead to practical stability. However, if the noise is non-vanishing, when the estimation error is close to 0, the inter-event times are generally close to $T_{\text{MET}}^{-1}$ due to the trigger resets being 0 and $\varrho_i$ (the difference between the estimated state and the measured state), which are usually small. As demonstrated in the numerical example (see [20]), choosing $s_i > 0$ may increase the average inter-event times significantly when the estimation error is in the neighborhood of the origin, while not significantly impacting the asymptotic recovery of the estimated state.

**VII. CONCLUSIONS**

We presented a general framework for the design of an observer that receives noisy measurement data from multiple sensor nodes over a packet-based communication network. The framework applies to nonlinear systems with disturbances and measurement noise. By design, both time-triggered and event-triggered strategies can be used to determine the transmission instants. It is shown that, in the absence of noises, the observer asymptotically reconstructs the true system state. Moreover, if noises are present, the observer error satisfies an input-to-state stability property. If event-triggered strategies are used, it is shown that Zeno behavior does not occur. An example and more details are available in [20].
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