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Abstract: In this contribution, a novel Reduced Order Model (ROM) formulation of the grey-box model proposed in Elkhashap et al. (2020a) for the pharmaceutical continuous vibrated fluid bed dryer (VFBD) is presented. The ROM exploits the \( \mathcal{H}_2 \)-norm projection-based model order reduction method after a special solution formulation of the model’s infinite-dimensional part. This is mainly by introducing a vector field mapping between the model parts casting the semi-discretized PDE into a bilinear form. The ROM produced is then integrated into an nonlinear Kalman Filtering-based observer design also handling the estimation of the model’s algebraic variables. Evaluations of the FOM, ROM, ROM-based observer variants, and the FOM-based observer are performed using Monte-Carlo simulations as well as simulations based on experimental data of the real system. It is shown that the ROM could reproduce the FOM states accurately with a relative mean square error below 0.3% for the experimental data simulation. This is while reaching a computational-time reduction up to a factor of 40. The ROM-based observer with algebraic states correction is shown (using Monte-Carlo simulations) to be able to converge to the true values for all cases regardless of initialization. Moreover, it is also shown that the performance degradation of the observer due to reduction is practically insignificant. This is while the computational speedup of the observer due to reduction reached a factor of more than third order of magnitude.
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1. INTRODUCTION

Continuous Pharmaceutical Manufacturing (CPM) gained significant attention within the last decade. This manifested mainly into focused research efforts noticeable within a wide spectrum of engineering and natural sciences disciplines related to pharmaceutical manufacturing, Rantanen and Khinast (2015). The attention captured by CPM can be well justified. This is due to the enormous potential of the new dynamic manufacturing strategy regarding the manufacturing cost, agility and most importantly product quality. However, CPM poses new challenges especially on the process monitoring and control aspect of the manufacturing path Fonteyne et al. (2015). One of the most important yet most demanding concepts emergent from CPM research is Quality by Design (QbD), Yu (2008). QbD implicated several requirements over all phases ranging from design to monitoring and control of CPM plant. Most importantly the requirements posed on modeling, model-based control, and monitoring of the processes within CPM path. In Elkhashap et al. (2020b) the novel QbCon®1 compact unit for wet granulation and compaction of pharmaceutical mixtures is considered. A Grey box model including a physically motivated structure and data-driven extension is developed, regressed and validated (see also Meier and Emanuele (2018); Elkhashap et al. (2019)). The grey-box model with clear structure comprising a physically-motivated core and a data driven component represents the best possible trade-off between model interpretability/ extrapolability and accuracy/ complexity. However, in order to exploit the proposed model in real-time control further developments are necessary. First, the states of the constructed model are not fully available as measurements at the real plant. Hence an observer design and implementation is necessary. This ensures the availability of real-time estimates for the missing signals which is essential for the feedback model based controller. Moreover as the model comprises a spatially discretized partial differential equation (PDE), the model computational complexity is significantly high specially for fine spatial discretization. This implicated a high model evaluation complexity and hence a constraint over the computational resources and sampling rate of the employed model-based controller. Model Order Reduction (MOR) of dynamical systems is a very rich field containing numerous methodologies with mainly two principal categories, empirical and system theoretic methods, reader is refereed to Ulrike Baur et al. (2014); Rafiq and Bazaaz (2021) for comprehensive reviews. Methods for nonlinear systems usually are of the first type exploiting analysis techniques on empirical data.

* We would like to express our gratitude to Dr. Robin Meier and the R&D team of L.B. Bohle Maschinen und Verfahren GmbH for providing the experimental data.
The grey-box model representing the full operation of the VFBD is proposed and validated using experimental data in [Elkhashap et al. (2020b)]. The model structurally consists of a data-driven part represented by three Gaussian Process Regression (GPR) models mapping the process manipulated variables, i.e. bed vibration intensity $a_\text{vib}$, drying air mass flow rate $\dot{m}_d$, to the coefficients of a conservation Partial Differential Equation (PDE). The VFBD with the unit significant signals as well as a block diagram showing the structure of the grey-box model are depicted in Fig. 1. At the core of the grey-box model is the following conservation partial differential equation (PDE) in one spatial dimension $z \in [0, L]$ governing the dry basis moisture content $c(z, t)$ across the dryer bed with length $L$ for any time $t \in \mathbb{R}^+$

$$
\frac{\partial c}{\partial t} = -v(\vartheta) \frac{\partial c}{\partial z} + D(\vartheta) \frac{\partial^2 c}{\partial z^2} - (\varphi(z)k_{\text{dry}} \dot{m}_d \Delta Y + \dot{m}_h) c,
$$

(1a)

$$
c(0, t) = c_{\text{in}}(t), \quad \left. \frac{\partial c}{\partial z} \right|_{z=L} = 0,
$$

(1b)

with the granules dry basis moisture content at bed inlet $c_{\text{in}}(t) = \frac{c_{\text{in}}}{m_b}$, the granules effective flow velocity $v$ and diffusion coefficient $D$ as a function of the process manipulated variables $\vartheta = \{\dot{m}_d, a_\text{vib}\}^T$. The spatially dependent function $\varphi(z)$ represents the falling drying profile across the bed length with the parameter $k_{\text{dry}}$ influencing the magnitude of the drying rate (see [Elkhashap et al. (2020b)]). Moreover, the following differential algebraic system representing the mass balance, i.e. solid hold up mass $m_h$, the bed expansion, as well as the granules drying potential constitutes the remaining physical part of the model

$$
\frac{dm_h}{dt} = \dot{m}_b - \zeta(\vartheta) m_h \sqrt{2g h_b}
$$

(2)

$$
g_1(\dot{m}_d, m_h, \varepsilon, \Delta P, \dot{m}_h) = 0,
$$

(3)

$$
g_2(\Delta Y, T_a, \varphi_a, P_a) = 0,
$$

(4)

with the solid mass flow rate $\dot{m}_b$ at bed inlet, the bed outlet discharge coefficient $\zeta$, the expanded particle-bed height $h_b$ as a function of the bed porosity $\varepsilon$ and holdup mass $m_h$, the air pressure loss across the bed height $\Delta P$. The air side drying potential $\Delta Y$ is a function of the inlet air temperature $T_a$, pressure $P_a$, saturation temperature $T_s$, and relative humidity $\varphi_a$. The two algebraic constraints $g_1, g_2$ containing the two algebraic variables $\varepsilon, T_a$ are derived mainly from modified Ergun bed expansion correlation and Mollier h-Y diagram based adiabatic humidification expression (see [Elkhashap et al. (2020b)] for more details). The model’s data-driven part is constituted mainly from the variables which are intractable to be modelled physically. These are mainly the particles flow parameters.
Hence, the PDE coefficients \( v, D \) as well as the bed-outlet discharge factor \( \zeta \) are considered as three a-priori uncorrelated maps of the process manipulated variables \( \vartheta \) represented by three independent Gaussian Processes \( f_{GP} \sim GP(m_i, k_i), \forall i \in \{1, 2, 3\} \) with the corresponding mean \( m_i \) and covariance functions \( k_i \). Moreover, each of their functional observations are assumed to be affected by additive white noise \( \epsilon_i \):

\[
v = f_{GP1}(\vartheta) + \epsilon_1, \quad D = f_{GP2}(\vartheta) + \epsilon_2, \quad \zeta = f_{GP3}(\vartheta) + \epsilon_3.
\]  

(5)

For more information about the GP models construction, regression and validation using experimental data, the reader is referred to [Elkhashap et al., 2019, 2020a]. The model is solved after applying a \( \Delta z \) step spatial discretization of the PDE on an \( N \) point grid. Defining the state \( x \in \mathbb{R}^{N+3} \), measured variables \( y \in \mathbb{R}^2 \), manipulated inputs \( u \in \mathbb{R}^b \), and measured disturbances \( w \in \mathbb{R}^1 \) vectors

\[
x = \begin{bmatrix} x(0, t) \\ c(\Delta z, t) \\ c(2\Delta z, t) \\ \cdots \\ c(L, t) \\ m_h \\ \varepsilon \\ T_a \end{bmatrix}^T, \quad u = [T_a, \dot{m}_a, a_{vib}, \Delta P]^T, \quad w = [\dot{m}_a, \dot{m}_h, \varphi_\text{in}]^T,
\]

the model can be summarized in the following nonlinear descriptor form

\[
E \dot{x} = f(x, u, w) = \begin{pmatrix} f_{\text{PDE}}(x_1, x_2, u, w) \\ f_{\text{DAE}}(x_2, u, w) \end{pmatrix},
\]

(6a)

\[
y = Cx_1,
\]

(6b)

with the descriptor matrix \( E = \text{diag}(1, \ldots, 1, 0, 0) \), and measurement matrix \( C = \text{diag}(0, \ldots, 0, 1) \). A solver implementation for the numerical integration of the monolithic high dimensional emergent DAE (6) using an implicit collocation-based integration scheme is proposed in the original contribution [Elkhashap et al., 2020a], where also a brief analysis for the computational cost for different sampling rates is given. Despite the efficient implementation, the computational complexity of the model evaluation imposes a restrain over both the spatial discretization step as well as the time step. This constraint also propagates or is mostly influential in the controller design employing the model. Hence, it was necessary to investigate MOR techniques alleviating the problematic. Hence, reducing the required computational resources and offering more room for different controller design configurations.

2.2 Model Order Reduction

The main approach adopted for the investigation of potential ROM of the model at hand is based on the structural decomposition of the model and applying system theoretic MOR tools on the parts susceptible to reduction. Examining the model structure, it is obvious that the PDE-part causes the high dimensionality and thus is the most computationally demanding. This is mainly due to solution distribution along the spatial coordinate and the corresponding spatial discretization. The state space part related to the PDE \( f_{\text{PDE}} \) after applying the spatial discretization reads

\[
x_1 = (vQ_1 + DQ_2 + k_{\text{in}} \dot{m}_a + \dot{m}_h) \Delta Y Q_3 x_1 + b_1 \text{v}\text{c}_{\text{in}}.
\]

(7)

Moreover, each of \( Q_i \), \( i \in \{1, \ldots, 4\} \) emerges from the spatial discretization and finite difference approximation of the partial derivatives

\[
Q_1 = \frac{1}{\Delta z} \begin{pmatrix} -1 & 0 & \cdots & 0 \\ 1 & -1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 1 & -1 \end{pmatrix}, \quad Q_2 = \frac{1}{\Delta z^2} \begin{pmatrix} -1 & 1 & \cdots & 0 \\ 1 & -2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 1 & -1 \end{pmatrix},
\]

(8)

the matrix \( Q_3 \) can be constructed after sampling the spatial function \( \phi(z) \) at the discretization points

\[
Q_3 = -\text{diag}([\phi(i\Delta z)]), \quad i \in \{0, \ldots, N-1\},
\]

(9)

with input matrix \( \dot{Q}_4 = -I \). The vector \( b_1 = [1, 0, \ldots, 0]^T \) is due to the handling of the residual part of the left boundary condition. Now, defining the following vector field

\[
h(x_2, u, w) = [v(\vartheta), D(\vartheta), k_{\text{in}} \dot{m}_a + \dot{m}_h - 1, v(\vartheta)c_{\text{in}}]^T
\]

(10)

and introducing its output as an augmented input \( \hat{u} = h(x_2, u, w) \) for the semi-discrete PDE lumps the most significant nonlinearities in the PDE (also the GP model inference) as external inputs. Hence, the semi-discrete PDE (7) can be cast into a weak nonlinear form, namely a standard bilinear input-affine system

\[
\dot{x}_1 = A x_1 + Q_1^i \hat{u} \otimes x_1 + B \hat{u},
\]

(11)

with the bilinear system matrix \( A \in \mathbb{R}^{N \times N} = -I \), and input matrix \( B \in \mathbb{R}^{N \times 5} = [0_{N \times 4}, b_1] \). The bilinear term is expressed using the Kronecker product notation \( \otimes \) with the mode-1 matrixization \( Q_i^i \in \mathbb{R}^{N \times 5} \) of the 3rd order tensor \( Q_i \in \mathbb{R}^{N \times N \times 5} \) and the frontal slices \( Q_i \in \mathbb{R}^{N \times N}, \forall i \in \{1, \ldots, 5\} \)

\[
Q_i^i = [Q_1, Q_2, Q_3, Q_4, 0_{N \times N}]^T
\]
Note that the system (11) is per construction stable due to the Hurwitz matrix $A$. This was an imposed requirement necessary for the further development to the MOR technique employed (see Zhang and Lam (2002) for further details). Now having achieved a standard bilinear form, the $\mathcal{H}_2$ norm reduction method is directly employed. The method uses a Petrov-Galerkin projection with the trial and test bases $V, W \in \mathbb{R}^{N \times r}$ to construct the ROM. Then establishes the first-order necessary conditions of optimality of the $\mathcal{H}_2$ norm of the FOM-ROM error system (see Zhang and Lam (2002); Benner and Breiten (2012) for more details). The generalized Sylvester matrix proposed in Benner and Breiten (2012, p. 14) (see Elkhahsh and Abel (2021) for implementation details) is used with the slight modification in the progression criteria mentioned in Elkhahsh and Abel (2022). After finding the bases corresponding to the minimum $\mathcal{H}_2$ error, the full state $x_1$ and reduced state $\hat{x}_1 \in \mathbb{R}^r$ vectors are related by the transformation matrices $V, T = (W^T V)^{-1} W^T$

$$\hat{x}_1(t) = T x_1(t) \Leftrightarrow x_1(t) = V \hat{x}_1(t), \quad (12)$$

Finally the ROM related to the PDE part reads

$$\dot{\hat{x}}_1 = A_r \hat{x}_1 + Q_r^{[1]} \dot{u} \otimes \hat{x}_1 + B_r \dot{u}, \quad (13a)$$

$$y = C_r \hat{x}_1 \quad (13b)$$

with the reduced state $\hat{x}_1 \in \mathbb{R}^r$ of the reduced order $r$, system matrices $A_r \in \mathbb{R}^{r \times r}, Q_r^{[i]} \in \mathbb{R}^{r \times 5r}, B_r \in \mathbb{R}^{r \times 5},$ and $C_r \in \mathbb{R}^{1 \times r}$

$$A_r = TAV = -I, \quad B_r = TB, \quad C_r = CV, \quad (14)$$

$$Q_r^{[i]} = TQ_r^{[i]} (I_{5 \times 5} \otimes V). \quad (15)$$

Note that the ROM matrix $A_r$ reduces to be a negative identity matrix this is due to the choice of the augmented vector and the orthonormality of the reduction bases $W, V$. This shows also that the ROM inherits the stability properties of the FOM.

### 2.3 Observer Design

The observer design is mainly based on a modified Extended Kalman filter with nonlinear prediction step, where the ROM of the PDE is utilized for a computationally efficient calculation steps in lower dimension. In order to overcome the implications emerging of having a differential system with algebraic constraints, i.e. $g = [g_1, g_2]^T$ in (3-4), a strategy similar to Mandela et al. (2009) is adopted. The system model under consideration (6) represents an index-1 semi-explicit DAE (Hessenberg index-1 form). Re-partitioning the state vector $x$ into a vector for the algebraic variables $z = [\epsilon, T_{1}]^T$ and a vector $\eta$ containing all of the differential variables $\eta = [x_1^T, m_{\epsilon}]^T$, and re-constructing the vector field in (6) accordingly, the following semi-explicit DAE form can be reached

$$\dot{\eta} = f(\eta, z, u, w) = \left( A_r \hat{x}_1 + Q_r^{[1]} \dot{u} \otimes \hat{x}_1 + B_r \dot{u}, \quad (16a)$$

$$0 = g(\eta, z, u, w), \quad (16b)$$

where $f_m$ represents the right hand side of (2). The corresponding ROM of the system with the reduced state vector $\hat{\eta} = [\hat{x}_1^T, m_{\epsilon}]^T$ reads

$$\hat{\eta} = \hat{f}(\hat{\eta}, z, u, w) = \left( \hat{A}_r \hat{x}_1 + \hat{Q}_r^{[1]} \hat{u} \otimes \hat{x}_1 + \hat{B}_r \hat{u}, \quad (17a)$$

$$\dot{0} = \hat{g}(\hat{\eta}, z, u, w), \quad (17b)$$

performing a first order taylor-series linearization of the system (17) produces \cite{2024}

$$\dot{\hat{\eta}} = J_1(\hat{\eta}, z) \hat{\eta} + J_2(\hat{\eta}, z) z \quad (18a)$$

$$0 = J_3(\hat{\eta}, z) \hat{\eta} + J_4(\hat{\eta}, z) z, \quad (18b)$$

where $J_i, \forall i \in \{1, \cdots, 4\}$ are the corresponding system Jacobians

$$J_1 = \frac{\partial \hat{f}}{\partial \hat{\eta}}, \quad J_2 = \frac{\partial \hat{f}}{\partial z}, \quad J_3 = \frac{\partial g}{\partial \hat{\eta}}, \quad J_4 = \frac{\partial g}{\partial z}. \quad (19)$$

Two variants of the EKF algorithm for the system at hand are considered here (see Mandela et al. (2009)). The first variant performs an elimination of the algebraic variables, hence, the covariance propagation step for the observer accounts for the differential states only. The mapping matrix $A_{L_1} \in \mathbb{R}^{r \times (r+1)r+3}$ is calculated by separating $z$ in (18b) and substituting the result in (18a)

$$\dot{\hat{\eta}} = A_{L_1} \hat{\eta}, \quad A_{L_1} = J_1 - J_2 (J_2)^{-1} J_3, \quad (20)$$

The second variant however considers the algebraic states in the covariance update step. This is done by time-differentiating (18b) once, converting the algebraic equations into differential equations which are then appended to differential system. Hence, the matrix $A_{L_2} \in \mathbb{R}^{r \times (r+3)r+3}$ represents the linearized system matrix for the augmented vector $\dot{x} = [\hat{\eta}^T, z]^T$ including the algebraic variables

$$\dot{\hat{x}} = A_{L_2} \hat{x}, \quad A_{L_2} = \begin{bmatrix} J_1 & -J_4^{-1} J_2 J_1, -J_4^{-1} J_3 J_2 \end{bmatrix}. \quad (21)$$

The observer design considers the system with discrete measurements (over a uniform sampling period $\Delta t$) affected by white noise $\nu_k$

$$y_{k+1} = \hat{C} \hat{x} + \nu_k, \quad \hat{C} = [C_r, 0_{1 \times 3}], \quad (22)$$

The covariance update step is then preformed in discrete time exploiting the matrix exponential of the calculation for the corresponding transition matrix

$$\Phi_1 = \exp(A_{L_1} \Delta t), \quad \Phi_2 = \exp(A_{L_2} \Delta t) \quad (23)$$

Hereafter, the algorithm for the second case will be only elaborated being the one requiring more treatment. The first case can then be naturally deduced following the same steps omitting the algebraic states from the covariance update and correction steps. In order to run the EKF steps in the reduced order dimension, mappings for the states and covariance matrix are needed to project the states first to the reduced order. After executing the observer steps, the full system states and covariance matrix are recovered using the inverse projection. The state projections are fully defined through (12) which are utilized in the construction of the observer mappings. These require the projection of certain blocks related to the states concerned with the reduction. The mappings can be represented fully using the projection matrices $T, \Gamma^{-1}$

$$\Gamma = \begin{bmatrix} T & 0_{r \times 3} \end{bmatrix}, \quad \Gamma^{-1} = \begin{bmatrix} V & 0_{N \times 3} \end{bmatrix}, \quad (24)$$

Moreover, considering state white noise vector $\omega_k \in \mathbb{R}^{N + 1}$ with no consideration for separate independent noise

\footnote{The system is input to state white given sufficiently bounded $h$ and $Q_i$. Moreover, the $-1$ eigenvalues with $N$ algebraic multiplicity of the matrix simplifies the stability condition to $\sum_i Q_i \ll 1/M$ with $M$ being the augmented input vector bound $\| \hat{u} \| < M$.}
terms for the algebraic variables, the noise matrix \( \Omega_k \in \mathbb{R}^{r\times r+3} \) is calculated in the reduced order dimension

\[
\Omega_k = \Psi \begin{pmatrix} T & 0 \\ 0 & T \end{pmatrix} \text{diag}(\omega) \begin{pmatrix} V & 0 \\ 0 & 1 \end{pmatrix} \Psi^T, \quad \Psi = \begin{pmatrix} I_{r+1} & J_1^T & J_1 \end{pmatrix}
\]

(25)

Now, at a certain time index \( k \) given the measurement of the moisture content at the bed outlet \( y_k \), previous full order state estimate \( \hat{x}_{k-1} \) and covariance matrix \( P_{k-1} \), current sample inputs \( u_k \), measured disturbances \( w_k \), state noise \( \omega_k \), and measurement noise \( \nu_k \), the observer steps can be summarized as follows:

Algorithm 1 ROM EKF with nonlinear prediction

\[
\begin{align*}
\text{Input:} & \quad P_{k-1}, x_{k-1}, u_k, w_k, y_k, \omega_k, \nu_k \\
\text{Output:} & \quad P_k, x_k \\
1: \quad & \hat{x}_{k-1} = \Gamma x_{k-1} \quad \triangleright \text{Project FOM states} \\
2: \quad & P_{k-1} = \Gamma P_{k-1} \Gamma^{-1} \quad \triangleright \text{Project FOM covariance} \\
3: \quad & \hat{x}_k = \text{integration step of (17)} \quad \triangleright \text{nonlinear prediction} \\
4: \quad & \Psi_k = \exp(A_{12}^T x_k, u_k, w_k) \Delta t \quad \triangleright \text{transition matrix} \\
5: \quad & \Phi_k = \begin{pmatrix} \Psi_k & \Phi_k' \end{pmatrix} + \Omega_k \quad \triangleright \text{Covariance Propagation} \\
6: \quad & P_k = \Phi_k P_{k+1} \Phi_k^T + \Omega_k \quad \triangleright \text{Covariance Correction} \\
7: \quad & K = P_k \hat{C} (\hat{C} P_k^{-1} \hat{C}^T + \nu_k)^{-1} \quad \triangleright \text{Kalman Gain} \\
8: \quad & \hat{x}_k \leftarrow \hat{x}_k + K(y_k - \hat{C} \hat{x}_k) \quad \triangleright \text{State Correction} \\
9: \quad & \hat{P}_k \leftarrow (I - K \hat{C}) P_k \quad \triangleright \text{Covariance Correction} \\
10: \quad & P_k \leftarrow (I - \hat{K}_k \hat{C}) P_k \quad \triangleright \text{Reconcile Algebraic States} \\
11: \quad & \hat{x}_k \leftarrow \text{by resolving (17b)} \quad \triangleright \text{Project ROM states} \\
12: \quad & P_k \leftarrow \Gamma^{-1} \hat{P}_k \Delta \\
13: \quad & P_k \leftarrow \Gamma^{-1} P_k \Gamma \quad \triangleright \text{Project ROM covariance}
\end{align*}
\]

3. EXPERIMENTS

In order to evaluate the methods presented in the previous section, the model experimental data used for validation in Elkhashap et al. (2020b) as well as certain designed test scenarios are utilized. The experimental data used comprises 3 hr operation of VFBD including a wide range of variations in the process conditions (inputs/ measured disturbances and states). The two main points considered for evaluation are:

- Comparison of the ROM constructed using the approach elaborated in Section 2.2 against the FOM
- Evaluation of the two variants of the observer design proposed in Section 2.3 also against the FOM-based observer

The cpu time is recorded for each step. All of the simulations required for the evaluations are performed on a Windows 10 PC (Intel(R) Core(TM) i7-7700HQ CPU@2.8GHZ, 8GB RAM). For the numerical integration of the DAEs a highly efficient implementation of an implicit numerical integration scheme using casADi (Andersson et al. 2019). Namely a collocation scheme with 3rd order Legendre polynomials using 3 collocation points is used. This ensures the stability of the numerical integration even for arbitrary time step \( \Delta t \) as the scheme is \( A \)-stable. Moreover, casADi algorithmic differentiation is exploited for efficient representation and evaluation of the system jacobians. Finally to increase the efficiency a C code generation of the implementations is utilized for all of the modules presented.

3.1 ROM Evaluation

In the first evaluations the ROM constructed through the approach proposed in Section 2.2 is evaluated against the FOM in simulations. Both of the models are constructed using the previously mentioned numerical scheme with \( \Delta t = 2 \text{sec} \) matching the experimental data sampling rate. The FOM is generated using \( N = 1000 \) representing a very fine resolution across the bed length (\( \Delta z = \frac{2}{80} \)), this is to demonstrate the potential of the method specially for up-scaled applications. The ROM dimension \( r = 7 \) is shown to be sufficient for the accurate reconstruction of the system dynamics (empirically through simulations).

3.2 Observer Evaluation

For both of the observer variants further model related aspects are handled in the implementation. For example, physical plausibility of the states and algebraic variables are ensured after each observer step by sanity checks and projections of the variables to their physically-permissible spaces, e.g. \( m_k \in \mathbb{R}^+, \nu \in [0, 1] \). Also checks for numerical faults, division by zeros are considered and safe-guarded numerically in implementation. In order to evaluate the observer design approach elaborated in Section 2.3, three evaluation scenarios are carried out:

1. Compare the two variants of proposed observer evaluating their accuracy, robustness against parameterization, e.g. initialization, and computational efficiency
2. Evaluate the second variant against an equivalent version utilizing the FOM (quantify the reduction effect)
3. Evaluate the performance of the second variant on experimental data of the real operation of the unit.

For the first case, the same 3 hr experimental data is used with the observer design variant where the algebraic variables correction step is considered. The ground truth of the states and the algebraic variables are calculated using forward simulation of the full order validated model (Elkhashap et al. 2020b). The measurement noise variance is chosen according to the empirically determined maximum standard deviation of the redundant loss on drying measurement, i.e. \( \nu = 0.006^2 \) (see Elkhashap et al. 2019). In the second and third case, the candidates of the proposed observers are compared regarding their computation time, accuracy (deviation from ground truth), convergence speed, and sensitivity to parameterization. The observer parameters, i.e. initial covariance matrix, are fixed for the candidates but chosen randomly for the 100, 600 runs each with the duration of 2, 1 minutes investigating the transient period of the observer. A random state and algebraic variables initialization for all runs are also chosen in order to investigate the sensitivity of the observer variant to initial guesses.

4. RESULTS

In Fig. 2 a 3d visualization of the moisture content across the bed length for the 3 hrs of the experiment is shown. The ROM generated using the approach elaborated above
could reconstruct the full order state of the system efficiently with high accuracy. Moreover the absolute pointwise error of the ROM moisture content prediction is shown in the right plot. It can be observed that the absolute moisture content error of the ROM across the bed length and the 3 hr experiment did not exceed $5 \times 10^{-3}$ (kg/kg). This shows that the ROM accuracy is high enough with practically irrelevant reduction error. The cpu time needed by both FOM and ROM for one-step prediction for different $N$ is shown in Table 1. For the $N = 1000$ resolution ROM the mean cpu time for one step computation is 1.1 msec in comparison to a 39.5 msec achieving a speedup of almost a factor of 40.

Fig. 2. FOM vs ROM moisture content prediction (left) and the corresponding spatio-temporal absolute error (right) for the validation experiments

Fig. 3 depicts the results of the 100 observer random runs comparing the two ROM-based observer variants. It can be observed that the second variant considering the algebraic variables in update step is of superior performance. This is mainly as its error converged for all of the runs to the correct states and algebraic variables values (see middle plot). On the other hand the first variant could not converge to the true algebraic variables for some cases causing a steady state error in state estimation (see bottom plots in Fig. 3). This indicates that a correction mechanism of the algebraic variables is necessary. The mean computation time of a single step for the first variant is 15.4 msec in comparison to 17.5 msec of the second variant both with standard deviation below 1.9 msec (for $N = 500$). This shows that the benefit achieved from the including the algebraic variables correction comes with a slight increase in the computational cost. The performance of the two observer variants on the experimental data is shown in Fig. 4. It can be observed that both variants converged to the true moisture content in the first minutes of the experiments with practically negligible error. Moreover, Fig. 5 illustrates the state and algebraic variables estimation error of the second variant ROM-based observer and its FOM-based equivalent for the 600 random runs. As expected, the convergence of the estimation error is faster for the FOM-based observer as it comprises no reduction inaccuracy. However, the difference in performance is minimal and most importantly no fail-runs were detected (observer converged to true value for all 600 runs). Table 1 summarizes the cpu-time needed for the single step evaluation of the various observers. The FOM-based observer one-step time for $N = 100$ reached 18.8 sec compared to 4.6 msec of the ROM-based observer. This indicates a massive computational reduction of more that three orders of magnitude ($4.7 \times 10^3$) to the FOM-based observer. This most demanding computational step is the symbolic evaluation of the matrix exponential, which is also intractable for a FOM with $N > 200$ as the required memory needed for code generation explodes. Hence, it can be concluded that the ROM-observer proposed represents a pivotal leap producing a comparable performance of the FOM-based observer with a significantly reduced computational cost.
Table 1. one step computation time mean and standard deviation in msec of the FOM, ROM, and observers for r = 7 and different N

| N   | FOM          | ROM          | EKFROM       | EKF1         | EKF2         |
|-----|--------------|--------------|--------------|--------------|--------------|
|     | mean std     | mean std     | mean std     | mean std     | mean std     |
| 20  | 1.20 0.14 1.02 0.17 48.96 3.64 2.30 0.64 4.33 0.56 |
| 30  | 1.42 0.09 0.96 0.06 192.1 5.8 2.57 0.29 4.20 0.40 |
| 50  | 2.12 0.24 0.99 0.10 1510 168 7.54 0.90 14.0 1.98 |
| 100 | 2.23 0.14 1.05 1.51 2870 230 7.06 0.78 4.39 0.42 |
| 200 | 3.06 0.17 0.94 0.06 12519 1146 2.29 0.81 4.51 0.43 |
| 300 | 3.47 0.16 0.94 0.06 18870 1516 3.97 0.60 6.63 0.43 |
| 500 | 4.18 0.65 0.96 0.13 86715 5426 4.54 0.66 6.16 0.60 |
| 1000| 6.09 1.10 0.97 0.08 145750 3906 5.44 0.66 6.16 0.60 |

5. CONCLUSION

ROM-based observers pose a relevant method for PDE state observation even when coupled with differential algebraic systems. A novel Model Order Reduction (MOR) method for the grey-box model of the vibrated fluid bed dryer (VFBD) is proposed. The MOR strategy is based on a special decomposition of the model designing a vector field mapping the coupling between the rest of the model and the PDE part. This vector field along with a special formulation of the PDE spatial-discretization allows casting the PDE part into a bilinear input affine form which is then reduced using an $H_2$ norm method. Based on the system ROMs an observer design for the model states including the spatially distributed moisture content is proposed. The observer design relies on an Extended Kalman Filtering strategy with nonlinear prediction in the reduced order state. Two variants of the observer are proposed, in order to handle also the algebraic variables and include a corresponding correction mechanism. Both the reduction and observer approaches are evaluated using experimental data and Monte-Carlo simulations. Results show, that the proposed algorithms, i.e. observer, prediction models, can be executed in a real-time with sampling periods in milliseconds. Applying the developed observers allows a distributed state observation for the complex VFBD process along with the differential and algebraic states with practically negligible error.
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