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Abstract
With some of the world’s most ambitious renewable energy (RE) growth targets, especially when normalized for scale, India aims more than quadrupling wind and solar by 2030. Simultaneously, coal dominates the electricity grid, providing roughly three-quarters of electricity today. We present results from the first-of-a-kind model to handle high uncertainty, which uses parametric analysis instead of stochastic analysis for grid balancing based on economic despatch through 2030, covering 30-min resolution granularity at a national level. The model assumes a range of growing demand, supply options, prices, and other uncertain inputs. It calculates the lowest cost portfolio across a spectrum of parametric uncertainty. We apply simplifications to handle the intersection of capacity planning with optimized despatch. Our results indicate that very high RE scenarios are cost-effective, even if a measurable fraction would be surplus and thus discarded (“curtailed”). We find that high RE without storage as well as existing slack in coal- and gas-powered capacity are insufficient to meet rising demand on a real-time basis, especially adding time-of-day balancing. Storage technologies prove valuable but remain expensive compared to the 2019 portfolio mix, due to issues of duty cycling like seasonal variability, not merely inherent high capital costs. However, examining alternatives to batteries for future growth finds all solutions for peaking power are even more expensive. For balancing at peak times, a smarter grid that applies demand response may be cost-effective. We also find the need for more sophisticated modelling with higher stochasticity across annual timeframes (especially year-on-year changes in wind output, rainfall, and demand) along with uncertainty on supply and load profiles (shapes).
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Introduction
The modern alternating current (AC) grid has been described as the greatest engineering achievement of the twentieth century (US National Academy of Engineering 2021). One of its key features is that it continuously requires real-time balancing, except to the extent one may have storage. In fact, one requires more supply capabilities than instantaneous demand to allow for a system buffer. Technical specifications for buffer requirements and spinning reserves (meant to be 5%) are specified in the Indian Electricity Grid Code (IEGC) and affiliated notifications. Another key facet of this system is the interconnectedness across hundreds of thousands of nodes for grid-like India, or hundreds of millions if end-users are included. There is a shift in power flows away from traditional centralized models, with more generation occurring at the edge such as from rooftop solar. However, the majority of power flows is still from larger generators or at least sources separate from the end-user, and this is the focus of the paper.

Power system planning and optimization is a complex engineering task overlaid with economic constraints to attempt to determine the optimal supply (fuel) mix. This covers issues of supply adequacy, least cost, and other constraints including environmental, energy security etc. There are additional complications based on path dependencies, issues of timescale, investment, etc., which are distinct from uncertainty in demand and supply conditions. The uncertainty may be stochastic, and there also remain uncertainties
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1 The specified 5% spinning reserve, given in Sect. 5.2.3 of the National Electricity Policy (Ministry of Power, 2005) at the national level, is not always met, and remains an area of focused effort (CERC 2015).
over price points, especially for new technologies. There are further complications based on fuel supply, transmission congestion, etc. Hobbs (1995) summarizes the evolution of basic planning, which evolved from Linear Programming to Mixed Integer Linear Programming and added uncertainty, reliability, etc. In addition to purely technical analysis, market design issues lead to further choices and techno-economic coupling. An updated framework for planning and markets under high RE is by Lopes and Coelho (2018).

**Motivation and Objectives**

This paper presents a granular analysis of balancing India’s electricity grid 2021 through 2030 at a national level with a half-hourly resolution. By applying parametric analysis under uncertainty, this combines capacity expansion with economic despatch analysis across fuel choices (based on available capacities).

There are a number of other studies on India’s grid as well as worldwide that focus on technical issues, detailed below. Our focus is less on computational techniques and modelling per se, but rather on understanding the ranges of uncertainty and the factors that matter from a technical and economic standpoint, as well as trendlines and cross-over points.

Some of the specific questions that we investigate include the below:

(a) How will India manage its extremely aggressive renewable energy (RE) plans? How much RE is feasible, and are there risks of “too much” RE, which would lead to curtailment?

(b) Does India need more coal-based power? Does it need to build more coal power plants?

(c) What supply (fuel) options make the most sense for new capacity going forward? This isn’t just a function of their economics but also issues like system security and managing volatility or uncertainty.

(d) Are batteries the answer in the short term or longer-term? How should they be thought of for planning?

(e) What are the factors that matter for grid planning and policy?

Another contribution of this paper is the demonstration of analysing uncertainty by using simplified economic despatch models across wide parametric (parallel) uncertainty.

**Literature Review and Other Studies**

While there have been a number of studies on India’s grid in recent years, they differ in terms of their methodology and objectives.

Power system modelling has improved and evolved over the years thanks to increases in computational capabilities. The number of nodes that can be handled for load flow analysis has increased and the time resolution has not only approached virtually real-time but there is also extensive work towards predictive models and real-time state estimation, especially driven by the use of synchrophasor measurement units (PMUs) (Chandra et al. 2016). Adding a layer of choices for capacity expansion planning adds multi-fold possibilities for optimal system planning, to the extent that most practical models need specialized techniques for coupled expansion planning with optimal supply mix. The latter focuses on how best to operate a system once built but does not directly tell us what is the best system to build. Table 1 shows a comparison between different modelling and computational techniques.

The simplest models aggregate the entire grid to the geographic area of interest, e.g., national or state. At the
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2 India aims to more than quadruple its traditional RE (excluding hydro) between 2021 and 2030, from a little over 100 GW to roughly 450 GW. Adding in hydro gives over 500 GW of total RE, in sync with Prime Minister Modi’s Glasgow COP26 declarations (PIB 2021b), which, technically, were for “non-fossil”, i.e., including nuclear power).
extreme, these can ignore transmission. Most models rarely compute very high time resolutions, which focus on subcycle grid stability and transients.

If we look at the list of recent Indian studies for the grid, almost all of them are focused on determining the optimal fuel mix, and none of them focuses on narrow engineering issues like transients. Several of them do examine transmission issues but are aggregated at the state level (each state operates like a node). There are other constraints that are either difficult to model or purposely left out due to choices made either for simplification or for segregating political from technical constraints. These can include issues of fuel supply, contracting (including asymmetric contracts that segregate between fixed and variable, i.e., fuel costs), etc.

Even with “perfect” or infinite transmission, the intersection of capacity expansion and optimal production once built is highly complex, in part because different fuels or supply options vary in their split between fixed and variable costs. Helistö et al. (2019) show the increasing sophistication possible in modelling (Fig. 1).

The analysis in this paper can be considered level 3A, based on a feedback loop from optimal operations to investment choices (Level 3). This is not via an optimization model, but parametrically over a wide n-dimensional space, i.e., in parallel, to handle a wide range and allowing pseudo-optimal through lowest cost (or other criteria). Thus, subject to the limitations like national despatch at an aggregate level, without transmission constraints or unit level constraints, this analysis still provides insights approaching co-optimization models. A national model is still relevant as it avoids the limitations of state-level studies which cannot properly capture the incentives or dynamics of out-of-state supply, except, typically, amounts contracted for through Power Purchase Agreements, such as from Central Generating Stations (CGS).

One of the general challenges for all modelling exercises is underlying data, both availability and quality. Timeseries data is especially difficult but important for a system that is both evolving as well as one that has natural variability and stochasticity. Techniques used by different researchers include using limited data sets, synthetic data sets, or estimations based on secondary data including satellite data. Many studies use wind and solar profiles as per alternative models (e.g., Palchak and Cochran (2017) used satellite data for the NREL Greening the Grid study, first undertaken for all-India 2022), instead of actual data of wind or solar-based generation. Tongia et al. (2018) have found enormous discrepancies in RE output based on actual production compared to satellite model-based data like with NREL.

Even if the aggregate (average) discrepancy between modelled data like wind output versus actual output is small, the instantaneous discrepancy can have an enormous impact on grid design. This is because the aggregate deals with total energy, while instantaneous output, which is important for real-time balancing. Surplus of 10% in one time period cannot compensate for a 10% deficit in a different one, even if the total is the same (and total energy or prices are the same).

This study does not limit itself to time-sampled or representative days, which has been used in a number of
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**Fig. 1** Classification of modelling approaches. Source: Helistö et al. (2019)
studies due to data and/or computational limitations. Mallapragada et al. (2018) find that the resolution is a key issue for comparing sampled (both time-slice and chronological Capacity Expansion Models) to full dataset production cost modelling.

Table 2 shows a summary of recent studies for India. The high ranges of capacity shown for some fuel mixes portend practical challenges in growth, e.g., almost doubling hydro in 9 years (e.g., BNEF and TERI). Nuclear power is also unlikely to materialize at the high capacity shown in BNEF’s analysis, as we can monitor already planned or under-construction plants.

Our analysis does not compute the optimal fuel mix, but rather finds costs across a range of mixes, and the lowest cost can be determined based on the cost frontiers.

### Methods and Objectives

Table 3 summarises the model, which balances demand with supply through iterative steps, starting with simple despatch but then adding sophistication such as limits on coal power plant operations and secondary displacement of fossil fuels using new capacity added over time. A key output from this phased approach is to examine if existing capacity is sufficient to meet demand over time, inclusive of planned expansion of RE and modest growth of hydro and nuclear. In case supply is insufficient, this leaves a residual to be met with something NEW3 at the lowest costs per time period, for each of the successive modules or steps. Most variables such as RE capacity are varied parametrically (in parallel) across a wide range. More details on the steps below are given subsequently.

### Curves for Time-Varying Supply and Demand

This study is a half-hour resolution economic despatch grid balancing study for India between 2021 and 2030, operating at the national level. The analysis is limited to utility grid operations and thus excludes both captive power (directly owned by end-users) or behind-the-meter generation technologies like rooftop solar.

A significant base data set comes from carbontracker. in (CSEP 2018), a portal developed by the authors’ team that gathers data through scraping from publicly available resources such as MERIT (Ministry of Power, 2021), by the government of India. The data covers the instantaneous load met4 (or grid level demand), as well as the supply by fuel all-India. We use 2019 data as being the most recent full
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3 NEW in capitals emphasises this is the category of supply for otherwise unmet demand, and not just an adjective.

4 “Load met” in the Indian context is a grid level supply measure that is after busbar (generation station post auxiliary consumption) and at the peripheries of state boundaries. It is before accounting for transmission and distribution losses, and, hence, not a measure of end-user consumption.
### Table 3 Model steps for optimal economic despatch

| Model step                                                                 | Outputs                                                                 |
|---------------------------------------------------------------------------|-------------------------------------------------------------------------|
| **1 Produce shape curves through 2030—demand and RE**                     | 1. Demand over time                                                      |
| Scale demand and installed capacities of fuels available through 2030     | 2. Fuel-wise net capacity over time                                      |
| (pro-rata demand and RE shapes)                                           |                                                                         |
| **2 Calculate modified “net demand”**                                     |                                                                         |
| Subtract “must run” or zero marginal cost supplies (RE, hydro, nuclear)   | 1. Modified net demand (to be met by fossil fuels)                      |
| from demand giving modified net demand                                    | 2. Interim curtailment of RE (based simply on demand and must run)      |
| **3 Find optimal supply mix based on capacity assumptions**               |                                                                         |
| Run Economic Despatch for the modified net demand with fossil fuelsb     | 1. Fuel-wise supply per time period                                      |
|                                                                         | 2. Unmet (residual) demand                                               |
| **4 Iterate to add coal power plant flexible operations (part load)        |                                                                         |
| constraints                                                              | 1. Updated fuel-wise supply per time period (inclusive of coal flex limits) |
| Calculate limitations on coal output (daily basis) for “flex” (flexible, or part load) operationsc | 2. Updated RE curtailment (inclusive of coal flex limits)—pre-storage   |
|                                                                         | 3. Unmet demand requiring NEW supply                                     |
|                                                                         | 4. Economics of existing supply and capital investments for growing RE   |
| **5 Estimate costs (capex, fuel and O&M) for NEW supply to meet residual demand—sized for capacity requirements WITH feedback loops using NEW capacity to displace existing fossil fuels** | 1. Capital, fuel, and O&M costs of NEW                                  |
| Compare options for NEW supply (to meet otherwise unmet demand)           | 2. Impact of NEW on existing fuel mix and corresponding economics (“feedback loops”) |
| via new capacity added annuallyg                                          | 3. Fuel Supply mix after NEW plus any feedback loops                    |
| **5A Add an option to undersize batteries or coal, with residual unmet demand to be met via biodiesel** |                                                                         |
| **5B If NEW is coal, calculate the displacement of gas (feedback loop)e**  |                                                                         |
| **5C If NEW is batteries, calculate requirements for dedicated RE to charge the battery, both minimum to meet NEW and maximum to fully utilize the battery daily (beyond NEW requirements)k** | 1. Estimate additional RE (solar) required to charge the battery if curtailed RE is insufficient to charge the battery |
| **5D If NEW is batteries, calculate the displacement of gas and coal (feedback loop)** |                                                                         |
| **5E If batteries displace coal, calculate the bonus based on reducing daily peak coal supply, which reduces daily RE curtailment due to flex limit shiftsg** |                                                                         |
| **6 Find optimal mix based on the lowest cost**                          |                                                                         |
| Calculate NPV (net present value) of different RE levels and NEW options (including under-sizing, adding dedicated solar for the battery, etc.)b | 1. System-level NPV—usage of the existing fleet, planned RE, and NEW supply (excludes sunk costs and costs of nuclear/hydro=must run or zero marginal cost) |
|                                                                         | 2. Levelised per unit (per kWh) costs of existing capacity plus planned RE (excluding sunk costs) |
|                                                                         | 3. Levelised per unit (per kWh) costs of NEW supply including feedback loops |

*a Assumes modest growth of hydro and nuclear, some retirement of existing coal capacity. RE grows measurably as variable RE (VRE), projected across different ratios of solar and wind.

*b Coal and gas are each segregated between capacity that outputted in 2019 vs. not used in 2019 per time period. The latter is underutilized (slack) capacity.

*c For each daily output of coal, examine the maximum coal (MW), and apply flex limits (base of 60%) for the minimum operations of coal (MW) allowed for that day. If the allowed minimum is greater than level by despatch, the constrained minimum is applied, which leads to further curtailment of RE (and higher coal).

*d Based on estimates for capital and fuel costs.

*e The fuel economics mean, in practice, NEW coal would displace more expensive non-APM natural gas; same for batteries. We do not spread coal prices across plants except for 2019 run coal (a fraction of the fleet) assumed to be less expensive than if all the capacity ran. Thus, we do not estimate the use of NEW coal to displace old coal.

*f Additional RE (solar) is required if curtailed RE is insufficient for charging the battery. Beyond the minimum solar for the battery to meet NEW supply, additional solar can harness underutilised battery capacity.

*g The battery directly displaces coal (Step 5d) but also has a secondary or bonus impact on lowering RE curtailment by lowering peak coal. SI 2 has more details on the methodology for feedback loops of batteries and coal.

*h The costs of NEW include the benefits of feedback loops, which lower fossil fuel outputs from Step 4. Economic benefits of lower gas or coal due to a NEW option like a battery are allocated to the battery.
calendar year before Covid. For computational reasons, we limit ourselves to half-hourly data points. We separately have data from the Central Electricity Authority (CEA) indicating capacities by fuel as well as other operating parameters such as auxiliary consumption (the portion of the gross generation consumed in-plant and thus not available to the grid as net generation).

Time-varying data are a key component for the base of 2021 (starting point of the analysis), which are then escalated at various projected rates through 2030. For example, overall electricity demand could grow anywhere, say, between 5 and 5.5% per annum on average. For the base of 5.25% growth, this translates to 2160 billion kWh or billion units (BU) of demand in 2030. Meeting such demand at a state boundary level requires a little under 10% more generation to cover auxiliary consumption (which is falling with the rise in RE) and inter-state transmission losses.

In this analysis, except where stated explicitly, growth is assumed proportional or pro rata, and we do not change the load shapes. Key data curves with time of day (ToD) implications include (1) demand shape; (2) RE output, which will vary with shares of solar and wind; (3) supply by each respective fuel in 2019. Table 4 summarizes initial data for maximum net (post-auxiliary consumption, post minimum maintenance schedules) available supply by fuel type.

This available capacity of many fuels such as gas and coal in 2019 was higher than they actually delivered in most time periods throughout the year. For dispatchable fuels, this represents slack capacity that could be drawn in subsequent years as per the despatch modelling exercise. In the base case, we assume no net addition of coal or gas capacity, rather, parametrically assume a small fraction of the existing coal fleet will retire by 2030. We also assume the addition of pollution control equipment such as flue gas desulfurization (FGD), which imposes an operating efficiency penalty of 2.5% (relative basis) as the technology is deployed.

As demand grows over time, it can be met through a combination of (1) slack capacity; (2) planned capacity expansion across RE, hydro or nuclear, or (3) “something new” built, which could be a range of fuel choices including coal, natural gas (combined cycle, open cycle, spark combustion, aka CCGT, OCGT, and gas IC), diesel/biodiesel, and batteries. These span a range of capital-cost intensive to fuel-cost intensive solutions. The model first calculates the ability to meet demand using slack and planned expansion RE/hydro/nuclear, and then outputs a residual of unmet demand which is subsequently reanalysed for the lowest cost service with a new build.

Planned growth of hydro and nuclear is conservatively projected to be modest, at 3% and 3.9% annually, respectively.

The most important and largest growth is expected to come from RE, which is part of the government’s ambitious plans announced even before pledges made at COP26 in Glasgow under the UN Framework Convention on Climate Change (PIB 2021b). The base analysis treats RE as variable RE (VRE), i.e., RE without storage, which is treated separately (as lithium or comparable batteries). One reason for this split is to understand the potential and limits of VRE, which is the lowest cost form of RE deployment.

To model uncertainty, we parametrically vary the total of RE between 250 and 550 GW. We assume a range of ratios between solar and wind, which is important given their output characteristics (diurnal versus seasonal). We also assume forward-looking capacity utilization factors, or CUFs (aka Plant Load Factors, or PLFs) for solar and wind, which are higher than present averages.

| Table 4 Expected 2021 net fleet-wide capacity by fuel (based on 2019 performance and growth) |
|---------------------------------|-----------------|
| Fuel                          | Maximum busbar capacity available* (GW) |
| RE                            | 98.0            |
| Hydropower                    | 35.5            |
| Natural gas                   | 21.3            |
| Nuclear                       | 5.4             |
| Coal                          | 162.6           |
| Total                         | 332.7           |

*This capacity differs from installed capacity, which is typically higher, because the latter is gross capacity, i.e., before removing auxiliary consumption. Some fraction of the fleet is also expected to be unavailable due to periodic maintenance. The practical available capacity would vary over time, especially for RE.
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3 We apply simple heuristic error corrections to the data, which have occasional freezes or missing data. The data are also significantly underreporting real-time RE, probably due to limited instrumentation such as through SCADA. We apply a proportional correction factor to match aggregate RE output.

4 While some amount of load shape changes is organic and evolutionary, there are specific policy initiatives to try and shift the load to match supply such as the solarisation of irrigation pumpsets. Abhyankar et al. (2021) deploy load shifting as a mechanism for grid balancing. While load shifting does benefit raising demand during increased solar supply, policies such as solar irrigation pumpsets are unlikely to reduce the evening peak demand when solar supply dies down. This is because most states do not supply agricultural load during the evening peak, which is driven by residential and commercial demand. They typically provide 6–8 h of agricultural supply in a day, rostered or controlled at a phase or feeder level. Thus, such load shifting can help reduce curtailment mid-day, but not proportionally reduce the need for NEW in the evening.

7 Higher PLFs are based on updated engineering designs for solar with higher DC to AC oversizing, and higher hub heights for wind at superior locations. These can be as high as 27% and 35% for solar and wind, respectively, for new builds. Given the 2019 base split of...
An important form of uncertainty is the year-on-year RE expansion increment to achieve a 2030 target. Is, say, 270 GW of growth over 9 years 30 GW per year, linearly? Instead, we assume a continuous growth, leading to a compound annual growth rate, instead of a linear rise. In reality, all variables including demand might have annual ups and downs. Given the high levels of uncertainty across technical, operating, and economic parameters, the focus of this study is less on any specific number (such as tons of fuel or rupees per kilowatt hour) but rather on trends, crossover points, and determining the key factors that matter.

**Despatch by Fuel and Price**

Based on the net capacities available, the model begins with a first round of half-hourly economic despatch using a modified-merit order by fuel type to determine lowest-cost operations. This is not a full merit order despatch as the grid operator would do because it is not undertaken at the plant level, rather limited to the aggregate fuel level with some heterogeneity listed below.

Importantly, we apply time-block-wise despatch analysis only upon remaining demand that is not met by supply options that are either must run or zero marginal cost. Thus, the demand for a particular time period is first partly met by RE under starting assumptions of minimized curtailment as well as nuclear and hydro following proportional shapes as 2019. The remaining demand is met via existing coal supply as used in 2019, existing gas used in 2019, underutilized coal (slack), and then underutilized gas (slack). Such despatch either leads to meeting demand or a residual unmet demand which has to be met by something new.

Segregating coal and gas between 2019 usage versus underutilized (slack) capacity allows them to be priced at different fuel costs. We assume that 2019 operations roughly followed economic despatch which gives us a prioritization order of costs between coal and gas in 2019. For slack capacity, we assume coal is less expensive than gas except for 2019 gas, which found use in 2019 and is thus assumed to be less expensive than future (slack) gas capacity. As more and more coal fleet becomes required, it will be plants that are more expensive at the margin, typically located at further distances from the coal mines. However, for simplification purposes, the marginal costs of slack coal are all treated as a group, instead of differentiating at a plant level. We assume no constraints on the availability of fuel. We apply a wide differential in gas prices between 2019 gas (assumed to be the cheaper Administered Pricing Mechanism, or APM, gas) and slack capacity gas.

Importantly, this is not a unit commitment analysis (which tells us which plants should be available or turned on). For this reason, there is no internalized constraint based on plant start or stop costs. Instead, we minimize daily start stops based on an assumption of flexible (part load) operations for coal plants can parametrically be between 55 and 70% and apply this criterion daily. National guidelines specify a technical minimum of 55% (CERC 2017) but a large number of plants, especially older plants, appear unable to comply with such flexibility. Hence, our fleetwide average has a baseline of 60% part load capabilities per day, which is calculated based on the maximum coal supply per day. We also do not hardware ramping constraints as an input to the model but rather validate the results post facto to check that aggregate ramping remains within fuel-type capabilities. A conservative requirement would be 0.5% per minute for coal, even though CEA expects 1% per minute ramping capabilities (CEA 2019a).

Other technical constraints include a requirement to have a capacity buffer at a fleet level, of 5% per IEGC. Details on assumptions are given in SI 1.

To meet future demand that cannot be met by existing capacity or planned growth of RE/hydro/nuclear, the model compares total costs across a wide range of fuel choices including new coal capacity, natural gas (combined cycle, open cycle, and engine), diesel (including biodiesel), and nuclear and hydro before other (fossil) fuels in the modified-merit-order despatch.
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**Footnote 7 (continued)**

solar and wind is not available, we estimate the output of wind based on subtracting solar from the RE output, to find a ToD shape per MW. The solar estimate is calculated using NREL’s PVWatts calculator (NREL, 2021) for a representative north Karnataka location, which would crudely approximate the national blend. More precision is difficult and likely unnecessary given annual variations likely, and left for a future stochastic analysis. Given the 2019 data were for wind with a lower PLF than projected in the future, the wind shape-curve estimated from 2019 is scaled to achieve 35% PLF for future to produce the per MW wind curve by ToD. Future solar is also modified from historical to achieve not just a higher PLF but, specifically, a flatter-at-the-peak output during the middle of the day based on DC to AC oversizing.

8 The analysis is undertaken in the Analytica modelling environment, by Lumina Systems, which specializes in analysis under uncertainty.

9 While hydro has despatch flexibility, its total daily availability is heavily constrained by the monsoon, which determines annual output, as well as competing duty cycle uses for water flows such as irrigation. Sengupta (2021) shows how hydro does not follow normal economic despatch based on marginal costs based on a reduced form all-India state-wise despatch model, and instead operates like a peaker. Given our demand curves are scaled from 2019, we apply hydro’s daily peaking cycle proportional to 2019. In the future, better peak pricing and signalling will help optimize hydro despatch. However, the choice to model hydro similar to 2019 does not affect our despatch because even if it were part of full economic despatch with optimal signalling, it would be used before other fuels given its low costs (subject to water availability). In our case, we utilize RE, nuclear and hydro before other (fossil) fuels in the modified-merit-order despatch.

---

**Footnote 9 (continued)**
storage (battery). While we do not apply full hybrid modes of capacity expansion across all the choices, we do estimate costs for the system without full battery storage that supplements energy through biodiesel, and similarly under-sizing NEW coal to be complemented by, say, biodiesel (a zero-carbon option). The advantage of such under-sizing is that it avoids disproportional capital costs for an infrequent peak, even though the fuel cost of biodiesel may be very high on a per-kilowatt-hour basis.

For batteries, literature such as NREL’s studies by Cole et al. (2021) often assumes a combination of capacity and duration (e.g., “4-h battery”, $200/kWh = 0.25 kW for 4 h). In contrast, we segregate these parameters explicitly allowing the model to solve for necessary sizing, spanning both energy and capacity requirements. This treats batteries as a capital cost instead of as the equivalent of a dispatchable supply (measured through levelized cost of energy, or LCOE, based on average Rs./kWh supplied). Model capacity costs (for inverter and balance of systems) per kW are kept aggressive, close to $100/kW, or 7500 Rs./kW.

**Economic Objectives**

The model’s primary output is system cost subject to meeting demand and other technical constraints. Importantly, the model does not calculate full system costs but rather calculates additional costs compared to reference costs that are treated as sunk. Thus, capital costs of existing installed capacity are not part of the output space and is treated as a sunk cost. Similarly, even for expansion of capacity, planned hydro and nuclear are treated as exogenous and sunk costs, more so because we do not vary their levels; their growth will be constrained by development capacity. However, given the key decision variable is the quantum and form of RE, and hence capital costs for such growth are included in the cost analysis. Similarly, fuel costs for existing capacity are also integral to the calculations, separated between 2019 output levels and slack output with different marginal costs for gas. SI 3 has more details on prices. Lastly, the model calculates the total costs for anything NEW added to meet demand, spanning capital, fuel, and O&M costs.

The primary output is the total system cost (excluding sunk costs) in net present value (NPV), which allows us to determine the optimal growth of RE and options for NEW supply. This also means the model is not designed to calculate the average systemwide cost (Rs./kWh). A reason for not doing so is the lack of available data on costs and contracts for existing capacity. The government’s MERIT database lists some variable costs but those are not necessarily reflective of what is ultimately paid by utilities at the margin.

All numbers are nominal rupees (or dollars), and we separately use a discount rate (different from the weighted cost of capital, or WACC) to bring system costs into NPV terms. We use a base discount rate lower than WACC, in part because inflation is lower and also because the average rate of rise in the wholesale price of electricity has been much lower than the costs of capital. As an example, the base capital costs and O&M costs for solar and wind are such that there is a mild fall in per-unit costs for new builds, which is a substantial decline in real terms. Solar capital costs have a base annual decline in nominal rupees of 2% annually. Foreign exchange depreciation is a variable explicitly used for battery costs.

**Results**

**Baselining from 2019**

The performance of the grid in 2019 is important to understanding its evolution through 2030 (Fig. 2). We assume after 2021 the effects of Covid are diminished and the economy mostly recovers. 2021 is treated for the model
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10 We do not distinguish between under-construction coal power plants and greenfield power plants even though the former may be less expensive at the margin, treating historical costs as sunk. However, some of the under-construction capacity may simply displace existing capacity that either retires because of end-of-life or is forced to retire due to inability to comply with upcoming pollution control norms.

11 Hybrid options are limited based on the expected tradeoff for high and low costs for capital vs. operations (fuel).

12 This is as based on discussions with experts at the India Energy Storage Alliance (IESA).

13 O&M costs for the existing fleet are also treated as sunk (fixed) costs, and thus not part of the NPV calculations. The small level of variable O&M is embedded in fuel costs. In practice, these will vary significantly based on duty cycle, but that is beyond the scope of this analysis and likely to be second-order.

14 The likely weighted average costs of capital (WACC) across fuel choices for new growth will vary, with green technologies finding lower interest rate loans. However, we use a mid-level WACC equally across technologies to emphasize the importance of shifting interest rates in finding crossovers between choices. 8.5% is the base rate reflecting equity returns close to 13%, and lower rate debt. Lowering the WACC within bounds as used lowers all costs, but doesn’t change the crossovers.

15 The base wind prices and solar prices are slightly higher than record bids, such as Rs. 1.99/kWh for solar (PIB 2021a) not only to be conservative but because the very high volumes anticipated would require pricing commensurate with “non-winning” bid prices of today.

16 Domestic manufacturing may increase with the government’s Production Linked Incentives (PLI) scheme, but some raw materials will remain imported, and, in the short run, savings from PLI might only bring parity with global pricing, and not necessarily beat these.
quite similar to 2019, given 2020 was a (likely temporary) blip; any downturn is assumed to recover through 2021, or by 2022.

The supply mix of 2021 (Fig. 3) has two main characteristics of importance. First, different fuel options have different characteristics over the day. RE has zero marginal cost and thus whenever available, used in full (subject to limited technical curtailment). Hydropower cycles up and down to meet demand, which typically has a bimodal distribution (morning and evening peaks). Second, there is enormous slack in the system based on underutilized capacity of coal and gas.

While renewable energy, especially solar, coincides with much of the demand, the evening peak does show a period of high ramping, especially when measured on a “net demand” basis (remaining demand after treating RE supply as negative demand). This has been called the “duck curve”, first identified through the California Independent System Operator (Jones-Albergus 2017). This emphasizes the limited contribution of RE to the evening peak, which falls to 2% or lower on selected days, an order of magnitude lower than its capacity share, and about 5 times lower than its share by energy on an annual basis. Wind especially manifests extreme seasonality. If we compare the ratio of daily max to min RE output, post-monsoon season it can be as high as about 28 times.

Time-series data from CEA for demand growth shows enormous year-on-year variation. Our estimate for a longer-term average (FY2007–2020) for grid-based electricity generation has been 5.58% CAGR, but recent years have seen
a slow-down, which might also manifest due to increased consumer self-generation or third-party sales, especially with RE. Thus, our base assumption is 5.25% annually.17

For 2021, post ISTS losses, demand starts at 1,360 billion kWh a.k.a. billion units (BU) and so a 5.25% growth indicates over 71 BU of demand rise in the short run. In contrast, the historical growth of RE through FY2020 has only been BU 24.9 BU at the highest growth, much less than total demand growth. Thus, unless RE capacity growth increases, meeting demand will require more intensive utilization of existing assets in the short run. This is especially true for the projections made in the model which have exponential growth over time for RE capacity, i.e., RE output grows faster over time.

Key Findings

Rising RE is a key contributor to meeting demand, but is not entirely sufficient, starting with the near term as we saw before. Coal utilization rises in an absolute sense even though its share of energy declines from 72% in 2019 (Fig. 2). Figure 4 shows the 2030 mix based on economic despatch over a wide range of RE in 2030. Even with very high RE (450 GW), coal is still almost half the supply. Of course, this is before considering what is the source of NEW output.

Figure 5 shows the chronological output for 2030, where rising demand means the existing slack capacity of coal and gas is important to meet demand, especially on a time-of-day basis. This emphasizes the importance of choices over the retirement of existing coal-stock prematurely. Present coal surplus will not last beyond the middle of the decade, and on a capacity basis it runs out before it does on an energy basis (to meet the grid buffer technical requirement of 5%). One measure of the value of such capacity can be seen in Fig. 12 subsequently, where we see that coal and natural gas use from existing capacity as available both grow by 2030 based on economic dispatch even under a scenario of high VRE (450 GW in 2030), at least prior to displacement in case a battery is chosen for NEW supply.

Renewable energy can grow measurably even as VRE without storage—450 GW is not too much. While high RE does have high curtailment, higher RE is still always a dominant strategy (lower costs, all else being equal, shown subsequently in Fig. 10). Curtailment levels heavily depend on the capability of coal plants to operate in a part load flexible duty cycle; Fig. 6 shows the impact of changing coal technical limits of flexible operations. There is a much greater curtailment of RE due to coal limitations than due to a simple surplus of RE compared to demand. More solar also leads to more curtailment.

Seasonality can also be measured via curtailment of RE, which depends not only on variations in RE supply like for wind but also demand shifts).

While there is inherent uncertainty in RE output over time (as well as on-demand load profiles), broad differences between solar and wind (diurnal variations versus seasonal) indicate immense economic value to higher shares of wind), despite higher per kilowatt-hour costs. This is because, at a portfolio level, higher wind reduces the need for “new capacity”, even if there is greater curtailment during some seasons.

As Fig. 5 above showed, gas use rises, more so during peak periods, and coal use increases to the point of maxing out capabilities during periods of peak “net demand”, again,

17 On the other hand, there is a move to electrify more sectors across the economy, including mobility, cooking, and industry. CEA (2019c) found an electricity to GDP elasticity of 0.74%, but with their assumed GDP growth through 2030, found a demand growth close to 5%. Our estimates based on trends estimate a higher elasticity, but slightly lower GDP growth over a long time period, and hence 5.25 is a fair mid-point.
before considering feedback from NEW supply. The supply of coal is limited by maintenance cycles and other downtimes, which we assume for the peak-demand period as an aggregate of 10% of capacity at any given time. This effect is shown subsequently. Without data on alternate (non-power) requirements for water out of dams and expected future monsoons, given demand curves were scaled from 2019, hydro is also scaled from 2019. Future analysis will apply more variation in hydro duty cycles. In practice, coal output would not be as tightly within the bands shown (based on maximum possible and minimum required due to flex operations limits), especially because different plants would schedule maintenance differently.

Fig. 5: Chronological (half-hourly) 2030 Fuel Supply (before considering NEW Supply and consequent feedback loops). The addition of NEW supply can change the volumes of other fuels, e.g., more coal added might displace expensive gas, or battery use beyond what is needed for unmet demand (NEW something) would displace fossil fuels. This effect is shown subsequently.

Fig. 6: RE curtailment in 2030 prior to feedback from NEW supply a before considering thermal flex (part load) constraints; b and c after accounting for thermal flex (part load) constraints with varying shares of solar. a assumes zero thermal flex constraint; b assumes solar:wind is 1:1 ratio; c assumes solar:wind is 2:1 ratio

This analysis emphasizes the need for technical design and planning to focus on instantaneous peak requirements instead of aggregate energy requirements. This also underscores the value of a smarter grid where balancing is not

---

18 85% coal power plant availability requirements per many power purchase agreements are aggregates, and one assumes planning/coordination leads to “planned maintenance” minimised during peak demand periods.
solely based on sufficient supply with a buffer but also shifts in demand based on supply conditions. Saving electricity at the peak has not just avoided energy savings (Rs./kWh spread between expensive vs. cheaper), but also peak capacity savings (Rs./MW); Frick et al. (2019) have data and a framework from the US. While the exact value proposition of avoiding the peak varies by system, it is a universal reality that the peak is always more expensive than the average cost of power, sometimes by several times or even an order of magnitude.\footnote{This is based on first-principle techno-economic analysis, with a low PLF. Market prices at the peak can often be much higher.}

\section*{New Capacity Required}

Even very high growth of RE, combined with the exhaustion of slack capacity from 2019, is not sufficient to meet all the growing demand through 2030. This is because of not just a simple energy (kWh) calculation but (in)ability to meet instantaneous demand at each time. Growth of additional dispatchable power (firm power) is required over time (Fig. 7).

This new capacity will not be required at high capacity factors of utilization (or plant load factor, PLF, Fig. 8), and thus any new capacity regardless of type will end up being expensive.

Figure 9 shows the load duration curves (LDCs) of NEW supply, a graph that stacks output in a declining level across the time periods. This is after the growth of RE (as...
VRE) and also using up slack coal and gas capacity, and planned additions of hydro and nuclear power. This shows the required peak capacity for NEW demand as supplied is modest (for 450 GW base case and 5% demand growth, it is 49.7 GW). The figure also shows this capacity is only required for part of the time, with zero “new” required for the majority of the time periods. The peak unmet load only varies between 70.1 and 56.1 GW across the wide range of 2030 RE. For the high RE scenario, the peak otherwise unmet (NEW supply required) size is similar to the capacity found for battery requirements by Abhyankar et al. (2021).

**Economics of the System—Excluding Sunk Costs**

Figure 10 shows the NPV of the system based on future choices (level of RE and options for NEW supply) under capacity, and full costs for anything new added (capital, fuel, O&M). The RE with battery is separate dedicated solar. 40% sizing for coal is compared to the full size to meet NEW supply (otherwise unmet demand), with the balance to be met by biodiesel.

---

20 Any battery required would be slightly higher capacity due to depth of discharge limitations. Other fuel options would also be higher sized due to auxiliary consumption. They would also need to be sized to meet grid buffer capacity requirements.
base planning. Batteries are cost-effective under most scenarios primarily due to the feedback loop displacing fossil fuels (which become expensive by 2030). For some other fuel options for growth, higher RE is more expensive as curtailment grows without sufficiently reducing the sizing (capex) needed for NEW.

Most importantly, we find the lowest costs for all scenarios and choices with higher VRE based on the lowest cost expansion technology (batteries with RE). Additionally, a higher share of wind is always cheaper regardless of VRE level in 2030 or fuel choice for NEW. While more wind increases the capex required (and even has a higher LCOE), not only is the output higher, but it also reduces the need for NEW supply because of its partial support for the evening peak. It also faces lower curtailment.

A key feature of this analysis is the parametric choice to undersize NEW capacity like a battery or coal compared to the peak NEW requirement, and have the residual met by, say, biodiesel (notionally zero carbon, but, more importantly, low capital costs offset by high operating costs). SI 4 shows the impact of choices on under-sizing NEW coal and batteries. Coal always benefits but batteries do not, because of the value of batteries to displace more expensive fossil fuels by 2030. NEW Coal’s optimal is close to 40% of peak NEW sizing—some of the savings are due to displacement of expensive (non-APM) natural gas in the future. Thus, up to 20 GW of NEW coal could be cost-effective, depending on how much RE is able to be built.

Under-sizing batteries from the worst time period requirement does not save as much money as linearly expected because it doesn’t proportionally save RE requirements to charge the battery. There is often surplus (curtailed) RE which provides “free” charging of the battery. In addition, under-sizing the battery also lowers the volume of displaced fossil fuels (coal and gas) which helps the use case for batteries. However, depending on the shape of peak demand, there could still be a value for 5–20 GW of biodiesel capacity, even if rarely used, to displace peak NEW capacity deployments, and also as an insurance policy against unpredictable RE generation (or even a poor monsoon).

One methodological challenge is how to allocate fuel costs with NEW supply. The first few steps (modules) of iterative despatch analysis show the cost of all existing fossil fuels, leaving a blank for something NEW. Costs of NEW are then calculated, inclusive of feedback loops like displacing otherwise operational fossil fuels. However, the reductions in gas (by, say, coal or battery) are not shown as savings in gas fuel costs in the NPV calculations but apportioned to the NEW supply costs, which are now lower by this same amount. This helps understand costs segregated across existing fleet operating costs and planned RE vs. something NEW, even if the latter lowers the fuel used by existing plants.

If we consider the system costs for existing capacity and planned RE excluding sunk costs (Fig. 11) before factoring in NEW supply or its potential feedback loops, coal fuel costs dominate, even with high RE planned. However, this is the total expense for the year brought into present value, but the generation is vastly different across the fuel mix shown. Coal generates much more than RE in the early years, which is the reason coal costs will inherently be higher. Figure 12 shows the generation mix over time in a non-stacked and absolute manner. This also highlights the difference a battery makes if it is used to fill in the NEW. SI 6 shows the impact of different levels of VRE in 2030 affecting the generation mix.

Despite having sufficient coal capacity, there is still a need for NEW supply. This is because a simple kWh-based calculation of coal’s capabilities vs. demand growth misses ToD aspects—“on average” there is sufficient coal, but not at all time periods.

Importantly, the total costs shown in Fig. 11 rise with higher RE. What higher RE does is reduce the costs for NEW something added to meet residual demand, captured in the total NPV of Fig. 10.

If we consider levelized incremental costs, akin to LCOE, discounting both expenditure and electricity (since output
varies over time), then the differential across the existing fleet with planned RE is much lower (Fig. 13). This is before feedback from NEW supply. The expenditure is based on amortized costs, i.e., if one needs a trillion rupees of investment in 2030 for a technology, the costs paid in that year are much lower, but then spread out over time, equivalent to a mortgage or EMI.

The volume figures do not show the RE required to charge the battery, which can be very substantial (SI Fig. 21). For 450 GW of RE with 2:1 solar:wind, we need 93 GW of solar for the battery. Such capacity could be shown separately from VRE (which is modelled as exogenous targets, e.g., 450 GW), but such dedicated solar’s energy doesn’t show up directly, rather it charges the battery which is used to supply NEW output.

Fig. 12 Generation mix over time with 450 GW RE a prior to adding NEW; b post adding a battery for NEW. The need for NEW capacity begins one year prior than generation needs due to the requirement of grid buffer capacity. Without a battery, non-APM (expensive) gas rises more than cheaper gas because of time-of-day mismatches. If a battery is deployed, non-APM gas is used for a few TWh in the middle of the decade, but then displaced entirely. This suggests a slight mid-decade acceleration of RE deployment may be beneficial. It also emphasises the importance of capacity, even if rarely deployed. Near zero PLF gas capacity would have nearly zero carbon emissions. The RE share excludes the reduced curtailment due to the feedback loop with a battery, which is calculated as part of NEW instead. This also excludes any dedicated solar for charging the battery, which is seen by the grid through NEW (battery).

Fig. 13 Levelised per unit costs for existing fleet and planned RE (excluding sunk, before NEW supply). Growth of hydro and nuclear are treated as exogenous and common across scenarios, hence not part of the analysis (akin to sunk costs). Capital costs of existing capacity are also not part of these calculations. The RE per unit costs rise with higher RE levels because more RE by 2030 would require more capacity upfront, before costs decline (and discounting further reduces its present value).

22 The present surplus of capacity is one reason for the low CUF of NEW. Figure 8 shows rising PLFs over time, so the costs will fall per unit for any capacity. However, such growth will be in the future, where fossil fuel costs rise as well. These factors minimise the limitations of not modelling beyond 2030.
costs here are not only discounted but also reflect a cost reduction allocated to batteries from displacing fossil fuels. This is also because the analysis focuses on the incremental costs of different NEW options, and all the benefits of lowered expensive fossil fuels are allocated to the NEW (battery) supply.

**Batteries are Cost Effective under Cost Trend Projections**

An important and cost-effective NEW supply option in most scenarios is the use of storage technologies such as batteries; this assumes pricing declines as projected combined with a rise in fossil fuel prices. The model does not distinguish between use cases or duty cycles for the battery, such as whether it is designed to avoid curtailment of VRE or used to meet residual unmet (peak) demand. By applying a parametric analysis, we can quantify the lowest cost portfolio where both uses are maximized.

Recent studies have aggressive costs for batteries in 2030, e.g., Rs. 3.7/kWh in Abhyankar et al. (2021). These are levelized costs of energy (LCOE). Without feedback, we find the effective cost is demonstrably higher because of the duty cycle, expanded below. Given the fact that batteries have virtually no operating costs, underutilized capital is expensive. Batteries need a source of power to charge, which we assume to be renewable energy to meet decarbonization objectives. There is usually sufficient “surplus” or curtailed RE on a daily basis to power the battery but this varies by the level of VRE deployed by 2030. SI Fig. 21 shows additional RE required to meet NEW demand beyond using spare (curtailed VRE). Seasonality effects dominate, and the period when there is the highest surplus RE (high wind) is when the battery is not required, at least to meet an unmet residual peak.

The sizing of the battery and requisite solar are back-calculated based on the intersection of energy and capacity requirements at every timeslot. We decouple capacity and energy such that it would be possible to have one kilowatt of output for a wide range of hours (not just 4 h of storage). Figure 15 shows the required size of batteries to meet all the unmet residual load on a kWh basis. Any charging of batteries beyond using curtailed RE is from dedicated solar power, which gives relatively predictable daily charging.

These volumes of battery are higher than found by Abhyankar et al. (2021), who ran an optimisation that found higher coal capacity than our base for 2030. These findings are in sync because under sizing the battery creates relatively low levels of unmet demand (see Fig. 21 for details on under sizing the battery).

By separating battery energy from inverter capacity, we optimize based on separate requirements. We find the peak requirement is well more than 4 h battery. If we consider 2019 shape curves and scale these, 35% of demand fell within the RE shape curve. This helps estimate the size of the battery required, at least before changes in solar:wind ratios. With solar producing, say, 25% output, or 6 h per day, this means 4 h is available to charge the battery if about 1/3 matches demand. Because of daily variations, increased dedicated solar for charging a battery has limited value as much of it becomes curtailed (when the battery is full).

The battery with inverter capacity (MW) required can be read off the NEW LDC in Fig. 9. For 450 GW of RE, the “new something” net requirement peaks at 56.13 GW of unmet demand in 2030, assuming a 5.25% demand growth. The NEW something in that figure is net, so increases based on auxiliary consumption or depth of discharge limitations would apply for respective fuels. Adding in grid buffer requirements as well, we find that for 2030, the inverter size required 68.7 GW (with a 2:1 solar:wind ratio). This capacity along with the commensurate kWh of storage aren’t required every day to meet the residual peak, and thus other days the battery may be underutilized.

Batteries can have several duty cycles of usage which strongly influence their system-level costs. This is an important distinction of this analysis compared to literature which either assumes a specific pairing of energy and
capacity (like a 4-h battery) or treats the battery like a fuel at a specified levelized cost of energy (LCOE), such as 4 or 8 Rs./kWh. Analysis based on blending gives a low cost for RE plus batteries. If it assumes Rs. 2.5/kWh for solar, and 8 Rs./kWh for storage (LCOE), but then assumes only a 25% battery requirement, such calculations lead to Rs. $2.5 + 25\% \times 8 = 2.5 + 2 = Rs. 4.5/kWh$. However, this is incorrect because one does not need a quarter-sized battery, but rather one that is larger for occasional needs and ends up as a quarter only on an energy basis.

The duty cycle from batteries leads to several possible scenarios of utilization. If the battery is sized exactly to meet the worst-case conditions of the year, then on other days of lower residual demand it is not required in full at least to meet NEW supply. In such a case, given it has already been deployed, the battery would be utilized and displace other supply with higher marginal costs, and thus save on fuel costs. However, in such a case, its value is not equal to the total cost but only the marginal fuel cost avoided. For the kWh where batteries displace coal, the marginal value in 2030 could be close to 4 rupees per kilowatt-hour for national coal fuel prices. Batteries become cost-effective for such use by first displacing more expensive natural gas, and also due to a secondary feedback loop that lowers the daily high coal use, which reduces curtailment.\footnote{In the very long run, there will be limited feedback displacement value, and battery-RE economics will need to be standalone competitive. Batteries are lowest cost in part because all NEW solutions are expensive, and once built they should be maximized (with no fuel costs).}

Given such a sizing of a battery is expensive, we para-
metrically assume a range of battery sizing compared to the instantaneous maximum peak requirement. We find that high (rather, full) battery sizing is cost-effective due to high fossil fuel costs projected, but optimal mixes depend on the level of VRE planned and wind:solar mix, and are non-linear.

Figure 16 shows the state of charge of fleet batteries in 2030 based on, as an illustrative example, an 80% sizing compared to the unmet demand (full sizing) and assuming it was entirely charged daily. Charging could be from a combination of surplus RE that was curtailed and/or additional solar RE for charging the battery, which has a cost. The utilisation for this figure is only for NEW, and before considering feedback loops where a battery would be used to displace fossil fuels.

Most days the battery is not required in full, and there is a large period in the monsoons where it isn’t required to meet unmet demand at all. Only occasionally does an undersized battery fall short. Of course, the battery would be used other days as well, to displace fossil fuels, but its value would only be avoided fuel costs. The economics shown in Fig. 10 are inclusive of chosen supplemental solar and using the “spare” battery to displace gas and coal on a daily basis.\footnote{The displacement of fossil fuels by spare battery capacity is calculated not on a chronological day basis but on a 24-h cycle post full solar charging, i.e., today’s solar charging can operate overnight and through the subsequent morning. This also assumes sufficient clean energy to recharge the battery in full daily (through a combination of otherwise curtailed RE or new solar added explicitly for the battery).}
If one undersizes NEW capacity to save battery (or even coal) capital costs for infrequent peak NEW demand capacity, this leads to a very modest or low secondary unmet energy requirement (SI Fig. 19), but higher savings in capital costs. Halving the battery only leaves 8% residual demand unmet in 2030, for the base case. This could be met by, say, biodiesel (assuming one wanted a ~zero-carbon solution with low capital costs). However, the only reason this does not lead to lower total costs for batteries is because high future gas non-APM costs mean a full-sized battery is still cost-effective for the reasons given before, but such options must be revisited with a sharper analysis of the peakiness of demand and also a better understanding of fossil fuel prices in the future.

Once the average cost of batteries becomes lower than the marginal cost of coal, this would mean a decline in existing coal utilisation as optimal.

How much battery is spare is calculated conservatively on a daily basis by examining the minimum state above the depth of discharge limit and also comparing that against the surplus in the day where the battery becomes full but there was still some charging capability through a combination of usable curtailed RE (from the planned VRE) or dedicated solar planned for the battery.

High RE is Optimal

While all studies are based on assumptions and have different methodologies, our findings reinforce other findings that high RE is cost-effective for meeting India’s upcoming electricity requirements.

The lowest-cost solution gives the following insights and trends:

1. More RE even as VRE is cost-effective; higher wind also helps lower portfolio costs for all fuel types for NEW supply.
2. Meeting unmet demand (“NEW”) is expensive regardless of the choice of technology or fuel. This emphasizes the need to manage demand and reduce peak net demand. High VRE gives a positive feedback loop near the end of the decade if batteries are deployed because curtailed RE can power the battery for free.
3. The existing fossil fleet is cost effective, even at high gas prices, when used as a peaker.

While changes in load profiles and supply shapes will impact the specific optimal mix, the trends and general directions are consistent.

High RE leads to “peak coal” (supply plateau) by approximately 2027–28 even without a battery (which accelerates the timeline) because VRE displaces coal for much of the day. In fact, generation rises in the short run, before plateauing and declining under high RE scenarios. Figure 12 has more details, including with a battery, and SI 6 focuses on coal. This is assuming high RE CUFs for new builds, else peak coal is delayed.
In this analysis, we do not have a module for the growth of coal except where required to meet otherwise unmet demand (NEW something required). However, by varying the retirement rates for existing stock, we find it much cheaper to maintain as much of the stock as possible even if it has a reduced PLF. Policies aimed toward air pollution could limit their capacity and/or output, but peak capacity reduction is worth much more than average (energy) reduction. If under-construction coal power plants are completed at a much lower incremental cost than greenfield, then this could be worthwhile, estimated to a level of a few tens of GW.

**Limitations and Further Studies**

Because this paper focuses on understanding uncertainty and implications of choices, it is, by design, not a full load flow analysis with spatial resolution. It aggregates at an all-India level, which in some ways could be considered the best-case scenario, ignoring transmission costs and limitations. It is also not a unit commitment analysis, instead focusing on balancing and national-level economic despatch. While the analysis is, like most literature today, deterministic, the explicit treatment of a wide range of uncertainty gives robustness to the results, as well as insights for further studies. Because the objective is to understand decision choices and uncertainty, the economic analysis isn’t for full system costs, but only non-sunk future costs based on choices such as RE capacity in 2030, ratio of solar:wind, choice of supply for meeting NEW demand, under-sizing the battery, etc.

Other specific limitations include:

1. The use of a single year, 2019, for supply and demand profiles. These will obviously be evolving as well as stochastic over the years. Unfortunately, such data are not easily available at high time resolution.

2. Future RE is assumed to have a high CUF (PLF), which is possible and already the norm per discussions with developers. However, if such higher PLFs do not continue for the entire growth, then RE output would be lower, and coal demand would be correspondingly higher. This is one reason to use this analysis for trends and illustrative use and not predictive modelling.

3. We apply linear scaling of supply and demand curves over time based on parametrically varying growth rates. As and when proper time series data are available, this can be enhanced. In addition, technology and policy shifts can enable both load profile changes and supply changes. The government has already embarked on a massive program of solarization of irrigation pumpsets, and the rise of smart grids could dramatically increase flexibility in balancing the grid.

4. The planning horizon is limited to 2030, even though any new capacity investments would have a remaining lifespan well beyond 2030. However, high discount rates in the Indian scenario reduce the impact of extending the horizon. Rapidly evolving price points for clean technologies make it difficult to project well beyond 2030.

5. Growth of RE is assumed to be rising over time, instead of equal (linear) per year to meet chosen 2030 values for RE. There might be a likely push up-front for RE, but it is unlikely to make it front-heavy or even linear. However, the RE growth trajectory impacts fossil fuel demand (and even how soon one needs something NEW).

6. While part of the study emphasizes the difference between wind and solar, these were estimations splitting aggregate RE because segregated data is unavailable. We relied on NREL’s PV Watts tool to consider a prototypical (mid-India) solar profile only to partition the total RE across wind and solar (other RE is small); we assume limited impact of “other RE” whose targets have limited growth through 2030. We simultaneously projected aggressive PLFs for solar and wind for future builds, at levels much higher than the average today. These were based on discussions with leading developers. The actual output could not only vary stochastically but be heavily dependent on location, especially for wind.

7. We did not apply ramping constraints explicitly but rather checked post facto whether ramping rates were in compliance with aggregate norms. There are periods of concern, and it remains to be seen if practical ramp rates match theoretical potential, varying by age of plant and technical design, as well as load distribution. For the base case 2030 with 450 GW RE, only 5 half-hourly time slots need a coal ramp rate above 1% per minute (and below 2%), and only a few percent of time slots are between 0.5 and 1% ramp rates, calculated on the basis of nominal capacity in operation that day.\textsuperscript{25}

8. While we did consider part battery and also under-sized coal solutions for meeting the peak blended with biodiesel, we did not consider fully blended portfolios of all new capacity or multi-fuel optimization.

9. Due to computational limitations, and the large n-dimensional space used under parametric analysis,

\textsuperscript{25} While ramping is likely not an issue in aggregate, in practice selected plants may face constraints given the average output will be unequally distributed across plants and locations. Some plants that were very low or high in output may need disproportional ramping, and if this approaches their limit, the alternative would be preemptively distributing the ramping needs across more plants, which would have some (but likely small) economic implications.
we limited ourselves to 30-min resolution. Even 5-min ramping is very different for the grid, before considering transient power flows and 3–5 cycle long events (tens of milliseconds). Computational limitations also make analysing blended portfolio options for NEW supply more difficult. While in theory there are infinite choices when one adds combinations, techniques to handle this include use of dominant sets, bounding, and clustering.

10. The national aggregate picture masks heterogeneity and differences at a regional, state, and plant level. The true picture would inherently be more expensive than an optimal national picture that ignores such granular constraints or transmission. However, there is no evidence that the trends or policy implications would be substantially different.

11. The analysis doesn’t focus on grid stability issues, which will be important as we will have heterogeneity across the nation in terms of plant despatch. For example, a 10% reduction in coal supply would not necessarily mean all plants reduce by 10%, and hence there would be load-flow implications worth examining further. The use of Phasor Measurement Units (PMUs) at the transmission level will help measure real-time state estimation. These would increase our ability to safely stretch the grid to its limits, which improves resource utilisation and thus saves money. Otherwise, the traditional solution has always been over-engineering. Such grid stability analysis should be combined with plant level or at least state-level analysis.

12. In addition to technical uncertainties (including stochasticity), there are vast uncertainties in prices over time, especially for rapidly evolving technologies including RE and storage, but even for fossil fuels. These don’t just affect total costs but cross-over points between technology choices. These are compounded by policy uncertainties which could both shift price points as well as create non-technical constraints such as contractual, e.g., an obligation to use a certain volume of a particular fuel or supply, or a carbon price. We also do not factor in issues of construction timelines for optimal planning.

This model should hopefully be a steppingstone to deeper studies with greater time series data as well as creating stochastic models. An ongoing study by Aniruddha Mohan et al. (under preparation for publication) based on 20 years of MERRA-2 satellite data for wind and solar output in the Indian context shows a little under 10% increase in impact on portfolio planning economics due to capturing “outlier” weather patterns; Staffell and Pfenninger (2016) give a realanalysis framework.

**Conclusion and Discussion**

**Summary of Findings and Implications**

1. Higher RE as variable RE (VRE) is the optimal strategy for India’s grid. 450 GW RE by 2030 (even without storage) is ambitious, but cost-effective, even with high curtailment;

2. Adding high CUF wind is important at a systems level, even if the LCOE is higher than for solar;

3. Even with very high RE and minimal coal fleet retirement, modest demand growth for electricity of 5.25% means there is insufficient supply at many time periods, and so “something new” is required;

4. India’s grid has benefited at an operational level from surplus coal capacity, which will exhaust in a few years. 2030 simulations show maxing out of existing capacity, and a rise in gas output. Thus, it has not yet faced high marginal costs for peak power, which will be what most NEW supply will be for. A corollary finding is that India needs to ensure adequate fossil fuel supply;

5. NEW supply will inherently be relatively expensive because it will operate at low PLFs if its duty cycle is to meet otherwise unmet demand, or because its value is limited in some time periods to the savings based on displacing fossil fuels. Stated another way, India will need to embrace the concept of peakers in the future, which have low utilization and higher per unit (kWh) costs.

6. In case a battery is used (with RE), it is the cheapest of NEW supply options not because it is cheaper than coal on a standalone (LCOE) basis but because it can displace expensive fossil fuels, and so offers value beyond simply meeting NEW supply (otherwise unmet demand). Batteries also benefit from the ability to use surplus (curtailed) RE, modelled at marginal costs, i.e., free RE; This is one reason we find high energy (TWh) coming from batteries by 2030 much of it is because the capacity displaces fossil fuels in some time periods when otherwise not required.

7. A disproportional share of incremental costs is for selected (peak) time periods, especially when measured by “net demand” (firm demand after removing RE supply). Time of day pricing will be important for both shifting consumption to off-peak periods and also...
signalling for correct investments in capacity. This includes the need for a smarter and resilient grid under uncertainty and volatility, which will only worsen as RE’s share increases. The use of ToD pricing for wholesale procurement is likely to impact VRE more than traditional (dispatchable) supply, and based on the coincidence of solar across most of India (especially compared to wind), ToD will ultimately reduce the value of solar mid-day;

(8) India will need to work backwards based on construction schedules to see by when it wants to procure for NEW supply. By this time, there would be greater clarity on fossil fuel prices and technology prices, especially for RE and batteries. India should be cautious in the premature retirement of existing capacity, even if this is rarely used, as it provides disproportional value at the margin.27

Discussion

The near-term economically optimal strategy (as well as current government policy) is to focus on adding high volumes of VRE (solar and wind). It’s worth reiterating this is planned RE as VRE, without a battery, and if a battery is chosen to meet NEW supply, a substantial additional and dedicated RE deployment (likely as solar) is required to charge the battery beyond what curtailment can offer (SI Fig. 21).

For achieving high planned RE, lowering the cost of electricity from these sources is the obvious requirement, whether through technology improvements or cheaper financing, but there are additional technical design issues at a system level that will need to be addressed over time including optimal location, especially in terms of synergizing with transmission or edge-based generation, as well as a strong need to consider time of day aspects. Even without explicit time of day pricing, procurement for electricity is likely to increasingly reflect time of day including through bids asking for higher PLFs, as well as bids with explicit peak period power requirements.28

This analysis finds strong value in increasing wind, but the LCOE of wind is higher than for solar. This means traditional bids are insufficient to reflect portfolio or system-level costs (even before considering transmission). Very high wind installations would also face limitations of appropriate land, ones with high wind speeds. This suggests the need for a strong wind re-powering program that might require buying out historical wind asset owners, whose older turbines sit on prime land. This analysis shows funding might be available from portfolio-level cost savings by increasing wind’s share in the future growth of VRE.

One of the key techno-economic and policy issues for rising VRE is how to handle curtailment. The increase in average costs is modest and RE even with curtailment is still cost-effective compared to alternatives for growth. However, would the economic implications be spread equally amongst all RE generators? All power generators? More importantly, in this analysis we assume curtailed RE is available at marginal cost for charging the battery, i.e., for free. It’s not clear what policy or market instrument will make this happen. India lacks a market mechanism that signals marginal costs for most transactions. Power exchanges, excluding traders, only supplied 4.1% of power on market principles in FY19-20 (CERC 2020). They have largely had pricing determined by fossil fuel costs, especially coal.

Even with very high RE addition, rising demand will necessitate the need for additional capacity for firm power, which could be met through a battery or traditional sources or diesel/biodiesel; this is complementary to the use of demand response or Virtual Power Plants. Utilities in India have already aggressively promoted Demand Side Management (DSM) but such programs have mostly lacked a temporal signal—they focus on energy efficiency.29

Any such additional capacity would be better served by improved pricing signals that goes beyond average price under an LCOE metric. For consumers, Time of Day pricing can enable time shifting but these require not only appropriate tariffs by the Regulators but also appropriate digital metering infrastructure.

Pricing will also have to reflect system-level costs including transmission, efficiency penalties on other generators when they back down [and also higher pollution, e.g., gas has much higher NOx under part load ramping (Apt and Katzenstein 2011)], and standby capacity requirements which will not be utilized often but still be required. India needs to enhance its basket of ancillary services in the power grid, beyond today’s frequency support ancillary services.

27 Singh and Tongia (2021) emphasise the value of an integrated framework for considering coal power plants and their retirement versus upgrades, both for pollution control technologies and flexible operations. There can be synergy to doing both upgrades simultaneously.

28 Recent moves for RE are hybrid wind and solar or geared towards “firm power” through “Round The Clock” (RTC) bids. However, most RTC bidding to date has not been with storage, but, rather, oversizing the RE (Gambhir et al. 2020). This is the reason the bid prices are attractive but true long-duration storage-based solutions are still expensive, more so for states with surplus coal capacity and hence only the marginal costs of coal to be paid for incremental supply.

29 The greatest success story for DSM has been with the use of efficient light bulbs, first CFLs, and subsequently LEDs. The synergy here was these disproportionately avoid evening demand, which helps the grid the most.
As the analysis shows, all NEW supply will be relatively expensive due to low volumes of otherwise unmet supply. An exception is batteries because these can displace more expensive fossil fuels. However, the individual entities who provide peaking power as well as the utilities or consumers paying for the same will not be equally distributed. Hence, India will need to prepare for a future with greater differentiation of costs based on engineering economic rationales instead of social welfare policy. The key insight from this analysis is not the comparison based on “are batteries cheaper than coal?” — it’s showing they are the cheapest option for NEW supply. This does not mean we should be shutting down existing coal capacity, because existing coal capacity is likely to be cheaper than the addition of batteries, at least for a range of time periods when there is insufficient “free” (curtailed) RE to power the battery.

_simplified models that focus on LCOE ignore the time- varying value of an output. As this analysis shows, supply isn’t meant to produce a flat or steady output, but one that varies over time based on both other supply and demand. LCOE is only a marker of the value of a fuel choice, but a more expensive option based on LCOE may be cheaper at a systems-level based on grid conditions, not to mention transmission, other constraints like ramping, etc._

While time of day pricing is a well-known need for the Indian system, it will ultimately require upgrades to not just generation bidding documents (procurement) but operational procedures at the load despatch level. Wholesale ToD prices will also need conversion to consumer (retail) ToD pricing, which is today limited to bulk users in India, and sometimes voluntary for them. Deployment of suitable metering technologies will be important for such consumer signalling.

While ToD pricing reflects the need for peak pricing, which will carry a premium, a corollary is a need for paying for resiliency, including a grid buffer. Today, surplus coal power capacity provides slack, but in the future, idle or rarely used capacity will need specialized pricing, which might need to be spread across the system (i.e., socialized). Much of the costs for NEW supply are for outlier time periods. Technologies to avoid such peaks can help dramatically, such as demand response.

Peak load disproportionately impacts system costs and unfortunately this places limitations on presently available tools for shifting evening peak demand. Assuming this continues to be driven by air conditioners for residential use (and partially commercial use), rising wealth, availability of solutions, and even climate change are likely to increase the magnitude, frequency, and duration of the spikes in evening peak demand. This pricing analysis for NEW supply can net-back the value of peak pricing and load shifting by offering an upper bound for the value of such options compared to simply adding NEW supply.

Half of India’s coal fleet is under a decade old. Given the cost-effective energy available from existing fossil fuel capacity, India will have to improve grid operations and planning on a portfolio basis while simultaneously improving the technology and performance of its coal power plants. Not only must they be cleaned up (e.g., to comply with more stringent pollution norms by the Ministry of Environment, Forests, and Climate Change announced in 2015 [MoEFCC 2015] but not yet implemented by most plants), coal plants must increase their technical flexibility to operate at part loads and under high ramping conditions. While the specifications are for 55%, newer NTPC plants have proven they can operate at 40%. Germany’s coal fleet showed actual ramping capabilities varying by vintage between 0.8 and 4.5% per minute (Deloitte, 2019). The costs and benefits for such technical upgrades as required need to be evaluated holistically. While natural gas has a higher ramp capability in percentage terms (estimated at 5%/min as a minimum), the low base of gas capacity operating at a given time means the aggregate ramping from coal will continue to be much higher in India (Tongia 2021).

One spinoff result from this analysis has implications for green hydrogen—hydrogen produced from clean electricity through electrolysis of water. A significant cost component for green hydrogen is for electricity, and conventional wisdom has posited a synergy between a high RE world and green hydrogen. As this analysis shows, even a very high level of RE deployment will have limited surplus energy that is curtailed and thus free as an input for hydrogen production. Much of this surplus would also be needed by batteries if these provide NEW demand, and hence green hydrogen would likely require dedicated RE.

India will need vastly more nuanced and granular studies for optimal grid planning that not only increase the time resolution but also spatial resolution, eventually down to generator level along with inter- and intra-state transmission.

The biggest need will be for both modelling as well as technical understanding of variability and stochasticity of the electricity system. This is not just for variable RE, but also for demand, and even annual variations in hydro output. The latter is shifting further due to climate change as well as land changes that affect drainage and watersheds. Enhanced modelling requires extensive data, which has been difficult for researchers to access. Most studies have relied on satellite models or secondary data, which is a good starting point but insufficient.

Handling uncertainty must also factor in risk tolerance and risk management capabilities. How would grid buffer requirements need to change when the grid is heavily VRE? Grid operators, regulators, and utilities will need to converge on how to signal, incentivize, and sign up for additional capacity, respectively, for grid security and...
resilience means. Such planning has been missing in pricing based entirely on energy (Rs./kWh).

A key means to handling uncertainty is periodic revision in national plans factoring in the time constants of construction of different technologies and infrastructure including transmission and fuel supply. By the mid-2020s, we would also have a much better handle on clean technology prices as well as demand trends.

High RE as VRE remains the optimal strategy regardless of fuel and clean technology prices. However, not only is there uncertainty not modelled in this analysis, if storage costs do not fall as envisaged, and fossil prices also do not rise as fast, there are scenarios where the optimal solution for NEW deployment is reduced size battery storage complemented by biodiesel.

Fossil fuel prices are especially important for choosing new technologies because the latter can displace existing generation, especially with batteries. We assume a modest rise in fossil prices (and a higher rise for coal) (SI Fig. 18), but natural gas outside Administered Pricing Mechanism (e.g., via LNG imports) starts expensive and is thus much more expensive by 2030. In the future, if coal is the choice of NEW supply, it benefits from displacing such gas, one reason that even at low PLFs for NEW coal, the costs are lower than for natural gas, something that would not happen otherwise.

Not only must modelling and analysis improve, policymakers must be engaged to understand what are the decisions choices (and by when) for optimal fleet deployment and operations. There also need to be complementary analyses related to pollution, contracts, market design, and innovation, and their interplay with optimal grid capacity expansion and operations.
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