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Abstract—In this project, state-of-the-art deep convolution neural network (DCNN) is presented to segment seismic image for salt detection below the earth surface. Detection of salt location is very important for starting mining. Hence, a seismic image is used to detect the exact salt location under the earth surface. However, precisely detecting the exact location of salt deposits is difficult. Therefore, professional seismic imaging still requires expert human interpretation of salt bodies. This leads to very subjective, highly variable renderings. Hence, to create the most accurate seismic images and 3D renderings, we need a robust algorithm that automatically and accurately identifies if a surface target is salt or not. Since the performance of DCNN is well-known and well-established for object recognition in image, DCNN is a very good choice for this particular problem and being successfully applied to a dataset of seismic images in which each pixel is labeled as salt or not. The result of this algorithm is promising.

Index Terms—Seismic Image, Image Segmentation, DCNN, Auto-Encoder

OBJECTIVES

- Segmentation of seismic image into salt or sediment using DCNN.
- Automate the process of analysis of seismic image.
- Reduce the cost of identifying an earth surface before mining.

I. INTRODUCTION

A seismic image is generated from imaging the reflection coming from rock boundaries. The seismic image shows the boundaries between different rock types. In theory, the strength of reflection is directly proportional to the difference in the physical properties on either side of the interface. While seismic images show rock boundaries, they don’t say much about the rock themselves; some rocks are easy to identify while some are difficult. There are several areas of the world where there are vast quantities of salt in the subsurface. One of the challenges of seismic imaging is to identify the part of subsurface which is salt. However, it is an image segmentation problem from the image processing perspective. There are many robust algorithms available for this task in the literature such as feature-space, image-domain, and physics-based techniques [1]. These techniques have been successfully used for color image segmentation captured the digital camera. Since seismic images are significantly different than digital images, those state-of-the-art techniques fail for segmentation task. There are many challenges for seismic image segmentation. Some of them are listed as follows:

- Image capturing method.
- Uneven distribution of salt and other rocks.
- Rock which have density compared to salt.
- Only gray-level image means lack of information.
- Uneven structure of rocks below the earth surface which causes uneven reflection.

However, there are many state-of-the-art machine learning technique that can be used to solve this problem. The most promising technique in the literature is deep convolution neural network for any task related to an image. This technique has been used for object recognition [2], image segmentation [3], style transformation [4], human action recognition [5], medical image segmentation [6] and image denoising [7]. Hence, the method has been used to solve the problem at hand. In this work, the contributions are as follows:

- used state-of-the-art DCNN to segment seismic image for salt identification.
- automated the post analysis of seismic images.
- reduced the cost for seismic image analysis.
- relaxed the necessity of human expert for seismic image segmentation.

The rest of the paper is organized as in section II literature survey, in section III our method to solve the segmentation problem, in section IV experimental results of our method and concludes with conclusion & future work in section V.

II. LITERATURE SURVEY

Image segmentation is a fundamental task for many image processing, video analysis or computer vision application. Hence, many research papers have been published on this topic. All the proposed method can be categorized into the following three techniques [1].

1) Feature-Space Based Techniques
2) Image-Domain Based Techniques
3) Physics Based Techniques

A. Feature-Space Based Techniques

In this approach, color is assumed to be a constant property of the surface of each object within an image. So, every pixel can be clustered or grouped into some region within the
image, which will produce the segmented image. Clustering and histogram thresholding are two well-known feature-space-based techniques [1].

B. Image-Domain Based Techniques

The feature space based algorithms work on the global property of the image which satisfies the homogeneity requirement of image segmentation. However, those techniques do not consider the spatial characteristic of the image. Thus researchers found the image domain based technique. These techniques satisfy both feature-space homogeneity and spatial compactness at the same time. The spatial compactness is ensured either by subdividing and merging or by progressively growing image regions, while the homogeneity is adopted as a criterion to direct these two processes. According to the strategy preferred for spatial grouping, these algorithms are usually divided into split-and-merge and region growing techniques. Neural-network-based classification, split and merge using region adjacency graph (RAG) and edge-based algorithms are known to be image domain based techniques [1].

C. Physics Based Techniques

The discussed techniques are prone to segmentation error when the image is affected by highlights, shadowing and shadows. The problem can be solved considering the interaction of light with colored materials and to introduce models of this physical interaction in the segmentation algorithms. This is the reason these techniques are known as physics-based techniques. The mathematical tools used in these techniques are quite similar to the previous two types of technique; the major difference to those is the underlying physical model developed for the reflections properties of colored matter [1]. As I am using a seismic image, the images are not affected by shadowing or shadows. Our techniques lie in the image domain based techniques. However, the architecture and methodology are entirely different than the techniques discussed in [1].

III. METHODOLOGY

In this project, I have used the auto-encoder (AE) architecture of the neural network. Auto-encoders (AE) are a family of neural networks for which the input is the same as the output. They work by compressing the input into a latent-space representation and then reconstructing the output from this representation. If the architecture is built upon convolution neural network then it is known as Convolutional Auto-encoder (CAE). Since our input is an image, I used CAE to develop my segmentation model. The CAE architecture is shown in Fig. 1. There are two parts of this architecture, named as encoder and decoder. The encoder part consists of convolution and pooling layers and the decoder part consists of convolution and up-sampling layers. Each of these layers is describes in the following section.

A. Convolution Layer

The main building block of any CNN architecture is the convolution layer. The convolution operation extracts the key features from the input image. This operation preserves the spatial relationship between pixels by learning image features using small squares of input data. In this layer, the input image is convolved with some predefined filters or kernel and then the output of the convolution operation is fed to an activation function. The 2D convolution operation is shown in equation [1]. The output of the convolution operation is known as Feature Map. The size of the Feature Map is controlled by three parameters: [11].
a) Depth: Depth corresponds to the number of filters used for the convolution operation.

b) Stride: Stride is the number of pixels by which the filter matrix is slid over the input matrix.

c) Zero-padding: Sometimes zeros are padded around the border so that the filters can be applied to the bordering elements.

The convolution operation is shown in Fig. 2. The last operation of a convolution layer is an activation function. The most common activation function for CNN is rectified linear unit function (ReLU). The ReLU function is shown in Fig. 3.

\[
f(m,n) \ast g(m,n) = \sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} f(i,j) \times g(m-i,n-j) \tag{1}
\]

B. Pooling Layer

Another building block of a CNN is a pooling layer. It progressively reduces the spatial size of the representation to reduce the number of parameters and computation in the network. Pooling layer works on each feature map independently. Max pooling is known to be one of the most commonly used approaches. The max pooling operation is shown in Fig. 4.

C. Up-sampling Layers

In this layer, the input image is re-sized to a higher dimension. There are different methods for re-sizing the image from a lower dimension to higher dimension. One of those algorithms is the nearest-neighbor algorithm. In this algorithm, the nearest pixels are copied from the original pixel value. For a scaling factor of 2, the output of the nearest neighbor algorithm is shown in Fig. 5.

D. Architecture of the Developed Network

The developed architecture is a combination of the three layers described above sections. The details of the architecture are given in Table 1.

E. Loss function

To train the network, reduce-mean of sigmoid cross entropy is used as the loss function. If \( x \) is the predicted label and \( z \) is the true label then the sigmoid cross entropy can be written as equation 2 and if \( z \) is a set of \( n \) different values and \( m \) is the total number of training samples then the reduce mean loss can be calculated using equation 4.
TABLE I
ARCHITECTURE OF THE DEVELOPED AUTO-ENCODER MODEL

| Encoder | Name   | # Filter | Filter dimension | Activation function | Pool size | Stride size | Output Image size | Resize method |
|---------|--------|----------|------------------|---------------------|-----------|-------------|-------------------|---------------|
| layer1  | conv2d | 8        | 3x3              | relu                |           |             |                   |               |
| layer2  | max_pooling2d | 2x2    | 2x2              |                     |           |             |                   |               |
| layer3  | conv2d | 8        | 3x3              | relu                |           |             |                   |               |
| layer4  | max_pooling2d | 2x2    | 2x2              |                     |           |             |                   |               |
| layer5  | conv2d | 16       | 3x3              | relu                |           |             |                   |               |
| layer6  | max_pooling2d | 2x2    | 2x2              |                     |           |             |                   |               |
| layer7  | conv2d | 16       | 3x3              | relu                |           |             |                   |               |
| layer8  | max_pooling2d | 2x2    | 2x2              |                     |           |             |                   |               |
| layer9  | conv2d | 8        | 3x3              | relu                |           |             |                   |               |
| layer10 | max_pooling2d | 2x2    | 2x2              |                     |           |             |                   |               |

Decoder

| layer11 | upsampler  | 8x8     | Nearest Neighbor |
|---------|------------|---------|------------------|
| layer12 | conv2d     | 8x3     |                   |
| layer13 | upsampler  | 16x16   | Nearest Neighbor  |
| layer14 | conv2d     | 16x3    |                   |
| layer15 | upsampler  | 32x32   | Nearest Neighbor  |
| layer16 | conv2d     | 16x3    |                   |
| layer17 | upsampler  | 64x64   | Nearest Neighbor  |
| layer18 | conv2d     | 8x3     |                   |
| layer19 | upsampler  | 128x128 | Nearest Neighbor  |
| layer20 | conv2d     | 8x3     |                   |
| layer21 | downsampled | 101x101 | Nearest Neighbor  |
| layer22 | conv2d     | 1x3     |                   |
| layer23 | output     | sigmoid |                   |

\[
sigmoid_cross_entropy(x, z) = z \times (-\log(sigmoid(x))) + (1 - z) \times (-\log(1 - sigmoid(x)))
\]  
\[
sigmoid(x) = \frac{1}{1 + e^{-x}}
\]  

\[
Loss = \frac{1}{m} \times \sum_{j=1}^{m} \sum_{i=1}^{n} sigmoid_cross_entropy_j(x_i, z_i)
\]  

F. Training Algorithm

The training algorithm used for optimizing the pre-defined loss function is ADADELTA. As described in [13], the ADADELTA is an adaptive gradient descent algorithm which adapts the learning rate dynamically during the training process based on first order information only and the computational cost of the algorithm is less than any other state-of-the-art gradient descent algorithm. For more information about this optimization technique, readers can look into [13].

IV. Experimental Results

The dataset used for this project contains 4,000 seismic images with 4,000 labeled mask images. The seismic images are in grayscale, and the mask images are in black and white. White pixel in mask image indicated the presence of salt in the original image. The size of all the images is 101 x 101. The input images are re-sized to 128 x 128 for the sake of fast computation, but the mask images are kept unchanged. Some sample seismic and mask images are shown in Fig. 6. The dataset is obtained from [14]. Software tools used for this project, are listed below:
I split the whole 4,000 data samples into 3,200 as training set and 800 as test set means 80% of the data is used for training. With an initial learning rate of 0.01 and with a mini-batch size of 100, after 10,000 epochs the training loss was 0.2126, and the test loss was 0.2619. However, after 50,000 epochs the training loss was 0.1307, and the test loss is 0.1452. For one epoch, it took around 8.95 seconds. The change of training and test loss concerning epochs is shown in Fig. 7.

A. Cross-validation

For validating the model, I used 10-fold cross-validation. Since the model needs a very long time for training, cross-validation is not performed from the beginning of the training. Instead, the validation is performed after 20,000 epochs, and for each fold, 500 epochs are run. The mean cross-validation error was found as 0.19.

B. Prediction

After training the model, it is used for prediction. A threshold value of 0.5 is used to convert the probability to 0 and 1. If the output probability of any pixel is less than 0.5, it is assigned to 0 and otherwise 1. Some ground truth and predicted mask images are shown in Fig. 8.

V. CONCLUSION & FUTURE WORK

In this project, I have successfully used the auto-encoder architecture of CNN to detect each pixel in a seismic image as a salt pixel or other rock. The developed technique can be used for detecting other valuable rocks embedded below the earth surface. With a proper number of epochs, the designed system can reduce the prediction error as low as 10%. The main drawback of the proposed system is that it takes a significant amount of time to train the network. The reason is that the computational complexity of the system is very high. However, by using GPU accelerated implementation, the training time can be reduced to a reasonable time. On the other hand, the prediction operation of the trained model is very fast. Therefore, the trained model can be used for real-time detection of a scanned seismic image which will accelerate the total processing time of mining location detection.

In the future, I will investigate how the training process can be accelerated with limited computing resources. The results of the developed technique will be compared with other existing algorithms. To conclude, I can say, the obtained result from the developed system is promising, and the trained model can be used for other seismic image analysis. The developed system is not limited to only salt detection problem.
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