Classification of topological phases in one dimensional interacting non-Hermitian systems and emergent unitarity

Wenjie Xi,1,2 Zhi-Hao Zhang,3,2 Zheng-Cheng Gu,4,* and Wei-Qiang Chen1,2,†

1Shenzhen Key Laboratory of Advanced Quantum Functional Materials and Devices, Southern University of Science and Technology, Shenzhen 518055, China
2Institute for Quantum Science and Engineering and Department of Physics, Southern University of Science and Technology, Shenzhen 518055, China
3School of Mathematical Sciences, University of Science and Technology of China, Hefei 230026, China
4Department of Physics, The Chinese University of Hong Kong, Hong Kong, China

Topological phases in non-Hermitian systems have become fascinating subjects recently. In this paper, we attempt to classify topological phases in 1D interacting non-Hermitian systems. We begin with the non-Hermitian generalization of the Su-Schrieffer-Heeger (SSH) model and discuss its many-body topological Berry phase, which is well defined for all interacting quasi-Hermitian systems (non-Hermitian systems that have real energy spectrum). We then demonstrate that the classification of topological phases for quasi-Hermitian systems is exactly the same as their Hermitian counterparts. Finally, we construct the fixed point partition function for generic 1D interacting non-Hermitian local systems and find that the fixed point partition function still has a one-to-one correspondence to their Hermitian counterparts. Thus, we conclude that the classification of topological phases for generic 1D interacting non-Hermitian systems is still exactly the same as Hermitian systems.
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I. INTRODUCTION

Recently, the topological properties of non-Hermitian Hamiltonians have drawn much attention both experimentally [1–6] and theoretically [7–24]. Studies have been focused intensively on topological phases in non-Hermitian free fermion systems [25–27] and the phase transitions among them [8, 28, 29]. Unfortunately, a general classification scheme of topological phases in interacting non-Hermitian systems is still lacking. In principle, the concept of the entanglement pattern (with or without local symmetries) can still be used to define and classify topological phases for non-Hermitian systems and characterize their ground state properties, although some technical details such as local unitary (LU) transformations need to be modified to fit the non-unitary time evolution of non-Hermitian systems. Meanwhile, as a fundamental property of ordinary quantum mechanics, unitarity plays an essential role in modern physics, and it will be of great interest to investigate how unitarity can emerge from an underlying non-unitary system.

In this paper, we attempt to provide a complete classification of topological phases in 1D interacting non-Hermitian systems. In Section II, we first demonstrate that the classification of topological phases for quasi-Hermitian systems with real energy spectrum is the same as their Hermitian counterparts with a simple example. This follows from the fact that these kinds of non-Hermitian Hamiltonians can always be mapped to their unique Hermitian counterparts via local similarity transformation. Thus, they have the same topological invariants as their Hermitian counterparts, while the edge states can also be mapped onto those of the Hermitian case with a local similarity transformation. Physically, the topological Berry phase of quasi-Hermitian systems can be regarded as a $\mathbb{C}^k$-valued phase factor instead of the $\mathbb{U}(1)$ valued phase factor in the usual Hermitian systems under adiabatic evolution. In Section III, it is shown that for 1D quasi-Hermitian systems, the unitarity condition will naturally emerge in the fixed point topological invariant partition function and the classification of bosonic symmetry-protected topological (SPT) phases is exactly the same as their Hermitian counterparts, which are classified by second group cohomology $H^2(G, \mathbb{U}(1))$ [30–35]. On the other hand, as 1D local fermionic systems can always be mapped to 1D local bosonic systems, the above conclusion for SPT phase also holds for 1D quasi-Hermitian interacting fermion systems. As Kitaev’s Majorana chain is the only intrinsic fermionic topological phase, we will study this specific case for quasi-Hermitian systems in the Supplementary materials.

Given the above, we study non-Hermitian systems with complex energy spectrum in Section IV. In this case, topological invariants are not always well defined, as the ground state is allowed to bypass an excited state without level crossing. However, it is elaborated in Section IVB and IVC that topological quantum field theory (TQFT) still captures all possible topological phases for 1D non-Hermitian quantum systems (including those non-Hermitian systems with complex eigenvalues). These phases have a one-to-one correspondence to their Hermitian counterparts. For bosonic SPT phases,
the value of the marked by red and blue become zero energy edge states as model under OBC with $N$ energy spectrum of both Hermitian and quasi-Hermitian SSH condition and an inserted $\theta$ flux. (c) Illustration of single-particle energy spectrum of both Hermitian and quasi-Hermitian SSH model under OBC with $N = 1000$. The two bulk states marked by red and blue become zero energy edge states as the value of $t_1/t_2$ decreases.

this is simply because $H^2(G, U(1)_T)$ is isomorphic with $H^2(G, C^*_T)$, thus the classification of their topological phases is exactly the same.

II. A SIMPLE EXAMPLE: QUASI-HERMITIAN SU-SCHRIEFFER-HEEGER (SSH) MODEL WITH INTERACTIONS

Without loss of generality, we take the SSH model, which is well studied for both non-interacting [36–38] and interacting [39–42] cases, as a simple example. We begin with a 1D non-Hermitian non-interacting SSH model with nearest neighbor hopping for spinless fermion system, as shown in Fig. 1a, with the Hamiltonian:

$$H_{SSH} = \sum_{i=2n-1}^{2n-1} \left( \alpha_{i,t} t_1 c_{i+1}^\dagger c_i + \alpha_{i,t} t_2 c_{i+1}^\dagger c_i \right)$$

$$+ \sum_{i=2n}^{2n} \left( \alpha_{i,r} t_2 c_{i+1}^\dagger c_i + \alpha_{i,r} t_2 c_{i+1}^\dagger c_i \right),$$

where $c_i$ is the annihilation operator of electron on site $i$, $t_1$ and $t_2$ are real numbers related to the hopping integrals of electrons between nearest sites in the same unit cell and in a different unit cell respectively, $\alpha_{i,t(r)}$ are nonzero real numbers. If we take $\alpha_{i,t} = \alpha_{i,r} = 1$, it reduces to the well-known Hermitian SSH model. For a half-filled Hermitian SSH model, there is a topologically nontrivial phase at $t_1 < t_2$ and a phase transition at $t_1 = t_2$ to a topologically trivial phase. The topological properties of such a phase can be described by the topological invariants, i.e., the winding number in $k$-space, of the bulk state with periodic boundary conditions (PBC) or the zero-energy state at the edge with open boundary conditions (OBC). This is the so-called bulk-boundary correspondence in free fermion systems.

The topologically nontrivial ground state is protected by charge conservation and anti-unitary chiral symmetry $S$, defined as:

$$Sc_iS^{-1} = (-1)^i c_i^\dagger, \quad Sc_i^\dagger S^{-1} = (-1)^i c_i \quad SiS^{-1} = -i.$$

Note that although we need translational symmetry to calculate the winding number in $k$-space, the topological phase is not protected by the translational symmetry.

Then we move to the non-Hermitian SSH model and check whether there is still a nontrivial SPT phase or not. First, we consider a special case with $\alpha_{i,t} = \alpha_{i,r} = 1$, which can be mapped to the Hermitian SSH model via a local similarity transformation:

$$c_i \to \left( \prod_{j=1}^{i-1} \alpha_{j}^{-1} \right) c_i, \quad c_i^\dagger \to \left( \prod_{j=1}^{i-1} \alpha_{j} \right) c_i^\dagger.$$

This means the non-Hermitian model has a real spectrum even though its Hamiltonian is non-Hermitian. In the following, we refer the non-Hermitian Hamiltonians with real spectrum as quasi-Hermitian Hamiltonians (the term “quasi-Hermitian” is borrowed from Ref. [43]). In fact, the quasi-Hermitian model (1) has exactly the same spectrum as the Hermitian SSH model as shown in Fig. 1c, which means that there are zero-energy edge states at $t_1 < t_2$ but no zero-energy edge state at $t_1 > t_2$. However, this does not mean that it is a topologically nontrivial phase. We must prove that the zero-energy edge states are related to some topological properties of the bulk and protected by certain symmetries, especially for interacting systems.

To detect the topological properties of the bulk, we need to connect the two ends of the chain to form a ring, as shown in Fig. 1b, and calculate some topological invariants of the system on this ring. In the Hermitian case, one uses the PBC, which corresponds to connecting the two ends with $t_2 c_{N+1}^\dagger c_1 + t_2 c_N^\dagger c_{N+1}$, and calculating the winding number in $k$-space. However, in the most general quasi-Hermitian cases, the system does not have translational symmetry, so one cannot do calculations in $k$-space. Instead, we must use the twist boundary condition (TBC) [44], introduced by Wu et al. [45] to study quantum Hall states, and to calculate the topological invariant of the ground state. The basic idea is to introduce an additional phase factor $e^{i\theta}$ in the boundary conditions, i.e., $e^{i\theta} t_2 c_{N+1}^\dagger c_1 + e^{-i\theta} t_2 c_N^\dagger c_{N+1}$, which corresponds to inserting a $\theta$ flux in the center of the ring as shown in Fig. 1b. Obviously, the ground state wave function depends on the phase $\theta$. By further assuming that the many-body ground state of the system is separated from the excited states by a finite gap for all values of the twisted phase $\theta$, one can define a topological invariant by the total flux of the Berry-phase gauge field associated with the ground
state over the $\theta$-space, i.e.,
\[
C = \frac{i}{\pi} \int_0^{2\pi} \langle \varphi_C(\theta) | \frac{\partial}{\partial \theta} | \phi_C(\theta) \rangle d\theta,
\]
where $\langle \varphi_C(\theta) | (| \phi_C(\theta) \rangle$ is the left (right) many-body ground state of the non-Hermitian Hamiltonian. The advantage of the TBC is that it can handle general cases with interactions and without translational symmetry.

A simple calculation shows that the resultant $C$ gives the correct bulk-boundary correspondence in the Hermitian case. However, such correspondence is absent in the quasi-Hermitian case. This can be understood from the similarity transformation Eq. (3). After the transformation, the quasi-Hermitian SSH model with PBC is mapped to a Hermitian SSH model with a boundary condition $\gamma t_2 c_1^\dagger c_N + \gamma^{-1} t_2 c_2^\dagger c_1$ with $\gamma = \prod_{i=1}^{N-1} \alpha_i$. Such a boundary condition breaks the chiral symmetry, and thus the bulk-boundary correspondence of the SPT state. However, if we consider a different boundary condition:
\[
\alpha_N t_2 c_1^\dagger c_N + \alpha^{-1} t_2 c_2^\dagger c_1,
\]
with $\alpha_N = \gamma^{-1} = \prod_{i=1}^{N-1} \alpha_i^{-1}$, the corresponding Hermitian Hamiltonian after the mapping will be the Hermitian SSH model with PBC, and one should have the correct bulk-boundary correspondence. This has been confirmed by our TBC calculations, which show the winding number to be 1 for $t_1 < t_2$ and 0 for $t_1 > t_2$ as long as all of the $\alpha$s satisfy $\prod_{i=1}^{N-1} \alpha_i = 1$. For the case $\alpha_1 = \alpha_2 = \cdots = \alpha_N^{-1} = \alpha$, one should impose a boundary condition with $\alpha_N = \alpha^{-(N-1)}$. Note that the similarity transformation Eq. (3) indicates an imaginary term in $k$ after Fourier transformation of $c_i$. This provides an explanation of the failure of the conventional winding number in $k$-space in the non-Hermitian SSH model and the success of the winding number in a complex $k$-space in Ref. [7].

To check whether the topological phase is protected, we introduce a small imaginary chemical potential difference and a small Coulomb repulsion between electrons in the same unit cell, and the Hamiltonian becomes:
\[
H = H_{SSH} + i\mu \sum_j n_{2j-1} + U \sum_j \left( n_{2j-1} - \frac{1}{2} \right) (n_{2j} - \frac{1}{2}).
\]

We first consider a simple case with $U = 0.1$ and $\mu = 0$, where the interaction terms after the similarity transformation Eq. (3) also respect the chiral symmetry Eq. (2) of the Hermitian SSH model. The winding number calculated with TBC depicted in Fig. 2b demonstrates that the ground state remains topologically nontrivial at $t_1 < t_2$. It is reasonable to think that the topologically nontrivial phase discovered above is protected by a quasi-Hermitian version of chiral symmetry $\tilde{S}$:
\[
\tilde{S} c_i \tilde{S}^{-1} = \tilde{S} c_i \tilde{S}^{-1} = (-1)^i \left( \prod_{j=1}^{N-1} \alpha_j^{-1} \right) c_i = -\alpha_i c^\dagger_i,
\]
which is related to $S$ by the similarity transformation Eq. (3). It should be noticed the action of symmetry $\tilde{S}$ for non-Hermitian systems can be a similarity transformation. Again, according to the similarity transformation Eq. (3), the phase should belong to the same topological phase as its corresponding phase of the Hermitian SSH model. There is a more profound and general understanding of the similarity transformation Eq. (3). In quantum mechanics, two wave functions $\psi$ and $\phi$ that differ by a nonzero complex factor, i.e., $\phi = z\psi$ with $z \neq 0$, correspond to the same physical state. A theory should be invariant under local gauge transformation $c_i \rightarrow e^{-i\theta_i} c_i$, $c_i^\dagger \rightarrow e^{i\theta_i} c_i^\dagger$. If $\theta_i$s are real numbers, they are just the U(1) gauge choice of the local basis. However, for quasi-Hermitian systems, we can consider the most general $\mathbb{C}^\times$ gauge choice with complex $\theta_i$’s (here $\mathbb{C}^\times = \mathbb{C} \setminus \{0\}$ is the group of non-zero complex numbers), and the similarity transformation Eq. (3) is exactly a local $\mathbb{C}^\times$ gauge transformation. Thus, the corresponding topological Berry phase, which arises from adiabatic evolution, should be described by a $\mathbb{C}^\times$-valued gauge field for generic quasi-Hermitian systems.

III. CLASSIFICATION OF TOPOLOGICAL PHASES IN 1D QUASI-HERMITIAN SYSTEMS

Now we move the discussion to generic interacting quasi-Hermitian systems. For 1D Hermitian bosonic systems without any symmetry, it is well known that any gapped quantum state can always connect to a trivial product state without phase transition[30, 46]. Obviously, such a statement still holds for 1D non-Hermitian bosonic systems, and SPT phases are still the only possible topological phases in bosonic case. Fermionic systems is in general much more complicated. However, it has been shown that the classification of 1D Hermi-
tian fermionic SPT phases can be obtained from that for bosonic systems via the Jordan-Wigner transformation (i.e., bosonization) [30, 47], and this should still hold in quasi-Hermitian systems. Thus we only need to focus on the classification of bosonic SPT phases in quasi-Hermitian systems in this section. In Hermitian cases, the bosonic SPT phases in n dimension have been successfully classified by classifying the fixed point partition functions. Mathematically, the classification is given by the group cohomology $H^n(G, U(1)_T)$ [34]. In this section, we will generalize this approach to quasi-Hermitian systems.

The topologically invariant fixed point partition function for bosonic SPT phases protected by a finite symmetry group $G$ in quasi-Hermitian systems (defined on an arbitrary branched triangulation of a 2D manifold) can be written as

$$Z_f = \frac{1}{|G|^N} \sum_{\{g_i\}_{\text{triangular}}} \prod_{s_{ijk}} \nu_2^{s_{ijk}}(g_i, g_j, g_k),$$ (8)

where $|G|$ is the order of the group, with $N_c$ the number of total vertices, and $s_{ijk} = \pm$ is determined by the orientation of the corresponding triangulation. Eq. (8) has exactly the same form as the fixed point partition function of 1+1D Hermitian systems except that $
u_2^\pm(g_i, g_j, g_k) \in \mathbb{C}^\times$ instead of $U(1)$ for quasi-Hermitian systems. $
u_2^\pm(g_i, g_j, g_k)$ is a function of group element $g_i, g_j, g_k$, which can be naturally regarded as the $\mathbb{C}^\times$-valued symmetric topological Berry phase term for quasi-Hermitian systems. $
u_2^\pm(g_i, g_j, g_k) = \nu_2^\pm(\bar{g_i}, \bar{g_j}, \bar{g_k})$ leaving the partition function invariant, which implies the partition function is invariant under symmetry operation. Moreover, we can further impose the following condition:

$$[\nu_2^\pm(g_i, g_j, g_k)]^* = \nu_2^\pm(g_i, g_j, g_k).$$ (9)

This condition holds because for quasi-Hermitian systems with real energy spectrum, the time reversal symmetry can always be realized by the complex conjugate operation. Alternatively, time reversal can also be defined as the reversing of branching arrows, which naturally reverses the time ordering and orientation for a given triangulation.

Furthermore, as a topologically invariant partition function, it must be invariant under all possible Pachner moves (re-triangulations) as depicted in Fig. 3 for arbitrary branched triangulation. For the $2 \leftrightarrow 2$ moves, we have:

$$\nu_2^\pm(g_0, g_1, g_3)\nu_2^\pm(g_0, g_2, g_3) = \nu_2^\pm(g_1, g_2, g_3)\nu_2^\pm(g_0, g_1, g_2),$$
$$\nu_2^\pm(g_1, g_2, g_3)\nu_2^\pm(g_0, g_1, g_3) = \nu_2^\pm(g_0, g_2, g_3)\nu_2^\pm(g_0, g_1, g_2).$$ (10)

Physically, the two Pachner moves correspond to retriangulation and coarse graining of the partition function. All of the above four equations form a consistent algebra which is also satisfied by fixed point partition function of Hermitian systems, and they lead to the unitarity condition for $\nu_2^\pm$:

$$\nu_2^\pm(g_i, g_j, g_k)\nu_2^\pm(g_i, g_j, g_k) = 1,$$ (12)

which further unifies the above four equations into the well-known 2-cocycle equation of $\nu_2^\pm$:

$$\nu_2^\pm(g_1, g_2, g_3)\nu_2^\pm(g_0, g_1, g_3) = \nu_2^\pm(g_0, g_2, g_3)\nu_2^\pm(g_0, g_1, g_2).$$ (13)

Thus, we conclude that for quasi-Hermitian systems, SPT phases are still classified by $H^2(G, U(1))$ and unitarity emerges for the fixed point partition function. The above results can also be generalized into anti-unitary symmetry cases straightforwardly.

As a summary, we have shown that the classification of 1D quasi-Hermitian bosonic SPT phases is exactly the same as the one of Hermitian systems. In fact, the emergence of unitarity discussed above should also apply to all the quasi-Hermitian bosonic SPT phases in higher dimensions. Moreover, because 1D local fermionic systems can always be mapped onto local bosonic systems as discussed in the beginning of this section, the above claim also holds for classifying SPT phases in 1D quasi-Hermitian fermionic systems. Besides the SPT phases, there is a so-called intrinsic topological phase in a 1D fermionic system, which is the Kitaev’s Majorana chain. The above derivation of emergent unitarity is still correct for this case, see the Supplementary materials for more details.
IV. TOPOLOGICAL PHASES IN GENERIC 1D NON-HERMITIAN SYSTEMS

A. Non-Hermitian SSH model with complex energy spectrum

Finally, we consider the most general non-Hermitian case, where the eigenvalues of the Hamiltonian can be complex. The ground state is decided by considering the path integral in Euclidean space. At a large time scale, only state with lowest real part energy survives. Thus, we define the state with lowest real part energy as the ground state. The imaginary part energy of the ground state only contribute an oscillation of state. Again, we use the SSH model to illustrate the basic idea.

In Fig. 4a and b, we show the real and imaginary parts of the spectrum of the model Eq. (6) with $\alpha_{\perp} = \alpha_{\parallel} = 1$, $t_1 = 0.6$, $t_2 = 1$, $\mu = 0.1$ and $U = 0.1$ at various twist angles $\theta$. Although defining symmetry is subtler for systems with complex eigenvalues, in this specific case the chiral symmetry can still be defined as Eq. (2). However, when we take $\theta$ from 0 to $2\pi$, a generic state might bypass another state without level crossing, and one may not be able to calculate the topological invariant $C$ for that state. This happens only when the energy spectrum is complex.

Fortunately, the ground state, which is considered to have the lowest real part energy, still has a well-defined $C$ when $t_1/t_2$ is away from 1 in this system. It is not surprising because the imaginary chemical potential can be regarded as a perturbation in this case. From another perspective, as the gap between ground state and excited state is much larger than the imaginary chemical potential for any twist angle $\theta$, we shall not expect the imaginary component of the ground state energy raised from the imaginary chemical potential will change band dispersion dramatically. The corresponding numerical result shows that we still have $C = 1$ for $t_1 < t_2$ and $C = 0$ for $t_1 > t_2$. For $t_1 \simeq t_2$, the gap is much smaller so that we cannot neglect the modification on band dispersion caused by the imaginary chemical potential. The situation near the critical point is quite subtle and complicated. The ground state may bypass another state without level crossing and thus does not have a well defined $C$. Nevertheless, our results still indicate a critical point at $t_1 \simeq t_2$. This suggests that there are still two SPT phases in this non-Hermitian case with a complex energy spectrum and they belong to the same fixed points as the Hermitian case.

The above example suggests that the emergent unitarity, i.e., a non-Hermitian SPT phase corresponding to a fixed point of the Hermitian case, still holds for 1+1D generic non-Hermitian systems. Whether the above statement holds for the most generic 1+1D non-Hermitian SPT phases can be studied by considering its fixed point theory, which will be studied in full details below.

B. Classification of SPT phases in generic 1D non-Hermitian systems

In fact, the topological invariant fixed point partition function Eq. (8) can also be defined for generic 1D non-Hermitian bosonic systems and we only need to remove the quasi-Hermitian condition Eq. (9). Similar to the quasi-Hermitian case, we can also derive the 2-cocycle condition Eq. (13) by considering all possible Pachner moves. However, in this case, $\nu_I^T$ is $\mathbb{C}^T$-valued and the classification of topological phases in generic 1D non-Hermitian bosonic systems is given by $H^2(G, \mathbb{C}^T)$. Interestingly, mathematically it turns out that for any finite group or compact Lie group $G$, the natural inclusion $U(1)_T \hookrightarrow \mathbb{C}^T$ induces isomorphisms $H^1(G; U(1)_T) \cong H^1(G; \mathbb{C}^T)$ for all $i > 0$, i.e., the classification of the non-Hermitian systems is still the same as the corresponding Hermitian systems. The details are given below.

At first, we consider a finite group $G$ corresponding to only unitary symmetries. Since all $U(1)$-valued cochains are naturally $\mathbb{C}^\times$-valued cochains, the inclusion $U(1) \hookrightarrow \mathbb{C}^\times$ induces homomorphisms $H^i(G; U(1)) \rightarrow H^i(G; \mathbb{C}^\times)$ for all $i > 0$. It may be shown by direct calculation that a $\mathbb{C}^\times$-valued cocycle is automatically valued in $U(1)$. However, we prove it in a more abstract way here.

Since $G$ represents unitary symmetries, it acts trivially on coefficient groups $U(1)$ and $\mathbb{C}^\times$. It is known that the short exact sequence of (multiplicative) abelian groups with the trivial $G$-action

$$1 \longrightarrow U(1) \longrightarrow \mathbb{C}^\times \longrightarrow \mathbb{R}_+ \longrightarrow 1,$$

where $\mathbb{R}_+$ denotes the multiplicative group of positive real numbers, induces a long exact sequence of cohomol-
ory groups

\[ 1 \rightarrow H^0(G, U(1)) \rightarrow H^0(G, \mathbb{C}^\times) \rightarrow H^0(G, \mathbb{R}_+) \rightarrow H^1(G, U(1)) \rightarrow H^1(G, \mathbb{C}^\times) \rightarrow H^1(G, \mathbb{R}_+) \rightarrow H^2(G, U(1)) \rightarrow H^2(G, \mathbb{C}^\times) \rightarrow \cdots \] (15)

Since all cohomology groups \( H^i(G, \mathbb{R}_+) \) are trivial for \( i > 0 \), and \( H^0(G, A) = A \) for all \( A \) with the trivial \( G \)-action, we get short exact sequences

\[ 1 \rightarrow H^1(G, U(1)) \rightarrow H^1(G, \mathbb{C}^\times) \rightarrow 1 \] (16)

for all \( i > 0 \), which imply that \( H^i(G, U(1)) \cong H^i(G, \mathbb{C}^\times) \) for all \( i > 0 \).

If \( G \) contains anti-unitary symmetries, for example the time-reversal symmetry \( T \), then the actions of \( G \) on coefficient groups \( U(1) \) and \( \mathbb{C}^\times \) are non-trivial, if \( T \in G \) is anti-unitary, we have \( T T^{-1} = -1 \), i.e., \( T \) acts by the complex conjugate. Similarly we have a short exact sequence of (multiplicative) abelian groups with \( G \)-action

\[ 1 \rightarrow U(1)_T \rightarrow \mathbb{C}^\times_T \rightarrow \mathbb{R}_+ \rightarrow 1 \] (17)

where the subscript \( T \) means the complex conjugate \( G \)-action on coefficient groups. Note that the \( G \)-action on \( \mathbb{R}_+ \) is trivial. This short exact sequence induces a long exact sequence of cohomology groups

\[ 1 \rightarrow H^0(G, U(1)_T) \rightarrow H^0(G, \mathbb{C}^\times_T) \rightarrow H^0(G, \mathbb{R}_+) \rightarrow H^1(G, U(1)_T) \rightarrow H^1(G, \mathbb{C}^\times_T) \rightarrow H^1(G, \mathbb{R}_+) \rightarrow H^2(G, U(1)_T) \rightarrow H^2(G, \mathbb{C}^\times_T) \rightarrow \cdots \] (18)

Recall that \( H^0(G, A_T) \) is the \( G \)-invariant subgroup of \( A \) for all \( A \), thus \( H^0(G, U(1)_T) = \{\pm 1\} = \mathbb{Z}_2 \) and \( H^0(G, \mathbb{C}^\times) = \{z \in \mathbb{C}^\times \mid z = \bar{z}\} = \mathbb{R}^\times \). So three \( H^0 \) groups in the above sequence form a short exact sequence

\[ 1 \rightarrow \mathbb{Z}_2 \rightarrow \mathbb{R}^\times \rightarrow \mathbb{R}_+ \rightarrow 1. \] (19)

Also, all cohomology groups \( H^i(G, \mathbb{R}_+) \) are trivial for \( i > 0 \). Hence we get short exact sequences

\[ 1 \rightarrow H^i(G, U(1)_T) \rightarrow H^i(G, \mathbb{C}^\times_T) \rightarrow 1 \] (20)

for all \( i > 0 \), which imply that \( H^i(G, U(1)_T) \) is isomorphic to \( H^i(G, \mathbb{C}^\times_T) \) for all \( i > 0 \).

A similar statement holds for any compact Lie group \( G \), where the Lie group cohomology with coefficients in an abelian Lie group is defined with the differentiable cohomology [48]. The proof is essentially the same. First, the short exact sequence

\[ 0 \rightarrow U(1) \rightarrow \mathbb{C}^\times \rightarrow \mathbb{R}_+ \rightarrow 0 \]

of abelian Lie groups induces a long exact sequence of differentiable cohomology groups; then we use the fact \( H^1(G, \mathbb{R}_+) \cong H^1(G, \mathbb{R}) = 0 \) to complete the proof. These two results are listed in Ref. [48].

Physically, the above results suggest that for generic non-Hermitian systems in 1D, the edge modes of bosonic SPT phase still carry projective representations of the corresponding symmetry group. Unlike Hermitian systems with unitary representation, generic non-Hermitian systems admit non-unitary projective representation. However, the isomorphism \( H^2(G; U(1)_T) \cong H^2(G; \mathbb{C}^\times_T) \) suggests that equivalent class of non-unitary projective representations are exactly the same as unitary projective representations. In particular, by a proper gauge choice, e.g., applying a coboundary transformation, all the projective representations in generic 1D non-Hermitian systems can still be chosen as unitary. Therefore, the classification of bosonic SPT phases in generic 1D non-Hermitian systems is exactly the same as their Hermitian counterparts. Again, as 1D local fermionic systems can always be mapped onto local bosonic systems, the above claim also holds for classifying SPT phases in generic non-Hermitian fermionic systems. Finally, as the above proof shows that \( H^i(G; U(1)_T) \cong H^i(G; \mathbb{C}^\times_T) \) for all \( i > 0 \), we conjecture that in higher dimensions, the classification of bosonic SPT phases in generic non-Hermitian systems is still exactly the same as their Hermitian counterparts.

### C. The emergence of unitarity for generic topological phases in 1D non-Hermitian systems

Since the low energy effective theory of topological phases can always be described by certain TQFTs, below we discuss a more general way to understand the emergence of unitarity for all topological phases in 1D non-Hermitian systems. It is well-known that Frobenius algebras give rise to a generic framework to understand 1+1D TQFTs for 1+1D bosonic systems. Based on such a framework, we provide a much deeper understanding on why the classification of topological phases in generic non-Hermitian systems is always the same as their Hermitian counterparts. We show that the concept of emergent unitarity actually applies for all extendable TQFTs in 1+1D.

#### 1. Definition of TQFT

The mathematical definition of a TQFT arises from the intuitions of path integrals. Given a quantum field theory \( Z \), there should be a Hilbert space on each (closed) space manifold \( \Sigma \), denoted by \( Z_0(\Sigma) \); and for each spacetime manifold \( M \), whose time slices at the beginning and end are \( \Sigma_1 \) and \( \Sigma_2 \) respectively (we call \( M \) a cobordism from \( \Sigma_1 \) to \( \Sigma_2 \)), we can do path integral and get a propagator denoted by \( Z_1(M) : Z_0(\Sigma_1) \rightarrow Z_0(\Sigma_2) \) (see Fig. 5). In particular, if the spacetime manifold \( M \) is already closed, \( Z_1(M) \) is a complex number, which is just the partition function. Moreover, these data should satisfy some natural factorization properties. For example, if \( M \) is a cobordism from \( \Sigma_1 \) to \( \Sigma_2 \) and \( N \) is a cobordism from \( \Sigma_2 \) to \( \Sigma_3 \), then we can sew them together to get a cobordism from \( \Sigma_1 \) to \( \Sigma_3 \), denoted by \( N \circ M \); then we expect that the composition \( Z_1(N)Z_1(M) \) of propagators should be equal
to \( Z_1(N \circ M) \). We say such a quantum field theory \( Z \) is topological if both the Hilbert spaces \( Z_0(\Sigma) \) and the propagators \( Z_1(M) \) only depend on the topology of the manifolds. These intuitions lead to a precise mathematical definition of TQFTs\[49, 50]\.

![Diagram](image)

**FIG. 5.** A TQFT maps space and spacetime manifolds to Hilbert spaces and operators.

It is well-known that a 1+1D TQFT \( Z \) is determined by its value \( Z_0(S^1) \) on a circle \( S^1 \), which is a commutative Frobenius algebra. For example, its multiplication is given by \( Z_1(M) \) as depicted in Fig. 5. We briefly review the notion of Frobenius algebras in Appendix B.

TQFTs give an abstract but generic framework to understand topological phases. Given a gapped topological phase, its ground state degeneracy defined on a closed space manifold \( \Sigma \) is robust and only depends on the topology of \( \Sigma \). Therefore, the ground state subspace on \( \Sigma \) is well-defined. If its low energy effective theory is described by a TQFT \( Z \), then \( Z_0(\Sigma) \) is given by this robust ground state subspace. This explains the well-known statement that the low energy effective theories of topological phases are TQFTs. However, a topological phase is an equivalence class of local Hamiltonians, thus only local TQFTs describe topological phases. In the following we discuss the locality of TQFTs.

2. Fully extended TQFT

A TQFT defined as above is not necessarily a local theory. To compute the partition function on an \( n+1 \)D closed manifold, we can decompose it into several pieces along \( n \)D submanifolds and then do path integrals. However, these pieces are usually too large to be thought of as local. A local theory should provide a way to compute the partition function by any decomposition of the spacetime manifold into small enough pieces, for example \( n \)-simplices, along higher-codimensional submanifolds. Thus a local TQFT should be able to evaluate at not only \( n+1 \)D and \( n \)D manifolds, but also at all higher-codimensional manifolds. Also, these data should satisfy some compatibility conditions.

This idea leads to the notion of an extended TQFT. Briefly speaking, a fully extended TQFT is an assignment which assigns linear objects (numbers, linear spaces, linear categories, ...) to cobordisms of all codimensions, including a point. It is local in the sense that, the partition functions can be computed by the decompositions into arbitrarily small pieces, and, as one may expect, a fully extended TQFT is determined by its value on a point \[51, 52\]. If we forget what we assign to higher-codimensional submanifolds, a fully extended TQFT gives an ordinary TQFT. We say a TQFT is fully extendable, or local, if it can be extended to a fully extended TQFT. The classification of fully extended 1+1D TQFTs was given by Ref. \[53\], and we summarize the main result in the following:

**Theorem 1.** An extended 1+1D TQFT is determined by its value on a point, which is a symmetric separable (semisimple) Frobenius algebra \( B \).

So far we have proved that the low energy effective theory of any local Hamiltonian of a topological phase, no matter it is Hermitian or non-Hermitian, must correspond to a Frobenius algebra \( B \). This Frobenius algebra \( B \) encodes all local physical data. In the next subsection we classify the gauged theories of (bosonic) SPT phases with onsite symmetry \( G \), and the \( G \)-gauge symmetries are also encoded in this algebra \( B \).

Let us give an explicit lattice construction of a fully extendable 1+1D TQFT from a symmetric special Frobenius algebra \( B \)[54]. Fix a basis \( \{e_i\} \) of \( B \), we write the structure constants of \( B \) as:

\[
e_i \cdot e_j = \mu(e_i \otimes e_j) = \sum_k C_{ij}^k \cdot e_k, \tag{21}\]
\[
\Delta(e_i) = \sum_{jk} C_{ij}^{jk} \cdot e_k \otimes e_j, \tag{22}\]
\[
\varepsilon(e_i \cdot e_j \cdot e_k) = C_{ijk}, \tag{23}\]
\[
((\Delta \otimes \text{id}_B) \circ \Delta)(1) = \sum_{ijk} C^{ijk} \cdot e_k \otimes e_j \otimes e_i. \tag{24}\]

\( \mu, \Delta \) and \( \varepsilon \) are called multiplication map, comultiplication map and counit map, respectively. See Section B in the Supplementary materials for more details about Frobenius algebra.

For any closed manifold \( M \), we take a directed trivalent graph on \( M \) and label each edge by basis vectors \( \{e_i\} \). Then we assign to each vertex a number as follows:

\[
F\left( \begin{array}{c}
k \\
 i & j \\
 \end{array} \right) = C_{ijk}, F\left( \begin{array}{c}
k \\
 i \\
 \end{array} \right) = C_{ij}^k, \tag{25}\]

\[
F\left( \begin{array}{c}
k \\
 j \\
 i \\
 \end{array} \right) = C_{ij}^{jk}, F\left( \begin{array}{c}
k \\
 j \\
 i \\
 \end{array} \right) = C^{ijk}. \tag{25}\]

The partition function on \( M \) is obtained by first taking the multiplication of \( F(v) \) over all vertices and then sum-
mning over all possible labels on basis vectors:

\[ Z(M) := \sum_F \prod_v F(v). \]  

(26)

This TQFT is local because the lattice construction only involves local data. For more details of this construction, see Section C in the Supplementary materials.

3. TQFT with a gauge symmetry

For any 1+1D SPT phases with onsite(internal) symmetry \( G \), we can gauge the symmetry \( G \) and get the well known Dijkgraaf-Witten theory, which can be described by a 1+1D TQFT with \( G \)-gauge symmetry. Thus, there is a one-to-one correspondence between the classification of SPT phases protected by onsite(internal) symmetry \( G \) and the classification of Dijkgraaf-Witten theory with \( G \)-gauge symmetries.

On the other hand, if there is a \( G \)-gauge symmetry in the partition function (26), the local degree of freedom on each edge should be labeled by group elements \( g \in G \). In other words, the vector space \( B \) is spanned by the group \( G \), i.e., \( B = \mathbb{C}[G] \). To do local gauge transformations, the multiplication of \( B \) should behave like the group multiplication, up to a phase factor: \( g \cdot h = \omega(g, h) \cdot gh \) for some \( \omega(g, h) \in \mathbb{C}^\times \). The associativity of the multiplication implies that \( \omega \in Z^2(G; \mathbb{C}^\times) \) is a 2-cocycle. Hence, the Frobenius algebra \( B \) is just the twisted group algebra \( \mathbb{C}_\omega[G] \). Moreover, two cocycles differed by a coboundary give the isomorphic twisted group algebra. Hence for generic non-Hermitian systems, the Dijkgraaf-Witten theory with \( G \)-gauge symmetry are classified by the group cohomology \( H^2(G; \mathbb{C}^\times) \), which is isomorphic to \( H^2(G; U(1)) \) by the results in Sec. IV B. According to the one-to-one correspondence between Dijkgraaf-Witten gauge theory and SPT phases, we end up with the same conclusion that the classification of SPT phases in generic 1+1D non-Hermitian systems is still exactly the same as their Hermitian counterparts. More rigorously, SPT phases in 1+1D can also be classified by \( G \)-crossed Frobenius algebras and there is a similar cohomology classification [55, 56].

Moreover, we note that the Jordan-Wigner transformation maps the Majorana chain (which is a 1D intrinsic topological phase for fermion systems) to a 1d \( \mathbb{Z}_2 \) symmetry breaking phase. It can also be described by the commutative Frobenius algebra \( \mathbb{C}^2 = \mathbb{C} \oplus \mathbb{C} \), and the \( \mathbb{Z}_2 \)-action is permuting two components of \( \mathbb{C}^2 \). Apparently, such a commutative Frobenius algebra is always equivalent to a unitary Frobenius algebra with the same \( \mathbb{Z}_2 \)-action and the concept of emergent unitarity will still apply for this case.

V. DISCUSSION AND CONCLUSION

We have studied the classification of topological phases for 1D interacting non-Hermitian systems, and established that the classification of topological phases is exactly the same as Hermitian systems. Moreover, unitarity can even emerge for fixed point partition functions of 1D topological phases. In mathematics, the isomorphisms \( H^i(G; U(1)_T) \cong H^i(G; \mathbb{C}^+_T) \) for all \( i > 0 \) suggest that in 2D and 3D, the classification of interacting SPT phases could still be the same for Hermitian and non-Hermitian systems (at least for bosonic systems). Of course, for intrinsic topological phases in higher dimensions, it has been shown that non-Hermitian systems can be much richer than Hermitian systems, e.g. string-net models constructed by non-unitary fusion category theory are very interesting examples [57]. Finally, defining topological invariants for generic non-Hermitian systems is still quite challenging, which further suggests that topological phase transitions in non-Hermitian systems are much richer than in Hermitian systems, even in 1D. We believe that non-unitary conformal field theory (CFT) might play a very important role.
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Appendix A: Emergent unitarity for 1+1D intrinsic topological phases in quasi-Hermitian fermionic systems

For 1+1D quasi-Hermitian fermionic systems, we can use the Grassmann valued amplitude to construct the partition function for topological phases. Below we consider the so-called intrinsic topological phase which is stable even without symmetry protection. It turns out that there is one and only one such kind phase, namely, the Kitaev’s Majorana chain model.

Let us consider the following partition function:

\[ Z(M) := \sum_F \prod_v F(v). \]  

(26)
Similarly, the

\[ Z_f = \sum_{\{n_{ij}\}} \int \prod_{\text{link}} d\theta_{ij}^+ d\theta_{ij}^- \prod_{\text{link}} (1 - \theta_{ij}^+ \theta_{ij}^-) \prod_{\text{triangular}} \mathcal{V}_{ijk}^{\pm}, \]

(A1)

where

\[ \mathcal{V}_{ijk}^+ = \sum_{n_{ij}, n_{jk}, n_{ik}} \nu^+(n_{ij}, n_{jk}, n_{ik}) (\theta_{ij}^+)^{n_{ij}} (\theta_{jk}^-)^{n_{jk}} (\theta_{ik}^-)^{n_{ik}} \]

\[ \mathcal{V}_{ijk}^- = \sum_{n_{ij}, n_{jk}, n_{ik}} \nu^-(n_{ij}, n_{jk}, n_{ik}) (\theta_{ij}^+)^{n_{ij}} (\theta_{jk}^-)^{n_{jk}} (\theta_{ik}^-)^{n_{ik}} \]

(A2)

Similar as bosonic systems, for quasi-hermitian systems, we can also impose the following condition:

\[ \nu^-(n_{ij}, n_{jk}, n_{ik}) = [\nu^+(n_{ij}, n_{jk}, n_{ik})]^* \quad (A3) \]

Note that the fermion parity conservation further requires:

\[ n_{ij} + n_{jk} + n_{ik} = 0 \mod 2 \quad (A4) \]

Actually, in terms of quantum field theory language, \( \mathcal{V}^\pm \) can be regarded as Grassmann valued amplitude, and the Grassmann variable \( \theta^+/\theta^- \) satisfying standard Grassmann algebra is associate with creation/annihilation operator \( c^\dagger/c \).

Now we consider the time ordered Pachner moves for Grassmann valued partition. Formally, we can write down the 2 ↔ 2 move as:

\[
\int d\theta_{03}^+ d\theta_{03}^- (1 - \theta_{03}^+ \theta_{03}^-) \mathcal{V}_{013}^+ \mathcal{V}_{023}^- = \int d\theta_{12}^+ d\theta_{12}^- (1 - \theta_{12}^+ \theta_{12}^-) \mathcal{V}_{123}^- \mathcal{V}_{012}^+ \\
\int d\theta_{13}^+ d\theta_{13}^- (1 - \theta_{13}^+ \theta_{13}^-) \mathcal{V}_{123}^+ \mathcal{V}_{013}^- = \int d\theta_{02}^+ d\theta_{02}^- (1 - \theta_{02}^+ \theta_{02}^-) \mathcal{V}_{023}^- \mathcal{V}_{012}^+ 
\]

(A5) \quad (A6)

We note that due to the even number of Grassmann variable constraint, we can remove the summation over \( n_{ij} \) and obtain:

\[ \nu^+(n_{01}, n_{13}, n_{03}) \nu^-(n_{02}, n_{23}, n_{03}) = \nu^-(n_{12}, n_{23}, n_{13}) \nu^+(n_{01}, n_{12}, n_{02}) \quad (A7) \]

\[ \nu^+(n_{12}, n_{23}, n_{13}) \nu^+(n_{01}, n_{13}, n_{03}) = \nu^+(n_{02}, n_{23}, n_{03}) \nu^+(n_{01}, n_{12}, n_{02}) \quad (A8) \]

Similarly, the 1 ↔ 3 moves further imply:

\[ \nu^+(n_{01}, n_{13}, n_{03}) = \sum_{n_{12}} \nu^-(n_{12}, n_{23}, n_{13}) \nu^+(n_{02}, n_{23}, n_{03}) \nu^+(n_{01}, n_{12}, n_{02}) \quad (A9) \]

\[ \nu^+(n_{02}, n_{23}, n_{03}) = \sum_{n_{12}} \nu^+(n_{12}, n_{23}, n_{13}) \nu^+(n_{01}, n_{13}, n_{03}) \nu^-(n_{01}, n_{12}, n_{02}), \quad (A10) \]

We notice the combination of the time ordered 2 ↔ 2 and 1 ↔ 3 moves gives rise to the unitary condition on \( \nu^+_2 \):

\[ \sum_{n_{ij}} \nu^+(n_{ij}, n_{jk}, n_{ik}) \nu^-(n_{ij}, n_{jk}, n_{ik}^\prime) = \delta_{n_{ik}, n_{ik}^\prime} \quad (A11) \]

and

\[ \nu^+(n_{12}, n_{23}, n_{13}) \nu^+(n_{01}, n_{13}, n_{03}) = \nu^+(n_{02}, n_{23}, n_{03}) \nu^+(n_{01}, n_{12}, n_{02}) \quad (A12) \]

A simple solution reads:

\[ \nu^+(n_{ij}, n_{jk}, n_{ik}) = 1/\sqrt{2} \quad (A13) \]

Kitaev’s Majorana chain model, which has a protected Majorana zero modes on its open ends. To see this more explicitly, let us recall the Hamiltonian of the Kitaev’s Majorana chain on an ordered 1D lattice without
We choose the anti-periodical boundary condition (APBC) to simplify our discussion. Due to the fact 
\[ (c_I - c_I^\dagger)(c_{I+1} + c_{I+1}^\dagger) = 0, \]
we can define the following projectors:
\[ P_I = \frac{1}{2} [1 - (c_I - c_I^\dagger)(c_{I+1} + c_{I+1}^\dagger)], \quad I = 1, \cdots, N - 1 \]
\[ P_N = \frac{1}{2} [1 - (c_I - c_I^\dagger)(c_N + c_N^\dagger)]. \]  

It is easy to check \( P_I^2 = P_I \) and \( [P_I, P_J] = 0 \). Thus, the Hamiltonian of the Kitaev’s Majorana chain model is actually a summation of commuting projectors:
\[ H = \sum_{I=1}^{N} (1 - P_I) \]  

As a result, the ground state can be generated by acting the product of all projectors \( \prod_I P_I \) onto an arbitrary state if the projector do not annihilate it. It turns out for those states with even number fermion \( \prod_I P_I \) (even) do not vanish and the ground state is an equal weight superposition of all possible even number fermion configurations (Notice the fermion basis are ordered as \( 1 < 2 < \cdots < N \)).

In the following, let us explicitly show why our solution describes the fixed point partition function of the Majorana chain. Since the gap of the system should be infinite at the fixed point, we need to rescale the Hamiltonian Eq.(A16) as:
\[ H = U \sum_{I=1}^{N} (1 - P_I); \quad U \to \infty \]  

The corresponding fixed point partition function reads:
\[ Z = e^{-\beta H} = (e^{-\Delta \tau H})^n \simeq \left( \prod_I P_I \right)^n \]  

In the last step we omit the overall constant. In each imaginary time slice \( \Delta \tau = \beta/n \), the partition function takes a form:
\[ Z_{\Delta \tau} \simeq \prod_I P_I \]  

In the fermion coherent state representation, we can express each \( P_I \) as:
\[ \langle \theta_I^\dagger \theta_{I+1}^\dagger | P_I | \theta_I \theta_{I+1} \rangle \]
\[ = \frac{1}{2} \langle \theta_I^\dagger \theta_{I+1}^\dagger | \theta_I \theta_{I+1} \rangle \left[ 1 - (\theta_I - \theta_I^\dagger)(\theta_{I+1} + \theta_{I+1}^\dagger) \right] \]
\[ = \frac{1}{2} \left[ (1 + \theta_I^\dagger \theta_I)(1 + \theta_{I+1}^\dagger \theta_{I+1}) - (\theta_I - \theta_I^\dagger)(\theta_{I+1} + \theta_{I+1}^\dagger) \right] \]  

where the fermion coherent state \( | \theta_I \rangle \) is defined as:
\[ | \theta_I \rangle = | 0 \rangle - \theta_I c_I^\dagger | 0 \rangle \]
and from the Grassmann algebra we have \( \theta_I^2 = 0 \).

The above expression evolve four Grassmann variable, so we need to introduce two triangle with a shared edge to represent the above amplitude, see in Fig. 6(a). If we define:
\[ \theta_I = \theta_{01}^\dagger; \quad \theta_{I+1} = \theta_{13}^\dagger; \quad \theta_I^\dagger = \theta_{02}^\dagger; \quad \theta_{I+1}^\dagger = \theta_{23}^\dagger, \]  

It is easy to check the amplitudes:
\[ \int d\theta_{12}^\dagger d\theta_{12} (1 - \theta_{12}^\dagger \theta_{12}) V_{12}^+ V_{12}^+ = \frac{1}{2} \left[ (1 + \theta_I^\dagger \theta_I)(1 + \theta_{I+1}^\dagger \theta_{I+1}) - (\theta_I - \theta_I^\dagger)(\theta_{I+1} + \theta_{I+1}^\dagger) \right] \]
\[ = \langle \theta_I^\dagger \theta_{I+1}^\dagger | P_I | \theta_I \theta_{I+1} \rangle, \]  

where the coefficients of \( V^\pm \) are the solutions in Eq.(A13):
\[ V_{ij}^+ = \frac{1}{\sqrt{2}} \sum_{n_i, n_j} (\theta_{ij}^+)_{n_i}^n (\theta_{jk}^+)_{n_j}^n | n_i - n_j \rangle \]
\[ V_{ij}^- = \frac{1}{\sqrt{2}} \sum_{n_i, n_j} (\theta_{ij}^+)_{n_j}^n (\theta_{jk}^+)_{n_i}^n | n_i - n_j \rangle \]  

Thus, we prove that the amplitude in Fig. 6(a) does represent the projector \( P_I \). The partition function in a time slice can be constructed by a product of \( P_I \), as shown in Fig. 6(b), notice that in a partition function with a global time ordered structure will be naturally associated with APBC, as discussed above. Other boundary conditions require the introducing of discrete spin structures, which is much more complicated and beyond the scope of this paper. In conclusion, we see that without any physical symmetry, there is still a non-trivial topological phase in 1D quasi-Hermitian fermion systems, and unitarity will emerge for its fixed point partition function, which exactly describes the ground state phase of Kitaev’s Majorana chain model.
FIG. 6. The graphic representation of the ideal Hamiltonian for the Majorana chain. (a) The graphic representation of the projector $P_I$, all the group elements $g^i$ in this case are just a trivial identity. (b) The graphic representation for the partition function $Z_{\Delta^\tau}$ for a 3 sites system with APBC.

Appendix B: Frobenius algebras

In this appendix, we briefly review the definition and basic properties of Frobenius algebras.

**Definition 2.** A Frobenius algebra is a quintuple $(A, \mu, \eta, \Delta, \varepsilon)$, where:

1. $A$ is a (complex) vector space.
2. $\mu : A \otimes A \to A$ is a linear map, called the multiplication map. We also denote $\mu(a \otimes b)$ by $a \cdot b$ or simply $ab$.
3. $\eta : \mathbb{C} \to A$ is a linear map, called the unit map. We also denote $\eta(1)$ by $1_A$ or simply $1$.
4. $\Delta : A \to A \otimes A$ is a linear map, called the comultiplication map.
5. $\varepsilon : A \to \mathbb{C}$ is a linear map, called the counit map.

These data satisfy the following conditions:

- $(A, \mu, \eta)$ is an algebra. More precisely, we have
  
  $\mu \circ (\mu \otimes \text{id}_A) = \mu \circ (\text{id}_A \otimes \mu),$
  
  $\mu \circ (\eta \otimes \text{id}_A) = \text{id}_A = \mu \circ (\text{id}_A \otimes \eta).$

  Here $\text{id}_A : A \to A$ is the identity map.

- $(A, \Delta, \varepsilon)$ is a coalgebra. More precisely, we have
  
  $(\Delta \otimes \text{id}_A) \circ \Delta = (\text{id}_A \otimes \Delta) \circ \Delta,$
  
  $(\varepsilon \otimes \text{id}_A) \circ \Delta = \text{id}_A = (\text{id}_A \otimes \varepsilon) \circ \Delta.$

  Here we use a small circle to depict the one-dimensional vector space $\mathbb{C}$, which represents the vacuum. Then the conditions of that $(A, \Delta, \varepsilon)$ is a coalgebra can be depicted as

  $\mu = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \eta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \Delta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \varepsilon = \begin{array}{c}
  \ \ \\
  \end{array}.$

  i.e. $\mu$ is associative and $\eta$ is unital for $\mu$; the conditions of that $(A, \Delta, \varepsilon)$ is a coalgebra can be depicted as

  $\mu = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \eta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \Delta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \varepsilon = \begin{array}{c}
  \ \ \\
  \end{array}.$

  i.e. $\Delta$ is coassociative and $\varepsilon$ is counital for $\Delta$; and the

- We have
  
  $(\mu \otimes \text{id}_A) \circ (\text{id}_A \otimes \Delta) = \Delta \circ \mu = (\text{id}_A \otimes \mu) \circ (\Delta \otimes \text{id}_A).$

  This condition is called the Frobenius condition.

**Remark 3.** By applying the first condition of that $(A, \mu, \eta)$ is an algebra to an element $a \otimes b \otimes c \in A \otimes A \otimes A$, we get $(ab)c = a(bc)$. In other words, this condition means the multiplication is associative. Similarly, the second condition says $1 \cdot a = a = a \cdot 1$ for all $a \in A$, which means $1 \in A$ is the unit for the multiplication. These two conditions reformulate the classical definitions of (linear) algebras by using linear maps, not elements in vector spaces.

Let us explain the definition of Frobenius algebras by the so-called graph calculus. First, one may imagine that $A$ is a particle moving in the spacetime. So we can draw the Feynman diagrams of $A$. If there is only a single $A$, we draw it as follows:

\[ A = \begin{array}{c}
  \ \ \\
  \end{array} = \text{id}_A. \]

Our convention is that the time axis points upward. This single line of $A$ also represents the identity map $\text{id}_A$ because $\text{id}_A$ means nothing happens on $A$. All the other data in the definition of Frobenius algebras can be viewed as interactions of $A$, depicted as follows:

\[ \mu = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \eta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \Delta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \varepsilon = \begin{array}{c}
  \ \ \\
  \end{array}. \]

Here we use a small circle to depict the one-dimensional vector space $\mathbb{C}$, which represents the vacuum. Then the conditions of that $(A, \mu, \eta)$ is an algebra can be depicted as

\[ \mu = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \eta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \Delta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \varepsilon = \begin{array}{c}
  \ \ \\
  \end{array}. \]

i.e. $\mu$ is associative and $\eta$ is unital for $\mu$; the conditions of that $(A, \Delta, \varepsilon)$ is a coalgebra can be depicted as

\[ \mu = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \eta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \Delta = \begin{array}{c}
  \ \ \\
  \end{array}, \quad \varepsilon = \begin{array}{c}
  \ \ \\
  \end{array}. \]

i.e. $\Delta$ is coassociative and $\varepsilon$ is counital for $\Delta$; and the
Frobenius condition can be depicted as

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{example5.png}
\end{array}
\]

Hence the definition of Frobenius algebras means the value of topologically equivalent diagrams are equal. This is also why 1+1D TQFTs are equivalent to commutative Frobenius algebras.

**Definition 4.** A Frobenius algebra \(A = (A, \mu, \eta, \Delta, \varepsilon)\) is commutative if it satisfies the condition \(\mu \circ \tau = \mu\), where \(\tau : A \otimes A \rightarrow A \otimes A\) permutes two components: \(\tau(a \otimes b) = b \otimes a\). It is symmetric if it satisfies the condition \(\varepsilon \circ \mu \circ \tau = \varepsilon \circ \mu\).

We can also depict the map \(\tau\) as

\[
\tau = \begin{array}{c}
\includegraphics[width=0.2\textwidth]{tau_example.png}
\end{array}
\]

Then \(A\) is commutative can be depicted as

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{commutative_example.png}
\end{array}
\]

and that \(A\) is symmetric can be depicted as

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{symmetric_example.png}
\end{array}
\]

**Example 5.** Let us consider the case that the commutative Frobenius algebra \(A\) is semisimple. So as an algebra we have \(A \cong \mathbb{C}^n\) for some positive integer \(n\), and the Frobenius structure over \(\mathbb{C}^n\) is determined by the counit map \(\varepsilon : \mathbb{C}^n \rightarrow \mathbb{C}\). Let \(\{e_i\} = \{0, \ldots, 1, \ldots, 0\} \in \mathbb{C}^n\) be the canonical basis of \(\mathbb{C}^n\), and denote \(\theta_i = \varepsilon(e_i)\). They are \(n\) non-zero numbers. Then the counit \(\varepsilon : \mathbb{C}^n \rightarrow \mathbb{C}^n \otimes \mathbb{C}^n\) is given by \(\varepsilon(1) = \sum \theta_i^{-1} \cdot e_i \otimes e_i\).

This commutative Frobenius algebra \(A\) corresponds to a 1+1D TQFT, so we can compute the partition functions of the corresponding TQFT on closed surfaces. The results are listed below.

- The partition function on a sphere is equal to \(\varepsilon \circ \eta = \varepsilon(1) = \sum \theta_i^{-1} \cdot e_i\).

- The partition function on a torus is equal to \(\varepsilon \circ \mu \circ \Delta \circ \eta = \varepsilon \circ \mu(\Delta(1)) = \varepsilon \circ \mu(\sum \theta_i^{-1} \cdot e_i \otimes e_i) = \varepsilon(\sum \theta_i^{-1} \cdot e_i) = \sum \theta_i^{-1} \cdot e_i = n\), which is the dimension of \(A\).

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{example7.png}
\end{array}
\]

**Appendix C: State-sum constructions of 1+1D TQFTs**

In this appendix we review a state-sum construction of 1+1D TQFTs based on Frobenius algebras [54]. For simplicity, we only give the construction of partition functions on closed surfaces \(M\). First we fix a symmetric special Frobenius algebra \(B = (B, \mu, \eta, \Delta, \varepsilon)\). We also choose a basis \(\{e_i\}\) of \(B\), then all linear maps \(\mu, \eta, \Delta, \varepsilon\) can be equivalently represented by structure constants in this basis. For example, we define \(\{C_{ij}^k\}\) by

\[
e_i \cdot e_j = \mu(e_i \otimes e_j) = \sum_k C_{ij}^k \cdot e_k,
\]

and \(\{C_{i}^{jk}\}\) by

\[
\Delta(e_i) = \sum_{jk} C_{i}^{jk} \cdot e_k \otimes e_j.
\]

We also define \(\{C_{ijk}\}\) by

\[
\varepsilon(e_i \cdot e_j \cdot e_k) = C_{ijk},
\]

and \(\{C_{ij}^k\}\) by

\[
((\Delta \otimes \text{id}_B) \circ \Delta)(1) = \sum_{ijk} C_{ij}^k \cdot e_k \otimes e_j \otimes e_i.
\]

These coefficients are used to construct partition functions.

Given a 2-dimensional compact oriented manifold \(M\) without boundary, we choose a trivalent graph \(K'\) on \(M\). This can be done by first taking a triangulation of \(M\) and then taking the dual graph. We also need to order the graph, but in this case the order can be weaker than a branching structure: what we need is only an order of each edge, that is, a directed graph.

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{example7.png}
\end{array}
\]

A \(B\)-field \(F\) is an assignement to each oriented edge \((v_{ij}, v_{ji})\) a basis vector \(F(v_{ij}, v_{ji}) \in \{e_i\}\) of \(B\) (see Figure 7). Given a \(B\)-field, we assign each vertex \(v\) a number \(F(v)\) as follows:
Note that the order of indices depends on the orientation of the manifold \( M \), and in the above figures we assume the orientation is counterclockwise. Since \( B \) is symmetric, these structure constants are cyclic invariant, for example, \( C_{ijk} = C_{jki} = C_{kij} \), thus these numbers \( F(v) \) are well-defined. Then we define a number \( Z(K', F, B) \) to be the multiplication of all numbers assigned to vertices:

\[
Z(K', F, B) := \prod_v F(v).
\]

The partition function on \( M \) is obtained by summing over all \( B \)-fields, i.e. summing over all indices of basis vectors:

\[
Z = Z(K', B) := \sum F(K', F, B) = \sum \prod_v F(v). \tag{C5}
\]

For example, the \( B \)-field in Figure 7 gives \( Z = C_{ij}^k C_k^{lm} \cdots \), and the partition function should be:

\[
Z = \sum_{ijklm \cdots} C_{ij}^k C_k^{lm} \cdots.
\]

Since all indices are summing over, the partition function is independent of the choice of the basis \( \{ e_i \} \) of \( B \).

Before we prove the topological invariance of the partition function (C5), we give some examples which recover the Dijkgraaf-Witten theory.

Example 6. Let \( G \) be a finite group. Define a Frobenius algebra \( B = \mathbb{C}[G] \) as follow:

1. The vector space \( \mathbb{C}[G] \) is spanned by the elements in \( G \). In other words, the vectors in \( \mathbb{C}[G] \) are of the form \( \sum_{g \in G} \lambda_g \cdot g \).
2. The multiplication of \( \mathbb{C}[G] \) is given by the group multiplication of \( G \): \( \mu(g \otimes h) = gh \).
3. The unit of \( \mathbb{C}[G] \) is the unit of \( G \): \( \eta(1) = e \).
4. The comultiplication of \( \mathbb{C}[G] \) is defined by \( \Delta(g) = |G|^{-1} \sum_{x,y=g} \omega(x,y) \cdot x \otimes y \).
5. The counit of \( \mathbb{C}[G] \) is defined by \( \varepsilon(g) = \delta_{g,e} \cdot |G| \).

It is not hard to verify that \( \mathbb{C}[G] \) is a symmetric special Frobenius algebra. We choose the canonical basis \( \{ g \in \mathbb{C}[G] \}_{g \in G} \); then we have:

\[
C_{gh}^k = \delta_{gh}^k, \quad C_{gh}^{hk} = |G|^{-1} \delta_{kh}^g, \quad C_{ghk} = |G| \delta_{ghk}, \quad C_{ijk} = |G|^{-2} \delta_{ijk}^g.
\]

where \( \delta \) is the delta function. Given a \( \mathbb{C}[G] \)-field \( F \), it is clear that \( Z(K', F, \mathbb{C}[G]) \) is nonzero only if for each vertices the multiplication of three adjacent group elements (up to orientation) is \( e \in G \). On the dual triangulation this condition is nothing but the flat-connection condition. It is not hard to verify that the partition function coincides with the Dijkgraaf-Witten theory with the trivial cocycle \( \omega = 1 \).

Example 7. The above example can be generalized to a twisted version. Suppose \( \omega \in \mathbb{Z}^2(G; \mathbb{C}^\times) \) is a 2-cocycle of the group cohomology valued in \( \mathbb{C} \). Define a Frobenius algebra \( B = \mathbb{C}_\omega[G] \) as follow:

1. The vector space \( \mathbb{C}_\omega[G] \) is the same as \( \mathbb{C}[G] \).
2. The multiplication of \( \mathbb{C}_\omega[G] \) is given by \( \mu(g \otimes h) = \omega(g,h) \cdot gh \).
3. The unit of \( \mathbb{C}_\omega[G] \) is \( \eta(1) = \omega(e,e)^{-1} \cdot e \). Recall that the cocycle condition implies that \( \omega(g,e) = \omega(e,g) = \omega(e,e) \) for all \( g \in G \). Usually we take \( \omega \) to be normalized, i.e. \( \omega(e,e) = 1 \).
4. The comultiplication of \( \mathbb{C}_\omega[G] \) is defined by \( \Delta(g) = |G|^{-1} \sum_{x,y=g} \omega(x,y)^{-1} \cdot x \otimes y \).
5. The counit of \( \mathbb{C}_\omega[G] \) is defined by \( \varepsilon(g) = \delta_{g,e} \cdot |G| \cdot \omega(e,e) \).

As the above example, it can be verified that the partition function \( Z(K', \mathbb{C}_\omega[G]) \) coincides with the Dijkgraaf-Witten theory.

Remark 8. The partition function (C5) can be written in a basis-free version. We can view each edge as a copy of \( B \) and each vertex as a linear map. For example, the vertex

should be viewed as the linear map \( \mu : B \otimes B \rightarrow B \). Then the whole graph should be viewed as a trace of a large linear map, or equivalently a linear map from \( \mathbb{C} \) to \( \mathbb{C} \), since there is no outer legs. This trace is precisely the partition function (C5).

Remark 9. It is not necessary to use a trivalent graph to do this construction. From a Frobenius algebra \( B \) we can easily construct a linear map \( B^\otimes m \rightarrow B^\otimes n \), for any \( m, n \). Hence this construction works for a graph whose vertices has arbitrarily many edges.
Let us prove the topological invariance of the partition function (C5).

It suffices to show that the partition function is invariant under (dual) Pachner moves. The (2, 2)-moves are

\[
\begin{array}{ccc}
\text{ or }
\end{array}
\]

i.e. the usual (2, 2)-move with all possible orientations on edges. Similarly, the (1, 3)-moves are

\[
\begin{array}{ccc}
\text{ or }
\end{array}
\]

The invariance under the first (2, 2)-move is precisely the associativity of the multiplication \( \mu \). Using structure constants, this condition can be written as

\[
C_{ij}^{\ell}C_{k\ell}^m = C_{il}^mC_{jk}^l.
\]

The second (2, 2)-move is precisely the Frobenius condition. Similarly, all (2, 2)-moves are related to the associativity, the coassociativity and the Frobenius condition.

For the (1, 3)-moves, first we apply a (2, 2)-move to the right hand side of (1, 3)-moves:

\[
\begin{array}{ccc}
\text{ or }
\end{array}
\]

Therefore, the invariance under the (1, 3)-moves is equivalent to the following bubble-cancellation condition:

\[
\begin{array}{ccc}
\text{ or }
\end{array}
\]

This condition means the Frobenius algebra \( B \) satisfies \( \mu \circ \Delta = \text{id}_B \), i.e. the special condition.

Hence, we conclude that the partition function (C5) constructed by a symmetric special Frobenius algebra \( B \) is invariant under Pachner moves, i.e. topological invariant. Also, from the above proof, one can see that to construct a topological invariant partition function we must use a symmetric special Frobenius algebra.
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