Multi-Frame Quality Enhancement On Compressed Video Using Quantised Data of Deep Belief Networks

Dionne Takudzwa Chasi
Computer Science Division
Stellenbosch University
Stellenbosch, South Africa
Email: dtchasi97@gmail.com

Mkhuseli Ngxande
Computer Science Division
Stellenbosch University
Stellenbosch, South Africa
Email: ngxandem@sun.ac.za

Abstract—In the age of streaming and surveillance compressed video enhancement has become a problem in need of constant improvement. Here, we investigate a way of improving the Multi-Frame Quality Enhancement approach. This approach consists of making use of the frames that have the peak quality in the region to improve those that have a lower quality in that region. This approach consists of obtaining quantized data from the videos using a deep belief network. The quantized data is then fed into the MF-CNN architecture to improve the compressed video. We further investigate the impact of using a Bi-LSTM for detecting the peak quality frames. Our approach obtains better results than the first approach of the MFQE which uses an SVM for PQF detection. On the other hand, our MFQE approach does not outperform the latest version of the MQFE approach that uses a Bi-LSTM for PQF detection.

Index Terms—compressed video, neural networks, bi-lstm, convolutional network

I. INTRODUCTION

The importance of video streaming has increased over the years as streaming has become popular over the past few years thus leading to the vast research in the field of video enhancement [23]. Video quality deteriorates during transmission due to the bandwidth, delay and loss requirements as a result videos are compressed before transmission [6]. Video compression results in deterioration of the video quality as compression artifacts are introduced in the video. Over the years, different ways have been developed for the process of video enhancement of compressed video to curb the deterioration of video quality due to video compression [4]. Video enhancement techniques can be divided into two broad categories which are self-enhancement and frame-based fusion enhancement [4]. The self-enhancement techniques do not involve embedding high quality background information into the video these techniques include HDR-based video enhancement, compressed-based video enhancement and wavelet-based transform video enhancement [4]. On the other hand, there frame-based fusion enhancement involves extracting high quality background information and embedding this information into the low quality video to improve the quality [4]. The approach that we will be discussing in this paper is a frame-based fusion enhancement that is done by making use of deep learning techniques. Deep Learning has been used in recent works to enhance the video quality for instance in the Decoder-side Scalable Convolutional Network (DS-CNN) where the DS-CNN learns a model to reduce the I and B/P frames in HEVC [14]. Similar to the above mentioned there is a Denoising Convolutional Convolutional Network (DnCNN) where the CNN is trained to tackle general denoising such as gaussian denoising by removing the latent clean image in the hidden layer [13]. The above mentioned methods do not make use of the frames that have good quality but rather they process a single frame at a time. The approach that we will discuss in this paper is the Multi Frame Quality Enhancement using Quantized data technique. Using Quantized Data from a Deep Belief Network as an input to a Bi-LSTM was used in Sleep Stage Classification [20] and in this research this approach will be applied to the Bi-LSTM that is used to detect PQF Frames. This technique takes advantage of the fluctuating quality between the frames in the video. In this technique the video is analysed on a frame basis. Thereafter, these frames are categorised into peak quality frames and low quality frames. The Peak Quality Frames (PQF) are used to improve the quality of the low quality frames in the neighbourhood of the PQF. Determining the PQF frames is dependent on the following video quality metrics Peak Signal to Noise Ratio (PSNR), Structural Similarity (SSIM) and the Quantization Parameter. Fig 1, fig 2 and fig 3 show how these values change across the different frames in the video. The PQ value of a frame is related to the quality of that frame. A lower PQ value relates to higher quality for that frame, it is shown that the lower PQ values produce better PSNR values [18]. The PSNR value shows the variation of video quality over the frames in the video [15]. The localized peaks are used to classify which of the frames are at peak quality.

The SSIM metric has been used in image restoration, video quality monitoring, image enhancement, video compression, visual, visual recognition and image coding [17]. The SSIM accounts for the visual of changes in the luminance, contrast and structure [17]. A higher structural similarity relates to
This work is an extended version of the MFQE 2.0 approach [1]. In our approach we have added another layer to the architecture by adding a DBN that quantizes the video data. This is done by using the PSNR and SSIM values for each as input to the DBN alongside labels that indicate whether the frame is a PQF or a non-PQF. The quantised data will be the output of the DBN as in 20. The quantised data is then used for PQF detection. This approach results in faster detection of PQF frames and improves the Peak signal to noise ratio of the non-PQF’s.

II. METHODOLOGY

A. Dataset and Preprocessing

The dataset used in this research is from Xiph.org [19], VQEG and the Joint Collaborative Team on Video Encoding (JCT-VC). These videos contain various resolutions. These videos were then compressed to MP4 and and H.264/AVC. FFmpeg is used for the process of compressing. The quantization parameter, PSNR are associated with the quality of a frame [1]. In this implementation the metrics mentioned above are used to distinguish between PQF and non-PQF. Video Frames were extracted from the compressed video using FFmpeg, thereafter the QP value, PSNR and the SSIM were computed for each frame using OpenCV and the Skimage Library. The above mentioned values were used to create binary labels to distinguish between a PQF and a non-PQF frames.

B. Quantization of Data

For the quantization of the data, we used a DBN. The DBN network consists of two RBM layers. The RBM layers which have 256 neurons, a learning rate of 0.05 and are trained with 100 epochs. A softmax classifier is added to the DBN. The softmax classifier outputs one-dimensional data which is then regarded as quantized data.

C. PQF Detection

The architecture of the PQF Detector is shown in Fig 5. The quantized data is taken as input by the Bi-LSTM. The Bi-LSTM is used to detect the PQF and non-PQF’s based on the quality fluctuations in the video. The Bi-LSTM consists of an Embedding Layer, the bidirectional layer that has 32
D. MF-CNN

The MF-CNN makes use of the PQF labels to improve the quality of the compressed video. The MF-CNN consists of two parts that is the MC-Subnet (Motion Compensation Subnet) and the QE-Subnet (Quality Enhancement -Subnet).

1) MC-Subnet: The MC-Subnet is used to compensate for the differences in frames caused by temporal motion [1]. The diagram below shows the architecture of the MC-Subnet [1].

The MC-Subnet is responsible for compensating for the difference between PQF’s and non-frames caused by the temporal motion. The MC-Subnet has 5 convolutional layers for pixel-wise motion estimation. The first 4 layers have a filter size of $3 \times 3$, filter number of 24, a stride of 1 and the PReLU activation function is used. The last layer has a filter size of $3 \times 3$. The MC-Subnet consists of convolutional layers that estimate the $\times 4$ and the $\times 2$ down scaling motion vectors. Large scale motion is handled by the down scaling motion estimation [1]. The convolutional networks that are responsible for the down scaling motion vector estimation outputs the $\times 4$, $\times 2$ maps and their corresponding PQF’s. The original PQF and non PQF are concatenated with this output and this is used as input to the convolutional networks for pixel wise motion estimation. The pixel wise convolutional layers output the pixel-wise motion vector which we will denote as $M$. In the down scaling MV map, the horizontal MV map $M_x$ and the vertical MV map $M_y$ where $x$ and $y$ corresponds to the horizontal and vertical index of each pixel. The PQF is warped based on $M_x$ and $M_y$ to compensate for the temporal motion [1]. The compensated PQF will be derived using the equation:

$$F'_p(x, y) = IF_p(x + M_x(x, y), y + M_y(x, y))$$

where $F_p$ and $F_{np}$ refer to the compressed PQF and non-PQF respectively and I denotes bilinear interpolation.

The MC-subnet is trained by minimizing the MSE (Mean Squared Error) between the compensated adjacent frame and the current frame [21]. Due to the use of compressed PQF’s and non-PQF’s there is a significant impact on the frame quality leading to reduced quality. To obtain the correct estimate of the distorted MV, MC-subnet is trained with the supervision of the raw frames of the video [1]. This is done by warping the PQF using the MV map output and further minimizing the MSE between the compensated raw PQF and the raw non-PQF [1].
E. Quality Enhancement

The Quality Enhancement Subnet is used to enhance the quality of the non-PQF’s. The architecture of the QE-Subnet is shown below [1].

The non-PQF, previous compensated PQF and the subsequent compensated PQF are used as input QE-Subnet. By using the above mentioned frames the QE-Subnet takes account of the spatial and temporal features of the frames and this information is used to improve the quality of the non-PQF. The QE-Subnet consists of the multi-scale feature extraction and a densely connected mapping construction. Multi-scale convolutional filters are used to extract the spatial features [1]. These convolutional layers output 288 feature maps for the input frames. The feature maps are concatenated and used as input to the densely connected mapping construction. The densely connected mapping construction is used to map the feature maps to the difference between the original frames and the enhanced frames. This is done by using five convolutional filters with a size of $3 \times 3$, batch normalization and PReLU is applied to all of the layers. The enhanced frame is computed by summing the pixels in the non-PQF $F_{en}$ and the learned difference between the original frame and the enhanced frame $D_{np}^{\theta_{qe}}$ as shown below:

$$F_{en} = F_{np} + D_{np}^{\theta_{qe}}$$ (2)

The MC-Subnet and the QE-Subnet are trained jointly [1]. The loss function of the MF-CNN is shown below:

$$L_{MF}(\theta_{mc}, \theta_{qe}) = a. \sum 2^{i=1} ||F_p^1R(\theta_{mc}) - F_{np}^{R_{np}}||_2^2 + b.\|(F_{np} + R_{np}(\theta_{qe})) - F_{np}^{R_{np}}||_2^2$$ (3)

The training is divided into two steps. Initially, $a, b, c$ are generated by the MC-Subnet and are used as input into the QE-Subnet. Once the $L_{MC}$ converges, $a, b, c$ is set to minimize the MSE between $F_{np}^{R_{np}}$ and $D_{np}^{\theta_{qe}}$. Thereafter, the MF-CNN is trained to enhance the video quality.

III. RESULTS

A. Performance of the Deep Belief Network

The PQF detection is highly dependent on the output of the Deep belief Network(DBN) as a result it is essential that the performance of the deep belief network is investigated.

When training the deep belief network 160 videos from Xiph.org [19]. When analysing the performance of the four video sequences are used the Basketball, Mother and Daughter, Football and Coast guard video sequences are used. From table 1 it can be noted the coast guard video sequence obtains the highest accuracy and the lowest accuracy is obtained from the Mother video sequence.

$$\begin{array}{|c|c|c|c|}
\hline
\text{Video Sequence} & \text{Precision %} & \text{Recall %} & \text{F1 score %} \\
\hline
\text{Basketball} & 100 & 97.7 & 98.8 \\
\text{Mother} & 100 & 94.1 & 93.6 \\
\text{Football} & 100 & 95.4 & 97.4 \\
\text{Coastguard} & 100 & 98.0 & 99.5 \\
\hline
\end{array}$$

B. Performance of the Bi-LSTM PQF Detector

The Video Quality is largely dependent on how the PQF labels are detected as a result it is vital that we investigate the performance of the PQF detector. When evaluating the performance of the PQF Detector we test make use of 160 videos. In this report we will discuss the results that were obtained from four videos that were from different scenes namely a basketball match, a mother and daughter, football match and a coastguard scene. From the graph below it is noted that the models accuracy increases against the number of epochs and the loss gradually decreases against the number of epochs. The sudden drop in the loss may be attributed to the learning rate being reaching a low at epoch 25.

For the purpose of this report we will refer to the initial implementation of the MFQE approach as the MFQE$^{\text{ev1}}$ [12], the second implementation will be referred to as the MFQE$^{\text{ev2}}$ [1] approach and this implementation as MFQE$^{\text{ev3}}$. From the table below we note that the MFQE$^{\text{ev3}}$ is outperformed by the MFQE$^{\text{ev1}}$ and the MFQE$^{\text{ev2}}$ approach.
Table II: Performance of PQF Detector

| Approach   | Video Sequence | Precision % | Recall % | F1 score % |
|------------|----------------|-------------|----------|------------|
| MFQEv1     | Basketball     | 100         | 92.4     | 91.5       |
| MFQEv1     | Mother         | 100         | 96.3     | 97.2       |
| MFQEv1     | Football       | 100         | 89.0     | 90.2       |
| MFQEv1     | Coastguard     | 100         | 97.4     | 98.0       |
| MFQEv2     | Basketball     | 100         | 90.0     | 93.4       |
| MFQEv2     | Mother         | 100         | 98.4     | 99.3       |
| MFQEv2     | Football       | 100         | 97.0     | 98.4       |
| MFQEv2     | Coastguard     | 100         | 97.2     | 96.5       |
| MFQEv3     | Basketball     | 100         | 81.6     | 84.2       |
| MFQEv3     | Mother         | 100         | 92.2     | 95.7       |
| MFQEv3     | Football       | 100         | 87.2     | 90.1       |
| MFQEv3     | Coastguard     | 100         | 85.4     | 87.7       |

Furthermore, it is noted that the basketball scene obtains the least accuracy and f1-score compared to the other scenes that were used in this experiment.

C. Assessment of Video Quality Improvement

From this we table we can note that the MFQEv3 is outperformed by the MFQEv2. The MFQEv3 approach outperforms the MFQEv1. It can be noted that all the approaches perform the best for the coastguard video. The MFQEv3 performed the best on the coastguard video (0.802dB) which is approximately a 12% increase when compared to the MFQEv1 approach. The MFQEv2 approach performed better than the MFQEv3 approach by approximately 7% when related to the PSNR. The SSIM metric indicates the same pattern as the PSNR metric, the MFQEv2 outperforms both the MFQEv1 and MFQEv2 approach. It can be noted that the MFQEv3 has an SSIM that is 38% higher than the

Table III: Overall comparison of PSNR and SSIM

| Approach   | Video Sequence | δ PSNR | SSIM  |
|------------|----------------|--------|-------|
| MFQEv1     | Basketball Scene | 0.658  | 81.6  |
| MFQEv1     | Mother and Daughter | 0.610  | 92.2  |
| MFQEv1     | Football Match   | 0.459  | 87.2  |
| MFQEv1     | Coastguard       | 0.798  | 100   |
| MFQEv2     | Basketball Scene | 0.728  | 89.7  |
| MFQEv2     | Mother and Daughter | 0.685  | 102   |
| MFQEv2     | Football Match   | 0.516  | 83    |
| MFQEv2     | Coastguard       | 0.906  | 157   |
| MFQEv3     | Basketball Scene | 0.628  | 97.4  |
| MFQEv3     | Mother and Daughter | 0.477  | 90    |
| MFQEv3     | Football Match   | 0.406  | 80    |
| MFQEv3     | Coastguard       | 0.892  | 138   |

Figure 10 show images above where the compression artefacts are reduced slightly in the second image. It can be noted that the coastguard video has the best quality before and after enhancement. By taking a closer look at the football match video it can be seen that there is a reduced amount of artefacts especially around the legs of the number 57 in the video. In the mother and daughter frame it can be seen that there is a reduction in artefacts around the daughters hair.

Figure 10: Model Loss vs Model Accuracy for Bi-LSTM PQF Detector

IV. DISCUSSION

As shown above it can be seen that the performance of the MFQEv3 has been compared to the MFQEv1 and the MFQEv2. In this paper we have assessed the performance of these implementations based on the frame enhancement and performance of the PQF detector. The results show that all approaches perform the best on the coast guard video. This may attributed to the coast guard video generally having a higher resolution as compared to the other videos. It is import to note that there are other aspects that impact video improvement that is not accounted for in this report. Aspects such as bit-rate, bit-depth and bit control mode may affect to what extent the quality of a video may be improved. A higher bit-rate may be attributed to better video quality [22]. Although the bit-rate has an impact on quality there is a point the video quality reaches a point where increasing the bit-rate will only result in a bigger file size without file enhancement. The diagram below describes the relationship between bit-rate,
frame rate, resolution and the video quality.

All these factors listed above can contribute to which videos obtain the highest quality enhancement. These factors can be used to explain the football match video being the one to obtain the least amount of video enhancement. The bit depth of the video is an attribute that affects the quality improvement of a video. The bit depth refers to the number of bits used for each color component of a single pixel. Thus, if a frame has a high bit depth, the frame will be finer and smoother [22]. As seen in the images above the basketball video is seen to have a few artifacts indicating a low bit-depth. A frame that has a low bit-rate is more difficult to improve the quality because of the increased artifacts.

It is noted that the accuracy of the PQF detector rises constantly and converges at an accuracy of 0.90. On the other hand the model loss of the PQF detector is decreases constantly and there is a sudden drop in the loss at epoch 17 thereafter the loss decreases linearly. This may be due to the learning reaching a point where it saturates the learning rate. This is when each step update keeps jumping across the minima.

V. CONCLUSION

In this paper, the subject of this research is the performance of using quantized data in the MFQE approach for video enhancement to reduce the compression artefacts. This differs from the MFQEv1 and MFQEv2 where the video data directly to improve detect the PQF’s. In our approach we first parse this data through a deep belief network that has two RBM layer and a softmax classifier at the end. This was regarded as our quantized data following the approach from [20]. This quantized data was fed into the Bi-LSTM PQF detector where we the video frames where classified as non-PQF or PQF’s. The PQF’s were then parsed into the MF-CNN were the PQF’s were used to enhance the non-PQF frames. The MC-subnet would then account for the motion between the non-PQF’s and PQF. The QE-Subnet would then make use of the PQF’s to improve the non-PQF frames. Experiments were done to compare our approach with the two implementations of the MFQE approach respectively the MFQEv1 [2] and the MFQEv2 [1].

The experiments have shown that all three approaches have resulted in overall quality enhancement. It was noted that our version of the MFQE approach outperforms the MFQEv1 but it is outperformed by the MFQEv2 approach. For the purpose of future work, it may be necessary to investigate the performance of the MFQE approach for uncompressed video and make use of a vast number of video quality metrics to decide which ones frames are PQF and non-PQF.
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