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Abstract
A bosonic Laplacian, which is a generalization of Laplacian, is constructed as a second-order 
conformally invariant differential operator acting on functions taking values in irreducible representations 
of the special orthogonal group, hence of the spin group. In this paper, we firstly introduce some properties 
for homogeneous polynomial null solutions to bosonic Laplacians, which give us some important results, 
such as an orthogonal decomposition of the space of polynomials in terms of homogeneous polynomial 
null solutions to bosonic Laplacians, etc. This work helps us to introduce Bergman spaces related to 
bosonic Laplacians, named as bosonic Bergman spaces, in higher spin spaces. Reproducing kernels for 
obsonic Bergman spaces in the unit ball and a description of bosonic Bergman projection are given 
as well. At the end, we investigate bosonic Hardy spaces, which are considered as generalizations of 
harmonic Hardy spaces. Analogs of some well-known results for harmonic Hardy spaces are provided 
here. For instance, connections to certain complex Borel measure spaces, growth estimates for functions 
in the bosonic Hardy spaces, etc.
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1. Introduction

It is well known that the basic properties of the Laplacian are a road well travelled, 
including spherical harmonics. See [1, 24, 25] etc. Here in sharp contrast, we show that 
these properties have analogues for an infinite class of second-order homogeneous differential operators that we call bosonic Laplacians. They are also known as the higher spin Laplace operators [7]. The analogues of these properties play an important role to 
generalize harmonic Bergman and Hardy spaces to the bosonic cases later in this paper.
In complex analysis, the Bergman and Hardy spaces are particular subspaces of holomorphic functions on the unit disk or the upper-half plane, which play an important role in modern harmonic analysis. The theory of Hardy and Bergman spaces combines techniques from functional analysis, the theory of analytic functions and Lebesgue integration and it has many applications, such as signal processing, Fourier analysis, maximum modulus principle, and so on. More details can be found in, for instance [13, 14, 16, 17, 20, 28].

All these motivate us to investigate a function theory related to bosonic Laplacians, which are second-order differential operators act on functions taking values in irreducible representations of $SO(m)$, hence of the spin group $Spin(m)$. Further, for convenience, these representation spaces are usually realized as the spaces of scalar-valued homogeneous harmonic polynomials. Particularly, when the degree of the space of homogeneous harmonic polynomials is zero, the bosonic Laplacian reduces to the classical Laplacian. To introduce all these, we need Clifford analysis and Clifford algebras. Clifford analysis is considered as not only a higher-dimensional function theory offering a generalization of complex analysis but also a refinement of classical harmonic analysis. It is centred around the study of the Dirac operator and monogenic functions (null solutions of the Dirac operator). Hardy and Bergman spaces have also been investigated by many researchers via Clifford analysis in the past decades. For instance, in [22], the authors introduced an analog of Hardy type spaces over a special type of surfaces lying in the conformal closure of $C^m$ with an application of Vahlen matrices. A technique with homogeneous series expansion was applied in [2] to study characterizations of certain Dirichlet and Hardy spaces of Clifford-valued monogenic function in the unit ball. Boundary values of functions in Hardy spaces and applications in signal processing were provided in [21]. A frame theory of Hardy spaces was developed by using Cauchy type integral in [5]. Hardy spaces related to some perturbed Dirac operators in exterior uniformly rectifiable domains were developed in [18]. Reproducing kernel for the module of Clifford-valued square-integrable eigenfunctions of the Dirac operator was investigated in [3] and weighted Bergman projections in the monogenic Bergman spaces was studied in [23]. More details can be found in, for instance, [1, 19, 27].

The study of conformally invariant differential operators in the higher spin spaces can be traced back to 1968, when Stein and Weiss [26] introduced a technique to construct first-order conformally invariant differential operators, named as Stein–Weiss gradients, by applying a decomposition of tensor product of two representation spaces of the spin group. It turns out that first-order conformally invariant differential operators in the higher spin spaces in Clifford analysis can be constructed as Stein–Weiss gradients as well, see [9]. In [4, 7, 12, 15], the first- and second-order conformally invariant differential operators, named as Rarita–Schwinger operators and the higher spin Laplace operators (also called bosonic Laplacians), in the higher spin spaces via Clifford analysis with algebraic and analytic techniques. Some properties and integral formulas, such as Green’s integral formula and Borel–Pompeiu formula, for bosonic Laplacians have been introduced in [10]. Further, Clerc and Ørsted [6] introduced a representation-theoretic framework to show the connection between these conformally invariant differential operators in the higher spin spaces and Knapp–Stein intertwining operators. Recently, in [11], the authors solved Dirichlet problems for bosonic Laplacians in the unit ball and upper-half space. Further, they discovered that null solutions to bosonic Laplacians also possess some important
properties as the classical Laplacian does, such as the mean-value property, Cauchy’s estimates, Liouville’s Theorem, etc.

In this paper, we will continue our investigation on analogs of harmonic function theory in higher spin spaces. More specifically, we study homogeneous polynomial null solutions to bosonic Laplacians, which was firstly described in [7] by a decomposition into irreducible representations of the spin group. In this paper, we provide more information of these particular homogeneous polynomial null solutions, for instance, orthogonality property and a decomposition of certain $L^2$ space on the unit sphere. Analogs of some properties of harmonic Hardy spaces and harmonic Bergman spaces in higher spin spaces in the framework of Clifford analysis are also investigated here. In order to facilitate calculations, Clifford algebras are needed here. The intricate form of the bosonic Laplacians, together with the rotation action on the second variable and the interaction of the two variables, leads to the invalidity of some classical techniques and highly complicates the analysis.

**Main results:**

1. Homogeneous polynomial null solutions to bosonic Laplacians are studied. An orthogonal decomposition for certain $L^2$ space in terms of these homogeneous polynomial solutions is discovered. We also find that there is an orthogonal property between two homogeneous polynomial null solutions with different degrees, which can be considered as an analog of the orthogonality between spherical harmonics.

2. We define bosonic Bergman spaces in the last section, where we also provide a description for the Bergman reproducing kernel and the bosonic Bergman projection.

3. We introduce bosonic Hardy spaces as generalizations of harmonic Hardy spaces in the higher spin cases. Close relationship between the bosonic Hardy spaces and certain complex Borel measure spaces are provided.

The investigation on bosonic Hardy and Bergman spaces also suggests that many other interesting problems on Hardy and Bergman spaces in classical harmonic analysis can be studied in the higher spin cases as well. For instance, different characterizations of Hardy spaces, the classical Riesz theory on boundary behaviour, Berezin transform in Bergman spaces, etc.

2. Preliminaries

Let \( \{e_1, \ldots, e_m\} \) be a standard orthonormal basis for the \( m \)-dimensional Euclidean space \( \mathbb{R}^m \). Suppose \( x \) and \( a \) are two vectors on the unit sphere \( S^{m-1} \), we now show that a reflection of \( x \) across the hyperplane perpendicular to \( a \) can simply be expressed as \( axa \).

This simplifies the calculation significantly later in this article. To explain this, one needs Clifford analysis and Clifford algebras.

The (real) Clifford algebra \( Cl_m \) is generated by \( \mathbb{R}^m \) with the relationship \( e_i e_j + e_j e_i = -2\delta_{ij}, 1 \leq i, j \leq m \). Hence, an element of the basis of the Clifford algebra can be written in the form \( e_A = e_{j_1} \cdots e_{j_r}, \) where \( A = \{j_1, \ldots, j_r\} \subset \{1, 2, \ldots, m\} \) and \( 1 \leq j_1 < j_2 < \cdots < j_r \leq m \). Obviously, the \( m \)-dimensional Euclidean space \( \mathbb{R}^m \) can be embedded into
\( \mathcal{C}_m \) with the mapping \( x = (x_1, \cdots, x_m) \mapsto \sum_{j=1}^{m} x_j e_j \). For \( x \in \mathbb{R}^m \), one can easily verify that \( |x|^2 = \sum_{j=1}^{m} x_j^2 = -x^2 \). The complex Clifford algebra \( \mathcal{C}_m(\mathbb{C}) \) can be realized as \( \mathcal{C}_m(\mathbb{C}) = \mathcal{C}_m \otimes \mathbb{C} \).

Suppose that \( a \in S^{m-1} \subseteq \mathbb{R}^m \), if we consider \( axa \), we may decompose

\[
x = x_{a\parallel} + x_{a\perp},
\]

where \( x_{a\parallel} \) stands for the projection of \( x \) onto \( a \) and \( x_{a\perp} \) is the rest, perpendicular to \( a \). Hence \( x_{a\parallel} \) is a scalar multiple of \( a \) and we have

\[
axa = ax_{a\parallel}a + ax_{a\perp}a = -x_{a\parallel} + x_{a\perp}.
\]

So the action \( axa \) represents a reflection of \( x \) across the hyperplane perpendicular to \( a \).

Let \( \mathcal{H}_k(\mathbb{C}) \) (\( 1 \leq k \in \mathbb{N} \)) be the space of complex-valued homogeneous harmonic polynomials of degree \( k \) in \( m \)-dimensional Euclidean space. If we consider a function \( f(x, u) \in C^\infty(\mathbb{R}^m \times \mathbb{R}^m, \mathcal{H}_k(\mathbb{C})) \), i.e., for a fixed \( x \in \mathbb{R}^m \), \( f(x, u) \in \mathcal{H}_k(\mathbb{C}) \) with respect to \( u \in \mathbb{R}^m \).

Recall that bosonic Laplacians [15] are defined as

\[
\mathcal{D}_k : C^\infty(\mathbb{R}^m \times \mathbb{R}^m, \mathcal{H}_k(\mathbb{C})) \longrightarrow C^\infty(\mathbb{R}^m \times \mathbb{R}^m, \mathcal{H}_k(\mathbb{C})),
\]

\[
\mathcal{D}_k = \Delta_x - \frac{4(u, \nabla_x)(\nabla_u, \nabla_x)}{m + 2k - 2} + \frac{4|u|^2(\nabla_u, \nabla_x)^2}{(m + 2k - 2)(m + 2k - 4)}, \tag{2.1}
\]

where \( \langle \ , \ \rangle \) is the standard inner product in \( \mathbb{R}^m \), \( \nabla_x \) is the gradient with respect to \( x \). In particular, \( \mathcal{D}_1 = \Delta_x - \frac{4(u, \nabla_x)(\nabla_u, \nabla_x)}{m} \) is the generalized Maxwell operator. Further, it reduces to the source-free classical Maxwell equations given in terms of the Faraday-tensor when \( m = 4 \), \( k = 1 \) with signature \((-+, +, +, +)\). More details can be found in [15].

3. Polynomials null solutions to bosonic laplacians

In [7], the authors provided a description for homogeneous polynomial null solutions to bosonic Laplacians by applying a decomposition of a tensor product of two representations of the spin group. In this section, we will investigate the space of homogeneous polynomial null solutions to bosonic Laplacians with an analytic approach. More specifically, we firstly study series expansions of solutions to bosonic Laplacians in terms of homogeneous polynomial null solutions in Euclidean spaces. This leads to decompositions of the space of homogeneous polynomials and a certain \( L^2 \) space in terms of these homogeneous polynomial null solutions in Euclidean spaces. Then, we show that the restriction of these homogeneous polynomial null solutions to the unit sphere gives us analogs of spherical harmonics. A reproducing kernel and an orthogonality property for these homogeneous polynomial null solutions are also introduced here. This section provides us needed tools to investigate bosonic Bergman spaces in the next section.

First, let us introduce some notation. Let \( \mathcal{P}(\mathbb{R}^m \times \mathbb{R}^m, \mathcal{H}_k(\mathbb{C})) \) be the space of polynomials \( f(x, u) \) such that \( f \) is a polynomial in \( x \) and \( u \), and for each fixed \( x \in \mathbb{R}^m \), \( f(x, \cdot) \in \mathcal{H}_k(\mathbb{C}) \) with respect to \( u \). Let \( \mathcal{P}_l(\mathbb{R}^m \times \mathbb{R}^m, \mathcal{H}_k(\mathbb{C})) \) be the subspace of \( \mathcal{P}(\mathbb{R}^m \times \mathbb{R}^m, \mathcal{H}_k(\mathbb{C})) \) such that \( f \) is a homogeneous polynomial with respect to \( x \) with degree \( l \). We also denote \( \mathcal{B}_l(\mathbb{R}^m \times \mathbb{R}^m, \mathcal{H}_k(\mathbb{C})) = \mathcal{P}_l(\mathbb{R}^m \times \mathbb{R}^m, \mathcal{H}_k(\mathbb{C})) \cap \ker \mathcal{D}_k \).
3.1. Real analyticity and homogeneous expansions

Recall that harmonic functions are real analytic, which means that any harmonic function can be locally expressed as a power series. In this section, we will prove that we also have real analyticity for null solutions to bosonic Laplacians.

**Theorem 3.1.** Let \( \Omega \subset \mathbb{R}^m \) be a connected, open bounded domain and \( f \in C^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \). If \( D_k f = 0 \) in \( \Omega \times \mathbb{B}^m \), then \( f \) is real analytic with respect to \( x \) in \( \Omega \).

**Proof.** It suffices to show that if \( D_k f = 0 \) in \( \mathbb{B}^m \times \mathbb{B}^m \), then \( f \) has a power series expansion converging to \( f \) in a neighbourhood of 0. The main idea is to use the Poisson integral formula and the series expansion of the Poisson kernel. Recall that if \( f(x, u) \in C^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) and \( D_k f = 0 \) in \( \Omega \times \mathbb{B}^m \), the Poisson integral formula [11, Section 5.2] is given by

\[
f(x, v) = \frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |x|^2}{|x - \zeta|^m} Z_k \left( \frac{(x - \zeta)u(x - \zeta)}{|x - \zeta|^2}, v \right) f(\zeta, u) dS(u) dS(\zeta),
\]

where \( Z_k(u, v) \) is the reproducing kernel of \( k \)-homogeneous harmonic polynomials in the following sense

\[
g(v) = \int_{S^{m-1}} Z_k(u, v) g(u) dS(u), \quad \text{for all } g \in \mathcal{H}_k(\mathbb{C}).
\]

On the one hand, we already knew that there is a series expansion, which converges absolutely, for the Poisson kernel of Laplacian \( \frac{1 - |x|^2}{|x - \zeta|^m} = \sum_{|\alpha| = 0}^\infty p_{\alpha}(\zeta) x^\alpha \), where \( |x| < \sqrt{2} - 1 \) and \( \zeta \in S^{m-1} \), see [1, Theorem 1.28]. On the other hand, let \( \eta = \frac{(x - \zeta)u(x - \zeta)}{|x - \zeta|^2} \), and \( \{\varphi_j\}_{j=1}^{d_k} \) be an orthonormal basis for \( \mathcal{H}_k(\mathbb{C}) \), where \( d_k = \dim \mathcal{H}_k(\mathbb{C}) \). Then we have [1, (5.28)] \( Z_k(\eta, v) = \sum_{j=1}^{d_k} \varphi_j(\eta) \varphi_j(v) \). Since \( \varphi_j \) is a homogeneous harmonic polynomial of degree \( k \), and \( \eta \) has no singular point for \( x \in U, \zeta \in S^{m-1} \), we find that \( \varphi_j(\eta) \) is analytic for \( x \in \mathbb{B}^m \). More specifically, the local series expansion of \( \varphi_j(\eta) \) can be obtained by plugging the series expansion for \( \eta = \frac{(x - \zeta)u(x - \zeta)}{|x - \zeta|^2} \) into \( \varphi_j \). Notice that

\[
\eta = \frac{(x - \zeta)u(x - \zeta)}{|x - \zeta|^2}
\]

\[
= u - 2(x - \zeta, u)|x - \zeta|^{-2} = u - 2(x - \zeta, u) \sum_{s=0}^\infty c_s(|x|^2 - 2(x, \zeta))^s,
\]

where \( \sum_{s=0}^\infty c_s(t - 1)^s \) is the Taylor series of \( t^2 \) on \((0, 2)\) at point \( t = 1 \). This series converges to \( \eta \) absolutely in \( |x| < \sqrt{2} - 1, u \in \mathbb{B}^m \) with a similar argument as in [1, Theorem 1.28]. Now, we plug the expansion of \( \eta \) into \( \varphi_j(\eta) \) and then rearrange it to obtain

\[
\varphi_j(\eta) = \sum_{|\beta| = 0}^\infty q_{\beta}(\zeta, u) x^\beta.
\]
Both series converge absolutely for $|x| < \sqrt{2} - 1, u, v \in \mathbb{B}^m$. This allows us to calculate

$$
\frac{1 - |x|^2}{|x - \zeta|^m} Z_k(\eta, v) = \sum_{j=1}^{d_k} \frac{1 - |x|^2}{|x - \zeta|^m} \varphi_j(\eta) \varphi_j(v)
$$

$$
= \sum_{j=1}^{d_k} \sum_{|\alpha| = 0}^{\infty} p_{\alpha}(\zeta) x^\alpha \sum_{|\beta| = 0}^{\infty} q_{\beta}(\zeta, u) x^\beta \varphi_j(v) = \sum_{j=1}^{d_k} \sum_{|\gamma| = 0}^{\infty} h_\gamma(\zeta, u) x^\gamma \varphi_j(v)
$$

$$
= \sum_{|\gamma| = 0}^{\infty} g_\gamma(\zeta, u, v) x^\gamma,
$$

where $h_\gamma(\zeta, u) = \sum_{|\alpha| + |\beta| = |\gamma|} p_{\alpha}(\zeta) q_{\beta}(\zeta, u)$ and $g_\gamma(\zeta, u, v)$ is a $k$-homogeneous harmonic polynomial with respect to $v$. Further, this series expansion for the Poisson kernel also converges absolutely when $|x| < \sqrt{2} - 1, u, v \in \mathbb{B}^m$. Now, we plug this series expansion back into the Poisson integral formula to obtain

$$
f(x, v) = \frac{c_{m, k}}{2} \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} g_\gamma(\zeta, u, v) x^\gamma f(\zeta, u) dS(u) dS(\zeta)
$$

$$
= \left[ \frac{c_{m, k}}{2} \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} g_\gamma(\zeta, u, v) f(\zeta, u) dS(u) dS(\zeta) \right] x^\gamma
$$

$$
= \sum_{|\gamma| = 0}^{\infty} \left[ \frac{c_{m, k}}{2} \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} g_\gamma(\zeta, u, v) f(\zeta, u) dS(u) dS(\zeta) \right] x^\gamma =: C_\gamma(v) x^\gamma,
$$

where $C_\gamma(v) \in \mathcal{H}_k(v, \mathbb{C})$. In the last second step, we interchange the integral and infinite sum because of the facts that $\sum_{|\gamma| = 0}^{\infty} g_\gamma(\zeta, u, v) x^\gamma$ converges absolutely when $|x| < \sqrt{2} - 1, u, v \in \mathbb{B}^m$ and $f$ is a polynomial, which allows us to apply Fubini’s Theorem.

The real analyticity for null solutions to bosonic Laplacians allows us to rewrite these solutions as an infinite sum of homogeneous polynomials. This result is crucial for obtaining a decomposition for polynomial null solutions to bosonic Laplacians in the next subsection.

**Proposition 3.2.** Let $f \in C^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$ and $D_k f = 0$ in $\Omega \times \mathbb{B}^m$. Then, given $a \in \Omega$, we have $f(x, u) = \sum_{l=0}^{\infty} f_l(x - a, u)$, where $f_l(x, u) \in \mathcal{B}_l(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$.

**Proof.** Without loss of generality, we assume that $a$ is the origin, because for arbitrary $a \in \Omega$, one can obtain the result by a translation. We denote $f_l(x, u) = \sum_{|\alpha| = l} \frac{\partial^l f(0, u)}{\partial x^\alpha} x^\alpha$, and it is easy to see that $f_l \in \mathcal{H}_k(u, \mathbb{C})$. From the previous theorem, we know that there exists a neighbourhood $U$ of the origin, such that $f(x, u) = \sum_{l=0}^{\infty} f_l(x, u)$ for $x \in U$. **}
Further, we notice that
\[
0 = D_k f = D_k \sum_{l=0}^{\infty} f_l = \sum_{l=0}^{\infty} D_k f_l.
\] (3.1)

Since \( D_k f_l \in \mathcal{P}_{l-2}(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), which implies that if \( \{\varphi_j(u)\}_{j=1}^{d_k} \) is an orthonormal basis for \( \mathcal{H}_k(u) \), then we can rewrite \( D_k f_l(x, u) = \sum_{j=1}^{d_k} a_{j,l-2}(x) \varphi_j(u) \), where \( a_{j,l-2}(x) \) is a homogeneous polynomial of \( x \) with degree \( l - 2 \). Then (3.1) gives \( \sum_{l=0}^{\infty} \sum_{j=1}^{d_k} a_{j,l-2}(x) \varphi_j(u) = 0 \). However, since \( \{\varphi_j(u)\}_{j=1}^{d_k} \) is an orthonormal basis, we obtain \( \sum_{l=0}^{\infty} a_{j,l-2}(x) = 0 \) for all \( j \), which implies that \( a_{j,l-2}(x) = 0 \) for all \( j, l \). This is equivalent to \( D_k f_l = 0 \) for all \( l \), which completes the proof. \( \square \)

### 3.2. A polynomial decomposition for an \( L^2 \) space on \( S^{m-1} \times S^{m-1} \)

Recall that the Poisson integral regarding to bosonic Laplacians is given by
\[
P[f](x, v) = \frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |x|^2}{|x - \zeta|^m} Z_k \left( \frac{(x - \zeta)u(x - \zeta)}{|(x - \zeta)|^2}, v \right) f(\zeta, u) dS(u) dS(\zeta),
\] (3.2)

where \( f \in \mathcal{C}(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) \), see [11, (3.13)]. Our result below shows that the Poisson integral of a polynomial is a polynomial of a special form.

**Proposition 3.3.** Let \( f(x, u) \in \mathcal{P}_l(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), then \( P[f]_{|S^{m-1}} = (1 - |x|^2)g + f \), for some polynomial \( g(x, u) \) satisfying \( \deg_x g \leq l - 2 \) and \( g \in \mathcal{H}_k(u, \mathbb{C}) \) for each fixed \( x \).

**Proof.** When \( l = 0, 1 \), the result is obviously true with \( g = 0 \). Now, we assume that \( l \geq 2 \). Firstly, it is easy to observe that \( (1 - |x|^2)g + f = f \) when \( x \in S^{m-1} \). Hence, with the boundary data \( f |_{S^{m-1}} \), if we can find a polynomial \( g(x, u) \) satisfying \( \deg_x g \leq l - 2 \), \( g(x, \cdot) \in \mathcal{H}_k(u, \mathbb{C}) \) for each fixed \( x \) and \( D_k((1 - |x|^2)g + f) = 0 \), i.e., \( D_k((1 - |x|^2)g = -D_k f) \), then from the uniqueness of the Dirichlet problem for bosonic Laplacians on the unit ball [11, Section 4], we immediately have \( P[f]_{|S^{m-1}} = (1 - |x|^2)g + f \).

Now, let \( W \) stand for the vector space of polynomials \( f(x, u) \) satisfying \( \deg_x f \leq l - 2 \) and \( f(x, \cdot) \in \mathcal{H}_k(u, \mathbb{C}) \) for each fixed \( x \). We have the following linear map
\[
T : W \to W,
\]
\[
g \mapsto D_k((1 - |x|^2)g).
\]

Suppose that \( Tg = 0 \), which implies that \( D_k((1 - |x|^2)g = 0 \). However, \( (1 - |x|^2)g = 0 \) when \( x \in S^{m-1} \), then according to the Poisson integral formula, \( (1 - |x|^2)g = 0 \) for all \( x \in \mathbb{R}^m \), i.e., \( g = 0 \) for all \( x \in \mathbb{B}^m \). This implies that the linear map \( T \) is injective. Since \( W \) is finite-dimensional, then the linear map \( T \) is also surjective. Therefore, we just proved that given an \( f \in \mathcal{P}_l(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), which implies \( D_k f \in W \), there exists a function \( g \in W \), such that \( D_k((1 - |x|^2)g = -D_k f \) as desired. \( \square \)

The following result is crucial in our proof of a direct sum decomposition of certain polynomial spaces below.
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Proposition 3.4. Let \( f(x, u) \in \mathcal{P}(\mathbb{B}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \), then \( \mathcal{D}_k |x|^2 f \neq 0 \) in \( \mathbb{B}^m \times \mathbb{B}^n \).

Proof. Suppose that there exists a function \( f(x, u) \in \mathcal{P}(\mathbb{B}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \) with \( \deg_x f = l \) such that \( \mathcal{D}_k |x|^2 f = 0 \) in \( \mathbb{B}^m \times \mathbb{B}^n \). One can see that \( |x|^2 f = f \) when \( x \in \mathbb{S}^{m-1} \). According to the uniqueness for the Dirichlet problem given in [11, Section 4], we must have \( P[f] = |x|^2 f \) in \( \mathbb{B}^m \times \mathbb{B}^n \). However, from the previous proposition, we notice that \( \deg_x P[f] = l \) but \( \deg_x |x|^2 f = l + 2 \), which is a contradiction. This completes our proof. \( \square \)

Remark 3.5. Notice that the functions considered in the above two propositions are homogeneous polynomials with respect to \( x \) and \( u \). Therefore, the results above are also true for \( (x, u) \in \mathbb{R}^m \times \mathbb{R}^m \).

Now, we introduce a direct sum decomposition for a particular polynomial space.

Proposition 3.6. \( \mathcal{P}_l(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) = \mathcal{B}_l(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \oplus |x|^2 \mathcal{P}_{l-2}(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \).

Proof. Given an \( f \in \mathcal{P}_l(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \), with Proposition 3.3, we know that there exists \( g \in \mathcal{P}(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \) with \( \deg_x g \leq l - 2 \), such that

\[
f = P[f] + (1 - |x|^2)g, \text{ for all } (x, u) \in \mathbb{R}^m \times \mathbb{B}^n.
\]

Now, we take the \( l \)-homogeneous terms with respect to \( x \) on the right-hand side above to obtain \( f = f_l - |x|^2g_{l-2} \), where \( f_l \) is the \( l \)-homogeneous term for \( P[f] \) and \( g_{l-2} \) is the \((l - 2)\)-homogeneous term of \( g \). Further, we know that \( \mathcal{D}_k f_l = 0 \) by Proposition 3.2. This completes the proof for the existence of the decomposition. To prove the uniqueness for this decomposition, we assume that there exist \( f_l, f'_l \in \ker \mathcal{D}_k \) and \( g_{l-2}, g'_{l-2} \in \mathcal{P}_{l-2}(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \), such that \( f_l - |x|^2g_{l-2} = f'_l - |x|^2g'_{l-2} \), i.e., \( f_l - f'_l = |x|^2g_{l-2} - |x|^2g'_{l-2} \in \ker \mathcal{D}_k \). Then Proposition 3.4 tells that \( f_l = f'_l \) and \( g_{l-2} = g'_{l-2} \), which completes the proof. \( \square \)

The proposition above immediately provides us a decomposition for \( \mathcal{P}_l(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \) as follows.

Theorem 3.7. Every \( f \in \mathcal{P}_l(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \) can be uniquely written in the form

\[
f = f_l + |x|^2 f_{l-2} + \cdots + |x|^2 s f_{l-2s},
\]

where \( f_l \in \mathcal{B}_l(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) \) and \( s = \left[ \frac{l}{2} \right] \).

From the theorem above, one can also find that

\[
\dim \mathcal{B}_l(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) = \dim \mathcal{P}_l(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C})) - \dim \mathcal{P}_{l-2}(\mathbb{R}^m \times \mathbb{B}^n, \mathcal{H}_k(\mathbb{C}))
\]

\[
= (\dim \mathcal{P}_l(x) - \dim \mathcal{P}_{l-2}(x)) \dim \mathcal{H}_k(\mathbb{C})
\]

\[
= \dim \mathcal{H}_l(\mathbb{C}) \cdot \dim \mathcal{H}_k(\mathbb{C}).
\]
This result coincides the result obtained in [7, Section 4]. The theorem above is equivalent to
\[
\mathcal{P}_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) = \mathcal{B}_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \oplus |x|^2 \mathcal{B}_{l-2}(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \\
\oplus \cdots \oplus |x|^{l-2s} \mathcal{B}_{l-2s}(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})).
\]

Later in this paper, we will show that this decomposition is an orthogonal decomposition with respect to the inner product (3.3).

3.3. Spherical homogeneous null solutions to bosonic Laplacians

In classical harmonic analysis, we know that \( L^2(\mathbb{S}^{m-1}) = \bigoplus_{k=0}^{\infty} \mathcal{H}_k(\mathbb{S}^{m-1}) \). In this subsection, we will introduce an analog for the bosonic Laplacians case.

First, let \( L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \) be the space of functions \( f(x, u) \) with \( x, u \in \mathbb{S}^{m-1} \), for each fixed \( x \in \mathbb{S}^{m-1} \), \( f(x, u) \in \mathcal{H}_k(\mathbb{S}^{m-1}) \) with respect to \( u \), and

\[
\|f\|_{L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1}))} := \left( \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} |f(x, u)|^2 dS(u)dS(x) \right)^{\frac{1}{2}} < +\infty.
\]

Let \( \{\varphi_j(u)\}_{j=1}^{d_k} \) be an orthonormal basis of \( \mathcal{H}_k(u) \), then for a function \( f \in L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \), it can be written as \( f = \sum_{j=1}^{d_k} f_j(x)\varphi_j(u) \). Given the following inner product for \( L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \)

\[
\langle f | g \rangle := \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} f(x, u)g(x, u)dS(u)dS(x), \quad f, g \in L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})),
\]

(3.3)

\( L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \) is indeed a Hilbert space. Now, we introduce a decomposition for this \( L^2 \) space as below. We remind the reader that we only show that it is a direct sum decomposition at the moment and we will explain it is also an orthogonal decomposition with respect to the inner product \( \langle \cdot | \cdot \rangle \) later in this paper.

**Proposition 3.8.** A decomposition for \( L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \) is given as follows

\[
L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) = \bigoplus_{l=0}^{\infty} \mathcal{B}_l(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})).
\]

**Proof.** Here, we only need to show that \( \bigoplus_{l=0}^{\infty} \mathcal{B}_l(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \) is dense in \( L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \). Let \( f \in L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \) and \( f = \sum_{j=1}^{d_k} f_j(x)\varphi_j(u) \) as explained above. The key to prove this proposition is to observe that \( f \in L^2(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \) is equivalent to \( f_j \in L^2(\mathbb{S}^{m-1}) \) for all \( j = 1, \cdots, d_k \).
Indeed,

\[
\|f\|_{L^2(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))}^2 = \int_{S^{m-1}} \int_{S^{m-1}} \left| \sum_{j=1}^{d_k} f_j(x)\varphi_j(u) \right|^2 dS(u) dS(x)
\]

\[
= \sum_{j=1}^{d_k} \int_{S^{m-1}} |f_j(x)|^2 dS(x),
\]
due to \(\{\varphi_j\}_{j=1}^{d_k}\) is an orthonormal basis for \(\mathcal{H}_k(S^{m-1})\). As in classical harmonic analysis, there exists a sequence of polynomials \(\{p_{l,j}\}_{l=1}^\infty\) such that \(\|p_{l,j} - f\|_{L^2(S^{m-1})} \to 0\) as \(l \to \infty\) for all \(j\). This is equivalent to

\[
\int_{S^{m-1}} \int_{S^{m-1}} \left[ \sum_{j=1}^{d_k} p_{l,j}(x)\varphi_j(u) - \sum_{j=1}^{d_k} f_j(x)\varphi_j(u) \right]^2 dS(u) dS(x) \to 0 \quad (3.4)
\]
as \(l \to \infty\). Further, Theorem 3.7 tells us that for each \(l\), \(\sum_{j=1}^{d_k} p_{l,j}(x)\varphi_j(u) \in \mathcal{P}(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))\) with \(\deg_x \leq l\), so that there exists a sequence \(\{q^l_s\}_{s=0}^\infty\), where \(q^l_s \in \mathcal{B}_k(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))\) such that \(\sum_{j=1}^{d_k} p_{l,j}(x)\varphi_j(u) = \sum_{s=0}^{\infty} q^l_s(x,u)\). Combining this with (3.4), we have \(\|\sum_{s=0}^{\infty} q^l_s - f\|_{L^2(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))} \to 0\) as \(l \to \infty\), which completes the proof.

**Remark 3.9.** From the proof above, one might notice that \(\bigoplus_{l=0}^\infty \mathcal{H}_l(S^{m-1}) \times \mathcal{H}_k(S^{m-1})\) is dense in \(L^2(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))\), where \(\mathcal{H}_l(S^{m-1})\) is with respect to \(x\) and \(\mathcal{H}_k(S^{m-1})\) is with respect to \(u\). Here, we provide a different decomposition for \(L^2(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))\) related to \(\mathcal{D}_k\).

Recall that \(L^2(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))\) is a Hilbert space with the given inner product in (3.3), since \(\mathcal{B}_l(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))\) is a finite-dimensional inner product subspace of \(L^2(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))\) there exists a unique function \(J_{l,k}(\cdot, x, \cdot, v) \in \mathcal{B}_l(S^{m-1} \times S^{m-1}, \mathcal{H}_k(S^{m-1}))\), such that

\[
f(x, v) = \langle J_{l,k}(\cdot, x, \cdot, v) \mid f \rangle = \int_{S^{m-1}} \int_{S^{m-1}} J_{l,k}(\zeta, x, u, v) f(\zeta, u) dS(u) dS(\zeta), \quad (3.5)
\]
for all \(f \in \mathcal{B}_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))\). With a similar argument as in [1, Proposition 5.27], one can easily obtain similar basic properties for the reproducing kernel \(J_{l,k}(\cdot, x, \cdot, v)\) as follows.

**Proposition 3.10.** Suppose \(\zeta, x, u, v \in S^{m-1}\) and \(l, k \geq 0\). Then, we have

1. \(J_{l,k}\) is real valued.
2. \(J_{l,k}(\zeta, x, u, v) = J_{l,k}(x, \zeta, v, u)\).
3. \(J_{l,k}(T(\zeta), x, T(u), v) = J_{l,k}(\zeta, T^{-1}(x), u, T^{-1}(v))\), for all \(T \in O(m)\).
4. \(J_{l,k}(x, x, u, u) = \dim \mathcal{B}_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))\).
\[ |J_{l,k}(\zeta, x, u, v)| \leq \dim \mathcal{B}_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})). \]

**Proof.** Here we only provide an outline proof. To prove (1), we assume \( f \in \mathcal{B}_l(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \) is real valued. Then

\[
0 = \text{Im} f(x, v) = \text{Im} \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} J_{l,k}(\zeta, x, u, v)f(\zeta, u)dS(\zeta)dS(u)
\]

\[
= -\int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} \text{Im}J_{l,k}(\zeta, x, u, v)f(\zeta, u)dS(\zeta)dS(u).
\]

Now, we let \( f = \text{Im}J_{l,k}(\zeta, x, u, v) \) to immediately obtain \( \text{Im}J_{l,k} = 0 \).

To prove (2), let \( \{\phi_1, \cdots, \phi_{d_{l,k}}\} \) be an orthonormal basis of \( \mathcal{B}_l(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \), where \( d_{l,k} = \dim \mathcal{B}_l(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \). Then, one has

\[
J_{l,k}J_{l,k}(\zeta, x, u, v) = \sum_{j=1}^{d_{l,k}} \langle \phi_j, J_{l,k}(\cdot, \cdot, v) \rangle \phi_j(\zeta, u) = \sum_{j=1}^{d_{l,k}} \phi_j(x, v)\phi_j(\zeta, u). \tag{3.6}
\]

Since \( J_{l,k} \) is real valued, the equation above is unchanged after taking complex conjugation, which implies (2). One can obtain (3) immediately from the definition of the reproducing kernel and the fact that the surface area element \( dS \) is rotationally invariant.

In (3), if we let \( x = T(\zeta) \) and \( v = T(u) \) in \( J_{l,k}(T(\zeta), x, T(u), v) \), then we obtain \( J_{l,k}(T(\zeta), T(\zeta), T(u), T(u)) = J_{l,k}(\zeta, \zeta, u, u) \), i.e., \( J_{l,k}(\zeta, \zeta, u, u) \) is invariant under rotation. Letting \( x = \zeta \) and \( v = u \) in 3.6 immediately gives us (4). Taking absolute value on both sides of 3.6 and applying Cauchy–Schwarz inequality can easily provide us (5).

The following result tells us that the expression for the reproducing kernel \( J_{l,k} \) can be obtained from a homogeneous series expansion of the Poisson kernel.

**Proposition 3.11.** For \( m \geq 2 \), we have

\[
P(\zeta, x, u, v) = \sum_{l=0}^{\infty} J_{l,k}(\zeta, x, u, v)
\]

for all \( x, v \in \mathbb{B}^m, \zeta, u \in \mathbb{S}^{m-1} \). The series converges absolutely and uniformly on \( \mathbb{S}^{m-1} \times K \times \mathbb{S}^{m-1} \times \mathbb{B}^m \), where \( K \subset \mathbb{B}^m \) is a sufficiently small compact subset containing 0.

**Proof.** Recall that in Proposition 3.1, we have shown that the Poisson kernel has the following series expansion

\[
P(\zeta, x, u, v) = \sum_{|\gamma|=0}^{\infty} g_\gamma(\zeta, u, v)x^\gamma \tag{3.7}
\]

which converges absolutely when \( |x| < \sqrt{2} - 1, u, v \in \mathbb{B}^m, \) and \( g_\gamma(\zeta, u, v) \in \mathcal{H}_k(u, v, \mathbb{C}) \). We claim that it also converges uniformly when \( |x| \leq \sqrt{2} - 1 - \epsilon, u, v \in \mathbb{B}^m, \) where \( \epsilon > 0 \).
can be arbitrarily small. This can be observed from
\[
\left| \sum_{|\gamma|=0}^{\infty} g_{\gamma}(\zeta, u, v)x^\gamma \right| \leq \sum_{|\gamma|=0}^{\infty} g_{\gamma}(\zeta, u, v)x^\gamma \leq \sum_{|\gamma|=0}^{\infty} g_{\gamma}(\zeta, u, v) |x|^{|\gamma|} < +\infty,
\]
for all \( |x| \leq \sqrt{2} - 1 - \epsilon, u, v \in \mathbb{B}^m \). The last step comes from the fact that 
\( \sum_{|\gamma|=0}^{\infty} g_{\gamma}(\zeta, u, v)x^\gamma \) converges absolutely when \( |x| = \sqrt{2} - 1 - \epsilon \), particularly with \( x = (x_1, 0, \ldots, 0) \) and \( \gamma = (|\gamma|, 0, \ldots, 0) \). Therefore, we have the result that the series expansion for the Poisson kernel given in (3.7) converges absolutely and uniformly when \( |x| \leq \sqrt{2} - 1 - \epsilon, u, v \in \mathbb{B}^m \) with an arbitrarily small \( \epsilon > 0 \). Hence, given a function \( f \in B_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), with the Poisson integral formula, we have
\[
f(x, v) = \frac{c_{m,k}}{2} \int_{S^m-1} \int_{S^m-1} \sum_{|\gamma|=0}^{\infty} g_{\gamma}(\zeta, u, v)x^\gamma f(\zeta, u)dS(u)dS(\zeta),
\]
where \( g_{\gamma}(v) \in \mathcal{H}_k(\mathbb{C}) \) and \( |x| \leq \sqrt{2} - 1 - \epsilon, v \in \mathbb{B}^m \). We remind the reader that the uniform and absolute convergence of the series expansion of the Poisson kernel when \( |x| \leq \sqrt{2} - 1 - \epsilon, u, v \in \mathbb{B}^m \), \( f \) is a polynomial and Fubini’s Theorem allow us to interchange the integral and infinite sum in the last second step above. However, since \( f \in B_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), we take the degree \( l \) (with respect to \( x \)) terms on the right-hand side above, we have \( f = \sum_{|\gamma|=l} f_{\gamma}(v)x^\gamma \). This implies that \( f_{\gamma}(v) = 0 \) for all \( |\gamma| \neq l \). In other words, we indeed have
\[
f(x, v) = \frac{c_{m,k}}{2} \int_{S^m-1} \int_{S^m-1} \sum_{|\gamma|=l} g_{\gamma}(\zeta, u, v)x^\gamma f(\zeta, u)dS(u)dS(\zeta),
\]
for all \( f \in B_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \). Hence, we have the expression for our reproducing kernel as \( J_{l,k}(\zeta, x, u, v) = \frac{c_{m,k}}{2} \sum_{|\gamma|=l} g_{\gamma}(\zeta, u, v)x^\gamma \), which completes the proof as well. \( \square \)

**Remark 3.12.** We have already noticed the fact that functions in \( B_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) are homogeneous polynomials in the variables \( x \) and \( u \), and these functions are uniquely determined by their values on the unit sphere (or arbitrarily small ball with centre 0). Therefore, although the expression of \( J_{l,k} \) is obtained in a sufficiently small ball centred at 0, we immediately know that it is also the expression for \( J_{l,k} \) in \( \mathbb{R}^m \times \mathbb{R}^m \).

Now, with the proof of the proposition above and Proposition 3.10, we claim that there is an orthogonality property between homogeneous polynomial null solutions to \( D_k \). More specifically,

**Theorem 3.13.** Suppose that \( f \in B_s(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) and \( g \in B_t(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_l(\mathbb{C})) \), then \( f \) is orthogonal to \( g \) with respect to the inner product given in (3.3) when \( s \neq t \) or \( k \neq l \).
Proof. Firstly, it is easy to observe that \( \langle f \mid g \rangle = 0 \) when \( k \neq l \), this is because of the already known orthogonality between functions in \( H_l(\mathbb{C}) \) and functions in \( H_l(\mathbb{C}) \) with respect to the \( L^2 \) inner product on \( S^{m-1} \). Hence, we assume \( k = l \) in the rest of the proof. With the help of the previous proposition, we have

\[
\langle f \mid g \rangle = \int_{S^{m-1}} \int_{S^{m-1}} \overline{f(x, v)} g(x, v) dS(v) dS(x)
\]

\[
= \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \overline{J_{s,k}(\zeta, x, u, v)} f(\zeta, u) dS(u) dS(\zeta)
\]

\[
\times \int_{S^{m-1}} \int_{S^{m-1}} \overline{J_{t,l}(\eta, x, \omega, v)} g(\eta, \omega) dS(\omega) dS(\eta) dS(x)
\]

\[
= \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \overline{J_{s,k}(\zeta, x, u, v)} J_{t,l}(\eta, x, \omega, v) dS(v) dS(x)
\]

\[
\times \int \overline{f(\zeta, u)} g(\eta, \omega) dS(u) dS(\zeta) dS(\omega) dS(\eta).
\]

In the last step above we interchange the order of integrations because all terms in the integrand are polynomials. Now, we take a look at

\[
\int_{S^{m-1}} \int_{S^{m-1}} \overline{J_{s,k}(\zeta, x, u, v)} J_{t,l}(\eta, x, \omega, v) dS(v) dS(x)
\]

\[
= \int_{S^{m-1}} \int_{S^{m-1}} \overline{J_{t,l}(\eta, x, \omega, v)} J_{s,k}(\zeta, x, u, v) S(v) dS(x),
\]

where the last step above uses (2) in Proposition 3.10. We notice that \( J_{s,k}(\zeta, x, u, v) \in \mathcal{B}_s(\mathbb{R}^m \times \mathbb{B}^m, H_k(\mathbb{C})) \) and \( J_{t,l}(\eta, x, \omega, v) \) is the reproducing kernel in \( \mathcal{B}_l(\mathbb{R}^m \times \mathbb{B}^m, H_l(\mathbb{C})) \), with the orthogonality property given in Theorem 3.13, we have

\[
\int_{S^{m-1}} \int_{S^{m-1}} \overline{J_{t,l}(\eta, x, \omega, v)} J_{s,k}(\zeta, x, u, v) S(v) dS(x) = 0, \quad \text{when } t \neq s.
\]

Therefore, we have \( \langle f \mid g \rangle = 0 \), when \( t \neq s \) as desired. \( \square \)

Remark 3.14. The theorem above implies that the decompositions given in Proposition 3.6, 3.7 and 3.8 are all orthogonal decompositions. Further, with Proposition 3.6, the theorem above immediately gives us the following useful corollary.

Corollary 3.15. Suppose \( f \in \mathcal{P}_s(S^{m-1} \times S^{m-1}, H_k(S^{m-1})) \) and \( g \in \mathcal{B}_l(S^{m-1} \times S^{m-1}, H_k(S^{m-1})) \). Then, \( f \) is orthogonal to \( g \) with respect to the inner product (3.3) when \( s < t \).

Proposition 3.11 also implies that for any \( f \in C^2(\mathbb{B}^m \times \mathbb{B}^m, H_k(\mathbb{C})) \) and \( \mathcal{D}_k f = 0 \), the homogeneous series expansion for \( f \) given in Proposition 3.2 has a stronger convergence property as follows.

Proposition 3.16. If \( f \in C^2(B(a, r) \times \mathbb{B}^m, H_k(\mathbb{C})) \) and \( \mathcal{D}_k f = 0 \) in \( B(a, r) \times \mathbb{B}^m \). Then there exist \( f_l \in \mathcal{B}_l(\mathbb{R}^m \times \mathbb{B}^m, H_k(\mathbb{C})) \) such that \( f(x, v) = \sum_{l=0}^{\infty} f_l(x - a, v) \) for all
\( \mathbf{x} \in B(a, r) \) and \( \mathbf{v} \in \mathbb{B}^m \). Further, the series converges absolutely and uniformly on \( K \times \mathbb{B}^m \), where \( K \) is a compact subset of \( B(a, r) \).

**Proof.** Firstly, we assume that \( f \in C^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \cap C(\overline{\mathbb{B}^m} \times \overline{\mathbb{B}^m}, \mathcal{H}_k(\mathbb{C})) \) and \( D_k f = 0 \) in \( \mathbb{B}^m \times \mathbb{B}^m \). Then, with the Poisson integral formula and Proposition 3.11, for \( \mathbf{x} \in B(0, \epsilon) \), \( \mathbf{v} \in \mathbb{B}^m \), with \( 0 < \epsilon < 1 \), we have

\[
\begin{align*}
f(\mathbf{x}, \mathbf{v}) &= \frac{C_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} P(\zeta, \mathbf{x}, \mathbf{v}) f(\zeta, \mathbf{u}) dS(\zeta) dS(\mathbf{u}) \\
&= \frac{C_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} \sum_{l=0}^{\infty} J_{l,k}(\zeta, \mathbf{x}, \mathbf{v}) f(\zeta, \mathbf{u}) dS(\zeta) dS(\mathbf{u}) \\
&= \frac{C_{m,k}}{2} \sum_{l=0}^{\infty} \int_{S^{m-1}} \int_{S^{m-1}} J_{l,k}(\zeta, \mathbf{x}, \mathbf{v}) f(\zeta, \mathbf{u}) dS(\zeta) dS(\mathbf{u}) = \sum_{l=0}^{\infty} f_l(\mathbf{x}, \mathbf{v}),
\end{align*}
\]

where \( f_l(\mathbf{x}, \mathbf{v}) = \int_{S^{m-1}} \int_{S^{m-1}} J_{l,k}(\zeta, \mathbf{x}, \mathbf{v}) f(\zeta, \mathbf{u}) dS(\zeta) dS(\mathbf{u}) \) and \( D_k f_l = 0 \) in \( \mathbb{B}^m \times \mathbb{B}^m \). Notice that (5) of Proposition 3.10 tells us that

\[
|J_{l,k}(\zeta, \mathbf{x}, \mathbf{v})| \leq \dim B_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))[|x|^l] |\mathbf{v}|^{k} = \dim H_k \cdot \dim H_l |x|^l |\mathbf{v}|^k \\
\leq C_m (kl)^{m-2} |x|^l |\mathbf{v}|^k,
\]

where \( C_m \) is a constant only depending on \( m \). Hence, one can see that

\[
\sum_{l=0}^{\infty} |f_l(\mathbf{x}, \mathbf{v})| \leq C_m k^{m-2} |\mathbf{v}|^k \sum_{l=0}^{\infty} \int_{S^{m-1}} \int_{S^{m-1}} i^{m-2} |x|^l |f(\zeta, \mathbf{u})| dS(\zeta) dS(\mathbf{u}) < +\infty,
\]

when \((\mathbf{x}, \mathbf{v}) \in \overline{B(0, \epsilon)} \times \overline{\mathbb{B}^m}\). This implies that \( \sum_{l=0}^{\infty} f_l \) converges absolutely and uniformly to \( f \) in \( \overline{B(0, \epsilon)} \times \overline{\mathbb{B}^m} \). Applying a dilation and a translation to the argument above can immediately give us the result on \( B(a, r) \times \mathbb{B}^m \) as desired. \( \square \)

4. Bergman spaces related to bosonic Laplacians

Let \( \Omega \) be an open bounded domain in \( \mathbb{R}^m \) and \( 1 \leq p < \infty \). In this section, we will introduce bosonic Bergman spaces, denoted by \( b^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), which are generalizations of harmonic Bergman spaces in higher spin spaces. It turns out that this bosonic Bergman space is also a Hilbert space when \( p = 2 \) with respect to a given \( L^2 \) inner product. This reveals the existence of a reproducing kernel for \( b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), and then a description for this reproducing kernel and a related Bergman projection is provided in terms of the reproducing kernel \( J_{l,k} \) (3.5) when \( \Omega = \mathbb{B}^m \).

The bosonic Bergman space \( b^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) is the set of functions \( f(\mathbf{x}, \mathbf{u}) \in L^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \cap C^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) satisfying \( D_k f = 0 \) in \( \Omega \times \mathbb{B}^m \) and

\[
\|f\|_{b^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} := \left( \int_{\Omega} \int_{\mathbb{B}^m} |f(\mathbf{x}, \mathbf{u})|^p d\mathbf{u} d\mathbf{x} \right)^{\frac{1}{p}} < +\infty.
\]
4.1. Reproducing kernels for bosonic Bergman spaces

For a fixed \((x, u) \in \Omega \times \mathbb{B}^m\), we call the linear map \(f \mapsto f(x, u)\) the point evaluation of \(f\) at \((x, u)\). The following proposition shows that point evaluation is continuous on \(b^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))\).

**Proposition 4.1.** Suppose \(f \in b^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))\), \(a \in \Omega\) and \(v \in \mathbb{B}^m\). Then,

\[
|f(a, v)| \leq \frac{(m + 2k - 2)\|f\|_{b^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))}}{(m - 2)V(\mathbb{B}^m)^{2/p}d(a, \partial \Omega)^m/p d(v, \mathbb{S}^{m-1})^{m/p}}.
\]

**Proof.** Let \(0 < r_1 < d(a, \partial \Omega)\) and \(0 < r_2 < d(v, \mathbb{S}^{m-1})\). We firstly apply the volume version of the mean-value property [11, Proposition 5.3] with respect to \(x\) on \(B(x, r_1)\) to obtain

\[
|f(a, v)|^p \leq \left(\frac{m + 2k - 2}{m - 2}\right)^p V(B(a, r_1))^{-1} \int_{B(a, r_1)} |f(x, \omega)|^p dx,
\]

where \(\omega = \frac{(x-a)v}{|x-a|^2}\) and Jensen’s inequality is applied above. Further, we notice that \(\omega\) is obtained from \(v\) by a rotation, which implies that \(f(x, \omega) \in \mathcal{H}_k(\omega, \mathbb{C})\). This motivates us to apply the volume version of the mean-value property to \(f(x, \omega)\) with respect to \(\omega\) on \(B(\omega, r_2)\) to have

\[
|f(x, \omega)|^p \leq V(B(\omega, r_2))^{-1} \int_{B(\omega, r_2)} |f(x, u)|^p du.
\]

Plugging (4.2) into (4.1), we obtain

\[
|f(a, v)|^p \leq \left(\frac{m + 2k - 2}{m - 2}\right)^p V(B(a, r_1))^{-1} \int_{B(a, r_1)} V(B(\omega, r_2))^{-1} 
\times \int_{B(\omega, r_2)} |f(x, u)|^p du dx 
\]

\[
\leq \left(\frac{m + 2k - 2}{m - 2}\right)^p r_1^{-m} r_2^{-m} V(\mathbb{B}^m)^{-2} \|f\|_{b^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))}^p.
\]

Now, we let \(r_1 \to d(a, \partial \Omega), r_2 \to d(v, \mathbb{S}^{m-1})\) and take \(p\)th root on both sides above to complete the proof. \(\square\)

With the previous proposition and a similar argument as in Proposition 5.16, we obtain the following result, which tells us that \(b^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))\) is a Banach space.

**Proposition 4.2.** The bosonic Bergman space \(b^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))\) is a closed subspace of \(L^p(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))\).
In particular, let \( p = 2 \), we have that \( b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) is a Hilbert space with inner product

\[
\langle f, g \rangle_{b^2} := \int_{\Omega} \int_{\mathbb{B}^m} \overline{f(x, u)} g(x, u) dudx, \quad f, g \in L^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})).
\]

Now, for each fixed \( x \in \Omega \) and \( v \in \mathbb{B}^m \), with Proposition 4.1, we notice that the map \( f \mapsto f(x, v) \) is a bounded linear functional on the Hilbert space \( b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \). Hence, there exists a unique function \( R_{k,\Omega \times \mathbb{B}^m}(\cdot, x, \cdot, v) \in b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), such that

\[
f(x, v) = \langle R_{k,\Omega \times \mathbb{B}^m}(\cdot, x, \cdot, v), f \rangle_{b^2} = \int_{\Omega} \int_{\mathbb{B}^m} \overline{R_{k,\Omega \times \mathbb{B}^m}(y, x, u, v)} f(y, u) dudy.
\]

We call the function \( R_{k,\Omega \times \mathbb{B}^m} \) the reproducing kernel of \( b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \). One can also obtain similar properties for \( R_{k,\Omega \times \mathbb{B}^m} \) with a similar proof as in Proposition 3.10.

**Proposition 4.3.** The reproducing kernel \( R_{k,\Omega \times \mathbb{B}^m} \) has the following properties.

1. \( R_{k,\Omega \times \mathbb{B}^m} \) is real valued.
2. \( R_{k,\Omega \times \mathbb{B}^m}(y, x, u, v) = R_{k,\Omega \times \mathbb{B}^m}(x, y, v, u) \) for all \( x, y \in \Omega \) and \( u, v \in \mathbb{B}^m \).
3. If \( \{\phi_j\}_{j=1}^\infty \) is an orthonormal basis for \( b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), then

\[
R_{k,\Omega \times \mathbb{B}^m}(y, x, u, v) = \sum_{j=1}^\infty \overline{\phi_j(x, v)} \phi_j(y, u).
\]

4. \( \|R_{k,\Omega \times \mathbb{B}^m}(\cdot, x, \cdot, v)\|_{b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} = \sqrt{R_{k,\Omega \times \mathbb{B}^m}(x, x, v, v)} \) for all \( x \in \Omega \) and \( v \in \mathbb{B}^m \).

Since \( b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) is a closed subspace of the Hilbert space \( L^2(\Omega \times \mathbb{B}^m, \mathbb{C}) \), there is a unique orthogonal projection of \( L^2(\Omega \times \mathbb{B}^m, \mathbb{C}) \) onto \( b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), denoted by \( B_{k,\Omega \times \mathbb{B}^m} \). We call this projection the bosonic Bergman projection on \( \Omega \times \mathbb{B}^m \). The following proposition reveals the connection between the bosonic Bergman projection and the reproducing kernel \( R_{k,\Omega \times \mathbb{B}^m} \).

**Proposition 4.4.** Suppose \( x \in \Omega \) and \( v \in \mathbb{B}^m \), then we have

\[
B_{k,\Omega \times \mathbb{B}^m}[f](x, v) = \int_{\Omega} \int_{\mathbb{B}^m} \overline{R_{k,\Omega \times \mathbb{B}^m}(y, x, u, v)} f(y, u) dudy,
\]

for all \( f \in L^2(\Omega \times \mathbb{B}^m, \mathbb{C}) \).
Proof. Let \( f \in L^2(\Omega \times \mathbb{B}^m, \mathbb{C}), \ x \in \Omega \) and \( v \in \mathbb{B}^m \). Then
\[
 B_{k,\Omega \times \mathbb{B}^m}[f](x, v) = \langle R_{k,\Omega \times \mathbb{B}^m}(\cdot, \cdot, v), B_{k,\Omega \times \mathbb{B}^m}[f] \rangle_{b^2}.
\]
Since \( B_{k,\Omega \times \mathbb{B}^m} \) is an orthogonal projection, it is also self-adjoint and \( R_{k,\Omega \times \mathbb{B}^m}(x, \cdot, \cdot) \in b^2(\Omega \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) tells us that \( B_{k,\Omega \times \mathbb{B}^m}[R_{k,\Omega \times \mathbb{B}^m}(\cdot, x, \cdot, v)] = R_{k,\Omega \times \mathbb{B}^m}(\cdot, x, \cdot, v) \). Therefore, the equation above is equal to
\[
\langle R_{k,\Omega \times \mathbb{B}^m}(\cdot, x, \cdot, v), f \rangle_{b^2} = \iint_{\mathbb{B}^m} R_{k,\Omega \times \mathbb{B}^m}(y, x, u, v) f(y, u) dudy,
\]
which completes the proof since \( R_{k,\Omega \times \mathbb{B}^m} \) is real valued. \( \square \)

4.2. Reproducing kernels on the unit ball

In this section, we will introduce the connection between the reproducing kernel \( R_{k,\mathbb{B}^m \times \mathbb{B}^m} \) and the reproducing kernel \( J_{l,k} \) of \( B_l(\mathbb{R}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) (Section 3.3). This also provides an expression of \( B_{k,\mathbb{B}^m \times \mathbb{B}^m} \) in terms of \( J_{l,k} \).

Recall that in (3.5), we define the reproducing kernel \( J_{l,k} \) with integrals over the unit sphere. Now, we will firstly use polar coordinates to obtain an analog of (3.5) with integrals over the unit ball for \( f \in B_l(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \).

\[
\int_{\mathbb{B}^m} \int_{\mathbb{B}^m} J_{l,k}(y, x, u, v) f(y, u) dudy \\
= \int_0^1 \int_0^1 \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} r_1^{m-1} r_2^{m-1} J_{l,k}(r_1 \zeta, x, r_2 \eta, v) f(r_1 \zeta, r_2 \eta) dS(\zeta) dS(\eta) dr_1 dr_2 \\
= \int_0^1 \int_0^1 \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} r_1^{m+2l-1} r_2^{m+2l-1} J_{l,k}(\zeta, x, \eta, v) f(\zeta, \eta) dS(\zeta) dS(\eta) dr_1 dr_2 \\
= (m+2k)^{-1} (m+2l)^{-1} \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} J_{l,k}(\zeta, x, \eta, v) f(\zeta, \eta) dS(\zeta) dS(\eta) \\
= (m+2k)^{-1} (m+2l)^{-1} f(x, v), \tag{4.3}
\]
where \( \zeta = \frac{y}{|y|} \) and \( \eta = \frac{u}{|u|} \). Now, we claim that all homogeneous polynomial null solutions in \( P(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) for \( D_k \) are dense in \( b^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \). In other words,

Proposition 4.5. There holds

\[ b^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) = \bigoplus_{l=0}^{\infty} B_l(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})). \]

Proof. We firstly notice that for a function \( f \in L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})), f_l(x, v) := f(\frac{1}{l} x, v) \in L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) for \( l = 1, 2, \ldots \). Further, we can see that \( f_l \) converges to \( f \) in \( L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) when \( l \to \infty \). This can be observed from the case \( f \in C(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) and the fact that \( C(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) is dense in \( L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \). More specifically, for \( f \in L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})), \) there exists a sequence \( \{g_n\}_{n=1}^{\infty} \in C(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) such that for arbitrary \( \epsilon > 0, \) there exists \( N > 0, \) such
that \( \| f - g_s \|_{L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} < \epsilon \) when \( s > N \). Let \( g_{s,l}(x, v) = g_s(\frac{1}{l} x, v) \), then we can easily check that \( \| f_l - g_{s,l} \|_{L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} < \frac{1}{l^2} \epsilon \) when \( s > N \). Therefore, we have

\[
\| f - f_l \|_{L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} \leq \| f - g_s \|_{L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} + \| g_s - g_{s,l} \|_{L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} + \| g_{s,l} - f_l \|_{L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} \leq \epsilon + \epsilon + \frac{l}{l-1} \epsilon = \frac{3l-1}{l} \epsilon,
\]

(4.4)

when \( l > N' \) and \( s > N \), where \( N' \) is sufficiently large so that \( \| g_s - g_{s,l} \|_{L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} < \epsilon \), which comes from the continuity of \( g_s \).

Since \( \ker D_k \) is invariant with respect to dilations, any function \( f \in b^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) can be approximated by a sequence of functions \( \{ f_l \}_{l=1}^{\infty} \) satisfying \( D_k f_l = 0 \) in \( \mathbb{B}^m \times \mathbb{B}^m \). Further, notice that \( f_1 \in C^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), then Proposition 3.16 tells us that each \( f_l \) can be approximated by a sequence of homogeneous polynomial null solutions to \( D_k \), which converges absolutely and uniformly in \( \mathbb{B}^m \times \mathbb{B}^m \). Hence, with a similar argument as applied in (4.4), there exists a sequence of homogeneous polynomials null solutions to \( D_k \) which converges to \( f \) in \( L^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) as desired.

The claim that the decomposition is an orthogonal decomposition can be observed by changing to polar coordinates and applying Theorem 3.13. \( \square \)

The proposition below provides a series of expansion for the reproducing kernel \( R_{k,\mathbb{B}^m \times \mathbb{B}^m} \) in terms of \( J_{l,k} \).

**Proposition 4.6.** Let \( x, v \in \mathbb{B}^m \), then we have

\[
R_{k,\mathbb{B}^m \times \mathbb{B}^m}(y, x, u, v) = \sum_{l=0}^{\infty} (m + 2l)(m + 2k)J_{l,k}(y, x, u, v),
\]

the series converges absolutely and uniformly in \( \mathbb{B}^m \times \mathbb{B}^m \times \mathbb{B}^m \times \mathbb{B}^m \) for all compact subset \( K \subset \mathbb{B}^m \).

**Proof.** For \( x, y, u, v \in \mathbb{B}^m \setminus \{0\} \), we have

\[
|J_{l,k}(y, x, u, v)| = |xy|^l|uv|^k |J_{l,k} \left( \frac{y}{|y|}, \frac{x}{|x|}, \frac{u}{|u|}, \frac{v}{|v|} \right)| \leq |xy|^l|uv|^k \dim \mathcal{H}_k \dim \mathcal{H}_l \leq C_m (lk)^{m-2} |x|^l |y|^l |u|^k |v|^k.
\]

This implies that \( \sum_{l=0}^{\infty} (m + 2l)(m + 2k)J_{l,k}(y, x, u, v) \) converges absolutely and uniformly in \( \mathbb{B}^m \times K \times \mathbb{B}^m \times \mathbb{B}^m \), where \( K \) is a compact subset of \( \mathbb{B}^m \). Now, if \( F(y, x, u, v) = \sum_{l=0}^{\infty} (m + 2l)(m + 2k)J_{l,k}(y, x, u, v) \), then \( F(\cdot, x, \cdot, v) \in \ker D_k \) is bounded in \( \mathbb{B}^m \times \mathbb{B}^m \) for fixed \( x, v \in \mathbb{B}^m \) and hence \( F(\cdot, x, \cdot, v) \in b^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \). Now, if \( f \) is a polynomial solution to \( D_k \), then with the calculation in (4.3) and the orthogonality given in Proposition 3.13, we can easily obtain that \( \langle F(\cdot, x, \cdot, v), f \rangle_{b^2} = f \) in \( \mathbb{B}^m \times \mathbb{B}^m \). Further, the previous proposition tells us that a function in \( b^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \) can be approximated by polynomial solutions to \( D_k \). This immediately gives us that for any \( f \in b^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C})) \), we have \( \langle F(\cdot, x, \cdot, v), f \rangle_{b^2} = f \) in \( \mathbb{B}^m \times \mathbb{B}^m \). This implies
that \( F(\cdot, x, \cdot, v) \) is the reproducing kernel of \( b^2(B^m \times B^m, \mathcal{H}_k(\mathbb{C})) \), which completes the proof. \( \square \)

The next result provides an expression for the bosonic Bergman projection in terms of the reproducing kernel \( J_{l,k} \).

**Proposition 4.7.** Let \( f \in \mathcal{P}_s(B^m \times B^m, \mathcal{H}_k(\mathbb{C})) \). Then \( \deg_B B_{k,B^m \times B^m}[f] \leq s \), and

\[
B_{k,B^m \times B^m}[f](x, v) = (m + 2k) \sum_{l=0}^{s} (m + 2l) \int_{B^m} \int_{B^m} J_{l,k}(y, x, u, v) f(y, u) dudy,
\]

for all \( x, v \in B^m \).

**Proof.** This result can be observed from the previous proposition and Proposition 4.4. The orthogonality given in Corollary 3.15 and the decomposition given in Theorem 3.7 explain the disappearance of the terms in the series with \( l > s \). \( \square \)

The following corollary tells us the connection between the bosonic Bergman projection of a function in \( \mathcal{P}_s(B^m \times B^m, \mathcal{H}_k(\mathbb{C})) \) and its Poisson integral.

**Corollary 4.8.** Let \( f \in \mathcal{P}_s(B^m \times B^m, \mathcal{H}_k(\mathbb{C})) \) and \( \sum_{l=0}^{\infty} f_l \) is the solution to the Dirichlet problem in the unit ball with boundary data \( f \big|_{B^m \times S^m} \), where \( f_l \in \mathcal{B}_l(B^m \times B^m, \mathcal{H}_k(\mathbb{C})) \). Then, we have

\[
B_{k,B^m \times B^m}[f] = \sum_{l=0}^{s} \frac{m + 2l}{m + l + s} f_l.
\]

**Proof.** For \( 0 \leq l \leq s \) and \( x, v \in B^m \), one has

\[
\begin{align*}
\int_{B^m} \int_{B^m} J_{l,k}(y, x, u, v) f(y, u) dudy &= \int_{0}^{1} \int_{0}^{1} \int_{S^{m-1}} \int_{S^{m-1}} r_1^{m-1} r_2^{m-1} J_{l,k}(r_1 \xi, x, r_2 \eta, v) f(r_1 \xi, r_2 \eta) dS(\eta) dS(\xi) dr_1 dr_2 \\
&= \int_{0}^{1} \int_{0}^{1} \int_{S^{m-1}} \int_{S^{m-1}} r_1^{m+l+s-1} r_2^{m+2k-1} J_{l,k}(\xi, x, \eta, v) f(\xi, \eta) dS(\eta) dS(\xi) dr_1 dr_2 \\
&= (m + l + s)^{-1} (m + 2k)^{-1} \int_{S^{m-1}} \int_{S^{m-1}} J_{l,k}(\xi, x, \eta, v) f(\xi, \eta) dS(\xi)
\end{align*}
\]

where the last equation is obtained by applying the Poisson integral formula (3.2), the expression of the Poisson kernel given in Proposition 3.11, the decomposition of \( f(\xi, \eta) \) given in Theorem 3.7 and the orthogonality given in Theorem 3.13. Plugging the equation above into the previous proposition gives us the desired result. \( \square \)
5. Hardy spaces related to bosonic Laplacians

Recall that we defined the Poisson integral of a function \( f \in C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{S}^{m-1})) \) in [11, (3.13)]. In this section, we generalize this definition for a certain complex measure space. Weak* convergence properties and growth estimates for the Poisson integrals of these complex measures are investigated. Further, the growth estimates lead us to a generalization of harmonic Hardy spaces in higher spin spaces, named as bosonic Hardy spaces. Some growth estimates and characterizations for functions in the bosonic Hardy spaces are also studied here.

5.1. Poisson integrals of measures and weak* convergence

Recall that the Poisson integral given in (3.2), we call

\[
P(\zeta, x, u, v) = \frac{c_{m,k}}{2} \left( \frac{1}{|x - \zeta|^m} Z_k \left( \frac{(x - \zeta)u(x - \zeta)}{|x - \zeta|^2}, v \right) \right), \quad x, v \in \mathbb{B}^m, \zeta, u \in \mathbb{S}^{m-1}
\]

the Poisson kernel of the bosonic Laplacian in the unit ball. Now, we extend the definition of the Poisson integral above as follows. For a complex measure \( \mu = \mu_1 \times \mu_2 \) on \( \mathbb{S}^{m-1} \times \mathbb{S}^{m-1} \), where \( \mu_i \) are finite complex measures on \( \mathbb{S}^{m-1} \), \( i = 1, 2 \), the Poisson integral of \( \mu \), denoted by \( P[\mu] \), is given by

\[
P[\mu](x, v) := \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} P(\zeta, x, u, v) d\mu_2(u) d\mu_1(\zeta).
\]

(5.1)

Further, differentiating under the integral sign above, we can see that \( \mathcal{D}_k P[\mu] = 0 \) on \( \mathbb{B}^m \times \mathbb{B}^m \).

Let \( M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \) stand for the set of finite complex Borel measures on \( \mathbb{S}^{m-1} \times \mathbb{S}^{m-1} \). The total variation norm of \( \mu \in M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \) is denoted by \( ||\mu|| \). Since \( M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \) is a Banach space under the total variation norm, the Riesz Representation Theorem tells us that \( M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \) is isometrically isomorphic to the dual space of \( C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \) with the following identification

\[
M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \longrightarrow C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1})^*,
\]

\[
\mu \mapsto \Lambda_\mu,
\]

(5.2)

where

\[
\Lambda_\mu(f) = \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} f d\mu, \quad \text{for} \ f \in C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}).
\]

Let \( L^p(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \), \( 1 \leq p < \infty \) be the space of the Borel measurable functions \( f \) on \( \mathbb{S}^{m-1} \times \mathbb{S}^{m-1} \) for which

\[
||f||_p^p = \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} |f(x, u)|^p dS(x) dS(u) < +\infty.
\]

\( L^\infty(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \) consists of the Borel measurable functions \( f \) on \( \mathbb{S}^{m-1} \times \mathbb{S}^{m-1} \) for which \( ||f||_\infty < +\infty \), where \( ||f||_\infty \) stands for the essential supremum norm on \( \mathbb{S}^{m-1} \times \mathbb{S}^{m-1} \) with respect to \( dS \times dS \).
Let \( C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \) stand for functions \( f(x, u) \in C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \) and for each fixed \( x \in \mathbb{S}^{m-1} \), \( f(x, u) \in \mathcal{H}_k(\mathbb{C}) \) in the variable \( u \). A similar definition applies to \( L^p(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \). We also define \( M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \) to be the subspace of the space of finite complex measures on \( \mathbb{S}^{m-1} \times \mathbb{S}^{m-1} \), which satisfies that for each \( \mu = \mu_1 \times \mu_2 \in M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \), then \( \mu \in M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}) \) and \( d\mu_2 = hdS \), where \( h \) is a \( k \)-homogeneous harmonic polynomial. We claim that the identification given in (5.2) also provides an isometrical isomorphism between \( M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \) and \( C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))^* \), which is stated as follows.

**Lemma 5.1.** \( M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \) is isometrically isomorphic to the dual space of \( C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \) with the identification

\[
M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \longrightarrow C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))^*,
\]

\[
\mu \mapsto \Lambda_\mu,
\]

where

\[
\Lambda_\mu(f) = \int_{\mathbb{S}^{m-1}} \int_{\mathbb{S}^{m-1}} f \, d\mu, \quad \text{for } f \in C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})).
\]

**Proof.** Indeed, the difference between the isometrical isomorphism given in (5.2) and the isomorphism above is the extra condition \( \mathcal{H}_k(\mathbb{C}) \) added to the second variable \( u \). Therefore, to prove the lemma above, we only need to show that for the variable \( u \),

\[
M(\mathbb{S}^{m-1}, \mathcal{H}_k) \longrightarrow \mathcal{H}_k(\mathbb{C})^*,
\]

\[
\mu \mapsto \Lambda_\mu, \quad \text{(} \Lambda_\mu(f) = \int_{\mathbb{S}^{m-1}} f \, d\mu, \quad \text{for } f \in \mathcal{H}_k(\mathbb{C})\),
\]

(3.5)

is an isometrical isomorphism, where \( M(\mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \) stands for the space of finite complex Borel measures given by \( d\mu = hdS \), and \( h \) is a \( k \)-homogeneous harmonic polynomial. To prove this, it suffices to show the linear map (3.5) is into, because \( \dim M(\mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) = \dim \mathcal{H}_k(\mathbb{C})^* = \dim \mathcal{H}_k(\mathbb{C}) \) is finite. This is equivalent to prove that if \( \Lambda_\mu(f) = 0 \) for all \( f \in \mathcal{H}_k(\mathbb{C}) \), then \( \mu = 0 \). Assume that \( \mu = hdS \), where \( h \in \mathcal{H}_k(\mathbb{C}) \), then

\[
\Lambda_\mu(f) = \int_{\mathbb{S}^{m-1}} f \, d\mu = \int_{\mathbb{S}^{m-1}} fhdS.
\]

Since \( f \in \mathcal{H}_k(\mathbb{C}) \) is arbitrary, then \( h = 0 \), which means \( \mu = 0 \). This completes the proof for (5.3). Hence, our lemma is true. \( \Box \)

When given a function \( f \) on \( \mathbb{B}^m \times \mathbb{B}^m \), the notation \( f_{r_1, r_2} \) stands for the function on \( \mathbb{S}^{m-1} \times \mathbb{S}^{m-1} \) defined by \( f_{r_1, r_2}(\xi, \eta) = f(r_1 \xi, r_2 \eta) \), where \( 0 \leq r_1, r_2 < 1 \). Next, we introduce growth estimates for the Poisson integrals of measures.

**Theorem 5.2.** The following estimates apply to Poisson integrals.

1. If \( \mu = \mu_1 \times \mu_2 \in M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) \). Further, let \( f = P[\mu] \), then \( \|f_{r_1, r_2}\|_1 \leq \frac{m+2k-2}{m-2} \|\mu\| \) for all \( r_1, r_2 \in [0, 1) \).
(2) If \(1 \leq p \leq \infty\), \(g \in L^p(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\) and \(f = \mathcal{P}[g]\), then \(\|f_{r_1,r_2}\|_p \leq \frac{m+2k-2}{m-2}\|g\|_p\) for all \(r_1, r_2 \in [0, 1)\).

**Remark 5.3.** One can easily check that when \(k = 0\), the results above reduce to the properties of Laplacian \(\Delta_x\).

**Proof.** To prove (1), firstly, we have

\[
f_{r_1,r_2}(\xi, \eta) = f(r_1\xi, r_2\eta) = P[u](r_1\xi, r_2\eta)
\]

\[
= \frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |r_1\xi|^2}{|r_1\xi - \zeta|^m} Z_k \left( \frac{(r_1\xi - \zeta)u(r_1\xi - \zeta)}{|r_1\xi - \zeta|^2}, r_2\eta \right) h(u) dS(u) d\mu_1(\zeta)
\]

\[
= \frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |r_1\xi|^2}{|r_1\xi - \zeta|^m} Z_k \left( u, \phi(\eta) \right) h(u) dS(u) d\mu_1(\zeta)
\]

\[
= \omega_m^{-1} \int_{S^{m-1}} \frac{1 - |r_1\xi|^2}{|r_1\xi - \zeta|^m} h(\phi(\eta)) d\mu_1(\zeta),
\]

where \(\phi(\eta) = \frac{(r_1\xi - \zeta)r_2\eta}{|r_1\xi - \zeta|^2}\), and \(\omega_m\) is the area of \(S^{m-1}\). The last equation above is obtained from the facts that \(Z_k(a \omega, \omega) = Z_k(\omega, a \omega)\) with \(a \in \mathbb{R}^m\) and \(Z_k\) is the reproducing kernel of \(k\)-homogeneous harmonic polynomials and [11, Lemma 3.6].

Now, we have

\[
\|f_{r_1,r_2}\|_1 = \frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} \left| \int_{S^{m-1}} \frac{1 - |r_1\xi|^2}{|r_1\xi - \zeta|^m} h(\phi(\eta)) d\mu_1(\zeta) \right| dS(\xi) dS(\eta)
\]

\[
\leq \frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |r_1\xi|^2}{|r_1\xi - \zeta|^m} \int_{S^{m-1}} |h(\phi(\eta))| dS(\eta) dS(\xi) d\mu_1(\zeta).
\]

Further, noticing that \(\phi(\eta)\) is a reflection of \(r_2\eta\), hence, the integral above becomes

\[
\frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |r_1\xi|^2}{|r_1\xi - \zeta|^m} \int_{S^{m-1}} |h(r_2\eta)| dS(\eta) dS(\xi) d\mu_1(\zeta)
\]

\[
= \frac{m + 2k - 2}{m - 2} \int_{S^{m-1}} \int_{S^{m-1}} |h(r_2\eta)| dS(\eta) d\mu_1(\zeta)
\]

\[
\leq \frac{m + 2k - 2}{m - 2} \int_{S^{m-1}} \int_{S^{m-1}} |h(\eta)| dS(\eta) d\mu_1(\zeta)
\]

\[
= \frac{m + 2k - 2}{m - 2} \int_{S^{m-1}} \int_{S^{m-1}} d\mu_2(\eta) d\mu_1(\zeta) \leq \frac{m + 2k - 2}{m - 2}\|\mu\|,
\]

where the following facts are used in the last two steps above

\[
\omega_m^{-1} \int_{S^{m-1}} \frac{1 - |r_1\xi|^2}{|r_1\xi - \zeta|^m} dS(\xi) = \omega_m^{-1} \int_{S^{m-1}} \frac{1 - |r_1\xi|^2}{|\xi - r_1\zeta|^m} dS(\xi) = 1,
\]

and \(\int_{S^{m-1}} |h(r_2\eta)| dS(\eta)\) is increasing with respect to \(r_2\), since \(h\) is harmonic, see [1, Corollary 6.6].
For (2), we firstly assume that $1 \leq p < \infty$, with similar argument applied to (1), we obtain

$$|f_{r_1, r_2}(\xi, \eta)| \leq \frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |r_1 \xi|^2}{|r_1 \xi - \zeta|^m} |g(\zeta, \phi(\eta))|dS(\zeta).$$

Then, with the Jensen’s integral inequality, we have

$$\left( \int_{S^{m-1}} \int_{S^{m-1}} |f_{r_1, r_2}(\xi, \eta)|^p dS(\xi)dS(\eta) \right)^{1/p} \leq \frac{c_{m,k}}{2} \left( \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |r_1 \xi|^2}{|r_1 \xi - \zeta|^m} |g(\zeta, \phi(\eta))|^p dS(\zeta)dS(\xi)dS(\eta) \right)^{1/p} \leq \frac{c_{m,k}}{2} \left( \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |r_1 \xi|^2}{|r_1 \xi - \zeta|^m} |g(\zeta, \eta)|^p dS(\eta)dS(\zeta)dS(\xi) \right)^{1/p} = \frac{m + 2k - 2}{m - 2} \|g\|_p.$$

Similar argument as above can be applied to $p = \infty$. \hfill \Box

An immediately consequence of the theorem above is the following.

**Corollary 5.4.** Let $1 \leq p < \infty$, $g \in L^p(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))$ and $f = P[g]$. Then,

$$\|f_{r_1, r_2}\|_p \leq \frac{m + 2k - 2}{m - 2} \|g_{s_1, s_2}\|_p$$

for all $0 \leq r_j \leq s_j \leq 1$, $j = 1, 2$.

**Proof.** This can be obtained immediately from the previous theorem and [11, Theorem 3.7] as follows

$$\|f_{r_1, r_2}\|_p = \|P[g_{s_1, s_2}]_{r_1, r_2}\|_p \leq \frac{m + 2k - 2}{m - 2} \|g_{s_1, s_2}\|_p. \hfill \Box$$

Recall that [11, Theorem 3.7] tells us that if $g \in C^2(S^{m-1} \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$, and $f = P[g]$, then $f_{r_1} \to g$ in $C(S^{m-1} \times \mathbb{B}^m)$ as $r \to 1$. Actually, with the previous theorem, we have a generalized result of [11, Theorem 3.10] as follows.

**Corollary 5.5.** Suppose $1 \leq p < \infty$. If $g \in L^p(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))$ and $f = P[g]$, then we have $\|f_{r_1, r_2} - g\|_p \to 0$ as $r_1, r_2 \to 1$.

**Proof.** Suppose $1 \leq p < \infty$ and a function $g \in L^p(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))$, let $f = P[g]$. For a fixed $\epsilon > 0$, there exists a function $h \in C(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))$, such that $\|g - h\|_p < \epsilon$. Let $f^1 = P[h]$, then $\|f_{r_1, r_2} - g\|_p \leq \|f_{r_1, r_2} - f^1_{r_1, r_2}\|_p + \|f^1_{r_1, r_2} - h\|_p + \|h - g\|_p$.
Further, with [11, Theorem 3.7] and [1, Theorem 6.7], we obtain \( \| f_{r_1, r_2} - h \|_p \leq \epsilon \) when \( r_1, r_2 \to 0 \). Therefore, we have \( \| f_{r_1, r_2} - f_{r_1, r_2}^\dagger \|_p \leq \epsilon \). Since \( \epsilon \) is arbitrary, we complete the proof.

\[ \| h - g \|_p. \]

According to Theorem 5.2, we observe that

\[
\| f_{r_1, r_2} - f_{r_1, r_2}^\dagger \|_p = \| P[g - h]_{r_1, r_2} \|_p \leq \frac{m + 2k - 2}{m - 2} \| g - h \|_p \leq \frac{m + 2k - 2}{m - 2} \epsilon.
\]

Further, with [11, Theorem 3.7] and [1, Theorem 6.7], we obtain \( \| f_{r_1, r_2} - h \|_p \leq \epsilon \) when \( r_1, r_2 \to 0 \). Therefore, we have \( \| f_{r_1, r_2} - f_{r_1, r_2}^\dagger \|_p \leq \epsilon \). Since \( \epsilon \) is arbitrary, we complete the proof.

**Theorem 5.6.** Poisson integrals also have the following weak* convergence properties.

1. If \( \mu = \mu_1 \times \mu_2 \in M(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) \) and \( f = P[\mu] \), then \( f_{r_1, r_2} \to \mu \) weak* in \( M(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) \) as \( r_1, r_2 \to 1 \).

2. Let \( 1 \leq p \leq \infty \), if \( g \in L^p(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) \) and \( f = P[g] \), then \( f_{r_1, r_2} \to g \) weak* in \( L^p(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) \) as \( r_1, r_2 \to 1 \).

**Proof.** Recall that \( M(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) = C(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))^* \), let \( f = P[\mu] \) with \( \mu = \mu_1 \times \mu_2 \in M(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) \). To prove (1), we only need to show that for all \( g \in C(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) \),

\[
\lim_{r_1, r_2 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} f_{r_1, r_2}(\xi, \eta) g(\xi, \eta) dS(\xi) dS(\eta) = \int_{S^{m-1}} \int_{S^{m-1}} g(\xi, u) d\mu_1(\xi) d\mu_2(u).
\]

Now, we look at the integral on the left side, with a similar argument as in (1) in Theorem 5.2,

\[
\lim_{r_1, r_2 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} f_{r_1, r_2}(\xi, \eta) g(\xi, \eta) dS(\xi) dS(\eta)
= \lim_{r_1, r_2 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} P(\xi, r_1, \xi, u, r_2 \eta) d\mu_2(u) d\mu_1(\xi) g(\xi, \eta) dS(\xi) dS(\eta).
\]

Recall that \( P(\zeta, r_1, \xi, u, r_2 \eta) = \frac{c_{m, k}}{2} \frac{1 - r_1^2}{|r_1 \xi - \zeta|^m} Z_k(\frac{(r_1 \xi - \zeta) u (r_1 \xi - \zeta)}{|r_1 \xi - \zeta|^2}, r_2 \eta) \). Since \( Z_k(u, v) \) is a homogeneous polynomial, when \( r_1, r_2 \to 1 \), the singularities only happen in \( \frac{1 - r_1^2}{|r_1 \xi - \zeta|^m} \).

Therefore, we can let \( r_1 = r_2 = 1 \) in \( Z_k, \omega \) above. Further, since \( \zeta, \eta \in S^{m-1} \), we have \( \frac{1 - r_1^2}{|r_1 \xi - \zeta|^m} = \frac{1 - r_1^2}{|\xi - r_1 \xi|^m} \). Hence, the integral above becomes

\[
\lim_{r_1, r_2 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} P(r_1 \xi, \xi, u, r_2 \eta) g(\xi, \eta) dS(\xi) dS(\eta) d\mu_2(u) d\mu_1(\xi)
= \lim_{r_1 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} \int_{S^{m-1}} P(r_1 \xi, \xi, u, \eta) g(\xi, \eta) dS(\xi) dS(\eta) d\mu_2(u) d\mu_1(\xi)
\]
\[ = \lim_{r_1 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} P[g]_{r_1,1}(\zeta, u) d\mu_2(u) d\mu_1(\zeta) \]
\[ = \lim_{r_1, r_2 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} P[g]_{r_1, r_2}(\zeta, u) d\mu_2(u) d\mu_1(\zeta) \]
\[ = \int_{S^{m-1}} \int_{S^{m-1}} g(\zeta, u) d\mu_2(u) d\mu_1(\zeta), \]
which completes the proof of (1).

The proof of (2) is similar as in (1). Firstly, we prove the case \(1 < p < \infty\). We notice that \(L^p(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) = L^q(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\), where \(q\) is the conjugate number of \(p\), i.e., \(\frac{1}{p} + \frac{1}{q} = 1\). Let \(g \in L^p(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\) and \(f = P[g]\), we need to show that for all \(h \in L^q(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\),
\[ \lim_{r_1, r_2 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} \left( f_{r_1, r_2}(\xi, \eta) - g(\xi, \eta) \right) h(\xi, \eta) dS(\xi) dS(\eta) = 0. \]
According to Hölder’s inequality, the integral above can be estimated by
\[ \leq ||f_{r_1, r_2} - g||_p \cdot ||h||_q \to 0, \quad \text{as} \quad r_1, r_2 \to 1, \]
where Corollary 5.5 and \(h \in L^q(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\) are applied above. This proves (2) when \(1 < p < \infty\). The argument is the same for the case \(p = 1\) except that we do not need to use Hölder’s inequality.

For \(p = \infty\), we notice that \(L^1(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C})) = L^\infty(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\). With \(g \in L^\infty(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\) and \(f = P[g]\), we need to show that for all \(h \in L^1(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\),
\[ \lim_{r_1, r_2 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} f_{r_1, r_2}(\xi, \eta) h(\xi, \eta) dS(\xi) dS(\eta) \]
\[ = \int_{S^{m-1}} \int_{S^{m-1}} g(\xi, \eta) h(\xi, \eta) dS(\xi) dS(\eta). \]
With a similar argument as in (1), the left-hand side of the equation above becomes
\[ \lim_{r_1, r_2 \to 1} \int_{S^{m-1}} \int_{S^{m-1}} P[g]_{r_1, r_2}(\zeta, u) h(\zeta, u) dS(\zeta) dS(\xi). \]
The Corollary 5.5 tells us that \(P[g]_{r_1, r_2}(\zeta, u)\) converges to \(g(\zeta, u)\) in \(L^1(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\) as \(r_1, r_2 \to 1\), since \(g \in L^\infty(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\), we also have that \(P[g]_{r_1, r_2}(\zeta, u) h(\zeta, u)\) converges to \(g(\zeta, u) h(\zeta, u)\) in \(L^1(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\) as \(r_1, r_2 \to 1\). This completes the proof of the theorem. \(\square\)

Recall that in [11], for a function \(f \in L^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))\) with \(1 \leq p < \infty\), we define the norm
\[ ||f||_{L^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} := \left( \int_{\mathbb{B}^m} \int_{S^{m-1}} |f(x, u)|^p dS(u) d\lambda(x) \right)^{1/p}. \]
We can also obtain a growth estimate of the \(L^p\)-norm of the Poisson integral of the measure space \(M(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))\).
Proposition 5.7. Let $\mu \in M(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))$ and $1 \leq p < \frac{m}{m-1}$. Then, there exists a constant $\lambda_{m,k}$, which only depends on $m$ and $k$, such that

$$\|P[\mu]\|_{L^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} \leq \lambda_{m,k}\|\mu\|.$$

**Proof.** Let $\mu = \mu_1 \times \mu_2 \in M(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))$, $p > 1$ and $q$ is the conjugate number of $p$. For convenience, all $\lambda_{m,k}$ in this proof are positive constants only depending on $m$ and $k$ but not necessarily the same. We have

$$|P[\mu](x, v)| = \left| \int_{S^{m-1}} \int_{S^{m-1}} P(\zeta, x, u, v) d\mu_2(u) d\mu_1(\zeta) \right|$$

$$= \left| \int_{S^{m-1}} \int_{S^{m-1}} \frac{c_{m,k}}{2} \frac{1 - |x|^2}{|x - \zeta|^m} Z_k \left( \frac{(x - \zeta)u(x - \zeta)}{|x - \zeta|^2}, v \right) d\mu_2(u) d\mu_1(\zeta) \right|$$

$$\leq \lambda_{m,k} \left| \int_{S^{m-1}} \int_{S^{m-1}} \frac{1 - |x|^2}{|x - \zeta|^m} d\mu_2(|u|d\mu_1(|\zeta|) \right|^\frac{1}{p}$$

$$\times \left[ \int_{S^{m-1}} \int_{S^{m-1}} d\mu_2(|u|d\mu_1(|\zeta|) \right]^{\frac{1}{q}}.$$

where the fact that $|Z_k(u, v)| \leq \dim \mathcal{H}_k(\mathbb{C})$ for $u, v \in \mathbb{B}^m$ [1, Proposition 5.27] is applied above. Notice that

$$\frac{1 - |x|^2}{|x - \zeta|^m} \leq \frac{1 + |x|}{|x - \zeta|^{m-1}} \leq 2|x - \zeta|^{1-m}, \text{ for all } x \in \mathbb{B}^m, \zeta \in S^{m-1}.$$

Therefore, we obtain $|P[\mu](x, v)| \leq \lambda_{m,k} |x - \zeta|^{1-m} \|\mu\|^{\frac{1}{p} + \frac{1}{q}} = \lambda_{m,k} |x - \zeta|^{1-m} \|\mu\|$. Thus,

$$\|P[\mu]\|_{L^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} \leq \lambda_{m,k} \left( \int_{\mathbb{B}^m} |x - \zeta|^{p(1-m)} d\zeta \right)^{1/p} \|\mu\| \leq \lambda_{m,k} \|\mu\|,$$

where the integral in the parentheses above exists if $p(1 - m) > -m$, i.e., $p < \frac{m}{m-1}$, which completes the proof for $p > 1$. The proof for the case $p = 1$ is much easier, one can adapt the same argument without using the Hölder’s inequality. \(\square\)

With the proposition above, one can easily see that

Corollary 5.8. Suppose $\{\mu_n\}$ strongly converges to $\mu$ in $M(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))$ as $n \to \infty$, and $1 \leq p < \frac{m}{m-1}$. Then we have $\{P[\mu_n]\}$ strongly converges to $P[\mu]$ in $L^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$ as $n \to \infty$.

5.2. Bosonic Hardy spaces and growth estimates

The growth estimates in Theorem 5.2 suggest us to define analogs of harmonic Hardy spaces as follows.
Let $1 \leq p \leq \infty$, we define bosonic Hardy spaces, denoted by $h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$, to be the class of functions $f(\mathbf{x}, \mathbf{u}) \in C^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$ such that $\mathcal{D}_k f = 0$ on $\mathbb{B}^m \times \mathbb{B}^m$ and

$$\|f\|_{h^p} = \sup_{0 \leq r_1, r_2 < 1} \|f_{r_1, r_2}\|_p < \infty.$$ 

One can easily verify that $h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$ is a normed linear space with the norm $\| \cdot \|_{h^p}$.

**Theorem 5.9.** The Poisson integral induces the following bijective maps.

1. The map $\mu \mapsto P[\mu]$ is a linear bijective map from $M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))$ to $h^1(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$. Further, $\|\mu\| \leq \|P[\mu]\|_{h^1} \leq \frac{m+2k-2}{m-2}\|\mu\|$.

2. For $1 < p \leq \infty$, the map $g \mapsto P[g]$ is a linear bijective map from $L^p(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))$ to $h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$. Further, $\|g\|_p \leq \|P[g]\|_{h^p} \leq \frac{m+2k-2}{m-2}\|g\|_p$.

To prove the theorem above, we need to follow the result on weak* convergence.

**Proposition 5.10 (Theorem 6.12, [1]).** If $X$ is a separable normed linear space, then every norm-bounded sequence in $X^*$ contains a weak* convergent subsequence.

Now, we are ready to prove Theorem 5.9.

**Proof.** (1). Firstly, it is obvious that the map $\mu \mapsto P[\mu]$ is linear. Hence, we only need to prove it is bijective. We will prove this by showing it is an injective and surjective map, respectively. To prove it is an injective map, we only need to prove the inequalities in (1). Let $f \in h^1(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$, on the one hand, Theorem 5.2 already tells us that $\|P[\mu]\|_{h^1} \leq \frac{m+2k-2}{m-2}\|\mu\|$. On the other hand, since $\{P[\mu]_{r_1, r_2}\}$ converges weak* to $\mu$ as in Theorem 5.6, we have

$$\|\mu\| \leq \liminf_{r_1, r_2 \to 1} \|P[\mu]_{r_1, r_2}\|_1 \leq \sup_{0 \leq r_1, r_2 < 1} \|P[\mu]_{r_1, r_2}\|_1 = \|P[\mu]\|_{h^1},$$

which completes the proof of the inequalities in (1). Hence, the map in (1) is injective.

To prove the map is surjective, let $f \in h^1(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$, according to the definition, there exists a family of functions $\{f_{r_1, r_2, r_1, r_2} \in [0, 1]\}$, which is norm-bounded in $L^1(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))$, and hence in $M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C})) = C(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))^*$. Further, since $M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1})$ is a separable metric space and $M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))$ is a subspace of $M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1})$. This implies that $M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))$ is also separable. Therefore, we have that $\{f_{r_1, r_2, r_1, r_2} \in [0, 1]\}$ is a norm-bounded sequence in a separable normed linear space $M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))$. According to Proposition 5.10, we know that there exists a subsequence converges weak* to some $\mu \in M(\mathbb{S}^{m-1} \times \mathbb{S}^{m-1}, \mathcal{H}_k(\mathbb{C}))$. Now, to complete the proof of (1), we only need to show that $f = P_B[\mu]$. Recall that, for fixed $\mathbf{x}, \mathbf{v} \in \mathbb{B}^m$, the Poisson integral formula
given in [11] tells us that
\[
f(r_1 x, r_2 v) = P_B[f](r_1 x, r_2 v) = \frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} P_B(\zeta, x, u, r_2 v) f(r_1, u) dS(u) dS(\zeta).
\]
Since \(P_B(\zeta, x, u, v)\) is continuous on \(S^{m-1}\) for fixed \(x, v \in B^m\), then by the continuity of \(f\), we let \(r_1, r_2 \to 1\) to immediately obtain that
\[
f(x, v) = \lim_{r_1, r_2 \to 1} P_B[f](r_1, x, r_2, v) = \frac{c_{m,k}}{2} \int_{S^{m-1}} \int_{S^{m-1}} P_B(\zeta, x, u, v) d\mu(u, \zeta).
\]
In other words, \(f = P_B[\mu]\).

(2). The proof of (2) is similar. Let \(1 < p \leq \infty\), and \(f \in h^p(B^m \times B^m, H_k(\mathbb{C}))\). To prove the map is injective, one can apply a similar argument as in (1), with the help of Theorem 5.2 and Theorem 5.6, one can obtain the inequalities in (2), which also implies that the map in (2) is injective. To prove it is surjective, let \(g\) be the conjugate number of \(p\), then \(\{f_{r_1, r_2, r_1, r_2} \in [0, 1]\} \) is norm-bounded in \(L^p(S^{m-1} \times S^{m-1}, H_k(\mathbb{C})) = L^q(S^{m-1} \times S^{m-1}, H_k(\mathbb{C}))^*\). Theorem 5.10 tells us that there exists a subsequence of \(\{f_{r_1, r_2, r_1, r_2} \in [0, 1]\} \), which converges weak* to some function \(f = P_B[g]\). This can be derived from a similar argument as in (1) if we can prove that \(P_B[. \cdot, x, \cdot, v] \in L^q(S^{m-1} \times S^{m-1}, H_k(\mathbb{C}))\). This can be observed from the fact that, for fixed \(x \in B^m\), the classical Poisson kernel \(1 - |x|^2 |x - \zeta|^m \in L^q(S^{m-1})\) with respect to \(\zeta\) and the reproducing kernel \(Z^k\) is bounded.

Remark 5.11. Recall that a bosonic Laplacian reduces to the classical Laplacian \(\Delta_x\) when \(k = 0\). In this case, the constant \(\frac{m+2k-2}{m-2} = 1\) in the theorem above. Hence, the theorem above also reduces to some properties of Laplacian. For instance, when \(k = 0\), (1) states that the classical Poisson integral is a linear bijective isometry from the complex Borel measure space \(M(S^{m-1})\) to the harmonic Hardy space \(h^1(B^m)\).

Theorem 5.9 immediately gives us the following characterizations of the bosonic Hardy spaces.

**Proposition 5.12** (Characterization of \(h^p(B^m \times B^m, H_k(\mathbb{C}))\)).

(1) Let \(f \in h^p(B^m \times B^m, H_k(\mathbb{C}))\) and \(1 < p \leq \infty\). Then there exists a unique \(g \in L^p(S^{m-1} \times S^{m-1}, H_k(\mathbb{C}))\) such that \(f = P_B[g]\). Moreover, \(\|g\|_p \leq \|f\|_{h^p} \leq \frac{m+2k-2}{m-2} \|g\|_p\).

(2) Let \(f \in h^1(B^m \times B^m, H_k(\mathbb{C}))\). Then there exists a unique \(\mu \in M(S^{m-1} \times S^{m-1}, H_k(\mathbb{C}))\) such that \(f = P_B[\mu]\). Moreover, \(\|\mu\| \leq \|f\|_{h^1} \leq \frac{m+2k-2}{m-2} \|\mu\|\).

Next, we have a growth estimate for functions in \(h^p(B^m \times B^m, H_k(\mathbb{C}))\).

**Proposition 5.13.** Suppose \(1 \leq p \leq \infty\) and \(f \in h^p(B^m \times B^m, H_k(\mathbb{C}))\), then we have
\[
|f(x, v)| \leq c_{m,k,p} \left(\frac{1+|x|}{(1-|x|)^{m-1}}\right)^{\frac{1}{p}} \|f\|_{h^p},
\]
for all \(x \in B^m\) and \(v \in \overline{B^m}\), where \(c_{m,k,p} = \frac{m+2k-2}{m-2} (\omega_m)^{\frac{p-2}{p}} \text{dim} H_k(\mathbb{C})\).
Proof. We firstly consider the case $1 < p < \infty$. Suppose $f \in h^p(\mathbb{E}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$, then the previous theorem tells us that there exists a function $g \in L^p(S^{m-1} \times S^{m-1}, \mathcal{H}_k(\mathbb{C}))$ such that $f = P[g]$. Let $q$ be the conjugate number of $p$, then we have

$$|f(x, v)| = \left| \int_{S^{m-1}} \int_{S^{m-1}} P(\zeta, x, u, v)g(\zeta, u)dS(u)dS(\zeta) \right|$$

$$\leq \left( \int_{S^{m-1}} \int_{S^{m-1}} |P(\zeta, x, u, v)|^q dS(u)dS(\zeta) \right)^{\frac{1}{q}}$$

$$\times \left( \int_{S^{m-1}} \int_{S^{m-1}} |g(\zeta, u)|^p dS(u)dS(\zeta) \right)^{\frac{1}{p}}$$

$$= \left( \int_{S^{m-1}} \int_{S^{m-1}} |P(\zeta, x, u, v)|^q dS(u)dS(\zeta) \right)^{\frac{1}{q}} \|g\|_p. \quad (5.4)$$

Now, recall that $P(\zeta, x, u, v) = \frac{c_{m,k}}{2} \frac{1-|x|^2}{|x-\zeta|^m} Z_k(\frac{(x-\zeta)u(x-\zeta)}{|x-\zeta|^2}, v)$, $x, v \in \mathbb{B}^m$, $\zeta, u \in S^{m-1}$, and $Z_k(u, v) \leq \dim \mathcal{H}_k(\mathbb{C})$ for $u, v \in \mathbb{B}^m$, see [1, Proposition 5.27]. Then,

$$\left( \int_{S^{m-1}} \int_{S^{m-1}} |P(\zeta, x, u, v)|^q dS(u)dS(\zeta) \right)^{\frac{1}{q}}$$

$$\leq \frac{c_{m,k}}{2} \dim \mathcal{H}_k(\mathbb{C}) \left[ \int_{S^{m-1}} \int_{S^{m-1}} \left( \frac{1-|x|^2}{|x-\zeta|^m} \right)^q dS(u)dS(\zeta) \right]^{\frac{1}{q}}$$

$$\leq \frac{c_{m,k}}{2} \dim \mathcal{H}_k(\mathbb{C}) \sup_{\zeta \in S^{m-1}} \left( \frac{1-|x|^2}{|x-\zeta|^m} \right)^{\frac{q-1}{q}} \left( \int_{S^{m-1}} \int_{S^{m-1}} \frac{1-|x|^2}{|x-\zeta|^m} dS(u)dS(\zeta) \right)^{\frac{1}{q}}$$

$$= \frac{m+2k-2}{m-2} (\omega_m)^{\frac{p-2}{p}} \dim \mathcal{H}_k(\mathbb{C}) \left( \frac{1+|x|}{(1-|x|)^{m-1}} \right)^{\frac{1}{p}}. \quad (5.5)$$

Further, Theorem 5.2 tells us that $\|P[g]_{r_1, r_2}\|_p \leq \frac{m+2k-2}{m-2} \|g\|_p$ and we also know that $\lim_{r_1, r_2 \to 1} P[g]_{r_1, r_2} = P[g] = g$ on $S^{m-1} \times S^{m-1}$. This implies that

$$\|g\|_p \leq \|P[g]\|_{h^p} = \sup_{0 \leq r_1, r_2 < 1} \|P[g]_{r_1, r_2}\|_p \leq \frac{m+2k-2}{m-2} \|g\|_p,$$

in other words, with $f = P[g]$, it is equivalent to $\frac{m-2}{m+2k-2} \|f\|_{h^p} \leq \|g\|_p \leq \|f\|_{h^p}$. Plugging this together with (5.5) into (5.4) completes our proof immediately. \hfill \square

Remark 5.14. This growth estimate also reduces to the one for Laplacian when $k = 0$. More specifically, when considering the real-valued case with $k = 0$, $\frac{m+2k-2}{m-2} = 1$, $\dim \mathcal{H}_k = 1$ and the $\omega_m$ term will disappear if we normalize our area element $dS$, which eventually gives us Proposition 6.16 in [1].

With the proposition above, we can obtain an estimate for the $L^p$-norm in terms of the $h^p$ norm.
Corollary 5.15. Let $1 \leq p < \frac{n}{m-1}$ and $f \in h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$, then we have

$$\|f\|_{L^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} \leq C_{m,k,p}\|f\|_{h^p}.$$ 

Proof. From the proof of the proposition above, we have that

$$\|f\|_{L_p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))} \leq C_{m,k,p} \int_{\mathbb{B}^m} \int_{\mathbb{B}^m} \int_{S^{m-1}} |x - \zeta|^{p(1-m)} dS(\zeta) dx dv f_j^p$$

$$\leq C_{m,k,p} \int_{\mathbb{B}^m} \int_{S^{m-1}} |x - \zeta|^{p(1-m)} dS(\zeta) \|f\|_{h^p} \leq C_{m,k,p}\|f\|_{h^p},$$

when $1 \leq p < \frac{n}{m-1}$. This completes the proof. 

Proposition 5.13 also tells us the following result, which implies that $h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$ is a Banach space, in particular, it is a Hilbert space when $p = 2$.

Proposition 5.16. The bosonic Hardy space $h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$ is a closed subspace of $L^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$.

Proof. Suppose that $\{f_j\}_{j=1}^\infty$ converges to $f$ in $L^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$ and $\{f_j\}_{j=1}^\infty$ is a Cauchy sequence in $h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$. We will show that $f \in h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$ up to a modification on a set of measure zero on $\mathbb{B}^m \times \mathbb{B}^m$.

Let $K_1 \times K_2 \subset \mathbb{B}^m \times \mathbb{B}^m$ be a compact subset. Proposition 5.13 tells us that there exists a constant $C > 0$ only depending on $m, k$ and $p$ such that $\|f_j(x, v) - f_i(x, v)\|_{h^p}$, for all $(x, v) \in K_1 \times K_2$ and all $j, i$. Since $\{f_j\}_{j=1}^\infty$ is a Cauchy sequence in $h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$, $\{f_j\}_{j=1}^\infty$ is also a Cauchy sequence in $C(K_1 \times K_2)$. Hence, $\{f_j\}_{j=1}^\infty$ converges uniformly on $K_1 \times K_2$. According to [11, Proposition 5.8], $\{f_j\}_{j=1}^\infty$ converges uniformly to a function $g \in C^2(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$ and $D_k g = 0$ on $\mathbb{B}^m \times \mathbb{B}^m$. Since $\{f_j\}_{j=1}^\infty$ converges to $f$ in $L^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$, some subsequence of $\{f_j\}_{j=1}^\infty$ converges to $f$ pointwise almost everywhere on $\mathbb{B}^m \times \mathbb{B}^m$. Therefore, $f = g$ almost everywhere on $\mathbb{B}^m \times \mathbb{B}^m$ and thus $f \in h^p(\mathbb{B}^m \times \mathbb{B}^m, \mathcal{H}_k(\mathbb{C}))$, which completes the proof.
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