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Abstract

A novel inter-frame coding approach to the problem of varying channel-state conditions in broadcast wireless communication is developed in this paper; this problem causes the appropriate code-rate to vary across different transmitted frames and different receivers as well. The main aspect of the proposed approach is that it incorporates an iterative rate-matching process into the decoding of the received set of frames, such that: throughout inter-frame decoding, the code-rate of each frame is progressively lowered to or below the appropriate value, prior to applying or re-applying conventional physical-layer channel decoding on it. This iterative rate-matching process is asymptotically analyzed in this paper. It is shown to be optimal, in the sense defined in the paper. Consequently, the data-rates achievable by the proposed scheme are derived. Overall, it is concluded that, compared to the existing solutions, inter-frame coding presents a better complexity versus data-rate tradeoff. In terms of complexity, the overhead of inter-frame decoding includes operations that are similar in type and scheduling to those employed in the relatively-simple iterative erasure decoding. In terms of data-rates, compared to the state-of-the-art two-stage scheme involving both error-correcting and erasure coding, inter-frame coding increases the data-rate by a factor that reaches up to $1.55 \times$.

I. INTRODUCTION

A defining characteristic of a mobile wireless channel is the variation of the channel strength over time and frequency [1]. This paper considers one implication of this channel variability in a communication scenario in which a sequence of data bits is communicated between a sender and multiple receivers. The data sequence is partitioned into a number of blocks; each block is encoded separately, using a physical- (PHY-) layer encoder, into a frame that is transmitted over the channel. The partitioning step is required because the length of the data-sequence, that is the number of data bits, is typically much larger than the maximum block-length supported by the PHY-layer encoder/decoder. As a result of the channel variability, the channel-state varies across the different transmitted frames. Subsequently, the appropriate PHY-layer code-rate, matched to the corresponding instantaneous channel-state, varies across the different frames: this is the implication dealt with in this paper. Matching the instantaneous channel-state to the appropriate code-rate, called channel-to-rate matching in this paper, is crucial to achieve high communication data-rates: if the code-rate is set to a value higher than the appropriate rate, decoding will fail at the receiver side; setting the code-rate to a value lower than the appropriate rate implies unnecessary redundancy bits are transmitted, leading to power inefficiency and data-rate loss.
In this paper, a product-coding approach is proposed to the channel-to-rate matching problem in the broadcast communication scenario. The main advantage of the proposed approach is that compared to the state-of-the-art solutions, it achieves a better complexity versus communication data-rates tradeoff, in the sense that is detailed in this paper. As a prelude, the state-of-the-art solutions are described next.

### A. Existing Solutions

In unicast communication where the data sequence is transmitted from one sender to a single receiver, channel-to-rate matching is done frame-wise through a feedback based-scheme, e.g. as in LTE [2]. In this scheme, instantaneous channel-state information (CSI) on the sender side is updated regularly upon feedback from the receiver, and the appropriate code-rate is set accordingly prior to transmission. When obtaining instantaneous CSI is costly or infeasible due to fast/abrupt channel-state variations, hybrid automatic repeat request (HARQ) techniques [3], [4] are used. In HARQ, an encoding frame is transmitted, and then an extra retransmission is invoked each time the feedback from the receiver indicates a decoding failure. In incremental-redundancy (IR) HARQ [4], a retransmission involves an “increment” of extra redundancy bits, not transmitted previously and which corresponds to the frame. At the receiver side, the log-likelihood ratios (LLRs) of the increment are concatenated to the LLRs of the frame, and decoding is retried. Effectively, IR-HARQ increases the frame-length or equivalently decreases the corresponding code-rate upon each retransmission. The code-rate is thus decreased progressively to the appropriate rate-value where decoding succeeds. HARQ has been widely adopted in wireless communication standards (e.g. IEEE 802.16e/WiMAX [5] and 3GPP-LTE [6]).

In the broadcast communication scenario where the data sequence is sent from one sender to multiple receivers, the channel-to-rate matching problem has to be reconsidered because the aforementioned frame-wise feedback-based channel-to-rate matching schemes do not scale well as the number of receivers grows. The reason is that channel-state variation is two-folded: 1) per single receiver, the channel-state varies across different frame-transmissions and 2) per single frame-transmission, the channel-state varies across different receivers. This means that for each frame, the code-rate must be matched to the worst instantaneous channel-state instance among all receivers. In the typical case where the worst channel-state instance does not correspond to the same receiver for all the transmitted frames, the following happens: for each receiver, there exist some transmitted frames which code-rates are matched to channel-state instances that are worse than the receiver’s channel-state instances, and therefore, these code-rates are lower than the appropriate values corresponding to the instantaneous channel-state of this receiver. As a result, the average number of transmitted bits per frame will be larger than the average number of bits required by each receiver for successful recovery of the transmitted frames.

The state-of-the-art solution to the problem of channel-state variation in broadcast communication is a two-stage forward-error-control scheme that combines application-layer (APP-layer) erasure coding with PHY-layer channel coding. The data sequence is encoded, using an erasure code, to form a larger sequence. The latter sequence is partitioned into blocks, each of which is subject to PHY-layer encoding forming a frame that is transmitted over the channel. On the receiver side, the frames that fail PHY-layer decoding are discarded, whereas symbols
in the successfully-decoded frames are forwarded to erasure decoding. Erasure decoding is then used to recover the symbols erased due to channel decoding failures. The two-stage scheme does not solve the channel-to-rate matching problem for every frame; rather, it ensures communication is done reliably even under the PHY-layer decoding failures occurring when the code-rate is higher than the appropriate value that matches the corresponding instantaneous channel-state.

Due to their linear-time encoding and decoding and excellent coding performance, LT/Raptor codes [7], [8] or an enhancement of them (RaptorQ [9]), are typically deployed as erasure codes. Beside their rateless encoding procedure, a key factor in their choice as the deployed erasure codes is their inactivation decoding method [10], which combines the low complexity of the belief-propagation method with the decoding guarantee of Gaussian elimination. The two-stage scheme, involving Raptor coding, has been included in the 3GPP multimedia broadcast/multicast services (MBMS) [11] and digital video broadcasting-handheld (DVB-H) [12] standards. Other codes such as the binary deterministic rateless (BDR) codes have been proposed to replace LT/Raptor codes as erasure codes in broadcast communication [13]. Variations of the two-stage scheme, based on network coding, has also been proposed (e.g. [14]).

To understand the significance of the inter-frame coding approach proposed in this paper, the advantages and drawbacks of the two-stage scheme are stated briefly next. First, the simplicity of the erasure-channel model implies that the corresponding decoding algorithms are significantly simpler than the PHY-layer decoding algorithms. Thus, erasure decoding can be efficiently implemented in software, making it flexible and adaptable to the type of application involved; yet, hardware accelerators are proposed to enhance the power and decoding throughput [15]. Second, due to this combination of flexibility and relative-simplicity, the erasure-code size is made much larger than the PHY-layer frame-length so that the erasure code spans multiple PHY-layer frames. Therefore, erasure coding is used to withstand any type of channel-state variation that leads to a relatively high PHY-layer decoding-failure rate. Third, the scheme is suitable for the broadcast communication scenario since it scales well as the number of receivers goes up.

The main drawback of the two-stage scheme is that it incurs a loss in the achievable data-rates. This is due to the underlying erasure-channel abstraction it involves: a frame which PHY-layer decoding fails is discarded, i.e. is effectively erased. This is to be contrasted with the case in IR-HARQ where, in case of decoding failure, increments of redundancy bits are sent from the transmitter and decoding is retried. This deficiency is addressed in [16]–[18] by applying post-decoding processing on the frames which decoding fails. However, these schemes incur a high complexity overhead [16] and/or impose certain assumptions on the bit-error-rate in the unsuccessfully-decoded frames, thus, limiting their applicability [17], [18].

B. Proposed Approach

In this paper, an approach is developed to incorporate the channel-to-rate matching step into the decoding process; this approach is called here inter-frame coding. The inter-frame encoding step generates both frames and subframes, where a subframe-length is only a small portion of the frame-length. The frames are formed using the conventional
PHY-layer encoding, called here intra-frame encoding, and the subframes are formed by applying linear encoding on increments corresponding to the respective frames. The inter-frame decoding is an iterative process in which two kinds of procedures are applied: 1) the conventional PHY-layer channel decoding, called here intra-frame decoding, to recover the transmitted frames, and 2) progressive concatenation of subframes to frames that are unsuccessfully-decoded prior to retrying intra-frame decoding on them. Inter-frame decoding is then an iterative process in which unsuccessfully decoded frames are recovered by progressively decreasing their code-rates and retrying channel decoding on them; therefore, it applies a form of rate matching for each of the involved frames.

Inter-frame coding can be viewed as a variation or a subclass of the product codes introduced by Elias [19], particularly related to the interleaved [20] and irregular [21] subclasses of product codes. In this regard, the PHY-layer intra-frame encoding (frame-generation) can be viewed as row coding, whereas subframe generation can be viewed as a form of column coding. Overall, inter-frame coding is a product-coding approach, with peculiar encoding and decoding algorithms that are developed so that they attain certain features that make inter-frame coding advantageous compared to the previously mentioned existing solutions for the broadcast communication scenario. This is described in the next two paragraphs.

In terms of complexity, the significant feature of inter-frame decoding can be stated as follows: besides intra-frame decoding, inter-frame decoding involves nearly the same scheduling and operations of the iterative LT erasure decoding process in [7]. This means that the previously mentioned advantages attributed to erasure decoding in the two-stage error-control scheme can also be maintained in inter-frame decoding: this includes decoding simplicity, flexibility, and ability to handle large number of frames, as well as the possibility of a multi-layer (i.e. PHY- and APP-) implementation of the proposed scheme.

In terms of coding performance, inter-frame coding can achieve better data-rates compared to the two-stage scheme: this is because an unsuccessfully-decoded frame is not discarded in inter-frame decoding; rather, its code-rate is decreased and intra-frame decoding is reapplied on it. Besides, being a coding approach, it scales well as the number of receivers grows making it suitable for the broadcast scenario.

The contribution of this paper includes algorithm development and code analysis. It can be divided into three parts. First, the encoding and decoding algorithms are developed, and their features discussed. Second, the rate-matching process involved in inter-frame decoding is analyzed. As a prelude, the channel-state variation in relation to inter-frame decoding is modeled using a channel-characterizing probability distribution over $\mathbb{Z}^+$. Under such model, inter-frame decoding can be viewed as an iterative process in which rate matching is applied progressively. This model allows to set an optimality criterion for this rate-matching process, as well as an upper-bound on the data-rates that are achievable by inter-frame decoding. Then, this process is shown to be equivalent to a two-phase message-passing algorithm that is applied on a bi-partite graph, and which generalizes the LDPC erasure iterative message-passing decoding. Under some simplifying assumption on the channel-characterizing probability distribution, the two-phase message-passing procedure is asymptotically analyzed, and optimal degree distributions are constructed accordingly; these distributions characterize inter-frame codes that can achieve the previously mentioned upper-bound on the data-rates. Third, the data-rates, shown to be achievable by inter-frame coding, are then compared to
their counterparts in the state-of-the-art solutions. It is shown that inter-frame coding increases the data-rate by a factor that is dependent on the parameters of the corresponding channel-characterizing distribution; Compared to frame-wise feedback-based rate-matching processes, having a target frame-error-rate (FER) of $10^{-3}$, this factor can reach 5× for an infinitely large number of receivers. Compared to the state-of-the-art two-stage scheme, this factor can reach up to $\sim 1.55\times$.

The rest of the paper is organized as follows. In Section II, the problem setup is described. The proposed encoding and decoding algorithms are detailed in Section III. In Section IV, the rate-matching process is analyzed and the data-rates achievable by inter-frame coding are derived. These data-rates are compared to those achievable by the other schemes in Section V. Section VI concludes the paper.

II. Problem Setup

The problem setup is made general enough to fit both the proposed inter-frame coding scheme and the conventional two-stage scheme. This simplifies the comparison done in Section V.

Figure 1 illustrates the problem setup, on the sender side. A sequence of $N_F \cdot K$ data bits is to be sent to a number of receivers. In case of the two-stage scheme, the $N_F \cdot K$ data bits are encoded using an APP-layer erasure encoding procedure with rate $R_E = \frac{N_F}{N_T}$. In case of inter-frame coding, no APP-layer erasure encoding is applied, and $R_E$ can be thought to be equivalently 1 and $N_T = N_F$. The resulting $(N_T \cdot K)$-bit sequence is partitioned into $N_T$ blocks. Each block consists of $K$-bits or equivalently $L$ symbols, where each symbol includes $\frac{K}{L}$ bits. A block is forwarded to the PHY-layer channel encoder that generates a rate-$R_L$ encoded frame, where $R_L = \frac{K}{N_T + D \cdot \Delta}$ and $D, \Delta, N \in \mathbb{N}$ are parameters to be defined next. This encoder, called “intra-frame” in this paper, is designed to be rate-compatible (as in e.g. [22]–[25]), where for any two code-rates $R > R'$, the rate-$R'$ frame is a concatenation of the rate-$R$ frame and extra redundancy bits. The rate-$R_L$ encoded frame can be viewed as a concatenation of a rate-$R_H$ $N$-bit encoded frame, where $R_H = \frac{K}{N_T}$, and $D$ vectors or increments of size $\Delta$ bits each. The $j$th increment, is denoted by $\Delta(f, j)$, where $1 \leq j \leq D$ and $f$ is the frame index. The sequence of the $N_T (N + D \cdot \Delta)$-bit frames is then forwarded to the bit-stream generation process that produces the bit stream to be transmitted over the channel.

At the receiver side, the log-likelihood ratios (LLRs) of the transmitted bits are input to a recovery process to restore the $N_T$ blocks. This process is the focus of this paper. The following related terminology is defined. The frame error-rate (FER) of the recovery process is the probability that the process fails to recover a randomly chosen frame of the $N_F$ frames. An $N$-LLR vector corresponding to the first $N$-bit portion of a transmitted frame $f$, $f \leq N_F$, is denoted by $\Lambda_N(f)$, whereas a $\Delta$-LLR vector corresponding to $\Delta(f, j)$ is denoted $\Lambda_\Delta(f, j)$. In the paper, unless otherwise indicated, indexing is done by including the corresponding index/indices in brackets (·).

A note should be made on the partitioning of the bit sequence into $K$-bit blocks in the setup. A plausible solution to the cross-frame channel-state variation is to encode the $N_F \cdot K$ data bits into one frame at the PHY-layer and transmit it over the channel. The motivation is that the transmission of this single large frame will span a relatively long time; therefore, the optimal code-rate of this frame can be deduced from statistical channel-state information.
(CSI), as is suggested by the basic communication theory of Shannon. This solution however is impractical because the intra-frame decoder, usually implemented in hardware as an ASIC (Application-Specific Integrated-Circuits) solution for power and throughput reasons, has to support now much larger frame-lengths as the information block-length is multiplied by a factor of $N_F$ (from $K$ to $N_F \cdot K$). This is clearly impractical in virtually any hardware-based system. In contrast, the proposed inter-frame decoding scheme has two components: 1) an intra-frame decoding process which corresponding decoder needs to support a maximum frame-length of $N + D \cdot \Delta$ bits only, and 2) an iterative process that is similar to the simple LT erasure iterative decoding. The relative simplicity of this latter process means that it can be performed mostly using hardware resources that are simple and that need not be dedicated to inter-frame decoding. The aforementioned hardware resources include both the computational units and the memory needed to store the LLRs of the unsuccessfully decoded frames and their neighbor subframes. This point will be clarified in the description of inter-frame coding in Section III.

### III. Encoding and Decoding Algorithms

The inter-frame encoding and decoding procedures are described next.

#### A. Encoding

Starting from an initial set of $N_T = N_F \cdot K$-bit data blocks, inter-frame encoding generates the following: $N_F$ $N$-bit frames and $K_S \cdot \Delta$-bit subframes, forming a total of $N_F \times N + K_S \times \Delta$ bits that are transmitted over the channel. The encoding procedure is illustrated in Fig. 2. Each block is intra-frame encoded into a $(N + D \cdot \Delta)$-bit frame. Generation of the $N_F$ frames, in inter-frame encoding, is straightforward: the first $N$-bit portion of each $(N + D \cdot \Delta)$-bit frame is transmitted over the channel.
Fig. 2. Inter-frame encoding example: Generating $K_S = 3$ subframes from $N_F = 3$ frames, with parameters $(K, N, \Delta, D) = (4, 5, 2, 2)$. The 21 bits contained in dark-colored boxes in the figure are transmitted over the channel.

The generation of the $K_S$ subframes is done according to a $K_S \times N_F$ matrix $H = [h_{i,j}]$, where $h_{i,j} \in \mathbb{N}$ denotes the entry in row $i$ and column $j$ in $H$; $H$ is the “inter-frame” code generator matrix. Each column of $H$ has a maximum of $D$ nonzero distinct positive integer entries that are less than $D + 1$. The generation of subframe $s$, $s \leq K_S$, is described fully by row $s$ of $H$; subframe $s$ is then formed to be equal to:

$$\bigoplus_{1 \leq f \leq N_F} \Delta(f, h_{s,f})$$

where $\bigoplus$ denotes vector addition mod 2 applied on $\Delta$-dimensional binary vectors, and $\Delta(f, 0)$ denotes the $\Delta$-dimensional zero vector, for every $f$. Therefore, subframe $s$ is formed using the following procedure:

**Initialize subframe $s$ to a $\Delta$-bit zero vector. For each nonzero entry $h_{s,f} = a$ of $H$, update subframe $s$ to the output vector formed by bit-wise XORing subframe $s$ with increment $\Delta(f, a)$.**

Some related terminology is defined next: frame $f$ and subframe $s$ are said to be neighbors if $h_{s,f} \neq 0$. The degree of frame $f$ is defined as the number of non-zero entries in column $f$ of $H$. The degree of subframe $s$ is defined as the number of non-zero entries in row $s$ of $H$.

**B. Decoding**

**Input:** It consists of the inter-frame code generator matrix $H$, the intrinsic LLRs of the $N_F$ $N$-bit frames $\Lambda_N(f)$, for $f \leq N_F$, and the LLRs of the $K_S \Delta$-bit subframes $\Lambda_S(s)$, for $s \leq K_S$.

**Output:** It includes an $N_F$-bit flag vector indicating decoding success or failure of the $N_F$ frames. For each successfully-decoded frame, the corresponding $K$ data bits are recovered.

**Procedure** The decoding procedure applies iteratively three main steps described next:

1. **Intra-frame decoding**: the PHY-layer channel decoding operation applied on each frame.
2. **Subframe LLR update**: when intra-frame decoding of a frame $f$ succeeds, the corresponding increments $\Delta(f, i)$, $i = 1, \cdots, D$, are recovered. Consider any subframe $s$ that is a neighbor of frame $f$, i.e. $h_{s,f} = a \neq 0$: subframe
$s$ is equal to $\Delta(f,a) \oplus \Psi$ where $\Psi$ is a XOR of other increments. $\Lambda_S(s)$ is updated now so that it corresponds to $\Psi$, as follows:

$$
\Lambda_S(s) \leftarrow (-1)^{\Delta(f,a)} \times \Lambda_S(s)
$$

where the $m$th entry of $(-1)^{\Delta(f,a)}$ is $-1$ if the $m$th bit of $\Delta(f,a)$ is 1, and 1 otherwise, and $\times$ is entry-wise multiplication. Effectively, this is equivalent to removing $\Delta(f,a)$ from the list of inputs to the XOR operation forming the transmitted subframe $s$.

1. **Subframe-to-frame concatenation:** This step is applied when the number of inputs to a subframe $s$ is effectively reduced to one increment, this reduction being due to successive application of the previous subframe LLR update step. Assume this single increment is $\Delta(f',b)$ for some $b \leq D, f' \leq N_F$, then $\Lambda_S(s)$ corresponds now to $\Delta(f',b)$. $\Lambda_S(s)$ is then concatenated to the LLR vector of frame $f'$, decreasing its code-rate. If decoding of frame $f'$ has failed prior to this concatenation, frame $f'$ is rescheduled for intra-frame decoding.

The last two of these three steps contribute to the recovery from possible failures in intra-frame decoding of some frames, as is clarified next. Suppose intra-frame decoding of a frame $f$ fails. As other frames are successfully decoded throughout the inter-frame decoding process, there will expectedly appear a subframe $s$ that is neighbor of the frame $f$ such that: all the neighbor frames of $s$, except $f$, are successfully-decoded and therefore recovered. The LLR-vector corresponding to subframe $s$, $\Lambda_S(s)$, is concatenated to the LLR vector corresponding to $f$. This means that the frame-length of $f$ is effectively increased, or equivalently that the code-rate corresponding to frame $f$ is decreased. Decoding is then retried whenever such concatenation happens. When a sufficient number of subframes is concatenated to $f$, that is when the code-rate corresponding to $f$ becomes low enough, the intra-frame decoding of frame $f$ will succeed, and frame $f$ will be recovered. This illustrates the view of inter-frame decoding as an iterative process that applies a form of rate matching. The detailed decoding algorithm is presented next. For simplicity of exposition, it is assumed each row of $H$ has at least two non-zero entries.

**Algorithm:** Three disjoint sets $\mathcal{R}$, $\mathcal{U}$, $\mathcal{P}$ are formed, where $\mathcal{R}$ includes the indices of the successfully-decoded frames, $\mathcal{U}$ the indices of the unsuccessfully-decoded frames, and $\mathcal{P}$ the indices of the frames scheduled for intra-frame decoding. Both $\mathcal{U}$ and $\mathcal{R}$ are initialized to $\emptyset$ and $\mathcal{P}$ to $\{1, \cdots, N_F\}$. This decoding procedures repeats the following iteration as long as $\mathcal{P} \neq \emptyset$:

**Iteration:** If $\mathcal{P} = \emptyset$, quit decoding, else, pick randomly an element $f$ from $\mathcal{P}$. Apply intra-frame decoding on the vector of LLR values corresponding to frame $f$. If intra-frame decoding is unsuccessful, move $f$ to $\mathcal{U}$. If it is successful, proceed as follows:

1. $f$ is moved from $\mathcal{P}$ to $\mathcal{R}$.
2. **Increment Recovery:** the $K$ information bits corresponding to frame $f$ are recovered and used through intra-frame encoding to obtain the increments $\Delta(f,k), k = 1, \cdots, D$.
3. For every $s$ where $h_{(s,f)} = a \neq 0$:
   a. **Subframe LLR update:** the LLR vector, $\Lambda_S(s)$, is updated: $\Lambda_S(s) \leftarrow \Lambda_S(s) \times (-1)^{\Delta(f,a)}$.
   b. Set $h_{(s,f)}$ to 0.
c. **Subframe-to-frame concatenation:** If the number of nonzero entries of row \( s \) of \( H \) reduces to 1, where 
\[
h_{(s,f')} = b > 0,
\]
then: 1) if \( f' \in U \), \( f' \) is moved to \( P \), that is, scheduled for intra-frame decoding retrial, and 2) \( \Lambda_S(s) \) is concatenated to the LLR vector of \( f' \). By abuse on notation, increment \( \Delta(f',b) \), or equivalently subframe \( s \), is said to be concatenated to frame \( f' \).

### C. Resemblance to LT erasure decoding

The resemblance of inter-frame decoding to the LT iterative erasure decoding is due to the algorithm feature that only frames that are successfully-decoded are involved in the process of decreasing the code-rate, or equivalently incrementing the LLR-vector, of the unsuccessfully-decoded frames. Note that such feature is not confined to inter-frame coding: a similar feature is used for example in [26] to design efficient channel codes for the HARQ schemes. The resemblance between inter-frame decoding and iterative LT erasure decoding is clarified next.

In inter-frame decoding, step 3 is invoked only when the corresponding frame \( f \) is successfully decoded. This has two implications. First, the LLRs corresponding to the successfully-decoded frame \( f \) are now set to \( \pm \infty \); therefore the LLR update in step 3a is simplified into changing signs of the LLR-vector \( \Lambda_S(s) \), equivalent to performing \( \Delta \) 2-input XOR operations. Second, step 3a will only be invoked a maximum number of times that is equal to the number of nonzero entries of \( H \), which is \( D \cdot N_F \).

The LT iterative decoding procedure in [7] can be viewed as a series of successive edge-processing steps; processing each edge would result in effectively removing it from the code bi-partite graph. The mentioned features of inter-frame decoding have their counterparts in LT decoding. First, edge processing is invoked when an input symbol is recovered. Second, one edge in the LT bipartite graph, or equivalently one non-zero entry of the generator matrix, is processed at most once in the whole decoding procedure. Third, this edge processing consists of a number of 2-input XOR operations.

As a result, the following conclusion can be made: in addition to the conventional intra-frame decoding, inter-frame decoding involves operations that are similar, in both their scheduling and type, to operations involved in LT iterative erasure decoding.

**A note on complexity:** the decoding procedure involves the following operations per frame: the XOR-operation (step 3a) is performed \( D \cdot \Delta \) times, the intra-frame encoding procedure in step 2 is performed 1 time, and the intra-frame decoding procedure is performed an average of \( X > 1 \) times. Typically, the intra-frame decoding procedure is much more computationally intensive compared to intra-frame encoding and the \( D \cdot \Delta \) XOR operations. The average number of intra-frame decoding attempts per frame, denoted here by \( X \), is dependent on 1) the intra-frame decoding failure-rate and its change with the concatenation of the increments LLRs, and 2) the criteria with which a frame is selected from \( P \) for intra-frame decoding. The first factor is a function of the channel and the deployed intra-frame code. The second factor raises the problem of sorting the frames scheduled for intra-frame decoding according to the probability of intra-frame decoding success, given the LLRs corresponding to each frame. Therefore, this problem necessitates developing a relatively low-complexity method to estimate the probability of intra-frame decoding success of a frame without performing the computationally-intensive decoding itself. If such
method exists, intra-frame decoding of a frame is done only when the method predicts that the decoding of the frame will succeed. This problem, however, is outside the scope of this paper.

D. Discussion

The main advantage of the proposed inter-frame coding scheme can be stated as follows: it pertains the implementation-friendly features of the state-of-the-art two-stage scheme, while achieving higher data-rates.

The first part of this previous statement can be deduced from the description of the inter-frame decoding algorithm. The resemblance between iterative LT erasure decoding and the proposed inter-frame decoding implies that the advantages attributed to erasure decoding in the two-stage error-control scheme can also be pertained in inter-frame decoding. This includes the simplicity of decoding: aside from the conventional intra-frame decoding, inter-frame decoding involves relatively simple operations that need no special dedicated hardware. It also includes the flexibility in the design of inter-frame codes, i.e. of the code generator matrix $H$; one feature of such flexibility is the ability to handle large number, determined in real-time, of frames. The resemblance suggests also that inter-frame decoding can be efficiently implemented using a multi-layer approach, involving both the PHY-layer and APP-layer, so that the hardware-overhead of inter-frame decoding can be kept minimal. The comparison between the two-stage scheme and inter-frame coding, in terms of complexity and implementation, depends on the communication schemes and protocols, as well as on the system architecture and implementation. A detailed treatment of this subject is, therefore, not in the scope of the paper.

The second part of the statement, on the enhancement brought by inter-frame coding to the achievable data-rates, will be quantitatively studied in the rest of the paper.

IV. Optimality Analysis of Rate-Matching under Inter-frame Decoding

In this section, the rate-matching process involved in inter-frame decoding is analyzed; thus, the data-rates achievable by inter-frame coding are derived, under some assumptions on the channel and deployed intra-frame code. They are compared to the data-rates achievable by the conventional solutions in Section V.

In this paper, the data-rate achievable by a scheme is measured in terms of the resulting effective frame-length defined as: the average number of bits, per $K$-bit data block, that is required to be transmitted for the success of the recovery process.$^1$ The effective frame-length is therefore equal to the total number of transmitted bits divided by $N_F$. Thus, for an inter-frame code with parameters $(N_F, K_S, N, \Delta)$, the effective frame-length is:

$$\frac{N_F \cdot N + K_S \cdot \Delta}{N_F} = N \cdot \left(1 + \frac{K_S}{N_F} \cdot \frac{\Delta}{N}\right).$$

In this section, each of the $\Delta$ and $N$ values are assumed to be predefined; in addition, they are fixed across the proposed and conventional schemes. Finding the effective frame-length attained by inter-frame coding is then

$^1$The recovery processes considered and compared in this paper (Section V) are: inter-frame coding, two-stage scheme, and frame-wise feedback-based rate-matching.
equivalent to finding the minimum value of $\frac{K_S}{N_F}$ that is sufficient for the inter-frame decoding process to succeed. The inter-frame decoding success criterion is formally defined in subsection IV-C.

In this section, the effective frame-length is derived by analyzing the inter-frame decoding process. The analysis is preceded by setting a simplifying model of the across-frame channel variability. As a result of this modeling, inter-frame coding is “abstracted” into an iterative rate-matching process in which the code-rate of each frame is progressively decreased to its appropriate rate. It is this rate-matching process that is analyzed in the rest of the section, with the aim of finding the minimum $\frac{K_S}{N_F}$ it requires to succeed. The performed analysis is asymptotic, meaning that it assumes $N_F$ to be infinitely large. The asymptotic nature of the analysis is motivated by three main considerations. First, asymptotic analysis provides the performance limits of the rate-matching process. One side result is that it becomes possible to quantify the performance degradation caused by constructing inter-frame codes of relatively small sizes. Second, some complications rising in the analysis, when $N_F$ is finite, can be overlooked in the asymptotic case; an example of such complication is the existence of some correlation of the channel-state across frames. This problem can be approached by interleaving the frames or including the consecutive frames into different inter-frame codes, both techniques being unrestricted in the asymptotic case by any upper limit on $N_F$. Third, the asymptotic performance of the rate-matching process can be well analyzed and optimized using a small set of compact mathematical expressions and inequalities.

A. Channel Variability Model

In this subsection, the variation of the channel state across frames is abstracted into a simple across-frame appropriate-rate variability model. This is done by setting some simplifying assumptions on the intra-frame code, channel, and communication scenario. The model is general enough to encompass different communication scenarios. Yet, its simplicity allows efficient analysis of inter-frame decoding by abstracting it into a rate-matching process. The assumptions underlying the model are stated as follows:

**Assumption 1:** For any integer $m \geq 0$, the decoding performance of the intra-frame code, formed by concatenating the original $N$-bit frame to any set of $m$ distinct increments, equals that of a conventional code of rate $\frac{K}{N + m \Delta}$. The decoding performance here is measured in terms of the intra-frame decoding-failure rate. This means that this decoding performance is sensitive to the number but not the indices of the concatenated increments. The design of intra-frame codes with such property is not trivial given the observation made in [27] that the sensitivity of the turbo decoding performance to the LLRs of different portions of the code differs.

**Assumption 2:** Given the channel statistical model, the channel-states over which different frames are transmitted are assumed independent instances. This assumption has no bearing on the validity of the model. It is made here since, as briefly discussed in the introduction of this section, channel-state correlation can be overlooked in the ongoing asymptotic analysis.

**Assumption 3:** The number of increments required to be concatenated to a frame $f$ for successful decoding depends, solely, on the channel-state when the $N$-bit portion of $f$ is transmitted. This assumption is clearly not realistic because it ignores the facts that 1) in most cases, the channel-state during the transmission of the increments
concatenated to $f$ cannot be deduced from the channel-state when the $N$-bit portion is transmitted, and 2) the channel-state varies across the different increments transmission, so that concatenating a number of increments, transmitted over good channel-state, to $f$ may be sufficient to successfully decode $f$, while concatenating a larger number of increments, transmitted over worse channel conditions, may not be sufficient.

This assumption is intended primarily to simplify the channel variability model developed next in this subsection; consequently, it makes it possible to clearly identify the rate-matching process underlying inter-frame decoding and to deduce the relation between this process and iterative erasure decoding applied on bi-partite graphs. This relation will help understand, analyze, and optimize the rate-matching process as will be clear throughout the rest of the section.

**Model:** A received frame $f$ is characterized by an integer, $\kappa(f) \geq 0$, defined as the number of LLR increments, each $\Delta$-LLR wide, that should be concatenated to $\Lambda_N(f)$ for successful decoding of frame $f$. In inter-frame decoding, this means at least $\kappa(f)$ subframes should be concatenated to $f$, for intra-frame decoding of $f$ to be successful. Therefore, the channel behavior in inter-frame decoding can be modeled as follows: it is characterized by a probability distribution over $\mathbb{Z}^+$, $(\delta(\omega))_{\omega \geq 0}$, where $\delta(\omega)$ is the probability that a frame $f$ transmitted over the channel has its $\kappa$-value $\kappa(f) = \omega$. To conclude, the model associates to each frame its appropriate code-rate, that is randomly sampled according to a probability distribution. This probability distribution depends on the channel characteristics, deployed intra-frame encoder/decoder and transmission scheduling. Therefore, its derivation will not be considered in this paper.

**Rate-matching process:** Under the developed model, inter-frame decoding can be projected as or, in other words, abstracted to a rate-matching process, in which the frame-length of each frame $f$ is increased to a value greater than or equal to $N + \Delta \cdot \kappa(f)$. Therefore, the frame is assigned its appropriate rate determined by $\kappa(f)$. This process has two inputs: 1) the $N_F$ $\kappa$-values corresponding to the $N_F$ frames and 2) the binary representation $H_b = [h_{b(i,j)}]$ of $H$, where $h_{b(i,j)}$ is set to 1 if $h_{(i,j)} \neq 0$ and 0 otherwise. The dependance of inter-frame decoding on $H_b$ rather than on $H$ is justified by assumption 1 stated in this subsection, where intra-frame decoding is assumed insensitive to the increment indices. For sake of illustration, the rate-matching procedure corresponding to the inter-frame decoding algorithm in subsection III-B is described next. The definition and initialization of sets $R$, $U$, $P$ are not altered and thus are not restated here. In the rate-matching procedure, a variable $\xi(f)$ is associated to each frame $f$, where $\xi(f)$ is the number of subframes concatenated to frame $f$; $\xi(f)$ is initialized to 0. The procedure repeats the following iteration as long as $P \neq \emptyset$:

**Iteration:** If $P = \emptyset$, quit decoding, else, pick randomly an element $f$ from $P$. If $\xi(f) < \kappa(f)$, intra-frame decoding is unsuccessful, move $f$ to $U$ and go back to the beginning of the step. If $\xi(f) \geq \kappa(f)$, intra-frame decoding is successful and $f$ is recovered, then proceed as follows:

1. $f$ is moved from $P$ to $R$.
2. For every $s$ where $h_{b(s,f)} = 1$:
   a. Set $h_{b(s,f)}$ to 0.
b. If the number of nonzero entries of row $s$ of $H_b$ reduces to 1, where $h_{b(s,f')} = 1 > 0$, that is only one frame neighbor, $f'$, of $s$ is still unrecovered, then: 1) if $f' \in U$, $f'$ is moved to $P$, that is, frame $f'$ is rescheduled for intra-frame decoding, and 2) $\xi(f')$ is incremented by 1 to account for the concatenation of subframe $s$ to frame $f'$.

B. Two-phase Message-passing Procedure

The rate-matching procedure is mapped to a two-phase message-passing procedure applied on a bi-partite graph. The message-passing procedure has two features. First, it is equivalent to the rate-matching procedure in the following sense: it determines, for each frame, how much its code-rate will be decreased throughout the rate-matching process, and thus which frames will be recovered. Second, it is suitable for asymptotic analysis.

**Bi-partite graph description:** The inter-frame code can be described using a bi-partite graph as illustrated in Fig. 3. The first partition $V$ includes $N_F$ variable nodes, each corresponding to a frame, while the second partition $C$ includes $K_S$ check nodes, each corresponding to a subframe. By abuse of notation, $v/c$ is used to index the corresponding frame/subframe. An edge exists between variable $v$ and check $c$ if the corresponding frame and subframe are neighbors; $v$ and $c$ are neighbor nodes. The degree of a node is the number of edges connected to it. For each set of $N_F$ received frames, variable-node $v$ is associated to a value $\kappa(v)$, sampled from $(\delta(\omega))$.

**Two-phase message-passing procedure:** It is an iterative procedure applied on the bi-partite graph. Per iteration, along any edge $(v, c)$ connecting variable node $v$ and check node $c$, two binary messages are exchanged: the variable-to-check message $M_V[v, c]$ and check-to-variable message $M_C[c, v]$. The procedure goes as follows: $(N(v)/N(c)$ is the set of neighbors of $v/c$)

**Initialization:** For every edge $(v, c)$ of the graph, $M_V[v, c] \leftarrow (\kappa(v) == 0)$; that is, the variable to check message, $M_V[v, c]$ is set to 1 if $\kappa(v)$ is equal to 0, and to 0 otherwise.

**For every iteration** $i = 1 \cdots MAXITER$:
• **Check-to-variable message update:** For every edge \((v, c)\) of the graph:

\[
M_C[c, v] \leftarrow \prod_{v' \in N(c), v' \neq v} M_V[v', c]
\]

That is, \(M_C[c, v]\) is set to 1 if all the variable-to-check messages incoming from all the neighbor nodes of \(c\), excluding \(v\), is 1, and to 0 otherwise.

• **Variable-to-check message update:** For every edge \((v, c)\) of the graph:

\[
M_V[v, c] \leftarrow \begin{cases} 
\kappa(v) - \sum_{c' \in N(v), c' \neq c} M_C[c', v] \leq 0 
\end{cases}
\]

That is, \(M_V[v, c]\), is set to 1 if the number of 1-valued check-to-variable messages sent from all neighbors of \(v\), excluding \(c\), to \(v\) is greater than or equal to \(\kappa(v)\).

• **Recovery flag update:** For every variable node \(v\) of the graph:

\[
U(v) \leftarrow \begin{cases} 
(\kappa(v) - \sum_{c' \in N(v)} M_C[c', v]) \leq 0 
\end{cases}
\]

That is, \(U(v)\) is set to 1, if the number of 1-valued check-to-variable messages sent from all neighbors of \(v\) to \(v\) exceeds \(\kappa(v)\). A value 1 of \(U(v)\) indicates the frame corresponding to \(v\) is recovered in the inter-frame decoding process.

The proof that this procedure determines the result of the rate-matching process and thus that of inter-frame decoding is intuitive, but the details are tedious. It will be omitted for brevity.

The described algorithm generalizes a two-phase message-passing algorithm that is applied in erasure decoding of LDPC codes and of the codes defined in [28], [29]. The erasure-decoding case is obtained by limiting the possible \(\kappa\)-values to 0 and 1, where \(\delta(\omega) = 0\) for \(\omega > 1\). In this case, the following analogy can be made: 1) the bipartite graph described here can be viewed as representing an LDPC code, having \(N_F\) variable nodes and \(K_S\) check nodes, 2) for this code, the symbol corresponding to any variable node \(v\) of this bipartite graph is considered erased if \(\kappa(v) = 1\) and non-erased otherwise; \(\delta(1)\) represents the erasure rate, and 3) the algorithm developed here describes the progress of the iterative erasure decoding applied on the LDPC bipartite graph.

### C. Optimality Bound

In this subsection, the definition of optimality of the rate-matching process is developed.

For each distribution \((\delta(\omega))\), the expected number of increments required to be concatenated to a single frame is

\[
E(\kappa(f)) = \sum_\omega (\omega \cdot \delta(\omega)).
\]

In inter-frame coding, the average number of transmitted, and therefore available, subframes per frame is \(\frac{K_S}{N_F}\). Besides, a subframe is concatenated to at most one frame throughout inter-frame decoding. Therefore, a necessary condition for this decoding to succeed to recover all frames is that \(K_S \geq \sum_{f=1}^{N_F} \kappa(f)\), or equivalently \(\frac{K_S}{N_F} \geq \)
Now, by the law of large numbers $\frac{\sum_{f=1}^{N_F} \kappa_f}{N_F} \rightarrow \sum_\omega (\omega \cdot \delta_\omega)$, as $N_F \rightarrow \infty$.

A resulting question is then whether the rate-matching process can be applied successfully, to recover all or nearly all the $N_F$ frames with a probability close to 1, while having: the ratio of the average number of available subframes per frame, $\frac{K_S}{N_F}$, to the expected number of required subframes per frame, $\sum_\omega (\omega \cdot \delta_\omega)$, approaching 1 as $N_F \rightarrow \infty$. If the answer is positive, the rate-matching process achieves the lower bound on $\frac{K_S}{N_F}$ determined by $\langle \delta_\omega \rangle$: it is called optimal.

Formal optimality definition: the rate-matching process is optimal if: for any distribution $\langle \delta_\omega \rangle$ and $\epsilon > 0$, there exist inter-frame codes that can be defined over increasing values of $N_F$ such that: as $N_F \rightarrow \infty$, 1) $\frac{K_S}{N_F} \rightarrow \sum_\omega (\omega \cdot \delta_\omega)$, and 2) the probability that a randomly-chosen frame is successfully-decoded in the inter-frame decoding process is greater than $1 - \epsilon$.

A relation between the definition of optimality made here and capacity achieving coding can be deduced from the link observed in subsection IV-B between the rate-matching process and iterative LDPC erasure decoding. When the special case characterized by having $\delta_\omega = 0$ for $\omega > 1$ is considered, the optimality of the rate matching process is equivalent to the following proposition: for an erasure channel of erasure rate $\delta_1$, there exist LDPC codes having rate $1 - \frac{K_S}{N_F} \rightarrow 1 - \delta_1$ as $N_F \rightarrow \infty$, and which iterative decoding succeeds when the erasure rate is $\delta_1$; this means these LDPC codes come arbitrarily close to achieving the capacity of an erasure channel with an erasure probability of $\delta_1$.

D. Asymptotic Analysis

A compact mathematical expression that describes the progress of the message-passing procedure is derived in Theorem 1 of the subsection. This expression relates the degree-distributions, characterizing the bi-partite graph and thus the inter-frame code, to the distribution $\langle \delta_\omega \rangle$. It will then be used to construct degree-distributions that describe inter-frame codes for which the rate-matching process achieves the optimal bound set in IV-C.

Assumption on $\langle \delta_\omega \rangle$: an additional assumption is made here on $\langle \delta_\omega \rangle$, which is that $\delta_{\omega+1} = \mu \cdot \delta_\omega$, $\omega \geq 1$, for some parameter $\mu < 1$. This means that $\langle \delta_\omega \rangle$ is fully described by two parameters, $\mu$ and $\delta = \sum_{\omega > 0} \delta_\omega$, where: $\delta_0 = 1 - \delta$ and $\delta_\omega = \delta \cdot (1 - \mu) \cdot \mu^{\omega-1}$ for $\omega \geq 1$.

This geometric progression assumption is motivated by three factors. First, it simplifies the analysis done in this subsection, which, in turn, makes it easier to construct the optimal degree-distributions in the next subsection. Second, it allows to apply a common practice in the field of mathematics to the analysis of inter-frame coding. This practice is starting to solve a hard problem by solving special, and therefore simpler, cases of the problem. Applying this practice to the case of inter-frame coding means that a starting point to find whether the rate-matching process is optimal for all possible $\langle \delta_\omega \rangle$ distributions is to find whether this process is optimal for the special case of $\langle \delta_\omega \rangle$, characterized by the relation $\delta_{\omega+1} = \mu \cdot \delta_\omega$. No work has been done on the general case of $\langle \delta_\omega \rangle$ distribution in this paper though.

The term “compact”, used here to describe a mathematical expression, means that the corresponding expression involves few well-defined terms.
Third, the geometric progression assumption models \( (\delta(\omega)) \) appropriately in some realistic scenarios. A simulation example is presented next to illustrate this point. The example is based on the following observation: within the channel variability model, when \( i \) increments are concatenated to the \( N \)-bit portion of a frame, the probability that the intra-frame decoding of this frame fails equals \( \sum_{\omega=i+1}^{\infty} \delta(\omega) \). Now consider the curve of the intra-frame decoding-failure rate versus \( i \), the number of concatenated increments: that this curve is linear when the y-axis has a logarithmic scale is equivalent to \( (\delta(\omega)) \) being a geometric progression. Fig. 4 shows two example curves of the intra-frame decoding-failure rate versus the number of concatenated increments, that are obtained through simulation as follows: for each integer \( 0 \leq i \leq D \), the transmission and intra-frame decoding of a large number of frames of length \( N + i \cdot \Delta \) are simulated. The setup for the transmission of each frame can be described as follows: a \( K \)-bit block is encoded via LTE turbo code [30] into a \( (N + D \cdot \Delta < 3K) \)-bit encoded frame \( f \) where \( (K, N, \Delta) = (4096, K/0.75, 0.1N) \). For every \( i \), the transmission of the \( (N + i \cdot \Delta) \)-bit portion of the frame over a Pedestrian-B (PedB) fading channel [30], subject to white Gaussian noise with fixed variance, is simulated using 16-QAM modulation. It is assumed that the \( N \)-bit portion and each of the increments \( \Delta(f, j) \), \( 1 \leq j \leq i \), are transmitted over decorrelated channel instances for curve 1, and over the same channel instance for curve 2. As shown in Fig. 4, the curves obtained through simulation are nearly linear, justifying the assumption that the \( (\delta(\omega)) \) corresponding to the simulated scenario is a geometric progression.

Since the developed message-passing algorithm generalizes that of erasure codes, the analysis performed here follows the technique of analysis of random processes via and-or tree evaluation in [31]. Therefore, the basic features of this technique are described first.

**Preliminaries:** The analyzed message-passing procedure is applied on bipartite graphs with the following properties: 1) \((N_F, K_S) \rightarrow (\infty, \infty)\), and 2) the graphs are constructed randomly according to two probability distributions: the edge variable and check degree-distributions, \((\lambda(i))_{i \geq 1}\) and \((\rho(i))_{i \geq 1}\) respectively. The following terminology is adopted from [28]: an edge in the bipartite graph drawn between variable node \( v \) and check node \( c \) has as variable degree the degree of \( v \), and as check degree the degree of \( c \). Then, \( \lambda(i)(\rho(i))\), \( i \geq 1 \), is the probability that a
randomly-picked edge of the graph has variable(check) degree \( i \). For any two distributions, \((\lambda(i))_{i \geq 1}\) and \((\rho(i))_{i \geq 1}\), random graphs with the respective edge degree-distributions can be constructed; these distributions characterize the constructed ensemble. The functions \( \lambda(x) \) and \( \rho(x) \) are defined as follows: \( \lambda(x) = \sum_i \lambda(i) \cdot x^{i-1} \) and \( \rho(x) = \sum_i \rho(i) \cdot x^{i-1} \).

**Analysis**: The message-passing procedure is applied on a randomly constructed bipartite graph. As in [31], it is viewed as a random discrete process and the evolution of one of its parameters \( Q(i) \) throughout this process is analyzed, where \( Q(i) \) is defined as the probability that a randomly picked check-to-variable message at iteration \( i \) is 1. Let \( f(\cdot) \) be the function defined over \([0, 1]\) such that \( f(\cdot) \) maps \( Q(i) = y \) to \( Q(i+1) = f(y) \). Define \( y^* \in [0, 1] \) as follows:

\[
f(y) > y \quad \forall 0 \leq y < y^* \quad \text{and} \quad f(y^*) = y^*.
\]  

(1)

The function \( f(\cdot) \) is increasing; therefore, the convergence value of the sequence \( \{Q(i)\}, i = 1 \cdots \infty \), is \( Q(\infty) = y^* \). Inequality (1) describes the progress of the message-passing procedure.

Let \( g(x) \) be a function of \( 0 \leq x \leq 1 \), defined as the probability that a randomly-picked variable-to-check message is \( 0 \), given the probability that a randomly-picked incoming check-to-variable message is \( 0 \) is \( x \), then

\[
f(1 - x) = \sum_i \rho(i) \cdot (1 - g(x))^{i-1} = \rho(1 - g(x)).
\]

Similar to [31], the latter equality uses the assumption the variable-to-check messages incoming to a check node of degree \( i \) are independent random variables. Therefore, the probability that the outgoing check-to-variable message is \( 1 \) is a product of \( i - 1 \) identical values, each equal to \( 1 - g(x) \). Define \( x^* = 1 - y^* \), inequality (1) can be reformulated to:

\[
\rho(1 - g(x)) > 1 - x, \quad \forall x \in [x^*, 1].
\]  

(2)

Inequality (2) is derived in [31]. The novel contribution of this subsection is shown next, where an inequality, specific to the message-passing algorithm developed in IV-B, is derived.

**Theorem 1.** (Message-passing procedure characterization) For a distribution \( (\delta(\omega)) \) described by \( (\delta, \mu) \), and degree-distributions, \( (\lambda(i))_{i \geq 1} \) and \( (\rho(i))_{i \geq 1} \), the outcome of the message-passing procedure can be fully characterized by the inequality:

\[
\rho(1 - \delta \cdot \lambda(z)) > \frac{1 - z}{1 - \mu}, \quad \forall z \in [z^*, 1].
\]

where \( z^* = (1 - y^*) + \mu \cdot y^* > \mu \).

**Proof**: Define \( g_{(d, \omega)}(x) \) as the probability that a randomly-picked variable-to-check message is \( 0 \) given: 1) the corresponding variable-node \( v \) has degree \( d \), 2) \( \kappa(v) = \omega \) and 3) the probability that a randomly-picked incoming check-to-variable message is \( 0 \) is \( x \). Similarly, define \( g_{(d)}(x) \) as the probability that a randomly-picked variable-to-check message is \( 0 \) given: 1) the corresponding variable-node \( v \) has degree \( d \) and 2) the probability that a
randomly-picked incoming check-to-variable message is 0 is \( x \). The function \( g(x) \) can be expressed as:

\[
g(x) = \sum_{d=1}^{\infty} \lambda_d \cdot g_d(x), \quad g_d(x) = \sum_{\omega} \delta_{\omega} \cdot g_{d,\omega}(x).
\]

Then,

\[
g_{d,\omega}(x) = \sum_{j=0}^{\min(\omega,d)-1} \binom{d-1}{j} \cdot (1-x)^j \cdot x^{d-1-j}.
\]

\[
g_d(x) = \sum_{\omega} \delta_{\omega} \cdot g_{d,\omega}(x)
\]

\[
= \sum_{\omega=0}^{\infty} \delta_{\omega} \cdot \left( \sum_{j=0}^{\min(\omega,d)-1} \binom{d-1}{j} \cdot (1-x)^j \cdot x^{d-1-j} \right)
\]

\[
= \sum_{j=0}^{d-1} \binom{d-1}{j} \cdot (1-x)^j \cdot x^{d-1-j} \cdot \sum_{\omega=j+1}^{\infty} \delta_{\omega}
\]

\[
= \binom{d-1}{j} \cdot (1-x)^j \cdot x^{d-1-j} \cdot \delta_{(1)} \cdot \mu^j \cdot \sum_{\omega=0}^{\infty} \mu^\omega
\]

\[
= \binom{d-1}{j} \cdot (x + \mu \cdot (1-x))^{d-1} = \delta \cdot (x + \mu \cdot (1-x))^{d-1}.
\]

Therefore:

\[
g(x) = \sum_{d=1}^{\infty} \lambda_d g_d(x) = \delta \cdot \lambda(x + \mu \cdot (1-x)).
\]

Substituting the obtained expression of \( g(x) \) in inequality (2), and applying the following change of variable \( z = x + \mu(1-x) \), we get: for \( z^* = (1-y^*) + \mu \cdot y^* \geq \mu \):

\[
\rho \left( 1 - \delta \cdot \lambda(z) \right) > \frac{1-z}{1-\mu}, \quad z \in [z^*, 1).
\]

The derived analytic expression is a generalization of that corresponding to erasure decoding [31]: by setting \( \mu \) to 0, the derived inequality reduces to \( \rho(1 - \delta \cdot \lambda(z)) > 1 - z, 1 - y^* < z \leq 1 \). This result is not unexpected since the message-passing algorithm developed here is itself a generalized form of a LDPC erasure-decoding message-passing algorithm.

**E. Optimal Degree Distributions**

Based on the analysis in the previous subsection, degree distributions are constructed next, such that these distributions characterize inter-frame codes for which the rate-matching process succeeds in the sense defined in subsection IV-C, and which ratio \( \frac{K_{\omega}}{N'} \) approaches the optimal lower bound \( \sum_{\omega} (\omega \cdot \delta_{\omega}) = \frac{\delta}{1-\mu} \). Towards this aim,
a sequence of degree-distribution couples parameterized by \( J = 1 \cdots \infty \), \( (\lambda(i))_{i \geq 1}, (\rho(i))_{i \geq 1}^{(J)} \), is constructed such that:

1. \( \frac{K_S}{\lambda F} \rightarrow \sum_{\omega \geq 1} (\omega \cdot \delta(\omega)) = \frac{d}{1-\mu} \), as \( (J, N_F) \rightarrow \infty \).
2. \( \exists 0 < Z_0 < 1 \) and \( J^* \in \mathbb{Z}^+ \), such that:
   \[
   \rho^{(J)}(1 - \delta \cdot \lambda^{(J)}(z)) > \frac{1 - z}{1 - \mu}, \quad \forall J > J^* \quad \text{and} \quad Z_0 < z \leq 1.
   \]

This inequality is that obtained in Theorem 1 of the previous subsection.

3. The minimum variable-node degree goes to \( \infty \) as \( J \rightarrow \infty \).

Next, it is shown that if properties (1)-(3) are satisfied, then the rate-matching process is optimal in the sense formally described in subsection IV-C.

Property (1) means that \( \frac{K_S}{\lambda F} \) converges to the optimal value of \( \sum_{\omega \geq 1} (\omega \cdot \delta(\omega)) \) as \( N_F \rightarrow \infty \).

Properties (2) and (3) imply that the degree distributions characterize inter-frame codes for which the inter-frame decoding succeeds in the sense defined in subsection IV-C; this is because for any \( \epsilon > 0 \), there exists an integer \( J(\epsilon) \in \mathbb{Z}^+ \), such that: the probability that a frame \( f \) is unrecovered in the decoding of a random code constructed according to \( (\lambda(i))_{i \geq 1}, (\rho(i))_{i \geq 1}^{(J)} \), converges to a value less than \( \epsilon \) as \( N_F \rightarrow \infty \) if \( J > J(\epsilon) \). This latter result is proved in the rest of this paragraph. Property (2) implies that, \( \forall J > J^* \), the value \( z^* \) defined in the previous subsection is less than \( Z_0 \), or equivalently that the sequence \( \{Q(i)\} \) converges to a value \( Q(\infty) = y^* \) that is greater than \( Y_0 = \frac{1 - Z_0}{1 - \mu} \). Let \( \tau \) be the minimum variable-node degree, i.e. \( \lambda(i) = 0 \) for \( i < \tau \). Consider the probability that a randomly-picked variable-to-check message is 0 given 1) the corresponding variable-node \( v \) has degree \( \tau \) and 2) the probability that a randomly-picked check-to-variable message incoming to \( v \) is 0 is \( 1 - y^* \); it is denoted by \( g(1 - y^*) \) in the proof of Theorem 1 and equals \( \delta \cdot (1 - y^*) + \mu \cdot y^* \tau^{-1} = \delta \cdot ((1 - y^*) \cdot (1 - \mu)) \tau^{-1} < \delta \cdot ((1 - Y_0 \cdot (1 - \mu)) \tau^{-1}.

Property (3) means that \( \tau \) goes to \( \infty \) as \( J \rightarrow \infty \), and therefore \( g(1 - y^*) < \delta \cdot ((1 - Y_0 \cdot (1 - \mu)) \tau^{-1} \) approaches 0 as \( J \) goes to \( \infty \). Furthermore, it can be checked that the probability that a frame corresponding to a randomly-picked variable node \( v \) is unrecovered, given the probability that a randomly-picked incoming check-to-variable message is 0 is \( x \), is less than \( g(x) \). Therefore, as the probability that a randomly-picked check-to-variable message is 1 converges to \( y^* > Y_0 \), the probability that a frame corresponding to a randomly-picked variable node is unrecovered converges to 0 as \( (J, N_F) \rightarrow \infty \).

**Degree-distributions:** A sequence of degree-distributions is constructed next. Then, it is proved that this sequence satisfies properties (1)-(3). For sake of brevity, the derivations and proof details in the rest of this subsection are omitted.

The distributions constructed here are a generalization of the optimal distributions of the erasure codes in [28]. The erasure code distributions are described briefly next. The \( \lambda \)-distribution is \( \lambda(i) = \frac{1}{H(i-1)} \), \( i = 2, \cdots, d + 1 \), for a chosen integer \( d \) and \( H = \sum_{i=1}^{d} \frac{1}{i} \). The average variable-node degree is \( a_v = (\sum_{i} \frac{\lambda(i)}{i})^{-1} = H \cdot (1 + 1/d) \).

The function \( \lambda(x) \sim -\ln(1 - x)/H \) (but strictly less). The \( \rho \)-distribution is described as follows: \( \rho(i) = e^{-\alpha(x)^{-1}} \), \( i = 1, \cdots, \infty \). Thus, \( \rho(x) = e^{\alpha(x)^{-1}} \). The average check-node degree is \( a_c = (\sum_{i} \frac{\rho(i)}{i})^{-1} = \alpha/(1 - e^{-\alpha}) \). Then,
we have for erasure codes:

\[ \rho(1 - \delta \cdot \lambda(x)) = e^{-\alpha \delta \cdot \lambda(x)} > e^{\frac{a_d \cdot \ln(1-x)}{\alpha_d}} = (1 - x)^{\frac{a_d}{\alpha_d}} \]

\[ \geq (1 - x), \quad \forall 0 \leq x \leq 1. \]

The last inequality is valid when \( \frac{a_d}{a_e} \geq \delta \cdot (1 + 1/d). \)

**Proposed Degree Distributions:** The proposed inter-frame code distributions are constructed next. The \( \lambda \)-distribution is parameterized by two integers: the parameter \( J \) of the constructed distribution couple \( ((\lambda(i))_{i \geq 1}, (\rho(i))_{i \geq 1})^{(J)} \) and another integer \( d \). It is assumed that as \( J \to \infty \) so does \( d \), however, no specific relation involving both of them is imposed. In the rest of the section, to simplify notation, the super-index \( (J) \) will be omitted from the \( \lambda \) and \( \rho \) terms.

The constructed \( \lambda \)-distribution can be described as:

\[ \lambda_{(i-1)} = \frac{1}{H \cdot (i - 1)}, \quad i = 2, \ldots, d + 1. \]

and \( \lambda(i) = 0 \), otherwise.

The construction of the \( \rho \)-distribution involves two distributions. Define the distribution \((\beta(\alpha;i))\), where:

\[ \beta(\alpha;i) = \frac{e^{-\alpha \cdot i}}{i!}. \]

This distribution is similar to the \( \rho \)-distribution in erasure codes. Define another distribution \((\Omega(i))\), parameterized by the integer \( d_c \), as such:

\[ \Omega(i) = \frac{1}{i \cdot H_c}, \quad i = 1, \ldots, d_c. \]

where \( H_c = \sum_{i=1}^{d_c} \frac{1}{i} \). The parameter \( d_c \) is chosen such that: \( \sum_{i=1}^{d_c} \frac{1}{i} \leq J \cdot (1 - \mu) < \sum_{i=1}^{d_c+1} \frac{1}{i} \). From the definition of \( d_c \), it can be deduced that \( \frac{J}{H_c} \geq \frac{1}{1-\mu} \) and that \( |\frac{J}{H_c} - \frac{1}{1-\mu}| \) goes to 0 as \( J \to 0 \). The \( \rho \)-distribution is formed as follows:

\[ \rho(i) = \sum_{j=1}^{d_c} \Omega(j) \cdot \beta(j \cdot H/\delta;i). \]

**Proof that properties (1)-(3) are satisfied:** Property (3) is satisfied because the minimum variable-node degree, obtained from a distribution \((\lambda(i))^{(J)}\), is \( J + 1 \) which clearly goes to \( \infty \) as \( J \to \infty \).

Property (1) is shown to be satisfied as stated in Lemma 1.

**Lemma 1.** \( \frac{K_S}{N_F} \to \frac{\delta}{1-\mu} \) as \( (J, d) \to (\infty, \infty) \).

**Proof:** Each of the expressions \( K_S \cdot a_c \) and \( N_F \cdot a_e \) represents the number of edges in the bi-partite graph, therefore \( K_S \cdot a_c = N_F \cdot a_e \) which implies that \( \frac{K_S}{N_F} = \frac{a_c}{a_e} \).
The average variable-node degree is:

\[ a_v = \left( \sum_{j=1}^{\infty} \frac{\lambda(j)}{j} \right)^{-1} = J \cdot H \left( \sum_{i=1}^{d} \frac{1}{i \cdot (i + 1/J)} \right)^{-1}. \]

The average check-node degree is:

\[ a_c = \left( \sum_{i=1}^{\infty} \frac{\rho(i)}{i} \right)^{-1} = \frac{H_c \cdot H}{\delta} \cdot \left( \sum_{j=1}^{d_c} \frac{1 - e^{-j \cdot H/\delta}}{j^2} \right)^{-1}. \]

As \((J, d) \to \infty, H_c \to \frac{1}{1-\mu}\) and \(d_c \to \infty\). Besides, both \(\left( \sum_{i=1}^{d} \frac{1}{i \cdot (i + 1/J)} \right)\) and \(\left( \sum_{j=1}^{d_c} \frac{1 - e^{-j \cdot H/\delta}}{j^2} \right)\) converge to the same finite value \(\left( \sum_{i=1}^{\infty} \frac{1}{i^2} \right)\). Overall, \(\frac{K_c}{N_c} = \frac{a_v}{a_c} \to \frac{\delta}{1-\mu}\).

The proof that property (2) is satisfied is more complicated. As a prelude, the expressions of \(\lambda(x), \rho(x),\) and \(\rho(1 - \delta \cdot \lambda(x))\) are obtained as follows:

\[ \lambda(x) = \sum_{i=2}^{d+1} \frac{x^j \cdot (i-1)}{H \cdot (i-1)} \sim (\gamma) - \frac{1}{H} \cdot \ln(1 - x^j). \]

\[ \rho(x) = \sum_{i=1}^{\infty} \rho(i) \cdot x^{i-1} = \sum_{j=1}^{d_c} \frac{1}{j \cdot H_c} e^{\frac{\mu}{H_c} \cdot (x-1)}. \]

\[ \rho(1 - \delta \cdot \lambda(x)) > \rho(1 + \frac{\delta}{H} \cdot \ln(1 - x^j)) = \sum_{j=1}^{d_c} \frac{1}{j \cdot H_c} e^{j \cdot \ln(1 - x^j)} = \frac{1}{H_c} \cdot \sum_{j=1}^{d_c} \frac{(1 - x^j)^j}{j}. \]

A rigourous proof that property (2) is satisfied is based on the following three Lemmas.

**Lemma 2.** If \((1 - x^j)^{d_c} < (1 - x) \forall 0 < X_l < x < 1\), then \(\frac{1}{H_c} \cdot \sum_{i=1}^{d_c} \frac{(1 - x^j)^j}{i} > \frac{1 - x}{1-\mu} \forall X_l < x < 1\).

**Lemma 3.** \(\forall \eta > 0, \exists J_0\) such that \(e^{1-\mu-\eta} < d_c^{\frac{1}{J}} < e^{1-\mu+\eta}\), \(\forall J > J_0\).

**Lemma 4.** For each value \(J \in \mathbb{Z}^+\), there exists a single value \(X_c \in [0, 1]\) such that \((1 - x^j)^{d_c} > 1 - x\) if \(x < X_c\), and \((1 - x^j)^{d_c} < 1 - x\) otherwise. In addition, \(X_c\) converges to \(e^{-(1-\mu)}\) as \(J \to \infty\).

From Lemma 4, it can be concluded that for an arbitrarily small \(\gamma, \exists J^*\) such that: \(X_c < e^{-(1-\mu)+\gamma} \forall J > J^*\). Therefore:

\((1 - x^j)^{d_c} < 1 - x \forall x > e^{-(1-\mu)+\gamma} \text{ and } J > J^*\).
This means, by Lemma 2, that \( \forall x > e^{-(1-\mu)+\gamma} \) and \( J > J^* \):

\[
\frac{1}{H_c} \sum_{i=1}^{d_c} \frac{(1-x^J)^i}{i} > \frac{1-x}{1-\mu}.
\] (5)

Define function \( T(x) = \frac{1}{H_c} \cdot \sum_{i=1}^{d_c} \frac{(1-x^J)^i}{i} \). By inequality (5), and since \( \rho(1 - \delta \cdot \lambda(x)) > T(x) \) by (4), property (2) is satisfied.

It should be noted, that throughout the proof of the Lemmas, a stronger result can be derived on the function \( T(x) \), which is:

\[
T(x) \rightarrow \begin{cases} 
1, & x < e^{-(1-\mu)} \\
-\ln(x), & x \geq e^{-(1-\mu)}
\end{cases} \text{ as } (J, d) \rightarrow (\infty, \infty)
\]

F. Conclusions on Data-Rate

Overall, it is proved in the section that for a distribution \( (\delta(\omega)) \) described by \( (\delta, \mu) \), the minimum required \( \frac{K_S}{NF} \) equals \( \frac{\delta}{1-\mu} \), and therefore the effective frame-length is:

\[
N \cdot (1 + \frac{\delta}{1-\mu} \cdot \frac{\Delta}{N}).
\]

V. Data-rate Comparison

The data-rates achievable by inter-frame coding are compared to those achievable by two other schemes: 1) the state-of-the-art two-stage scheme, and 2) a simple frame-wise feedback-based rate-matching scheme. This latter scheme is chosen for comparison because it shares with IR-HARQ a basic property: that the rate of a frame is decreased upon feedback by sending successive increments until the number of receivers which succeed to decode the frame is above a predefined threshold. For accurate comparison between inter-frame coding and IR-HARQ, many details on the involved communication scenario have to be specified. These details include the type and frequency of the involved feedback\(^3\), the time requirements of the communication, the transmission scheduling details, and other channel characteristics; such issues are beyond the scope of this paper.

The comparison is done by computing the enhancement ratio, defined as the ratio of the effective frame-length obtained in the conventional solution to that obtained in inter-frame coding. The comparison done here assumes the channel variability model developed in IV-A. An underlying assumption made in this section is that the distribution \( (\delta(\omega)) \) does not change with the different schemes compared. Therefore, the reported results can be fully attributed to the peculiar coding features of these schemes.

It is assumed throughout this section that all the receivers, in the broadcast communication, have the same channel-characterizing distribution \( (\delta(\omega)) \). This single-distribution assumption is motivated by two considerations. First, the assumption keeps the comparison setup within the range of the results obtained in the previous section: the previous analysis does not deal with the performance of an inter-frame code under multiple \( (\delta, \mu) \) couples. Second,
the single-distribution assumption can be viewed as a simplification of the worst-distribution assumption explained as follows: among the channel-characterizing probability distributions corresponding to the different receivers, there exist a single distribution which has the highest values of both \( \delta \) and \( \mu \). The design of the inter-frame code and the two-stage scheme are determined solely by this distribution. It is, therefore, the distribution considered in evaluating the effective frame-length resulting from inter-frame coding, as well as, from the two-stage scheme.

In this regard, in comparing the inter-frame coding to the two-stage scheme, the number of receivers involved in the communication scenario are overlooked. The reason is that the coding-performance for each of the two compared approaches, per receiver, does not depend on the number of receivers. In contrast, the comparison between inter-frame coding and the frame-wise feedback-based rate-matching scheme is done with respect to the number of receivers involved.

A. Frame-wise Feedback-based Rate-matching

A simple frame-wise feedback-based rate-matching scheme is assumed here where for each frame \( f \), the rate-\( R_H \) \( N \)-bit portion of the frame is initially transmitted. A retransmission is initiated as long as: 1) feedback from at least one receiver reports a decoding failure and 2) the number of retransmissions corresponding to \( f \) are less than some upper bound \( n^* \).

The \( i \)th retransmission, \( 1 \leq i \leq n^* \), consists of increment \( \Delta(f,i) \). For this subsection, the following terminology is defined: \( n(f) \) is the number of transmitted increments for frame \( f \), \( R \) is the set of receivers, and \( \kappa(f,i) \), \( 1 \leq i \leq |R| \), is the \( \kappa \)-value of frame \( f \) for the \( i \)th receiver. It can be deduced from the description of the frame-wise feedback-based scheme that: 1) \( n(f) = \min(\max_{1 \leq i \leq |R|} \kappa(f,i), n^*) \), 2) and the frame-error-rate (FER) for each receiver equals \( \sum_{\omega>n^*} \delta(\omega) = \delta \cdot n^* \). For a target FER of \( 10^{-a} \), \( n^* \) is set to \( \lceil \frac{-a - \log_{10}(\delta)}{\log_{10}(\mu)} \rceil \).

For \( 1 \leq n < n^* \), the probability that \( n(f) = n \) is equal to \( (1 - \mu^n \cdot \delta)^{|R|} - (1 - \mu^{n-1} \cdot \delta)^{|R|} \). Therefore, the expected value of \( n(f) \) is:

\[
E(n(f)) = n^* - \sum_{i=0}^{n^*-1} \binom{|R|}{i} (1 - \mu^i \cdot \delta)^{|R|} = \sum_{i=0}^{n^*-1} \left( 1 - \left( 1 - \mu^i \cdot \delta \right)^{|R|} \right).
\]

Expectedly, as \(|R| \to \infty\), \( E(n(f)) \to n^* \). The enhancement ratio is equal to:

\[
\frac{1 + E(n(f)) \cdot \frac{\Delta}{N}}{1 + \frac{\delta}{1 - \mu} \cdot \frac{\Delta}{N}}.
\]

Fig. 5 shows the variation of the enhancement ratio versus \( \mu \), for: \( \frac{\Delta}{N} = 0.1 \), \( \delta = 0.5 \), \( |R| \in \{10, 30, 100, \infty\} \), and target FER values of \( 10^{-1} \), \( 10^{-2} \), and \( 10^{-3} \). The enhancement ratios grow with \(|R|\). For \(|R| = \infty\), the enhancement ratio values are considerably high: for example, for a target FER of \( 10^{-2} \), the enhancement ratio exceeds 2 for \( \mu \to 0.8 \), and exceeds 3 for \( \mu \to 0.9 \). Yet, the enhancement brought by inter-frame coding over the frame-wise feedback-based scheme is significant, even when the number of receivers is small. For example, it can be checked that the enhancement ratio for a target FER of \( 10^{-2} \) and \(|R| = 10\) exceeds the corresponding enhancement ratio, for a target FER of \( 10^{-1} \) and \(|R| \to \infty\), for all values of \( \mu \).
B. Two-stage Scheme

In the comparison done here, the distribution \((\delta(\omega))\) is assumed to be known to the sender. Besides, for simplicity, no further feedback from the receiver to the transmitter is assumed.

The two-stage scheme follows the setup described in section II. On the transmitter side, the \(N_F \cdot K\) information bits are encoded into \(N_T \cdot K\) bits, using an erasure code of rate \(R_E = \frac{N_F}{N_T}\). The resulting \((N_T \cdot K)\)-bit sequence is then partitioned into \(N_T \cdot K\)-bit blocks that are intra-frame encoded into \(N_T\) rate-\(R\) frames that are transmitted over the channel. On the receiver side, intra-frame decoding is applied on each received frame: if decoding fails, the frame is dropped and considered erased; else, if decoding succeeds, the \(K\) bits corresponding to the frame are recovered and collected. The collected bits, resulting from the intra-frame decoding of the \(N_T\) frames, are then forwarded into erasure decoding. The erasure code is capacity-achieving. Therefore, if slightly more than \(N_F\) frames, out of a total of \(N_T\) frames, are successfully intra-frame decoded, enough bits \((> N_T \cdot K)\) are collected and erasure decoding succeeds.

The combination of the intra-frame code-rate and the erasure code-rate that results in the lowest effective frame-length should be found. This problem is considered in [32]–[34] under various assumptions on the channel model and communication scenarios. It is considered here again, under the channel variability model developed in subsection IV-A. For the asymptotic case, that is when \(N_F \to \infty\), the optimal rate of the erasure-code \(R_E\) is \(1 - \Gamma\), \(\Gamma\) being the intra-frame decoding-failure rate. If the intra-frame code-rate \(R\) is set to \(\frac{K}{N+i \cdot \Delta}\), \(i \in \mathbb{Z}^+\), that is the frame-length is set to \(N + i \cdot \Delta\), \(\Gamma\) is equal to \(\sum_{\omega=i+1}^{\infty} \delta(\omega) = \delta \cdot \mu^i\). It is reasonably assumed that for the general case of \(i \in \mathbb{Q}^+\), \(\Gamma\) is also equal to \(\delta \cdot \mu^i\). Therefore, the effective frame-length of the two-stage scheme when \((R, R_E) = (\frac{K}{N+i \cdot \Delta}, 1 - \delta \cdot \mu^i)\) is denoted here by \(L(i)\) and is equal to:

\[ L(i) = \frac{N + i \cdot \Delta}{R_E} = \frac{N + i \cdot \Delta}{1 - \delta \cdot \mu^i}. \]

The effective-frame length of the two-stage scheme is then the minimum, over \(i \in \mathbb{Q}^+\), of \(L(i)\). It should be noted
that $i$ is restricted to positive values to rule out the unrealistic case of having $R = \frac{K}{N+\Delta} > 1$ if $i$ is negative given that the exact value $\frac{K}{N}$ is not set here: $N$ is here assumed to be the minimum frame-length for both inter-frame coding and the two-stage scheme.

The enhancement ratio is then equal to:

$$\min_{i \in \mathbb{Q}^+} \frac{L(i)}{(N + \frac{\delta}{1-\mu} \cdot \Delta)} = \min_{i \in \mathbb{Q}^+} \frac{1 + i \cdot \frac{\Delta}{N}}{(1 - \delta \cdot \mu^i) \cdot (1 + \frac{\delta}{1-\mu} \cdot \frac{\Delta}{N})}.$$  

Lemma 5. For the two-stage-scheme, the enhancement ratio is upper bounded by $\frac{1}{1-e^{-1}} = 1.582$.

Proof:

$$\min_{i \in \mathbb{Q}^+} \frac{1 + i \cdot \frac{\Delta}{N}}{(1 - \delta \cdot \mu^i) \cdot (1 + \frac{\delta}{1-\mu} \cdot \frac{\Delta}{N})} \leq \left( \frac{1 + i \cdot \frac{\Delta}{N}}{(1 - \delta \cdot \mu^i) \cdot (1 + \frac{\delta}{1-\mu} \cdot \frac{\Delta}{N})} \right)^i = \frac{e}{e^i}.$$  

Consider the function $f(x) = x \cdot \mu^\frac{x}{\ln(\mu)}$ over the range $[0, 1]$. By simple calculus, it can be checked that it attains its maximum at $x^* = -\frac{\ln(\mu)}{\ln(\mu)}$:

$$f(x^*) = \frac{1 - \mu}{\ln(\mu)} \cdot e^{-1} = \frac{1 - \mu}{\ln(\mu)} \cdot e^{-1} < e^{-1}.$$  

Therefore, $(1 - \delta \cdot \mu^\frac{x^*}{\ln(\mu)})^{-1} = (1 - f(\delta))^{-1} < (1 - e^{-1})^{-1}$. $\blacksquare$

The curves plotted in Fig. 6 show $\frac{L(i)}{(N + \frac{\delta}{1-\mu} \cdot \Delta)}$ versus $i$. The curves correspond to all possible combinations of $\delta \in \{0, 0.3, 0.5, 0.8\}$ and $\mu \in \{0.5, 0.7, 0.85\}$, for $\frac{\Delta}{N} = 0.1$. For all the considered $(\delta, \mu)$ pairs, except one ($(\delta, \mu) = (0.3, 0.85)$), we have: the minimum of $\frac{L(i)}{(N + \frac{\delta}{1-\mu} \cdot \Delta)}$ occurs for strictly positive values of $i$. This implies that restricting $i$ to positive values has no impact on the computed enhancement ratios, particularly when these ratios are relatively high. In addition, the enhancement ratio $\min_{i \in \mathbb{Q}^+} \frac{L(i)}{(N + \frac{\delta}{1-\mu} \cdot \Delta)}$, in general, grows as the channel statistical parameters “worsens”, that is as $\delta$ and $\mu$ increase. For example, while the enhancement ratio is $\sim 1.2$ for $(\delta, \mu) = (0.3, 0.5)$ and $\sim 1.25$ for $(\delta, \mu) = (0.5, 0.5)$, it is $\sim 1.35$ for $(\delta, \mu) = (0.5, 0.7)$, $\sim 1.4$ for $(\delta, \mu) = (0.5, 0.85)$, and $\sim 1.5$ for $(\delta, \mu) = (0.8, 0.85)$.

The variation of the enhancement-ratio with the value of $\mu$ is illustrated in Fig. 7, assuming $\frac{\Delta}{N} = 0.1$. Three curves are plotted. One curve corresponds to a fixed value of $\delta = 0.99$; the other two curves assume $\delta$ varies with $\mu$ such that $\delta = \mu^3$ and $\delta = \mu^8$ respectively. The assumption on how the two parameters of the distribution $(\delta(\omega), \delta, \mu)$, are related is justified as follows: the intra-frame decoding-failure rate is $\delta$ when the frame-length is $N$, and $\delta \cdot \mu = \delta \cdot \mu^8\Delta$ when the frame-length is $2 \cdot N$. If the same $N$-bit frame is transmitted twice under independent channel-state instances and each frame is independently intra-frame decoded, the probability of recovering the frame is $1 - \delta^2$ for total number of sent bits of $2 \cdot N$. This probability is typically less than the probability of intra-frame
decoding-success of a \((2 \cdot N)\)-bit frame, formed by concatenating 10 subframes to the \(N\)-bit frame; therefore, \(1 - \delta^2 < 1 - \delta \cdot \mu^{10}\) implying \(\delta > \mu^{10}\). Therefore, the assumed relations of \(\delta = \mu^3\), and \(\delta = \mu^6\), consist merely example relations that satisfy the condition \(\delta > \mu^{10}\) over the full considered range of \(\mu\). Three observations can be made from the figure. First, the derived upper bound of \(\frac{1}{\delta - \mu}\) on the enhancement ratio is relatively tight: the maximum value of the plotted enhancement ratios is 1.55 and it occurs when \((\delta, \mu) = (0.99, 0.94)\). Besides, even when \(\delta\) varies with \(\mu\), such that \(\delta = \mu^3\), the enhancement ratio exceeds 1.5 for \(0.89 \leq \mu \leq 0.95\). Second, the variation of the enhancement ratio with \(\mu\), for the three curves, follows the same trend. The enhancement ratio increases as \(\mu\) increases to a value near 0.94, at which the maximum is attained, and then it decreases as \(\mu\) goes from 0.95 to 1. The rate of the increase in the plotted enhancement ratio is such that the enhancement ratio becomes relatively high as \(\mu\) exceeds 0.75 or 0.8. Third, for the same value of \(\mu\), higher enhancement ratios are obtained for higher \(\delta\) values. Overall, the observed trend that the enhancement ratio increases with increasing \(\delta\) and \(\mu\) can be qualitatively justified as follows: as \(\delta\) and \(\mu\) increase, the effective-frame length increases in both schemes. That is, the value of the effective frame-length minus \(N\) increases, relative to \(N\). Consequently, the reduction in this value achieved by inter-frame coding compared to the two-stage scheme becomes more significant in the computation of the enhancement ratio.

VI. Conclusions

In this paper, an inter-frame coding approach to the problem of varying channel conditions has been developed. The proposed approach involves a rate-matching process, in which each frame is assigned its appropriate encoding-rate at the receiver side. This makes inter-frame coding suitable for broadcast communication, as well as for any communication scenario in which feedback from the receiver(s) to the transmitter is costly or undesirable. In terms of complexity, the computational overhead of inter-frame decoding includes operations that are similar in type and scheduling to those employed in the relatively-simple iterative erasure decoding. Through channel modeling, graph-based simplification and subsequent analysis, it has been shown in this paper that the matching process can
be optimal under appropriate randomized construction of bi-partite graphs. Furthermore, the potential of inter-frame coding to enhance the achieved data-rates in broadcast communication has been quantitatively illustrated. This research direction can be extended in several directions. One direction is on the implementation aspects of the proposed scheme. Another is on the design of efficient moderate-size inter-frame codes (e.g. $N_F \sim 10^2 - 10^3$). A third is on the performance of inter-frame coding when $(\delta(\omega))$ is not described by a geometric progression, or when different receivers have different $(\delta(\omega))$ distributions.
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