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Abstract

We describe our method for extracting keyphrases from scientific articles which we participate in the shared task of SemEval-2 Evaluation Exercise. Even though general-purpose term extractors along with linguistically-motivated analysis allow us to extract elaborated morphosyntactic variation forms of terms, a naïve statistic approach proposed in this paper is very simple and quite efficient for extracting keyphrases especially from well-structured scientific articles. Based on the characteristics of keyphrases with section information, we obtain 18.34% for f-measure using top 15 candidates. We also show further improvement without any complications and we discuss this at the end of the paper.

1 Introduction

Key phrases are a set of words to capture the main topic of the document. Since key phrases contain the substance of the document, they are used in the large spectrum of areas; from applications which explicitly use key phrases such as automatic indexing, documents classification and search engine optimization in information retrieval, to applications which implicitly use key phrases such as part-of-speech tagging and phrase chunking, and statistical postprocessing such as log likelihood which compares the term frequencies in a document against their expected frequencies derived in a bigger text. Besides, extracting terms prefers syntactically plausible noun phrases (NPs) which are mainly multi-words terms. Kim and Kan (2009) report that most of key phrases are often simple words than less often compound words.

The task for extracting key phrases tend to include analyzing the document structure. Especially, extracting key phrases from well-structured scientific articles should consider cross-section information (Nguyen and Kan, 2007). This information has been explored to assess the suitability of features during learning in Kim and Kan (2009).

Extracting key phrases, however, is more than to extracting terminology or analyzing the document structure. While terms are words which appear in specific contexts and analyze concept structures in domains of human activity, key phrases are words that capture the key idea of documents. In addition, while terms usually occur in the given document more often than we would expect to occur, key phrases do not necessarily occur frequently or key phrases do not occur at all in the document. Consequently, the task for extracting key phrases should not be considered as the subtask of extracting terminology and we are not able to directly apply general-purpose term extractors to extract key phrases.

In this paper, we describe our method for “Automatic Keyphrase Extraction from Scientific Ar-
articles”, the shared task of SemEval-2 Evaluation Exercise which we participated in. Although term extractors along with linguistically-motivated analysis allow us to extract even elaborated morpho-syntactic variation forms of terms, the naïve statistic approach proposed in this paper is very simple and quite efficient for extracting keyphrases especially from well-structured scientific articles. In a nutshell, our method is based on empirical rules without any linguistically-motivated preprocessing. Empirical rules are obtained from the analysis of the characteristics of keyphrases by observing training data.

The remaining of this paper is organized as follows: Section 2 explains the characteristics of keyphrases in scientific articles. Section 3 and 4 detail our naïve statistic approach and experiment, respectively. We conclude this paper and discuss a further improvement in Section 6.

2 Characteristics of Keyphrases in Scientific Articles

In this section, we investigate the characteristics of keyphrases in training data. Table 1 shows statistics of training data. In Table 1, D-author means the keyphrases assigned by authors, D-reader the keyphrases assigned by readers, and D-combined the combined keyphrases assigned by both of authors and readers.
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Figure 1: Word length of keyphrases in training data

occurrences of keyphrases of each section. Due to the variation of the naming of the section, we divide sections into title and abstract, introduction, conclusion, and the rest including references. Table 2 and 3 show the number of occurrences and the accumulative number of unique occurrences of keyphrases in each section, respectively. We also show the accumulative number of words in each section in Table 4. Including the rest sections exponentially diminishes the ratio of the number of gold keyphrases to the number of candidate keyphrases. Note that \( m \) words produce \( \sum_{i=0}^{n-1}(m-i) \) candidate keyphrases for up to \( n \)-word keyphrases by supposing that candidate keyphrases are simple \( n \)-word terms.

Note also that both author- and reader-assigned keyphrases hold only 75.49% and 89.44%, respectively. Even some keyphrases are different with surface forms in the document and our naïve method with no linguistic intervention is not able to recognize them. For example, one of reader-assigned keyphrases distributed real-time embedded system for C-41 actually appears as distributed real-time and embedded (DRE) systems.

2.1 Word length of keyphrases

We measure the distribution of word length of key phrases in training data and present it in Figure 1. Over half of key phrases are two-word key phrases in both author- and reader-assigned key phrases. Differently with Kim and Kan (2009) which they reported that most of key phrases are often simple words than less often compound words, only 29.7% and 17.7% of key phrases are one-word key phrases. There are also more than four-word key phrases which hold 4.3% and 7.2% of author and reader assigned key phrases, respectively.

2.2 Occurrences of keyphrases

In which section do keyphrases occur frequently? To answer this question, we count the number of occurrences of keyphrases of each section. Due to the variation of the naming of the section, we divide sections into title and abstract, introduction, conclusion, and the rest including references. Table 2 and 3 show the number of occurrences and the accumulative number of unique occurrences of keyphrases in each section, respectively. We also show the accumulative number of words in each section in Table 4. Including the rest sections exponentially diminishes the ratio of the number of gold keyphrases to the number of candidate keyphrases. Note that \( m \) words produce \( \sum_{i=0}^{n-1}(m-i) \) candidate keyphrases for up to \( n \)-word keyphrases by supposing that candidate keyphrases are simple \( n \)-word terms.

Note also that both author- and reader-assigned keyphrases hold only 75.49% and 89.44%, respectively. Even some keyphrases are different with surface forms in the document and our naïve method with no linguistic intervention is not able to recognize them. For example, one of reader-assigned keyphrases distributed real-time embedded system for C-41 actually appears as distributed real-time and embedded (DRE) systems.

| # of papers (p) | # of key phrases (k) | k / p |
|-----------------|----------------------|-------|
| D-author        | 144                  | 563   | 3.91  |
| D-reader        | 144                  | 1,865 | 12.95 |
| D-combined      | 144                  | 2,265 | 15.73 |

Table 1: Statistics of training data

| Section         | D-author | D-reader |
|-----------------|----------|----------|
| Title and Abstract | 277       | 802       |
| Introduction     | 215       | 491       |
| Conclusion       | 313       | 982       |
| Other            | 387       | 1,210     |

Table 2: Number of occurrences of keyphrases in each section

| Section         | D-author | D-reader |
|-----------------|----------|----------|
| Total           | 563 (100.0%) | 1,865 (100.0%) |
| Title and Abstract | 277 (49.20%) | 802 (43.00%) |
| *Introduction   | 317 (56.30%) | 937 (50.24%) |
| *Conclusion     | 367 (65.19%) | 1,311 (70.29%) |
| *Other          | 425 (75.49%) | 1,668 (89.44%) |

Table 3: Accumulative number of unique occurrences of keyphrases in each section
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Table 4: Number of words in training data and gold data (D-reader)

| Section           | # words (W) | # gold (G) | G/W  |
|-------------------|-------------|------------|------|
| Title and Abstract| 28435       | 802        | 0.0282 |
| Introduction      | 72729       | 937        | 0.0128 |
| Conclusion        | 176473      | 1311       | 0.0073 |
| Other             | 948007      | 1668       | 0.0018 |

2.3 Coincidence of keyphrases

Figure 2 shows the coincidence of keyphrases. Almost half of keyphrases (58.44% and 45.74% for author- and reader-assigned keyphrases, respectively) occur coincidentally in keysections and the rest sections. Keysections hold 65.19% and 70.29% of keyphrases and the rest sections besides keysections hold 68.74% and 64.88% of whole keyphrases. Note that the rest sections occupy over 70% of the document on the average.

3 Methodology

From training data, we observe and decide the followings:

- More than four-word keyphrases hold only 4.3% and 7.2% of whole keyphrases. We decide that our approach limits the word length as three for extracting keyphrases. Thus we extract only up to three-word keyphrases. This choice might lead the performance degradation of our method because we explicitly exclude more than four-word keyphrases.

- Keysections hold 65.19% and 70.29% of keyphrases. We decide that our approach limits keysections from which we extract keyphrases. Including the rest sections may improve recall, but probably diminish precision since the rest sections occupy over 70% of the document.

- Almost half of keyphrases occur coincidentally in keysections and the rest sections. We decide that our approach limits coincident keyphrases in both of them. This decision is made empirically and improve precision.

The following procedure explains and details our approach for extracting keyphrases.

- Extract up to three-word terms from keysections as candidate keyphrases.
- Filter them out if they contain one or more of stop words or non-content-containing words (see Table 5 for non-content-containing words).
- Count the number of occurrences of extracted terms from each keysection.
- Check the coincidence whether candidate keyphrases occurs in more than two keysections. If so, we assign weight.
- Calculate a score for candidate keyphrases and list them by order of the score.

4 Experiment results

This section shows the experiment results with training and test data.

4.1 Training data

To optimize our results, we use various thresholds for the number of n-word keyphrases and weight.

We try to find the \((i : j : k)\) pattern which means \(i\) one-word, \(j\) two-word, and \(K\) three-word keyphrases to produce the best results. We also try to find the threshold for weight \(d\) to calculate the score as follows: if keyphrases appear in more than two keysections, \(score = d \times \#\ of\ total\ occurrences\), otherwise \(score = \#\ of\ total\ occurrences\). Table 6 shows our best results for training data where \((i : j : k) = (3 : 9 : 3)\) and \(d = 2\). Empirically, we found these thresholds from training data by iterating several possibilities.

4.2 Test data

Table 7 shows our test data results published by organizers of the shared task of SemEval-2 Evaluation Exercise.

\(^3\)We denote title and abstract as A, introduction as I, conclusion as C, and the rest sections including references as Other.

\(^4\)These thresholds will be more examined in future work.
Moreover, our \( n \)-word terms based extraction can be benefited by linguistic preprocessing such as normalizing surface forms. Handcrafted regular expression rules along with part-of-speech tagging and phrase chunking would be also introduced to improve candidate selection. We have not explored thoroughly feature engineering, neither. For example, more fine-grained section information and weight re-assignment might help filter out irrelevant candidates. We leave these possibilities for future work.
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