A Quantitative Kinetic Theory of Flocking with Three-Particle-Closure

Rüdiger Kürsten and Thomas Ihle
Institut für Physik, Universität Greifswald, Felix-Hausdorff-Str. 6, 17489 Greifswald, Germany
(Dated: February 25, 2021)

We consider aligning self-propelled particles in two dimensions. Their motion is given by generalized Langevin equations and includes non-additive N-particle interactions. The qualitative behavior is as for the famous Vicsek model. We develop a kinetic theory of flocking beyond mean field. In particular, we self-consistently take into account the full pair correlation function. We find excellent quantitative agreement of the pair correlations with direct agent-based simulations within the disordered regime. Furthermore we use a closure relation to incorporate spatial correlations of three particles. In that way we achieve good quantitative agreement of the onset of flocking with direct simulations. Compared to mean field theory, the flocking transition is shifted significantly towards lower noise because directional correlations favor disorder. We compare our theory with a recently developed Landau-kinetic theory.

I. INTRODUCTION

Entities equipped with a propulsion mechanism, that is active matter, transfer free energy into directed motion. Such entities exist from micro or even nano length scales up to macroscopic size. Examples are man-made micro swimmers, bacteria, insects, fish, mammals and robots.

Large groups of interacting active particles can exhibit complex emergent collective phenomena that differ fundamentally from their equilibrium counterparts. Some prominent examples are flocking [1, 2], motility induced phase separation [3, 4], and bacterial turbulence [5]. An overview on the rapidly developing field of active matter and its application can be found e.g. in the following reviews [6–14].

The Vicsek model [1] is historically one of the first and computationally one of the simplest active models that exhibits a flocking transition. Therefore it is considered as one of the prototype models of active matter. In this model, point particles move in two dimensions at constant speed $v_0$ in individual directions given by the polar angles $\phi_i$, $i \in \{1, \ldots, N\}$. At points in time $\tau, 2\tau, 3\tau, \ldots$ all particle directions $\phi_i$ are changed due to interactions in the following way: Each particle takes the direction of the average velocity of all particles within distance $R$ (including the particle itself), disturbed by a noise term. Thus, the interactions favor a local alignment of the particle velocities.

For large systems and periodic boundary conditions the Vicsek model is known in four phases [1, 2, 15–18]. For small noise or large particle densities, on average all particles move in a similar direction (i) [1].

Hence we call the system polarly ordered. Furthermore, particles tend to cluster together locally. However, the clusters are distributed equally over space and thus the particle distribution is homogeneous on larger length scales. By increasing the noise strength or decreasing the particle density the system arrangements in a ‘cross sea’ phase (ii) [15], where high density regions that look like crossing wave fronts are formed. This pattern moves through the system and the low density regions have almost no polar order. For even larger noise strength or smaller densities the system arranges in parallel non-intersecting traveling high density bands (iii) [15]. Again, there is almost no polar order in the low density regions between the high density bands. In phases (ii) and (iii) there is still an average polar order. The main contributions to the polar order come from the high density regions. For very large noise strength or very small particle densities there is no polar order (iv). That is, for large systems there is no motion of the center of mass and the particles are distributed homogeneously.

There have been qualitative descriptions of some of the aforementioned phases by field- or kinetic theories [2, 19–22]. Those theories either do not reach quantitative agreement with direct simulations or only for very special parameters. In addition, most theories rely on the mean field assumption. There are also kinetic theories of active systems that consider weak pair correlations to some extent, see e.g. [23–26]. However, for the Vicsek model, recently it has been shown quantitatively, that correlations of two and more particles are important even in large parts of the disordered phase (iv) [27].

The aim of this paper is to provide a more quantitative theoretical description of the model. For technical reasons we are not studying the Vicsek model itself but a similar model that is believed to behave qualitatively equivalent to the Vicsek model. Major problems in kinetic theories of the standard Vicsek model are difficulties related to the finite time step as well as the presence of multi-particle collision integrals that are not analytically solvable, see e.g. [20]. The latter was circumvented in [24] by using binary interactions with randomly selected interaction partners.

In this paper we develop a ring-kinetic theory. That means, we consider the dynamical equations for the one-particle distribution and for the two-particle correlation function explicitly. Higher order correlations are neglected in the first step. However, the effects of the pair
correlations on the one-particle distribution as well as on the pair correlation function itself, are fully taken into account. This concept has been applied in various fields, see e.g. [28–31]. In this paper, we set up the ring-kinetic equations for $N$-particle interactions, a significant difference to most previous applications. That means the forces do not depend on the state of only two particles but on the positions of all particles.

Within the disordered parameter regime, we find excellent quantitative agreement between the ring-kinetic theory and agent-based simulations. For a moderate particle density, we find the threshold noise for the onset of flocking within the ring-kinetic theory to be very close to the value measured in agent-based simulations. In particular, the results are much more precise than the predictions of mean field theory.

For larger particle densities, at the onset of flocking, higher order correlations are more important. We extend the ring-kinetic theory and incorporate also spatial three-particle correlations via a closure ansatz. In that way, the flocking transition can be described also for larger densities, and the agreement between theory and simulations is further improved at moderate densities, where we reach quantitative agreement within the considered resolution. In addition, for higher densities, our theory is a significant improvement over mean field theory.

The paper is organized as follows. In Sec. II we define and discuss the Vicsek-like model studied here. In Sec. III we develop a homogeneous mean field theory and calculate the critical noise strength of the flocking transition. In Sec. IV we introduce the notion of many particle correlations. In Sec. V we develop the full ring-kinetic theory, that is the dynamical equations for the one particle distribution and the pair correlation function neglecting higher order correlations. In Sec. VI we present extensive quantitative comparisons between the solutions of the ring-kinetic equations and direct agent-based simulations. We identify the parameter region where the ring-kinetic theory is applicable. In Sec. VII we employ a closure relation to take into account spatial three particle correlations. In that way we can significantly enlarge the applicability domain of the kinetic theory. In Sec. VIII we discuss our results and give an outlook to possible extensions of the method. In Appendix A we give all relevant equations in Fourier space that have been used to evaluate the kinetic equations numerically. In Appendix B we compare the results of the kinetic theory presented in this work with the simplified Landau kinetic theory of Patelli [20].

II. MODEL

We consider a Vicsek-like model in continuous time that was investigated as here, or in a similar form in many studies, see e.g. [32–35]. The model is given by

\begin{align}
\dot{x}_i &= v_0 \cos(\phi_i) \\
\dot{y}_i &= v_0 \sin(\phi_i) \\
\phi_i &= w(|\Omega(i)|) \sum_{j \in \Omega(i)} \sin(\phi_j - \phi_i) + \sigma \xi_i, \quad i = 1, \ldots, N,
\end{align}

where $r_i(t) = (x_i(t), y_i(t))$ denote the particles positions and $\phi_i$ the directions of the particles velocities. The set

$$
\Omega_i := \{ j \in \{1, \ldots, N\} : |r_j - r_i| \leq R \}
$$

contains all particles that are within distance $R$ to particle $i$. The $\xi_i(t)$ are independent Gaussian white noise terms satisfying

$$
\langle \xi_i(t) \xi_j(s) \rangle = \delta_{ij} \delta(t-s).
$$

The noise strength is given by $\sigma$, and $w(n)$ is an interaction weight function that depends on the number of neighbors of particle $i$ (particles that are within distance $R$ including particle $i$ itself).

We consider the two-dimensional motion of $N$ particles that move at constant speed $v_0$ in individual directions $\phi_i$. The directions of neighboring particles tend to align, however, they are disturbed by noise. In the following, we discuss the cases $w(n) = 1 = \text{const.}$ and $w(n) = 1/n$.

From a technical point of view, the case $w(n) = 1 = \text{const.}$ is the most desirable since in this case, the model includes only pair interactions. This has the advantage that, as in the regular BBGKY-hierarchy, three-particle correlations can be produced only from previously existing pair correlations, four-particle correlations can only be produced from three-particle correlations and so on. In contrast, if $w$ is a function of $n$ as e.g. $w(n) = 1/n$ the interactions are in fact $N$-particle interactions. That means, all orders of correlations are produced immediately even if the model evolves from uncorrelated initial conditions.

Intuitively, one might think that such tiny details of the model are not that important and might lead to qualitatively equivalent results. The average number of neighbors is a constant anyway and one might hope that the fluctuations of the number of neighbors do not play a major role. Surprisingly, that is not the case and the two models differ qualitatively, see also [36] for a detailed analysis. For $w(n) = 1 = \text{const.}$ one still finds a homogeneous phase at large noise and a polarly ordered phase at smaller noise for systems of finite size. However, in the case of polar order, particles do not arrange in high density bands or cross sea patterns but they form high density clusters that contain almost all particles, see Fig. 1.

It is not even clear if there is a disordered phase at all in the thermodynamic limit. An alternative hypothesis is as
follows. For every finite but possibly large noise strength one finds polar ordered clusters of very high densities for large enough systems. Due to the additive nature of the alignment interactions, such a cluster can remain stable even for large noise strength if the density is large enough. It could be that such a clustered state is the steady state for large systems at any noise strength. However, sophisticated investigations are necessary to answer this question. Differences between additive and non-additive interactions have been noticed already in [37], they have been studied in more detail in a very recent work [36].

Hence we focus on the case of models behaving qualitatively like the Vicsek model. Although the model with additive interactions is very interesting as well, we are mainly interested in the study of models behaving qualitatively like the Vicsek model. Hence we focus on the case

\[ w(n) = 1/n \]

in this paper.

III. KINETIC THEORY

Instead of investigating the Langevin equations, Eq. (1), we can equivalently study the associated N-particle Fokker-Planck equation [39]

\[
\partial_t P_N(1, 2, \ldots, N, t) = \\
- \sum_{i=1}^{N} \partial_{\phi_i} \left[ \sum_{j=1}^{N} w(\Omega(i)) \theta_{ij} \right] \times \sin(\phi_j - \phi_i) P_N(1, 2, \ldots, N, t) \\
- \sum_{i=1}^{N} v \cos(\phi_i) \partial_{x_i} P_N(1, 2, \ldots, N, t) \\
- \sum_{i=1}^{N} v \sin(\phi_i) \partial_{y_i} P_N(1, 2, \ldots, N, t) \\
+ \sum_{i=1}^{N} \frac{\sigma^2}{2} \partial^2_{\phi_i} P_N(1, 2, \ldots, N, t),
\]

\[ \theta_{ij} := \delta(R - \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2}), \]

where we used the abbreviation of writing just 1 instead of \( x_1, y_1, \phi_1 \) and similar for 2, 3, …. The probability density of finding the system in a phase space volume around the coordinates given by 1, 2, …, \( N \) at time \( t \) is denoted by \( P_N(1, 2, \ldots, N, t) \). This equation is exact.

We assume that the probability density is initially and hence at all times symmetric with respect to the permutation of coordinates \( i \leftrightarrow j \). We denote the marginalized probability density by

\[ P_k(1, 2, \ldots, k, t) := \int P_N(1, 2, \ldots, N, t) d(k+1) \ldots dN, \]

where \( dl \) denotes \( dx dy d\phi_l \) and integration is performed over the interval \([0, L]\) for \( x_l \) and \( y_l \) and over the interval \([0, 2\pi]\) for \( \phi_l \).

Using the Fokker-Planck equation (5) and the symmetry of permutations of coordinates we obtain the time evolution of the marginalized density

\[
\partial_t P_k(1, t) = \\
- \partial_{\phi_1} [(N - 1) \int w(\Omega(1)) dl \ldots dN \theta_{12} \times \sin(\phi_2 - \phi_1) P_N(1, 2, \ldots, N, t)] \\
- v \cos(\phi_1) \partial_{x_1} P_k(1, 1, t) - v \sin(\phi_1) \partial_{y_1} P_k(1, 1, t) \\
+ \frac{\sigma^2}{2} \partial^2_{\phi_1} P_k(1, 1, t).
\]

We observe that the time evolution of the one particle probability depends on the complete \( N \) particle probability due to the fact that the number of neighbors \( |\Omega(1)| \) of the first particle depends on the positions of all the other particles.

For spatially homogeneous solutions, \( P_1 \) depends only on \( \phi \) and \( t \), hence we can define

\[ p_\phi(\phi_1, t) := L^2 P_k(1, t) \]
such that Eq. (8) simplifies to

$$\frac{\partial t}{\partial t} p_\phi(\phi_1, t) =$$

$$- \partial_{\phi_1} [(N-1) \int w(\Omega(1))d1 \ldots dN \theta_{12}$$

$$\times \sin(\theta_2 - \phi_1) P_N(1, 2, \ldots, N, t)$$

$$+ \frac{\sigma^2}{2} \partial^2_{\phi_1} p_\phi(\phi_1, t), \quad (10)$$

Considering the noise strength $\sigma$ as control parameter, in the thermodynamic limit $N \rightarrow \infty$, $\frac{N}{\pi} = \text{const.}$, the system exhibits a transition from disorder to polar order. In the disordered phase, all particles directions are distributed randomly. In the polar ordered phase there is a global preferred direction of motion. In the next section we calculate the threshold noise strength where the transition takes place, within the mean field theory.

**A. Mean Field Theory**

Solving Eq. (10) exactly is very difficult or even impossible. Therefore we are looking for the stationary solution under the mean field assumption

$$P_N(1, 2, \ldots, N) = P_1(1)P_1(2) \ldots P_1(N), \quad (11)$$

which simplifies with Eq. (9) to

$$P_N(1, 2, \ldots, N) = \frac{1}{L^{2N}} p_\phi(\phi_1)p_\phi(\phi_2) \ldots p_\phi(\phi_N) \quad (12)$$

In order to simplify Eq. (10) it is reasonable to split the spatial integration domain into pieces such that the number of neighbors of particle one is constant on each piece. Inserting this assumption into Eq. (10) we obtain

$$\partial_t p_\phi(\phi_1, t) =$$

$$- \partial_{\phi_1} \left[ \frac{N-1}{L^{2(N-1)}} \sum_{n=1}^{N-1} \int w(n+1)d2d3 \ldots dN \theta_{12} \ldots \theta_{1(n+1)}$$

$$\times (1 - \theta_{(n+2)} \ldots (1 - \theta_{1N}) \sin(\phi_2 - \phi_1)$$

$$\times p_\phi(\phi_1, t)p_\phi(\phi_2, t) + \text{permutations} \right]$$

$$+ \frac{\sigma^2}{2} \partial^2_{\phi_1} p_\phi(\phi_1, t), \quad (13)$$

where $r_i = (x_i, y_i)$. In the above integral $r_2, \ldots, r_{n+1}$ are integrated over the inside of the disk with radius $R$ around particle one and $r_{n+2}, \ldots, r_N$ are integrated over the outside of the disk around particle one. That means $n$ is the number of neighbors of particle one. By permutations we mean all other choices of $n-1$ particles from $\{3, \ldots, N\}$ to be integrated over the inside. All this permutations give the same contribution, hence we can take care of them by a combinatorial factor to arrive at

$$\partial_t p_\phi(\phi_1, t) =$$

$$- \partial_{\phi_1} \left[ \frac{N-1}{L^{2(N-1)}} \sum_{n=1}^{N-1} \int w(n+1)d2d3 \ldots dN \theta_{12} \ldots \theta_{1(n+1)}$$

$$\times (1 - \theta_{(n+2)} \ldots (1 - \theta_{1N}) \sin(\phi_2 - \phi_1)$$

$$\times p_\phi(\phi_1, t)p_\phi(\phi_2, t) \right]$$

$$+ \frac{\sigma^2}{2} \partial^2_{\phi_1} p_\phi(\phi_1, t). \quad (14)$$

Here, in the two dimensional case, the $C_1$ coefficient is calculated as

$$C_1 := \frac{N}{L^2} \int \theta_1 2d\mathbf{r}_2, \quad (15)$$

that is the expectation value of the number of particles within a circle of radius $R$. Since we are interested in the thermodynamic limit $N \rightarrow \infty$ it suffices to approximate

$$(N-1)\left(\frac{N-2}{n-1}\right) \approx \frac{N^n}{(n-1)!}. \quad (16)$$

Inserting Eqs. (15) and (16) into Eq. (14) we obtain

$$\partial_t p_\phi(\phi_1, t) = - \sum_{n=1}^{N-1} \frac{C_1^n}{(n-1)!} \left(1 - \frac{C_1}{N}\right)^{n-1-n} \int w(n+1)$$

$$\times \partial_{\phi_1} \left[ \int d\phi_2 \sin(\phi_2 - \phi_1)p_\phi(\phi_1, t)p_\phi(\phi_2, t) \right]$$

$$+ \frac{\sigma^2}{2} \partial^2_{\phi_1} p_\phi(\phi_1, t). \quad (17)$$

Taking the limit $N \rightarrow \infty$ and substituting $k = n - 1$ we arrive at

$$\partial_t p_\phi(\phi_1, t) = -C_1 \sum_{k=0}^{\infty} \frac{C_1^k}{k!} \exp(-C_1)w(k+2)$$

$$\times \partial_{\phi_1} \left[ \int d\phi_2 \sin(\phi_2 - \phi_1)p_\phi(\phi_1, t)p_\phi(\phi_2, t) \right]$$

$$+ \frac{\sigma^2}{2} \partial^2_{\phi_1} p_\phi(\phi_1, t). \quad (18)$$

One way of treating Eq. (18) is to study its full Fourier transform. Since here, we are only interested in the critical noise strength it suffices to consider only the zeroth and the first order in the Fourier transform. Rotating the coordinate system in an appropriate way we can use the ansatz

$$p_\phi(\phi) = \frac{1}{2\pi} + \varepsilon \cos(\phi). \quad (19)$$

The isotropic distribution corresponding to $\varepsilon = 0$ is always a solution of Eq. (18). At the critical noise strength it changes stability.
Inserting the ansatz $[19]$ into Eq. $[18]$, multiplying by $\cos(\phi_1)/\pi$ integrating over $\phi_1$ and neglecting terms of order $\varepsilon^2$ we obtain by partial integration

$$\partial_t \varepsilon = -\frac{1}{\pi} C_1 \sum_{k=0}^{\infty} \frac{C_1^k}{k!} \exp(-C_1) w(k+2) \times \left\{ \int_0^{2\pi} d\phi_1 d\phi_2 \sin(\phi_1) \sin(\phi_2 - \phi_1) \right\} \left\{ \frac{1}{4\pi^2} + \frac{\varepsilon \cos(\phi_1)}{2\pi} + \frac{\varepsilon \cos(\phi_2)}{2\pi} \right\} - \frac{\sigma^2}{2} \varepsilon \right\.$$

Hence the mean field critical noise strength is

$$\sigma_c = \sqrt{C_1 \sum_{k=0}^{\infty} \frac{C_1^k}{k!} \exp(-C_1) w(k+2)}.$$

In case of the constant weight function $w(n) = 1$ this reduces to

$$\sigma_c = \sqrt{C_1}.$$

For a Poisson distribution we have

$$\langle \frac{1}{k+1} \rangle = \sum_{k=0}^{\infty} \frac{1}{k+1} \frac{C_1^k}{k!} \exp(-C_1)$$

$$= \frac{1}{C_1} \sum_{k=0}^{\infty} \frac{C_1^{k+1}}{(k+1)!} \exp(-C_1)$$

$$= \frac{1}{C_1} \sum_{k=0}^{\infty} \frac{C_1^k}{k!} \exp(-C_1)$$

$$= \frac{1}{C_1} \left\{ \sum_{k=0}^{\infty} \frac{C_1^k}{k!} \exp(-C_1) - \exp(-C_1) \right\}$$

$$= \frac{1}{C_1} \left[ 1 - \exp(-C_1) \right].$$

and similar

$$\langle \frac{1}{k+2} \rangle = \left\{ \frac{1}{k+1} \right\} - \left\{ \frac{1}{(k+1)(k+2)} \right\}$$

$$= \left\{ \frac{1}{k+1} \right\} - \frac{1}{C_1} \sum_{k=2}^{\infty} \frac{C_1^k}{k!} \exp(-C_1)$$

$$= \left\{ \frac{1}{k+1} \right\} - \frac{1}{C_1^2} [1 - (1 + C_1) \exp(-C_1)].$$

Hence, for the weight function $w(n) = 1/n$ we obtain the critical noise strength using Eqs. $[21]$, $[23]$ and $[24]$

$$\sigma_c = \sqrt{\left\{ 1 - \exp(-C_1) - \frac{1}{C_1} [1 - (1 + C_1) \exp(-C_1)] \right\} \left[ 1 - \frac{1}{C_1} [1 - \exp(-C_1)] \right]}.$$

IV. CORRELATIONS

In general, the mean field assumption $[11]$ is not valid but must be corrected by terms containing correlations of various order. The correlation functions $G_k$ are defined recursively by $[28] [40] [41]$

$$G_k \equiv P_1,$$

$$G_k(1, \ldots, k) := P_k(1, \ldots, k) \times \sum_{i=1}^{k-1} \sum_{l=i}^{k-2} \frac{1}{(l-1)! (k-l)!} G_l(1, \sigma(2), \ldots, \sigma(l))$$

where $\sum_{\sigma}$ denotes the sum over all permutations of the elements $\{2, \ldots, k\}$. We can rewrite Eq. $[27]$ as $P_i(\ldots) = G_i(\ldots) + \ldots$ and insert it recursively for all $P_i$ of order $i < k$ into Eq. $[27]$ and eventually replace $P_i$ by $G_i$. Performing such an expansion, only $P_k$ and $G$-functions remain on the right hand side of Eq. $[27]$. It follows inductively from Eq. $[27]$ that the indexes of all correlation functions on the right hand side are ordered, that is for each term $G_i(1, \ldots, i)$ appearing in the expansion of Eq. $[27]$ it holds $i_1 < i_2 < \ldots < i_t$. Thus, instead of Eq. $[27]$ we might alternatively write

$$G_k(1, \ldots, k) = P_k(1, \ldots, k) - \sum_{\sigma} \{ \text{over all possible products of G-functions such that each of the arguments } 1, \ldots, k \text{ appears exactly once and for each G-function the arguments are ordered.} \}$$

For example, the two-, three- and four- particle correlation functions are given explicitly as

$$G_2(1, 2) = P_2(1, 2) - P_1(1) P_1(2)$$

$$G_3(1, 2, 3) = P_3(1, 2, 3) - P_1(1) P_1(2) P_1(3) - P_1(1) G_2(1, 3) - P_1(2) G_2(1, 3) - P_1(3) G_2(1, 2)$$

$$G_4(1, 2, 3, 4) = P_4(1, 2, 3, 4) - P_1(1) P_1(2) P_1(3) P_1(4) - G_2(1, 2) P_4(1, 3) P_1(4) - G_2(1, 3) P_4(1, 2) P_1(4) - G_2(1, 4) P_4(1, 2) P_1(3) - G_2(2, 3) P_4(1, 1) P_1(4) - G_2(2, 4) P_4(1, 1) P_1(3) - G_2(3, 4) P_4(1, 1) P_1(2) - G_2(3, 4) P_4(1, 1) P_1(1) - G_2(4, 1) P_4(1, 1) P_1(1)$$. 

We want to mention some important properties of the correlation functions $G_k$. Since we assume that the $N$-particle probability distribution is symmetric with respect to particle exchanges, also the correlation functions follow the same symmetry. Furthermore, for $k \geq 2$ it holds

$$\int G_k(1, \ldots, k) dk = 0.$$
and correlation functions
\[ g_2(\phi_1, \phi_2, \Delta) := L^2 \int G_2(\phi_1, \phi_2, x_1, x_2, y_1, y_2) \]
\[ \times \delta(\Delta_x - (x_2 - x_1)) \delta(\Delta_y - (y_2 - y_1)) dx_1 dx_2 dy_1 dy_2 \]
\[ = L^4 G_2(\phi_1, \phi_2, x_1, x_2 = x_1 + \Delta_x, y_1, y_2 = y_1 + \Delta_y). \]

(36)

We obtain the time evolution equations of the reduced one- and two-particle probability density functions, that are the first two equations of the BBGKY-hierarchy, from the Fokker-Planck equation (5) using the marginalization (7), plugging in the cluster expansion (27) and using the ring-kinetic ansatz (34) as well as properties (32) and (33) of the correlation functions. We use the following diagrammatic representation of the appearing collision integrals

\[ 1\bigcirc\longrightarrow 2 = \sin(\phi_2 - \phi_1) \theta(R - |r_2 - r_1|), \]  
\[ 1\bigcirc\longrightarrow 2 = \theta(R - |r_2 - r_1|), \]  
\[ 1\bigcirc \longrightarrow 1 = 1 - \theta(R - |r_2 - r_1|), \]  
\[ 1\bigcirc \longrightarrow 2 = g_2(1, 2), \]  
\[ \bullet \bigcirc = p(\phi_k), \text{if } k \text{ is not connected via a coiled line,} \]  
\[ 1\bigcirc = \partial_{\phi_1}. \]  

(37)  
\[ (38) \]  
\[ (39) \]  
\[ (40) \]  
\[ (41) \]  
\[ (42) \]

All terms representing a symbol in a diagram are meant to be multiplied and integrated over all degrees of freedom that do not occur on the left hand side of the equation in which the diagram appears. As an example, we give the meaning of the following integral

\[ 1\bigcirc\longrightarrow 2 = \int \partial_{\phi_1} g_2(\phi_1, \phi_2, \Delta) \sin(\phi_2 - \phi_1) \]
\[ \times \theta(R - |\Delta|) d\phi_2 d\Delta. \]  

(43)

For the one particle angular distribution we find within our diagramatic notation

\[ \partial_\phi p(\phi_1) = -\rho w_2 \left[ 1\bigcirc\longrightarrow 3 + 1\bigcirc\longrightarrow 3 \right] \]
\[ - \rho^2 (w_3 - w_2) \left[ 1\bigcirc\longrightarrow 4 + 1\bigcirc\longrightarrow 4 \right] \]
\[ - \rho^3 (w_4 - 2w_3 + w_2) \left[ 1\bigcirc\longrightarrow 5 + \frac{\sigma^2}{2} \partial_{\phi_1} p(\phi_1) \right]. \]  

(44)

Here, \( w_k \) denotes the expectation value of the weight function for \( k + 1 \) neighbors with respect to the number of neighbor distribution \( q_n(l) \), that is

\[ w_k := \langle w(k + l) \rangle = \sum_{l=0}^\infty w(k + l) q_n(l). \]  

(45)

V. RING-KINETIC THEORY

The mean field assumption (11) is equivalent to vanishing correlation functions \( G_i \equiv 0 \) for \( i \geq 2 \). In this paper we go one step further and take two particle correlations into account. However, we still assume that higher order correlations can be neglected. That is, we consider

\[
P_1(1, t), \]
\[
G_2(1, 2, t) := P_2(1, 2, t) - P_1(1, t) P_1(2, t),
\]
\[
G_i(1, \cdots, i, t) \equiv 0 \quad \text{for } i \geq 3.
\]

(34)

Similar assumptions have been made in Ref. [23] but also in a very recent kinetic Landau theory [26] on the model with additive interactions, that is with \( w(n) \equiv 1 \). Therein, it was assumed additionally that \( G_2 \) is small and furthermore that also noise and coupling are small. It should be mentioned that according to [27] and to the results presented in this work, it follows that in the vicinity of the flocking transition and even in a considerable part of the disordered phase, the assumption of negligible \( G_3 \) and small \( G_2 \) is not justifiable. However, far in the disordered regime it is a reasonable approximation. In Appendix [13] we present a detailed comparison of the Landau theory of [26] applied to the model of non-additive interactions with our full ring-kinetic theory.

In this paper we impose no restrictions on \( G_2 \), that means we allow large pair correlations. As we assume spatial homogeneity, the one-particle probability density \( P_1 \) is independent on the position \( (x_1, y_1) \) and it suffices to consider the angular dependence \( p_\phi \) given by Eq. (9). Similarly, the two-particle probability density \( P_2 \) depends only on the angles \( \phi_1, \phi_2 \) and on the distance between the spatial coordinates \( \Delta_x := x_2 - x_1, \Delta_y := y_2 - y_1, \Delta = (\Delta_x, \Delta_y) \). Hence it is reasonable to introduce the reduced probability density

\[
p_2(\phi_1, \phi_2, \Delta) := L^2 \int P_2(\phi_1, \phi_2, x_1, x_2, y_1, y_2) \]
\[ \times \delta(\Delta_x - (x_2 - x_1)) \delta(\Delta_y - (y_2 - y_1)) dx_1 dx_2 dy_1 dy_2 \]
\[ = L^4 P_2(\phi_1, \phi_2, x_1, x_2 = x_1 + \Delta_x, y_1, y_2 = y_1 + \Delta_y) \]

(35)
The number of neighbor distribution for correlated particles was recently derived in [27]. In case that only two-particle correlations are present this distribution depends on the two parameters

\[ C_2 := N^2 \int G_2(1, 2) \theta_1 \theta_2 d1d2, \]

\[ D_2 := N \int G_2(1, 2) \theta_{12} d1d2, \]

(46)

where

\[ \theta_i := \theta(R - \sqrt{x_i^2 + y_i^2}) \]

(47)

and \( \theta_{ij} \) is given by Eq. (6) with the Heaviside function \( \theta \).

The number of neighbor distribution is given in [27] as

\[ q_n(l) = q(l) - [q(l - 1) - q(l)](D_2 - C_1), \]

(48)

where \( q(l) \) is the following infinite series

\[ q(l) = (C_1 - C_2)^l \exp(C_2/2 - C_1) \]

\[ \times \sum_{k=0}^{\infty} \left[ \frac{C_2}{2(C_1 - C_2)^2} \right]^k \frac{1}{k!(l - 2k)!}. \]

(49)

As before, \( C_1 = \frac{N}{L^2} \pi R^2 \) is just the average number of neighbors. Alternatively to the representation by an infinite sum [49], one can give a simple expression for the characteristic function of \( q(l) \) [27]

\[ \chi(u) = \exp \left[ \sum_{l=1}^{2} \sum_{t=0}^{l} (-1)^{l+t} \frac{C_t}{l!} \binom{l}{t} \exp(iu) \right]. \]

(50)

Coming back to Eq. (44), we give a guide to explain all interaction integrals. Those are all possible diagrams where each particle is connected to 1 via a solid line or an arrow (that means all particles are neighbors of particle 1) such that every point is connected to 1 also via a path consisting only of arrows and/or coils and there is exactly one arrow that starts from 1. Particles that are not connected to 1 via a path of arrows and/or coils do not directly take part in the interactions and thus do not appear in the diagrams. Because there is only one arrow in the diagrams and each point can be connected to only one coil (that represents \( g_2 \)) the diagrams can have no more than four points. Each diagram has a prefactor of \( -\rho^{k-1} \), where \( k \) is the number of particles involved in the diagram. This prefactor is a combination of a combinatorial factor and \( 1/L^{2k} \) from Eqs. (9) or (36). Furthermore, there is another prefactor of \( w_k \) that takes into account the expectation value of the weight function when an average over all particles not involved in the diagram is performed. In principle, we would have additional diagrams where points not connected via an arrow are connected to 1 via dashed lines, that means those particles are not a neighbor of particle 1. However, we can replace each dashed line by a solid line and multiply with \( -1 \) to compensate it due to property (33). However, for these additional diagrams we have different prefactors of \( w_{k-1} \) or \( w_{k-2} \) if one or two dashed lines are involved, respectively, due to the different number of neighbors of particle 1. Considering all the aforementioned interaction terms, angular diffusion and streaming we arrive at Eq. (44) Note, that for pair interactions, \( w(n) = \text{const.} \), we have \( w_2 = w_3 = w_4 \) and only the first two interaction integrals remain.

Analogously to Eq. (44), we find starting from Eq. (5), the time evolution equation for the two particle probability distribution
\[\partial_t p_2(\phi_1, \phi_2, \Delta) = -w_2 \left[ \begin{array}{c} 1 \bigotimes 2 + 1 \bigotimes 2 \\ \end{array} \right] - \rho w_3 \left[ \begin{array}{c} 1 \bigotimes 3 + 1 \bigotimes 3 \\ \end{array} \right] - \rho^2 (w_4 - w_3) \left[ \begin{array}{c} 1 \bigotimes 3 + 1 \bigotimes 3 + 1 \bigotimes 3 + 1 \bigotimes 3 \\ \end{array} \right] - \rho^3 (w_5 - 2w_3 + w_3) \left[ \begin{array}{c} 1 \bigotimes 3 + 1 \bigotimes 3 + 1 \bigotimes 3 \\ \end{array} \right] - \rho^4 (w_6 - 3w_5 + 3w_4 - w_3) \left[ \begin{array}{c} 1 \bigotimes 3 \\ \end{array} \right] - \rho w_2 \left[ \begin{array}{c} 1 \bigotimes 3 + 1 \bigotimes 3 + 1 \bigotimes 3 + 1 \bigotimes 3 \\ \end{array} \right] - \rho^2 (w_3 - w_2) \left[ \begin{array}{c} 1 \bigotimes 3 + 1 \bigotimes 3 + 1 \bigotimes 3 + 1 \bigotimes 3 \\ \end{array} \right] - \rho^3 (w_4 - 2w_3 + w_2) \left[ \begin{array}{c} 1 \bigotimes 3 + 1 \bigotimes 3 + 1 \bigotimes 3 \\ \end{array} \right] - \rho^4 (w_5 - 3w_4 + 3w_3 - w_2) \left[ \begin{array}{c} 1 \bigotimes 3 \\ \end{array} \right] + \frac{\sigma^2}{2} \partial^2_{\phi_1} [p(\phi_1)p(\phi_2) + g_2(\phi_1, \phi_2, \Delta)] + 1 \leftrightarrow 2 \\
+ v(\cos \phi_1 - \cos \phi_2) \partial_{\Delta_x} g_2(\phi_1, \phi_2, \Delta) + v(\sin \phi_1 - \sin \phi_2) \partial_{\Delta_y} g_2(\phi_1, \phi_2, \Delta), \tag{51} \]

where \(1 \leftrightarrow 2\) is an abbreviation for all previous terms with particles one and two interchanged.

Employing Eq. (29), in our notation (9), (35) and (36),

\[g_2(\phi_1, \phi_2, \Delta) = p_2(\phi_1, \phi_2, \Delta) - L^2 p_\phi(\phi_1)p_\phi(\phi_2), \tag{52} \]

we obtain the time evolution equation of the pair correlation function

\[\partial_t g_2(\phi_1, \phi_2, \Delta) = \partial_t p_2(\phi_1, \phi_2, \Delta) - L^2 p_\phi(\phi_1)\partial_\phi p_\phi(\phi_2) - L^2 p_\phi(\phi_2)\partial_\phi p_\phi(\phi_1). \tag{53} \]

Inserting Eqs. (44) and (51) yields
\[
\partial_t g_2(\phi_1, \phi_2, \Delta) = - w_2 \begin{bmatrix}
1 & 2 & 1 & 2
\end{bmatrix} - \rho w_3 \begin{bmatrix}
1 & 3 & 1 & 3
\end{bmatrix} - \rho (w_5 - w_2) \begin{bmatrix}
1 & 3 & 2 & 4
\end{bmatrix} - \rho^2 (w_4 - w_3) \begin{bmatrix}
1 & 3 & 2 & 5
\end{bmatrix} - \rho^3 (w_5 - 2w_4 + w_2) \begin{bmatrix}
1 & 3 & 2 & 4
\end{bmatrix} - \rho^3 (w_5 - 3w_4 + 3w_3 - w_2) \begin{bmatrix}
1 & 3 & 2 & 4
\end{bmatrix} - \rho^4 (w_6 - 3w_5 + 3w_4 - w_3) \begin{bmatrix}
1 & 3 & 2 & 5
\end{bmatrix} - \rho^4 (w_5 - 3w_4 + 3w_3 - w_2) \begin{bmatrix}
1 & 3 & 2 & 5
\end{bmatrix}
\]

\[
+ \frac{\sigma^2}{2} \partial_{\phi_1}^2 g_2(\phi_1, \phi_2, \Delta) + 1 \leftrightarrow 2
\]

\[
+ v (\cos \phi_1 - \cos \phi_2) \partial_{\Delta_y} g_2(\phi_1, \phi_2, \Delta) + v (\sin \phi_1 - \sin \phi_2) \partial_{\Delta_y} g_2(\phi_1, \phi_2, \Delta).
\]

Note that, for example, the multiplication

\[
[ \partial_t p_\phi(\phi_1) ] \times p_\phi(\phi_2) = [ \partial_t p_\phi(\phi_1) ] 2 + [ \partial_t p_\phi(\phi_1) ] 3 (56)
\]

can be done symbolically. A number of collision integrals in \( \partial_t p_2 \) and \(-L^2 p_\phi(\phi_1) \partial_t p_\phi(\phi_2) \) or \(-L^2 p_\phi(\phi_2) \partial_t p_\phi(\phi_1) \)

cancel such as for example \( 1 \rightarrow 2 \) However, their counterpart parts with particles one and two being neighbors,

such as for example \( 1 \rightarrow 3 \) do not cancel. This is an effect of the \( N \)-particle interactions. As a result these terms appear with different sign but also with different prefactors and thus they do not cancel. This effect is responsible for a number of terms that are not present for pair interactions, \( w(n) = \text{const} \).

VI. COMPARISON OF RING-KINETIC THEORY AND AGENT-BASED SIMULATIONS

Recently, a quantitative numerical method to predict the minimal required order of correlations has been introduced in [27]. It is based on the measurement of the number of neighbors distribution (neighbors are particles that are closer than \( R \)) of a randomly selected particle. Besides this measurement, the number of neighbors distribution is also calculated under the assumption that only correlations up to a given order \( l_{\text{max}} \) are present, that is \( G_l \equiv 0 \) for all \( l > l_{\text{max}} \). If both distributions agree reasonably well, the correlation order \( l_{\text{max}} \) is considered to be sufficient, see [27] for details.

In Fig. 2 we show a correlation map that we obtained by this method for large systems of \( N = 10^4 \) particles. It shows, depending on parameters, which order of correlations is required. We expect excellent quantitative predictions of the ring-kinetic theory in a parameter regime where pair correlations are sufficient. Strictly speaking, this is the case in the disordered phase only. However,
we find that a reasonable ring-kinetic description of the system is still possible if the influence of higher order correlations is already measurable but still not dominant.

We solve the time evolution equations for $p_0$ and $g_2$, Eqs. (44) and (55), numerically in Fourier space, see Appendix A. As a measurable quantity we consider the standard radial distribution function $g(r)$ that is defined by

$$g(r) = \frac{L^2}{N(N-1)} \sum_{i \neq j} \frac{1}{2\pi r} \langle \delta(r - |r_i - r_j|) \rangle.$$

It is related to the correlation function $g_2$ given in Eq. (36) by

$$g(r) = 1 + \int_0^{2\pi} d\phi_1 \int_0^{2\pi} d\phi_2 \int_0^L d\Delta_x \int_0^L d\Delta_y \times g_2(\phi_1, \phi_2, \Delta) \frac{1}{2\pi r} \delta(r - |\Delta|)$$

and can be calculated analytically from the Fourier representation, see Appendix A.

In Fig. 2 we compare the radial distribution function measured in agent-based simulations with the results from ring-kinetic theory. Overall they agree very well, however, there are minimal deviations. Those deviations can be explained by the finite resolution used in the Fourier transform. We evaluated the ring-kinetic equations in Fourier space using a minimal spatial wave length of 0.83. Since the radial distribution functions $g(r)$ drops rapidly at about $r \approx 1$ it is not perfectly resolved, causing small deviations. To test this hypothesis, we Fourier transform the pair correlation function corresponding to the measured $g(r)$ with the same spatial resolution and Fourier transform it back into real space. The resulting curve deviates by less than one percent from the ring-kinetic result, see Fig. 3.

The ring-kinetic theory predicts the full two particle correlation function $g_2(\phi_1, \phi_2, \Delta)$ and not only the radial distribution function $g(r)$ that is an integral of it, see Eq. (58). Without spontaneous symmetry breaking, that is in the disordered phase, the system is isotropic. In that case, the pair correlation function depends only on three independent arguments and not on four, such as $\phi_1$, $\phi_2$, $\Delta_x$ and $\Delta_y$. We choose those three degrees of freedom as the length of the vector $\Delta$, $r := |\Delta|$, the
difference between the orientations of the two particles, \( \Delta \phi := \phi_2 - \phi_1 \), and the difference of the polar angle of the vector \( \Delta \) and the orientation of the first particle \( \alpha := \gamma - \phi_1 \), where \( \gamma \) is the polar angle of the vector \( \Delta \), see Fig. 4. Depending on those arguments we define the function

\[
h(r, \alpha, \Delta \phi) := 2\pi \int_0^{2\pi} d\phi_1 \int_0^{2\pi} d\phi_2 \int d\gamma \\
\times g_2(\phi_1, \phi_2, \Delta_x = r \cos \gamma, \Delta_y = r \sin \gamma) \\
\times \delta(\alpha - \gamma + \phi_1) \delta(\Delta \phi - \phi_2 + \phi_1). \quad (59)
\]

For translational and rotational invariant systems it contains all information about two particle correlations. It can be directly sampled from numerical data according to

\[
h(r, \alpha, \Delta \phi) = \frac{L^2(2\pi)^2}{N(N-1) 2\pi r} \sum_{i \neq j} \langle \delta(r - |r_i - r_j|) \\
\times \delta(\alpha - \gamma_{ij} + \phi_i) \delta(\Delta \phi - \phi_j + \phi_i) \rangle - 1. \quad (60)
\]

### A. Dependence of \( h(r, \alpha, \Delta \phi) \) on \( \Delta \phi \)

We consider the dependence of the correlation function \( h(r, \alpha, \Delta \phi) \) on the difference in orientation of the two particles \( \Delta \phi \) for fixed \( r \) and \( \alpha \). In Fig. 5 we fix \( r = 0.5 \) and \( \alpha = 0, \pi/2, \pi, 3\pi/2 \). That means that the two particles are in the interior of each other’s interaction circle. We see that the correlations are highest for \( \Delta \phi = 0 \) showing that nearby particles align. For \( \Delta \phi = \pi \) the correlations are even slightly negative. Rotations of one particle around the other seem to be of no particular importance at the considered distance as we see almost the same picture for different values of \( \alpha \).

![FIG. 5. Dependence of the correlation function \( h(r, \alpha, \Delta \phi) \) on difference of velocity directions \( \Delta \phi \) for fixed values of \( r = 0.5 \) and \( \alpha \) (value given in the plot). Results of the ring-kinetic theory (blue line) are compared to direct measurements of agent-based simulations (black line). Parameters as in Fig. 4.](image)

In Fig. 5 we fix \( r = 1.0 \). That means both particles are exactly at the boundary of each other’s interaction region. For \( \alpha = 0 \) and \( \alpha = \pi \), that means if particle two is in the front or in the back of particle one (looking in the direction of motion of particle one), the distribution of \( h(\Delta \phi) \) is still symmetric with a maximum at \( \Delta \phi = 0 \). If particle two is on the left or on the right of particle one it is slightly more likely that particle two points a bit outward the interaction region than to be perfectly aligned with particle one. This is reasonable due to the following argument. When particle two is placed at distance \( r = 1 \) at a given time, it is more likely that it was at \( r < 1 \) than that it was at \( r > 1 \) shortly before, because the pair correlations are much higher for \( r < 1 \).

In Fig. 6 we fix \( r = 1.5 \). Thus, the two particles are not directly interacting with each other. We see that the strength of the correlations is much smaller in this case. Also the fluctuations in the measurements of agent-based simulations are larger, because there are less events sampled. Quantitatively, the correlations are similar to the case of \( r = 1.0 \).

### B. Dependence of \( h(r, \alpha, \Delta \phi) \) on \( \alpha \)

In Fig. 8 we consider the \( \alpha \)-dependence of the correlation function \( h \) for \( r = 0.5 \) and different values of \( \Delta \phi \).
As discussed in the previous subsection, there is almost no \(\alpha\)-dependence. The value of \(h\) is largest for \(\Delta \phi = 0\) and smallest and even negative for \(\Delta \phi = \pi\) which is in agreement with Fig. 6.
FIG. 9. Two particle correlation function $h$ as a function of the relative orientation $\alpha$ as in Fig. 8 but here for $r = 1$. The black bullets sketch the relative positions of particle one (in the center of the circle) and particle two (on the circumference of the circle) at $\alpha = 0$. The red arrows indicate the direction of the particle velocities.

FIG. 10. Two particle correlation function $h$ as a function of the relative orientation $\alpha$ as in Fig. 8 but here for $r = 1.5$.

FIG. 11. Dependence of the correlation function $h(r, \alpha, \Delta \phi)$ on the distance $r$ for fixed values of $\alpha = 0$ and $\Delta \phi$ (value given in the plot). Results of the ring-kinetic theory (blue line) are compared to direct measurements of agent-based simulations (black line). Parameters as in Fig. 3.

FIG. 12. Two particle correlation function $h$ as a function of distance $r$ as in Fig. 11, but here for $\alpha = \pi/2$. 

FIG. 11. Dependence of the correlation function $h(r, \alpha, \Delta \phi)$ on the distance $r$ for fixed values of $\alpha = 0$ and $\Delta \phi$ (value given in the plot). Results of the ring-kinetic theory (blue line) are compared to direct measurements of agent-based simulations (black line). Parameters as in Fig. 3.
D. Applicability of the Ring-Kinetic Theory

In the previous subsections we have seen that for the considered parameters, the ring-kinetic theory agrees very well with direct agent-based simulations. There are only very small deviations partially caused by the finite resolution in the Fourier transform in the numerical implementation of the ring-kinetic equations. In this subsection we study the applicability of the ring-kinetic theory depending on parameters. We have seen in the previous subsections that the spatial pair correlations decay rather rapidly for $r \lesssim R$. Therefore, we compare the integrated spatial pair correlations $C_2$ and $D_2$ defined in Eq. (46) between ring-kinetic theory and direct simulations in Fig. 13. We see very good agreement between ring-kinetic theory and simulations for noise strengths $\sigma \gtrsim 0.68$. For smaller noise strengths we find serious deviations.

For the considered parameter set, homogeneous mean field theory, Eq. (25), predicts the onset of collective motion at $\sigma_c \approx 0.607$. In the direct simulations we determined the onset of flocking at $\sigma_{c,\text{sim}} = 0.53(1)$ from fluctuations of the polar order parameter $p = |\mathbf{p}| = \sqrt{p_x^2 + p_y^2}$, with $p_x = 1/N \sum_{i=1}^{N} \cos \phi_i$, $p_y = 1/N \sum_{i=1}^{N} \sin \phi_i$, see Fig. 16.

Returning to the deviations of the spatial correlations predicted by ring-kinetic theory in Fig. 13 we find that they are significant already before the onset of flocking.
ing. Nevertheless, the predicted correlations are not completely wrong, but have the correct order of magnitude. Therefore, we can still obtain the onset of collective motion using the ring-kinetic theory.

In order to analyze fluctuations or susceptibilities we would require to analyze stationary states also within the ordered phase. However, the solutions of the ring-kinetic equations require a very long time to become stationary in the ordered regime (when started with only a minimal polar order). Therefore, we determine the onset of flocking within the ring-kinetic theory by a numerical stability analysis of the disordered state. In the numerical solution of the ring-kinetic equations we start with some (very small) initial polar order because the disordered states are always (for small noise unstable) stationary solutions. We started with an initial polar order of $p_0 = 2\pi \times 10^{-6}$ and considered the state as polarly ordered if the final polar order (after a total time of 250 or 1000) is larger than $p_0$ and disordered if $p < p_0$ in the final state, see Fig. 17. Typically we find also a decreasing trend of $p$ at the end of the observation time if $p < p_0$ and an increasing trend if $p > p_0$. In that way, the ring-kinetic theory predicts the flocking transition at $\sigma_{c,\text{rk}} = 0.505(5)$. Surprisingly, that result is already pretty close to the value measured in direct simulations, even though the pair correlations are not quantitatively correct. Apparently, considering correlations of the correct order of magnitude, improves mean field theory significantly.

Similar to phase transitions in equilibrium spin systems, correlations shift the flocking transition towards smaller noise, compared to mean field theory. That means correlations favor disorder. This can be understood qualitatively as follows. If we consider a particle that moves not in the direction of the majority, without correlations it would be convinced to join the majority due to interactions with other particles (that on average behave as the majority). If correlations are present, the interaction partners can have the same direction as the considered particle (different from the majority) due to correlations. That means a particle that is oriented differently from the global average, is likely to be accompanied by other particles that differ from the global average if strong angular correlations are present. This correlation effect weakens the alignment mechanism compared to mean field.

It should be mentioned that the considered system is relatively small ($N = 509$). The correlation map in Fig. 2 is based on simulations of much larger systems ($N = 10^4$). In those larger systems, the flocking transition becomes discontinuous and higher order correlations or inhomogeneous solutions might become more important. In fact, for larger systems, the transition
noise strength is shifted towards larger noise strengths $\sigma_{c, \text{sim. large}} = 0.58$ [27]. This effect can be understood by density fluctuations. Because the transition noise strength of the homogeneous solutions is highly density dependent, polar order is achieved locally due to an accumulation of particles in a band already before the homogeneous solution becomes polarly ordered. We expect, that the system size dependence of the transition noise becomes less pronounced for higher densities, because in this case, the density fluctuations are less important.

In order to confirm the applicability of the ring-kinetic theory, we apply it also at different densities. We formally assumed the limit $N \rightarrow \infty$ in the derivation of the kinetic equations, in particular in the number of neighbor distribution. For small densities we require large systems in order to obtain reasonably large particle numbers $N$. However, for those large systems the numerical solution of the ring-kinetic equations becomes computationally expensive with the Fourier techniques we are using. Therefore we focus on larger densities $C_1 = 3$ and $C_1 = 5$. For those parameters, the ring-kinetic theory becomes unstable when approaching the flocking transition. The reason is, that the number of neighbor distribution becomes unphysical, producing negative probabilities. This artefact is caused by the fact that in reality, higher order correlations have to be taken into account in order to predict the correct number of neighbor distribution. Ignoring them can lead to negative prefactors $w_k$ in the ring-kinetic equations (14) and (55) that make the equation unstable. In order to fix this problem we require some information about higher order correlations, such that a reasonable (physical) number of neighbor distribution can be used. In particular we need the local integrals over the correlation functions:

$$C_k := N^k \int G_k(1, \ldots, k) \prod_{l=1}^{k} \theta(R - |r_l|) dl,$$  \hspace{1cm} (61)

$$D_k := N^{k-1} \int G_k(1, 2, \ldots, k) dl \prod_{l=2}^{k} \theta(R - |r_l - r_{l-1}|) dl,$$ \hspace{1cm} (62)

see [27] for details. We are estimating the next order coefficients $C_3$ and $D_3$ using a closure ansatz presented in the next section.

VII. CLOSURE RELATION

In order to obtain an estimate for the three particle correlation function $G_3$ we employ the closure ansatz

$$P_3(1, 2, 3) = \Psi(1, 2)\Psi(2, 3) + \Psi(1, 3)\Psi(2, 3) + \Psi(1, 3)\Psi(1, 2),$$ \hspace{1cm} (63)

where $\Psi(1, 2)$ is a symmetric function

$$\Psi(1, 2) = \Psi(2, 1)$$ \hspace{1cm} (64)

that satisfies

$$\int d2\Psi(1, 2) = \Gamma = \text{const.}$$ \hspace{1cm} (65)

We assume furthermore that $\Psi(1, 2)$ is translational invariant. Similar closures have been used in astronomy or plasma physics, see e.g. [22]-[24]. Here, the ansatz is motivated by the limit of small noise. There, nearby particles are strongly aligned. If particle one is aligned with particle two and particle two is aligned with particle three, then particle one will be also aligned with particle three. For finite noise however, the quality of the ansatz is not evident a priori. It can be justified only when it leads to reasonable results.

Integrating Eq. (63) over all degrees of freedom $\Gamma$ as

$$\Gamma = \frac{1}{L\sqrt{6\pi}}.$$ \hspace{1cm} (66)

Integrating Eq. (63) over the degrees of freedom of particle three leads to

$$\Psi(1, 2) = \frac{L\sqrt{6\pi}}{2} [P_2(1, 2) - \int d3\Psi(1, 3)\Psi(2, 3)].$$ \hspace{1cm} (67)

For a given $P_2$ we can iterate this equation in order to solve for $\Psi$. Starting with the initial guess $\Psi_0 = \text{const.} = \frac{1}{\sqrt{2\pi}r^2}$, the iterative procedure converges very fast, usually within one or two iterations. Having solved for $\Psi$, we obtain $P_3$ from the ansatz (63) and $G_3$ according to Eq. (30). In principle, we could calculate an additional collision term with $G_3$ in the kinetic equation of $g_2$ (55). Here however, we neglect this term, assuming that the angular dependence of $G_3$ is sufficiently small. We consider only the effect of $G_3$ on the number of neighbor distribution. That means we calculate $C_3$ and $D_3$ according to Eqs. (61) and (62) and use the number of neighbor distribution of $P_2$ to calculate the prefactors in the kinetic equations (44) and (55).

Considering the parameters of section VI with density $C_1 = 1$ we compare the measured values of the three particle correlation parameters $C_3$ and $D_3$ with the results of the kinetic theory in Fig. (18). For large noise, the relative difference between theory and simulation is large. However, in that case the influence of three particle correlations is negligible any way. For smaller noise, coming closer to the flocking transition, the closure becomes better and agrees very well with the direct simulations. Even closer to the transition, the closure clearly underestimatesthe correlations. However, the agreement is satisfactory almost up to the transition. The introduction of the closure relations also improves the agreement of pair correlations with the simulation, cf. Fig. (15). Furthermore, the prediction of the transition noise strength is further improved to $\sigma_{c, \text{closure}} = 0.525(5)$. It agrees with the value from direct simulations within the reached uncertainty.
A. Density Dependence

For larger densities \( C_1 = 3 \) and \( C_1 = 5 \) we find similar results. The pair correlations predicted by the kinetic theory agree within about 10% with the direct simulations up to the flocking transition, cf. Fig. 19a and b and Fig. 20a and b. Also the three particle correlations predicted by the closure ansatz have the correct order of magnitude, see Fig. 19c and d and Fig. 20c and d.

For \( C_1 = 3 \) we find the transition noise strength at \( \sigma_{c,\text{closure}} = 0.685(5) \) compared to the value measured in direct simulations \( \sigma_{c,\text{sim}} = 0.71(1) \) and the mean field value \( \sigma_{c,mf} = 0.827 \). For \( C_1 = 5 \) the obtained transition noise strengths are \( \sigma_{c,\text{closure}} = 0.745(5) \), \( \sigma_{c,\text{sim}} = 0.79(1) \) and \( \sigma_{c,mf} = 0.895 \). In summary, we find that the role of three particle correlations increases for larger densities at the flocking transition. Therefore one expects that also higher order correlations become important. This explains that deviations between theory and agent-based simulations increase for large densities. Nevertheless, we still find satisfactory quantitative agreement with the simulations up to \( C_1 = 5 \). The introduction of a closure relation for spatial three particle correlations enlarged the parameter region of applicability of the kinetic theory significantly compared to the pure ring-kinetic theory without closure.

B. Velocity Dependence

We study the parameter set of Fig. 15 at \( C_1 = \rho \pi R^2 = 1 \) for different velocities. For a smaller velocity of \( v = 0.5 \) we find larger correlations, see Fig. 21. This is expected because particles have more time to interact and align at smaller velocities. The predictions of the pure ring-kinetic theory do not agree as well as for \( v = 1 \) similar as for larger densities. These deviations are very likely caused by higher order correlations that need to be taken into account. As for larger densities, the ring-kinetic theory is unstable for small noise strengths and the description breaks down already above the flocking transition. Including the closure improves the kinetic theory significantly. However, there are significant deviations of pair-
and three particle correlations when the flocking transition is approached. Nevertheless, the flocking transition predicted by our kinetic theory is a clear improvement compared to mean field theory.

For a larger velocity, \( v = 1.5 \) we find smaller spatial correlations as expected, see Fig. 22. The spatial pair correlations agree also very well between ring-kinetic theory and agent-based simulations almost until the onset of flocking. Here, the ring-kinetic theory is stable and predicts the flocking the transition at slightly too small noise. Thus, the closure improves the results slightly. In principle, we would expect better agreement due to the smaller correlations. However, only the pure spatial correlations decrease for larger velocities, but the angular correlations increase because particles can only stay close to each other for a long time if they are aligned at high velocities. For even larger velocity (e.g. \( v = 2 \)) we observe very strong angular correlations that suppress the onset of flocking. That means we find no onset of flocking within the ring-kinetic theory (with or without closure) although the spatial correlations are predicted reasonably well. We believe that higher order angular correlations need to be taken into account for high velocities. The next step in this direction will be the incorporation of \( g_{3,2} \)-collision integrals into Eq. (53), where \( g_{3,2} \) is still determined by the closure (63).

VIII. DISCUSSION

We consider polarly aligning self-propelled point particles in two dimensions. The investigated models are in the spirit of the famous Vicsek models. However, they follow a continuous time dynamics given by a system of generalized Langevin equations. For technical reasons it would be desirable to introduce only pair interactions. But in that case the model behaves qualitatively different from the Vicsek model: in the ordered phase, no bands or cross sea patterns are observed. Instead, strongly aligned high density clusters are formed.

In order to observe a behavior qualitatively equivalent to the Vicsek model, we need to introduce \( N \)-particle-, that is non-additive interactions as pointed out recently in [26, 27].

The presence of \( N \)-particle interactions seriously complicates matters. As a consequence, the kinetic equations contain weight factors that are expectation values of the number of neighbor distribution. It was discovered recently, how this distribution can be calculated exactly even in the presence of many particle correlations [27]. Employing this predecessor work, we were able to handle the complications arising from the non-additive interactions. From a technical point of view, the incorporation of \( N \)-particle interactions into ring-kinetic theories is a significant development that can be of interest also for...
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Truncating the BBGKY-hierarchy after the second equation we obtain the time evolution equations for the one particle distribution and the pair correlation function, neglecting higher order correlations. We solve those equations numerically, transforming both, spatial and angular dependence, to Fourier space. We compare the resulting steady states with direct, agent-based simulations of the Langevin equations. In the disordered phase and not too close to the onset of flocking, we find excellent agreement between ring-kinetic theory and direct simulations.

Reducing the noise strength, we find the onset of flocking in the ring-kinetic theory. Compared to the homogeneous mean field theory, the transition is shifted towards smaller noise. This shift is caused by positive angular pair correlations that stabilize the disordered phase. The same effect is seen in direct simulations. For $C_1 = \rho \pi R^2 = 1$ we find good quantitative agreement of the onset of flocking between ring-kinetic theory and agent-based simulations. For larger densities, close to the onset of flocking, the ring-kinetic equations become unstable because the weights depending on the number of neighbor distribution are predicted wrong by the ring-kinetic theory. This is not too surprising as it is known that higher order correlations are required in order to predict the correct number of neighbor distribution and thus the correct weights within the ring-kinetic equations.

In order to enlarge the applicability of the kinetic theory we introduce a closure ansatz. With that relation we calculate the three particle correlation function $g_3$ from the single particle distribution and the pair correlations. In this work, we do not consider the full effect of the three particle correlations, but only its influence on the number of neighbor distribution and hence on the weights in the kinetic equations. Phrased differently, we consider only the effect of three particle correlations on the spatial distribution and we neglect angular three particle correlations that are entering the kinetic equations by additional collision integrals.

Far in the disordered phase, for large noise, the closure ansatz does not agree very well with direct simulations. However, in that region three particle correlations can be ignored as discussed above. At about the onset of flocking, the closure ansatz for the spatial three particle correlations agrees within about 20% with direct simulations. That means it is a considerable improvement compared to the neglect of those correlations. Furthermore, the introduction of the closure significantly enlarges the parameter regime where spatial pair correlations agree quantitatively with direct simulations.

Employing the closure ansatz we are able to describe the onset of flocking within kinetic theory also for larger densities such as $C_1 = \rho \pi R^2 = 3.5$ with deviations of the flocking noise strength of about 4% and 6%. In comparison, the deviations of the transition noise in mean field theory are 16% and 13%, respectively.

We also consider the dependence on the particle velocity and find good agreement between ring-kinetic theory and simulations at large noise for all considered velocities. Close to the onset of flocking, small velocities increase in particular spatial correlation whereas high velocities suppress spatial correlations but favor angular correlations. This is intuitive because at high speed, particles remain close to each other for long times only if they have roughly the same velocity, and for small velocities, particles that interact have a long time to align. Both effects lead to deviations of the predicted onset of flocking in the kinetic theory with three particle closure. However, the results of the kinetic theory are still a major improvement over mean field theory. There is further potential to improve the theory for high velocities by incorporating $g_3$ collision integrals in the $g_2$ equation by means of the presented closure ansatz.

In general, it can be seen that the ring-kinetic theory (possibly extended by a closure relation estimating $g_3$) gives quantitatively good results as long as higher order correlations are not too large. Far in the disordered phase (for large noise), this is always the case. Close to the flocking transition we observe larger spatial correlations.

![FIG. 22. Spatial pair correlation parameters $C_2$ (a) and $D_2$ (b) and three particle correlation parameters $C_3$ (c) and $D_3$ (d) measured in agent-based simulations (black line), within pure ring-kinetic theory (blue line) and within kinetic theory including a three particle closure (red line). The vertical dashed lines display the onset of flocking in pure ring-kinetic theory at $\sigma_{e, rk} = 0.515$ (blue), kinetic theory with closure at $\sigma_{e, sim} = 0.525$ (red), agent-based simulations at $\sigma_{e, mf} = 0.607$ (purple). System parameters are $C_1 = \rho \pi R^2 = 1$, $v = 1.5$, $R = 1$, $N = 509$.](image-url)
for higher particle densities or small velocities and large angular correlations for high velocities.

Note, in this work we considered relatively small systems consisting of only a few hundred particles. The reason is that the numerical solution of the kinetic equations is too time consuming for much larger systems because the number of necessary spatial Fourier modes is proportional to the area of the system. Our analysis predicts that the correlations are mainly localized within the interaction region. That suggests the use of different spatial decompositions like e.g. into Hermite functions instead of Fourier modes.
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Appendix A: Fourier Transform

1. Time Evolution Equations

We solve the time evolution equations \[44\] and \[51\] numerically in Fourier space, transforming both, spatial and angular coordinates. This has the huge advantage that all appearing integrals (also high dimensional ones) can be solved analytically. We employ the following Fourier ansatz for the one particle distribution and the pair correlation function.

\[
p(\phi) = \sum_{k} A_k \exp(ik\phi), \quad (A1)
\]

\[
g_{2}(\phi_1, \phi_2, \Delta) = \sum_{k,l,m,n} F_{k,l,m,n} \exp(ik\phi_1) \exp(il\phi_2) 
\times \exp(im\Delta_x 2\pi/L) \exp(in\Delta_y 2\pi/L). \quad (A2)
\]

The number of neighbor distribution that determines the weights in Eqs. \[44\] and \[51\] is known analytically up to a discrete Fourier transform \[27\]. It depends only on the integrals \[46\] when three particle and higher order correlations are neglected. Those integrals can be evaluated in Fourier space. It is useful to introduce the abbreviations

\[
K_{m,n} := \frac{1}{L^2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} e^{im\Delta_x x} e^{in\Delta_y y}
\times \theta(R - |x|)dx dy
\]
\[
= \frac{R}{L\sqrt{m^2 + n^2}}
\times J_1 \left( \frac{2\pi}{L} R\sqrt{m^2 + n^2} \right), \quad (A3)
\]

\[
Q_{klmn}^\pm := \sum_{s,t} F_{klst} K_{m+s,n+t} \quad (A4)
\]

and

\[
R_{klmn}^\pm := \sum_{s,t} F_{klst} K_{m+s,n+t} C_{s,t}, \quad (A5)
\]

where \(J_1\) is the Bessel function of the first kind. With those abbreviations one obtains

\[
C_2 = 4\pi^2 N^2 R_{0000}^+, \quad (A6)
\]
\[
D_2 = 4\pi^2 N^2 Q_{0000}^+, \quad (A7)
\]

Thus, with the results of \[27\], the weights in Eqs. \[44\] and \[51\] can be expressed explicitly in terms of the Fourier modes \(F_{klmn}\). Fourier transforming those time evolution equations results in

\[
\partial_t A_k = N w_2 k\pi (Q_{k-1,1,0,0}^+ - Q_{k+1,1,0,0}^-) + C_1 w_2 k\pi (A_{k-1} A_1 - A_{k+1} A_{-1})
\]
\[
+ N^2 2\pi^2 k (w_3 - w_2) (A_{k-1} R_{1,0,0,0}^+ - A_{k+1} R_{1,0,0,0}^-) + C_1 N^2 2\pi^2 k (w_3 - w_2) (A_1 Q_{k-1,0,0,0}^+ - A_{-1} Q_{k+1,0,0,0}^-)
\]
\[
+ N^3 4\pi^3 k (w_4 - 2w_3 + w_2)
\times (Q_{k-1,0,0,0}^+ R_{1,0,0,0}^+ - Q_{k+1,0,0,0}^+ R_{1,0,0,0}^-)
\]
\[
- \frac{\sigma^2}{2} k^2 A_k. \quad (A8)
\]

and

\[
\partial_t F_{klmn} = \sum_{i=1}^{36} \bigcirc \ + \{ k \leftrightarrow l, m \leftrightarrow -m, n \leftrightarrow -n \}, \quad (A9)
\]

where the terms \(\bigcirc\) are given by

\[
1 = w_2 \frac{k}{2} (Q_{k-1,l+1,m,n} - Q_{k+1,l-1,m,n}), \quad (A10)
\]

\[
2 = w_2 \frac{k}{2} K_{mn} (A_{k-1} A_{l+1} - A_{k+1} A_{l-1}), \quad (A11)
\]

\[
3 = N w_3 \pi (A_{k-1} R_{l+1,m,n}^+ - A_{k+1} R_{l-1,m,n}^+), \quad (A12)
\]
\[4 = C_1 \pi kw_3 (Q_{k-1,l,m,n} A_l - Q_{k+1,l,m,n} A_{-1}), \quad (A13)\]

\[5 = N \pi k (w_3 - w_2) K_{mn} A_l (Q_{k-1,1,0,0}^+ - Q_{k+1,1,0,0}^+), \quad (A14)\]

\[6 = N^2 (w_4 - w_3) k 2\pi^2 \times (Q_{k-1,l,m,n} R_{l,0,0,0}^+ - Q_{k+1,l,m,n} R_{l,0,0,0}^-), \quad (A15)\]

\[7 = N^2 (w_4 - w_3) 2\pi^2 k \times (R_{l,1,m,n} Q_{k-1,0,0,0}^- - R_{l,1,m,n} Q_{k+1,0,0,0}^+), \quad (A16)\]

\[8 = N^2 (w_4 - w_3) k 2\pi^2 \times R_{l,0,m,n}^+ (Q_{k-1,1,0,0}^+ - Q_{k+1,1,0,0}^+), \quad (A17)\]

\[9 = C_1 N (w_4 - w_3) k 2\pi^2 \times R_{l,0,m,n}^+ (A_{k-1} A_1 - A_{k+1} A_{-1}), \quad (A18)\]

\[10 = N^2 (w_4 - 2w_3 + w_2) k 2\pi^2 A_l K_{mn} \times (A_{k-1} R_{l,0,0,0}^+ - A_{k+1} R_{l,0,0,0}^-), \quad (A19)\]

\[11 = C_1 N k 2\pi^2 (w_4 - w_3) k 2\pi^2 A_l K_{mn} \times (Q_{k-1,0,0,0}^+ A_1 - Q_{k+1,0,0,0}^+ A_{-1}), \quad (A20)\]

\[12 = N^2 C_1 4\pi^3 (w_5 - 2w_4 + w_3) R_{l,0,m,n}^+ \times (Q_{k-1,0,0,0}^+ A_1 - Q_{k+1,0,0,0}^+ A_{-1}), \quad (A21)\]

\[13 = N^3 k 4\pi^3 (w_5 - 2w_4 + w_3) R_{l,0,m,n}^+ \times (A_{k-1} R_{l,0,0,0}^+ - A_{k+1} R_{l,0,0,0}^-), \quad (A22)\]

\[14 = N^3 k 4\pi^3 (w_5 - 3w_4 + 3w_3 - w_2) K_{mn} A_l \times (Q_{k-1,0,0,0}^+ R_{l,0,0,0}^+ - Q_{k+1,0,0,0}^+ R_{l,0,0,0}^-), \quad (A23)\]

\[15 = N^4 8\pi^4 k (w_6 - 3w_5 + 3w_4 - w_3) R_{l,0,m,n}^+ \times (Q_{k-1,0,0,0}^+ R_{l,0,0,0}^+ - Q_{k+1,0,0,0}^+ R_{l,0,0,0}^-), \quad (A24)\]

\[16 = N k \pi w_2 K_{mn} \times (A_{k-1} F_{l,1,-m,-n} - A_{k+1} F_{l,1,-m,-n}), \quad (A25)\]

\[17 = -N k \pi w_2 (A_{k-1} R_{l,1,m,n}^+ - A_{k+1} R_{l,1,m,n}^+), \quad (A26)\]

\[18 = C_1 w_2 k \pi (F_{k-1,l,m,n} A_1 - F_{k+1,l,m,n} A_{-1}), \quad (A27)\]

\[19 = -C_1 w_2 k \pi (Q_{k-1,l,m,n} A_1 - Q_{k+1,l,m,n} A_{-1}), \quad (A28)\]

\[20 = N^2 2\pi^2 k (w_3 - w_2) \times (R_{l,0,0,0}^+ F_{k-1,l,m,n} - R_{l,0,0,0}^+ F_{k+1,l,m,n}), \quad (A29)\]

\[21 = -N^2 2\pi^2 k (w_3 - w_2) \times (Q_{k-1,l,m,n} R_{l,0,0,0}^+ - Q_{k+1,l,m,n} R_{l,0,0,0}^-), \quad (A30)\]

\[22 = N^3 k 2\pi^2 (w_3 - w_2) K_{mn} \times (Q_{k-1,0,0,0}^+ F_{l,1,-m,-n} - Q_{k+1,0,0,0}^+ F_{l,1,-m,-n}), \quad (A31)\]

\[23 = -N^2 2\pi^2 (w_3 - w_2) \times (Q_{k-1,0,0,0}^+ R_{l,1,m,n}^+ - Q_{k+1,0,0,0}^+ R_{l,1,m,n}^-), \quad (A32)\]

\[24 = N^2 2\pi^2 (w_3 - w_2) K_{mn} \times F_{l,0,-m,-n} (Q_{k-1,1,0,0}^+ - Q_{k+1,1,0,0}^+), \quad (A33)\]

\[25 = -N^2 2\pi^2 (w_3 - w_2) R_{l,0,m,n}^+ \times (Q_{k-1,1,0,0}^+ - Q_{k+1,1,0,0}^+), \quad (A34)\]

\[26 = C_1 N k 2\pi^2 (w_3 - w_2) K_{mn} \times F_{l,0,-m,-n} (A_{k-1} A_1 - A_{k+1} A_{-1}), \quad (A35)\]

\[27 = -C_1 N k 2\pi^2 (w_3 - w_2) \times R_{l,0,m,n}^+ (A_{k-1} A_1 - A_{k+1} A_{-1}), \quad (A36)\]

\[28 = C_1 N^2 2\pi^3 (w_4 - 2w_3 + w_2) K_{mn} \times F_{l,0,-m,-n} (Q_{k-1,0,0,0}^+ A_1 - Q_{k+1,0,0,0}^+ A_{-1}), \quad (A37)\]

\[29 = -C_1 N^2 2\pi^3 (w_4 - 2w_3 + w_2) \times R_{l,0,m,n}^+ (Q_{k-1,0,0,0}^+ A_1 - Q_{k+1,0,0,0}^+ A_{-1}), \quad (A38)\]
From Eqs. (65) and (66) it follows that
\[ N^3 k^4 \pi^3 (w_2 - 2w_3 + w_2) K_{mn} \]
× \( F_{l,0,-m,-n} (A_{k-1} R_{1,0,0,0}^+ - A_{k+1} R_{-1,0,0,0}^+) \), (A39)
\[ = -N^3 k^4 \pi^3 (w_2 - 2w_3 + w_2) \]
× \( R_{l,0,m,n}^+ (A_{k-1} R_{1,0,0,0}^+ - A_{k+1} R_{-1,0,0,0}^+) \), (A40)
\[ = N^4 k^8 \pi^4 (w_5 - 3w_4 + 3w_3 - w_2) F_{l,0,-m,-n} \]
× \( K_{mn} (Q_{k-1,0,0,0}^+ R_{1,0,0,0}^+ - Q_{k+1,0,0,0}^+ R_{-1,0,0,0}^+) \), (A41)
\[ = -N^4 k^8 \pi^4 (w_5 - 3w_4 + 3w_3 - w_2) R_{l,0,m,n}^+ \]
× \( (Q_{k-1,0,0,0}^+ R_{1,0,0,0}^+ - Q_{k+1,0,0,0}^+ R_{-1,0,0,0}^+) \), (A42)
\[ \sum = \frac{i \pi}{L} (F_{k-1,l,m,n} + F_{k+1,l,m,n}) \], (A43)
\[ \sum = \frac{\pi}{L} (F_{k-1,l,m,n} - F_{k+1,l,m,n}) \], (A44)
\[ = -\frac{\sigma^2}{2} k^2 F_{klmn} \] (A45)
and \{\( k \leftrightarrow l, m \leftrightarrow -m, n \leftrightarrow -n \}\} refers to the same terms but with \( k \) and \( l \), \( m \) and \(-m\), \( n \) and \(-n\) interchanged, respectively.

2. Closure Relation

In order to evaluate the closure ansatz \([63]\) we consider the function \( \Psi(\Theta, \Phi, \delta) \)
\[ \Psi(\phi_1, \phi_2, \Delta) = \sum_{klmn} U_{klmn} \exp(ik\phi_1) \]
× \( \exp(il\phi_2) \exp(im_1 \delta \pi / L) \exp(in_2 \delta \pi / L) \). (A46)

It is reasonable to consider scaled modes
\[ u_{stuv} = L^3 U_{stuv} \]. (A47)

From Eqs. \([65]\) and \([66]\) it follows that
\[ u_{0000} = \delta s_0 u_{0000} = \delta s_0 \frac{L \Gamma}{2 \pi} = \delta s_0 \frac{1}{2 \pi \sqrt{6 \pi}} \]. (A48)

Fourier transforming the iteration equation \([67]\) we obtain
\[ u_{klmn} = \frac{1}{2 u_{0000}} \left[ \frac{1}{8 \pi^2} \delta_{l,0} \delta_{m,0} \delta_{n,0} \right] \]
- \( \sum_s u_{ksmn} u_{slmn} + \frac{1}{2 \pi} F_{klmn} \]. (A49)

Note that this equation is compatible with the normalization condition \((A48)\). In practice, we start with \( u_{klmn} = 0 \) except for \( u_{0000} \) that is given by Eq. \((A48)\). Then we iterate Eq. \((A49)\) to calculate \( u_{klmn} \), that is the closure ansatz function \( \Psi \). In the parameter regime we investigated, the recursion converges very fast. It almost reaches its fixed point already after two iterations. We used five iterations after which we reach perfect convergence within our numerical accuracy.

Once \( \Psi \) is known, the spatial three particle correlation parameters \( C_3 \) and \( D_3 \) can be calculated via
\[ C_3 + 3C_1C_2 + C_1^3 = N^3 \int P_3(1,2,3) d1d2d3 \]
= \[ 3N^3 \int \Psi(1,2) \Psi(2,3) \theta \gamma \delta d1d2d3 \]
= \[ 3p^3 \int L^6 \Psi(1,2) \Psi(2,3) \theta \gamma \delta d1d2d3 \]
= \( 3p^3 \int \sum_{stuv} \exp(is \phi_1 \exp(it \phi_2) \exp(iu(x_2 - x_1)2 \pi / L) \]
× \( \exp(iy_2 - y_1)2 \pi / L) \sum_{klmn} \exp(ik \phi_2 + i \phi_3) \]
× \( \exp(im(x_3 - x_2)2 \pi / L) \]
× \( \exp(iy_3 - y_2)2 \pi / L) \theta \gamma \delta d1d2d3 \]
= \[ 3N^3 (2 \pi)^3 \sum_{tuvmn} u_{0,0,u,v-t,0,m,n} K_{u,v} K_{u-m,v-n} K_{m,n} \]
(A50)

and similar
\[ D_3 + 2D_2C_1 + C_2 + C_1^2 = N^2 \int \theta_1 \theta_2 \theta_3 G_3(1,2,3)d1d2d3 \]
= \( (2 \pi)^3 N^2 \sum_{lmuv} u_{0,m,u-t_0,u,v} K_{m-u,v} \]
+ \( (2 \pi)^3 N^2 \sum_{lmuv} u_{0,m,u-t_0,u,v} K_{m-u,v} \]
+ \( (2 \pi)^3 N^2 \sum_{lmuv} u_{0,m,u-t_0,u,v} K_{m-u,v} \). (A51)

Note that \( C_1 := \frac{N}{L^2} \pi R^2 \) and \( D_1 := 1 \) per definition.

In summary, the numerical time evolution works as follows. We calculate the pair correlation coefficients \( C_2 \) and \( D_2 \) according to Eq. \((A7)\). Next, we calculate the closure ansatz function with the iteration \((A49)\) and then the three particle correlation coefficients \( C_3 \) and \( D_3 \) according to Eqs. \((A50)\) and \((A51)\). Having calculated the correlation coefficients we compute the number of neighbor distribution as described in detail in \([27]\). With this distribution we obtain the weights \( w_k \) according to Eq. \((A5)\). Given the weights we can eventually time evolve the time evolution equations \((A8)\) and \((A9)\) with a simple Euler scheme.
3. Comparison to Agent-based Simulations

The correlation functions \( g(r) \) and \( h(r, \alpha, \Delta \phi) \) considered in Sec. VII can be sampled in agent-based simulations according to Eqs. 47 and 50. On the other hand, these functions can be calculated from the Fourier modes of \( g_2 \) according to

\[
g(r) = 1 + 4\pi^2 \sum_{m,n} F_{0mn} J_0 \left( \frac{2\pi r}{L} \sqrt{m^2 + n^2} \right), \quad (A52)
\]

\[
h(r, \alpha, \Delta \phi) = (2\pi)^2 \sum_{klmn} \exp(i\Delta \phi) \exp[-i(k+l)\alpha] 
\times \left( \frac{n - im}{\sqrt{n^2 + m^2}} \right)^{k+l} J_{-(k+l)} \left( \frac{2\pi}{L} r \sqrt{m^2 + n^2} \right). \quad (A53)
\]

Assuming rotational symmetry, it is also possible to revert Eq. (A52) that is to calculate the spatial Fourier modes \( F_{0mn} \) from the function \( g(r) \) according to

\[
F_{0mn} = \frac{1}{L^2 2\pi} \int [g(r) - 1] r J_0 \left( \frac{2\pi r}{L} \sqrt{m^2 + n^2} \right) dr. \quad (A54)
\]

We use this relation to see the impact of the resolution in the Fourier transform on \( g(r) \) by Fourier transforming the measured function according to Eq. (A54) and transforming it back according to Eq. (A52). In that way we achieved the green dashed line in Fig. 3. The solid black line in this figure is a histogram of agent-based simulations according to Eq. 55, and the solid blue line is calculated according to Eq. (A52), where the Fourier modes \( F_{klmn} \) are the result of the ring-kinetic theory.

Appendix B: Comparison between full Ring-kinetic Theory and Landau Kinetic Theory

The Landau theory of \cite{26} considers the model with additive interactions, \( w(n) \equiv 1 \). Here, we adopt the theory to the case of non-additive interactions, \( w(n) = 1/n \) in order to compare it with the present approach. The equivalent of Eq. (17) of Ref. \cite{26} is in our notation

\[
\partial_t g_2(\phi_1, \phi_2, \Delta) = -w_2 \left[ 1 \rightarrow 2 + 2 \rightarrow 1 \right] 
+ v(\cos \phi_1 - \cos \phi_2) \partial_{\Delta \phi} g_2(\phi_1, \phi_2, \Delta) 
+ v(\sin \phi_1 - \sin \phi_2) \partial_{\phi_1} g_2(\phi_1, \phi_2, \Delta). \quad (B1)
\]

That is, compared to Eq. (55), all collision integrals on the right hand side that contain \( g_2 \) are neglected because \( g_2 \) and the coupling constant are both assumed to be small. Furthermore, the angular diffusion term \( \frac{\sigma^2}{2} (\partial_{\phi_1}^2 + \partial_{\phi_2}^2) g_2(\phi_1, \phi_2, \Delta) \) is neglected because both, \( \sigma^2 \) and \( g_2 \), are assumed to be small. However, we could not make sense out of Eq. (B1) without the angular diffusion term. Intuitively, it is clear that the correlations are going to diverge according to Eq. (B1) because there is a source term but no damping term. In fact, we find indeed a diverging \( g_2 \) if we integrate Eq. (B1) numerically in Fourier space. Furthermore, we do not see how the principal problem of diverging \( g_2 \) can be prevented in any parameter limit if the noise term is neglected. Therefore, we did not neglect the angular diffusion and considered instead the time evolution equation

\[
\partial_t g_2(\phi_1, \phi_2, \Delta) = -w_2 \left[ 1 \rightarrow 2 + 2 \rightarrow 1 \right] 
+ v(\cos \phi_1 - \cos \phi_2) \partial_{\Delta \phi} g_2(\phi_1, \phi_2, \Delta) 
+ v(\sin \phi_1 - \sin \phi_2) \partial_{\phi_1} g_2(\phi_1, \phi_2, \Delta) 
+ \frac{\sigma^2}{2} (\partial_{\phi_1}^2 + \partial_{\phi_2}^2) g_2(\phi_1, \phi_2, \Delta). \quad (B2)
\]

In Fig 23a, we show the pair correlation function \( g(r) \) obtained from the Landau kinetic theory (purple line) compared to the results of the full ring-kinetic theory (blue line) and direct agent-based simulations (black line) for the parameters of Fig 3 far in the disordered phase at \( \sigma = 1.5 \) (the flocking transition occurs at \( \sigma = 0.53 \)). We find that the qualitative behavior of the pair correlation function is predicted correctly, but it is too small by about 20%. We expect that the results of the Landau kinetic theory improve if much larger noise strengths are considered. In that case however, the correlations decrease and become less important.

In Fig 23b, we display the pair correlation function \( g(r) \) obtained from the simplified Landau kinetic theory of \cite{26} is a good approximation for the same parameters but smaller noise, \( \sigma = 0.6 \). The system is still disordered but closer to the flocking transition. We added also the curve of our kinetic theory including a three particle closure (red line). Here, we see that the Landau theory is off by more than 50%, the ring-kinetic theory is much better but also shows significant deviations and the theory including spatial three particle correlations by a closure ansatz agrees quantitatively very well with the agent-based simulations. We conclude that the simplified Landau kinetic theory of \cite{26} is a good approximation far in the disordered regime. However, it is not suitable to describe the system in the vicinity of the flocking transition.
FIG. 23. Radial distribution function $g(r)$ obtained from agent-based simulations (black line), ring-kinetic theory (blue line), kinetic theory with closure (red line) and Landau-kinetic theory according to Eq. (B2) (purple line). In (a) we used the parameters of Fig. (3), in (b) the noise is smaller $\sigma = 0.6$ but still in the disordered phase, other parameters are the same.
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