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Abstract. Conventional training of deep neural networks usually requires a substantial amount of data with expensive human annotations. In this paper, we utilize the idea of meta-learning to explain two very different streams of few-shot learning, i.e., the episodic meta-learning-based and pre-train finetune-based few-shot learning, and form a unified meta-learning framework. In order to improve the generalization power of our framework, we propose a simple yet effective strategy named meta-dropout, which is applied to the transferable knowledge generalized from base categories to novel categories. The proposed strategy can effectively prevent neural units from co-adapting excessively in the meta-training stage. Extensive experiments on the few-shot object detection and few-shot image classification datasets, i.e., Pascal VOC, MS COCO, CUB, and mini-ImageNet, validate the effectiveness of our method.

1 Introduction

Deep Neural Networks (DNNs) have achieved great progress in many computer vision tasks [1234]. However, the impressive performance of these models largely relies on a large amount of data as well as expensive human annotation. When the annotated data are scarce, DNNs cannot generalize well to testing data especially when the testing data belongs to different classes of the training data. In contrast, humans can learn to recognize or detect a novel object quickly with only a few labeled examples. Due to some object categories naturally have few samples or their annotations are extremely hard to obtain, the generalization ability of conventional neural networks is far from satisfactory.

Few-shot learning, therefore, becomes an important research topic to achieve better generalization ability by learning from only a few examples. The mainstream few-shot learning approaches consists of episodic approaches [5678] and pretrain-finetune based approaches [91011]. Episodic meta-learning encapsulates the training samples into an episode [12] to mimic the procedure of few-shot testing. Pre-train finetune-based methods are composed of the pre-training stage and fine-tuning stage, the former is responsible for obtaining a good initialization point from base classes, and the latter adapts the pre-trained model to a specific task, respectively. In order to transfer knowledge from base data to novel ones, both methods are trained with two stages, where the data-sufficient base classes and the data-scarce novel classes are used separately. However, there
The generalization power of transferable knowledge across different source tasks is the key for few-shot learning, in which transferable knowledge is adapted to the target task.

is no framework to unify the two very different streams, hindering exploring the common and eccentric problem of few-shot learning.

In this paper, we incorporate episodic meta-learning-based which is denoted as episode-based for simplification, and pre-train finetune-based few-shot methods into one unified optimization framework based on the idea of meta-learning. The framework consists of a novel reformulated meta-training stage and a meta-testing stage. In the meta-training stage, our framework considers the common elements of few-shot learning, including meta-knowledge, task-knowledge, meta-loss, task-loss, and the distribution of the data and tasks. In the meta-testing stage, the final model for novel tasks is obtained based on the learned model.

As shown in Fig. 1, a deep model can be divided into two components, called task-specific knowledge and transferable knowledge. The former represents the last fully-connected classifier for specific categories, the latter is the well-learned feature representation which is needed to be generalized to novel tasks. In the different approaches, meta-knowledge can be different types, such as the frozen feature in TFA [11] and the initialization point of backbone in FSCE [13], etc. Therefore, it is crucial to improve the generalization power of transferable knowledge if we want to apply it from source tasks to novel tasks in few-shot learning. To achieve this goal, we propose a simple yet effective strategy, named meta-dropout. Because our unified framework can integrate two very different streams of few-shot learning and identify which part of a model is the transferable knowledge, the proposed meta-dropout can be easily applied to existing
few-shot models. We select several different methods from the above two streams as the baselines to validate the correctness of our framework and the effectiveness of our meta-dropout. By utilizing meta-dropout, our model demonstrates great superiority towards the current excellent methods on few-shot object detection and few-shot image classification tasks. Dropout is not a new idea. However, we use it to solve a new problem (few-shot learning) and we provide more insights about how to use it, which are the major novelties. Our overall contributions can be summarized as three-fold:

- We utilize the idea of meta-learning to explain two different streams of few-shot learning, i.e., the episodic meta-learning-based and pre-train finetune-based few-shot learning, and form a unified meta-learning framework.
- We propose a simple yet effective strategy, named meta-dropout, to improve the generalization power of meta-knowledge in our framework.
- Experiments of baselines from different streams evaluate the effectiveness of our approach on the few-shot object detection and image classification datasets, i.e., Pascal VOC, MS COCO, CUB, and mini-ImageNet.

2 Related Work

The episode-based and pre-train finetune-based methods are two existing mainstream methods in few-shot learning. The differences between the episode-based and pre-train finetune-based methods include the training pipeline (normal training or episodic training) and the distribution of datasets during training (one overall task or multiple serial tasks).

2.1 Episode-based Few-shot Learning

Few-shot learning is an important yet unsolved task in computer vision [14,15,12,16]. Nowadays, the meta-learning strategy which is called “learning-to-learn” has become an increasingly popular solution. The goal of meta-learning is to obtain task-level meta-knowledge that helps the model quickly generalize across all tasks [17,18,19,20]. Recent methods for few-shot learning usually extract meta-knowledge from a set of auxiliary tasks via the episode-based strategy [12], where each episode contains $C$ classes and $K$ samples of each class, i.e., $C$-way $K$-shot.

In few-shot image classification, [12] proposed Matching Networks to find the most similar class for the target image among a small set of labeled samples. Prototypical Networks (PN) [21] extended Matching Networks by producing a linear classifier instead of the weighted nearest neighbor for each class. The cosine similarity-based classifier further enhanced the discriminative power of the trained model [10,22]. Relation Network (RN) [23] used a neural network to learn a distance metric, in which the unlabeled images could be classified according to the relation scores between the target sample and a few labeled images. Graph Neural Network (GNN) [24,25] was also utilized to model relationships between different categories. In few-shot object detection, [5] applied
2.2 Pre-train Finetune-based Few-shot Learning

Pre-train finetune-based approaches are basic yet ignored in few-shot learning due to the excellent performance of episode-based methods. However, some simple pre-train finetune-based methods turn out to be more favorable than many episode-based works [10,9,27]. [10] introduced a pre-train finetune baseline with a distance-based classifier, achieving a competitive performance with state-of-the-art episode-based classification approaches. [27] explored a simple process: meta-learning over a whole classification pre-trained model. This simple method achieves competitive performance to state-of-the-art methods on standard benchmarks. By using the proposed regularization, the standard detectors, such as SSD [28] and FRCNN [1], were fine-tuned for few-shot problems. Furthermore, [11] demonstrated that only fine-tuning the last layer of existing models was crucial to the few-shot object detection task. Such a simple approach outperforms the episode-based approaches by 2 to 20 points and even doubles the accuracy of the prior works on current benchmarks.

3 Method

3.1 The Solution of Few-shot problems

Common supervised learning problems based on abundant training data can be solved by minimizing the Equ (1), in which \( \Theta \) is the trainable parameters of neural networks, and \( x \) is input data sampled from \( p(D) \). While few-shot tasks are limited in the number of samples, optimizing it directly is likely to results in the overfitting of \( \Theta \) due to its high-dimensional property.

\[
\min_{\Theta} \mathbb{E}_{x \sim p(D)} L(\Theta; x) \tag{1}
\]

Few-shot learning aims to solve learning problems with just a few training examples. To achieve this goal, the common solution is to reduce the learnable dimension of \( \Theta \), and thus the Equ (1) can be re-written as Equ (2), in which \( \Theta = [\theta, w] \). \( w \) represents the useful foundation for few-shot learning, such as a good initialization point or a well-learned feature representation, which is obtained from source tasks. \( \theta \) are updated on target tasks based on the learned \( w \).
Fig. 2. The optimization processes of pre-train finetune-based and episodic meta-
learning-based methods.

\[
\min_{\theta} \mathbb{E}_{x \sim p(D)} L(\theta; x | w) \quad (2)
\]

Given a labeled source dataset \(D_{source}\), there are \(C_{source}\) source classes with a large number of images in each class. Novel dataset \(D_{target}\) with novel classes \(C_{target}\) consists of a few samples in each class. \(C_{source}\) and \(C_{target}\) do not have overlapping categories. The learning goal is adapting the model from \(D_{source}\) to \(D_{target}\). \(D_{source}\) and \(D_{target}\) are used to optimize \(w\) and \(\theta\) respectively. The \(C\)-way \(K\)-shot few-shot setting that is used for evaluating the performance of a few-shot model means \(D_{target}\) has \(C\) novel categories and each novel category has \(K\) images.

Existing few-shot learning methods consist of two different streams of categories, \textit{i.e.}, the episodic meta-learning-based and pre-train finetune-based methods. However, both streams can be explained by the above formulation as shown in Fig.2 \(w\) in pre-train finetune-based methods, like TFA [11], is its backbone which is transferred to the second stage for initialization. \(\theta\) in TFA means the last fully-connected layer that is optimized for novel tasks based on the frozen \(w\). \(w\) in Meta R-CNN [6], which is a representative episodic meta-learning-based method, provides a backbone with good generalization ability. \(\theta\) in Meta R-CNN is the trainable backbone and the last fully-connected regression and classification layers for novel tasks.

### 3.2 The Unified Meta-learning Framework

In order to explain the learning process of existing few-shot methods, we propose a unified meta-learning framework to re-formulate Eq (2) as Eq (3), in which the learning goal is to obtain a general transferable knowledge via optimizing the
expectation of many source tasks and source datasets. Suppose \( p(T) \) presents the distribution of source tasks, in which \( T \) consists of infinite basic tasks, and \( p(D_t) \) is the distribution of the training dataset \( D_t \) of task \( t \), in which the number of the training data is unlimited. \( w \) is used to specify meta-knowledge, which is the transferable parameters among different tasks. \( \theta \) is task-specific knowledge, called task-knowledge. \( L \) is the loss function. The overall optimization goal is:

\[
\min_{w} \mathbb{E}_{t \sim p(T)}\mathbb{E}_{x \sim p(D_t)} L(w; \theta_t; x)
\]  

The goal is to let \( w \) get good performance for each task \( T = \{D, L\} \). Our meta-learning framework consists of a meta-training phase and a meta-testing phase.

**Meta-training** The goal of meta-training is formulated below:

\[
w^* = \arg \max_w \log p(w|T)
\]  

In our meta-training stage, the formulas of optimization are:

\[
w^* = \arg \min_w \mathbb{E}_{t \sim p(T)}\mathbb{E}_{x \sim p(D_t)} L_{meta}(\theta^*(i)(w), w)
\]

\[
s.t. \theta^*(i)(w) = \arg \min_{\theta} \mathbb{E}_{D_{ij} \sim p(D_t)} L_{task}(\theta^i(w), w)
\]

\( w \) is meta-knowledge and \( w^* \) is the learned \( w \) during the iterations of tasks. \( \theta \) represents task-knowledge and \( \theta^* \) is the learned task-knowledge that is used to optimize \( w \). \( L_{task} \) is used to optimize the task-specific information and \( L_{meta} \) is for generating the best meta-knowledge \( w^* \). \( L_{meta} \) called meta-loss represents which \( w \) is good, and \( L_{task} \) represents which model is good for a specific task, called task-loss. From formulas (5) and (6), we can obtain the episode-based and pre-train finetune-based frameworks in the following sections.

**Meta-testing** Pick a set of \( Q \) target tasks to apply the learned \( w \) to obtain a task-specific model.

\[
D_{target} = \{(D_{train}^{target}, D_{test}^{target})^{(i)}\}_{i=1}^Q
\]

\[
\theta^*(i) = \arg \max_{\theta} \log p(\theta|w^*, D_{train}^{target})
\]

\( D_{train}^{target} \) and \( D_{test}^{target} \) are built from the novel dataset \( D_{target} \) with a small scale of classes and samples. \( D_{train}^{target} \) corresponds to all annotated data and is used to further optimize the model for the specific tasks. \( D_{test}^{target} \) is the real novel test data. \( w^* \) is the learned best meta-knowledge that is used for obtaining \( \theta^* \). \( \theta^* \) is the best task-knowledge for the final prediction.
Episode-based Meta-learning Framework

Episodic meta-training based methods are optimized in the form of episode, and each episode is corresponding to a specific task. Each episode consists of two parts: support set and query set, which are presented by $D_{\text{train}}^{\text{source}}$ and $D_{\text{val}}^{\text{source}}$ in the following formula. $D_{\text{source}}^{\text{train}}$ and $D_{\text{source}}^{\text{val}}$ are built from the $D_{\text{source}}$.

$$D_{\text{source}} = \{(D_{\text{train}}^{\text{source}}, D_{\text{val}}^{\text{source}})^{(i)} \}_{i=1}^{M}$$

Consistent with our unified meta-learning framework, by solving the above equations using the episodic dataset $D_{\text{train}}^{\text{source}}$ and $D_{\text{val}}^{\text{source}}$, the formulas of optimization are:

$$w^* = \arg \min_w \sum_{i=1}^{M} \sum_{j=1}^{N} L_{\text{meta}}(\theta^*(i)(w), w, D_{\text{val}}^{\text{source}}(ij))$$

subject to $\theta^*(i)(w) = \arg \min_{\theta} \sum_{j=1}^{N} L_{\text{task}}(\theta^i, w, D_{\text{train}}^{\text{source}}(ij))$

where $M$ is the number of source tasks sampled from $p(T)$ and $N$ means the number of samples in each task. When building an episode, some categories of data will be randomly selected to build the $D_{\text{train}}^{\text{source}}$, and some samples with the same classes as the $D_{\text{train}}^{\text{source}}$ will be selected from the remaining data to build the $D_{\text{val}}^{\text{source}}$. Specifically, $w$ represents the task-independent network parameters in meta-training stage, and $\theta$ is the task-specific network parameters in meta-testing stage. $L_{\text{meta}}$ is calculated on the $D_{\text{val}}^{\text{source}}$ and $L_{\text{task}}$ is computed based on $D_{\text{train}}^{\text{source}}$.

There are two changes from our unified framework to the episode-based formula. First, the number of tasks and the number of samples are limited in each episode, which are presented by $M$ and $N$ respectively. Therefore, using more tasks and more samples by increasing $M$ and $N$ in meta-training is important for better performance. Second, $D_{\text{train}}^{\text{source}}$ and $D_{\text{val}}^{\text{source}}$ are built from a small set of data from the whole dataset, whose distribution is very different from that of the overall dataset. In order to get excellent results, the gap should be reduced. During episode-based training, we can sample data as diverse as possible, to use $[p(x_1), p(x_2), ..., p(x_M)]$ to simulate the real distribution of $p(D_T)$.

Pre-train Finetune-based Meta-learning Framework

Pre-train finetune methods have a two-stage training framework which consists of a base-training stage and a fine-tuning stage. In our meta-learning framework, the base training stage is presented by the meta-training stage and the fine-tuning stage is the meta-testing stage.

In the meta-training stage, a set of $M$ source tasks from $p(T)$ and a set of $N$ samples of each task are sampled to learn $w$, thereby the formulas of optimization in pre-train finetune-based methods are:

$$w^* = \arg \min_w \sum_{i=1}^{M} \sum_{j=1}^{N} L_{\text{meta}}(\theta^*(i)(w), w, D_{\text{source}}(ij))$$
\[ s.t. \theta^*(i)(w) = \arg\min_{\theta} \sum_{j=1}^{N} L_{\text{task}}(\theta^i, w, D_{\text{source}(ij)}) \] (13)

Consistent with our unified meta-learning framework, a large pre-training dataset \(D_{\text{source}}\) is used to provide a good initialization for meta-testing. \(w\) represents the backbone parameters in the meta-training stage. \(\theta\) corresponds to the fine-tuning part of the model in the meta-testing phase, which is task-related. The common fine-tuning parts are the final classification and regression layers. The gap between the unified framework and the pre-train finetune-based framework is the scale of the training dataset. Increasing \(M\) and \(N\) plays a very important role in pre-train finetune-based methods.

We explain the differences between our framework and two streams of methods using Table 1 for easy understanding. Episode-based methods are trained with multiple datasets by using episodic-training. Fine-tune-based methods use one dataset via normal training. Moreover, we formulate the fine-tune-based methods in the meta-learning way. Our unified framework can support two dataset types and two training strategies. There are no notable differences between our unified framework and the two streams of methods, but summarizing the key components of these methods into one framework.

| Method          | data   | training | formulation   |
|-----------------|--------|----------|---------------|
| episodic-learning based | multiple datasets | episodic meta-learning |
| finetune-based   | one dataset  | normal   | None          |
| ours             | both    | both meta-learning |

### 3.3 Meta-dropout

Because our unified framework can integrate two different streams of few-shot learning and identify which part of a model is the meta-knowledge, the proposed meta-dropout can be easily applied to many different few-shot models. Meta-dropout means using the idea of dropout \cite{29} on the meta-training stage which is trained with abundant source datasets for improving the generalization power of meta-knowledge. By applying meta-dropout, we can obtain a new formulation of meta-learning below.

\[
\min_w \mathbb{E}_{t \sim p(T)} \mathbb{E}_{x \sim p(D_t)} L(\theta_t; O(w); x) \tag{14}
\]

\(O\) is applying meta-dropout on \(w\).
The optimization objective is below:

$$w^* = \arg \max_w \log p(O(w)|T)$$  \hspace{1cm} (15)

In the meta-training, the formulas of optimization are:

$$w^* = \arg \min_w E_{t \sim \mathcal{P}(T)} \mathbb{E}_{x \sim \mathcal{P}(D_t)} L_{\text{meta}}(\theta^{*(i)}(w), O(w))$$  \hspace{1cm} (16)

$$s.t. \theta^{*(i)}(w) = \arg \min_{\theta} \mathbb{E}_{D_{ij} \sim \mathcal{P}(D_i)} L_{\text{task}}(\theta^i, O(w))$$  \hspace{1cm} (17)

Dropout is not a novel idea for generalizing the model. However, the key question is how to use it to solve what we face to and why we can obtain the better performance. Meta-dropout is used to solve new problems (few-shot object detection and few-shot classification) and we provide more insights in the following sections about how to use it, which are the major novelties. Meta-dropout is applied on meta-knowledge $w$, while normal dropout is commonly applied on task-specific knowledge. In order to optimize few-shot models better, meta-knowledge should be more generalized. By using meta-dropout on $w$, the degree of over-fitting to the base classes can be relieved, thereby the model is easier to be adapted to novel classes. That is why our meta-dropout is better than normal dropout in few-shot models.

It is worth noting that our framework, which presents the important and common mathematical principles of existing few-shot models, is different from the methods that combine pre-training and episodic training in methodology to get a fused detector or classifier \[30, 27\]. The proposed framework is useful for guiding the improvement of existing few-shot models, such as our meta-dropout on meta-knowledge can be generalized to different types of few-shot models and tasks. Therefore, we do extensive experiments on detection and classification tasks with different kinds of baselines in the experimental section. Moreover, we can get some insights from this framework. Specifically, other strategies, which are applied to the components of one category, can also be used to that of another. For example, regularization and self-supervised learning can be applied to the meta-knowledge of above two training pipelines for better generalization power.

The novelty of our framework includes:

- Based on the original meta-learning framework, we consider the distribution of source tasks ($T$) and the distribution of data in each task ($D_t$) that can present the common characteristics of the above two methods and explain two different training pipelines in theory.
- Our framework can identify which part of a model is the transferable knowledge, so the meta-dropout can be easily applied to existing few-shot models.
Table 2. Comparison with state-of-the-art few-shot object detection methods on VOC2007 test set for novel classes of the three splits. $\Delta$ represents running on one selected seed, and others are averaged over 10 seeds. Red and black indicate state-of-the-art (SOTA) in the setting of single or multiple run. * means applying our meta-dropout.

| Model Type | Method/Shot | split 1 | split 2 | split 3 |
|------------|-------------|---------|---------|---------|
|            |             | 1       | 3       | 10      | 1       | 3       | 10      | 1       | 3       | 10      |
| Episode-based |             |         |         |         |         |         |         |         |         |         |
| FR [5]     | 14.8 26.7 47.2 15.7 22.7 40.5 21.3 28.4 45.9 |         |         |         |         |         |         |         |         |         |
| MetaDet [7] | 18.9 30.2 49.6 21.8 27.8 43 20.6 29.4 44.1 |         |         |         |         |         |         |         |         |         |
| Meta R-CNN [6] | 19.9 35 51.5 10.4 29.645.4 14.3 27.5 48.1 |         |         |         |         |         |         |         |         |         |
| Meta R-CNN (Our Impl.) | 14.7 32.8 51.9 13.5 24.3 39.2 15.4 33.8 43.1 |         |         |         |         |         |         |         |         |         |
| CME$\Delta$ [34] | 24.737.3 51.8 16.8 28.9 40.1 20.2 35.4 45.7 |         |         |         |         |         |         |         |         |         |
| Pre-train finetune |             |         |         |         |         |         |         |         |         |         |
| TFA [11]   | 25.3 42.1 52.8 18.330.9 39.5 17.9 34.3 45.6 |         |         |         |         |         |         |         |         |         |
| TFA (Our Impl.) | 22.4 40.3 53.1 15.6 26.7 37.4 16.9 32.3 47.7 |         |         |         |         |         |         |         |         |         |
| TFA$\Delta$ | 26.345.655.8 15.9 29.9 40.820.136.7 49 |         |         |         |         |         |         |         |         |         |
| MPSR$\Delta$ [35] | 41.7 51.4 61.8 24.4 39.2 47.8 35.6 42.3 49.7 |         |         |         |         |         |         |         |         |         |
| Retentive R-CNN$\Delta$ [37] | 40.7 46.5 62.427.3 40.8 46.3 31.2 43.7 55.6 |         |         |         |         |         |         |         |         |         |
| HallucFsDet$\Delta$ [38] | 42.4 45.9 56.1 21.7 35.2 40.3 30.2 43 50.1 |         |         |         |         |         |         |         |         |         |
| FSCE$\Delta$ [13] (Our Impl.) | 47 46.5 54.7 26.3 37.4 41.2 40.4 43.3 49.6 |         |         |         |         |         |         |         |         |         |
| FSCE$\Delta$* | 44.6 50.3 61.7 24.6 40.8 49.4 41.146.257.1 |         |         |         |         |         |         |         |         |         |

4 Few-shot Object Detection

4.1 Datasets

We evaluate our methods on Pascal VOC [31,32] and MS COCO [33]. In PASCAL VOC, we adopt the common strategy [1,2,3] that using VOC 2007 test set for evaluating while VOC 2007 and 2012 train/val sets are used for training. Following [6], 5 out of its 20 object categories are selected as the novel classes, while keeping the remaining 15 ones as the base classes. We evaluate with three different novel/base splits from [6], named as split 1, split 2, and split 3. Following [6,11,13], we use the mean average precision (mAP) at 0.5 IoU threshold as the evaluation metric, and report the results on the official test set of VOC 2007. When using MS COCO, 20 out of 80 categories are reserved as novel classes, the rest 60 categories are base classes. The detection performance with COCO-style AP, AP50, and AP75 for K = 10 and 30 shots of novel categories are reported.

4.2 Implementation Details

Meta R-CNN which is a representative work of episode-based method is adopted as one of our baselines. We use ResNet-101 as the backbone with the structure.
Table 3. Few-shot object detection performance on MS COCO. Red / black indicate the best / the second best.* means applying our meta-dropout.

| Method/Shot       | novel AP | novel AP50 | novel AP75 |
|-------------------|----------|------------|------------|
| FR [5]            | 5.6      | 9.1        | 12.3       |
| Meta R-CNN [6]    | 8.7      | 12.4       | 19.1       |
| TFA (Our Impl.)   | 8.9      | 12.0       | 16.2       |
| TFA*              | 9.7      | 12.8       | 17.5       |

of Faster R-CNN [1]. A simple yet effective pre-train finetune-based method [11], named TFA, is also our baseline. Faster R-CNN is used as the detector and ResNet-101 with a Feature Pyramid Network [4] is the backbone. In addition, we use a recent excellent method FSCE [13] as the new baseline to help our model achieve the state-of-the-art performance. During experiments, we find using dropblock [39] to implement meta-dropout is better than using normal dropout [29] or spatial dropout [40]. The training strategies of our methods are the same as the selected baseline.

4.3 Comparison with State-of-the-art Methods

Based on Meta R-CNN, we apply meta-dropout to get Meta R-CNN* with batch size 1. We also apply meta-dropout on TFA to get TFA*. Based on the official code, we re-implement Meta R-CNN, TFA and FSCE as our baselines denoted by Our Impl in Table.2 Specifically, in episode-based methods, except the novel mAP of the 10-shot setting is comparable to the baseline, our Meta R-CNN* achieves more obvious improvement in all other settings. Notably, Meta R-CNN* can gain 10% improvement in the setting of split 1 with 1-shot. In pre-train finetune-based methods, our TFA* is able to obtain higher accuracy than the baseline in all settings. In general, our models get the highest improvement in the setting of 1-shot, followed by 3-shot, and the models get the least improvement in the 10-shot setting. With the decrease of the number of novel samples, meta-knowledge in meta-training which presents the power of generalization becomes more important. Therefore, using meta-dropout to improve the generalization power of meta-knowledge can help the models achieve higher improvement in the setting of fewer shots. Due to the few numbers of novel samples in the second training stage, we use multiple random seeds to get more stable results, as shown in Table.2 While comparing to recent methods on Pascal VOC, we only use a certain seed to obtain the results, in order to be consistent with other methods. By applying our meta-dropout to FSCE, our method FSCE* can significantly outperform the baseline and achieve the state-of-the-art performance. In addition, our method does not hurt the performance of base classes which is shown in Table.13 in appendix.
Table 4. Results of novel mAP on the split 1 of VOC 2007 test set by using meta-dropout on Meta R-CNN with batch size 1 and 4.

| Setting / Shot (bs=1/4) | 1     | 3     | 10    |
|------------------------|-------|-------|-------|
| Meta R-CNN             | 23.3/14.7 | 37.8/32.8 | 49.3/51.9 |
| + meta-dropout          | 24.7/16.6 | 37.3/32.9 | 51.8/51.4 |

Table 5. Results of novel mAP on the split 1 of VOC 2007 test set by adopting meta-dropout on TFA.

| Setting / Shot | 1     | 3     | 10    |
|----------------|-------|-------|-------|
| TFA            | 22.4  | 40.3  | 53.1  |
| + meta-dropout | 26.3  | 45.6  | 55.8  |

Few-shot detection results of 10-shot and 30-shot setups for MS COCO are shown in Table. Our methods TFA* can achieve about 1% gain in most metrics. It shows that the improvement of TFA is lower than that on PASCAL VOC, since MS COCO is a more challenging dataset.

4.4 Ablation Study

Meta-dropout We follow most of the few-shot methods to do ablation studies with the dataset of VOC 1 split. We apply meta-dropout on the meta-training stage and get the model as the initialization for meta-testing. Meta-dropout is implemented by dropblock. Meta-dropout on Meta R-CNN can achieve 1% improvement on average presented in Table. Meanwhile, meta-dropout can help TFA achieve higher performance (+4% on average) in all settings in Table. In Table, meta-dropout on FSCE brings 2%-3% improvement on average. All comparison results show that our meta-dropout can improve the baselines in a fair setting.

Meta-dropout vs Dropout The implementation of dropout and our meta-dropout can be the same. However, meta-dropout is applied on the meta-knowledge in the meta-training stage, while dropout is applied on the meta-testing stage that is similar to the common one-stage training methods. Meta-dropout is for generalization power, while normal dropout is for specific tasks. In order to compare meta-dropout with dropout, we adopt meta-dropout, dropout, and meta-dropout&dropout on Meta R-CNN and TFA. From the results in Table, only applying meta-dropout obtains higher accuracy than using dropout or both strategies in most settings. However, only using dropout on TFA can achieve the highest mAP in the 10-shot setting. The reason may be that dropout can help the pre-trained model get a better ability of fitting novel classes when fine-tuning with relatively more data. The results of applying meta-dropout in Table are
Table 6. Results of novel mAP on the split 1 of VOC 2007 test set by adopting meta-dropout (M) and dropout (D).

| Setting / Shot | Meta R-CNN | TFA |
|----------------|------------|-----|
| Baseline       | 14.7       | 32.8| 51.9 |
| + M            | 16.2       | 32.9| 51.4 | 22.4 |
| + D            | 13.3       | 32.5| 50   | 23.1 |
| + M&D          | 14.5       | 32.5| 48.8 | 25   |

Different from that in Table 4 and Table 5. The reason is that meta-dropout is implemented by our best setting (dropblock) in Table 6. In table 4 and Table 5, the normal dropout is used for showing the effectiveness of our idea in fair.

The Influence of Meta-dropout on Base and Novel Classes

Based on TFA, we study the influence of meta-dropout on the performance of base and novel classes. The results shown in Table 13 prove that meta-dropout improves the accuracy of novel classes without hurting the performance of base classes.

5 Few-shot Classification

5.1 Datasets

We follow the commonly used datasets [10, 41], such as Caltech-UCSD Birds-200-2011 (CUB) and mini-ImageNet in few-shot classification. CUB [42] is for fine-grained classification, which contains 200 classes. We follow the evaluation protocol of [43] that 200 classes are divided into 100 base, 50 validation, and 50 novel classes, respectively. The mini-ImageNet [12] that consists of 100 categories is a subset of ImageNet, and each class contains 600 images of size 84×84. Follow the way of splitting the dataset in [44, 45, 21, 23], the selected 100 classes are divided into 64 training classes, 16 validation classes, and 20 test classes.

Table 7. Results of base and novel mAP on the split 1&2 of VOC 2007 test set by adopting meta-dropout on TFA.

| Base / Novel | split 1 | split2 |
|--------------|---------|--------|
| TFA          | 79.8/37.2 | 79.1/44.4 | 79.4/53.4 | 79.8/21.6 | 78.6/34.8 | 78.3/38.4 |
| TFA*         | 80/39.7   | 79.7/43.4 | 79.2/55.2 | 80.6/20.3 | 78.8/36.6 | 78.7/41.8 |
Table 8. Few-shot classification results for both the mini-ImageNet and CUB datasets.

| Method         | backbone | 1-shot | 5-shot | 1-shot | 5-shot |
|----------------|----------|--------|--------|--------|--------|
| MatchingNet [12] | Conv-4   | 60.52±0.88 | 75.29±0.75 | 48.14±0.78 | 63.48±0.66 |
| ProtoNet [21]   | Conv-4   | 50.46±0.88 | 76.39±0.64 | 44.42±0.84 | 64.24±0.72 |
| MAML [44]       | Conv-4   | 54.73±0.97 | 75.75±0.76 | 46.47±0.82 | 62.71±0.71 |
| RelationNet [23]| Conv-4   | 62.34±0.94 | 77.84±0.68 | 49.31±0.85 | 66.60±0.69 |
| Baseline [10]   | Conv-4   | 47.12±0.74 | 64.16±0.71 | 42.11±0.71 | 62.53±0.69 |
| Baseline++ [10] | Conv-4   | 60.53±0.83 | 79.34±0.61 | 48.24±0.75 | 66.43±0.63 |
| Baseline++ (Our Impl.) | Conv-4 | 60.95±0.87 | 78.38±0.63 | 47.60±0.73 | 65.74±0.64 |
| Baseline++*     | Conv-4   | 63.61±0.92 | 80.00±0.62 | 50.88±0.74 | 68.27±0.65 |
| Baseline++ (Our Impl.) ResNet-10 | 63.27±0.97 | 80.24±0.59 | 53.36±0.79 | 73.85±0.64 |
| Baseline++* ResNet-10 | 69.05±0.88 | 82.92±0.54 | 56.34±0.78 | 75.58±0.59 |

5.2 Implementation Details

We choose the Baseline++ [10], which is a representative few-shot classification method, as our baseline. Based on this basic framework, we can prove the effectiveness of our meta-dropout in few-shot classification. During experiments, we follow the same training strategies in [10]. Specifically, Baseline++ is trained 200 epochs for the CUB dataset, and 400 epochs for the mini-ImageNet dataset. The evaluation setting we used is the same as the Baseline++. (600 randomly episodes with the 95% confidence intervals)

5.3 Comparison with Baselines

We report the accuracy of few-shot classification in Table 8, in which we build our Baseline++ by applying meta-dropout on Baseline++. When testing, we use dropblock which is applied on the last convolution layer. The results demonstrate that our model outperforms other algorithms and using meta-dropout can significantly improve the performance of Baseline++ in almost all settings.

5.4 Ablation Study

Meta-dropout vs Dropout We apply meta-dropout and dropout to show the importance of improving the generalization power of meta-knowledge. Using normal dropout to implement our meta-dropout for fair comparison. The results are shown in Table 8. In the 5-shot setting of the CUB dataset, using metadropout is comparable to the Baseline++. However, applying meta-dropout can achieve the best performance in all other settings.
Table 9. Results of Baseline++ on the CUB and mini-ImageNet datasets by applying meta-dropout (M) and dropout (D).

| Method      | CUB 1-shot | CUB 5-shot | mini-ImageNet 1-shot | mini-ImageNet 5-shot |
|-------------|------------|------------|----------------------|----------------------|
| Baseline++ (Our Impl.) | 60.95±0.87 | 78.38±0.63 | 47.60±0.73            | 65.74±0.64            |
| + M&D       | 58.34±0.88 | 75.76±0.64 | 44.67±0.68            | 63.80±0.66            |
| + D         | 59.05±0.87 | 76.39±0.65 | 43.92±0.69            | 62.66±0.67            |
| + M         | 62.71±0.87 | 78.12±0.62 | 50.47±0.72            | 68.20±0.65            |

6 Conclusion

In this paper, firstly, we introduce a unified meta-learning framework, which explains two very different streams of few-shot learning, i.e., the episode-based and pre-train finetune-based few-shot learning. Secondly, we propose a simple, general, and effective meta-dropout to improve the generalization power of meta-knowledge in our framework. Finally, we conduct extensive experiments on the challenging few-shot object detection and few-shot image classification tasks, in which our model demonstrates great superiority towards the current excellent few-shot learning methods. We believe that our framework can provide more important insights and the proposed meta-dropout will be widely used in few-shot learning.

It is true that considering other techniques will make our paper look more complete. However, the goal of this paper is to show a new direction for few-shot models, and we can not include so much information in one paper. The new research direction is exploring the power of regularization techniques on few-shot models.
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Table 10. Results of mAP of novel classes on the split 1 of VOC 2007 test set by adopting different types of meta-dropout on Meta R-CNN and TFA.

| Setting / Shot | Meta R-CNN | TFA |
|---------------|------------|-----|
| Baseline      | 14.7/32.8  | 22.4/40.3 |
| + dropout     | 14.3/31.3  | 25.1/41.9 |
| + dropblock   | 16.2/32.9  | 25.9/42.5 |

Table 11. Results of novel mAP on the split 1 of VOC 2007 test set by adopting meta-dropout on different locations of Meta R-CNN.

| Setting / Shot (bs=1/4) | Meta R-CNN | TFA |
|-------------------------|------------|-----|
| on last conv layer      | 23.3/14.7  | 37.8/32.8 |
| on group 4              | 20.3/15.6  | 31.6/32.2 |
| on group 3&4            | 24.5/16.2  | 36/32.9 |
| on group 3&4            | 24.7/16.1  | 37.3/32.5 |

A Appendix

A.1 Few-shot Object Detection

Implementation of Meta-dropout We study the influence of the implementation of meta-dropout on performance. For example, our meta-dropout can be implemented by using normal dropout or dropblock. When using the Meta R-CNN framework, we apply meta-dropout on group 4 of the backbone, while meta-dropout is applied on the last convolution layer of TFA. The experimental results are shown in Table 10. In general, using dropblock to implement our meta-dropout can get higher accuracy in novel classes.

Specific Locations of Applying Meta-dropout Selecting Meta R-CNN and TFA as our baselines. In particular, dropblock is used to implement meta-dropout. From Table 11 we conclude that applying meta-dropout on group 4 of the backbone is better than on group 3&4 with the setting of batch size 4. While using meta-dropout on group 3&4 achieves higher performance when batch size is 1. The results of applying meta-dropout on TFA are shown in Table 12, in which using meta-dropout on group 3&4 gets the highest performance in most settings. The keep prob and block size are two important hyper-parameters in dropblock, which are set to 0.9 and 7 separately. Specifically, when using meta-dropout on group 3 or 4 of the backbone network, meta-dropout is applied to the last convolution layer of each bottleneck block.

The influence of Meta-dropout on Base and Novel classes Based on the original setting of TFA, we study the influence of meta-dropout on the
Table 12. Results of novel mAP on the VOC 2007 test set by adopting meta-dropout on different locations of TFA.

| Setting / Shot | split 1 | split 2 |
|----------------|---------|---------|
| TFA            | 22.4    | 40.3    |
| on last conv layer | 25.9    | 42.5    |
| on group 4     | 26.7    | 44.2    |
| on group 3&4   | 26.3    | 45.6    |

Table 13. Results of base and novel mAP on the split 1&2 of VOC 2007 test set by adopting meta-dropout on TFA.

| Base / Novel | split 1   | split 2   |
|--------------|-----------|-----------|
| TFA          | 79.8/37.2 | 79.1/44.4 |
| TFA*         | 80/39.7   | 79.7/43.4 |

performance of base and novel classes. The results shown in Table 13 prove that our method can improve the accuracy of novel classes by a large margin without hurting the performance of base classes.

Batch Size We explore the influence of batch size on Meta R-CNN and TFA. The experimental results are shown in Table 14. Generally, on Meta R-CNN, as the batch size gets smaller, the performance is higher. Contrary to Meta R-CNN, as the batch size gets larger, the performance is higher in TFA, which is consistent with the previous experimental intuition.

A.2 Few-shot Classification

Implementation of Meta-dropout We study the way of implementing our meta-dropout by using dropblock with different block sizes and normal dropout with different locations. Due to the flatten layer is 1-dimensional, dropblock can only be used on the last convolution layer. Normal dropout can be applied on the last convolution or the last flatten layer. In Table 15, the experimental results show that using dropblock with block size 7 is suitable for the CUB dataset, and applying normal dropout on the flatten layer achieves the best performance on the mini-ImageNet dataset.

Specific Locations of Applying Meta-dropout For exploring the effect of the specific location of applying meta-dropout in the backbone, we use normal dropout as our meta-dropout, and apply it on the last convolution layer and the
Table 14. Results of overall and novel mAP on the split 1 of VOC 2007 test set by adopting different batch size (bs) on Meta R-CNN and TFA.

| Methods     | Bs / Shot | Overall mAP | Novel mAP |
|-------------|-----------|-------------|-----------|
|             |           | 1   | 3   | 1 | 3   |
| Meta R-CNN  | 1         | 53.17 | 59.46 | 23.3 | 37.83 |
|             | 2         | 50.1  | 58.09 | 20.81 | 35.43 |
|             | 4         | 43.9  | 55.73 | 14.74 | 32.83 |
| TFA         | 4         | 55.4  | 58.2  | 17.2  | 30.8  |
|             | 8         | 62.2  | 66.3  | 23.5  | 39.8  |
|             | 16        | 63.5  | 67.8  | 22.4  | 40.3  |

Table 15. Results on the CUB and mini-ImageNet datasets by applying different types of meta-dropout on Baseline++. \( bl \) is the block size in dropblock.

| Method                  | CUB            | mini-ImageNet |
|-------------------------|----------------|---------------|
|                         | 1-shot | 5-shot | 1-shot | 5-shot |
| Baseline++ (Our Impl.)  | 60.95±0.87 | 78.38±0.63 | 47.60±0.73 | 65.74±0.64 |
| dropblock (\( bl=3 \)) | 62.03±0.86 | 79.70±0.60 | 48.22±0.77 | 67.06±0.66 |
| dropblock (\( bl=7 \)) | **63.61±0.92** | **80.00±0.02** | 47.60±0.71 | 67.25±0.62 |
| dropout_conv            | 62.45±0.91 | 78.70±0.63 | 48.83±0.75 | 67.11±0.63 |
| dropout_flatten         | 62.71±0.87 | 78.12±0.62 | **50.47±0.72** | **68.20±0.65** |

last flatten layer. The results in Table. 16 show that applying meta-dropout on the last 1-dimensional feature is better than on the last convolution layer.

**Batch Size** Based on the Baseline++ [10] with batch size 16, we conduct experiments to explore the influence of batch size, whose results are shown in Table. 17. We find using 32 as the batch size is the best choice for Baseline++.
### Table 16. Results on the CUB and mini-ImageNet datasets by applying meta-dropout on different locations of Baseline++. 

| Method                          | CUB       | mini-ImageNet |          |          |
|---------------------------------|-----------|---------------|----------|----------|
|                                 | 1-shot    | 5-shot        | 1-shot   | 5-shot   |
| Baseline++ (Our Impl.)          | 60.95±0.87| 78.38±0.63    | 47.60±0.73| 65.74±0.64|
| on last conv layer              | 62.45±0.91| **78.70±0.63**| 48.83±0.75| 67.11±0.63|
| on last flatten layer           | **62.71±0.87**| 78.12±0.62    | **50.47±0.72**| **68.20±0.65**|

### Table 17. Results of Baseline++ on the CUB and mini-ImageNet datasets by adopting different batch size. 

| Batch size | CUB       | mini-ImageNet |          |          |
|------------|-----------|---------------|----------|----------|
|            | 1-shot    | 5-shot        | 1-shot   | 5-shot   |
| 16         | 60.95±0.87| 78.38±0.63    | 47.60±0.73| 65.74±0.64|
| 32         | 63.63±0.88| **78.96±0.63**| **50.21±0.75**| **68.23±0.67**|
| 64         | **63.67±0.88**| 78.78±0.65    | 48.77±0.71| 67.82±0.66|
| 128        | 63.13±0.93| 78.27±0.63    | 49.59±0.74| 68.04±0.66|