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Abstract—Deep reinforcement learning has been applied for a variety of wireless tasks, which is however known with high training and inference complexity. In this paper, we resort to deep deterministic policy gradient (DDPG) algorithm to optimize predictive power allocation among $K$ mobile users requesting video streaming, which minimizes the energy consumption of the network under the no-stalling constraint of each user. To reduce the sampling complexity and model size of the DDPG, we exploit a kind of symmetric prior inherent in the actor and critic networks: permutation invariant and equivariant properties, to design the neural networks. Our analysis shows that the free model parameters of the DDPG can be compressed by $2/K^2$. Simulation results demonstrate that the episodes required by the learning model with the symmetric prior to achieve the same performance as the vanilla policy reduces by about one third when $K = 10$.

I. INTRODUCTION

Deep reinforcement learning (DRL) has a wide range of applications in wireless tasks [1–4], aimed to make decision for resource management in an on-line, end-to-end, model-free or distributed manner.

One of the important applications is predictive resource allocation, which has been shown to provide a remarkable gain in terms of boosting the performance of mobile networks by optimizing radio resources based on future information [5–7]. Most existing works optimize the resource allocation policy either assuming perfect future information [7] or using the predicted information with machine learning [5, 6]. By resorting to reinforcement learning, the policy can be optimized directly from current and past observations, as illustrated in [8] by designing an energy-saving policy for video transmission under the quality-of-service (QoS) constraint of a mobile user.

Nonetheless, DRL-based solutions are known with high sample complexity, i.e., the number of episodes required to achieve a desirable performance is prohibitively large. For example, the policy derived in [8] converges to the optimal policy after $5 \times 10^4$ episodes, which is about 2000 hours with each episode nearly 150 s! This is unacceptable for the practical use of most wireless applications.

One possible approach to improve sample efficiency is to introduce inductive bias into the structure of deep neural networks (DNNs) [7]. By exploiting the priori knowledge for the input-output relation underlying a task, the hypothesis space for searching the model parameters of a DNN can be reduced, such that fewer samples are required for training.

As a large class of priori knowledge, permutation invariance (PI) or permutation equivalence (PE) has been embedded into DNN by parameter sharing to reduce the sample complexity [10]. A natural question is: can we harness this class of priors for DRL to reduce the required episodes?

In this paper, we make an attempt to reduce the sample complexity of DRL. In particular, we resort to deep deterministic policy gradient (DDPG) algorithm [11] to optimize predictive power allocation for video streaming that minimizes the average energy consumed by base stations (BSs) to ensure the QoS of every mobile user. By revealing and leveraging the PI and PE properties inherent in the actor and critic networks of DDPG, we design a PE/PI-DDPG by introducing parameter sharing into fully-connected DNNs (FC-DNNS). Our results show that the numbers of episodes required for convergence and the free model parameters for training the PE/PI-DDPG are much less than the FC-DNNS based DDPG when the number of users is large.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a learning-enabled cellular network, where $M$ BSs connected with a central unit (CU) serve $K$ mobile users. The CU monitors and records the status of each user via the BSs, learns a resource allocation policy for the users, and controls the BSs to execute the policy by sending instructions. The users move across multiple cells during video streaming. We assume that each user is associated with the BS that has the strongest large-scale channel gain.

Each video is divided into $N_v$ segments. The playback duration of each segment is divided into $N_f$ time frames, each with duration $\Delta T$. Assume that the large-scale channel gains are constant in each frame but may change among frames. Each frame is further divided into $N_s$ time slots, each with duration $\tau$, i.e., $\tau = \Delta T/N_s$. Assume that the small-scale channel gains remain constant in each time slot and are independently and identically distributed among time slots.

Denote the large-scale channel gain from the $k$th user to its associated BS in the $t$th frame as $\alpha_t^k$, and the small-scale channel gain from the user to the BS in the $j$th time slot of the $t$th frame as $g_{tj}^k$. When the users are served with orthogonal frequency division access, the data rate of the $k$th user in the $j$th time slot of the $t$th frame can be expressed as

$$R_{tj}^k = W^k \log_2 \left( 1 + \frac{\alpha_t^k g_{tj}^k}{\sigma_d^2 p_{tj}^k} \right),$$

where $W^k$ is the bandwidth for the
where the average is taken over both large-scale and small-scale channel gains, $I(m,k)$ is an indicator function with $I(m,k)=1$ if the $k$th user is associated with the $m$th BS, and $I(m,k)=0$ otherwise.

At the time instance when a user initiates video streaming, i.e., the start of the first time slot in the frame, the future values of $\alpha_k^t$ and $\phi^t_k$, $t = 1, \ldots, N_v N_f, j = 1, \ldots, N_v N_f N_s$ are unknown. To find the solution of the problem in (1), we resort to DRL to make the prediction and optimization simultaneously from observations in an end-to-end manner.

### III. DRL-based Predictive Power Allocation

In a standard RL framework, the agent observes a state $s_t$ from environment at time step $t$ and selects an action $a_t$ based on a policy $\pi$. One time step later, the agent receives a reward $r_{t+1}$ as the consequence of the action, and observes a new state $s_{t+1}$. The goal of the agent is to find a policy $\pi^*$ that maximizes the expected return starting from $s$, i.e., the state-value function $V_\pi(s) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, \pi(s_t)) \mid s_0 = s \right]$, where $\gamma$ denotes the discount factor.

#### A. Formulating Problem (1) in RL Framework

The power allocation optimization can be formulated as the following RL problem, where the CU serves as the agent.

1) **Action**: A straightforward formulation is to regard $p_{tj}^k$ as the action, which however is harder to learn and incurs large signaling overhead between the CU and BSs [6]. As analyzed in [6], optimizing $p_{tj}^k$ is equivalent to optimize the average rate $R_{tj}^k \triangleq \mathbb{E}_z[R_{tj}^k]$. In particular, a BS can adjust the transmit power in the $j$th time slot of the $t$th frame with the average rate according to $p_{tj}^k = p^{opt}(\alpha_k^t, g_k^t, \bar{R}_t^k)$, which can be obtained from a water-filling power allocation policy and the relation between $\bar{R}_t^k$ and the water-level. Therefore, the **action** vector is the average rate of all users in each frame, $a_t = [R_1^t, R_2^t, \ldots, R_t^K]^T$ (2) where $[\cdot]^T$ denotes transpose. Then, the duration of a time step in our RL formulation is equal to the frame duration.

2) **State**: To ensure the QoS and maximal power constraints, the buffer status and the associated BS of each user should be considered. Denote $B_t^k$ and $M_t^k$ as the amount of data remaining in the buffer of the $k$th user and the index of the BS the $k$th user associated with in time step $t$, respectively. Denote $l_t^k$ as the index of the frame of the video segment the $k$th user playback at time step $t$. Since $l_t^k$ reflects the playback progress of the current segment of the user and affects the transition of $B_t^k$ to $B_{t+1}^k$, it should be included into the state. Since the fraction of a video having been downloaded affects the termination of an episode, the ratio of the accumulatively downloaded bits to the whole video of the $k$th user, $\eta_t^k = \frac{\sum_{t=1}^{t} \sum_{j=1}^{N_s} \tau p_{tj}^k + \Delta T P_t}{\sum_{t=1}^{t} \sum_{j=1}^{N_s} \eta_j^k}$, is useful for the agent to make the optimization. Since the average energy consumption for video streaming depends on the large-scale channel gain, $\alpha_k^t$ should be an element of the state. To help the agent make the prediction, the large-scale channel gains in the past $N_t$ time steps are also included in the state. Since a user may have the same large-scale channel gain at different cells, $\alpha_{k,i}^t \triangleq [\alpha_{k,N_s}^t, \ldots, \alpha_{k,i}^t]$ should be in the state, where $\alpha_{k,i}^t$ is the large-scale channel gain between the $k$th user and the $i$th neighbouring BS and $\alpha_{k,i}^t = \alpha_{i}^t$. Then, the state vector of the $6$th user can be expressed as $s_t^6 \triangleq [B_t^1, l_t^1, \eta_t^1, M_t^1, \alpha_{k,i}^t, \ldots, \alpha_{i}^t]$. Finally, the state matrix is

$$s_t = \begin{pmatrix} s_t^1 \\ \vdots \\ s_t^K \end{pmatrix} = \begin{pmatrix} B_t^1 & l_t^1 & \eta_t^1 & M_t^1 & \alpha_{k-1,i} & \ldots & \alpha_i^t \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ B_t^K & l_t^K & \eta_t^K & M_t^K & \alpha_{K-1,i} & \ldots & \alpha_i^K \end{pmatrix}$$ (3)

which has $K$ rows and $4 + (N_t + 1) N_b$ columns.

3) **Reward**: To ensure the constraints in (1b) and (1c), one can employ the safe layer method [12], where at time step $t = l N_f, l = 1, \ldots, N_v N_f - 1$, action $a_t$ is transformed into $\tilde{a}_t$ by solving the following optimization problem,

$$\min_{\tilde{a}_t} \| a_t - \tilde{a}_t \|_2$$ (4a) $\text{s.t. } a_1 + \ldots + a_{t-1} + a_t \geq \sum_{n=2}^{l+1} S_n$$ (4b) $\sum_{k=1}^{K} p^{opt}(\alpha_{1N_f}^k, g_{1N_f}^k, \bar{R}_t^k) I(m,k) \leq P_{max}$ (4c) $m = 1, \ldots, M$

where $S_n \triangleq \{ S_n^1, \ldots, S_K^K \}$. However, this optimization problem may not have feasible solution for the problem at hand. For example, if users are not in good channel conditions such that the amount of data in the buffer is much less than...
the amount of data required for playback at time step $t$, then the QoS cannot be ensured even when $P_{\text{max}}$ is used. To circumvent this difficulty, we introduce the safe layer only to ensure one constraint.

When solving the problem in $\text{(4)}$ only with the constraint in $\text{(5)}$ at time step $t$, both $\sum_{n=2}^{t+1} S_n$ and $\sum_{i=1}^{t-1} a_i$ are fixed constants, thereby the solution can directly be obtained as $\tilde{a}_t = \sum_{n=2}^{t+1} S_n - \sum_{i=1}^{t-1} a_i$. However, the problem only with the constraint in $\text{(4)}$ does not have a simple solution due to the coupling of the users. Hence, we introduce a safe layer to satisfy the QoS constraint and impose a penalty on the reward when the maximal power constraint is not satisfied.

The reward for the agent is designed as

$$ r_t = -\sum_{k=1}^{K} \sum_{i=1}^{N_i} \bar{p}_{tji} - \lambda \sum_{m=1}^{M} \sum_{j=1}^{K} \left( \sum_{i=1}^{N_i} \tau p_{tji} I(m,k) - P_{\text{max}}^+ \right) $$

(5)

where $(x)^+ = \max\{x, 0\}$, $\lambda$ is the penalty coefficient, and $-\sum_{k=1}^{K} \sum_{i=1}^{N_i} \tau p_{tji}$ is the total transmit energy consumed by all users in the $t$th time step.

B. Transmission Policy Based on DDPG

Since the state matrix lies in continuous space, we resort to DDPG [11] to solve the problem (1). DDPG maintains two DNNs stored at the CU, namely actor network $\mu(s; \theta_\mu)$ and critic network $Q(s,a; \theta_Q)$. The actor network learns the policy function (i.e., the mapping from the state matrix to the action vector), whose output is then used to compute $p_{tji}$. The critic network learns the action-value function (i.e., $Q^n(s,a; \theta)$). The model parameters of the critic network are updated by

$$ Q^n(s,a) = \mathbb{E} \left[ \sum_{\tau=0}^{T} \gamma^\tau r(s_\tau, a_\tau) | s_0 = s, a_0 = a, \pi \right] $$

During the interactions with the environment, the CU collects the experience $e_t = [s_t, a_t, r_t, s_{t+1}]$ from the BSs in a database as $D_B = \{e_1, \ldots, e_N\}$. At each iteration, a mini-batch of experience is sampled from the database $D_B$ to update the model parameters, i.e., experience replay [13].

The model parameters of the critic network are updated with gradient descent as

$$ \theta_Q \leftarrow \theta_Q - \frac{\delta Q}{B} \nabla_{\theta_Q} \sum_{j \in B} \left[ y_j - Q(s_j, a_j; \theta_Q) \right]^2 $$

(6)

where $y_j = r_j + \gamma Q(s_{j+1}, \mu(s_{j+1}; \theta_\mu); \theta_Q)$, $\delta Q$ is the learning rate of critic network, $Q(s,a; \theta_Q)$ and $\mu(s; \theta_\mu)$ are the target critic network and target actor network, respectively, which have the same structure as $Q(s,a; \theta_Q)$ and $\mu(s; \theta_\mu)$, and are updated by $\theta_Q \leftarrow \omega Q_\theta + (1 - \omega) Q_\theta$ and $\theta_\mu \leftarrow \omega \mu_\mu + (1 - \omega) \mu_\mu$ with very small value of $\omega$ to stabilize the learning procedure [11].

The model parameters of the actor network are updated using the sampled gradient as

$$ \theta_\mu \leftarrow \theta_\mu + \frac{\delta_\mu}{B} \nabla_{\theta_\mu} \mathbb{E}_{s,a} Q(s,a; \theta_Q)_{s=s,a=\mu(s; \theta_\mu)} \nabla_{\theta_\mu} \mu(s; \theta_\mu) $$

(7)

where $\delta_\mu$ is the learning rate of the actor network.

We add a noise term $\eta_t$ sampled from a noise process $\mathcal{N}$ to the output of the actor network, i.e., $a_t = \mu(s_t; \theta_\mu) + \eta_t$, to facilitate the exploration.

IV. PE/PI-DDPG BASED PREDICTIVE POWER ALLOCATION

In this section, we show that the policy function and the action-value function exhibit a kind of symmetric properties. We then design a PE/PI-DDPG, where the actor and critic networks are constructed by exploiting the properties.

A. Permutation Equivariant and Invariant Properties

We first define the PE and PI properties to be used in the sequel. Consider arbitrary permutation matrix $\Pi$. A multivariate function $y = f(X)$ is one-dimension (1D)-permutation equivariant to $X$ if $\Pi y = f(\Pi X)$, where $X$ is a matrix and $y$ is a vector. A function $y = f(X)$ is 1D-permutation invariant to $X$ if $y = f(\Pi X)$, where $y$ is a scalar.

The policy function $a = \tilde{\mu}(s)$ maps the state of all users $s = [s^1, s^2, \ldots, s^K]^T$ into the average rates of all users, i.e., $a = [R_1, R_2, \ldots, R_K]^T$. When the order of users in the state changes (say $s^1$ swaps with $s^2$), the order of average rates changes in the same way ($R_1$ swaps with $R_2$) but the policy function remains unchanged, i.e., $\Pi a = \tilde{\mu}(\Pi s)$. Hence, the policy function is 1D-permutation equivariant to the state.

The action-value function $q = Q(s, a)$ maps the state and action of all users into the expected return $q$. By stacking the state and action according to the users’ indexes,

$$ (s, a) = \left( B^1 \ 1^1 \ \eta^1 \ M^1 \ \cdots \ \tilde{R}^1 \right) $$

(8)

we can see that the expected return will remain unchanged if the order of the users changes. Hence, the action-value function is 1D-permutation invariant to $(s, a)$.

B. DDPG with PE/PI-DNNs

By introducing parameter sharing into the FC-DNN, permutation equivariant DNN (PE-DNN) and permutation invariant DNN (PI-DNN) can be used to approximate the 1D-PE and the 1D-PI functions, respectively.

With the input as $X \in \mathbb{R}^{n \times D}$, the weight matrix and the bias vector of the $i$th layer of PE-DNN can be respectively constructed as [10]

$$ W_i = \begin{pmatrix} U_i & V_i & \cdots & V_i \end{pmatrix}, \quad b_i = \begin{pmatrix} P_i \\ P_i \\ \vdots \end{pmatrix} $$

(9)

where $U_i$ and $V_i$ are sub-matrices, $P_i$ is a sub-vector. The number of columns of $U_i$ and $V_i$ is equal to $D$. The numbers of sub-matrices in each row and each column in weight matrix $W_i$ are equal, which is identical to the number of subvectors in bias $b_i$, and all are equal to $n$.

For PI-DNN with input $X \in \mathbb{R}^{n \times D}$, the bias of the output layer is the same as FC-DNN and the weight matrix of the output layer can be constructed as

$$ W_i = \begin{pmatrix} A_i \ A_i \ \cdots \ A_i \end{pmatrix} $$

(10)
where $A_i$ is a sub-matrix with the number of columns equal to $D$, and the number of the sub-matrices in the weight matrix $W_i$ is equal to $n$. The input and all hidden layers are constructed the same as PE-DNN.

By designing the actor network as a PENN and the critic network as a PINN, the free model parameters that need to be trained can be computed as follows. Since the number of free parameters in the bias is far less than that in the weight matrix, we only count the parameters in the weight matrix.

For notational simplicity, suppose that the number of layers is $H$ and the number of neurons in each hidden layer is $d$ for both actor and critic networks.

For the actor network, the dimension of the input is $K \times (4 + (N_t + 1) N_b)$, i.e., $n = K$ and $D = 4 + (N_t + 1) N_b$, the dimension of the output is $K \times 1$. The free parameters in the weight matrix are in two sub-matrices, hence the number of parameters in the weight matrix can be expressed as $4dK^2$, and the number of parameters in the input layer and the output layer can be expressed as $2dK(4 + (N_t + 1) N_b)$ and $2dK$, respectively. Consequently, the total number of model parameters can be obtained as $2H(2d^2 + 2dK + 2d(K + (N_t + 1) N_b) + dK)$.

For the critic network, the dimension of the input is $K \times (5 + (N_t + 1) N_b)$, i.e., $n = K$ and $D = 5 + (N_t + 1) N_b$, the output is a scalar. The free parameters of the output layer are in one sub-matrix, hence the number of parameters can be expressed as $\frac{d^2}{2}$, and the number of free parameters in the input layer and the output layer can be expressed as $2dK(5 + (N_t + 1) N_b)$ and $2dK$, respectively. Consequently, the total number of model parameters can be obtained as $2H(2d^2 + 2dK(5 + (N_t + 1) N_b) + dK)$.

If FC-DNNs are used, then the number of free parameters of the parameters in the output layer in the weight matrix are in one sub-matrix, hence the number of parameters can be expressed as $\frac{d^2}{2}$, and the number of free parameters in the weight matrix can be expressed as $4dK^2$, and the number of parameters in the input layer and the output layer can be expressed as $2dK(4 + (N_t + 1) N_b)$ and $2dK$, respectively.

C. Performance Evaluation

We compare the PE/PI-DDPG with the DDPG based on FC-DNNs from three aspects in terms of the total average energy consumption, the sample complexity, and the number of free parameters in DNNs.

1) Average Energy Consumption: To evaluate the performance of the proposed policy, we compare the total average energy consumption of all users for each video achieved is 200 m. The maximal transmit power of each BS is 46 dBm. The noise power is -95 dBm/Hz and the bandwidth for each user is 2 MHz. Since the circuit energy consumption is identical for all the considered policies, we only consider transmit energy consumption. The path loss is modeled as $35.3 + 37.6 \log_{10}(d)$ in dB, where $d$ is the distance between user and BS in meters. The small-scale channels follow Rayleigh fading. The playback duration of each video and each segment is 150 s and 10 s, respectively. Each segment is with size 1 MBytes. Each time frame is with the duration of $\Delta T = 1$ s, and each time slot is with the duration of $\tau = 1$ ms, i.e., each frame contains $N_s = 1000$ time slots. The user moves with random acceleration, where the acceleration in each frame is drawn from the Gaussian distribution with zero mean and standard deviation 0.5 m/s$^2$. The initial velocity of users is set as 16 m/s, and the minimal and maximal velocities of each user are 12 m/s and 20 m/s, respectively.

B. Fine-Tuned Parameters for PE/PI-DDPG

The actor network has four hidden layers each with 600 nodes, and employs a modified tanh function $0.5 \times (\tanh(x) + 1)$ as the activation function in the output layer to bound the actions, where the upper bound is the average rate of the user in the best channel conditions on the road when $P_{\text{max}}$ is used. The critic network first stacks the state and action together and then goes through four hidden layers each with 600 nodes, and has no activation function in the output layer. All the hidden layers in the actor and critic networks use the rectified linear unit (ReLU) as the activation function. We use Adam [14] for learning the model parameters with a learning rate of $10^{-4}$ and $10^{-3}$ for the actor and critic networks, respectively. For the critic network, we include $L_2$ weight decay of $10^{-4}$ to avoid over-fitting and use a discount factor of $\gamma = 1$.

We set $N_b = 2$ and $N_t = 2$ in the state. The update rate for the target networks is $\omega = 10^{-3}$. The replay memory size is $|\mathcal{D}_B| = 10^6$, and the mini-batch size for gradient descent is $|B| = 512$. The penalty coefficient is set as 0.1. The noise term $n_t$ follows Gaussian distribution with zero mean and the variance decreased linearly from 0.3 to 0.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the PE/PI-DDPG by comparing with the DDPG based on FC-DNNs.

A. Simulation Setup

Consider a cellular network with multiple BSs located along a straight line, and $K$ users move along a straight road across cells, as shown in Fig. 1. The inter-BS distances are 500 m, and the minimum distance between the BSs and the road is 200 m.
by the DDPG-based policies and the optimal policy, which is obtained by solving the problem \( [1] \) assuming perfect prediction of large- and small-scale channel gains.

Fig. 2. Return \( \sim \) episodes, averaged over 10 Monte Carlo trials (each with random initial user locations and accelerations) over 400 successive episodes.

In Fig. 2 we show the learning curves of the PE/PI-DDPG and the DDPG-based on FC-DNNs (with legend “DDPG”). Since there is no penalty in return after convergence, the negative of the converged return is the total energy consumed for all users. From Fig. 2(a), we can see that both DDPG-based policies can converge to the optimal policy. From Fig. 2(b), we can see that the PE/PI-DDPG approaches to the optimal policy much faster than the DDPG-based on FC-DNNs.

2) Sample Complexity: The sample complexity of DRL is defined as the minimal number of episodes to achieve an expected performance on the test set.

| Episode | Return |
|---------|--------|
| 1       | -10^4  |
| 2       | -10^5  |
| 3       | -10^6  |
| 4       | -10^7  |

In Table I, we compare the number of episodes required by PE/PI-DDPG to achieve the same expected return with the DDPG with FC-DNNs (simply denoted as “DDPG”). We can see that the compression ratio increases with the number of users. When \( K = 10 \), the sample complexity of the PE/PI-DDPG is much lower than the DDPG with FC-DNNs, i.e., the PE/PI-DDPG can converge three times faster.

3) Number of Free Parameters: In Table II, we provide the number of model parameters in the PE/PI-DDPG and the DDPG based on FC-DNNs (again denoted as “DDPG”). We can see that the compression ratio is \( 2/K^2 \), which coincides with \( [11] \). This indicates that the model size (and hence the memory to store the model for inference) of the PE/PI-DDPG is small for large number of users.

VI. CONCLUSION

In this paper, we strive to reduce the sample complexity and model size of DRL-based policy by harnessing symmetric priors. We optimized predictive power allocation for video streaming over wireless networks to minimize the average energy consumption under the QoS constraint of every mobile user with DDPG. By exploiting the permutation invariant and equivariant properties in the actor and critic networks, we constructed the two deep neural networks with parameter sharing. Simulation results showed that the number of episodes and the number of free model parameters required by the PI/PE-DDPG to achieve the same energy consumption of the DDPG based on FC-DNNs reduce quickly and even dramatically with the number of users. In fact, by designing the actor network as PI-DNN and the critic network as PE-DNN, the PI/PE-DDPG can adapt to the change of the number of users in addition to reducing the sample complexity and model size, which is important for mobile networks but will be evaluated in future.

| \( K \) | PE/PI-DDPG | DDPG | Compression Ratio |
|-------|------------|------|-------------------|
| 2     | 39,000     | 39,000 | 100%              |
| 5     | 80,000     | 130,000 | 61%              |
| 10    | 135,000    | 400,000 | 34%              |
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