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Abstract—Semantic segmentation of raw 3D point clouds is an essential component in 3D scene analysis, but it poses several challenges, primarily due to the non-Euclidean nature of 3D point clouds. Although, several deep learning based approaches have been proposed to address this task, but almost all of them emphasized on using the latent (global) feature representations from traditional convolutional neural networks (CNN), resulting in severe loss of spatial information, thus failing to model the geometry of the underlying 3D objects, that plays an important role in remote sensing 3D scenes. In this letter, we have proposed an alternative approach to overcome the limitations of CNN based approaches by encoding the spatial features of raw 3D point clouds into undirected symmetrical graph models. These encodings are then combined with a high-dimensional feature vector extracted from a traditional CNN into a localized graph convolution operator that outputs the required 3D segmentation map. We have performed experiments on two standard benchmark datasets (including an outdoor aerial remote sensing dataset and an indoor synthetic dataset). The proposed method achieves par state-of-the-art accuracy with improved training time and model stability thus indicating strong potential for further research towards a generalized state-of-the-art method for 3D scene understanding.

Index Terms—Graph Convolutional Network (GCN), deep learning, semantic segmentation, 3D scene understanding, feature learning, 3D point clouds.

I. INTRODUCTION

RAPID advances in consumer-grade 3D acquisition sensors, such as RGB-D cameras and LiDARs have enabled the reconstruction of high quality 3D scenes, which has led to an increased demand for faster and more reliable scene classification methods. The outcome of such sensors is usually a 3D point cloud providing the geometrical information of the underlying 3D scene. Semantic segmentation of these point clouds refers to assigning each point a certain known label and is one of most the fundamental task in the context of scene interpretation. However, the semantic segmentation of raw 3D point clouds remains a highly challenging task owing to the lack of implicit neighborhood relationships that exists between the points in 3D space. Furthermore, the point clouds do not possess regular geometries and lie in a non-Euclidean space, so there is not a single well-defined method that can enable convolution on raw 3D point clouds. Owing to the sparse irregularity of 3D point clouds, several researchers [1]–[3] have used a preprocessing step of voxelization prior to applying convolution, but doing this step adds another layer of expensive computation and the transformed structure loses most of the spatial arrangement of points, and therefore the network struggles to propagate the spatial features that can improve the overall segmentation results.

So, in order to encode the spatial features more effectively, several researchers have used graph representations for non-Euclidean datasets. For instance, Bronstein et al. [4], first coined the term geometric deep learning as an umbrella term for methods attempting to generalize deep neural networks on datasets that can be represented on a graph. However, Bruna et al. [5] proposed the first evidence of the generalization of graph convolutional networks in spectral domain, but without taking 3D translational factors into consideration. Moreover, Defferrard et al. [6] proposed a fast convolution that uses the Chebyshev polynomials recursively for high-dimensional non-Euclidean spectral graphs such as protein interaction networks or social networks. Furthermore, few researchers prefer the kernel-based approaches [7], [8], which is based on encoding the local spatial features using graph kernels that contain meaningful information which can greatly improve the classification results but may suffer from quadratic training complexity and higher memory footprint.

Fortunately, with the increasing use of convolutional neural networks (CNNs) in 2D image analysis and high availability of hardware resources (GPUs), there is a rapidly growing interest to directly process raw 3D point clouds using traditional CNNs [1], [9]–[11]. But, unlike 2D images, that lie in a finite Euclidean domain, 3D point clouds do not posses regular geometries and thus do not lie on a regular grid. It is because of this property, traditional CNNs fail to generalize well on objects at varying contextual scales. Furthermore, CNN-based methods overlook the pre-existing neighbourhood information inside the points in 3D space, that can be very beneficial when classifying objects at scale.

Recent studies predict that deep learning has proven to be a major breakthrough in many fields. In particular, there exists a number of challenges for using deep learning in remote sensing domain [12]. In this letter, we kept in mind the complexity of structural and spatial patterns in remote sensing.
II. PROPOSED NETWORK ARCHITECTURE

A. Graph Feature Encoder

A graph convolutional network (GCN) takes as input a graph $G$, with a finite number of vertices or nodes $v_x \in V$, and edges $e_{xy} \in E$, where $e_{xy} = \|v_x - v_y\|$ representing a neighbourhood connection between the vertices $v_x$ and $v_y$. The graph edges or the spatial connections between the points are represented as a weighted graph signal $M_{xy}$ that represents an entry $M_{x,y}$ into the adjacency matrix $M$, encoding a spatial connection between $v_x$ and $v_y$. Additionally, in order to calculate the value of $M_{x,y}$, we use the k-Nearest Neighbor algorithm, where k is a hyper-parameter and it represents the number of neighbors we calculate for each point based on the distance as illustrated in Fig 2. Furthermore, we use a Gaussian kernel to weigh the edges $e_{xy}$ of vertices $v_x$ and $v_y$, as given by equation (1):

$$M_{x,y} = \begin{cases} \exp\left(-\frac{\|v_x - v_y\|^2}{2\sigma^2}\right) & \text{if } \|v_x - v_y\| < \kappa \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (1)$$

where $\sigma$ represents the standard deviation, and $\kappa$ is the distance threshold on $\|v_x - v_y\|$, representing the Euclidean distance between the vertices $v_x$ and $v_y$.

Given the adjacency matrix $M \in \mathbb{R}^{N \times N}$, we use graph filtering techniques $[14], [15]$ for vertex-domain transformations. Specifically, we have used a normalized Laplacian matrix given by, $L(x) = I_n - D^{-\frac{1}{2}}MD^{-\frac{1}{2}}$, where $D$ represents the diagonal matrix of $M$ such that $D e_{xy} = \Sigma_{y} [M_{x,y}]$. The $g(x)$ or the graph mapping function is a linear transformation function with inputs $x$ and coefficients $\alpha_1, \alpha_2, ..., \alpha_n$,

$$g(x) = f_{\alpha}(L)x = \sum_{i=0}^{K} \alpha_i L^i(x)$$  \hspace{1cm} (2)$$

In spectral-based image analysis, some techniques $[16], [18]$ employ Chebyshev polynomials in order to approximate the
where the goal of our GCN is to find the optimal values of the graph filtering coefficients \( \{ \theta, \alpha \} \) by using the Chebyshev graph filter approximation given by equation \( 3 \). Furthermore, Defferrard et al. \[17\], provides evidence that using ChebyNet [17] in homogeneous graphs can prove to be very effective in 2D image analysis. Therefore, we have adopted a similar approach to ChebyNet \[17\], but we apply the method to heterogeneous graphs i.e. non-Euclidean 3D point clouds.

**B. Global Feature Extractor**

The unreasonable effectiveness of convolutional neural networks (CNNs) in 2D image analysis has motivated researchers to apply the same techniques to process raw 3D point clouds. PointNet \[9\] is one of the pioneer research that directly consumes raw 3D point clouds to extract the latent feature representation that is further classified into semantic labels. Furthermore, PointNet \[9\] uses a stack of 2D convolutional layers in a way that ensures invariance to geometric transformations and point cloud permutations. At that time, PointNet \[9\] outperformed all state-of-the-art approaches, mostly based on point cloud transformations.

In this letter, we have used an approach that is inspired by PointNet \[9\] to extract high order latent features prior to using GCN. This additional step adds more robustness to our architecture both in terms of performance (See section III for details) and reliability i.e. the model is invariant to permutations and geometric transformations. In order to perform this step, we have used a block of four 2D CNN layers of depth \[64, 64, 128, 1024\], that acts as global feature extractor and is passed as a template to the graph convolutional network. So, our GCN takes as input a high-dimensional feature vector \( \{ x_1^{(1)}, x_2^{(2)}, \ldots, x_{P}^{(P)} \} \in \mathbb{R}^{N \times P} \), where \( P \) represents the cardinality of the feature vector, instead of using the typical 3D cartesian coordinates \( \{ x, y, z \} \) \[19\].

**C. Graph Convolutional Network**

In our proposed methodology, the GCN takes as input the weighted graph signals \( M \in \mathbb{R}^{N \times N} \) and a feature vector \( X \in \mathbb{R}^{N \times P} \), and its goal is to find the optimal values of graph filtering coefficients given by equation \( 6 \). Furthermore, our GCN is defined as a non-linear translation function \( \delta \), that maps the graph nodes or points to propagate the spatial information corresponding to their relative positions in 3D space. An \( l \)-th GCN layer can be written as in equation \( 4 \)

\[
f(X^{(l)}, M) = \delta \left( X^{(l)} \theta^{(l)} M \right)
\]

where \( \theta \) corresponds to the learnable parameter of order \( K \). Moreover, our graph \( M \) can contain values of varying range, and therefore, our GCN cannot generalize effectively on graphs in varying spectral domains. So, we have used graph Laplacian for the purpose of normalization \( L(x) = I_n - D^{-\frac{1}{2}} M D^{-\frac{1}{2}} \), where \( D \) represents the diagonal matrix of \( M \) such that \( D_{ii} = \sum_j M_{ij} \). Intuitively, in symmetric normalization, we add all the rows of graph \( M \) such that it always sums to one \[14\]. So, equation \( 4 \) becomes,

\[
f(X^{(l)}, M) = \delta \left( X^{(l)} \theta^{(l)} \hat{D}^{-\frac{1}{2}} M \hat{D}^{-\frac{1}{2}} \right)
\]

where \( \hat{M} = M + I \) and \( I \) is the identity matrix. Additionally, we can use the inverse graph Fourier transform \[13\], to define a graph convolutional operator using the matrix of eigenvectors \( U^T m \) of the input graph signal \( m \) and \( U^T x \) of the feature vector \( x \),

\[
x \ast_G m = U(U^T x \odot U^T m)
\]

where \( \odot \) represents pointwise product. In the proposed method, we used three layers of graph convolutions with Chebyshev order \( K = 3 \), being a hyperparameter. The proposed architecture diagram can be visualized in Fig 1.

**III. EXPERIMENTS**

There is a long tradition of evaluating deep learning architectures on geospatial datasets, particularly ISPRS. The ISPRS Benchmark on Urban Object Detection and Reconstruction\[22\] offers many challenges in the geospatial domain, including 3D reconstruction, object detection and 2D/3D semantic segmentation. The outcome of these challenges are applied to real world remote sensing problems like building segmentation \[20\] in large metropolitan areas. In this letter, we have evaluated our architecture on Semantic3D benchmark dataset that contains outdoor scenes from various urban and rural environments.

**A. Datasets and Comparisons**

In our experiments, we have used two benchmarking datasets for indoor and outdoor scenes and the results are shown in Table \[1\].

1) S3DIS: We have benchmarked our method on the Stanford 3D dataset \[21\] that contains 271 indoor spaces in 6 different areas. The point clouds are divided into 1m by 1m blocks in a same way as in \[9\]. The dataset contains 13 semantic categories and 9 different features per point, but we only use 3 i.e. \( x, y, z \) coordinates for simplicity.

1. https://www2.isprs.org/commissions/comm2/wg4/benchmark/detection-and-reconstruction/
2) Semantic3D: Semantic3D [22] is by far the largest labelled 3D dataset containing point clouds from outdoor scenes, including both rural and urban environments. This dataset contains nearly 4 billion points including most of the scenes across central Europe collected with 30 terrestrial laser scanners. We have used the reduced-8 version of this dataset for training in our experiments, which has 8 different categories. Furthermore, we take the mean of intersection-over-union (IOU) of all the 8 classes in a similar way as defined in [22] as our benchmarking metric.

B. Implementation Details

The proposed architecture is trained using an Adam optimizer with a batch size of 32 and a learning rate of $1e^{-3}$. In this letter, we preprocess the datasets by dividing the point clouds into blocks of 1m by 1m area, with 4096 points per block. Furthermore, in order to avoid overfitting, we have used dropout regularization of 0.4 for CNN and 0.8 for GCN blocks, and a weight decay of $2e^{-4}$ to avoid complexity.

In order to train the network, we have used 2x NVIDIA Titan X GPUs with 64 GB on-board CPU memory for preprocessing and visualizations. However, the training time and memory consumption greatly depends on the order of Chebyshev polynomial $K$ given by equation 3. With increasing order of $K$, the size of $T_{L}$ increases with increase in sparsity and so does the overall performance of the network, but with quickly diminishing rates, as evident by Fig 3(a). Additionally, increasing the order of $K$ increases the overall training time and computational footprint. In this letter, we have trained our network on $K = 3$ for maximum performance and the total training time is 96 hours.

C. Performance Analysis

To further explain the architecture design goals, we investigate the roles of local (spatial) and global features in a unified architecture:

1) Effect of using spatial features: The traditional CNNs can prove to be very effective for Euclidean datasets, but many of the CNN based approaches [2], [9], [10] applied on 3D point clouds try hard to learn the spatial information of the underlying 3D objects in the illuminated scenes. It is because the 3D point clouds are unstructured, and they do not possess regular geometries, therefore, we cannot define a single convolution operation that can learn the underlying

| Method          | mean IOU | mean Accuracy |
|-----------------|----------|---------------|
| Pointnet [9]    | 47.6     | 78.3          |
| MS+CU [24]     | 49.7     | 81.1          |
| DGCNN [25]     | 56.1     | 84.1          |
| Pointnet++ [10] | 53.2     | -             |
| ResGCN-28 [26] | 60.0     | 85.9          |
| Ours (GCN Only) | 60.6     | 87.6          |
| Ours            | 61.7     | 86.3          |

TABLE I: Quantitative results on S3DIS and Semantic3D benchmark datasets: The mean IOU and accuracy is calculated as an average of IOUs and accuracies of all categories.

2) Effect of using global features: Using only the spatial features is not enough, because there can be $N!$ possible permutations of 3D objects and the GCN alone is not invariant to all permutations. For this reason, we extract a high dimensional feature vector containing embeddings that serve as a template for graph convolutional network. This adds extra precision and reliability to our network across different scenes with varying object geometries and scales (Refer to Fig 3(b)). Additionally, our network preserves the spatial information across the entire network because we encode this information into graphs that are symmetric by nature.

The final results are shown in Table I and it is evident that our network achieves on par state-of-the-art performance compared to existing architectures with added spatial features and the performance is further increased by using latent features. Furthermore, the results of testing on Semantic3D benchmark dataset can be visualized in Fig 4. There are some classification errors for smaller non-obvious objects which are highlighted in the figure.

IV. CONCLUSION

In this letter, an end-to-end deep-feature based graph convolutional network that preserves the spatial geometry of 3D objects has been presented. The proposed method of embedding the point clouds using graph representation highlights the importance of using spatial features for the task of 3D semantic segmentation. Moreover, the proposed network uses traditional CNNs to extract 3D latent features that serves as a meaningful template for the GCN and also provides geometric invariance which in turn increases the reliability of our network across a variety of scenes. The first evaluation has shown promising potential on indoor and outdoor scenes from two standard

Fig. 3: Performance Analysis based on, (a) The effect of using different Chebyshev order $K$ on the overall mIOU, and (b) The convergence rate using test loss on S3DIS dataset.
benchmarking datasets, but the proposed network has high computational footprint due to using static graphs. In the future work, we intend to optimize the static graph conversion process by using the dynamic subgraphs during the training process and will also incorporate a separate module that will propagate the latent (global) features between the subgraphs, potentially improving the overall classification results.

**REFERENCES**

[1] S. Kumawat, “Lp-3 dcnn : Unveiling local phase in 3 d convolutional neural networks,” 2019.

[2] C. R. Qi, H. Su, M. Nießner, A. Dai, M. Yan, and L. Guibas, “Volumetric and multi-view cnns for object classification on 3d data,” 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp. 5648–5656, 2016.

[3] H. Su, S. Maji, E. Kalogerakis, and E. Learned-Miller, “Multi-view convolutional neural networks for 3d shape recognition,” 05 2015.

[4] M. M. Bronstein, J. Bruna, Y. LeCun, A. Szlam, and P. Vandergheynst, “Geometric deep learning: Going beyond euclidean data,” IEEE Signal Processing Magazine, vol. 34, no. 4, pp. 18–42, 2017.

[5] J. Bruna, W. Zaremba, A. Szlam, and Y. LeCun, “Spectral networks and locally connected networks on graphs,” 12 2013.

[6] M. Defferrard, X. Bresson, and P. Vandergheynst, “Convolutional neural networks on graphs with fast localized spectral filtering,” 06 2016.

[7] R. I. Kondor and J. D. Lafferty, “Diffusion kernels on graphs and other discrete input spaces,” in Proceedings of the Nineteenth International Conference on Machine Learning, ser. ICML ’02. San Francisco, CA, USA: Morgan Kaufmann Publishers Inc., 2002, p. 315–322.

[8] M. Togninalli, M. E. Ghisu, F. Llinares-López, B. Rieck, and K. M. Borgwardt, “Wasserstein weisfeiler- lehman graph kernels,” CoRR, vol. abs/1906.01277, 2019. [Online]. Available: http://arxiv.org/abs/1906.01277

[9] C. R. Qi, H. Su, K. Mo, and L. Guibas, “Pointnet: Deep learning on point sets for 3d classification and segmentation,” 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp. 77–85, 2017.

[10] C. R. Qi, L. Yi, H. Su, and L. Guibas, “Pointnet++: Deep hierarchical feature learning on point sets in a metric space,” in NIPS, 2017.

[11] H. Su, V. Jampani, D. Sun, S. Maji, E. Kalogerakis, M.-H. Yang, and J. Kautz, “Splatnet: Sparse lattice networks for point cloud processing,” 06 2018, pp. 2530–2539.

[12] X. Zhu, D. Tuia, L. Mou, G.-S. Xia, L. Zhang, F. Xu, and F. Fraundorfer, “Deep learning in remote sensing: A comprehensive review and list of resources,” IEEE Geoscience and Remote Sensing Magazine, vol. 5, pp. 8–36, 12 2017.

[13] Z. Wu, S. Pan, F. Chen, G. Long, C. Zhang, and P. S. Yu, “A comprehensive survey on graph neural networks,” IEEE transactions on neural networks and learning systems, 2020.

[14] T. N. Kipf and M. Welling, “Semi-supervised classification with graph convolutional networks,” CoRR, vol. abs/1609.02907, 2016. [Online]. Available: http://arxiv.org/abs/1609.02907

[15] Y. Zhang and M. Rabbat, “A graph-cnn for 3d point cloud classification,” 04 2018, pp. 6279–6283.

[16] D. K. Hammond, P. Vandergheynst, and R. Gribonval, “Wavelets on graphs via spectral graph theory,” Applied and Computational Harmonic Analysis, vol. 30, no. 2, pp. 129–150, Mar. 2011. [Online]. Available: https://hal.inria.fr/inria-00541855

[17] M. Defferrard, X. Bresson, and P. Vandergheynst, “Convolutional neural networks on graphs with fast localized spectral filtering,” in Proceedings of the 30th International Conference on Neural Information Processing Systems, ser. NIPS’16. Red Hook, NY, USA: Curran Associates Inc., 2016, p. 3844–3852.

[18] D. I. Shuman, S. K. Narang, P. Frossard, A. Ortega, and P. Vandergheynst, “The emerging field of signal processing on graphs: Extending high-dimensional data analysis to networks and other irregular domains,” IEEE Signal Processing Magazine, vol. 30, no. 3, pp. 83–98, May 2013.

[19] Y. Zhang and M. Rabbat, “A graph-cnn for 3d point cloud classification,” 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 6279–6283, 2018.

[20] Y. Shi, Q. Li, and X. X. Zhu, “Building segmentation through a gated graph convolutional neural network with deep structured feature embedding,” ISPRS Journal of Photogrammetry and Remote Sensing, vol. 159, pp. 184 – 197, 2020. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S092427161930259X

[21] I. Armeni, S. Sax, A. Zamir, and S. Savarese, “Joint 2d-3d-semantic data for indoor scene understanding,” ArXiv, vol. abs/1702.01105, 2017.

[22] T. Hackel, N. Savinov, L. Ladicky, J. D. Wegner, K. Schindler, and M. Pollefeys, “SEMIANTIC3D.NET: A new large-scale point cloud classification benchmark,” in ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, vol. IV-W1, 2017, pp. 91–98.

[23] F. Engelmann, T. Kontogiannni, A. Herrmans, and B. Leibe, “Exploring spatial context for 3d semantic segmentation of point clouds,” 10 2017, pp. 716–724.

[24] Y. Wang, Y. Sun, Z. Liu, S. Sarma, M. Bronstein, and J. Solomon, “Dynamic graph cnn for learning on point clouds,” ACM Transactions on Graphics, vol. 38, 01 2018.

[25] G. Li, M. Müller, G. Qian, I. C. Delgadillo, A. Abualshour, A. Thabet, and B. Ghanem, “Deepgcns: Making gcns go as deep as cnns,” 2019.

[26] Q. Hu, B. Yang, L. Xie, S. Rosa, Y. Guo, Z. Wang, N. Trigoni, and L. Guibas, “Kpconv: Flexible and deformable convolution for point clouds,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2020.

[27] G. Truong, S. Z. Gilani, S. Islam, and D. Suter, “Randla-net: Efficient semantic segmentation of large-scale point clouds,” Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2020.

[28] H. Thomas, C. R. Qi, J. Deschaud, B. Marcotegui, F. Goulette, and L. Guibas, “Kpconv: Flexible and deformable convolution for point clouds,” in 2019 IEEE/CVF International Conference on Computer Vision (ICCV), 2019, pp. 6410–6419.

[29] L. Landrieu and M. Simonovsky, “Large-scale point cloud semantic segmentation with superpoint graphs,” 06 2018.