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Abstract
This paper presents a CNN-based fully unsupervised method for motion segmentation from optical flow. We assume that the input optical flow can be represented as a piecewise set of parametric motion models, typically, affine or quadratic motion models. The core idea of this work is to leverage the Expectation-Maximization (EM) framework. It enables us to design in a well-founded manner the loss function and the training procedure of our motion segmentation neural network. However, in contrast to the classical iterative EM, once the network is trained, we can provide a segmentation for any unseen optical flow field in a single inference step, with no dependence on the initialization of the motion model parameters since they are not estimated in the inference stage. Different loss functions have been investigated including robust ones. We also propose a novel data augmentation technique on the optical flow field with a noticeable impact on the performance. We tested our motion segmentation network on the DAVIS2016 dataset. Our method outperforms comparable unsupervised methods and is very efficient. Indeed, it can run at 125fps making it usable for real-time applications.

1 Introduction
Motion segmentation is a major computer vision problem, whose goal is to divide a frame into motion-related coherent segments. Coherence must be understood with respect to a given property expressed by motion features, parametric motion models, or even higher-level motion information. Depending on the formulation of the problem or the need of the application, segments can be layers, i.e., non-necessarily connected subsets of points, or regions, i.e., connected segments, forming a partition of the image grid. Motion segmentation is a relevant step or tool for many applications covering video editing, video interpretation, biomedical imaging, robot vision, and autonomous navigation, to name a few.

Motion segmentation is a complex problem investigated for decades, but there are still open questions. Indeed, it combines topology and information aspects in an intricate way. By topology, we mean the partition of the frame constituting the output of the segmentation. By information, the type of features or motion models it relies on. This all results in a chicken-and-egg problem: estimating easily and correctly the involved motion models require an available partition, getting an accurate and reliable partition imply available motion models driving the segmentation.

This problem can be addressed with latent variables, which usually imposes an alternate optimization strategy. The expectation-maximization (EM)
algorithm is certainly the flagship solution for a statistical approach of this problem [13]. Several extensions to the original EM were proposed as the Classification EM (CEM) introduced in [8], where emphasis is put on the clustering issue of the problem beyond the mixture model one. However, EM relies on hand-crafted features, and leads to time-consuming iterative algorithms. On the other hand, deep learning, and more precisely, convolutional neural networks (CNN), have now become the most effective key solution for image and motion segmentation [2, 20, 41, 42]. Nevertheless, network design always requires choices, and the training step remains an important issue. Supervised learning provides high accuracy but manual annotation of ground-truth motion segmentation maps is very cumbersome. Unsupervised training is thus preferable but trickier.

In this paper, we aim to bring the two, EM and CNN, together in order to design a principled and efficient unsupervised motion segmentation method. By unsupervised, we mean that we do not resort to any ground-truth and manual annotation, both for the training stage (in the loss function), and for the selection of the optimal trained network model. As we want to address general-purpose motion segmentation without anticipating any given application, we cope with the segmentation of the optical flow. Indeed, the optical flow arries all the information related to the motion between two successive frames of a video.

We represent the input optical flow as a piecewise set of parametric motion models, typically affine or quadratic ones, each of them characterizing motion in one segment (i.e., layer or region). Thus, we formulate motion segmentation as a clustering problem based on a mixture of models, or equivalently, as a piecewise linear regression problem, where finding supports (segments) and estimating the motion models are intertwined issues. We investigate an EM approach transposed to a CNN-based framework. More precisely, EM is the well-founded basis for the design of the loss function and consequently the training stage of the motion segmentation network. Once trained, our network is able to segment each frame of the video without any iteration and any motion model estimation. Let us mention the related framework of mixture density networks [6], where a neural network is combined with a mixture density model. However, it does not rely on EM. Let us outline that our approach could be extended to any image segmentation problem where the segment coherence is expressible by a polynomial model or more generally a parametric model.

We demonstrate the efficiency and accuracy of our original unsupervised approach on the segmentation of independently moving objects in videos, by evaluating its performance on the DAVIS2016 dataset [40].

The main contributions of our work can be summarized as follows:

- We infer a principled, unsupervised, CNN-based segmentation framework from the EM algorithm;
- We introduce a new data augmentation scheme adapted to optical flow fields;
- We are able to segment in an fast and non-iterative way multiple independent moving objects using optical flow only;
- Experiments on the DAVIS2016 dataset show that our method outperforms, both in terms of accuracy and computational efficiency, comparable unsupervised methods.

This paper is organized as follows. Section 2 describes related work on motion segmentation. In Section 3, we formulate the motion segmentation problem through the EM framework. We present in Section 4 how we leverage the EM algorithm to design the loss function, the architecture and the neural network training procedure. Section 5 reports extensive experiments with comparison to other existing methods on the DAVIS2016 dataset. Finally, Section 6 provides concluding remarks.

2 Related work on motion segmentation

In this section, we comment works related to motion segmentation. For the ease of the presentation, we
organize it into three parts, even though they may overlap or a given work may fall into several categories. First, we deal with video object segmentation, where the focus is on primary moving objects (usually a single one followed by the camera). The second category targets the detection of independently moving objects in the scene viewed by a mobile camera. The last one is concerned with image motion segmentation in a more general perspective.

2.1 Video object segmentation

The focus of video object segmentation (VOS) is on segmenting primary objects (typically, a single one) moving in the foreground of a scene and usually followed by the camera. VOS delivers a binary segmentation, primary object versus background. Nevertheless, it may occur that the background contains moving objects as well, as in some videos of the DAVIS2016 dataset [40]. The availability of large annotated VOS datasets makes the use of supervised deep-learning techniques possible for VOS. Using jointly object appearance and motion improves performance in VOS as demonstrated for example in [9] with a two-branch segmentation network, or in [12] with a learning-based spatiotemporal grouping method. In [43], one convolutional and one recurrent network are jointly trained to segment moving objects. A close formulation is proposed in [22] with a two-stream fully convolutional neural network combining an appearance module with an optical-flow module.

Unsupervised VOS methods have also been developed. The one described in [39] exploits image motion boundaries and appearance models to recognize moving objects throughout videos. In [18], the authors assume that the moving object has distinctive low-level appearance and motion features (i.e. orientation and magnitude of flow vectors), compared to the background. They use a Tukey-inspired measure to detect outlier pixels in the images, and label them as belonging to moving objects. In [53], the authors set up an adversarial framework between a generator network producing a hiding mask on the optical flow, and an inpainter network trying to inpaint the flow inside the mask. The rationale is that independent motion cannot be predicted by the surrounding motion. However, this method might also be sensitive to static objects in the foreground generating parallax motion as shown in [32]. In [30], co-attention mechanisms are defined over multiple frames and implemented through a Siamese network.

In a different setting, the method described in [31] uses optical flow to confirm the validity of a spatial segmentation by assessing that the collective motion of the pixels is coherent in the regions segmented by the network. As we do, they estimate parametric motion models using an external optimization technique in the network forward pass. However, they do not leverage an EM-based coherence loss as done in our method, and they base their work on a reconstruction loss. In addition, their framework is bounded to use Ordinary Least Square to keep the loss differentiable, which does not allow to introduce robust loss functions as we can do. As a consequence, their method may be disturbed by systematic noise in the input optical flow.

2.2 Segmentation of independently moving objects

When the camera is moving, all points in the image exhibit apparent motion. A frequent goal is to segment areas corresponding to objects really moving in the viewed scene, also designated as independently moving objects, or shortly, as independent motions. The output can be either a binary segmentation as in VOS, but this time all independently moving objects on one side and the static background on the other, or, less often, a multi-label segmentation, each moving object being identified by a different label.

A first approach is to cancel the dominant motion in the image generally due to the camera motion. A classical way to compute the dominant motion is to estimate a parametric motion model, affine or quadratic, with a robust function [37]. However, a single model cannot usually encompass an entire static scene with objects at different depths. Such a scene configuration raises the motion parallax issue: distinctive segments in the optical flow corresponding to static objects in the foreground. Different alternatives have been investigated to solve this problem:
a stratification of the moving object-detection problem into scenarios from 2D to 3D based on geometrical cues [21], projective geometry criteria to distinguish motion segments generated by independently moving objects from those induced by static objects in the scene foreground [11], multi-frame monocular epipolar constraint of the camera motion [14], the flow angle likelihood and 3D rigid motion models in [4], long-term analysis by classifying trajectories as background (homography models) or foreground [49]. In [35], the authors circumvent the problem by using the orientation of the flow vectors, not depending on depth, but this only works for a translating camera.

A supervised learning method is defined in [46] to infer relevant motion patterns and consequently identify independently moving objects. It is based on a fully convolutional network trained with synthetic video sequences along with their ground-truth optical flow and motion segmentation maps. Another approach is to compute the so-called static scene flow, that is, the image motion of the whole static scene, induced by the camera motion. Then, independently moving objects can be identified against this static scene flow as in [41], where a competitive collaboration between several networks is designed. However, it requires additional ingredients, including the availability of the camera intrinsic parameters, the accurate estimation of the scene depth and of the camera pose. The authors in [5] only compensate the rotational component of the camera motion, but still need the camera intrinsic parameters.

2.3 Segmentation of 2D image motion

A broader perspective is to partition the 2D motion between two successive frames of the video whatever the source of every individual motion. It is then a “pure” multi-label segmentation problem. Seminal works on image motion segmentation into layers [1, 48] or into connected regions [7, 38] take two successive images as input and estimate a polynomial motion model (typically, affine models) per layer or per region. These methods are respectively based on a clustering framework [48], on MDL encoding [1], on Markov Random Fields (MRF) with least-square [7] or on a robust estimation of the parametric motion models [38].

Subsequently, other paradigms were investigated. Let us quote the estimation of a non-parametric mixture with a variant of the EM algorithm and the use of Green’s functions [50], a multi-frame approach based on graph cuts with occlusion detection [51], a continuous minimization of a single functional involving implicit multiphase level set implementation and favoring motion boundaries of minimal length [10], a level set formulation and motion representation with several basis functions [47], the introduction of depth-ordered MRFs and a graph-cut optimization method over several frames [14], the use of large time windows, point trajectories and spectral clustering [36], and the simultaneous handling of many tracks along with statistics from the appearance model and temporal consistency [26].

The advent of deep learning and the availability of efficient optical flow methods have recently led to new categories of methods. These methods take as input directly the optical flow computed between two successive images, and adopt convolutional neural networks. In [54], the designed network comprises several components, feature encoding, iterative binding, decoding to layers, and flow reconstruction. The loss function involves an entropy term to make masks as binary as possible, and a temporal consistency term. Besides, it leverages the slot attention mechanism introduced in [29]. In [52], the motion segmentation problem is handled as a multi-type subspace clustering problem by learning nonlinear subspace filters with stacked multi-layer perceptrons. Then, for inference, the authors apply K-means to the output embeddings. In [25], the segmentation of moving objects is extended to the recovery of the whole object (i.e., so-called amodal segmentation) even in case of partial occlusion or temporary static state. The authors resort to multi-frame analysis and transformer encoder. If no manual annotation is required, their method is nevertheless supervised owing to synthetic dataset mimicking these configurations and providing ground-truth annotations.
3 Motion segmentation as an EM problem

The core idea of our work is to leverage the Expectation-Maximization framework to design in a well-founded manner the loss function and the training procedure of our motion segmentation neural network. In this section, we first describe one possible way to use the EM algorithm for optical flow segmentation.

Optical flow \( f \in \mathbb{R}^{2 \times W \times H} \) is a vector field defined over an image grid \( \Omega \) of size \( W \times H \). We denote by \( f_i \in \mathbb{R}^2 \) the motion vector associated to each site \( i \in \Omega \) of this grid. We make the assumption that any optical flow field can be decomposed in a set of \( K \) segments or layers, each one grouping a (possibly non-connected) part of the image grid and exhibiting a coherent motion. In order to enforce coherence, we choose to represent the motion field within each segment \( k \) with a parametric model defined by parameters \( \theta_k \). We denote \( \theta = \{ \theta_k, k = 1, \ldots, K \} \). In practice, we use polynomial motion models, typically affine (first-degree polynomial) or quadratic (second-degree polynomial) models. Their interest lies in both an easy physical interpretation and an efficient estimation. For instance, a specific 8-parameters quadratic motion model corresponds to the projection, into the image plane, of the rigid motion of a 3D planar surface. Our method could nevertheless accommodate other types of parametric models.

From this assumption, we can write the likelihood of the optical flow field \( f \) given the set of parameters \( \theta \), as \( p(f|\theta) \). In order to make explicit the partition of \( f \) into \( k \) segments and the associated individual \( \theta_k \)'s, we introduce latent variables \( z \) such that \( p(z_i = k|f_i, \theta) \) represents the probability that site \( i \) belongs to layer \( k \). Assuming conditional independence, the logarithm of the likelihood can be written as below in step 1 of eq.(1). Then, we introduce the \( z \) variables (steps 2 and 3 of eq.(1)), and we finally straightforwardly make any positive distribution \( q \) appear (step 4 of eq.(1)). We have:

\[
\log(p(f|\theta)) = \log \prod_i p(f_i|\theta) \\
= \log \prod_i \sum_k p(f_i, z_i^k|\theta_k) \\
= \sum_i \log \sum_k p(f_i, z_i^k|\theta_k) \\
= \sum_i \log \sum_k q(z_i^k) \frac{p(f_i, z_i^k|\theta_k)}{q(z_i^k)}, \quad (1)
\]

where \( z_i^k \triangleq [z_i = k] \). Maximizing \( \log(p(f|\theta)) \) w.r.t. \( \theta \) is obviously complicated, even if it boils down to \( k \) maximizations w.r.t. the \( \theta_k \)'s. Indeed, variables \( z_i \) are hidden. To maximize eq.(1) w.r.t. \( \theta_k \), variables \( z_i \) must be available. Accordingly, we need to maximize also w.r.t. the \( z_i \)’s.

However, we can use the Jensen’s inequality \( (h(E[x]) \geq E[h(x)] \) for any concave function \( h \), as done in classical EM [34], in order to build a lower bound \( l(\theta) \) of the log-likelihood \( \log(p(f|\theta)) \). We get

\[
l(\theta) = \sum_i \sum_k q(z_i^k) \log \frac{p(f_i, z_i^k|\theta_k)}{q(z_i^k)} \\
= \sum_i \sum_k q(z_i^k) \log p(f_i, z_i^k|\theta_k) \\
- \sum_i \sum_k q(z_i^k) \log q(z_i^k), \quad (2)
\]

where the first term of eq.(2) is the expectation over \( q(z_i) \) of \( \log p(f_i, z_i|\theta) \) and the second term is the entropy that we note \( \mathcal{H} \). The resulting expression of the lower bound is:

\[
l(\theta) = \sum_i \mathbb{E}_{q(z_i)}[\log p(f_i, z_i|\theta)] + \sum_i \mathcal{H}(q(z_i)). \quad (3)
\]

In the classical EM algorithm, one usually takes \( q(z_i^k) \triangleq p(z_i^k|f, \theta_k) \). Then, one alternates between an expectation step where \( q(z_i^k), \forall i, k \) is estimated, and a maximization step where \( l(\theta) \) is maximized w.r.t. the \( \theta_k \)’s. Alternating those two steps monotonically increases the log-likelihood until it reaches a local optimum [34].

5
4 CNN-based motion segmentation

In our case, we resort to a neural network \( g_\phi(f) \), taking as input the optical flow \( f \) and parameterized by \( \phi \), to produce the motion segmentation, i.e., to perform the expectation step. The motivation is that, by doing so, we can access a large family of functions. Most importantly, after the training stage, the network will be able to infer the motion segmentation without iterating and without being affected by the initialization of the motion model parameters since they are not needed anymore at inference time, in contrast to the classical EM algorithm. The overall flowchart of our method, including training and inference steps, is given in Fig.1.

4.1 EM-driven network specification

Coming back to eq.(2) and following the choice expressed above, we take \( g_\phi(f)^k_i \) as \( q(z^k_i) \), where \( g_\phi(f)^k_i \) is the probability (prediction) given by the network for the site \( i \) to belong to segment \( k \) given the input optical flow \( f \). The lower bound now depends on two sets of parameters, \( \theta \) and \( \phi \), and writes:

\[
\begin{align*}
\ell(\theta, \phi) &= \sum_i \sum_k g_\phi(f)^k_i \log p(f_i, z^k_i | \theta_k) \\
&\quad - \sum_i \sum_k g_\phi(f)^k_i \log g_\phi(f)^k_i \\
&\quad = \sum_i \mathbb{E}_{g_\phi(f)}[\log p(f_i, z_i | \theta)] + \sum_i \mathcal{H}(g_\phi(f)^k_i),
\end{align*}
\]

where we alternatively optimize with respect to \( \theta \) and \( \phi \) for the training stage as follows:

\[
\begin{align*}
\theta^* &= \arg \max_\theta \sum_i \sum_k g_\phi(f)^k_i \log(p(f_i, z^k_i | \theta_k)) \\
\phi^* &= \arg \max_\phi \sum_i \sum_k g_\phi(f)^k_i \log(p(f_i, z^k_i | \theta^*_k)) \\
&\quad + \sum_i \mathcal{H}(g_\phi(f)^k_i).
\end{align*}
\]

As previously described in [19], the entropy of the predicted segmentation \( \mathcal{H}(g_\phi(f)^k_i) \) naturally arises in eq.(6). Entropy measures statistical uncertainty and is maximized for \( g_\phi(f)^k_i = \frac{1}{K}, \forall i, k \). It acts as a regularization term balancing the likelihood term to avoid falling too quickly into (inappropriate) local optima.

Regarding the optimization on \( \theta \), we can reach a local optimum using an off-the-shelf iterative algorithm. However, we can only perform a gradient descent step for the optimization with respect to the network weights \( \phi \).

In order to gain intuition on how the network is learning to produce the motion segmentation, following [34], we rewrite the lower bound as:

\[
\begin{align*}
\ell(\theta, \phi) &= \sum_i \sum_k g_\phi(f)^k_i \log \frac{p(f_i, z^k_i | \theta_k)}{g_\phi(f)^k_i} \\
&= \sum_i \sum_k g_\phi(f)^k_i \log \frac{p(z^k_i | f_i, \theta_k)}{g_\phi(f)^k_i} \\
&\quad + \sum_i \log p(f_i | \theta) \sum_k g_\phi(f)^k_i \\
&= -\sum_i \mathbb{KL}[g_\phi(f)^k_i || p(z_i | f_i, \theta)] + \log(p(f | \theta)).
\end{align*}
\]

Consequently, the optimization step over the network weights is defined by:

\[
\phi^* = \arg \min_\phi \sum_i \mathbb{KL}[g_\phi(f)^k_i || p(z_i | f_i, \theta^*)],
\]

where we minimize the KL-divergence between the segmentation produced by the network and the segmentation linked to the optimal parameters \( \theta^* \). Thus, the network is trained to produce a segmentation for a given set of parameters. As the quality of the network segmentation improves, so does the quality of the estimated \( \theta^* \), pushing the network weights to produce a better segmentation.

4.2 Flow likelihood and loss function

In the previous section, we described the overall training process. In this section, we address the definition of the different terms of the loss function.

First, we decompose the joint probability in eq.(4) into a likelihood and a prior:

\[
p(f_i, z^k_i | \theta_k) = p(f_i | z^k_i, \theta^k)p(z^k_i).
\]
**Training step:** First, we segment the optical flow field $f$ with the neural network $g_\phi$. Then, we get the optimal parametric motion models $\{f_{\theta_k}\}_{k=1,...,K}$ within each probabilistic segmentation masks $\{g_\phi(f)^k\}_{k=1,...,K}$ using (13). Finally, we update the parameters $\phi$ of the neural network using (14), where the loss function is defined in (12). This training step is performed iteratively over each batch $B$ (of size 1 in this illustration).

**Inference step:** We directly apply the trained network $g_{\phi^*}$ to any new unseen optical flow field $f$ to obtain the probabilistic segmentation masks $\{g_{\phi^*}(f)^k\}_{k=1,...,K}$. Note that there is no estimation of the motion models $\{f_{\theta_k}\}_{k=1,...,K}$ in the inference step in contrast to the training step. For the sake of visualization, optical flows and polynomial motion models are represented with the HSV color code, but actually, the flow field $f$ used as input of the neural network is taken as a 2D vector field. We have a two-channel input.

The likelihood $p(f_i, z_i^k|\theta_k)$ assesses how the estimated parametric motion model in a given region fits the observed flow in this region. In this work, we use a uniform prior for $p(z_i^k)$. Nevertheless, we could adopt a more complex prior, if we wanted to influence the size of each region for instance.

An important point of our design is to specify the form of the likelihood $p(f_i|z_i^k, \theta_k)$ that is used to
compare the input optical flow with the parametric flow for a given set of parameters \( \theta \). In practice, since our parametric motion models are dependent on the position of the points on the 2D space, we introduce a deterministic function \( c(i) \) that maps the site \( i \) to a polynomial expansion involving its coordinates. More specifically, for a 6-parameter affine motion model, we set \( c(i) = [1, x_i, y_i] \); for a full 12-parameter quadratic model, we set \( c(i) = [1, x_i, y_i, x_i^2, x_i y_i, y_i^2] \). The likelihood evaluates the distance between the input flow vectors \( f \) and the parametric flow vectors \( f_{\theta_k} \equiv \theta_k^T \cdot c(i), \forall k, i \). Its general form is given by:

\[
p(f_i|z_i^k, \theta_k) = \frac{1}{Z} \exp(-\delta(f_i, \theta_k^T \cdot c(i))), \tag{10}\]

where \( \delta : \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R} \) is a distance function to define. If \( \delta \) verifies \( \delta(a + b, a) = \delta(b, 0) \), which we verified for all tested distance functions, then \( Z \) is only dependent on the function \( \delta \) and not on its input. This allows us to perform optimization without explicitly computing \( Z \).

The choice of the distance function \( \delta \) is central in our approach, as it is used both for the estimation of the parametric motion models and for the training of the network (see eq.(5) and eq.(6)). Robust loss functions can be beneficial as thoroughly investigated in [3]. We consider the following distance functions:

- Squared \( L_2 : \delta(f_i, \theta_k^T \cdot c(i)) = ||f_i - \theta_k^T \cdot c(i)||_2^2 \)
- \( L_2 \) norm : \( \delta(f_i, \theta_k^T \cdot c(i)) = ||f_i - \theta_k^T \cdot c(i)||_2 \)
- \( L_1 \) norm : \( \delta(f_i, \theta_k^T \cdot l(i)) = ||f_i - \theta_k^T \cdot c(i)||_1 \)

\( L_1 \) (due to the absolute function involved) and \( L_2 \) (due to the square root of the sum involved) norms bring robustness to outliers in the optical flow field, in contrast to the squared \( L_2 \).

We define the loss of our model as

\[
L(f, \theta, \phi) = -ll(\theta, \phi). \tag{11}\]

Where \( ll(\theta, \phi) \) is given by eq.(4). Taking into account eq.(10), we formulate the loss function as:

\[
L(f, \theta, \phi) = \frac{1}{\alpha} \sum_i \sum_k g_\phi(f_i^k) \delta(f_i, \theta_k^T \cdot c(i)) \]

\[
+ \sum_i \sum_k g_\phi(f_i^k) \log g_\phi(f_i^k) + I \log(Z \ast K), \tag{12}\]

where \( \alpha \) is related to the uncertainty in the flow measure and the resulting adequacy of the parametric motion model. It allows us to balance the likelihood, prior and entropy parts of the loss. We use \( \alpha = 10^{-2} \) in all our experiments, but in practice the network model is fairly robust to the choice of this hyperparameter.

### 4.3 Network training and data augmentation

During the training, we minimize the loss function \( L \) over a dataset of optical flow fields. For each input flow field \( f \) of the training dataset, we minimize \( L(f, \theta, \phi) \) with respect to each parameter. This alternate optimization is performed over every batch \( B \) as follows:

\[
\theta^* = \arg \min_\theta \sum_{f \in B} L(f, \theta, \phi^t) \tag{13}\]

\[
\phi^{t+1} = \phi^t - \gamma \nabla_\phi \sum_{f \in B} L(f, \theta^*, \phi), \tag{14}\]

where \( t \) is the iteration number, \( f \) the input optical flow field and \( \gamma \) the learning rate.

In practice, we use an optimizer to estimate \( \theta^* \) and an automatic differentiation to compute the gradients with respect to \( \phi \). As described in subsection 4.1 and in our computation graph presented in Fig.2, we consider \( \theta^* \) as fixed in the gradient step with respect to \( \phi \), making \( \nabla_\phi L(f, \theta^*, \phi) \) trivial to compute using automatic differentiation. Pratical details are provided in subsection 5.1.

As this has been proven beneficial in many computer vision problems, we proceed to data augmentation to train the motion segmentation network. However, the input data are not images but optical flows.
$m \triangleq q_\phi(f)$ denotes the set of arrays (as many as masks) collecting the probability for each site of the input flow field to belong to each mask. $\theta$ is the set of the motion model parameters, and $\phi$ the set of the network parameters. In our method, we are alternatively optimizing w.r.t. $\theta$ (optimization 1) and $\phi$ (optimization 2).

In our case, which led us to define an original data augmentation procedure. We add to each optical flow field of the dataset a parametric motion model whose parameters are drawn at random. This has the advantage of multiplying the flow configurations, while keeping the same flow structure as in the initial sample, i.e., the same target segmentation to predict. Thus, we train the network to be invariant to the global motion field, which we identify as being one of the most important challenges for generalization.

4.4 Related work on EM and deep learning

To conclude this section, we explain how our approach differs from three other neural networks based works that somehow make use of EM.

In [27], the EM paradigm is involved in the network designed for semantic segmentation. However, the purpose is quite different since they exploit the EM algorithm in the attention mechanism. It allows them to iteratively estimate a compact set of bases used to compute the attention maps.

The EM framework also plays a role in [16, 17] in the design of the neural network architecture concerned with a perceptual grouping task. However, their approach differs in several ways. First, their method remains iterative. It starts from parameters specifying each component (as our motion parameters $\theta$), but the network iteratively refines them in the inference stage, so that this network remains dependent on the initialization. Another big difference with our method lies in the network architecture itself, which includes two branches and is implemented as a recurrent neural network. Since both methods rely on an iterative inference process directly implementing EM, they rather belong to the class of algorithm unfolding techniques [33].

5 Experimental results

5.1 Implementation details

Optical flow fields are computed on the original video frames using the RAFT method [45]. Then, we downsample them to obtain $128 \times 224$ vector fields provided as input into the network. The resulting segmentation is subsequently upsampled to the original frame size for evaluation on the ground truth. It allows us to perform much more efficient training and inference stages.

We choose the full quadratic motion model with 12 parameters to represent the optical flow within each segment $k$:

$$f_{\theta_k}(x, y) = (a_1^k + a_2^k x + a_3^k y + a_4^k x^2 + a_5^k xy + a_6^k y^2,$$

$$a_7^k + a_8 x^k + a_9^k y + a_{10}^k x^2 + a_{11}^k xy + a_{12}^k y^2)^T,$$

where point $(x, y)$ belongs to segment $k$. We take this parametric motion model since it can better fit complex motion. It is especially useful for the background motion when the camera motion includes both translation and rotation with a static scene involving objects at different depths, and for articulated motions as well.

Our method is fully unsupervised, meaning that, first, we do not resort to any manual annotation, and second, our network is not trained on videos belonging to the same dataset as the test videos. In this way, we demonstrate the generalization power of our network on unseen datasets. We train our model on the MoCA dataset presented in [24, 25]. In addition,
Table 1: Results on the DAVIS2016 validation set for several unsupervised methods (scores taken from [18], [53] and [54]). $\mathcal{J}$ is the Jaccard index (region similarity) and $\mathcal{F}$ accounts for contour accuracy. The higher the value, the better the performance. For further explanation on the evaluation metrics, we refer the reader to the DAVIS2016 website. For the asterisk on the CIS scores, see the main text.

| Method     | $\mathcal{J}$ Mean ↑ | $\mathcal{F}$ Mean ↑ |
|------------|----------------------|----------------------|
| CIS [53]   | 71.5*                | 70.5*                |
| TIS [18]   | 62.6                 | 59.6                 |
| TIS$_0$ [18] | 56.2                 | 45.6                 |
| MoSeg [54] | 68.3                 | 61.1                 |
| FTS [39]   | 55.8                 | 51.1                 |
| Ours       | 69.8                 | 68.9                 |

we select the stopping epoch from the loss value on the training set of DAVIS2016. Thus, we emphasize that we are not using any ground-truth masks for training nor for network selection that is only based on the designed loss function. In all experiments, we use the $L_1$ norm loss function, unless otherwise specified.

Let us recall that the optimization on $\theta$ does not occur at the inference stage. The probabilities predicted by the network for each site of the flow field to belong to each segment $k$ are directly used to yield the motion segmentation map. We simply select for each site the segment $k$ with the highest probability.

No postprocessing is performed on the resulting segmentation. As shown later, the obtained segments are generally smooth, certainly due to the implicit regularization capacity of the network.

We take as input the optical flow in its vector field representation $f \in \mathbb{R}^{W \times H \times 2}$. Thus, we have a two-channel input for the network. Our loss function and our training procedure could be adapted to any neural network designed for segmentation. We choose the well-known convolutional architecture U-Net [42] for $g_\phi$. We use a slightly modified implementation of the one available under PyTorch Lightning [15]. We take three downsampling layers and start with a feature depth of 32. We do not optimize those hyperparameters on the task at hand. Therefore, we could expect an increase in performance by selecting a better configuration using cross-validation. As did in [32], we use InstanceNorm between convolutional blocks, since it is important for the network taking optical flow fields as input to tackle changes in optical flow magnitude over the dataset.

We use Adam [23] optimizer with a learning rate of $10^{-4}$ to train the network. The optimization on $\theta$ is achieved using Pytorch implementation of L-BGFS [28].

Our network is time efficient, being a simple convolutional network, with an average computation time of 0.00795s per $128 \times 224$ input flow field on a Tesla-V100. It can run at 125fps making it usable for real-time applications. According to the processing-time comparison between several methods reported in [54], this makes our method the fastest motion segmentation method. In particular, it is faster than the method introduced in [54], because we are not using an iterative attention module, thus reducing our computational complexity. In addition, in contrast to methods involving self-attention, there is a linear relationship between the complexity of our network and the size of the optical flow field, which allow us to readily process input of large dimensions.

5.2 Comparative evaluation on the DAVIS2016 dataset

We want to objectively evaluate the performance of our method for segmenting optical flow fields. Due to the lack of benchmarks dedicated to optical flow segmentation, we make do with the VOS DAVIS2016 dataset[^1] [40]. The DAVIS2016 dataset is focused on one primary moving object. Indeed, videos depict one single independently moving object in the foreground. Consequently, the ground truth comprises only two segments: foreground primary moving object versus background. To be coherent with this status, we apply our method with two masks, i.e., $K = 2$. In order to choose the foreground mask we rely on a simple heuristic where we designate the

[^1]: https://davischallenge.org/index.html
biggest mask as the background one.

We compare our method with four other unsupervised methods: CIS [53], TIS (two versions) [18], MoSeg [54] and FTS [39]. All these methods were described in Section 2. Results are collected in Table 1. Our method outperforms all four methods. Indeed, as pointed out in [54], the CIS method involves an important post-processing stage, and its performance without the postprocessing, evaluated with the publicly available code, drops to $J_{\text{Mean}}=59.2$ on the DAVIS2016 validation set. In addition, the methods CIS, TIS\(_s\), and FTS use appearance information combined with motion information. TIS\(_0\) is a version that does not involve appearance models.

In 3, we also report visual results to figure out how our method behaves on different typical examples from the DAVIS2016 dataset. Our segmentation results shown on the four last examples are "partial failure cases" with respect to the DAVIS2016 ground truth, even if the extra parts segmented by our method make sense regarding the optical flow segmentation goal. Let us recall that the VOS task takes into account by construction only the primary moving object and not all moving objects. In Scooter-black, the car segmented in the background is moving; in Parkour, the fence is segmented as it exhibits an important parallax motion; in Kite-surf and Blackswan, the ripples on the water are segmented too. This type of complex example will be more appropriately handled with the multiple motion segmentation described in subsection 5.4.

5.3 Further analysis of our method

5.3.1 Ablation study and options

In order to identify the contribution of the different components of our method, we performed an ablation study. We investigated the following three main components:

- DA: Removal of the data augmentation on the optical flow described in subsection 4.3.
- Quad. Model: Replacing the quadratic motion model (12 parameters) by a lighter affine motion model (6 parameters).
- $L_1$ norm (a): Substitution of the robust loss function ($L_1$ norm) by its non-robust counterpart, the squared $L_2$ given in subsection 4.2.
- $L_1$ norm (b): Substitution of the robust loss function ($L_1$ norm) by the $L_2$ norm given in subsection 4.2.

We performed each change on our full method one by one. As we can see in Table 2, each component plays an important and rather equal role in the performance of the network. We can observe that the $L_2$ norm provides better performance than the squared $L_2$. 
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Table 2: Ablation study for the different components and options of our method. Each time, we suppress or modify only one component, respectively, removal of the data augmentation, substitution of the quadratic motion model by the affine motion model, substitution (a) of the $L_1$ norm by the squared $L_2$, substitution (b) of the $L_1$ norm by the $L_2$ norm. Experiments were run on the DAVIS2016 validation set.

| without DA Quad. Model | $L_1$ norm (a) | $L_1$ norm (b) | our full method |
|------------------------|----------------|----------------|----------------|
| Mean                   | 67.3           | 67.2           | 66.6           | 69.1           | 69.8           |

5.3.2 Evaluation of the classical EM

In this subsection, we elaborate on the iterative parametric motion segmentation based on the classical EM algorithm, described in Section 3. More precisely, we study the influence of the initialization of the motion model parameters $\theta$ on the classical EM algorithm performance, and in doing so, we highlight the impact of the neural network alone on the performance of our method.

Even if the classical EM algorithm is guaranteed to converge to a local optimum [34], the quality of the optimum reached is highly dependent on the initialization of the parametric motion parameters $\theta$. We take as conditional likelihood $p(f_i, z_i^k | \theta_k)$ the Gaussian distribution, which leads to the squared $L_2$ once applying the log function. We evaluate the classical EM algorithm again on the DAVIS2016 benchmark. Let us recall that the performance criterion is the Jaccard index computed on the primary moving object not the value of the functional once minimized.

We try many different initializations and adopt the following strategy to combine them and get the best possible Jaccard index with the classical EM algorithm. We select the initialization, among all the tested ones, producing the best segmentation for each input flow (or sample) throughout the videos of the dataset. Of course, this optimal Jaccard index remains speculative in practice, since we need the ground truth to select the best initialization for each sample, not to mention the computational cost involved.

We have implemented this strategy using quadratic motion models. We summarize the results obtained on the validation set of DAVIS2016 dataset in Fig.4. We observe that the optimal Jaccard index for the classical EM algorithm increases with the number of initializations until reaching a plateau where testing additional initialization does not improve the results. To ensure this behavior, we extended this experiment up to a huge number of 3000 initializations. The optimal (speculative) Jaccard index for the classical EM algorithm goes up to 72.3. In contrast, the Jaccard index averaged over the initializations for the classical EM algorithm, which could be considered in practice without ground-truth, tops out at about 59.0. It barely changes with an increased number of initializations. This performance gap demonstrates the impact of the initialization step on the performance of the classical EM algorithm. As mentioned above, the optimal Jaccard index is only speculative. Thus, we consider this score of 72.3 as a gold standard.

Figure 4: Evolution of the (speculative) optimal Jaccard index of the classical EM algorithm of Section 3 (green curve) with respect to the number of available random initializations of the parametric motion parameters $\theta$ on the DAVIS2016 validation set. For all videos of the validation set, the optimal (but speculative) Jaccard index is obtained by selecting the best prediction for each input flow among all available initializations. The yellow curve plots the evolution of the average Jaccard index of the EM algorithm over the available initializations. The dashed red horizontal line corresponds to the value of the Jaccard index obtained with our network on the same validation set. The dashed blue vertical line indicates when the optimal Jaccard index of the classical EM algorithm exceeds the score of our network. The figure on the right involves a logarithmic scale to ease the visualization of the first part of the graph.
Importantly, Fig. 4 shows that the performance of our network is relatively close to the gold standard given by the speculative optimal Jaccard index of the classical EM algorithm. Besides, the latter needs a number of 53 initializations to exceed the score of our network. This is already a large number, since, even with our efficient GPU implementation, it takes 32 minutes to run the 53 initializations per sample over the DAVIS2016 validation set on a Tesla P100.

Our network has a great advantage over the classical EM algorithm: It does not need any initialization on $\theta$ when segmenting the optical flow. Indeed, the network directly produces the motion segmentation without estimating any set of parameters $\theta$. In addition, we can easily adapt robust loss functions for the network training instead of the squared $L_2$ loss.

5.4 Multiple motion segmentation

Our method can handle multiple motion segmentation by design. In Section 5.2, we took into account only two masks for the evaluation on the DAVIS2016 dataset because the challenge and the ground-truth have been defined in this way. In this subsection, we report additional experiments with four masks ($K = 4$). Visual results are reported in Fig. 5. They were obtained on videos from different datasets, DAVIS2016 and SegTrack-v2 [26]. We observe that our method can deal with multiple motions in the video and correctly segment them. This figure includes several examples of articulated motion (e.g., bear, hockey), but also examples where there are several independently moving objects (e.g., car-roundabout, scooter-black, hummingbird). The figure also contains examples corresponding to “failure cases” encountered in the two-mask VOS challenge reported in Section 5.2. These results demonstrate that we can correctly deal with interfering motions such as motion parallax or ripples on the water (e.g., blackswan, libby, swing), when involving four masks.

We also observed in our experiments that our method implicitly ensures temporal consistency. We mean that not only motion segments are consistently segmented over time, but they are most of the time assigned to the same mask. This is particularly true for the background. We illustrate this behavior in Fig. 6. This is an appealing property, since the output of the network could be easily exploiting for tracking or higher-level dynamic scene understanding.

6 Conclusion

We have defined an original unsupervised method for motion segmentation taking optical flow as input. We leveraged the EM paradigm to define a well-founded loss function and the training stage of our neural network. No manual annotation is required. In contrast to the classical EM algorithm, our method is not iterative at the inference stage and is therefore not dependent on the initialization of the motion model parameters. In fact, the estimation of parametric motion models is no longer necessary at test time. In addition, our method can handle by design the segmentation of multiple motions. Our method outperforms state-of-the-art comparable unsupervised methods on the DAVIS2016 benchmark, and is also very fast. It is quite interesting to note that our method implicitly provides rather time-consistent segments. Future work will further investigate the handling of the temporal dimension of the motion segmentation problem.
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