Pivot-based Machine Translation between Statistical and Black Box systems

Antonio Toral
School of Computing
Dublin City University
Dublin, Ireland
atoral@computing.dcu.ie

Abstract
This paper presents a novel approach to pivot-based machine translation (MT): while the state-of-the-art uses two statistical systems, this proposal treats the second system as a black box. Our approach effectively provides pivot-based MT to target languages for which no suitable bilingual corpora are available to build statistical systems, as long as any other kind of MT system is available. We experiment with an algorithm that uses two features to find the best translation: the translation score provided by the first system and fluency of the final translation. Despite its simplicity, this approach yields significant improvements over the baseline, which translates the source sentences using the two MT systems sequentially. We have experimented with two scenarios, technical documentation in Romance languages and newswire in Slavic languages, obtaining 11.88% and 13.32% relative improvements in terms of BLEU, respectively.

1 Introduction
Pivot-based machine translation (MT) refers to the use of an intermediate language, called pivot language (PL), to translate from the source (SL) to the target language (TL). Unlike typical MT systems, which translate directly from SL to TL, pivot-based systems translate sequentially from SL to PL and then from PL to TL. The main motivation for building pivot-based MT systems is the lack of language resources for a language pair SL–TL, in contrast with the availability of such resources for both language pairs SL–PL and PL–TL.

Much of the research carried out in pivot-based MT concentrates on a scenario where the translation both from SL to PL and from PL to TL is carried out by statistical machine translation systems (SMT). It is also often assumed that the developer has access not only to the output of the systems but also to their internal data structures. Hence, for these methods to work, bilingual corpora for both SL–PL and PL–TL are required in order to train the corresponding SMT systems.

Our research concentrates on pivot-based MT for cases where there is no access to the internals of the second system (PL to TL), i.e. we treat it as a black box: only the output translations produced by this system are available. Because of this our approach is applicable to a much broader set of scenarios than the current state-of-the-art; i.e. it can be applied when there is no access to the internals of the second system, which is the case for many online MT systems, or when the second system does not provide the required data (such as n-best lists), which is the case for many rule-based machine translation systems (RBMT).

The remainder of this paper is organised as follows. Section 2 presents an overview of the state-of-the-art for pivot-based MT. This is followed by the description of our methodology. Subsequently, we carry out the evaluation and present the results of the proposal. Finally, we conclude and outline lines of future work.

2 Related Work
Pivot-based strategies that use SMT systems can be classified into three categories (Wu and Wang, 2009): phrase table multiplication (also known as triangulation), transfer (also referred to as cascade)
Phrase table multiplication methods (Wu and Wang, 2007; Cohn and Lapata, 2007) induce a new SL–TL translation model by combining the corresponding translation probabilities of the translation models for SL–PL and PL–TL.

The transfer method (Utiyama and Isahara, 2007; Khalilov et al., 2008) translates the text in the SL to the PL using a SL–PL translation model and then to the TL using a PL–TL translation model. A source sentence $s$ can be translated into $n$ PL sentences. Each of these $n$ sentences can then be translated into $m$ TL sentences. Therefore we have $n \times m$ translation candidates which can be rescored using the translation scores from both the SL–PL and PL–TL models. The translation that gets the highest ranking is considered to be the best translation.

The synthetic corpus method (Gispert and Mariño, 2006; Bertoldi et al., 2008; Utiyama et al., 2008) obtains a SL–TL corpus using the SL–PL or the PL–TL corpora. One way to do this is to translate the PL sentences in the SL–PL corpus into TL with the PL–TL system. Another possibility is to translate the PL sentences in the PL–TL corpus into SL with the SL–PL system. Obviously, both methods could be applied and the two resulting synthetic corpora be merged into a single SL–TL corpus.

Wu and Wang (2009) compare the performance of the phrase table multiplication, transfer and synthetic corpus methods. They also present a hybrid method that combines RBMT and SMT to fill up the data gap, assuming the SL–PL and PL–TL corpora are independent. In this approach, RBMT systems are used to translate the PL sentences in the SL–PL or PL–TL corpus into TL or SL sentences, respectively. Then these synthetic corpora can be used to enrich the initial SL–PL and PL–TL corpora so that the SMT systems can take advantage of the availability of additional bilingual data.

System combination has also been exploited to improve pivot-based MT. Wu and Wang (2009) build systems following the three aforementioned approaches (phrase table multiplication, transfer and synthetic corpus) and combine the outputs produced by the different systems. Leusch et al. (2010) generate intermediate translations in several PLs, then translate them separately into the TL, and finally generate a consensus translation out of all of them.

The closest research strand to the work presented in this paper is the transfer method. The main difference is that the transfer method uses $n$-best lists and features from both systems and language pairs (SL–PL and PL–TL) in order to obtain the best translation while our proposal only has access to the $n$-best list and to internal features of the MT system for the language pair SL–PL. In our approach we treat the MT system for PL–TL as a black box. Because of this its application is wider: while the state-of-the-art requires access to the internals of this system, ours does not.

3 Methodology

In this section we introduce our methodology to perform pivot-based MT. We use a SMT system to translate from SL to PL (System1 from here onwards) and any kind of MT system to translate from PL to TL (System2).

For each source sentence we obtain the best $n$ translations ($n$-best list) produced by System1 from SL to PL. Then we translate this $n$-best list from PL to TL using System2. Finally we select the best of these $n$ translations in TL, using features from three different sources: (i) system internal features from System1, (ii) output from System1 (translations in PL) and (iii) output from System2 (translations in TL). In other words, we re-rank the $n$-best list of translations in PL produced by System1 based on features of this system (and the translations in PL) but also using features from the output of System2 (the translations in TL).

The method uses two features in order to perform re-ranking:

- $-ts$, the translation score assigned by System1 to translations from SL into PL. This is an internal confidence measure common in SMT decoders. It is a log probability in the range $[-\infty, 0]$). We take its negative (range $[0, \infty]$); the lower the value the better the translation is considered to be.

- $\log_2(\text{perp})$, the fluency of the translation produced by System2 in the TL. This is the logarithm of the perplexity given by a language model, in the range $[0, \infty]$. The lower the value, the better the fluency is considered to be.

The translations of the $n$-best list from PL to TL are scored using these two features according to
equation 1. The best translation (the one with the lowest score) is kept.

\[
\text{score} = (-ts) \cdot \alpha + \log_2(\text{perp}) \cdot (1 - \alpha)
\] (1)

The parameter \(\alpha\), which can take any value in the interval \([0, 1]\), assigns complementary weights to the two features. An iterative process is followed in order to find the optimal value of \(\alpha\) in the development set. The pseudocode of the algorithm is shown in Algorithm 1.

**Algorithm 1** Find optimal \(\alpha\)

\[
\text{score}_{\text{best}} \leftarrow 0
\]

\[
\alpha_{\text{best}} \leftarrow 0.5
\]

\[
\alpha \leftarrow 0.5
\]

\[
\text{depth} \leftarrow 1
\]

\[
\text{max}_\text{depth} \leftarrow 16
\]

\[
\text{while depth} < \text{max}_\text{depth} \text{ do}
\]

\[
\alpha_1 \leftarrow \alpha + \frac{0.5}{\text{depth}}
\]

\[
\alpha_2 \leftarrow \alpha - \frac{0.5}{\text{depth}}
\]

\[
\text{score}_1 \leftarrow \text{MT score at } \alpha_1
\]

\[
\text{score}_2 \leftarrow \text{MT score at } \alpha_2
\]

\[
\text{if } \text{score}_1 = \text{score}_2 \text{ then}
\]

\[
\text{break}
\]

\[
\text{end if}
\]

\[
\alpha \leftarrow \alpha \text{ of } \max(\text{score}_1, \text{score}_2)
\]

\[
\text{if } \text{score}_{\text{best}} < \max(\text{score}_1, \text{score}_2) \text{ then}
\]

\[
\text{score}_{\text{best}} \leftarrow \max(\text{score}_1, \text{score}_2)
\]

\[
\alpha_{\text{best}} \leftarrow \alpha
\]

\[
\text{end if}
\]

\[
\text{depth} \leftarrow \text{depth} + 1
\]

\[
\text{end while}
\]

\[
\text{return } \alpha_{\text{best}}
\]

The procedure starts with \(\alpha = 0.5\) (the average value in the range \([0, 1]\)). At each step it calculates the scores of the translations selected when using \(\alpha_1 = \alpha + \frac{0.5}{\text{depth}}\) and \(\alpha_2 = \alpha - \frac{0.5}{\text{depth}}\). It sets as new \(\alpha\) the one for which the MT score is higher between the two, increments the value of \(\text{depth}\) and starts again. The procedure stops when the maximum value of \(\text{depth}\) is reached or when both MT scores at \(\alpha_1\) and \(\alpha_2\) are equal. The best value of \(\alpha\) selected during the procedure is then used to select the translations for the test set.

4 Evaluation

4.1 Experimental Setting

The experiments have been carried out for two scenarios (involving different languages and domains). The first scenario translates from Italian (SL) to Catalan (TL), passing through Spanish (PL). The test set consists of technical documentation data. We refer to this scenario as it–es–ca. The second scenario involves English as the SL, Bulgarian as the PL and Macedonian as the TL. The test set consists of newswire data. This scenario is referred to as en–bg–mk.

For System1 we use the phrase-based SMT Moses (Koehn et al., 2007)\(^1\) in both scenarios. This system is trained and tuned on Europarl (Koehn, 2005)\(^2\) Italian–Spanish for the first scenario and Europarl English–Bulgarian for the second. The corpora are tokenised and lower-cased, and sentences where the source or the target is longer than 40 words are discarded. From the sentences extracted, we set aside 1,000 as development set for parameter tuning using MERT (Och, 2003) and we use the rest for training, i.e., 1,278,411 sentences for Italian–Spanish and 196,113 for English–Bulgarian.

For each SL sentence we obtain the \(n\)-best (up to 3,000) PL translations. We ensure that all translations in the \(n\)-best list are different (using the Moses parameter \texttt{distinct}). In order to obtain different translations, Moses considers the best \(n \cdot m\) translations (\(m = 200\), therefore it is not guaranteed that \(n\) different translations will be found (in fact, for some sentences we obtain a number of translations slightly lower than \(n\)). Apart from this, we use Moses’ default settings. The translations in PL are recased using Moses’ built-in recaser trained on the target side of the SL–PL training data.

For System2 in both scenarios we use Apertium, a RBMT system that uses a shallow-transfer engine (Forcada et al., 2011).\(^3\) We use Apertium systems developed for Spanish–Catalan (Corbí-bellot et al., 2005) and Bulgarian–Macedonian (Rangelov, 2011).

The development and test sets for it–es–ca are extracted from the KDE4 multilingual documentation corpus in the OPUS project (Tiedemann, 2009).\(^4\) The Italian–Catalan bilingual corpus contains 146,372 sentence pairs. We discarded sentence pairs where the source or target side is

\(^{1}\) [http://www.statmt.org/moses/]
\(^{2}\) [http://www.statmt.org/europarl/]
\(^{3}\) [http://www.apertium.org/]
\(^{4}\) [http://urd.let.rug.nl/tiedeman/OPUS/KDE4v2.php]
shorter than 10 words\(^5\) or longer than 30,\(^6\) where the difference of number of words between the source and target sentences is higher than 10% as well as sentences that contain URLs, Copyright notices and source code. This leads to a candidate set of 6,927 sentences, from it we randomly selected 1,000 sentences for development and 1,000 for test. The development set is used for the tuning procedure shown in Algorithm 1.

The development and test sets for en–bg–mk are taken from the SETimes multilingual corpus (Tyers and Alperen, 2010).\(^7\) The development set contains 1,000 sentences whilst the test set holds 1,003 sentences.

5-gram word-based Language Models (LMs) are built for the TL with the IRSTLM toolkit (Federico et al., 2008)\(^8\) using modified Kneser-Ney smoothing (Chen and Goodman, 1996). We use two monolingual corpora for the TL in the first scenario: one in-domain, from the KDE4 corpus, which consists of 53,776 sentences from the Catalan side which are not present in the aforementioned development nor test sets and one out-of-domain, consisting on up to 800,000 sentences gathered from news monolingual sources. A single monolingual corpus is used for the second scenario, in this case in-domain as it consists of sentences from the SETimes corpus. Up to 150,000 sentences are used.

Two automatic MT metrics are used to evaluate our approach, these are BLEU (Papineni et al., 2002) and NIST (Doddington, 2002). Statistical significance tests are carried out using paired bootstrap resampling (Koehn, 2004) with ARK’s code.\(^9\) Sentence-level scores for the oracles are computed with smoothed BLEU.\(^10\) BLEU is also used as the MT score to tune the procedure shown in Algorithm 1.

4.2 Experiments
4.2.1 Baseline and Oracles

First we establish the baseline, which consists of combining the two MT systems sequentially in a cascade fashion, i.e. for each source sentence this is the translation by System2 of the best translation obtained by System1.

In order to determine the margin for improvement that can be attained when taking into consideration all the translations in the \(n\)-best list, we have developed an oracle system which yields the maximum reachable score. The oracle is based on the one described in (Och et al., 2004) where only one reference translation is available; for each sentence, it translates all the translations in the \(n\)-best list in PL with System2 into TL, scores BLEU at sentence level, and picks the translation with the highest score. Finally it builds a set in the TL with the translation picked for each sentence and scores BLEU at document level.

Table 1 shows the BLEU and NIST scores for the baselines and the oracles for both scenarios and for different sizes of the PL \(n\)-best list (100, 1,000, 2,000 and 3,000). Apart from the absolute scores, for each metric and oracle we report its relative improvement over the baseline (in columns labelled \(\Delta\%\)).

For the first scenario, the oracle is almost 6 absolute points higher than the baseline (0.2878 vs 0.2289) according to BLEU with just 100 sentences in the \(n\)-best list. Incrementing the list to 1,000 sentences yields approximately 2.5 additional BLEU points (0.3133 vs 0.2878). This can be incremented by almost 3.5 further points by considering the top 2,000 translations (0.3476 vs 0.3133); this is 11.87 absolute points over the baseline (0.3476 vs 0.2289) or a 51.86% relative improvement. In comparison, having access to the best 3,000 translations brings about only modest further improvements: about half a BLEU point over the oracle that uses 2,000 translations (0.3525 vs 0.3476).

Sustained improvements are reported also by NIST, although they are lower (the maximum relative improvement is 24.29%).

A similar pattern is observed for the second scenario. In this case the relative improvements are even higher; 44.66% for 100-best, 68.02% for 1,000-best and almost 75% both for 2,000-best and 3,000-best in terms of BLEU.

The results clearly indicate that methods that exploit the \(n\)-best list to translate from PL to TL have potential to improve performance considerably over the baseline. Given the similar results obtained when using 2,000-best and 3,000-best lists and taking into consideration the computa-
4.2.2 Pivot Systems

We now turn to our pivot systems that rank translation output according to SL–PL translation score and TL perplexity (rather than oracle selection). We evaluate the pivot method using different LMs. For the first scenario there are four systems that use out-of-domain LMs (newswire) made up of a different number of sentences: News-100k (100,000), News-200k (200,000), News-500k (500,000) and News-800k (800,000). Finally there is a system that uses an in-domain LM, KDE-50k, derived from 50,000 sentences of the KDE corpus.

Regarding the second scenario, we have built three in-domain LMs, using 50,000 (SET-50k), 100,000 (SET-100k) and 150,000 (SET-150k) sentences from the SETimes corpus. The results obtained according to the BLEU and NIST metrics and the improvements over the baseline using 2,000-best lists are shown in Table 2.

The results obtained by the pivot systems using out-of-domain LMs are slightly higher than the baseline (except for the BLEU score for the system News-100K, which is slightly lower). However, only the NIST score for the system News-800k is significantly better than the baseline ($p = 0.05$).

Although using a much smaller LM, the system that uses an in-domain LM made up of 50,000 sentences from the KDE corpus reaches notably higher scores, achieving almost 3 absolute BLEU points over the baseline (0.2561 vs 0.2289, or 11.88% relative improvement). Both the BLEU and NIST scores are statistically significantly better than the baseline ($p = 0.01$). As the testset comes from a very specific and technical domain, having a LM from that same domain (even if it is rather small) to re-rank the translations proves to be very useful.

All the pivot systems for the second scenario obtain significantly better scores compared to the baseline ($p = 0.01$). The highest improvement is achieved by SET-150k (13.32% relative and 1.47 absolute in terms of BLEU).

For all the runs using out-of-domain LMs, the value of $\alpha$ is very high (the values range from 0.9453 to 0.9824), meaning that almost all the weight to choose the best translation is given to the feature that measures translation score in PL, while the one that measures fluency in the TL remains marginal ($1 - \alpha$, see equation 1). As the original $n$-best list is sorted by translation score, we can expect that in these runs most sentences selected are very near the top of this list; hence the results do not differ much from the baseline. Conversely, the value of $\alpha$ is considerably lower for the runs using in-domain LMs; 0.8125 for KDE-50k in the first scenario, even lower values for the second scenario, in the range $[0.5390, 0.6250]$. This suggests that the fluency in TL plays a more important role in the selection of translations from the $n$-best list when using an in-domain LM. More details on this are provided in Section 4.3, where the results are analysed.

### Table 1: MT scores for the baselines and oracles

| Scenario | MT system | $n$-best size | BLEU | $\Delta$% | NIST | $\Delta$% |
|----------|-----------|---------------|------|-----------|------|-----------|
| it–es–ca | Baseline  | -             | 0.2289 | 0.00     | 5.6706 | 0.00     |
|          | Oracle    | 100           | 0.2878 | 25.73    | 6.2778 | 10.70    |
|          | Oracle    | 1,000         | 0.3133 | 36.87    | 6.5884 | 16.19    |
|          | Oracle    | 2,000         | 0.3476 | 51.86    | 6.9909 | 23.28    |
|          | Oracle    | 3,000         | 0.3525 | 54.00    | 7.0482 | 24.29    |
| en–bg–mk | Baseline  | -             | 0.1104 | 0.00     | 4.3274 | 0.00     |
|          | Oracle    | 100           | 0.1597 | 44.66    | 5.1126 | 18.14    |
|          | Oracle    | 1,000         | 0.1855 | 68.02    | 5.4734 | 26.48    |
|          | Oracle    | 2,000         | 0.1931 | 74.90    | 5.5646 | 28.59    |
|          | Oracle    | 3,000         | 0.1927 | 74.55    | 5.4222 | 25.30    |

4.3 Analysis

We provide an analysis of all the systems evaluated by looking at the distribution of the ranking positions of the sentences selected in the $n$-best lists. For each of the systems we report on the following statistical measures:

- **Minimum ($min$)**, the rank of the highest sen-
### Table 2: MT scores for the pivot method

| Scenario | MT system    | α         | BLEU       | Δ%        | NIST      | Δ%        |
|----------|--------------|-----------|------------|-----------|-----------|-----------|
| it–es–ca | News-100k    | 0.9453    | 0.2283     | -0.26     | 5.6739    | 0.05      |
|          | News-200k    | 0.9551    | 0.2301     | 0.52      | 5.6909    | 0.35      |
|          | News-500k    | 0.9824    | 0.2299     | 0.43      | 5.6844    | 0.24      |
|          | News-800k    | 0.9824    | 0.2300     | 0.48      | 5.6853    | 0.25      |
|          | KDE-50k      | 0.8125    | 0.2561     | 11.88     | 6.0130    | 6.03      |
| en–bg–mk | SET-50k      | 0.6250    | 0.1238     | 12.14     | 4.4060    | 1.81      |
|          | SET-100k     | 0.5390    | 0.1245     | 12.77     | 4.4085    | 1.87      |
|          | SET-150k     | 0.5469    | 0.1251     | 13.32     | 4.4115    | 1.94      |

### Table 3: Statistics for oracles

| n-best size | min | max | mean | stddev |
|--------------|-----|-----|------|--------|
| it–es–ca     | 100 | 0   | 99   | 17.53  | 27.34  |
|              | 1,000 | 0  | 999  | 192.31 | 279.54 |
|              | 2,000 | 0  | 1,990 | 472.34 | 579.35 |
|              | 3,000 | 0  | 2,997 | 716.36 | 880.05 |
| en–bg–mk     | 100 | 0   | 99   | 39.66  | 29.95  |
|              | 1,000 | 0  | 998  | 400.10 | 297.25 |
|              | 2,000 | 0  | 1,995 | 818.78 | 611.48 |
|              | 3,000 | 0  | 2,999 | 1,002.88 | 862.01 |

### Table 4: Statistics for pivot systems

| LM         | min | max | mean | stddev |
|------------|-----|-----|------|--------|
| News-100k  | 0   | 133 | 1.51 | 6.84   |
| News-200k  | 0   | 88  | 0.97 | 4.00   |
| News-500k  | 0   | 9   | 0.19 | 0.69   |
| News-800k  | 0   | 9   | 0.18 | 0.66   |
| KDE-50k    | 0   | 1,990 | 214.65 | 420.99 |
| SET-50k    | 0   | 1,998 | 615.25 | 585.17 |
| SET-100k   | 0   | 1,998 | 801.17 | 593.20 |
| SET-150k   | 0   | 1,998 | 784.55 | 588.19 |
5 Conclusions and Future Work

This paper has presented, to the best of our knowledge, the first pivot-based MT methodology in which the second MT system is treated as a black box.

Compared to the state-of-the-art, our methodology is applicable to a broader set of scenarios, as no access to the internals of the second system is required. This opens the applicability of MT pivot-based approaches to target languages for which no suitable bilingual corpora to build PL–TL SMT systems are available, as long as there is any kind of PL–TL MT system available.

We have presented a method which exploits two types of features: internal of the system that translates from SL to PL, and from the output of the final TL translation. An algorithm that uses two features (translation score of the first system and perplexity of the final translation) is presented. Complementary weights are given to the features and the optimal values are tuned on the development set. The source code that implements this procedure is available under the GPL-v3 license. The data used in the experiments is also available.

We have evaluated this approach comparing it to a baseline, which consists of translating the input sentences using the two MT systems sequentially. We have experimented with two scenarios that involve different language families and domains, technical documentation in Romance languages and newswire in Slavic languages, obtaining up to 11.88% and 13.32% relative improvements in terms of BLEU, respectively.

Using just two features yields significant improvements for both scenarios, but the scores obtained by the oracles indicate that there is still considerable room for improvement, e.g., for the 2,000-best configuration, the best pivot-based systems (KDE-50k and SET-150k) obtain 0.2561 and 0.1251 BLEU points, while the oracles yield 0.3476 and 0.1931 (over 9 absolute points better in the first case and nearly 7 in the second).

Therefore we plan to extend the methodology presented here in several ways. First, we will explore other possible features, looking for example at features successfully used in other MT-related tasks, such as (He et al., 2010). Second, we will experiment with other algorithms that allow us to combine an arbitrary number of features in order to rescore the translations. Finally, the methodology will be applied to different MT systems, language pairs and domains in order to further validate the applicability of this approach.
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