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Improving Solar Wind Forecasting Using Data Assimilation
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Abstract Data Assimilation (DA) has enabled huge improvements in the skill of terrestrial operational weather forecasting. In this study, we use a variational DA scheme with a computationally efficient solar wind model and in situ observations from STEREO-A, STEREO-B and ACE. This scheme enables solar-wind observations far from the Sun, such as at 1 AU, to update and improve the inner boundary conditions of the solar wind model (at 30 solar radii). In this way, observational information can be used to improve estimates of the near-Earth solar wind, even when the observations are not directly downstream of the Earth. This allows improved initial conditions of the solar wind to be passed into forecasting models. To this effect, we employ the HUXt solar wind model to produce 27-day forecasts of the solar wind during the operational lifetime of STEREO-B (November 01, 2007–September 30, 2014). In near-Earth space, we compare the accuracy of these DA forecasts with both non-DA forecasts and simple corotation of STEREO-B observations. We find that 27-day root mean square error (RMSE) for STEREO-B corotation and DA forecasts are comparable and both are significantly lower than non-DA forecasts. However, the DA forecast is shown to improve solar wind forecasts when STEREO-B’s latitude is offset from the Earth, which is an issue for corotation forecasts. And the DA scheme enables the representation of the solar wind in the whole model domain between the Sun and the Earth to be improved, which will enable improved forecasting of CME arrival time and speed.

Plain Language Summary Forecasting the adverse effects of space weather at Earth requires accurate modeling of the solar wind, the continuous outflow of matter from the Sun’s atmosphere into the solar system. At present, computer simulations of the solar wind are generated from telescopic observations of the Sun’s surface. The simulations then propagate structures to the Earth with no further input from observations. However, spacecraft also take direct measurements of the solar wind near Earth’s orbit. Using a technique called “data assimilation” (DA) we are able to combine these direct measurements with solar wind models to provide improved forecasts of the solar wind. To quantify the ability of DA to improve forecasts, we generate 27-day forecasts for the solar wind using DA over the lifetime of the STEREO-B spacecraft (2007–2014) and find that, on average over the 7-year period, DA can reduce forecast errors by around a third. Furthermore, we see that DA is able to reduce biases from available spacecraft observations being misaligned with Earth.

1. Introduction

The solar wind is a continuous outflow of plasma and magnetic flux which fills the heliosphere (e.g., Owens & Forsyth, 2013). Variations in the solar wind properties in near-Earth space can lead to adverse effects (Hapgood, 2011), such as disruption to power and communications systems, and health hazards for astronauts and aircrew on flights over the poles. As a result, it is vital to accurately and efficiently forecast solar-wind conditions in near-Earth space. However, forecasting ahead by more than about one hour (the nominal travel time to Earth for solar wind from L1, the gravitational null 0.01 AU ahead of Earth on the Earth-Sun line, where observing spacecraft are routinely positioned) requires prediction of the solar wind conditions near the Sun. This is typically achieved using empirical relations to the coronal magnetic field (Arge et al., 2003; McGregor et al., 2011; Riley et al., 2015), which is in turn determined using extrapolation from the observed photospheric magnetic field (Linker et al., 1999; Mackay & Yeates, 2012). These empirical models approximate the solar wind conditions at ~21–30 solar radii ($r_S$). From here, the solar wind is propagated to Earth, typically using a numerical magnetohydrodynamic (MHD) model, such as ENLIL.
In this study, however, we apply a further step using Data Assimilation (DA), assimilating available in-situ observations of the solar wind, before forecasting the solar wind. Data assimilation is the process by which observational data is incorporated into numerical models to improve knowledge of the trajectory, and uncertainties, of the model state. In operational meteorological models, data assimilation is commonly used to generate an optimal initial state to be used in subsequent forecasts through the use of prior knowledge of the state (e.g., a previous forecast) and observational data obtained from satellites/weather stations, etc. Data assimilation is considered a vital step in meteorological forecasting, reducing the impact of the “butterfly effect” (where small changes in initial conditions lead to large differences in model evolution), and hence improving the forecast skill. Improvements in numerical weather predictions have gone hand-in-hand with improvements in the implementation of the observation network and data assimilation methods into the models. This has led to huge improvements in the lead-times over which forecasts are accurate (Kalnay, 2003). This can clearly be seen in Figure 1. In the late nineties, a significant improvement was made to data assimilation methodology and satellite observations were included in the data assimilation, vastly increasing observational coverage. The assimilation of satellite observations led to vast improvements in Southern Hemisphere forecasts especially, leading to the closing of the gap in Northern and Southern Hemisphere forecast skill. Space weather forecasting has not yet exploited the full potential available from implementing data assimilation methods in forecasting models.

Previous DA work in space-weather forecasting has focused mostly on the photosphere, such as the Air Force Data Assimilative Photospheric Flux Transport (ADAPT) model (Arge et al., 2010), or the ionosphere (Bust & Mitchell, 2008; Durazo et al., 2017). Solar wind data assimilation is less mature and much work is still required in this area. Lang et al. (2017) connected the EMPIRE (Employing MPI for Researching Ensembles Browne & Wilson, 2015) data assimilation library to the ENLIL solar wind model in the first implementation of complex DA methodologies into a solar wind model. This work highlighted the sharp differences between terrestrial and solar wind DA, specifically that the solar wind is highly driven by the
Sun with relatively little chaotic behavior. Data assimilation updates were swept away if they did not (permanently) update the inner boundary and these updates did not have any influence at Earth unless the observation was downstream of Earth. This means that any future DA methodologies need to be developed to reflect this and allow DA updates to persist in the system and influence near-Earth space. Aiming to update the inner boundary conditions, Lang and Owens (2019) generated a variational data assimilation scheme with a simple solar wind propagation model (see Owens & Riley, 2017; Riley et al., 2012 for more details of the solar wind model) that could map information from in-situ observations at near-Earth orbit to the inner solar wind model boundary. This was shown to give improved and persistent updates to the solar wind over a 27-day period. However, this demonstration of improved solar wind reconstruction was not directly analogous to how the method would work in a forecast situation.

In this study, we will use the data assimilation methodology developed in Lang and Owens (2019), referred to here as the Burger Radial Variational Data Assimilation (BRaVDA) scheme, to investigate how data assimilation of in-situ observations affects solar wind forecast (strictly speaking, hindcast) skill. The BRaVDA scheme will be used to assimilate observations from the twin Solar-Terrestrial Relations Observatory (STEREO; Kaiser et al., 2008) spacecraft, in Earth-like orbits about the Sun, and the Advanced Composition Explorer (ACE; Stone et al., 1998) in near-Earth space. The BRaVDA scheme will be used to generate 27-day reanalysis sets over the operational lifetime of the STEREO-B satellite (November 01, 2007–September 30, 2014). For each 27-day DA analysis, a 27-day solar wind forecast will be produced using the HUxt (Heliospheric Upwind Extrapolation with time dependence) solar wind forecasting model (Owens, Lang, Barnard, et al., 2020), initialized with the results of the BRaVDA scheme. These forecasts will be presented and their accuracy will be verified against in-situ observations at STEREO and ACE. As a benchmark, a simple corotation forecast from the STEREO-B spacecraft (which is behind Earth in its orbit for the time-period of interest) will also be produced at L1 for comparison with ACE observations. To produce this corotation forecast, the solar wind structures will be assumed to be steady and to statically rotate with the Sun. Therefore, the observations at STEREO-B are predicted to be the solar wind conditions at L1 x time later, where x is the time it takes for the Sun to rotate between the longitudes of STEREO-B and L1 (Kohutova et al., 2016; Thomas et al., 2018).

This paper will describe the BRaVDA scheme and the HUxt forecasting model. Numerical experiments will then be presented, analyzing the seven-year BRaVDA reanalyzes and subsequent HUxt forecasts. Statistical analysis shall be performed and the improvements due to data assimilation will be discussed. In the final section, we shall make conclusions and discuss future developments.

2. The BRaVDA Scheme

The BRaVDA scheme is a variational data assimilation scheme (Lang & Owens, 2019), to map information from in-situ observations, typically near 1 AU, back to a solar wind model’s inner boundary (in this case, 30 solar radii \( r_s \)). Figure 2 outlines qualitatively how the BRaVDA scheme works: our current estimate for the solar wind speed at the inner boundary is mapped out to the observation radius using our solar wind propagation model. Information from the observation (including its uncertainty) is then mapped back toward the Sun (Figures 2a–2b), where it is used to update the inner boundary of the solar wind model. The updated inner boundary is propagated back out using the solar wind model (Figure 2c), the results of which can then be used to produce forecasts of the solar wind speed at Earth (Figure 2d).

The solar wind model used by BRaVDA is based upon a solar wind speed propagation model developed by Riley and Lionello (2011), which maps the (two-dimensional) equatorial solar wind speed over the heliocentric domain from 30\( r_s \) to 236\( r_s \) from the Sun. Given the 2D nature of this model, we only represent a single heliolatitude. In reality there is typically a latitudinal offset between observing spacecraft and the desired forecast location. For example, the STEREO spacecraft are in the ecliptic plane, which is inclined by 7.25° to the heliographic equator. This introduces a representivity error (an error that arises as a result of representing an observation incorrectly in a model; other examples include an observation moved to the nearest gridpoint or a parameterization estimating a sub-gridscale process) into the system. A solar wind DA scheme in a full 3-dimensional solar wind model could relax this assumption, though the problem of determining the latitudinal representivity error of the observations remains.
In data assimilation, we aim to reconstruct the true state vector, $\mathbf{x}_t$, an $N \times 1$-dimensional vector that contains the values of the quantities of interest at all gridpoints, using prior knowledge about the system (e.g., a previous forecast), $\mathbf{x}_b$, and observations, $\mathbf{y}$. The variables within a state vector for meteorological applications can include the precipitation over Africa, the mean sea level pressure over France, wind speed/direction in Llanfairpwllgwyngyllgogerychwyrndrobwllllantysiliogogogoch, etc. depending upon the purpose of the numerical model. In order to do this, the errors in the prior and observational information is typically assumed to be normally distributed and the numerical model is assumed to be linear. This allows a cost function to be defined, based upon the relative uncertainties in the prior errors, $\mathbf{B}$, and the observation errors, $\mathbf{R}$. Through construction, the state that minimizes the cost function maximizes the posterior distribution (the probability distribution of the state given the observations, $p(\mathbf{x} | \mathbf{y})$), which is proportional to the likelihood distribution, $p(\mathbf{y} | \mathbf{x})$, multiplied by the prior distribution, $p(\mathbf{x})$, through Bayes’ Theorem (Bayes & Price, 1763), hence giving us the mode of the posterior distribution.

In the BRaVDA system, the state vector that we wish to estimate is the solar wind speed at the inner-boundary at all longitudinal points (i.e., a 128-dimension vector, $\mathbf{v}_0$). The prior error covariance matrix, $\mathbf{B}$, is estimated by an ensemble of inner boundary solar wind speeds generated using the Magnetohydrodynamics Around a Sphere (MAS; Linker et al., 1999) model (further details about how this ensemble is created can be found at Owens & Riley, 2017) as:

$$
\mathbf{B} \approx \frac{1}{M-1} \sum_{m=1}^{M} \left( \mathbf{v}_0^{(m)} - \mathbf{v}_0^M \right) \left( \mathbf{v}_0^{(m)} - \mathbf{v}_0^M \right)^T,
$$

(1)

where $\mathbf{v}_0^M = \frac{1}{M} \sum_{m=1}^{M} \mathbf{v}_0^{(m)}$ is the MAS ensemble mean and $M = 576$ is the number of ensemble members.

The prior state, $\mathbf{v}_0^B$, is a solar wind speed randomly drawn from the normal distribution, $\mathcal{N}(\mathbf{v}_0^M, \mathbf{B})$, defined by the probability distribution function:

$$
p(x) = \left(2\pi \right)^{-\frac{N_x}{2}} \det(\mathbf{B})^{-\frac{1}{2}} \exp \left( -\frac{1}{2} (x - \mathbf{v}_0^M)^T \mathbf{B}^{-1} (x - \mathbf{v}_0^M) \right),
$$

(2)

where $\det(\mathbf{B})$ is the determinant of $\mathbf{B}$.

The BRaVDA scheme also utilizes the Strong Constraint (Howes et al., 2017), which makes an additional assumption that the numerical model is perfect (i.e., the numerical model contains no errors). This typically

Figure 2. A schematic of how the Burger radial variational data assimilation (BRaVDA) scheme works from (Lang & Owens, 2019). The inner boundary (the white circle) is updated using information from observations from a position behind Earth in its orbit (the yellow star). The updated model conditions (the purple regions) persist in the model domain such that they impact forecasts at Earth’s location (the black circle). Updating the inner boundary stops updates from being advected out of the model domain by the supersonic radial solar wind flow. (a) Observations of the solar wind contain information about the inner-boundary condition at previous time. (b) Mapping this information back in time allows the inner boundary condition to be updated by the observations. (c) Running the update forward in time updates conditions between the Sun and the point of observation. (d) Running the model forward to the forecast time results in improved forecasts in near-Earth space.
produces a poorer result than a system that allows for model error (the Weak Constraint), however incorporating model error is a complex operation (Evensen et al., 1998; Lang et al., 2016), and is beyond the scope of the present study. The BRaVDA Cost Function ($\mathcal{J}(\mathbf{v}_0)$, a full derivation of which can be found in Appendix A of Lang & Owens 2019), that is to be minimized, is given by:

$$
\mathcal{J}(\mathbf{v}_0) = \frac{1}{2} (\mathbf{v}_0 - \mathbf{v}^b)^T \mathbf{B}^{-1} (\mathbf{v}_0 - \mathbf{v}^b) + \frac{1}{2} \sum_{k=1}^{N_y} \left[ (\mathbf{y}_k - \mathbf{H}_k(\mathbf{v}_0))^T \mathbf{R}_k^{-1} (\mathbf{y}_k - \mathbf{H}_k(\mathbf{v}_0)) \right].
$$

(3)

where $\mathbf{y}_k$ is the $k$th observation, $N_y$ is the number of observations, and $\mathbf{H}_k$ is the observation operator that is a function that maps the state to the observation space (i.e., $\mathbf{H}_k(\mathbf{x}_0)$ tells us what the numerical model “thinks” the observation should be). The observations used in this study are in-situ observations from spacecraft such as STEREO and ACE, but can also be expanded to include remotely sensed observations such as Interplanetary Scintillation (IPS; e.g., Breen et al., 2006) or Heliospheric Imagers (HI; e.g., Eyles et al., 2009), albeit these require a far more complex observation operator than is currently utilized for in-situ observations in BRaVDA. $\mathbf{R}_k$ is the observation error covariance matrix and approximating it fully is a large research topic in its own right (Owens, Lang, Riley, et al., 2020), as it will contain representativity errors. The BRaVDA scheme currently only supports diagonal $\mathbf{R}$ matrices that are either constant or proportional to the prior state, which implies that all the observations are assumed to be independent of each another and with equal uncertainty leading to potential inaccuracies (the addressing of which is beyond this study).

The $\mathbf{v}_0$ that minimizes the cost function is referred to as the analysis or posterior state and is given the notation $\mathbf{v}^a$ in this manuscript. Obtaining $\mathbf{v}^a$ is nontrivial and can be done by using a finite differences approach or by evaluating the gradient of the cost function directly (Bannister, 2007), however, for higher-dimensional systems, these methods are not practical. A more efficient method of calculating the gradient is to use the adjoint method, a method of sensitivity analysis that efficiently computes the gradient of a function (Errico, 1997). The adjoint equations for the BRaVDA scheme are derived explicitly in Lang and Owens (2019). The BRaVDA scheme is capable of producing a 27-day analysis assimilating STEREO-A, B and ACE data over the period (~128 obs each) in 6 min 36 s ± 6.1 s on a home laptop with 8 GB of RAM and an Intel Core i5-7300HQ 2.5 GHz processor. Thus the scheme is suitable for near-real time forecasting.

This adjoint method is extremely powerful once computed and its implementation enabled the great improvements in forecast skill seen by ECMWF in the 1990s (see Figure 1). However, the adjoint equations are unique for each model, which means that they can be difficult to produce for complex models. Future studies will use DA methodologies that remove the need to use an adjoint and may allow for more nonlinear behavior, such as 4DEnsVar (Amezcua et al., 2017; Goodliff et al., 2017), or a smoother-based ensemble DA method, such as the Iterative Ensemble Kalman Smoother (Bocquet & Sakov, 2014).

3. The HUXt Solar Wind Model

The HUXt Heliospheric Upwind eXtrapolation (HUXt) with time dependence solar-wind model is a reduced-physics solar-wind model based upon Burgers’ inviscid equation (Owens, Lang, Barnard, et al., 2020). In order to make the solar-wind model as computationally efficient as possible, a number of physical assumptions and approximations are required, beyond those typically used in three-dimensional magnetohydrodynamics. These are that in the heliosphere, pressure gradient and gravitation terms are small compared with the flow momentum and hence can be neglected. A further simplification is that we only consider variations in the radial direction. See also Riley and Lionello (2011).

Using 40+ years of hindcasts of ambient solar wind, the HUXt model was shown to emulate the full three-dimensional MHD solution using the same $30r_{\odot}$ boundary conditions, with solar-wind speeds throughout the simulation domain agreeing to within 6% (Owens, Lang, Barnard, et al., 2020). The biggest difference between the two solutions is that HUXt produces sharper boundaries between slow and fast wind than the MHD solutions of HelioMAS and ENLIL (see Owens, Lang, Barnard, et al., 2020 for more details).
4. Experimental Setup

For each consequent 27-day period from January 01, 2007 to November 02, 2014, the MAS ensemble (available from http://www.predsci.com/mhdweb/home.php) is constructed for that period and the prior state, \( v^b \), and prior error covariance matrix, \( B \), are approximated as described in Section 2.

The observation error covariance matrix, \( R \), is also generated for each 27-day window. As in Lang and Owens (2019), we specify the observation error covariance matrix as a diagonal matrix with standard deviation approximated as 10% of the mean prior solar-wind speed at the observation radius. This is a somewhat arbitrary value, as the true \( R \) matrix will include a term that varies depending upon the observation’s latitudinal offset from Earth and phase of solar cycle, etc., but it provides a starting point from which we can progress and test such assumptions. This gives:

\[
R_{kk} = (0.1 v^b_{rk})^2 \\
= (0.1 \sum_{i=1}^{N_{\phi}} v^b(\phi_i))^2, 
\]  

where \( 0 \leq k \leq N \) is the observation number and \( N = 128 \) is the number of longitude points.

The BRaVDA scheme is run with these parameters for consecutive 27-day windows (each approximating 1 solar rotation from Earth’s perspective) spanning the seven-year operational window of STEREO-B, assimilating all available observations from STEREO-A, STEREO-B and ACE. This produces initial conditions for forecasting the next 27-day period. The HUXt model is used to produce the forecast for the next 27-day window, with no additional observational constraints. This is summarized in Figure 3.

5. Results

5.1. Forecasting Results Over the Whole 7-Year Period

This section describes the results of the forecasts produced using the data assimilation over the whole seven-year window. As mentioned in the previous sections, 27-day forecasts of the solar wind are produced for the prior state (generated from an ensemble of MAS runs) and the posterior state (the resultant solar wind from the DA). At ACE, we also compared against the STEREO-B corotation forecast. This involves time-shifting STEREO-B observations by \( \Delta t \), given by:

![Figure 3. Schematic showing how Burger radial variational data assimilation (BRaVDA) and heliospheric upwind extrapolation (HUXt) are used to generate solar-wind estimates and forecasts. The prior solar wind (\( v^b \), blue), is generated using the radial solar-wind propagation scheme defined from Riley and Lionello (2011). The BRaVDA scheme uses Equation 3 and the observations (\( y_k \), black crosses), to generate an analysis (\( v^a \), red), for the 27 days prior to the forecast start-time (the assimilation window). \( v^b \) and \( v^a \) are used to initialize HUXt forecasts of the solar-wind speed for the next 27 days (forecast window).]
\[ \Delta t = \frac{\Delta \phi_B}{\Omega_{\text{ROT}}} \]  

(5)

where \( \Delta \phi_B \) is the longitude difference between STEREO-B and Earth. See Thomas et al. (2018); Kohutova et al. (2016) for more details.

For each 27-day forecast window, Root Mean Squared Error (RMSE) is computed over the whole 27-day forecast window, that is:

\[ \text{RMSE}_{27,y} = \sqrt{\frac{1}{N_y} \sum_{i=1}^{N_y} (y_i - x_i)^2} \]  

(6)

where \( N_y \) corresponds to the number of STEREO-A, STEREO-B and ACE observations during the 27-day forecast window, \( y_i \) correspond to the STEREO-A, STEREO-B or ACE observations, and the \( x_i \) are the prior/posterior state, at the relevant satellite’s time/location.

This measures the accuracy of the solar wind forecasts over the whole 27-day forecast window. RMSE is a simple point-by-point analysis, which can be problematic for distinguishing between forecasts with insufficient variability and forecasts with small timing errors in events (Owens, 2018). However, in this particular application, it nevertheless provides a useful initial diagnostic of performance. More detailed forecast validation will be the subject of future research.

Figure 4 shows the 27-day forecast RMSEs against time. The posterior forecast RMSEs are lower than the prior forecasts RMSEs for the vast majority of windows, at all spacecraft locations. To be more specific, for the 105 individual 27-day forecasts generated: the posterior RMSEs are lower than the prior’s for 95 forecasts at STEREO-A, 92 forecasts at STEREO-B and 97 forecasts at ACE. This result indicates that the improvements made by the DA in the assimilation window are carried into the forecast window by the HUXt model.

In the first half of the seven-year period (i.e., before 2011), we note that the prior state has relatively high RMSEs. This is likely due to the Sun being in the solar minimum phase, meaning that greater representivity errors due to latitudinal offsets are observed (see Owens, Lang, Riley, et al., 2020 for more details). Also the solar wind speed is generally higher and more (spatially) variable at this time (Owens, 2020). We can see that the data assimilation is able to produce more accurate solar wind speed forecasts at all observation locations for the vast majority of this time period.

In the latter half of the seven-year period, the solar maximum phase implies the prior state has lower RMSEs due to reduced latitudinal representivity errors and lower solar-wind speed/variability (Owens, Lang, Riley, et al., 2020). In addition, solar maximum is associated with more transient events. These facts lead to a reduction in the improvement in DA forecast RMSEs from the posterior forecast (as the HUXt forecasts here assume the Sun is in steady-state). Nonetheless, the DA still leads to improvements in the forecast solar-wind speeds in comparison to the prior forecasts.

In the center of the seven-year period (end of 2010/start of 2011), there appears to be regions where the prior, posterior and STEREO-B corotation forecasts produce very similar RMSEs. This is most likely due to the start of solar maximum and STEREO-B being far from Earth (in both longitude and latitude). This corresponds to errors from the longitudinal offsets reducing as we move into solar maximum, but corotation lead time and increased transients/solar-wind complexity compensating for these effects. These effects are difficult to disentangle and are currently being investigated to form part of a future study.

At ACE, we also compare the posterior forecast to the corotation forecast from STEREO-B. The two forecasts are comparable when looking at the 27-day forecast RMSE. This is to be expected somewhat, as the data assimilation analysis incorporates the observation at STEREO-B within it. Nonetheless, the posterior forecast at ACE has lower 27-day RMSEs for 63 out of 105 windows (that is, the posterior forecasts are better for 60% of windows). Note that the STEREO-B forecast does not exist for three windows, due to insufficient observations (but the posterior forecast still exists, as it can be based on ACE and STEREO-A data).
Figure 5 shows the mean forecast RMSEs as a function of forecast lead-time at STEREO-A, STEREO-B and ACE. The mean RMSE for each forecast lead-time (in days) is calculated as:

$$ RMSE_{l,y} = \frac{1}{N_w} \frac{1}{N_t} \sum_{l=1}^{N_w} \sum_{k=1}^{N_t} \left( y_{l,k} - x_{l,k} \right)^2, $$

where $N_w$ is the number of 27-day windows (105 in total), $N_t = \epsilon_t - s_t$ is the number of observations during the $t$th day, $y_{l,k}$ is the $k$th observation in the $l$th 27−day window and $x_{l,k}$ is the state corresponding to $y_{l,k}$.
Looking at all observation locations in Figure 5, the posterior solar wind speed forecast has lower mean RMSE than the prior solar wind speed forecast for all lead-times by about 30–50 km/s. Table 1 summarizes this, with the mean RMSE reduction from prior to posterior being 35.976 km/s over all observation locations (equivalent to a 31.4% reduction in forecast RMSE over all observations). It is also the case that the standard errors for the posterior and STEREO-B corotation forecasts tend to be lower than that of the prior. This is further emphasized by the mean standard errors shown in Table 1 that indicate that the posterior and STEREO-B corotation have standard errors of 5.628 km/s and 5.951 km/s respectively, whereas the prior...
forecast has standard errors averaging 8.715 km/s. This indicates the accuracy of the DA and corotation forecasts is more consistent than the prior. At ACE, the STEREO-B corotation forecast RMSE is very similar to the posterior forecast RMSE over all lead-times. However, the posterior forecast does have a slightly lower mean RMSE (see Table 1) and standard error than the STEREO-B forecast. Furthermore, the mean posterior forecast RMSE is lower for 16 lead-times out of 27 considered (60%).

In Figure 6, the distribution of RMSEs for the forecasts is shown as a function of the absolute heliographic latitude difference between STEREO-B and ACE/Earth. The STEREO-B corotation forecasts are seen to be positively correlated, with a gradient of 1.593 km/s deg$^{-1}$ and correlation coefficient of 0.301. This is somewhat expected (Owens, Lang, Riley, et al., 2020) and will be explored in more detail later in the study (in particular, we note the possibility for aliasing between latitude and longitude separations, as well as with the solar cycle). Furthermore, the $p$-value of 0.012 indicates that this correlation is significant at the 95% confidence level. As the latitude difference between STEREO-B and ACE becomes greater, the STEREO-B observations are sampling solar wind that emanate from different regions of the Sun (e.g., spacecraft could be sampling solar wind from different coronal holes). On the other hand, the posterior forecast does not display this correlation, the $p$-value indicating that the correlation found is not significant and the line of best-fit is a flat line (gradient of posterior line of best fit is 0.138 km/s deg$^{-1}$). This means that when STEREO-B and ACE are at different latitudes, the data assimilation is able to remove this systematic error through combination with the other observation sources (ACE and STEREO-A). However, this does also work against the posterior forecast, as it does not necessarily lead to improvements over the STEREO-B corotation forecast when the latitude differences are small. This could be due to STEREO-A being at a larger latitude offset from ACE, “pulling” the posterior forecast away from the ACE data.

In the next sections, we shall investigate how the data assimilation performs in different solar-cycle regimes and where DA can give the greatest improvements when compared to the STEREO-B forecast.

**Table 1**
Table Showing Mean Root Mean Squared Errors (RMSEs) ± Their Standard Errors for the Prior, Posterior and STEREO-B Corotation Forecasts at Each Observation Location Over the Whole-years Window

| Observation location | Prior RMSE (km/s) | Posterior RMSE (km/s) | STEREO-B corotation RMSE (km/s) |
|----------------------|------------------|-----------------------|----------------------------------|
| STEREO-A             | 114.507 ± 8.618  | 80.419 ± 5.626        | N/A                              |
| STEREO-B             | 115.965 ± 9.111  | 79.384 ± 5.870        | N/A                              |
| ACE                  | 113.349 ± 8.416  | 76.089 ± 5.387        | 77.752 ± 5.951                   |
| All avg.             | 114.607 ± 8.715  | 78.631 ± 5.628        | N/A                              |

Abbreviation: ACE, Advanced Composition Explorer.
5.2. Forecasting the Solar-Wind Speed During Different Solar-Cycle Phases

Solar activity is expected to influence the forecast accuracy of both the DA and corotation forecasts. During solar maximum there is an increased number of transient events, such as coronal mass ejections (CMEs), and a more rapidly evolving solar wind structure. Conversely, solar minimum results in fewer transients and a more slowly evolving solar wind structure. Solar-wind speed is highly structured in latitude near solar minimum. The solar cycle (from one solar minimum to the next) is approximately 11 years. In this section, we denote the phase of the solar cycle as $s_C \in [0, 1]$. 0 denotes the start of the solar cycle (at solar minimum), 1 denotes the end of the solar cycle (at solar minimum) and 0.5 is the midpoint of the solar cycle. Solar maximum typically occurs prior to $s_C = 0.5$.

We split forecasts of the solar-wind speed into two groups: those around solar minimum ($s_C \geq 0.7$ or $s_C < 0.2$) and those forecast around solar maximum ($0.2 \leq s_C < 0.7$). From this definition, solar minimum corresponds to dates between January 01, 2007 (the start of the experiments) and March 20, 2011 and solar maximum from March 20, 2011 to November 02, 2014 (the end of the experiments). In this way, we can diagnose how the solar-wind forecasts behave during these two regimes of the solar cycle. Unfortunately, however, this will not be a like-for-like comparison as the STEREO-B spacecraft is moving away from Earth at a rate of 22.5°/yr, therefore the corotation forecasts produced later in the seven-year period (i.e., during the solar maximum phase) will be of longer lead-time than those produced earlier. This means that we would expect the RMSEs to be larger during the solar maximum phase than those in solar minimum, due to the fact that they occur when STEREO-B is further away and hence forecasts have a longer lead-time. This is in addition to the more rapidly evolving solar wind structure and increased number of solar wind transients near solar maximum.

The seven years that we have STEREO-B observations and have run these solar-wind speed forecasts, from 2007 to 2014, coincide with the end of Solar Cycle 23 (August 1996–December 2008, $s_C > 0.84$) and the first half of Solar Cycle 24 (December 2008–May 2020, $s_C < 0.51$). This means that we have far more forecasts occurring around solar minimum than those around solar maximum.

Tables 2 and 3 show that during the solar minimum regime, the prior solar-wind speed RMSEs and uncertainties are greater than during the solar maximum regime, as seen in the previous time series plots. During solar minimum, the posterior forecast and the STEREO-B corotation forecast show a greater improvement over the prior state and greater reduction in uncertainty.

Figure 7 shows that during solar minimum, the posterior and the STEREO-B corotation forecasts show a very similar RMSE pattern for all lead-times, with a mean RMSE difference of 0.086 km/s over all lead-times. Nonetheless, during solar minimum, the mean posterior forecast RMSEs are lower than the STEREO-B corotation forecast RMSEs for 17 considered lead-times out of 27. During solar maximum (see Figure 8), however, the mean RMSE of the STEREO-B corotation forecast is higher than the posterior forecast RMSE between 20 and 23 days (by an average of 17.393 km/s) and with greater uncertainty (mean standard deviation is 13.95 km/s during this period). Despite this large difference in mean RMSEs, the mean STEREO-B corotation forecasts are better than the posterior forecasts for 11 of the 27 lead-time days. On the whole, Figures 7 and 8 show that the STEREO-B corotation forecast and the posterior forecast RMSEs are broadly similar during solar minimum and maximum, exhibiting similar means and uncertainty patterns.

By contrast, Figure 9 shows a very different picture of forecasting skill as a function of latitude offset during solar minimum and solar maximum. Figure 9a shows the 27-day RMSEs of the STEREO-B corotation forecast and posterior forecasts against latitude offset during solar minimum. It can be seen that there is a significant (at the 95% confidence level) positive
The correlation between STEREO-B corotation forecast RMSEs and STEREO-B’s latitude difference from Earth during solar minimum (with gradient of 3.078 km s$^{-1}$ deg$^{-1}$). By comparison, during solar maximum, despite STEREO-B reaching a greater latitude offset from ACE, the STEREO-B corotation forecast RMSE is uncorrelated with the latitude offset of STEREO-B (in fact, the line of best-fit’s gradient is $-0.013$ km s$^{-1}$ deg$^{-1}$, and is not significantly anti-correlated with latitude). The reason for this almost counter-intuitive result can be explained by looking at the solar-wind structure during solar minimum and solar maximum Owens, Lang, Riley, et al. (2020). During solar minimum, the slow-wind band (and heliospheric current sheet) is closely aligned with the heliographic equator (±20°), this means that for a relatively small change in latitude, large deviations in solar-wind structure are observed. Therefore, during solar minimum it is more likely that

**Figure 7.** The mean root mean squared Errors (RMSEs) of the solar-wind speed forecasts plotted against lead-time during solar minimum ($sC < 0.2$ or $sC \geq 0.7$) at the Advanced Composition Explorer (ACE). The blue lines indicate the prior (no data assimilation [DA]) forecast RMSEs, the red lines indicate the posterior (including DA) forecast RMSEs and the orange line gives the STEREO-B corotation forecast RMSEs at ACE. The shaded regions indicate one standard error around the mean.

**Figure 8.** The mean root mean squared errors (RMSEs) of the solar-wind speed forecasts plotted against lead-time during solar maximum ($0.2 \leq sC < 0.7$) at the Advanced Composition Explorer (ACE). The blue lines indicate the prior (no data assimilation [DA]) forecast RMSEs, the solid red lines indicate the posterior (including DA) forecast RMSEs and the solid orange line gives the STEREO-B corotation forecast RMSEs at ACE. The shaded regions span one standard error about the mean.
when STEREO-B is more latitudinally offset from ACE, it will also be more offset with respect to solar-wind structure. In comparison, during solar maximum, slow wind extends to high latitude. This means that there are generally smaller gradients of solar-wind structure with latitude, hence STEREO-B and ACE are more likely to be observing the same solar-wind structures despite their latitudinal offset. For more details on this phenomena, see (Owens, Lang, Riley, et al., 2020).

Reassuringly, the data assimilation is able to compensate for this latitudinal correlation and produce a more consistent forecast for all latitudinal offsets between STEREO-B and ACE. It can be seen that during solar minimum, when this effect is greatest, the posterior forecast’s line of best fit is almost flat (its gradient is 0.315 kms⁻¹deg⁻¹) with very little correlation. As noted before in the plot of latitudinal offset against RMSE for all the data, this does mean that higher RMSE can be observed for the posterior forecasts when STEREO-B’s latitude is close to that of Earth. This further illustrates the need to investigate and incorporate the latitudinal representivity into the observation error covariance matrix when performing the data assimilation. During solar maximum, the posterior is barely correlated with the latitudinal offset, nonetheless, it can...
be seen that there is a consistent reduction in posterior forecast RMSE when compared to the STEREO-B corotation forecast.

6. Discussion and Conclusions

The experiments shown in this study illustrate how data assimilation can be used to produce superior forecasts of near-Earth solar-wind speed up to one solar rotation (27 days) ahead. As solar wind speed generally orders solar wind structures, it is expected to provide a general improvement in space-weather forecasting capability.

Over the seven-year period of this study, we see that the data assimilation scheme (BRaVDA) is able to improve forecasts of the solar-wind speed when compared to the prior ensemble (with no DA), reducing RMSE by an average of 36 km/s at all spacecraft considered. Additionally, the uncertainties present in the forecast estimates are greatly reduced by assimilating data. The posterior forecast RMSE standard errors decreased by an average of 3.1 km/s compared to the prior forecast RMSE standard deviation. This means that we can have increased confidence in the forecasts produced when using data assimilation. During solar maximum, this improvement in forecast RMSE is reduced to about 14 km/s, but during solar minimum, this is increased to about 48 km/s. This shows that the application of data assimilation, even with a relatively simple solar-wind model, can lead to large improvements in forecasting accuracy. The lack of significant difference in forecast accuracy between solar minimum and solar maximum is likely due to competing effects taking precedence. At solar minimum, the highly structured nature of the solar wind with latitude produces forecast errors for both the corotation and data assimilation approaches. Additionally, the solar-wind speed is generally higher and more variable at solar minimum than solar maximum, which also inflates forecast RMSE. Conversely, at solar maximum, forecast errors are produced by the increased frequency of transient solar-wind structures, which none of the studied forecast approaches incorporate. Also, the STEREO spacecraft are further from Earth during the solar maximum period studied, which increases forecast error.

The data assimilation forecasts at Earth are of similar accuracy and uncertainty to the STEREO-B corotation forecast accuracy and uncertainty. This is somewhat to be expected as the data assimilation is also based upon the STEREO-B observation and is expected to recreate it at the satellite location. But the DA approach is advantageous for two reasons. First, the data assimilation scheme provides far more information than the STEREO-B corotation forecast. Whilst corotation gives us a point forecast at Earth (or can be corotated to any other point at the same latitude and heliocentric distance), the DA scheme maps observational data throughout the model domain. This means that the DA scheme is able to give us improved estimates of the solar wind throughout the inner heliosphere. The advantage of this is that this will give a more accurate representation of the solar wind between the Sun and Earth, which will provide a more suitable medium for CMEs to be propagated through (e.g., see Barnard et al., 2020; Owens, Lang, Barnard, Riley, et al., 2020). This will be elaborated upon more in a later study.

Second, the data assimilation also provides a more consistent and robust forecast for the solar wind compared to the STEREO-B corotation forecast. DA is able to reduce the representivity errors that are caused by the latitudinal offset between STEREO-B and ACE/Earth. The STEREO-B corotation forecast is sensitive to the latitudinal offset between STEREO-B and Earth, with poorer forecasts occurring when STEREO-B is at greater latitudinal separation. This is restricted to solar minimum, when there are greatly differing solar-wind regimes at different latitudes. By relying on more than one observation source and accounting for potential errors in the observations, data assimilation is able to compensate for these errors and remove the correlation between forecast error and latitude offset. The DA scheme will also reduce the effect of transient structures (such as coronal mass ejections) seen only at STEREO-B, thus reducing false positive forecasts of high-speed streams. More study is required to determine how to balance the representivity errors contributed from latitudinal offset and the "age" of observations for the purposes of forecasting at Earth. Both of these effects are expected to have competing solar-cycle variations.

HUXt is intended to act as a surrogate model for more complex MHD models. This study shows that BRaVDA could be used to define an optimum set of boundary conditions using solar wind observations which can then be used to drive more complex models, such as ENLIL and HelioMAS.
Data Availability Statement

HUXt can be downloaded in the Python programming language from https://doi.org/10.5281/zenodo.4889327. BRaVDA can be downloaded in the Python programming language from https://doi.org/10.5281/zenodo.4849682.
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