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Abstract

By introducing a subsampling strategy, we propose a randomized block Kaczmarz-Motzkin method for solving linear systems. Such strategy not only determines the block size, but also combines and extends two famous strategies, i.e., randomness and greed, and hence can inherit their advantages. Theoretical analysis shows that the proposed method converges linearly in expectation to the least-Euclidean-norm solution. Several numerical examples are reported to verify the efficiency and feasibility of the new method.
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1. Introduction

Consider the consistent linear system

\[ Ax = b, \]

where \( A \in \mathbb{R}^{m \times n} \) with \( m \geq n \), \( b \in \mathbb{R}^{m} \), and \( x \) is an unknown vector. A popular method for solving the problem is the Kaczmarz method [1], which is an effective row-action iteration solver. Due to its simplicity, speediness, and low memory usage, various variants including randomized versions [2–4], acceleration versions [5–7], and greedy versions [8–10] have been widely discussed and studied over the past decades. Besides, in many computer architectures, the block Kaczmarz iterative updating is more efficient than the simple Kaczmarz method. This is because the former adopts a subset of
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rows of the coefficient matrix in each iteration while the latter only utilizes one row. So, how to select a good set of indices and devise an efficient block method is also an active topic.

In 2014, Needell and Tropp [11] constructed a randomized block Kaczmarz (RBK) method, which selects an index subset $\tau$ uniformly at random from $[m] = \{1, 2, \ldots, m\}$. There are two weaknesses of the RBK method. One is that it is possible to select the same index subset twice consecutively and then result in no progress in the second iteration, and the other one is that this method requires a good row paving, which is difficult to achieve when the range of row norms of $A$ is large. In addition, there may be a lot of extra costs associated with building good paving.

Subsequently, many greedy-type block algorithms [12–15] were proposed to make up for the two shortcomings mentioned above. A large number of numerical experiments in the literature verify that the greedy versions indeed have faster convergence speed. However, all these greedy block methods require at least one full pass over the coefficient matrix at each iteration, which leads to high per-iteration costs in terms of memory and computation when the system is large. Moreover, some of them, like the GBK method in [12], the BEM method in [13], the BSKM1 method in [14], and the GMBK method in [15], cannot control the size of the index subset in each iteration, which may result in extreme cases. That is, it is possible to have either only one index or all indices in the subset. This is inconsistent with the philosophy of the block iteration.

In this paper, we introduce a subsampling strategy which combines the randomized and greedy block strategies discussed above, and construct a randomized block subsampling Kaczmarz-Motzkin (RB-SKM) method. Specifically, the RB-SKM method first selects an index set from $[m]$ randomly like the RBK method, and then uses the greedy strategy to determine the final iterative index subset with definite block size within this randomized sampled constraints. So, compared to the existing block methods, our method has three obvious advantages at the same time: the randomness indicates a very cheap cost per iteration, the greed implies a fast convergence rate and the determined block size means the effectiveness of the block iteration.

The rest of this paper is organized as follows. In Section 2 we propose the RB-SKM method, give its convergence analysis, and discuss the relationships between our method and the existing ones. Section 3 is devoted to the experimental results. Finally, we conclude this paper with some remarks.
2. The RB-SKM method

Before presenting our method, we first provide some preparations. For a matrix $A = (A_{i,j}) \in \mathbb{R}^{m \times n}$, $A^{(i)}$, range($A$), nnz($A$), $A^\dagger$, and $A_\tau$ denote its $i$th row, column space, nonzero elements counts, Moore-Penrose pseudoinverse, and the restriction onto the row indices in the set $\tau$, respectively. We let the positive eigenvalues of $A^T A$ be always arranged in algebraically nonincreasing order: $\lambda_{\text{max}}(A^T A) = \lambda_1(\lambda^2 A) \geq \lambda_2(\lambda^2 A) \geq \cdots \geq \lambda_{\text{min}}^+(A^T A) > 0$, and use $|\tau|$, $E^k$ and $E$ to denote the number of elements of a set $\tau$, the conditional expectation conditioned on the first $k$ iterations and the full expected value, respectively. In addition, the following lemma is necessary throughout the paper.

Lemma 1. ([14]) Let $A \in \mathbb{R}^{n \times n}$ be symmetric and $A_t \in \mathbb{R}^{t \times t}$ be its principal submatrix. Then

$$
\lambda_{n-t+i}(A) \leq \lambda_i(A_t) \leq \lambda_i(A), \quad i = 1, \cdots, t.
$$

Now, we give the RB-SKM method shown in Algorithm 1 for solving the problem. Specifically, the method operates by randomly sampling an index set $\tau_k$ from $[m]$, computing the residual of this set, and projecting onto the constraints corresponding to the $\delta$ largest magnitude entries of this subresidual.

Algorithm 1 The RB-SKM method
1: Input: parameters $\beta$, $\delta \in [m]$, the initial estimate $x^0 \in \mathbb{R}^n$ and $r^0 = b - Ax^0$.
2: for $k = 0, 1, 2, \cdots$ until convergence, do
3: Select an index set $\tau_k$ of size $\beta$ uniformly at random from $[m]$.
4: Compute $\tilde{r}_{\tau_k} = |r^k_{\tau_k}|$.
5: From the set $\tau_k$, determine the index subset $\mathcal{I}_k$ of size $\delta$ satisfying $\tilde{r}^{(i)}_{\tau_k} \geq \tilde{r}^{(j)}_{\tau_k}$, where $i \in \mathcal{I}_k$ and $j \in \tau_k \setminus \mathcal{I}_k$.
6: Compute $d^k = A^\dagger_{\mathcal{I}_k}(b_{\mathcal{I}_k} - A_{\mathcal{I}_k} x^k)$.
7: Update $x^{k+1} = x^k + d^k$ and $r^{k+1} = r^k - Ad^k$.
8: end for

Remark 1. By varying the parameters $\beta$ and $\delta$, some existing methods can be recovered as the special cases of the RB-SKM method; see Table 1 for details.
Table 1: Summary of special methods of the RB-SKM method for different parameters $\beta$ and $\delta$.

| Method       | BSKM* [14] | Motzkin [17] | RBK [11] | SKM [8] | RK* [2] |
|--------------|------------|--------------|----------|---------|---------|
| $\beta$     | $m$        | $m$          | $\beta \in [m]$ | $\beta \in [m]$ | 1       |
| $\delta$    | $\delta \in [m]$ | 1           | $\beta$ | 1       | 1       |

* Assume that the cardinality of the index subsets equals to $\delta$ per iteration.
** The randomized Kaczmarz method with equal probability.

Remark 2. The updating formula of the RB-SKM method in Algorithm 1 can also be replaced by a pseudoinverse-free version presented in [18], i.e.,

$$x^{k+1} = x^k - \alpha_k \left( \sum_{i \in I_k} w_i A(i)x^k - b(i) \right) \left( A(i)^T \right),$$

and its special variants widely discussed in [19–21].

Below, we provide the convergence analysis for the RB-SKM method.

Theorem 1. From an initial guess $x^0 \in \text{range}(A^T)$, the sequence $\{x^k\}_{k=0}^{\infty}$ generated by the RB-SKM method converges linearly in expectation to the least-Euclidean-norm solution $x^* = A^Tb$ and

$$E_k[\|x^{k+1} - x^*\|_2^2] \leq \left( 1 - \frac{\delta}{m} \frac{\lambda_{\text{max}}^+(A^T A) \lambda_{\text{max}}(A^T A)}{\lambda_{\text{max}}(A^T A)} \right) \|x^k - x^*\|_2^2,$$

where

$$\lambda_{\text{max}}^{-1}(A^T A) = \min_{I_k} \lambda_{\text{max}}^{-1}(A^T_{I_k} A_{I_k}) \quad \text{and} \quad \xi_k = \frac{\sum_{\tau_k \in \binom{\delta}{m}} \|A_{\tau_k}x^k - b_{\tau_k}\|_2^2}{\sum_{\tau_k \in \binom{\delta}{m}} \min_{i \in I_k} (A(i)x^k - b(i))^2}.$$  

Proof. Following a similar proof process of Theorem 1 in [14], we can obtain the inequality

$$\|x^{k+1} - x^*\|_2^2 \leq \|x^k - x^*\|_2^2 - \lambda_{\text{max}}^{-1}(A^T_{I_k} A_{I_k}) \sum_{i_k \in I_k} (A(i_k)x^k - b(i_k))^2.$$  

Thus, according to the RB-SKM method in Algorithm 1, we get

$$\|x^{k+1} - x^*\|_2^2 \leq \|x^k - x^*\|_2^2 - \lambda_{\text{max}}^{-1}(A^T_{I_k} A_{I_k}) \delta \min_{i \in I_k} (A(i)x^k - b(i))^2.$$  
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Now, taking expectation conditioned on \( x^k \) and considering the definition of \( \lambda_{\max}^{-1}(A_T^TA_T) \), we have

\[
\mathbb{E}^k [\|x^{k+1} - x^*\|_2^2] \leq \|x^k - x^*\|_2^2 - \mathbb{E}^k \left[ \lambda_{\max}^{-1}(A_T^TA_T) \delta \min_{i \in I_k} (A^{(i)}x^k - b^{(i)})^2 \right]
\]

\[
\leq \|x^k - x^*\|_2^2 - \lambda_{\max}^{-1}(A_T^TA_T) \delta \mathbb{E}^k \left[ \min_{i \in I_k} (A^{(i)}x^k - b^{(i)})^2 \right]
\]

\[
= \|x^k - x^*\|_2^2 - \lambda_{\max}^{-1}(A_T^TA_T) \delta \sum_{\tau_k \in \binom{m}{\beta}} \frac{1}{(\binom{m}{\beta})} \min_{i \in I_k} (A^{(i)}x^k - b^{(i)})^2,
\]

which together with the definition of \( \xi_k \) leads to

\[
\mathbb{E}^k [\|x^{k+1} - x^*\|_2^2] \leq \|x^k - x^*\|_2^2 - \lambda_{\max}^{-1}(A_T^TA_T) \delta \sum_{\tau_k \in \binom{m}{\beta}} \|A_{\tau_k}x^k - b_{\tau_k}\|_2^2
\]

\[
= \|x^k - x^*\|_2^2 - \lambda_{\max}^{-1}(A_T^TA_T) \delta \sum_{\tau_k \in \binom{m}{\beta}} \|A_{\tau_k}x^k - b_{\tau_k}\|_2^2.
\]

Further, together with the Courant-Fisher theorem:

\[
\|Ax\|_2^2 \geq \lambda_{\min}^+(A^TA) \|x\|_2^2\]

is valid for any vector \( x \in \text{range}(A^T) \), it yields

\[
\mathbb{E}^k [\|x^{k+1} - x^*\|_2^2] \leq \left( 1 - \frac{\delta \beta \lambda_{\min}^+(A^TA)}{\xi_k m \lambda_{\max}(A_T^TA_T)} \right) \|x^k - x^*\|_2^2.
\]

So, the desired result (2) is obtained.

**Remark 3.** Assuming \( \min_{i \in I_k} (A^{(i)}x^k - b^{(i)})^2 \neq 0 \), we have \( \xi_k \geq \delta \). The lower bound of \( \xi_k \) is achieved by setting \( (A^{(i)}x^k - b^{(i)})^2 = (A^{(j)}x^k - b^{(j)})^2 \) for any \( i, j \in I_k \) and \( (A^{(i)}x^k - b^{(i)})^2 = 0 \) for any \( i \in [m] \setminus I_k \). Now, combining with the facts \( \beta \leq m \) and \( \lambda_{\min}^+(A^TA) \leq \lambda_{\max}(A_T^TA_T) \), we get

\[
1 - \frac{\delta \beta \lambda_{\min}^+(A^TA)}{\xi_k m \lambda_{\max}(A_T^TA_T)} < 1.
\]

Further, according to Lemma[1], it is easy to obtain \( \lambda_{\max}(A_T^TA_T) \leq \lambda_{\max}(A^TA) \). Then we can get

\[
\rho_{\text{RB-SKM}} = 1 - \frac{\delta \beta \lambda_{\min}^+(A^TA)}{\xi_k m \lambda_{\max}(A_T^TA_T)} \leq 1 - \frac{\delta \beta \lambda_{\min}^+(A^TA)}{\xi_k m \lambda_{\max}(A^TA)} < 1,
\]

which means that the convergence factor of the RB-SKM method is smaller than 1.

The following remarks specify the parameters in the RB-SKM method to obtain the convergence results for the specific methods shown in Table[1] and then we compare them with the existing results.
Remark 4 (connection to BSKM1). When $\beta = m$ and $\delta \in [m]$, from Theorem 1 we can get a convergence result of the BSKM1 method:

$$
\mathbb{E}^k[\|x^{k+1} - x^*\|_2^2] \leq \left(1 - \frac{\delta}{\xi_k \lambda_{\max}(A_T^T A_T)}\right)\|x^k - x^*\|_2^2;
$$

where $\xi_k = \sum_{\tau_k \in \binom{m}{\beta}} \|A_{\tau_k} x_k - b_{\tau_k}\|_2^2$, $\gamma_k = \sum_{\tau_k \in \binom{m}{\beta}} \|A_{\tau_k} x_k - b_{\tau_k}\|_2^2$, and $\tilde{\beta} \leq m$. Since $\frac{1}{\xi_k} \geq \frac{\bar{\beta}}{\gamma_k m}$ implies $1 - \frac{\delta}{\xi_k \lambda_{\max}(A_T^T A_T)} \leq 1 - \frac{\beta \delta}{\gamma_k m \lambda_{\max}(A_T^T A_T)}$, the new convergence result (3) improves the existing one (4) under the aforementioned condition.

Remark 5 (connection to Motzkin). If the coefficient matrix $A$ is standardized, i.e., $\|A^{(i)}\|_2 = 1$ for $i \in [m]$, then, setting $\beta = m$ and $\delta = 1$, our convergence result in Theorem 1 reduces to

$$
\|x^{k+1} - x^*\|_2^2 \leq \left(1 - \lambda_{\min}(A^T A)\right)\|x^k - x^*\|_2^2,
$$

where

$$
\xi_k = \sum_{\tau_k \in \binom{m}{\beta}} \|A_{\tau_k} x_k - b_{\tau_k}\|_2^2
$$

and

$$
\gamma_k = \sum_{\tau_k \in \binom{m}{\beta}} \|A_{\tau_k} x_k - b_{\tau_k}\|_2^2.
$$

It is just the convergence result given in [22, Remark 3] for the Motzkin method.

Remark 6 (connection to RBK). Setting $\beta \in [m]$ and $\delta = \beta$, if the coefficient matrix $A$ is standardized and its row partition $T = \{\tau_1, \tau_2, \ldots, \tau_p\}$ satisfies $\sum_{i=1}^p |\tau_i| = m$, $|\tau_i| = \beta$ and $\lambda_{\max}(A_{\tau_i}^T A_{\tau_i}) \leq \beta$ for any $i \in [p]$, then, from Theorem 1 we have

$$
\mathbb{E}^k[\|x^{k+1} - x^*\|_2^2] \leq \left(1 - \frac{\beta \beta \lambda_{\min}(A^T A)}{\xi_k \lambda_{\max}(A_T^T A_T)}\right)\|x^k - x^*\|_2^2,
$$

where

$$
\lambda_{\max}(A_T^T A_T) \leq \beta \quad \text{and} \quad \xi_k \geq \beta.
$$
Further, we get
\[
E[\|x^k - x^*\|_2^2] \leq \prod_{j=0}^{j=k-1} \left( 1 - \beta \frac{\lambda_2^+(A^T A)}{\xi_j m} \right) \|x^0 - x^*\|_2^2,
\]
which is an improved convergence result for the RBK method over the one presented in [11, Theorem 1.2],
\[
E[\|x^k - x^*\|_2^2] \leq \left( 1 - \frac{\lambda_2^+(A^T A)}{\beta m} \right)^k \|x^0 - x^*\|_2^2,
\]
when \( \beta^2 \geq \xi_j \).

**Remark 7 (connection to SKM).** Assuming that the coefficient matrix \( A \) is standardized and the parameters \( \beta \in [m] \) and \( \delta = 1 \), according to Theorem 1, we have
\[
E^k[\|x^{k+1} - x^*\|_2^2] \leq \left( 1 - \frac{\beta \lambda_2^+(A^T A)}{\xi_k m} \right) \|x^k - x^*\|_2^2,
\]
where
\[
\xi_k = \frac{\sum_{\tau \in [m]} \|A_{\tau \cdot} x^k - b_{\tau \cdot}\|_2^2}{\sum_{\tau \in [m]} \min_{i \in [k]} (A^{(i)} x^k - b^{(i)})^2} = \frac{\sum_{\tau \in [m]} \|A_{\tau \cdot} x^k - b_{\tau \cdot}\|_2}{\sum_{\tau \in [m]} \min_{i \in [k]} (A^{(i)} x^k - b^{(i)})^2}.
\]

Further, we get
\[
E[\|x^k - x^*\|_2^2] \leq \prod_{j=0}^{j=k-1} \left( 1 - \frac{\lambda_2^+(A^T A)}{\xi_j m} \right) \|x^0 - x^*\|_2^2,
\]
which is just the convergence result for the SKM method shown in [2, Corollary 2.1].

**Remark 8 (connection to RK).** Suppose that the coefficient matrix \( A \) is standardized and \( \beta = \delta = 1 \). Then, from Theorem 1, we have
\[
E^k[\|x^{k+1} - x^*\|_2^2] \leq \left( 1 - \frac{\lambda_2^+(A^T A)}{\xi_k m} \right) \|x^k - x^*\|_2^2,
\]
where
\[
\xi_k = \frac{\sum_{\tau \in [m]} \|A_{\tau \cdot} x^k - b_{\tau \cdot}\|_2^2}{\sum_{\tau \in [m]} \min_{i \in [k]} (A^{(i)} x^k - b^{(i)})^2} = 1.
\]

So, we can obtain
\[
E[\|x^k - x^*\|_2^2] \leq \left( 1 - \frac{\lambda_2^+(A^T A)}{m} \right)^k \|x^0 - x^*\|_2^2,
\]
which is just the convergence result of the RK method given in [2, Theorem 2].
Since $\xi_k$ plays an important role in the convergence behavior of the RB-SKM method, and we only know its lower bound from Remark 3, we next analyze its upper bound in expectation for the Gaussian matrix case. The proof is similar to Lemma 2.2 of [23] and Proposition 4.1 of [22].

**Lemma 2.** Assume that $A \in \mathbb{R}^{m \times n}$ is a random Gaussian matrix with $A_{(i,j)} \sim \mathcal{N}(0, \sigma^2)$, $x^* = 0$ and $b = 0$. For each $\tau \in \binom{[m]}{\beta}$, $I_k \subseteq \tau$ and $|I_k| = \delta$, let $I_\tau \subseteq \tau \setminus I_k$ be a set of rows that are independent of $x$ and $|I_\tau| \leq \beta - \delta$. If $x$ is independent of at least $m'$ rows of $A$, then

$$
\xi_k = \frac{\sum_{\tau \in \binom{[m]}{\beta}} \mathbb{E}[\|A_{\tau}x\|^2_2]}{\sum_{\tau \in \binom{[m]}{\beta}} \mathbb{E}[\min_{i \in I_k} (A(i)x)^2]} \leq \frac{(m') \left( (\beta - \delta)n + \sum_{i \in \tau \setminus I_\tau} \|A(i)\|^2_2 \sigma^2 \right)}{(m') \log(\beta - \delta)}.
$$

**Proof.** Firstly, for the numerator, by using the Cauchy-Schwarz inequality, we have

$$
\sum_{\tau \in \binom{[m]}{\beta}} \mathbb{E}[\|A_{\tau}x\|^2_2] \leq \sum_{\tau \in \binom{[m]}{\beta}} \sum_{i \in \tau} \mathbb{E}[\|A(i)\|^2_2 \|x\|^2_2]
$$

$$
= \sum_{\tau \in \binom{[m]}{\beta}} \left( \sum_{i \in I_\tau} \mathbb{E}[\|A(i)\|^2_2 \|x\|^2_2] + \sum_{i \in \tau \setminus I_\tau} \|A(i)\|^2_2 \|x\|^2_2 \right),
$$

which together with the fact $\mathbb{E}[\|A(i)\|^2_2] = \sigma^2$ leads to

$$
\sum_{\tau \in \binom{[m]}{\beta}} \mathbb{E}[\|A_{\tau}x\|^2_2] \leq \sum_{\tau \in \binom{[m]}{\beta}} \left( \sum_{i \in I_\tau} n\sigma^2 \|x\|^2_2 + \sum_{i \in \tau \setminus I_\tau} \|A(i)\|^2_2 \|x\|^2_2 \right)
$$

$$
\leq \sum_{\tau \in \binom{[m]}{\beta}} \left( (\beta - \delta)n\sigma^2 + \sum_{i \in \tau \setminus I_\tau} \|A(i)\|^2_2 \|x\|^2_2 \right)
$$

$$
\approx \left( \frac{m}{\beta} \right) \left( (\beta - \delta)n\sigma^2 + \sum_{i \in \tau \setminus I_\tau} \|A(i)\|^2_2 \|x\|^2_2 \right).
$$

Secondly, for the denominator, we have

$$
\sum_{\tau \in \binom{[m]}{\beta}} \mathbb{E}[\min_{i \in I_k} (A(i)x)^2] \geq \sum_{\tau \in \binom{[m]}{\beta}} \mathbb{E}[\max_{i \in \tau \setminus I_k} (A(i)x)^2] \geq \sum_{\tau \in \binom{[m]}{\beta}} \mathbb{E}[\max_{i \in I_\tau} (A(i)x)^2] \geq \sum_{\tau \in \binom{[m]}{\beta}} \mathbb{E}[\left( \max_{i \in I_\tau} A(i)x \right)^2].
$$
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Further, by applying the Jensen’s inequality, we get
\[
\sum_{\tau \in \binom{\mathcal{M}}{\beta}} \mathbb{E}[\min_{i \in \mathcal{I}_f} (A^{(i)} x)^2] \geq \sum_{\tau \in \binom{\mathcal{M}}{\beta}} \left( \mathbb{E}[\max_{i \in \mathcal{I}_f} A^{(i)} x] \right)^2 \\
\geq \sum_{\tau \in \binom{\mathcal{M}}{\beta}, |\mathcal{I}_f| = \beta - \delta} \left( \mathbb{E}[\max_{i \in \mathcal{I}_f} A^{(i)} x] \right)^2.
\]

Moreover, from the fact \(A^{(i)} x \sim \mathcal{N}(0, \sigma^2 \|x\|^2)\) and the estimation for the maximum of independent normal random variables, we have
\[
\mathbb{E}[\max_{i \in \mathcal{I}_f} A^{(i)} x] \gtrsim \sigma \|x\|^2 \sqrt{\log(|\mathcal{I}_f|)}.
\]

Thus,
\[
\sum_{\tau \in \binom{\mathcal{M}}{\beta}} \mathbb{E}[\min_{i \in \mathcal{I}_f} (A^{(i)} x)^2] \gtrsim \sum_{\tau \in \binom{\mathcal{M}}{\beta}, |\mathcal{I}_f| = \beta - \delta} \sigma^2 \|x\|^2 \log(\beta - \delta)
\]
\[
\geq \binom{m'}{\beta}\sigma^2 \|x\|^2 \log(\beta - \delta).
\]

Therefore,
\[
\xi_k = \frac{\sum_{\tau \in \binom{\mathcal{M}}{\beta}} \mathbb{E}[\|A^\tau x\|^2]}{\sum_{\tau \in \binom{\mathcal{M}}{\beta}} \mathbb{E}[\min_{i \in \mathcal{I}_f} (A^{(i)} x)^2]} \leq \left( \frac{m'}{\beta} \right) \frac{(\beta - \delta)n\sigma^2 + \sum_{i \in \mathcal{I}_f} \|A^{(i)}\|^2}{\|x\|^2 \|X\|^2} \left( \frac{\beta - \delta}{\log(\beta - \delta)} \right)
\]
\[
= \left( \frac{m'}{\beta} \right) \frac{(\beta - \delta)n + \sum_{i \in \mathcal{I}_f} \|A^{(i)}\|^2/\sigma^2}{\left( \frac{\beta - \delta}{\log(\beta - \delta)} \right)}
\]

which is the desired result.

**Remark 9.** From Lemma 2 we know that \(\xi_k\) is upper bounded by \(O\left(\frac{(\beta - \delta)n}{\log(\beta - \delta)}\right)\) when \(A\) is a random Gaussian matrix. Here we guess that the sharp upper bound is \(O\left(\frac{\beta - \delta}{\log(\beta - \delta)}\right)\), and the factor \(n\) there is due to the proof technique. Figure 1 confirms the conjecture.

Based on the above results and our main theorem, we can get the following Corollary 1 on the convergence for the RB-SKM method with the coefficient matrix \(A\) being the random Gaussian matrix.
Corollary 1. Assume that $A \in \mathbb{R}^{m \times n}$ is a random Gaussian matrix with $A_{(i,j)} \sim \mathcal{N}(0, \sigma^2)$, and $x^* = A^T b$ is the least-Euclidean-norm solution. If the sequence $\{x^k\}_{k=0}^{\infty}$ generated by the RB-SKM method starts from an initial guess $x^0 \in \text{range}(A^T)$, then we have
\[
E[\|x^{k+1} - x^*\|_2^2] \lesssim E\left(1 - \frac{\log(\beta - \delta)}{\beta - \delta} \frac{\beta \lambda_{\min}^+ (A^T A)}{m \lambda_{\max} (A^T A)}\right) \|x^k - x^*\|_2^2.
\]

3. Experimental results

In this section, we first test the impact of the parameters $\beta$ and $\delta$ on the RB-SKM method, and then compare our method with the BSKM2 method from [14] in terms of the iteration numbers (denoted as “Iteration”), operation counts and computing time in seconds (denoted as “CPU time(s)”). All the numerical results are the arithmetic average of 10 repeated trials for each method, and all experiments start from an initial vector $x^0 = 0$ and terminate when the relative residual (RR) satisfies $RR = \frac{\|b - Ax^k\|_2^2}{\|b - Ax^0\|_2^2} < 10^{-6}$, or when the number of iterations exceeds 200000.

3.1. The impact of the parameters $\beta$ and $\delta$ on the RB-SKM method

We report in left two subgraphs of Figure 2 how sensitive the RB-SKM method is for variation of the parameter $\beta$ (from $\delta$ to $m$) and show in right two subgraphs of Figure 2 how the parameter $\delta$ (from 5 to $\beta$) affects the RB-SKM method. In the specific experiments, the coefficient matrix $A$ is generated by the MATLAB function $\text{sprandn}(m, n, 0.2, 0.8)$, the solution vector $x^* \in \mathbb{R}^n$ is generated by the MATLAB function $\text{randn}$, and the vector $b \in \mathbb{R}^m$ is generated by setting $b = Ax^*$. From Figure 2 we find that all results generally show a similar trend, that is, the CPU times of the RB-SKM method with respect to the increase of the parameter $\beta$ or the parameter $\delta$ shows
a U-shape. This phenomenon implies that a minimum for CPU time occurs for $\beta$ between $\delta$ and $m$ when the parameter $\delta$ is fixed, and for $\delta$ between 5 and $\beta$ when the parameter $\beta$ is fixed.

Figure 2: CPU time with varying values of $\beta$ (left) and $\delta$ (right) for the RB-SKM method.

3.2. Comparison of the BSKM2 and RB-SKM methods for realistic practical problems

In [13], Liu and Gu verified the superiority of the BEM method [13] over the RBK [11], GBK [12], GRBK [13] and Motzkin [17] methods through a large number of experiments, and compared to the BEM method, the BSKM1 method [14] requires less computing time because the latter only needs to pass over the data once to obtain the same iteration index set, while the former needs twice. Furthermore, extensive experiments in [14] show that the BSKM1 and BSKM2 methods have almost the same performance, but the former cannot control the size of the index set. So, we only need to compare our method with the BSKM2 method in the following. In fact, the left two subgraphs in Figure 2 have already implied that the RB-SKM method is superior to the BSKM1 method in terms of computing time when choosing appropriate $\beta$. This is because the RB-SKM method can be approximated as the BSKM1 method when $\beta = m$ shown in Table 1.

For the BSKM2 and RB-SKM methods, the CGLS method [24] is used to avoid calculating the Moore-Penrose pseudoinverse. Thus, from Algorithm 1, we can obtain that the RB-SKM method in each iteration needs around $2mn + n + 2\beta + (2\text{nnz}(A_{x_k}) + 3n + 2\delta)\text{IT}_1 + 2n\delta$ operation counts, where $\text{IT}_1$ is the iteration numbers of the CGLS algorithm. Similarly, we can get that the operation counts needed for the BSKM2 method in each iteration is around $2mn + n + 2m + (2\text{nnz}(A_{x_k}) + 3n + 2\delta)\text{IT}_1 + 2n\delta$, where $J_k$ is the iteration index set in each iteration. Therefore, our RB-SKM method needs less operation counts compared with the BSKM2 method in each iteration as $\beta \leq m$.

We use realistic practical datasets including the coefficient matrix $A$ and the corresponding right-hand side vector $b$. They are all taken from [25], and have disparate properties, either full-
Table 2: Details of the data sets.

| dataset  | m    | n    | Nonzeros | Condition Number | Full Rank | Background              |
|----------|------|------|----------|------------------|-----------|-------------------------|
| well1850 | 1850 | 712  | 8755     | 1.11e+02         | true      | Least Squares Problem   |
| Maragal | 1964 | 1034 | 26719    | 6.12e+33         | false     | Least Squares Problem   |
| illc1033 | 1033 | 320  | 4719     | 1.90e+04         | true      | Least Squares Problem   |
| lpi_gran | 2658 | 2525 | 20111    | 1.16e+20         | false     | Linear Programming Problem |

rank or rank-deficient, ill or well conditioned; see details in Table 2. Numerical results are reported in Figures 3 to 5, which show that our RB-SKM method outperforms the BSKM2 method in terms of iteration numbers, operation counts and CPU time.

Figure 3: Relative residual versus iteration numbers for the BSKM2 and RB-SKM methods.

Figure 4: Relative residual versus operation counts for the BSKM2 and RB-SKM methods.

4. Concluding remarks

This paper mainly proposes the RB-SKM method for solving consistent linear systems. It behaves quite well in numerical experiments. So, it is interesting to generalize this method for solving other problems such as the inconsistent problems \[26\], the ridge regression problems \[27\],
the feasibility problems [8], etc. In addition, how to determine the optimal parameters $\beta$ and $\delta$ is currently unavailable and can be regarded as a future work.
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