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Abstract
Multi-person motion prediction remains a challenging problem, especially in the joint representation learning of individual motion and social interactions. Most prior methods only involve learning local pose dynamics for individual motion (without global body trajectory) and also struggle to capture complex interaction dependencies for social interactions. In this paper, we propose a novel Social-Aware Motion Transformer (SoMoFormer) to effectively model individual motion and social interactions in a joint manner. Specifically, SoMoFormer extracts motion features from sub-sequences in displacement trajectory space to effectively learn both local and global pose dynamics for each individual. In addition, we devise a novel social-aware motion attention mechanism in SoMoFormer to further optimize dynamics representations and capture interaction dependencies simultaneously via motion similarity calculation across time and social dimensions. On both short- and long-term horizons, we empirically evaluate our framework on multi-person motion datasets and demonstrate that our method greatly outperforms state-of-the-art methods of single- and multi-person motion prediction. Code will be made publicly available upon acceptance.

1 Introduction
Recent years have seen a proliferation of work on the topic of human motion prediction (Su et al. 2021; Fragkiadaki et al. 2015; Li et al. 2021; Cao et al. 2020a; Barsoum, Kender, and Liu 2018; Martinez, Black, and Romero 2017a), which aims to forecast future poses based on past observations. Understanding and forecasting human motion also plays a critical role in the field of artificial intelligence and computer vision, especially for robot planning, autonomous driving, and video surveillance (Gui et al. 2018; Kundu, Gor, and Babu 2019; Zhuo et al. 2019; Cao et al. 2020b).

Although encouraging progress has been achieved, the current methods are mostly based on local pose dynamics forecasting without global joints’ position changes (global body trajectory) and often tackle the problem for single humans in isolation without human-human interaction. However, in real-world scenarios, each person may interact with one or more people, ranging from low to high levels of interactivity with instantaneous and deferred mutual-influences (Newcomb, Turner, and Converse 2015; Adeli et al. 2021).
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For example, Figure 1 gives us an illustration, where two persons are pushing and shoving with high interaction, while another person is just walking on the side with no or low interaction. Thus, accurately forecasting pose dynamics and trajectory for individual motion and comprehensively considering complex interactive factors for social interactions are imperative for understanding human behavior in multi-person motion prediction. However, existing solutions do not jointly consider these challenging factors in an efficient way. For instance, Guo et al. (Guo et al. 2022) first propose a collaborative prediction task and perform future motion prediction for only two interacted dancers, which inevitably ignores low interaction influence on one’s future behavior. Besides, in the scene with more individuals, Wang et al. (Wang et al. 2021) use local-global Transformers to learn individual motion and social interactions separately followed by feature concatenation. In this work, we argue this strategy is sub-optimal since individuals’ behavior can be influenced by themselves and others at different times. Additionally, they take a vanilla Transformer as the local Transformer for temporal modeling, which neglects the spatial dependencies of the human body joints.

To address these challenges, we propose a novel
Transformer-based framework, termed SoMoFormer, which contains a displacement sub-sequence encoder (DSE), a social interaction encoder (SIE), and a Transformer predictor. Firstly, DSE transforms observed sequences to displacement sub-sequences and extracts motion features from the sub-sequences via multiple graph convolutional network (GCN) units to faithfully learn local and global pose dynamics. Then we use MLP to downsample the motion features for each individual, which will further facilitate the learning of pose dynamics and social interactions compared to frame-wise pose features.

Secondly, the Transformer-based SIE that comprises a time encoder, a spatial encoder, and a social-aware motion attention mechanism (SAMA), is presented to jointly model individual motion and social interactions. Since Transformer requires a single sequence as input, the SIE uses a multi-person displacement sequence that is flattened by the sub-sequences of each person across time and individuals. The time encoder applies temporal positional encoding to such a sequence representation to preserve temporal information for each person. The spatial encoder produces spatial relations between individuals and supplements them in the SAMA mechanism as attention biases. The SAMA mechanism allows each person to attend to different inter- and intra-individual motion relations across time and social dimensions. This mutual consideration of relationships in time and space based on motion features rather than pose features can further optimize dynamic representations and effectively capture various interaction dependencies for complex social interactions.

Finally, a Transformer decoder (dubbed the Transformer predictor) is introduced to further consider the relations between the current and historical context across individuals and predict smooth and accurate multi-person motion trajectories. For multi-person motion prediction (with 3 persons), we evaluate our method on multiple datasets, including CMU-Mocap (CMU-Graphics-Lab 2003; Mehta et al. 2018) augmented and MuPoTS-3D (Van der Aa et al. 2011). Besides, we extend our experiment by mixing the above datasets with the 3DPW (Von Marcard et al. 2018) dataset to perform prediction in a more complex scene (with 6 ~ 10 persons). Our method outperforms the state-of-the-art approaches for both short- and long-term predictions by a large margin, with 12 ~ 36% accuracy improvement for the short term (≤ 0.4s) and 8 ~ 16% accuracy improvement for the long term (0.4s ~ 1.0s).

To summarize, our key contributions are as follows:

- We propose a novel Transformer-based framework that effectively models individual motion and social interactions in a joint manner for plausible multi-person motion prediction.
- We introduce a displacement sub-sequence encoder to faithfully learn local and global pose dynamics from sub-sequences in the displacement trajectory space.
- We present a novel social-aware motion attention mechanism that simultaneously considers inter- and intra-individual motion relations to further optimize dynamics representations and capture different interaction dependencies.

- On multiple multi-person motion datasets, the proposed SoMoFormer significantly outperforms the state-of-the-art methods of single- and multi-person motion prediction.

### 2 Related Work

**Human Motion Prediction.** Predicting human motion offers enormous promise for surveillance, autonomous driving, and human-robot interaction. Although recurrent neural networks (RNNs) have shown advantages in processing this typical sequence-to-sequence problem (Fragkiadaki et al. 2015; Martinez, Black, and Romero 2017b; Jain et al. 2016), discontinuity and error accumulation often happen due to the frame-by-frame prediction manner. To address these issues, some feed-forward networks such as graph convolution networks (GCNs) and temporal convolution networks (TCNs) are used to explore spatial and temporal dependencies (Li et al. 2021; Cao et al. 2020a; Dang et al. 2021; Cui and Sun 2021). Besides, Mao et al. (Mao, Liu, and Salzmann 2020) introduce an attention-based feed-forward network to capture the similarity between the current motion context and the historical motion sub-sequences and process the result with a GCN for long-term prediction. All the aforementioned methods fix the body center position for local pose dynamics forecasting, thus ignoring global body trajectory. In addition, interactions at the skeleton level between individuals are not modeled or captured. However, we argue that learning both local and global pose dynamics simultaneously and modeling fine-grained human-human interactions are essential for understanding complex human behavior. Different from prior work, our SoMoFormer can effectively capture both local and global pose dynamics in displacement trajectory space and model human-human interaction at a skeleton level.

**Multi-Person Social Interaction.** Multi-person trajectory prediction is a representative issue for social interaction. Existing methods for the task can be categorized based on how they model time and social dimensions. RNNs (Hochreiter and Schmidhuber 1997) and Transformers (Vaswani et al. 2017) are the preferred models (Huang et al. 2019; Alahi et al. 2016; Yu et al. 2020) to process the trajectory sequence for temporal modeling, and graph neural networks (GNNs) (Kipf and Welling 2016) are often adopted as social models for interaction modeling (Kipf et al. 2018; Li et al. 2020a). While performing well, these studies only focus on individuals’ global movement without modeling detailed human joint dynamics. In order to address fine-grained human-human interaction, some approaches are proposed to predict multi-person motion trajectories. For example, Adeli et al. (Adeli et al. 2020) propose to combine scene context for multi-person motion prediction on a short-term horizon, and Guo et al. (Guo et al. 2022) present a collaborative prediction task for only two interacted persons. Furthermore, Wang et al. (Wang et al. 2021) introduce a Transformer-based framework to forecast motion trajectory for more people. Despite the novelty of these methods, individual motion and social interaction are often modeled separately without
effective feature fusion, rendering them incapable of handling different levels of interaction in crowd scenarios. In this work, we investigate our SoMoFormer to model individual motion and social interactions simultaneously and predict future motion for 3 ~ 10 persons with complex social interactions.

3 Method

As shown in Figure 2, the overall framework comprises a displacement sub-sequence encoder (DSE), a social interaction encoder (SIE), and a Transformer predictor. Besides, we adopt a Discrete Cosine Transformation (DCT) that discards the high-frequency information for a more compact representation in trajectory space (Mao et al. 2019; Ahmed, Natarajan, and Rao 1974). In the following, we introduce the problem definition and our key modules in detail.

3.1 Problem Definition

Supposing the historical poses from person $p$ are $X_{p,N}^{1:N} = \{x_{p,1}^{1:N}, x_{p,2}^{1:N}, ..., x_{p,N}^{1:N}\}$ with $N$ frames, where $p = 1, 2, ..., P$. For simplicity, we omit subscript $p$ when $p$ only represents an arbitrary person, e.g., taking $x_{1:t}$ as $x_{1:t}$. Instead of absolute joint positions in the world coordinate, we use $y_{i} = x_{i+1} - x_{i}$ to obtain instantaneous pose displacement at time $i$, which provides more valuable dynamics information (Su et al. 2021). The whole displacement sequence is defined as $Y_{1:N-1} = \{y_{1}, y_{2}, ..., y_{N-1}\}$. Given the displacement sequence $Y_{1:N-1}$ from each person, our goal is to predict the future displacement trajectory $Y_{N:N+T-1}$ and transform it back to the pose space $X_{N+1:N+T}$.

3.2 Displacement Sub-sequence Encoder (DSE)

Due to that humans tend to repeat their motion across a period of time (Mao, Liu, and Salzmann 2020), we divide the displacement sequence of each person $Y_{1:N-1} = \{y_{1}, y_{2}, ..., y_{N-1}\}$ into $N - M$ sub-sequences $\{Y_{i+1:M-1}\}_{i=1}^{N-M}$. To faithfully learn local and global pose dynamics, we exploit multiple GCN units (Multi-GCN Units) to directly extract features of human body dynamics from the sub-sequences in displacement trajectory space. Specifically, each of the unit is composed of one initial GCN, one end GCN, and 2 residual GCNs. Note that the above unit with GCNs is similar to the method (Mao et al. 2019) except for the number of residual GCNs. In addition, due to the limitation of GCNs in the time dimension, it is hard to handle sequences of an arbitrary length during training. To solve this, we use the length of the sub-sequence $M$ as the kernel size and separate the first $S$ sub-sequences into the Multi-GCN Units with $S$ units to explore individual’s spatial dependencies among distinct joints, where $S = N - M - 1$. The output $\hat{Y} \in \mathbb{R}^{BPS \times M \times F}$ of the Multi-GCN Units is then fed into MLP to downsample each sub-sequence from length $M$ to 1, where $BPS$ is the merged dimension size and $F$ is the feature dimension. Formally,

$$\hat{Y} \xrightarrow{1 \times 1 \text{ convolution}} \hat{Y}' \in \mathbb{R}^{BPS \times F},$$

$$\text{LeakyRelu}(\hat{Y}') \xrightarrow{\text{reshape}} \hat{Y}'' \in \mathbb{R}^{B \times P \times S \times F}. \quad (2)$$

The last observed sub-sequence from each person is taken as a query motion for the Transformer predictor, which we shall discuss later in subsection 3.4.

3.3 Social Interaction Encoder (SIE)

Inspired by Transformers in the graph domain (Ying et al. 2021; Dwivedi and Bresson 2020; Nawhal and Mori 2021; Xia et al. 2021; Hussain, Zaki, and Subramanian 2021), we introduce a social interaction encoder (SIE) based on Transformer to model individual motion and social interactions simultaneously. In this subsection, we illustrate the details of the SIE from the following four components: multi-person displacement sequence, time encoder, spatial encoder, and social-aware motion attention.
Multi-Person Displacement as a Sequence. After the operation by DSE, individuals’ sequence is represented as $Y^n = \mathbb{R}^{B \times P \times S \times F}$. We reshape all the sequences and denote past multi-person displacement sequence as $Y_{\text{past}} = \{y^n_1, ..., y^n_i, ..., y^n_S\} \in \mathbb{R}^{B \times PS \times F}$ of length $L = P \times S$, which are used for the Transformers below.

Time Encoder. We employ a time encoder proposed by Yuan et al. [2021] to preserve individuals’ temporal information in the multi-person displacement sequence. The time encoder takes $Y_{\text{past}}$ as input to calculate timestamp features based on the element’s timestamp and uses the same sinusoidal design from the original Transformer as the positional encoding on the timestamp.

Spatial Encoder. In practice, the closer people are to each other in 3D space, the higher their interactivity will be to a certain extent. Here, we propose a spatial encoder to capture such intangible connections among people. Specifically, we first extract the root (central hip) position sequence from the original pose space, and then segment and downsample it as DSE does. To share temporal information, we also flatten the sequences across time and individuals to obtain a root position sequence. Given the sequence, we compute the Euclidean distance across time and individuals to obtain a 3D relative position matrix: $e_{i,j} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2}$, where $i, j = 1, ..., L$.

Next, we map this relative position matrix to an integer set for a spatial relation. In our opinion, one individual can be affected to some extent by others from little far away. However, the widely used clip function $h(e) = \max(-\beta, \min(\beta, e))$ eliminates the context of long-distance relative position. Inspired by Wu et al. [2021], we use the piecewise index function to get spatial relation $\psi_{(i,j)}$ with the time dimension as shown in Figure 3 containing information both in the short- and long-range. The piecewise index function is presented as

$$g(e) = \begin{cases} \text{sign}(e) \times \min(\beta, |e| + \frac{\ln(|e|/\alpha)}{\ln(\gamma/\alpha)}(\beta - \alpha)), & |e| \leq \alpha \\ \epsilon, & |e| > \alpha \end{cases}$$

where $\epsilon$ is a round operation, $\text{sign}(\cdot)$ determines the sign of a number, i.e., returning 1 for positive input, -1 for negative, and 0 for otherwise. $\alpha$ controls the piecewise point, $\beta$ limits the output in the range of $[-\beta, \beta]$, and $\gamma$ tunes the curvature of the logarithmic part.

Finally, we embed the spatial relation as spatial encoding for query, key, and value respectively: $P_{\text{query}}, P_{\text{key}}, P_{\text{value}} \in \mathbb{R}^{L \times d_z}$, which are shared throughout all attention layers.

Social-Aware Motion Attention. We aim to construct a social-aware motion attention (SAMA) mechanism to effectively model individual motion and complex social interactions in a joint manner, as shown in Figure 4 right. With ample motion features acquired by downsampling from the subsequences, SAMA, based on motion-wise attention computation, can further optimize pose dynamics representations and capture different interaction dependencies among individuals by measuring motion similarity rather than pose similarity. Let $H = [h_1, ..., h_n] \in \mathbb{R}^{n \times d}$ denote the input representation for attention module, where $d$ is the hidden dimension. SAMA takes as input keys $K$, queries $Q$ and values $V$, each of which is projected by the corresponding parameter matrix $W_Q \in \mathbb{R}^{d \times d_z}, W_K \in \mathbb{R}^{d \times d_z}$ and $W_V \in \mathbb{R}^{d \times d_z}$. The output of social-aware motion attention is computed as

$$Q = HW_Q, \quad K = HW_K, \quad V = HW_V,$$

$$\text{SAMA}(Q, K, V) = \text{softmax}(A) \hat{V}. \quad (4)$$

Inspired by Park et al. [2022], we integrate the spatial encoding on the attention map, which considers the interaction between individual features and spatial relations across time in this social interaction graph. Denoting $A_{ij}$ as the $(i,j)$-element of the Query-Key product matrix $A$, we have

$$A_{ij} = \frac{Q_i \cdot K_j + \beta_{ij}^{\text{spatial}}}{\sqrt{d_z}}, \quad (6)$$

$$\beta_{ij}^{\text{spatial}} = Q_i \cdot P_{\psi_{(i,j)}}^{\text{query}} + K_i \cdot P_{\psi_{(i,j)}}^{\text{key}}. \quad (7)$$

The advantage of such an operation is that compared to conventional GNNs with a restricted receptive field, the Transformer layer can provide more global information [Ying et al. 2021]. Besides, each individual in a single Transformer layer can adaptively attend to itself and other individuals across time and social dimensions based on spatial and motion features. To maintain the preciseness of spatial information, we encode individuals into the hidden features of values:

$$\hat{V}_j = V_j + P_{\psi_{(i,j)}}^{\text{value}}. \quad (8)$$

3.4 Transformer Predictor

As illustrated in Figure 4 left, the last observed subsequence from each person (Note that it is not through the DSE) is input to MLP for downsampling. Then we reshape all of them into one multi-person displacement sequence and take it as the queries. Keys and values are provided by SIE’s output. We utilize widely-used multi-head attention in
the Transformer predictor to consider the relations between the current (queries) and historical context (keys) across individuals. At the end of the predictor, we adopt two fully connected layers followed by an Inverse Discrete Cosine Transformation (IDCT) (Ahmed, Natarajan, and Rao 1974) to generate the future motion trajectory $X_{N+1;N+T}$ for each individual.

3.5 Loss Function

We use a reconstruction loss based on the Mean Per Joint Position Error (MPJPE). In particular, for one training sample, the loss is represented as

$$L_{rec} = \frac{1}{J \times T} \sum_{i=N+1}^{N+T} \sum_{j=1}^{J} || \hat{y}_{i,j} - y_{i,j} ||^2,$$

(9)

where $\hat{d}_{i,t}$ and $d_{i,t}$ are ground-truth and estimated pose displacement at time $i$. $J$ is the number of body joints.

3.6 Implementation Details

We implement our framework in PyTorch, and the experiments are performed on Nvidia GeForce RTX 3090 GPU. We train our model for 50 epochs using the ADAM optimizer with a batch size of 32, a learning rate of 0.0003, and a dropout of 0.2. For the DSE, the kernel size of GCNs is 10, and the hidden dimensions $(D, F)$ are $3, 3$ respectively. During training, we adopt the strategy in the method proposed by Wang et al. (2021) to predict future motion recursively for a longer horizon.

4 Experiments

4.1 Datasets

To verify the effectiveness of SoMoFormer, we run experiments on CMU-Mocap (UMPM) dataset, which is augmented and enlarged by UMPM (Van der Aa et al. 2011) on the CMU-Mocap (CMU-Graphics-Lab, 2003) dataset. Mix1 and Mix2 are blended by CMU-Mocap, UMPM, 3DPW (von Marcard et al. 2018), and MuPoTs-3D (Mehta et al. 2018) datasets. We evaluate all the methods for generalization ability by testing on the MuPoTs-3D (3 persons), Mix1 (6 persons), and Mix2 (10 persons) datasets with the model only trained on the CMU-Mocap (UMPM) dataset.

4.2 Metrics of Evaluation

MPJPE. The most widely used metric for pose estimation and motion prediction tasks is the mean per joint position error (MPJPE). Here we use the MPJPE to measure the error of individuals’ poses, including body trajectory:

$$MPJPE(P, G) = \frac{1}{N \times J} \sum_{i=1}^{N} \sum_{j=1}^{J} || P_{i,j}^i - G_{i,j}^i ||^2,$$

(10)

where $N$ and $J$ are the numbers of people and joints. $P_{i,j}^i$ and $G_{i,j}^i$ are the estimated and ground-truth positions of the joint $j$ for person $i$.

Figure 4: Average improvement of performance in the 4 metrics compared with the baselines.

AMPJPE. We remove global movement and use aligned MPJPE to measure pure pose position error:

$$AMPJPE(P, G) = MPJPE(P - P_r, G - G_r),$$

(11)

where $P_r$ and $G_r$ are the estimated and ground-truth root positions.
ADE and FDE. We also take the root position to evaluate the global movement of each person using typical trajectory prediction metrics. The formulas are described as follows:

$$\text{ADE}(P, G) = \frac{1}{T} \sum_{t=1}^{T} \| P_{r,t} - G_{r,t} \|_2, \quad (12)$$

$$\text{FDE}(P, G) = \| P_{r,T} - G_{r,T} \|_2, \quad (13)$$

where $P_{r,T}$ and $G_{r,T}$ are the estimated and ground-truth root position of final pose at timestamp $T$.

4.3 Baselines

We choose 3 code-released state-of-the-art (SOTA) approaches as baselines, including two single-person based methods: Hisrep (Mao, Liu, and Salzmann 2020) and MSR (Dang et al. 2021), and a recently released multi-person based method called MRT (Wang et al. 2021), which both allow absolute coordinates as input. For a fair comparison, all these models are trained with 50 frames (2.0 s) of input and 25 frames (1.0 s) of forecasting and evaluated on the 4 datasets.

4.4 Results

To validate the prediction performance of SoMoFormer, we follow the setting of the most single-person methods (Mao, Liu, and Salzmann 2020) and MSR (Dang et al. 2021) to show the quantitative and qualitative results of short-term (i.e., 10 frames) and long-term (i.e., 25 frames) predictions and compare our method with the baselines.

Quantitative Results. Table 1 reports the results of MPJPE and AMPJPE on the 4 different datasets. We can observe that our SoMoFormer significantly outperforms the baselines in prediction accuracy. It is worth mentioning that our method surpasses the baselines by a small margin, despite much noise in the MuPoTs-3D dataset. Moreover, it is clear that MRT performs poorly in the AMPJPE metric as a result of lacking the spatial modeling of the human skeleton. The average performance improvement in the 4 metrics compared with the baselines is shown in Figure 4.

| D  | DSE | SIE | $P_{\psi(u,v)}$ | I/DCT | 0.2 | 0.4 | 0.6 | 0.8 | 1.0 |
|----|-----|-----|----------------|-------|-----|-----|-----|-----|-----|
| ✓  | ✓   | ✓   | ✓              |       | 175 | 196 | 227 | 617 | 621 |
| ✓  | ✓   | ✓   | ✓              |       | 33  | 77  | 119 | 160 | 200 |
| ✓  | ✓   | ✓   | ✓              |       | 37  | 75  | 114 | 152 | 192 |
| ✓  | ✓   | ✓   | ✓              |       | 36  | 75  | 113 | 150 | 189 |
| ✓  | ✓   | ✓   | ✓              |       | 41  | 83  | 122 | 159 | 195 |
| ✓  | ✓   | ✓   | ✓              |       | 34  | 74  | 112 | 149 | 186 |

Table 2: Ablation studies on different components of SoMoFormer. Our method and its variants are evaluated on the CMU-Mocap (UMPM) in MPJPE metric.

Qualitative Results. Figure 5 shows some examples of our visualization results compared to the baselines and the ground truth. It can be seen that our predictions are much closer to the ground truth than the other methods. The results of Hisrep (Mao, Liu, and Salzmann 2020) and MSR (Dang et al. 2021) show that they tend to converge to a static pose in long-term predictions. The result of MRT (Wang et al. 2021) shows some pose distortion due to the deficiency in individual motion modeling.

4.5 Ablation Studies

We further perform extensive ablation studies on CMU-Mocap (UMPM) to investigate the contribution of key technical components in our method, with results in Table 2.

Effects of DSE. The goal of the DSE is to extract motion features from displacement sub-sequences. As shown in the first row of Table 2 where we directly process input sequences from pose space rather than displacement trajectory space $D$, the prediction accuracy is greatly affected. As
illustrated in the second row, where the DSE is removed, our framework only extracts pose features in a frame-wise manner, resulting in a sub-optimal performance for long-term predictions. This validates our idea that motion features extracted from sub-sequences in displacement trajectory space will boost learning of pose dynamics and social interactions.

| Different Sub-sequence Processing | 0.2 | 0.4 | 0.6 | 0.8 | 1.0 |
|-----------------------------------|-----|-----|-----|-----|-----|
| sub-sequence length = 1           | 35  | 78  | 120 | 162 | 202 |
| sub-sequence length = 5           | 34  | 75  | 115 | 153 | 200 |
| sub-sequence length = 10 (ours)   | 34  | 74  | 112 | 149 | 186 |
| sub-sequence length = 15          | 36  | 76  | 114 | 152 | 188 |
| dividing stride = 1 (ours)        | 34  | 74  | 112 | 149 | 186 |
| dividing stride = 3               | 35  | 75  | 113 | 152 | 191 |
| dividing stride = 5               | 35  | 75  | 115 | 153 | 190 |
| dividing stride = 7               | 36  | 76  | 114 | 152 | 188 |

Table 3: Ablation studies on different lengths and dividing strides of sub-sequence with MPJPE metric.

**Effects of SIE.** The SIE is aimed at modeling individual motion and complex social interactions simultaneously. When it is eliminated, which means that the DSE’s output is delivered directly to the Transformer predictor for decoding, the performance drops substantially. As shown in the fourth row, where we keep main part of the SIE and only remove all the spatial encodings \( P_{\psi(i,j)} \) in the attention module, the performance still could not be optimal.

Besides, we remove the DCT and IDCT (I/DCT) at the framework’s head and tail, which drastically reduces performance. In conclusion, we can see that all variants result in inferior performance compared to our full method.

**Effects of Different Sub-sequence Processing Manners.** Different processing manners affect the richness of the motion features acquired during learning. Thus, we also conduct ablations on different sub-sequence processing manners with the results in Table 3. As shown, our default processing produces better average results.

**Conclusion**

In this paper, we introduce a novel Transformer architecture to predict multi-person motion with complex social interactions. We first present a displacement sub-sequence encoder for learning both local and global pose dynamics in displacement trajectory space. Then, a Transformer equipped with a social-aware motion attention mechanism is proposed, which effectively models individual motion and social interactions in a joint manner. Finally, we propose a Transformer predictor to generate plausible future motion trajectory. Experiments demonstrated that our method significantly improved state-of-the-art performance on the different multi-person motion datasets.
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