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Abstract
For decision making under uncertainty, min-max regret has been established as a popular methodology to find robust solutions. In this approach, we compare the performance of our solution against the best possible performance had we known the true scenario in advance. We introduce a generalization of this setting which allows us to compare against solutions that are also affected by uncertainty, which we call balanced regret. Using budgeted uncertainty sets, this allows for a wider range of possible alternatives the decision maker may choose from. We analyze this approach for general combinatorial problems, providing an iterative solution method and insights into solution properties. We then consider a type of selection problem in more detail and show that, while the classic regret setting with budgeted uncertainty sets can be solved in polynomial time, the balanced regret problem becomes NP-hard. In computational experiments using random and real-world data, we show that balanced regret solutions provide a useful trade-off for the performance in classic performance measures.
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1 Introduction

1.1 Motivation
When making decisions, we usually do not have full knowledge of all aspects of the problem or consequences of the alternatives we choose from. We should therefore take uncertainty into account in the decision making process. Robust optimization [GYdH15, GS16] is a leading paradigm to do so, encompassing different decision criterions. These include the min-max approach, where we find a decision that optimizes its worst-case performance, and the min-max regret setting, where we minimize the largest regret over all scenarios, given as the difference to the best possible objective value we could have achieved had we known the true parameters in advance. It is well-known that there is no decision approach that can fulfill a complete set of reasonable axioms of decision making simultaneously [Fre86], i.e., from a
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theoretical perspective, no such approach can be superior over all others. Hence, both min-max
and min-max regret approaches have seen a wide range of research interest over the last
decades, see, e.g., the surveys [KY13, ABV09, KZ16].

Optimization problems under uncertainty are typically harder to solve than their counter-
parts without uncertainty, the so-called nominal problems. For most combinatorial optimiza-
tion problems that can be solved in polynomial time if all parameters are known exactly, the
min-max regret problem becomes NP-hard. This has led to the development of approxima-
tion methods [ABV07]. In particular the midpoint heuristic has seen much interest, where
we simply solve a nominal problem with respect to an average scenario, see [KZ06, Con12],
and [CG15, GS17, CG18] for further developments.

Due to the computational challenge that min-max regret problems pose, algorithms have
been developed for specific problems, such as knapsack [FIMY15], spanning tree [KMZ12],
network optimization [AL04], assignment [WIMY18], shortest path [MG04], or the travelling
salesman problem [MBMG07].

One type of problem that has seen particular attention is the so-called selection problem
[KZ17, LLW21]. Depending on the variant we consider, one or multiple disjunct sets of
items are given, and we want to find a subset of specific cardinality of each of these sets,
such that item costs are minimized. Note that if all item costs are known, this problem
can be solved in linear time [CLRS09]. So far, this type of problem seems to be the only
case of min-max regret that remains solvable in polynomial time, see [Ave01, Con04], and
also [DW13, DK12]. Selection problems arise as special cases in more complex combinatorial
optimization problems, such as knapsack, assignment, scheduling, spanning tree or shortest
path problems, see [KKZ13].

To define a min-max regret problem, we need to determine the set of scenarios against which
we wish to protect. In most cases, this uncertainty set is either a list of scenarios (discrete
uncertainty), or consists of all scenarios that adhere to lower and upper bounds for each item
(interval uncertainty), see [ABV09]. Rarely, other uncertainty sets are considered, such as
ellipsoidal uncertainty [CG17] or budgeted uncertainty [PD19], due to the resulting problem
complexity. At the same time, interval uncertainty sets are by nature very conservative: a
well-known result states that to calculate the regret of a fixed combinatorial solution, we need
to consider the scenario where every item we want to pack is as expensive as possible, and
every item we do not want to pack is as cheap as possible. This requires us to search for
alternative models that still remain tractable. One such approach allows the decision maker
to actively alter the uncertainty set [CL17, Con19].

In this paper we propose a different approach. We consider min-max regret problems with
budgeted uncertainty as introduced by [BS03, BS04], i.e., we assume that not all costs can
deviate from their lower bound simultaneously; instead, the amount of deviation is controlled
by a parameter. Furthermore, we introduce the concept of balanced regret: After we fix a
solution to the decision problem at hand and an adversarial player chooses a scenario from
the uncertainty set as well as a solution against which we need to compare, we have the
opportunity to also modify item costs in a way that items the adversary packed can become
more expensive. That is, instead of comparing ourselves against a nominal solution (as is the
case in classic min-max regret), we compare ourselves against a robust solution, which is also
affected by uncertainty, thus levelling the playing field between decision maker and adversary.

The resulting problem, which we call “balanced regret”, has therefore an additional stage in
the decision making process. It can be considered as a special type of two-stage or adjustable
robust problem (see the survey [YGdH19]). While two-stage regret problems have been
considered before [GKZ20, PD19], they do not exhibit the specific structure of balanced regret problems as considered here. We give a formal definition of the balanced regret setting and point out our contributions in the following.

1.2 Formal Problem Definition

Let a nominal combinatorial optimization problem be given as

$$\min_{\mathbf{x} \in \mathcal{X}} c^T \mathbf{x},$$

where $\mathcal{X} \subseteq \{0,1\}^n$ denotes the set of feasible solutions, and $n$ is the problem dimension. In the following, we use the notation $[n] = \{1,2,\ldots,n\}$. Following the robust optimization paradigm, we assume that the cost vector $c$ is uncertain, but stemming from a known set $\mathcal{U}$ of possible scenarios. The (min-max) regret problem is then to solve

$$\min_{\mathbf{x} \in \mathcal{X}} \max_{\mathbf{c} \in \mathcal{U}} \left( c^T \mathbf{x} - \min_{\mathbf{y} \in \mathcal{X}} c^T \mathbf{y} \right),$$

while the min-max problem is defined as

$$\min_{\mathbf{x} \in \mathcal{X}} \max_{\mathbf{c} \in \mathcal{U}} c^T \mathbf{x}.$$

In this paper, we consider budgeted uncertainty sets of the form

$$\mathcal{U}(\Gamma) = \{ \mathbf{c} \in \mathbb{R}^n : c_i = \hat{c}_i + d_i \delta_i \forall i \in [n], \delta \in \Delta(\Gamma) \}$$

where

$$\Delta(\Gamma) = \{ \delta \in \{0,1\}^n : \sum_{i \in [n]} \delta_i \leq \Gamma \},$$

i.e., each item $i$ has a base cost $\hat{c}_i \geq 0$, and a deviation $d_i \geq 0$. Only up to $\Gamma$ items can deviate from their base costs simultaneously.

We introduce an extension of the min-max regret problem, where we allow the decision maker in an additional stage to increase the objective value of the adversary solution as well. That is, the balanced regret problem we consider is defined as follows:

$$\min_{\mathbf{x} \in \mathcal{X}} \max_{\delta \in \Delta(\Gamma')} \min_{\mathbf{y} \in \mathcal{X}} \sum_{i \in [n]} \left( \hat{c}_i + d_i \delta_i + d_i \epsilon_i \right) (x_i - y_i)$$

Note that if $\Gamma' = 0$, we recover a classic regret problem with budgeted uncertainty. In particular, if $\Gamma = n$ and $\Gamma' = 0$, this becomes the well-known regret problem with an interval uncertainty set. The problem we define is hence a generalization of the classic approach; this means that all hardness results extend to our setting.

As a subproblem, consider the case that a solution $\mathbf{x} \in \mathcal{X}$ is given, and we want to calculate its objective value. We refer to this as the adversarial problem, which is given as

$$\max_{\delta \in \Delta(\Gamma), \mathbf{y} \in \mathcal{X}} \min_{\epsilon \in \Delta(\epsilon') \forall \epsilon} \sum_{i \in [n]} \left( \hat{c}_i + d_i \delta_i + d_i \epsilon_i \right) (x_i - y_i).$$
If \( x \in \mathcal{X}, \delta \in \Delta(\Gamma), \) and \( y \in \mathcal{X} \) are fixed, what remains is called the balancing problem, given as
\[
\min_{\epsilon \in \Delta(\Gamma')} \sum_{i \in [n]} (\hat{c}_i + d_i \delta_i + d_i \epsilon_i)(x_i - y_i).
\]

There are different ways to interpret the balanced regret setting. The uncertainty affects both \( x \) and \( y \). Hence, both \( \delta \) and \( \epsilon \) are controlled by "nature", once working against \( x \), and once against \( y \). This means that we want to obtain a solution that minimizes the regret compared to a robust (instead of nominal) solution. Note that for fixed \( x \) and \( \delta \), the problem of finding the optimal \( y \) is given by
\[
\min_{y \in \mathcal{X}} \left( \sum_{i \in [n]} (\hat{c}_i + d_i \delta_i)y_i + \max_{\epsilon \in \Delta(\Gamma')} \sum_{i \in [n]} \epsilon_i \hat{d}_i y_i \right)
\]
with
\[
\hat{d}_i = \begin{cases} 
    d_i, & \text{if } x_i = 0 \\
    0, & \text{if } x_i = 1 
\end{cases} \forall i \in [n].
\]
Hence, the adversarial solution is a robust solution with respect to the updated costs.

Another way to consider this setting is that we want to find out what a best general solution \( x \) would look like that is good for any scenario \( \delta \). We compare it to solutions \( y \) that are specialized to scenario \( \delta \). However, after having chosen \( y \) this solution must also be valid in future scenarios \( \epsilon \).

While the balanced regret approach can be applied to any combinatorial problem, we also study the multi-representative selection problem in more detail, where \( \mathcal{X} = \{ x \in \{0,1\}^n : \sum_{i \in T_\ell} x_i = p_\ell \ \forall \ell \in [L] \} \) for a partition \( T_1 \cup T_2 \cup \ldots T_L = [n] \) and integers \( p_\ell \leq |T_\ell| \). If \( L = 1 \), then this is also known simply as the selection problem. Selection problems play a major role in the analysis of robust discrete optimization, as they tend to lie on the boundary between NP-hard and polynomially solvable problems; the min-max regret selection problem with interval uncertainty is known to belong to the latter [Ave01].

To give an additional intuition for the selection problem with balanced regret, consider two persons who may choose \( p \) from \( n \) prizes in a lottery. While both players have an estimate of the values of these prizes, they are subjective and can be reduced when bad-mouthed by the other player. Player 1 has to choose first, and player 2 can observe this choice. Both players then reduce the values of some of the prizes so that their own choice compares as favorably as possible to the other player’s choice. Which prizes should player 1 choose?

We present two numerical examples to illustrate the balanced regret approach. As our first example, we consider the selection problem with \( n = 5, p = 2, \Gamma = \Gamma' = 1, \) and costs given in Table 1.

| \( i \) | \( 1 \) | \( 2 \) | \( 3 \) | \( 4 \) | \( 5 \) |
|---|---|---|---|---|---|
| \( \hat{c}_i \) | 8 | 5 | 2 | 17 | 15 |
| \( d_i \) | 9 | 14 | 15 | 12 | 1 |

An optimal balanced regret solution is to select items 1 and 3. An optimal adversarial decision is then to increase the cost of item 3, while selecting items 1 and 5. In the balancing
stage, an optimal decision is to increase the cost of item 5. Hence, the overall costs for
the decision maker are \( \hat{c}_1 + \hat{c}_3 + d_3 = 8 + 2 + 15 = 25 \) while the adversarial costs are
\( \hat{c}_1 + \hat{c}_3 + d_5 = 8 + 15 + 1 = 24 \), resulting in the overall optimal balanced regret of 1. This shows
that the objective value of a balanced regret problem can be non-zero, even if \( \Gamma = \Gamma' \), i.e.,
there is an advantage for the adversarial player by choosing her solution with the knowledge
of the decision maker’s solution.

As our second example, consider a selection problem with \( n = 6 \) items of which \( p = 3 \) have
to be selected. We assume that \( \Gamma = 2 \). Item costs are presented in Table 2.

| \( i \) | 1   | 2   | 3   | 4   | 5   | 6   |
|-------|-----|-----|-----|-----|-----|-----|
| \( \hat{c}_i \) | 3   | 2   | 1   | 4   | 4   | 4   |
| \( d_i \)      | 2   | 4   | 4   | 0   | 0   | 0   |

An optimal worst-case (min-max) solution is to select the items \( \{4, 5, 6\} \), both with respect
to interval uncertainty as well as to budgeted uncertainty. An optimal solution with minimal
regret with respect to \( U(\Gamma) \) is to select items \( \{1, 2, 3\} \). For the balanced regret problem with
\( \Gamma' = 1 \), it is optimal to select items \( \{3, 4, 5\} \). In Table 3 these three solutions are evaluated
with respect to their min-max worst-case objective (WC), their regret (R) and their balanced
regret (BR) value.

| items        | WC-obj | R-obj | BR-obj |
|--------------|--------|-------|--------|
| WC-solution  | \{4, 5, 6\} | 12   | 6     | 2     |
| R-solution   | \{1, 2, 3\} | 14   | 3     | 3     |
| BR-solution  | \{3, 4, 5\} | 13   | 4     | 1     |

In this example, we note that the balanced regret solution gives a trade-off between the
worst-case and the classic regret criterion.

Having introduced the balanced regret approach, the remainder of this paper makes the
following analysis. In Section 2 we study general properties of the problem. We show that
for \( \Gamma' = n \), any optimal min-max solution is also optimal for balanced regret. We give a
mixed-integer programming formulation for the adversarial problem, which can be used to
solve the balanced regret problem in an iterative scenario generation procedure. We also note
a quantified programming formulation for the problem. In Section 3 we focus on the multi-
representative selection problem in combination with balanced regret. We prove that already
the two special cases of selection (where \( L = 1 \)) and of representative selection (where \( p_\ell = 1 \)
for all \( \ell \in [L] \)) are NP-hard, while the adversarial problem remains solvable in polynomial
time. We further show that if either \( \hat{c} \) or \( d \) is a constant value, the balanced regret problem
can be solved efficiently. We are also able to determine a solution with objective value zero in
polynomial time, if it exists. Finally, the case where \( \Gamma' = 0 \), i.e., the classic min-max regret
criterion with budgeted uncertainty, is shown to be solvable in polynomial time. We present
computational experiments using selection problems, knapsack problems, and a real-world
shortest path problem in Section 4. Our numerical data suggest that the solutions found
with the balanced regret approach give a reasonable trade-off between classic regret solutions.
and worst-case solutions, thus extending the pool of alternatives for a decision maker. We conclude our paper and point out further research questions in Section 5.

## 2 Problem Properties and Solution Methods

We consider the general case where \( \mathcal{X} \subseteq \{0, 1\}^n \) denotes the set of feasible solutions for some combinatorial optimization problem. We assume that \( \mathcal{X} \) can be described as the intersection of a polyhedron with \( \{0, 1\}^n \), where the polyhedron is not necessarily integral.

### 2.1 Problem Properties

We first study basic properties of the balanced regret problem, beginning with the adversarial problem. To this end, we first consider the balancing problem for fixed \( x, \delta \) and \( y \), which is given as

\[
\begin{align*}
\min & \quad \sum_{i \in [n]} (\hat{c}_i + d_i \delta_i + d_i \epsilon_i)(x_i - y_i) \\
\text{s.t.} & \quad \sum_{i \in [n]} \epsilon_i \leq \Gamma' \\
& \quad \epsilon_i \in \{0, 1\} \quad \forall i \in [n]
\end{align*}
\]

We first note the following.

**Lemma 1.** There is an optimal solution to the balancing problem where \( \epsilon_i + x_i \leq 1 \), i.e., no item is attacked by the decision maker that is also packed by the decision maker.

**Proof.** Let an optimal solution to problem (1) be given where \( x_i = \epsilon_i = 1 \) for some \( i \in [n] \). Setting \( \epsilon_i = 0 \) then results in a new solution that is feasible as well. Because \( d_i(x_i - y_i) \geq 0 \), the new solution has an objective value that is not less than the old solution and is hence optimal as well.

Hence, an optimal solution to this problem is to sort items by cost coefficients \( d_i(x_i - y_i) \) and to pack up to \( \Gamma' \) many items with smallest non-positive costs. This means we can consider the linear relaxation of problem (1) to find an optimal integral solution. By dualizing the balancing problem, a compact non-linear formulation of the adversarial problem can be derived as follows.

\[
\begin{align*}
\max & \quad \sum_{i \in [n]} (\hat{c}_i + d_i \delta_i)(x_i - y_i) - \Gamma's - \sum_{i \in [n]} t_i \\
\text{s.t.} & \quad s + t_i \geq d_i(y_i - x_i) \quad \forall i \in [n] \\
& \quad \sum_{i \in [n]} \delta_i \leq \Gamma \\
& \quad y \in \mathcal{X} \\
& \quad \delta_i \in \{0, 1\} \quad \forall i \in [n] \\
& \quad s \geq 0 \\
& \quad t_i \geq 0 \quad \forall i \in [n]
\end{align*}
\]
Lemma 2. There is an optimal solution to the adversarial problem where \( y_i + \delta_i \leq 1 \), i.e., no item is attacked by the adversary that is also packed by the adversary.

Proof. Let an optimal solution to problem (2) be given where \( y_i = \delta_i = 1 \) for some \( i \in [n] \). Setting \( \delta_i = 0 \) then results in a new solution that is feasible as well. Because \( d_i(y_i - x_i) \leq 0 \), the new solution has an objective value that is not less than the old solution and is hence optimal as well.

Using this insight, we formulate the following linearized problem version of the adversarial problem.

\[
\begin{align*}
\text{max} & \quad \sum_{i \in [n]} (\hat{c}_i + d_i \delta_i) x_i - \sum_{i \in [n]} \hat{c}_i y_i - \Gamma' s - \sum_{i \in [n]} t_i \\
\text{s.t.} & \quad s + t_i \geq d_i(y_i - x_i) \quad \forall i \in [n] \tag{3a} \\
& \quad y_i + \delta_i \leq 1 \quad \forall i \in [n] \tag{3b} \\
& \quad \sum_{i \in [n]} \delta_i \leq \Gamma \tag{3c} \\
& \quad y \in X \tag{3e} \\
& \quad \delta_i \in \{0, 1\} \quad \forall i \in [n] \tag{3f} \\
& \quad s \geq 0 \quad \forall i \in [n] \tag{3g} \\
& \quad t_i \geq 0 \quad \forall i \in [n] \tag{3h}
\end{align*}
\]

As we can formulate the adversarial problem as a mixed-integer linear program, we can make the following observation.

Observation 3. The adversarial problem is in NP.

Recall that the min-max regret knapsack problem with interval uncertainty is \( \Sigma^p_2 \)-hard [DW10]. It follows from Observation 3 that the balanced regret version remains in \( \Sigma^p_2 \). This means that in this case, the complexity class does not increase. As we see in Section 3.1, the complexity does increase for multi-representative selection problems.

In the following, we use the notation \([x]_+\) to denote \(\max\{0,x\}\).

Lemma 4. There is an optimal solution to problem (3) with \( t_i = [d_i(y_i - x_i) - s]_+ \) and \( s \in S = \{0\} \cup \{d_i : i \in [n]\} \).

Proof. The proof idea is the same as the classic result from [BS03]. For fixed \((y, \delta, s)\), we would like to choose values \( t_i \) that are as small as possible, i.e., \( t_i = \max\{d_i(y_i - x_i) - s, 0\} \). Substituting for variables \( t_i \), the resulting optimization problem for fixed \((y, \delta)\) is piece-wise linear with break points within the set \(\{d_i : i \in [n]\}\). Hence, the claim follows.

Using Lemma 4, we can enumerate possible choices for variable \( s \in S \). Thus, the adversarial problem is equivalent to:

\[
\begin{align*}
\text{max} & \quad \max_{s \in S} \left\{ \sum_{i \in [n]} (\hat{c}_i + d_i \delta_i) x_i - \sum_{i \in [n]} \hat{c}_i y_i - \Gamma' s - \sum_{i \in [n]} [d_i - d_i x_i - s]_+ y_i \right\} \\
\text{s.t.} & \quad y_i + \delta_i \leq 1 \quad \forall i \in [n] \tag{4a} \\
& \quad s \geq 0 \quad \forall i \in [n] \tag{4b}
\end{align*}
\]
\[
\sum_{i \in [n]} \delta_i \leq \Gamma \tag{4c}
\]
\[
y \in \mathcal{X} \tag{4d}
\]
\[
\delta_i \in \{0, 1\} \quad \forall i \in [n] \tag{4e}
\]

Note that even if the polyhedron of $\mathcal{X}$ can be described by a totally unimodular coefficient matrix, problem (4) is not necessarily totally unimodular as well. As an example, consider the totally unimodular matrix
\[
B = \begin{pmatrix}
1 & 1 & 0 \\
1 & 0 & 1
\end{pmatrix}
\]
or any matrix containing $B$ as a submatrix. Then the resulting coefficient matrix of problem (4) is not totally unimodular.

We further note the following general results.

**Lemma 5.** The adversarial problem always has non-negative optimal objective value.

**Proof.** Let any $x \in \mathcal{X}$ be given. Set $y = x$. Due to Lemmas 1 and 2, no item is attacked, and the corresponding adversarial objective value is 0. Hence, the optimal value is at least as large. \hfill \Box

**Lemma 6.** For a fixed solution $x \in \mathcal{X}$, the objective value of the adversarial problem is non-decreasing with respect to $\Gamma$.

**Proof.** The claim follows directly from the fact that a higher value of $\Gamma$ results in a larger set of feasible solutions in Problem (3). \hfill \Box

We can now show that the case $\Gamma' = n$ can be solved by solving a single nominal problem, independently of the choice of $\Gamma$.

**Theorem 7.** Any optimal solution for the nominal problem with costs $\hat{c} + \hat{d}$ is also optimal for the balanced regret problem with $\Gamma' = n$.

**Proof.** Consider first the case $\Gamma = \Gamma' = n$. Then the balanced regret problem becomes
\[
\min_{x \in \mathcal{X}} \max_{y \in \mathcal{X}} \left( (\hat{c} + \hat{d})' x - (\hat{c} + \hat{d})' y \right) = \left( \min_{x \in \mathcal{X}} (\hat{c} + \hat{d})' x \right) - \left( \min_{y \in \mathcal{X}} (\hat{c} + \hat{d})' y \right) = 0,
\]
i.e., both $x$ and $y$ solutions need to plan for expensive item costs. Note that the problems in $x$ and $y$ have become independent; thus, the claim holds for this case. For $\Gamma = n$, the objective value of any nominal minimizer of $\hat{c} + \hat{d}$ is already zero. Hence, these solutions remain optimal for smaller values of $\Gamma$, due to Lemma 5 and Lemma 6. \hfill \Box

For multi-stage problems there can be a difference in complexity depending on whether continuous or budgeted uncertainty is used. For example, the two-stage selection problem with continuous budgeted uncertainty can be solved in polynomial time \cite{CGKZ18}, but becomes NP-hard for discrete budgeted uncertainty \cite{GLW20}. Observe that this is not the case for balanced regret. Let any $y \in \mathcal{X}$ be fixed in the adversarial problem (2). Then the $\delta$ variables can be relaxed, as there is an optimal integral solution for the relaxed problem. Hence, no differentiation between continuous and discrete budgeted uncertainty is necessary.
2.2 Solution Methods

Recall that the balanced regret problem is given as

$$\min_{x \in \mathcal{X}} \max_{\delta \in \Delta(\Gamma), y \in \mathcal{X}} \min_{\epsilon \in \Delta(\Gamma')} \sum_{i \in [n]} (c_i + d_i \delta_i + d_i \epsilon_i)(x_i - y_i). \quad (5)$$

We write $$\Xi = \mathcal{X} \times \Delta(\Gamma).$$

Note that $$\Xi$$ is a finite set (albeit of exponential size), which means we can enumerate its elements $$\Xi = \{(y_1, \delta)^1, \ldots, (y^K, \delta^K)\}$$ with $$K = |\Xi|$$. Hence, problem (5) is equivalent to the following problem.

$$\min z \tag{6a}$$

s.t. $$z \geq \sum_{i \in [n]} (\hat{c}_i + d_i \delta_i^k + d_i \epsilon_i^k)(x_i - y_i^k) \quad \forall k \in [K] \tag{6b}$$

$$\sum_{i \in [n]} \epsilon_i^k \leq \Gamma' \quad \forall k \in [K] \tag{6c}$$

$$\epsilon_i^k \in \{0, 1\}^n \quad \forall k \in [K] \tag{6d}$$

$$x \in \mathcal{X} \tag{6e}$$

Note that the product $$\epsilon_i^k x_i$$ is non-linear. It can be linearized by adding constraints $$\epsilon_i^k + x_i \leq 1$$ for all $$i \in [n], k \in [K]$$ and changing constraints (6b) to

$$z \geq \sum_{i \in [n]} (\hat{c}_i + d_i \delta_i^k) x_i - (\hat{c}_i + d_i \delta_i^k + d_i \epsilon_i^k) y_i^k \quad \forall k \in [K].$$

Solving this problem with all scenarios is denoted as the enumeration approach. To avoid the full enumeration of $$\Xi$$, the following iterative method can be used (see also [ZZ13]). For any subset $$\Xi' \subseteq \Xi$$, solving problem (6) gives a lower bound. The true objective value of the resulting solution $$x$$ can be evaluated by solving the adversarial problem. While the resulting upper bound and the current lower bound do not coincide, we add the solution to the adversarial problem to the current set of scenarios $$\Xi'$$ and repeat the process. As $$\Xi$$ is finite, this method ends after a finite number of iterations. We refer to this approach as the iterative solution method.

Another option is to formulate the balanced regret problem as a quantified program, which can then be solved using a general open-source solver, such as Yasol [EHL+17, Har20]. This solver has the advantage of being able to solve general multistage robust discrete linear optimization problems with polyhedral and decision-dependent uncertainty sets, without the need to reformulate them into mixed-integer programs. In [GH21], Yasol was already used to solve multi-stage robust optimization problems.

As before, we write $$\Xi = \mathcal{X} \times \Delta(\Gamma),$$ i.e. the universally quantified variables must provide a valid solution to the basic problem ($$y \in \mathcal{X}$$) and specify at most $$\Gamma$$ indices for which the objective value increases ($$\delta \in \Delta(\Gamma))$$. The corresponding quantified program is then as follows:

$$\min \sum_{i \in [n]} c_i (x_i - y_i) + \sum_{i \in [n]} d_i (\delta_i + \epsilon_i)(x_i - y_i)$$
This formulation has to be linearized for Yasol. To this end, new variables $\alpha_x^i$ and $\alpha_y^i$ are introduced in order to represent a cost increase of item $i$ selected via $x$ and $y$, respectively. As those variables only process information given by the variables $x$, $\delta$, $y$ and $\epsilon$, they are placed in the final existential variable block.

\[
\begin{align*}
\min & \sum_{i \in [n]} \hat{c}_i x_i + \sum_{i \in [n]} d_i \alpha_x^i - \sum_{i \in [n]} \hat{c}_i y_i - \sum_{i \in [n]} d_i \alpha_y^i \\
\text{s.t.} & \exists x \in \{0, 1\}^n \ \forall (y, \delta) \in \Xi \ \exists \epsilon \in \{0, 1\}^n, \ \alpha_x^i \in \{0, 1\}^n, \ \alpha_y^i \in \{0, 1\}^n : \\
& \sum_{i \in [n]} \epsilon_i \leq \Gamma' \\
& \alpha_x^i \geq (\delta + \epsilon) + x - 1 \\
& \alpha_y^i \leq (\delta + \epsilon) \\
& \alpha_y^i \leq y \\
& x \in X
\end{align*}
\]

In Section 4, we compare the performance when solving balanced regret problems with the iterative solution method and with Yasol.

3 Balanced Regret for Multi-Representative Selection

3.1 Problem Hardness

We now consider the multi-representative selection problem (see, e.g., [GLW20]), where $X = \{x \in \{0, 1\}^n : \sum_{i \in T_\ell} x_i = p_\ell \ \forall \ell \in [L]\}$ for a partition $T_1 \cup T_2 \cup \ldots \cup T_L = [n]$ and integers $p_\ell \leq |T_\ell|$. Recall that this contains the selection problem (where $L = 1$) and the representative selection problem (where $p_\ell = 1$ for all $\ell \in [L]$) as special cases. We show that the balanced regret problem is NP-hard for both special cases.

**Theorem 8.** Balanced regret selection (i.e., when $L = 1$) with budgeted uncertainty is NP-hard.

**Proof.** We use the weakly NP-hard equipartition problem (see [GJ79]) with an even number $n \in \mathbb{N}$ of items and weights $a_i \in \mathbb{N}$, $i \in [n]$, with the problem statement: is there a subset $S \subseteq [n]$, $|S| = \frac{n}{2}$, with $\sum_{i \in S} a_i = \sum_{i \notin [n] \setminus S} a_i$? Let $A = \sum_{i \in [n]} a_i$. We construct a selection problem with balanced regret by setting the parameters $\hat{c}$ and $d$ as given in Table 4, dividing them into the three sets $\alpha$, $\beta$ and $\gamma$.

We need to select $\frac{n}{2} + 1$ items of the $3n + 4$ items that are available. We further set $\Gamma = \frac{n}{2} + 1$ and $\Gamma' = 1$ to complete the description of the instance.

Note that for the first-stage decision, we can assume that no item from $\beta$ is selected. Otherwise, it can be exchanged for an item from $\alpha$ or $\gamma$, giving non-increasing costs for the
Table 4: Items costs for the balanced regret selection problem.

| i | \(\alpha\) (\(n\) items) | \(\beta\) (\(2n+2\) items) | \(\gamma\) (\(2\) items) |
|---|-----------------|-----------------|-----------------|
| \(\hat{c}_i\) | \(a_1\) \ldots \(a_n\) | 0 \ldots 0 | 0 0 |
| \(d_i\) | \(\frac{3}{2}a_1\) \ldots \(\frac{3}{2}a_n\) | \(\frac{3}{2}A - \frac{1}{4}\) \ldots \(\frac{3}{2}A - \frac{1}{4}\) | \(A - \frac{1}{4}\) \(A - \frac{1}{4}\) |

first-stage solution, and non-decreasing costs for the adversary solution. Hence, three cases remain, varying in the number of items selected from \(\gamma\). In each case we denote by \(S \subseteq [n]\) the set of items selected from \(\alpha\) and write \(X = \sum_{i \in S} a_i\). For the adversary decision, note that if one of the items from \(\beta\) is selected, then selecting all \(\frac{n}{2} + 1\) items from \(\beta\) is reasonable, as \(\Gamma' = 1\). Also note that the adversary will always increase the costs of all items selected in the first decision stage.

1. **First-stage decision selects no item from \(\gamma\) and \(\frac{n}{2} + 1\) items from \(\alpha\).**

   The first stage cost (including the cost increase) are \((\frac{n}{2} + 1)A - \frac{X}{4}\). The adversary then has two choices:

   a) **Adversary selects all items from \(\beta\).** In the third (balancing) stage, the cost of one of those items is increased, resulting in the overall objective value \((\frac{n}{2} + 1)A - \frac{X}{2} - (\frac{3}{2}A - \frac{1}{4}) = \frac{2n-4}{4}A - \frac{X}{2} + \frac{1}{4}\).

   b) **Adversary selects \(\frac{n}{2} - 1\) items from \(\alpha\) not selected in the first stage and both from \(\gamma\).**

   The cost of one of the items from \(\gamma\) is increased, resulting in the overall objective value \((\frac{n}{2} + 1)A - \frac{X}{2} - (A - X + A - \frac{1}{4}) = \frac{2n-4}{4}A + \frac{X}{2} + \frac{1}{4}\).

   We conclude that the worst-case objective value of this case is

   \[
   \max \left\{ \frac{2n-2}{4}A - \frac{X}{2} + \frac{1}{4}, \frac{2n-4}{4}A + \frac{X}{2} + \frac{1}{4} \right\} = \frac{2n-4}{4}A + \frac{1}{4} \max \{A - X, X\} \geq \frac{2n-3}{4}A + \frac{1}{4}.
   \]

2. **First-stage decision selects one item from \(\gamma\) and \(\frac{n}{2}\) items from \(\alpha\).**

   The first stage cost (including the cost increase) are \((\frac{n}{2} + 1)A - \frac{X}{4} - \frac{1}{4}\). The adversary then has two choices:

   a) **Adversary selects all items from \(\beta\), resulting in the overall objective value \((\frac{n}{2} + 1)A - \frac{X}{2} - (\frac{3}{2}A - \frac{1}{4}) = \frac{2n-2}{4}A - \frac{X}{2}\).**

   b) **Adversary selects \(\frac{n}{2}\) items from \(\alpha\) and the item from \(\gamma\) for which the costs where not increased yet.** Then the cost of the item from \(\gamma\) is increased, resulting in the overall objective value \((\frac{n}{2} + 1)A - \frac{X}{2} - \frac{1}{4} - (A - X + A - \frac{1}{4}) = \frac{2n-4}{4}A + \frac{X}{2}\).

   We conclude that the worst-case objective value of this case is

   \[
   \max \left\{ \frac{2n-2}{4}A - \frac{X}{2}, \frac{2n-4}{4}A + \frac{X}{2} \right\} = \frac{2n-4}{4}A + \frac{1}{2} \max \{A - X, X\}.
   \]
which is minimized with value \( \frac{2n-3}{4} A \), if \( X = \frac{A}{2} \) can be achieved.

3. **First-stage decision selects two items from \( \gamma \) and \( \frac{n}{2} - 1 \) items from \( \alpha \).**

The first stage costs (including the cost increase) are \( (\frac{n}{2} + 1)A - \frac{X}{2} - \frac{1}{2} \). The adversary then has two choices:

a) **Adversary selects all items from \( \beta \), resulting in the overall objective value \( (\frac{n}{2} + 1)A - \frac{X}{2} - \frac{1}{2} - (\frac{3}{2} A - \frac{1}{4}) = \frac{2n-2}{4} A - \frac{X}{2} - \frac{1}{4} \).**

b) **Adversary selects \( \frac{n}{2} + 1 \) items from \( \alpha \).** Then we increase the costs of the item for which \( d_i \) is maximal, i.e., \( a_i \) is minimal. Let \( \tilde{a} = \min_{i \in [n], S \subseteq a_i} \) denote this value.

This results in the overall objective value \( (\frac{n}{2} + 1)A - \frac{X}{2} - \frac{1}{2} - (A - X + A - \frac{3}{2} \tilde{a}) = \frac{2n-4}{4} A + \frac{X}{2} + \frac{3}{2} \tilde{a} - \frac{1}{2} \).

We conclude that the worst-case costs of this case are

\[
\max \left\{ \frac{2n-2}{4} A - \frac{X}{2} - \frac{1}{4}, \frac{2n-4}{4} A - \frac{X}{2} \right\} = \frac{2n-4}{4} A - \frac{X}{2} + \frac{1}{2} \max \left\{ A - X, X + 3\tilde{a} - \frac{1}{2} \right\} \geq \frac{2n-4}{4} A - \frac{X}{2} + \frac{1}{2} \left( \frac{1}{2} A + \frac{6\tilde{a} - 1}{4} \right) = \frac{2n-3}{4} A + \frac{6\tilde{a} - 3}{8}.
\]

Therefore, if an equipartition of the weights \( a_i \) exists, the optimal objective value of the built selection problem with balanced regret is \( \frac{2n-3}{4} A \) and the items taken from \( \alpha \) indicate the partition (case 2). Otherwise, the optimal objective value is strictly larger than \( \frac{2n-3}{4} A \). \( \square \)

**Theorem 9.** Balanced regret representative selection (i.e., when \( p_\ell = 1 \) for all \( \ell \in [L] \)) with budgeted uncertainty is NP-hard.

**Proof.** We use the weakly NP-hard partition problem (see [GJ79]) with \( n \in \mathbb{N} \) items and weights \( a_i \in \mathbb{N}, i \in [n] \). The question is whether there exists a subset \( S \subseteq [n] \) with \( \sum_{i \in S} a_i = \sum_{i \in [n] \setminus S} a_i \) and \( A = \sum_{i \in [n]} a_i \). Let \( A = \sum_{i \in [n]} a_i \) and \( \alpha_{\max} = \max_{i \in [n]} a_i \). Without loss of generality, we assume that \( \alpha_{\max} \leq \frac{A}{3} \). Note that if this is not the case, we can modify the instance by adding two items of size \( A \).

We construct a representative selection problem with balanced regret with \( n \) partitions and four items per partition, by setting the parameters \( \hat{c} \) and \( d \) as given in Table 5 for each partition \( i \). We set \( \Gamma = n \) and \( \Gamma' = 1 \). Since all \( d_i \) values are nonnegative and \( \Gamma = n \), the adversary always increases the costs of all items selected in the first stage. In the first stage, none of the \( \beta \) items will be selected, as their resulting (increased) cost is much larger than the costs of items in \( \alpha \) and in \( \gamma \); and, as there are two of them, it will have no effect on the

| \( i \) | \( \alpha_i \) | \( \beta^1_i \) | \( \beta^2_i \) | \( \gamma_i \) |
|-----|----------|---------|---------|------|
| \( \hat{c} \) | \( A + 2a_i \) | 0 | 0 | \( A - 2a_i \) |
| \( d_i \) | \( 2A - 3a_i \) | \( (n + 2)A + 3a_{\max} \) | \( (n + 2)A + 3a_{\max} \) | \( 2A + 3a_i \) |

Table 5: Item costs for the balanced regret representative selection problem.
options of the adversary. Hence, let $S$ and $\bar{S}$ be the sets containing the indices of selected $\alpha$ and $\gamma$ items, respectively. Let $X = \sum_{i \in S} a_i$ and $\bar{X} = \sum_{i \in \bar{S}} a_i$. We distinguish three cases, varying in the number of $\alpha$ and $\gamma$ items selected.

1. **First-stage decision selects at least one $\alpha$ and at least one $\gamma$ item.**

The cost of each selected representative item will be increased by the adversary. Hence, the first-stage costs are $X - X + 3nA$. For the solution selected by the adversary, two cases remain:

a) **Adversary selects at least one $\beta$ item.**

If for at least one partition a $\beta$ item is selected, it is reasonable to select a $\beta$ item for each partition, as the cost of only one item can be increased in the balancing stage. Hence, the resulting overall objective value is $X - X + (n+2)A + 3a_{\text{max}} = X - X + (2n - 2)A - 3a_{\text{max}}$.

b) **Adversary selects only $\alpha$ and $\gamma$ items.**

Let $J \subseteq [n]$ denote the set of partitions where the adversary chooses the same item as the first-stage solution. If $J = [n]$, the adversary chooses all items as in the first-stage decision, and the objective value is zero. Note that in an optimal adversary decision, $J$ cannot contain a $\gamma$ item, as choosing the $\alpha$ item in this case always results in a better objective value for the adversary. Hence, we consider any solution with $\bar{J} = [n] \setminus J \neq \emptyset$ and with $J \neq [n]$. We show that such solutions can be improved by adding another item to $\bar{J}$. We write $\bar{J}^\alpha \cup \bar{J}^\gamma = \bar{J}$ to denote indices where an $\alpha$ item or a $\gamma$ item is chosen by the adversary, respectively.

If $\bar{J}^\gamma = \emptyset$, the current total costs are

$$\sum_{i \in J^\alpha} (3A + a_i - (A + 2a_i)) - \max_{i \in J^\alpha} (2A - 3a_i) = \sum_{i \in J^\alpha} (2A - a_i) - \max_{i \in J^\alpha} (2A - 3a_i) > 0.$$

On the one hand, adding an item $i$ to $\bar{J}^\alpha$ results in an increase of the objective value by $2A - a_i + 3[\min_{j \in J^\alpha \setminus \{i\}} a_j - a_i]_+ > 0$. If, on the other hand, an item $i$ is added to the up to now empty set $\bar{J}^\gamma$, the objective value changes by

$$3A - a_i - (3A + a_i) + \max_{j \in J^\alpha} (2A - 3a_j) \geq 2A - 5a_{\text{max}} > 0.$$

Now assume $\bar{J}^\gamma \neq \emptyset$. Then the total costs are

$$\sum_{i \in J^\alpha} (3A + a_i - (A + 2a_i)) + \sum_{i \in J^\gamma} (3A - a_i - (A - 2a_i)) - \max_{i \in J^\gamma} (2A + 3a_i)$$

$$= \sum_{i \in J^\alpha} (2A - a_i) + \sum_{i \in J^\gamma} (2A + a_i) - \max_{i \in J^\gamma} (2A + 3a_i) \geq -2a_{\text{max}}.$$

On the one hand, adding an item $i$ to $\bar{J}^\alpha$ results in an increase of the objective value by $2A - a_i > 0$ resulting in a positive objective value. If, on the other hand, an item $i$ is added to $\bar{J}^\gamma$, the objective value changes by

$$2A + a_i + 3[a_i - \max_{j \in J^\gamma \setminus \{i\}} a_j]_+ > 0.$$
Hence, any solution with $\bar{J} \neq \emptyset$ and $J \neq \emptyset$ can be improved by shifting all items into $J^a$ or $J^v$. Thus, in an optimal solution, we have $J = \emptyset$, i.e., the adversary always chooses the $\alpha$ or $\gamma$ item that the first stage did not choose.

With this observation, we can give the total costs in this case as $X - \bar{X} + (2n - 2)A - 3a_{\text{max}}(S)$, where $a_{\text{max}}(S) = \max_{i \in S} a_i$ (recall that $S$ denotes the indices of partitions where the first-stage decision packs the $\alpha$ item).

We conclude that the total costs between options a) and b) become

$$(2n - 2)A + \max\{X - \bar{X} - 3a_{\text{max}}(S), \bar{X} - X - 3a_{\text{max}}\}.$$ 

Note that

$$\max\{X - \bar{X} - 3a_{\text{max}}(S), \bar{X} - X - 3a_{\text{max}}\} \geq \max\{X - \bar{X} - 3a_{\text{max}}, \bar{X} - X - 3a_{\text{max}}\} \geq |X - \bar{X}| - 3a_{\text{max}}.$$ 

Hence, the smallest possible objective value $(2n - 2)A - 3a_{\text{max}}$ can only be achieved if we choose $S$ such that $\sum_{i \in S} a_i = \sum_{i \in \tilde{S}} a_i$ (in this case, w.l.o.g. choose $S$ such that $a_{\text{max}}(S) = a_{\text{max}}$).

2. First-stage decision selects no $\gamma$ item and all $\alpha$ items, i.e. $S = [n]$.

The first stage costs are $(3n - 1)A$. It is sufficient to only consider that the adversary selects all $\gamma$ items. In this case the overall objective value amounts to $(3n - 1)A - (nA - 2A + 2A + 3a_{\text{max}}) = (2n - 1)A - 3a_{\text{max}}$, which is higher than in case 1.

3. First-stage decision selects no $\alpha$ item and all $\gamma$ items, i.e. $\tilde{S} = [n]$.

The first stage costs are $(3n + 1)A$. It is sufficient to only consider that the adversary selects all $\beta$ items, resulting in the overall objective value $(3n + 1)A - (n + 2)A - 3a_{\text{max}} = (2n + 1)A - 3a_{\text{max}}$, which is higher than in case 1.

We conclude that if a partition of the weights $a_i$ exists, the optimal value of case 1 is $(2n - 2)A - 3a_{\text{max}}$, which is smaller than the value resulting from cases 2 and 3. If no partition exists, then in each case the optimal value is strictly larger than $(2n - 2)A - 3a_{\text{max}}$. \hfill $\square$

### 3.2 Mixed-Integer Program and Special Cases

We now consider the adversarial problem in the case of multi-representative selection.

**Lemma 10.** The coefficient matrix of the adversarial problem [4] for fixed $s \in S = \{0\} \cup \{d_i : i \in [n]\}$ is totally unimodular for the multi-representative selection problem.

**Proof.** Using the Ghouila-Houri criterion, let any set of rows of the coefficient matrix be given. Assigning the value $+1$ to rows corresponding to constraints [4d] (i.e., $\sum_{i \in T_i} y_i = p_i$ for all $\ell \in [L]$) and to row [4c] (i.e., $\sum_{i \in [n]} \delta_i \leq \Gamma$) while assigning the value $-1$ to any row of constraints [4b] (i.e., $y_i + \delta_i \leq 1$) then results in a sum in $\{-1, 0, 1\}$ for each column. \hfill $\square$

Let $\{s^1, \ldots, s^R\} = S$ denote the values in set $S$. Dualizing the inner maximization problem for each $r \in [R]$ then gives the following compact problem formulation for the balanced regret problem.

$$\min t \quad \text{(7a)}$$
We show that

\begin{align}
\text{s.t. } t &\geq \sum_{i \in [n]} \hat{c}_i x_i + \Gamma^\pi + \sum_{i \in [n]} \rho^r_i - \Gamma^s - \sum_{\ell \in [L]} p_{\ell} \kappa^r_{\ell} \quad \forall r \in [R] \tag{7b} \\
\sum_{i \in T_{\ell}} x_i &= p_{\ell} \quad \forall \ell \in [L] \tag{7c} \\
\pi^r + \rho^r_i &\geq d_i x_i \quad \forall i \in [n], r \in [R] \tag{7d} \\
\rho^r_i + \hat{c}_i + [d_i - d_i x_i - s^r]_+ &\geq \kappa^r_{\ell} \quad \forall \ell \in L, i \in T_{\ell}, r \in [R] \tag{7e} \\
x_i &\in \{0, 1\} \quad \forall i \in [n] \tag{7f} \\
\pi^r &\geq 0 \quad \forall r \in [R] \tag{7g} \\
\rho^r_i &\geq 0 \quad \forall i \in [n] \tag{7h}
\end{align}

Note that $[d_i - d_i x_i - s^r]_+$ can be linearized to $[d_i - s^r]_+ (1 - x_i)$, as $x_i$ are binary variables.

Using this problem formulation, we show that the following dominance property holds true.

**Lemma 11.** Consider two items $i, j \in T_{\ell}$ with $\hat{c}_i \leq \hat{c}_j$ and $\hat{c}_i + d_i \leq \hat{c}_j + d_j$. Then there is an optimal solution $x$ with $x_i \geq x_j$.

**Proof.** Consider some solution $\mathbf{x}$ where $x_i = 0$ and $x_j = 1$. We construct a new solution $\mathbf{x}'$ where $x'_i = 1$ and $x'_j = 0$ and show that its objective value does not increase. We focus on any $r \in [R]$ and drop the symbol $r$ for ease of presentation. The modified solution uses the same values for $\pi$ and $\kappa$ variables. For $\mathbf{\rho}$, we only change the values corresponding to items $i$ and $j$, i.e., we consider the following:

\begin{align*}
\rho_i &= \max\{\kappa - \hat{c}_i - [d_i - s]_+, 0\} \quad (x_i = 0) \\
\rho_j &= \max\{d_j - \pi, \kappa - \hat{c}_j, 0\} \quad (x_j = 1) \\
\rho'_i &= \max\{d_i - \pi, \kappa - \hat{c}_i, 0\} \quad (x'_i = 1) \\
\rho'_j &= \max\{\kappa - \hat{c}_j - [d_j - s]_+, 0\} \quad (x'_j = 0)
\end{align*}

We show that $\hat{c}_j + \rho_i + \rho_j \geq \hat{c}_i + \rho'_i + \rho'_j$. Note that we have that

$$
\hat{c}_j + \rho_j = \max\{\hat{c}_j + d_j - \pi, \kappa, \hat{c}_j\} \geq \max\{\hat{c}_i + d_i - \pi, \kappa, \hat{c}_i\} = \hat{c}_i + \rho'_i.
$$

1. Let us first assume that $d_i \leq d_j$. Then, $[d_j - s]_+ \leq [d_j - s]_+$. We conclude that

$$
\rho_i = \max\{\kappa - \hat{c}_i - [d_i - s]_+, 0\} \geq \max\{\kappa - \hat{c}_j - [d_j - s]_+, 0\} = \rho'_j
$$

which proves the claim in this case.

2. Now consider the case that $d_j \leq d_i$. We further distinguish the following cases.

a) $s \leq d_j \leq d_i$: It holds that

$$
\rho_i = \max\{\kappa - \hat{c}_i - d_i + s, 0\} \geq \max\{\kappa - \hat{c}_j - d_j + s, 0\} = \rho'_j.
$$

b) $d_j \leq s \leq d_i$: We have that $\hat{c}_j + s \geq \hat{c}_i + d_i$. Hence, $\kappa - \hat{c}_i - d_i + s \geq \kappa - \hat{c}_j$ and therefore $\rho_i \geq \rho'_j$.

c) $d_j \leq d_i \leq s$: It holds that

$$
\rho_i = \max\{\kappa - \hat{c}_i, 0\} \geq \max\{\kappa - \hat{c}_j, 0\} = \rho'_j.
$$
As we have $\rho_i \geq \rho_j'$ in all cases, the claim also holds when $d_j \leq d_i$, which completes the proof.

\[ \square \]

Theorem 12. If $\hat{c}$ or $d$ is a vector with constant values, an optimal solution to the balanced regret multi-representative selection problem can be found in polynomial time.

Proof. We apply the dominance property from Lemma 11. If $\hat{c}$ or $d$ is constant, an optimal solution can be found by selecting the $p_\ell$ items with smallest $d$ or $\hat{c}$ values for each partition $\ell \in [L]$, respectively.

Note that the reductions used in the hardness results of Section 3.1 do not yield inapproximability bounds in $n$. This means that the existence of approximation algorithms remains a possibility. In particular, we show that we can determine in polynomial time if the optimal objective value is equal to zero, which is a prerequisite for the existence of approximation algorithms.

Theorem 13. For $\Gamma, \Gamma' \geq 1$, it is possible to determine in polynomial time if the objective value of the balanced regret problem is equal to zero. If this is the case, we can state an optimal solution.

Proof. Consider any solution $\mathbf{x} \in \mathcal{X}$ that does not pack the $p_\ell$ cheapest items $i$ with respect to $\hat{c}_i + d_i$ for each set $T_\ell$. Then the adversary can construct a solution $\mathbf{y}$ by choosing any such set $\ell$ and exchanging one item $i$ packed by $\mathbf{x}$ for another item $j$ with smaller costs, i.e., $\hat{c}_j + d_j < \hat{c}_i + d_i$. All other items are packed as in $\mathbf{x}$. As $\Gamma, \Gamma' \geq 1$, optimal adversarial and balancing strategies are to attack the one item, that is not packed by each respective solution. As $\hat{c}_j + d_j < \hat{c}_i + d_i$, the objective value is larger than zero.

We conclude that if there exists a solution with objective value equal to zero, then this solution must pack the cheapest items with respect to $\hat{c} + d$. Due to the dominance criterion from Lemma 11, such a solution can be found by lexicographically sorting each set primarily by $\hat{c} + \rho$ and secondarily by $\hat{c}$. The objective value of this solution can be checked by solving the adversarial problem (4), which can be done in polynomial time due to Lemma 10.

We now consider the classic regret setting without balancing, i.e., $\Gamma' = 0$. The complexity of this problem is currently open. We show that this case is solvable in polynomial time. Hence, in combination with the hardness of the general case, we see that the additional balancing stage does increase the complexity of our problem.

Consider the case $\Gamma' = 0$ in formulation (7). By rewriting the problem, we find the following compact program for the regret problem.

\[
\begin{align*}
\min & \sum_{i \in [n]} \hat{c}_i x_i + \Gamma \pi + \sum_{i \in [n]} \rho_i - \sum_{\ell \in [L]} p_{\ell} \kappa_\ell \\
\text{s.t.} & \pi + \rho_i \geq d_i x_i & \forall i \in [n] \quad (8b) \\
& \hat{c}_i + \rho_i \geq \kappa_\ell & \forall \ell \in [L], i \in T_\ell \quad (8c) \\
& \sum_{i \in T_\ell} x_i = p_\ell & \forall \ell \in [L] \quad (8d) \\
& x_i \in \{0, 1\} & \forall i \in [n] \quad (8e)
\end{align*}
\]
\[
\begin{align*}
\pi & \geq 0 \quad \text{(8f)} \\
\kappa_\ell & \geq 0 \quad \forall \ell \in [L] \quad \text{(8g)} \\
\rho_i & \geq 0 \quad \forall i \in [n] \quad \text{(8h)}
\end{align*}
\]

Note that we can assume \( \rho_i = \max\{d_i x_i - \pi, \kappa_\ell - \hat{c}_i, 0\} \) in an optimal solution to problem (8), where \( i \in T_\ell \).

**Theorem 14.** Min-max regret multi-representative selection with budgeted uncertainty can be solved in \( O(n^3) \).

**Proof.** Let us first assume that \( \pi \) and \( \kappa \) are fixed. The remaining problem only in variable \( \pi \) is then to solve

\[
\min_{\pi \geq 0} \Gamma \pi + \sum_{\ell \in [L]} \sum_{i \in T_\ell} \max\{d_i x_i - \pi, \kappa_\ell - \hat{c}_i, 0\}
\]

Note that the objective function of this problem is piece-wise linear. Hence, an optimal value of \( \pi \) is contained in the set of kink points, which is a subset of

\[
P(\kappa) = P_1 \cup P_2(\kappa)
\]

with

\[
P_1 = \{0\} \cup \{d_i : i \in [n]\}
\]

\[
P_2(\kappa) = \{\hat{c}_i + d_i - \kappa_\ell : \ell \in [L], i \in T_\ell\}
\]

Note that the set \( P(\kappa) \) does not depend on the choice of \( \pi \).

Now let us assume that \( \pi \) and \( \kappa \) are fixed. Then it is possible to split problem (8) into independent subproblems. That is, for each \( \ell \in [L] \), the remaining problems only in \( \kappa_\ell \) are of the form

\[
\min_{\kappa_\ell \geq 0} \sum_{i \in T_\ell} \max\{d_i x_i - \pi, \kappa_\ell - \hat{c}_i, 0\} - p_\ell \kappa_\ell.
\]

Note that this problem is piecewise-linear in \( \kappa_\ell \). Hence, there exists an optimal solution where \( \kappa_\ell \) is at one of the kink points, which are contained in the set

\[
K_\ell(\pi) = \{0\} \cup \{\hat{c}_i : i \in T_\ell\} \cup \{\hat{c}_i - \pi : i \in T_\ell\} \cup \{\hat{c}_i + d_i - \pi : i \in T_\ell\}
\]

We can make the following case distinctions.

1. First consider the case that we choose \( \pi \in P_1 = \{0\} \cup \{d_i : i \in [n]\} \). Then, we decompose problem (8) into independent subproblems for each \( \ell \in [L] \). For each subproblem, there are \( O(|T_\ell|) \) many possible values for \( \kappa_\ell \) to enumerate. For each choice of \( \kappa_\ell \), the remaining problem in \( \pi \) only can be solved in \( O(|T_\ell|) \). As there are \( O(n) \) many values for \( \pi \) to check, this case requires a total time in \( O(n \cdot \sum_{\ell \in [L]} |T_\ell|^2) = O(n^3) \).

2. Now consider the case that we want to choose some \( \pi \in P_2(\kappa) = \{\hat{c}_i + d_i - \kappa_\ell : \ell \in [L], i \in T_\ell\} \). We model this choice through the index of item that defines \( \pi \), that is, we set \( \pi = \hat{c}_k + d_k - \kappa_j \) for a specific choice of \( j \in [L] \) and \( k \in T_j \). Let us assume for now that \( \kappa_j \) is fixed. For each \( \ell \neq j \) the subproblem for arbitrary \( x \in \{0, 1\}^n \) becomes

\[
\min_{\kappa_\ell \geq 0} \sum_{i \in T_\ell} \max\{d_i x_i - (\hat{c}_k + d_k - \kappa_j), \kappa_\ell - \hat{c}_i, 0\} - p_\ell \kappa_\ell.
\]
Hence, an optimal choice for \( \kappa_\ell \) is contained in the set
\[
K_\ell = K_1 \cup K_2
\]
with
\[
K_1 = \{ 0 \} \cup \{ \hat{c}_i : i \in T_\ell \}
\]
\[
K_2 = \{ \hat{c}_i + d_i - \hat{c}_k - d_k + \kappa_j : i \in T_\ell \}. 
\]
Let \( U \subseteq [L] \setminus \{ j \} \) be the set of indices where we choose \( \kappa_\ell \in K_1 \) and \( V \subseteq [L] \setminus \{ j \} \) be the set of indices where we choose \( \kappa_\ell \in K_2 \). In the first case, we write \( \kappa_\ell = u_\ell \) for some constant \( u_\ell \) and in the second case, we write \( \kappa_\ell = v_\ell + \kappa_j \) for some constant \( v_\ell \). The problem in \( \kappa_\ell \) is then
\[
\min_{\kappa_j \geq 0} \sum_{i \in T_\ell} \max\{ d_i x_i - (\hat{c}_k + d_k - \kappa_j), \kappa_j - \hat{c}_i, 0 \} - p_j \kappa_j 
\]
\[
+ \sum_{\ell \in V} \sum_{i \in T_\ell} \max\{ d_i x_i - (\hat{c}_k + d_k - \kappa_j), v_\ell + \kappa_j - \hat{c}_i, 0 \}.
\]
Again, this is a piecewise linear optimization problem, where an optimal solution is at one of the kink points, contained in
\[
K_j = \{ 0 \} \cup \{ \hat{c}_i : i \in T_j \} \cup \{ \hat{c}_i - v_\ell : \ell \in V, i \in T_\ell \} \cup \{ \hat{c}_k + d_k - d_i : i \in [n] \}
\]
\[
\subseteq \{ 0 \} \cup \{ \hat{c}_i : i \in T_j \} \cup \{ \hat{c}_i - \hat{c}_{i'} - d_{i'} + \hat{c}_k + d_k : \ell \in [L], i, i' \in T_\ell \}
\]
\[
\cup \{ \hat{c}_k + d_k - d_i : i \in [n] \}.
\]
In total, there are \( O(n) \) possible values to choose \( j \) and \( k \) to determine \( \kappa_j \). The subproblem in each \( \ell \neq j \) can then be solved in \( O(|T_\ell|^2) \). Hence, this case can be solved in \( O(n^3 \cdot \sum_{\ell \in [L]} |T_\ell|^2) = O(n^5) \).

\[\square\]

4 Experiments

In order to demonstrate the practical implications of introducing the balancing option we perform experiments using selection and knapsack problems with randomly created data, and shortest path problems with real-world data. We examine the computational tractability by comparing different modeling and solving techniques and illustrate the added value of the extension by showing how such solutions can yield a trade-off between solutions of the worst case approach (with interval uncertainty) and solution that are optimal with respect to a minimal regret with \( \Gamma \) uncertainty.

We make use of the following solution methods (see Section 2.2): the enumeration approach (where all scenarios are used in one model), the iterative method (where scenarios are generated one by one), solving the problem as a quantified integer program with Yasol, and solving a compact mixed-integer programming formulation, if available. For solving mixed-integer programs, we use CPLEX 12.9.0 restricted to a single thread, but otherwise default settings. For solving the quantified programming formulation we use the latest version of the open-source solver Yasol running CPLEX 12.6.1 as its LP solver. All experiment were executed on a desktop computer with AMD Ryzen 9 5900X processors and 128GB RAM with a time limit of 1800 seconds per instance.
4.1 Selection Problem

First, we investigate the selection problem, i.e. \( \mathcal{X} = \{ \mathbf{x} \in \{0, 1\}^n \mid \sum_{i \in [n]} x_i = p \} \), with \( p = \lfloor \frac{n}{2} \rfloor \). Instances are created by selecting the nominal cost \( \hat{c}_i \) for each item \( i \) uniformly random (u.r.) from the set \{1, \ldots, 100\}. The additional cost \( d_i \) is selected u.r. from \{0, \ldots, 99\}.

We are interested in the runtimes of the four available solution techniques, which are solving the fully enumerated robust counterpart, solving the quantified programming formulation, using the iterative method and solving the compact formulation. In Figure 1 we show for fixed \( \Gamma = 2 \) and \( \Gamma' = 1 \) the median of the runtimes for each solution techniques for 50 instances per \( n \in \{8, 10, \ldots, 20, 30, \ldots, 200\} \).

The two general model-and-run approaches quickly hit the timelimit: For \( n = 14 \) and \( n = 20 \) most of the robust enumeration and quantified instances, respectively, cannot be solved within half an hour. As expected, the compact formulation can be solved most efficiently and even for \( n = 200 \) the runtime of most instances remains far below the timelimit. The iterative method still can deal with instances with up to \( n = 100 \) but then more than half of the instances also exceed the timelimit.

For \( n \in \{20, \ldots, 200\} \) we examine how the runtimes of the compact and iterative approach scale for non-constant \( \Gamma = \frac{n}{5} \) and \( \Gamma' = \frac{n}{10} \). In Table 6 the median and mean runtimes in seconds, and percentage of solved instances for the compact and iterative approach is shown. Furthermore, we display the median runtimes and the number of solved instances dependent on their objective value for the compact and iterative approach, respectively. While the ratio of instances with non-zero and zero nearly stays the same for increasing \( n \), the number of solved instance with non-zero objective value using the iterative method quickly decreases. Similarly, when solving the compact formulation, instances with non-zero objective take considerably more time to be solved. While the overall median runtime of the compact formulation seems to scale better compared to constant \( \Gamma \) and \( \Gamma' \), when comparing the median runtime on the non-zero instances, the results are similar to the ones shown in Figure 1.

In order to grasp what constellations of \( \Gamma \) and \( \Gamma' \) are particularly hard to solve, we set \( n = 50 \) and let \( \Gamma \) and \( \Gamma' \) take all values from 0 to 10. For each constellation we run 200 instances of the compact formulation and show the respective median runtime in Figure 2.
Figure 2: Median runtime on the compact formulation of selection instances with $n = 50$ and various $\Gamma$ and $\Gamma'$ (left) and the percentage of instances with objective value 0 (right). (left). All instances were solved to optimality. On the right-hand side of this figure, the percentage of instances with objective value of 0 are shown. Even for $\Gamma < \Gamma'$ we find several instances that have a non-zero objective value. Interestingly, the most difficult instances for CPLEX have $1 = \Gamma$, even though for $\Gamma' \geq 4$, almost all instances have an objective value of zero. Here our findings of Theorem 13 can come to a practical use, as we know that for such instances, a polynomial time algorithm exists, which means that the solution by CPLEX is not necessary in the first place.
Furthermore, we want to understand the performance of the balanced regret approach with respect to other optimization approaches. To this end, we evaluate optimal solutions of the balanced regret approach \((\text{BR}(\Gamma'))\) using five different evaluation criteria: The best case case (BC) that only uses the nominal costs \(\hat{c}\), the worst-case optimization approach (with interval uncertainty) (WC\(_I\)) that assumes worst case costs \(\hat{c} + d\) for every selected item, the worst-case optimization approach with budgeted uncertainty (WC\(_\Gamma\)), allowing at most \(\Gamma\) items to become expensive, regret minimization (with interval uncertainty) (Regret\(_I\)) where all selected items have worst case costs \(\hat{c} + d\), and the regret approach with \(\Gamma\) uncertainty (Regret\(_\Gamma\)). Note that BR(0) is the same as Regret\(_\Gamma\). In Table 7 and Figure 3 the quality of the different robust optimization frameworks is displayed by showing the average relative difference (percentage change) of the solution within each framework compared to the respective optimal solution over 1000 instances with \(n = 60\) and \(\Gamma = 15\). The rows indicate the used solution methods and the columns the evaluation criteria.

### Table 7: Average relative difference of the different optimization approaches on selection instances compared to the optimal solutions of BC WC\(_I\), WC\(_\Gamma\), Regret\(_I\) and Regret\(_\Gamma\).

|       | BC  | WC\(_I\) | WC\(_\Gamma\) | Regret\(_I\) | Regret\(_\Gamma\) |
|-------|-----|----------|--------------|-------------|------------------|
| BC    | 0.000| 0.124    | 0.062        | 0.233       | 0.228            |
| WC\(_I\) | 0.322| 0.000    | 0.015        | 0.205       | 0.203            |
| WC\(_\Gamma\) | 0.178| 0.018    | 0.000        | 0.098       | 0.098            |
| Regret\(_I\) | 0.085| 0.030    | 0.013        | 0.000       | 0.000            |
| Regret\(_\Gamma\) | 0.084| 0.030    | 0.013        | 0.000       | 0.000            |
| BR(1) | 0.086| 0.029    | 0.013        | 0.001       | 0.000            |
| BR(2) | 0.090| 0.028    | 0.012        | 0.002       | 0.002            |
| BR(3) | 0.098| 0.026    | 0.011        | 0.005       | 0.005            |
| BR(4) | 0.115| 0.022    | 0.009        | 0.018       | 0.018            |
| BR(5) | 0.156| 0.015    | 0.009        | 0.052       | 0.052            |
| BR(6) | 0.224| 0.007    | 0.010        | 0.114       | 0.113            |
| BR(7) | 0.281| 0.002    | 0.013        | 0.168       | 0.167            |
| BR(8) | 0.308| 0.000    | 0.014        | 0.191       | 0.190            |
| BR(9) | 0.318| 0.000    | 0.015        | 0.200       | 0.199            |
| BR(10)| 0.320| 0.000    | 0.015        | 0.202       | 0.200            |

It can be seen that for increasing \(\Gamma'\) the optimal solutions of \(\text{BR}(\Gamma')\) also become optimal with respect to WC\(_I\). Note that the row of BR(10) is almost identical to the row corresponding to the original WC\(_I\) solution. The BC, Regret\(_I\), and Regret\(_\Gamma\), evaluation of \(\text{BR}(\Gamma')\) become worse for increasing \(\Gamma'\). But the evaluation values from BR(0) to BR(10) do not behave monotonously in general: the WC\(_\Gamma\) value of the \(\text{BR}(\Gamma')\) solutions first decreases, before it increases up to the WC\(_\Gamma\) value of WC\(_I\). To illustrate the trade-off the balanced regret approach constitutes for WC\(_I\) and Regret\(_\Gamma\), the scatter plot of the WC\(_I\) and Regret\(_\Gamma\) evaluations of all \(\text{BR}(\Gamma')\) solutions is shown in Figure 3.

#### 4.2 Knapsack

We also consider knapsack instances, i.e. \(\mathcal{X} = \{x \in \{0,1\}^n | \sum_{i \in [n]} w_i x_i \leq C\}\). We create almost strongly correlated instances as proposed in [FIMY15]. The item weights \(w_i\) of the items are selected u.r. from \(\{1, \ldots, \bar{R}\}\), with \(\bar{R} = 1000\). The nominal profit \(\hat{c}_i\) of item \(i\) is then selected u.r. from \(\{0.8p_i, \ldots, [p_i]\}\) with \(p_i\) u.r. from \(\{w_i + \frac{\bar{R}}{10} - \frac{\bar{R}}{500}, w_i + \frac{\bar{R}}{10} + \frac{\bar{R}}{500}\}\). The
potential decrease \( d_i \) in the profit of item \( i \) is then selected u.r. from \( \{ \lceil p_i \rceil - \hat{c}_i, \ldots, \lceil 1.2 p_i \rceil - \hat{c}_i \} \).

Again, we first consider the three available solution approaches of solving the fully enumerated counterpart, the quantified program as well as using the iterative solution method. In Table 8 for \( n \in \{6, \ldots, 18\} \), \( \Gamma = 2 \) and \( \Gamma' = 1 \) the median runtimes are shown with 50 instances per entry. While solving the quantified program requires less time than solving the fully enumerated counterpart, both approaches quickly hit the timelimit of half an hour. For the iterative method, on the other hand, even the longest runtime for instances with \( n < 20 \) is below two seconds. Hence, in the following experiments we only use the iterative method.

| \( n \)  | iterative | quantified | enumeration |
|--------|-----------|------------|-------------|
| 6      | 0.01      | 0.06       | 0.06        |
| 8      | 0.03      | 0.72       | 1.24        |
| 10     | 0.04      | 1.70       | 17.07       |
| 12     | 0.07      | 9.61       | 270.29      |
| 14     | 0.07      | 52.44      | 1800.00     |
| 16     | 0.13      | 315.74     | -           |
| 18     | 0.18      | 1800.00    | -           |

To understand the impact of different values of \( \Gamma \) and \( \Gamma' \), we fix \( n = 40 \) and vary \( \Gamma, \Gamma' \in \{0, 1, \ldots, 10\} \). For each constellation we solve 200 instances using the iterative method and show the respective median runtime in Figure 4 (left). On the right-hand side of this figure the percentage of instances with objective value of 0 are shown. For the iterative method instances with large \( \Gamma \) that have a non-zero objective value are particularly hard to solve. Furthermore, for \( \Gamma \in \{2, 3\} \), even though the objective value is often zero for \( \Gamma' > \Gamma \), the runtime is slightly increased in comparison to other values of \( \Gamma \).

In the next experiment we investigate how the iterative method scales for increasing \( n \) on each 200 instances with \( \Gamma = 2 \) and \( \Gamma' = 1 \) and also \( \Gamma = \frac{5}{8} \) and \( \Gamma' = \frac{1}{10} \). Note that in the latter setting, slightly changing the ratio between \( \Gamma, \Gamma' \) and \( n \) can have a considerable impact on the results (cf. Figure 4 (left)). In Table 9 the median and mean runtimes are shown, as well as the percentage of solved instances. We additionally show how many of the instances solved within
Figure 4: Median runtime of the iterative method on knapsack instances with \( n = 40 \) and various \( \Gamma \) and \( \Gamma' \) (left) and the percentage of instances with objective value 0 (right).

Table 9: Data on knapsack instances solved using the iterative method.

| \( \Gamma \) | \( \Gamma' \) | \( n \) | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 |
|---|---|---|---|---|---|---|---|---|---|---|---|
| Median | 0.2 | 0.8 | 2.9 | 8.8 | 23.3 | 54.3 | 100.3 | 192.2 | 534.8 |
| Mean | 0.3 | 1.2 | 4.9 | 10.5 | 21.9 | 47.8 | 110.1 | 199.7 | 390.2 |
| Solved | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.94 | 0.81 |
| zero | 17 | 3 | 0 | 0 | 0 | 0 | 0 | 0 |
| non-zero | 183 | 197 | 200 | 200 | 200 | 200 | 188 | 162 |

The timelimit have a non-zero and zero objective value. For \( \Gamma \) and \( \Gamma' \) proportionally growing with \( n \) the runtimes as well as the percentage of solved instances quickly worsen compared to the instances with constant \( \Gamma \) and \( \Gamma' \). However, for constant \( \Gamma \) only few instances (with \( n = 20 \) and \( n = 30 \)) have non-zero solutions. For \( \Gamma = \frac{2}{9} \) several solved instances with \( n \leq 50 \) have a non-zero objective, but for \( n \geq 60 \) all solved instances have an objective value of zero. Comparing this to the experiments on the selection problem it is probable that at least some of the instances that were not solved have non-zero objective values and are harder to solve via the iterative method, as already suggested by Figure 4.

Similar to the experiments for the selection problem we want to view the solutions in the context of other optimization approaches. For \( n = 40 \) and \( \Gamma = 6 \) the relative differences of the solutions with respect to the different evaluation criteria are shown in Table 10. Again, for increasing \( \Gamma' \), the BR(\( \Gamma' \)) solution converges to an optimal WC\( _{\Gamma} \) solution. Figure 5 illustrates that also for the knapsack problem balanced regret constitutes a trade-off between WC\( _{\Gamma} \) and Regret\( _{\Gamma} \).
Table 10: Average relative difference of the different optimization approaches on knapsack instances compared to the optimal solutions of BC WCΓ I, WCΓ Γ, RegretI and RegretΓ.

|       | BC   | WCΓ | WCΓ | RegretI | RegretΓ |
|-------|------|-----|-----|---------|---------|
| BC    | 0.000| 0.020| 0.007| 0.169   | 0.133   |
| WCΓ   | 0.010| 0.000| 0.009| 0.055   | 0.169   |
| WCΓ   | 0.004| 0.009| 0.000| 0.071   | 0.028   |
| RegretI | 0.005| 0.003| 0.004| 0.000   | 0.045   |
| RegretΓ | 0.003| 0.007| 0.001| 0.036   | 0.000   |
| BR(1) | 0.003| 0.007| 0.001| 0.036   | 0.004   |
| BR(2) | 0.004| 0.006| 0.001| 0.032   | 0.010   |
| BR(3) | 0.005| 0.004| 0.002| 0.035   | 0.035   |
| BR(4) | 0.008| 0.001| 0.005| 0.033   | 0.100   |
| BR(5) | 0.009| 0.000| 0.008| 0.046   | 0.145   |

Figure 5: Evaluation of the BR(Γ′) knapsack solutions with respect to WCΓ and RegretΓ.

4.3 Shortest Path

For a third experiment we consider the shortest path problem \( \mathcal{X} = \{ x \in \{0, 1\}^E \mid \sum_{e \in \delta^-(v)} x_e - \sum_{e \in \delta^+(v)} x_e = 1_{t(v)} - 1_{s(v)} \ \forall v \in V \} \) with underlying graph \( G = (V, E) \), \( 1 \) being the indicator function and \( \delta^-(v) \) and \( \delta^+(v) \) the set of ingoing and outgoing arcs of node \( v \), respectively. We use real world data introduced in [CDG19] and provided by the city of Chicago with a graph containing 538 nodes and 1308 arcs. 4363 scenarios are obtained containing the traversal times for arcs. For each arc \( e \) we use the first decile as the nominal travel time \( \hat{c}_e \) and by calculating the difference to the last decile we obtained the additional travel time \( d_e \). We generated 200 random \((s, t)\) pairs and this way obtained 200 shortest path instances.

Using only the iterative solution method, for \( \Gamma, \Gamma' \in \{0, 1, \ldots, 10\} \) the median runtimes are illustrated in Figure 6 (left). Additionally, in Figure 6 (right), we show the percentage of solutions having an objective value of 0. While the overall runtimes are rather small, they tend to be higher for larger \( \Gamma \) with small \( \Gamma' < \Gamma \). This coincides with the results obtained for the knapsack instances. However, unlike in the experiments on selection and knapsack instances, here the boundary where (almost) all instances have an objective value of zero.
proceeds more strictly at $\Gamma = \Gamma' - 1$.

Figure 6: Median runtime of the iterative method on shortest path instances from the Chicago testset with various $\Gamma$ and $\Gamma'$ (left) and the percentage of instances with objective value 0 (right).

Furthermore, for $\Gamma = 8$ we examine relative differences of the optimal balanced regret solutions with $\Gamma' \in \{1, \ldots, 8\}$ with respect to the evaluation criteria. The results are shown in Table 11. Similar to the other experiments, the trend of $BR(\Gamma')$ becoming a $WC_I$ optimal solution for increasing $\Gamma'$ can be observed. Figure 7 shows the trade-off between $WC_I$ and $Regret_I$.

Table 11: Average relative difference of the different optimization approaches on shortest path instances compared to the optimal solutions of $BC$, $WC_I$, $WC_T$, $Regret_I$, and $Regret_T$.

|          | $BC$ | $WC_I$ | $WC_T$ | $Regret_I$ | $Regret_T$ |
|----------|------|--------|--------|------------|------------|
| $BC$     | 0.000| 0.024  | 0.011  | 0.101      | 0.064      |
| $WC_I$   | 0.035| 0.000  | 0.009  | 0.036      | 0.095      |
| $WC_T$   | 0.019| 0.011  | 0.000  | 0.060      | 0.030      |
| $Regret_I$ | 0.027| 0.006  | 0.011  | 0.090      | 0.047      |
| $Regret_T$ | 0.014| 0.012  | 0.003  | 0.030      | 0.000      |
| $BR(1)$  | 0.016| 0.010  | 0.002  | 0.031      | 0.006      |
| $BR(2)$  | 0.018| 0.009  | 0.002  | 0.037      | 0.015      |
| $BR(3)$  | 0.020| 0.008  | 0.001  | 0.036      | 0.019      |
| $BR(4)$  | 0.020| 0.007  | 0.001  | 0.036      | 0.021      |
| $BR(5)$  | 0.022| 0.006  | 0.001  | 0.042      | 0.029      |
| $BR(6)$  | 0.024| 0.005  | 0.002  | 0.044      | 0.037      |
| $BR(7)$  | 0.026| 0.004  | 0.002  | 0.044      | 0.040      |
| $BR(8)$  | 0.027| 0.004  | 0.002  | 0.044      | 0.042      |

5 Conclusions

Decision making under uncertainty is ubiquitous. While there is no "perfect" decision criterion that fulfills a complete set of reasonable axioms, several such criteria have received particular
attention in the research literature, including the min-max and the min-max regret approach. In the latter, we compare our decision against an omniscient adversary that already has full knowledge of what the future will bring.

In this paper we introduced a new decision making approach for budgeted uncertainty sets, called balanced regret. In this setting, we “level the playing field” between decision maker and adversary by considering the adversary solution as being affected by uncertainty as well. Formally, this results in an additional optimization stage, requiring us to solve min-max-min problems. We proposed general-purpose solution methods and noticed that for sufficiently large uncertainty for the adversary, the problem becomes equivalent to a simple worst-case problem. We then considered the multi-representative selection problem in more detail, showing that it is NP-hard. We derived a compact problem formulation and a dominance criterion which allows us to solve special cases in polynomial time. Furthermore, we show that the classic regret case with budgeted uncertainty can be solved in polynomial time.

In computational experiments using three types of combinatorial optimization problems under randomly generated and real-world data, we analyzed our approach in more detail. Comparing solution methods, we showed that the compact formulation is the strongest approach in case of the selection problem, while the iterative method performs best for other problems, where no such formulation is available. We compare the balanced regret solution to solutions found by other decision making criteria and found that it provides a useful trade-off between the worst-case solution (with respect to interval uncertainty) and the min-max regret solution (with respect to budgeted uncertainty), thus providing more practical choices for a decision maker.

In further research we will analyze the approximability of this problem setting and derive heuristic solution methods for larger instances.

Figure 7: Evaluation of the BR(Γ′) shortest path solutions with respect to WC, and RegretΓ.
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