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Abstract

Recurrent tasks such as pricing, calibration and risk assessment need to be executed accurately and in real-time. Simultaneously we observe an increase in model sophistication on the one hand and growing demands on the quality of risk management on the other. To address the resulting computational challenges, it is natural to exploit the recurrent nature of these tasks. We concentrate on Parametric Option Pricing (POP) and show that polynomial interpolation in the parameter space promises to reduce run-times while maintaining accuracy. The attractive properties of Chebyshev interpolation and its tensorized extension enable us to identify criteria for (sub)exponential convergence and explicit error bounds. We show that these results apply to a variety of European (basket) options and affine asset models. Numerical experiments confirm our findings. Exploring the potential of the method further, we empirically investigate the efficiency of the Chebyshev method for multivariate and path-dependent options.
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1 Introduction

The development of fast and accurate computational methods for parametric models is one of the central issues in computational finance. Financial institutions dedicated to trading or assessment of financial derivatives have to cope with the daily tasks of computing numerous characteristic financial quantities. Examples of interest are prices, sensitivities and risk measures for products on different models and for varying parameter constellations. With regard to the ever growing market activities, more and more of these evaluations need to be delivered in real-time. In addition we face a constantly rising model sophistication since the original work of Black and Scholes (1973) and Merton (1973). From the early nineties on, stochastic volatility and Lévy models as well as models based on further classes of stochastic processes have been developed that reflect the observed market data in a more appropriate way. For asset models see e.g. Heston (1993), Eberlein, Keller and Prause (1998), Duffie, Filipović and Schachermayer (2003), Cuchiero, Keller-Ressel and Teichmann (2015). In the case of fixed income models see e.g. Eberlein and ¨Ozkan (2005), Keller-Ressel, Papapantoleon and Teichmann (2013), Filipović, Larsson and Trolle (2014). The aftermath of the financial crisis 2007–2009, moreover, has lead to a new generation of more complex models, for instance by incorporating more risk factors. The usefulness of a pricing model critically depends on how well it captures the relevant aspects of market reality in its numerical implementation. Exploiting new ways to deal with the rising computational complexity therefore supports the evolution of pricing models and touches a core concern of present mathematical finance.

A large body of computational tasks in finance needs to be repeatedly performed in real-time for a varying set of parameters. Prominent examples are option pricing and hedging of different option sensitivities, e.g. delta and vega, that also need to be calculated in real-time. In particular for optimization routines arising in model calibration, large parameter sets come into play. Further examples arise in the context of risk control and assessment, such as for quantification and monitoring of risk measures. The following question serves as a starting point of our investigations: How to systemically exploit the recurrent nature of parametric computational problems in finance with the approached objective to gain efficiency? Looking for answers to this question, we focus on Parametric Option Pricing (POP) in the sequel.

In the present literature on computational methods in finance, complexity reduction for parametric problems has largely been addressed by applying Fourier techniques following the seminal works of Carr and Madan (1999) and Raible (2000). See also the monograph Boyarchenko and Levendorski˘ı (2002). Research in this area concentrates on adopting fast Fourier transform (FFT) methods and variants for option pricing. Lee (2004) accurately describes pricing European options with FFT. Further developments are for instance provided by Lord, Fang, Bervoets and Oosterlee (2008) for early exercise options and by Feng and Linetsky (2008) and Kudravtsev and Levendorski˘ı (2009) for barrier options. Another path to efficiently handle large parameter sets that has been pursued in finance relies on reduced basis methods. These are techniques to solve parametrized partial differential equations. Sachs and Sch¨u (2010), Cont, Lantos and Pironneau (2011), Pironneau (2011) and Haasdonk, Salomon and Wohlmuth (2012) and Burkowska, Haasdonk, Salomon and...
Wohlmuth (2015) applied this approach to price European, American plain vanilla options and European baskets. FFT methods on the one hand can be highly beneficial when the prices are required in a large number of Fourier variables, e.g. for a large set of strikes of European plain vanillas. On the other hand numerical experiments have shown a promising gain in efficiency of reduced basis methods when an accurate PDE solver is readily available. In essence all these approaches reveal an immense potential of complexity reduction by targeting parameter dependence. Hereto, they exploit the functional architecture of the underlying pricing technique for varying parameters.

Financial institutions have to deal simultaneously with a diversity of models, a multitude of option types, and—as a consequence—a wide variety of underlying pricing techniques. It is therefore worthwhile to explore the possibility of a generic complexity reduction method that is independent of the specific pricing technique. To do so, we focus on the set of option prices and the set of parameters of interest, disregard on purpose the pricing technology and view the option price as a function of the parameters. The core idea is now to introduce interpolation of option prices in the parameter space as a complexity reduction technique for POP.

The resulting procedure naturally splits into two phases: Pre-computation and real-time evaluation. The first one is also called offline phase while the second is also called online phase. In the pre-computation phase the prices are computed for some fixed parameter configurations, namely the interpolation nodes. Here, any appropriate pricing method—for instance based on Fourier, PDE or even Monte Carlo techniques—can be chosen. The real-time evaluation phase then consists of the evaluation of the interpolation. Provided that the evaluation of the interpolation is faster than the benchmark tool, the scheme permits a gain in efficiency in all cases where accuracy can be maintained. Then, we distinguish two use cases:

- In comparison to the benchmark pricing routine, the fast evaluation of the interpolation will eventually outweigh the expensive pre-computation phase, if pricing is a task repeatedly employed. Optimization procedures are an obvious instance where this feature becomes advantageous.

- Even if the number of price computations is limited, we can still benefit from the separation of the procedure into its two phases. In this way, e.g., idle times in the financial industry can be put to good use by preparing the interpolation for whenever real-time pricing is needed during business activities.

The question arising at this stage is: Under what circumstances can we hope to find an interpolation method that delivers both reliable results and a considerable gain in efficiency?

One could now be tempted to proceed in a naive manner and first define an equidistant grid and then interpolate piecewise linearly in the parameter space. Numerical experiments for Black&Scholes call prices as function of the volatility, for instance, would then provide convincing evidence that the number of nodes needed for a given accuracy is considerably high. Increasing the polynomial degree might lead to better results. However, convergence might not be guaranteed. Runge (1901) showed that polynomial interpolation on equispaced grids may diverge—even for analytic functions. Second, the evaluation of the polynomial interpolants may be numerically problematic, as it is shown in Runge (1901) that ”the interpolation
problem for polynomial interpolation on an equidistant grid is exponentially ill-conditioned\(^1\), a formulation we borrow from Trefethen (2011). For these reasons we abstain from polynomial interpolation with equidistant grids. Rather we take a step back and ask: Which methods for the interpolation of prices as functions of model and payoff parameters are numerically promising in terms of convergence, stability and implementational ease?

Regarding this research question, we need to take into consideration both the set of interpolation methods as such and the specific features of the functions we investigate. It is well-known that the efficiency of interpolation methods critically depends on the degree of regularity of the approximated function. For the core problem of our study—European (basket) options—we investigate the regularity of the option prices as functions of the parameters. We find that these functions are indeed analytic for a large set of option types, models and parameters. Taking the perspective of approximation theory, this inspires the hope to find suitable interpolation methods.

Empirically, we observe that parameters of interest often range within bounded intervals. One interpolation method that is highly effective for analytic functions on bounded intervals is Chebyshev interpolation. This intensively studied method enjoys excellent numerical properties—in stark contrast to polynomial interpolation on equally spaced nodal points. The interpolation nodes are known beforehand, implementation is straightforward and the method is numerically stable. For univariate functions that are several times differentiable, the method converges polynomially and for univariate analytic functions convergence is exponential. In a remarkable monograph, Trefethen (2013) gives a comprehensive review of Chebyshev interpolation. Its appealing theoretical properties are indeed of practical use as the software tool Chebfun\(^2\) demonstrates. In this implementation Platte and Trefethen (2008) aim “to combine the feel of symbolics with the speed of numerics”. Therefore Chebyshev interpolation is our method of choice.

Exploring the potential of interpolation methods for more than one single free parameter, we choose a tensorized version of Chebyshev interpolation: For parameters \(p \in \mathbb{R}^D\), where \(D \in \mathbb{N}\) denotes the dimensionality of the parameter space, the price \(\text{Price}^p\) is approximated by tensorized Chebyshev polynomials \(T_j\) with pre-computed coefficients \(c_j, j \in J\), as follows,

\[
\text{Price}^p \approx \sum_{j \in J} c_j T_j(p).
\]

Chebyshev interpolation is a standard numerical method that has proven to be extremely useful for applications in such diverse fields as physics, engineering, statistics and economics. Nevertheless, for pricing tasks in mathematical finance Chebyshev interpolation still seems to be rarely used and its potential is yet to be unfolded. Pistorius and Stolte (2012) use Chebyshev interpolation of Black&Scholes prices in the volatility as an intermediate step to derive a pricing methodology for

---

\(^1\)Chebfun is an open-source software system, see [http://www.chebfun.org](http://www.chebfun.org)

\(^2\)Chebyshev interpolation shares its good properties with for instance Legendre transformation, for which we expect similarly positive results. We refer to Trefethen (2013), who states: "It is the clustering near the ends of the interval that makes the difference, and other sets of points with similar clustering, like Legendre points [...] have similarly good behaviour."
a time-changed model. Independently from us, Pachon (2016) recently proposed Chebyshev interpolation as a quadrature rule for the computation of option prices with a Fourier type representation, which is comparable to the cosine method.

Our main results are the following:

- Theorem 3.2 provides accessible sufficient conditions on options and models that guarantee an asymptotic error decay of order $O\left(\varrho^{-D/\sqrt{N}}\right)$ in the total number $N$ of interpolation nodes where $\varrho > 1$ is given by the domain of analyticity and $D$ is the number of varying parameters.

- More specific conditions for parametric European options in Lévy models are provided in Corollary 3.6 while Corollary 3.9 provides the framework for parametric basket options in affine models.

These results establish an error analysis that is based on the domain of analyticity of the prices as functions of the parameters. Observing that typical payoff functions are not smooth, we cannot expect an exponential error decay for interpolation with arbitrarily small maturities. Small maturities thus serve as an example that domains of analyticity need to be carefully studied.

- The investigations in Sections 3.2–4.2 show that for a large set of relevant (basket) options, models and free parameters a domain of analyticity can indeed be identified. This gives examples of relevant financial applications where (sub)exponential error decay is guaranteed.

To numerically validate the theoretical results we compare prices obtained by Chebyshev interpolation to benchmark prices by Fourier techniques.

- Numerical experiments in affine models confirm the theoretical error decay empirically for European call options (Figure 5.3) and digital down&out options (Figure 5.4). For the considered model examples of Black&Scholes, Merton, CGMY and Heston we observe $L^\infty$-error levels of order $10^{-10}$ using not more than $N = (25 + 1)^2$ Chebyshev interpolation nodes when $D = 2$ parameters are varied.

Numerical results show that already a small number of nodes leads to high accuracy. This motivates us to further explore the potential of the Chebyshev method for multivariate options. Here we deliberately go beyond the scope of our theoretical results and consider additional features like path-dependency.

- For multivariate basket and path-dependent options in the Black&Scholes, Heston and Merton model we use Monte Carlo as reference method. In all of our settings in Section 5.2 Chebyshev interpolation achieves an accuracy that is similar to the accuracy of the Monte Carlo simulation itself ($10^{-5}$) for $D = 2$.

In addition we present empirical results demonstrating the efficiency of the Chebyshev method.

- The gain in efficiency in comparison to Fourier techniques is first validated for bivariate options of European type in Section 5.3.1.
Secondly, the explicit gains in efficiency in comparison to Monte Carlo methods are shown in Section 5.3.2 taking multivariate lookback options in the Heston model as examples.

The remainder of the article is organized as follows. In Section 2 we introduce Chebyshev interpolation in detail and present the general convergence results. Section 3 establishes a convergence analysis of Chebyshev interpolation for POP. We formulate analyticity conditions for the payoff profiles and models that guarantee (sub)exponential convergence of the method. These conditions are verified in Section 4 for different option types, models and free parameters. The numerical experiments in Section 5 confirm these findings using Fourier techniques. Pricing basket options, the gain in efficiency is numerically investigated. Experiments based on Monte Carlo and finite differences moreover suggest to further explore the potential of the approach beyond the scope of the theoretical investigations from the previous sections. The resulting conclusion and outlook are presented in Section 6. Finally, the appendix provides the proof of the multivariate convergence result.

2 Chebyshev Polynomial Interpolation

In this section we introduce the notation for Chebyshev interpolation. Following Trefethen (2013), the one-dimensional version is shown. Then we present the multivariate extension and convergence results. Consider an option price with a single varying parameter

\[ \text{Price}^p, \quad p \in [-1, 1]. \]  

An interpolation of \( \text{Price}^p \) with Chebyshev polynomials of degree \( N \) is of the form

\[ I_N(\text{Price}^{(\cdot)})(p) := \sum_{j=0}^{N} c_j T_j(p), \]  

with coefficients

\[ c_j := \frac{2^{4_{0<j<N}}}{N} \sum_{k=0}^{N} \Prime \text{Price}^p_k \cos \left( j \pi \frac{k}{N} \right), \quad j \leq N, \]  

and basis functions

\[ T_j(p) := \cos \left( j \arccos(p) \right) \quad \text{for } p \in [-1, 1] \text{ and } j \leq N \]

where \( \Prime \) indicates that the first and last summands are halved. The Chebyshev nodes \( p_k = \cos \left( \pi \frac{k}{N} \right) \) may conveniently be displayed in a graph, see Figure 2.1.

For an arbitrary compact parameter interval \([\underline{p}, \overline{p}]\), interpolation (2.2) needs to be adjusted by the appropriate linear transformation.
2.1 Multivariate Chebyshev Interpolation

The Chebyshev polynomial interpolation (2.2)–(2.4) has a tensor based extension to the multivariate case, see e.g. Sauter and Schwab (2004). In order to obtain a nice notation, consider the interpolation of prices

\[ \text{Price}^p, \quad p \in [-1,1]^D. \]

For a more general hyperrectangular parameter space \( P = [p_1, p_1] \times \ldots \times [p_D, p_D] \), the appropriate linear transformations need to be performed. Let \( N := (N_1, \ldots, N_D) \) with \( N_i \in \mathbb{N}_0 \) for \( i = 1, \ldots, D \). The interpolation with \( \prod_{i=1}^D (N_i + 1) \) summands is given by

\[ I_N(\text{Price}^i(p)) := \sum_{j \in J} c_j T_j(p), \]

where the summation index \( j \) is a multiindex ranging over \( J := \{(j_1, \ldots, j_D) \in \mathbb{N}_0^D : j_i \leq N_i \text{ for } i = 1, \ldots, D\} \), i.e.

\[ I_N(\text{Price}^i(p)) = \sum_{j_1=0}^{N_1} \cdots \sum_{j_D=0}^{N_D} c_{(j_1, \ldots, j_D)} T_{(j_1, \ldots, j_D)}(p). \]

The basis functions \( T_j \) for \( j = (j_1, \ldots, j_D) \in J \) are defined by

\[ T_j(p_1, \ldots, p_D) = \prod_{i=1}^D T_{j_i}(p_i). \]

The coefficients \( c_j \) for \( j = (j_1, \ldots, j_D) \in J \) are given by

\[ c_j = \left( \prod_{i=1}^D \sum_{k_i=0}^{N_i} \frac{\Pi_{0<j_i<N_i}}{N_i} \right) \sum_{k_1=0}^{N_1} \cdots \sum_{k_D=0}^{N_D} \text{Price}^{(k_1, \ldots, k_D)} \prod_{i=1}^D \cos \left( j_i \frac{k_i}{N_i} \right), \]
where $\sum''$ indicates that the first and last summand are halved and the Chebyshev nodes $p^k$ for multiindex $k = (k_1, \ldots, k_D) \in J$ are given by

$$p^k = (p_{k_1}, \ldots, p_{k_D})$$

with the univariate Chebyshev nodes $p_{k_i} = \cos \left( \frac{\pi k_i}{N_i} \right)$ for $k_i = 0, \ldots, N_i$ and $i = 1, \ldots, D$. A set of $D$-variate Chebyshev nodes $p^{(k_1, \ldots, k_D)}$ for $D = 2$ and $N_1 = N_2 = 20$ is depicted in Figure 2.2.

![Figure 2.2: A set of D-variate Chebyshev points $p^k \in [-1, 1]^D$ for $D = 2$ and $N_1 = N_2 = 20$.](image)

### 2.2 Convergence of Multivariate Chebyshev Interpolation

In the univariate case, it is well known that the error of approximation with Chebyshev polynomials decays polynomially for differentiable functions and exponentially for analytic functions. Let $f$ be analytic in $[-1, 1]$ then it has an analytic extension to some Bernstein ellipse $B([-1,1], \varrho)$ with parameter $\varrho > 1$, defined as the open region in the complex plane bounded by the ellipse with foci $\pm 1$ and seminor and semimajor axis lengths summing up to $\varrho$. This and the following result traces back to the seminal work of [Bernstein (1912)](Bernstein1912).

**Theorem 2.1.** [Trefethen (2013), Theorem 8.2] Let a function $f$ be analytic in the open Bernstein ellipse $B([-1,1], \varrho)$, with $\varrho > 1$, where it satisfies $|f| \leq V$ for some constant $V > 0$. Then for each $N \geq 0$,

$$\|f - I_N(f)\|_{L^\infty([-1,1])} \leq 4V \frac{\varrho^{-N}}{\varrho - 1}.$$
In the multivariate case we will extend a convergence result from Sauter and Schwab (2004). We consider parametric option prices of form

$$\text{Price}^p \quad \text{for } p \in \mathcal{P}$$

with $\mathcal{P} \subset \mathbb{R}^D$ of hyperrectangular structure, i.e. $\mathcal{P} = [p_1, P_1] \times \ldots \times [p_D, P_D]$ with real $p_i \leq P_i$ for all $i = 1, \ldots, D$. We define the $D$-variate and transformed analogon of a Bernstein ellipse around the hyperrectangle $\mathcal{P}$ with parameter vector $\varrho \in (1, \infty)^D$ as

$$B(\mathcal{P}, \varrho) := B([p_1, P_1], \varrho_1) \times \ldots \times B([p_D, P_D], \varrho_D)$$

with $B([p_1, P_1], \varrho) := \tau_{[p_1, P_1]}(\varrho)$, where for $p \in \mathbb{C}$ we have the transform

$$\tau_{[p_1, P_1]}(\varrho(p)) := \varrho \exp \left( -\frac{p-P_1}{2} \right).$$

We call $B(\mathcal{P}, \varrho)$ generalized Bernstein ellipse if the sets $B([-1, 1], \varrho_i)$ are Bernstein ellipses for $i = 1, \ldots, D$.

**Theorem 2.2.** Let $\mathcal{P} \ni p \mapsto \text{Price}^p$ be a real valued function that has an analytic extension to some generalized Bernstein ellipse $B(\mathcal{P}, \varrho)$ for some parameter vector $\varrho \in (1, \infty)^D$ and $\sup_{p \in B(\mathcal{P}, \varrho)} \left| \text{Price}^p \right| \leq V$. Then

$$\max_{p \in \mathcal{P}} \left| \text{Price}^p - I_{\mathcal{P}}(\text{Price}^{(1)})(p) \right| \leq 2^D + 1 \cdot V \cdot \left( \sum_{i=1}^{D} \varrho_i^{-2N_i} \prod_{j=1}^{D} \frac{1}{1 - \varrho_j^2} \right)^{\frac{1}{2}}.$$

The proof of the theorem is provided in Appendix A.

**Corollary 2.3.** Under the assumptions of Theorem 2.2 there exists a constant $C > 0$ such that

$$\max_{p \in \mathcal{P}} \left| \text{Price}^p - I_{\mathcal{P}}(\text{Price}^{(1)})(p) \right| \leq C \varrho^{-\frac{\mathcal{N}}{2}},$$

where $\varrho = \min_{1 \leq i \leq D} \varrho_i$ and $N = \min_{1 \leq i \leq D} N_i$.

**Remark 2.4.** In particular, under the assumptions required by Theorem 2.2 with $N = \prod_{i=1}^{D} (N_i + 1)$ denoting the total number of nodes, Corollary 2.3 shows that the error decay is of (sub)exponential order $O(\varrho^{-\sqrt{N}})$ for some $\varrho > 1$.

In the setting of Theorem 2.2 additionally the derivatives of $\text{Price}^p$ are approximated by the according derivatives of the Chebyshev interpolation. The one-dimensional result is shown in Tadmor (1986) and a multivariate result is derived in Canuto and Quarteroni (1982) for functions in Sobolev spaces. These results allow us to obtain the Chebyshev approximation of derivatives with no additional cost. To state the according convergence results we follow Canuto and Quarteroni (1982) and introduce the weighted Sobolev spaces for $\sigma \in \mathbb{N}$ by

$$W^\sigma_2(\mathcal{P}) = \left\{ \phi \in L^2(\mathcal{P}) : \|\phi\|_{W^\sigma_2(\mathcal{P})} < \infty \right\},$$

with norm

$$\|\phi\|_{W^\sigma_2(\mathcal{P})} = \sum_{|\alpha| \leq \sigma} \int_{\mathcal{P}} |\partial^\alpha \phi(p)|^2 \omega(p) \, dp,$$

where $\omega$ is a weight function.

(2.11) $\text{Price}^p$ for $p \in \mathcal{P}$

(2.12) $B(\mathcal{P}, \varrho) := B([p_1, P_1], \varrho_1) \times \ldots \times B([p_D, P_D], \varrho_D)$

(2.13) $\max_{p \in \mathcal{P}} \left| \text{Price}^p - I_{\mathcal{P}}(\text{Price}^{(1)})(p) \right| \leq C \varrho^{-\frac{\mathcal{N}}{2}}$,

(2.14) $W^\sigma_2(\mathcal{P}) = \left\{ \phi \in L^2(\mathcal{P}) : \|\phi\|_{W^\sigma_2(\mathcal{P})} < \infty \right\}$,

(2.15) $\|\phi\|_{W^\sigma_2(\mathcal{P})} = \sum_{|\alpha| \leq \sigma} \int_{\mathcal{P}} |\partial^\alpha \phi(p)|^2 \omega(p) \, dp$,
wherein $\alpha = (\alpha_1, \ldots, \alpha_D) \in \mathbb{N}_0^D$ is a multiindex and $\partial^\alpha = \partial^{\alpha_1} \cdots \partial^{\alpha_D}$ and the weight function $\omega$ on $\mathcal{P}$ given by

$$\omega(x) := \prod_{j=1}^D \omega(\tau_{[\omega_j]}(x_j)), \quad \omega(\tau_{[\omega_j]}^{-1}(x_j)) := (1 - \tau_{[\omega_j]}^{-1}(x_j)^2)^{-\frac{1}{2}}$$

with $\tau_{[\omega_j]}(p) = \frac{p - \bar{p}_j}{\bar{p}_j - \bar{p}}(1-p)$. Then we apply the result of Canuto and Quarteroni (1982, Theorem 3.1) in the following corollary.

**Corollary 2.5.** Under the assumptions of Theorem 2.2 for any $\frac{D}{2} < \sigma \in \mathbb{N}$ and any $\sigma \geq \mu \in \mathbb{N}_0$ there exists a constant $C > 0$ such that

$$\|\text{Price}^{(\cdot)} - I_N^{\mu}(\text{Price}^{(\cdot)})(\cdot)\|_{W^{2,\sigma}_{\omega}(\mathcal{P})} \leq C N^{2\mu - \sigma} \|\text{Price}^{(\cdot)}\|_{W^{2,\sigma}_{\omega}(\mathcal{P})},$$

**Proof.** In our setting we have $\mathcal{P} \subset \mathbb{R}^D$ of hyperrectangular structure. Under the assumptions of Theorem 2.2 it follows that $p \mapsto \text{Price}^{p} \in W^{2,\omega}_{\mu}(\mathcal{P})$ and therewith $p \mapsto \text{Price}^{p} \in W^{2,\omega}_{\sigma}(\mathcal{P})$. Before we apply Canuto and Quarteroni (1982, Theorem 3.1), which assumes $\mathcal{P} = [-1, 1]^D$, we investigate how the linear transformation $\tau_p$, as introduced in the proof of Theorem 2.2, influences the derivatives. Let $p \mapsto \text{Price}^{p}$ be a function on $\mathcal{P}$. We set $\hat{h}(p) = \text{Price}^{p} \circ \tau_p(p)$. Further, let $\hat{I}_N^{\mu}(\hat{h})(p)$ be the Chebyshev interpolation of $\hat{h}(p)$ on $[-1, 1]^D$. Then, it directly follows

$$\text{Price}^{p} - I_N^{\mu}(\text{Price}^{(\cdot)})(p) = \left(\hat{h}(\cdot) - \hat{I}_N^{\mu}((\hat{h})(\cdot))\right) \circ \tau_p^{-1}(p).$$

First, let us assume $D = 1$, i.e. $\mathcal{P} = [\underline{p}, \bar{p}]$, and let $\alpha \in \mathbb{N}_0$. For the partial derivatives it holds

$$\partial^\alpha \text{Price}^{p} - \partial^\alpha I_N^{\mu}(\text{Price}^{(\cdot)})(p) = \partial^\alpha \left(\text{Price}^{p} - I_N^{\mu}(\text{Price}^{(\cdot)})(p)\right)$$

$$= \partial^\alpha \left(\left(\hat{h}(\cdot) - \hat{I}_N^{\mu}(\hat{h})(\cdot)\right) \circ \tau_p^{-1}(p)\right)$$

$$= \partial^\alpha \left(\partial^1 \hat{h}(\tau_p^{-1}(p)) - \partial^1 \hat{I}_N^{\mu}(\hat{h})(\cdot)(\tau_p^{-1}(p))\right)$$

$$= \partial^\alpha \frac{2}{\bar{p} - \underline{p}} \left(\left[\partial^1 \hat{h}\right](\tau_p^{-1}(p)) - \left[\partial^1 \hat{I}_N^{\mu}(\hat{h})(\cdot)\right](\tau_p^{-1}(p))\right).$$

Repeating this step iteratively yields

$$\partial^\alpha \text{Price}^{p} - \partial^\alpha I_N^{\mu}(\text{Price}^{(\cdot)})(p) = \frac{2^\alpha}{(\bar{p} - \underline{p})^\alpha} \left(\left[\partial^\alpha \hat{h}\right](\tau_p^{-1}(p)) - \left[\partial^\alpha \hat{I}_N^{\mu}(\hat{h})(\cdot)\right](\tau_p^{-1}(p))\right).$$

Therewith, the error on $[-1, 1]$ is scaled with a factor $\frac{2^\alpha}{(\bar{p} - \underline{p})^\alpha}$. Extending this to the D-variate case with, this analogously results with $\alpha = (\alpha_1, \ldots, \alpha_D) \in \mathbb{N}_0^D$ is a multiindex and $\partial^\alpha = \partial^{\alpha_1} \cdots \partial^{\alpha_D}$

$$\partial^\alpha \text{Price}^{p} - \partial^\alpha I_N^{\mu}(\text{Price}^{(\cdot)})(p) =$$

$$\prod_{i=1}^D \frac{2^{\alpha_i}}{(\bar{p}_i - \underline{p}_i)^{\alpha_i}} \left(\left[\partial^{\alpha_1} \hat{h}\right](\tau_p^{-1}(p)) - \left[\partial^{\alpha_1} \hat{I}_N^{\mu}(\hat{h})(\cdot)\right](\tau_p^{-1}(p))\right).$$
From Theorem 3.1 in [Canuto and Quarteroni (1982)] the assertion follows directly for $\hat{h}(\cdot)$ on $P = [-1, 1]^D$, i.e. for any $\frac{D}{2} < \sigma \in \mathbb{N}$ and any $\sigma \geq \mu \in \mathbb{N}_0$ there exists a constant $\bar{C} > 0$ such that
\begin{equation}
\|\hat{h}(\cdot) - \hat{I}_N(\cdot)\|_{W^p_{2,\omega}(P)} \leq \bar{C} N^{2^{\mu-\sigma}} \|h(\cdot)\|_{W^p_{2,\omega}(P)}.
\end{equation}

For arbitrary $P$ the constant from (2.16) has to be multiplied with the according factor resulting from the linear transformation $\tau_P$.

The result in Corollary 2.5 is given in terms of weighted Sobolev norms. In the following remark we connect the approximation error in the weighted Sobolev norm to the $C^l(P)$ norm, where $C^l(P)$ is the Banach space of all functions $u$ in $P$ such that $u$ and $\partial^\alpha u$ with $|\alpha| \leq l$ are uniformly continuous in $P$ and the norm
\begin{equation}
\|u\|_{C^l(P)} = \max_{|\alpha| \leq l} \|\partial^\alpha u(p)\|
\end{equation}
is finite.

**Corollary 2.6.** Under the assumptions of Theorem 2.4 for any $\frac{D}{2} < \sigma \in \mathbb{N}$ and any $\sigma \geq \mu \in \mathbb{N}_0$ and $l \in \mathbb{N}_0$ with $\mu - l > \frac{D}{2}$, there exists a constant $\bar{C}(\sigma) > 0$ depending on $\sigma$, such that
\begin{equation}
\|\text{Price}^{(\cdot)} - \hat{I}_N(\text{Price}^{(\cdot)}(\cdot))\|_{C^l(P)} \leq \bar{C}(\sigma) N^{2^{\mu-\sigma}} \max_{|\alpha| \leq l} \sup_{\mu \in P} |\partial^\alpha \text{Price}^{\mu}|.
\end{equation}

**Proof.** In the setting of Corollary 2.5 we start with the estimation of the approximation error in the weighted Sobolev norms,
\begin{equation}
\|\text{Price}^{(\cdot)} - \hat{I}_N(\text{Price}^{(\cdot)}(\cdot))\|_{W^p_{2,\omega}(P)} \leq CN^{2^{\mu-\sigma}} \|\text{Price}^{(\cdot)}\|_{W^p_{2,\omega}(P)}.
\end{equation}

On $P$ it holds that $w(p) \geq 1$ and therewith we can deduce for the Sobolev norm with a constant weight of 1,
\begin{equation}
\|\text{Price}^{(\cdot)} - \hat{I}_N(\text{Price}^{(\cdot)}(\cdot))\|_{W^p_{2,\omega}(P)} \geq \|\text{Price}^{(\cdot)} - \hat{I}_N(\text{Price}^{(\cdot)}(\cdot))\|_{W^{p,1}_{2}(P)}.
\end{equation}

With $W^p_{2}(P)$ the usual Sobolev space,
\begin{equation}
W^p_{2}(P) = \left\{ \phi \in L^2(P) : \|\phi\|_{W^p_{2}(P)} < \infty \right\}, \quad \|\phi\|_{W^p_{2}(P)}^2 = \sum_{|\alpha| \leq \mu} \int_P |\partial^\alpha \phi(p)|^2 dp,
\end{equation}

Corollary 6.2 from [Wloka (1987)] directly yields that for any $l$ with $\mu - l > \frac{D}{2}$ there exists a constant $\bar{C}$ such that
\begin{equation}
\|\text{Price}^{(\cdot)} - \hat{I}_N(\text{Price}^{(\cdot)}(\cdot))\|_{C^l(P)} \leq \bar{C} \|\text{Price}^{(\cdot)} - \hat{I}_N(\text{Price}^{(\cdot)}(\cdot))\|_{W^p_{2}(P)}.
\end{equation}

In formula (2.18) we have derived a lower bound for the left hand side of expression (2.17). Next, we will find an upper bound for the right hand side of (2.17). From the definition of the weighted Sobolev norm, see (2.15), it follows
\begin{equation}
\|\text{Price}^{(\cdot)}\|_{W^p_{2,\omega}(P)} = \sqrt{\sum_{|\alpha| \leq \sigma} \int_P |\partial^\alpha \text{Price}^{\mu}|^2 \omega(p) dp} \leq \sqrt{\sum_{|\alpha| \leq \sigma} \sup_{\mu \in P} |\partial^\alpha \text{Price}^{\mu}|^2 \int_P \omega(p) dp}.
\end{equation}
Here, we apply \( \int_{\mathcal{P}} \omega(p) \, dp = \pi^D \) and that there exists a constant \( \alpha^2(\sigma) \) depending on \( \sigma \) such that

\[
\| \text{Price}^p \|_{W^2_2,\omega(\mathcal{P})} \leq \sqrt{\alpha^2(\sigma) \max_{|\alpha| \leq \sigma} \| \partial^\alpha \text{Price}^p \|_{2\pi^D}}
\]

(2.19)

\[
= \alpha(\sigma) \max_{|\alpha| \leq \sigma} \| \partial^\alpha \text{Price}^p \|_{\pi^D/2}.
\]

Finally, using (2.18) and (2.19) in (2.17) yields an estimate of the approximation error in the \( C^l(\mathcal{P}) \) norm,

\[
\frac{1}{\tilde{C}} \| \text{Price}^{(\cdot)} - \text{IN}(\text{Price}^{(\cdot)})(\cdot) \|_{C^l(\mathcal{P})} \leq C N^{2\mu-\sigma} \alpha(\sigma) \max_{|\alpha| \leq \sigma} \| \partial^\alpha \text{Price}^p \|_{\pi^D}.
\]

Collecting all constants in \( \bar{C}(\sigma) \), we achieve

\[
\| \text{Price}^{(\cdot)} - \text{IN}(\text{Price}^{(\cdot)})(\cdot) \|_{C^l(\mathcal{P})} \leq \bar{C}(\sigma) N^{2\mu-\sigma} \max_{|\alpha| \leq \sigma} \| \partial^\alpha \text{Price}^p \|.
\]

\( \square \)

3 Exponential Convergence of Chebyshev Interpolation for POP

In this section we embed the multivariate Chebyshev interpolation into the option pricing framework. We provide sufficient conditions under which option prices depend analytically on the parameters.

Analytic properties of option prices can be conveniently studied in terms of Fourier transforms. First, Fourier representations of option prices are explicitly available for a large class of both option types and asset models. Second, Fourier transformation unveils the analytic properties of both the payoff structure and the distribution of the underlying stochastic quantity in a beautiful way. By contrast, if option prices are represented as expectations, their analyticity in the parameters is hidden. For example the function \( K \mapsto (S_T - K)^+ \) is not even differentiable, whereas the Fourier transform of the dampened call payoff function evidently is analytic in the strike, compare Table 4.1 on page 19.

3.1 Conditions for Exponential Convergence

Let us first introduce a general option pricing framework. We consider option prices of the form

\[
\text{Price}^p = (p^1, p^2) = E(f^{p^1}(X^{p^2}))
\]

(3.1)

where \( f^{p^1} \) is a parametrized family of measurable payoff functions \( f^{p^1} : \mathbb{R}^d \to \mathbb{R}_+ \) with payoff parameters \( p^1 \in \mathcal{P}^1 \) and \( X^{p^2} \) is a family of \( \mathbb{R}^d \)-valued random variables with model parameters \( p^2 \in \mathcal{P}^2 \). The parameter set

\[
(p^1, p^2) \in \mathcal{P} = \mathcal{P}^1 \times \mathcal{P}^2 \subset \mathbb{R}^D
\]

(3.2)
is again of hyperrectangular structure, i.e. $\mathcal{P}^1 = [\underline{p}_1, \overline{p}_1] \times \ldots \times [\underline{p}_m, \overline{p}_m]$ and $\mathcal{P}^2 = [\underline{p}_{m+1}, \overline{p}_{m+1}] \times \ldots \times [\underline{p}_D, \overline{p}_D]$ for some $1 \leq m \leq D$ and real $\underline{p}_i \leq \overline{p}_i$ for all $i = 1, \ldots, D$.

Typically we are given a parametrized $\mathbb{R}^d$-valued driving stochastic process $H^p$ with $S^p$ being the vector of asset price processes modeled as an exponential of $H^p$, i.e.

\begin{equation}
S^p_{t,i} = S^p_{0,i} \exp(H^p_{t,i}), \quad 0 \leq t \leq T, \quad 1 \leq i \leq d,
\end{equation}

and $X^{p^2}$ is an $\mathcal{F}_T$-measurable $\mathbb{R}^d$-valued random variable, possibly depending on the history of the $d$ driving processes, i.e. $p^2 = (T, p')$ and

$$X^{p^2} := \Psi(H^p, 0 \leq t \leq T),$$

where $\Psi$ is an $\mathbb{R}^d$-valued measurable functional.

We now focus on the case that the price (3.1) is given in terms of Fourier transforms. This enables us to provide sufficient conditions under which the parametrized prices have an analytic extension to an appropriate generalized Bernstein ellipse. For most relevant options, the payoff profile $f^{p^2}$ is not integrable and its Fourier transform over the real axis is not well defined. Instead, there exists an exponential dampening factor $\eta \in \mathbb{R}^d$ such that $e^{(\eta \cdot \cdot)} f^{p^2} \in L^1(\mathbb{R}^d)$. We therefore introduce exponential weights in our set of conditions and denote the Fourier transform of $g \in L^1(\mathbb{R}^d)$ by

$$\hat{g}(z) := \int_{\mathbb{R}^d} e^{i(z,x)} g(x) \, dx$$

and we denote the Fourier transform of $e^{(\eta \cdot \cdot)} f \in L^1(\mathbb{R}^d)$ by $\hat{f}(-i\eta)$. The exponential weight of the payoff will be compensated by exponentially weighting the distribution of $X^{p^2}$ and that weight will reappear in the argument of $\varphi^{p^2}$, the characteristic function of $X^{p^2}$.

**Conditions 3.1.** Let parameter set $\mathcal{P} = \mathcal{P}^1 \times \mathcal{P}^2 \subset \mathbb{R}^D$ of hyperrectangular structure as in (3.2). Let $\varrho \in (1, \infty)^D$ and denote $\varrho^1 := (\varrho_1, \ldots, \varrho_m)$ and $\varrho^2 := (\varrho_{m+1}, \ldots, \varrho_D)$ and let weight $\eta \in \mathbb{R}^d$.

(A1) For every $p^1 \in \mathcal{P}^1$ the mapping $x \mapsto e^{(\eta \cdot \cdot)} f^{p^1}(x)$ is in $L^1(\mathbb{R}^d)$.

(A2) For every $z \in \mathbb{R}^d$ the mapping $p^1 \mapsto \hat{f}^{p^1}(z - i\eta)$ is analytic in the generalized Bernstein ellipse $B(\mathcal{P}^1, \varrho^1)$ and there are constants $c_1, c_2 > 0$ such that $\sup_{p^1 \in B(\mathcal{P}^1, \varrho^1)} |\hat{f}^{p^1}(-z - i\eta)| \leq c_1 e^{c_2|z|}$ for all $z \in \mathbb{R}^d$.

(A3) For every $p^2 \in \mathcal{P}^2$ the exponential moment condition $E\left(e^{-(\eta \cdot \cdot )^{p^2}}\right) < \infty$ holds.

(A4) For every $z \in \mathbb{R}^d$ the mapping $p^2 \mapsto \varphi^{p^2}(z + i\eta)$ is analytic in the generalized Bernstein ellipse $B(\mathcal{P}^2, \varrho^2)$ and there are constants $\alpha \in (1, 2]$ and $c_1, c_2 > 0$ such that $\sup_{p^2 \in B(\mathcal{P}^2, \varrho^2)} |\varphi^{p^2}(z + i\eta)| \leq c_1 e^{-c_2|z|^\alpha}$ for all $z \in \mathbb{R}^d$.

Conditions (A1)–(A4) are satisfied for a large class of payoff functions and asset models, see Sections 4.1 and 4.2.
Theorem 3.2. Let $\varrho \in (1, \infty)^D$ and weight $\eta \in \mathbb{R}^d$. Under conditions (A1)–(A4) we have

$$\max_{p \in \mathcal{P}} |\text{Price}^p - \mathcal{I}_N(\text{Price}^{(i)})(p)| \leq 2^{D+1} \cdot V \cdot \left( \sum_{i=1}^D \varrho_i^{-2N_i} \prod_{j=1}^D \frac{1}{1 - \varrho_j^{-2}} \right)^{\frac{1}{2}}.$$

The proof of the theorem builds on the following proposition that can be derived from Eberlein, Glau and Papapantoleon (2010, Theorem 3.2), observing that the proof solely uses that $z \mapsto \tilde{f}^p(z) \varphi^2(z + i\eta)$ belongs to $L^1(\mathbb{R}^d)$ instead of the slightly stronger assumption that $z \mapsto \varphi^2(z + i\eta)$ belongs to $L^1(\mathbb{R}^d)$ which is imposed there.

Proposition 3.3. Assume conditions (A1), (A3) and that the mapping $z \mapsto \tilde{f}^p(z) \varphi^2(z + i\eta)$ belongs to $L^1(\mathbb{R}^d)$ for every $p = (p^1, p^2) \in \mathcal{P}$, then the option prices (3.1) have for every $p = (p^1, p^2) \in \mathcal{P}$ the Fourier transform based representation

$$\text{Price}^p = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d + i\eta} \tilde{f}^p(z) \varphi^2(z) \, dz.$$ (3.4)

We are now in a position to prove Theorem 3.2.

Proof of Theorem 3.2. In view of Theorem 2.2, it suffices to show that the mapping $p \mapsto \text{Price}^p$ has an analytic extension to the generalized Bernstein ellipse $B(\mathcal{P}, \varrho)$. Thanks to Proposition 3.3 we have the following Fourier representation of the option prices,

$$\text{Price}^p = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d + i\eta} \tilde{f}^p(z) \varphi^2(z) \, dz.$$ (3.4)

Due to assumptions (A2) and (A4) the mapping

$$p = (p^1, p^2) \mapsto \tilde{f}^p(z) \varphi^2(z)$$

has an analytic extension to $B(\mathcal{P}, \varrho)$. Let $\gamma$ be a contour of a compact triangle in the interior of $B(p_i, \mathcal{P}, \varrho_i)$ for arbitrary $i = 1, \ldots, D$. Then thanks to assumption (A2) and (A4) we may apply Fubini’s theorem and obtain

$$\int_{\gamma} \text{Price}^{(p_1, \ldots, p_D)}(z) \, dp_i = \frac{1}{(2\pi)^d} \int_{\gamma} \int_{\mathbb{R}^d + i\eta} \tilde{f}^p(z) \varphi^2(z) \, dz \, dp_i = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d + i\eta} \int_{\gamma} \tilde{f}^p(z) \varphi^2(z) \, dp_i \, dz = 0.$$

Moreover, thanks to assumptions (A2) and (A4), dominated convergence shows continuity of $p \mapsto \text{Price}^p$ in $B(\mathcal{P}, \varrho)$ which yields the analyticity of $p \mapsto \text{Price}^p$ in $B(\mathcal{P}, \varrho)$ thanks to a version of Morera’s theorem provided in Jänich (2004, Satz 8).
Similar to Corollary 2.5 in the setting of Theorem 3.2 additionally the according derivatives are approximated as well by the Chebyshev interpolation. A very interesting application of this result in finance is the computation of sensitivities like delta or vega of an option price for risk assessment purposes. Theorem 3.2 together with Corollary 2.5 yield the following corollary.

**Corollary 3.4.** Under the assumptions of Theorem 3.2, for all \( l \in \mathbb{N} \), \( \mu \) and \( \sigma \) with \( \sigma > \frac{D}{2} \), \( 0 \leq \mu \leq \sigma \) and \( \mu - l > \frac{D}{2} \) there exist a constant \( C \), such that

\[
\| \text{Price}^p - I_{\mathbb{N}}(\text{Price}^{(1)}(p)) \|_{C^l(P)} \leq C N^{2\mu - \sigma} \| \text{Price}^p \|_{W_\sigma^2(P)},
\]

where the spaces and norms are defined in Section 2.2.

**Remark 3.5.** The upper bound in condition (A2) is tailored to the application to payoff profiles with varying option parameters, compare Section 4.1 and particularly Table 4.1 below. Examples of (time-inhomogeneous) Lévy processes satisfying the upper bound in (A4) for \( P = [T, \tilde{T}] \subset (0, \infty) \) are provided in Glau (2016), where also its connection to the parabolicity of the Kolmogorov equation of the process is investigated. In a fix parameter setting, condition (A3) for \( \alpha \in (1, 2] \) in Glau (2016) translates to our upper bound in (A4). This condition is satisfied for a large variety of models.

### 3.2 Convergence Results for Selected Option Prices

In the previous subsection, Conditions 3.1 and Theorem 3.2 introduced a framework in which the Chebyshev approximation achieves (sub)exponential error decay. Now we relate this abstract framework to two specific settings.

#### 3.2.1 European Options in Univariate Lévy Models

Let \( r \) be the deterministic and constant interest rate. We consider the parametrized family of asset prices,

\[
S_t^\pi := S_0 e^{L_t^\pi}
\]

with \( t \geq 0 \). For fixed \( \pi = (\sigma, b) \) let \( L^\pi \) be a Lévy process with characteristics \((\sigma^2, b, F)\) and \( \int_{|x|>1} |x| F(dx) < \infty \). Due to the Theorem of Lévy-Khintchine we have the following representation of the characteristic function of the parametrized Lévy process

\[
E(e^{izL_t^\pi}) = e^{i\psi^\pi(z)} = e^{ibz + \frac{\sigma^2 z^2}{2} + \int_R (e^{i zx} - 1 - i zx) F(dx)}.
\]

We assume \( L^\pi \) is defined under a risk neutral measure. Therefore, for every \( \pi \in \Pi \) we assume \( E(e^{L_t^\pi}) < \infty \) for some and equivalently all \( t > 0 \) and the drift condition

\[
b = b(r, \sigma) = r - \frac{\sigma^2}{2} - \int_R (e^x - 1 - x) F(dx),
\]

to ensure that the discounted asset price process is a martingale. Denoting

\[
\tilde{\psi}(z) := \int_R (e^{izx} - 1 - i zx) F(dx),
\]
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the pure jump part of the exponent of the characteristic function, this reads as

\[ b = b(r, \sigma) = r - \frac{\sigma^2}{2} - \tilde{\psi}(-i). \]

The fair value at time \( t = 0 \) of a European option with payoff function \( f^K \) for \( K \in P^1 := [K, \overline{K}] \subset \mathbb{R} \) with maturity \( T \in [\underline{T}, \overline{T}] \subset (0, \infty) \) is given by

\[ \text{Price}^{(r, K, S_0, T, \pi)} = e^{-rT} E(f^K(S_0 e^{L^\pi T})). \]  

In order to guarantee (sub)exponential convergence of the Chebyshev interpolation, in the following corollary, we translate the exponential moment condition (A3), the analyticity condition and the upper bound in (A4) to conditions on the cumulant generating function \( \psi \).

**Corollary 3.6.** Let Conditions (A1) and (A2) be satisfied for weight \( \eta \in \mathbb{R} \) and \( \rho^1 > 1 \) and set \( P^1 = [K, \overline{K}] \). Moreover, let \( P^2 = [S_0, \overline{S_0}] \times [\underline{T}, \overline{T}] \subset \mathbb{R}^2 \) with \( S_0, T > 0 \). Assume

\[ \int_{|x| > 1} (e^{-\eta x} \vee e^{\rho^1 x}) F(dx) < \infty \]  

and there exist constants \( C_1, C_2 > 0 \) and \( \beta < 2 \) such that

\[ |3(\tilde{\psi}(z + i\eta))| \leq C_1 + C_2|\zeta|^{\beta} \quad \text{for all } \zeta \in \mathbb{R}. \]

If additionally one of the following conditions is satisfied,

(i) \( \sigma > 0 \),

(ii) there exist \( \alpha \in (1, 2] \) with \( \beta < \alpha \) and constants \( C_1, C_2 > 0 \) such that

\[ \Re(\tilde{\psi})(z + i\eta) \leq C_1 - C_2|\zeta|^{\alpha} \quad \text{for all } \zeta \in \mathbb{R}, \]

then there exist constants \( C > 0 \) and \( \rho > 1 \) such that

\[ \max_{p \in P^1 \times P^2} |\text{Price}^p - \text{IN}(\text{Price}^{(\cdot)})(p)| \leq C\rho^{-N}, \]

where \( N = \min_{1 \leq i \leq 3} N_i \).

**Proof.** In view of Theorem 3.2 and Corollary 2.3 under the hypothesis of this corollary, it suffices to verify Conditions (A3) and (A4). Thanks to the exponential moment condition 3.11, Sato (1999, Theorem 25.17) implies that the validity of the Lévy-Khintchine formula (3.6) extends to the complex strip \( U := \mathbb{R} + i((0, 1] \cup (\text{sgn}(\eta)[0, |\eta|])) \), i.e. for every \( \pi \in \Pi \) and every \( t > 0 \),

\[ E(e^{izL^\pi t}) = e^{L^\pi t} \quad \text{for every } z \in U. \]

In particular, \( E(e^{-\eta L^{\pi} t}) = e^{L^\pi t} \zeta < \infty \) for every \( \pi \in \Pi \), which yields (A3). Denote \( s_0 := \log(S_0) \). The assumptions of the corollary yield for every \( z \in U \) the analyticity of

\[ (s_0, t) \mapsto e^{s_0 t} \zeta(z) = S_0 e^{s_0 t} \zeta(z). \]
on the generalized Bernstein ellipse $B(P^2, \rho^2)$ for some parameter $\rho^2 \in (1, \infty)^2$, i.e. the validity of the analyticity Condition in (A4). Next we consider

$$|\varphi^2(z + i\eta)| \leq |e^{is_0(z+i\eta)}||e^{i\varphi^2(z+i\eta)}| \leq \exp \left\{-s_0 \eta - \Re(s_0)z + \Re(t)\Re(\varphi^2(z+i\eta)) - \Im(t)\Im(\varphi^2(z+i\eta)) \right\}.$$ 

An elementary manipulation shows for every $z \in \mathbb{R}$,

$$\Re(\varphi^2(z+i\eta)) = \Re(\varphi^2(i\eta)) - \frac{\sigma^2}{2} z^2 + \int_{\mathbb{R}} \left( \cos(zx) - 1 \right) e^{-\eta x} F(dx)$$

which in combination with the assumption on the imaginary part of $\tilde{\psi}$ yields the upper bound in Condition (A4) under assumption (ii). In view of

$$\int_{\mathbb{R}} \left( \cos(zx) - 1 \right) e^{-\eta x} F(dx) \leq 0,$$

condition (A4) also follows under assumption (i).

Let us notice that for the Merton model, Condition (3.11) is satisfied for every $\eta \in \mathbb{R}$ and Condition (3.12) is satisfied with $\beta = 1$. Examples of Lévy jump diffusion modes, i.e. examples satisfying condition (i) of Corollary 3.6 are e.g. the Black&Scholes and the Merton model. Examples of pure jump Lévy models satisfying condition (ii) of Corollary 3.6 are provided in Glau (2016), compare also Remark 3.5 and Table 4.2 below.

For simplicity and in accordance with our numerical experiments, we fixed the model parameters $\pi$. The analysis can be extended to varying model parameters $\pi$.

**Remark 3.7.** Assuming (3.11), we observe that the mappings

$$ (r, \sigma) \mapsto b(r, \sigma) = r - \frac{\sigma^2}{2} - \int_{\mathbb{R}} \left( e^x - 1 - x \right) F(dx) $$

and $ (r, \sigma) \mapsto \psi_\pi = (b(r, \sigma), \sigma)(z)$ for every $z \in U$ are holomorphic. Moreover, $ (r, \sigma) \mapsto b(r, \sigma) $ is bounded on every generalized Bernstein ellipse $B([r, \overline{r}] \times [\underline{\sigma}, \overline{\sigma}], \rho)$ with $\rho \in (1, \infty)^2$.

**Remark 3.8.** Corollary 3.6 allows us to determine explicit error bounds for call options in Lévy models. The fair price at $t = 0$ of a call option with strike $K$ and maturity $T$ with deterministic interest rate $r \geq 0$ is

$$ \text{Call}^{S_0, K}_T = e^{-rT} E\left(S_0 e^{L_T} - K\right)^+$$

under a risk-neutral probability measure. Noticing that

$$ \text{Call}^{S_0, K}_T = e^{-rT} K E\left((S_0/K) e^{L_T} - 1\right)^+,$$

it suffices to interpolate the function

$$ (T, S_0) \mapsto \text{Call}^{S_0, 1}_T $$
on \([T,T] \times [S_0/K, S_0/K]\) in order to approximate the prices \(\text{Call}^{S_0,K}_T\) for values \((T, S_0, K) \in [T,T] \times [S_0, S_0] \times [K, K]\) \((0, \infty)^3\). This effectively reduces the dimensionality \(D\) of the interpolation problem by one.

Let us fix some \(\eta < -1\) and let \(\mathcal{P} = [T,T] \times [S_0/K, S_0/K]\), \(\zeta^1 = \frac{S_0K + S_0K}{S_0K - S_0K}\) and \(\zeta^2 = \frac{T+T}{T}\), then for every \(\varphi \in (1, \zeta^1 + \sqrt{(\zeta^2)^2 - 1})\) for \(j = 1, 2\), let \(\varphi = (\varphi^1, \varphi^2)\) and

\[
V := \sup_{(T, S_0) \in B(\mathcal{P}, \varphi)} \left| \text{Call}^{S_0,1}_T \right|,
\]

then

\[
\max_{(T, S_0) \in B(\mathcal{P}, \varphi)} \left| \text{Call}^{S_0,1}_T - I_{N_1, N_2}(\text{Call}^{(1,1)}_{T}) (T, S_0) \right| \leq 4V \left( \frac{\varphi^1 - 2N_1 + \varphi^2 - 2N_2}{(1 - \varphi^1)^2} \cdot (1 - \varphi^2)^2 \right)^{\frac{1}{2}}.
\]

In particular, there exists a constant \(C > 0\) such that

\[
\max_{(T, S_0) \in B(\mathcal{P}, \varphi)} \left| \text{Call}^{S_0,1}_T - I_{N_1, N_2}(\text{Call}^{(1,1)}_{T}) (T, S_0) \right| \leq C \varphi^{-N},
\]

where \(\varphi = \min\{\varphi_1, \varphi_2\}\) and \(N = \min\{N_1, N_2\}\).

Additionally, when fixing the maturity \(T\), letting \(\zeta = \frac{S_0K + S_0K}{S_0K - S_0K}\), we obtain the exponential error decay

\[
\max_{S_0/K \leq S_0 \leq S_0/K} \left| \text{Call}^{S_0,1}_T - I_{N}(\text{Call}^{(1)}_{T}) (S_0) \right| \leq 4V \varphi^{-N}/(\varphi - 1),
\]

for some \(\varphi \in (1, \zeta + \sqrt{\zeta^2 - 1})\) and \(V = \sup_{S_0 \in B([S_0/K, S_0/K], \varphi)} \left| \text{Call}^{S_0,1}_T \right|\).

### 3.2.2 Basket Options in Affine Models

Let \(X^{\pi'}\) be a parametric family of affine processes with state space \(\mathcal{D} \subset \mathbb{R}^d\) for \(\pi' \in \Pi'\) such that for every \(\pi' \in \Pi'\) there exists a complex-valued function \(\nu^{\pi'}\) and a \(\mathbb{C}^d\)-valued function \(\phi^{\pi'}\) such that

\[
\nu^{\pi'} = (t, x, \pi') (z) = E\left( e^{i(z, X^{\pi'}_t)} \big| X^{\pi'}_0 = x \right) = e^{\nu^{\pi'}(t, iz) + \phi^{\pi'}(t, iz, x)},
\]

for every \(t \geq 0\), \(z \in \mathbb{R}^d\) and \(x \in \mathcal{D}\). Under mild regularity conditions, the functions \(\nu^{\pi'}\) and \(\phi^{\pi'}\) are determined as solutions to generalized Riccati equations. We refer to Duffie, Filipović and Schachermayer (2003) for a detailed exposition. The rich class of affine processes comprises the class of Lévy processes, for which \(\nu^{\pi'}(t, iz) = t\psi^{\pi'}(z)\) with \(\psi^{\pi'}\) given as some exponent in the Lévy-Khintchine formula (3.5) and \(\phi^{\pi'}(t, iz) \equiv 0\). Moreover, many popular stochastic volatility models such as the Heston model as well as stochastic volatility models with jumps, e.g. the model of Barndorff-Nielsen and Shephard (2001) and time-changed Lévy models, see Carr, Geman, Madan and Yor (2003) and Kallsen (2006), are driven by affine processes.

Consider option prices of the form

\[
\text{Price}^{(K, T, x, \pi')} = E\left( f^K (X^{\pi'}_T) \big| X^{\pi'}_0 = x \right)
\]

where \(f^K\) is a parametrized family of measurable payoff functions \(f^K : \mathbb{R}^d \to \mathbb{R}_+\) for \(K \in \mathcal{P}^1\).
Corollary 3.9. Under the conditions (A1)–(A3) for weight \( \eta \in \mathbb{R}^d \), \( \rho \in (1, \infty)^D \) and \( P = P^1 \times P^2 \subset \mathbb{R}^D \) of hyperrectangular structure assume

(i) for every parameter \( p^2 = (t, x, \pi') \in P^2 \subset \mathbb{R}^{D-m} \) that the validity of the affine property \( (3.21) \) extends to \( z = \mathbb{R} + i\eta \), i.e. for every \( z \in \mathbb{R} + i\eta \),

\[
\varphi_{p^2} = (t, x, \pi')(z) = E\left( e^{i(z, X^\pi_0)} \left| X^\pi_0 = x \right. \right) = e^{\nu^\pi'(t, iz)} + \langle \varphi^\pi'(t, iz), x \rangle,
\]

(ii) for every \( z \in \mathbb{R}^d \) that the mappings \( (t, \pi') \mapsto \nu^\pi'(t, iz - \eta) \) and \( (t, \pi') \mapsto \phi^\pi'(t, iz - \eta) \) have an analytic extension to the Bernstein ellipse \( B(\Pi', \rho) \) for some parameter \( \rho' \in (1, \infty)^{D-m-1} \),

(iii) there exist \( \alpha \in (1, 2] \) and constants \( C_1, C_2 > 0 \) such that uniformly in the parameters \( p^2 = (t, x, \pi') \in B(P^2, \tilde{\rho}^2) \) for some generalized Bernstein ellipse with \( \tilde{\rho}^2 \in (1, \infty)^{D-m} \)

\[
\Re\left( \nu^\pi'(t, iz - \eta) + \langle \varphi^\pi'(t, iz - \eta), x \rangle \right) \leq C_1 - C_2|z|^\alpha \quad \text{for all } z \in \mathbb{R}.
\]

Then there exist constants \( C > 0, \rho > 1 \) such that

\[
\max_{p \in P^1 \times P^2} \left| \text{Price}^p - I_N\left( \text{Price}^{(i)}(p) \right) \right| \leq C \rho^{-N}.
\]

Proof. Thanks to Theorem 3.2 and Corollary 2.3 and in view of the assumed validity of Conditions (A1)–(A3), it suffices to verify Condition (A4). While assumptions (i) and (ii) together yield the analyticity condition in (A4), part (iii) provides the upper bound in (A4). \( \square \)

The existence of exponential moments of affine processes has been investigated by Keller-Ressel and Mayerhofer (2015), where also criteria are provided under which formula \( (3.21) \) and the related generalized Riccati system can be extended to complex exponential moments \( z \in \mathbb{C}^d \). The question has already been treated for important special cases, which allow for more explicit conditions. Filipović and Mayerhofer (2009) consider affine diffusions and Cheridito and Wugalter (2012) investigate affine processes with killing when the jump measures possess exponential moments of all orders.

4 Analyticity Properties

4.1 Analyticity Properties of Selected Payoff Profiles

We first list in Table 4.1 a selection of payoff profiles \( f^K \) for option parameter \( K \) as function of the logarithm of the underlying. As we have seen in Proposition 3.3 we can represent option prices under certain conditions by their Fourier transform. Therefore, the table provides the Fourier transform \( \hat{f}^K \) of the respective option payoff, as well. All examples in Table 4.1 are special cases by \( k := \log(K) \) of the following lemma that has a straightforward proof.
Proposition 4.1. Let $\mathbb{R} \times \mathbb{R}^d \ni (k, x) \mapsto f^k(x)$ be of form $f^k(x) = h(k) f^0(\tau^k(x))$ with a transform $\tau^k(x)_j = x_j + \alpha_j k$ with $\alpha_j \in \mathbb{R}$ for every $j = 1, \ldots, d$ and a holomorphic function $h$. Let $\eta \in \mathbb{R}^d$ such that $x \mapsto e^{(\eta, x)} f^k(x)$ belongs to $L^1(\mathbb{R}^d)$ for every $k \in \mathbb{R}$. Then

(i) the mapping $k \mapsto \hat{f}^k(z - i\eta)$ has a holomorphic extension and

(ii) $|\hat{f}^k(z - i\eta)| \leq |h(k)| |e^{(\eta, k)}| |\tau^k(z)|$ for every $k \in \mathbb{C}$.

Proof. Both assertions are immediate consequences of

$$
\hat{f}(\tau^k)(z - i\eta) = \exp \left\{ -k \sum_{j=1}^d \alpha_j (iz_j - \eta) \right\} \hat{f}(z - i\eta)
$$

for all $z \in \mathbb{R}^d$ and all $k \in \mathbb{C}$. $\square$

Example 4.2 (Call on the minimum of several assets). The payoff profile of a call option on the minimum of $d$ assets is defined as

$$
f^K(x) = (e^{x_1} \wedge e^{x_2} \wedge \cdots \wedge e^{x_d} - K)^+,
$$

for $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ and strike $K \in \mathbb{R}^+$. With dampening constant $\eta \in (-\infty, -1)^d$ we have $x \mapsto e^{(\eta, x)} f^K(x) \in L^1(\mathbb{R}^d)$. Proposition 4.1 shows that $K \mapsto \hat{f}^K(z - i\eta)$ has a holomorphic extension.

For some payoff profiles it is not possible to transform them to integrable functions by a multiplication with an exponential dampening factor. Thus we split them into summands which can be appropriately dampened. Therefore, we decompose the unity, $1 = \sum_{j=1}^{2^d} \mathbf{1}_{O^j}(x)$ a.e. with the distinct orthants $O^j$ of $\mathbb{R}^d$. More precisely, for $j = 1, \ldots, 2^d$ let $\zeta^j := (\zeta^j_1, \ldots, \zeta^j_d)$ with $\zeta^j_i \in \{-1, 1\}$ for the $2^d$ different possible configurations and let

$$
O^j := \{(x_1, \ldots, x_d) \in \mathbb{R}^d \mid \zeta^j_i x_i \geq 0 \text{ for all } i = 1, \ldots, d\}.
$$

| Type | Payoff | Weight | Fourier transform $\hat{f}^k(z - i\eta)$ | $\hat{f}^K$ holomorphic in $\log(K)$ |
|------|--------|--------|--------------------------------------|----------------------------------|
| Call | $(e^x - K)^+$ | $< -1$ | $\frac{K^{iz+1+i\eta}}{(iz+i\eta)(iz+1+i\eta)}$ | √ |
| Put  | $(K - e^x)^+$ | $> 0$  | $\frac{K^{iz+1+i\eta}}{(iz+i\eta)(iz+1+i\eta)}$ | √ |
| Digital down&out | $\mathbb{1}_{x > \log(K)}$ | $< 0$ | $\frac{-K^{iz+i\eta}}{iz+i\eta}$ | √ |
| Asset-or-nothing down&out | $e^x \mathbb{1}_{x > \log(K)}$ | $< -1$ | $\frac{-K^{iz+1+i\eta}}{iz+1+i\eta}$ | √ |

Table 4.1: Examples of payout profiles of a single underlying.
For each \( j = 1, \ldots, 2^d \) we choose for the call, respectively put, profile
\[
\eta^j := - (1 + \varepsilon) \zeta^j, \quad \text{respectively} \quad \eta^j := \varepsilon \zeta^j
\]
for some \( \varepsilon > 0 \) for each \( j = 1, \ldots, 2^d \).

The following proposition enables us to prove analytic dependence of prices of basket put and call options on the strike.

**Proposition 4.3.** For every \( j = 1, \ldots, 2^d \) let \( O^j \) and \( \eta^j \) as defined in (4.2) and (4.3). Then for each \( k \in \mathbb{R} \) the payoff profile \( f^k \) of a basket on a call, respectively put, is of the form
\[
f^k(x) = \sum_{j=1}^{2^d} f_j^k(x)
\]
with \( f_j^k(x) := f^k(x) \mathbf{1}_{O^j}(x) \) for a.e. \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \). Moreover, for every \( j = 1, \ldots, 2^d \) and every \( k \in \mathbb{R} \) we have that \( x \mapsto e^{i \eta^j \cdot x} f_j^k(x) \in L^1(\mathbb{R}^d) \) and for every \( z \in \mathbb{R}^d \) the mapping
\[
k \mapsto \hat{f}_j^k(z - i \eta^j)
\]
has a holomorphic extension.

**Proof.** We show the claim for the call option. The put option case is proved analogously. For every \( j = 1, \ldots, 2^d \), under the assumptions of the proposition it is elementary to show that \( x \mapsto e^{i \eta^j \cdot x} f_j^k(x) \in L^1(\mathbb{R}^d) \). Moreover, letting \( u := z - i \eta^j \) with \( z \in \mathbb{R}^d \) we have
\[
\hat{f}_j^k(u) = \int_{O^j} e^{i(u, x)} f_j^k(x) \, dx = e^k e^{i(u, \tilde{k})} \int_{A(k)} e^{i(u, x)} \left( e^{x_1} + \ldots + e^{x_d} - 1 \right) \, dx_1 \ldots dx_d
\]
with \( \tilde{k} = (k, \ldots, k) \in \mathbb{R}^d \) and \( A(k) := (O^j - \tilde{k}) \cap \{ x \in \mathbb{R}^d : f^0(x) > 0 \} \). From the geometry of \( A(k) \) and the holomorphicity of the integrand in (4.6) we can deduce that the integral in (4.6) is holomorphic in \( k \) and thus obtain the assertion of the proposition.

### 4.2 Analyticity Properties of Asset Models

In this section, we shortly introduce a range of asset models and present analyticity properties of their Fourier transforms. For some models and some parameters, the domain of analyticity is immediately observable. For some non-trivial cases, we state the domain briefly. Throughout the section, \( T > 0 \) denotes the time to maturity of the option while \( r > 0 \) refers to the constant risk-free interest rate.
4.2.1 Multivariate Black&Scholes Model

In the multivariate Black&Scholes model, the characteristic function of \( L^\pi_T \), the multivariate analogon of (3.5), with \( \pi = (b, \sigma) \) is given by

\[
\varphi^{p^2=(T,b,\sigma)}(z) = \exp \left( T \left( i(b,z) - \frac{1}{2} \langle z, \sigma z \rangle \right) \right),
\]

with covariance matrix \( \sigma \in \mathbb{R}^{d \times d} \) such that \( \det(\sigma) > 0 \) and drift \( b \in \mathbb{R}^d \) adhering to the drift condition

\[
b_i = r - \frac{1}{2} \sigma_{ii}, \quad i = 1, \ldots, d.
\]

In the Black&Scholes model, analyticity in the parameters is immediately confirmed, i.e. \( p^2 \mapsto \varphi^{p^2}(z) \), given in (4.7), is holomorphic for every \( z \in \mathbb{R}^d \). The admissible parameter domain, however, is restricted to parameter constellations such that \( \sigma \) is a covariance matrix.

Remark 4.4. Let \( \eta \in \mathbb{R}^d \) be the chosen weight in Conditions 3.1 and let the open set \( U \) be given by

\[
U \subseteq (0, \infty) \times \mathbb{R} \times \left\{ \bar{\sigma} \in \mathbb{R}^{d(d+1)/2} \mid \sigma(\bar{\sigma}) \text{ positive definite} \right\},
\]

where \( \sigma : \mathbb{R}^{d(d+1)/2} \to \mathbb{R}^{d \times d} \) is defined by \( \sigma(\bar{\sigma})_{ij} = \sigma_{(\max\{i,j\}-1)\max\{i,j\}/2 + \min\{i,j\}} \), \( i, j \in \{1, \ldots, d\} \), for \( \bar{\sigma} \in \mathbb{R}^{d(d+1)/2} \). By construction, \( \sigma(\bar{\sigma}) \) is symmetric for any \( \bar{\sigma} \in \mathbb{R}^{d(d+1)/2} \).

Then for every \( z \in \mathbb{R}^d \), \( (T, b, \bar{\sigma}) \mapsto \varphi^{p^2=(T,b,\sigma(\bar{\sigma}))}(z + i\eta) \) given by (4.7) is analytic on \( U \). Note that \( U \) does not depend on \( \eta \).

4.2.2 Univariate Merton Jump Diffusion Model

As second Lévy model we state the Merton Jump Diffusion model by Merton (1976). The logarithm of the asset price process follows a jump diffusion with volatility \( \sigma^2 \) enriched by jumps arriving at a rate \( \lambda > 0 \) with normally \( \mathcal{N}(\alpha, \beta^2) \) distributed jump sizes. Here, the characteristic function of \( L^\pi_T \) in (3.5) with \( \pi = (b, \sigma, \alpha, \beta, \lambda) \) is given by

\[
\varphi^{p^2=(T,b,\sigma,\alpha,\beta,\lambda)}(z) = \exp \left( T \left( ibz - \frac{\sigma^2}{2} z^2 + \lambda \left( e^{iz\alpha} - \frac{\alpha^2}{2} z^2 - 1 \right) \right) \right)
\]

with drift condition (3.7) turning into

\[
b = r - \frac{\sigma^2}{2} - \lambda \left( e^{\alpha + \frac{\beta^2}{2}} - 1 \right),
\]

where \( \sigma > 0, \alpha \in \mathbb{R} \) and \( \beta \geq 0 \). Since the characteristic function in the Merton Jump Diffusion model is composed of analytic functions, it is itself analytic on the whole parameter domain.
4.2.3 Univariate CGMY Model

We consider the CGMY model by Carr, Geman, Madan and Yor (2002), which is a special case of the extended Koponen’s family of Boyarchenko and Levendorskiı (2000), with characteristic function (3.6) of $L_\pi^T$ in (3.5) with $\pi = (b, C, G, M, Y)\left(\frac{T}{2}\right)$

\[
\varphi = \exp \left( T \left( ibz + C \Gamma(-Y) \left[ (M - i z)Y - M Y + (G + iz)Y - G Y \right]\right) \right),
\]

where $C > 0$, $G > 0$, $M > 0$, $0 < Y < 2$ and $\Gamma(\cdot)$ denotes the Gamma function. The drift $b \in \mathbb{R}$ is set to

\[
b = r - C \Gamma(-Y) \left[ (M - 1)Y - M Y + (G + 1)Y - G Y \right]
\]

to comply with the drift condition (3.7) for martingale pricing.

Remark 4.5. For weight $\eta \in \mathbb{R}$ from Conditions 3.1, choose an open set $U(\eta)$ with

\[
U(\eta) \subseteq (0, \infty) \times \mathbb{R} \times (0, \infty) \times \{(G, M) \in (0, \infty)^2 \mid G - \eta > 0, M + \eta > 0\} \times (0, 2).
\]

Then for every $z \in \mathbb{R}$, $(T, b, C, G, M, Y) \mapsto \varphi = (T, b, C, G, M, Y)(z + i\eta)$ for the characteristic function $\varphi$ of the CGMY model (4.12) is analytic on $U(\eta)$.

Table 4.2 displays for selected Lévy models conditions on the weight $\eta \in \mathbb{R}$ and the index $\alpha \in (1, 2]$ that guarantee (A3) and the upper bound in (A4) for a fixed model parameter constellation.

| Class                              | (A3) and the upper bound in (A4) hold for $\eta$ such that $\alpha$ such that |
|------------------------------------|---------------------------------|
| Brownian Motion                   | $\alpha = 2$                    |
| with drift                         |                                 |
| Merton Jump Diffusion              | $\alpha = 2$                    |
| Lévy jump diffusion with           | $\int_{|x| > 1} e^{[\eta]|x|} F(dx) < \infty$ $\alpha = 2$ |
| characteristics $(b, \sigma, F)$   |                                 |
| univariate CGMY with               |                                 |
| parameters $(C, G, M, Y)$          | $\alpha = Y$                    |
| with $Y > 1$                       |                                 |

Table 4.2: Conditions on $\eta$ and $\alpha$ for (A3) and the upper bound in (A4) to hold for a fixed model parameter constellation. The selected Lévy models are described in more detail in Sections 4.2.1–4.2.3.

For the CGMY model with parameters $C, G, M > 0$ and $Y < 2$ it is obvious that (3.11) is satisfied for every $\eta \in \mathbb{R}$ with $G > \eta$ and $M > -\eta$. Moreover, equation (4.12) in Glau (2015) shows that for $Y \leq 1$, (3.12) is satisfied with $\beta = 1$. 23
### 4.2.4 Heston Model for Two Assets

Here we state the two asset version of the multivariate Heston model in the special case of having a single, univariate driving volatility process \( \{v_t\}_{t \geq 0} \). The two asset price processes are modeled as

\[
S_t^1 = S_0^1 e^{H^1_t} \quad \text{and} \quad S_t^2 = S_0^2 e^{H^2_t}, \quad \text{for} \quad t \geq 0,
\]

where \( H = (H^1, H^2) \) solves the following system of SDEs,

\[
\begin{align*}
\frac{dH^1_t}{dt} &= \left( r - \frac{1}{2} \sigma_1^2 \right) dt + \sigma_1 \sqrt{v_t} dW^1_t, \\
\frac{dH^2_t}{dt} &= \left( r - \frac{1}{2} \sigma_2^2 \right) dt + \sigma_2 \sqrt{v_t} dW^2_t, \\
\frac{dv_t}{dt} &= \kappa (\theta - v_t) dt + \sigma_3 \sqrt{v_t} dW^3_t,
\end{align*}
\]

where the Brownian motions \( W_i, i = 1, 2, 3, \) are correlated according to \( \langle W^1, W^2 \rangle = \rho_{12}, \langle W^1, W^3 \rangle = \rho_{13}, \langle W^2, W^3 \rangle = \rho_{23} \). Following Eberlein, Glau, Papapantoleon (2010), the characteristic function of \( H_T \) in this framework is

\[
\phi^{p^2=(T,v_0,\kappa,\theta,\sigma_1,\sigma_2,\sigma_3,\rho_{12},\rho_{13},\rho_{23})}(z)
\]

\[
= \exp \left( Ti \left( \begin{pmatrix} r \\ r \end{pmatrix}, z \right) \right) \exp \left( \frac{v_0 (a - c)(1 - \exp(-cT))}{\sigma_3^2} \frac{1 - g \exp(-cT)}{1 - g} \right) + \frac{\kappa \theta}{\sigma_3^2} \left[ (a - c)T - 2 \log \left( \frac{1 - g \exp(-cT)}{1 - g} \right) \right],
\]

with auxiliary functions

\[
\begin{align*}
\zeta &= \zeta(z) = \left( \begin{pmatrix} \sigma_1^2 \\ \rho_{12}\sigma_1\sigma_2 \\ \sigma_2^2 \end{pmatrix}, z \right) + \left( \begin{pmatrix} \sigma_1^2 \\ \rho_{12}\sigma_1\sigma_2 \\ \sigma_2^2 \end{pmatrix}, iz \right), \\
a &= a(z) = \kappa - i\rho_{13}\sigma_1\sigma_3 z_1 - i\rho_{23}\sigma_2\sigma_3 z_2, \\
c &= c(z) = \sqrt{a(z)^2 - \sigma_3^2 \zeta(z)}, \\
g &= g(z) = \frac{\sigma_3^2}{a(z) + c(z)}.
\end{align*}
\]

and positive parameters \( v_0, \kappa, \theta \) and \( \sigma_3 \) fulfilling the Feller condition

\[
\sigma_3^2 \leq 2\kappa \theta,
\]

ensuring an almost surely non-negative volatility process \( \{v_t\}_{t \geq 0} \). Obviously, for each \( z \in \mathbb{R}^d \), the characteristic function \( \phi^{p^2=(T,v_0,\kappa,\theta,\sigma_1,\sigma_2,\sigma_3,\rho_{12},\rho_{13},\rho_{23})}(z) \) of (4.16) is analytic in \( v_0 \) and \( \theta \). Let us additionally mention that the analyticity in \( z \) has already been investigated by Levendorski (2012, Section 2.3, Lemma 2.1) for the univariate Heston model.
5 Numerical Experiments

We apply the Chebyshev interpolation method to parametric option pricing considering a variety of option types in different well known option pricing models. Moreover, we conduct both an error analysis as well as a convergence study. The first focuses on the accuracy that can be achieved with a reasonable number of Chebyshev interpolation points. The latter confirms the theoretical order of convergence derived in Section 3 when the number of Chebyshev points increases. Finally, we study the gain in efficiency for selected multivariate options.

We measure the numerical accuracy of the Chebyshev method by comparing derived prices with prices coming from a reference method. We employ the reference method not only for computing reference prices but also for computing prices at Chebyshev nodes

\[ \text{Price}_{\text{Chebyshev}}(\cdot) \]

with \( (k_1, \ldots, k_D) \in J \) during the precomputation phase of the Chebyshev coefficients \( c_j, j \in J \), in (2.9). Thereby, a comparability between Chebyshev prices and reference prices is maintained.

We implemented the Chebyshev method for applications with two parameters. To that extent we pick two free parameters \( p_{i_1}, p_{i_2} \) out of (3.2), \( 1 \leq i_1 < i_2 \leq D \), in each model setup and fix all other parameters at reasonable constant values.

We then evaluate option prices for different products on a discrete parameter grid \( \mathcal{P} \subseteq [\bar{p}_{i_1}, \bar{p}_{i_1}] \times [\bar{p}_{i_2}, \bar{p}_{i_2}] \) defined by

\[ \mathcal{P} = \left\{ \left( p_{i_1}, p_{i_2} \right), \; k_{i_1}, k_{i_2} \in \{0, \ldots, 100\} \right\}, \]

\[ p_{ij} = p_i + \frac{k_{ij}}{100} (p_j - p_i), \; k_{ij} \in \{0, \ldots, 100\}, \; j \in \{1, 2\}. \]

(5.1)

Once the prices have been derived on \( \mathcal{P} \), we compute the discrete \( L^\infty(\mathcal{P}) \) and \( L^2(\mathcal{P}) \) error measures,

\[ \varepsilon_{L^\infty}(N) = \max_{p \in \mathcal{P}} \left| \text{Price}^p - I_N(\text{Price}^p)(p) \right|, \]

\[ \varepsilon_{L^2}(N) = \sqrt{\sum_{p \in \mathcal{P}} \left| \text{Price}^p - I_N(\text{Price}^p)(p) \right|^2}, \]

(5.2)

where \( \Delta_{\mathcal{P}} = \frac{(\bar{p}_{i_1} - p_{i_1}) (\bar{p}_{i_2} - p_{i_2})}{100^2} \), to interpret the accuracy of our implementation and of the Chebyshev method as such.

5.1 European Options

We consider a plain vanilla European call option on one asset as well as a European digital down&out option, first. Both derivatives have been introduced in Table 4.1. For these products we investigate the performance of the Chebyshev interpolation method for the Heston model and the Lévy models of Black&Scholes, Merton and the CGMY model. We keep the strike parameter constant, \( p^1 = k = \log(K) \) for \( K = 1 \). As previously discussed in Remark 3.8, this is no restriction of generality. We also disregard interest rates, setting \( r = 0 \). For the three Lévy models we vary the maturity \( T \) (in years) as well as the option moneyness \( S_0/K \). All three models fall within the scope of Corollary 3.8 where the error is analyzed explicitly. Thus we expect
| Model    | fixed parameters | free parameters |
|----------|------------------|-----------------|
|          | $p^1$            | $p^2$           | $p^1$ | $p^2$ |
| BS       | $K = 1$          | $\sigma = 0.2$ | $S_0/K \in [0.8, 1.2]$ | $T \in [0.5, 2]$ |
| Merton   | $K = 1$          | $\sigma = 0.15$, $\alpha = -0.04$, $\beta = 0.02$, $\lambda = 3$ | $S_0/K \in [0.8, 1.2]$ | $T \in [0.5, 2]$ |
| CGMY     | $K = 1$          | $C = 0.6$, $G = 10$, $M = 28$, $Y = 1.1$ | $S_0/K \in [0.8, 1.2]$ | $T \in [0.5, 2]$ |
| Heston   | $K = 1$          | $T = 2$, $\kappa = 1.5$, $\theta = 0.2^2$, $\sigma = 0.25$, $\rho = 0.1$ | $S_0/K \in [0.8, 1.2]$ | $v_0 \in [0.1^2, 0.4^2]$ |

Table 5.1: Parametrization of models and European call option.

(sub)exponential convergence for the three Lévy models. For the Heston model we vary $S_0/K$ and let $v_0$ as one of the model parameters float. Due to the analyticity of the Fourier transform of the payoff in $S_0/K$ and of the characteristic function of the process in $v_0$, compare Section 4.2.4, we expect this convergence for the Heston model as well. A detailed overview of the realistically chosen parametrization is given by Table 5.1. For numerical integration in Fourier pricing we use Matlab’s quadgk routine over the interval $[0, \infty)$ with absolute precision bound of $\varepsilon < 10^{-14}$.

The first question we address concerns the achievable accuracy with a fixed number of Chebyshev polynomials. We set $N_1 = N_2 = 10$ and precompute the Chebyshev coefficients as defined in (2.9) with $D = 2$ using the parametrization of Table 5.1 for the models therein. We evaluate the resulting polynomial over a parameter grid of dimension $D = 2$ and compute the approximate European option prices in each node. As a comparison, we also compute the respective Fourier price via numerical integration of the accordingly parametrized integrand in (3.4). Figure 5.1 shows the results for the European call option. The accuracy achieved by $N = N_1 = N_2 = 10$ shows a significant spread over the four different models but reaches very satisfying error levels from $10^{-7}$ to $10^{-10}$. Increasing the number of Chebyshev points further improves the accuracy. Since at its core the implementation of the Chebyshev method consists of summing up matrices, this refinement comes at virtually no additional cost.

In the same parametrization setting we price a European digital down&out option. While a call payoff profile is not differentiable but at least continuous, the digital payoff function is not even continuous, compare Table 4.1. This reduction in smoothness of the payoff function reduces the accuracy of the interpolation $p \mapsto \text{Price}^{(p)}$ as well. We compare the Chebyshev interpolation again with
$N_1 = N_2 = 10$ to classic Fourier pricing by numerical integration. The parametrization of the models and the option has been chosen according to Table $5.1$. We observe that the achieved accuracy varies significantly between the models. The order of accuracy of Black&Scholes prices is identical to the accuracy for the CGMY case. The Merton model falls behind by one order of magnitude, while the Heston model shows a very strong fit between prices and their approximation by the Chebyshev method.

For each $N \in \{1, \ldots, 30\}$, the error measures $\varepsilon_{L^\infty}$ and $\varepsilon_{L^2}$, defined by (5.2) on the discrete parameter grid $\mathcal{P}$ defined in (5.19), are evaluated. We observe exponential convergence for all four models. Figure 5.3 shows the decay for the European call option while Figure 5.4 does so for the European digital down&out option.

Defining $\zeta = \frac{T + T}{2}$ and setting $\varrho = \zeta + \sqrt{\zeta^2 - 1}$, the theoretical convergence analysis predicts a slope of the error decays in both Figure 5.3 as well as Figure 5.4 of at
Figure 5.2: Absolute pricing error for a European digital down&out option with $K = 1$ in various models. The plots of this figure correspond to the plots of Figure 5.1 where a European call option was priced instead. We compare again the performance of the Chebyshev method for $N = N_1 = N_2 = 10$. All four price surfaces lose between one to two orders of magnitude in accuracy compared to their call option counterparts.

Figure 5.3: Convergence study for the Black&Scholes, Merton, CGMY and the Heston model for prices of a European call option parametrized as stated in Table 5.1. The reference price is derived by Fourier pricing and numerical integration with an absolute accuracy of $10^{-14}$, which is reached by all models for $N = N_1 = N_2 \approx 25$ the latest. The error decay for the three Lévy models of Black&Scholes, Merton and the CGMY model roughly coincide, extending the findings from Figure 5.1.
least

\[ S = \log_{10} (\phi) \approx -0.48 \]

or steeper. Note that \( \zeta_2 = \frac{S_0 K + S_0 K}{S_0 K - S_0 K} \) leads to a higher \( \phi \) and for this analysis we compare the slope to the minimal \( \phi \) value as in Corollary 2.3. Empirically, we observe a slope for the Black&Scholes model of about \( S_{BS} \approx -0.64 \), for the Merton model of \( S_{Merton} \approx -0.61 \) and for the CGMY model of \( S_{CGMY} \approx -0.61 \). Thus, the error in each Lévy model empirically confirms the theoretical claim of Remark 3.8.

5.2 Basket and Path-dependent Options

In this section we use the Chebyshev method to price basket and path-dependent options. First, we apply the method to interpolate Monte-Carlo estimates of prices of financial products and check the resulting accuracy. To this aim we exemplarily choose basket, barrier and lookback options in 5-dimensional Black&Scholes, Heston and Merton models. Second, we combine the Chebyshev method with a Crank-Nicolson finite difference solver with Brennan Schwartz approximation, see Brennan and Schwartz (1977), for pricing a univariate American put option in the Black&Scholes model.

In our Monte-Carlo simulation we use \( 10^6 \) sample paths, antithetic variates as variance reduction technique and 400 time steps per year. The error of the Monte-Carlo method cannot be computed directly. We thus turn to statistical error analysis and use the well-known 95% confidence bounds to determine the accuracy. Following the assumption of a normally distributed Monte-Carlo estimator with mean equal
to the estimator’s value and variance equal to the empirical variance of the payoff on the Monte-Carlo samples these bounds are derived. The confidence bounds then yield a range around the mean that includes the true price with 95% probability. We pick two free parameters $p_{i_1}, p_{i_2}$ out of (3.2), $1 \leq i_1 < i_2 \leq D$, in each model setup and fix all other parameters at reasonable constant values. In this section we define the discrete parameter grid $P \subseteq [p_{i_1}, \tilde{p}_{i_1}] \times [p_{i_2}, \tilde{p}_{i_2}]$ by

$$P = \left\{ \left( p_{k_{i_1}i_1}, p_{k_{i_2}i_2} \right) , \; k_{i_1}, k_{i_2} \in \{0, \ldots, 40\} \right\},$$

and call $P$ test grid. On this test grid the largest confidence bound is 0.025 and on average less than 0.013. For the finite difference method we find that the absolute error between numerical approximation and option price is below 0.005 on all computed parameter tuples in $P$. This error bound was computed by comparing each approximation to the limit of the sequence of finite difference approximations with increasing grid size. In our calculations we work with a grid size in time as well as in space (log-moneyness) of $50 \cdot \max\{1, T\}$ and compared the result to the resulting prices using grid sizes of $1000 \cdot \max\{1, T\}$. This grid size has been determined as sufficient for the limit due to hardly any changes compared to grid sizes of $500 \cdot \max\{1, T\}$.

Here, our main concern is the accuracy of the Chebyshev interpolation when we vary for each option the parameters strike and maturity analogously to the previous section. For $N \in \{5, 10, 30\}$, we precompute the Chebyshev coefficients as defined in (2.9) with $D = 2$ where always $N_1 = N_2 = N$. An overview of fixed and free parameters in our model selection is given in Table 5.2. For computational simplicity in the Monte-Carlo simulation, we assume uncorrelated underlyings.

Let us briefly define the payoffs of the multivariate basket and path-dependent options. The payoff profile of a basket option for $d$ underlyings is given as

$$f^K(S_{i_1}^1, \ldots, S_{i_2}^d) = \left( \frac{1}{d} \sum_{j=1}^{d} S_{i_2}^j - K \right)^+.$$

We denote $S_t = (S_1^1, \ldots, S_1^d)$, $S_T^d := \min_{0 \leq t \leq T} S_t^j$ and $\overline{S}_T^d := \max_{0 \leq t \leq T} S_t^j$. A lookback option for $d$ underlyings is defined as

$$f^K(S_{T}^1, \ldots, S_{T}^d) = \left( \frac{1}{d} \sum_{j=1}^{d} S_{T}^j - K \right)^+.$$

As a multivariate barrier option on $d$ underlyings we define the payoff

$$f^K(\{S(t)\}_{0 \leq t \leq T}) = \left( \frac{1}{d} \sum_{j=1}^{d} S_T^j - K \right)^+ \cdot 1_{\{S_T^j \geq 80, \; j = 1, \ldots, d\}}.$$

For an American put option the payoff is the same as for a European put,

$$f^K(S_t) = (K - S_t)^+,$$

30
Model fixed parameters free parameters

\[ p^1 \quad p^2 \quad p^1 \quad p^2 \]

| Model | \( S_0^j = 100 \), | \( \sigma_j = 0.2 \), | \( K \in [83.33, 125] \) | \( T \in [0.5, 2] \) |
| BS | \( \sigma_j = 0.2 \), | \( r = 0.005 \) |

| Model | \( S_0^j = 100 \), | \( \kappa_j = 2 \), | \( \theta_j = 0.2^2 \), | \( \sigma_j = 0.3 \), | \( \rho_j = -0.5 \), | \( v_{j,0} = 0.2^2 \) |
| Heston | \( \theta_j = 0.2^2 \), | \( r = 0.005 \) |

| Model | \( S_0^j = 100 \), | \( \sigma_j = 0.2 \), | \( K \in [83.33, 125] \) | \( T \in [0.5, 2] \) |
| Merton | \( \alpha_j = -0.1 \), | \( \beta_j = 0.45 \), | \( \lambda_j = 0.1 \) |

| Model | Option | \( \varepsilon_{L,\infty} \) | MC price | MC conf. bound | CI price |
| BS | Basket | \( 1.338 \cdot 10^{-1} \) | \( 8.6073 \) | \( 1.171 \cdot 10^{-2} \) | \( 8.4735 \) |
| Heston | Basket | \( 9.238 \cdot 10^{-2} \) | \( 0.0099 \) | \( 1.036 \cdot 10^{-4} \) | \( 0.0933 \) |
| Merton | Basket | \( 9.815 \cdot 10^{-2} \) | \( 8.8491 \) | \( 1.552 \cdot 10^{-2} \) | \( 8.7510 \) |

| Model | Option | \( \varepsilon_{L,\infty} \) | MC price | MC conf. bound | CI price |
| BS | Lookback | \( 2.409 \cdot 10^{-1} \) | \( 9.4623 \) | \( 9.861 \cdot 10^{-3} \) | \( 9.2213 \) |
| Heston | Lookback | \( 5.134 \cdot 10^{-1} \) | \( 0.0314 \) | \( 6.472 \cdot 10^{-4} \) | \( -0.4820 \) |
| Merton | Lookback | \( 2.074 \cdot 10^{-1} \) | \( 1.0919 \) | \( 9.568 \cdot 10^{-3} \) | \( 0.8844 \) |

| Model | Option | \( \varepsilon_{L,\infty} \) | MC price | MC conf. bound | CI price |
| BS | Barrier | \( 1.299 \cdot 10^{-1} \) | \( 1.0587 \) | \( 5.092 \cdot 10^{-3} \) | \( 1.1887 \) |
| Heston | Barrier | \( 1.073 \cdot 10^{-1} \) | \( 2.7670 \) | \( 9.137 \cdot 10^{-3} \) | \( 2.6597 \) |
| Merton | Barrier | \( 9.916 \cdot 10^{-2} \) | \( 1.3810 \) | \( 1.102 \cdot 10^{-2} \) | \( 1.4802 \) |

Table 5.2: Parametrization of models, basket and path-dependent options. The model parameters are given for \( j = 1, \ldots, d \) to reflect the multivariate setting with free parameters strike \( K \) and maturity \( T \). Note that in contrast to the two dimensional Heston model described in Section 4.2.4 we use here in the numerical experiments a multivariate Heston model in which the volatility of each underlying is driven by its own volatility process.

but the option holder has the right to exercise the option at any time \( t \) up to maturity \( T \).

Table 5.3: Interpolation of exotic options with Chebyshev interpolation. \( N = 5 \) and \( d = 5 \) in all cases. In addition to the \( L^\infty \) errors the table displays the Monte-Carlo (MC) prices, the Monte-Carlo confidence bounds and the Chebyshev Interpolation (CI) prices for those parameters at which the \( L^\infty \) error is realized.

We now turn to the results of our numerical experiments. In order to evaluate the accuracy of the Chebyshev interpolation we look for the worst case error \( \varepsilon_{L,\infty} \). The absolute error of the Chebyshev interpolation method can be directly computed by comparing the interpolated option prices with those obtained by the reference numerical algorithm i.e. either the Monte-Carlo or the Finite Difference method.
approximation falls within the confidence bounds of the Monte-Carlo approximation. Thus, Chebyshev interpolation with only 121 = (10+1)^2 nodes suffices for mimicking realized.

Table 5.4: Interpolation of exotic options with Chebyshev interpolation. N = 10 and d = 5 in all cases. In addition to the L∞ errors the table displays the Monte-Carlo (MC) prices, the Monte-Carlo confidence bounds and the Chebyshev Interpolation (CI) prices for those parameters at which the L∞ error is realized.

| Model  | Option     | ε_{L∞} | MC price | MC conf. bound | CI price |
|--------|------------|--------|----------|----------------|----------|
| BS     | Basket     | 2.368 · 10^{-3} | 2.4543   | 7.493 · 10^{-3} | 2.4566   |
| Heston | Basket     | 2.134 · 10^{-3} | 3.1946   | 1.073 · 10^{-2} | 3.1925   |
| Merton | Basket     | 3.521 · 10^{-3} | 6.1929   | 2.231 · 10^{-2} | 6.1894   |
| BS     | Lookback   | 2.861 · 10^{-2} | 0.9827   | 4.197 · 10^{-3} | 0.9541   |
| Heston | Lookback   | 1.098 · 10^{-1} | 2.0559   | 4.826 · 10^{-3} | 2.1656   |
| Merton | Lookback   | 3.221 · 10^{-2} | 4.7072   | 1.264 · 10^{-2} | 4.7394   |
| BS     | Barrier    | 4.414 · 10^{-3} | 5.3173   | 1.725 · 10^{-2} | 5.3129   |
| Heston | Barrier    | 5.393 · 10^{-3} | 0.7158   | 5.879 · 10^{-3} | 0.7212   |
| Merton | Barrier    | 3.376 · 10^{-3} | 9.2688   | 2.302 · 10^{-2} | 9.2722   |

Table 5.5: Interpolation of exotic options with Chebyshev interpolation. N = 30 and d = 5 in all cases. In addition to the L∞ errors the table displays the Monte-Carlo (MC) prices, the Monte-Carlo confidence bounds and the Chebyshev Interpolation (CI) prices for those parameters at which the L∞ error is realized.

| Model  | Option  | ε_{L∞} | MC price | MC conf. bound | CI price |
|--------|---------|--------|----------|----------------|----------|
| BS     | Basket  | 1.452 · 10^{-3} | 5.1149   | 1.200 · 10^{-2} | 5.1163   |
| Heston | Basket  | 1.047 · 10^{-3} | 7.6555   | 1.371 · 10^{-2} | 7.6545   |
| Merton | Basket  | 3.765 · 10^{-3} | 7.2449   | 2.359 · 10^{-2} | 7.2412   |
| BS     | Lookback| 3.766 · 10^{-3} | 25.9007  | 1.032 · 10^{-2} | 25.9045  |
| Heston | Lookback| 1.914 · 10^{-3} | 16.4972  | 9.754 · 10^{-3} | 16.4991  |
| Merton | Lookback| 3.646 · 10^{-3} | 27.1018  | 1.623 · 10^{-2} | 27.1054  |
| BS     | Barrier | 5.331 · 10^{-3} | 5.6029   | 1.730 · 10^{-2} | 5.6082   |
| Heston | Barrier | 2.486 · 10^{-3} | 3.6997   | 1.353 · 10^{-2} | 3.6972   |
| Merton | Barrier | 4.298 · 10^{-3} | 6.6358   | 2.309 · 10^{-2} | 6.6315   |

Since the Chebyshev interpolation matches the reference method on the Chebyshev nodes, we will use the out-of-sample test grid as in (5.3). Table 5.3 shows the numerical results for the basket and path-dependent options for N = 5, Table 5.4 for N = 10 and Table 5.5 for N = 30. In addition to the L∞ errors the tables display the Monte-Carlo (MC) prices, the Monte-Carlo confidence bounds and the Chebyshev Interpolation (CI) prices for those parameters at which the L∞ error is realized.

The results show that for N = 30 the accuracy is for all selected options at a level of 10^{-3}. We see that the Chebyshev interpolation error is dominated by the Monte-Carlo confidence bounds to a degree which renders it negligible in a comparison between the two. For basket and barrier options the L∞ error already reaches satisfying levels of order 10^{-3} at N = 10 already. Again, the Chebyshev approximation falls within the confidence bounds of the Monte-Carlo approximation. Thus, Chebyshev interpolation with only 121 = (10+1)^2 nodes suffices for mimicking
the Monte Carlo pricing results. This statement does not hold for lookback options, where the $L^\infty$ error still differs noticeably when comparing $N = 10$ to $N = 30$. As can be seen from Table 5.3, Chebyshev interpolation with $N = 5$ may yield unreliable pricing results. For lookback options in the Heston model we even observe negative prices in individual cases. Chebyshev pricing of American options in the

| $N$ | $\varepsilon_{L^\infty}$ | FD price | CI price |
|-----|--------------------------|----------|----------|
| 5   | $3.731 \cdot 10^{-3}$    | 1.9261   | 1.9224   |
| 10  | $1.636 \cdot 10^{-3}$    | 12.0730  | 12.0746  |
| 30  | $3.075 \cdot 10^{-3}$    | 6.3317   | 6.3286   |

Table 5.6: Interpolation of one-dimensional American puts with Chebyshev interpolation in the Black&Scholes model. In addition to the $L^\infty$ errors the table displays the Finite Differences (FD) prices and the Chebyshev Interpolation (CI) prices for those parameters at which the $L^\infty$ error is realized.

Black&Scholes model is even more accurate as illustrated in Table 5.6. Here, already for $N = 5$ the accuracy of the reference method is achieved. We conclude that the Chebyshev interpolation is highly promising for the evaluation of multivariate basket and path-dependent options. Yet the accuracy of the interpolation critically depends on the accuracy of the reference method at the nodal points which motivates further analysis that we perform in the subsequent subsection.

5.2.1 Interaction of Approximation Errors at Nodal Points and Interpolation Errors

The Chebyshev method is most promising for use cases, where computationally intensive pricing methods are required. Then, for computing the prices at the Chebyshev nodes in order to set up the interpolation, the issue of distorted prices at the Chebyshev nodes and their consequences rises naturally. The observed noisy prices at the Chebyshev nodes are

$$
\text{Price}_\varepsilon^{(k_1,\ldots,k_D)} = \text{Price}^{(k_1,\ldots,k_D)} + \varepsilon^{(k_1,\ldots,k_D)},
$$

where $\varepsilon^{(k_1,\ldots,k_D)}$ is the approximation error introduced by the underlying numerical technique at the Chebyshev nodes. Due to linearity, the resulting interpolation is of the form

$$
I_N(\text{Price}_\varepsilon^{(1)}) (p) = I_N(\text{Price}^{(1)}) (p) + I_N(\varepsilon^{(1)}) (\cdot),
$$

with the error function

$$
\varepsilon^{(p)} = \sum_{j_D = 0}^{N_D} \cdots \sum_{j_1 = 0}^{N_1} \sum_{j_D = 0}^{N_D} c_j^{(1)} T_{j_1,\ldots,j_D} (p),
$$

with the coefficients $c_j^{(1)}$ for $j = (j_1, \ldots, j_D) \in J$ given by

$$
c_j^{(1)} = \left( \prod_{i=1}^{D} \frac{1}{N_i} \right)^N \sum_{k_D = 0}^{N_D} \cdots \sum_{k_1 = 0}^{N_1} \frac{1}{N_i} \prod_{i=1}^{D} \cos \left( j_i \frac{k_i}{N_i} \right).
$$
If \( \varepsilon^{p^{(k_1, \ldots, k_D)}} \leq \varepsilon \) for all Chebyshev nodes \( p^{(k_1, \ldots, k_D)} \), we obtain

\[
(5.7) \quad |\varepsilon(p)| \leq 2^D \varepsilon \prod_{i=1}^{D} (N_i + 1),
\]

since the Chebyshev polynomials are bounded by 1. This yields the following remark.

**Remark 5.1.** Let \( P \ni p \mapsto \text{Price}(p) \) be given as in Theorem 2.2 and assume that \( \varepsilon^{p^{(k_1, \ldots, k_D)}} \leq \varepsilon \) for all Chebyshev nodes \( p^{(k_1, \ldots, k_D)} \). Then

\[
(5.8) \quad \max_{p \in P} |\text{Price}(p) - I_N(\text{Price}_{\varepsilon}^{(1)}(p))| \leq 0.0072 + 196 \cdot \bar{\varepsilon}.
\]

The following example shall illustrate the practical consequences of Remark 5.1.

In the setting of Corollary 3.8 we set \( [S_0/K, S_0/K] = [0.8, 1.2], [T, \bar{T}] = [0.5, 2] \). This results in \( \zeta_1 = 2 \cdot \frac{3}{5} = \frac{6}{5} \) and \( \zeta_2 = 2 \cdot \frac{2}{0.3} = 5 \). Thus, for \( \varrho_1 = 2.9 \in (1, 3) \) and \( \varrho_2 = 9.8 \in (1.5 + \sqrt{24}) \), Remark 5.1 yields with \( N_1 = N_2 = 6 \),

\[
\max_{p \in P} |\text{Price}(p) - I_N(\text{Price}_{\varepsilon}^{(1)}(p))| \leq 0.0072 + 196 \cdot \bar{\varepsilon}.
\]

In this example, the accuracy of the reference method has to reach a level of \( 10^{-5} \) to guarantee an overall error of order \( 10^{-3} \). This demonstrates a trade-off between increasing \( N_1 \) and \( N_2 \) compared to the accuracy of the reference method. The error bound above is rather conservative. Our experiments from the previous section suggest that this bound highly overestimates the errors empirically observed. However, the presented error bound from Remark 5.1 can guarantee a desired accuracy by determining an adequate number of Chebyshev nodes and the corresponding accuracy of the reference method used at the Chebyshev nodes. For practical implementation we suggest the following procedure. For a prescribed accuracy the \( N_i, i = 1, \ldots, D \), can be determined from the first term in (5.8) by choosing \( N_i, i = 1, \ldots, D \), as small as possible such that the prescribed accuracy is attained. Accordingly, the accuracy that the reference method needs to achieve is bounded by the second term. A very accurate reference method in combination with small \( N_i, i = 1, \ldots, D \), promise best results. With this rule of thumb in mind the experiments of Section 5.3.2 below have been conducted.

### 5.3 Study of the gain of efficiency

In the previous section we investigated the accuracy of the Chebyshev polynomial interpolation method using Fourier, Monte-Carlo and Finite Difference as reference pricing methods. Finally, we investigate the gain in efficiency achieved by the method in comparison with Fourier pricing as well as in comparison to Monte Carlo pricing.

In Section 5.3.1 we compute the results on a standard PC with an Intel i5 CPU, 2.50 GHz with cache size 3 MB. In Section 5.3.2 we used a PC with Intel Xeon CPU with 3.10 GHz with 20 MB SmartCache. All codes are written in Matlab R2014a.
5.3.1 Comparison to Fourier pricing

Here, we compare the method to Fourier pricing. We choose the pricing problem of a call option on the minimum of two assets as an example. Today’s values of the underlying two assets are fixed at

\[(5.9) \quad S^1_0 = 1, \quad S^2_0 = 1.2.\]

Modeling the future development of the underlyings, \((S^j_t)_{t \geq 0}, j \in \{1, 2\}\), we consider two bivariate models, separately. First, the two assets will be driven by the bivariate Black&Scholes model of Section 4.2.1. The bivariate Black&Scholes model is parametrized by a covariance matrix \(\sigma \in \mathbb{R}^{2 \times 2}\) that we choose to be given by

\[(5.10) \quad \sigma_{11} = 0.2^2, \quad \sigma_{12} = 0.01, \quad \sigma_{22} = 0.25^2.\]

In a second efficiency study, asset movements follow the more involved bivariate Heston model in the version of Section 4.2.4 above for which we choose the parametrization

\[(5.11) \quad \nu_0 = 0.05, \quad \kappa = 0.4963, \quad \sigma_1 = 0.15, \quad \rho_{13} = 0.01, \quad \rho_{12} = 0,\]
\[\theta = 0.2286, \quad \sigma_2 = 0.2, \quad \rho_{23} = 0.02.\]

In both cases we neglect interest rates, thus setting \(r = 0\). The benchmark method, that is Fourier pricing, is evaluated using Matlab’s \texttt{quad2d} routine. We prescribe an absolute and relative accuracy of at least \(10^{-8}\) from the integration result and integrate the Fourier integrand over the domain \(\Omega = [-50, 50] \times [0, 50]\), with a maximum number of 4000 function evaluations. We use Fourier integration with the same accuracy specifications at the Chebyshev nodes to set up the Chebyshev method for pricing based on strike \(K\) and maturity \(T\) as the two free parameters taking values in the intervals

\[(5.12) \quad K \in [K_{\text{min}}, K_{\text{max}}], \quad K_{\text{min}} = 0.8, \quad K_{\text{max}} = 1.2,\]
\[T \in [T_{\text{min}}, T_{\text{max}}], \quad T_{\text{min}} = 0.5, \quad T_{\text{max}} = 2.\]

For a fair comparison, the number of Chebyshev polynomials is chosen such that Chebyshev interpolation prices yield an accuracy that matches the accuracy of the benchmark method resulting in

\[(5.13) \quad N_{\text{Cheby}}^{\text{BS}} = 11 \quad \text{and} \quad N_{\text{Cheby}}^{\text{Heston}} = 23,\]

for the bivariate Black&Scholes model and the bivariate Heston model, respectively. Figure 5.5 illustrates the absolute errors over the whole \(K \times T\) domain of interest between Fourier pricing and the Chebyshev method for both models, with the Chebyshev interpolator being based on \(N_{\text{Cheby}}^{\text{BS}} + 1\) polynomials in the Black&Scholes model case and \(N_{\text{Cheby}}^{\text{Heston}} + 1\) polynomials in the Heston model case.

In order to set up an efficiency study, we will compute sets of prices with increasing number of parameter tuples. To this end, when the offline phase of the Chebyshev method has been completed we compute 98 pricing surfaces, that is for
each $M \in \{3, \ldots, 100\}$ we compute prices for all parameter tuples from $\Theta_M$ defined by

$$\Theta_M = \{(K^M_i, T^M_j) \mid K^M_i = K_{\text{min}} + \frac{i - 1}{M - 1}(K_{\text{max}} - K_{\text{min}}),$$

$$T^M_j = T_{\text{min}} + \frac{j - 1}{M - 1}(T_{\text{max}} - T_{\text{min}}), \text{ for } 1 \leq i, j \leq M\}. \tag{5.14}$$

The computation time consumed by the Chebyshev offline phase is stored. Also, for each $M \in \{3, \ldots, 100\}$, run-times for deriving all $|\Theta_M| = M^2$ prices are measured and stored for both routines, the Fourier pricing method and the Chebyshev interpolation algorithm. Figure 5.6 depicts these run-time measurements and Table 5.7 provides a second perspective.

In the Black&Scholes model case, the offline phase required $T_{\text{offline}}^{\text{BS}} = 8$ seconds for deriving option prices at all $(N_{\text{Cheby}}^{\text{BS}} + 1)^2 = 144$ Chebyshev nodes. The Heston model required $T_{\text{offline}}^{\text{Heston}} = 101$ seconds for the $(N_{\text{Cheby}}^{\text{Heston}} + 1)^2 = 576$ supporting prices. Taking this initial investment into account deems pricing with the Chebyshev method rather costly when only few option prices are derived after the offline phase has been completed. Yet, as Figure 5.6 shows, the increase in pricing speed that is achieved once the Chebyshev algorithm has been set up eventually outpaces Fourier pricing. From our experiments we conclude that the Chebyshev method already outruns its benchmark Fourier pricing in terms of total run-times when the number of prices to be computed exceeds $(N_{\text{Cheby}}^{\text{BS}} + 1)^2$ or $(N_{\text{Cheby}}^{\text{Heston}} + 1)^2$, respectively. Additionally, Table 5.7 highlights that in both models for a total number of $50^2$ parameter tuples, the Chebyshev method exhibits a significant decrease in (total) pricing run-times. For the maximal number investigated, i.e. $100^2$ parameter tuples, pricing in the Black&Scholes model results in 95% of run-time savings and 90% runtime savings in the Heston model case in our implementation. This results from the fact the online phase in the Chebyshev method consist of computationally cheap polynomial evaluations and elementary assembling.
Figure 5.6: Comparison of pricing times between Fourier pricing and the Chebyshev method for a call option on the minimum of two assets in the Black&Scholes model (left) and the Heston model (right). For each $M \in \{3, \ldots, 100\}$, run-times for deriving option prices for all $M^2$ parameter tuples from $\Theta_M$ defined by (5.14) are depicted. In both model cases, computation times for the Chebyshev method contain the duration of the offline phase that has to be conducted once in the beginning. The Fourier and the Chebyshev curves roughly intersect when $M = N_{BS}^{\text{Cheby}} + 1 = 12$ for the Black&Scholes model and when $M = N_{Heston}^{\text{Cheby}} + 1 = 24$ for the Heston model, respectively.

| $M$ | BS | Heston |
|-----|----|--------|
|     | $T_{\text{Cheby online}}$ (s) | $T_{\text{Cheby offline+online}}$ (s) | $T_{\text{Fourier}}$ (s) | $T_{\text{Cheby offline+online}} / T_{\text{Fourier}}$ |
| 10  | 0.18 | 8.06 | 5.34 | 151% |
| 50  | 4.54 | 12.42 | 131.96 | 9.41% |
| 75  | 10.20 | 18.07 | 301.82 | 5.99% |
| 100 | 18.11 | 25.98 | 528.74 | 4.91% |
| 10  | 0.70 | 101.96 | 17.60 | 579.27% |
| 50  | 17.58 | 118.85 | 442.62 | 26.85% |
| 75  | 39.66 | 140.92 | 991.33 | 14.22% |
| 100 | 69.82 | 171.08 | 1788.08 | 9.57% |

Table 5.7: Efficiency study for the bivariate Black&Scholes model and the bivariate Heston model: A selection of the results fully depicted in Figure 5.6. With increasing number of computed prices, the Chebyshev algorithm increasingly profits from the initial investment of the offline phase.
5.3.2 Comparison to Monte-Carlo pricing

In this section we choose a multivariate lookback option in the Heston model, based on 5 underlyings, as example. For the efficiency study we first vary one parameter, then we vary two.

**Variation of one model parameter**

For the multivariate lookback option in the Heston model the following parameters are fixed with $j = 1, \ldots, 5$ as

$$S_0^j = 100, \quad r = 0.005, \quad K = 100, \quad T = 1,$$

$$\kappa_j = 2, \quad \theta_j = 0.2^2, \quad \rho_j = -0.5, \quad \nu_{j,0} = 0.2^2. \quad (5.15)$$

As free parameter in the Chebyshev interpolation we pick the volatility of the volatility coefficient $\sigma = \sigma_j, j = 1, \ldots, 5$,

$$\sigma \in [\sigma_{\text{min}}, \sigma_{\text{max}}], \quad \sigma_{\text{min}} = 0.1, \quad \sigma_{\text{max}} = 0.5. \quad (5.16)$$

The benchmark method is the Monte-Carlo pricing, again with $10^6$ sample paths, antithetic variates as variance reduction technique and 400 time steps per year. We refer to this setting as benchmark setting.

Following the discussion from Section 5.2.1, for the evaluation of the prices at the nodal points we guarantee a small $\bar{\varepsilon}$ by the Monte-Carlo method we enrich the Monte-Carlo setting to $5 \cdot 10^6$ sample paths, antithetic variates and 400 time steps per year. In Table 5.8 we present the accuracy results for the Chebyshev interpolation with $N_{\text{Heston}} = 6$ based on the enriched Monte-Carlo setting. To this aim, we compare the absolute differences of the Chebyshev prices and the enriched Monte-Carlo prices on the test grid $\mathcal{P} \subseteq [\underline{p}, \overline{p}]$,

$$\mathcal{P} = \left\{ (\sigma^k), \; k \in \{0, \ldots, 20\} \right\},$$

$$\sigma^k = \sigma_{\text{min}} + \frac{k}{20} (\sigma_{\text{max}} - \sigma_{\text{min}}), \; k \in \{0, \ldots, 20\}. \quad (5.17)$$

The highest observed error on the test grid is at a level of $10^{-2}$. On the same test grid the benchmark Monte-Carlo setting has a worst case confidence bound of $1.644 \cdot 10^{-2}$ and by comparing the benchmark Monte-Carlo prices to the enriched Monte-Carlo prices on this test grid, the maximal absolute error is $7.361 \cdot 10^{-3}$. Therefore, we conclude that the Monte-Carlo benchmark setting and the presented Chebyshev interpolation method have a roughly comparable accuracy and on the basis of this accuracy study we now turn to the comparison of run-times.

We compare run-times of the Chebyshev interpolation with $N_{\text{Cheby}} = 6$, in which the offline phase is based on the enriched Monte-Carlo setting, to the run-times of the Monte-Carlo benchmark setting described above.

Table 5.9 provides the respective results. The results for $M = 1$ have been empirically measured, all others have been extrapolated from that since for each parameter set, the same amount of computation time would have to be invested. The table indicates that from $M = 50$ onwards interpolation by Chebyshev is faster. In Figure 5.7 we present additionally for each $M = 1, \ldots, 100$ the run-times of the Chebyshev interpolation method, including the offline phase, compared to the Monte-Carlo method. Here we observe that for $M = 35$ both lines intersect and for
Table 5.8: Interpolation of multivariate lookback options with Chebyshev interpolation for \( N = 6 \) based on an enriched Monte-Carlo setting with \( 5 \cdot 10^6 \) sample paths, antithetic variates and 400 time steps per year. In addition to the \( L^\infty \) error on the test grid we also report the Monte-Carlo (MC) price, the Monte-Carlo confidence bound and the Chebyshev Interpolation (CI) price for those parameters at which the \( L^\infty \) error is realized. We observe that the accuracy of the Chebyshev interpolation for \( N = 6 \) is roughly in the same range as the accuracy of the benchmark Monte-Carlo setting (worst case confidence bound of \( 1.644 \cdot 10^{-2} \) and worst case error of \( 7.361 \cdot 10^{-3} \)).

\( M > 35 \) the Chebyshev interpolation method is faster. Contrary to Section 5.3.1 the intersection of the two lines does not occur at \( M = \frac{N}{N_{\text{Cheby}}} + 1 \). This reflects the fact that in the offline phase for the Chebyshev interpolation a Monte-Carlo method with more sample paths has been used.

\[
\begin{array}{cccc}
\text{Varying} & \varepsilon_{L^\infty} & \text{MC price} & \text{MC conf. bound} & \text{CI price} \\
\sigma & 9.970 \cdot 10^{-3} & 18.6607 & 4.592 \cdot 10^{-3} & 18.6607 \\
\end{array}
\]

Figure 5.7: Efficiency study for a multidimensional lookback option in the Heston model with 5 underlyings varying one model parameter \( \sigma \). Comparison of run-times of Monte-Carlo pricing with Chebyshev pricing including the offline phase. Both methods have been set up to deliver comparable accuracies. We observe that both curves roughly intersect at \( M = 35 \).

**Variation of two model parameters**

Now, we vary two parameters, we choose \( \rho_j = \rho, \ j = 1, \ldots, 5 \), and vary

\[
\begin{align*}
\rho & \in [\rho_{\text{min}}, \rho_{\text{max}}], & \rho_{\text{min}} = -1, & \rho_{\text{max}} = 1, \\
\sigma & \in [\sigma_{\text{min}}, \sigma_{\text{max}}], & \sigma_{\text{min}} = 0.1, & \sigma_{\text{max}} = 0.5,
\end{align*}
\]

fixing all other parameters to the values of setting (5.15). Guaranteeing a roughly comparable accuracy between the Chebyshev interpolation method and the benchmark Monte-Carlo pricing, we use the following test grid \( \mathcal{P} \subseteq [\sigma_{\text{min}}, \sigma_{\text{max}}] \times [\rho_{\text{min}}, \rho_{\text{max}}], \)

\[
\mathcal{P} = \left\{ (\sigma^{k_1}, \rho^{k_2}) \mid k_1, k_2 \in \{0, \ldots, 20\} \right\},
\]

\[
\begin{align*}
\sigma^{k_1} &= \sigma_{\text{min}} + \frac{k_1}{20} (\sigma_{\text{max}} - \sigma_{\text{min}}), & k_1 \in \{0, \ldots, 20\}, \\
\rho^{k_2} &= \rho_{\text{min}} + \frac{k_2}{20} (\rho_{\text{max}} - \rho_{\text{min}}), & k_2 \in \{0, \ldots, 20\}.
\end{align*}
\]
In Table 5.9 we present the accuracy results for the Chebyshev interpolation with $N_{\text{Heston}} = 6$ based on the enriched Monte-Carlo setting. Comparing the benchmark Monte-Carlo setting and the enriched Monte-Carlo setting on this test grid, we observe that the maximal absolute error is $2.791 \cdot 10^{-2}$ and the confidence bounds of the benchmark Monte-Carlo setting do not exceed $6.783 \cdot 10^{-2}$.

For a run-time comparison, we show for different values of $M$ the run-times necessary to compute the prices for $M^2$ parameter tuples. Again, the run-times are measured for $M = 1$ and extrapolated for other values of $M$. Table 5.11 presents the results. In Figure 5.8 for each $M = 1, \ldots, 100$ the run-times of the Chebyshev interpolation method, including the offline phase, compared to the Monte-Carlo method are presented. We observe that for $M = 15$ both lines intersect and for $M > 15$ the Chebyshev method outperforms its benchmark. Contrary to the case of varying only one parameter, the intersection of both lines occurs at a significantly lower value of $M$ due to the fact that for each $M$ pricing for $M^2$ parameter tuples is performed.

Additionally, Table 5.11 highlights that for a total number of $50^2$ parameter tuples, the Chebyshev method exhibits a significant decrease in (total) pricing run-times. For the maximal number of $100^2$ parameter tuples that we investigated, pricing in either model resulted in more than 97% of run-time savings in our implementation. While the computation of $100^2$ Heston prices via the Monte-Carlo method consumes up to 39 days, the Chebyshev method computes the very same prices in 23 hours only. Note that only 7 seconds of this time span are consumed by actual pricing during the online phase.
|       | Heston |       |       |       |
|-------|--------|-------|-------|-------|
|       |        | 1     | 10    | 50    | 100   |
| \( T_{\text{Cheby}} \)_{\text{online}} (s) | \( 7.1 \times 10^{-4} \) | \( 7.1 \times 10^{-2} \) | 1.8   | 7.1   |
| \( T_{\text{Cheby}} \)_{\text{offline+online}} (s) | \( 8.2 \times 10^{4} \) | \( 8.2 \times 10^{4} \) | \( 8.2 \times 10^{4} \) | \( 8.2 \times 10^{4} \) |
| \( T_{\text{Monte-Carlo}} \) (s) | \( 3.4 \times 10^{2} \) | \( 3.4 \times 10^{4} \) | \( 8.4 \times 10^{5} \) | \( 3.4 \times 10^{6} \) |
| \( T_{\text{Cheby}} \)_{\text{offline+online}} \( \times 10^{6} \) | 24313.9% | 243.1% | 9.7%  | 2.4%  |

Table 5.11: Efficiency study for a multivariate lookback option in the Heston model based on 5 underlyings. Here, we vary two model parameters and compare the Chebyshev results to Monte-Carlo. Both methods have been set up to deliver comparable accuracies. With increasing number of computed prices, the Chebyshev algorithm increasingly profits from the initial investment of the offline phase.

Figure 5.8: Efficiency study for a multivariate lookback option in the Heston model based on 5 underlyings, varying the two model parameters \( \sigma \) and \( \rho \). Comparison of run-times for Monte-Carlo pricing and Chebyshev pricing including the offline phase. Both methods have been set up to deliver comparable accuracies. We observe that the Monte-Carlo and the Chebyshev curves roughly intersect at \( M = 15 \).
6 Conclusion and Outlook

This article focuses on applying the Chebyshev method to European option pricing. Within this scope, Sections 2–4 establish theoretical convergence results and numerical case studies in Section 5 confirm these findings. Moreover, in experiments with Fourier pricing an accuracy of $10^{-5}$ is observed with less than ten Chebyshev nodes in each parameter, see Figure 5.3. The financial implications of the high precision achieved with such a small number of interpolation nodes are twofold. First, it shows that there are interesting cases in which we observe an accuracy in the range of machine precision. In this comfortable situation without methodological risk we can ignore the fact that approximations are implemented. Second, compared with other sources of risk, already errors from a much lesser accuracy level can be ignored. If we agree that an accuracy of $10^{-4}$ is satisfactory, already 36–49 interpolation nodes for the approximation of call option prices as reported in Figure 5.3 are sufficient.

Additionally, also the numerical experiments for American, barrier and lookback options display promising results. A theoretical error analysis for nonlinear pricing problems is beyond the scope of the present article, while we are convinced that further investigations in this direction are valuable. For instance our analytic approach based on examinations of the Fourier representations can be adopted to barrier options in Lévy models leading to the involvement of Wiener-Hopf factorizations, see Eberlein et al. (2011). In general we expect the regularity analysis to become more challenging in the presence of nonlinearities. For American options the current work of Teichmann (2015) may lead to regularity assertions for American options that are inherited from their corresponding European counterparts.

The theoretical and experimental results of our case studies show that the method can perform considerably well when few parameters are varied. As a consequence, we recommend the interpolation method for this case and also when solely the strike of a plain vanilla option is varied and fast Fourier methods are available. For calibration purposes for example, strikes are not given in a discrete logarithmic scale, which makes an additional interpolation necessary in order to apply FFT. Here, Chebyshev polynomials offer an attractive alternative. In particular, the maturity can be used as supplementary free variable. Moreover, for models with a low number of parameters, another path could be beneficial: Interpolating the objective function of the parameters directly. Then the optimization would boil down to a minimization of a tensorized polynomial, which could be exploited in further research. As may be seen from Armenti et al. (2013), where the present article is applied for the first time, this advantage can also be exploited for other optimization procedures in finance for example in risk allocation.

The multivariate construction of the interpolation and the theoretical error analysis suggest that the empirically observed error behaviour extends to three and more varying parameters, as well, as long as analyticity is provided. More precisely, in case of analyticity, the rate is of order $\rho^{-\sqrt{N}/N}$ for some constant $\rho$ depending on the domain of analyticity and $N$ the total number of interpolation nodes. For multivariate polynomial interpolation, the introduction of sparsity techniques promise higher efficiency, as for instance by compression techniques for tensors as reviewed by Kolda and Bader (2009). We address the issue of curse of dimensionality further in Gaß, Glau and Mair (2015), where we take a different route by replacing the
Chebyshev interpolation with an empirical interpolation for Fourier pricing methods.

A Proof of Theorem 2.2

Proof. In Sauter and Schwab (2004, Proof of Lemma 7.3.3) the proof is given for the following error bound:

\[ \max_{p \in P} |f - I_N(f)| \leq \sqrt{D} 2^{D+1} V \varrho^{-N}(1 - \varrho_{\text{min}}^{-2})^{-\frac{D}{2}}, \]

where \( N \) is the number of interpolation points in each of the \( D \) dimensions, \( \varrho_{\text{min}} := \min_{i=1}^D \varrho_i \) and \( V \) the bound of \( f \) on \( B(P, \varrho) \) with \( P = [-1,1]^D \). Here, we extend the proof by incorporating the different values of \( \varrho_i, i = 1, \ldots, D \), as well as expressing the error bound with the different \( \varrho_i, i = 1, \ldots, D \).

In general, we work with a parameter space \( \mathcal{P} \) of hyperrectangular structure, \( \mathcal{P} = [\underline{p}, \bar{p}] \times \cdots \times [\underline{p}_D, \bar{p}_D] \). With the introduced linear transformation in Section 2.1 we have a transformation \( \tau_{\mathcal{P}} : [-1,1]^D \to \mathcal{P} \) with

\[ \tau_{\mathcal{P}}(p) = \left( \bar{p}_i + \frac{p_i - \underline{p}_i}{2} (1 - p) \right)_{i=1}^D. \]

Let \( p \mapsto \text{Price}^p \) be a function on \( \mathcal{P} \). We set \( \hat{\text{Price}} = \text{Price}^\circ \tau_{\mathcal{P}}(p) \). Further, let \( \hat{I}_N(\text{Price}^{(\cdot)}) (p) \) be the Chebyshev interpolation of \( \hat{\text{Price}}^p \) on \([-1,1]^D \). Then it holds

\[ \hat{I}_N(\text{Price}^{(\cdot)})(p) = \hat{I}_N(\text{Price}^{(\cdot)})(\cdot) \circ \tau_{\mathcal{P}}^{-1}(p). \]

Thereafter, it directly follows

\[ \text{Price}^p - \hat{I}_N(\text{Price}^{(\cdot)})(p) = \left( \text{Price} - \hat{I}_N(\text{Price}^{(\cdot)})(\cdot) \right) \circ \tau_{\mathcal{P}}^{-1}(p). \]

Applying the error estimation from Sauter and Schwab (2004, Lemma 7.3.3) results

\[ \left| \text{Price} - \hat{I}_N(\text{Price}^{(\cdot)})(\cdot) \right|_{C^0(\mathcal{P})} = \left| \text{Price} - \hat{I}_N(\text{Price}^{(\cdot)})(\cdot) \right|_{C^0([-1,1]^D)} \]

\[ \leq \sqrt{D} 2^{D+1} \hat{V} \varrho_{\text{min}}^{-N}(1 - \varrho_{\text{min}}^{-2})^{-\frac{D}{2}}, \]

where \( \hat{V} = \sup_{p \in B([-1,1]^D, \varrho)} \hat{\text{Price}}^p \). Summarizing, the transformation \( \tau_{\mathcal{P}} : [-1,1]^D \to \mathcal{P} \) does not affect the error analysis, only by applying the transformation as described in Section 2.1

\[ (A.1) \quad B(\mathcal{P}, \varrho) := B([\underline{p}, \bar{p}], \varrho_1) \times \cdots \times B([\underline{p}_D, \bar{p}_D], \varrho_D), \]

with \( B([\underline{p}, \bar{p}], \varrho) := \tau_{[\underline{p}, \bar{p}]} \circ B([-1,1], \varrho) \). Note that \( \varrho_1 \) is not the radius of the ellipse \( B([\underline{p}, \bar{p}], \varrho_1) \) but of the normed ellipse \( B([-1,1], \varrho_1) \). Therefore, in the following it suffices to show the proof for \( \mathcal{P} = [-1,1]^D \).
As in Sauter and Schwab (2004, Proof of Lemma 7.3.3) we introduce the scalar product

$$\langle f, g \rangle_\varrho := \int_{B(\mathcal{P}, \varrho)} \frac{f(z)g(z)}{\prod_{i=1}^D \sqrt{|1 - z_i^2|}} \, dz$$

and the Hilbert space

$$L^2(B(\mathcal{P}, \varrho)) := \{ f : f \text{ is analytic in } B(\mathcal{P}, \varrho) \text{ and } \|f\|_\varrho^2 := \langle f, f \rangle_\varrho < \infty \}.$$

Following Sauter and Schwab (2004, Proof of Lemma 7.3.3), we define a complete orthonormal system for $L^2(B(\mathcal{P}, \varrho))$ w.r.t. the scalar product $\langle \cdot, \cdot \rangle_\varrho$ by the scaled Chebyshev polynomials

$$\tilde{T}_\mu(z) := c_\mu T_\mu(z)$$

with $c_\mu := \left(\frac{2}{\pi}\right)^{\frac{D}{2}} \prod_{i=1}^D (q_i^{2\mu_i} + q_i^{-2\mu_i})^{-\frac{1}{2}}$, for all $\mu \in \mathbb{N}_0^D$.

Then, for any arbitrary bounded functional $E$ on $L^2(B(\mathcal{P}, \varrho))$ we have

$$|E(f)| \leq \|E\|_\varrho \|f\|_\varrho,$$

where $\|E\|_\varrho$ denotes the operator norm. Due to the orthonormality of $(\tilde{T}_\mu)_{\mu \in \mathbb{N}_0^D}$ it follows that

$$\|E\|_\varrho = \sup_{f \in L^2(B(\mathcal{P}, \varrho)) \setminus \{0\}} \frac{|E(f)|}{\|f\|_\varrho} = \sqrt{\sum_{\mu \in \mathbb{N}_0^D} \|E(\tilde{T}_\mu)\|^2}.$$  

In the following let $E$ be the error of the Chebyshev polynomial interpolation at a fix $p \in \mathcal{P}$,

$$E(f) := |f(p) - I_N(f)(p)|.$$  

Starting with (A.2), we first focus on $\|E\|^2_\varrho$,

$$\|E\|^2_\varrho = \sum_{\mu \in \mathbb{N}_0^D} \|E(\tilde{T}_\mu)\|^2 = \sum_{\mu \in \mathbb{N}_0^D} c_\mu^2 \|E(T_\mu)\|^2.$$  

At this step we apply Lemma A.1 and obtain

$$\sum_{\mu \in \mathbb{N}_0^D} c_\mu^2 \|E(T_\mu)\|^2 = \sum_{\mu \in \mathbb{N}_0^D, \exists \mu_i > N_i} \sum_{\mu_i > N_i} c_\mu^2 \|E(T_\mu)\|^2 \leq \sum_{\mu \in \mathbb{N}_0^D, \exists \mu_i > N_i} 4c_\mu^2.$$  

Overall, using $\left(\prod_{j=1}^D q_j^{2\mu_j} + x\right)^{-1} \leq \left(\prod_{j=1}^D q_j^{2\mu_j}\right)^{-1} = \prod_{j=1}^D q_j^{-2\mu_j}$ for $x > 0$, $\mu_j \in \mathbb{N}_0$ and $j = 1, \ldots, D$ and this leads to

$$\|E\|^2_\varrho \leq 4 \sum_{\mu \in \mathbb{N}_0^D, \exists \mu_i > N_i} \sum_{\mu_i > N_i} c_\mu^2 \leq 4 \left(\frac{2}{\pi}\right)^{\frac{D}{2}} \prod_{i=1}^D \sum_{\mu_i > N_i} \left(\sum_{\mu \in \mathbb{N}_0^D, \mu_i > N_i} \prod_{j=1, j \neq i}^D q_j^{-2\mu_j}\right)$$

$$\leq 4 \left(\frac{2}{\pi}\right)^{\frac{D}{2}} \prod_{i=1}^D \sum_{\mu_i > N_i} \left(\sum_{\mu \in \mathbb{N}_0^D} \prod_{j=1}^D q_j^{-2\mu_j}\right).$$
From this point on we use the convergence of the geometric series since $|\theta_j^{-2}| < 1$, $j = 1, \ldots, D$,

$$
\|E\|_\psi^2 \leq 4 \left( \frac{2}{\pi} \right) \sum_{i=1}^{D} \theta_i^{-2N_i} \left( \sum_{\mu_1=0}^{\infty} \ldots \sum_{\mu_{D-1}=0}^{\infty} \prod_{j=1}^{D} \theta_j^{-2\mu_j} \right)
$$

$$
= 4 \left( \frac{2}{\pi} \right) \sum_{i=1}^{D} \theta_i^{-2N_i} \left( \sum_{\mu_1=0}^{\infty} \ldots \sum_{\mu_{D-1}=0}^{\infty} \prod_{j=1}^{D-1} \theta_j^{-2\mu_j} \sum_{\mu_D=0}^{\infty} \theta_D^{-2\mu_D} \right)
$$

$$
= 4 \left( \frac{2}{\pi} \right) \sum_{i=1}^{D} \theta_i^{-2N_i} \left( \sum_{\mu_1=0}^{\infty} \ldots \sum_{\mu_{D-1}=0}^{\infty} \prod_{j=1}^{D-1} \theta_j^{-2\mu_j} \frac{1}{1-\theta_D^{-2}} \right)
$$

$$
= \ldots = 4 \left( \frac{2}{\pi} \right) \sum_{i=1}^{D} \theta_i^{-2N_i} \prod_{j=1}^{D} \frac{1}{1-\theta_j^{-2}}.
$$

Recalling (A.2), we have to estimate $\|f\|_\psi$,

$$
\|f\|_\psi^2 = \int_{B(p,\psi)} \frac{f(z)\overline{f(z)}}{\prod_{i=1}^{D} \sqrt{|1-z_i^2|}} \, dz \leq \left( \sup_{z \in B(p,\psi)} |f(z)| \right)^2 \|1\|_\psi^2.
$$

From $\pi_D \tilde{T}_0 = 1$ it directly follows that $\|1\|_\psi^2 = \left( \pi_D \right)^2 \|\tilde{T}_0\|_\psi^2 = \pi_D$ and therewith

$$
\|f\|_\psi^2 \leq \pi_D \cdot V^2.
$$

Combining the results leads to

$$
|E(f)| = |f(p) - I_N(f(\cdot))(p)| \leq \left( \pi_D \cdot V^2 \cdot 4 \left( \frac{2}{\pi} \right) \sum_{i=1}^{D} \theta_i^{-2N_i} \prod_{j=1}^{D} \frac{1}{1-\theta_j^{-2}} \right)^{\frac{1}{2}}
$$

$$
= 2^{D+1} V \left( \sum_{i=1}^{D} \theta_i^{-2N_i} \prod_{j=1}^{D} \frac{1}{1-\theta_j^{-2}} \right)^{\frac{1}{2}}.
$$

The following lemma shows that the Chebyshev interpolation of a polynomial with a degree as most as high as the degree of the interpolating Chebyshev polynomial is exact and furthermore determines an upper bound for interpolating Chebyshev polynomials with a higher degree.

**Lemma A.1.** For $x \in [-1,1]^D$ it holds

(A.3) \[ |T_\mu(x) - I_N(T_\mu(\cdot))(x)| = 0 \quad \forall \mu \in \mathbb{N}_0^D : \mu_i \leq N_i, i = 1, \ldots, D, \]

(A.4) \[ |T_\mu(x) - I_N(T_\mu(\cdot))(x)| \leq 2 \quad \forall \mu \in \mathbb{N}_0^D : \exists i \in \{1, \ldots, D\} : \mu_i > N_i. \]
Proof. Uniqueness properties of the Chebyshev interpolation directly imply (A.3). The proof of (A.4) is similar to Sauter and Schwab (2004, Proof of Hilfssatz 7.3.1). They use the zeros of the Chebyshev polynomial as interpolation points, whereas we use the extreme points and therefore, we use a different orthogonality property in this proof. We first focus on the one-dimensional case. Recalling (2.2), the Chebyshev interpolation of \( T_\mu, \mu > N \), is given as

\[
I_N(T_\mu)(x) = \sum_{j=0}^{N} c_j T_j(x) \quad \text{with} \quad c_j = \frac{2^{1_{0<j<N}}}N \sum_{k=0}^{N} T_\mu(x_k)T_j(x_k), \quad j \leq N,
\]

where \( x_k \) denotes the \( k \)-th extremum of \( T_N \). Here, we can apply the following orthogonality (Rivlin (1990, p.54)),

(A.5)

\[
\sum_{k=0}^{N} T_\mu(x_k)T_j(x_k) = \begin{cases} 
0, & \mu + j \neq 0 \mod (2N) \text{ and } |\mu - j| \neq 0 \mod (2N), \\
N, & \mu + j = 0 \mod (2N) \text{ and } |\mu - j| = 0 \mod (2N), \\
N/2, & \mu + j = 0 \mod (2N) \text{ and } |\mu - j| \neq 0 \mod (2N), \\
N/2, & \mu + j \neq 0 \mod (2N) \text{ and } |\mu - j| = 0 \mod (2N).
\end{cases}
\]

For \( j \leq N \) and \( \mu > N \) this yields the existence of \( \gamma \leq N \) such that

(A.6)

\[
I_N(T_\mu) = T_\gamma.
\]

(A.6) follows elementarily from the case that for any \( \mu > N \) only for one \( 0 \leq j \leq N \) the orthogonality can lead to a coefficient \( c_j > 0 \).

Proving the claim, we distinguish several cases. In all of these cases we assume that there exists \( 0 \leq j \leq N \) such that \( \sum_{k=0}^{N} T_\mu(x_k)T_j(x_k) \neq 0 \). We will then show that for all other \( 0 \leq i \leq N, i \neq j \) it follows \( \sum_{k=0}^{N} T_\mu(x_k)T_j(x_k) = 0 \).

Firstly, assume there exists \( j \) such that \( \mu + j = 0 \mod (2N) \) and \( \mu - j = 0 \mod (2N) \). Then it directly follows for all \( 0 \leq i \leq N, i \neq j \) that \( \mu + i \neq 0 \mod (2N) \) and \( \mu - i \neq 0 \mod (2N) \).

Secondly, assume there exists \( j \) such that \( \mu + j = 0 \mod (2N) \) and \( \mu - j \neq 0 \mod (2N) \). Analogously, for all \( 0 \leq i \leq N, i \neq j \) we have \( \mu + i \neq 0 \mod (2N) \) and additionally from \( \mu + j = 0 \mod (2N) \) it follows that \( \mu + j - 2N = 0 \mod (2N) \) and therewith for all \( 0 \leq i \leq N, i \neq j \) we have \( \mu - i > \mu + j - 2N \) which is equivalent to \( \mu - i \neq 0 \mod (2N) \).

Similar argumentation holds for the third case \( \mu + j \neq 0 \mod (2N) \) and \( |\mu - j| = 0 \mod (2N) \).

Thereafter, (A.6) holds and it directly follows that \( |T_\mu - I_N(T_\mu)| \leq |T_\mu| + |I_N(T_\mu)| \leq 1 + 1 = 2. \) Thus (A.4) holds in the one-dimensional case. The extension to the multivariate case follows analogously by applying the triangle inequality and inserting the one-dimensional result to each tensor component.
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