The performance of photometric reverberation mapping at high redshift and the reliability of damped random walk models
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ABSTRACT
Accurate methods for reverberation mapping using photometry are highly sought after since they are inherently less resource intensive than spectroscopic techniques. However, the effectiveness of photometric reverberation mapping for estimating black hole masses is sparsely investigated at redshifts higher than $z \approx 0.04$. Furthermore, photometric methods frequently assume a damped random walk (DRW) model, which may not be universally applicable. We perform photometric reverberation mapping using the JAVELIN photometric DRW model for the QSO SDSS-J144645.44+625304.0 at $z = 0.351$ and estimate the H$\beta$ lag of $65^{+22}_{-15}$ d and black hole mass of $10^{8.22^{+0.15}_{-0.11}}$ $M_\odot$. An analysis of the reliability of photometric reverberation mapping, conducted using many thousands of simulated CARMA process light curves, shows that we can recover the input lag to within 6 per cent on average given our target’s observed signal-to-noise of $\sim 20$ and average cadence of 14 d (even when DRW is not applicable). Furthermore, we use our suite of simulated light curves to deconvolve aliases and artefacts from our QSO’s posterior probability distribution, increasing the signal-to-noise on the lag by a factor of $\sim 2.2$. We exceed the signal-to-noise of the Sloan Digital Sky Survey Reverberation Mapping Project (SDSS-RM) campaign with a quarter of the observing time per object, resulting in a $\sim 200$ per cent increase in signal-to-noise efficiency over SDSS-RM.
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1 INTRODUCTION
All active galactic nuclei (AGNs) are believed to be powered by an accretion disc around a central supermassive black hole (SMBH), which is itself surrounded by a broad-line region (BLR; Antonucci 1993; Urry & Padovani 1995; Ho 2008; Heckman & Best 2014). The mass of the SMBH has been observed to scale with the properties of its host galaxy (e.g. Magorrian et al. 1998; Silk & Rees 1998; Benson et al. 2003; Haering & Rix 2004; Croton et al. 2006; Guo et al. 2011; and Kormendy & Ho 2013 for a full review) and so it is essential that accurate masses for the SMBH can be derived in order to investigate the effect AGN feedback has on their host galaxies.

In the absence of a direct black hole mass measurement, there exist scaling relations based on emission line widths (e.g. H$\beta$: Wandel, Peterson & Malkan 1999 and Mg II: McLure & Jarvis 2002) and luminosity at 5100 Å (e.g. Bentz et al. 2013). These relations are typically calibrated at low redshift and have not been extended to high redshift (Hiner et al. 2015; Baris et al. 2017) despite widespread extrapolated use at high redshift (McLure & Dunlop 2004; Vestergaard 2004; Vestergaard & Peterson 2006; Netzer et al. 2007; Runnoe et al. 2013; Feng, Shen & Li 2014; Mejía-Restrepo et al. 2016). Therefore, it is also for the purposes of validating these scaling relations that more black hole mass measurements at higher redshifts are needed.

Reverberation mapping (RM - Blandford & McKee 1982; Gaskell & Sparke 1986; Ferrarese & Merritt 2000; Gebhardt et al. 2000; Peterson 2004) is a powerful technique for estimating black hole masses. Assuming that the BLR is gravitationally dominated by the SMBH, it is possible to estimate the black hole mass from the time delay between continuum emission from the accretion disc and the reprocessed emission from the BLR, also known as the ‘lag’, from the Keplerian motion equation

$$M_{BH} = f \frac{R_{BLR} \sigma_{disp}^2}{G},$$

(1)
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where the virial parameter $f$ describes the structure and orientation of a BLR with radius $R_{\text{BLR}} = c \tau_{\text{agy}}$ and velocity dispersion, $\sigma_{\text{agy}}$, of the BLR. Assuming that the virial factor, $f$, is fully generated by the inclination, $\theta$, of the disc, $f = 1/4 \sin^2 \theta$ and so at $\theta = 30^\circ, f = 1$ (McLure & Dunlop 2001; Liu, Feng & Bai 2017). The $f$ can be determined on a case-by-case basis by modelling the BLR using spectroscopic measurements (Pancoast, Brewer & Treu 2011; Pancoast et al. 2014; Williams et al. 2018) or purely photometric means (Pozo Nuñez et al. 2014), through gravitational redshift measurements (Liu et al. 2017), or through combinations of independent black hole mass estimators. However, it is common to use an aggregated average for use in large data sets. Grier et al. (2013a), Onken et al. (2004), Park et al. (2012), and Graham et al. (2011) have measured values of $(f) = 4.3 \pm 1.1, 5.5 \pm 1.8, 5.1 \pm 1.3$, and $2.8 \pm 0.6$, respectively, from the independently measured stellar velocity dispersions.

So far, about 100 black hole masses have been measured using spectroscopic reverberation mapping techniques (Kaspi et al. 2000; Bentz et al. 2009a,b; Denney et al. 2010; Grier et al. 2012; Bentz et al. 2013; Barth et al. 2015; Du et al. 2015, 2016a,b; Shen et al. 2015b; Grier et al. 2017), which require long-term spectroscopic observations to recover their lags. Since BLR radii can span up to several hundred light-days (Petersson 2004; Bentz et al. 2014; Fausnaugh et al. 2017; Williams et al. 2018), light curve observations need to take place over several months or years to match features in the continuum to the echoes from the BLR, with 3 times the observed-frame lag being the recommended baseline (Shen et al. 2015a). Cosmological time dilation increases the time-scale of observed variability and so high-redshift QSOs require much longer observational campaigns than low-redshift QSOs. To compound this effect, higher redshift QSOs are intrinsically more luminous than lower redshift QSOs, which implies that they have longer lag timescales than lower redshift QSOs (given the lag-luminosity relation).

Fine et al. (2013) and then Brewer & Elliott (2014) have developed methods to recover lags from the stacked cross-correlations of photometric and spectroscopic observations to be used when individual lags are poorly constrained but there is a large sample of AGNs. This method allows for the detection of emission-line lags for a population of AGNs at very high redshift (Fine et al. 2013) using a sample of AGNs with redshifts $z \lesssim 4.5$ and provides convincing evidence for the decreasing BLR radius for emission lines with higher excitation energies. However, stacked reverberation mapping is a statistical technique and cannot provide more signal-to-noise for individual objects.

An extra source of inefficiency for spectroscopic campaigns is the need to disperse the light and subsequently decreased signal-to-noise especially at high redshift. Therefore, observing emission lines spectroscopically for reverberation mapping is expensive due to the required overhead, and restricted to bright or low redshift sources and so accurate photometric methods for reverberation mapping are highly sought after.

The variability of the BLR emission line can be captured within a redshifted narrow-band (or broad-band) photometric filter through the careful separation of the underlying, driving continuum (Haas et al. 2011; Chelouche & Daniel 2012; Pozo Nuñez et al. 2012; Zu et al. 2016). This can be done either by modelling the variability using a stochastic time-series model such as the damped random walk (DRW; Zu, Kochanek & Peterson 2011; Zu et al. 2013, 2016) or by more empirical measures such as cross-correlation analysis, which are model independent (Rybicki & Kleya 1994; White & Peterson 1994; Peterson 2004; Chelouche & Daniel 2012; Shen et al. 2015a; Fausnaugh et al. 2017).

Javelin (Zu et al. 2011, 2016; Zu et al. 2013) is a parametric Bayesian tool which models the variability of the QSO itself rather than extracting peaks from empirical cross-correlation functions. Modelling the continuum emission as a DRW has some advantages over cross-correlation in that it allows for natural inclusion of Bayesian inference techniques for noisy data from which parameter values and uncertainties can be estimated (Zu et al. 2011, 2013). Stochastic DRW models of the accretion disc continuum emission are based on physical assumptions that can be tested by observations. The physical mechanism supporting the use of DRW models is the stochastic heating of the accretion disc by the central source and its subsequent variability due to thermal fluctuations (Kelly, Bechtold & Siemiginowska 2009). However, there is growing evidence that DRW is not universally applicable and that more complex time-series models are necessary to explain the correlations at high frequency (e.g. Kelly et al. 2014; Kasliwal et al. 2015b; Guo et al. 2017; Kasliwal, Vogele & Richards 2017; Smith et al. 2018). If this is the case, then assuming a DRW when interpolating light curves (in order to estimate the lag) may introduce artificial peaks in the posterior distribution. Therefore, it may be beneficial to estimate the lag without interpolation, as with a Von Neumann estimator (Chelouche, Pozo-Nuñez & Zucker 2017) or ZCDF method (Alexander 2013). However, these methods have their own problems, when binning with few data points, and biases due to the combined continuum and line light curve in the narrow-band photometric filter. Although the sample of reverberation mapped QSOs is becoming more representative (in terms of luminosity and redshift) with time, the current sample is biased to low redshift QSOs and a narrow range of emission line properties (Shen et al. 2015a; Grier et al. 2017). If photometric reverberation mapping can recover precise lag estimates for SMBHs, then fewer resources would have to be spent on spectroscopic campaigns in order to fill in the parameter space of black hole mass, luminosity, and redshift.

Photometric reverberation mapping has been performed on both individual targets below $z = 0.04$ (Haas et al. 2011; Edri et al. 2012; Pozo Nuñez et al. 2012; Pozo Nuñez et al. 2014; Ramolla et al. 2014; Carroll & Joner 2015; Hood et al. 2015; Pozo Nuñez et al. 2015) and for a subsample of the Sloan Digital Sky Survey Reverberation Mapping Project (SDSS-RM, Shen et al. 2015a) catalogue (Hermitschek et al. 2015; Zhang, Yang & Wu 2018). However, the estimated uncertainties for these SDSS-RM subsamples are typically larger than 100 per cent. Photometric reverberation mapping has also been applied to the continuum to measure the properties of the accretion disc (Cackett et al. 2018; Mudd et al. 2018), though not to estimate black hole masses until recently (Pozo Nuñez et al. 2019).

This work sets out to demonstrate the efficacy and reliability of photometric reverberation mapping even for higher redshift targets and to test its accuracy when the DRW assumption is not applicable. We aim to produce the first robust photometric reverberation mapped black hole mass with a redshift above $z = 0.04$.

In Section 2, we carefully pre-select targets to give us the best possible chance of recovering precise lags. We specify that candidates must have redshifts that allow the use of a redshifted Hα photometric filter and have expected observed lags (from the lag–luminosity relation, Bentz et al. 2013) such that they can be observed for $3\tau_{\text{agy}}$ over multiple semesters. We then detail our observations and the methods used to produce photometric light curves for use with Javelin. Before fitting QSO variability models to our observations, we produce a suite of simulated light curves in...
order to test how well JAVELIN can recover known lags for QSOs with the same cadence and signal-to-noise as our target observations. In Section 3, we present the fitted BLR lag and black hole mass distributions for our observations. In order to test whether the slope is significantly affected by non-Gaussian errors, we also apply rigorous statistical analysis to the fitting of the Hβ lag–luminosity relation by not assuming Gaussian uncertainties for either our targets or for the Grier et al. (2017) catalogue. In Section 4, we compare the efficiencies of the SDSS-RM campaign (Shen et al. 2015a; Grier et al. 2017) and our own, in terms of signal-to-noise of the fitted lag. We also discuss future potential applications of photometric reverberation mapping in upcoming surveys where such techniques can easily be applied. Finally, we summarize our conclusions and outlook in Section 5.

2 METHODS

Our intermittent requirements make RM observations of small samples of high-redshift targets unsuited to continuous observing campaigns. We observed our QSOs robotically with the Liverpool Telescope (Steele et al. 2004) since it can accommodate our discontinuous observation campaign. We make use of the optical components of the infrared-optical (IO:O) suite of instruments available on the Liverpool Telescope since a range of Hα filters are available in addition to the SDSS ugriz filters. This allows us to observe the Hβ emission lines of a wide range of high redshift QSOs, since their observed emission line will fall within the bandpass of one of the available Hα filters.

2.1 Target selection

We select our targets to have iAB < 18, spectroscopically confirmed in the SDSS DR12 (York 2000; Eisenstein et al. 2011) or BOSS (Dawson et al. 2013), and have broad Hβ emission lines with equivalent widths >50 Å. We only select those QSOs whose redshifted Hβ line will fall into one of the IO:O Hα photometric filters. Additionally, using the 5100 Å luminosities from Shen et al. (2011) and the R–L5100 relation from Bentz et al. (2013), we pre-select targets that are likely to have observed lags τlag(1 + z) < 95 d.

Shen et al. (2015a) construct two metrics in order to determine which combination of properties of their simulated light curves yield the most accurate lag detections. They find that the ratio of the number of data points contributing to the calculation of the cross-correlation function to the number of data points that contribute to resolving the true lag is typically ≈2 for detected lags. In the limit of Nepoch ≫ 1, this is equivalent to a requirement on the total observing run duration of 3 times the true observed lag, τlength/τlag = 3. We therefore imposed an additional criterion that the QSOs be observable for at least 3 times the length of their expected lag between the 14 months of the Liverpool Telescope extended 2015B and 2016A semesters. Applying these constraints yields 10 targets, which we submitted for observation.

Our targets, shown in Fig. 1 as green points, are positioned between the redshift and luminosity locations of the high-redshift spectroscopic sample from Grier et al. (2017) and the low-redshift sample from Bentz et al. (2013).

2.2 Observations

Since the expected variability of QSOs is of order 10–70 per cent (Kaspi et al. 2007), we conservatively derive i-band exposure times, assuming an SNR > 20 (e.g. Bentz et al. 2013; Shen et al. 2015a) and seeing < 2 arcsec. of 88 s. This exposure time was calculated for our faintest target and so the SNR for the rest of our targets will be larger. Using the SDSS-BOSS observations of our targets (shown in Fig. 2), we detect no bright spectral features that would interfere with our ability to measure the continuum accurately. Accounting for the large equivalent widths of the Hβ lines, we use a 600 s integration time for broad-line (i.e. narrow-band) observations.

Our targets span a range of redshifts between 0.350 and 0.398. Therefore, for each source, we use the appropriate Hα photometric

Figure 1. The distribution of luminosity versus redshift for the Bentz et al. (2013) sample, shown in blue, and the Grier et al. (2017) sample, shown in orange. Our data set is shown in green with Target-10, highlighted with red lines, between the two data sets.

Figure 2. The SDSS-BOSS spectrum for Target-10. The transmission curve for the Hα filter used to measure the flux contained within the Hβ line is shown in orange and the SDSS i-band filter is shown in green. The region between 6820 and 6960 Å used to determine the median rest-frame L5100 for the SDSS spectrum is shown in grey. Top: The whole spectrum. Bottom: The region between 6400 and 7000 Å which contains both the broad Hβ line and the region used to measure the rest-frame L5100.
Table 1. Our pre-observation targets selected based on their luminosity, redshift, and visibility. $t_{H\beta}(1+z)$ is expected observed-frame lag derived from the Bentz et al. (2013) $L_{5100} - L_{1500}$ relation, where $L_{5100}$ is estimated from the SDSS spectrum. We quote the length of time each target is visible and the baseline of the observations in units of days and expected observed-frame lag.

| SDSS ID | RA $^\circ$ | Dec. $^\circ$ | $z$ | $i_{AB}$ (mag) | $\lambda L_{5100}$ /log[ergs s$^{-1}$] | $t_{H\beta}(1+z)$ | Visibility | Epochs $H\alpha$ | $i$-band | Observed baseline |
|---------|-------------|-------------|-----|----------------|--------------------------------|------------------|------------|-----------------|----------|-----------------|
| J082905.01+571541.6 | 127.2708 | 57.2615 | 0.350 | 17.9 | 44.24 | 61.4 | 250 | 4.1 | 0 | 0 | 0 | 0 | 0 |
| J153601.07+162838.4 | 234.0044 | 16.4773 | 0.382 | 17.9 | 44.35 | 72.2 | 301 | 4.2 | 16 | 14 | 208 | 2.9 |
| J12600.00+304005.3 | 171.5000 | 30.6681 | 0.361 | 17.9 | 44.41 | 76.1 | 231 | 3.0 | 0 | 0 | 0 | 0 | 0 |
| J122519.30+372053.6 | 186.3304 | 37.3482 | 0.388 | 17.9 | 44.45 | 81.9 | 249 | 3.0 | 11 | 11 | 180 | 2.2 |
| J154246.51+194626.1 | 235.6938 | 19.7739 | 0.398 | 17.9 | 44.46 | 83.1 | 305 | 3.7 | 0 | 0 | 0 | 0 | 0 |
| J150243.09+111557.3 | 225.6795 | 11.2659 | 0.375 | 17.9 | 44.56 | 93.4 | 278 | 3.0 | 0 | 0 | 0 | 0 | 0 |
| J153057.45+304322.0 | 232.7393 | 30.7228 | 0.378 | 17.6 | 44.57 | 93.5 | 314 | 3.4 | 17 | 19 | 189 | 2.0 |
| J164224.30+444509.8 | 250.6012 | 44.7527 | 0.388 | 17.9 | 44.45 | 91.7 | 337 | 3.7 | 31 | 30 | 329 | 3.6 |

filter for which the redshifted $H\beta$ line dominates. For Target-10, we use the $H\alpha$-6566 Å narrow-band filter.

As seen in Table 1, we obtain the largest number of acceptable exposures with SDSS-J144645.44+625304.0 (referred to as Target-10 hereafter). Indeed, Target-10 is the only QSO for which we have obtained a baseline of observations longer than the recommended $3t_{H\beta}(1+z)$ needed to recover a lag. Thus, in what follows, we only discuss the analysis of Target-10 and defer the rest to a future work.

2.3 Ensemble photometry and flux calibration

In order to estimate lags between the BLR and the continuum-emitting region of the QSO, we must first calibrate the $i$-band and $H\alpha$ photometric magnitudes to a common magnitude system. We are then required to calibrate our $i$-band photometry using the known SDSS DR12 AB magnitudes of sources in the observed field. We calibrate $H\alpha$ photometry by propagating available SDSS spectra through the transmission curve for the same narrow-band $H\alpha$ filter (6566 Å) used to observe the $H\beta$ line in Target-10, accounting for the fibre aperture.

We perform aperture photometry using SOURCE EXTRACTOR (Bertin & Arnouts 1996) to estimate Petrosian magnitudes (Petrosian 1976; Graham et al. 2005) for each detected source in the field for both $i$-band and $H\alpha$ exposures. We use Petrosian magnitudes in order to calibrate each exposure to the SDSS catalogue and to easily avoid the effects of differing seeing between our observations without modelling the point spread function (PSF). We consider only those sources which have SDSS CLEAN $=$ TRUE and SOURCE EXTRACTOR FLAGS $= 0$ for use as reference sources. We can then apply a similar ensemble photometry method to that detailed by Honeycutt (1992), on the $i$-band exposures and calibrate those instrumental magnitudes to the SDSS absolute AB magnitude system. The details of our ensemble photometry method are described in Appendix A.

2.4 Light curve calibration

Fig. 3 shows the calibrated light curve for Target-10 in the $i$-band along with the deviation from the mean magnitude for its reference sources. The average uncertainty for the AB magnitudes for Target-10 is about 0.015 mag with the largest being 0.040 mag. The $i$-band magnitudes for Target-10 therefore have signal-to-noise ratio of between 25 and 120, exceeding than the necessary SNR > 20 recommended by Bentz et al. (2013) and Shen et al. (2015a) to achieve reliable lags.

The SDSS DR12 catalogue lacks $H\alpha$ photometry and our observed fields contain few sources for which SDSS has spectra (only one of which is not a QSO). Therefore, it is necessary to calibrate our $H\alpha$ exposures to the magnitudes obtained from propagating SDSS spectra through IO:O $H\alpha$ photometric filters. We derive zero-points, relative to the ‘best’ exposure (i.e. the exposure’s highest mean SNR for spectroscopic reference sources), for each of the $H\alpha$ exposures by using the same ensemble photometry method detailed above. We make use of the SDSS spectroscopic catalogue to identify potential reference sources but find only one such source ($\alpha_{2000} = 14^h 46^m 37^s$, $\delta_{2000} = +62^\circ 57' 36''$) observed by BOSS.

Our calibration depends upon the accurate measurement of the reference’s flux within the $H\alpha$ filter. Given that we find that the source is resolved into two components as shown in Fig. 4, the effect of seeing and aperture corrections cannot be neglected.
2.5 Reliability simulations

JA VELIN (Zu et al. 2013) can be used to model quasar variability with either spectroscopic (Zu et al. 2011) or purely photometric measurements (Zu et al. 2016). JA VELIN supports a number of random walk covariance kernels, which control the strength of the correlation between any two flux observations given the time between them. Zu et al. (2013) find that the exponential covariance kernel is appropriate on time-scales, $\tau$, between months and years, and we therefore adopt their recommendation for fitting with either spectroscopic (Zu et al. 2011) or purely photometric measurements (Zu et al. 2016). JA VELIN supports a number of random walk covariance kernels, which control the strength of the correlation between any two flux observations given the time between them. Zu et al. (2013) find that the exponential covariance kernel is appropriate on time-scales, $\tau$, between months and years, and we therefore adopt their recommendation for fitting with

Figure 4. Modelling the spectral reference source at $\alpha 2000 = 14^h 46^m 37^s$, $\delta 2000 = +62^\circ 57' 36''$ in H$\alpha$ photometry. Top left: Our original exposure of the spectral reference source in H$\alpha$. Top right: The model of the spectral reference source using two Gaussian components and a background. Bottom left: The residuals from our two component model. Bottom right: The model convolved to the SDSS seeing for the spectrum observation using a difference-of-two Gaussians kernel. Overplotted in red crosshairs is the location of the centre of the 2 arcsec BOSS aperture and the aperture is shown in the bottom right panel.

The residuals from our two component model.

We first fit a model consisting of two Gaussians to our best H$\alpha$ exposure, then transform the model to the same seeing as the BOSS observation, and finally extract the flux contained within the BOSS 2 arcsec aperture. The difference between the ensemble calibrated instrumental magnitude we obtain for our best exposure and the propagated BOSS spectrum is taken as our zero-point, accounting for uncertainties in both magnitudes.

Fig. 5 shows the resultant light curve for Target-10 in the H$\alpha$ waveband along with the deviation from the mean magnitude for its references sources. Due to the necessary intermediate step of calibrating differential magnitudes to the AB magnitude system via the spectral reference source, the signal-to-noise ratio of the H$\alpha$ magnitudes is smaller than those in the $i$-band. We measure signal-to-noise ratios for the H$\alpha$ fluxes of Target-10 range between 19.5 and 80.0.

The zero-point for both $i$-band and H$\alpha$ exposures can change by about 0.4 mag and the exposures where this occurs are the ones with the highest uncertainty for the QSO magnitude. Upon inspection, it is clear that these exposures have increased cloud cover or worse-than-normal seeing. Our ensemble calibration method above takes into account the instantaneous deviation of reference sources from their inferred mean magnitudes and updates their weightings accordingly (see Appendix A). We therefore do not exclude these exposures from further analysis.
Ideally, we would generate these light curves from a physically motivated hydrodynamic self-consistent model of the BLR. However, this is beyond the scope of this work and so we settle on a suite of light curves informed only by the reprocessed Kepler data base (Smith et al. 2018); a prior distribution of BLR window parameters; and the observed SNR, cadence, and spectrum of our target QSO. In this BLR model (which is the same model that JAVELIN uses), the continuum light curve is first smoothed by a top hat window of width $w$, then scaled by line scale $s$. To generate the emission seen through the Hα photometric filter, the contribution of the continuum over the Hα filter is added to the simulated emission line flux. The Hα photometric light curve, $n(t)$, is therefore described by

$$n(t) = \alpha c(t) + s \int_{-w/2}^{w/2} c(t - \tau_{lag} - t) dt', \quad (2)$$

where $\alpha$ is the ratio of the continuum measured in the $i$-band, c(t), relative to that in the Hα filter.

We fit the CARMA(2,1) process to the (Smith et al. 2018) light curves using KALI (Kasiwali et al. 2017). A CARMA process is a stationary time-series model consisting of autoregressive components and moving-average components (Kelly et al. 2014). Following Kelly et al. (2014), a CARMA(p,q) process, $y(t)$, is defined as solution to the stochastic differential equation

$$d^p y(t) dt^p + \alpha_p d^{p-1} y(t) dt^{p-1} + \ldots + \alpha_1 y(t) = \beta_q d^q \epsilon(t) + \beta_{q-1} d^{q-1} \epsilon(t) + \ldots + \epsilon(t), \quad (3)$$

where $p$ is the total number of autoregressive time-scales, $q$ is the number of moving-average time-scales, $y(t)$ is a small flux perturbation from the mean at time $t$, $\epsilon(t)$ is a white noise process drawn as $\sim \mathcal{N}(0, \sigma^2)$, and $\alpha$ and $\beta$ are constants. We define $\alpha_p = \beta_0 = 1$ and the CARMA process is only stationary around a mean if $p > q$. A DRW, or CARMA(1,0) process is therefore defined as a solution to

$$\frac{dy(t)}{dt} + \tau y(t) = \epsilon(t), \quad (4)$$

where $\tau$ is the time-scale of the variations, bringing the total number of parameters to two ($\tau$ and $\sigma$). Similarly, a CARMA(2,1) process is defined as a solution to

$$\frac{d^2 y(t)}{dt^2} + \alpha_1 \frac{dy(t)}{dt} + \alpha_0 y(t) = \beta_1 \frac{d\epsilon(t)}{dt} + \epsilon(t), \quad (5)$$

which is equivalent to a damped harmonic oscillator

$$d^2 y + 2\xi \omega y + \omega^2 y = \beta_1 \frac{d\epsilon(t)}{dt} + \epsilon(t), \quad (6)$$

where $\xi$ is the forcing ratio, $\omega$ is the angular frequency of oscillation, and $\beta_1$ controls the frequency dependence, ‘colour’, of the noise (i.e. if $\beta_1 \neq 0$, the noise power spectral density, PSD, is not flat). The CARMA(2,1) process therefore has four parameters inclusive of the amplitude of the variations, $\sigma$. The differences between different CARMA processes are shown in Fig. 6, which also highlights that the DRW is a CARMA(1,0) process, i.e. it is lacking a moving average component.

The second-order differential equation underlying the CARMA(2,1) process is familiar to many branches of physics and is therefore more easily interpretable than higher order processes. Indeed, the thermal motion with a fluid produces sound waves described by a PSD $\sim v^2$ (Mellen 1952), which suggests that CARMA(2,1) can be physically motivated by such distortions in the accretion disc. For more information concerning the statistics and physical applicability of CARMA processes to astronomical light curves, see Kelly et al. (2014) and Kasiwali et al. (2017).

The CARMA process has been shown to more accurately match PSDs of AGNs which experience deviations from the DRW model (Kelly et al. 2014; Kasiwali et al. 2017) since it has more degrees of freedom and is therefore more flexible than its lower order counterpart (DRW). Here, we fit CARMA(2,1) to all 20 of the Smith et al. (2018) reprocessed Kepler light curves that have spectroscopic redshifts with KALI. Sampling from the time-scale probability distributions of each of the fits, we can produce light curves whose structure functions and power spectra resemble that of Kepler light curves. We also perform this analysis for simulated light curves generated by a DRW process, as a comparison, still using the same template Kepler light curves.

These simulations allow us to estimate the degree to which we can trust lag parameter estimations for a given QSO target and fitting method. They will reveal the nature of any artefacts which can occur due to the cadence, generative model, or interpolation of the input light curve. Furthermore, it allows us to test whether the DRW model predicts lags that are too optimistic and therefore estimate a more robust uncertainty for the lag. We perform such analysis with 50,000$^1$ simulated light curves constructed by sampling from the time-scale distributions fit to the Smith et al. (2018) Kepler light curve and priors for $\sigma$, $\alpha$, and variability amplitude $\sigma$ informed by the target’s spectrum, for a given target’s cadence.

The resultant simulated continuum light curves are then smoothed with a top hat window of width $w$ and scaled by line scale $s$ to produce emission-line light curves, one of which is shown in the middle panel of Fig. 7. To generate the mixture of line and continuum emission seen through a photometric filter, we scale the continuum light curve by a continuum scale $\alpha$ and add the resultant continuum to the emission line, as shown in the lower panel of Fig. 7. The simulated observations are then taken at the same cadence as that of Target-10 and assuming the same signal-to-noise (shown as dots in Fig. 7). In order to test how dependent the lag estimate is upon the zero-point obtained from the spectral reference calibration source, we also scale the resultant continuum + line light curve by a zero-point offset bringing the total number of explicit parameters to six (where the CARMA/DRW time-scales are implicitly drawn from fits to the Kepler light curves). For Target-10, we use the distribution of these parameters fit to the Kepler sample or by inspecting the spectrum of Target-10, as appropriate. These parameter distributions are detailed in Table 2.

### 2.6 Fitting methods

For each of these light curves, we run the following analysis to derive the best estimate for the lag. For JAVELIN, we infer the DRW parameters ($\alpha$, $\sigma$, and time-scale $\tau$) of the $i$-band continuum with 200 walkers, whether generated by DRW or not. We use the output probability distributions as a prior for the lag estimation using both $i$-band and Hα light curves. We run JAVELIN with the default settings of a logarithmic prior which begins to penalize lag values larger than a third of the observational baseline (the time between the first observation and the last), and a hard limit on lags longer than the baseline itself. JAVELIN MCMC chains must have converged.

---

$^1$We arrived at this number simply by tracking the stability of our results as the number of simulations increases. At around 50,000, the reduction in the lag uncertainty from deconvolution (see Section 3) reaches a plateau. The optimal number of simulations may be different for different objects.
Figure 6. The difference between different CARMA process orders (whose matched parameters are described in the legend). Top left: The power spectra of the CARMA processes. Top right: The structure function of the CARMA processes. Lower: One realization for each CARMA process generated from the same random seed.

Figure 7. One of the 50,000 light curves generated from a grid of parameters based on the Kepler light curves. The continuum, pure line, and line with continuum light curves are shown in blue, red, and green, respectively. The lines depict the intrinsic light curve generated by the simulated QSO using the DRW covariance kernel. The noisy observations, with the same signal-to-noise ratio as the calibrated Target-10 light curves are shown as points. The mean flux of each of the light curves is shown as a horizontal line.

Table 2. 50,000 draws were taken from these parameter distributions to create the simulated light curves for Target-10. Each draw created a different continuum light curve from the posterior distribution of CARMA(2, 1) fit to a randomly chosen Kepler light curve. The result was then propagated through a lagged smoothing window of width \( w \) days, scaled by line scale \( s \), and added on to the continuum at the position of the H\( \alpha \) photometric filter (\( \alpha c(t) \)) to create the narrow-band light curve.

| Parameter | Distribution | Source |
|-----------|--------------|--------|
| Kepler light curve | Choice[\( n = 20 \)] | Smith et al. (2018) |
| \( \log(t_{\text{lag}}) \) | \( U(0, 300) \) | Set to cover |
| \( \log \sigma \) | \( \mathcal{N}(-2.2, 1) \) | Prior from Target-10 |
| CARMA \( \tau \) | \( \sim P(\tau_{\text{Smith}}+1) \) | Smith et al. (2018) |
| \( w \) | \( U(0, 13) \) | Set to cover |
| \( s \) | \( \mathcal{M}(1.70, 1.21) \) | Measured from spectrum |
| \( \alpha \) | \( \mathcal{M}(1.20, 0.53) \) | Measured from spectrum |
| \( \sigma_z \) | \( U(0, 0.3) \) | Set from zero-point error |

before any reliable parameter estimation can be performed. The model is run until convergence is achieved, whereby MCMC is halted when the autocorrelation time for all parameters changes less than 1 per cent and the number of iterations is larger than 50 times the largest autocorrelation time estimate, as recommended by Foreman-Mackey et al. (2013).²

²http://emcee.readthedocs.io/en/latest/user/autocorr/
We find that simply using the $i$-band and $H\alpha$ time series directly with the Von Neumann estimator produces biased results. Indeed, for light curves with $\alpha > 0$, the Von Neumann estimator starts to underestimate the lag. Therefore, when estimating lags with the Von Neumann estimator, we subtract the $i$-band continuum photometry from the $H\alpha$ narrow-band photometry within the estimator. We apply the Von Neumann algorithm detailed by Chelouche et al. (2017) for 5000 samples, where each iteration samples a different realization of the Target-10 light curve from its flux uncertainties (the FR/RSS scheme defined by Peterson 2004) and subtracts the continuum realization from the narrow-band realization.

This results in a large hypervolume of probability distributions which we can marginalize over to give us the accuracy of lag estimates as a function of known input lags, for each fitting method. Due to the presence of more than one strong peak in the lag probability distributions, taking the median of an MCMC chain array may result in the parameter estimate being located in an area of low probability, between peaks, and not near a region of high probability. Therefore, any quoted estimate and its uncertainty could be misleading. We choose not to identify the primary peak by eye, but use a mode-finding method to identify the most probable solution within the highest posterior density (HPD).
The shaded regions correspond to the 68 per cent density region covered by random draws from the Javelin posterior probability distribution. The black error bars denote the calibrated observations for each waveband.

Figure 9. The posterior predictive light curves for Target-10 in mJy. Top: The redshifted He band light curve containing a mixture of Hα line emission and continuum emission. Bottom: The i-band continuum emission. The redshifted Hα band light curve contains more than one lags contains more than one peak. Therefore we can be justified in disregarding the peaks below −100 d. In particular, the Von Neumann estimator routinely places a large inaccuracy mass into a peak at −200 d. We find that there is always a large peak for all fitting methods at around 0–14 d, which coincides with the average cadence of observations (14 d).

The KDE method allows us to assess the most likely peak without referring to the unstable maximum likelihood point, but it also implies a large uncertainty on the lag given that there are other regions of high probability which cannot be ruled out a priori. We can address the issue in four ways:

(i) Use the output lag distribution for our reliability simulations to mitigate the effect of non-linear artefacts that arise from the fitting process.

(ii) Apply a prior to the lag distribution based on previous lag and luminosity measurements, and established relations i.e. (Bentz et al. 2013).

(iii) Limit analysis to the range of lags bounded by the minima surrounding the tallest peak.

(iv) Combine estimations from each fitting method, thereby mitigating the biases which are not shared by both methods.

We perform only the first, third and the last steps detailed above since we want our lag measurement to inform the trest−E_{5100} relation, which cannot be done independently if our measurement is a result of an application of a prior based on the same relation.

3.2 Lag estimation for Target-10

We perform the same fitting procedure for Target-10 as we did for our simulated light curves, using Javelin and the Von Neumann estimator. Fig. 9 shows the Javelin posterior predictive distribution for the observed light curves of Target-10 based on the burnt-in chain (i.e. with the first 1000 steps for the MCMC chain removed). The Hα predictive posterior light curve is the linear combination of continuum and emission-line light curves where the emission line flux is only a fraction of the continuum. Manually identifying the time delay between them will be difficult.

Fig. 10 shows that the most likely positive peak from Javelin coincides with the a peak from Von Neumann estimator. Corroboration from a model-independent method increases the likelihood of our detection being real.

However, the distribution of Hα lags contains more than one convincing (SNR > 3) peak in both methods. Fortunately, since we have constructed a large suite of simulated light curves over a large range of DRW parameters, we can estimate the distribution of lag artefacts that results only from the fitting process and the properties of our data. We can then use the distribution to inform us as to which peak is the ‘real’ one. For both Javelin and Von Neumann, we take the median PDF over all simulated light curves.
Figure 11. The probability distributions for rest-frame lag of Target-10 before and after artefact deconvolution for JAVELIN and the Von Neumann estimator performed on CARMA(2,1) and DRW light curves. **Top panels:** The full probability distribution for rest-frame lag as the blue histogram along with the artefact distribution in black derived from simulated light curves. **Bottom panels:** The cleaned distribution of rest-frame lags for Target-10, where the artefact distribution is deconvolved from the output rest-frame lag distribution. The region marked by dashed lines indicates the region where we estimate the 68 per cent HPD interval (shaded red area), along with the mode (red line), which is determined by the position of the minima around the highest peak in the top panel (following the method performed by Grier et al. 2017).

This creates a distribution of lags without a peak corresponding to the true input lag, since the median at any point will suppress such a peak. We scale the artefact distribution, an approximation of $1 - P(t_{H\beta})$, so that its median probability matches the median probability of the distribution of Target-10, $P(t_{H\beta} | \mathcal{D})$. Then we divide the Target-10 lag distribution by this artefact distribution, which has the effect of suppressing spurious peaks. The results for JAVELIN and the Von Neumann estimator are shown in Fig. 11.

We can see in Fig. 11(a) that when the light curves are DRW-generated, as JAVELIN assumes, the artefact distribution contains many peaks. The highest peak in the lag PDF for Target-10 at $\sim 100$ d is completely accounted for by DRW + JAVELIN effects. However, the much smoother distribution shown in Fig. 11(b) from using CARMA(2,1) light curves, perhaps resulting from the greater inaccuracy in lag estimation, does not account for this peak. The artefact PDF of the Von Neumann estimator, shown in Fig. 11(c),...
contains many peaks, but the largest is centred around 0 d and does not account for the large probability mass found at −200 d.

The accuracy of the JAVELIN estimations on CARMA(2,1) over input lag and input variability amplitude is shown in Fig. 12. There is a clear region where JAVELIN appears to be able to recover lags: the lag must be smaller than 170 d to have the best chance of recovery and the continuum amplitude variability limit coincides with the mean fractional noise in the continuum light curve (0.01).

Partially following the method of Grier et al. (2017), we select the region bounded by the minima of the tallest peak (dashed lines in Figs 11 and 13) in the distribution that still contains artefacts. We then estimate the region of 68 percent probability in the cases of artefact inclusion and deconvolution as shown in Fig. 11. In order to show that any detected lag robust to choice of model and to make use of all available data, we combine the PDFs of the deconvolved Von Neumann and JAVELIN lag estimations by multiplying them (shown in Fig. 13). We do not include the PDF estimated from JAVELIN with the DRW-generated artefact distribution, since we have shown that this is too optimistic. Deconvolution and combination do not entirely remove all ambiguity in the lag PDF, but it does push much of the probability mass into three distinct peaks at −105, −20, and +63 d. The lack of noise and distinct peak heights makes reporting the +63 d lag more trustworthy and robust to the assumed generative time-series model (Von Neumann does not assume any model and the CARMA(2,1) tests JAVELIN’s resilience to mismatch).

We recover an Hβ lag for Target-10 of $73^{\pm 15}_{\pm 1}$ d without attempting to remove the influence of artefacts or combining techniques and then an Hβ lag of $65^{\pm 6}_{\pm 0}$ d when we apply artefact deconvolution and method combination. The lags estimated before and after deconvolution for each method are shown in Table 3.

The best KDE estimate of the lag of Target-10 is consistent between both distributions but the uncertainty shrinks by 2.5 when we use the artefact deconvolution method to simplify the posterior and combine estimates from different techniques.

### 3.3 Fits to the $t_{\text{H}\beta} - L_{5100}$ Relation

Using our derived time lag, we fit a power law, with scatter, to the lag versus luminosity in linear space

$$t_{\text{test}}'/d = 10^k \left[ \lambda L_{\odot}/10^{44} \text{ergs}^{-1} \right]^a,$$

$$t_{\text{test}} \sim \mathcal{N}(\mu = t_{\text{rest}}', \sigma = t_{\text{rest}}'''),$$

where $t_{\text{test}}$ is the lag that would be observed without the effects of intrinsic scatter in the relation and $t_{\text{rest}}'$ is the observed lag including that intrinsic scatter. The normal distribution is indicated as $\mathcal{N}$. Our fitting priors for the slope $\hat{a}$, intercept $\hat{K}$, and scatter scale $\hat{\epsilon}$ are

$$\hat{a} \sim \mathcal{N}(\mu = 0.5, \sigma = 0.75),$$

$$\hat{K} \sim \text{Trunc} \mathcal{N}(\mu = 1.5, \sigma = 1.0, a = 0, b = \infty),$$

$$\log[\hat{\epsilon}] \sim \mathcal{N}(\mu = -2, \sigma = 1).$$

We correct the luminosity of our target for a host contribution of 24 per cent, as in Bentz et al. (2013). The details of the correction can be found in Appendix B. We do not fit a straight line in log space since the uncertainties in lag and luminosity along with the scatter are not strictly Gaussian in linear space and definitely not in log space. This subtlety may have a significant impact on the slope of the fit relation and therefore on its interpretation. We use this opportunity to test whether the correct treatment of non-Gaussian uncertainties makes a difference to resultant fit. We resample the uncertainty distributions of the lag estimations 1000 times per data point in order to fit the power law. In this way, we incorporate the probability distribution from JAVELIN naturally while also treating values from the literature correctly. We do not fit the power law to the Grier et al. (2017) data set since they reason that large selection effects due to limited monitoring cadence and duration may bias their lag measurements to lower values more so than the Bentz et al. (2013) sample. Instead, we use the Clean2 + ExtCorr data set from Bentz et al. (2013), which excludes two AGNs due to potentially biased time lags and corrects the influence of internal extinction of one other. We recover the parameters listed in Table 4.

Fig. 14 shows the fit lag–luminosity relation to the Bentz et al. (2013) Clean2 + ExtCorr sample. There is no significant difference between the fits with and without Target-10 included. However, fitting in linear space produces a shallower relation (by $\sim 0.013$) than that of Bentz et al. (2013) and so, at extremes of luminosities, we find that our fit is significantly (3σ at 41 dex) different to the log–log straight line. Additionally, the uncertainty in our fit parameters is much reduced when compared to Bentz et al. (2013) and the scatter is larger (by about 0.5 dex). We also note that the impact of selection effects upon this and any fit of a $t-L$ relation will be dependent on the cadence and duration of observations. This may go some way in explaining the seemingly excessive number of QSOs populating the space below the Bentz et al. (2013) data points. Furthermore, there may be an accretion rate dependence whereby the more fundamental relation is the plane of rest-frame lag, luminosity, and accretion rate, as outlined by Du et al. (2016a). However, the explanatory power of this model is small for sources with the low accretion rates seen in the Grier et al. (2017) sample.

Propagating the posterior lag distribution for Target-10 through equation 1, using the virial factor from Grier et al. (2013a) with a Gaussian distribution of $(f) \sim \mathcal{N}(\mu = 4.3, \sigma = 1.1)$, we arrive at the distribution for black hole mass shown in Fig. 15. The best estimates, with and without deconvolution of artefacts, for black hole mass are only separated by 0.01 dex.
Figure 13. The probability distribution for rest-frame lag of Target-10 after combining the artefact deconvolved distributions of the Von Neumann estimator and Javelin.

Table 3. The estimated lags for each method and model assumption, assuming that the real peak lies within the region demarked by the dashed vertical lines as described above.

| Method                  | No deconvolution | Deconvolved     |
|-------------------------|------------------|-----------------|
| JANELIN with DRW        | $73^{+4}_{-1}$ d | $72^{+5}_{-1}$ d |
| JANELIN with CARMA(2,1) | $73^{+4}_{-1}$ d | $72^{+5}_{-10}$ d |
| VN with CARMA(2,1)      | $66^{+12}_{-6}$ d| $65^{+5}_{-1}$ d |
| Combined CARMA(2,1)     | —                | $65^{+6}_{-1}$ d |

Table 4. Lag fit parameters for data sets with and without Target-10. The fit results from Bentz et al. (2013) are included but the scatter has been approximately converted to the power-law model using $\epsilon \approx 10^{-\sigma}$ for comparison.

| Data Set                 | $\hat{K}$     | $\hat{a}$    | $\log[\hat{\ell}]$ |
|--------------------------|---------------|--------------|---------------------|
| Clean2 + ExtCorr + Target10 | $1.54^{+0.03}_{-0.02}$ | $0.494^{+0.001}_{-0.001}$ | $-0.542^{+0.005}_{-0.005}$ |
| Clean2 + ExtCorr          | $1.539^{+0.001}_{-0.002}$ | $0.480^{+0.001}_{-0.001}$ | $-0.623^{+0.004}_{-0.005}$ |
| Clean2 + ExtCorr (Bentz + 13) | $1.559^{+0.024}_{-0.024}$ | $0.549^{+0.028}_{-0.027}$ | $-1.016^{+0.169}_{-0.187}$ |

Fig. 16 shows the black hole mass–luminosity relation for the Bentz et al. (2013) Hβ lags with line widths from the AGN Mass Catalogue (Bentz & Katz 2015). The parameter fits for the mass–luminosity relation are detailed in Table 5. We find that Target-10 is in good agreement with the Bentz et al. (2013) Clean2 + ExtCorr data set. We find that the scatter of the mass–luminosity relation (0.5 dex) is much larger than that of the lag–luminosity relation in log space.

4 DISCUSSION

4.1 Efficiency

This observing campaign totalled 17.4 h (15.2 for Hα and 2.2 for i-band) in total, with 5.9 h dedicated to Target-10. This is far shorter than the large majority of spectroscopic observing campaigns such as Shen et al. (2015a) where the typical epoch consists of at least eight 15 min subexposures rather than our single 10 min exposure with the Liverpool Telescope per epoch. Grier et al. (2017) achieved an average uncertainty of $3^{+6}_{-1}$ d and a maximum SNR of 23.1 whereas Target-10 has an uncertainty of $6^{+1}_{-1}$ d (SNR = 18.6), with much of the uncertainty attributed to artificial peaks having been mitigated using our simulations (see Section 3.2).

We define efficiency as the mean SNRlag achieved for a given observing campaign divided by the total time required.

$$\epsilon = \frac{\sum_{i=0}^{n-1} \text{SNR}_{\text{lag}}}{n \times \text{t}_{\text{total}} / (D/2)^2},$$

where $n$ is the number of observed targets (detection or not), $t_{\text{total}}$ is the total observing campaign observing time, and $D$ is the primary 3Calculated from the fit line in log space (Fig. 16) with a 1σ width of $0.5$ dex. $1 - P(-0.3 < t \leq +0.3) = 0.5$.
Figure 14. The rest-frame lag–luminosity relation shown for data from Bentz et al. (2013) (circles), Grier et al. (2017) (triangles), and Target-10. All points are coloured by redshift. The best estimate for the lag of Target-10 is shown as a bold green circle with and without the artefact deconvolution. The best-fitting line in log space to the Clean2 + ExtCorr data set by Bentz et al. (2013) is shown in grey, the best-fitting line in linear space to the same data is shown in red. The best fit in linear space to the Clean2 + ExtCorr data set as well as Target-10 is shown in blue. The scatter estimated by MCMC in all best-fitting lines is indicated by dashed lines.

mirror diameter. The mirror diameters are 2.5 m for SDSS-RM and 2 m for this work, which uses the Liverpool Telescope. This gives us the expected signal-to-noise for a given QSO per hour of observation per collecting area. In order to make a fair comparison, we include the SDSS spectrum integration time required to estimate velocity dispersions for each of our targets in the total time required to observe our targets as well.

We have achieved an efficiency of $\epsilon = 14.0 \times 10^{-3}$ h$^{-1}$ m$^{-2}$, whereas with spectroscopic reverberation mapping, SDSS-RM achieved $\epsilon = 4.4 \times 10^{-3}$ h$^{-1}$ m$^{-2}$, where our fraction of sources with detected lags (0.2) is the same as that of Grier et al. (2017). This is a 218 per cent increase in efficiency over the multiplexed SDSS-RM campaign. If we instead calculate the signal-to-noise per hour per square metre per object, SNR/t$_{obj}$, we find that on average we achieve 12 times more signal-to-noise per hour than Grier et al. (2017). Since the SNRs of the Grier et al. (2017) lags do not depend strongly on redshift, observed flux, or luminosity, this is a fair comparison.

The efficiencies described above include targets that we have observed but not analysed and consider the whole observing campaign at once. If we only consider Target-10 compared to the most precise lag measured by Grier et al. (2017), for SDSS-J142103.53+515819.5, our efficiency rises to 18 times more signal-to-noise per hour per square metre than Grier et al. (2017).
long-term photometric reverberation mapping campaigns. Designed to accurately measure photometric redshifts for galaxies up to $z = 1$, with its unprecedented 56 narrow-band filters, J-PLUS could easily observe the continuum and a wide range of emission lines for a sample of QSOs observed during calibration exposures. In addition, instruments such as the PAUCam (Castander et al. 2012; Padilla et al. 2016), providing 40 narrow-band filters in addition to the $u, g, r, i, z$, and $y$ photometric filters, could also detect lags with higher SNR and a larger range of redshifts than Io:O. These observations could provide a far more detailed map of the BLR as inferred by Williams et al. (2018), and also provide a large enough data set to perform continuum reverberation mapping (Mudd et al. 2018) to estimate accretion disc sizes.

The Large Synoptic Survey Telescope (LSST; Marshall et al. 2017) will run a 10 yr survey over 30000 square degrees of sky with six broad-band photometric filters. LSST will observe the same regions of sky with a high frequency and 3 d cadence, making pure photometric reverberation (Zu et al. 2016) with large numbers of QSOs a realistic possibility (Chelouche et al. 2014). A QSO light curve data set from LSST would probe the extremes of timescales where the DRW model for QSO variability is thought to break down (Zu et al. 2013) while also providing opportunities for continuum mapping (Mudd et al. 2018). However, it is currently not clear whether LSST will be able to estimate accurate lags since Chelouche et al. (2014) do not account for photometric measurement errors, dilution of light curve variations by host galaxy contribution, seeing effects which affect the host/nucleus separation, and luminosity determination. Indeed, the selection is restricted to objects with strong emission lines, which is not the case for narrow-band photometric reverberation mapping.

Given that we can measure lags with 7 d uncertainty with current instrumentation, for baselines longer than $3\times10^3(1+z)$, these survey’s long campaigns and high cadences, along with high-precision photometry, will likely provide more than enough signal-to-noise for lag estimation for hundreds of QSOs/AGN covering a large range of lags and luminosities. Indeed, strategic application of photometric continuum mapping and multiple narrow-band filters probing multiple BLR radii will yield much information regarding the geometry and mass of SMBHs.

### 5 CONCLUSIONS

We demonstrate an efficient method for purely photometric QSO reverberation mapping at high redshift ($z = 0.351$) using JAVELIN (Zu et al. 2013, 2016).

(i) We observe 10 targets selected for their estimated signal-to-noise, observable time, and inferred H$\beta$ emission line lag (according to the $t_{\text{lag}}-L_{\text{H}\beta}$ relation fit in Bentz et al. 2013).

(ii) Observing conditions ruled out the observation of five of our selected targets and four observed targets did not have the required baseline, recommended by Shen et al. (2015a), to observe their expected lag given their luminosity. We therefore proceed to discuss only SDSS-J144645.44+625304.0 (referred to as Target-10).

(iii) We calibrate the H$\alpha$ and i-band light curves, using an ensemble photometry method, to SDSS AB magnitudes. In order to achieve as accurate an H$\alpha$ relative calibration zero-point as possible, we use the only available SDSS-BOSS spectrum. This spectrum is observed to be resolved into two components in both our i-band and H$\alpha$ exposures, and the SDSS i-band exposures. Therefore, we fit a two-component Gaussian model to the source...
Figure 16. The black hole mass–luminosity relation shown for the sample from Bentz et al. (2013) (circles), Grier et al. (2017) (triangles), and Target-10. The black hole masses for the Bentz et al. (2013) sample are drawn from the AGN Mass Catalogue where possible and calculated using $f = 4.3 \pm 1.1$ (Grier et al. 2013b). The Grier et al. (2017) masses are scaled from $f = 4.47$ to $f = 4.3$. All points are coloured by redshift. The best estimate for the mass of Target-10 is shown in green with and without the artefact deconvolution. The best fit in linear space to the Clean2 + ExtCorr data set as well as Target-10 is shown in red. The scatter estimated by MCMC in all best-fitting lines is indicated by dashed lines.

Table 5. Mass fit parameters for data sets with Target-10, using the same parametrization for a power law as in Table 4.

| Data Set                  | $\hat{K}$      | $\hat{\alpha}$ | $\log[\tau]$ |
|---------------------------|----------------|-----------------|---------------|
| Clean2 + ExtCorr + Target10 | 8.048$^{+0.002}_{-0.002}$ | 0.535$^{+0.001}_{-0.002}$ | $-0.017^{+0.006}_{-0.004}$ |

in order to transform to the same seeing as the BOSS observation before fitting a zero-point.

(iv) JAVELIN and other tools assume the frequently used DRW model and the effect of this assumption on the accuracy of lag estimation when the light curves are not DRW-generated is not known.

To make our lag robust to the choice of model and interpolation of the model, we generate 50 000 simulated CARMA(2,1) and DRW-generated light curves based on CARMA(2,1) fits to the reprocessed Kepler light curves (Smith et al. 2018) using the same cadence and signal-to-noise measured in our calibrated light curves for Target-10. We find that although the accuracy of JAVELIN decreases when its base assumption is violated, it can still recover the correct input lag. Indeed, a model-independent Von Neumann estimator corroborates the 63 d peak in the JAVELIN lag PDF.

(v) We find that the output lag probability distribution from photometric RM is frequently affected by multiple peaks, some at negative lag values. We find that median estimate of the lag from the posterior probability distributions often reports inaccurate
Table 6. The efficiencies, calculated with different selection criteria, for SDSS-RM (Shen et al. 2015b; Grier et al. 2017) and this work. The efficiencies are calculated using equation 12. We compare the efficiencies on a per object basis as well as over the whole campaign. We compare our Target-10 to the most similar QSO in the Grier et al. (2017) catalogue (based on $f_{5100}$) and to their most precise lag estimation (in terms of SNR$_{lag}$). In all cases, photometric reverberation mapping is more efficient than spectroscopic reverberation mapping.

| Selection | $\epsilon_{SDSS-RM}$ | $\epsilon_{This \ work}$ | $\epsilon_{SDSS-RM}$ | $\epsilon_{This \ work}$ |
|-----------|----------------|----------------|----------------|----------------|
| $i_{AB} < 18$ | All objects | 4.4 | 14.0 | 3.2 |
| $i_{AB} < 18$ | Grier+17 | 3.1 | 4.5 |
| Target-10 | min[$\Delta f_{5100}$] | 1.3 | 356.7 | 274.4 |
| | max [SNR$_{lag}$] | 17.7 | 20.2 |

Figure 17. Estimated black hole mass versus the Hβ velocity dispersion. The Benet et al. (2013) sample is shown in blue, Grier et al. (2017) sample is shown in orange, and Target-10 is shown in green with and without the Benet et al. (2013) prior applied. The line widths for the Benet et al. (2013) sample are retrieved from the AGN Mass Catalogue (Bentz & Katz 2015).

values and large uncertainties for lags. We therefore use an HPD kernel method (Section 3.2) to automatically identify the most probable peak objectively. Using the HPD kernel method, we report the reliability of Javelin and Von Neumann estimated lag over 0–316 d. We are able to reliably recover the original input lag over all other nuisance parameter ranges for the simulated light curves with an average of 6 per cent deviation when the input lag is less than 170 d. When simulating light curves based on the signal-to-noise and cadence of Target-10, we find that an error of no more than 0.4 mag in Hz narrow-band zero-point calibration is still able to recover the given input lag to within an average of 6 per cent.

(vi) Using the simulated light curves generated from reprocessed Kepler light curves (Smith et al. 2018), we compile a distribution of artefacts in the lag distribution produced by the Javelin and Von Neumann fitting procedure. We deconvolve the artefact distribution from the lag distributions of Target-10 and combine the estimations from both Javelin and the Von Neumann estimator, measuring Hβ lags and black hole masses with smaller uncertainties than without artefact deconvolution. We find that the best estimate of the Hβ lag and black hole mass do not change beyond the 68 per cent HPD credible interval when the artefact deconvolution is applied but their uncertainties shrink. We recover an Hβ lag for Target-10 of $73^{+6}_{-7}$ d with Javelin and an Hβ lag of $65^{+10}_{-8}$ d when we apply artefact deconvolution to both Javelin and the Von Neumann estimator and combine their results. Assuming an $f_{5100} = 4.3 \pm 1.1$, we measure a black hole mass for Target-10 of $10^{8.22^{+0.15}_{-0.13}} M_\odot$ with Javelin and a black hole mass of $10^{8.25^{+0.15}_{-0.13}} M_\odot$ when we apply artefact deconvolution and combination.

In conclusion, we find that if a DRW model is assumed by the fitting procedure when the light curves are generated by a different CARMA process, we can still recover accurate lags (despite a small loss in reliability). We find that by analysing the resulting probability distribution with more in-depth techniques, we can approach the precision demonstrated by spectroscopic reverberation mapping using photometric techniques. Furthermore, we can achieve this precision with a quarter of the total exposure time that the SDSS-RM programme required to achieve a higher average SNR with a smaller telescope. This results in a 218 per cent increase in efficiency over SDSS-RM. These simple yet powerful photometric methods can be readily applied to large surveys which require regular calibration in order to build a large baseline of known QSO observations.
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APPENDIX A: PHOTOMETRIC CALIBRATION

To further improve our set of reference sources, we perform a number of checks. First, we perform the same aperture photometry extraction using SOURCE EXTRACTOR that we used on our own i-band exposures on the SDSS i-band exposures that contain the candidate reference sources. If the Petrosian magnitude extracted from SDSS exposures by SOURCE EXTRACTOR does not agree with the Petrosian reference sources. If the Petrosian magnitude extracted from SDSS mAB point. We fit a spline to ‘well-behaved’ sources, where we can fit a single flat i magnitude. We then select those candidate reference sources which correspond to the region where aperture photometry is the least affected by saturation and noise, and is shown in the first quadrant of Fig. A1. Ideally, we would fit a single value of $m_{AB} - m_s$ against all instrumental magnitudes $m_s$ to measure the i-band zero-point. However, as shown for the three example exposures in Fig. A1, the IO:O CCD can become saturated for many bright sources and faint sources are noisy. This results in non-linearity at both high and low magnitudes. We therefore employ a spline-based technique to select a contiguous range of SOURCE EXTRACTOR magnitudes containing ‘well-behaved’ sources, where we can fit a single flat i-band zero-point. We fit a spline to $m_{AB} - m_s$ against $m_s$ and find the range in which the gradient of the spline is $0 \pm 0.05$ mag. This range corresponds to the region where aperture photometry is the least affected by saturation and noise, and is shown in the first quadrant of Fig. A1. We then select those candidate reference sources which have instrumental magnitudes within that range. These sources, along with Target-10, are highlighted in Figs A2 and A3.

In order to estimate the exposure zero-points and their uncertainties to the greatest accuracy, we employ an ensemble photometry technique similar to Honeycutt (1992). We start out by fitting the instrumental magnitudes to SDSS AB magnitudes while also fitting a mean instrumental magnitude, $\hat{m}_{r,i}$, assuming that our reference sources are non-variable. This results in a log likelihood given by

$$\ln \mathcal{L} \propto \sum_{r=1}^{N_r} \sum_{i=1}^{N_i} (m_{i,r} + \hat{z}_r - \hat{m}_{r,i})^2 w_{i,r} + \sum_{r=1}^{N_r} \frac{(\hat{m}_{r,i} - m_{AB}^{r,i})^2}{\sigma_{r,i}^2},$$  \hspace{1cm} (A1)$$

where $m_{i,r}$ is the instrumental magnitude for reference source $r$ in exposure $e$ with weighting $w_{i,r}, \hat{m}_{r,i}$ is the magnitude of reference source assuming that it does not vary over the course of observations, $\hat{z}_r$ is the zero-point for exposure $e$, and $m_{AB}^{r,i}$ is the AB magnitude of reference source $r$ as measured by SDSS with its associated uncertainty $\sigma_{r,i}^2$. We begin the fitting procedure by setting the

Figure A1. The selection of acceptable reference sources for Target-10 in the i-band. Top left: The derivative of the splines that were fit to the difference between SDSS AB Petrosian magnitude, $m_{AB}$, and SOURCE EXTRACTOR instrumental Petrosian magnitude, $m_s$, for each exposure. Other quadrants: a sample of three exposures are shown in the other three quadrants of this figure. The region where the gradient of all splines is less than $0.05$ mag, is bounded by two vertical lines. All sources plotted here have SDSS CLEAN = TRUE and SOURCE EXTRACTOR FLAGS $= 0$. Those sources whose extracted Petrosian magnitude extracted from the SDSS calibrated images is the same (not the same) as that extracted from the same image using SOURCE EXTRACTOR, to within $0.05$ mag, are shown in black (red). Those sources which are accepted for use as reference sources by spline fitting (see section 2.3) are shown in green. Target-10 is shown in blue.

Figure A2. Stacked i-band exposures for Target-10. The QSO is circled in red and its accepted references are circled in blue.

Figure A3. Stacked Hα exposures for Target-10. The QSO is circled in red and its accepted references are circled in blue.
weight \( w_{er} \) for each reference source at each exposure to the instrumental magnitude uncertainty given by SOURCE EXTRACTOR, \( 1/\sigma_{er}^2 \). We then fit the quantities \( \hat{m}_r \) and \( \hat{\sigma}_r \) using EMCEE (Foreman-Mackey et al. 2013) with 20 walkers until chain convergence is observed.

Some reference sources may indeed vary over the course of our observations. In addition, the instrumental uncertainty from SOURCE EXTRACTOR may be underestimated by some factor. In order to reduce the offset to the zero-point caused by the inclusion of varying sources, we scale the initial weighting by its probability in a fit student’s t-distribution

\[
w_{er} \rightarrow \frac{p_{er}}{\sigma_{er}^2}.
\]

\( p_{er} = T(m_{er} - \hat{m}_r | \hat{\mu} = 0, \hat{\lambda}, \hat{\nu}), \)  

(A2)

where the inverse scale parameter, \( \hat{\lambda} \), and number of degrees of freedom, \( \hat{\nu} \), are both fit to the distribution of \( m_{er} - \hat{m}_r \) assuming a mean of \( \hat{\mu} = 0 \). The student’s t-distribution fit to the distribution of deviations of the instrumental magnitudes from their estimated mean (i.e. the distribution of the values of the black points in Fig. 3), will update the weighting of each magnitude in each exposure and therefore assign very low weighting to sources which have larger variability over the course of our observations than others. We iteratively run this reweighting procedure until each flux measurement in the light curve of the target QSO no longer changes within a tolerance of 0.001 mag. This typically takes 3–5 runs of MCMC inference, updating the weighting each time. The resulting light curves are shown in Table A1.

### APPENDIX B: QSO HOST DECOMPOSITION

We correct for the contribution of the host galaxy by fitting a host disc and QSO point source, both convolved with the SDSS i-band PSF obtained from the relevant PSFiel d file eigenimages, to the SDSS i-band photometry.

We use the nested sampler DYNesty (Speagle 2019) and allow all parameters to vary including the background, orientation, ellipticity, and centre point. We use uniform priors on each parameter as shown in Fig. B1 except the centre point \( x_0, y_0 \), for which we impose a normal prior distribution at the measured RA and Dec. of the target with a width of 2 pixels. As shown in Fig. B1, we find strong constraints of the contribution of the host (24 per cent) and the maximum posterior model image residual shows that we have successfully modelled Target-10.

We also fit a QSO + disc + bulge with a Sersic index of 4, but the data do not support the additional complexity of another component, with Bayes factor of \( \log \{P(\text{data|disc})/P(\text{data|disc + bulge})\} = \log [B_{\lambda,d,b}] = 2.3 \) in favour of the simpler model.
Figure B1. The posterior distribution of the QSO + Host fit to SDSS $i$-band data. The bounds of the cornerplot axes indicate the bounds of the uniform prior used in the nested sampling, except $x_0$ and $y_0$ for which the prior is normal with a width of 2 pixels. The parameters left to right are QSO amplitude, host amplitude, effective radius of the disc, the centre point, ellipticity, orientation angle, and background. The inset histogram is the derived posterior distribution of the ratio of QSO luminosity to host luminosity. The maximum posterior image of the QSO + host model is shown in the five top left axes. The top three images show the total model and its residuals from the data. The bottom two show the QSO and disc components convolved with the PSF separately.
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