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Abstract—Stock selection attempts to rank a list of stocks for optimizing investment decision making, aiming at minimizing investment risks while maximizing profit returns. Recently, researchers have developed various (recurrent) neural network-based methods to tackle this problem. Without exceptions, they primarily leverage historical market volatility to enhance the selection performance. However, these approaches greatly rely on discrete sampled market observations, which either fail to consider the uncertainty of stock fluctuations or predict continuous stock dynamics in the future. Besides, some studies have considered the explicit stock interdependence derived from multiple domains (e.g., industry and shareholder). Nevertheless, the implicit cross-dependencies among different domains are under-explored. To address such limitations, we present a novel stock selection solution—StockODE, a latent variable model with Gaussian prior. Specifically, we devise a Movement Trend Correlation module to expose the time-varying relationships regarding stock movements. We design Neural Recursive Ordinary Differential Equation Networks (NRODEs) to capture the temporal evolution of stock volatility in a continuous dynamic manner. Moreover, we build a hierarchical hypergraph to incorporate the domain-aware dependencies among the stocks. Experiments conducted on two real-world stock market datasets demonstrate that StockODE significantly outperforms several baselines, such as up to 18.57% average improvement regarding Sharpe Ratio.
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1 INTRODUCTION

The continual growth of global market capitalization has spawned the prosperity of quantitative investment, which provides numerous investors and traders unprecedented opportunities to meticulously select valuable stocks for maximizing profit returns. The majority of ground-breaking research focuses on stock prediction tasks that can be formulated as binary classification or regression tasks to forecast future stock movements (e.g., stock prices) [1], [2]. In contrast, this study investigates a newly emerging but more complex task, i.e., stock selection, which can be framed as a learning to rank problem. Specifically, stock selection mainly attempts to optimize the target of investment regarding the profit returns, which not only considers the future trends of massive stock candidates but also needs to select the stocks with maximum profitable returns. Consequently, tackling the stock selection problem is a challenging and non-trivial task owing to several uncertainties such as high volatility and historical dependence on the stock market.

As one of the common clues, learning historical stock transactions can help reveal the stock’s future evolution, which in turn enables us to determine which stock is the most profitable investment. The motivation is that earlier studies have demonstrated that stock movements, to some extent, are predictable according to literature in behavioral finance and behavioral economics [3], [4]. Conventional approaches usually adopt time-series models to capture the historical influences and changes of diverse time-series market signals, such as open price, close price, trading volume, and others. For instance, researchers have used ARIMA [5] or GARCH [6] to study the stock volatility based on a given indicator, e.g., daily close price. Moreover, numerous endeavors develop various machine learning algorithms, e.g., SVM [7], Random Forest [8], HMM [9], to explore the stock fluctuations from historical transaction data. However, those approaches fail to take into account the inherent non-stationary fluctuations of the stock market and are not usually compatible with stock trends in real financial scenarios, which could ultimately fail in choosing more profitable stocks [10].

Recently, the widely used deep learning approaches such as recurrent neural networks have become a natural choice for capturing the evolution of historical stock transactions [11], [12]. In addition, The Efficient Market Hypothesis (EMH) indicates that the stock movements could be affected by relevant information from multiple sources [12]. For instance, textual data sources such as financial news and public reviews are now being used to expose their influence in understanding the stock trends [13], [14], [15]. Publicly available company information, as another source has been analyzed to investigate the internal dependencies in the stock market. It has become a substantial and valuable clue to promote stock movement modeling in addition to solely exploring the historical stock moving patterns [14], [16].

Recently, deep graph learning-based studies have demon-
strated that modeling the historical stock movements along with taking into account the stock dependencies can significantly help predict near-term stock trends, which further enables us to select or recommend profitable stocks for investment [2], [10]. We position our study in the second direction, as it focuses more on the implied and interactive information behind the stocks.

Although graph-based techniques have received a great deal of attention for understanding stock relationships, we consider that there are still two main interactive facts between stocks that may affect the capture of potential interdependencies: (a) Time-varying Correlation. As shown in Fig. 1, we respectively visualize the trend of one-day returns for three stocks in two different industries. We can find that the correlation strengths between these stocks evolve over time. Some stocks (e.g., APPL and NICE) have synchronous evolving trends while some (e.g., EXPE and PHIIK) maintain competitive trends. In the real world, this phenomenon is prevalent in stock markets due to the Momentum Spillover Effect [4]. For instance, the stock price of Intel typically has an impact on the stock prices of other semiconductor firms. However, existing studies usually treat each stock’s dynamics as isolated, adhering to the standard (deep learning-based) time series modeling paradigm [17], [18], and do not consider the interactive signals between stocks regarding their past movements. This makes it impossible to specify how stock correlations have changed over time. Therefore, We consider that incorporating such time-varying correlations behind the stock movements could boost the understanding of distinct stock volatility trends. (b) Domain-aware Dependency. Despite the fact that predetermined stock relationships can be extracted from numerous publicly available domains (e.g., industry and shareholder) to enhance the stock selection performance owing to the powerful capability of GNN-based models, such as [19], [20], we argue that existing solutions only exploit the simple stock relations within a specific domain (e.g., the stocks from the same industry) while the underlying cross-dependencies among different domains are under-explored. For instance, United Airlines, FedEx and Delta Air Lines all operate Boeing planes, but Delta Air Lines has a stronger relationship with United Airlines than FedEx and Delta Air Lines as Delta Air Lines and United Airlines belong to the same industry. Thus, we consider that employing shallow knowledge can only bring limited benefits to selection performance as the complex higher-order collaborations on the predefined stock relations are not fully explored.

In addition, stock selection, as a typical time-dependent learning task, naturally includes a series of indicator observations that reflect stock trends. Furthermore, stock movements may change significantly in a short period, e.g., significant volatility in the hours after the stock market opens [21], [22]. Existing approaches based on deep neural networks should have the capability of modeling time-series data in continuous dynamic systems to address stock volatility. However, in practice, they can only take the discrete-time observations (e.g., daily level) as the input and use the static topological information structure to predict the most profitable stocks, which could result in the gap between deep neural networks and dynamic systems, ignore the uncertainty behind stock observations, and even cause the failure of predicting continuous-time dynamics regarding stock movements. For example, we usually employ RNN-based models to handle the historical price data derived from daily observations, whereafter we use them to predict future stock trends at a fixed time interval [17], [23]. However, these models could lead to investment risk and financial loss when the stock prices fluctuate rapidly within minutes or hours [15], [24].

To remedy the aforementioned drawbacks, we introduce a novel framework named StockODE to solve the stock selection problem, which is motivated by recent successful applications of Neural Ordinary Differential Equations (NODEs) in time-series data [21], [25]. In detail, we first develop a Movement Trend Correlation module to initiate the capture of time-varying correlations between different stocks’ historical movements (e.g., return ratio). Next, we design an attention-inspired Neural Recursive ODE (NRODE) block to model the historical multivariate stock movements in a continuous dynamic manner. In particular, StockODE performs as a latent variable model to relieve the uncertainty of stock fluctuations via Gaussian assumption. Finally, a Hierarchical Hypergraph Convolution Network (HHCN) is presented to address the domain-aware dependencies among the stocks extracted from relational knowledge of market environmental variables. Notably, our hierarchical hypergraph network constructs the stock interactions from intra-domain knowledge and cross-domain knowledge to learn the complexly higher-order interactions among the stocks. The main contributions of our study are summarized as follows:

- We propose a flexibly dynamic neural framework—StockODE, which provides a new perspective on stock movement learning. To the best of our knowledge, StockODE is the first attempt to involve the neural ODE to capture the temporal evolution of stock volatility in a continuous dynamic manner.
- We design a Movement Trend Correlation module that is capable of integrating the co-evolution and anti-evolution relationships between different stocks regarding historical movements.
- To capture the domain-aware dependencies behind various stocks, we devise a hierarchical hypergraph to describe the intra-domain and inter-domain knowledge from real-world relation sources.
- Our experimental results conducted on two real-world datasets demonstrate that the proposed StockODE sig-

Fig. 1. An example of stock’s movement regarding return ratio. The changes in return ratios for various stock market tickers are shown by the easily distinct colored curves.
nificantly outperforms the existing solutions regarding quantitative stock trading.

In the rest of this paper, we first review the relevant studies in Section 2 and then formalize the problem in Section 3. The details of the proposed StockODE framework are discussed in Section 4 and the results of the experimental evaluations quantifying the benefits of our approach are presented in Section 5. Section 6 concludes this study and outlines the directions of future work.

2 Related Work

We divide the relevant research into three key categories, including conventional stock movement learning, deep learning-based approaches, and market relation learning.

2.1 Conventional Stock Movement Learning

The early efforts attempt to leverage technical analysis and fundamental analysis for stock market modeling, where the former mainly relies upon the past stock trends as future indicators while the latter aims to investigate the intrinsic value of stock price, i.e., fair value [25]. For technical analysis, it aims at extracting the volume indicators from historical stock movement data, whereafter adopting the linear models, e.g., ARIMA [5], to predict stock price trends. Moreover, several machine learning-based methods, e.g., SVM and Random Forest, have been successfully involved in learning stock dynamics [7, 8]. In contrast to technical analysis, the fundamental analysis presents a newer perspective for the stock movement prediction, which considers the impact factors from the third-party data, such as social media, earning calls, and financial news [27, 28]. In essence, the existing studies concentrate on the stock trend prediction task and use a classification or regression scheme to infer the binary trend or stock future price. For instance, researchers exploit the volume indicators of historical transaction data with respect to stock movement and endeavor to model the stock dynamics with popular machine learning approaches such as Logistic Regression [29]. In contrast, stock selection (or ranking/recommendation) aims at providing optimal stock choices by ranking a stock list, which helps in achieving more profit expectations as well as relieving the investment risks [16, 30].

2.2 Deep Learning-based Approaches

Since the stock market is a dynamic system affected by multiple time-varying signals, the emerging deep neural networks especially for the recurrent networks, e.g., LSTM (long-short term memory) [31] and GRU (gated recurrent units) [32], have the capability of capturing the intricate temporal dependencies behind the multivariate time series transactions, which spurs the researchers to apply them for historical stock signal modeling [33]. For instance, [11] extended the LSTM model to enhance the accuracy of stock return prediction [34] predicted future trends of stock prices based on the price history and technical analysis indicators, whereafter it concluded that the RNN-based models achieve significant gains compared to the earlier machine learning approaches. Other popular methods, e.g., seq2seq-based [35, 36], attention-based [10, 16, 37], have also attracted researchers’ interest in stock movement learning. Due to the inherent limitation of existing deep recursive neural networks that can only receive or predict discrete time-series signals, we argue that modeling stock market should have the capability of adapting to the continuous dynamic scenarios, enhancing the perception of market volatility or uncertainty. Motivated by recent neural ordinary differential equations (ODE), we design an attention-inspired neural recursive ODE, named StockODE, which is more flexible for alleviating stock selection risks as well as promoting investment profits.

2.3 Market Relation Learning

According to Efficient Market Hypothesis (EMH) [12], the stock movements are affected by several interactive facts, that is, the significant movements of a specific stock could result in the fluctuations of other stocks in the same industrial markets and the subsidiary stock price changes can also cause the upstream parent company’s stock price movements. To this end, recent efforts turn to use the popular graph neural networks to incorporate the higher-order interactive correlations behind the stocks [4, 15, 19]. For example, GCN [38] and GAT [39] are two common but efficient solutions to aggregate the interaction impacts between the given stock and their relative stocks. Another solution turns to leverage the hypergraph for stock relation modeling to alleviate the information loss in traditional graph learning [33]. Nevertheless, we argue that the domain-level interactions behind the stocks are under-explored. That is to say, our StockODE not only aggregates the given relationships among distinct stocks but also considers the potentially higher-order interactions upon pre-defined relation prior.

3 Problem Statement

We aim at ranking a more profitable stock list for investors, assuming they have enough budget while lacking insights for investment decisions. Let \( S = \{s_1, s_2, \ldots, s_i, \ldots, s_N\} \) be a set of \( N \) stocks. For each stock \( s_i \) on trading day \( t_r \), it is associated with end-of-day data \( x_{i}^T (\in \mathbb{X}^T) \) including open, high, low, close prices and trading volume (i.e., \( x_{i}^T = [x_{i}^{o,T}, x_{i}^{h,T}, x_{i}^{l,T}, x_{i}^{c,T}, x_{i}^{v,T}] \)). The indicator details are illustrated in Table 1. As the return ratio of a stock reveals the expected revenue of the stock \( \frac{R_{R}^{T+1}}{R_{R}^{T}} \), we also set a one-day return ratio \( R_{R}^{T+1} = \frac{R_{R}^{T+1} - R_{R}^{T}}{R_{R}^{T}} \) for each stock \( s_i \) on trading day \( t_r \). Basically and formally, given historical stock data \( \{\mathbb{X}^T\}_{T=t_w+1}^{T} \) with lookup window \( w \), StockODE targets at predicting a ranking list of stocks \( \text{R}^{T+1} \) for the following trading day, where we have \( \text{R}^{T+1} = \{R_{1}^{T+1} > R_{2}^{T+1} \cdots > R_{N}^{T+1}\} \). Specifically, for any two stocks \( s_i \) and \( s_j \) (\( i \neq j \)), we let \( R_{i}^{T+1} > R_{j}^{T+1} \) if \( r_{i}^{T+1} > r_{j}^{T+1} \).

4 Methodology

In this section, we first introduce the skeleton of our proposed StockODE, followed by the details of each component. Finally, the optimization strategy and algorithm details are provided.
4.1 Architecture Overview

As illustrated in Fig. 2, it presents the overall framework of our StockODE, which mainly contains three components, i.e., Movement Trend Correlation, Neural Recursive ODE, and Hierarchical Hypergraph Convolution Network. First, Movement Trend Correlation is to capture the explicit and implicit correlations among different stocks regarding the time-evolving return ratio, which results in a generation of aggregated results $P$ by a standard self-attention neural network. Next, we devise a Neural Recursive ODE (NRODE) cell that operates $P$ with the ODE solver in a recursive manner, whereby we can use it to generate the latent variables $\{z_{\tau}\}_{\tau=-w+1}^T$ via Variational Bayes. Especially, NRODE coupling with an attention mechanism models a continuous dynamic system based on parameterizing the derivative of the latent state of each stock, instead of specifying the discrete sequence of hidden states’ transformation. Subsequently, our Hierarchical Hypergraph Convolution Network (HHHCN) turns to extract the intra- and inter-domain knowledge from multi-source domains, and then we fuse them to a unified representation $F$. In the end, we use a simple dense layer to produce the predicted stock ranking, where the input contains the last hidden state $h_T$, $z_T$ and $F$. We will elaborate on each component in the following part.

4.2 Movement Trend Correlation

Given stock set $S$, we have their historical end-of-day data $\{X^r\}_{\tau=-w+1}^T$. We first transform $\{X^r\}_{\tau=-w+1}^T$ into a tensor form $[X^r_{\tau=-w+1}, \ldots, X^r, \ldots, X^r_T]$, where $X^r \in \mathbb{R}^{N \times d_e}$ preserves $N$ stocks’ end-of-day indicators on trading day $t_r$, $d_e$ is the indicator number of each stock. For simplicity, we use $X \in \mathbb{R}^{w \times N \times d_e}$ to denote such a tensor form. Since the 1-day return ratio only shows the daily return, we argue that considering the historical (middle) long-term earning impacts of each stock could help reduce the future investment risk. To this end, we also use return ratios of $5$, $10$, $20$, and $30$-day moving averages to supplement stock features for addressing the influences of weekly and monthly trends. In practice, the return ratio can reveal the expected revenue of a specific stock. As shown in Fig. 3, we randomly select five NASDAQ stocks and visualize their mutual correlations regarding the movement trends from Monday to Thursday in a given week. We can find that their mutual correlations, which vary with time, have drastically changed. For example, the stock AAXN has an anti-evolved relationship with ABMD from Monday to Wednesday, while AAXN shows a co-evolved relationship with ABMD on Thursday, we thus design an evolution-aware attention block containing an Explicit Correlation Aggregation and an Implicit Correlation Aggregation to expose the underlying correlations among different stocks regarding the time-evolving return ratios.

| Indicator | Description |
|-----------|-------------|
| Open      | The first price of the stock on a given trading day. |
| Close     | The final price of the stock on a given trading day. |
| High      | The highest price of the stock on a given trading day. |
| Low       | The lowest price of the stock on a given trading day. |
| Volume    | The total amount of shares or contracts traded for a particular security. |

![Fig. 2. The framework of StockODE.](image)

![Fig. 3. A toy example of movement trend correlation from January 7, 2013 to January 10, 2013.](image)

Explicit Correlation Aggregation. We propose a corre-
lation tensor $\Upsilon (\in \mathbb{R}^{w \times N \times N})$ regarding the return ratio to expose the co-evolved and anti-evolved relationships among different stocks. Specifically, the 1-day return ratio indicates the difference between the current trading day and the previous trading day. For a given trading day $t_r$, we thus define the following formulation to obtain the correlation coefficient among different stocks w.r.t the trading day $t_r$’s return ratio:

$$
\Upsilon^r = \text{sign}
\begin{bmatrix}
\frac{r_1^r}{r_1^r} & \frac{r_2^r}{r_1^r} & \cdots & \frac{r_N^r}{r_1^r} \\
\frac{r_1^r}{r_2^r} & \frac{r_2^r}{r_2^r} & \cdots & \frac{r_N^r}{r_2^r} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{r_1^r}{r_N^r} & \frac{r_2^r}{r_N^r} & \cdots & \frac{r_N^r}{r_N^r}
\end{bmatrix}
\otimes \text{sign}
\begin{bmatrix}
\frac{r_1^r}{r_1^r} & \frac{r_2^r}{r_1^r} & \cdots & \frac{r_N^r}{r_1^r} \\
\frac{r_1^r}{r_2^r} & \frac{r_2^r}{r_2^r} & \cdots & \frac{r_N^r}{r_2^r} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{r_1^r}{r_N^r} & \frac{r_2^r}{r_N^r} & \cdots & \frac{r_N^r}{r_N^r}
\end{bmatrix}^T,
$$

(1)

where $\text{sign}$ is a Sign function and $\otimes$ refers to element-wise multiplication. $\Upsilon^r$ is able to indicate either a positive or negative correlation between different stocks in terms of their return ratios. As such, we can eventually formulate a correlation tensor $\Upsilon$ to describe the return ratio-aware relations on each trading day, i.e., $\Upsilon = [\Upsilon^1, \Upsilon^2, \cdots, \Upsilon^r]$.

Next, we operate a one-layer graph convolutional layer to aggregate explicit correlations among different stocks, which can be summarized as follows:

$$
H = \Upsilon X W_T,
$$

(2)

$$
H = H + X W_X,
$$

(3)

where $W_T(\in \mathbb{R}^{d_x \times d})$ and $W_X(\in \mathbb{R}^{d_x \times d})$ are trainable parameters.

**Implicit Correlation Aggregation.** Inspired by [40], we employ a self-attention layer to capture the attentive stock correlations w.r.t $H$. Note that this self-attention aims to evaluate the correlation scores among the stocks instead of capturing the temporal dependencies of the stock itself. Specifically, it first computes the query $Q$, key $K$ and value $V$, and then uses dot-product attention with an activation function to generate the latent states $H' (\in \mathbb{R}^{w \times N \times d})$. Thus, the process can be written as:

$$
H' = \text{ReLU} \left( \text{Norm} \left( \frac{\Omega \cdot H W_V \sqrt{d}}{v} \right) \right),
$$

(4)

$$
\Omega = \text{softmax} \left( H W_Q \cdot (H W_K)^T \right),
$$

(5)

where $H W_Q$, $H W_K$ and $H W_V$ refer to $Q$, $K$ and $V$ in the self-attention neural network, respectively. Norm denotes the Layer Normalization operation for fast and stable training. And the self-attention score matrix $\Omega$ is normalized by a softmax function. Notably, $W_Q, W_K, W_V \in \mathbb{R}^{d \times d}$ are trainable matrices and $d$ refers to the size of dimensionality. Now we reuse the transpose operation to shift $H'$ to temporal perspective:

$$
P = \text{tran}(H'),
$$

(6)

where $P \in \mathbb{R}^{N \times w \times d}$. We will take $P$ as the input of the following Neural Recursive ODEs.

### 4.3 Neural Recursive ODEs

We now introduce our devised Neural Recursive ODE (NRODE) for multivariate stock movement learning. Prior to that, we first go over the technical specifics of current neural ODEs and show how our NRODE is inspired and what it contributes.

**Neural ODE.** Recent neural ODE enables generating continuous observations by giving the initial condition [21], which stimulates us to develop the neural ODE-based module to tackle the discrete stock indicators (observations). Neural ODEs (NODEs) intuitively build the infinite-steps hidden state update in neural networks for bridging the gap between discrete neural networks and continuous dynamic systems [21], [41]. Specifically, NODEs, starting from the input hidden layer $h(t_0)$, parameterize the continuous dynamics of hidden units using an ODE specified by a neural network:

$$
\frac{dh(t)}{dt} = f(h(t), t; \psi),
$$

(7)

$$
h(t_1) = h(t_0) + \int_{t_0}^{t_1} f(h(t), t; \psi) \, dt.
$$

(8)

Notably, ODE function $f(h(t), t; \psi)$ is a neural network parameterized by $\psi$. And the above process also can be rewritten as:

$$
h(t_1) = \text{ODESolve}(f_\psi, h(t_0), (t_0, t_1))
$$

(9)

As such, the most significant benefit of ODE is that we can obtain the results of dynamic hidden representation at any time (e.g., $t_1$) when we have received the initial state at $t_0$ ($t_0 < t_1$).

As one of the popular neural ODEs, the ODE-GRUs [42] could provide us with a new paradigm for stock movement learning, which can be summarized as:

$$
h'_i = \text{ODESolve}(f_\psi, h_i(t_{i-1}, t_i)),
$$

(10)

$$
h_i = \text{GRCell}(\delta_i, h'_i),
$$

(11)

where $\delta_i$ denotes the input feature and $h_i$ is the hidden state of current input $\delta_i$. Nevertheless, the trend of stock indicators such as price is different from the representation time series modeling problems as the former usually does not have strong regularity which is dependent on time while the latter usually follows obvious transitional patterns/regularities (e.g., human mobility [43], urban flow [44], residential electricity consumption [45], and etc). The reason is that stock movements in the future are usually disturbed by multiple external factors (e.g., public opinion, stimulus policy, investor psychology, and etc.). As a result, we conjecture that the unobserved or unconsidered uncertainty of the stock market could also bring the risk of stock selection. To this end, we devise a lightweight recursive model–Neural Recursive ODE (NRODE)–which enables co-evolving the stock movements recursively with the attention mechanism. As shown in Fig.3, our NRODE discards the complex gate operations in vanilla RNN (e.g., LSTM and GRU). Instead, we propose an attention-inspired ODE block to generate the candidate of continuous hidden state whereafter incorporating the current discrete observation to formulate the current hidden state. In particular, we encode these hidden states into latent codes via Variational Bayes to account for the uncertainty in stock movements.

**NRODE.** Given the initial hidden states of stock movements $P$, we first adopt a linear transformation layer to tackle each trading day data $p_r (\in P)$ and set the obtained results as the input of NRODE:

$$
v_r = p_r W_v + b_v,
$$

(12)

where $W_v \in \mathbb{R}^{d \times d}$ and $b_v \in \mathbb{R}^d$ are learnable parameters.
For each $v_t$, with time $t_t$, we have:
\[ h_t = \text{ODESolve}(f_{\psi}(h_{t-1}, a(h_{t-1})), (t_{t-1}, t_{t})) \tag{10} \]
\[ h_t'' = [v_t, h_t']W_h + b_h, \tag{11} \]
\[ h_t = (1 - I(v_t))h_t'' + I(v_t)h_{t-1} \tag{12} \]
where $h_0$ is set as 0 and $I(v_t)$ denotes the update gate. $h_t$ is the updated hidden state and $f_{\psi}$ is the differentiable network parameterized by $\psi$. Herein, we choose the Euler solution as the numerical solver in our StockODE instead of the adjoint method due to its numerical instability of backward ODE solve [21]. Inspired by previous works [25, 49], we also employ three-layer multilayer perceptrons (MLPs) as the ODE function where each layer has $d$ units.

\[ (\text{MLPs}) = G(z, \mu, \sigma) \]
where $G$ is the differentiable function to parameterize the ODE function where each layer has $d$ units. 

\[
\begin{align*}
\tau_1 & = (\text{MLPs})z_1 \oplus \epsilon, \\
\tau_2 & = \text{MLPs}(\tau_1)z_2 + \epsilon, \\
\tau_3 & = \text{MLPs}(\tau_2)z_3 + \epsilon,
\end{align*}
\]
where $\epsilon$ is sampled from Gaussian noise, i.e., $\epsilon \sim \mathcal{N}(0, 1)$. 

The general pipeline of NRODE operated in a recursive manner is summarized in Algorithm 1.

\begin{algorithm}
\caption{The workflow of NRODE.}
\begin{algorithmic}[1]
\Input {\(\{p_t\}^T_{T = T - \omega + 1}\)}
\State \text{let} $h_0 = 0$
\For {$\tau = T - \omega + 1; \tau = T + 1; \tau \leq T$}
\State $v_t = p_tW_u + b_u$
\State $a(h_{t-1}) = h_{t-1}W_a + b_a$
\State $h_t' = \text{ODESolve}(f_{\psi}(h_{t-1}, a(h_{t-1})), (t_{t-1}, t_t))$
\State $h_t'' = [v_t, h_t']W_h + b_h$
\State $h_t = (1 - I(v_t))h_t'' + I(v_t)h_{t-1}$
\EndFor
\Output {\(\{z_t\}^T_{t = T - \omega + 1}\)}
\end{algorithmic}
\end{algorithm}

4.4 Hierarchical Hypergraph Convolution Network

As the popular hypergraph learning enables modeling complex high-order relations, we construct a hierarchical hypergraph convolution network (HHCN) to describe the domain-aware dependencies regarding the stocks from two views, i.e., intra-domain and inter-domain. In short, we first construct a hypergraph $\mathcal{G}$ from various kinds of domain interactions to extract the intra-domain Knowledge. Then, we build a meta-hypergraph $\mathcal{G}(\mathcal{G})$ based on the hypergraph $\mathcal{G}$ to address the domain-level interactions for the acquisition of inter-domain knowledge. Below are the details.

4.4.1 Intra-domain Knowledge

Let $\mathcal{G} = (S, \mathcal{E})$ denote a hypergraph, where $S$ is a set containing $N$ stocks (i.e., $s_i \in S, N = |S|$) and $\mathcal{E}$ represents a set of hyperedges. Each hyperedge $e_j \in \mathcal{E}$ contains two or more stocks, reflecting an intra-domain fact, e.g., they are from the same industry. Note that the real-world stock relations (e.g., supplier-consumer relation and ownership relation) are derived from the third-party open data $\mathcal{D}$ such as Wiki [48]. Additionally, we assign a positive weight $w_j$ to each hyperedge $e_j$ and finally formulate a diagonal matrix $\Psi \in \mathbb{R}^{|\mathcal{E}| \times |\mathcal{E}|}$. Similar to previous works [30, 49], we set $\Psi$ as the identity matrix, which indicates equal weights for all hyperedges. Actually, the hypergraph $\mathcal{G}$ can be equivalently denoted by an incidence matrix $\mathbf{M} \in \mathbb{R}^{N \times |\mathcal{E}|}$ where $\mathbf{M}_{ij} = 1$ if the hyperedge $e_j \in \mathcal{E}$ contains a stock $s_i \in S$, otherwise 0. Correspondingly, we can respectively define $D_{ii}$ and $O_{jj}$ as the degree of a stock $s_i$ and a hyperedge $e_j$, where $D_{ii} = \sum_{e_j \in \mathcal{E}} \Psi_{jj} \mathbf{M}_{ij}$ and $O_{jj} = \sum_{i=0}^{N} \mathbf{M}_{ij}$. Finally, we obtain the degree matrices $D \in \mathbb{R}^{N \times N}$ and $O \in \mathbb{R}^{|\mathcal{E}| \times |\mathcal{E}|}$, where $D$ and $O$ are diagonal matrices. Following [49], we use multi-layer hypergraph convolutions to aggregate the feature information, which inherently comprises two-stage knowledge passing, followed by stock-hyperedge and hyperedge-stock. For instance, the $l$-th layer can be represented as:
\[
U^{(l+1)} = D^{-1}M\Psi O^{-1}M^tU^{(l)}W^{(l)},
\]
where $W^{(l)}$ is a trainable matrix. Finally, the intra-domain knowledge among the stock will be successfully incorpo-
rated in \( U^{(L)} \in \mathbb{R}^{N \times d} \) after passing through \( L \) hypergraph layers.

### 4.4.2 Inter-domain Knowledge

Inter-domain knowledge reflects the domain-level interaction behind stocks. Given the hypergraph \( \mathcal{G} = (\mathcal{S}, \mathcal{E}) \), we present a meta-hypergraph \( G(\mathcal{G}) \) to explore the inter-domain knowledge where each meta-node \( c_i \) in \( G(\mathcal{G}) \) is a hyperedge in \( \mathcal{G} \). Actually, meta-hypergraph \( G(\mathcal{G}) \) depicts the connectivity of hyperedges in \( \mathcal{G} \). That is to say, the meta-edge between meta-node \( c_i \) and meta-node \( c_j \) refers to their corresponding hyperedges in \( \mathcal{G} \) have at least one common stock. In a nutshell, \( G(\mathcal{G})(C, E) \) contains a meta-node set \( C = \{c_r : c_e \in \mathcal{E}\} \) and a meta-edge set \( E = \{(c_{m,m}, c_{e,n}) : c_{m,m}, c_{e,n} \in \mathcal{E}, \|c_{m,m} \cap c_{e,n}\| \geq 1\} \). In addition, each edge \( (c_{m,m}, c_{e,n}) \) is associated with a weight \( \Omega_{mm} \) calculated by \( |c_m| \cup |c_n| \). As such, we can obtain a weight matrix \( \Omega \) for \( G(\mathcal{G}) \) and regard it as the incidence matrix. Now we can operate the simple graph convolutional networks for information distillation, where each layer can be defined as:

\[
B^{(l+1)} = D^{-1}\Omega B^{(l)}W^{(l)},
\]

where \( D \) is diagonal degree matrix of \( \Omega \), \( \Omega = \Omega + I \), and \( W^{(l)} \in \mathbb{R}^{d' \times d'} \) is a learnable matrix. Herein, \( I \) is an identity matrix. In the end, we obtain the final inter-domain knowledge \( B^{(L)} \in \mathbb{R}^{d' \times d'} \) after \( L \) convolutional operations.

### 4.4.3 Knowledge Interaction

To incorporate both intra- and inter-domain knowledge for stock recommendation, we design an interactive operation to formulate the fused knowledge \( F \), which is denoted as:

\[
F = U^{(L)}B^{(L)}W_F,
\]

where \( W_F \in \mathbb{R}^{d' \times d} \) is a learnable matrix. We will incorporate the fused knowledge for downstream stock selection.

### 4.5 Optimization

We now introduce how to incorporate a variety of extracted features into a unified formulation for task prediction. And then we illustrate the training details including the final optimization object and algorithmic aspect.

#### Knowledge Fusion

As we obtain the temporal correlation information and domain knowledge as well as learned latent variables \( z_r \), we concatenate them and employ a simple dense neural network as a fusion layer to generate the predicted return ratios \( \hat{r}^{T+1} \), which can be formulated as:

\[
\hat{r}^{T+1} = \text{LeakyReLU}([p_T; z_T; F]W_r + b_r),
\]

where LeakyReLU is the activation function and \( p_T \) refers to the concatenation operation. In addition, \( W_r \in \mathbb{R}^{d \times d} \) and \( b_r \in \mathbb{R}^d \) are trainable parameters. Finally, we can produce the ranked stock list according to the predicted results.

#### ELBO

StockODE using latent variables also should optimize the variational divergence by maximizing the following evidence lower bound (ELBO):

\[
J_{\text{ELBO}}(\theta, \phi) = \mathbb{E}_{q_\theta} \log [p_\theta(X|Z)] + \mathbb{E}_{q_\phi} [\log [p_\phi(Z)] - \mathbb{E}_{q_\phi} [\log [q_\phi(Z|X)]]).
\]

Wherein, the first term is the reconstruction likelihood and the last two terms are the KL-divergence of prior assumption (i.e., Gaussian distribution) and the variational posterior distribution. We regard our NRODE as the cognition network \( q_\theta \) while using another NRODE as the generative network \( p_\phi \).

#### Multi-task Learning

In order to minimize the loss between the predicted return ratios and ground truth while keeping the ranked stocks with higher returns for investment, StockODE which is operated in a multi-task learning manner uses a point-wise regression and pairwise ranking-aware loss function to optimize the trainable parameters. The reason is that our goal, which is to discover more profitable stocks, cannot be reflected by merely applying the point-wise regression function (e.g., mean squared error). Thus, we also employ the pairwise ranking-aware loss function to optimize the ranking of stocks [39]. In addition, we also should maximize the ELBO to explore the intricate distribution behind the stock movement patterns. In the end, the optimization object can be summarized as:

\[
\mathcal{L}(\Theta) = \left\| \hat{r}^{T+1} - r^{T+1} \right\|^2 - \beta J_{\text{ELBO}} + \sum_{i=0}^{|S|} \sum_{j=0}^{|S|} \max(0, - (\hat{r}_i^{T+1} - \hat{r}_j^{T+1}) (r_i^{T+1} - r_j^{T+1})),
\]

where the first term is point-wise regression loss, the second term is ELBO, and the last one is pairwise ranking loss regarding return ratio. Herein, \( \Theta \) refers to the trainable parameters in StockODE, and \( \beta \) is a trade-off factor. The general training pipeline of StockODE is presented in Algorithm 2.

---

**Algorithm 2: StockODE Training.**

**Input:** stock set \( S \), historical end-of-day data \( \{X_T\}_{T=2}^{T-\omega+1} \), and stock relation data \( D_r \).

1. Initialize the parameters \( \Theta \) in StockODE; /* Preparation */
2. Formulate the correlation tensor \( \mathbf{Y} \) via Eq. (1); /* Formulation */
3. Construct hypergraph \( \mathcal{G} \) from \( D_r \); /* Hypergraph */
4. Construct meta-hypergraph \( G(\mathcal{G}) \) based on \( \mathcal{G} \); /* Meta-Hypergraph */
5. for epoch \( i=0 \); \( i=1; i < N \) do
6. Obtain explicit correlations \( \mathbf{H} \) via Eq. (2); /* Movement Trend Correlation */
7. Generate \( \mathbf{P} \) via Eq. (3) and Eq. (4); /* NRODE */
8. Operate the Algorithm 1 to obtain \( z_T \); /* HHCL */
9. Explore the intra-domain knowledge \( U^{(L)} \) via Eq. (19); /* Intra-Domain Knowledge */
10. Explore the inter-domain knowledge \( B^{(L)} \) via Eq. (20); /* Inter-Domain Knowledge */
11. Obtain fused graph knowledge \( \mathbf{F} \) via Eq. (21); /* Optimization */
12. Generate the stock ranking \( \hat{r}^{T+1} \) via Eq. (22); /* Ranking */
13. Compute the training loss according to Eq. (24); /* Update */
14. Update the learnable parameters;

**Output:** the optimal Model \( \Theta^* \).
5 EXPERIMENTS

We now present the details of experimental evaluations to verify the effectiveness of our proposed StockODE. Specifically, we first introduce experimental settings including datasets, metrics, and baselines, followed by implementation details. Next, we compare the experimental results of StockODE with several state-of-the-art baselines. Finally, the ablation study, continuity analysis, and sensitivity analysis are presented.

5.1 Experimental Setup

5.1.1 Datasets.

To verify the performance of our proposed method, we conduct the experiments on two real-world datasets collected from NASDAQ and NYSE market [2]. Specifically, the collected stocks from the NASDAQ and NYSE have transaction records between January 2, 2013 and November 8, 2017, where each selected stock has been traded on more than 98% of trading days and has never been traded at less than $5 per share. In the end, we respectively obtain 1,026 and 1,737 stocks for our experiments. Notably, each dataset contains three types of data, including historical indicator data, sector-industry relations, and Wiki relations between their companies such as supplier-consumer relations and ownership relations. Specifically, we follow previous work [30] to formulate three types of predefined hyperedges that describe the first-order and second-order relations stemming from Wikidata besides sector-industry relations. The details are shown in Table 2. We choose the first 756 days' stock trades for training, the next 252 days' stock trades for validating, and the remaining for testing.

| Description | NASDAQ | NYSE |
|-------------|--------|------|
| Period      | 01/02/2013-12/08/2017 | 01/02/2013-12/08/2017 |
| Days (Train:Val:Test) | 756:252:237 | 756:252:237 |
| Stocks      | 1026   | 1737 |
| Industries types | 112 | 126 |
| Wiki types  | 32     | 32   |
| Hyperedges  | 1142   | 1979 |

5.1.2 Baselines.

We compare our StockODE with representative conventional and neural network-based methods. The details are:

- **ARIMA** [5] first applies a differencing transformation to a given time series, then uses autoregressive (AR) and moving average (MA) for stock ranking.
- **LSTM** [1] operates a simple LSTM neural network for stock return prediction, where multiple indicators regarding the stocks are considered, including trading volume, open price, close price, and etc.
- **GRU** [17] is another widely used RNN model. Similar to LSTM [1], we use it to model the stock movements.
- **DA-RNN** [23] designs a dual-stage attention-based RNN for historical stock movement modeling.
- **CNNpred** [50] aggregates several market factors in a CNN-based framework for feature extraction and financial markets behavior modeling.
- **StockNet** [35] is a deep generative model that uses the variational Bayes to exploit stock price signals as well as other textual information.
- **LSTM+GCN** [38] uses a standard LSTM model to tackle historical stock prices and adopts the simple GCN to explore the stock correlations.
- **RSR** [2] is a temporal graph-based method, which considers the temporal evolution and relation network of stocks.
- **HATR** [10] uses the multiple self-attention layers to learn the historical stock movements while using the GCN to explore various relations among the stocks.
- **STHAN-SR** [20] incorporates the Hawkes process to enhance the temporal evolution of stock movements, where a neural hypergraph is proposed to integrate the intra-domain knowledge.

In each baseline, we first produce the predicted results regarding return ratio and then yield a ranked list of stocks.

5.1.3 Metrics.

Following [2], [30], we evaluate all methods with three common metrics for stock investment decision: **Sharpe Ratio (SR)**, **Mean Reciprocal Rank (MRR)** and **NDCG@K**.

SR is to measure the return of a portfolio against its risk. The ratio is the average earned return per unit of volatility or total risk over the risk-free rate, which can be calculated as follow:

\[
SR = \frac{R_p - R_f}{\sigma_p},
\]

where \(R_p\) represents return of portfolio investment, \(R_f\) represents risk-free rate, and \(\sigma_p\) represents standard deviation of the portfolio excess returns. We use this classical ratio to show the return level of those stocks that are ranked and recommended by our model after balancing the risk. In our experiments, we attempt to analyze the return effect of selected results by showing the average return of the selected top five stocks’ SR.

As we aim to select the most profitable stocks for investment, several error-based metrics such as RMSE (Root Mean Square Error) and MAE (Mean Absolute Error) are not suitable for evaluating the ranking performance. We follow previous studies [2], [39] and choose MRR as one of the significant metrics, which evaluates the predicted rank of the top-1 return ratio stock in the ground truth. To this end, MRR is defined as:

\[
MRR = \frac{1}{T} \sum_{\tau=1}^{T} \frac{1}{\text{rank}_\tau},
\]

where \(\text{rank}_{\tau}\) returns the real position of the predicted highest-ranked stock in the ground truth on the \(\tau\)-th testing day and \(T\) is the number of testing days.

Additionally, to display the effectiveness of the portfolio, we also choose NDCG@K as the last metric for model evaluation. NDCG@K is a widely used metric to measure ranking quality. Following [30], we report the evaluation results of NDCG@5 in this paper.

5.1.4 Implement Details

We implemented our StockODE and baselines in Python where the deep learning-based methods are built upon...
Herein, ‘-’ means that the indicator is negative. For each method, we report average results over five runs.

**5.2 Comparison and Analysis**

5.2.1 Overall Performance

Table 3 presents the stock ranking performance of different methods including ours. Specifically, we respectively report the results conducted on weekly-level and monthly-level stock movements. We note that the best gain is shown in bold, and the second best is shown as underlined.

### Baseline Performance

Among the non-graph-based baselines, we first find that ARIMA as a simple time series forecasting model achieves good results in terms of NDCG@5. Especially, ARIMA even performs better than RNN-based (e.g., LSTM and DA-RNN) methods, which demonstrates that there exist significant temporal dependencies behind the historical stock transactions. However, we observe that the performance of ARIMA in different contexts has obvious fluctuations regarding SR and MRR. We also find that LSTM and GRU have similar observations when tackling the different datasets or the different levels of historical stock movements. We consider the plausible reason is that stock movements are usually affected by multiple factors besides inherent temporal dependencies, as revealed by the Efficient Market Hypothesis (EMH). Compared to GRU, DA-RNN with the attention mechanism performs better regarding SR, which indicates that learning the potential hierarchical interactions behind the temporal dependencies does help make a promising trade-off between the risk and return. For StockNet, it employs the neural variational inference to understand the stock movements by addressing the intractable posterior inference, which archives more stable results than other RNN-based methods. Among the graph-based baselines, these methods obtain more robust and higher gains than solely RNN-based methods, which demonstrates that incorporating the high-order dependencies among stocks does facilitate the recommendation of more profitable stocks. For LSTM+GCN and RSR, they devise the graph convolutional neural network-based models to incorporate the corporation relationships, yielding more stable performance when tackling different temporal levels of historical stock transactions. However, RSR achieves the best results in terms of MRR when the lookup window is at the weekly level. STHAN-SR is a recent attention-based model that uses the vanilla neural hypergraph network to consider the intra-domain knowledge behind the corporation relationships, which achieves the best SR results against the other graph-based methods. However, it does not bring more effective ranking quality as it performs poorly on MRR and NDCG@5.

Our solution. We can observe that our proposed StockODE significantly outperforms all the baselines over both two datasets except for weekly-level movements in NASDAQ regarding MRR, which demonstrates that StockODE is a more effective method to tackle dependencies behind the stock movements as well as uncover the complex interactions among the stocks. Regarding the longitudinal comparison, SR shows the return level of the selected stocks and comprehensively considers the level of risk. The higher SR, the better-selected stocks are obtained. Compared with other baselines, our model obtained is well behaved with SR. MRR and NDCG@5 show the difference between the selected stocks and the real stock ranking. They can provide a basis for the selection of stocks to a certain extent. Overall, the prediction difference between the stocks recommended by the model and the best ranking of real stock returns is the smallest, so the recommended ratios are the highest. We will conduct more empirical investigations on each of the design components of StockODE following to evaluate their distinctive contributions.

### ODE Comparison

We also select the most recent autoregressive models with ODE as the variants of our StockODE. Specifically, we adopt the Latent ODE for stock movement learning where the ODE is only used in the reconstruction part. And we define it as StockODE. In addition, we use the ODE-RNN as our encoder part, and we call this model as StockODE where we select the GRU as the recursive cell. As shown in Fig. 5, it is clear...
that most evaluation results obtained from our StockODE achieve the best performance compared to traditional ODEs, which indicates that our devised NRODE is a reasonable and competitive time-dependent learning module.

![Fig. 5. ODE comparison.](image)

**Model Efficiency.** Finally, we visualize the training time of the baselines as well as our StockODE. As shown in Fig. 6, the blue one represents the training time after reaching optimal performance, and the orange one represents the average time of 50 training epochs. We can observe that StockODE obtains competitive performance in terms of training time.

![Fig. 6. Training time comparison.](image)

5.2.2 Ablation Analysis

Now we further conduct ablation analysis to investigate the contribution of each significant component in our StockODE. The variants of StockODE are as follows:

- **StockODE-B**: It uses our Movement Trend Correlation module for capturing the correlations among different stocks regarding the time-evolving movements, and then the standard GRU is employed for the stock movement modeling.
- **StockODE-I**: This variant does not consider the interactive facts in StockODE.
- **StockODE-H**: It does not consider the Inter-domain knowledge part in hypergraph learning.
- **StockODE-A**: It replaces our NRODE in StockODE with the standard GRU for stock movement pattern learning.

As shown in Table 4, we also report experimental results obtained from a simple GRU [17]. Generally, we can observe that the experimental results regarding each variant are significantly distinguishable, which demonstrates that each devised component does help facilitate task performance. In detail, StockODE-B outperforms GRU, which demonstrates that correlating the movement trends among different stocks is a positive signal to promote the selection of profitable stocks. StockODE-I performs worse than StockODE especially on SR, which indicates that incorporating the higher-order stock relations from multiple domains is capable of providing higher returns as well as relieving the investment risks. For StockODE-H, it performs worse than our StockODE, which demonstrates that inter-domain knowledge is also a key signal for promoting stock ranking. The plausible reason is such a piece of knowledge learned by our hypergraph network is capable of exploiting the implicit stock correlations. Finally, StockODE outperforming StockODE-A reveals that our proposed NRODE is a highly predominant module that enables dynamically the temporal dependencies from the historical stock movements.

As shown in Fig. 7 we take stock AA WW as an example to show the results of our Implicit Correlation Aggregation.
in StockODE, as well as the prediction results compared to the ground truth. As the top of Fig. 2 presents, our StockODE is able to predict return ratios that closely match the ground truth over the long term, especially for the evolutionary trends. During inference, we visualize part of the attention scores of $AAWW$ regarding other stocks. The darker the color, the higher the attention score. We can find that their scores evolve over time, suggesting that considering time-varying correlations can help us reveal the strength of the relationship between different stocks in the time domain.

In the end, we use each of the above models including our StockODE to predict a ranked list and then use each list to evaluate investment returns. Specifically, we use the real stock prices of the five selected stocks to calculate the daily return ratio, and then judge the profit margin brought by the selection results for investors. Fig. 8 shows the average return ratios of the top five stocks over the 50 testing days. We can find that the selected results from StockODE bring us higher profits on most of the trading days than other methods.

### 5.2.3 Continuity Analysis

Now we turn to make continuity analysis to demonstrate the advantage of ODE regarding the stock market fluctuations. As one of the inherent advantages, StockODE follows the paradigm of continuous dynamics systems, which can generate flexible but extensive results with varying observation time intervals. We visualize averaged return ratio of the top-five stocks of NASDAQ selected by our StockODE. As shown in Fig. 3, the red curve is the ground-truth results based on selected stocks. And we use the StockODE with 10 different time steps, ranging from $(0,0,1.0)$, to generate a more fine-grained curve to mimic the changes of these stocks, we can find the blue curve significantly approximates the ground truth across long-term testing days. As we mentioned in Sec. 1 the stock prices could fluctuate rapidly within minutes or hours, traditional RNN-based model can only infer the results with a discrete fixed time interval (i.e., daily observation.). In contrast, our StockODE is capable of generating observations at any flexible time. That is to say, StockODE can generate more fine-grained stock movements and incorporate immediate volatility and uncertainty in movements to help investors mitigate investment risks. As shown in Fig. 10 we visualize the predicted evolution of average returns with a fine-grained time step, i.e., 0.1. We find that the results in different time horizons have obvious disturbances within each test trading day, suggesting that our StockODE is capable of simulating the uncertainty of stock movements.

Since most investors may pay attention to the investment returns brought by short-term fluctuations in the stock market and ignore the long-term returns of stock investments, resulting in potential investment risks. According to the left part of Fig. 11, we generate the daily best rankings by calculating the return ratio of the stocks for each test trading day, we can find the ranking score of each selected stock shifts frequently due to the fluctuations of stock prices, which could confuse investors when picking potentially profitable stocks to invest in. In contrast, the results of the right part of Fig. 11 derived from our StockODE demonstrate that the predicted ranking score of each stock is significantly persistent. The reason is that StockODE coupling with ODE can consider stock trend fluctuations over a long period of
time to relieve the risk of unreasonable decision-making and investment losses.

![Image of sensitivity analysis](image)

**5.2.4 Sensitivity Analysis**

Finally, we turn to investigate the sensitivity of StockODE, e.g., hidden size and the edge rate in HHCN. Note that we do not change other hyperparameters when varying any one investigated hyperparameters.

**Hidden Size.** As shown in Fig. [12(a) and Fig. 12(b)] the left y-axis corresponds to the collected results of SR and NDCF@5 while the right is related to the results of MRR. They demonstrate that the hidden size significantly affects the model performance, especially for MRR. Nevertheless, the larger size of the hidden layer does not bring us better results, and thus we set the hidden size to 64 to trade off the number of trainable parameters and model performance.

**Relationship Sensitivity.** To quantify the impact of extracted relationships among stocks, we randomly remove 10% and 50% relationships from sector-industry relations and Wiki relations, the results in Fig. [12(c) and Fig. 12(d)] demonstrate that domain-aware dependencies do affect the model performance. And it also indicates that incorporating richer prior knowledge among the stock could bring higher gains in terms of investment decisions.

**Depth of HHCN.** We turn to study the impact of graph layers in HHCN. Specifically, we increase or decrease the same number of graph layers in intra-domain knowledge and inter-domain knowledge learning, respectively. As Fig. [12(e) and Fig. 12(f)] show, we find that using more graph layers does not bring higher achievements. The most plausible reason is the over-fitting issue. Thus, choosing one layer is enough.

**Depth of Attention Layers.** We finally investigate the impact of attention layers in the Movement Trend Correlation module. As Fig. [12(g) and Fig. 12(h)] show, we find a similar observation as the impact of graph layers in HHCN. Hence, we only use a one-layer attention network for movement correlation learning.

### 6 Conclusions and Future Work

This paper presented a novel framework, i.e., StockODE, for stock selection, a practical but intricate task in the field of investment decision-making. In contrast to most existing stock movement prediction efforts, we primarily seek to provide a valuable stock ranking list for investors, aiming to help them alleviate the investment risks. The proposed StockODE inspired by the recent neural dynamic system provides a new perspective on stock movement learning. In particular, we devised a Movement Trend Correlation module to capture the stock relations regarding the time-varying return ratio aspect. Also, we proposed a hierarchical hypergraph to consider both explicit and implicit dependencies among different domains, which aimed to strengthen the impact of higher-order collaboration in the evolution of stocks. Our experimental results demonstrate that StockODE enables promoting the ranking performance compared to state-of-the-art baselines. In the future, we will consider employing financial news and public reviews to provide more evidence impacts behind the stocks.
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