Exact Large-$N_c$ Solution of an Effective Theory for Polyakov Loops at Finite Chemical Potential
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Abstract
Using the strong coupling expansion we calculate the analytically exact order parameter for the effective theory of Polyakov loops in the large-$N_c$ limit.

1. Introduction
In recent years the order parameters of Quantum Chromodynamics at finite temperature and chemical potential ($\mu$) have gained renewed attention. At least part of this comes from the need to know where and when phase transitions occur in quark matter experiments, such as the observations of quark-gluon plasma at RHIC and LHC-Alice.

Aside from the significant challenges in the analytical evaluation of these integrals, numerical calculations also run into trouble in the form of the sign problem when the evaluation of these integrals, numerical calculations also

where $\beta = \frac{2 N_c}{g}$ and $U_{ij} = U_{i,j}U_{i,k}U_{k,l}$ are the plaquette variables taking their values in the fundamental representation of $SU(N_c)$. Quarks are introduced by using Wilson’s method of heavy fermions by adding (in the notation by Creutz [2])

$$S_q = \frac{1}{2} \kappa_f \sum_{i,j} \bar{\psi}_i (1 + \gamma_\mu e_\mu) U_{ij} \psi_j + \sum_i \bar{\psi}_i \psi_i$$

(2)

where the $\{i,j\}$ sum is over all nearest-neighbour pairs with one term for each ordering of $i$ and $j$, $e_\mu$ is a unit vector from $i$ to $j$ and $\kappa_f = \frac{1}{M^2 + D}$ is the flavour-dependent hopping parameter with $D$ being the number of spatial dimensions. At this point it is straightforward to integrate out the fermionic degrees of freedom and expand the fermion determinant in terms of $\kappa_f$

$$\det (1 - \kappa_f M(U)) = \exp \left( - \sum_{L=1}^{\infty} \frac{\kappa_f^L}{L} \text{Tr}[M^L(U)] \right)$$

(3)

where the sum is over all loops without backtracking. A chemical potential is added by multiplying the positively (negatively) oriented time-like products by $e^{\kappa \mu}$ ($e^{-\kappa \mu}$) in likeness of a fourth component of the gauge field [3]. At this point the effective theory of Polyakov loops can be derived using the strong coupling expansion together with the option of gauge fixing any maximal tree of link variables $U_{ij} = 1$ [4] or by using a Kadanoff-inspired bond-moving procedure [5]. To leading order in both $\beta$ and $\kappa$ the theory takes the form

$$S_{eff} (J, e^{a N_c \mu}, e^{-a N_c \mu})$$

$$= \frac{1}{2} J \sum_{x,j} \left[ W(x) W^\dagger(x+j) + W^\dagger(x) W(x+j) \right]$$

$$+ N_c \sum_x [he^{aN_c\mu} W(x) + he^{-aN_c\mu} W^\dagger(x)]$$

(4)

where $W(x) = \text{Tr} \prod_{n=0}^{N_c-1} U_{0x}$ is the thermal Polyakov loop, $j > 0$ runs over the nearest neighbours only and $J =$
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\[2(\beta/2N^2)N_f h = 2\frac{N_f}{N_c} h \] to leading order for \(N_f\) mass degenerate quark flavours. Here \(N_c\) is the number of lattice sites in the temporal direction. The values of \(J\) and \(h\) get renormalized by taking into account the spatial link integrations. For notational simplicity we define \(\hat{\mu} \equiv aN_c\mu\) from now on. The purpose of this paper is to derive the analytically exact expectation value, \(<W>\), of the Polyakov loop in the \(N_c \to \infty\) limit, keeping the ratio \(\frac{N_f}{N_c}\) fixed.

3. The Expectation Value

The discussion below is largely analogous to that of \cite{6} but with a few crucial exceptions in order to treat the case of an applied chemical potential. Starting from the action (4) and writing

\[S(J,0,0) = \frac{1}{2} J \sum_{x,j} \{(W(x))W(x+j) + W(x)(W(x+j)) - (W(x))W(x+j)\} \]

the last term does not contribute in the \(N_c \to \infty\) limit due to factorization. Translational invariance allows the \(j\)-sum to be performed for arbitrary number of spatial dimensions

\[S(J,he^\hat{\mu},he^{-\hat{\mu}}) = N_c \sum_x [he^\hat{\mu}W(x) + he^{-\hat{\mu}}W(x)] \]

the action is non-Hermitian due to the chemical potential being real. The action \((\beta/2N^2)NJ,he^\mu\) to factorization. Translational invariance allows the \(j\)-sum to be performed for arbitrary number of spatial dimensions

\[S(J,0,0) = \frac{1}{2} J \sum_{x,j} \{(W(x))W(x+j) + W(x)(W(x+j)) - (W(x))W(x+j)\} \]

Notice here that \(\langle W^\dagger \rangle \neq \langle W \rangle\) since the action is non-Hermitian due to the chemical potential being real. In fact \(\langle W^\dagger \rangle = \langle W \rangle\) and \(\langle W \rangle = \langle W^\dagger \rangle\) due to the Haar measure, meaning both expectations are real. The action can also be expressed as

\[S(J,he^\hat{\mu},he^{-\hat{\mu}}) = S(0,h_+,h_-) - JD \sum_x \langle W \rangle \langle W^\dagger \rangle \]

with \(h_\pm\) given by the self-consistency relations:

\[h_+ = \frac{JD}{N_c} \langle W^\dagger \rangle + he^\hat{\mu} \]

\[h_- = \frac{JD}{N_c} \langle W \rangle + he^{-\hat{\mu}} \]

As usual, the expectation values are given by

\[\langle W \rangle = \frac{1}{Z} \int_{SU(N)} dW \exp[S(0,h_+,h_-)] \]

\[\langle W^\dagger \rangle = \frac{1}{Z} \int_{SU(N)} dW^\dagger \exp[S(0,h_+,h_-)] \]

with

\[Z(J,h_+,h_-) = N(J) \int_{SU(N)} dW \exp[S(0,h_+,h_-)] \]

\[= N(J) \int_{SU(N)} dW \exp \left[ N_c \sum_x [h_+W + h_-W^\dagger] \right] \]

where \(N(J) = \exp(-JD \sum_x \langle W \rangle \langle W^\dagger \rangle)\) is a \(J\)-dependent prefactor.

4. \(SU(N_c)\) to \(U(N_c)\)

In the large-\(N_c\) limit \(SU(N_c)\) integration is equivalent to \(U(N_c)\) integration. The relevant integral, as calculated by \cite{7}, is

\[I(A,B) = \int_{U(N)} dU e^{iTr[AU + BU^\dagger]} \]

\[= \frac{2^{N(N-1)}}{\prod_{n=1}^{N-1} n!} \det[\lambda_i^{-1}I_{j-1}(\lambda_i)] \frac{\Delta(\lambda^2)}{\Delta(\lambda)} \]

where \(\lambda_i^2\) is the eigenvalues of \(AB\) and \(\Delta(x)\) is the Vandermonde determinant

\[\Delta(x) = \prod_{i<j} (x_j - x_i) \]

In the relevant case \(A = h_+ I\) and \(B = h_- I\) where \(I\) is an \(N_c \times N_c\) identity matrix which means that both nominator and denominator of eq. (13) have \(\frac{1}{2}N(N-1)\) zeros. Removing these using L’Hôpital’s rule reduces the integral to

\[I(h_+,h_-,0) = \int_{U(N_c)} dW \exp[N_c h_+W + N_c h_-W^\dagger] \]

\[= \det[I_{j-1}(2N_c \sqrt{h_+h_-})] \]

up to an overall, and in our case irrelevant, normalization constant. Amazingly enough this equation means that the integral, \(I\), only depends on the product of \(h_+\) and \(h_-\), simplifying the problem of calculating the expectation values markedly. Reexpressing the partition function:

\[Z(J,h_+,h_-) = Z(J,\sqrt{h_+h_-},\sqrt{h_+h_-}) \]

means that the expectation values can be expressed as

\[\langle W \rangle = \frac{1}{N_cN_xZ} \frac{\partial}{\partial h_+} Z(J,\sqrt{h_+h_-},\sqrt{h_+h_-}) \]

\[= \frac{1}{2N_cN_xZ} \frac{\partial}{\partial g} Z(J,g,g) \]

\[\langle W^\dagger \rangle = \frac{1}{N_cN_xZ} \frac{\partial}{\partial h_-} Z(J,\sqrt{h_+h_-},\sqrt{h_+h_-}) \]

\[= \frac{1}{2N_cN_xZ} \frac{\partial}{\partial g} Z(J,g,g) \]
for \( g = \sqrt{h_- h_+} \), \( h_+ \), \( h_- \) \( \neq 0 \) and \( N_e = \sum_x \). The case of \( h_+ = 0 \) and \( h_- = 0 \) is trivially solved and yields \( \langle W \rangle = \langle W^\dagger \rangle = 0 \). Notice that from these expressions \( h_+ \langle W \rangle = h_- \langle W^\dagger \rangle \), which, by using the self-consistency relations, also leads to \( h_+ e^{-\hat{\mu}} = h_- e^{\hat{\mu}} \). Using \([6, 8]\) the integration can be performed:

\[
\frac{h_+ \langle W \rangle}{N_e} = \frac{h_- \langle W^\dagger \rangle}{N_e} = \begin{cases} h_+ h_- & \text{for } \sqrt{h_+ h_-} < \frac{1}{2} \\ h_+ h_- - \frac{1}{4} & \text{for } \sqrt{h_+ h_-} \geq \frac{1}{2} \end{cases} \tag{20}
\]

Solving the self-consistency equations in the case of \( \sqrt{h_+ h_-} < \frac{1}{2} \) is straightforward, but in the case of \( \sqrt{h_+ h_-} \geq \frac{1}{2} \) there is a small detail which requires mentioning. Rewriting the integration result \([20]\)

\[
h_+ \left( \langle W \rangle - \sqrt{\frac{h_-}{h_+}} \right) = h_- \left( \langle W^\dagger \rangle - \sqrt{\frac{h_+}{h_-}} \right) = -\frac{1}{4} \tag{21}
\]

we can use that for \( h \neq 0 \) then \( \frac{h_+}{h_-} = e^{2\hat{\mu}} \) to simplify the expression. To make this step cover the case of \( h = 0 \) requires setting \( \hat{\mu} = 0 \) simultaneously, such that \( \frac{h_+}{h_-} = 1 \) which is the solution when \( h = 0 \) from the beginning. Now, having taken the preliminary steps, the rest of the derivation is simple and leads to the solutions

\[
\frac{\langle W \rangle}{N_e} = \begin{cases} \frac{h_+}{2} \exp[\hat{\mu}] \left( 1 - \frac{h_+}{h_-} \right) + \frac{1}{2} & \text{for } \sqrt{h_+ h_-} < \frac{1}{2} \\ \frac{h_+}{2} \exp[\hat{\mu}] \left( 1 - \frac{h_-}{h_+} \right) + \frac{1}{2} & \text{for } \sqrt{h_+ h_-} \geq \frac{1}{2} \end{cases} \tag{22}
\]

and

\[
\frac{\langle W^\dagger \rangle}{N_e} = \begin{cases} \frac{h_+}{2} \exp[-\hat{\mu}] \left( 1 - \frac{h_+}{h_-} \right) + \frac{1}{2} & \text{for } \sqrt{h_+ h_-} < \frac{1}{2} \\ \frac{h_+}{2} \exp[-\hat{\mu}] \left( 1 - \frac{h_-}{h_+} \right) + \frac{1}{2} & \text{for } \sqrt{h_+ h_-} \geq \frac{1}{2} \end{cases} \tag{23}
\]

with a transition point between the two solutions at \( JD = 1 - 2h \). As can be seen from the solutions, simply setting \( h = 0 \) does not remove the \( \mu \)-dependence; it is necessary to also set \( \mu = 0 \), revealing that \( h = 0 \) cannot be reached in the \( h \to 0 \) limit of the solution. Figure 1 showing the convergence of the numerically calculated \( \langle W \rangle \) values for \( U(N_e) \) when subjected to the self-consistency relations in the case of \( N_e = 1, 3, 7, 15 \) together with the analytical expression in the \( N_e \to \infty \) limit. The associated free energy is found to be

\[
F(J) = \begin{cases} JD \langle W \rangle \langle W^\dagger \rangle - h_+ h_- & \text{for } \sqrt{h_+ h_-} < \frac{1}{2} \\ JD \langle W \rangle \langle W^\dagger \rangle - 2\sqrt{h_+ h_-} + \frac{1}{2} \ln(2\sqrt{h_+ h_-}) + \frac{3}{4} \end{cases} \tag{24}
\]

with a third order phase-transition point at \( JD = 1 - 2h \) in which \( \langle W \rangle = \frac{1}{2} \exp(\hat{\mu}) \) and \( \langle W^\dagger \rangle = \frac{1}{2} \exp(-\hat{\mu}) \). The transition line is illustrated in fig. 2. Inserting the solutions

the \( JD < 1 - 2h \) part of the free energy can be simplified and written as

\[
F(J) = -\frac{h^2}{1 - JD} \quad \text{for } JD < 1 - 2h \tag{25}
\]

The free energy, like the partition function in \([13]\) is independent of the chemical potential, since the factors of \( e^{\hat{\mu}} \) and \( e^{-\hat{\mu}} \) cancel - a consequence of this is that the quark number density is zero

\[
n_q = \langle \psi^\dagger \psi \rangle = \frac{\partial}{\partial \mu} F = 0 \tag{26}
\]

This result is an artifact of \( U(N_e) \) and not \( SU(N_e) \) - a claim which is supported in a recent mean field study \([9]\) further investigating the \( U(N_e) \) and \( SU(N_e) \) difference. Note that, surprisingly, this means that the \( N_e \to \infty \) limit of the \( U(N_e) \) and \( SU(N_e) \) theories differ even though the difference between the two groups vanishes as \( 1/N_e^2 \).

For recent numerical work for \( SU(3) \) in the case of a real chemical potential, we refer the reader to \([10, 11, 12]\)

Figure 1: Plot of \( \langle W \rangle / N_e \) for \( h = 0.2 \) and \( \mu = 0.4 \) for \( N_e = 1, 3, 7, 15 \) and \( \infty \) in the case of \( U(N_e) \).

Figure 2: Plot of the free energy \( F(J, D, h) \) with the transition line at \( JD = 1 - 2h \) added.
where complex Langevin techniques and the flux representation is used. Work on a related model incorporating higher order contributions to the effective theory is found in [13] and [14] respectively. It is remarkable that the phase diagram of the $N_c = 3$ theory [14] looks qualitatively similar to that of fig. 2.

5. Conclusion

We have found an analytically exact expression for the order parameter of QCD, $\langle W \rangle$, within the effective theory of Polyakov loops with an applied chemical potential in the limit $N_c \to \infty$. Furthermore the free energy has been calculated and displayed a third order phase transition at $JD = 1 - 2h$. The free energy, and hence also the point of the phase transition, was found to be $\hat{\mu}$ independent, in agreement with large-$N_c$ counting. The expectation values of the Polyakov loops display the dependence on quark chemical potential that could be expected from intuitive arguments.
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