Beyond-Newtonian dynamics of a planar circular restricted three-body problem with Kerr-like primaries
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ABSTRACT

The dynamics of the planar circular restricted three-body problem with Kerr-like primaries in the context of a beyond-Newtonian approximation is studied. The beyond-Newtonian potential is developed by using the Fodor-Hoenselaers-Perjes procedure. An expansion in the Kerr potential is performed and terms up to the first non-Newtonian contribution of both the mass and spin effects are included. With this potential, a model for a test particle of infinitesimal mass orbiting in the equatorial plane of the two primaries is examined. The introduction of a parameter, ε, allows examination of the system as it transitions from the Newtonian to the beyond-Newtonian regime. The evolution and stability of the fixed points of the system as a function of the parameter ε is also studied. The dynamics of the particle is studied using the Poincaré map of section and the Maximal Lyapunov Exponent as indicators of chaos. Intermediate values of ε seem to be the most chaotic for the two cases of primary mass-ratios (= 0.001, 0.5) examined. The amount of chaos in the system remains higher than the Newtonian system as well as for the planar circular restricted three-body problem with Schwarzschild-like primaries for all non-zero values of ε.
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1 INTRODUCTION

In the field of modern celestial mechanics and dynamical astronomy, one of the most intriguing and important problems is the dynamics of few bodies, in particular being the case of a circularly restricted three body problem (Szebehely 1967). This problem has been applied in various fields in astronomy, like planetary dynamics, galactic and stellar cluster dynamics and even molecular dynamics. Currently, with the advent of LIGO and the detection of gravitational waves from binary black hole mergers (Abbott et al. 2016a,b), the investigation of such systems in strong gravitational fields have become a field of intense research once again. The black holes involved in these discoveries span a mass range of 10 M⊙ to 100 M⊙, and are all consistent to have initially formed from the death of massive stars.

There is also strong observational evidence that a different class of super massive black holes (SMBHs), with masses ranging from 10⁵ to 10⁹ M⊙, are residing in almost all centres of galaxies (Beckmann & Shrader 2012). It is expected that some of these SMBHs will pair up as binaries as their host galaxies merge (Begelman, Blandford & Rees 1980). In fact, there is ample evidence of several active galaxies with double nucleus (Komossa et al. 2003; Müller-Sánchez et al. 2015). It is also speculated that the eventual inspiral and merger of some of these SMBH binaries constitutes a prime gravitational wave source for the planned LISA observatory (Amaro-Seoane et al. 2012). In addition, there is also increasing evidence that there are Kerr black hole binaries which are merging (Gwak 2019; Ruffini et al. 2016; Beckmann & Shrader 2012) and are sources of gravitational radiation.

In such binary black hole mergers which also accrete, the investigation of the chaotic dynamics of test particles within accretion discs or inside the halo surrounding these compact objects has become a subject of prime importance (Levin 2000; Schnittman & Rasio 2001; Cornish & Levin 2002, 2003; Hartl & Buonanno 2005; Gopakumar & Königsdörffer 2005; Wu & Xie 2007, 2008, 2010; Wu & Zhong 2011; Wu et al. 2015a; Wu & Huang 2015b; Zhong & Wu 2010a; Wang & Wu 2011; Li, Wu & Liang 2019; Mei et al. 2013; Luo et al. 2017; Huang & Wu 2014a; Huang, Ni & Wu 2014c; Huang, Wu & Ma 2016). Some authors have also studied the numerical schemes and techniques which can be used for such non-linear, chaotic problems along with the dynamics of these systems (Zhong et al. 2010b; Wu & Huang 2015b; Luo et al. 2017). Investigations of such dynamics of charged particles moving under the influence of magnetic and strong gravitational fields of a single compact object have already been studied in some detail within the general relativistic framework (Kopáček 2010; Kopáček & Karas 2014, 2015; Takahashi & Koyama 2009; Kovář, Stuchlík & Karas 2008; Kovář et al. 2010). Such studies have been extended to the motion of test particles under the influence of the relativistic grav-
Hamiltonian systems (e.g. Barrio, Blesa & De et al. 2020) and also for motion under the influence of gravity produced by an extended body (Letelier & Vieira 1997; Vieira & Letelier 1999; Wu & Zhang 2006a; deCastro & Letelier 2011).

On the other hand, escaping particles from dynamical systems has also been a subject under focus for decades. Especially the issue of escape in Hamiltonian systems is directly related to the problem of chaotic scattering which has been an active field of research over the last decade and it still remains an open area (Benet, Seligman & Trautman 1998; Benet, Trautman & Seligman 1996; Bleher, Grebogi & Ott 1990; Bleher, Ott & Grebogi 1989; Bleher et al. 1998; Churchill, Peebles & Rod 1975; Contopoulos 1990; Contopoulos & Kauflmann 1992; Eckhardt 1988; Motter & Lai 2002; Ott & Tel 1993; Scoane et al. 2006). It is well known that some types of Hamiltonian systems have a finite energy of escape. For lower values of the particle energy, the equipotential surfaces of these systems are closed and therefore escape is impossible. For energies above the escape energy, these surfaces open and exit channels emerge through which particles can escape to infinity. There is a comprehensive body of work on such “open” or “leaking” Hamiltonian systems (e.g. Barrio, Blesa & Serrano 2009; Contopoulos, Harsoula & Lukes-Gerakopoulos 2012; Ernst & Peters 2014; Randrup et al. 1999; Lai & Tél 2011; Navarro & Henrand 2001; Siopis, Contopoulos & Kandrup 1995a; Siopis et al. 1995b, 1996; Zotos 2014a,b, 2015a,b, 2016a, 2017a). However, it is needless to say that this list of citations is neither complete nor exhaustive. It is just indicative of the body of work that has happened in these fields and is still continuing.

The restricted three-body problem (RTBP) is an excellent example of such open Hamiltonian systems with escape (e.g. Winter & Murray 1994a,b). Over the last few decades, a large number of studies have been devoted to the classification of orbits in the RTBP. It all started with the pioneering works of Nagler (2004, 2005) where initial conditions of orbits were classified as bounded, escaping or collisional. Moreover, bounded orbits were further classified into orbital families by taking into account the type of motion of the test particle around the primary sources. Such classifications have also been done in the context of planetary systems, Earth-Moon system and Saturn-Titan system (deAssis & Terra 2014; Zotos 2016a). In this context, it is important to mention that a simplified modification of the RTBP is the Hill approximation which focuses on the vicinity of the secondary source (e.g. Hill 1886; Petit & Henon 1986, 1987; Stelkain & Letelier 2006, 2009). This facilitates for the study of the motion of test particles in the neighborhood of the Lagrange (equilibrium) points $L_1$ and $L_2$. At this point it should be mentioned that the Hill approximation is valid only when the mass of the secondary is much smaller than the mass of the primary body. One can directly obtain the Hill model from the classical RTBP by translating the origin to the center of the secondary body and also by re-scaling the coordinates suitably. The Hill problem was proved to be non-integrable by Meletlidou, Ichtiaroglou & Winterberg (2001), and is chaotic, as shown by Siino & Stuchi (2000). Subsequently, thorough numerical investigations of this problem were performed by carrying out a systematic classification of the initial conditions of the orbits (Zotos 2017a). More precisely, the initial conditions of the orbits were classified into four categories: (i) non escaping regular orbits; (ii) trapped chaotic orbits; (iii) escaping orbits; and (iv) collisional orbits. In addition, the issue of equilibrium points in circular restricted three body problem (CRTBP) has also been studied widely and in great detail (see Henon (1997) and references there in). The discovery of the Trojan asteroids around the Lagrangian points $L_4$ and $L_5$ in the Sun-Jupiter system (Murray & Dermott 1999), and the recent observations of asteroids around $L_4$ for the Sun-Earth system (Connors, Wiegert & Veillet 2011), has added a great impetus to theoretical studies on the subject. Moreover, the dynamics of non-conservative RTBP have also been investigated extensively, like the case of CRTBP with gravitational radiation (Schnittman 2010), an elliptic restricted three-body problem (Wang, Wu & Lin 2016) and that of a dissipative CRTBP with drag forces (Wang, Huang & Wu 2018).

One of the first attempts at studying the relativistic CRTBP under the assumptions of low velocities and weak gravity was made by Krefetz (1967) in the year 1967. He looked at the post-Newtonian equations for the first time using the Einstein-Infeld-Hoffmann (EIH) formalism (Einstein, Infeld & Hoffmann 1938). Since then this problem has been studied by several authors where they have attempted to present the Lagrangian explicitly (Contopoulos 1976). Some authors have also tried to explore the deviations to the Lagrangian points due to the post-Newtonian corrections (Maindl 1996). In addition, analytical solutions were also attempted in the GR regime using the EIH approximation up-to the first order (Yamada & Asada 2010). Recently, as one of the first studies of chaotic orbits in the post-Newtonian CRTBP, Huang & Wu (2014a) explored the influence of the distance of separation between the two primaries. They observed that if the primary bodies are close enough, the post-Newtonian dynamics is qualitatively quite different, particularly where some Newtonian bounded orbits become unstable.

In more recent studies, several authors have formulated this problem using pseudo-Newtonian potentials developed for non-rotating Schwarzschild-like (Paczyski-Witt potential) (Paczyski & Wiita 1980) and rotating Kerr-like primaries (Artemova, Bjornsson & Novikov 1996; Semerák & Karas 1999; Mukhopadhyay 2002) to avoid the complications of a post-Newtonian formulation. Subsequently, detailed studies of orbits and the dynamics of test particles around a single Schwarzschild primary and a binary system, as well as Kerr-like primaries have been made in recent years with the idea of investigating the chaotic and unstable nature of orbits in the relativistic regime. In a very recent study, Dubelbe, Lora-Clavijo & González (2016) used the Fodor-Hoenselaers-Perjés (FHP) procedure (Fodor, Hoenselaers & Perjés 1989) (taking into account the corrections made by Sotiriou & Apostolatos (2004)) to derive an approximate potential for the gravitational field of two uncharged spin-less particles modeled as sources with multi-pole moment, $m$. In this work, they have explored the dynamics of a massless test particle using the Poincaré section and the Lyapunov exponent as indicators of chaos. As they have mentioned, this potential is not ad-hoc as other pseudo-Newtonian potentials but rather it is exactly derived from the multipolar structure of the sources. In our current study, we also follow a similar route and use the FHP procedure to derive the multipolar structure of a spinning bi-
nary system. Subsequently, we construct a beyond-Newtonian potential to imitate the gravitational effects of this system on a test particle in the CRTBP scheme.

The paper is organized as follows. In the next section, we present the formulation of the gravitational beyond-Newtonian potential of each Kerr-like source using the FHP procedure. Next, we present the Lagrangian and the equations of motion of a test particle in context to CRTBP. In the subsequent section, we present a detailed analysis of the Hill curves or the zero velocity surfaces as the system makes a gradual transition from the FHP beyond-Newtonian approximation to the classical regime through a parameter \( \varepsilon \) in the beyond-Newtonian potential. Here we also present a detailed analysis of the orbits and a discussion on the fixed points of this system along with their stability as a function of the parameter \( \varepsilon \). The classification of the nature of orbits is made using Poincaré surfaces of section and the variational method for the calculation of the largest Lyapunov exponent, as done by several previous authors. In the next section, we present a comparison between the dynamics of a test particle around a binary system of Schwarzschild and spinning primaries. Finally, in the last section we conclude with a summary of our main results and present certain new directions that we intend to investigate in the near future.

2 FORMULATION OF BEYOND-NEWTONIAN POTENTIAL FOR KERR BINARY

The version of CRTBP we consider consists of two massive, spinning primaries with masses \( m_1 \) and \( m_2 \) and intrinsic angular momenta \( a_1 \) and \( a_2 \), at positions \( X_1 \) and \( X_2 \), respectively, describing a circular orbit in the \( x-y \) plane about their common centre of mass (taken to be the origin \( \theta \)). The centre-to-centre distance remains fixed and remains sufficiently far apart, while the orbital angular velocity is \( \omega_0 \). The aim is to set up the beyond-Newtonian potential (up to the first non-Newtonian term) for this CRTBP system and consequently write down the Euler-Lagrange equations of motion of a test particle under the influence of this potential. The schematic of the configuration is illustrated in figure (1).

To simulate the dynamics of the CRTBP at hand, we employ the Fodor-Hoenselaers-Perjés (FHP) procedure to perform an expansion in the mass and rotation potential of each primary up to the first non-Newtonian term. This essentially generates first-order general relativistic effects, the dynamics of which is analyzed at length in the following section. The beyond-Newtonian potential for the system is then constructed by virtue of a superposition of the potentials corresponding to the two primaries, modelled to describe circular orbits around their common centre of mass. We then write down the Lagrangian and consequently the equations of motion for a test particle under the influence of such a potential.

2.1 Beyond-Newtonian potential

We shall now briefly outline the steps involved in the FHP procedure leading to the construction of the beyond-Newtonian potential for the problem at hand. The FHP algorithm involves the decomposition of the Einstein field equation in the so-called Ernst formalism. In this formalism, the field equations of GR are reduced to a pair of complex equations by virtue of introducing the complex potentials \( \zeta \) and \( \Psi \). These complex potentials are further defined in terms of two new potentials \( \tilde{\zeta} \) and \( \tilde{\psi} \) through the relations

\[
\tilde{\zeta} = \frac{1 - \tilde{\xi}}{1 + \tilde{\xi}}, \quad \Psi = \frac{\zeta}{1 + \xi^2}.
\]

The field potentials satisfy (Ernst 1968a,b)

\[
(\xi \delta^\nu - \xi^2 - 1) \nabla^2 \zeta = 2(\xi^4 \delta^\nu - \xi^2 \nabla \xi) \cdot \nabla \zeta,
\]

\[
(\xi \delta^\nu - \xi^2 - 1) \nabla^2 \zeta = 2(\xi^4 \delta^\nu - \xi^2 \nabla \xi) \cdot \nabla \zeta.
\]

The above set of equations are an alternative representation of the Einstein-Maxwell field equations. As a matter of fact, they could be interpreted as the generalization of Laplace’s equation for the Papapetrou’s metric describing the spacetime around a stationary and axisymmetric source.

The new set of field potentials \( \zeta \) and \( \Psi \) are related to the classical gravitational and electromagnetic potentials in the following way

\[
\zeta = \Phi_M + i \Phi_I, \quad \tilde{\zeta} = \Phi_E + i \Phi_H,
\]

where \( \Phi_M, \Phi_I, \Phi_E, \) and \( \Phi_H \) represent the mass, angular momentum, electrostatic and magnetic potentials, respectively. As our massive, spinning primaries do not possess electromagnetic fields, we set \( \Phi_E = \Phi_H = 0 \), which from (1) implies \( \zeta = \Psi = 0 \). The seminal work of Geroch (1970) and Hansen (1974) allows us to determine the multipolar moments of asymptotically flat spacetimes. In this prescription, the induced 3-metric \( h_{ij} \) is mapped by virtue of a conformal transformation

\[
h_{ij} \rightarrow \tilde{h}_{ij} = \Omega^2(x)h_{ij}
\]

onto a conformal metric \( h_{ij} \).

This conformal factor \( \Omega \) satisfies the conditions

\[
\Omega|_A = \tilde{D}_i \Omega|_A = 0, \quad \tilde{D}_i \tilde{D}_j \Omega|_A = 2h_{ij}|_A,
\]

where \( \tilde{D} \) denotes the covariant derivative on the induced surface and \( A \) denotes the point added due to conformal compactification. Essentially, \( \Omega \) transforms the potential \( \tilde{\zeta} \) into

\[
\tilde{\xi} = \Omega^{-1/2} \xi
\]

with the explicit transformation being \( \Omega = r^2 = \rho^2 + z^2 \). The relation between the primed and unprimed Weyl-Papapetrou coordinates are

\[
\rho' = \frac{\rho}{\rho^2 + z^2}, \quad z' = \frac{z}{\rho^2 + z^2},
\]

with \( \phi \) remaining unchanged. This helps in mapping the infinity to the origin of the primed coordinates \( (\rho', z') = (0, 0) \). Besides, the potential \( \tilde{\zeta} \) can be expressed as a power series expansion in \( \rho' \) and \( z' \) as

\[
\tilde{\zeta} = \sum_{i,j=0} a_{ij} \rho'^i z'^j
\]

with the coefficients \( a_{ij} \) determined by recursive relations presented explicitly in Sotiriou & Apostolatos (2004). Following this procedure, one can deduce approximate relations for the gravitational potential \( \tilde{\xi} \), in terms of the parameters of
the primary once its gravitational multiple moments \( P_i \) are known. Thus, we apply this outlined prescription to a massive, spinning primary whose multipolar structure we take to be:

\[
P_0 = m, \quad P_1 = ima, \quad P_i = 0 \quad \text{for} \quad i \geq 2, \tag{9}
\]

such that \( m \) and \( a \) denote the mass and angular momentum of the source, respectively.

We now aim to set up the beyond-Newtonian potential (up-to the first non-Newtonian term) for the CRTBP system at hand and consequently write down the Euler-Lagrange equations of motion of a test particle under the influence of this potential. For clarity, we restate the conditions and assumptions of the CRTBP model we are trying to construct:

- The two primaries, with masses \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) and intrinsic angular momenta \( a_1 \) and \( a_2 \), at positions \( X_1 \) and \( X_2 \), respectively, describe a circular orbit about their common centre of mass (taken to be the origin \( \mathcal{O} \)). The centre-to-centre distance \( r \) remains fixed and remains sufficiently far apart, while the orbital angular velocity is \( \omega_0 \).
- A beyond-Newtonian potential describing the primaries is constructed assuming that the principle of superposition holds: that the total gravitational potential of the system is a linear sum of the mass and rotation potentials (up to first order effects) of the individual sources.
- A test particle of mass \( \mathcal{M} \), that is very small compared to the primaries, now moves under the effect of this beyond-Newtonian potential in the \( z = 0 \) orbital plane of the primaries. The motion of this test particle has no effect on the primaries whatsoever.
- The convention \( G = \mathcal{M} = \omega_0 = r = 1 \) is used throughout the analysis hereon (further details on this choice of units has been discussed extensively in section (3)).

In accordance with the above conditions and following the preceding discussion on the FHP formalism, we now construct the beyond-Newtonian potential \( \Omega \) describing the primaries of our CRTBP model from the reconstructed potential \( \xi \) describing a single source. Keeping explicitly the factors of \( c \) to show the corresponding order-wise contributions, we have the beyond-Newtonian potential for our system:

\[
\Omega(x, y) = -\sum_{i=1}^{2} \frac{\mathcal{M}_i}{r_i} + \frac{1}{2c^4} \sum_{i=1}^{2} \frac{\mathcal{M}_i^3}{r_i^3} + \frac{1}{c^2} \sum_{i=1}^{2} \frac{\mathcal{M}_i a_i}{r_i^2} \cos \theta_i + \frac{1}{2c^4} \sum_{i=1}^{2} \frac{\mathcal{M}_i a_i^3}{r_i} (3\cos^2 \theta_i - 1) \tag{10}
\]

where the primaries are stationed at positions \( X_1 = (x_1, 0) \) and \( X_2 = (x_2, 0) \) respectively, and \( r_{1,2} = \sqrt{(x-x_{1,2})^2+y^2} \). We note that the first two terms of equation (10) describe the mass potential and the next two terms represent the rotation potential of the binary system upto first order corrections respectively. Also, following the FHP procedure, we see the potential that is constructed is written in terms of powers of \( 1/c^2 \). The 1st order corrections to the Newtonian potentials, both in mass as well as for rotation, are retained and the higher order terms are dropped since their contribution is smaller compared to the leading order (by appropriate factors of \( 1/c^2 \)). The term ‘beyond-Newtonian’ is designated to these 1st order corrections to the Newtonian potentials that arise in our final form of the potential, as seen in equation (10).

Moreover, in order to observe the transition of the system from the Newtonian regime to a beyond-Newtonian one, we introduce a parameter \( \varepsilon \), such that,

\[
\frac{1}{c^2} \rightarrow \frac{1}{c^2} \varepsilon
\]

with \( \varepsilon \in [0, 1] \) using the fact that \( \frac{1}{c^2} \rightarrow 0 \) reduces equation (10) to the Newtonian case. That is, the \( \varepsilon = 0 \) classical limit is essentially the Newtonian problem that models non-spinning binaries composed of weak gravitational sources as found in say, planetary systems and binary stars which are not in close contact with each other. On the other hand, the \( \varepsilon = 1 \) beyond-Newtonian case models departures from Newtonian behaviour that can be found in compact spinning binaries constituted of strong gravitational sources, for example black-hole and compact binaries. The parameter \( \varepsilon \) can thereby be thought of as a knob that slowly “turns on” corrections (both in the mass and rotation potentials as seen from equation (10)) to the Newtonian potential as we gradually go from the classical limit \( \varepsilon = 0 \) to the beyond-Newtonian regime \( \varepsilon = 1 \).

### 3 DYNAMICS OF A TEST PARTICLE

In order to simplify the numerical simulation of the three dimensional system described in the section above, we confine ourselves to the plane of the two primaries. We adopt a modified version of the Szabheley convention to de-dimensionalize the problem. Numerous types of scaling transformations have had applications in literature (Huang & Wu 2014a,b; Su, Wu & Liu 2016). For example, studies of chaotic dynamics of asteroids in planetary systems scale primaries to the solar mass. However, for our problem, the absolute masses of the two primaries are irrelevant and do not reveal any new physical information about the system. Therefore, with \( \mathcal{M}_1 + \mathcal{M}_2 = \mathcal{M} \) and \( a_1 + a_2 = a \), we define a dimensionless mass \( \mu_1 = \mathcal{M}_1/\mathcal{M} \) and dimensionless spin \( \mu_2 = a_2/a \). Applying the scaling relations described above, we enforce the sum of the masses of the two primaries and the distance between the two to be unity. This has been enforced by adopting geometrized units, \( G = 1 \) and \( c = 1 \), with distance and time now having the dimension of mass (this choice of units has been discussed in detail in the next paragraph). Additionally, this scaling also ensures that the sum of the spins of the primaries be unity. Thus, applying the above discussed scaling relations we obtain:

\[
\mathcal{M}_1 = 1 - \mu_1 \quad ; \quad \mathcal{M}_2 = \mu_1 \\
\mu_1 = 1 - \mu_2 \quad ; \quad \mu_2 = \mu_1 
\tag{11}
\]

At this point, it is worthwhile to note that different system of units have been used in literature for simplifying the respective problem, both analytically and numerically. The choice of units almost mostly depend on the length scales, masses and the time-scales involved. As a result of this, the speed of light \( c \) can assume different values. For example, in planetary systems, setting \( G = 1 \), the unit of mass to be the sum of masses, the unit of distance to be the semi-major axis of the secondary body (which is set to unity) and using Kepler’s second law, the speed of light assumes different values like \( c = 22946.5 \) for the case of Sun-Jupiter, and \( c = 10065.3 \) in the case of Sun-Earth (Lhotka & Celletti 2015). However, while studying the dynamics of test particles around compact objects under the circular restricted three body scheme
(CRTBP) in post-Newtonian (PN) treatments (Einstein et al. 1938), the speed of light $c$ surfaces as a parameter which measures the order of the PN contributions. For ease in numerical simulations, $c=1$ is later enforced and $a$, which is the separation between the parent bodies, becomes an important parameter for the first post-Newtonian (1-PN) order effect. Thus, this choice of unit and relevant scaling transformations facilitates the study of how the separation between the primaries affect the dynamics of this system (Huang & Wu 2014a). Another variation to this post-Newtonian three body scheme was recently studied by Dubeibe, Lora-Clavijo & González (2017) who used $c=10000$ in his calculations. To show this, one can use the Sun-Earth system as an example (for details refer to Klačka & Kocifaj (2008)). It was shown here that this value of $c$, the choice of units and relevant scaling transformations, as opposed to $c=1$ in an earlier work by Huang & Wu (2014a), facilitates a better conservation of the Jacobi integral of motion numerically. This is due to the fact that the contributions of the higher order PN terms vary depending on the formulation and thus a truncation brings about a non-conservation of the Jacobi integral (discussed in detail later). Recently, Deng, Wu & Liang (2020) used different values of $c$ to indicate perturbations from the PN contribution, which were used to find an optimal method for the calculation of eccentric anomaly.

However, in our study, the Jacobi integral of motion is a constant. Thus, our choice of the value of $c$ is to just facilitate the simplification of the system, both algebraically and numerically. As we had noted earlier, the beyond-Newtonian effects are scaled by a factor of $1/c^2$ which is taken care of by the introduction of the parameter $\varepsilon$ in our system of units. Hence, $c=10000$ will scale down the beyond-Newtonian terms by a factor of $10^{-8}$, which can be compensated by suitably adjusting the range of $\varepsilon$, since it is a free parameter in our system. Thus it can be concluded that the nature of the dynamics of the system will not be affected by the choice of the value of $c$, as has been verified by our simulations too.

The separation between the two primaries is then scaled as,

$$x_1 = -\mu_1 \quad \text{;} \quad x_2 = 1 - \mu_1$$

(12)

Thus, $\mu_1, \mu_2 \in [0, \frac{1}{2}]$ are the only two control parameters for the system. Applying the earlier described scaling and putting $c=1$, the potential becomes:

$$\Omega(x,y) = -\left(\frac{1-\mu_1}{r_1^3} + \frac{\mu_1}{r_2^3}\right) + \frac{1}{2} \varepsilon^2 \left(\frac{(1-\mu_1)^3}{r_1^3} + \frac{\mu_1^3}{r_2^3}\right)$$

$$+ \varepsilon \left(\frac{(1-\mu_1)(1-\mu_2)}{r_1^3} \cos \theta_1 + \frac{\mu_1 \mu_2 \cos \theta_2}{r_2^3}\right)$$

$$+ \frac{1}{2} \varepsilon^2 \left(\frac{(1-\mu_1)(1-\mu_2)}{r_1^3} \left(3 \cos^2 \theta_1 - 1\right) + \frac{\mu_1 \mu_2}{r_2^3} \left(3 \cos^2 \theta_2 - 1\right)\right)$$

(13)

The Lagrangian for the system may be constructed as follows:

$$L = \frac{V^2 + 2A + R^2}{2} - \Omega(x,y)$$

(14)

where $V = \sqrt{x^2 + y^2}$ represents the magnitude of the velocity of the test particle, $R = \sqrt{x^2 + y^2}$ the position of the test parti-
where,
\[
\begin{align*}
    r_1 &= \sqrt{(x + \mu_1)^2 + y^2} \\
    r_2 &= \sqrt{(x + \mu_1 - 1)^2 + y^2} \\
    \theta_1 &= \tan^{-1}[y/(x + \mu_1)] \\
    \theta_2 &= \tan^{-1}[y/(x + \mu_1 - 1)]
\end{align*}
\]

The Jacobi integral for the above system is given by,
\[
J(x,y,\dot{x},\dot{y}) = (\dot{x}^2 + \dot{y}^2) - 2\Omega(x,y) - (\dot{x} + \dot{y}) = C_j
\]  \hspace{1cm} (17)

where \(C_j\) is a constant of motion for the given system and is called the Jacobian constant.

Here we note that the Lagrangian for our system, as stated in equation (14), has terms only up to the quadratic order in velocity \(V\) of the test particle as a result of which the Jacobian constant (equation (17)) is exactly derived. This is in contrast to the post-Newtonian (PN) framework where the Jacobian does not remain conserved and consequently limits the extent of dynamical studies. The reasoning behind this has to do with the relations between the PN Lagrangian and Hamiltonian approaches at the same PN order. Additionally, it also depends on the relations between the approximately truncated as well as the exactly non-truncated Euler-Lagrange equations of motion for this PN Lagrangian approach. The equivalence between the Lagrangian and Hamiltonian approaches at the same PN order was established in Damour, Jaranowski & Schäfer (2001, 2002); deAndrade, Blanchet & Faye (2001); Levi & Steinhoff (2014). However, recent contradictions of the same have been discussed in Li et al. (2019, 2020) that the approximately truncated Euler-Lagrange equations of motion for this PN Lagrangian approach. If the truncated higher-order PN terms are still truncated when the Hamiltonian (corresponding to the Jacobian constant) is derived from this PN Lagrangian approach. The truncated higher-order PN terms are large, as in the case of strong gravitational fields of compact objects, the Jacobian constant shows a poor accuracy; while it shows a better accuracy if the same truncated terms are comparatively smaller, as in the case of weak gravitational fields found in our Solar system. It should be expected that for our potential (equation (10)), the Lagrangian and Hamiltonian approaches at the same beyond-Newtonian order are not equivalent in general. This inequivalence should also be true for the approximately truncated as well as the exactly non-truncated Euler-Lagrange equations of motion for our beyond-Newtonian Lagrangian approach. However, the equations of motion (15) and (16), the corresponding Hamiltonian and the Jacobian constant (17) are exactly derived and have no terms truncated from the beyond-Newtonian Lagrangian (equation (14)) because it has no higher-order terms with respect to the test particle velocity \(V\). As a result, the Jacobian constant, given by equation (17), is said to be exactly derived.

3.1 Hill Curves

The Hill curves or the zero-velocity curves for the system, for a set of chosen values of \(C_j\), \(\mu_1\), \(\mu_2\) and \(\varepsilon\), divide the equatorial plane into regions where the motion of the body is energetically allowed and regions where the motion is energetically disallowed (for a discussion on zero-velocity curves refer to Szebehely (1963) for a Newtonian CRTBP system and Zotos, Duebeibe & González (2018a) for a pseudo-Newtonian CRTBP with Schwarzschild like primaries). All points, where \((\dot{x}^2 + \dot{y}^2) - 2\Omega(x,y) - (\dot{x} + \dot{y}) > C_j\), are energetically allowed for the test particle, while all points, where \((\dot{x}^2 + \dot{y}^2) - 2\Omega(x,y) - (\dot{x} + \dot{y}) < C_j\), are energetically disallowed. The velocity of the test particle (as we shall calculate from equations (19)) in the disallowed region is imaginary (will be calculated explicitly in the next subsection). The Hill curves of the system have an equation,
\[
(\dot{x}^2 + \dot{y}^2) - 2\Omega(x,y) = C_j.
\]  \hspace{1cm} (18)

Figures (2) and (3) show the evolution of the Hill curves with the introduction of beyond-Newtonian effects for \(\mu_1 = \mu_2 = 0.001\) (or the biased-mass system) and \(\mu_1 = \mu_2 = 0.5\) (or the Copenhagen system) respectively. The beyond-Newtonian effects are introduced by increasing \(\varepsilon\) from 0.0 to 1.0 in steps of 0.1. The equatorial plane is divided into three regions by the Hill curves – a central region where the particle is energetically allowed but is bounded by the Hill curves, an unbounded energetically allowed region, and a disallowed region in-between them. Test particles with initial conditions in the unbound region may execute stable orbits around both the primaries or may escape to infinity, while test particles with initial positions in the enclosed and energetically allowed regions are ‘trapped’ and cannot escape to infinity since they cannot cross the Hill curves. The energetically allowed regions are represented by white in figure (2) and figure (3), while the dotted regions are energetically disallowed for the test particle. The two black dots represent the positions of the primaries \(M_1\) and \(M_2\) respectively.

For the biased-mass system, the potential due to mass \(M_1\) dominates the Hill curves. The introduction of beyond-Newtonian effects distorts the curves of the Newtonian system, such that for all values of \(\varepsilon \geq 0.0865\), no trapped circular orbits exist. For the Copenhagen system, the chosen value of \(C_j\) corresponds to the energy at the first Lagrange point \(L_1\). As \(\varepsilon\) increases, the contribution of the spin becomes apparent and the enclosed allowed region becomes smaller. Circular trapped orbits around both the primaries exist for small values of \(\varepsilon\). For \(\varepsilon > 0.1248\), circular orbits no longer exist around the primary \(M_2\) while for \(\varepsilon > 0.134\), circular orbits no longer exist around the primary \(M_1\). Thus, for both systems, we choose our initial conditions in the unbounded energetically allowed region for the sake of consistency of initial conditions for all values of \(\varepsilon\), \(\mu_1\) and \(\mu_2\).

3.2 Orbits

Using the six stepped, fifth-order Runge-Kutta method implemented with the Dortmund-Prince algorithm, the equations of motion equations (15,16) are integrated using time step \(\tau = 10\) for \(n = 3000\) iterations. For a preliminary investigation of the system, the following initial conditions are considered (similar to Duebeibe et al. (2016) which investi-
Figure 2. Evolution of the Hill curves for $\mu_1 = \mu_2 = 0.001$ and $C_j = 4.0$ with the parameter $\epsilon$. The white regions of the plot represents the points in the X-Y plane are energetically allowed, while the dotted regions are energetically disallowed, for the test particle whose Jacobian $C_j = 4.0$. The larger black dot on the left represents the position of the mass $M_1$ and the smaller black dot on the right represents the position of mass $M_2$ in each of the plots.

Figure 3. Evolution of the Hill curves for $\mu_1 = \mu_2 = 0.5$ and $C_j = 4.0$ with the parameter $\epsilon$. The white regions of the plot represents the points in the X-Y plane are energetically allowed, while the dotted regions are energetically disallowed, for the test particle whose Jacobian $C_j = 4.0$. The black dot on the left represents the position of the mass $M_1$ and the black dot on the right represents the position of mass $M_2$ in each of the plots.
gates orbits for a system with Schwarzschild like primaries: 
\[ x_0 = [3.0, 3.5, 3.75, 4.0, 4.25, 4.5, 4.75, 5.0, 5.25, 5.5, 6.0], \] 
\[ y_0 = 0.0 \] 
and \[ x_0 = 0.0, \] with \( C_j = 4 \). The value of \( y_0(x_0, y_0, x_0) \) is calculated from the following equation:
\[
\begin{align*}
\dot{x}_0 &= \frac{y_0}{r_0} \sqrt{(x^2 + y^2) - 2\Omega(x, y) - C_j} \\
\dot{y}_0 &= -\frac{x_0}{r_0} \sqrt{(x^2 + y^2) - 2\Omega(x, y) - C_j}
\end{align*}
\] (19)

where \( r_0 = \sqrt{x_0^2 + y_0^2} \). The orbits for a test particle for the biased mass and Copenhagen systems are investigated for \( \varepsilon \in [0, 1] \) and the set of initial conditions mentioned in the paragraph above. Since the system is conservative, the Jacobi constant \( C_j \) has to remain constant as the equations of motion are integrated.

The integrator used, being non-symplectic in nature, usually does not conserve the Jacobian. The use of such integrators for conservative systems have been well studied and multiple corrective methods, such as the velocity correction method (Ma, Wu & Zhu (2008); Wang et al. (2016, 2018); Deng et al. (2020)), have been developed for better accuracy. In Figure (4), we have shown a comparison of the relative error in the Jacobi constant \( C_j \) with time for both the non-corrected and velocity corrected integrators. It is observed that the accuracy in the conservation of \( C_j \) for the velocity corrected method ranges from \( 10^{-16} \) to \( 10^{-14} \) for stable orbits and goes up to \( 10^{-8} \) for chaotic and sticky orbits at large times (\( > 5 \times 10^7 \) years), as has been pointed out in Wang et al. (2016, 2018). We also observe that our non-corrected integrator has a fairly similar accuracy at the start. However, the growth in error is faster at late times and reaches values of \( 10^{-10} \) for stable orbits and goes up to \( 10^{-8} \) for chaotic and sticky orbits. Hence, we conclude that the non-corrected fifth-order Runge-Kutta method is also of reasonable accuracy for the relevant time-periods of our investigation.

By observing their evolution, the orbits may be categorized as regular, sticky or escaping. Orbits are said to be sticky if they show regular behavior for a long period of time before their chaotic nature manifests (Dvorak 1999) and escaping if the particle directly escapes from the system without executing any regular orbits (Contopoulos 1990; Contopoulos & Kaufmann 1992). We classify the stability of the initial conditions based on the number of iterations for which the orbit of the particle is stable. If the test particle executes stable orbits for 3000 iterations, it is classified as regular. If the orbits are stable for at least 100 iterations before they escape from the system, they are classified as sticky. If the test particle reaches a distance of 50 times the separation between the two primaries within 1000 iterations, they are said to be escaping. The third column of the table in Appendix (A) and Appendix (B) records the type of orbit for the test particle given some initial conditions for the biased-mass and Copenhagen system respectively.

For the biased mass system, among the initial conditions considered, orbits for \( x_0 = [3.5, 3.75, 4.0, 4.25, 4.5] \) are stable for all values of \( \varepsilon \). Most initial conditions are either sticky or escaping for non-zero values of \( \varepsilon \). But the interesting initial conditions are the ones where the intermediate values of \( \varepsilon \) are the most chaotic.

The initial conditions \( x_0 = [5.0, 5.25, 5.5, 6.0] \) show such behavior. For the Copenhagen system, orbits for \( x_0 = [3.5, 3.75, 4.0, 4.25, 4.5, 4.75] \) are stable for all values of \( \varepsilon \). The initial condition \( x_0 = 4.25 \) destabilizes for \( \varepsilon > 0.4 \), implying a region of chaotic initial conditions intersects stable initial conditions in the phase space. Orbits for \( x_0 = [5.0, 5.25] \) are either sticky or escaping for all values of \( \varepsilon \) except \( \varepsilon = [0.0, 0.1] \).

A stable orbit for \( x_0 = 5.5 \) exists only for \( \varepsilon = 0.0 \), while no stable orbits exist for \( x_0 = 6.0 \), for any value of \( \varepsilon \). This implies that regions of initial conditions allowing stable orbits shrink as \( \varepsilon \) increases for the Copenhagen system.

Contrary to expectation, \( \varepsilon = 1.0 \) does not result in the maximum number of sticky and escaping initial conditions in either of the systems. Instead, the intermediate values of \( \varepsilon \) have the most number of unstable initial conditions. For the biased mass system, \( \varepsilon = [0.2, 0.4, 0.6, 0.7, 0.8] \) have the least number of stable initial conditions, namely 6 out of the 11 investigated. \( \varepsilon = 0.9 \) has the least number of stable initial conditions for the Copenhagen system, namely 5 out of the 11 investigated. In contrast, \( \varepsilon = 1.0 \) has 9 and 6 initial conditions out of 11 for the biased mass and Copenhagen systems, respectively.

### 3.3 Fixed Points and their stability

For a system having equilibrium points (fixed points), the necessary and sufficient conditions are:
\[
\dot{x} = y = \dot{x} = \dot{y} = 0 \quad (20)
\]

Thus, the co-ordinates of the co-planar fixed points are determined by solving the following pair of partial differential equations (refer to equation (10) for the detailed expression of \( \Omega(x, y) \)) (Strogatz 1994):
\[
\frac{\partial \Omega(x, y)}{\partial x} = \frac{\partial \Omega(x, y)}{\partial y} = 0 \quad (21)
\]

The intersection of the curves for equations (21) for a set of values of \( \mu_1, \mu_2 \) and \( \varepsilon \) gives us a set of fixed points for the system. Figures (5) and (6) show the positions of the fixed points for \( \varepsilon = [0.0, 0.3, 0.5, 0.7, 1.0] \) for the biased-mass and Copenhagen systems respectively. It is evident that for both systems, the number of fixed points highly dependent on the value of \( \varepsilon \), the details of which are enlisted in separate tables in Appendices (C) and (D). A summary of the salient features of the fixed points with respect to \( \varepsilon \) is presented below:

- For \( \varepsilon = 0 \), both the biased-mass and Copenhagen systems reduce to their Newtonian counterparts. These systems have five fixed-points each, as expected.
- For \( \varepsilon = 0.3 \), the biased-mass system has five fixed points while the Copenhagen system has nine.
- For \( \varepsilon = 0.5 \), the biased mass system has nine fixed points while the Copenhagen system has thirteen. The less massive primary in the biased system has three collinear fixed points.
- For both \( \varepsilon = 0.7 \) and \( \varepsilon = 1.0 \), the biased mass system has five fixed points. Only the collinear fixed points in either of the systems is beyond the less massive primary. However, the Copenhagen system has nine equilibrium points for both \( \varepsilon = 0.7 \) and \( \varepsilon = 1.0 \).
- Finally, the more massive primary in the biased mass system as well as both the primaries in the Copenhagen system have two non-collinear equilibrium points very near to it for values of \( \varepsilon \geq 0.3 \) (not shown in Figures (5) and (6) since they fall very close to the primaries).

It is thus evident that the number of equilibrium points for...
Figure 4. Plot of the log of the relative error in the Jacobi constant $C_J$ with log of time for the non-corrected Runge-Kutta (4,5) integrator using the Dormand-Prince algorithm (black) and velocity-corrected 4th order Runge-Kutta integrator (grey). The first plot from the left ($\mu = 0.001$, $\epsilon = 0.6$, $x_0 = 3.0$, $y_0 = 0.0$) shows the evolution of $C_J$ with time for a sticky initial condition, the centre plot ($\mu = 0.5$, $\epsilon = 0.1$, $x_0 = 5.0$, $y_0 = 0.0$) shows the evolution of $C_J$ with time for a stable initial condition, and the plot on the right ($\mu = 0.5$, $\epsilon = 0.7$, $x_0 = 5.5$, $y_0 = 0.0$) shows the evolution of $C_J$ with time for a chaotic initial condition.

Figure 5. Locations of some of the equilibrium points of the biased-mass system ($\mu_1 = \mu_2 = 0.001$), marked by grey squares, on the intersection of $\partial \Omega / \partial x = 0$, marked by the dashed line, and $\partial \Omega / \partial y = 0$, marked by the solid line, for $\epsilon = [0.0, 0.3, 0.5, 0.7, 1.0]$. For $\epsilon \neq 0$, there are two non-collinear equilibrium points on either sides of the more massive primary which could not be shown on the plots due to their close proximity to it. The smaller primary has three more collinear equilibrium points, one of which lies between the two primaries. These too could not be marked on the plots due to their proximity to the primary.
both the biased-mass and the Copenhagen systems become maximum at intermediate values of $\varepsilon$.

Now, moving on to the issue of stability of these fixed points, their linear stability may be determined by Taylor expanding the system’s equations of motion around the fixed point $(x_0, y_0)$ up to first order. In the perturbation equations, the time-independent coefficient matrix of variations is identified as

\[
A = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\frac{\partial^2 \Omega}{\partial x^2} & \frac{\partial^2 \Omega}{\partial x \partial y} & 0 & 2 \\
\frac{\partial^2 \Omega}{\partial y^2} & -2 & 0
\end{bmatrix}
\]

(22)

where the subscript 0, attached to the partial derivatives of second order of $\Omega$, denotes evaluation at the position of the equilibrium point $(x_0, y_0)$. The necessary and sufficient condition that a fixed point is stable is that all the eigenvalues of matrix $A$ be purely imaginary. Applying this method to the fixed points, obtained by numerically solving equations (21), we can conclude the following:

- For $\varepsilon = 0$, the collinear fixed points for both the biased-mass and the Copenhagen systems are unstable while the triangular fixed points are stable.
- For $\varepsilon = 0.3$, none of the fixed points are stable for the biased mass system while two fixed points are stable for the Copenhagen system.
- For $\varepsilon = 0.5$, one fixed point is stable for the biased-mass system while two are stable for the Copenhagen system.
- For $\varepsilon = 0.7$, no fixed point is stable for the biased-mass system while one is stable for the Copenhagen system.
- For $\varepsilon = 1.0$, no fixed point is stable for either of the systems.

Thus, the evolution and stability of the fixed points of the system under consideration show non-trivial evolution with the parameter $\varepsilon$. However, the knowledge about the basins of convergence along with the libration points is of prime importance since the attracting domains reflect some of the most intrinsic properties of the dynamical system. This has been a topic of intense research in recent years for many different dynamical systems such as the Hill problem (Douskos 2010), the four-body problem (e.g. Baltagiannis & Papadakis 2011; Kumari & Kushvah 2014; Zotos 2017c) and the pseudo-Newtonian planar circular restricted three body problem (Zotos 2017b,d; Zotos et al. 2018b). We plan to investigate these aspects for our beyond-Newtonian potential in detail as part of our future work.
4 POINCARÉ MAP OF SECTION

The Poincaré map, or the first return map, is a powerful and conventional tool for examining the motion of dynamical systems (Tabor 1989; Parker & Chua 1989; Dubéibe et al. 2016). In order to construct the map, we evolve the system for 3000 iterations in time-steps of $\tau = 10$ and plot the section of the orbit for $y = 0.0, \dot{y} < 0$. This is done for 11 initial conditions $x_0 = [3.0, 3.5, 3.75, 4.0, 4.25, 4.5, 4.75, 5.0, 5.25, 5.5, 6.0]$ and $y_0 = 0.0$ while increasing $\epsilon$ from 0.0 to 1.0 in steps of 0.1. Figure (7) and Figure (8) show the evolution of the Poincaré map for the biased-mass and and Copenhagen systems respectively. The Poincaré map of a system primarily shows two types of structures: concentric Kolmogorov-Arnold-Moser (KAM) tori which represent bounded, quasi-periodic motions and a sea of chaotic points surrounding such tori. At the centre of each island of concentric tori is a point which corresponds to a stable, periodic and resonant orbit (Gidea, Deppe & Anderson 2007; Broer & Takens 2010; Huang & Wu 2014a). The extent of the sea of scattered points in comparison to islands of the tori provides a visual representation of the extent of chaos in the system.

For the biased-mass system, the initial conditions $x_0 = [3.5, 3.75, 4.0, 4.25, 4.5]$ show KAM tori on their Poincaré maps for all values of $\epsilon$, implying quasi-periodic orbits. For $x_0 = [4.75, 5.0, 5.25, 5.5, 6.0]$, the destruction of their KAM tori implies chaotic or sticky orbits, as was observed in subsection (3.2). For the Copenhagen system, the Poincaré maps $x_0 = [3.5, 3.75, 4.0, 4.25, 4.75]$ show KAM tori for all values of $\epsilon$. The torus for $x_0 = 3.0$ breaks up only for $\epsilon > 0.9$, while the tori for $x_0 = 5.5$ and $x_0 = [5.0, 5.25]$ break up for $\epsilon > 0.0$ and $\epsilon > 0.1$ respectively. No KAM tori appear for $x_0 = 6.0$ for any value of $\epsilon$, implying that the initial condition is chaotic for all values of $\epsilon$. Thus, the Poincaré maps for both the systems corroborate the observations presented in subsection (3.2).

5 LYAPUNOV CHARACTERISTIC EXPONENTS

A very popular indicator of chaos in dynamical systems is the calculation of the Lyapunov Characteristic Exponents (LCE), which has been extensively applied to the study of chaos in celestial dynamics especially in the context of the three-body problem (Gueron & Letelier 2001; Dubéibe et al. 2016, 2017; Wu & Huang (2003); Wu, Huang & Zhang (2006b)). It is a measure of the exponential divergence of two neighbouring trajectories in phase space. The rate of separation of the two trajectories is dependent on the initial separation vector. For a pair of trajectories, the number of exponents for the system is equal to dimension of its phase space. However, the largest exponent dominates in the limit $t \to \infty$. The largest Lyapunov exponent, called the Maximal Lyapunov Exponent (MLE), is defined by,

$$\Lambda_{\text{max}} = \lim_{t \to \infty} \frac{1}{t} \log \left| \frac{\|Y(t)\|}{\|Y(0)\|} \right|$$

(23)

where $Y(t)$ is the solution to the variational equations for the potential under consideration (Tancredi, Sánchez & Roig 2001). Such a computation mechanism for the MLE is called the variational method and is the most accurate. However, for systems such as the one under consideration where computation of the variational equations are cumbersome, an alternative was introduced in Benettin, Galgani & Strelcyn (1976). The equation (23) is thus replaced by the following:

$$\Lambda_{\text{max}} = \lim_{t \to \infty} \frac{1}{t} \log \left| \frac{\|\delta x(t)\|}{\|\delta x(0)\|} \right|$$

(24)

where, the deviation vector between the two trajectories is $\delta x(t)$, with $\delta x(0) \to 0$. The mean rate of deviation of the two trajectories is given by:

$$\Lambda_{\text{max}} = \frac{1}{n\tau} \sum_{k=1}^{n} \log \left| \frac{\|\delta x(k\tau)\|}{\|\delta x(0)\|} \right|$$

(25)

This method is called the two-particle method and is the one we utilize to calculate the MLE for each system. The result is accurate as long as the two trajectories are in the immediate neighbourhood of each other in phase space and the machine used for computation has enough precision. As concluded in the work by Tancredi et al. (2001), we have also taken the initial separation between the two trajectories to be $\delta x(0) = 10^{-8}$ and have integrated the system in double precision for $n = 10^5$ iterations, each of time step $\tau = 0.1$. Numerical integration diverges rapidly unless the deviation vectors are re-normalized periodically. The two trajectories are evolved separately and the deviation vector is re-normalized using the Gram-Schmidt re-normalization after each time step. To get a quantitative representation of the chaos in the system, the MLE is averaged over the entire phase space. But, as a preliminary investigation of system, we use the initial conditions: $x_0 = [3.0, 3.5, 3.75, 4.0, 4.25, 4.5, 4.75, 5.0, 5.25, 5.5, 6.0]$, $y_0 = 0.0$ and $x_0 = [4.75, 5.0, 5.25, 5.5, 6.0]$, with $C_1 = 4.0$ for the biased-mass and Copenhagen systems. If trajectories are stable, the value of the MLE remains very small, usually less than $5 \times 10^{-4}$ (low value of MLE). But for chaotic trajectories, the deviations are exponential and the value of the MLE increases rapidly with time. After $10^5$ iterations, its value is usually greater than $5 \times 10^{-4}$ (high value of MLE). The MLE for initial conditions $x_0 = [3.0, 3.5, 3.75, 4.0, 4.25, 4.5, 4.75, 5.0, 5.25, 5.5, 6.0]$ are calculated and averaged for each value of $\epsilon$ and is called the Lyapunov Characteristic Exponent (LCE) for the particular value of $\epsilon$ (Nag, Sinha & Ananda 2017). The LCE provides a qualitative measure of the amount of chaos in the system, even for the few initial conditions chosen for the study (see Nag et al. (2017) as an example). Figure (9) is the plot of the LCE against $\epsilon$ for both the biased-mass and Copenhagen systems.

Both for the biased-mass system and the Copenhagen system, the total chaos in the system for small $\epsilon$ is low. For the biased-mass system, the LCE for all the initial conditions are $< 5 \times 10^{-4}$ for values of $\epsilon = 0.0$ indicating stable orbits. The same is true for the Copenhagen system, except for $x_0 = 6.0$ which gives an LCE of $4.22 \times 10^{-4}$. For the biased mass system, the LCE for all initial conditions are $< 5 \times 10^{-4}$ for $x_0 = [3.5, 3.75, 4.0, 4.25, 4.5, 4.75, 5.0, 5.25, 5.5, 6.0]$ for the biased mass system and $x_0 = 5.5$ for the Copenhagen system, the system shows high values of LCE for intermediate values of $\epsilon$, but low values of LCE for higher values of $\epsilon$. The most interesting among these is the initial condition $x_0 = 6.0$, which shows low values of LCE only for $\epsilon = 0.0$ and 1.0. This reaffirms the conclusion drawn from the Poincaré maps that the chaos in the system is maximum for intermediate values of $\epsilon$. For the Copenhagen system, values of LCE for $x_0 = [3.5, 3.75, 4.0, 4.25, 4.5, 4.75]$ are low for all values of $\epsilon$. The initial condition $x_0 = 6.0$ show high values of LCE for values
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The Poincaré map for orbits with \( x_0 = [3.0, 3.5, 3.75, 4.0, 4.25, 4.5, 4.75, 5.0, 5.25, 5.5, 6.0] \) and \( y_0 = 0.0 \) as \( \varepsilon \) increases from 0 to 1 in steps of 0.1. The system is evolved for 3000 iterations in time-steps of \( \tau = 10 \) and the Poincaré map of section for \( y = 0.0, y > 0.0 \) is plotted for all 11 initial conditions for the biased-mass system \((\mu_1 = \mu_2 = 0.001)\).

Figure 7. The Poincaré map for orbits with \( x_0 = [3.0, 3.5, 3.75, 4.0, 4.25, 4.5, 4.75, 5.0, 5.25, 5.5, 6.0] \) and \( y_0 = 0.0 \) as \( \varepsilon \) increases from 0 to 1 in steps of 0.1. The system is evolved for 3000 iterations in time-steps of \( \tau = 10 \) and the Poincaré map of section for \( y = 0.0, y > 0.0 \) is plotted for all 11 initial conditions for the biased-mass system \((\mu_1 = \mu_2 = 0.001)\).

of \( \varepsilon \). The initial condition \( x_0 = 5.5 \) shows high values of LCE for all values of \( \varepsilon \) except for \( \varepsilon = 0.0 \).

Figure (9) shows that the chaos in the system is low for both the biased-mass system and the Copenhagen system, as indicated by low values of the averaged LCE. Its value rises rapidly for the biased mass system but much slower for the Copenhagen system. Both the systems show maximum values of the averaged LCE for intermediate values of epsilon, which for the biased mass system is at \( \varepsilon = 0.825 \) and \( \varepsilon = 0.525 \) for the Copenhagen. This re-iterates the observations made from the orbital evolution and the Poincaré maps of the systems.
6 SCHWARZSCHILD AND KERR PRIMARIES: A COMPARISON

In order to examine the effect of the spin of the primaries on the system, we present a comparison to a system with two Schwarzschild like primaries. Using the potential described in Dubeibe et al. (2016) and Zotos (2017b), we construct a set of Poincaré maps of section for $\varepsilon = [0.1, 0.5, 1.0]$. We evolve each orbit for 3000 iterations in time-steps of $\tau = 10$ and plot the section of the orbit for $y = 0$ and $\dot{y} < 0$. Figures (10) and (11) show Poincaré maps of the biased-mass and Copenhagen systems respectively. For both the systems, the plots on the left are for the system with Schwarzschild like primaries, while those on the right are for the system with Kerr like primaries.
While for $\varepsilon = 0.0$ both systems reduce to the Newtonian CRTBP, it is apparent that even for small perturbations to the Newtonian system, as represented by $\varepsilon = 0.1$, the introduction of the spin destabilizes a number of initial conditions. For the biased-mass case, the Schwarzschild system shows all chosen initial conditions to be stable and quasi-periodic, with the Poincaré map showing KAM tori for all values of $\varepsilon$. The Poincaré map for the Kerr system differs radically from its Schwarzschild counterpart even for $\varepsilon = 0.1$, showing a large sea of chaotic points surrounding an island of stable initial conditions. The island of stability grows smaller as $\varepsilon$ is increased, as has already been discussed in section (4). For the Copenhagen case, the Poincaré maps for both the Schwarzschild and Kerr systems feature an island of stability surrounded by a sea of chaos for all three values of $\varepsilon$. The Poincaré maps for both the systems look alike, implying a similar number of stable initial conditions. As $\varepsilon$ is increased, the number of stable initial conditions for the Kerr system decreases rapidly, as evident from the smaller islands of stability on the Poincaré maps of the system for $\varepsilon = 0.5$ and $\varepsilon = 1.0$. However, for the same values of $\varepsilon$, the number of stable initial conditions for the Schwarzschild system remains approximately the same.

Thus, for both mass ratios, we observe that the introduction of spin in the CRTBP with Schwarzschild-like primaries destabilizes a number of initial conditions, with the amount of chaos in the system growing with increase in $\varepsilon$.

### 7 CONCLUSIONS

In the present paper, we present a beyond-Newtonian potential for the planar circular restricted three-body problem with Kerr like primaries. This is achieved by using the Fodor-Hoenselaers-Perjés procedure to expand the Kerr metric and by retaining corrections up to the first non-Newtonian term. The system is conservative, with the Hamiltonian being time independent. The parameter $\varepsilon \in [0.0, 1.0]$ is introduced in order to facilitate the observation of the system as it transitions from the Newtonian to the beyond-Newtonian regime. The dynamics of a test particle in this potential for $\mu_1 = \mu_2 = 0.001$ (or the biased-mass system) and for $\mu_1 = \mu_2 = 0.5$ (or the Copenhagen system), are inspected for a Jacobi constant $C_j = 4.0$. For an initial investigation of the system, orbits for a few selected initial conditions are plotted. A short analysis of the fixed points of the systems and their stability is undertaken. A purely Newtonian CRTBP system is known to have five Lagrange points, as seen for $\varepsilon = 0$ in our case. However, number of Lagrange points is not constant as the system transitions from the Newtonian to the beyond-Newtonian regime. It is observed that the number of fixed points strongly depends on the parameter $\varepsilon$ as does their stability. Next, the stability of the orbits is also examined through the use of the Poincaré map of section for different values of $\varepsilon$. The Poincaré maps for all non-zero values of $\varepsilon$ show islands of stability constructed of concentric Kolmogorov-Arnold-Moser (KAM) tori, embedded in a sea of chaos.

Thus we note that the introduction of the parameter $\varepsilon$ helps us to conclude that even small perturbations to the Newtonian CRTBP destabilizes the system for both the cases. If we track the evolution of the system keeping the Jacobian constant fixed, a stable orbit in the Newtonian system is observed to become either chaotic or sometimes even remain regular in the beyond-Newtonian limit. In the limits $\varepsilon = 0$ and $\varepsilon = 1$, the phase space is seen to be filled mostly with periodic orbits, rarely interspersed with chaotic ones. However, as $\varepsilon$ departs even slightly from zero, trajectories that were stable in the Newtonian system become unstable. It is seen that in most of the cases (for a given set of initial conditions) whose phase space is bounded in the classical regime, correspond to unbounded trajectories in the non-Newtonian regime. This implies that both systems become largely unstable for intermediate values of $\varepsilon$. The instability of the orbits can possibly be linked to the observed lack of stable fixed points in both the systems. This is also confirmed by the Lyapunov Characteristic Exponent, calculated for each value of $\varepsilon$, which is in accordance to the conclusions made by several authors earlier for different systems (Huang & Wu 2014a; Dubeibe et al. 2016; Nag et al. 2017). In conclusion, we may say that even the smallest corrections to the Newtonian circular restricted three-body problem could drastically change the stability and the dynamics of the system.

In addition, we would like to note that an in-depth study of the phase space using more rapid indicators of chaos, like Fast Lyapunov Indicators (FLI) (Froeschlé, Lega & Gonczi (1997); Froeschlé & Lega (2000); Wu et al. (2006b)), Small Alignment Index (SALI) (Skokos 2001) and General Alignment Index (GALI) (Skokos, Bountis & Antonopoulos 2007) will facilitate a much more detailed analysis of the evolution of the Lagrange points of the proposed potential. Coupled with this, a detailed linear stability analysis of the Lagrange points as a function of the parameter $\varepsilon$ and an analysis of the basins of convergence is expected to reveal more information about the attractors of the system. Further, we would also like to investigate the degree of equivalence of the potential constructed in our paper with the pseudo-Newtonian potential formulation of a binary with spinning primaries, for example that of a system modelled by the superposition of two Artemova potentials (Artemova et al. 1996). This would allow us to reproduce features like the Innermost Stable Cir-
Figure 10. Poincaré map of section for $y = 0$ and $\dot{y} < 0.0$ for the biased-mass systems (mass ratio of the primaries equals to 0.001) for different values of $\varepsilon$. The figures on the left are maps for the system with Schwarzschild-like primaries while those on the right are for the system with Kerr-like primaries.
Figure 11. Poincaré map of section for $y = 0.0$ and $\dot{y} < 0.0$ for the Copenhagen systems (mass ratio of the primaries equals to 0.5) for different values of $\epsilon$. The figures on the left are maps for the system with Schwarzschild-like primaries while those on the right are for the system with Kerr-like primaries.
cular Orbit (ISCO), maximally stable orbits, and the horizon radius, in our chosen scalings and units. This would in turn facilitate the calculation of physically relevant distances, for example, the coordinates of fixed points for different values of $\varepsilon$ and primary masses in real physical units, thereby allowing us to predict real astrophysical scenarios using our present model (for a recent example refer to Yi & Wu (2020)). Thus, we would like to explore these issues in greater depth as part of our future work.

We also note that the current formalism is strictly valid for particles whose motion is restricted to the plane containing the primaries. However, a more general model for accreting particles should also include a study of the dynamics of such off-axis motion. Thus, we would like to direct our future studies to incorporate such effects for off-axis halo particles in a generalized beyond-Newtonian framework.
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APPENDIX A: TABLE FOR ORBIT CLASSIFICATION FOR BIASED-MASS SYSTEM

| $\epsilon$ | $x_0$ | Orbit Type | Poincaré Map |
|-----------|-------|------------|--------------|
| 0.0       | all   | Regular    | Quasi-periodic |
| 0.1       | [5,25,5,5,6] | Sticky | Chaotic |
| 0.2       | [4.25,5,5,5,5,6] | Sticky/escaping | Chaotic |
| 0.3       | [5.5,25,5,5,6] | Sticky/escaping | Chaotic |
| 0.4       | [4.75,5,5,5,5,6] | Sticky/escaping | Chaotic |
| 0.5       | [5.5,25,5,5,6] | Sticky/escaping | Chaotic |
| 0.6       | [3.5,5,5,5,5,6] | Sticky/escaping | Chaotic |
| 0.7       | [3.5,5,5,5,5,6] | Sticky/escaping | Chaotic |
| 0.8       | [3.5,25,5,5,6] | Sticky/escaping | Chaotic |
| 0.9       | [3.5,25,5,5,6] | Sticky/escaping | Chaotic |
| 1.0       | [3,5] | Sticky/escaping | Chaotic |
APPENDIX B: TABLE FOR ORBIT CLASSIFICATION FOR COPENHAGEN SYSTEM

| ε  | x₀     | Orbit Type   | Poincaré Map          |
|----|--------|--------------|-----------------------|
| 0.0| [6.0]  | Sticky       | Chaotic               |
| 0.1| [5.5,6]| Sticky       | Escaping Chaotic      |
| 0.2| [5.5,25,5,5,6]| Sticky | Escaping Chaotic      |
| 0.3| [5.5,25,5,5,6]| Sticky | Escaping Chaotic      |
| 0.4| [5.5,25,5,5,6]| Sticky | Escaping Chaotic      |
| 0.5| [4.25,5,5,25,5,5,6]| Sticky| Escaping Chaotic      |
| 0.6| [4.25,5,5,25,5,5,6]| Sticky| Escaping Chaotic      |
| 0.7| [4.25,5,5,25,5,5,6]| Sticky| Escaping Chaotic      |
| 0.8| [4.25,5,5,25,5,5,6]| Sticky| Escaping Chaotic      |
| 0.9| [3.4,25,5,5,25,5,5,6]| Sticky| Escaping Chaotic      |
| 1.0| [4.25,5,5,25,5,5,6]| Sticky| Escaping Chaotic      |

APPENDIX C: TABLE FOR CO-ORDINATES OF THE FIXED POINTS FOR THE BIASED-MASS SYSTEM

| ε   | Coordinates of the Fixed Points (x₀,y₀) |
|-----|----------------------------------------|
| 0.0 | (−1.004, 0.0), (0.931, 0.0)            |
|     | (1.07, 0.0), (0.499, 0.866), (0.499, −0.866) |
| 0.3 | (−1.065, 0.0), (−0.412, 0.0)           |
|     | (1.03, 0.0), (−0.001, 0.007), (−0.001, −0.007) |
| 0.5 | (−0.001, 0.001), (−0.001, −0.001), (−0.888, 0.0) |
|     | (−0.829, 0.0), (−0.741, 0.748), (−0.741, −0.748) |
|     | (1.021, 0.0), (1.001, 0.0), (0.998, 0.0) |
| 0.7 | (−0.529, 0.910), (−0.529, −0.910)      |
|     | (−0.001, 0.005), (−0.001, −0.005)       |
|     | (1.015, 0.0), (1.001, 0.0)              |
| 1.0 | (−0.529, −0.910), (−0.529, −0.910)      |
|     | (−0.001, 0.005), (−0.001, −0.005)       |
|     | (1.015, 0.0), (1.001, 0.0)              |

APPENDIX D: TABLE FOR CO-ORDINATES OF THE FIXED POINTS FOR THE COPENHAGEN SYSTEM

| ε   | Coordinates of the Fixed Points (x₀,y₀) |
|-----|----------------------------------------|
| 0.0 | (0.0, 0.0), (−1.198, 0.0)              |
|     | (1.198, 0.0), (0.0, −0.866), (0.0, 0.866) |
| 0.3 | (0.299, 0.0), (0.860, 0.548), (0.860, −0.548) |
|     | (−0.501, 0.019), (−0.501, −0.019), (0.499, 0.110) |
|     | (0.499, −0.110)                         |
| 0.5 | (0.174, 0.0), (0.643, 0.734), (0.643, −0.734) |
|     | (−0.500, −0.006), (0.500, 0.009), (0.500, −0.009) |
| 0.7 | (−0.50, 0.002), (0.105, 0.0), (0.509, 0.790) |
|     | (0.509, −0.790), (0.501, 0.044), (0.501, −0.044) |
| 1.0 | (−1.01, 0.497), (−1.01, −0.497), (−0.5, 0.013) |
|     | (−0.5, −0.013), (0.063, 0.0), (0.5, 0.020) |
|     | (0.5, −0.020), (0.422, 0.782), (0.422, −0.782) |