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Abstract—in this paper, we consider the weighted sum-power minimization under quality-of-service (QoS) constraints in the multi-user multi-input-single-output (MISO) uplink wireless network assisted by intelligent reflecting surface (IRS). We perform a comprehensive investigation on various aspects of this problem. First, when users have sufficient transmit powers, we present a new sufficient condition guaranteeing arbitrary information rate constraints. This result strengthens the feasibility condition in existing literature. Then, we design novel penalty dual decomposition (PDD) based and nonlinear equality constrained alternative direction method of multipliers (neADMM) based solutions to tackle the IRS-dependent-QoS-constraints, which effectively solve the feasibility check and power minimization problems. Besides, we further extend our proposals to the cases where channel status information (CSI) is imperfect and develop an online stochastic algorithm that satisfy QoS constraints stochastically without requiring prior knowledge of CSI errors. Extensive numerical results are presented to verify the effectiveness of our proposed algorithms.

Index Terms—Intelligent reflecting surface (IRS), penalty dual decomposition (PDD) method, nonlinear equality constraints.

I. INTRODUCTION

A. Background

The intelligent reflecting surface (IRS) has been envisioned as a key technology for the next generation wireless network [1]. It is constructed based on the metasurface and possesses many appealing advantages—energy and cost efficiency, easiness for deployment and so on. IRS has been included in the white paper [2] for 6G wireless network.

Recently a great number of research work has been made to explore IRS’ potentials in enhancing the wireless communication networks [3]–[28]. In [3] the authors consider the power minimization problem in an IRS-assisted MISO multi-user downlink system via jointly optimizing active beamformers and IRS elements. Besides demonstrating the improvement in power saving, [3] also uncovers the squared power scaling law $N^2$ ($N$ is the number of reflecting units of IRS). More importantly, it is proved in [4] that such a fundamental power scaling law also holds for practical IRS with low-resolution such as 1-bit phase shifters, which shows the great potential of using low-cost IRS in practice. [5], [6] demonstrate that the energy efficiency (EE) can be significantly boosted via utilizing IRS in a multi-user MISO system. [7], [8] have shown that by collaboratively designing precoders at multiple base stations (BSs) together with the IRS elements in a downlink multicell scenario, the weighted sum rate of all cell-edge users can be greatly promoted. [9] optimizes the sum-rate of a downlink MISO system with self-sustainable IRS, where energy harvesting and power consumption (due to reflecting elements’ phase shifter) at the IRS is taken into account. [10] considers cooperative beamforming in joint processing coordinated multipoint downlink transmission and shows that with the help of IRS, the minimal rate of cell-edge users can be significantly improved. [11], [12] perform a joint IRS and transmit beamforming optimization in a downlink simultaneous wireless information and power transfer (SWIPT) setting towards optimizing total power consumption or energy transferring while guaranteeing the quality-of-service (QoS) requirements for all information and energy users. Besides, the IRS has also been found of great potentials to benefit wireless networks under various settings. For instance, the recent works [13]–[19] have illustrated the significance of IRS in improving system’s performance in orthogonal
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frequency division multiplexing (OFDM), non-orthogonal multiple access (NOMA), physical layer secure transmission, cognitive radio (CR) and mobile edge computing (MEC), respectively. All the above works assume perfect channel status information (CSI). [20] uses spatial correlation statistics to analyze the asymptotic performance of the large-scale MISO downlink system. [21], [22] consider using discrete-resolution IRS to boost weighted sum-rate for downlink MISO users when CSI is imperfect. [23], [24] perform robust beamforming design to reduce power consumption when CSI estimation has errors. Besides, a bunch of works [25]–[27] have researched jointly designing pilot sequences and IRS reflection patterns to perform low-overhead channel estimation. [28] considers a practical reflection model of IRS reflecting elements, where the amplitude response of the reflecting element is non-linearly coupled with the phase response.

B. Contributions

This paper considers weighted sum-power minimization by jointly configuring IRS and allocating power in a MISO uplink multi-user system. This problem is rather challenging due to the presence of IRS-dependent-QoS-constraints, which is not considered in most of the literature [5]–[9], [13], [14], [16], [17], [19]–[22], [25]–[28]. To attack this problem, we propose novel methods that cherish advantageous convergence or efficiency properties compared to the very few methods dealing this problem in the existing literature [3], [4], [10], [12], [15], [18], [23], [24]. Specific contributions are detailed as follows:

i) First, we explore the feasibility of the QoS-constrained problem when transmitters have sufficient (unbounded) powers. This problem, i.e. the feasibility region characterization, is a classical one and has been extensively researched [29] and perfectly solved [30] when IRS is absent. For IRS-aided system, however, the feasibility is an open issue. We partially answers this question via deriving a new sufficient condition, which strengthens the existing result in the literature, e.g. [3].

ii) We propose a novel penalty-based solution [31] to tackle the IRS-dependent-QoS-constraints that are frequently encountered in various IRS design problems (e.g. feasibility-check and power minimization for (im)perfect CSI). Note that this type of constraints are generally challenging. Our solution enjoys prominent advantages over the very few ones that appear in the existing literature. For instance, the widely adopted semidefinite programming relaxation (SDR) [3], [4], [10], [12] method may even fail to converge. Our method can deal with multiple IRS-dependent-QoS constraints, in contrast with [18] dealing with only one single constraint. Besides, compared to the recently proposed convex-concave penalty (CCP) method in [23], [24], our solution exhibits advantages in both performance and complexity.

iii) Moreover, we also design a novel alternative direction method of multipliers (ADMM) [32] solution to deal with IRS-dependent-QoS-constraints. Note that [33] has utilized the standard ADMM method to handle the unit-modulus constraints in radar waveform optimization. The same idea is adopted by [15] for IRS design. Our proposed neADMM solution cherishes advantageous convergence and efficiency over the standard ADMM in [15] and the solutions in [3], [10], [23], [24].

iv) Last but not least, we have successfully extended our proposed solutions to imperfect CSI scenarios. Specifically, we minimize the weighted sum-power with stochastic QoS constraints. This problem setting is never considered in [3], [5]–[11], [13]–[17], [19]–[28] and is highly challenging since the QoS constraints should be satisfied stochastically without prior knowledge of CSI uncertainty. Via accommodating our proposed solutions into the stochastic optimization framework [34], [35], we successfully develop an online algorithm to tackle this problem.

C. Organization of This Paper

The rest of the paper is organized as follows. Section II introduces the system model and problem formulation. The feasibility is discussed in Section III. Section IV, assuming perfect CSI, studies solutions to minimizing weighted sum-power. The proposed solutions are extended to imperfect CSI cases in Section V. Section Section VII presents extensive simulation results and Section VIII concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig.1, an IRS is deployed in a typical uplink MISO wireless network, where $K$ single-antenna mobile users (MUs) are communicating with a $M$-antenna access point (AP). We use $K \triangleq \{1, \ldots, K\}$ to denote the set of all $K$ MUs. Suppose that the IRS has $N$ reflecting elements. The vector $h_{m,k} \in \mathbb{C}^{M \times 1}$ and $h_{r,k} \in \mathbb{C}^{N \times 1}$ denote the $k$-th MU-AP and MU-IRS link, respectively. The IRS-AP links given by $G \in \mathbb{C}^{M \times N}$. The IRS has $N$ reflecting units, whose reflection coefficients are modeled as a complex vector $\phi \triangleq [e^{j\theta_1}, \ldots, e^{j\theta_N}]^T$, with $\theta_n$ representing the phase-shifting of the $n$-th unit, $\forall n \in N \triangleq \{1, 2, \ldots, N\}$. In the following, we alternatively represent the IRS by a diagonal phase shift matrix $\Phi \in \mathbb{C}^{N \times N}$ that is defined by $\Phi \triangleq \text{Diag}(\phi)$. The
effective channel \( h_k(\phi) \in \mathbb{C}^{M \times 1} \) between the \( k \)-th MU and the AP is given as
\[
h_k(\phi) = C\Phi h_{r,k} + h_{d,k}, \quad \forall k \in K.
\] (1)

The received signal at the AP can be represented by
\[
r(\phi, q) = \sum_j \sqrt{q_j} h_j(\phi)s_j + n,
\] (2)

where \( s_j \) and \( q_j \) are the symbol and transmission power of the \( j \)-th MU, respectively, and \( n \in \mathbb{C}^{M \times 1} \) denotes the thermal noise. Without loss of generality, we assume \( \mathbb{E}\{|s_j|\} = 1 \) and \( \mathbb{E}\{|nn^H\} = \sigma^2 I_M \).

Suppose AP utilizes a linear receiver \( u_k^H \in \mathbb{C}^{1 \times M} \) to recover the \( k \)-th MU’s information. Then the signal-\to-interference-and-noise-ratio (SINR) for the \( k \)-th MU is
\[
\gamma_k(\phi, q) = \frac{q_k|u_k^H h_k(\phi)|^2 / (u_k^H W_k(\phi, q) u_k)}{H_k(\phi, q)}.
\]

When utilizing optimal filtering [29], it can easily shown that the optimal SINR \( \tilde{\gamma}_k(\phi, q) \) is given as
\[
\tilde{\gamma}_k(\phi, q) = q_k h_k^H(\phi) [W_k(\phi, q)]^{-1} h_k(\phi).
\] (4)

B. Problem Formulation

Now we clarify the problem of interest. To maintain a satisfactory QoS, each MU’s SINR should be above a predefined level, i.e., \( \tilde{\gamma}_k(\phi, q) \geq r_k \) with \( r_k \) being given. At the same time, each MU has limited transmission power, i.e., \( q_k \leq P_k, \forall k \in K \). Here we aim at minimizing the total transmission power of all MUs [3]. In this paper, both perfect and imperfect CSI scenarios are considered. We first study the weighted power minimization assuming that CSI is accurate, which can be obtained via the procedure in [25]–[27]. Next we extends our solutions to imperfect CSI case, where both CSI itself and estimation errors are random variables.

When CSI is accurate, this problem can be formulated as
\[
(P1): \min_{\phi, q} \kappa^T q, \quad \text{s.t. } \tilde{\gamma}_k(\phi, q) \geq r_k, \quad \forall k \in K,
\]
\[
q_k \leq P_k, \quad \forall k \in K,
\]
\[
|\phi_n| = 1, \quad \forall n \in \mathcal{N}.
\]

where the vector \( \kappa \triangleq [\kappa_1, \cdots, \kappa_K]^T \) denotes the weights giving the MUs different priorities.

When the CSI is imperfect, we can obtain real-time unbiased channel estimate \( \hat{\mathcal{H}} \) of the true CSI value \( \mathcal{H} \triangleq \{G, \{h_{r,k}\}, \{h_{d,k}\}\} \). That is \( \mathcal{H} = \hat{\mathcal{H}} + \Delta \) with \( \Delta \) being the channel estimation error. At this time, the stochastic version of the power minimization problem (P1) is formulated into
\[
(P1): \min_{\phi, q} \kappa^T q, \quad \text{s.t. } \tilde{\gamma}_k(\phi, q, \hat{\mathcal{H}}) \geq r_k, \quad \forall k \in K,
\]
\[
q_k \leq P_k, \quad \forall k \in K,
\]
\[
|\phi_n| = 1, \quad \forall n \in \mathcal{N}.
\]

Note that when CSI is inaccurate, several cases may occur: i) the true CSI \( \mathcal{H} \) is some unknown constant and \( \Delta \) is nonzero; ii) \( \mathcal{H} \) is a random variable following some unknown distribution and \( \Delta = O \) (no estimation error); iii) both \( \mathcal{H} \) and \( \Delta \) are random variables following unknown distributions. No matter which case happens, \( \mathbb{E}\{\tilde{\gamma}_k(\phi, q, \mathcal{H})\} = \mathbb{E}\{\tilde{\gamma}_k(\phi, q, \hat{\mathcal{H}})\} \) since the CSI estimation is unbiased. Thus the stochastic QoS constraints can be uniformly written in the form of (6b).

III. Feasibility Detection

In this section, we first study the feasibility of the problem (P1). In fact, the significance of solving the feasibility problem is multifold. Firstly, determination of the feasibility is itself critical in scheduling reasonable QoS services for users. Second, in various optimization tasks with QoS constraints, a feasible solution is required to serve as a starting point for iterative optimization. Third, the feasibility check recurs as a key step in many complicated IRS configuration tasks, as will be shortly clear in Section IV & V.

A. Feasibility for Sufficient Transmit Power

First we study the feasibility of (P1) when transmission powers are unlimited (i.e. \( P_k \to \infty, \forall k \in K \)). This problem is actually the classical feasibility characterization problem that has been extensively studied and perfectly solved [29], [30], [36]. When IRS is present, the feasibility region characterization is an open issue.

Define \( H_d \triangleq [h_{d,1}, \cdots, h_{d,K}] \) and \( H_r \triangleq [h_{r,1}, \cdots, h_{r,K}] \). Then the effective channel \( H \) between the AP and all \( K \) MUs is given as:
\[
H = H_d + C\Phi H_r.
\] (7a)

We here assume that \( H_d \) is full rank. Note that this full rank assumption is indeed widely in the literature [3], [20], [30], [37], [38]. In fact when channel coefficients independently follow some identical continuous distribution (e.g. Rayleigh or Rician), the channel coefficient matrix is full rank with probability one. Here we also adopt the full rank assumption in the subsequent analysis. To simplify the transceiver design, we just assume that \( M \geq K \) [38]. Besides, we use \( \sigma_{\min}(X) \) and \( \sigma_{\max}(X) \) to denote the minimal and maximal nonzero singular value of a matrix \( X \) respectively. Then we have the following result, which is proved in Appendix VIII-A.
Lemma 1: Assume that $H_d$ is of full rank and satisfies the following condition
\[ \sigma_{\text{max}}(G) \cdot \sigma_{\text{max}}(H_r) < \sigma_{\text{min}}(H_d). \]  
(8)

Then for arbitrary rate constraints $\{r_k\}$, the problem (P1) with unlimited power supplies (i.e. $P_k \rightarrow \infty, \forall k \in K$) is always feasible.

Note that Proposition 1 in [3] has obtained the sufficient condition that full rank of the composite multi-user channel can guarantee the feasibility of the MISO system assisted by IRS. Comparatively, our result in Lemma 1 further explores the conditions that ensure the full rank assumption adopted in [3] stands true.

B. Feasibility Check for Generic Scenarios

In this subsection, we proceed to develop a practical feasibility check method applicable to generic scenarios, which does not impose any restrictions on channel ranks or transmission powers.

The feasibility check of (P1) can be equivalently written as the following problem:

(P2): Find $(\phi, q)$
\[ \text{s.t.} \quad \gamma_k(\phi, q) \geq r_k, \quad \forall k \in K, \quad (9a) \]
\[ q_k \leq P_k, \quad \forall k \in K, \quad (9b) \]
\[ |\phi_n| = 1, \quad \forall n \in N. \quad (9c) \]

To simplify the SINR constraints, we consider a closely related metric—mean square error (MSE) in the following
\[ \varepsilon_k(\phi, q, w_k) \triangleq \mathbb{E}\left[|s_k - w_k^H \left( \sum_j \sqrt{q_j} h_j s_j + n \right)|^2\right], \quad (10) \]
where $w_k$ is the linear receiver utilized at AP to decode the $k$-th user. The expectation in (10) is taken over the distribution of noise $n$ and information symbols $\{s_j\}$. Then the minimal MSE $\tilde{\varepsilon}_k(\phi, q)$ and the maximal SINR $\tilde{\gamma}_k(\phi, q)$ is connected via the following identity:
\[ \tilde{\varepsilon}_k(\phi, q) = \frac{1}{1 + \tilde{\gamma}_k(\phi, q)}. \quad (11) \]

In fact, when $(\phi, q)$ is given, the optimal linear receiver $w_k^*$ is obtained as the Wiener filter as follows
\[ w_k^* = \tilde{W}(\phi)^{-1} \sqrt{q_k} h_k(\phi), \quad \forall k \in K, \quad (12) \]
with $\tilde{W}(\phi, q)$ being
\[ \tilde{W}(\phi, q) = \sigma^2 I_M + \sum_j q_j h_j(\phi) h_j(\phi)^H. \quad (13) \]

Consequently the minimal MSE is given as $\tilde{\varepsilon}_k(\phi, q) = 1 - q_k h_k(\phi)^H \tilde{W}(\phi, q)^{-1} h_k(\phi)$. By comparing $\tilde{\varepsilon}_k(\phi, q)$ with (4) and employing matrix inversion lemma, (11) can be verified.

Leveraging (11), (P2) can be equivalently written as

(P3): Find $(\phi, q)$
\[ \text{s.t.} \quad \tilde{\varepsilon}_k(\phi, q) \leq (1 + r_k)^{-1}, \quad \forall k \in K, \quad (14a) \]
\[ q_k \leq P_k, \quad \forall k \in K, \quad (14b) \]
\[ |\phi_n| = 1, \quad \forall n \in N. \quad (14d) \]

Noticing the relation between $\tilde{\varepsilon}_k(\cdot)$ and $\varepsilon_k(\cdot)$, (P3) can be further transformed into the following form

(P4): Find $(\phi, q, \{w_k\})$
\[ \text{s.t.} \quad \varepsilon_k(\phi, q, \{w_k\}) \leq (1 + r_k)^{-1}, \quad \forall k \in K, \quad (15a) \]
\[ q_k \leq P_k, \quad \forall k \in K, \quad (15b) \]
\[ |\phi_n| = 1, \quad \forall n \in N. \quad (15d) \]

The equivalence between (P3) and (P4) can be seen by noticing the fact that $w_k^* = \text{argmin}_{w_k} \varepsilon_k(\phi, q, w_k)$. In fact, if $\tilde{\varepsilon}_k(\phi, q) \leq (1 + r_k)^{-1}$, then $\varepsilon_k(\phi, q, w_k) = \tilde{\varepsilon}_k(\phi, q) \leq (1 + r_k)^{-1}$, i.e. (15b) is feasible. Conversely, if there exists $(\phi, q, w_k)$ such that $\varepsilon_k(\phi, q, w_k) \leq (1 + r_k)^{-1}$, then $\tilde{\varepsilon}_k(\phi, q) \leq \varepsilon_k(\phi, q, w_k) \leq (1 + r_k)^{-1}$, i.e. (14b) is feasible.

Now we consider the following optimization problem

(P5): Find $\min_{\phi, q, \{w_k\}, \alpha}$
\[ \text{s.t.} \quad (1 + r_k)^{-1} \varepsilon_k(\phi, q, w_k) \leq \alpha, \quad \forall k \in K, \quad (16a) \]
\[ q_k \leq P_k, \quad \forall k \in K, \quad (16b) \]
\[ |\phi_n| = 1, \quad \forall n \in N. \quad (16d) \]

If the optimal value of (P5) is no greater than 1, then (P4), namely the original problem (P1), is feasible. Otherwise the problem is infeasible. Compared to the $\tilde{\gamma}_k(\phi, q)$ in (P2), $\varepsilon_k(\phi, q, w_k)$ has a quadratic form and is convex with respect to each variable separately. We adopt block coordinate descent (BCD) method to solve (P5), which is elaborated subsequently.

When $(\phi, q)$ is fixed, the optimal $\{w_k\}$ is given in (12). When $\phi$ and $\{w_k\}$ are given, via introducing the intermediate variable $p \triangleq [p_1, \ldots, p_k]$ with $p_k \triangleq \sqrt{q_k}, \forall k \in K$, the update of $q$ is equivalent to solving the following problem

(P6): $\min_{p, \alpha}$
\[ \text{s.t.} \quad \sum_k a_k,j p_k^2 + b_k p_k + c_k - \alpha \leq 0, \quad \forall k \in K, \quad (17a) \]
\[ 0 \leq p_k \leq \sqrt{P_k}, \quad \forall k \in K, \quad (17b) \]
\[ \text{where the parameters} \quad \{a_{k,j}\}, \quad \{b_k\} \quad \text{and} \quad \{c_k\} \quad \text{are defined as} \]
\[ a_k,j \triangleq (1 + r_k) |w_k^H h_j|^2, \quad \forall j, k \in K, \quad (18a) \]
\[ b_k \triangleq -2(1 + r_k) \text{Re}(w_k^H h_k), \quad \forall k \in K, \quad (18b) \]
\[ c_k \triangleq (1 + r_k)(\sigma^2 ||w_k||_2^2 + 1), \quad \forall k \in K. \quad (18c) \]

The problem (P6) is convex and can be efficiently solved via standard numerical solver, like CVX [39]. The optimal $q_k^*$ can be accordingly obtained via $q_k^* = p_k^2$, $\forall k \in K$, with $p_k^*$ being the optimal solution to (P6).
When \( \{w_k\} \) and \( q \) are given, \( \phi \) should be updated via solving the following problem:

\[
(P7): \quad \min_{\phi, \alpha} \alpha \tag{19a}
\]

s.t. \( \phi^H Q_k \phi + 2 \Re\{q_k^H \phi\} + d_k \leq \alpha, \quad \forall k \in K, \tag{19b} \]

\[|\phi_n| = 1, \quad \forall n \in N. \tag{19c} \]

with the parameters in (19b) being defined as follows:

\[
F_k \triangleq G \text{Diag}(h_{r,k}), \quad Q_k \triangleq (1 + r_k) \sum_j q_j F_j^H w_k w_j^H F_j, \tag{20a} \]

\[
q_k \triangleq (1 + r_k) \sum_j q_j w_k^H h_{d,j} F_j^H w_k - (1 + r_k) \sqrt{\rho} F_k^H w_k \tag{20b} \]

\[
d_k \triangleq (1 + r_k) \left( \sum_j q_j |w_k^H h_{d,j}|^2 - 2\sqrt{\rho} \Re\{w_k^H h_{d,k}\} \right) \]

\[+ \sigma^2 \|w_k\|_2^2 + 1). \tag{20c} \]

The major difficulty in solving (P7) lies in the coexistence of the nonlinear equality constraint (19c) and the convex constraints (19b). Here we adopt the PDD method [31]. Like the ADMM method [32], PDD is also a kind of augmented Lagrangian (AL) method, which separates the coupled variables, via penalizing the equality constraints, and iteratively updates each variables separately. To utilize the PDD method, we introduce an auxiliary variable \( \psi \) and transform (P7) as

\[
(P8): \quad \min_{\phi, \psi, \alpha} \alpha \tag{21a} \]

s.t. \( \phi^H Q_k \phi + 2 \Re\{q_k^H \psi\} + d_k \leq \alpha, \quad \forall k \in K, \tag{21b} \]

\[\phi = \psi, \tag{21c} \]

\[|\phi_n| = 1, \quad \forall n \in N, \tag{21d} \]

\[|\psi_n| = 1, \quad \forall n \in N. \tag{21e} \]

Via penalizing the equality constraint, we obtain the augmented Lagrangian problem of (P8) as follows:

\[
(P9): \quad \min_{\phi, \psi, \lambda, \alpha} \alpha + \frac{1}{2\rho} \|\phi - \psi\|_2^2 + \Re\{\lambda^H (\phi - \psi)\} \tag{22a} \]

s.t. \( \phi^H Q_k \phi + 2 \Re\{q_k^H \phi\} + d_k \leq \alpha, \quad \forall k \in K, \tag{22b} \]

\[|\phi_n| \leq 1, \quad \forall n \in N, \tag{22c} \]

\[|\psi_n| \leq 1, \quad \forall n \in N. \tag{22d} \]

The PDD method is a two-layer iteration, with its inner layer alternatively updating \( \phi \) and \( \psi \) and its outer layer updating the dual variables \( \lambda \) or the penalty coefficient \( \rho \). The inner layer is a 2-block BCD algorithm alternatively updating \( \phi \) and \( \psi \) separately. Specifically, when \( \psi \) is fixed, the update of \( (\phi, \alpha) \) is performed by solving the following problem

\[
(P10): \quad \min_{\phi, \alpha} \alpha + \frac{1}{2\rho} \|\phi - \psi\|_2^2 + \Re\{\lambda^H (\phi - \psi)\} \tag{23a} \]

s.t. \( \phi^H Q_k \phi + 2 \Re\{q_k^H \phi\} + d_k \leq \alpha, \quad \forall k \in K, \tag{23b} \]

\[|\phi_n| \leq 1, \quad \forall n \in N. \tag{23c} \]

which is convex and can be numerically solved.

When \( \phi \) and \( \alpha \) are given, \( \psi \) is updated by solving the following problem

\[
(P11): \quad \min_{\psi} \frac{1}{2\rho} \|\phi - \psi\|_2^2 + \Re\{\lambda^H (\phi - \psi)\} \tag{24a} \]

s.t. \( |\psi_n| = 1, \quad \forall n \in N. \tag{24b} \]

Note the fact that the quadratic term in the objective \( 1/(2\rho) \|\psi\|_2^2 = N/(2\rho) \) when \( \psi \) has unit modulus entries. Hence the above problem (P11) is indeed reduced to

\[
P(11)': \quad \max_{|\psi|=1} \Re\{\rho^H \psi\} \tag{25} \]

whose maximum is attained when the elements of \( \psi \) are all aligned with those of the linear coefficient \( \rho^H \phi + \lambda \), i.e.

\[
\psi^* = \exp\left(j \cdot \angle(\rho^H \phi + \lambda)\right). \tag{26} \]

The inner layer alternatively updates \( (\phi, \alpha) \) and \( \psi \) until convergence is reached. For the outer layer of PDD procedure, exactly one of the two cases will occur in each iteration:

i) when the equality \( \psi = \phi \) approximately holds, the Lagrangian multiplier \( \lambda \) will be updated in the same way as the standard ADMM method, which is given by

\[
\lambda := \lambda + \rho^{-1}(\phi - \psi); \tag{27} \]

ii) alternatively, when the equality constraint \( \phi = \psi \) is far from “being true”, the penalty parameter \( \rho^{-1} \) will be inflated, forcing the equality constraint \( \phi = \psi \) to be approached in the subsequent iterations.

The PDD-based algorithm to update \( \phi \) is summarized in Algorithm 1 and the whole procedure to determine the feasibility (P2) is summarized in Algorithm 2. Note that the \( \{\eta_k\} \) (step 9 in Alg.2) is a parameter sequence converging to 0 [31] and \( c \) is a positive constant smaller than 1, whose value is typically chosen in the range of \([0.8,0.9] \).

Remark 2: It should be pointed out that although the optimal value \( \alpha^* \) of (P8) indicates the feasibility of (P1), (P8) is nonconvex in nature. Therefore the BCD-type Algorithm 2 generally provides a sub-optimal (stationary) solution, which is an upper bound of \( \alpha^* \). Literally, the condition that \( \alpha < 1 \) obtained by Algorithm 2 serves as a sufficient condition for the feasibility of (P1). When its output \( \alpha \) is larger than 1, there exists a possibility that the true \( \alpha^* \) is indeed no larger than 1. However, at this time we “have to” claim infeasibility since whether the optimal solution yields \( \alpha^* < 1 \) is unknown.

Remark 3: In Algorithm 2, the update of \( \phi \) (step 5) is done via invoking the PDD algorithm shown in Algorithm 1. In fact, the update of \( \phi \) (i.e. solving (P8)) can also be done using the neADMM method that will be shortly elaborated in Section IV.
Algorithm 1 PDD-Based Method to Solve (P8)

1: initialize \( \alpha^{(0)}, \phi^{(0)}, \psi^{(0)}, \lambda^{(0)}, \rho^{(0)} \) and \( k = 1; \)
2: repeat
3: set \( \phi^{(k-1,0)} := \phi^{(k-1)}, \psi^{(k-1,0)} := \psi^{(k-1)}, \alpha^{(k-1,0)} := \alpha^{(k-1)}, t = 0; \)
4: repeat
5: update \( (\phi^{(k-1,t+1)}, \alpha^{(k-1,t+1)}) \) by solving (P10);
6: update \( \psi^{(k-1,t+1)} \) by (26); \( t + +; \)
7: until convergence
8: set \( \phi^{(k)} := \phi^{(k-1,\infty)}, \psi^{(k)} := \psi^{(k-1,\infty)}, \alpha^{(k)} := \alpha^{(k-1,\infty)}; \)
9: if \( \|\phi^{(k)} - \psi^{(k)}\|_2 \leq \eta_k \) then
10: \( \lambda^{(k+1)} := \lambda^{(k)} + \frac{1}{\rho^{(k)}}(\phi^{(k)} - \psi^{(k)}), \rho^{(k+1)} := \rho^{(k)}; \)
11: end if
12: \( k + +; \)
13: until \( \|\phi^{(t)} - \psi^{(t)}\|_2 \) is sufficiently small

About the aforementioned PDD method, we have the following result on its convergence, which is proved in Appendix VIII-B:

Theorem 4: Assume that in Algorithm 1, \((\phi^{(k)}, \psi^{(k)}, \alpha^{(k)})\) is obtained as a limit point of the sequence \((\phi^{(k,t)}, \psi^{(k,t)}, \alpha^{(k,t)})\) for all \( k \in \{1, 2, \ldots \} \). Under the assumption that \( \frac{1}{\rho^{(k)}}(\phi^{(k)} - \psi^{(k)}) + \lambda^{(k)} \) is bounded, any limit point of the sequence \( \{\phi^{(k)}, \psi^{(k)}, \alpha^{(k)}\} \) is a KKT-point of (P8).

Remark 5: Theorem 4 is inspired by the seminal work [31]. But still, it is worth noting that our problem, compared to that in [31], has remarkable difference in several aspects. First, our \( \psi \) has nonconvex constraint, which is more complicated than the unconstrained case (i.e. \( y \)) in [31]. Second, [31] imposes the assumption that the inner-layer iterates converges to its optimality condition. Here in our case, we actually explicitly prove this is truly the fact for our specific 2-block BCD procedure. Additionally, [31] assumes the abstract regularity (Robinson’s) condition in their original proof, which is a stronger assumption than ours and is generally difficult to verify explicitly.

IV. POWER MINIMIZATION FOR PERFECT CSI

In this section we study the power minimization problem (P1) assuming that CSI is perfectly known. Based on the previous discussion, we just assume that (P1) is feasible.

By utilizing the multidimensional quadratic transform proposed in [40], we first rewrite the receive SINR in (4) as

\[
\tilde{\gamma}_k(\phi, q) = \left( \sqrt{q_k} h_k \right)^H W^{-1}_k \left( \sqrt{q_k} h_k \right) = \max_{y_k} \left\{ 2 \text{Re} \left\{ \sqrt{q_k} y_k^H h_k \right\} - y_k^H W_k y_k \right\}. \tag{28}
\]

The above identity can be readily verified by noticing that the objective in the maximization in (28) is concave with respect to \( y_k \) and its maximum is obtained when

\[
y_k = \sqrt{q_k} W_k^{-1} h_k. \tag{29}
\]

Therefore the power minimization problem in (P1) can be equivalently written as

\[
\text{min}_{(y_k,q,\phi)} \quad \kappa^T q, \tag{30a}
\]

\[
2 \text{Re} \left\{ y_k^H h_k \right\} - y_k^H W_k y_k \geq r_k, \quad \forall k \in K, \tag{30b}
\]

\[
q_k \leq P_k, \quad \forall k \in K, \tag{30c}
\]

\[
|\phi_n| = 1, \quad \forall n \in N. \tag{30d}
\]

To solve the above problem, we still apply BCD method. The alternative updating steps are given as follows. When \( (\phi, q) \) are given, \( y_k \) can be obtained in a closed form according to (29). When \( (\phi, \{y_k\}) \) are fixed, we introduce intermediate variables \( p_k \) with \( p_k \geq \sqrt{q_k} \). Then the update of \( q \) is equivalent to solving

\[
\text{min}_{p_k \geq 0} \quad \sum_k \kappa_k p_k^2 \tag{31a}
\]

\[
s.t. \quad \sum_j \tilde{a}_{k,j} p_j^2 + \tilde{b}_k p_k + \tilde{c}_k + r_k \leq 0, \quad \forall k \in K, \tag{31b}
\]

\[
0 \leq p_k \leq \sqrt{P_k}, \quad \forall k \in K, \tag{31c}
\]

with the parameters \( \{\tilde{a}_{k,j}\}, \{\tilde{b}_k\} \) and \( \{\tilde{c}_k\} \) defined as follows:

\[
\tilde{a}_{k,j} \triangleq |y_k^H h_j|^2, \quad \tilde{b}_k \triangleq -2 \text{Re} \{y_k^H h_k\}, \quad \tilde{c}_k \triangleq \sigma^2 \|y_k\|^2. \tag{32}
\]

The corresponding update of \( q_k \) is given by \( q_k = p_k^2 \) with \( \{p_k^2\} \) being the optimal solution to (P13).

When \( \{y_k\}, q \) are fixed, the update of \( \phi \) can be rewritten as

\[
\text{Find } \phi \tag{33a}
\]

\[
s.t. \quad \phi^H S_k \phi + 2 \text{Re} \{s_k^T \phi\} + s_k \leq 0, \quad \forall k \in K, \tag{33b}
\]

\[
|\phi_n| = 1, \quad \forall n \in N. \tag{33c}
\]
with the parameters in (33b) defined as follows:

$$
S_k \triangleq \sum_{j \neq k} q_j F_{r,j}^H y_k y^H_{r,j}, \quad \forall k \in \mathcal{K},
$$

$$
s_k \triangleq \sum_{j \neq k} q_j (h_{d,j}^H y_k)^* F_{r,j}^H y_k - \sqrt{q_k} F_{r,k}^H y_k, \quad \forall k \in \mathcal{K},
$$

$$
s_k \triangleq \sigma^2 \| y_k \|_2^2 + \sum_{j \neq k} q_j |h_{d,j}^H y_k|^2 - 2 \text{Re}\{ \sqrt{q_k} y_k h_{d,k}^H \},
$$

(34)

Note that solving (P14) becomes somewhat tricky since the objective of (P14) is independent of $\phi$. To wisely configure IRS elements’ phase shifting, we turn to solve the feasibility problem:

$$
\text{(P14):} \quad \min_{\beta, \phi} \beta \quad \text{s.t.} \quad \phi^H S_k \phi + 2 \text{Re}\{ s_k^H \phi \} + s_k \leq \beta, \quad \forall k \in \mathcal{K},
$$

$$
|\phi_n| = 1, \quad \forall n \in \mathcal{N}. 
$$

(35a)

(35b)

(35c)

The update of $\phi$ by solving (P14) ensures that the newly obtained $(q, \phi)$ is still feasible to (P1). In fact, since the previous iterates are all feasible (recall that we start the entire BCD procedure from a feasible solution), the $\beta$ yielded by the current $\phi$ should be non-positive and therefore the optimal $\beta$ associated with the updated $\phi$ should also be non-positive. Intuitively, by solving (P14), we actually push $\phi$ away from the boundaries of the feasible region towards a “more feasible” solution, which provides larger SINR margin to further reduce the sum-power in the subsequent iterations.

To attack the problem (P14), one option is to utilize the PDD method again, as discussed previously. Here we employ the novel framework proposed by the very recent work [41], namely the nonlinear equality constrained alternating direction method of multipliers (neADMM), to handle the above problem. Consider the following problem [41]

$$
\min_{x_1, x_2} F_1(x_1) + F_2(x_2), \quad \text{s.t.} \quad f_1(x_1) + f_2(x_2) = 0,
$$

(36a)

(36b)

where $F_1(x_1)$ and $F_2(x_1)$ are convex functions and $f_1(x_1)$ and $f_2(x_2)$ are high-dimension nonlinear functions. [41] extends the conventional ADMM [32], which is originally proposed to tackle linear-equality-constrained problems, to the ones constrained by nonlinear equalities. Specifically, to solve (36), we optimize its AL function

$$
L(x_1, x_2, z) = F_1(x_1) + F_2(x_2) + z^H (f_1(x_1) + f_2(x_2)) + \rho/2 \| f_1(x_1) + f_2(x_2) \|_2^2
$$

in an ADMM manner, as shown in Algorithm 3.

To employ the neADMM framework, we first introduce the auxiliary variable $\psi$ to decouple constraints as follows

$$
\text{Algorithm 3 neADMM Framework}
$$

1: Initialize $x_1^0$, $x_2^0$, $z_1^0$, $z_2^0$, $k = 0$;
2: repeat
3: Update $x_1^{(k+1)} := \text{arg}\min_{x_1} L(x_1, x_2^{(k)}, z_1^{(k)})$;
4: Update $x_2^{(k+1)} := \text{arg}\min_{x_2} L(x_1^{(k+1)}, x_2, z_2^{(k)})$;
5: Update $z_1^{(k+1)} := z_1^{(k)} + \rho (f_1(x_1^{(k+1)}) + f_2(x_2^{(k+1)}))$;
6: until $\| z_1^{(k+1)} - z_1^{(k)} \|_2$ is sufficiently small

To accommodate (P15) into the neADMM framework, we identify the variables $x_1$ and $x_2$ in (36) as $x_1 \triangleq [\beta, \phi^T]^T$ and $x_2 \triangleq \psi$, respectively. Besides, the objective $F_1(x_1)$ and $F_2(x_2)$ and the constraint $f_1(x_1)$ in $\mathbb{R}^{2N}$ and $f_2(x_2) \in \mathbb{R}^{2N}$ in (36) are given as follows:

$$
F_1(\beta, \phi) \triangleq \beta + \| \chi(\beta, \phi) \|_N, \quad F_2(\psi) \triangleq 0,
$$

$$
f_1(\beta, \phi) = [-\phi^T, 0^T_N], \quad f_2(\psi) = [\psi^T, |\psi|^T - 1_N^T]^T,
$$

(38a)

(38b)

(38c)

where $\chi(\cdot)$ is the indicator function of the set $\mathcal{X}$ and $\mathcal{X}$ is the feasible region defined by the bunch of inequalities presented in (38b). Then the AL function of (P15) is defined as

$$
L(\beta, \phi, \psi, z_1, z_2)
$$

$$
\triangleq \beta + \chi(\beta, \phi) + \rho/2 \| \psi - 1_N + \rho^{-1} z_1 \|_2^2 + \rho/2 \| \psi - \phi - \rho^{-1} z_2 \|_2^2,
$$

(38d)

(40)

with $z_1$ and $z_2$ being the Lagrangian multipliers associated with the constraints (38d) and (38c), respectively.

Following the previous exposition, we proceed to elaborate the update steps in minimizing $L(\cdot)$. The update of $(\beta, \phi)$ can be done by solving the subsequent convex problem

$$
\text{(P16):} \quad \min_{\beta, \phi} \beta + \frac{\rho}{2} \| \psi - \phi - \rho^{-1} z_2 \|_2^2 \quad \text{s.t.} \quad \phi^H S_k \phi + 2 \text{Re}\{ s_k^H \phi \} + s_k \leq \beta, \quad \forall k \in \mathcal{K},
$$

(41a)

(41b)

To update $\psi$, we need to solve the following problem

$$
\text{(P17):} \quad \min_{\psi} \| \psi - \phi - \rho^{-1} z_2 \|_2^2 + \| \psi - 1_N + \rho^{-1} z_1 \|_2^2.
$$

(42)

The problem (P17) is a non-convex problem. Fortunately, it has an analytic solution as stated in the following lemma, whose proof can be found in Appendix VIII-C

**Lemma 6**: The optimal solution $\psi^\ast$ to (P17), with $\psi^\ast_i$ being its $i$-th entry, is given as follows

$$
\psi^\ast_i = \frac{s_i}{2 - t_i/|\psi^\ast_i|}, \quad \forall i \in \mathcal{N},
$$

(43)

where $s_i \triangleq \phi_i - \rho^{-1} z_{2,i}$, $t_i \triangleq \text{Re}\{1 - \rho^{-1} z_{1,i}\}$ and the value of $|\psi^\ast_i|$ can be determined by solving the following equation

$$
2 |\psi^\ast_i| - t_i = |s_i|.
$$

(44)
model or channel estimation errors and can effectively tackle which is usually the genuine target we pursue. Consequently degrades the stochastic average performance, is in nature a kind of conservative design. It shrinks the Robust design has some inherent shortcomings. First, it heavily assumes that the CSI follows Gaussian distribution and the uncertainty is robust design [23]. Robust beamforming mainly falls into two categories: i) stochastic model based method and ii) bounded ellipsoid model based method. The former assumes that the CSI follows Gaussian distribution and the latter assumes that all CSI errors live in a bounded ellipsoid. Robust design has some inherent shortcomings. First, it heavily depends on the prior knowledge of the CSI model (i.e. Gaussian distribution statistics or ellipsoid bounds), which is generally unknown in practice. Moreover, robust optimization is in nature a kind of conservative design. It shrinks the feasible region to ensure the “worst-case” performance and consequently degrades the stochastic average performance, which is usually the genuine target we pursue.

In contrast to robust design, the online stochastic framework in [34], [35] does not require any prior knowledge of the CSI model or channel estimation errors and can effectively tackle the expectation in the problem. To simplify the following exposition, we assume that in each time slot we can obtain a new sample of channel estimate. We rewrite the problem (P1) in the sequel

\[(P18): \min_{q,\phi} \kappa^T q, \quad \text{such that} \quad E\{\tilde{\gamma}_k(\phi, q, \hat{\mathcal{H}})\} \geq r_k, \quad \forall k \in \mathcal{K}, \quad (46a)\]

\[q_k \leq P_k, \quad \forall k \in \mathcal{K}, \quad (46c)\]

Note the expectation in (46b) cannot be transformed into an explicit form. To overcome this difficulty, following the strategy in [34], [35], we replace it by a combination of successive convex approximations of historical SINRs and approach to its true value via learning from the consistently incoming fresh CSI estimates in a online manner. In the t-th time slot, a potentially inaccurate CSI estimate \(\hat{\mathcal{H}}(t)\) is obtained. Then a surrogate function approximating the expectation in (46b) is constructed as follows:

\[\tilde{\gamma}_k(t, \phi, q) = (1 - \rho(t))\tilde{\gamma}_k(t-1, \phi, q) + \rho(t)\tau_k(\phi, q, \phi(t-1), q(t-1), \hat{\mathcal{H}}(t)), \quad (47)\]

where the function \(\tau_k(\phi, q, \phi(t-1), q(t-1), \hat{\mathcal{H}}(t))\) is given as

\[\tau_k(\phi, q, \phi(t-1), q(t-1), \hat{\mathcal{H}}(t)) \triangleq \tilde{\gamma}_k(\phi(t-1), q(t-1), \hat{\mathcal{H}}(t)) + 2\text{Re}\left\{(\nabla \tilde{\gamma}_k / \phi)^H (\phi - \phi(t-1))\right\} + (\nabla \tilde{\gamma}_k / q)^T (q - q(t-1)) - \frac{\tau_k}{2}\|q - q(t-1)\|^2, \quad (48)\]

with \(\tau_k\) being any positive constant, \(\forall k \in \mathcal{K}\). Besides, the objective in (P18) should also be replaced via the surrogate function \(f_0(q)\) having a proximal term to ensure convergence, which is defined as follows:

\[f_0(t)(q) = (1 - \rho(t))f_0(t-1)(q) + \rho(t)\left(\kappa^T q + \frac{\tau_0}{2}\|q - q(t-1)\|^2\right) \quad (49)\]

V. POWER MINIMIZATION FOR IMPERFECT CSI

In this section, we proceed to study power minimization when CSI is imperfect. Before elaborating our solutions, we need to point it out that one strategy to combat CSI uncertainty is robust design [23]. Robust beamforming mainly falls into two categories: i) stochastic model based method and ii) bounded ellipsoid model based method. The former assumes that the CSI follows Gaussian distribution and the latter assumes that all CSI errors live in a bounded ellipsoid. Robust design has some inherent shortcomings. First, it heavily depends on the prior knowledge of the CSI model (i.e. Gaussian distribution statistics or ellipsoid bounds), which is generally unknown in practice. Moreover, robust optimization is in nature a kind of conservative design. It shrinks the feasible region to ensure the “worst-case” performance and consequently degrades the stochastic average performance, which is usually the genuine target we pursue.

In contrast to robust design, the online stochastic framework in [34], [35] does not require any prior knowledge of the CSI model or channel estimation errors and can effectively tackle the expectation in the problem. To simplify the following exposition, we assume that in each time slot we can obtain a new sample of channel estimate. We rewrite the problem (P1) in the sequel

\[(P18): \min_{q,\phi} \kappa^T q, \quad \text{such that} \quad E\{\tilde{\gamma}_k(\phi, q, \hat{\mathcal{H}})\} \geq r_k, \quad \forall k \in \mathcal{K}, \quad (46a)\]

\[q_k \leq P_k, \quad \forall k \in \mathcal{K}, \quad (46c)\]

Note the expectation in (46b) cannot be transformed into an explicit form. To overcome this difficulty, following the strategy in [34], [35], we replace it by a combination of successive convex approximations of historical SINRs and approach to its true value via learning from the consistently incoming fresh CSI estimates in a online manner. In the t-th time slot, a potentially inaccurate CSI estimate \(\hat{\mathcal{H}}(t)\) is obtained. Then a surrogate function approximating the expectation in (46b) is constructed as follows:

\[\tilde{\gamma}_k(t, \phi, q) = (1 - \rho(t))\tilde{\gamma}_k(t-1, \phi, q) + \rho(t)\tau_k(\phi, q, \phi(t-1), q(t-1), \hat{\mathcal{H}}(t)), \quad (47)\]

where the function \(\tau_k(\phi, q, \phi(t-1), q(t-1), \hat{\mathcal{H}}(t))\) is given as

\[\tau_k(\phi, q, \phi(t-1), q(t-1), \hat{\mathcal{H}}(t)) \triangleq \tilde{\gamma}_k(\phi(t-1), q(t-1), \hat{\mathcal{H}}(t)) + 2\text{Re}\left\{(\nabla \tilde{\gamma}_k / \phi)^H (\phi - \phi(t-1))\right\} + (\nabla \tilde{\gamma}_k / q)^T (q - q(t-1)) - \frac{\tau_k}{2}\|q - q(t-1)\|^2, \quad (48)\]

with \(\tau_k\) being any positive constant, \(\forall k \in \mathcal{K}\). Besides, the objective in (P18) should also be replaced via the surrogate function \(f_0(q)\) having a proximal term to ensure convergence, which is defined as follows:

\[f_0(t)(q) = (1 - \rho(t))f_0(t-1)(q) + \rho(t)\left(\kappa^T q + \frac{\tau_0}{2}\|q - q(t-1)\|^2\right) \quad (49)\]

Following the paradigm in [35], the stochastic problem (P18) is solved in an online fashion via repeatedly solving the surrogate problem, which approximates the original problem’s intractable expectations using the surrogate functions that are constantly rectified by real-time samples. Specifically, each slot the surrogate functions are updated by a newly obtained channel estimate, we need first check the feasibility of (P18)’s surrogate problem, shown as below

\[(P19): \min_{q,\phi} \beta \quad (50a)\]

\[-\tilde{\gamma}_k(t)(\phi, q) + r_k \leq \beta, \quad k \in \mathcal{K}, \quad (50b)\]

\[q_k \leq P_k, \quad \forall k \in \mathcal{K}, \quad (50c)\]

\[|\phi_n| = 1, \quad \forall n \in N. \quad (50d)\]

Due to the fluctuation of the CSI, when a new slot’s \(\hat{\mathcal{H}}\) arrives, the problem (P19) may be feasible or not. If it is infeasible (i.e. the optimal \(\beta^*\) is larger than 0), the solution to (P19) is used to update the \((q, \phi)\). Otherwise, we proceed to
solve the surrogate power minimization problem in the sequel

\[
\text{(P20): } \min_{\bar{q}, \bar{\phi}} f_{0}^{(t)}(\bar{q}) = \sum_{k \in K} g_k \leq P_k, \quad \forall k \in K,
\]

\[
|\phi_n| = 1, \quad \forall n \in N,
\]

Assume that the new \(\bar{\phi}\) and \(\bar{q}\) are obtained by solving (P19) or (P20) (when (P19) is feasible), then \(\phi, q\) are updated as follows:

\[
\bar{\theta} \triangleq \sqrt{-\bar{\phi}}, \quad \theta^{(t-1)} \triangleq \sqrt{-\phi^{(t-1)}},
\]

\[
\theta^{(t)} := (1 - \rho^{(t)})\theta^{(t-1)} + \rho^{(t)} \bar{\theta},
\]

\[
\phi^{(t)} := \exp(j \cdot \theta^{(t)}),
\]

\[
q^{(t)} := (1 - \rho^{(t)})q^{(t-1)} + \rho^{(t)} \bar{q}.
\]

The whole procedure of the online minimization of sum-power is summarized in the Algorithm 5. The underlying intuition of Algorithm 5 is straightforward. When (P18) is estimated infeasible via solving (P19), the variables move towards the feasible region in a stochastic sense, which is reminiscent of the feasibility update in (P14) for perfect CSI case. When the surrogate function is approximately feasible, we then turn to minimize the sum-power.

Next we discuss how to tackle the two sub-problems (P19) and (P20). By the iterative definition of the surrogate functions in (47-49), it can be readily seen that the constraint (50b) or (51b) is convex quadratic with respect to \((q, \phi)\) jointly \(\forall k \in \{0\} \cup \mathcal{L}\) and any \(t\). The only non-convexity of (P19) and (P20) stems from the constant modulus constraint \(|\phi| = 1\). Obviously we can still use the PDD or neADMM method to solve these problems. Since the application of PDD or neADMM method to (P19) and (P20) is rather straightforward, we omit the details for brevity.

VI. DISCUSSION

A. Extension

Although this paper studies weighted sum-power problem with SINR constraints, our proposed solutions can be easily extended to weighted sum maximization of information rate, EE or min-SINR optimization. In fact, utilizing BCD methodology as well as appropriate transform, e.g. quadratic transform [40] or Dinkelbach’s method [42] and so on, all the above performance metrics can be equivalently transformed into quadratic problems. Via additionally possibly utilizing successive convex approximations (SCA), QoS constraints other than SINR, (e.g. energy transfer constraints, sum-rate, sum-power) can also be replaced by convex constraints (w.r.t. IRS phase-shifting). Consequently, the PDD/neADMM algorithms can again be invoked to design IRS, as illustrated previously.

B. Complexity of PDD and neADMM

Here we compare the complexity of PDD and neADMM methods. The major complexity of PDD comes from solving (P10) since all the other steps have analytic updating rules. Similarly, the primary complexity of neADMM lies in solving (P16). It is worth noting that the PDD method works well when the constraint (23c) is omitted in practice (we present (23c) in (P10) because it can simplify the convergence analysis in Theorem 4). According to Sec.6.2.2 of [43], the complexity of solving (P16) or (P10), both of which are second order cone programming (SOCP) problems, is identical, i.e. \(\mathcal{O}(K^{1.5}N^3)\). As shown in Sec.VII, the PDD method usually needs to solve the SOCP sub-problem more times than the neADMM due to its intrinsic two-layer structure.

VII. NUMERICAL RESULTS

In this section, numerical results are presented to verify our proposed algorithms. As shown in Fig. 2, a system that is similar to [3] comprises one AP with \(M = 4\) antennas, 4 single-antenna MUs and one IRS. The number of reflecting elements \(N\) varies from 30 to 120. The distance between the AP and IRS is 50 meters (m) and it is assumed that a line-of-sight (LoS) propagation path between them exists. The 4 MUs are located in a row parallel to the IRS-AP line and with a 2m spacing between the adjacent peers. Signals emitting from MUs to both the AP and the IRS experience 10dB penetration loss, independent Rayleigh fading and the pathloss exponent of 3. The noise has -180dBm/Hz and the channel bandwidth is 100KHz. Therefore \(\sigma^2 = 10^{-13}\)mW. We set the transmission power of each MU as 10dBm and 5dBm for the feasibility detection and the sum-power minimization problem, respectively. Besides, it is assumed that the antenna gain of both the AP and MUs is 0dB and that of each reflecting element at the IRS is 5dB.

Fig. 3 illustrates the behaviors of PDD, neADMM and SDR methods in checking feasibility. In our comparison, the PDD
Fig. 3. Iterative detecting the feasibility.

Fig. 4. Penalty CCP [23], [24] v.s. our solutions.

and neADMM algorithms always start from identical starting points. Interestingly, the PDD and neADMM solutions appear to exhibit concerted improvement in each iteration. Converge is usually reached within a hundred iterations. Besides, we also compare our proposed two algorithms with the classical SDR method in [3]. In the simulation, 10000 Gaussian samples are generated to approximate rank-1 solution. As shown in Fig. 3, the SDR method totally loses its power. The issue lies in that the element-wise normalization is performed to the Gaussian samples to satisfy the unit-modulus constraints. This operation destroys the optimal solution structure obtained by SDP, which severely deteriorates the objective value and renders the objective itineraries a random sequence. In our experiments, the SDR method generally does not converge for any channel realizations.

Next we examine the convergence characteristics of our proposed algorithms. Fig. 5 shows the impact of parameter $c$ on the convergence rate of PDD algorithm. Recall that $c$ is utilized to adjust the penalty. The lower value $c$ takes, the faster the algorithm converges. At the same time, however, when $c$ is larger, the penalty parameter inflates more smoothly and consequently the whole procedure presents more improvement in the objective value. In practice, the value from the range $[0.8, 0.9]$ is usually a well-balanced choice for $c$. The impact of the penalty coefficient $\rho$ on neADMM is also illustrated in Fig.5. When $\rho$ is too large, the iterates will soon got stuck and stop improving. Generally a value in $[2, 5]$ is an appropriate choice for $\rho$ to yield fast convergence.

We proceed to compare the standard ADMM (stdADMM) [32] and the novel neADMM algorithms. Fig. 6 presents the convergence behaviors of these two peers with the same penalty coefficient $\rho$ ranging from 0.02 to 20. The two counterparts solve the same problem starting from common initial points. As shown in Fig. 6, stdADMM and neADMM generally have the same convergence rate in the long run in most test-cases. However one remarkable advantage of neADMM is that it usually exhibits higher precision in the first several tens of iterations, during which the algorithm can usually reach a precision of $10^{-3}$ to $10^{-4}$, which is indeed a rather satisfactory precision for practice. Therefore neADMM is more preferable to the stdADMM.

Fig. 5. Convg. of PDD and neADMM (feas. chck).

Fig. 6. Convg. of PDD and neADMM (feas. chck).

2Note that the $(23c)$ in (P10) can be omitted in implementation.
In Table I we compare the complexity of PDD and neADMM, whose major complexity lies in repeatedly solving the subproblems (P10) and (P16), respectively. In the experiment, we invoke both algorithms to solve the same problem from identical starting points and use the same stopping criterion, i.e. \( \|\phi(t) - \phi(t-1)\|_2^2 < 10^{-4} \) and \( \|q(t) - q(t-1)\|_2^2 < 10^{-4} \), to terminate. For the PDD method, the inner layer stopping criterion is that the objective improvement relative to the objective value is smaller than \( 10^{-4} \). Table I shows the average running time and the number of times of (P10) or (P16) being solved to accomplish \( \phi \) update. Empirically the neADMM is more efficient than the PDD method.

Fig. 7 illustrates the impact of IRS on feasibility and sum-power. In the experiment, the QoS requirements of all MUs are identical. For each specific value of information rate requirement and \( N \), 200 random channel realizations are generated and Alg. 2 is invoked to find a feasible solution. The percentage of the channel realizations whose feasible solution can be found are plotted. We also present the benefits brought by IRS in power saving (\( \kappa = 1 \)). 400 channel realizations are generated and Alg. 4 is employed. The resultant average sum-power is presented. Clearly Fig. 7 demonstrates that IRS significantly improves the feasibility and sum-power performance.

We continue to examine the performance of the stochastic online algorithm when CSI is imperfect. In our simulation, the IRS-AP link \( G \) is assumed to be LoS and perfectly known [25]. We assume that all the CSI estimates \( \hat{h}_{i,k} \), \( i \in \{r, d\} \) \( \forall k \), follow Rayleigh distribution with variance \( \sigma_{i,k}^2 I_M \).

In fact, even if the IRS-AP link is random, Alg. 5 still converges at an expense of more samples.

Note this setting is equivalent to the generic model \( \hat{h}_{i,k} = h_{i,k} + \Delta_{i,k} \) with \( h_{i,k} \) and \( \Delta_{i,k} \) both following Gaussian distribution with variance \( \epsilon_{i,k}^2 I_M \) and \( \tau_{i,k}^2 I_M \), respectively, such that \( \epsilon_{i,k}^2 = \eta \sigma_{i,k}^2 \) and \( \tau_{i,k}^2 = (1 - \eta) \sigma_{i,k}^2 \) \( \forall \eta \in [0, 1] \). The learning parameter is chosen as \( \rho(t) = 3/(t+1)^{0.9} \). Fig. 8 shows the convergence property of Alg. 5. Fig. 9 illustrates the optimization effects. In the experiment, we impose an uniform
where the step (a) utilizes the fact that $\|\Phi\|_2 = 1$ and the last inequality follows the assumption of the lemma. Combining (54) and (55), a contradiction has been reached. Therefore we conclude $\text{rank}(H) = K$, i.e. the effective channel $H$ is full rank. Invoking Theorem 3.1 of [30], the assertion in the lemma is proved.

B. Proof of Theorem 4

Proof: For simplicity, define $g_k(\psi, \alpha) \triangleq \phi^H Q_k \phi + 2\text{Re}\{q_k^T \phi\} + d_k - \alpha, \forall k \in K$ and rewrite the constraints (21b) as $g_k(\psi, \alpha) \leq 0, \forall k \in K$. Besides, denote the manifold $\mathcal{M} \triangleq \{\psi \text{ s.t. } |\psi| = 1_N\}$.

Since $\{\phi(k)\}$ is bounded by the constraint (21e), and $\psi$ and $\alpha$ are actually updated via continuous function of $\phi$ (in fact $\alpha$ is obtained by $\alpha = \max_{k \in K} \{\phi^H Q_k \phi + 2\text{Re}\{q_k^T \phi\} + d_k\}$, which is a continuous function in $\phi$). Therefore there exists limit point(s) of the solution iterates. Without loss of generality, we just suppose that $\{\phi(k), \psi(k), \alpha(k)\}$ is a limit point, i.e. $\{\phi(k), \psi(k), \alpha(k)\} \rightarrow (\hat{\phi}, \hat{\psi}, \hat{\alpha})$.

For any $k \in \{1, 2, \ldots\}$, assume that $\{\phi(k), \psi(k), \alpha(k)\}$ is limit of the convergent subsequence $\{\phi(k_{t_j}), \psi(k_{t_j}), \alpha(k_{t_j})\}$ of $\{\phi(k_{t_j}), \psi(k_{t_j}), \alpha(k_{t_j})\}$. Denote the objective function (P9) is $h(\phi, \psi, \alpha)$. Since the inner layer of Alg.1 is 2-block BCD procedure, the objective sequence $h(k_{t_j})$ is decreasing, bounded from below and consequently convergent. Suppose that (by possibly restricting to a subsequence) $\psi(k_{t_j} - 1) \rightarrow \hat{\psi}$. Since $\psi(k_{t_j}) = \arg\min_{\psi \in \mathcal{M}} h(\phi(k_{t_j}), \psi, \alpha(k_{t_j}))$, so

$$h(\phi(k_{t_j}), \psi(k_{t_j}), \alpha(k_{t_j})) \leq h(\phi(k_{t_j}), \psi, \alpha(k_{t_j})), \quad \forall \psi \in \mathcal{M}.$$  

Taking $j \rightarrow \infty$ in the above inequality, we obtain

$$h(\phi(k), \psi(k), \alpha(k)) \leq h(\phi(k), \psi, \alpha(k)), \quad \forall \psi \in \mathcal{M}.$$  

Hence $\psi(k)$ is the optimal solution to the problem $\min_{\psi \in \mathcal{M}} h(\phi(k), \psi, \alpha(k))$. At the same time, note that the objective sequence $\{h(k_{t_j})\}_{t_j \geq 1}$ converges, we have

$$h(\phi(k), \psi(k), \alpha(k)) = h(\hat{\phi}, \hat{\psi}, \hat{\alpha}).$$  

Therefore $\hat{\psi}$ is also an optimal solution to the problem $\min_{\psi \in \mathcal{M}} h(\phi(k), \psi, \alpha(k))$. However noticing the fact that this optimization problem has unique solution (recall the argument obtaining (26)), we conclude $\psi(k) = \hat{\psi}$.

Note that $\{\phi(k_{t_j}), \alpha(k_{t_j})\}$ is the solution to the problem $\min_{g(\psi, \alpha) \leq 0, |\psi| \leq 1_N} h(\phi, \psi(k_{t_j} - 1), \alpha)$. Also note that the problem $\min_{g(\psi, \alpha) \leq 0, |\psi| \leq 1_N} h(\phi, \psi(k_{t_j} - 1), \alpha)$ satisfies Slater’s condition (since $\phi$ can be chosen sufficiently small and $\alpha$ can be chosen sufficiently large) and therefore it satisfies Robinson’s condition (Sec.V.A in [31]). According to Lemma 3.26 of [45], the Lagrangian multipliers $\nu(k_{t_j})$ and $\varpi(k_{t_j})$ are bounded. By checking its KKT condition of the problem $\min_{g(\psi, \alpha) \leq 0, |\psi| \leq 1_N} h(\phi, \psi(k_{t_j} - 1), \alpha)$, taking the limit $j \rightarrow \infty$, substituting $\psi$ with $\psi(k)$ in the limit and restricting to a subsequence of $\{\nu(k_{t_j})\}$ and $\{\varpi(k_{t_j})\}$, we obtain the KKT conditions at $\{\phi(k), \psi(k), \alpha(k)\}$
follows:
\[
\frac{1}{2\rho(k)}(\phi^{(k)} - \psi^{(k)}) + \frac{1}{2}\lambda^{(k)} + \sum_{i \in K} \nu_i^{(k)} \frac{\partial g_i}{\partial \phi^{(k)}} + \sum_{n \in N} \varpi_n^{(k)} \frac{\partial \phi_i^{(k)}}{\partial \phi^{(k)}} = 0,
\]
(57a)
\[
1 - \sum_{i \in K} \nu_i^{(k)} = 0,
\]
(57b)
\[
g_i^{(k)}(\phi^{(k)}, \alpha^{(k)}) \leq 0, \quad \nu_i^{(k)} g_i^{(k)}(\phi^{(k)}, \alpha^{(k)}) = 0, \quad \nu_i^{(k)} \geq 0, \quad \forall i \in K,
\]
(57c)
\[
|\phi_i^{(k)}| \leq 1, \quad \varpi_n^{(k)} (|\phi_i^{(k)}| - 1) = 0, \quad \varpi_n^{(k)} \geq 0, \quad \forall n \in N.
\]
(57d)

Denote \( \mu^{(k)} \triangleq \frac{1}{\rho^{(k)}}(\phi^{(k)} - \psi^{(k)}) + \lambda^{(k)} \). By assumption \( \mu^{(k)} \) is bounded. Therefore by taking \( k \to \infty \) and restricting to a subsequence of \( \{\mu^{(k)}\} \) and \( \{\varpi^{(k)}\} \), we obtain
\[
\frac{\partial}{\partial \mu} \text{Re}\{\mu^H(\tilde{\psi} - \psi)\} + \sum_{i \in K} \nu_i \frac{\partial g_i}{\partial \mu} + \sum_{n \in N} \bar{\varpi}_n \frac{\partial (|\phi_i^{(k)}| - 1)}{\partial \mu} = 0,
\]
(58a)
\[
1 - \sum_{i \in K} \nu_i = 0,
\]
(58b)
\[
g_i^{(k)}(\phi, \alpha) \leq 0, \quad \nu_i g_i^{(k)}(\phi, \alpha) = 0, \quad \nu_i \geq 0, \quad \forall i \in K,
\]
(58c)
\[
|\phi_i^{(k)}| \leq 1, \quad \bar{\varpi}_n (|\phi_i^{(k)}| - 1) = 0, \quad \bar{\varpi}_n \geq 0, \quad \forall n \in N.
\]
(58d)

Besides, by assumption, \( \mu^{(k)} \) is bounded and therefore \( \lambda^{(k)} \) is bounded. According to steps 9-13 of Alg.1, at least one of the two possible cases is performed infinitely many times. That is—either i): \( \rho^{(k)} \to 0 \) with \( (\mu^{(k)} - \lambda^{(k)}) \) bounded, or ii): \( (\mu^{(k)} - \lambda^{(k)}) \to 0 \) with \( \rho^{(k)} \) bounded. Hence we always have
\[
\phi^{(k)} - \psi^{(k)} = \rho^{(k)} (\mu^{(k)} - \lambda^{(k)}) \to 0.
\]
(59)

Notice that \( \{\mu^{(k)}\} \) is bounded. Then taking \( k \) to infinity and restricting to a subsequence of \( \{\mu^{(k)}\} \), we obtain
\[
\tilde{\phi} - \tilde{\psi} = 0, \quad \text{Re}\{\mu^* \circ (\tilde{\phi} - \tilde{\psi})\} = 0, \quad \text{Re}\{\mu \circ (\tilde{\phi} - \tilde{\psi})\} = 0,
\]
(60)

where the notation "\( \circ \)" means element-wise production.

At the same time, when \( (\phi^{(k,t)}, \alpha^{(k,t)}) \) are given, \( \psi \) is updated by solving P(11). According to previous discussion, the \( \psi^{(k,t)} \) is an optimal solution to P(11) if and only if it is optimal to P(11), whose KKT condition reads
\[
-\frac{1}{2\rho(k)}(\phi^{(k,t)} - \psi^{(k,t)}) - \frac{1}{2}\lambda^{(k)} + \sum_{n \in N} \xi^{(k,t)}_n \frac{\partial}{\partial \psi^{(k,t)}} (|\psi^{(k,t)}| - 1) = 0,
\]
(61a)
\[
\xi^{(k,t)}(\psi^{(k,t)} - 1_N) = 0, \quad \psi^{(k,t)} = 1_N.
\]
(61b)

In fact, by (61a) we can obtain
\[
\xi^{(k,t)} = (\psi^{(k,t)} - 1_N) \circ (\rho^{(k)} - 1 (\phi^{(k,t)} - \psi^{(k,t)}) + \lambda^{(k)})
\]
(62)

which is a continuous function in \( \phi^{(k,t)} \) and \( \psi^{(k,t)} \). By firstly taking \( j \to \infty \), then \( k \to \infty \) and restricting to a subsequence of \( \{\xi^{(k)}\} \), we obtain
\[
\frac{\partial}{\partial \psi} \text{Re}\{\mu^H(\tilde{\psi} - \psi)\} + \sum_{n \in N} \xi_n \frac{\partial}{\partial \psi} (|\psi_n| - 1) = 0.
\]
(63a)
\[
\tilde{\xi} \circ (|\tilde{\psi} - 1_N|) = 0, \quad \tilde{\psi} = 1_N.
\]
(63b)

Combining the equations (58), (60) and (63), we actually find the Lagrangian multipliers \( (\tau, \varpi_n, \varpi_i, \xi) \) satisfying the exact KKT conditions of (8), with the complex vector \( \mu \) being the Lagrangian multipliers associated with the equality constraint (21c). The proof is complete. \( \Box \)

C. Proof of Lemma 6

Proof: First, it can be readily recognized that the problem (P17) can be decomposed into \( N \) independent separate subproblems with each problem dealing with only the \( j \)-th entry \( \psi_j \) of \( \psi \), \( \forall j \in N \), which is given as
\[
(P17_j) : \min_{\psi_j} \psi_j - \phi_j - \rho^{-1} z_{j,2} + \sum_{i \neq j} |\psi_i| - 1 + \rho^{-1} z_{1,i}^2
\]
(64)

After some manipulation, the above problem can be rewritten as follows
\[
(P18_j) : \min_{\psi_j} 2|\psi_j|^2 - 2|\psi_j|^2 = 2t_i \psi_i - 2|\psi_i|^2 \triangleq g(\psi_i, \psi_i^*)
\]
(65)

with the coefficients \( s_i \) and \( t_i \) defined as
\[
s_i \triangleq \phi_j - \rho^{-1} z_{j,2}, \quad t_i \triangleq \text{Re}\{1 - \rho^{-1} z_{1,i}\}
\]
(66)

According to Weierstrass’ Theorem (Prop. 2.1.1 [46]), since the objective of (P18,) is proper, continuous (and consequently closed ) and coercive, its minima exists. Therefore, by optimality condition, the minima \( \psi_i^* \) of (P18) should satisfy
\[
\frac{\partial g}{\partial \psi_i} = 0.
\]

Besides, utilizing the chain rule for differential and noticing the fact that
\[
d|\psi_j| = d\sqrt{|\psi_j|^2} = \frac{1}{|\psi_j|} d|\psi_j|^2
\]
(67a)
\[
= \frac{1}{2|\psi_j|} (\psi_j d\psi_j + \psi_j^* d\psi_j^*),
\]
(67b)

we readily obtain that
\[
\frac{\partial |\psi_j|}{\partial \psi_i^*} = \frac{1}{2|\psi_j|} \psi_i^* \psi_j, \quad \frac{\partial |\psi_j|}{\partial \psi_i} = \frac{1}{2|\psi_j|} \psi_i \psi_j^*.
\]
(68)

Utilizing the (68), the condition \( \frac{\partial g}{\partial \psi_i^*} = 0 \) reads as follows
\[
2\psi_i^* - s_i - t_i |\psi_i^*| = 0
\]
(69)

which implies
\[
\psi_i^* = \frac{s_i}{2 - t_i/|\psi_i^*|}
\]
(70)
Notice that \( \psi^* \) can be determined by (70) only if the \( |\psi^*| \) in the right hand side is known. To evaluate \( |\psi^*| \), we take modulus of both sides of (70) and obtain:

\[
|2|\psi^* - t_i| = |s_i|.
\]

(71)

Therefore the \( |\psi^*| \) can be obtained as follows:

\[
|\psi^*| = \frac{1}{2} (t_i + |s_i|).
\]

(72)

It is worth noting that we can obtain two possible values of \( |\psi^*| \) by (72). According the previous discussion, since the true optimal solution \( \psi^* \) is always a solution to (70), therefore, at least one value of \( |\psi^*| \) in (72) is non-negative. Then the determination of \( |\psi^*| \) and \( \psi^* \) is analyzed in the subsequent three cases:

C1) if only one value (i.e. \( t_i + |s_i| \)) of \( |\psi^*| \) given by (72) is positive, then it is indeed the modulus of real optimal \( \psi^* \). Substituting it back to (72) we can determine the optimal \( \psi^* \).

C2) if both values of \( |\psi^*| \) given by (72) are positive, by substituting them back to (72) we can obtain two candidates of \( \psi^* \). Then we verify whether the modulus of the two candidates coincide with the their associated modulus value given in (72). If one candidate fails the verification, the other candidate is the true value of \( \psi^* \).

C3) if both candidates obtained in C2) are feasible, then we choose the \( \psi^* \) giving the smaller objective value of (P18).

The assertion has been proved.

\[\square\]
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