Retrospective Motion Correction of MR Images using Prior-Assisted Deep Learning

Abstract

In MRI, motion artefacts are among the most common types of artefacts. They can degrade images and render them unusable for accurate diagnosis. Traditional methods, such as prospective or retrospective motion correction, have been proposed to avoid or alleviate motion artefacts. Recently, several other methods based on deep learning approaches have been proposed to solve this problem. This work proposes to enhance the performance of existing deep learning models by the inclusion of additional information present as image priors. The proposed approach has shown promising results and will be further investigated for clinical validity.
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1 Introduction

One of the most common causes of artefacts in MR imaging is patient motion [5, 6, 18]. Physiological motion, such as cardiac or respiratory movement, can be controlled by gating or by specific sequence design [10]. The focus of this work is on correcting for less predictable voluntary or involuntary movement of the patient, often called, bulk motion [3], which e.g. in Parkinsonism and leads to ghosting and blurring [6]. If the level of artefacts is too high, the scan must be repeated. Even a moderate level may lead to an incomplete or inaccurate diagnosis [1].

The most common strategies for handling motion artefacts can be divided into three main groups: motion prevention, artefact reduction, and motion correction. Motion prevention spans from training the subject, foam restraints, feed and wrap (for babies), sedation till breath-hold. Artefact reduction can be achieved with faster imaging, triggering and gating, phase reordering, and similar techniques. Finally, there are motion correction techniques such as retrospective motion correction (RMC) and prospective motion correction (PMC) [18]. In practice, RMC modifies the MR image data during the reconstruction process, while PMC performs a real-time adaptive update of the data acquisition with the possibility of using different tracking modalities [5]. Recently, an increasing number of attempts using deep learning techniques have shown that it is possible to remove or reduce motion artefacts [4, 7, 8, 11, 12, 15, 17]. It has also been observed that supplying additional prior knowledge, such as image priors, can help improve the performance of deep learning based reconstructions [9, 16]. This work aims to remove motion artefacts from corrupted brain images by improving existing deep learning models, by exploiting available non-corrupted image priors.

2 Methodology

2.1 Data Preparation

T1, T2, and PD images of 100 subjects (for each - training, testing, and validation) from the publicly available IXI Dataset [1] were used in this study. T2-weighted images were artificially corrupted with motion using a modified version of the RandomMotion transformation of TorchIO [13] (v0.17.45). The initial phase of the experiments were performed with 10 simulated movements with a rotation in the range of -1.75 to +1.75 degrees without any translation. In this modified version of the RandomMotion function, in-plane motion corruption was randomly performed in X or Y direction.

2.2 Image Priors

Supplying additional images as prior knowledge along with the corrupted image can help improve the performance of deep learning models [9, 16]. In this research, experiments were performed using two different types of image priors - similar slices from different subjects of the same MRI contrast and different MRI contrasts of the same subject.

**Similar Slices:** During the motion correction, ten similar (same slice position) slices of the same MRI contrast were randomly chosen from different subjects and supplied as prior along with the motion corrupted image. The motivation behind this type of prior is that while performing motion correction on certain image, images of the same contrast but of different subjects, which are not corrupted by motion, can readily be available. In these experiments, only T2-weighted images from the IXI Dataset were used.

**Different Contrasts of the Same Subject:** Multiple contrasts of the same subject are usually acquired during clinical routine. If one of those various contrasts is corrupted by motion, then that image can be corrected by using the other contrasts of the same subject as prior. All three available contrasts of the IXI Dataset were co-registered against the T2-weighted images. T2-weighted images were artificially corrupted; T1 and PD images were used as priors during the correction process.

1 Dataset available at: [https://brain-development.org/ixi-dataset/](https://brain-development.org/ixi-dataset/)
2.3 Network Architectures

UNet [14] and a modified version of the ResNet [2] were used as the baselines for this work. The baseline networks were modified such that they can receive priors. Two different methods of supplying priors were tested.

**Multi-Channel Network:** Each motion corrupted image and the priors were concatenated on the channel dimension and were supplied to the network as multi-channel input. The baselines were receiving only one channel image as input, where for the multi-channel approach, the models received \( 1 + n_{\text{prior}} \) channel images as input.

**Dual-Branch Network:** For this approach, modified versions of the baselines were created by adding an additional branch to the baselines for the priors. The main branch was supplied with the motion corrupted image and the priors were supplied to the auxiliary branch. For the UNet, the auxiliary branch was identical to the contraction path and the latent space of the UNet except for the number of input channels. The skip-connections were supplied only from the main branch of the network, and no skip-connections were supplied from the auxiliary branch. For the ResNet, the auxiliary branch was identical to the downsampling blocks of the ResNet up to the residual blocks, with the only difference being the number of input channels. For both network models, the main branch and the auxiliary branch generated two different latent space representations. These latent representations were combined and forwarded for generating the final output. Two different methods were considered for combining the latent spaces - by simple addition or by concatenation and convolution with a kernel size of one - to generate the final combined latent space. This combined latent space was forwarded to the expansion path of the UNet. In the case of ResNet, this latent representation was forwarded to the residual blocks for further operation.

3 Results and Discussions

Figure 1 shows the performance of the different methods based on the SSIM [19] values and Figure 2 shows a representative example result. Between the two different types of priors, it was observed that supplying ten similar slices of the same contrast but of different subjects did not improve the motion correction. Nonetheless, supplying different contrasts of the same subject improved the motion correction significantly for most of the tests carried out. ResNet's performance improved for both types of prior supply methods - multi-channel and dual-branch. For UNet however, only the multi-channel approach has shown significant improvement.

4 Conclusion and Future Work

The initial experiments presented here have shown promising results for supplying other contrasts as prior for deep learning based motion correction. For ResNet, the multi-channel and the dual-network approach both have shown promising results. However, for UNet only the multi-channel approach has shown improvements over the baseline. The reason for the failure could be attributed to the lack of skip connections from the auxiliary branch, but the skip connections will be making it similar to the multi-channel approach. Further investigations will be performed to determine the cause of the
failure, and also other strategies for supplying the priors to the UNet. Further experiments will be performed to check the performance of these approaches when the corrupted volumes and the prior volumes are not co-registered. Supplying ten similar slices as prior did not show any improvement for any of the networks. Further investigations will be performed to determine the reasons and possible solutions. Furthermore, the strategies will be validated with clinical data. It will be assessed whether pathologies that can only be seen in a corrupted contrast, are preserved after performing the correction.

Broader Impact

The current stage of the work has been carried out on simulated motion artefacts only and using a publicly available dataset and has been carried out in compliance with ethical standards. To the best of the authors’ knowledge, there are not evident direct or indirect effects on societal aspects. It is well known that low-quality images invalidate the clinical diagnosis. In addition, the repetition of scans involves the use of energy, money and human resources. Therefore, researchers and clinicians working in the field of MRI may benefit from this work. As this research is in its preliminary stage, it has still to be investigated whether the usage of priors exclude pathologies from the corrected data.

Acknowledgments and Disclosure of Funding

This work was partially conducted within the context of the International Graduate School MEMO-RIAL at Otto von Guericke University (OVGU) Magdeburg, Germany, kindly supported by the European Structural and Investment Funds (ESF) under the programme “Sachsen-Anhalt WISSENSCHAFT Internationalisierung” (project no. ZS/2016/08/80646). This work was also partially conducted within the context of the Initial Training Network program, HiMR, funded by the FP7 Marie Curie Actions of the European Commission, grant number FP7-PEOPLE-2012-ITN-316716, and supported by the NIH grant number 1R01-DA021146, and by the federal state of Saxony-Anhalt under grant number ‘I 88’.
References

[1] T. Budrys, V. Veikutis, S. Lukosevicius, R. Gleizniene, E. Monastyreckiene, and I. Kulakiene. Artifacts in magnetic resonance imaging: how it can really affect diagnostic image quality and confuse clinical diagnosis? Journal of Vibroengineering, 20(2):1202–1213, mar 2018. doi: 10.21595/jve.2018.19756. URL https://doi.org/10.21595/jve.2018.19756.

[2] S. Chatterjee, M. Breitkopf, C. Sarasen, G. Rose, A. Närnberger, and O. Speck. A deep learning approach for reconstruction of undersampled cartesian and radial data. In ESMRMB 2019, Oct. 2019.

[3] T. L. Chenevert and J. G. Pipe. Effect of bulk tissue motion on quantitative perfusion and diffusion magnetic resonance imaging. Magnetic resonance in medicine, 19(2):261–265, 1991.

[4] B. A. Duffy, W. Zhang, H. Tang, L. Zhao, M. Law, A. W. Toga, and H. Kim. Retrospective correction of motion artifact affected structural mri images using deep learning of simulated motion. 2018.

[5] F. Godenschweger, U. Kaegebein, D. Stucht, U. Yarach, A. Sciarra, R. Yakupov, F. Luesebrink, P. Schulze, and O. Speck. Motion correction in MRI of the brain. Physics in Medicine and Biology, 61(5):R32–R56, feb 2016. doi: 10.1088/0031-9155/61/Sr32. URL https://doi.org/10.1088/0031-9155/61/Sr32.

[6] P. Jezzard. Chapter 29 - the physical basis of spatial distortions in magnetic resonance images. In I. N. BANKMAN, editor, Handbook of Medical Image Processing and Analysis (Second Edition), pages 499 – 514. Academic Press, Burlington, second edition edition, 2009. ISBN 978-0-12-373904-9. doi: https://doi.org/10.1016/B978-012373904-9.50039-8. URL http://www.sciencedirect.com/science/article/pii/B9780123739049500398.

[7] W. Jiang, Z. Liu, K.-H. Lee, S. Chen, Y.-L. Ng, Q. Dou, H.-C. Chang, and K.-W. Kwok. Respiratory motion correction in abdominal mri using a densely connected u-net with gan-guided training. arXiv preprint arXiv:1906.09745, 2019.

[8] T. Küstner, K. Armanious, J. Yang, B. Yang, F. Schick, and S. Gatidis. Retrospective correction of motion-affected mr images using deep learning frameworks. Magnetic resonance in medicine, 82(4):1527–1540, 2019.

[9] Y. Liang, J. Wang, S. Zhou, Y. Gong, and N. Zheng. Incorporating image priors with deep convolutional neural networks for image super-resolution. Neurocomputing, 194:340–347, 2016.

[10] J. Liu, P. Spincemaille, N. C. F. Codella, T. D. Nguyen, M. R. Prince, and Y. Wang. Respiratory and cardiac self-gated free-breathing cardiac cine imaging with multiecho 3d hybrid radial sstf acquisition. Magnetic Resonance in Medicine, 63(5):1230–1237, 2010. doi: 10.1002/mrm.22306. URL https://onlinelibrary.wiley.com/doi/abs/10.1002/mrm.22306.

[11] K. Pawar, Z. Chen, N. J. Shah, and G. F. Egan. Motion correction in mri using deep convolutional neural network. In Proceedings of the ISMRM Scientific Meeting & Exhibition, Paris, volume 1174, 2018.

[12] K. Pawar, Z. Chen, N. J. Shah, and G. F. Egan. Suppressing motion artefacts in mri using an inception-resnet network with motion simulation augmentation. NMR in Biomedicine, page e4225, 2019.

[13] F. Pérez-García, R. Sparks, and S. Ourselin. TorchIO: a Python library for efficient loading, preprocessing, augmentation and patch-based sampling of medical images in deep learning. arXiv:2003.04696 [cs, eess, stat], Mar. 2020. URL http://arxiv.org/abs/2003.04696. arXiv: 2003.04696.

[14] O. Ronneberger, P. Fischer, and T. Brox. U-net: Convolutional networks for biomedical image segmentation, 2015.

[15] S. S. M. Salehi, S. R. Hashemi, C. Velasco-Annis, A. Ouaalam, J. A. Estroff, D. Erdogmus, S. K. Warfield, and A. Gholipour. Real-time automatic fetal brain extraction in fetal mri by deep learning. In 2018 IEEE 15th International Symposium on Biomedical Imaging (ISBI 2018), pages 720–724. IEEE, 2018.

[16] R. Souza, Y. Beauferris, W. Loos, R. M. Lebel, and R. Frayne. Enhanced deep-learning-based magnetic resonance image reconstruction by leveraging prior subject-specific brain imaging: Proof-of-concept using a cohort of presumed normal subjects. IEEE Journal of Selected Topics in Signal Processing, 14(6):1126–1136, 2020.

[17] M. Usman, S. Latif, M. Asim, B.-D. Lee, and J. Qadir. Retrospective motion correction in multishot mri using generative adversarial network. Scientific Reports, 10(1):1–11, 2020.

[18] M. Zaitsev, J. Maclaren, and M. Herbst. Motion artifacts in mri: A complex problem with many partial solutions. Journal of Magnetic Resonance Imaging, 42(4):887–901, 2015. doi: 10.1002/jmri.24850. URL https://onlinelibrary.wiley.com/doi/abs/10.1002/jmri.24850.

[19] Zhou Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli. Image quality assessment: from error visibility to structural similarity. IEEE Transactions on Image Processing, 13(4):600–612, 2004.