Geometrical Formulation of Adiabatic Pumping as a Heat Engine
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We investigate a heat engine under an adiabatic (Thouless) pumping process. In this process, the extracted work and lower bound on dissipated availability are characterized by a vector potential and a Riemannian metric, respectively. We derive a trade-off relation between the power and effective efficiency. We also explicitly calculate the trade-off relation as well as the power and efficiency for a spin-boson model coupled to two reservoirs.

I. INTRODUCTION

Adiabatic pumping is a process where an average current is generated even in the absence of an average bias under slow and periodic modulation of multiple parameters of the system. Thouless first proposed the theory of adiabatic pumping for an isolated quantum system [1, 2]. He showed that electrons can be transported by applying a time-periodic potential to one-dimensional isolated quantum systems under a periodic boundary condition. He also clarified that the charge transport in this system is essentially induced by a Berry-phase-like quantity in the space of the modulation parameters [1–4]. This phenomenon has been observed experimentally in various processes such as charge transport [5–12] and a spin pumping process [13]. Later, Brouwer extended the Thouless pumping in the isolated system to that in an open quantum system [14]. It has been recognised that the essence of Thouless pumping can be described by a classical master equation in which the Berry-Sinitsyn-Nemenman (BSN) phase is the generator of the pumping current [15, 16]. There are various papers on geometrical pumping processes in terms of scattering theory [17–23], classical master equations [24–32] and quantum master equations [33–38]. The extended fluctuation theorem for adiabatic pumping processes has also been studied [39, 40].

Geometrical concepts were also introduced in the context of finite-time thermodynamics [41]. The key concept was the thermodynamic length, which is originally introduced for macroscopic systems [42–46]. Later, this approach has been applied to a classical nanoscale system [47], a closed quantum system [48] and an open quantum system [49].

Recently, Brandner and Saito have established the geometrical formulation for microscopic heat engines in the adiabatic regime [50]. In this approach, the properties of the working system are described by a vector potential and a Riemannian metric in the space of control parameters. If one defines a driving protocol, an effective flux and a length are assigned to the protocol. Then, they provide the extracted work and lower bound on dissipated availability. On the other hand, Giri and Goswami proposed a quantum heat engine which includes the effect of the BSN phase by controlling temperatures of reservoirs [51].

Nevertheless, we cannot apply the previous approaches to a heat engine undergoing an adiabatic pumping process with equal average temperatures in both reservoirs, because (i) Ref. [50] only considers systems coupled to a single reservoir closed to an equilibrium steady state and (ii) Ref. [51] only considers the situation where the temperature of one of the reservoirs is always higher than that of the other one. Note that in this case, the outcome is dominated by the dynamical phase. Namely, it is difficult to observe the geometrical contribution in such a system. In this paper, therefore, we extend the geometrical formulation of Refs. [50] and [51] to a system which interacts with two reservoirs with equal average temperature under adiabatic modulation of thermodynamic quantities of the reservoirs and the target system. In the adiabatic regime, we obtain a geometrical representation of the extracted work and a lower bound of dissipated availability. We also derive a trade-off relation between the power and effective efficiency.

The organization of this paper is follows. In Sec. II, we explain the setup and geometrical formulation for describing the heat engine under an adiabatic pumping process. In Sec. III we apply our method to a two-level spin-boson system coupled to two reservoirs to validate our formulation. Finally, we discuss and summarize our results in Sec. IV. In Appendix A, we present detailed calculations to support the description in the main text.
Figure 1. A schematic of the total system which consists of the target system and the left and right reservoirs. We control the temperatures of the reservoirs $T^L$, $T^R$ and the parameter $\lambda$ of the system Hamiltonian $H(\lambda)$ by the external device. $P$ is the instantaneous power and $J^L$ and $J^R$ are the heat currents from the system to the left and right reservoirs, respectively.

II. GENERAL FRAMEWORK

A. Setup

In this paper, we consider a small system $S$ coupled to two reservoirs $L$ and $R$ (Fig. 1). Let us consider the situation that the reservoir $\alpha = L$ or $R$ is characterised by only the temperature $T^\alpha$. We also assume that the system $S$ is characterised by discrete states $i = 1, \ldots, n$ as in quantum cases. The Hamiltonian $H(\lambda)$ of the system $S$ is given by $H(\lambda) := \langle E_i(\lambda) \delta_{ij} \rangle$, where $E_i(\lambda)$ is the energy of the state $i$, $\lambda$ is a control parameter in the system and $\delta_{ij}$ is the Kronecker’s delta, respectively. In this paper, we control the set of parameters $\Lambda := (\Lambda^\mu) := (\lambda, T^L, T^R)$ for $\mu = W, L, R$ with period $\tau_p$. We assume that the dynamics of $S$ follows the master equation

$$\frac{d}{d\theta} |p(\theta)\rangle = e^{-1} K(\Lambda_\theta) |p(\theta)\rangle. \quad (1)$$

Here we have introduced the dimensionless time $\theta := (t - t_0)/\tau_p$ and the subscript on $\Lambda_\theta$ denotes the $\theta$-dependence of the modulation parameters $\Lambda$. We have also introduced the dimensionless control speed $\epsilon := \tau_{\text{mix}}/\tau_p$, where $t_0$ is the time after which the system has reached a periodic state and $\tau_{\text{mix}}$ is the characteristic time scale of the coupling between the system and the reservoirs. We have also introduced the vector $|p(\theta)\rangle := (p_1(\theta), \ldots, p_n(\theta))^T$, where $p_i(\theta)$ is the probability of state $i$ at $\theta$, $K(\Lambda_\theta) = \sum_{\alpha=L,R} K^{\alpha}(\Lambda_\theta) := \sum_{\alpha=L,R} \Lambda_\theta^{\alpha}(k_{ij}^\alpha(\Lambda_\theta))$ is the transition matrix and its $(ij)$-component $k_{ij}^\alpha(\Lambda_\theta)$ is the transition rate of $j \to i$ due to interaction with the reservoir $\alpha$ at $\theta$. We assume that the $\theta$-dependence of $K(\Lambda_\theta)$ only appears through the control parameters $\Lambda_\theta$.

B. Thermodynamic quantities

In this subsection, we introduce the thermodynamic quantities which characterize the heat engine. Let us introduce the dissipated availability $A$ [11]:

$$A := \int_0^1 d\theta \dot{T}_\theta \dot{\sigma}_{\text{ex}}(\theta), \quad (2)$$

where $1/\dot{T}_\theta := (1/T^L_\theta + 1/T^R_\theta)/2$ is the effective temperature. $\dot{\sigma}_{\text{ex}}(\theta)$ is the excess entropy production rate defined as

$$\dot{\sigma}_{\text{ex}}(\theta) := \dot{\sigma}_S(\theta) + \sum_{\alpha=L,R} J^{\alpha}(\theta)/T^\alpha_\theta, \quad (3)$$

where $\sigma_S(\theta)$ is the entropy of $S$ given as $\sigma_S(\theta) := -\sum_{i=1}^n p_i(\theta) \ln p_i(\theta)$, $J^{\alpha}(\theta)$ is the excess heat current from $S$ to reservoir $\alpha$ given as $J^{\alpha}(\theta) := J^{\alpha}(\theta) - \bar{J}^{\alpha}(\theta)$, where $J^{\alpha}(\theta) := -1|H(\lambda_\theta)K^{\alpha}(\Lambda_\theta)p(\theta)|$ is the total heat current from $S$ to reservoir $\alpha$ and $\bar{J}^{\alpha}(\theta) := -1|H(\lambda_\theta)K^{\alpha}(\Lambda_\theta)p^{\alpha}(\theta)|$ is the instantaneous steady state heat current from $S$ to reservoir $\alpha$. The excess entropy production rate $\dot{\sigma}_{\text{ex}}(\theta)$ satisfies the generalized Clausius inequality, i.e. $\dot{\sigma}_{\text{ex}}(\theta) \geq 0$ when the degree of nonequilibrium, i.e. the temperature difference between the two reservoirs is small [23–25]. The equality is achieved in the quasi-static limit ($\epsilon \to 0$). Therefore $A \geq 0$, where the equality is again achieved in the quasi-static limit.

The dissipated availability $A$ can be decomposed into three parts as $A = U - W - \Psi$. Here $U$ is the effective thermal energy given as

$$U := -\int_0^1 d\theta \dot{\sigma}_S(\theta)$$

$$= -\int_0^1 d\theta [\dot{\Lambda}_\theta^W f^L(\theta) + \dot{\Lambda}_\theta^R f^R(\theta)], \quad (4)$$

where

$$f^L(\theta) := -2 \left( \frac{T^R_\theta}{T^L_\theta + T^R_\theta} \right)^2 \sum_i p_i(\theta) \ln p_i(\theta), \quad (5)$$

$$f^R(\theta) := -2 \left( \frac{T^L_\theta}{T^L_\theta + T^R_\theta} \right)^2 \sum_i p_i(\theta) \ln p_i(\theta). \quad (6)$$

The work $W$ extracted from $S$ is given as

$$W := \int_0^1 d\theta \dot{\Lambda}_\theta^W f^W(\theta), \quad (7)$$

where

$$f^W(\theta) := -\langle 1|\partial_{\lambda} H(\lambda_\theta) |p(\theta)\rangle. \quad (8)$$
The correction term $\Psi$ arising from the presence of two reservoirs is given as

$$\Psi := \int_0^1 d\theta \Delta_\theta (J^L_{ex} - J^R_{ex})$$

$$= \int_0^1 d\theta \Delta^R_\theta \psi^\mu(\theta),$$

where $\Delta_\theta := (T^L_\theta - T^R_\theta)/(T^L_\theta + T^R_\theta)$. Here, $\psi^\mu(\theta)$ is given as

$$\psi^\mu(\theta) := \langle |\hat{\psi}^\mu(\Lambda_\theta)| p(\theta) \rangle$$

(9)

with

$$\hat{\psi}^\mu(\Lambda) := -\Delta \langle |H(\lambda)| K^L(\Lambda) - K^R(\Lambda) \rangle_k \partial_\mu$$

(10)

where $K^+(\Lambda_\theta)$ is the pseudo-inverse of $K(\Lambda_\theta)$, which is given in Eq. (11). Then the dissipated availability $A$ can be simplified as

$$A = -\int_0^1 d\theta (f^\mu(\theta) + \psi^\mu(\theta)) \Delta^R_\theta \geq 0.$$  

(12)

Let us introduce the ratio

$$\eta := \frac{W}{U - \Psi} = \frac{W}{W + A}.$$  

(13)

By the non-negativity of $A$, this quantity $\eta \leq 1$ so that $\eta$ can be considered as a measure of the efficiency [50]. Let us call $\eta$ the effective efficiency for later discussion. In the quasi-static limit, the equality in Eq. (12) is achieved, so $\eta = 1$. However in this limit the average power

$$P := \epsilon W$$

(14)

becomes zero. Finite-speed driving increases the power at the cost of the effective efficiency. We will discuss this trade-off relation in the next subsection.

C. Efficiency and Power in the Adiabatic Regime

In this section, we consider the thermodynamic properties of the pumping process in the adiabatic regime where the modulation of the external parameters is much slower than the relaxation rate of the system. In this regime, the solution of Eq. (1) can be expanded in terms of $\epsilon$ as

$$|p(\theta) \rangle \simeq |p^{ss}(\Lambda_\theta) \rangle + \epsilon |p^\mu(\Lambda_\theta) \rangle |\Lambda^R_\theta \rangle + O(\epsilon^2),$$

(15)

where $|p^{ss}(\Lambda_\theta) \rangle$ is the instantaneous steady state at $\theta$ which satisfies $K(\Lambda_\theta)|p^{ss}(\Lambda_\theta) \rangle = 0$. The first order correction $|p^\mu(\Lambda_\theta) \rangle$ is expressed as a function of $|p^{ss}(\Lambda_\theta) \rangle$ as in Eq. (10). By using Eq. (19), $f^\mu(\theta)$ and $\psi^\mu(\theta)$ can be written as

$$f^\mu(\theta) \simeq f^\mu_{ss}(\Lambda_\theta) + \epsilon f^\mu(\Lambda_\theta) \Lambda^R_\theta + O(\epsilon^2),$$

$$\psi^\mu(\theta) \simeq \psi^\mu_{ss}(\Lambda_\theta) + \epsilon \psi^\mu(\Lambda_\theta) \Lambda^R_\theta + O(\epsilon^2).$$

(16)

(17)

Here $f^\mu_{ss}(\Lambda)$ and $\psi^\mu_{ss}(\Lambda)$ are steady forces defined as

$$f^\mu_{ss}(\Lambda) := \langle |f^\mu(\Lambda) | p^{ss}(\Lambda) \rangle,$$

$$\psi^\mu_{ss}(\Lambda) := \langle |\psi^\mu(\Lambda) | p^{ss}(\Lambda) \rangle,$$

(18)

(19)

where $f^\mu(\Lambda)$ and $\psi^\mu(\Lambda)$ are force operators defined as

$$f^\mu(\Lambda) := -\partial_\lambda H(\lambda),$$

$$\psi^\mu(\Lambda) := \langle |\hat{\psi}^\mu(\Lambda) | p^{ss}(\Lambda) \rangle,$$

(20)

(21)

(22)

and $f^\mu_{11}(\Lambda)$ and $\psi^\mu_{11}(\Lambda)$ are adiabatic response coefficients defined as

$$f^\mu_{11}(\Lambda) := \langle |\hat{f}^\mu(\Lambda) | p^\mu(\Lambda) \rangle,$$

$$\psi^\mu_{11}(\Lambda) := \langle |\hat{\psi}^\mu(\Lambda) | p^\mu(\Lambda) \rangle,$$

(23)

(24)

By using Eqs. (16) and (17). The dissipated availability $A$ can be written as

$$A \simeq \epsilon \int_0^1 d\theta g^{\mu\mu}(\Lambda_\theta) \Lambda^R_\theta \Lambda^R_\theta + O(\epsilon^2),$$

(25)

where

$$g^{\mu\mu}(\Lambda) := -\frac{1}{2} \left[ f^\mu_{11}(\Lambda) + f^\mu_{11}(\Lambda) + \psi^\mu(\Lambda) + \epsilon \psi^\mu(\Lambda) \right].$$

(26)

By using the Cauchy-Schwartz inequality, it can be shown that $A$ is bounded as

$$A \simeq \epsilon \mathcal{L}^2 + O(\epsilon^2),$$

(27)

where

$$\mathcal{L} := \int_{\gamma} \sqrt{g^{\mu\mu}(\Lambda)} d\Lambda^\mu d\Lambda^\nu$$

(28)

is the thermodynamic length along the path $\gamma$ of the modulation in the parameter space [44, 50].

The average power $P$ per cycle is given as

$$P \simeq \epsilon W + O(\epsilon^2)$$

(29)

where

$$W := \int_0^1 d\theta \Lambda^W \hat{f}^W(\Lambda_\theta)$$

$$= -\int_{\gamma} \langle \Lambda^\mu(\Lambda) d\Lambda^\mu \rangle$$

(30)
is the adiabatic work along $\gamma$ and
\[ A^\gamma(\Lambda) := \Lambda^W \delta \mu f_0^W(\Lambda) \] (31)
is the thermodynamic vector potential.

From Eq. (27), the efficiency (18) is bounded as
\[ \eta \simeq 1 - \frac{\lambda}{\mathcal{W}} + O(\epsilon^2) \]
\[ \leq 1 - \epsilon \frac{\mathcal{L}^2}{\mathcal{W}} + O(\epsilon^2). \] (32)
Therefore we obtain the geometrical trade-off relation between the average power and the effective efficiency:
\[ P \leq \left( \frac{\mathcal{W}}{\mathcal{L}} \right)^2 (1 - \eta) + O(\epsilon^2). \] (33)

III. APPLICATION TO THE TWO-LEVEL MODEL

![Two-level system diagram](image)

Figure 2. A schematic of a two-level spin-boson model.

In this section, we apply the general framework to the two-state spin-boson model to explicitly calculate the efficiency and the power. We assume that the Hamiltonian $H(\lambda)$ and the transition matrix $K(\Lambda)$ are given as
\[ H(\lambda) := \begin{pmatrix} 0 & 0 \\ 0 & E \lambda \end{pmatrix}, \] (34)
\[ K(\Lambda) := \sum_{\alpha=L,R} \begin{pmatrix} -n^\alpha(\Lambda) & n^\alpha(\Lambda) + 1 \\ n^\alpha(\Lambda) & -n^\alpha(\Lambda) - 1 \end{pmatrix}, \] (35)
where $E$ is the periodic average of the energy difference between the two states and $\lambda$ is a dimensionless control parameter. Here, $n^\alpha(\Lambda)$ is the Bose distribution function of reservoir $\alpha$ given as $n^\alpha(\Lambda) := (\exp[\alpha \lambda E] - 1)^{-1}$. We assume that the left and right reservoirs have the same chemical potential, which is absorbed into the energy $E$ in the system.

We consider the control protocol of $\Lambda = (\lambda, T^L, T^R)$ given as
\[ \lambda_\theta = 1 + \lambda_A \cos[2\pi \theta], \] (36)
\[ T^L_\theta / E = \hat{T}^L_C + \hat{T}^L_A \sin[2\pi \theta], \] (37)
\[ T^R_\theta / E = \hat{T}^R_C + \hat{T}^R_A \sin[2\pi (\theta - \delta)], \] (38)
where $\delta$ is the phase difference which leads to the temperature difference between the left and right reservoirs at each $\theta$. For simplicity, we set $\lambda_A = \hat{T}^L_A = \hat{T}^R_A = 0.1$, $\hat{T}^L_C = \hat{T}^R_C = 1$. To find out where the framework in Sec. III can be used, we calculate the excess entropy production rate $\dot{\Sigma}_{\text{ex}}$ given in Eq. (3). Figure 3 shows that $\dot{\Sigma}_{\text{ex}} \geq 0$ when $0 \leq \delta \leq 0.10$. For later discussion, we only focus on this region.

Next, we investigate the effect of the correction term $\Psi$. Here, $g^{\mu\nu}(\Lambda_\theta)$ can be decomposed into
\[ g^{\mu\nu}(\Lambda_\theta) = \tilde{g}^{\mu\nu}(\Lambda_\theta) + h^{\mu\nu}(\Lambda_\theta), \] (39)
where
\[ \tilde{g}^{\mu\nu}(\Lambda_\theta) := -\frac{1}{2} (f_1^{\mu\nu}(\Lambda_\theta) + f_1^{\nu\mu}(\Lambda_\theta)), \] (40)
\[ h^{\mu\nu}(\Lambda_\theta) := -\frac{1}{2} (\psi_1^{\mu\nu}(\Lambda_\theta) + \psi_1^{\nu\mu}(\Lambda_\theta)). \] (41)
Figure 4 indicates that $g^{\mu\nu}(\Lambda_\theta) \gg h^{\mu\nu}(\Lambda_\theta)$, although the value of $g^{\mu\nu}(\Lambda_\theta)\Lambda_\theta^{\mu\nu}\Lambda_\theta^{\nu\mu}$ is strongly influenced by $\delta$. Indeed, $g^{\mu\nu}(\Lambda_\theta)\Lambda_\theta^{\mu\nu}\Lambda_\theta^{\nu\mu}$ decreases as $\delta$ increases (Fig. 4). As a result, the thermodynamic length $\mathcal{L}$ decreases as $\delta$ increases (Fig. 5). Similarly as $\delta$ increases, the adiabatic work $W$ decreases (Fig. 6), thus leading to the decrease of the average power $P$ (Fig. 6). On the other hand, the effective efficiency $\eta$ increases because the ratio $\mathcal{L}^2/\mathcal{W}$ decreases as $\delta$ increases (Fig. 7).

IV. CONCLUSION

In this paper, we successfully extended the geometrical thermodynamics formulated in Ref. [50] to a system coupled to two slowly modulated reservoirs, i.e. the adiabatic (Thouless) pumping system. In the adiabatic regime, the extracted work can be written as the line integral of the thermodynamic vector potential $\mathcal{W}$ along the path of the manipulation in the parameter space. On the other hand, the lower bound of the dissipated availability can be written as the thermodynamic length $\mathcal{L}^2/\mathcal{W}$ along the path. These results are valid only when the phase difference $\delta$ which corresponds to the temperature difference between two reservoirs is not large. By using these results, we obtained the geometrical trade-off relation (38) between the power and effective efficiency. We applied these results to a two-level spin-boson system to obtain the explicit values of the power and effective efficiency. In contrast to Ref. [51], we have analyzed a pumping system with two reservoirs of the same average temperature. Thanks to this setup, the geometrical contribution plays the dominant role in the thermodynamics of the heat engine.

Our future tasks are as follows: (i) Because our analysis is restricted to the weak nonequilibrium case where the phase difference $\delta$ is small, we will have to try to...
extend our analysis to systems far from equilibrium. In such a regime, the excess entropy production rate $\dot{\sigma}_{ex}$ in the form of Eq. (3) is not positive and we have to consider higher order terms to recover the positivity of $\dot{\sigma}_{ex}$ [52–54]. (ii) Because the present method is restricted to the adiabatic case, we will have to try to extend the analysis to the non-adiabatic regime. In Ref. [55], we obtained the non-adiabatic solution of a classical master equation and geometrical representation of the non-adiabatic current in two level system. We expect to apply these methods to investigate the non-adiabatic effect in the heat engine. (iii) Because we only focus on a classical system, we will have to try to extend our analysis to quantum systems in which quantum coherence plays an important role. Ref. [56] showed that quantum coherence reduces the performance of slowly driven heat engines. On the other hand, it was shown that coherence can enhance the performance of heat engines in Ref. [56]. Therefore, we will have to analyze full quantum systems to clarify whether the coherence can improve the efficiency in the heat engine undergoing an adiabatic pumping process.
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Appendix A: Slow driving perturbation theory

In this appendix, we explain the outline of the perturbation theory of the master equation with slowly modulated parameters. First, we expand the solution of Eq. (1) in terms of $\epsilon$ as

$$|p(\theta)\rangle = \sum_{n=0}^{\infty} \epsilon^n |p_n(\theta)\rangle.$$  (A1)
Since the normalization condition \( \langle p(\theta) \rangle = 1 \) holds for any \( \epsilon \), \(|p_n(\theta)\rangle\) satisfies
\[
\langle 1 | p_0(\theta) \rangle = 1, \quad \langle 1 | p_n(\theta) \rangle = 0 \ (n \geq 1). \tag{A2} \]

Substituting these into Eq. \( (1) \), we obtain
\[
K(\Lambda_\theta)|p_0(\theta)\rangle = 0, \tag{A4}
K(\Lambda_\theta)|p_n(\theta)\rangle = \frac{d}{d\theta}|p_{n-1}(\theta)\rangle \ (n \geq 1). \tag{A5}
\]
Equation \( (A3) \) means that \(|p_0(\theta)\rangle\) is the instantaneous steady state of \( K(\Lambda_\theta) \):
\[
|p_0(\theta)\rangle = |p^{ss}(\Lambda_\theta)\rangle. \tag{A6}
\]
To calculate \(|p_n(\theta)\rangle \ (n \geq 1)\), we introduce the pseudo-inverse \( K^+(\Lambda) \) of \( K(\Lambda) \), which satisfies following conditions
\[
K^+(\Lambda)K(\Lambda) = 1 - |p^{ss}(\Lambda)\rangle\langle 1 |, \tag{A7}
K(\Lambda)K^+(\Lambda) = 1 - |p^{ss}(\Lambda)\rangle\langle 1 |, \tag{A8}
K^+(\Lambda)|p^{ss}(\Lambda)\rangle = 0, \tag{A9}
\langle 1 |K^+(\Lambda) = 0. \tag{A10}
\]
In particular, if \( K(\Lambda) \) is diagonalizable, \( K(\Lambda) = \sum_m \phi_m(\Lambda)|r_m(\Lambda)\rangle\langle l_m(\Lambda) | \), \( K^+(\Lambda) \) can be written as
\[
K^+(\Lambda) = \sum_{m \neq 0} \phi_m(\Lambda)^{-1}|r_m(\Lambda)\rangle\langle l_m(\Lambda) |, \tag{A11}
\]
where \( \phi_m(\Lambda) \) is the eigenvalue and \(|r_m(\Lambda)\rangle, \langle l_m(\Lambda) | \) are the corresponding right and left eigenvectors of \( K(\Lambda) \).
Here we note that \( \phi_0(\Lambda) = 0 \), then \(|r_0(\Lambda)\rangle = |p^{ss}(\Lambda)\rangle\) and \(|l_0(\Lambda)\rangle = |1\rangle \). Here we assume that these eigenstates do not degenerate.

By using \( K^+(\Lambda) \), Eq. \( (A5) \) can be written as
\[
|p_n(\theta)\rangle = K^+(\Lambda_\theta) \frac{d}{d\theta}|p_{n-1}(\theta)\rangle = \left( K^+(\Lambda_\theta) \frac{d}{d\theta} \right)^n |p^{ss}(\Lambda_\theta)\rangle. \tag{A12}
\]
The explicit expression for $|p_1(\theta)\rangle$ is given by

$$|p_1(\theta)\rangle = K^+(A_\theta) \frac{d}{d\theta} |p^s(A_\theta)\rangle = |p_1^s(A_\theta)\rangle \Lambda^\mu_\theta,$$

(A13)

where

$$|p_1^s(A)\rangle := K^+(A) \partial_\mu |p^s(A)\rangle.$$

(A14)

Ignoring terms of $O(\varepsilon^2)$ and higher in Eq. (A1), we obtain Eq. [15] of the main text.
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