Deep semi-supervised learning of dynamics for anomaly detection in laser powder bed fusion
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Abstract
Highly complex data streams from in-situ additive manufacturing (AM) monitoring systems are becoming increasingly prevalent, yet finding physically actionable patterns remains a key challenge. Recent AM literature utilising machine learning methods tend to make predictions about flaws or porosity without considering the dynamical nature of the process. This leads to increases in false detections as useful information about the signal is lost. This study takes a different approach and investigates learning a physical model of the laser powder bed fusion process dynamics. In addition, deep representation learning enables this to be achieved directly from high speed videos. This representation is combined with a predictive state space model which is learned in a semi-supervised manner, requiring only the optimal laser parameter to be characterised. The model, referred to as FlawNet, was exploited to measure offsets between predicted and observed states resulting in a highly robust metric, known as the dynamic signature. This feature also correlated strongly with a global material quality metric, namely porosity. The model achieved state-of-the-art results with a receiver operating characteristic (ROC) area under curve (AUC) of 0.999 when differentiating between optimal and unstable laser parameters. Furthermore, there was a demonstrated potential to detect changes in ultra-dense, 0.1% porosity, materials with an ROC AUC of 0.944, suggesting an ability to detect anomalous events prior to the onset of significant material degradation. The method has merit for the purposes of detecting out of process distributions, while maintaining data efficiency. Subsequently, the generality of the methodology would suggest the solution is applicable to different laser processing systems and can potentially be adapted to a number of different sensing modalities.
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Introduction
As sensor data fidelity improves in additive manufacturing (AM) monitoring systems, so does the challenge of extracting useful and meaningful patterns efficiently. The AM processes are physically driven, yet underlying phenomena are poorly understood and highly challenging to simulate during the build process (Francois et al. 2017). However, causal patterns are present in the data suggesting a place for data-driven models which have the potential to be much faster than their simulated counterparts. There is, therefore, a need for developing such causal dynamics models capable of exploiting underlying physical patterns, enabling detection of anomalous events, leading to on-line quality monitoring of the AM process.

This need is particularly evident in Laser Powder Bed Fusion (L-PBF), the most widely used metal 3D printing process. A thin layer of powder is spread across a build plate, which is then fused with a rapidly scanning laser; the cycle is repeated until a 3D metal component is formed. This enables an efficient manufacturing process, while minimising material and energy usage (Ford and Despeisse 2016). Furthermore, the design freedom reduces the number of standard components and allows engineers to greatly optimise the design process (Gao et al. 2015). Finally, the mass production of end-use components would disrupt manufacturing as it is understood today (Attaran 2017).

However, a complex set of interactions occur at the micro scale between the laser, powder and the chamber environment...
resulting in variability (Khairallah et al. 2020). The variability from part-to-part is caused by the accumulation of defects, including porosity and micro-cracks, that are inherently generated from the stochastic nature of the process (Grasso and Colosimo 2017). Parts are, therefore, not repeatable enough to meet stringent qualification and certification standards. This means that costly post-build inspection, such as Computed Tomography (CT) scanning or functional testing, is required to qualify components for end-use applications. (Debroy et al. 2019).

This has motivated the development of advanced in-situ monitoring systems, with the aim of online quality monitoring. This includes advanced imaging such as co-axial high speed cameras (Hooper 2018), off-axis imaging (Grasso and Colosimo 2017) and in-situ X-ray imaging (Cunningham et al. 2019). These systems have shown the ability to detect process signatures which lead to porosity and other flaws (Grasso and Colosimo 2017). However, a vast amount of complex data is generated and proves challenging to analyse, beyond simple experiments, using traditional methods.

This study seeks to fill a gap in the AM literature of learning a data-driven dynamics model of the L-PBF process directly from images to enable efficient anomaly detection. This is in contrast to recent studies, where important time correlations are not considered and independent and identically distributed (i.i.d.) data is assumed when machine learning is applied. Though vast quantities of high dimensional data can be captured with high frequency, the application may also be susceptible to potential sampling bias, where only a small portion of the state space can be captured in each experiment. Since the AM process has a large number of process parameters (Grasso and Colosimo 2017), collecting enough data to model each signature is potentially intractable. To improve data efficiency, the input and output information as well as time-correlations can be modelled to explicitly learn the process dynamics which is a more complex task. It is hypothesised that this encourages sampling efficiency, which would agree with recent literature (Buesing et al. 2018). In this study, the laser dynamics are learned while the residual error between the predictions and measurement is monitored. This is referred to as the dynamic signature. Furthermore, an extension to the variational recurrent neural network (VRNN) is proposed, where a semi-supervised model is capable of drastically improving detection of anomalies. The model was originally inspired by the Kalman filter, while dynamics are modelled in latent space (Chung et al. 2015). The method is therefore referred to as Filtering Latent Anomalies with Neural Networks (FlawNet).

### Literature review

A natural step in AM is to build intelligent systems capable of automating the detection of flaws during the process. This has driven research in AM towards machine learning including anomaly detection with photodiodes (Okaro et al. 2019), as well as high speed imaging (Mitchell et al. 2020). Deep learning has also proven to be effective at detecting defective melt pools (Scime and Beuth 2019) and predicting material surface height from images (Yuan et al. 2019). Meanwhile, image features have also been classified using convolutional neural networks (CNNs) with labelled data (Zhang et al. 2018). Furthermore, autoencoders have been used to detect anomalies (Tan et al. 2019). Though these studies use signals from a highly dynamic process, an i.i.d. assumption is made, where the useful time-series information becomes lost. This loss of granularity limits further development of monitoring systems in AM.

However, sequential patterns in the data have been shown to improve results. Zhang et al. (2019) used a hybrid CNN to classify images over multiple frames to account for the temporal and spatial aspects of the data. Nonetheless, the correlations between each frame were not directly modelled.

There is, presently, a gap in the AM literature related to modelling dynamics directly from data for anomaly detection. Since sequential data can often be highly autocorrelated, failing to account for it can increase the number of false alarms (Alwan 1992). Efforts to model dynamics in AM for the purposes of control have previously been demonstrated using linear models from photodiodes (Kruth et al. 2007; Craeghs et al. 2010). Thermal fields have also been predicted from simulated data (Ren et al. 2020). However, a lack of AM literature is present where sequential data points are modelled directly from in-situ cameras for anomaly detection. The data has simply been too complex and high dimensional for this to be technically feasible.

Deep learning has shown great potential in anomaly detection of high dimensionality sensors, where the ability to reduce dimensionality with autoencoders makes this problem tractable (Hinton and Salakhutdinov 2006). Recent development of the variational autoencoder (VAE) have allowed anomalies to be detected directly from images using a method grounded in probability theory (Kingma and Welling 2013). This has subsequently been used in industrial applications for anomaly detection in images (Han et al. 2020) and complex sensor data (Lee et al. 2019). However, the VAE also assumes i.i.d. and these studies have not needed to account for temporal structure in the data.

Neural networks have a long history in modelling dynamics and system identification (Chen et al. 1990). Furthermore, using a structured probabilistic models improve the efficiency of representing probability distributions, where only the interactions of interest are modelled (Goodfellow et al. 2016).
This has led to deep learning being combined with idea of state space modelling (SSM), extending the application of the VAE to a VRNN (Krishnan et al. 2015; Chung et al. 2015; Karl et al. 2016; Buesing et al. 2018). Since predictions are made in low dimensional latent state space, these models are more computationally efficient for fast prediction. Furthermore, accuracy is improved by explicit modelling of uncertainty in the dynamics (Buesing et al. 2018).

There are also a wide range of studies exploring the use of time-series neural networks for detecting anomalies and learning dynamics. Recurrent neural networks (RNNs) have been widely used for anomaly detection in time-series data (Hundman et al. 2018), while anomaly detection in video data has also been studied (Morais et al. 2019). Tan et al. (2020) used a long short-term memory (LSTM) neural network to detect anomalies in simulated non-linear fluid dynamics. Sölch et al. (2016) used a latent dynamics model to detect anomalies in a robotics time-series data. Slavic et al. (2020) used a time-series anomaly detection approach in a self-driving application. Through modelling of time-series correlations, these studies show improved performance compared to assuming independent data in each sample interval.

AM monitoring systems could potentially greatly benefit from exploiting time-series modelling methods. Sequential representation learning models are especially suited to high dimensional data such as video feeds. However, less literature exists in detecting anomalies using this method in an AM context. Combining the newer representation learning methods and well studied dynamics modelling approaches would enable approaches for modelling dynamics directly from images without hand engineering features. The great variety of AM monitoring systems available suggest a need for such flexible methods. Meanwhile, modelling causal patterns, such as input/output correlations, through structured models enables the physical nature of the problem to be captured inductively.

**Method**

**Problem description**

Figure 1 shows a simplified schematic of the L-PBF machine considered. Two 100 kHz high speed cameras (Photron Fastcam SA5) capture data at near-infrared wavelengths (700 nm and 950 nm) to detect high temperature information (Hooper 2018). The cameras are mounted co-axial with the laser and therefore the laser is measured in a Lagrangian perspective, where the camera is aligned with the laser as it moves. This co-axial setup captures the process signatures as the material is being fused. This enables the capture of flaw formation, which could be caused by damage in previous layers, laser obstructions from spatter, under-melting or unstable laser keyholing (Grasso and Colosimo 2017; Khairallah et al. 2020). The overall aim is to detect any such anomalous events leading to a degradation of material quality.

The dynamic anomaly detection problem involves identifying an anomalous event where a list of sequential observations are present, \((x_1, x_2, \ldots, x_T)\) with controlled input \((u_1, u_2, \ldots, u_T)\). Images are the observations and the laser power is the input in the present case. An anomalous sequence is one which does not conform to standard operating conditions based on pre-defined set points or decision boundaries. The dynamic model is required to make predictions and the residual error is measured to identify an anomaly. Specifically, this involves predicting the state at the present time step \((\hat{z}_t)\) given previous observations \((z_{<t})\), states \((z_{<t})\) and inputs \((u_{<t})\). A new observation \((x_t)\) is used to update the state, meaning the residual error can be measured, \(||z_t - \hat{z}_t|||\). This is referred to as the dynamic signature.

The model, therefore, detects anomalous events by exploiting the sequential patterns in the data. With an ideal predictor, the dynamic signature becomes a random variable independent of time. This enables the use of traditional process monitoring methods (Montgomery 2007). A reduction in false positive rate (FPR) is the main effect seen (Alwan 1992). This is important in AM because of two requirements: (1) true positive rate (TPR) needs to be maximised as false negatives pose a larger potential downside risk, (2) detection from a minimum number of samples is required to increase resolution, without requiring the increased cost of a large number of additional sensors.

**Models**

**Autoregressive model**

Markov Models exploit the sequential nature of temporal data (Bishop 2006). A first-order Markov chain is shown in Fig. 2a where the conditional distribution is given by \(p(x_t|x_{t-1}, u_{t-1})\), and each observation is considered independent of previous observations given only the most recent. If each observation is assumed to be a continuous normal distribution, in which the mean is a linear function of the parent nodes, then this is referred to as the autoregressive (AR) model (Bishop 2006). The addition of inputs result in the AR with extra inputs (ARX) model and can be expressed as a stochastic difference equation as follows (Ljung 1999):

\[
\hat{x}_t = Ax_{t-1} + Bu_{t-1} + \epsilon_t, \tag{1}
\]

where \(x_t\) and \(u_t\) are observations and inputs. The parameters, \(A\) and \(B\) are calculated from data using the ordinary least squares (OLS) method, and comes under the class of models known as linear time invariant (LTI) in system identification (Ljung 1999). A similar first order model has been used for
control applications in AM (Kruth et al. 2007; Craeghs et al. 2010).

In this work the ARX model, referred to as the linear model, is considered a comparative baseline. The mean peak image intensity and laser power are used as observations and inputs respectively. The model parameters, A, and B, are fitted to a sequence length of 20 samples. The mean values are then calculated for 1300 sequences.

**Variational autoencoder**

When considering high dimensional data such as images, it is often useful to consider latent variable models, giving a higher level of abstraction to represent the data. One method of calculating latent variables is by compressing data to a lower dimension referred to as a bottleneck, the objective being to reconstruct the input data. A well known probabilistic method of achieving this is the VAE (Kingma and Welling 2013; Rezende et al. 2014). The graphical model of the VAE can be seen in Fig. 2b.

The VAE utilises the concept of variational inference to estimate the latent variable distribution. Given an observation, \( x_t \), the likelihood is given by \( p(x_t|z) \). Using Bayes rule, the posterior is given by \( p(z|x_t) \). However, the evidence, \( p(x_t) = \int p(x_t|z)p(z)dz \), is intractable for high dimensional problems, therefore, approximate inference is required. The VAE relies on a variational distribution to approximate the posterior \( q_\phi(z|x_t) \), where \( \phi \) are parameters of a neural network. The prior, \( p(z) \), can be set to be an isotropic Gaussian distribution, encouraging the posterior to take a Gaussian form acting as a regulizer. Similarly, the likelihood is given by a generative network \( p_\theta(x_t|z) \), where \( \theta \) are the parameters of a neural network.

Therefore, since the Kullback–Leibler (KL) divergence is always greater than or equal to zero between the true and approximate posteriors, by Jensen’s inequality, maximizing the Evidence Lower Bound (ELBO) is equivalent to minimizing the KL divergence. The objective function is then given by (Kingma and Welling 2013):

\[
\mathcal{L}(\theta, \phi; x_t) = -KL(q_\phi(z|x_t) \| p_0(z)) + \mathbb{E}_{q_\phi}[\log p_\theta(x_t|z)].
\] (2)

Anomaly detection can be applied in a number of ways. Firstly, the reconstruction term can be used to compare the input and output of the model. However, novel images can be reconstructed in unexpected ways and therefore may not always be detected (Denouden et al. 2018). Additionally, the KL divergence can be used as another measure. More recently, the Mahalanobis distance has also been used for out of distribution detection (Denouden et al. 2018). This is a method of calculating the distance from a pre-defined distribution. The Mahalanobis distance is described as:

\[
D^2 = (z_t - \bar{z})^T \Sigma^{-1} (z_t - \bar{z}),
\] (3)
where $\mathbf{z}$ and $\Sigma$ are the optimal mean vector and covariance matrix, while $\mathbf{z}_t$ is the sampled variable. The Mahalanobis distance is the foundation of the Hotelling $T^2$ statistic, which has been applied to in-situ monitoring in AM (Grasso and Colosimo 2017).

The Mahalanobis distance can be calculated directly from the latent variables of the VAE. However, Principal Component Analysis (PCA) can also be applied to calculate a reduced dimensionality, which is widely applied in process monitoring on higher dimensional data (Kourt and MacGregor 1995). The PCA reconstruction error, also referred to as the Square Prediction Error (SPE), can then be used to detect any out of distribution data (Kourt and MacGregor 1995).

In the present study, the latter approach was applied to the VAE benchmark model, where the $\beta$-VAE implementation is followed (Higgins et al. 2016). PCA was applied to the mean of the latent variables of the training data, where 99.9% of the variance was preserved. The Mahalanobis distance was then calculated using the preserved $n$ components. The resulting error metrics calculated at each time step are the $D^2$ score, SPE, KL divergence and VAE reconstruction error.

**Variational recurrent neural network**

The graphical illustration of a first order SSM can be seen in Fig. 2c. The introduction of latent variables overcomes the severe limitations of the AR model, similar to the VAE, where a higher level abstraction can be achieved. If the latent variables are considered Gaussian then the SSM becomes the linear dynamical system leading to the Kalman Filter, while the discrete case results in the Hidden Markov Model (HMM) (Bishop 2006).

RNNs have more expressive power than the linear SSM structure and are capable of modelling complex sequences with longer time dependencies (Chung et al. 2015). The RNN can be considered as a non-linear mapping, which recursively processes a sequence while maintaining a hidden state, $\mathbf{h}_t$:

$$\mathbf{h}_t = f_\theta(\mathbf{x}_{t-1}, \mathbf{h}_{t-1}).$$

However, the internal state of the RNN is fully deterministic and the output is limited to modelling simpler unimodal and bimodal distributions. This can be inappropriate when the model is highly structured and complex relationships exist between outputs in time (Chung et al. 2015). Consequently, additional stochastic terms can be used to model the uncertainty in the dynamics, which motivates the VRNN (Chung et al. 2015). Since the VAE is capable of modelling complex multi-modal distributions, the same idea can be applied to the SSM. Subsequently, complex relationships between the latent random variables can be modelled across time with the RNN. This has shown to improve modelling accuracy while preserving efficiency (Buesing et al. 2018).

The graphical model of the VRNN can be seen in Fig. 2d. The deterministic nodes are modelled with a RNN. Since the images are high dimensional, an embedding is formed with an encoder, $\phi^e(x_i)$, for example a CNN. Additional neural networks map inputs ($\phi^a(u_i)$) and states ($\phi^f(z_i)$), resulting in the following RNN:

$$\mathbf{h}_t = f_\theta(\phi^e(x_{t-1}), \phi^e(z_{t-1}), \phi^a(u_{t-1}), \mathbf{h}_{t-1}).$$

The new hidden state, $\mathbf{h}_t$, can then be used to predict the probability distribution of next state, $p(\mathbf{z}_t|\mathbf{x}_{<t}, \mathbf{u}_{<t}, \mathbf{z}_{<t})$, or combined with the latest observation to estimate the new state distribution, $q(\mathbf{z}_t|\mathbf{x}_{<t}, \mathbf{u}_{<t}, \mathbf{z}_{<t})$, resulting in the variational lower bound:

$$L = E_q \left[ \sum_{t=1}^T \left( \log p(\mathbf{x}_t|\mathbf{z}_{<t}, \mathbf{u}_{<t}, \mathbf{x}_{<t}) 
- \alpha KL(q(\mathbf{z}_t|\mathbf{x}_{<t}, \mathbf{u}_{<t}, \mathbf{z}_{<t}) \| p(\mathbf{z}_t|\mathbf{x}_{<t}, \mathbf{u}_{<t}, \mathbf{z}_{<t})) \right) \right].$$

Additionally, the term $\alpha$ is applied to allow the model to become semi-supervised:

$$\alpha \begin{cases} 
0 & \alpha \notin S \\
1 & \alpha \in S 
\end{cases}$$

where $S$ is the set of optimal dynamics, determined through ex-situ characterisation. With all values of $\alpha$ set to 1, the VRNN model is recovered, all observations are considered optimal and the model becomes self-supervised. Therefore, the prediction error is only calculated for the labelled inputs, while the model can still improve state representation by having access to more varied data. Finally, the regularization term from (2) is also added.

Furthermore, the reconstruction error in this work is affected by the pulsing of the laser. This requires the signal to noise ratio (SNR) to be taken into account. The reconstruction error in (6) can be calculated by maximum likelihood estimation (MLE). This is normalised by the mean pixel intensity to give the normalised mean square error (NMSE):

$$NMSE = \frac{1}{T} \sum_{t=1}^T \frac{1}{\bar{x}_t} ||\mathbf{x}_t - \hat{\mathbf{x}}_t||^2,$$

where $\bar{x}_t$ is the mean pixel intensity. This increases the penalty at low SNR images encouraging learning of the fast dynamics.

The model follows the implementation from Chung et al. (2015) and Buesing et al. (2018) but differs in that the deterministic hidden state is not used in the reconstruction of the image. Instead, only an indirect path
VRNN for anomaly detection

In this paper, several scores are used to detect anomalies at test time. The prediction and reconstruction terms are used from (6) as well as the regularizer term. Furthermore, a multi-step prediction error is computed at every time step. This involves predicting ahead N steps, where the KL divergence is computed between the observed and predicted state at each step:

\[
R_t = \sum_{i=0}^{N-1} \mathbb{KL}(q(z_t | x_{<t-i}, u_{<t-i}, z_{<t-i})) || p(z_t | x_{<t-i}, u_{<t-i}, z_{<t-i})]
\]

where N is the number of steps predicted.

Once scores are computed by the model a simple decision boundary is calculated to demonstrate the effect of the dynamic signature. Specifically, Logistic Regression is used to automate the decision boundary calculation. A statistical test such as the Hotelling $T^2$ could be used in the absence of sub-optimal data, however, an empirical boundary gives more flexibility in adjusting the trade-off between true and false positive rates.

Experiments

Experimental setup

The aim of the experiment was to test whether quality degradation could be detected with the model and to ascertain the
Table 1  Encoder and generator network architectures

| Network | Layer | Channels in | Channels out | Kernel size | Stride | Activation |
|---------|-------|-------------|--------------|-------------|--------|------------|
| Encoder | conv1 | 2           | 32           | 4           | 1      | ReLU       |
|         | conv2 | 32          | 64           | 4           | 2      | ReLU       |
|         | conv3 | 64          | 128          | 4           | 2      | ReLU       |
|         | conv4 | 128         | 256          | 4           | 2      | ReLU       |
|         | fc1   | 256         | 35           | –           | –      | –          |
| Generator | fc2  | 35          | 512          | –           | –      | –          |
|         | deconv1 | 512      | 128          | 3           | 1      | ReLU       |
|         | deconv2 | 128      | 64           | 3           | 2      | ReLU       |
|         | deconv3 | 64       | 32           | 2           | 2      | ReLU       |
|         | deconv4 | 32       | 2            | 2           | 2      | –          |

level of granularity. To simulate this, the focus height of the laser was adjusted from the optimal value, 0 mm, in both directions. This was then expected to cause an increase in the porosity of the samples. Adjusting focus also mimics the potential adverse effects of thermal lensing, where laser focal shift may change due to heating of focal elements of the machine (Goossens et al. 2018). The degradation was not expected to be symmetrical since the laser-material interaction varies depending on the defocus direction (Metelkova et al. 2018). The AM machine in this work is a Renishaw AM250 which utilise a modulated continuous wave laser system. The parameters followed the manufacturers preset optimal parameters (laser power, 200 W, point distance, 60 µm, exposure time, 80 µs) for the material (316L stainless steel).

The experimental setup involved the printing of 5 mm diameter cylinders at nine focus heights. The experiment was repeated three times and is referred to as Build 1, 2 and 3. Therefore, there were 27 cylinders in total, where each focus height had three samples. The focus height was adjusted from −20 to 12 mm in increments of 4 mm. This meant that the process would traverse the optimal region, from instability through marginal and optimal stability, then return to instability. The stable region is known as the process window in AM literature (Fig. 4) (Grasso and Colosimo 2017).

Build 1 was used for training the model as well as setting decision boundaries for the binary classifiers. Meanwhile, Build 2 and 3 were utilised as validation and test sets. The position of each cylinder was randomized between each experiment to prevent this becoming a confounding variable. The separation of data was important in analysing the transferability of the model to new data. It was expected that processing conditions may vary for different types of geometries, due to the different processing variables. For example, it has been shown that inter-layer cooling time may have an effect (Williams et al. 2019). However, the present study controlled for geometric variation, which may be considered a limitation compared to true build conditions.

The parameter groupings were based on an empirical analysis of the material quality. The material quality metric that is widely used in AM is porosity (Ronneberg et al. 2020). Each sample’s porosity was assessed from optical micrographs (Hirox RH-2000 with MXB-5000REZ lens at 600× optical zoom stitched, Fig. 5). This resulted in a total of nine focus height groupings containing three samples each. A Shapiro–Wilk test for normality and an independent samples t-test or non-parametric equivalent was used to compare the optimal parameter cylinder, 0 mm, individually to the other cylinders: −20, −16, −12, −8, −4, 4, 8, and 12 mm. There was no statistically significant difference found between 0 mm and −4, 4 and 8 mm, \( p \geq 0.05 \). There was a statistically significant difference found between 0 mm and −20, −16, −12, −8, 12 mm, \( p < 0.05 \).

The above analysis formed the basis for four parameter groupings and three comparative tasks (Table 2). The first group compared stable versus unstable, which can be thought of as within and outside the process window. In addition, two other groups were added. 0 and 4 mm were considered optimal while −4 and 8 mm were considered marginally stable. Therefore, task 2 considered optimal versus stable while task...
Selected example of micrographs from three different focus heights illustrating quality degradation and porosity increase as laser is defocussed: 

**Table 2** Four groups of laser parameters considered

| Group       | Focus (mm)   | Mean porosity (%) | Std. dev. |
|-------------|--------------|-------------------|-----------|
| Optimal a   | [0, 4]       | 0.092             | 0.044     |
| Stable      | [-4, 0, 4, 8]| 0.112             | 0.055     |
| Marginal a  | [-4, 8]      | 0.133             | 0.057     |
| Unstable    | [-20, -16, -12, -8, 12] | 8.623           | 7.418     |

*a* No statistically significant difference

3 considered *optimal versus marginal*. This boundary was considered marginal since these parameters were closest to unstable and therefore, potentially detectable.

The performance of the binary classifiers are evaluated with the receiver operating characteristic (ROC). The true positive rate (TPR) and false positive rate (FPR) are calculated for a set of decision thresholds giving FPR and TPR as a function of the threshold. The area under curve (AUC) is typically used to summarise this in a single number, where a score of 0.5 indicates a random guess. This metric is widely used when evaluating binary classifiers (see Murphy 2012 for an overview).

**Data pre-processing**

The data were captured from a single layer of the cylinder. The images from each camera were initially 128 × 128 pixels in size. These were cropped to 28 × 28 pixels around the peak intensity. The image intensities were also normalised by the bit depth (212). The images were then divided into sequences. Each 5 mm diameter layer resulted in approximately 38,000 frames. These were divided into sequences of 20 frames giving 1900 sequences.

At test time, each of the 38,000 frames then had its associated anomaly features, depending on the model. A moving average of each feature was calculated depending on the resolution requirement. The results show a nine time step moving average unless stated otherwise. This was equivalent to a single laser pulse or 90 μs.

The input data, u, in these experiments was the laser power. The power was sampled with a picoscope (PicoScope 5444) at 1 MHz. A filtering operation was carried out with low pass Finite Impulse Response (FIR) filter with a cutoff frequency of 100 kHz. The signal was then downsampled to match the video data at 100 kHz. The power data was then normalised by the maximum power of 200 W.

**Results**

The model performance across three tasks can be seen in (Table 3). The most clear distinction arose between the optimal and unstable parameters, with a mean AUC ROC of 0.9994. This reduced slightly on differentiating parameters that were stable and unstable, where an AUC of 0.9851 was achieved. Finally, the more challenging task of distinguishing between optimal and marginal groups resulted in a mean AUC of 0.9440.

A comparison between the three models across the three tasks is shown in Fig. 6. In task 1, FlawNet, VAE and linear models achieved an AUC 0.985, 0.916, 0.871 respectively. In task 2 this increased by 1.4% to 0.999 for FlawNet and 11.9% to 0.975 for the VAE. It reduced by 4.6% to 0.874 for the linear model. In task 3 FlawNet achieved 0.944 decreasing...
Fig. 6 Comparison of three different models across three different tasks

![Fig. 6](image)

Fig. 7 ROC curves from a one-versus-one validation, where the optimal model from task 2 and 3 is scored individually against each material sample. **a** Unstable samples have a clear decision boundary. Due to the high value of the macro AUC (0.9994), four samples are highlighted on a semi-log axis to fully investigate the limits of FPR. **b** Marginal samples are more difficult to distinguish compared with unstable. This is due to the high material quality of these samples which becomes apparent at lower levels of FPR.

Unstable samples have a clear decision boundary. Due to the high value of the macro AUC (0.9994), four samples are highlighted on a semi-log axis to fully investigate the limits of FPR. Marginal samples are more difficult to distinguish compared with unstable. This is due to the high material quality of these samples which becomes apparent at lower levels of FPR.

Figure 7 shows a number of ROC curves for the optimal parameter model versus individual focus height samples. Firstly, in Fig. 7a, the unstable group shows four ROC curves highlighted of the 10 samples indicating limits of TPRs for a range of FPRs. At 0.01, the TPR is 0.987 ± 0.010. As the FPR reduces to 0.001 the TPR is reduced by 2.5% to 0.962 ± 0.027. Finally, as the FPR is reduced to 0.0001, the lower end of the TPR drops below 0.5, dropping by 28.4% to 0.689 ± 0.287. In the marginal group, Fig. 7b, the four samples from Build 2 and 3 are shown. At an FPR value of 0.5, the TPR was 0.978 ± 0.014. This decreased by 15.5% to 0.826 ± 0.037 at 0.1. At 0.01, the value decreased by another 27.5% to 0.599 ± 0.101. Finally, at an FPR of 0.001, the TPR...
Fig. 8 Dynamic signature compared with porosity. The dynamic signature is more sensitive to ultra-dense components, before the onset of porosity. Meanwhile, after porosity onset, a strong correlation is observed between the dynamic signature and porosity.

Fig. 9 Trade-off between increasing number of samples and reducing resolution is shown with FPR taken at 0.999 TPR. Maximising TPR is a potential requirement for critical applications.

Discussion

There were two key factors that contributed to the model’s performance: predictive accuracy and state representation. The better state representation results in a better ability to model variability, which became apparent with the inclusion of the additional anomalous data. This allowed the model to improve since a larger variety of data was available (Halevy et al. 2009). Furthermore, there is better representation of the low signal states, where the cooling rate is captured. Since cooling rate is a good indicator of the process being in control, it is important to capture it in this application (Hooper 2018). The predictive accuracy is also important since this is needed to compute the dynamic signature. However, for a high performing model, the predictions should better match the optimal dynamics, rather than the observed state. The model prefers to base predictions on the input parameter over the previous observations. This is apparent from the performance degradation when removing the input in the ablation study. Therefore, the model should be capable of strong...
predictive posteriors weighted towards optimal conditions, while the observed posterior should follow the observation closely.

To further elucidate this result, the resolution was compared at differing numbers of samples (Fig. 9). A rapid convergence resulted from the sequential errors becoming more independent compared to assuming i.i.d. data. Since predictive errors will take on a randomness with respect to time, fewer samples are required to improve accuracy. However, when the correlation is not accounted for this assumption does not hold and a larger FPR will result (Alwan 1992). Since the laser modulates at regular frequency, the resulting variability is part of the process and not anomalous. Hence, needs to be modelled to account for the resulting seasonality. The autocorrelation is, therefore, an important consideration in many industrial problems such as AM and the improved results agree with process monitoring literature, where explicit modelling of uncertainty improves accuracy (Buesing et al. 2018).

A key advantage of the system is that no hand labelled data is required, automating the learning of dynamics. Beyond the ex-situ characterisation of the optimal parameter, new data can be added as it becomes available. Similarly, semi-supervised prediction of single tracks has been reported in AM (Yuan et al. 2019). However, the method required more complex characterisation than porosity to achieve labels, whereas this method only requires the input power as the label. Therefore, the present method is easily adapted to current industrial monitoring systems. Furthermore, since system performance improves with the use of additional unstable process parameters, it indicates the model’s potential to improve over time as more data is collected. This is important when scaling the model, where data may be needed for additional process parameters and inputs.

The model also performed well when distinguishing between highly dense, yet unstable, materials. The model was capable of differentiating between parameters that produce $0.09 \pm 0.04\%$ and $0.21 \pm 0.02\%$ density, achieving an AUC of 0.999. The results indicate the potential to detect changes at a level of 0.1% porosity. This is approaching the level
required for monitoring of the microstructure. This would open up a large potential for AM combined with monitoring systems, where microstructure could be locally tailored within the material. Control of microstructure can therefore reduce the need for post-processing and speed up the qualification of the final component (Gockel and Beuth 2013). This is a strong indicator of the granularity of the system, however, adjustment of additional parameters is required to confirm this finding.

Meanwhile, false detections were significantly reduced for the unstable parameters (Fig. 7). The system performed well to an FPR of 0.001, maintaining a TPR of 0.962 ± 0.027, with predictions made from nine frames or one laser pulse, equating to around 12,600 data points in total when comparing the two optimal samples against the defective sample for that build. This would indicate a system which has potential to maintain usefulness at locating defects at high resolution, even with respect to rarely observed defects, at approximately 4 false positives per layer with no defects present. The dataset in this study was not large enough to fully evaluate lower levels of FPR but performance appears to greatly decrease at 0.0001. Porosity is a rare event, hence most detections will be in the negative class. Therefore, even at this level the FPR may be unacceptably high, suggesting larger datasets are needed to better understand these ramifications. The data points in an entire build would easily reach 10⁶. Hence, evaluation datasets need to be at least this size or larger to fully characterise the system.

Similarly, the model is also capable of high resolution while maintaining 99.9% TPR (Fig. 9). This is an important requirement in critical applications, where a single false negative could be dangerous. Therefore, it becomes important to have high confidence in the system, even at the cost of increased false positives. However, it was also shown that this may come at a cost of resolution. Higher porosity values typically needed one to three laser pulses to achieve sub 10% FPR while maintaining 99.9% TPR. Meanwhile, lower porosity material (i.e., ~8 mm and 12 mm) needed three pulses or more. Given that a relatively small 5 mm cylinder of these experiments had around 38,000 captured images, it is crudely assumed that nine samples is equivalent to one melt pool and the material has 0.1% porosity, an estimate would be to consider that four melt pools were anomalous. With a 10% FPR, the system correctly detects approximately 1 in 100 samples and is overwhelmed by false positives. Hence, a trade-off between resolution and FPR needs to be made. The results from this work would suggest that additional systems would be required to accurately and repeatedly locate flaws below 150 µm in size. However, additional spatial correlations in the x, y and z directions may also improve this result if data was captured over multiple layers.

Though the model performed well in the first two tasks tested, performance reduced slightly in the optimal vs. marginal task. This was due to the challenge of differentiating signatures at near optimal conditions in ultra-dense materials. Since, at least some of the time, the marginal parameters are in the optimal high density regime, there is unavoidable reduced performance. However, this high performance is a good sign for early detection of the onset of increased variability. This is highly useful in a monitoring system since an early warning could allow corrective action. Parameters could then be adjusted if there is the onset of variability due to specific geometrical features. This is a key requirement of future research in AM (Debroy et al. 2019).

There was a clear trend observed between porosity and the mean dynamic signature for the layer. This would suggest that global properties can be inferred very accurately, in the context of parameter selection. Since each cylinder layer has around 38,000 time steps, the mean of the dynamic signature will approach its population mean for that experiment. Therefore, this study indicates the dynamic signature to work well as a global quality metric. This is useful in the context of optimising parameters for a new material or a challenging geometry. Instead of taking the time to measure porosity or conduct destructive test, the monitoring data could be directly used to estimate the quality. This could enable automated material development, rapidly increasing the pace at which new material parameters could be found.

There are no public benchmarks for AM. However, in comparison to other recent work in AM anomaly detection the model achieved state-of-the-art results. Mitchell et al. (2020) utilised features from high speed images and applied outlier detection using a k-d tree. This is an effective method but at lower porosity the model FPR was between 23% and 58%. In comparison, this work indicates the potential to locate material degradation at lower FPR even while maintaining 0.999 TPR, though more data is required to quantify this to localisation. Jayasinghe et al. (2020) were capable of differentiating porosity below 99% with an AUC of 0.946 using three photodiodes. This is equivalent to ~8 mm unstable parameter in the present work, where a mean AUC of 0.999 was achieved with a single laser pulse. This would indicate the advantage of camera monitoring, allowing additional information to be utilised. However, the present method is also highly suitable for this type of sensor.

A limitation of the study was that the part geometry was fixed. Though many experiments in AM use only single track experiments, this study has gone one step further where solid material was considered. However, complex geometries may cause new types of dynamic signatures, which arise due to changes in the melt pool state. The present study achieved high performance without requiring the modelling of geometry related inputs, e.g. the laser turning at the edge of a geometric feature causes a change in velocity. However, it is likely that highly complex geometries will require further inputs that relate the melt pool to the geometry. Similarly,
global surface temperatures are also likely to effect the melt pool state. These areas were out of the scope of the present study and are topics of an ongoing study.

Conclusion

In this study, a data-driven modelling paradigm, FlawNet, was introduced to model the laser dynamics of the L-PBF process directly from high speed images. The method exploits the correlations between observed images and the laser input, as well as the time-series correlations between images to reduce the rate of false detections. A novel monitoring metric known as the dynamic signature was introduced to facilitate this aim. The model was tested on various porosity levels and demonstrated state-of-the-art results with an ability to differentiate between optimal processing and defective materials down to 0.2% porosity with an AUC of 0.999. Furthermore, the model was capable of distinguishing between process signatures at porosity levels of 0.1% with an AUC of 0.944. The model is a useful tool for predicting both local and part-wide porosity which has application in parameter selection and in-situ quality control. The model also demonstrated a potential to detect the early onset of material degradation allowing potential corrective action to be taken. The dynamic signature presented adds an important metric to the AM flaw detection toolbox and the FlawNet model brings about a significant leap towards in-situ quality control.
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