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Abstract: Recommending quizzes in e-Learning systems always represents a challenging task, as the quality of recommendations may have a high impact on the student’s progress. We propose a data analysis workflow based on building multiple stacks of models that use information from former students’ taken quizzes. The current implementation uses the RandomForest algorithm for building the models on a real-world dataset that has been obtained in a controlled environment. As preprocessing techniques, we have used normalization and discretization such that training data have been used for classification and regression tasks. At run-time, the models are queried for classifying the student and inferring an optimal quiz that is personalized for the student. We have evaluated the accuracy parametrized on the previous number of quizzes and found that a possible optimal timeframe for each class of students should be used and may provide more helpful quizzes.
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1. Introduction

This paper is strongly related to the educational data mining research area and presents an approach to exploring how predicting students’ performance changes over the semester. The research area of educational data mining became more and more significant as the e-Learning platforms became more popular for both distance learning programs and face-to-face education. In most cases in which a learning management system is involved, the student’s progress can be monitored and logged over the whole semester, offering plenty of data to analyse. The performed data analysis on logged data can be used to trigger early alarms regarding a possible failure or reveal the student’s learning progress. In most cases, the data are logged during a specific period (i.e., a semester) and then used in a machine learning process to address a particular task. Using e-Learning platforms and student logs in any education brings more knowledge and means of understanding regarding the students’ performance and how well they understand the courses. Of course, things are more straightforward in face-to-face education, and in distance learning, the input of machine learning algorithms can be more critical. Still, we can bring improvements and means for better student understanding in these two cases.

The proposed approach tackles the problem of finding the optimum moment to launch the classification process based on the data we can log from our e-Learning platform. The designed data analysis pipeline is generic and can be used on data provided by other e-Learning platforms. The environment used for experiments and data logging is Tesys [1], an e-Learning platform that was custom developed at the University of Craiova and designed to fulfill all the requirements for distance learning education. This platform offers functionalities such as adding courses and course chapters, setting up homework and quizzes, and several means of communication between users. The roles that are implemented in Tesys are student, professor, secretary and admin. Among the other functionalities implemented in Tesys, we have the exam-taking capabilities and the testing capabilities.
that can be set up for any course by the assigned professors. The quizzes can be correlated with the course chapter allowing students to take them based on questions relevant to each chapter so the quizzes can be chronologically taken. One of the main caveats in educational data mining is that, in many cases, we build models based on the actions collected from the previous year or even different years of study than the students on which we want to use the models. This approach may work in many cases, especially if the students from the current year are similar to the ones from the previous year, but this is not the case all the time. Furthermore, the similarity of cohorts of students from different generations (even consecutive ones) is very difficult to estimate or demonstrate and may not happen in real-life scenarios. Another issue is that in most cases, we need to wait to finish the final exam before we build the model or at least take all the actions necessary to build the proposed model, which makes the prediction very late.

The research issue we address in this paper refers to exploring which predictive machine learning model trained at a specific time will provide the optimum result using a stack of models built on the data collected during the tests taken across the semester. In our case, we define the optimum result as the earliest checkpoint in which we can obtain a result good enough to predict the student’s outcome or failure. Finding the earliest moment for predicting the final result is valuable for both e-learning and face-to-face education because it offers more time for students and professors to overcome a bad final grade.

The proposed approach can allow us to build a timeline for tests. This timeline allows us to create custom recommender systems and perform further analysis to predict the final results accurately. Regarding the experimental results, plenty of models can be used to predict the outcome based on our logged data as we can easily slice them at several checkpoints regarding the quizzes taken during the semester. Our aim in this situation is to find the proper checkpoint to build the model that predicts the final result with the best accuracy and as early as possible because both of these ingredients are important. Based on this approach, we will consider making an accurate model, but there are not so many opportunities to improve the situation very late in the semester. On the other hand, if we build a model too early without offering factual accuracy, it can predict false results. Over time the system can lose trust.

Another research issue that we usually tackle when dealing with educational data is that students differ from one year to the following year, making the past results and models irrelevant to the actual ones. Many external factors influence the motivation, knowledge and performance of the current year of study and these factors translate into differences between models. In this paper, we try to overcome the differences between years by building a system that can self-adjust as students take quizzes and does not depend on the final result because if we relate everything to the final result, which is the most relevant, we will lose the time available between the last quiz and the final exam. This period is valuable as it can be used for providing recommendations and support for improving learning performance and avoiding failure.

Section 2 of the paper presents specific related work that addresses the problem of dealing with multiple models and we offer several approaches and tools that address this issue in various contexts. Section 3 presents the system design and research context and the data analysis work. Section 4 presents the experimental results that were performed on a real-world dataset. Finally, the paper ends with a section giving conclusions and future works.

2. Related Work

The problem of building and analysing several machine learning models has been addressed in [2]. Still, the approach is classical in that it tries to improve the machine learning model’s accuracy by exploring different algorithms with different types of parameter tuning. Used algorithms are classical ones (i.e., J48 decision tree, support vector machines, random forest, rotation forest) and artificial neural networks. The study results were based on and influenced by different factors such as the number of schools in a specific region,
enrolment, school locations, teachers, and availability of necessary facilities that contribute to learning performance. Their results showed that artificial neural networks outperformed other models and achieved an accuracy of 82.9% when the relief-F based feature selection method was used.

Building and using multiple models has also been addressed in [3] by trying to answer questions such as “Which models were built using incorrect features?” or “Which model performed best on American customers?” or “How did the two top models compare?” The result consists of the later developed ModelDB [4] application which is a novel end-to-end system for the management of machine learning models. Their approach focuses on tracking machine learning models rather than finding the best moment to build a model based on a specific context, but this is impossible in all cases.

Regarding applications of using machine learning models, we mention early prediction of a student’s performance or dropout [5], which has an accuracy of 85–90% by using different subsets of student-related attributes in every time point. Each subset is used for building up a model for later use.

The same issue of predicting dropout early is addressed in [6] by using the interaction logs from an online learning environment as input data. The task has been modelled as a sequence labelling or time series prediction problem. From this perspective, the proposed approach is similar to our practice in this paper. We define quizzes that are taken over time and try to determine the model (from a pool of models) that has the best accuracy for the tackled task. The proposed models in [6] are Logistic Regression by adding a regularisation term and the Input-Output Hidden Markov Model (IOHMM). Results show an accuracy of 84% compared to the baseline of Machine Learning Models to predict the students at risk of dropping out.

Regarding the blended learning environment, another approach was applied in [7] using principal component regression to predict the student’s final result. Their experiments show that the student’s final grade could be expected when only one-third of the semester had elapsed, which is close to our approach as we can predict it when only five weeks out of fourteen passed.

Another approach for the early prediction of a student’s performance is presented in [8] which uses deep learning techniques (LSTM -long short-term memory more exactly) on time series built based on a student’s behaviour. To understand the potential of the deep learning techniques for this scenario, the authors compared LSTM networks with eight conventional machine-learning classifiers in terms of the prediction performance as measured by the area under the ROC (receiver operating characteristic) curve (AUC) scores. Their results revealed that using the deep learning techniques and time-series information about click frequencies successfully provided early detection of at-risk students with moderate prediction accuracy. They also found that the deep learning approach showed higher prediction performance and stronger generalizability than their explored machine learning classifiers.

Comparing students’ final performance by using predictive models has also been addressed in [10]. The setup consisted of a blended course and generic features for which data have been logged during six weeks of the semester. The experimental results show that SVMs outperform other models in their context.

Still, in this area of early prediction, there are many deep learning/neural network approaches [11]. The highest accuracy for predicting finals’ outcomes for a single course is
91.07% with an ROC_AUC score of 0.88, while for midterm outcomes, the highest is 80.36% accuracy with an ROC_AUC score of 0.70.

The usage of neural network models for the early identification of students likely to fail has been addressed in [12] in a blended learning context. The results show that 25% of the failing students were correctly identified after the first quiz submission. After the mid-term examination, 65% of the failing students were correctly predicted. Compared to this approach, ours tries to simplify and produce an easily reproducible system that can be easily used in any learning environment that uses an e-Learning platform as the immediate environment or as just an add-on for learning resource management.

The usage of many trained models has been addressed by [13] in a distributed context. The proposed architectural approach involves setting up a dynamic set of backup workers and a custom-designed consensus algorithm showing linear speedup for experiments’ convergence. The experimental results are obtained on classical MNIST and CIFAR-10 datasets such that the proposed approach may be further tested on datasets from other application domains.

The problems of automatic GPU allocation, training status visualisation, handling model parameter snapshots, and comparison of performance metrics between models represent a task that has been addressed in [14]. The problem’s difficulty arises from the fact that researchers are constantly managing a pool of models. Therefore they have to tackle the issues of resource and data management or tracking the experiments during training. The proposed solution consists of a containerised system with a GUI for better interpretation and explanation of the results.

Leveraging a pool of Bayesian Optimisation models for finding the near-optimal parameter setting faster than the state-of-the-art approaches has been addressed in [15]. The key ingredients of the proposed approach regard parallelisation and auto-tuning by interaction with multiple models, handling categorical parameters and more.

In the area of application development, [16] proposes the What-If tool that may be used to probe, visualise, and analyse ML systems with minimal coding. The comparison of two or more models is among the most exciting features and allows direct and unambiguous evidence regarding the performance measures and visualisations of multiple models built. The tool enables the manual and automatic identification of counterfactual examples and provides capabilities for assessing and optimising validation metrics.

3. System Design

3.1. Context of Research

Our system is based on the data collected from the Data Structures and Algorithms course, collected during the whole semester. The students took ten quizzes which were listed chronologically at several checkpoints, so in our case, all the students that participated in the course and took quizzes for the test “n” at around the same time (2–3 days sooner or later as our platform allows us to do so and we wanted to provide flexibility). In our scenario, a group of 102 students participated, and the quizzes were from the Data Structures and Algorithms course and, more precisely, related to the graphs section. The reason for choosing ten quizzes was that the semester takes 14 weeks, and if they take one quiz per week, there will be enough time to recover the missing knowledge until they sit the final exam.

We had to wait until the semester ended, and the students took the final evaluation to validate the models, so we had a good class in our dataset. After obtaining the final grade, we tried to model our data to achieve a robust final result prediction. We had two options: model it as a regression problem or a classification problem. The regression could estimate the final grade, but this approach may not be considered because the grades distribution is not always relevant from one year of study to another, even if it is the same course and difficulty level. These variations may come from factors such as the COVID-19 pandemic or changing the admission to a faculty exam, independent of the course difficulty. Even a course and quiz difficulty adjustment based on the previous year of study may not be
relevant for the next year, so we had to create a method that automatically adjusts to the
current overall situation and can trigger a robust response. On the other hand, classification
can provide a more robust and relevant approach. Still, the predicted label will differ from
the regression approach having a small number of classes (one for each grade, or even
binary classification resumed at the pass or fail) and a different type of data. Another
difference between discretizing into categories and using regression in this problem is the
variety of algorithms available, which can make a performance difference in many cases.

3.2. Data Analysis Workflow

The preprocessing dataset started from the necessity of having a relevant grade for the
actual year of study, so we took the quizzes from each student and computed an average
grade for them. Then we tried to normalize the values between 0 and 1 to have a significant
scale in which 1 was the best student and 0 was the one with the lowest score; this way, we
could have a good ranking among the students, thus, we could compare them. At this step,
having continuous values between 0 and 1, the modelling approach for this situation was a
regression problem that was not offering good and potentially not even relevant results
because the result of such a model will involve a data analyst for a good understanding.
We aimed to provide a tool that can offer a robust and precise result. Going further with
data preprocessing, we considered discretizing the continuous values into three intervals:
LOW from 0 to 0.32, AVERAGE from 0.33 to 0.66 and HIGH from 0.67 to 1. This approach
provided pretty good accuracy, as will be presented in the results section with a strong
meaning of the results as students classified as LOW would need more attention being at
risk of failure in the final exam, students classified as AVERAGE should be further analyzed
and maybe some recommendations could be made. HIGH students are doing good and
most likely will not have any problems with the final result.

Figure 1 represents the central architecture of the system, which was built based on
the quizzes taken in Tesys e-Learning system. The flow starts from the quizzes taken by
the students, and based on their results stored in the database; we can create six primary
datasets that consist of examinations from 1 to n, where n starts from 5 to 10. After we
build the datasets, we perform a data selection which means we produce a more significant
number of datasets that can be used for model training. In Figure 1 we detail the models
computed using the datasets extracted from Dataset 6, but the same procedure is applied
for each of the primary datasets. The main datasets (calculated directly from the database)
will have different classes/labels. For each dataset, we compute the label as presented
above (based on the grades obtained and the number of quizzes taken into consideration);
then, for each primary dataset, we create several datasets equal to the number of quizzes
starting from ‘n’ quizzes then going back one step. For example, for a dataset based on
five quizzes, we will have a dataset with five quizzes, then four quizzes, and so on until
the last quiz is taken and the label is in it. For this scenario, we will have 45 datasets, each
of them validating a different checkpoint (e.g., number of quizzes).

In Figure 2 we define the quizzes and how the primary datasets are constructed
depending on the number of quizzes taken by the students. On the OX axis, we have the
quizzes taken (from 1 to 10), and we consider constructing the datasets starting from five
quizzes and going to ten. On OX, we have the datasets in descending order beginning with
those that can be generated using ten quizzes (datasets from 1 to 10). Then, as we go up
on OY, we have fewer examinations that can be constructed. These datasets are significant
in our system’s design because we can build our stack of models based on them. So for
datasets D1, ..., 10, we will have ten corresponding models with the same label but with
different features.
To further clarify the approach described above and presented at a higher level in Figure 2, we add Figure 3, which details datasets created based on seven quizzes from Figure 2. Here, in Figure 3, we have the models built for seven quizzes taken starting from M1, which is created using all the quizzes and M7, which uses only the last quiz and the label. As we can see in Figure 3, we eliminate a test successively from the beginning (we prefer this approach because the latest quizzes may be more relevant for the final grade than the first ones). After each step, we produce a new model which can be evaluated.
4. Experimental Results

Before going into the results and analysing them, a short example of the dataset is presented in Figure 4 which was built for the ten quizzes baseline. Based on the dataset, eliminating the quizzes recursively starting from T1, we obtain the rest of the datasets that can be built for a maximum of ten quizzes. In this case, AVGDN is the average grade discretised and normalised, computed as described in the previous section. For result replication, all the code and extracted datasets are publicly available in MultipleModelsAnalysis repository (Multiple Models Analysis, https://github.com/PPStef/MultipleModelsAnalysis.git (accessed on 24 March 2022)).

![Figure 3. Models built for 10 quizzes.](image)

![Figure 4. Dataset snippet.](image)
For the accuracy presented in the results below, we chose the Random Forest algorithm from the “sklearn” package using a small number of estimators (only 10) and a max depth of three, which allowed us to create very robust and generic models. The motivation for building such a model and this parameters configuration was that our focus is on exploring the results that vary in different models and finding the sweet spot for building the model. Using a standard algorithm without hyper-parameters tuning can bring more general results. The results can be easily reproduced with similar accuracy values in other contexts using the data collected from other e-Learning systems.

Figure 5 concentrates all the results based on our stacked models and datasets in a manner that allows us to observe the trends and system’s evolution. We define “Models-Based5” as the green line representing the evolution of the models based on a maximum number of five quizzes taken, “ModelsBased6” as the dark blue line which uses the following number of quizzes and so on. An interesting comparison can be made between these two sets of models because adding just one more quiz (in this case, quiz number 6) influences the whole trend analysis producing a drop at quiz two and a short descent at the end of the trend for “ModelsBased6” and this is because adding just one quiz influences both the final label and every model created as we include quiz six in each of them. This also explains the necessity of eliminating quizzes from first to last and not from the last to the first one and creating more variate models. Going further with the trend analysis presented in Figure 4, we can see that each set of models has a different trend evolution obtaining an optimum accuracy at a different number of quizzes but mainly close to the maximum that could be used.

Figure 5. Models’ accuracy comparison.

For better observation and analysis, we add Figure 6 which presents the accuracy values for the model. On the first line, we have the model that uses ten quizzes; on the second, the model uses nine quizzes until we reach only five quizzes. On each column, we have the number of quizzes used for building the model, so on the T1 column, we have the accuracy of the model constructed only with the last quiz, which for the first line is quiz number ten, for the second line is quiz number nine and so on. Analysing the accuracy values, we see that the number of tests used in the model increases the accuracy and increases achieving values around 80%. We can also observe that we get the best accuracy close to the maximum number of tests for each testing scenario, and we need at least five tests to obtain good accuracy. The accuracy interpretation should be made considering the usage of the Random Forest algorithm from the SciKitLearn package with the standard set of tuning parameters, and a better accuracy could be achieved. One conclusion which can be seen in any of the used scenarios is that we need at least four weeks in order to get a good accuracy and regarding the number of tests we obtain good results in the second half. The motivation for not adjusting the algorithm for better accuracy was that we needed a generic model that could replicate the results quickly in other contexts. Our main aim
was to analyse the models’ evolution, not tune for a few more percentages regarding the accuracy value.

Figure 6. Models’ performance evolution.

5. Conclusions

This paper presented a study and analysed how successively building models can help predict a student’s failure or success. This approach focuses on finding how to build the model to obtain the best results rather than standard approaches that evaluate which is the best algorithm for accomplishing the task. Based on the quiz set we collected, the results show that we can build our model two or three weeks earlier and obtain good accuracy. This accuracy should be interpreted according to the labels defined in the datasets, which represents the final grade which is discretised in three values and is relevant for this kind of scenario.

We evaluate our system for six scenarios designed to fit most situations where a learning scenario can be through the semester. This approach makes the results relevant for more cases and increases the results’ trust and reliability. Another benefit of this approach is that it makes it more useful as it can be used early enough to trigger alarms.

In future work, we plan to extend our models to more disciplines and years of study to evaluate if there are any differences and if we can adjust our system to fit them better. At this moment, our results look promising but they are relevant for our context so we need to extend our study in order to evaluate how general they are. The second direction for system improvement is the evaluation of other classical or deep learning algorithms that can improve the results. However, deep learning approaches need a more extensive dataset which is not currently available. In this paper, as we mentioned before, the focus was on evaluating the models with one general classifier. The usage of deep learning algorithms can also be mentioned in this direction of future work because by using them, we can obtain both reliable and accurate results. Still, this scenario may imply a distributed system because we need to use a significant amount of computing power to train many models. Finally, a speedup of the process may be investigated by building the pool models in parallel or distributed and then efficiently querying the appropriate model. Evaluation of the effectiveness of recommended quizzes for the student in terms of relevance represents the final goal of the system.
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