A2C is a special case of PPO
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Abstract—Advantage Actor-critic (A2C) and Proximal Policy Optimization (PPO) are popular deep reinforcement learning algorithms used for game AI in recent years. A common understanding is that A2C and PPO are separate algorithms because PPO’s clipped objective appears significantly different than A2C’s objective. In this paper, we show A2C is a special case of PPO. We present theoretical justifications and pseudocode analysis to demonstrate why. To validate our claim, we conduct an empirical experiment using Stable-baselines3, showing A2C and PPO produce the exact same models when other settings are controlled.

I. INTRODUCTION

A2C [1, 2] and PPO [1] are popular deep reinforcement learning (DRL) algorithms used to create game AI in recent years. Researchers have applied either one to a diverse set of games, including arcade games [1, 3], soccer [4], board games [5, 6], and complex multi-player games such as Dota 2 [7], so many reputable DRL libraries implement A2C and PPO, which makes it easier for Game AI practitioners to train autonomous agents in games [7, 8, 9, 10].

A common understanding is that A2C and PPO are separate algorithms because PPO’s clipped objective and training paradigm appear different compared to A2C’s objective. As a result, almost all DRL libraries have architecturally implemented A2C and PPO as distinct algorithms.

In this paper, however, we show A2C is a special case of PPO. We provide theoretical justifications as well as an analysis on the pseudocode to demonstrate the conditions under which A2C and PPO are equivalent. To validate our claim, we conduct an empirical experiment using Stable-baselines3 [7], empirically showing A2C and PPO produce the exact same models when other settings are controlled.

Our results demonstrate that it is not necessary to have a separate implementation of A2C in DRL libraries: they just need to include PPO and support A2C via configurations, reducing the maintenance burden for A2C in DRL libraries. More importantly, we contribute a deeper understanding of PPO to the Game AI community, empowering us to view past work in different perspective: we now know past works that compare PPO and A2C are essentially comparing two sets of hyperparameters of PPO. Finally, our work points out the shared parts between PPO and A2C, which makes it easier to understand and attribute PPO’s improvement, a theme highlighted by recent work [11, 12].

II. THEORETICAL ANALYSIS

Using notation from [1], A2C maximizes the following policy objective

\[ L^{A2C}(\theta) = \mathbb{E}_t \left[ \log \pi_\theta(a_t | s_t) \hat{A}_t \right], \]

where \( \pi_\theta \) is a stochastic policy parameterized by \( \theta \). \( \hat{A}_t \) is an estimator of the advantage function at timestep \( t \), \( \mathbb{E}_t[...] \) indicates the empirical average over a finite batch of samples, in an algorithm that alternates between sampling and optimization. When taking the gradient of the objective w.r.t. \( \theta \), we get

\[ \nabla_\theta L^{A2C}(\theta) = \mathbb{E}_t \left[ \nabla_\theta \log \pi_\theta(a_t | s_t) \hat{A}_t \right]. \]

In comparison, PPO maximizes the following policy objective [1]:

\[ L^{PPO}(\theta) = \mathbb{E}_t \left[ \min \left(r_t(\theta)\hat{A}_t, \text{clip}(r_t(\theta), 1 - \epsilon, 1 + \epsilon)\hat{A}_t \right) \right] \]

where \( r_t(\theta) = \frac{\pi_\theta(a_t | s_t)}{\pi_{\theta_{old}}(a_t | s_t)} \hat{A}_t \)

At a first glance, \( L^{A2C} \) appears drastically different from \( L^{PPO} \) because 1) the log term disappeared in \( L^{PPO} \), and 2) \( L^{PPO} \) has clipping but \( L^{A2C} \) does not.

Nevertheless, note that \( \pi_\theta \) and \( \pi_{\theta_{old}} \) are the same during PPO’s first update epoch, which means \( r_t(\theta) = 1 \). Hence, the clipping operation would not be triggered. Since no clipping happens, both terms in minimum operation are same, so the minimum operation does nothing. Thus if PPO sets the number of update epochs \( K \) to 1, \( L^{PPO} \) collapses into

\[ L^{PPO,K=1}(\theta) = \mathbb{E}_t \left[ \min \left(r_t(\theta)\hat{A}_t, r_t(\theta)\hat{A}_t \right) \right] \]

\[ = \mathbb{E}_t \left[ r_t(\theta)\hat{A}_t \right] = \mathbb{E}_t \left[ \frac{\pi_\theta(a_t | s_t)}{\pi_{\theta_{old}}(a_t | s_t)} \hat{A}_t \right]. \]

\( \ast \)Currently at Google

\(^{1}\)See code at https://github.com/wxyzja/a2c_is_a_special_case_of_ppo
Algorithm 1: Proximal Policy Optimization

1: Initialize vectorized environment $E$ containing $N$ parallel environments
2: Initialize policy parameters $\theta_p$
3: Initialize value function parameters $\theta_v$
4: Initialize Adam optimizer $O$ for $\theta_p$ and $\theta_v$
5: Initialize next observation $o_{next} = E.reset()$
6: Initialize next done flag $d_{next} = [0, 0, ..., 0]$ # length $N$
7: 
8: for $i = 0, 1, 2, ..., I$ do
9:   (optional) **Anneal** learning rate $\alpha$ linearly to 0 with $i$
10:   Set $D = (o, a, \log(\pi(a|o)), r, d, v)$ as tuple of 2D arrays
11:   # Rollout Phase:
12:   for $t = 0, 1, 2, ..., M$ do
13:     Cache $o_t = o_{next}$ and $d_t = d_{next}$
14:     Get $a_t \sim \pi(\cdot|o_t)$ and $v_t = v(o_t)$
15:     Step simulator: $o_{next}, r_t, d_{next} = E.step(a_t)$
16:     Let $D.o[t] = o_t, D.d[t] = d_t, D.v[t] = v_t, D.a[t] = a_t, D.log(\pi(a|o))[t] = \log(\pi(a_t|o_t)), D.r[t] = r_t$
17:   # Learning Phase:
18:   Estimate / Bootstrap next value $v_{next} = v(o_{next})$
19:   Let advantage $A = GA/E[D.r, D.v, D.d, v_{next}, d_{next}, \lambda]$
20:   Let $TD(\lambda)$ return $R = A + D.v$
21:   Prepare the batch $B = D, A, R$ and flatten $B$
22:   for epoch $= 0.1, 2, ..., K$ do
23:     for mini-batch $M$ of size $m$ in $B$ do
24:       Normalize advantage $M.A = \frac{M.A - \text{mean}(M.A)}{\text{std}(M.A) + 10^{-6}}$
25:       Let ratio $r = e^{\log(\pi(M.o|M.o) - M.A)log(\pi(o|a))}$
26:       Let $L^T$ = min $(rM.A, \text{clip}(r, 1 - \epsilon, 1 + \epsilon)M.A)$
27:       Let $L^V = \text{clipped}_\epsilon$ MSE($M.R, v(M.o))$
28:       Let $L^S = \text{clip}$ maximum gradient norm of $\theta_p$ and $\theta_v$ to 0.5
29:     Step the optimizer $O$ to initiate gradient descent

Now, we can take the gradient of this objective w.r.t $\theta$ and apply the “log probability tricks” used in REINFORCE [13, 14]:

$$\nabla_\theta L^{PPO, K=1}(\theta) = \nabla_\theta \mathbb{E}_t \left[ \frac{\pi_\theta(a_t | s_t)}{\pi_{\text{old}}(a_t | s_t)} \hat{A}_t \right] = \mathbb{E}_t \left[ \nabla_\theta \pi_\theta(a_t | s_t) \pi_{\text{old}}(a_t | s_t) \right] = \mathbb{E}_t \left[ \pi_\theta(a_t | s_t) \nabla_\theta \pi_\theta(a_t | s_t) \hat{A}_t \right] = \mathbb{E}_t \left[ \nabla_\theta \log \pi_\theta(a_t | s_t) \hat{A}_t \right]
$$

Note that when $K = 1$, the ratio $\frac{\pi_\theta(a_t | s_t)}{\pi_{\text{old}}(a_t | s_t)} = 1$ because $\pi_\theta$ has not been updated and is the same as $\pi_{\text{old}}$. Therefore when $K = 1$, PPO and A2C share the same gradient given the same data.

III. IMPLEMENTATION ANALYSIS

PPO is an algorithm with many important implementation details [11, 12, 15], so it can be challenging to see how our theoretical results relate to actual implementation. To help make the connection between theory and implementations, we have prepared an complete pseudocode for PPO and A2C in Algorithm 1 and 2, respectively.

To highlight their differences, we labeled the code that only PPO has with green lines and the code that PPO and A2C differs with blue lines. As shown, the differences are that

1) PPO uses a different optimizer (line 4 in Algorithm 1).
from stable_baselines3 import A2C

model = A2C(  
    "MlpPolicy", "CartPole-v0", verbose=0,  
    device="cpu", seed=1,  
)

model.learn(total_timesteps=3000)

for name, param in model.policy.named_parameters():
    if param.requires_grad:
        layer_param_sum = round(param.data.sum().item(), 4)
        print(f"{name}\"s sum = {layer_param_sum}\")

import torch as th

from stable_baselines3 import PPO

model = PPO(  
    "MlpPolicy", "CartPole-v0", verbose=0,  
    device="cpu", seed=1,  
    policy_kwargs=dict(  
        optimizer_class=th.optim.RMSprop,  
        optimizer_kwargs=dict(  
            alpha=0.99, eps=1e-5, weight_decay=0,  
        ),  
    ),  
)

model.learn(total_timesteps=3000)

for name, param in model.policy.named_parameters():
    if param.requires_grad:
        layer_param_sum = round(param.data.sum().item(), 4)
        print(f"{name}\"s sum = {layer_param_sum}\")

# sb3_a2c.py

git:(main) × python sb3 a2c.py
mlp extractor.policy.net.0.weight's sum = 3.9289
mlp extractor.policy.net.0.bias's sum = 0.4128
mlp extractor.policy.net.2.weight's sum = 2.2437
mlp extractor.policy.net.2.bias's sum = -0.6634
mlp extractor.value.net.0.weight's sum = -2.2411
mlp extractor.value.net.0.bias's sum = -0.4382
mlp_extractor.value.net.2.weight's sum = -0.1973
mlp_extractor.value.net.2.bias's sum = -1.7232
action_net.weight's sum = -0.0139
action_net.bias's sum = -0.0
value_net.weight's sum = -2.1549
value_net.bias's sum = 0.297

# sb3_ppo.py

git:(main) × python sb3 ppo.py
mlp extractor.policy.net.0.weight's sum = 3.9289
mlp extractor.policy.net.0.bias's sum = 0.4128
mlp_extractor.policy.net.2.weight's sum = 2.2437
mlp_extractor.policy.net.2.bias's sum = -0.6634
mlp_extractor.value.net.0.weight's sum = -2.2411
mlp_extractor.value.net.0.bias's sum = -0.4382
mlp_extractor.value.net.2.weight's sum = -0.1973
mlp_extractor.value.net.2.bias's sum = -1.7232
action_net.weight's sum = -0.0139
action_net.bias's sum = -0.0
value_net.weight's sum = -2.1549
value_net.bias's sum = 0.297

Fig. 1: The source code of our experiments and execution results. As shown, PPO produces the exact same trained model as A2C after aligning the settings.

2) PPO modifies the number of steps $M$ in the rollout phase (line 13 in Algorithm 1). PPO uses $M = 128$ for Atari games and $M = 2048$ for MuJoCo robotics tasks [1]; in comparison, A2C consistently uses $M = 5$, which is the corresponding hyperparameter $l_{max}=5$ in Asynchronous Advantage Actor Critic (A3C) [2].

3) PPO estimates the advantage with Generalized Advantage Estimation (GAE) [16] (line 21 in Algorithm 1), whereas A2C estimates the advantage by subtracting the values of states from returns [2, page 3], which is a special case of GAE when $\lambda = 1$ [16, Equation 18].

4) PPO does gradient updates on the rollout data for $K$ epochs [1, page 5] each with mini-batches [15, see “6. Mini-batch Updates”] (line 23-25 in Algorithm 1), whereas A2C just does a single gradient update on the entire batch of rollout data (line 23 in Algorithm 2).

5) PPO normalizes the advantage (line 26 in Algorithm 1).

6) PPO uses the clipped surrogate objective (line 27-28 in Algorithm 1), which we showed in section II is equivalent to A2C’s objective when $K = 1$ and $|B| = |M|$ (i.e., not splitting data to mini-batches).

7) PPO uses a clipped mean squared error loss (line 29 in Algorithm 1) [15, see “9. Value Function Loss Clipping”], where as A2C just uses the regular mean squared error loss.

To show A2C is a special case of PPO, we would need to remove the green code and align settings with the blue code, as shown in the following section.

IV. EMPIRICAL EXPERIMENTS

To validate our claim, we conduct an experiment with CartPole-v1 using the A2C and PPO models implemented in Stable-baselines3 [7]. Specifically, we made the following configurations to PPO:

1) Match A2C’s RMSprop optimizer and configurations (i.e., $\alpha = 0.99, \epsilon = 0.00001$, and zero for weight decay)

To show A2C is a special case of PPO, we would need to remove the green code and align settings with the blue code, as shown in the following section.
set the learning rate $\alpha = 0.0007$ (also means turning off learning rate annealing).

2) Match the learning rate to be 0.0007, which also disables the learning rate annealing.

3) Match the number of steps $M$ parameter to be 5.

4) Disable GAE by setting its $\lambda = 1$.

5) Set the number of update epochs $K$ to 1, so the clipped objective has nothing to clip; also, perform gradient update on the whole batch of training data (i.e., do not use mini-batches).

6) Turn off advantage normalization.

7) Disable value function clipping.

Figure 1 shows the source code and results. After 3000 steps of training, we see A2C and PPO produce the exact same trained model after properly setting random seeds in all dependencies. Hence, A2C is hence a special case of PPO when aligning configurations as shown above.

V. CONCLUSION

In this paper, we demonstrated A2C is a special case of PPO. We first provide theoretical justification that explains how PPO’s objective collapses into A2C’s objective when PPO’s number of update epochs $K$ is 1. Then we conducted empirical experiments via Stable-baselines3 to show A2C and PPO produce the exact same model when other settings and all sources of stochasticity are controlled. With this insight, Game AI practitioners can implement a single core code for PPO and A2C, reducing maintenance burden. Furthermore, given the wide adoption of A2C and PPO in training Game AI, our work contributes a deeper understanding of how A2C and PPO are related.
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