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\textbf{Abstract}—This paper presents an approach for learning online generation of collision-free and torque-limited robot trajectories. In order to generate future motions, a neural network is periodically invoked. Based on the current kinematic state of the robot and the network output, a trajectory for the current time interval can be calculated. The main idea of our paper is to execute the computed motion only if a collision-free and torque-limited way to continue the trajectory is known. In practice, the motion computed for the current time interval is extended by a braking trajectory and simulated using a physics engine. If the simulated trajectory complies with all safety constraints, the computed motion is carried out. Otherwise, the braking trajectory calculated in the previous time interval serves as an alternative safe behavior. Given a task-specific reward function, the neural network is trained using reinforcement learning. The design of the action space used for reinforcement learning ensures that all computed trajectories comply with kinematic joint limits. For our evaluation, simulated humanoid robots and industrial robots are trained to reach as many randomly placed target points as possible. We show that our method reliably prevents collisions with static obstacles and collisions between the robot arms, while generating motions that respect both torque limits and kinematic joint limits. Experiments with a real robot demonstrate that safe trajectories can be generated in real-time.

I. INTRODUCTION

Although robots are widely used for industrial automation purposes, many everyday tasks cannot yet be automated. While it seems natural for humans to perform motions in constantly changing environments, the usage of robots is often limited to repetitive tasks in well-defined environments. Generating fast and adaptive motions through reinforcement learning (RL) is a promising approach to overcome repetitive motion sequences and to automate more complex tasks in a human-like manner.

However, in order to learn well-performing motions, robots must be able to explore their environment. At the beginning of a training process, this typically involves performing random motions. The arms of a humanoid robot are likely to collide if random motions are performed. The same applies to industrial robots that share the same workspace in a production line. In order to prevent damage to the robots and their environment, collisions have to be avoided during the training process. Aside from collisions, a robot can also be damaged if one of its joints is overloaded. The kinematic capabilities of a robot are typically limited by the maximum position \( \theta \), velocity \( \dot{\theta} \), acceleration \( \ddot{\theta} \) and jerk \( \dddot{\theta} \) of each joint, whereas the dynamic potential is restricted by the maximum torque \( \tau \) of each actuator. In this work, we consider a motion as safe, if no collision occurs and if no kinematic joint limit or torque limit is violated. For online trajectory generation, however, it is not sufficient to check whether all safety constraints are met within the current decision step as inevitable safety violations might occur at a later point in time. Consequently, a robotic system must check compliance with safety constraints over an infinite time-horizon or until a safe goal state is found \cite{1}. A major difficulty in this context is that future motions cannot be fully calculated and checked for safety violations in advance, as they depend on unknown future states of the environment. To overcome this problem, two ideas are integrated in our work:

- Compliance with kinematic joint limits is ensured over an infinite time-horizon by the design of the action space used for reinforcement learning.
- Collisions and torque limit violations are prevented by ensuring the existence of an alternative safe behavior at each decision step.

As a consequence, a multi-armed humanoid or a system of several industrial robots will execute safe motions only. Thus, a neural network can be used to learn movements without having to worry about potential safety violations.
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Our main contributions can be summarized as follows:

- We introduce an approach to learn safe motions for robotic manipulators with explicit safety guarantees during the entire training process considering kinematic joint limits, torque limits and collisions between multiple moving robots.
- We demonstrate the effectiveness and scalability of our method by learning fast yet safe motions in complex environments with up to four robot arms and more than 30 degrees of freedom (see Fig. 1).
- We show that our approach enables safe motions to be computed in real-time and demonstrate successful sim-2-real transfer with an industrial robot.

In addition, our source code and our trained neural networks have been made publicly available.²

II. RELATED WORK

A. Safe reinforcement learning

The term safe reinforcement learning refers to methods that aim at respecting safety constraints during the learning phase and the deployment process. One important aspect of safe reinforcement learning is the problem of safe exploration. In order to find well-performing policies, an RL agent has to explore its environment. During this process, dangerous situations have to be avoided. To account for safety constraints, the concept of Constrained Markov decision processes (CMDP) was introduced [2]. CMDPs can be used to address two different types of constraints: Instantaneous constraints, which must be met at each time step, and cumulative constraints, which require the sum of a constraint penalty over time to be less than a specified threshold. In [3], instantaneous constraints are considered by restricting the exploration of an RL agent on the tangent space of a constraint manifold. Cumulative constraints are addressed by algorithms like Constrained Policy Optimization (CPO) [4], Interior-point Policy Optimization (IPO) [5] or SAMBA [6]. While constrained RL algorithms reduce the likelihood of constraint violations, they typically do not guarantee strict constraint satisfaction, especially at the beginning of the training process where agents behave randomly. Constraint satisfaction can be enforced by correcting unsafe actions, for instance with a linearized model trained on past trajectories [7], using temporal logic specifications [8] or by solving a constrained quadratic problem (QP) [9]. However, action correction mechanisms fail in states in which no safe action exists. Such a situation can be avoided by using control barrier functions (CBFs) [10]–[12], controlled invariant sets (CISs) [13], [14] or by ensuring the existence of a safe backup trajectory at each decision step [15], [16].

B. Learning safe motions for robotic manipulators

When learning online trajectory generation with robotic manipulators, relevant safety constraints include collision avoidance and compliance with kinematic and dynamic joint limits. Practitioners have developed various techniques to avoid unsafe behaviors when performing real-world experiments. For instance, penalties for undesired behaviors can be added to the reward function of an unconstrained Markov decision process (MDP) [17]. While penalties reduce the likelihood of undesirable behaviors, they have no effect at the beginning of a training process and do not provide strict safety guarantees thereafter. In some cases, task-specific heuristics can be used to avoid unsafe behaviors [18]. Designing the action space in such a way that all actions can be performed safely is another approach to address safety constraints. An action space representation that ensures compliance with kinematic joint constraints is presented in [19]. Conflicting constraints are avoided over an infinite time-horizon without restricting the workspace of the robot. When considering kinematic joint constraints only, all joints can be treated as decoupled. However, preventing collisions and torque limit violations is more challenging as the coupling between the joints has to be taken into account. Faverjon and Tournassoud’s method [20] provides a way to avoid collisions by specifying explicit inequality constraints. In [9], Faverjon and Tournassoud’s method is used to correct unsafe actions by solving a constrained quadratic problem (QP). However, the approach does not ensure that a safe action exists at every decision step. In case of conflicting constraints, the QP has no solution and compliance with the safety constraints is no longer guaranteed. To avoid conflicting constraints when tracking Cartesian velocities with a hydraulic manipulator, the concept of alternative safe behaviors was proposed in [15]. Based on the idea of alternative safe behaviors, we introduce an approach that enables safe reinforcement learning of fast and smooth motions performed by robotic manipulators. Compared to [15], we additionally consider torque constraints, jerk limits and collisions between multiple robots. Our approach provides explicit safety guarantees right from the beginning of the training process and continues to do so even if the environment is modified at a later time. Furthermore, and unlike previous work, we show that our method can be applied to complex multi-arm systems with more than 30 degrees of freedom without causing safety violations.

III. PROBLEM STATEMENT

Our work addresses the problem of learning collision-free robot motions that comply with kinematic and dynamic joint limits via model-free RL. Specifically, the following kinematic constraints are defined for each revolute and prismatic robot joint:

\[ p_{\min} \leq \theta \leq p_{\max} \]  
\[ v_{\min} \leq \dot{\theta} \leq v_{\max} \]  
\[ a_{\min} \leq \ddot{\theta} \leq a_{\max} \]  
\[ j_{\min} \leq \dddot{\theta} \leq j_{\max}, \]

with \( \theta \) being the joint position and \( p, v, a \) and \( j \) standing for position, velocity, acceleration and jerk, respectively. In addition, the torque limits of each joint have to be respected:

\[ \tau_{\min} \leq \tau \leq \tau_{\max} \]
Compliance with the safety constraints must be ensured over an infinite time horizon. It is well known, however, that collision avoidance cannot be guaranteed in the presence of arbitrarily moving obstacles [1]. Therefore, our work focuses on self-collisions, collisions between moving, but centrally controlled robots and collisions with static obstacles. Areas where moving obstacles are present can be avoided by restricting the workspace through virtual walls. For our experiments, we assume that the position and the shape of each obstacle in the environment are known.

IV. APPROACH

A. Basic principle

We explain the basic principle of our approach based on two subsequent decision steps shown in Fig. 2. Given the current state of the environment \( s \) as input, a neural network generates an action \( a_t \) at each decision step. The action is used to compute a motion with a duration of \( \Delta t_N \), the time between discrete decision steps. This motion might or might not be safe. To prevent safety violations, we extend the computed motion with a braking trajectory that leads to a full stop of the robot system. The resulting backup trajectory is checked for collisions and torque limit violations using a physics simulator. In time step \( t \) shown in the upper part of Fig. 2, no safety violations are detected and the motion that resulted from the network action is executed. Contrary to that, a collision of the robot hands is detected in time step \( t+1 \). For that reason, the first part of the braking trajectory computed in time step \( t \) serves as an alternative behavior.

Note that the execution of the alternative behavior in time step \( t+1 \) is guaranteed to be safe as it was checked for safety violations in time step \( t \). Since a safe resting state is never left without knowing a safe way to stop the robot system again, the existence of an alternative safe behavior is guaranteed for each decision step. As part of the learning process, the neural network can learn to avoid actions that lead to the selection of the alternative behavior. In the subsections that follow, we explain how the problem is formalized as a Markov decision process (IV-B) and how actions are mapped to safely executable motions (IV-C). In addition, we describe how the braking trajectories are calculated (IV-D), how the backup trajectory is checked for safety violations (IV-E) and how the required computations can be carried out in real-time (IV-F).

B. Formalization as a Markov decision process

To learn motions with model-free RL, we define an unconstrained Markov decision process \((\mathcal{S}, \mathcal{A}, P_a, R_a)\), where \( \mathcal{S} \) is the state space, \( \mathcal{A} \) is the action space, \( P_a \) are unknown transition probabilities and \( R_a \) is the immediate reward resulting from action \( a \). Note that actions are underlined to distinguish them from accelerations \( a \). Actions are generated by a neural network that is trained to maximize the sum of immediate rewards. A state \( s_t \in \mathcal{S} \) consists of the current kinematic setpoints of each robot joint (position \( p_t \), velocity \( v_t \), acceleration \( a_t \)) and a task-specific part. Given a state \( s_t \) as input, a neural network outputs a single scalar \( a_{t} \in \mathcal{A} \). The immediate reward results from a task-specific reward function, which specifies the optimization goal of the learning problem. The time between decision steps is constant and referred to as \( \Delta t_N \).

C. Mapping actions to motions

At each decision step \( t \), a safe motion with a duration of \( \Delta t_N \) has to be generated. As described in Algorithm 1, this is done by selecting a safe value for \( a_{t+1} \), the desired joint acceleration at time step \( t+1 \). Controlling a robot in joint space offers the advantage that neither singularities nor kinematic redundancies require special consideration. To generate a continuous trajectory between the discrete decision steps, a linear interpolation between the joint accelerations \( a_t \) and \( a_{t+1} \) is performed. The corresponding joint velocities and joint positions can then be calculated by integration.
Algorithm 1: Computing a safe value for \(a_{t+1}\) 

at each time step \(t\) do
\begin{align*}
&\text{compute } a_{t+1N} \text{ based on the action } a_t; \\
&\text{compute braking accelerations starting from } a_{t+1N} = (a_{t+2B}, a_{t+3B}, \ldots); \\
&\text{backup trajectory } \rightarrow \text{trajectory}(a_t, a_{t+1N}, a_{t+2B}, a_{t+3B}, \ldots); \\
&\text{if backup trajectory is safe then } \\
&\quad a_{t+1} \leftarrow a_{t+1N}; \\
&\text{else } \\
&\quad a_{t+1} \leftarrow a_{t+1B}; \quad /* \text{ safe braking acceleration computed in a previous time step */}
\end{align*}

As a first step towards finding a suitable value for \(a_{t+1}\), a kinematically safe acceleration \(a_{t+1N}\) is computed based on the selected action \(a_t\). In the case of kinematic joint constraints, each joint can be considered independently. The action \(a_t\) consists of a scalar \(\in [-1, 1]\) per joint. We use the method described in [19] to compute for each joint the minimum and maximum acceleration \(a_{t+1\min}\) and \(a_{t+1\max}\) complying with the kinematic constraints (1) - (4). All accelerations between \(a_{t+1\min}\) and \(a_{t+1\max}\) lead to kinematically feasible trajectories. As visualized in Fig. 3, \(a_{t+1N}\) is computed by linearly mapping the action \(a_t\) onto the range specified by \(a_{t+1\min}\) and \(a_{t+1\max}\): 

\[
a_{t+1N} = a_{t+1\min} + \frac{a_t}{2} \cdot (a_{t+1\max} - a_{t+1\min}) \quad (6)
\]

The default behavior is to set \(a_{t+1}\) to \(a_{t+1N}\). However, if a collision or a torque limit violation is detected in a subsequent background simulation, an alternative behavior is applied. In this case, \(a_{t+1}\) is set to a safe braking acceleration computed in one of the previous time steps. Details on the computation of braking accelerations are given in the following subsection.

**D. Computation of braking trajectories**

As shown in Fig. 2, the background simulation to detect safety violations is performed for the next time interval specified by \(a_{t+1N}\), and for a subsequent braking trajectory. Once the robot is stopped, no further safety violations can occur. Consequently, the braking trajectory leads the robot to a safe goal state. The duration of the braking trajectory depends on the acceleration \(a_{t+1N}\) and the corresponding velocity \(v_{t+1N}\) but it is always a multiple of \(\Delta t_N\). The shorter the duration of the braking trajectory, the less computational effort is required for the background simulation. Therefore, we calculate a braking trajectory that is time-optimal with respect to predefined kinematic joint limits:

\[
a_{\min, \text{brake}} \leq \dot{\theta} \leq a_{\max, \text{brake}} \quad (7)
\]

\[
\dot{\theta}_{\min, \text{brake}} \leq \ddot{\theta} \leq \dot{\theta}_{\max, \text{brake}} \quad (8)
\]

Two peculiarities have to be considered when calculating the desired braking accelerations \(a_{t+2B}, a_{t+3B}, \ldots\). Firstly, the braking trajectory is not allowed to violate the kinematic limits specified in (1) - (4). For that reason, we calculate the range of kinematically safe accelerations for each time step and clip the corresponding braking acceleration if it falls outside this range. Secondly, the desired kinematic target state \((v = 0)\) and \((a = 0)\) must be reached at a discrete time step. Otherwise, the interpolation between the decision steps leads to an oscillation around the target state. We refer to [21] for a detailed analysis and solution of this problem.

**E. Background simulation to detect safety violations**

Potential collisions and torque limit violations of the backup trajectory are detected by a background simulation performed with the physics engine PyBullet [22].

In order to detect collisions, we observe the closest distance between specified object pairs. Obstacle-link pairs are defined to detect collisions between robot links and obstacles. Link-link pairs are used to detect self-collisions and collisions between different robots. The distance between the observed pairs is checked at discrete time points with an adjustable frequency \(f_C\) using the `getClosestPoints()` function provided by PyBullet. The backup trajectory is considered as unsafe, if the minimum distance between an observed object pair is smaller than a user-specified safety distance \(d_S\). Note that the computational effort depends on the duration of the backup trajectory and the selected frequency \(f_C\). The computational effort can be reduced by selecting a lower frequency \(f_C\). The resulting inaccuracy can then be compensated by choosing a larger safety distance \(d_S\).

To detect torque limit violations, the execution of the backup trajectory is simulated with a frequency of \(f_S = 240\) Hz, the default simulation frequency of PyBullet. At each simulation step, the torque applied to the joints is read out and checked for compliance with the specified limits. From a theoretical perspective, the torque \(\tau\) required to follow a desired joint acceleration \(\dot{\theta}\) is described by the dynamical model of rigid multi-bodies:

\[
\tau = M(\theta) \ddot{\theta} + C(\theta, \dot{\theta}) \dot{\theta} + G(\theta) + \tau_{\text{ext}}, \quad (9)
\]

where \(M\) is the mass matrix, \(C(\theta, \dot{\theta}) \dot{\theta}\) are centrifugal and Coriolis forces, \(G(\theta)\) represents gravity forces and \(\tau_{\text{ext}}\) summarizes external contact forces. Consequently, torque limit violations can arise from high joint accelerations \(\ddot{\theta}\) but also from collisions, which typically lead to high external forces \(\tau_{\text{ext}}\). The mass matrix \(M\) depends on the current
TABLE I: Collision detection vs. torque limit detection

| Test frequency | Collision detection | Torque limit detection |
|----------------|---------------------|-----------------------|
| $f_C \leq f_S$ | $f_S = 240$ Hz       |                       |
| Criteria for unsafe backup trajectories |                       |                       |
| $\alpha$ to obstacles | $\alpha$ to obstacles |                       |
| $\alpha$ between links smaller than $\alpha$ safety distance $d_S$ | $\alpha$ high accelerations |                       |

joint position $\theta$ but also on the inertial properties of the robot links. Thus, the simulation accuracy can be improved by determining accurate inertial properties based on system identification. In practice, the simulation error can also be compensated to a certain extent by subtracting a safety margin from the torque limits specified by the robot manufacturer. TABLE I summarizes our method to detect collisions and torque limit violations. We note that our approach can be easily extended to other safety constraints such as limits on Cartesian velocities or contact forces. The basic principle is the same as for the torque limit detection, except that other properties have to be read out from the physics engine.

F. Real-time execution

When generating motions for real robots, real-time requirements must be considered. As shown in Fig. 4, we perform the action generation and the background simulation ahead of the actual decision step $t+1$. For real-time execution, the computation time per decision step should never exceed $\Delta t_N$. Under this condition, a safe motion is already known when the actual decision step $t+1$ is reached and the trajectory can be continued without interruption.

Precalculation for time step $t+1$

Action generation

Background simulation of the backup trajectory

Fig. 4: The background simulation is performed in advance.

V. EVALUATION

A. Environments used for evaluation

We evaluate our approach with various humanoid robots and industrial robots shown in Fig. 1. Renderings are also provided in the accompanying video³. TABLE II summarizes the most important properties of each environment. The environment with a single ‘KUKA iiwa 7’ robot (Fig. 1c) corresponds to our real-world setup shown in Fig. 5. In this environment, the workspace of the robot is restricted by four virtual walls, a table and a monitor placed in front of the robot. Environments with two and three industrial robots are provided to demonstrate that our method can be applied to multiple robots sharing the same workspace. Applying our method to other robots is straightforward as the collision shapes and joint limits can be read out from robot descriptions that comply with the URDF standard. We also use our method to control both arms of the humanoid robot ARMAR-6 [23] while avoiding self-collisions. In order to demonstrate the scalability of our approach, we additionally introduce ‘ARMAR-6x4’, a four-armed modification of ARMAR-6 with 33 degrees of freedom.

B. Details on the learning task and the training process

Each of the robot arms is trained to reach as many randomly placed target points as possible within a fixed amount of time. We evaluate three different variants to assign target points to the end effectors of the robot arms: In case of simultaneous target points, each robot arm has a dedicated target point. With alternating target points, one target point is assigned to the robot arms in alternating order. ‘Single target point’ means that a single target point is assigned to all robot arms. The duration of each episode is set to eight seconds. As soon as a target point is reached, a new one is placed. The task-specific part of the state $s \in S$ contains the Cartesian position of each target point and the relative position between the target points and their corresponding robot arms. Note that the position of obstacles is not part of the state space but learned implicitly during the training process. The reward assigned to an action $a_t$ is computed as follows:

$$R_{a_t} = \alpha \cdot \frac{d_{T_t} - d_{T_{t+1}}}{d_{T_{t+1}}} + \beta \cdot P(d_{C_{t+1}}),$$

where $\alpha$ and $\beta$ are weighing factors, $d_T$ is the distance to the target point and $P$ is a quadratic penalty function depending on $d_{C_{t+1}}$, the minimum distance to a collision at $t+1$. The first term of the reward function encourages the robot to move as fast as possible towards the target point, thus maximizing $d_{T_t} - d_{T_{t+1}}$, the difference between the distance to the target point before and after action $a_t$ is executed. The penalty $P(d_{C_{t+1}})$ helps to avoid collisions, but does not provide safety guarantees by itself. All robot arms are controlled by a single neural network with 256 neurons in the first hidden layer and 128 neurons in the second hidden layer. The neural network is trained using an RL algorithm called Proximal Policy Optimization (PPO) [24]. The time interval between network decisions is set to $\Delta t_N = 0.1$ s. We refer to our publicly available networks for further details on the hyperparameters used during the training process.

C. Evaluation of our collision prevention method

The average performance of our collision prevention method is evaluated for various experimental configurations considering random agents (behavior at the beginning of a training process) and trained agents. The results are shown in TABLE III. It can be seen that the average number of
TABLE III: Evaluation of our collision prevention method based on 900 simulated episodes.

| Configuration          | Random agent | Trained agent |
|------------------------|--------------|---------------|
|                        | All arms     | Arm 1 Arm 2 Arm 3 Arm 4 | Closest distance | Adaptation rate |
| One industrial robot   |              |               |               |               |
| • single target point  | 0.06         | 0.93 cm       | 12.9 %        | 8.90          | 8.90          | –          | –          | –          | 0.88 cm   | 1.6 %      |
| Two industrial robots  |              |               |               |               |
| • simultaneous target points | 0.09     | 0.91 cm       | 8.1 %        | 10.46         | 2.08          | 8.38       | –          | –          | 0.62 cm   | 3.1 %      |
| • alternating target points | 0.04    | 0.93 cm       | 8.1 %        | 8.43          | 4.21          | 4.22       | –          | –          | 0.65 cm   | 2.3 %      |
| Three industrial robots|              |               |               |               |
| • simultaneous target points | 0.10     | 0.82 cm       | 18.4 %       | 5.67          | 4.46          | 0.20       | 1.01       | –          | 0.72 cm   | 17.2 %     |
| • alternating target points | 0.04    | 0.91 cm       | 18.6 %       | 5.07          | 1.68          | 1.75       | 1.64       | –          | 0.71 cm   | 5.1 %      |
| ARMAR-6                |              |               |               |               |
| • single target point  | 0.06         | 0.60 cm       | 5.6 %        | 13.06         | 6.33          | 6.73       | –          | –          | 0.95 cm   | 1.7 %      |
| • simultaneous target points | 0.05    | 0.79 cm       | 5.4 %        | 17.60         | 7.86          | 9.74       | –          | –          | 0.21 cm   | 7.0 %      |
| • alternating target points | 0.02    | 0.46 cm       | 5.5 %        | 12.40         | 6.22          | 6.18       | –          | –          | 0.62 cm   | 1.7 %      |
| ARMAR-6x4              |              |               |               |               |
| • single target point  | 0.06         | 0.51 cm       | 22.8 %       | 7.95          | 0.07          | 0.01       | 4.09       | 3.78       | 0.32 cm   | 7.3 %      |
| • simultaneous target points | 0.10     | 0.45 cm       | 22.2 %       | 7.37          | 2.24          | 2.08       | 1.26       | 1.79       | 0.19 cm   | 27.2 %     |
| • alternating target points | 0.03    | 0.73 cm       | 22.8 %       | 5.53          | 1.37          | 1.41       | 1.36       | 1.39       | 0.38 cm   | 7.4 %      |

TABLE IV: Ablation studies for collision prevention.

| Configuration | Target points | Episodes with collisions | Adaptation rate |
|---------------|---------------|---------------------------|-----------------|
| ARMAR-6 with  |               |                           |                 |
| simultaneous target points | 0.07     | 75.0 %                     | –               |
| • Random agent without collision prevention |            |                           |                 |
| • Trained and evaluated without collision prevention | 18.57    | 64.8 %                     | –               |
| • Trained without collision prevention, evaluated with collision prevention | 14.86    | 0.0 %                      | 23.0 %          |
| • Trained and evaluated with collision prevention | 16.08    | 0.0 %                      | 9.1 %           |
| • Trained and evaluated with collision prevention using setpoints | 17.60    | 0.0 %                      | 7.0 %           |

target points reached within one episode increases significantly during training. For both random agents and trained agents, the closest distance between the observed obstacle-link pairs and link-link pairs is always greater than zero, showing that collisions are entirely prevented. For all of our experiments, we specify a safety distance $d_s$ of 1.0 cm. The closest distance is slightly smaller than the safety distance for two reasons: Firstly, the closest distance is measured at a frequency of $f_S = 240$ Hz, whereas the backup trajectory is checked for collisions at a rate of $f_C = 100$ Hz. Secondly, the closest distance refers to actual values whereas the safety distance is defined with respect to trajectory setpoints. The resulting inaccuracy can always be compensated by increasing the safety distance $d_s$. The adaptation rate specifies the proportion of decision steps in which the alternative behavior is selected to prevent safety violations. The highest adaptation rate occurs in case of the four-armed robot ARMAR-6x4, indicating that this environment is particularly challenging. Interestingly, the four-armed robot uses only two of its arms if a single target point should be reached. The other two arms are stretched so that no collisions occur. We conclude that the additional arms are more of a burden than a help for this particular task. To further analyze the impact of our method, we perform the ablation studies shown in TABLE IV. As expected, random agents and trained agents frequently cause collisions without collision prevention. It is possible to apply our method to an agent trained without collision prevention to enable safe deployment. In this case, collisions are prevented but the adaptation rate is rather high and the performance of the agent decreases. If our method is used during training and evaluation, the performance of the agent increases, as the neural network learns to avoid actions that lead to the selection of the alternative behavior. Since our method prevents collisions, a trajectory controller is able to accurately track the desired trajectory. For that reason, it is possible to use the trajectory setpoints rather than the actual values for the reward calculation. By doing so, the performance increases, as the delay caused by the trajectory controller is avoided. In summary, preventing collisions entirely leads to a slight decrease in performance. However, the performance gap can be reduced by applying our method during training and evaluation and by utilizing that the reward for a collision-free trajectory can be assessed based on the trajectory setpoints rather than the actual values.

D. Evaluation of our torque limit prevention method

To evaluate the effectiveness of our method for preventing torque limit violations, we perform experiments with one and two industrial robots as well as with the humanoid robot ARMAR-6. Performance metrics obtained by evaluating 900 episodes per experiment are shown in TABLE V. In a first experiment, a single industrial robot is trained with collision prevention but without torque limit prevention. Compared to our previous experiments, the maximum torque of the robot joints $\tau_{max}$ is reduced by 40%. Using this configuration, torque limit violations occur in more than half
TABLE V: Evaluation of the torque limit prevention.

| Configuration                     | Target points | Episodes with collisions | Episodes with torque violations |
|-----------------------------------|---------------|--------------------------|---------------------------------|
| One industrial robot, maximum torque reduced by 40% | 8.90          | 0.0 %                    | 52.3 %                          |
| • Trained and evaluated with collision prevention only |               |                          |                                 |
| • Trained with collision prevention, evaluated with collision prevention and torque limit prevention | 8.20          | 0.0 %                    | 0.0 %                           |
| Two industrial robot, alternating target points, maximum torque reduced by 40% | 8.43          | 0.0 %                    | 84.3 %                          |
| • Trained and evaluated with collision prevention only |               |                          |                                 |
| • Trained with collision prevention, evaluated with collision prevention and torque limit prevention | 6.18          | 0.0 %                    | 0.0 %                           |
| ARMAR-6 with simultaneous target points | 0.07          | 0.0 %                    | 0.0 %                           |
| • Random agent with torque limit prevention only |               |                          |                                 |
| • Trained and evaluated with torque limit prevention | 16.17         | 0.0 %                    | 0.0 %                           |

of the episodes. However, when evaluating the agent with both collision prevention and torque limit prevention, the torque limit violations no longer occur, while the impact on the performance is rather small. The same applies to our experiments with two industrial robots. As explained in section IV-E, collisions typically lead to torque limit violations. For that reason, collisions can also be avoided by preventing torque limit violations. Our experiments with the humanoid robot ARMAR-6 show that neither a random agent nor a trained agent causes collisions or torque limit violations when evaluated with our torque limit prevention method. However, in contrast to our collision prevention method, no safety distance can be specified. For that reason, it makes sense to use the torque limit prevention in combination with our collision prevention method.
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(a) The target point is reached. (b) The robot stops.

Fig. 5: Collisions are prevented even if the shape of an obstacle is changed from (a) to (b) after training.

TABLE VI: Maximum computation times for episodes with a duration of 8 seconds. Green values indicate real-time capability. Results based on 100 episodes.

| Agent trained with a single target point | Industrial One robot | Humanoids ARMAR-6 | Humanoids ARMAR-6x4 |
|-----------------------------------------|----------------------|-------------------|---------------------|
| • Neither collision prevention nor torque limit prevention | 0.57 s               | 0.65 s           | 0.70 s             |
| • Collision prevention                  | 0.96 s               | 2.43 s           | 7.82 s             |
| • Torque limit prevention               | 1.31 s               | 2.63 s           | 6.10 s             |
| • Collision prevention and torque limit prevention | 1.59 s               | 4.23 s           | 12.88 s            |

E. Real-time capability and sim-2-real transfer

In order to apply our approach to real robots, all computations must be performed in real-time. As a first step, we analyze the maximum computation time of simulated episodes with a duration of 8 s using an Intel i9-9900K CPU. The results are shown in TABLE VI. Using the precalculation technique described in section IV-F, real-time capability is achieved if the time required for the action generation and the background simulation never exceeds $\Delta t_N$. With $\Delta t_N = 0.1$ s, this condition is met for all of our experiments apart from those involving collision prevention with ARMAR6-x4. We note that the computational effort for collision prevention can be significantly reduced by decreasing the rate of collision checks $f_C$, which is set to 100 Hz in our experiments. When doing so, the safety distance $d_s$ should be increased to ensure that no collisions occur between the collision checks.

As can be seen in the accompanying video, we successfully transferred a neural network trained with both collision prevention and torque limit prevention to a real industrial robot shown in Fig 5. For real-time execution, two parallel threads are started by our program: At time step $t$, the first thread starts to perform the action generation and the background simulation for time step $t + 1$ leading to a safely executable joint acceleration $a_{t+2}$. The second thread keeps synchronized with the position-based trajectory controller of the KUKA iiwa robot and uses the computed joint acceleration to interpolate position setpoints at a frequency of 200 Hz. To demonstrate that collisions are prevented even if the environment is changed after training, we rotate the monitor in front of the robot so that a desired
target point can no longer be reached (Fig. 5b). For both monitor orientations, the resulting acceleration and velocity of an exemplary robot joint is visualized in Fig. 6. In case of the rotated monitor, a braking process is initiated at $t = 0.3\,\text{s}$ to prevent a collision between the robot and the monitor.

VI. DISCUSSION

Our method succeeded in learning online generation of optimized robot motions without causing collisions and torque limit violations. In addition, our action space allows the robot joints to be safely operated at their kinematic limits, which is crucial for learning fast and dynamic robot motions like the ones shown in our video. Compared to model predictive control, our method offers the advantage that no dynamics model is needed and that the reward function does not need to be differentiable with respect to the actions. As a drawback, a training phase is needed to generate optimized motions. By adjusting the task-specific part of the state and the definition of the reward function, our method can also be used to learn tasks other than the ones shown in this work. In addition, it is possible to generate a dataset of random but collision-free trajectories, which can be used to learn time-optimized path tracking via reinforcement learning [25]. While our approach provides explicit safety guarantees, a current limitation is that collisions with arbitrarily moving obstacles are not explicitly considered. For most industrial environments, it is reasonable to assume that the position and shape of each obstacle are known before training. However, computing an optimized backup trajectory that actively avoids moving obstacles is a promising direction to address this limitation in future work.

VII. CONCLUSION AND FUTURE WORK

This paper presented a method to learn collision-free and torque-limited robot trajectories. Conflicting constraints are avoided by ensuring the existence of an alternative safe behavior at each decision step. Violations of kinematic joint limits are prevented by the design of the action space used for reinforcement learning. Our evaluation showed that neither random agents nor trained agents violated the specified constraints. Experiments with a real industrial robot demonstrated that safe motions can be computed in real-time.

In future work, we would like to apply our approach to other safety constraints like Cartesian velocity limits. In addition, we are interested in investigating optimized backup trajectories that actively avoid moving obstacles.
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