Automatic Anterior Chamber Angle Classification Using Deep Learning System and Anterior Segment Optical Coherence Tomography Images
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Purpose: The purpose of this study was to develop a software package for the automatic classification of anterior chamber angle using anterior segment optical coherence tomography (AS-OCT).

Methods: AS-OCT images were collected from subjects with open, narrow, and closure anterior chamber angles, which were graded based on ultrasound biomicroscopy (UBM) results. The Inception version 3 network and the transfer learning technique were applied in the design of an algorithm for anterior chamber angle classification. The classification performance was evaluated by fivefold cross-validation and on an independent test dataset.

Results: The proposed algorithm reached a sensitivity of 0.999 and specificity of 1.000 in the judgment of closed and nonclosed angles. The overall classification of the proposed method in open angle, narrow angle, and angle-closure classifications reached a sensitivity of 0.989 and specificity of 0.995. Additionally, the sensitivity and specificity reached 1.00 and 1.00 for angle-closure, 0.983 and 0.993 for narrow angle, and 0.985 and 0.991 for open angle.

Conclusions: The experimental results showed that the proposed method can achieve a high accuracy of anterior chamber angle classification using AS-OCT images, and could be of value in future practice.

Translational Relevance: The proposed deep learning-based method that automate the classification of anterior chamber angle can facilitate clinical assessment of glaucoma.
Introduction

Glaucoma is the second leading cause of blindness worldwide, as well as the foremost cause of irreversible blindness according to data from the World Health Organization. Primary angle closure glaucoma (PACG) is a major form of glaucoma in Asia. This type of glaucoma is characterized by a narrow anterior chamber angle (ACA). On the other hand, prophylactic treatment can well control the development of PACG, due to the accurate detection of narrow ACA that is extremely important for both diagnosis and management. Gonioscopy is considered the gold standard technique to examine the ACA, but it is limited by interobserver variability, even among experienced glaucoma specialists. Because of its good penetration, ultrasound biomicroscopy (UBM) can provide a more detailed assessment of the total anterior segment, so it has been used to evaluate the ACA for decades. However, UBM is a time-consuming examination that requires physical contact with the patient and offers limited resolution. Anterior segment optical coherence tomography (AS-OCT) is a promising alternative as it can acquire high-resolution images of the anterior segment, including the ACA, in a noninvasive and noncontact manner.

For ACA screening, a rather large number of subjects need to be examined within a short period of time, so the speed of the ACA assessment method is of great importance. There have been studies on ACA examinations in patients with glaucoma, but few have focused specifically on population screening. Recently, artificial intelligence (AI) has been used in ACA classification due to its major advantages of being high-speed and fully automatic. Previously, we reported the automatic classification of the ACA using UBM and AI. Compared with UBM, OCT images have better contrast and a higher signal-to-noise ratio (SNR). For AS-OCT images, Xu et al. proposed a multilevel deep network for angle-closure detection, whereas Fu et al. proposed an angle-closure detection method based on the VGG-16 network and transfer learning technique. The purpose of this study was to test the efficacy of a new deep learning system in the automatic classification of ACA using AS-OCT images and to explore whether the new proposed method has a better performance than those in former reports.

Methods

Dataset

The images used in this study were taken with a commercially available SS-OCT system (CASIA SS-1000; Tomey Corporation, Nagoya, Japan; software version 6H.4) at the Eye, Ear, Nose, and Throat Hospital of Fudan University (Shanghai, China) between January 2017 and December 2019. A total of 3000 AS-OCT images were collected from 3000 eyes (1826 subjects). OCT scans were taken by an experienced observer under consistent light conditions (approximately 340 lux). Subjects were asked to remain in the primary gaze position toward an internal fixation light. The eyelids were kept open by a second examiner, who took caution to avoid placing any pressure on the eye. The standard anterior segment protocol, composed of 128 radial scans (each 16 mm in length and 6 mm in depth) taken within approximately 2.4 seconds was used. Horizontal scans (0-180 degrees) were selected from the final analysis. The UBM results of the nasal and temporal angles were used as the standard references. The angles were clinically classified as open, narrow, or angle-closure by two specialists who showed good intra- and inter-observer consistency (Supplementary Table S1). The angle was defined as open angle if the trabecular-iris angle (TIA) was 15 degrees or above, and as a narrow angle if the TIA was less than 15 degrees. The angle was defined as angle-closure if there was contact between the peripheral iris and the scleral spur. Because the left and right ACA can be of different types in some cases, we split the original OCT images into the left and right eye groups (Fig. 1). The final dataset contained 6000 images, with 2000 images of open-angle, 2000 images of narrow-angle, and 2000 images of angle-closure (Supplementary Table S2). In this study, 80% of the dataset was used as a training set, and 20% was used as a testing set, so there were 4800 images in the training set, and 1200 images in the testing set. It should be noted that the training set and test set were split at the participant level, so there were no patients whose images were involved in both the training and testing sets.

Network Architecture

Inception version 3 was used as an ACA-classifying convolutional neural network (CNN), which is illustrated in Figure 2. Inception version 3 is a deep CNN architecture based on GoogLeNet developed by Google. An Inception module was utilized
in this network architecture, which factored $3 \times 3$ convolutions into 2 smaller convolutions, such as $1 \times 3$ and $3 \times 1$. The transfer learning technique was applied to train the proposed ACA classification model, and this model was pretrained on the “ImageNet” dataset. Generally, there are two common ways to fine tune the image classification network. One way is to redesign the last few layers (highlighted by the red dotted box in Fig. 2), because these layers were originally designed for the 1000-category classification task; we should redesign them for our specific task and then retrain these layers to recognize specific classes. The other way is to only freeze the low-level layers, and the remainder architectures, as shown in the part highlighted by the blue dotted box in Figure 2 were all retrained based on the weights pretrained on “ImageNet.” Because the OCT images and the images in the “ImageNet” dataset are substantially different in nature, the second way can be a good choice to retrain our ACA classification network.

The Inception version 3 model was retrained with the cross-entropy loss for 50 epochs using an Adam optimizer, and the batch size was 64, and the initial learning rate was 0.001. This network was carried out with the Keras framework on two GeForce GTX 1080Ti GPUs.
Table 1. Comparison of Different Networks With Different Transfer Learning Ways on Closed and Nonclosed ACA Classification

| Methods          | Trained With Way One                  | Trained With Way Two         |
|------------------|--------------------------------------|------------------------------|
|                  | VGG16      | ResNet18     | ResNet 50   | Inception Version 3 | VGG16      | ResNet18     | ResNet 50   | Inception Version 3 |
| Sensitivity      | 0.892      | 0.915        | 0.963       | 0.877              | 1.000      | 1.000        | 0.997       | 0.999              |
| Specificity      | 0.973      | 0.913        | 0.963       | 0.906              | 0.994      | 0.998        | 1.000       | 1.000              |

*The proposed method: Inception version 3 network trained with transfer learning way two.

Figure 3. Receiver operating characteristic curves (ROC) of VGG16, ResNet18, ResNet50, and Inception version 3 on closed and nonclosed ACA classification. (a) The ROC of the four networks trained with way one; (b) The ROC of the four networks trained with way two.

Statistics

Using the expert’s labeled results as the reference, receiver operating characteristic (ROC) curves were created, and the area under the curve (AUC) was calculated to be used as a metric of the learning-based method. Accuracy, sensitivity, and specificity were also used to evaluate the classification performance of the proposed method, and can be calculated as follows:

\[
\text{accuracy} = \frac{TP + TN}{TP + FP + TN + FN},
\]

\[
\text{sensitivity} = \frac{TP}{TP + FN},
\]

\[
\text{specificity} = \frac{TN}{TN + FP},
\]

Where \(TP\), \(TN\), \(FP\), and \(FN\) represent the number of true positives, true negatives, false positives, and false negatives, respectively. For three classes ACA classification, \(TP\) is defined as the number of cases correctly identified as an open angle (narrow angle or angle-closure), \(TN\) as the number of cases correctly identified as other angle, \(FP\) as the number of cases incorrectly identified as an open angle (narrow angle or angle-closure), and \(FN\) as the number of cases incorrectly identified as other angle.

Results

Judgment of Angle-Closure

For the judgment of closed and nonclosed angles, the Inception version 3 and another three networks: VGG16, ResNet18, and ResNet50, were all trained on our dataset with transfer learning techniques in either way one or way two. The proposed method (Inception version 3 with transfer learning technique in way two) obtained the best results, the AUC was 1.000, and the sensitivity and specificity were 0.999 and 1.000, respectively (Table 1, Fig. 3).

Classification of ACA

Different networks with different transfer learning ways were also compared for open, narrow-angle, and angle-closure classifications. The average sensitivity and specificity of the proposed method (Inception version 3 with transfer learning technique in way two) were 0.999 and 1.000, respectively.
Discussion

Using the algorithm described here, the ACA could be automatically divided into three categories: open, narrow, and angle-closure with AS-OCT images. The algorithm achieved an overall sensitivity of 0.989, specificity of 0.995, and the AUC was 1.00.

In a population-based study of UBM by Henzan,18 the averaged TIA of PACG or suspected PACG was 10.3 ± 3.9 degrees, and the average of healthy control group was 24.2 ± 9.3 degrees. In this and a former study, we used 15 degrees, that is, one standard deviation (SD) above the average of PACG or suspected PACG subjects (10.3 + 3.9 = 14.2 degrees) and one SD below the average of healthy control subjects (24.2 - 9.3 = 14.9 degrees), as the boundary between narrow and open angle. Although the OCT system automatically provides the results of ACA, there is no well-accepted standard for narrow angle using AS-OCT.

### Table 2. Comparison of Different Networks With Different Transfer Learning Ways on Open, Narrow Angle, and Angle-Closure Classifications

| Methods       | VGG 16 | ResNet 18 | ResNet 50 | Inception Version 3 | VGG 16 | ResNet 18 | ResNet 50 | Inception Version 3 |
|---------------|--------|-----------|-----------|---------------------|--------|-----------|-----------|---------------------|
| Sensitivity   | 0.921  | 0.886     | 0.923     | 0.803               | 0.986  | 0.987     | 0.984     | 0.989               |
| Specificity   | 0.961  | 0.945     | 0.962     | 0.901               | 0.993  | 0.993     | 0.991     | 0.995               |

* The proposed method: Inception v3 network trained with transfer learning way 2

### Figure 4. Receiver operating characteristic curves (ROC) of VGG16, ResNet18, ResNet50, and Inception version 3 on open, narrow-angle, and angle-closure classifications. (a) The ROC of the four networks trained with way one; (b) the ROC of the four networks trained with way two.

### Table 3. Deep Learning-Based ACA Classification Method Compared with Manual Classification

| Manual Classification | Automated ACA Classification |
|-----------------------|-------------------------------|
| No. Angle-Closure     | No. Narrow Angle | No. Open Angle |
| Angle-closure         | 400                          | 0              | 0              |
| Narrow angle          | 400                          | 393            | 6              |
| Open angle            | 400                          | 7              | 394            |
| Total                 | 1200                         | 400            | 400            |
| Sensitivity           | 1.000                        | 0.983          | 0.985          |
| Specificity           | 1.000                        | 0.993          | 0.991          |
| Accuracy              |                              | 0.989          |
in population-based studies. As a result, UBM results were used as a reference.

Automatic assessment of ACA using AS-OCT has been reported before. In the early time, the Zhongshan Angle Assessment Program\textsuperscript{19} investigated a semi-automatic algorithm, but the method required manual marking of the scleral spur. Recently, others reported fully automated analysis of ACA using AS-OCT image and AI techniques. As most methods focus on the decision of angle-closure,\textsuperscript{20,14,15} for a fair comparison, we first trained and tested the proposed method for the ability of angle-closure judgment. Our method achieved an AUC of 1.00 for closed and non-closed angle classification. The algorithm was also able to classify the angle into open, narrow angle, and angle-closure with a rather high accuracy. To reveal insight to the decision of the neural networks, gradient-weighted class activation mapping\textsuperscript{21} was applied to generate visual explanations of the CNN-based network. The saliency maps highlight the regions that the neural network is interested in, the warmer color represents more interests. The saliency maps (Fig. 5) for different angles showed that the most interested region of the proposed method was around the ACA, which coincided with the main area ophthalmologists used to make a diagnosis.

The accuracy achieved in this study was better than the accuracies reported in other studies. There are two possible explanations, one is that the method proposed in this study was based on the transfer learning technique in way two. Transfer learning is a useful method for overcoming the problem that a large number of labeled medical images cannot be obtained because transfer learning can help train the network in a short time with high accuracy. Therefore, it has been widely used in a variety of fields.\textsuperscript{22–24,26} As described in Section 2.2, there are two common ways to fine tune the image classification network. One is to redesign only the last few layers (way one: highlighted by the red dotted box in Fig. 2), and the other way is to only freeze the low-level layers and retrain all the remaining architectures (way two: highlighted by the blue dotted box in Fig. 2). In this work, we did multiple experiments for ACA classification with different networks trained in different transfer learning ways. The results (see Tables 1, 2, Figs. 3, 4) demonstrated the superiority of transfer learning way two over way one. The reason might be that the natural images and the OCT images have nearly the same low-level features, but their middle- and high-level features are different, only training the parameters of the last layers might have made the network less sensitive to the features of the new image modality. The previous work\textsuperscript{7,14,15} trained the network with transfer learning way one. The other possible explanation might be that the datasets in two papers\textsuperscript{7,14} were unbalanced, which could affect the performance of the network.\textsuperscript{25}

The performance of this study was also better than our previous work\textsuperscript{16} which classifies the ACA in UBM images, although the UBM images and AS-OCT

\begin{figure}[h]
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\caption{Representative saliency maps highlight the regions that are most discriminative in the ACA classification.}
\end{figure}
images were trained with almost the same model architecture. There are two possible reasons: one reason is that the signal-of-noise ratio and image contrast of UBM images is lower than AS-OCT images, and the other reason is that the amount of data (without augmentation operation) for UBM classification (540 images) is much less than that for AS-OCT (6000 images). For the learning-based method, the amount and variety of data are important for the performance of the networks.

The results of this study suggest that by using AI and AS-OCT images, closed, narrow, and open angle cases of ACA could be screened automatically with high accuracy. Classic methods of ACA assessment, like gonioscopy and UBM, are time-consuming and require contact with the patient, and their accuracy relies heavily on the examiner’s experience. In contrast, AS-OCT is performed in a noncontact manner, and the automatic method developed here can process an image within 1 second. The combination of AS-OCT and automatic image processing is ideal for the screening of a large population. Subjects at risk could be detected and benefit from immediate follow-up and proper prophylactic treatment.

This study had several limitations. Images acquired by only one AS-OCT system were included this study, all the subjects were Chinese, and the number of subjects was limited. In addition, as the incident angle of the scan light can affect the result of OCT imaging, and only images acquired by one protocol were included, the algorithm developed here needs to be further modified for the processing of ACA acquired using other models or protocols. Besides, because automatic measurement of ACA was provided by AS-OCT, the accuracy of classification might be improved if this process is also included in the algorithm. This will be tested in the future.

In this study, an automated method was proposed and found to achieve a high accuracy of ACA classification using AS-OCT images and AI techniques, so the algorithm developed here could be of value in future practice.
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