Mock halo catalogs: assigning unresolved halo properties using correlations with local halo environment

Sujatha Ramakrishnan\textsuperscript{1}\textsuperscript{*}, Aseem Paranjape\textsuperscript{1}\textsuperscript{†} & Ravi K. Sheth\textsuperscript{2,3}\textsuperscript{‡}

\textsuperscript{1} Inter-University Centre for Astronomy & Astrophysics, Ganeshkhind, Post Bag 4, Pune 411007, India
\textsuperscript{2} Center for Particle Cosmology, University of Pennsylvania, 209 S. 33rd St., Philadelphia, PA 19104, USA
\textsuperscript{3} The Abdus Salam International Center for Theoretical Physics, Strada Costiera, 11, Trieste 34151, Italy

ABSTRACT

Large-scale sky surveys require companion large volume simulated mock catalogs. To ensure precision cosmology studies are unbiased, the correlations in these mocks between galaxy properties and their large-scale environments must be realistic. Since galaxies are embedded in dark matter halos, an important first step is to include such correlations – sometimes called assembly bias – for dark matter halos. However, galaxy properties correlate with smaller scale physics in halos which large simulations struggle to resolve. We describe an algorithm which addresses and largely mitigates this problem. Our algorithm exploits the fact that halo assembly bias is unchanged as long as correlations between halo property $c$ and the intermediate-scale tidal environment $\alpha$ are preserved. Therefore, knowledge of $\alpha$ is sufficient to assign small-scale, otherwise unresolved properties to a halo in a way which preserves its large-scale assembly bias accurately. We demonstrate this explicitly for halo internal properties like formation history (concentration $c_{200b}$), shape $c/a$, dynamics $c_v/a_v$, velocity anisotropy $\beta$ and angular momentum (spin $\lambda$). Our algorithm increases a simulation’s reach in halo mass and number density by an order of magnitude, with improvements in the bias signal as large as 45% for 30-particle halos, thus significantly reducing the cost of mocks for future weak lensing and redshift space distortion studies.
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1 INTRODUCTION

Future large-volume surveys need thousands of realisations of simulated data of comparable size to serve as test-beds on which to design observables and provide error estimates (Mao et al. 2018). State-of-the-art hydrodynamical simulations are computationally expensive and cannot meet the demands of these surveys in terms of volume or number of realisations without compromising on the resolution. This has led to dark matter halo-based approaches which simulate the dark matter component only, and then ‘paint’ galaxies onto the simulated dark matter halos. These are of two types. In semi-analytic galaxy formation models, galaxy properties are determined by modeling a range of (baryonic) physical processes that are not present in the dark matter only simulation, on a halo-by-halo basis (see Somerville & Davé 2015, for a recent review). These seek to reproduce a wide variety of different observables, but because the underlying physics is uncertain, they are not always guaranteed to reproduce the properties of a given dataset. Moreover, they are rather computationally expensive. The other ‘Halo Model’ approach is more empirically driven, and uses constraints derived from the measured abundance and clustering in a survey to determine how galaxies populate halos. The simplest of these assume that the galaxy population in a halo depends on halo mass alone (see, e.g., Skibba & Sheth 2009; Zu & Mandelbaum 2016, and references therein).

However, even at fixed mass, stochasticity in halo assembly results in a wide range of structural properties. These include the halo density profile, shape, angular momentum, velocity structure, etc. The assembly history of a halo also affects the formation of galaxies in it, so the mix of galaxies in a halo correlates with many of these other factors as well. Since halos having different internal properties cluster differently (Sheth & Tormen 2004; Wechsler et al. 2006; Croton et al. 2007; Faltenbacher & White 2010), the question of how to incorporate these ‘assembly bias’ effects into mock galaxy catalogs has been the focus of many studies (Hearin & Watson 2013; Masaki et al. 2013; Paranjape et al. 2015;...
Our approach to this problem is as follows: Since the formation history of a halo correlates with its structure, by coupling galaxy properties to this structure, one can account for those aspects of galaxy assembly bias which are directly inherited from halo structure or formation history. Indeed, previous work has shown that correlations in the mock galaxy population which are inherited from halo mass alone are able to reproduce many observed correlations between real galaxies and their environment (Paranjape et al. 2018a; Alam et al. 2019). So, incorporating other halo structural parameters should result in even more realistic mocks. Unfortunately, reliable estimates of many of the structural parameters require that the halo be sampled by many particles. At the low mass end, one needs approximately 10× more particles per halo than are needed to estimate its mass. As a result, assembly bias pushes even the ‘paint galaxies into halos’ approach up against the wall of resolution. It is this problem which has motivated our study. Since this problem has to do with halo rather than galaxy properties, our focus in this work will be on halo catalogs rather than the prescriptions for painting galaxies into them.

Recent work has shown that the correlations between halo internal properties and the matter distribution on large scales can be factorized as arising from two distinct correlations: one between the large-scale halo bias and a – a suitably defined measure of the tidal environment on an intermediate scale (Paranjape et al. 2018b) – and the other between α and internal properties on smaller scales (Ramakrishnan et al. 2019; see also Dalal et al. 2008; Hahn et al. 2009; Borzyszkowski et al. 2017). As the required resolution for estimating α reliably is not more stringent than for estimating halo mass, α can be measured easily even when internal properties of a halo cannot (we show this explicitly below). Our goal is to leverage knowledge of halo mass and halocentric α to make realistic ‘assembly biased’ mocks down to the mass scale at which halos are sufficiently well-resolved. In effect, we use the tidal environment as a lens for increasing the effective resolution of a simulation, thus increasing its effective dynamic range by an order of magnitude.

The paper is organised as follows. Section 2 describes the simulations and halo properties used in this work. Section 3 first shows that the assembly bias signal is unchanged if one shuffles internal halo properties around, between halos of the same mass and α. This is an explicit demonstration of why α can be used to improve the effective resolution of a simulation. It then provides fitting functions for the probability distribution of halo properties as a function of halo mass and α. Section 4 uses these to generate mock halo catalogs from low-resolution simulations, and demonstrates explicitly that they have the same assembly bias as higher resolution simulations. We summarise in Section 5. The Appendices provide some of the technical analyses relevant to the main text.

2 SIMULATIONS AND HALO PROPERTIES

Here we use three volumes of N-body simulations: 2 realisations of 150h⁻¹Mpc, 10 realisations of 300h⁻¹Mpc and 3 realisations of 600h⁻¹Mpc, each of which evolve 1024³ particles of collisionless CDM using the tree-PM code GADGET-2 (Springel 2005) with a 2048³ PM grid. The force resolution in the increasing order of simulation volume is ε = 4.9, 9.8 and 19.6h⁻¹kpc. Due to the increasing particle mass, m_p = 2.4 × 10⁶h⁻¹M⊙, 1.93 × 10⁶h⁻¹M⊙ and 1.54 × 10⁶h⁻¹M⊙, we henceforth refer to these three sets of simulations as the high-, medium- and low-resolution simulations, respectively.

All the simulations have the same spatially flat ΛCDM cosmology with the following cosmological parameters: total matter density parameter Ω_m = 0.276, baryonic matter density Ω_b = 0.045, Hubble constant H₀ = 100hkm⁻¹Mpc⁻¹ with h = 0.7, primordial scalar spectral index n_s = 0.961 and r.m.s linear fluctuations in spheres of radius 8h⁻¹Mpc, σ_8 = 0.811, with transfer function generated by the code CAMB (Lewis et al. 2000). Initial conditions were generated with the code MUSIC (Hahn & Abel 2011) using 2nd-order Lagrangian perturbation theory, at starting redshifts z_in = 99, 49, 49 for the 150, 300 and 600h⁻¹Mpc simulation boxes respectively. We focus on results at z = 0 in this work.

2.1 Halo properties from a halo finder

We identified halos using the halo finder ROCKSTAR (Behroozi et al. 2013), which is based on a 6-D phase space Friends-of-Friends algorithm. To prevent contamination from substructure as well as any spurious objects, we discard sub-halos and also apply a virial ratio cut-off 2|T/|U| ≤ 2 (Bett et al. 2007). For our main analysis and calibrations, we use well-resolved halos with > 500 particles (see Appendix B for a resolution study).

Throughout, we quote halo masses m using the M200b definition, which is the mass enclosed inside the radius R200b, at which the enclosed density is 200 times the background density. R200b is also used in measuring the local tidal environment of halos, as discussed later. Here we list the halo properties used in this work, some of which are directly output by ROCKSTAR, while for a few others we modified the code to output them.

2.1.1 Halo Concentration

The halo concentration is defined as

\[ c_{200b} = R_{200b}/r_s, \]  

where \( r_s \) is the scale radius of the NFW profile (Navarro et al. 1997) fitted to each halo by ROCKSTAR. The halo concentration is the most common assembly bias variable discussed in the literature and generally considered a proxy for formation epoch (although see Salcedo et al. 2018; Rey et al. 2019; Wang et al. 2020).

1. http://www.mpa-garching.mpg.de/gadget/
2. http://camb.info/
3. https://www-n.oca.eu/ohahn/MUSIC/
4. https://bitbucket.org/gfcstanford/rockstar
2.1.2 Halo Spin

A dimensionless measure of the angular momentum of the halo is

$$\lambda = \frac{J}{E^{1/2} G M_{\text{vir}}^{3/2}},$$

where $J$ is the magnitude of the angular momentum, $E$ is the total energy, $M_{\text{vir}}$ is the virial mass of the halo and $G$ is Newton’s constant (Peebles 1969).

2.1.3 Halo Shape

Dark matter halos in general have a triaxial shape that can be quantified using the mass ellipsoid tensor.

$$M_{ij} = \sum_{n \in \text{halo}} \frac{x_n, i x_n, j}{r_n^2},$$

where $x_n$ is the comoving position of the $n^{th}$ particle with respect to the halo center-of-mass and $r_n$ is the corresponding ellipsoidal distance. We can arrange the eigenvalues of $M_{ij}$ as $a^2 \geq b^2 \geq c^2$ and characterise the halo shape by the ratio of the smallest to the largest eigenvalue $c/a$. The mass tensor is computed iteratively, each time only including the particles inside the ellipsoid found in the previous step with semi-major axis equal to the virial radius of the halo (Allgood et al. 2006).

2.1.4 Velocity ellipsoid

The velocity ellipsoid for a halo with $N$ particles is given by

$$V_{ij}^2 = \sum_{n \in \text{halo}} \frac{v_n, i v_n, j}{N},$$

where $v_n$ is the relative velocity of the $n^{th}$ particle with respect to the bulk velocity of the halo. We can arrange the eigenvalues of $V_{ij}^2$ as $a^2 \geq b^2 \geq c^2$ and characterise the velocity ellipsoidal asphericity by the ratio of the smallest to the largest eigenvalue $c/a$. This is one measure of the anisotropy in the velocity dispersion of a halo.

2.1.5 Velocity anisotropy

Another measure of the kinematics of a halo’s dark matter content is given by the velocity anisotropy (Binney & Tremaine 1987).

$$\beta = 1 - \frac{\sigma_r^2}{2 \sigma_t^2},$$

where $\sigma_r^2$ and $\sigma_t^2$ are the tangential and radial velocity dispersion of the particles in a halo.

We modified ROCKSTAR to compute and output the velocity anisotropy $\beta$ and velocity ellipsoidal asphericity $c/a$. See Ramakrishnan et al. (2019) for further details.

2.2 Standardised tidal anisotropy

We characterise the local environment around the halo by the tidal anisotropy $\alpha$ obtained from the eigenvalues of the tidal tensor Gaussian-smoothed at scale $R_G = 4 R_{200b}/\sqrt{5}$ of the halo (Paranjape et al. 2018b). The procedure in detail is as follows.

We first compute the overdensity field using the cloud-in-cell (CIC) algorithm on a $1024^3$ grid. Then, a Gaussian kernel is used to smooth the field on various smoothing scales $R_G$ starting from the value appropriate for the minimum $R_{200b}$ in the simulation to $6.5 h^{-1}$Mpc in 40 logarithmically spaced intervals, which in Fourier space is $\delta(k; R_G) = \delta(k) e^{-k^2 R_G^2 / 2}$. The tidal tensor field can now be obtained for a range of smoothing scales $R_G$ by inverting the Poisson equation and taking derivatives i.e, the inverse Fourier transform of $(k; k_j/k^2)\delta(k; R_G)$. We evaluate the tidal tensor field at the nearest grid point to the location of halo, linearly interpolated between the two smoothing scales $R_G$ closest to $4 R_{200b}/\sqrt{5}$ of the halo; the eigenvalues of this tensor $\lambda_1, \lambda_2, \lambda_3$ define the halo-centric tidal anisotropy $\alpha$ as follows,

$$\alpha \equiv \sqrt{q^2/(1 + \delta)}$$

where $q^2 = \langle (\lambda_1 - \lambda_2)^2 + (\lambda_2 - \lambda_3)^2 + (\lambda_3 - \lambda_1)^2 \rangle / 2$ is the tidal shear and $\delta = \lambda_1 + \lambda_2 + \lambda_3$ is the matter overdensity.

In this work, we rescale (standardise) the tidal anisotropy parameter as follows:

$$\tilde{\alpha} = \ln \alpha - \langle \ln \alpha | m \rangle$$

$$\sqrt{\text{Var}(\ln \alpha | m)}$$

where $\langle \ln \alpha | m \rangle$ and $\sqrt{\text{Var}(\ln \alpha | m)}$ are the mean and the central 68.3 percentile of $\ln \alpha$ in a narrow bin of mass $m$. In this form, the distribution of $\tilde{\alpha}$ is very well approximated by a standard Gaussian for all $m$ considered (see Figure 1 of Ramakrishnan & Paranjape 2020). In practice, we standardise on-the-fly by first calculating the mean and variance in narrow mass bins and then interpolating for the specific halo.

3 HALO PROPERTIES FROM LOCAL ENVIRONMENT

In this section, we develop an argument for assigning internal halo properties $c$ such as concentration, shape, etc. (see section 2.1) by knowing a halo’s tidal environment $\tilde{\alpha}$ and sampling from an appropriate conditional probability distribution $p(c|m, \tilde{\alpha})$. We first motivate the argument using shuffled measurements of assembly bias and then provide convenient fitting functions for $p(c|m, \tilde{\alpha})$ calibrated using our high- and medium-resolution simulations.

3.1 Motivation using assembly bias

Ramakrishnan et al. (2019) showed that the distribution of any small-scale halo property $c$ (e.g. all those in the previous section), conditioned on the values of large-scale bias $b_1$, the intermediate-scale $\tilde{\alpha}$, and halo mass $m$, satisfies

$$p(c|b_1, \tilde{\alpha}, m) = p(c|\tilde{\alpha}, m).$$

Therefore, the joint distribution of $c$ and $b_1$, conditioned on $\tilde{\alpha}$ and $m$, satisfies

$$p(c, b_1|\tilde{\alpha}, m) \equiv \frac{p(c, b_1, \tilde{\alpha}, m)}{p(\tilde{\alpha}, m)} = \frac{p(c|b_1, \tilde{\alpha}, m) p(b_1, \tilde{\alpha}, m)}{p(\tilde{\alpha}, m)} = \frac{p(c|\tilde{\alpha}, m) p(b_1|\tilde{\alpha}, m)}{p(\tilde{\alpha}, m)}.$$
Figure 1. Comparison of the real-space 2-point correlation function $\xi(r)$ of halos in two narrow mass bins measured in simulations (lines) with that obtained from the same halos shuffled in bins of tidal anisotropy (markers) as described in section 3. Each panel shows the halo clustering in quartiles of a single halo property (indicated in the label). The solid (dashed) lines show the mass range corresponding to $3 \times 10^{13} - 10^{14}$ ($10^{12} - 6 \times 10^{12}$) $h^{-1} M_\odot$. For halo shape $c/a$, spin $\lambda$ and velocity ellipsoid asphericity $c_v/a_v$, the upper quartile is more clustered than the lower quartile. For velocity anisotropy $\beta$, the lower quartile is more clustered than the upper quartile while the halo concentration $c_{200b}$ shows opposite trends for the two chosen mass ranges. For each quartile of each property, the shuffled sample accurately reproduces $\xi(r)$ at separations $1 \lesssim r/h^{-1} \lesssim 50$, as seen in the lower panels which plot the ratio of $\xi(r)$ in the shuffled samples to the corresponding simulation results. All measurements show the average over 10 realisations of our medium-resolution simulation, with error bars and bands showing the standard error in the mean.

where the first term of the final expression uses equation (8). Assembly bias is a statement about how the correlation between $c$ and $b_1$ depends on $\tilde{\alpha}$ and $m$: $\langle c b_1 | \tilde{\alpha}, m \rangle$. Therefore, if a simulation has already produced the correct spatial distribution and local tidal environment of halos – in other words, the distribution $p(b_1 | \tilde{\alpha}, m) p(\tilde{\alpha} | m)$ – then assigning small-scale halo property $c$ using $p(c | \tilde{\alpha}, m)$ is guaranteed to produce the correct assembly bias for that property.

The useful consequence of equation (9), which we exploit below, is this: Since $\tilde{\alpha}$ is defined at scales larger than the halo radius (section 2.2), it can be accurately estimated for relatively poorly resolved halos as compared to, say, halo concentration, shape or spin (Appendix B). This means a sampling of halo property $c$ conditioned on $\tilde{\alpha}$ has the potential to substantially increase the dynamic range of halos that can be used in a large-volume simulation box. At the low-mass end of typical Gpc-sized simulations (Garrison et al. 2018; Villaescusa-Navarro et al. 2020), a factor 10 improvement in mass resolution (which is not unreasonable, as we will demonstrate below) can translate to an increase by factors of $\sim 8$-30 in halo number, depending on the simulation’s particle mass resolution.

3.2 A shuffling test of assembly bias

In this section, we present a proof-of-concept exercise to establish this idea, using pre-existing measurements of all halo properties computed using ROCKSTAR. In this exercise, we sample $p(c | \tilde{\alpha}, m)$ by directly shuffling measurements in our medium-resolution simulations to produce ‘mock’ halo properties. Thus, each halo is now endowed with not only its actual value of $c$ as determined by ROCKSTAR, but also with a mock value of $c$. However, for the mock value, equa-
tion (9) is true by construction. Therefore, a comparison of the clustering of halos selected by their actual and mock $c$ values provides a test of our idea.

To implement the sampling of $p(c|\tilde{\alpha}, m)$, we subdivide halos into narrow bins in mass $m$ and tidal anisotropy $\tilde{\alpha}$ (we use quintiles of $\tilde{\alpha}$ for each mass bin). Each halo property $c$ is then shuffled amongst the halos within the same 2-dimensional bin of $(m, \tilde{\alpha})$, thus preserving the correlations between $c$ and $(m, \tilde{\alpha})$.

Figure 1 shows the real-space 2-point correlation function $\xi(r)$ for sub-populations of halos in two narrow mass bins as indicated, and further split into the upper and lower quartiles of each internal halo property (different panels) as generated directly by ROCKSTAR (lines) or by shuffling (symbols). We use the natural estimator (Peebles & Hauser 1974) of the correlation function,

$$\xi(r) = \frac{DD(r)/RR(r) - 1}{\rho_c},$$

which is appropriate for our periodic simulation boxes, where $DD$ is the number of halo pairs with separation in the range $(r,r+\Delta r)$, and $RR$ is the same quantity for a random distribution of the same number density. For $N_2$ halos in a periodic box of side $L_{box}$, $RR = N_2(N_2/L_{box}^3)\pi r^2\Delta r$.

Notice that $\xi(r)$ in the shuffled sample is in excellent agreement with the original one, not just on very large scales, but all the way down to the scale on which $\alpha$ is defined, which is approximately $1h^{-1}\text{Mpc}$ for the lower mass range we display. At separations $\lesssim 1h^{-1}\text{Mpc}$, on the other hand, the shuffled samples differ slightly from the original, indicating that factors other than the tidal environment play a significant role in the spatial correlations between the internal properties of nearby halos.

Overall, we conclude that equation (9), and hence our basic concept of sampling distributions of halo properties conditioned only on halo mass and local environment, is remarkably successful at reproducing clustering on scales $\gtrsim$ few $h^{-1}\text{Mpc}$.

### 3.3 Probability distribution of halo properties

For the results of the previous subsection to be useful in practice, we also need $p(c|m, \tilde{\alpha})$. In principle, we could simply measure these conditional distributions in our medium- and high-resolution simulations and provide them in tabular form. However, if $p(c|m, \tilde{\alpha})$ were Gaussian, then we would simply need to describe how the mean and variance depend on $m$ and $\alpha$. Moreover, recalling that $\tilde{\alpha}$ is approximately a standard Gaussian variate (section 2.2), the description of the conditional distribution $p(c|m, \tilde{\alpha})$ greatly simplifies if $c$ is also approximately Gaussian distributed. In this case, in fixed

5 The lower mass range in Figure 1 contains halos with at least 500 particles, which is sufficient to resolve all five halo properties and their correlations with the local tidal environment (Appendix B).

6 Note that, if the shuffling were performed only at fixed mass, we would effectively be sampling the distribution $p(c|m)$, and the resulting mock catalog would not recover the assembly bias due to $c$. Instead, halo samples with high and low values of $c$ at fixed mass would have identical clustering strengths (within measurement errors). We have explicitly checked that this does, in fact, happen. This is similar to the ‘assembly bias erased’ mocks discussed by Croton et al. (2007); Hearin (2015); Zehavi et al. (2018).

mass bins (and suppressing the explicit mass dependence for brevity), we would have

$$p(c|\tilde{\alpha}) = \frac{e^{-(c-\mu_c,\tilde{\alpha})^2/2\sigma_c^2(1-\rho_c^2)}}{\sqrt{2\pi}\sigma_c^2(1-\rho_c^2)}.$$  

Here, $\mu_c$ and $\sigma_c$ are the mean and the standard deviation of the marginal distribution $p(c)$ and $\rho_c$ is the correlation coefficient between $c$ and $\tilde{\alpha}$.

After some exploration (Appendix A), we decided to approximate the distribution of the halo properties as follows,

- halo concentration $c_{200b} \rightarrow \text{Lognormal}$
- halo spin $\lambda \rightarrow \text{Lognormal}$
- halo shape $c/a \rightarrow \text{Gaussian}$
- halo velocity ellipsoid $c/v_\alpha \rightarrow \text{Gaussian}$
- velocity anisotropy $\beta \rightarrow \text{Gaussian in ln}(1-\beta)$

Figure 2 shows the measured probability distributions of all the five halo properties, transformed in each case to be close to Gaussian distributed (halo shape $c/a$ and velocity ellipsoid asphericity $c/v_\alpha$ are not transformed; see text for a discussion). Triangle (star) markers show the distribution for the mass range 1-2 $(4-6)\times10^{13}h^{-1}M_\odot$.

Here, $\mu_c$ and $\sigma_c$ are the mean and the standard deviation of the marginal distribution $p(c)$ and $\rho_c$ is the correlation coefficient between $c$ and $\tilde{\alpha}$.

Figure 2 shows the measured probability distributions of all the five halo properties, transformed in each case to be close to Gaussian distributed (halo shape $c/a$ and velocity ellipsoid asphericity $c/v_\alpha$ are not transformed; see text for a discussion). Triangle (star) markers show the distribution for the mass range 1-2 $(4-6)\times10^{13}h^{-1}M_\odot$.

Similar results hold for all the mass bins we consider in this work. For halo spin $\lambda$, we added an arbitrarily chosen constant 2.5 to $\ln \lambda$ for visual clarity.
the residuals of the polynomial compared to the data are
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of the fit, $N_\chi$ is the number of data points and $\bar{\rho}$ being the mean density of the Universe at $z = 0$.
9 The Akaike information criterion with correction (Akaike 1974; Sugiyama 1978; see Liddle 2007 for a review) is given by AICC = $\chi^2_{\text{min}} / 2 + 2kN/(N - k - 1)$, where $\chi^2_{\text{min}}$ is the minimum Chi-squared of the fit, $N$ is the number of data points and $k$ is the number of fitted parameters. Due to small error bars in our data, the minimum Chi-squared values are typically large which causes $\hat{\alpha}$ to be a powerful method to increase the available
dynamic range of the simulation boxes.

4 APPLICATION TO LARGE-VOLUME SIMULATIONS
As noted in the Introduction, resolving low-mass objects in large volumes is difficult. The internal properties of objects resolved with $\lesssim$ few $\times$ 100 particles are known to be affected by numerical resolution effects. Since the tidal anisotropy is computed at a larger scale ($\sim$ few $\times$ halo radius) than the internal halo properties, one might expect it to have better convergence behaviour than the internal properties at the same mass. If this holds, then the technique outlined above is potentially a powerful method to increase the available
dynamic range in halo properties in a large-volume, low
resolution simulation. We demonstrate below that this is
indeed the case.

In Appendix B, we present a resolution study using our medium- and high-resolution boxes to determine the minimum particle count required for convergence of the basic variables $\mu_c$, $\sigma_c$ and $\rho_c$ for different halo properties $c$ used in this work, compared with a similar exercise for the median and variance of $\ln \alpha$. The bottom-line of this study is that the required statistics of the halo properties are typically well-
resolved only for halos with particle counts $\gtrsim 500$ (consistent with previous studies, see e.g. Bett et al. 2007; Paranjape & Padmanabhan 2017; Mansfield & Avestruz 2020), while the

Gaussian counterparts using the analytical relation between Lognormal and Gaussian correlation coefficients (equation B2 of Ramakrishnan & Paranjape 2020). The mass ranges for the simulations in each mass volume were chosen based on the resolution study presented in Appendix B.

The solid curves for $\mu_c$ and $\sigma_c$ for $c = \ln c_{200b}$ are obtained from the fits for the median and variance of $\ln c_{200b}$ provided by Diemer & Kravtsov (2015), converted to the 200b definition assuming NFW profiles using the prescription of Hu & Kravtsov (2003). These accurately describe the corresponding measurements in our simulations. Similar simple fitting functions were not available in the literature for the other variables, and we have calibrated them ourselves.

The solid curves for the remaining variables are polynomial fits (Tables A1-A5) in the variable ln($\nu$).
7 The degree of the polynomial to be used for each variable was determined by an analysis with the Akaike Information Criterion with correction (AICC). Given a halo catalog at $z = 0$ with measured values of $\ln c_{200b}$ and $\alpha$ for each halo, internal properties $c$ can then be assigned one at a time by (i) standardising $\alpha$ in narrow mass bins to obtain $\hat{\alpha}$, and (ii) using the fits for $\mu_c$, $\sigma_c$ and $\rho_c$ shown in Figure 3 and Tables A1-A5 to sample the conditional (1-dimensional) distributions $p(c|\hat{\alpha})$ (equation 11) and assign values of $c$ to individual halos in each mass bin. We note that the fits collectively span between 3 to 4 orders of magnitude in mass (with some variation depending on halo property). In the next section, we apply this technique to our low-resolution simulation to demonstrate its power in extending the dynamic range of the simulation boxes.
median and variance of $\alpha$ are accurately resolved for halos containing as few as 30 particles. Thus, our methodology can lead to potential gains of more than an order of magnitude in mass.

To demonstrate this explicitly, we generate mock values for haloes in our large-volume ($600 h^{-1}$Mpc), low-resolution simulation box (in which 300 particles corresponds to a mass of $4.6 \times 10^{12} h^{-1} M_\odot$) by sampling from $p(c|m, \tilde{\alpha})$ and measure the clustering signals which result. Figures 4 and 5 compare the corresponding assembly bias with that measured in the original (resolution compromised) simulation for a range of choices for $c$. (See Appendix C1 for details of the measurement procedure.) As reference values, we use the calibrations of large-scale, scale-independent assembly bias from the Separate Universe (SU) technique presented in Ramakrishnan & Paranjape (2020) which take as input the correlation between Gaussianized $c$ and $\tilde{\alpha}$.\footnote{One may also treat direct $b_1$ measurements from a higher resolution simulation as the reference. This comparison is shown in Figure C1: the mock values are closer to the high-resolution curves. However, since the high-resolution simulation is a smaller volume box, the bias measurements suffer from systematic effects due to missing long-wavelength modes which affect the magnitude of $b_1$ for individual halos. Due to this systematic ambiguity, and because the SU calibration has very low noise, we prefer to use the SU results as our reference.} Besides being a different approach to measuring halo bias, the SU calibrations are both very accurate and not limited by box-size effects.

The panels on the left show that, typically, the results in the original low-resolution simulation show a smaller assembly bias signal than the SU reference. This is easily understood by inspecting Figure B3, which shows that resolution artefacts tend to degrade the correlations between halo properties and $\alpha$, whereas the statistics of $\alpha$ itself are accurately estimated at the same masses. In contrast, our mock sampling technique does not suffer from this drawback, since

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Comparison of assembly bias due to halo shape $c/a$ (top row) and concentration $c_{200b}$ (bottom row) in our large-volume, low-resolution simulations and corresponding mocks with Separate Universe (SU) calibrations. For each halo property $c$, the four different coloured data markers show the average halo bias in the four quartiles of $c$, with values $c$ measured directly in the low-resolution simulation (left panels) and assigned by our conditional sampling algorithm (right panels). The solid curves, repeated for each property in the corresponding left and right panel, show the calibration for assembly bias using the SU technique from equation 27 of Ramakrishnan & Paranjape (2020). The small lower sub-panels in each case show the ratio of each assembly bias curve with the SU calibration. Low-mass halos resolved with $\lesssim 300$ particles (halo masses $\lesssim 4.6 \times 10^{12} h^{-1} M_\odot$) in the simulation (left hand panels) fail to reproduce the full strength of assembly bias, while corresponding halos in the mock catalogs (right hand panels) perform much better down to a 30 particle threshold.}
\end{figure}
Simulation $c/a_v$ (top row), velocity anisotropy $\beta$ (middle row) and halo spin $\lambda$ (bottom row). Similarly to halo shape and concentration, we again see that our mock algorithm outperforms the actual simulation in reproducing assembly bias trends for poorly resolved halos. It is built using fitting functions that used well-resolved halos in high-resolution simulations to access low halo masses.

The panels on the right show that our mocks are clearly closer to the reference (SU) than are the original simulations, especially at low masses. The mocks typically agree with the SU calibration to better than $\sim 5\%$ ($\sim 15\%$) for the middle (outer) quartiles of all halo properties down to the 30 particle limit of the simulation. For halo spin $\lambda$, the mocks are within a few per cent of the SU reference for all quartiles at all masses. Additionally, for halos resolved with $\lesssim 300$ particles, the mocks substantially outperform the raw (resolution compromised) measurements. Together, we believe that Figures 4 and 5 demonstrate the power and accuracy of our approach.

5 SUMMARY

We have explored the idea that the knowledge of the mass $m$ and local tidal environment (characterised by the standard-
ised local tidal anisotropy $\tilde{\alpha}$, see equation 7) of a population of halos in an $N$-body simulation is sufficient to produce accurate statistical estimates of several internal halo properties $c$ such as concentration, shape, spin and variables related to velocity dispersion structure, by sampling appropriate conditional distribution functions $p(c|m, \tilde{\alpha})$.

This not only leads to the correct overall distribution of each property $c$ for the full halo population, but also correctly reproduces the dependence of large-scale clustering on $c$, namely assembly bias. The crux of our idea is the recognition that $\tilde{\alpha}$ statistically explains the assembly bias signal of a number of halo properties (Ramakrishnan et al. 2019). Our main results are as follows.

- As a proof-of-concept, we used well-resolved halos at $z = 0$ in a medium-resolution simulation to show that shuffling halo properties $c$ in narrow bins of mass and tidal anisotropy accurately preserves assembly bias in the real-space 2-point clustering of halos all the way down to separations of $\sim 1h^{-1}\text{Mpc}$ (section 3.1, Figure 1).
- Using medium- and high-resolution simulations, we calibrated the conditional distributions $p(c|m, \tilde{\alpha})$ (equation 11) of five (Gaussianised) halo properties $c$, using convenient fitting functions over a wide range of halo masses at $z = 0$ (Tables A1-A5, Figure 3). Since $\tilde{\alpha}$ is a standard Gaussian variate for each mass bin, these fits can also be easily adapted to produce the unconditional distributions $p(c|m)$ at fixed halo mass.
- We showed that a straightforward sampling of the (1-dimensional) conditional distributions (11) for halos with measured values of mass and $\tilde{\alpha}$ in a large-volume, low-resolution simulation leads to ‘mock’ halo properties $c$ that accurately reproduce large-scale assembly bias for halos resolved with as few as 30 particles (Figures 4 and 5), thus increasing the available dynamic range of the simulation by more than an order of magnitude in halo mass.

It is worth bearing in mind that, although we have focused on accurately modelling statistical correlations between halo properties and the larger-scale halo environment, we have not tried to accurately describe all the properties of an individual halo simultaneously. For example, we did not show how to include correlations between pairs of halo properties. However, the extension of our logic is conceptually straightforward: the scalar halo property $c$ must be replaced by a vector $c$. Determining the combinations of the components of $c$ that provide an optimal description of assembly bias effects is then a very interesting avenue to explore (Lazeyras et al. 2017; Han et al. 2019), with natural connections to machine learning applications for generating mock galaxy catalogs (Agarwal et al. 2018; Wadekar et al. 2020).

In addition, we focused on a single cosmology at a single redshift. The cosmology and redshift dependence of the conditional distributions $p(c|a, m)$ remains to be calibrated. However, this does not pose a fundamental challenge to the conceptual underpinning of our approach, namely, that knowledge of the local (intermediate-scale) environment of halos can lead to accurate statistical representations of internal (small-scale) halo properties. In future work, we will extend our technique to modelling multiple variables as well as exploring the redshift and cosmology dependence of the calibrations presented here. We also plan to explore the performance of our technique in reproducing clustering statistics beyond the 2-point function.

Finally, although we have show-cased the power of our technique for improving an $N$-body halo catalog at the low-mass end, the fitting functions we provide in Appendix A perform accurately over several orders of magnitude in halo mass (Figures 4 and 5). This opens up the exciting new possibility of applying our technique in fast approximate simulation methods (Monaco et al. 2013; Kitaura & Hess 2013; Tassev et al. 2013; White et al. 2014; Avila et al. 2015; Howlett et al. 2015), which routinely supplant full $N$-body simulations for generating large-volume mock catalogs supporting large-scale galaxy surveys. These fast algorithms are typically calibrated to produce mass-selected clustering statistics comparable to that of full $N$-body simulations. Since our technique only requires knowledge of halo positions, masses and the dark matter density field, it can augment the halos from these algorithms with internal properties that correlate correctly with the surrounding large-scale structure. As a specific example, our methodology can endow the fast weak lensing simulations of Giocoli et al. (2020) with assembly bias functionality at negligible additional computational cost. We will report on such applications in future work.
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APPENDIX A: DISTRIBUTION OF HALO PROPERTIES
For the analysis in this paper, we require the form of each halo property that has a distribution closest to a Gaussian. Hence, in Figure A1, we compute the skewness and kurtosis for several forms of the halo property and compare it to those expected from a Gaussian, i.e. 0 and 3 respectively. Our choices are summarized below.

- **Halo spin** $\lambda$ and concentration $c_{200b}$. These distributions are well-studied and known to be approximated by a Log-normal form (Bullock et al. 2001; Bailin & Steinmetz 2005; Diemer & Kravtsov 2015); this is also apparent from Figure A1, although we note that the approximation is decidedly worse for $c_{200b}$.
Table A1. Best fit coefficients and covariance matrices for the polynomial fits of the mean μc, variance σc, and Pearson coefficient ρc (the correlation with c/a) for the halo property $c = c/a$. In each sub-table, the caption shows the polynomial form as a function of $\ln \nu$, the first row gives the best fit values, the second row gives the standard deviation, and the last few rows give the correlation coefficients.

(a) $\mu_{c/a} = (c/a)_0 + (c/a)_1 \ln \nu + (c/a)_2 (\ln \nu)^2$

|       | $(c/a)_0$ | $(c/a)_1$ | $(c/a)_2$ | $\chi^2(10 \text{ d.o.f.})$ |
|-------|-----------|-----------|-----------|-----------------------------|
| value | 0.5591    | -0.1686   | 0.0489    | 31.17                       |
| std dev | 0.0002 | 0.0015 | 0.0035 | |
| corr $(c/a)_0$ | 1.0000 | 0.9900 | -0.3511 | |
| corr $(c/a)_1$ | -1.0000 | -0.6860 | |

(b) $\sigma_{c/a} = \sigma_{0/a} + \sigma_{1/a} \ln \nu + \sigma_{2/a} (\ln \nu)^2$

|       | $\sigma_{0/a}$ | $\sigma_{1/a}$ | $\sigma_{2/a}$ | $\chi^2(10 \text{ d.o.f.})$ |
|-------|----------------|----------------|----------------|-----------------------------|
| value | 0.1227         | -0.0152        | -0.0162        | 914.81                      |
| std dev | 0.0001 | 0.0004 | 0.0014 | |
| corr $\sigma_{0/a}$ | 1.0000 | 0.6399 | -0.6814 | |
| corr $\sigma_{1/a}$ | -1.0000 | -0.0144 | |

(c) $\rho_{c/a} = \rho_{0/a} + \rho_{1/a} \ln \nu$

|       | $\rho_{0/a}$ | $\rho_{1/a}$ | $\chi^2(12 \text{ d.o.f.})$ |
|-------|--------------|--------------|-----------------------------|
| value | 0.1976       | 16.36        |                             |
| std dev | 0.0010 | | |

Halo shape $c/a$: Some previous studies have argued for using a Lognormal distribution for $c/a$ (Bonamigo et al. 2015; Vega-Ferrero et al. 2017). We find, however, that $c/a$ has a skewness (kurtosis) substantially closer to 0 (3) as compared to $ln\nu$. We therefore choose to approximate $c/a$ as Gaussian distributed.

Velocity ellipsoid asphericity $c_v/a_v$: This distribution less studied in the literature. Comparing the skewness and kurtosis of $c_v/a_v$ with that of $ln\nu$, we conclude that although neither is very close to Gaussian, $c_v/a_v$ is somewhat closer to a Gaussian than its logarithm. We therefore choose to model the $c_v/a_v$ distribution as Gaussian.

Velocity anisotropy $\beta$: We find that the distribution of $\beta$ has a substantial tail towards negative values (not shown). Since $\beta < 1$ by construction (see equation 5) we tested whether this tail can be accounted for using the transformation $\beta \rightarrow \ln(1 - \beta)$. Indeed, we see in Figure A1 that $\ln(1 - \beta)$ has skewness (kurtosis) much closer to 0 (3) than does $\beta$ (see also Figure 2). Consequently, we model $\ln(1 - \beta)$ as being Gaussian distributed.

APPENDIX B: RESOLUTION STUDY

In this Appendix, we study the numerical convergence of halo properties with dark matter particle count. In Figure B1,
the median halo property is plotted as a function of mass for the high- and medium-resolution simulations. For each mass bin, the empty markers show the median halo property from halos having $8 \times$ more particles than the halos shown with filled markers. Apart from relatively minor box size effects, any significant deviation between the trends seen in the two simulations especially at lower masses is due to resolution effects. As an example, in the top left panel which shows $(c/a)$, there is significant degradation in the trend for the filled markers below $10^{12} h^{-1} \text{M}_\odot$, which corresponds to a particle count $\sim 500$, below which the halo finder is incapable of correctly assessing the halo shape. Similar particle counts between $\sim 400$ (spin and concentration) and $\sim 1000$ (velocity ellipsoid asphericity and velocity anisotropy) can be observed for other halo properties shown in the other panels. The median of the tidal anisotropy parameter $(\ln \alpha)$ (bottom right panel), on the other hand, is well-converged between the two simulations even for halos with only 30 particles in the medium-resolution box. Similar results are found in Figure B2 for the numerical convergence of the standard deviation of halo properties.

Figure B3 shows the numerical convergence of the Pearson correlation between each halo property and the tidal anisotropy (see section 3 for a discussion of why the Pearson coefficient is more appropriate for our analysis). In general, with the exception of halo spin, we see that the effect of numerical convergence issues at low masses is to decrease

Table A4. Best fit coefficients and covariance matrices for $\ln \lambda$.

|          | $\lambda_0$ | $\lambda_1$ | $\lambda_2$ | $\chi^2$ (11 d.o.f) |
|----------|-------------|-------------|-------------|---------------------|
| value    | -3.3200     | -0.1015     | -0.1935     | 210.42              |
| std dev  | 0.0006      | 0.0023      | 0.0055      |                     |
| corr $\lambda_0$ | 1.0000      | 0.3336      | -0.3470     |                     |
| corr $\lambda_1$ | -           | 1.0000      | 0.7657      |                     |

(b) $\sigma_{\ln \lambda} = \sigma_0^\lambda + \sigma_1^\lambda \ln \nu$

|          | $\sigma_0^\lambda$ | $\sigma_1^\lambda$ | $\chi^2$ (12 d.o.f) |
|----------|--------------------|--------------------|---------------------|
| value    | 0.5862             | 0.0273             | 85.05               |
| std dev  | 0.0005             | 0.0021             |                     |
| corr $\sigma_0^\lambda$ | 1.0000              | 0.2233             |                     |

(c) $\rho_{\ln \lambda} = \rho_0^\lambda + \rho_1^\lambda \ln \nu$

|          | $\rho_0^\lambda$ | $\rho_1^\lambda$ | $\chi^2$ (12 d.o.f) |
|----------|------------------|------------------|---------------------|
| value    | 0.0902           | 0.2060           | 22.52               |
| std dev  | 0.0010           | 0.0050           |                     |
| corr $\rho_0^\lambda$ | 1.0000             | 0.2810             |                     |

Table A5. Best fit coefficients and covariance matrix for $\ln \rho_{c200b}$.

$\rho_{\ln \rho_{c200b}} = \rho_{0200b}^c + \rho_{1200b}^c \ln \nu + \rho_{2200b}^c (\ln \nu)^2 + \rho_{3200b}^c (\ln \nu)^3$.

|          | $\rho_{0200b}^c$ | $\rho_{1200b}^c$ | $\rho_{2200b}^c$ | $\rho_{3200b}^c$ | $\chi^2$ (10 d.o.f) |
|----------|------------------|------------------|------------------|------------------|---------------------|
| value    | 0.1386           | -0.5483          | 0.1734           | 0.1103           | 633.94              |
| std dev  | 0.0013           | 0.0083           | 0.0294           | 0.0444           |                     |
| corr $\rho_{0200b}^c$ | 1.0000                | 0.5345            | -0.4823          | 0.1381           |                     |
| corr $\rho_{1200b}^c$ | -                    | 1.0000            | 0.1417           | -0.5147          |                     |
| corr $\rho_{2200b}^c$ | -                    | -                 | 1.0000           | -0.8201          |                     |
Figure B3. Similar to Figure B1, showing results for the Pearson correlation coefficient between halo property $c$ and standardised tidal anisotropy $\tilde{\alpha}$ (equation 7).

the strength of these correlations and randomise the halo-environment dependence. Hence we expect numerical convergence issues to erase the assembly bias signal for halos with poor resolution.

APPENDIX C: HALO BIAS

C1 Measuring halo bias in simulations

Our measurements of halo bias in narrow bins of halo mass follows Paranjape et al. (2018b). This is is essentially equivalent to the ratio in Fourier space of the halo-matter cross-power spectrum to the matter auto-power spectrum, averaged over small $k$ values ($\leq 0.1 h\text{Mpc}^{-1}$). In practice, we use a halocentric measurement of halo bias (Paranjape et al. 2018b), using the weights discussed by Paranjape & Alam (2020), whose arithmetic mean in narrow mass bins is identical to the above mentioned traditional estimate.

C2 Comparison of Mocks with a higher resolution simulation

In this Appendix, we compare the assembly bias from the mock algorithm applied to the low-resolution simulations with that measured directly in the high-resolution simulation. Figure C1 shows the results. The mass range which is displayed corresponds to halos having (30-700) CDM particles in the low-resolution simulation. We do not expect the assembly bias measured directly in the low-resolution simulation to be accurate due to numerical convergence issues, and we therefore do not display it. Our mock technique, on the other hand, agrees well with the high-resolution simulation.