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Abstract

We consider a broad class of permutation invariant statistical problems by extending the standard decision theoretic definition to allow also selective inference tasks, where the target is specified only after seeing the data. For any such problem we show that, among all permutation invariant procedures, the minimizer of the risk at $\theta$ is precisely the rule that minimizes the Bayes risk under a (postulated) discrete prior assigning equal probability to every permutation of $\theta$. This gives an explicit characterization of the greatest lower bound on the risk of every sensible procedure in a wide range of problems. Furthermore, in a permutation invariant problem of estimating the parameter of a selected population under squared loss, we prove that this lower bound coincides asymptotically with a simpler lower bound, attained by the Bayes solution that replaces the aforementioned uniform prior on all permutations of $\theta$ by the i.i.d. prior with the same marginals. This has important algorithmic implications because it suggests that our greatest lower bound is asymptotically attainable uniformly in $\theta$ by an empirical Bayes procedure. Altogether, the above extends theory that has been established in the existing literature only for the very special case of compound decision problems.
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1 Introduction

Consider a general statistical problem in the standard decision theoretic framework, entailing a parametric model $Y \sim f(\cdot; \theta)$, the fixed unknown parameter $\theta \in \Theta$ indexing a distribution on some sample space $\mathcal{Y}$, and a loss function $L(\theta, a)$ associating a nonnegative penalty with each possible value of the parameter and every action $a \in \mathcal{A}$. The statistical problem is to choose a decision rule $\delta : \mathcal{Y} \to \mathcal{A}$ such that the risk $R(\theta, Y) = \mathbb{E}_\theta L(\theta, \delta(Y))$ is small; because $\theta$ is unknown, ideally we want $\delta$ to make the risk small for all $\theta \in \Theta$. There is, however, an inherent difficulty in the frequentist paradigm, as the minimizer

$$\delta^* = \arg \min_{\delta} R(\theta, \delta)$$

(1)
will generally depend on $\theta$, i.e., there is no single rule $\delta$ that is optimal for all values $\theta \in \Theta$ at the same time. The usual way to circumvent this difficulty is to resort to minimaxity or Bayes criteria, but minimizing worst-case or average risk (with respect to some pre-chosen weight function on $\Theta$) promises little about performance at the true value $\theta$, which should ultimately be the only concern.

Still, for some special classes of statistical problems, solutions with much stronger guarantees compared to minimaxity or Bayes in fact exist. This is the case in compound decision problems, a class of statistical problems defined and studied by Robbins starting in the early 1950’s.

1.1 Compound decision problems

A compound decision problem consists of $n$ independent sub-problems of the same formal structure, to be solved simultaneously under the average coordinatewise loss. Formally, the statistician observes $Y_i \in \mathcal{Y}$, $i = 1, ..., n$,

$$Y_i \sim f(\cdot; \theta_i),$$

and must make a decision of some kind $a_i \in A$ regarding each of the $n$ unknown parameters $\theta_i \in \Theta$. Denoting $Y = (Y_1, ..., Y_n), \theta = (\theta_1, ..., \theta_n)$, the loss for action $a = (a_1, ..., a_n)$, is

$$L(\theta, a) = \frac{1}{n} \sum_{i=1}^{n} \bar{L}(\theta_i, a_i),$$

where $\bar{L}$ is some coordinatewise loss function. For any decision rule $\delta : \mathcal{Y}^n \rightarrow A^n$ the risk is defined

$$R(\theta, \delta) = \mathbb{E}_\theta L(\theta, a) = \frac{1}{n} \mathbb{E}_\theta \sum_{i=1}^{n} \bar{L}(\theta_i, \delta_i(Y)).$$

For example, Stein’s normal means problem, to estimate $\theta_1, ..., \theta_n$ from independent observations $Y_i \sim \mathcal{N}(\theta_i, 1)$ under squared error is, up to the factor $n^{-1}$ in the loss function, a compound decision problem. Robbins noticed that the special structure of a compound decision problem presents an opportunity to design solutions which, in a sense, exhibit optimality at the true unknown value $\theta$. He argued as follows. Due to the separable form of both the model and the loss, it is reasonable to restrict attention to the class $\mathcal{D}^S$ of simple rules, $\delta_i(Y) = t(Y_i)$ for some $t : \mathcal{Y} \rightarrow A$. Robbins first set out to find the oracle simple rule,

$$\delta^*_S := \arg \min_{\delta \in \mathcal{D}^S} R(\theta, \delta).$$

Note that, while (1) is often trivial, the oracle simple rule is nontrivial because $\delta$ is constrained. For example, in Stein’s problem $\delta^*(Y) = \theta$ and the corresponding risk is zero, but this is not a simple rule (unless all $\theta_i$ are equal). Restricting attention to simple rules, the main insight Robbins provided (Robbins, 1951) was relating the original frequentist problem to a postulated Bayesian problem,

$$\hat{\theta}_i \sim G^* \quad \bar{Y}_i | \hat{\theta}_i \sim f(\cdot; \hat{\theta}_i),$$

where $G^* = G^*_{\theta}$ denotes the uniform distribution on the (fixed) values $\theta_1, ..., \theta_n$, and $f$ is the likelihood from the original model (2). Indeed, let $\hat{\theta} = (\hat{\theta}_1, ..., \hat{\theta}_n), \bar{Y} = (\bar{Y}_1, ..., \bar{Y}_n)$, and take
any simple rule $\delta$. Then, using the law of total expectation, its Bayes risk under (5) is

$$
\mathbb{E}\mathbb{L}(\hat{\theta}, \delta(\hat{Y})) = \frac{1}{n} \mathbb{E} \sum_{i=1}^{n} \mathbb{L}(\hat{\theta}_i, \delta_i(\hat{Y})) = \mathbb{E}\mathbb{L}(\hat{\theta}_i, t(\hat{Y}_i)) =
$$

$$
= \mathbb{E}\mathbb{E}[\mathbb{L}(\hat{\theta}_i, t(\hat{Y}_i))|\hat{\theta}_i] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\mathbb{L}(\hat{\theta}_i, t(Y_i)) = \frac{1}{n} \mathbb{E}_a \sum_{i=1}^{n} \mathbb{L}(\theta_i, t(Y_i)) = \mathbb{E}_a \mathbb{L}(\theta, \delta(Y)),
$$

i.e., the Bayes risk of a simple rule $\delta$ is precisely the point risk $R(\theta, \delta)$ in the original compound problem. It follows immediately that the oracle simple rule in the original problem is the Bayes rule under (5),

$$
\delta^*_S = (t_{G^*}(Y_1), ..., t_{G^*}(Y_n)), \quad t_{G^*}(y) = \arg\min_{a \in A} \mathbb{E}[\mathbb{L}(\hat{\theta}_1, a)|\hat{Y}_1 = y].
$$

By definition, the risk of $\delta^*_S$ is the greatest lower bound on the risk of any simple rule,

$$
R(\theta, \delta^*_S) \leq R(\theta, \delta) \quad \text{for any } \delta \in \mathcal{D}^S, \quad (6)
$$

and because $\delta^*_S$ has been identified explicitly, we now also have an explicit form of the bound (6). Note that for each $\theta_0 \in \Theta^0$, the bound above is indeed attained by the simple rule $\delta^0_S := \arg\min_{\delta \in \mathcal{D}^S} R(\theta_0, \delta)$, which does not depend on the true value $\theta$ and is therefore a legal decision rule (as opposed to the oracle). Unfortunately, $\delta^0_S$ depends on $\theta_0$, hence, while the bound is attained locally at each $\theta_0$, there is no simple rule that attains it uniformly in $\theta$. From the algorithmic perspective this appears disappointing because, $\theta$ being unknown, it is unclear what simple rule to choose in practice.

Nevertheless, Robbins realized that, under some mild conditions, the bound (6) can in fact be asymptotically attained uniformly in $\theta$, if not by a simple rule. His argument proceeds by noting that, while $\delta^*_S$ depends on the true components $\theta_1, ..., \theta_n$ of $\theta$, this dependence is only through their empirical distribution $G^*$. This empirical distribution can in turn be estimated by taking an empirical Bayes (EB) approach. Specifically, Robbins proposed to replace $G^*$ in (5) with an unknown arbitrary distribution $G$, and, pretending this is the model that generated the observed $Y_i$’s, estimate the corresponding Bayes rule $\delta^G(Y) = t_G(Y_i)$. In general, such a nonparametric EB estimator can be constructed in a plug-in manner as $\delta^{EB}(Y) = \hat{t}_G(Y_i) = t_G(Y_i)$, where $\hat{G}$ is a deconvolution estimate of $G$, e.g. a nonparametric maximum-likelihood estimator (NPMLE, Robbins, 1950; Kiefer and Wolfowitz, 1956; Chen, 2017) or an approximation thereof (e.g. Efron, 2016). For some families $f(\cdot; \theta)$ in (2), it is actually possible to estimate $t_G(Y_i)$ directly, that is, to bypass estimating $G$ itself (Robbins, 1992; Brown and Greenshtein, 2009; Koenker and Mizera, 2014; Efron, 2011). The claim to fame of Robbins’s nonparametric EB approach is, in general, that $\delta^{EB}$ will asymptotically attain the risk of the oracle simple rule,

$$
R(\theta; \delta^{EB}) - R(\theta; \delta^*_S) \to 0 \quad \text{as } n \to \infty \quad (7)
$$

for all sufficiently ‘well-behaved’ $\theta \in \Theta^0$, for example, when $G^* \to G_0$ weakly for some distribution $G_0$ (Robbins, 1951; Zhang, 1997). Hence, $\delta^{EB}$ asymptotically achieves the same risk at the unknown instance $\theta$ as the best simple rule that knows $\theta$. Unless only small $n$ is of interest, this is arguably a much more appealing property than minimaxity or (standard) Bayes.

As a matter of fact, the situation for compound decision problems is even more favorable than what is described above. Competing with the best simple rule seemed reasonable by the
separable structure of the problem, but, for example, any EB rule is not simple because the function $t_G(\cdot)$ itself uses all $Y_1, ..., Y_n$. The bound (6) therefore does not apply, for example, to $\delta^{EB}$, and one may wonder what improvement is possible by considering non-simple rules. A richer class of estimators is the class $\mathcal{D}^{PI}$ of all permutation invariant (PI) rules, satisfying
\begin{equation}
\delta(Y_\tau) = (\delta(Y))_\tau \quad \text{for any permutation } \tau \in S_n,
\end{equation}
where $S_n$ is the set of all bijective functions from $[n] := \{1, ..., n\}$ to itself, and where for any $n$-vector $x$ we denote $x_\tau := (x_{\tau(1)}, ..., x_{\tau(n)})$. Restricting to PI rules can be formally justified by the invariance of the problem itself under permutations, and is the weakest possible condition that can be imposed on a decision rule in a compound decision problem. The class of PI rules clearly includes any simple rule, and also any EB rule. In Hannan and Robbins (1955) the oracle PI rule,
\begin{equation}
\delta^{*}_{PI} := \arg \min_{\delta \in \mathcal{D}^{PI}} R(\theta, \delta),
\end{equation}
is identified in explicit form for a binary classification compound decision problem. More generally, the argument in Greenshtein and Ritov (2009) implies that for any compound decision problem, $\delta^{*}_{PI}$ is the Bayes rule under the postulated Bayes model
\begin{equation}
\hat{\theta} \sim \text{uniform on all permutations of } \theta, \quad \hat{Y}_i | \hat{\theta}_i \overset{\text{ind}}{\sim} f(\cdot; \hat{\theta}_i).
\end{equation}
In analogy to (6), this gives explicitly the greatest lower bound on the risk of any PI rule,
\begin{equation}
R(\theta, \delta_{PI}^{*}) \leq R(\theta, \delta) \quad \text{for any } \delta \in \mathcal{D}^{PI}.
\end{equation}
Because $\mathcal{D}^{S} \subset \mathcal{D}^{PI}$, the bound (11) always lies below (6), i.e. it is a more ambitious lower bound. Remarkably, it generally holds for compound decision problems that, for all sufficiently well-behaved $\theta \in \Theta^b$, the difference between (6) and (11) vanishes asymptotically,
\begin{equation}
R(\theta, \delta^{S}_{SP}) - R(\theta, \delta_{PI}^{*}) \to 0 \quad \text{as } n \to \infty.
\end{equation}
The intuition is that, by de Finetti-type results, the model (10) should be similar to (5) for large $n$: the only difference between them is in the prior, which in the latter samples the components of $\theta$ with replacement and in the former without replacement. Because the difference between sampling with and without replacement should vanish asymptotically in some sense (e.g. Diaconis and Freedman, 1980), it is reasonable to expect that the Bayes rule under (10) would approach the Bayes rule under (5). A formal proof of the asymptotic convergence (12) appears in Hannan and Robbins (1955) for their binary classification compound decision problem. For a compound decision problem with squared loss, Greenshtein and Ritov (2009) established under suitable conditions the stronger result $R(\theta, \delta^{S}_{SP}) - R(\theta, \delta_{PI}^{*}) = O(1/n)$, in other words, that the oracle simple and PI rules are asymptotically equivalent under the sum, rather than the average, of the coordinatewise losses. Combining (12) with (7) implies that for a compound decision problem, an EB rule asymptotically attains the risk of the oracle PI rule, i.e., for all sufficiently well-behaved $\theta \in \Theta^b$,
\begin{equation}
R(\theta, \delta^{EB}) - R(\theta, \delta_{PI}^{*}) \to 0 \quad \text{as } n \to \infty.
\end{equation}
This is to say that the ultimate bound (11) is in fact asymptotically attainable uniformly in $\theta$ by a legal (EB) rule, i.e., one that does not depend on $\theta$. Solutions with such a strong optimality property, if only asymptotic, rarely exist in frequentist problems. To appreciate how unique
compound decision problems are, we emphasize that if $\Theta^n$ is divided into equivalence classes, where two vectors $\theta$ and $\theta'$ are equivalent if they are permutations of each other, then each equivalence class generally has a different optimal PI rule; this is because, to use the language of statistical invariance theory (see e.g. Berger, 1985; Eaton, 1989), there is no single orbit with respect to the permutation group (equivalently, it is not transitive). Hence, for any fixed $n$ there does not exist a so-called ‘best invariant’ rule. Nonetheless, an asymptotically best invariant rule in the sense of (13) does exist for compound decision problems.

1.2 Contributions

Compound decision problems are indeed special as far as admitting satisfactory (asymptotic) solutions, but, if we start with the model (2), then most inference problems of practical interest are not compound. For example, in various applications the researcher would be interested to estimate only the $\theta_i$’s corresponding to the few largest $Y_i$’s (in the extreme case, the $\theta_i$ corresponding to the single largest $Y_i$), instead of estimating all $n$ parameters $\theta_i$. Or, in multiple hypothesis testing, it is common practice to look for procedures that have small type II error while controlling the familywise error rate (FWER) or false discovery rate (FDR) at some preset level. Another example for an important problem in applications is to test a (composite) global null hypothesis such as $H_0 : \theta_1 = \cdots = \theta_n$. Note that none of these inferential tasks can be formulated as a compound decision problem: the first is a selective inference problem, meaning that the target parameters are determined only after seeing the data, and cannot even be formally written in the conventional decision theoretic framework (under any loss function). Global null testing asks to make a single decision, reject or not reject $H_0$, rather than $n$ individual decisions, so this is clearly not a compound decision problem. Multiple hypothesis testing does entail making a decision for each $\theta_i$, but FWER and FDR, as well as their type II error counterparts, cannot be written with a loss function of the form (3).

The thrust of this paper is to show that, to a considerable extent, the theory reviewed earlier and which was developed specifically for compound decision problems, in fact applies to a much broader class of problems, that includes all of the above mentioned examples and many more. Our main observation is that, if we move from simple rules to permutation invariant rules, then the arguments leading to (11) carry over, with almost no modifications, to any loss function that merely treats the $n$ components of the problem symmetrically; we call this a permutation invariant loss function when formalizing the definition in later sections. Importantly, our definition of a PI loss function extends the conventional definition in the literature, in that we allow the loss to depend also on the data vector $Y$, as long as symmetry in the $n$ components is retained. In fact, everything holds true under weaker conditions also on the model, namely, instead of independence in (2) we only require the model on $Y$ to be itself PI. This means that the family of joint distributions on $Y$ is closed under permutations of $\theta$, a condition that can be regarded as a frequentist counterpart of exchangeability. If both the model and the loss are PI, we will say that the entire problem is PI.

Thus, for any PI problem in the broad sense informally defined above, we find the attainable lower bound on the risk of any PI rule, i.e., any decision rule that respects the symmetry in the very setup of the problem. This is a significant extension of (11); to mention just a few implications, our bound characterizes the minimum mean squared error (MSE) in estimating the $\theta_i$’s corresponding to the largest $M < n$ observations $Y_i$, whereas (11) only bounds the MSE in estimating all $n$ parameters $\theta_i$. Or, in a multiple testing problem, our bound characterizes
the maximum attainable power of a testing procedure subject to FDR control, compared to (11) which can only accommodate simpler error metrics such as mFDR (Sun and Cai, 2007). Similarly, our bound indicates the maximum power in testing the global null $H_0 : \theta_1 = \cdots = \theta_n$, among all tests satisfying the natural condition that reordering $Y$ does not change the decision to reject or not reject.

After presenting our lower bound on the risk in any PI problem, which by definition is attainable locally at each $\theta$, we turn to the question of uniform attainability of the bound. Intuitively, there is good reason to expect that, at least under the independent model (2), uniform attainability of the bound would still be possible for PI problems beyond compound decision: under (2) the difference between a PI and a compound decision problem is in the loss function, but the intuitive de Finetti argument mentioned before in the compound decision context does not involve the choice of a loss function. While there is no claim here that uniform attainability holds in general for PI problems, we show it formally for a particular PI problem. Specifically, assuming (2), we prove that asymptotic convergence of the risks of the oracle PI and simple rules (with necessary adjustments in the definition of the latter) holds, under appropriate conditions, for the selective inference problem of estimating the single $\theta_i$ corresponding to the maximum observation $Y_i$ under squared loss. We note that the aforementioned result of Greenshtein and Ritov (2009) implies that the difference in risks is $O(1/n)$ for a fixed coordinate $i$; this does not imply our result because in our problem $I^* = \arg\max_{i \leq n} Y_i$ is data-dependent. Still, building on the proof of Greenshtein and Ritov, and with some additional assumptions, we show that the difference in risks does in fact converge to zero. To the best of our knowledge, an asymptotic analysis comparing the risks of the simple and PI oracles has not been carried out before beyond the compound decision case. Under similar assumptions it should be possible to strengthen also (7) to convergence on the selected coordinate $I^*$ instead of on the average over all coordinates, for example if we base an EB estimator on a consistent NPMLE. In this case our result would imply that a nonparametric EB estimator asymptotically attains the risk of the oracle PI rule uniformly in $\theta$.

1.3 Organization

The rest of the paper is organized as follows. Section 2 introduces a generalized decision theoretic framework, that can accommodate almost any statistical task, including selective inference problems. Using this extended framework, in Section 3 we formally define PI problems and PI decision rules. In Section 4 the attainable lower bound on the risk of any PI rule in a PI problem is derived by finding an explicit expression for the oracle PI rule, the computational aspect is addressed, and an interpretation of the oracle PI rule as a minimizer of a conditional risk is offered. Section 5 specializes the bound to some popular PI problems, and discusses relations to some existing results in the literature. In Section 6 we prove asymptotic convergence of the risks of the oracle PI and oracle simple rules in a particular PI problem of estimating the mean of a selected population. We discuss extensions to models with nuisance parameters in Section 7. Section 8 concludes with a discussion of directions for future research.

2 A unified decision theoretic framework

As implied in the previous section, we will want to consider here more general problems than compound decision, relaxing the assumptions on both the model for the data and the statistical
task. Assume in general that the data $Y = (Y_1, ..., Y_n) \in \mathcal{Y}^n$ comes from some given family of (joint) densities, w.r.t. some dominating measure on $\mathcal{Y}^n$, parametrized by the fixed vector $\theta = (\theta_1, ..., \theta_n) \in \Theta \subseteq \Theta^n$,

$$Y \sim f(\cdot; \theta),$$

such that $Y_i \sim f_{\theta_i}$, i.e., we add the assumption that the marginal likelihood $Y_i \sim f_{\theta_i} := \int f(\cdot, y_{-i}; \theta) dy_{-i}$ depends only on $\theta_i$. Unlike (2), there is no assumption that the $Y_i$’s are independent, or even (at this point) that they all have the same marginal likelihood function. Working under this model, we need to make some modifications to the conventional decision theory framework in order to accommodate the various statistical problems mentioned in Section 1.2: first of all, in some of the problems there is a validity condition, for example a confidence interval must cover the true parameter with a preset probability or a hypothesis test must control a Type I error, but in the standard decision theory framework there is conventionally no component allowing us to rule out invalid procedures.¹ Second, and more importantly, the loss function in the usual framework does not allow the statistician to choose the target of inference adaptively, i.e., as a function of the data. Thus, we propose to make two modifications to the standard decision theory framework:

i. We allow to specify in advance a subset $D_0$ of the set of all (measurable) decision rules $\delta: \mathcal{Y}^n \to A$, such that only rules in $D_0$ can be chosen by the statistician.

ii. We allow the loss function $L: \mathcal{Y}^n \times \Theta \times A \to [0, \infty)$ to take as input the observed vector $y \in \mathcal{Y}^n$ in addition to $\theta \in \Theta$ and $a \in A$, i.e. the loss is $L(y, \theta, a)$.

With appropriate choices for the elements $(A, D_0, L)$, almost any statistical inference problem under the model (14) can be formally stated equivalently in the proposed generalized decision theoretic framework, so that a given decision rule in $D_0$ is better than another at a particular $\theta$ in the ordinary sense, if and only if its risk at $\theta$, defined henceforth as

$$R(\theta, \delta) = \mathbb{E}_{\theta}[L(Y, \theta, \delta(Y))],$$

is smaller. We demonstrate this for some popular statistical problems that arise under (14), including the examples mentioned in Section 1.2.

1. **Global null testing.** Allowing the global null to be in general a composite hypothesis, we are interested in testing $H_0 : \theta \in \Theta_0$ for some $\Theta_0 \subset \Theta$. The action space will be $A = \{0, 1\}$, where $a = 1$ signifies rejection of the null, and the loss will be

$$L(\theta, a) = \begin{cases} 1, & \text{if } \theta \notin \Theta_0, \ a = 0 \\ 0, & \text{otherwise.} \end{cases}$$

To enforce validity of a test, we take $D_0$ to be the set of all rules $\delta: \mathcal{Y}^n \to \{0, 1\}$ s.t. $\mathbb{P}_{\theta}(\delta(Y) = 1) \leq \alpha$ for all $\theta \in \Theta_0$, in other words, only rules $\delta$ that control the Type I error are acceptable. Notice that for $\theta \notin \Theta_0$ the risk is the probability of a Type II error, $\mathbb{P}_{\theta}(\delta(Z) = 0)$, and the problem coincides with the ordinary Neyman–Pearson formulation.

¹Note that adjusting the loss function, for example by setting it to infinity in certain cases, will not resolve the issue because the condition is on the risk, not the loss.
2. Multiple hypothesis testing. We want to test each of the (composite, in general) hypotheses \( H_{0i} : \theta_i \in \Theta_0, \ i = 1, \ldots, n \), where \( \Theta_0 \subseteq \Theta \) is prespecified. The action space is \( \mathcal{A} = \{0, 1\}^n \), where, for \( \mathbf{a} = (a_1, \ldots, a_n) \in \mathcal{A} \), the coordinate \( a_i = 1 \) if the \( i \)-th null is rejected and \( a_i = 0 \) otherwise. For convenience define also \( h_i = 1(\theta_i \notin \Theta_0), i = 1, \ldots, n \). The choices of \( L \) and \( D_0 \) depend on error criteria under consideration. If we define

\[
\text{FDR}(\theta, \delta) := \mathbb{E}_\theta \text{fdp}(\theta, \delta(Y)), \quad \text{fdp}(\theta, \mathbf{a}) := \frac{\sum_{i=1}^n (1 - h_i) a_i}{\sum_{i=1}^n a_i},
\]

with the convention \( 0/0 = 0 \), and take \( \mathcal{D}_0 \) to be all rules \( \delta : \mathcal{Y}^n \to \mathcal{A} \) such that \( \text{FDR}(\theta, \delta) := \mathbb{E}_\theta \text{fdp}(\theta, \delta(Y)) \leq \alpha \) for all \( \theta \in \Theta \), then a procedure is considered valid if it controls the false discovery rate (FDR) at \( \alpha \), which is a popular choice in modern literature. For type II errors there is no single accepted metric in the literature; one option is to take \( L(\theta, \mathbf{a}) = \sum_{i=1}^n h_i (1 - a_i) \), in which case the risk measures type II errors by the expected number of false non-rejections, as considered in, e.g., Heller and Rosset (2021). Other reasonable options include the false non-discovery rate (FNR), the expected ratio of the number of false non-discoveries to the total number of non-discoveries (Sun and Cai, 2007); or the expected ratio of the number of false non-discoveries to the total number of non-nulls (Su et al., 2017). To summarize, the choices above for \( \mathcal{D}_0 \) and \( L \) recover the standard problem of minimizing a type II error rate subject to FDR control.

It is worth noting that metrics such as \( \text{mFNR} := \mathbb{E}_\theta [\sum_{i=1}^n h_i (1 - \delta_i(Y))] / \mathbb{E}_\theta [\sum_{i=1}^n (1 - \delta_i(Y))] \), taking expectations separately in the numerator and denominator, do not immediately fit our framework, because this cannot be expressed as just the expectation of some loss function.

3. Confidence intervals for selected parameters. Let \( s : \mathcal{Y}^n \to \{0, 1\}^n \) be a given selection rule, such that \( s_i(Y) = 1 \) if \( \theta_i \) is selected for inference, and \( s_i(Y) = 0 \) if not. The (selective) inference task is to construct a confidence interval (CI) for each of the selected \( \theta_i \)'s, where a procedure is considered valid if a specified miscoverage error rate is controlled for the constructed CIs. For example, Benjamini and Yekutieli (2005) proposed to control the false coverage rate (FCR), the expected ratio of the number of false non-discoveries to the total number of non-discoveries (Sun and Cai, 2007); or the expected ratio of the number of false non-discoveries to the total number of non-nulls (Su et al., 2017). To summarize, the choices above for \( \mathcal{D}_0 \) and \( L \) recover the standard problem of minimizing a type II error rate subject to FDR control.

It is worth noting that metrics such as \( \text{mFNR} := \mathbb{E}_\theta [\sum_{i=1}^n h_i (1 - \delta_i(Y))] / \mathbb{E}_\theta [\sum_{i=1}^n (1 - \delta_i(Y))] \), taking expectations separately in the numerator and denominator, do not immediately fit our framework, because this cannot be expressed as just the expectation of some loss function.

4. Effect-size estimation for selected parameters. To fit the problem into our framework, take \( \mathcal{A} = \Theta^n \), with the interpretation that for \( \mathbf{a} = (a_1, \ldots, a_n) \in \mathcal{A} \), the coordinate \( a_i \) is the estimate
of \( \theta_i \) in case \( \theta_i \) is selected. Here \( \mathcal{D}_0 \) is unconstrained, i.e. it consists of all mappings \( \delta : \mathcal{Y}^n \to \mathcal{A} \). To define an appropriate loss, first let \( s : \mathcal{Y}^n \to \{0,1\}^n \) be the selection rule, so that \( s_i(Y) = 1 \) if \( \theta_i \) is selected, and \( s_i(Y) = 0 \) if not. If we take, e.g.,

\[
L(y, \theta, a) = \sum_{i=1}^{n} s_i(y) (a_i - \theta_i)^2,
\]

the risk is the mean sum-of-squares error for the selected only. Note that, as a special case, this accommodates selection of the indices corresponding to the \( M \) largest observations, even when \( M \) itself is data-dependent (e.g., if \( M \) is the number of rejections made by the level-\( \alpha \) Benjamini-Hochberg procedure).

Many other inferential tasks may be considered, of course, for example multiple sign-classification with familywise (Shaffer, 1980) or false sign rate (Benjamini et al., 1993; Stephens, 2017) control; or different ranking and selection problems (e.g. Gu and Koenker, 2023).

### 3 Permutation invariant problems

Working under the framework of Section 2, we can now formalize the notions of permutation invariance from the introduction. We assume from now on that the set \( \mathcal{D}_0 \) of feasible rules is of the form

\[
\mathcal{D}_0 = \{ \delta : \mathbb{E}_{\theta}[K(Y, \theta, \delta(Y))] \leq \alpha \text{ for all } \theta \in \Theta \},
\]

for some set \( \Theta \subseteq \Theta \) that may (but does not have to) depend on the true value \( \theta \), and for some prespecified function \( K(y, \theta, a) \) that, similarly to the loss, is defined on \( \mathcal{Y}^n \times \Theta \times \mathcal{A} \) and returns a nonnegative number. We will explain later why this is needed, and why \( \Theta \) is allowed to depend on \( \theta \); at this point, notice only that in all of the examples of the previous section, \( \mathcal{D}_0 \) can indeed be written in this form, with \( \Theta \) independent of \( \theta \).

**Definition 1** (Permutation invariant decision problem). Consider a statistical problem in the framework of Section 2, with \( \mathcal{D}_0 \) of the form (15). We say that the problem is permutation invariant if:

(i) The model in (14) is permutation invariant: first, the parameter space \( \Theta \) is closed under permutations, i.e. for every \( \theta \in \Theta \) and \( \tau \in S_n \) we have \( \theta\tau \in \Theta \). Furthermore, for any \( \theta \) and any \( \tau \in S_n \), it holds that \( Y_\tau \sim f(\cdot; \theta\tau) \).

(ii) The loss function is permutation invariant: for any \( a \in \mathcal{A} \), any \( \tau \in S_n \) and any \( y \in \mathcal{Y}^n \), there exists \( a^\ast \in \mathcal{A} \) such that \( L(y_\tau, \theta, a^\ast) = L(y, \theta, a) \) for all \( \theta \in \Theta \). In this case, assuming \( L(y, \theta, a') = L(y, \theta, a) \) for all \( y \) and \( \theta \) implies \( a' = a \), the action \( a^\ast \in \mathcal{A} \) will be unique and we denote it by \( \bar{\tau}(a, y) \).

(iii) The feasible set \( \mathcal{D}_0 \) is permutation invariant: the function \( K \) in (15) has the same property as \( L \) in the previous item, and the set \( \Theta \) is PI, meaning that \( \theta \in \Theta \) implies \( \theta\tau \in \Theta \) for any \( \tau \in S_n \), any \( \theta \in \Theta \).

This definition generalizes the usual definition of a PI problem (e.g., Berger, 1985, Ch. 6.2), the main difference being that Definition 1 applies to loss functions in the generalized sense, i.e., the loss may depend also on \( Y \). Remembering that \( \theta \) always indexes the distribution of \( Y \) (not
\( Y_\tau \), condition (i) says that the distribution of \( Y_\tau \) under \( \theta \) is the same as the distribution of \( Y \) under \( \theta \).

Note that a compound decision problem is only a very special case of a PI problem as defined above. First, for any family of univariate distributions \( f(\cdot; \theta), \theta \in \Theta \), the model (2) is PI, for example if the independent observations are \( Y_i \sim \mathcal{N}(\theta_i, 1) \) (but not if \( Y_i \sim \mathcal{N}(\theta_i, \sigma_i^2) \) for known \( \sigma_i^2 \), unless they are all equal). However, independence is not necessary: for example, if \( Y_i = \theta_i + \epsilon_i \), with \( \epsilon_i \) zero-mean exchangeable random variables (in particular, if the errors vector is an equi-correlated gaussian), or if \( Y \) is multinomial with parameter \( \theta \in \Delta_{n-1} \), where \( \Delta_{n-1} = \{ \theta \in [0, 1]^n : \sum \theta_i = 1 \} \), then the \( Y_i \)'s are not independent but the model is still PI.

Second, for any \( \bar{L} \) the loss in (3) is clearly PI, but the condition (ii) in our definition is much weaker, requiring only symmetry of the loss function w.r.t. the coordinates \( i = 1, \ldots, n \) of the problem.

By the general invariance principle, PI problems naturally call to restrict attention to PI rules, namely, to procedures \( \delta \) satisfying that for every \( Y \in \mathcal{Y}^n \),

\[
\delta(Y_\tau) = \tilde{\tau}(\delta(Y), Y) \quad \text{for all } \tau \in S_n,
\]

and recall the definition of \( \tilde{\tau} \) in Definition 1. In the special case of a compound decision problem \( \tilde{\tau}(a, y) = a_\tau \), and (16) becomes (8); we need the more general form (16), involving \( \tilde{\tau} \), for the principle to apply beyond the compound decision setting, i.e. to generalize the condition to every PI problem per Definition 1. For any PI problem, we let \( \mathcal{D}_{PI} \) be the collection of all PI rules, and we let \( \mathcal{D}_{PI}^0 = \mathcal{D}_{PI} \cap \mathcal{D}_0 \) be the collection of all feasible PI rules.

Because adding the PI requirement on \( \delta \) is so natural when the problem itself is PI, we consider \( \mathcal{D}_{PI}^0 \) to be really the largest class of decision rules one could possibly consider. The following simple property of PI rules will be leveraged in the next section.

**Lemma 1.** Consider a decision problem in the framework of Section 2. If the problem is PI, then for any PI rule \( \delta \) and for any \( \theta \),

\[
R(\theta, \delta) = R(\theta_\tau, \delta) \quad \text{for all } \tau \in S_n.
\]

**Proof.** Recall that the risk of any rule \( \delta \) is defined as

\[
R(\theta, \delta) = \mathbb{E}_\theta[L(Y, \theta, \delta(Y))] = \int L(y, \theta, \delta(y)) f(y; \theta) dy.
\]

Then, we have

\[
R(\theta_\tau, \delta) = \mathbb{E}_{\theta_\tau} L(Y_\tau, \theta_\tau, \delta(Y)) = \mathbb{E}_{\theta} L(Y_\tau, \theta_\tau, \tilde{\tau}(\delta(Y))) = \mathbb{E}_{\theta} L(Y, \theta, \tilde{\tau}(\delta(Y))) = R(\theta, \delta),
\]

where the second equality holds because the model is PI, the third equality is because \( \delta \) is PI, and the fourth equality is because the loss is PI.

Lemma 1 says that the risk of any PI rule is constant on any orbit, \( \mathcal{O}(\theta) = \{ \theta_\tau : \tau \in S_n \} \subseteq \Theta \). For PI problems per the conventional definition in the literature (in particular, for a compound decision problem), Lemma 1 recovers a basic result in the theory of invariance expressing the best invariant rule in terms of the appropriate Haar measure (Berger, 1985, Ch. 6.2).
4 An explicit form of the oracle PI rule

Consider any PI problem per Definition 1. Our aim in this section is to identify explicitly the oracle PI rule,

\[ \delta^*_\text{PI} := \arg \min_{\delta \in \mathcal{D}_0^\text{PI}} R(\theta, \delta). \] (17)

By the definition of \( \delta^*_\text{PI} \), we have

\[ R(\theta, \delta^*_\text{PI}) \leq R(\theta, \delta) \quad \text{for any } \delta \in \mathcal{D}_0^\text{PI}, \] (18)

i.e., the left hand side is the greatest lower bound on the risk of any feasible PI rule. Hence, if we find an explicit form of \( \delta^*_\text{PI} \) we also have an explicit form of the bound (18). This is a trivial observation, but it is useful because, whereas \( \delta^*_\text{PI} \) depends on \( \theta \) and is therefore not a legal decision rule, \( R(\theta, \delta^*_\text{PI}) \) is a perfectly legal lower bound on the risk.

In the special case of a compound decision problem, (17) reduces to (9). As reviewed in Section 1, in this case it is a known result that \( \delta^*_\text{PI} \) is given explicitly by the Bayes rule under a (postulated) prior that assigns equal mass to each of the \( n! \) permutations of the fixed vector \( \theta \).

We now generalize this result, proving that in any PI problem, the oracle PI rule \( \delta^*_\text{PI} \) is again the minimizer of the Bayes risk under that same prior.

Thus, assume that \( Y \) follows a model of the form (14), and that this model is PI. Now define a random pair \( (\tilde{\theta}, \tilde{Y}) \) distributed according to

\[ \tau \sim \text{uniform on } S_n, \quad (\tilde{\theta}, \tilde{Y})|\tau \sim (\theta_\tau, Y_\tau). \] (19)

Note that this distribution depends on the fixed \( \theta \) up to a permutation. From now on we write \( \mathbb{E} \) for expectation w.r.t. \( (\tilde{\theta}, \tilde{Y}) \) under the (Bayes) model (19), remembering that it still depends on \( \theta \) up to permutation, and we write \( \mathbb{E}_\theta \) for expectation w.r.t. \( Y \) under the original (frequentist) model (14). Now suppose there exists a solution \( \tilde{\delta}^* \) to the optimization problem given by

\[ \begin{array}{l}
\text{minimize} \\
\quad \delta \quad \mathbb{E} L(\tilde{Y}, \tilde{\theta}, \delta(\tilde{Y})) \\
\text{s.t.} \\
\quad \mathbb{E} K(\tilde{Y}', \tilde{\theta}', \delta(\tilde{Y}')) \leq \alpha \quad \forall \tilde{\theta}' \in \tilde{\Theta},
\end{array} \] (20)

where \( (\tilde{\theta}', \tilde{Y}') \) has the distribution of \( (\tilde{\theta}, \tilde{Y}) \) when \( \theta \) is replaced by \( \theta' \). In this case, the following result says that \( \tilde{\delta}^* \) is the oracle PI rule in the original problem.

**Theorem 1.** In the framework of Section 2, consider a PI problem with loss \( L(y, \theta, a) \) and an associated set \( \mathcal{D}_0 \) of feasible rules given by (15). Then for any fixed \( \theta \) we have \( \delta^*_\text{PI} = \tilde{\delta}^* \), that is, \( R(\theta, \delta^*_\text{PI}) = \min_{\delta \in \mathcal{D}_0^\text{PI}} R(\theta, \delta) \).

**Proof.** We need to show that \( R(\theta, \tilde{\delta}^*) = R(\theta, \delta^*_\text{PI}) \). By definition, \( \delta^*_\text{PI} \) is the solution to

\[ \begin{array}{l}
\text{minimize} \\
\quad \delta \quad R(\theta, \delta) \\
\text{s.t.} \\
\quad \mathbb{E}_\theta[K(Y, \theta', \delta(Y))] \leq \alpha \quad \forall \theta' \in \Theta,
\end{array} \] (21)

By Lemma 1, for any PI rule \( \delta \),

\[ R(\theta, \delta) = \frac{1}{n!} \sum_{\tau \in S_n} R(\theta_\tau, \delta) = \mathbb{E} R(\tilde{\theta}, \delta) = \mathbb{E} \mathbb{E}[L(\tilde{Y}, \tilde{\theta}, \delta(\tilde{Y}))(\tilde{\theta})] = \mathbb{E} L(\tilde{Y}, \tilde{\theta}, \delta(\tilde{Y})). \]
Because the function $K$ has the same properties as $L$, and because $\Theta$ is closed under permutations by assumption, repeating the argument above yields that for any PI rule $\delta$ and any $\theta' \in \Theta$,

$$E_{\theta'} K(Y, \theta', \delta(Y)) = E K(\tilde{Y}', \tilde{\theta}', \delta(\tilde{Y}')).$$ 

Therefore, (20) and (21) are equivalent, except that in (20) there is no restriction that $\delta$ is PI.

It is easy to verify, however, that from symmetry of the prior, the likelihood, the objective and the constraint in (20) with respect to the coordinates $1, \ldots, n$, it follows that the solution to (20) will in fact be PI. The claim follows.

As stated, Theorem 1 is general enough to accommodate all of the different inference problems mentioned in Section 2, and characterizes the oracle PI rule as a constrained minimizer of a Bayes risk under the postulated model (19), assuming the latter exists. In particular, when $D_0$ is unrestricted, i.e. if $D_0^{PI} = D^{PI}$, define

$$\rho(y, a) = E[L(y, \tilde{\theta}, a) | \tilde{Y} = y]$$

to be the \textit{selective} posterior expected loss of action $a \in A$ under (19); this is different from the posterior expected loss in the usual decision theoretic framework, in that $L$ is a loss function in the broader sense of Section 2, i.e. it may depend on $y$. Now let

$$\tilde{\delta}^*(Y) = \arg \min_{a \in A} \rho(Y, a)$$  \hspace{1cm} (22)

be the minimizer of the selective posterior expected loss, assuming it exists. Then by standard results from Bayesian theory, the rule (22) minimizes the objective in (20), assuming a rule with finite risk exists in the original problem; see (Lehmann and Casella, 2006, Theorem 4.1.1). If we further assume that $L(y, \theta, a)$ is strictly convex in $a$, that $E L(\tilde{Y}, \tilde{\theta}, \tilde{\delta}^*(\tilde{Y}))$ is finite, and that $f(\cdot; \theta)$ is absolutely continuous w.r.t. the marginal distribution of $\tilde{Y}$ for every $\theta$, then $\tilde{\delta}^*$ above is unique (Lehmann and Casella, 2006, Corollary 4.1.4). Under these conditions, Theorem 1 implies immediately

\textbf{Corollary 1.} \textit{In the setting of Theorem 1, suppose $D_0$ is unrestricted. Then, assuming the conditions just stated, the oracle PI rule $\delta_{PI}^*(Y)$ is given by (22).}

As we demonstrate in the next section, this result has useful implications for selective inference PI problems. Recall from Section 2 that our framework accommodates selective inference problems by using a loss function that depends on $y$. In that case, to obtain the oracle PI rule, Corollary 1 says that we need to update the distribution of $\tilde{\theta}$ given $\tilde{Y}$ under (19) while ignoring selection, and minimize the posterior expected loss on the selected parameters only. Essentially, this is another manifestation of the indifference to selection in a Bayesian framework; but allowing the loss function itself to depend on the data, as we do here, takes fuller advantage of the fact that the Bayes rule anyway conditions on the data.

\subsection*{4.1 Computation}

While an explicit form is now available for the lower bound $R(\theta, \delta_{PI}^*)$, computation is still a concern because the exact expression involves a sum over $n!$ terms. From the computational perspective there is no essential difference between calculating $R(\theta, \delta_{PI}^*)$ or the oracle itself, because once we have an expression for $\delta_{PI}^*(y)$ the risk can be approximated by averaging the
loss over $Y$ either by simulating repeated draws of $Y \sim f(\cdot; \theta)$ or by numerical integration. We focus here on the simplest setup, assuming the independent model (2) and an unrestricted $D_0$. For example, consider estimating $\theta$ from independent data $Y_i \sim \text{Pois}(\theta_i), i \leq n$, under sum-of-squares loss divided by $n$, so the oracle rule is

$$
\delta_{i,P I}^*(y) = \frac{\sum_{\tau \in S_n} \theta_{\tau(i)} \prod_{j=1}^n f_{\tau(j)}(y_j)}{\sum_{\tau \in S_n} \prod_{j=1}^n f_{\tau(j)}(y_j)},
$$

where $f_j(y_i) := f(y_i; \theta_j) = e^{-\theta_j} y_i^j / y_i!$. One approach for approximating the oracle risk is by simulation. Let $\delta_{\text{sim}}^*(y)$ denote the estimator obtained by replacing $S_n$ in the above expression for $\delta_{i,P I}^*(y)$ with a subset $S$ of $N$ randomly drawn permutations. This randomized estimator is PI in the broader sense that its risk (expectation taken over $S$ and $Y$) does not depend on the ordering of $\theta$, hence its risk upper bounds $R(\theta, \delta_{\text{sim}}^*)$; an MCMC estimate of $R(\theta, \delta_{\text{sim}}^*)$ will thus be an upwardly biased estimate of $R(\theta, \delta_{i,P I}^*)$. This seems to be the approach taken by (Greenshtein and Ritov, 2019) when producing the simulation results reported in their Figure 1. We propose an alternative approach, giving a deterministic but asymptotic approximation to the PI oracle; the following is an adaptation of ideas that I learned from Daniel Xiang (private communication). The expression for $\delta_{i,P I}^*(y)$ in the display above can be written equivalently

$$
\delta_{i,P I}^*(y) = \frac{\sum_{j=1}^n \theta_j f_j(y_i) \sum_{\tau \in S_n : \tau(i) = j} \prod_{k \neq j} f_{\tau(k)}(y_k)}{\sum_{\tau \in S_n} \prod_{k=1}^n f_{\tau(k)}(y_k)}.
$$

Here the denominator is exactly the permanent of the $n \times n$ matrix $A$ with entries $A_{ij} = f_j(y_i)$, and in the numerator the $j$th summand involves the permanent of a $(n-1) \times (n-1)$ matrix, $A^{(i,j)}$, obtained from $A$ by deleting the $i$th row and the $j$th column. Now, the matrix $A$ has positive entries, so it can be represented as $A = RBC$, where $B$ is doubly stochastic (positive entries, with unit row and column sums) and $R, C$ are diagonal with positive entries. Using the deterministic asymptotic\(^2\) approximation in McCullagh (2014) for the permanent of a doubly stochastic matrix,

$$
\log \text{per}(nB) \sim \log(n!) - \frac{1}{2} \log \det \left( I_n + t^2 J - t^2 B^\top B \right),
$$

(23)

with $J = n^{-1} I_n^\top$ and $t^2 = n/(n - 1)$, we can approximate $\text{per}(A) \approx \text{per}(B) \prod_{i=1}^n R_{ii} C_{ii}$. Applying this approximation also to the permanents of $A^{(i,j)}, j = 1, \ldots, n$, yields an approximation to $\delta_{i,P I}^*(y)$. All of this assumes the determinant term in (23) is positive, otherwise the log is undefined.

We examined the accuracy of our proposed approximation in a simulation with Poisson likelihood. We generated $\theta_i \sim \text{Gamma}(\text{shape} = 3, \text{rate} = 1)$, indep. for $i = 1, \ldots, n$, and held these values fixed throughout the experiment. In each run we draw $\tau$ uniformly on all permutations of $[n]$, then draw $Y_\tau \sim \text{Pois}(\theta_{\tau(i)})$, indep. For any PI estimator the overall risk is estimated by the average of $(\delta_{1,P I}(Y) - \theta_{\tau(1)})^2$ over $m$ simulation runs. For $n = 10$, where an exact calculation of the PI oracle estimator is still possible, the absolute percent difference between $\delta_{1,P I}(Y)$ and the approximation, in $m = 100$ simulation rounds, did not exceed 6%, with mean 1.1% and median 0.8%, and in all 100 runs the approximation evaluated successfully, i.e. the determinant

\(^2\)The approximation is valid for what McCullagh calls a ‘moderate-deviation’ sequence; we admittedly use it here without checking if the condition can be satisfied for the matrices to which it is applied.
term in (23) was positive. The estimated risk was 1.69 for the exact oracle and 1.71 for the approximate version. These findings demonstrate that the approximation, when applicable, can be remarkably good already for small $n$. Figure 1 shows estimates of the ratio $R(\theta, \delta^*_P)/R(\theta, \delta^*_S)$ for different values of $n$, each point in the plot obtained on $m = 1000$ simulation runs (the oddity at $n = 40$ seems to be due to random fluctuation). The numerator in the ratio is estimated using the proposed deterministic approximation, the denominator uses the exact form of the simple oracle rule. In this simulation the approximation evaluated successfully on all 1000 runs for $n = 10, 20, ..., 140$; when we tried $n = 150$, the approximation failed on all 1000 runs, i.e., the determinant in (23) was negative. We encountered issues with the approximation failing also when trying the normal example from Greenshtein and Ritov (2019), $\theta_i \sim \mathcal{N}(0,9)$, $Y_i \sim \mathcal{N}(\theta_i,1)$, although this time the approximation failed more frequently for small, rather than large, values of $n$. It is worth mentioning that for this normal example with $n = 100$, the computation evaluated successfully on 94% of $m = 1000$ simulation rounds, and the mean of the risk ratio on the successful runs was 0.98, significantly higher than the number $\approx 0.88$ reported in Greenshtein and Ritov (2019). The technical issue with the computation failing of course limits the usefulness of the proposed approach for approximating our lower bound (18); but the encouraging results we obtained on the Poisson example motivate further exploration of the applicability of McCullagh’s formula, perhaps by considering higher order terms.

4.2 Minimizing a conditional risk

The oracle PI rule characterized in Theorem 1 minimizes the point risk for each $\theta$, but if considered in a slightly modified problem, it actually has stronger, conditional optimality guarantees. Consider any PI problem where $D_0$ is unrestricted, i.e. it consists of all measurable mappings $\delta : \mathcal{Y}^m \to \mathcal{A}$. In this case, as stated in Corollary 1, the oracle PI rule is the usual Bayes rule under (19), that is, in terms of the hypothetical variables $(\tilde{Y}, \tilde{\theta})$ it minimizes not only the expectation of the loss $\mathbb{E}[L(\tilde{Y}, \tilde{\theta}, \delta(\tilde{Y}))]$, but also the expectation of the loss conditionally on $\tilde{Y}$. 

Figure 1: Estimated ratio of the PI oracle risk to the simple oracle risk, Poisson example.
In the original problem, where \( \theta \) is fixed, it is meaningless to condition on \( Y \) because this would remove all randomness from the problem, and the guarantees in Theorem 1 (and Corollary 1) are indeed unconditional. Nevertheless, the oracle PI rule can be shown to minimize a conditional risk in the fixed-\( \theta \) setting, if we slightly modify the formulation of the problem. Thus, let \( Y_{(1:n)} := (Y_{(1)} \leq \cdots \leq Y_{(n)}) \) be the order statistic of \( Y \), and let \( \theta_{(1:n)} = (\theta_{(1)}, \ldots, \theta_{(n)}) \) be the \( \theta \) ordered accordingly; formally, if \( \pi \) is the permutation that sorts \( Y_{\pi(1)} \leq \cdots \leq Y_{\pi(n)} \), then \( \theta_{(i)} := \theta_{\pi(i)} \). Note that, while \( \theta \) are strictly fixed, \( \theta_{(i)} \) are random (because \( \pi \) is random). Extending the ideas proposed by (Genovese and Wasserman, 2002, Section 6) in a multiple testing context, any PI problem can essentially be viewed as that of assigning proper decisions to the sorted but unlabeled data, in other words, associating with each \( Y_{(i)} \) a decision on \( \theta_{(i)} \). We emphasize that the unlabeled viewpoint is justified specifically by the permutation invariance of the problem, since in a PI problem labels are immaterial. Now let \( \delta \) be any decision rule in the unlabeled problem (not PI, because the unlabeled problem is not PI). Then it is easy to verify that, for any fixed \( t = (t_1 \leq \cdots \leq t_n) \),

\[
\mathbb{E}_\theta [L(Y_{(1:n)}, \theta_{(1:n)}, \delta(Y_{(1:n)}))|Y_{(1:n)} = t] = \mathbb{E}[L(\hat{Y}, \hat{\theta}, \delta(\hat{Y}))|\hat{Y} = t]
\]

where \((\hat{Y}, \hat{\theta})\) are the variables in the hypothetical Bayes model (19). But the minimizer of the right hand side is the oracle PI rule in the original problem, \( \delta_{PI}^*(t) = \arg\min_{a \in A} \mathbb{E}[L(\hat{Y}, \hat{\theta}, a)|\hat{Y} = t] \). Hence, \( \delta_{PI}^*(t) \) also minimizes the left hand side, i.e., \( \delta_{PI}^*(Y_{(1:n)}) \) minimizes the risk in the unlabeled problem conditionally on \( Y_{(1:n)} \). (Genovese and Wasserman, 2002) considered a very specific PI multiple testing problem where the same simple null is tested against the same simple alternative in each coordinate, under the loss \( FNP + \lambda \cdot FDP \), and the \( Y_i \) are p-values. In this case the (conditionally) optimal procedure rejects the \( R = R(Y_{(1:n)}) \) hypotheses with smallest p-values, and Genovese and Wasserman also derive formulas to specify \( R = R(Y_{(1:n)}) \), so their solution is even more explicit than our characterization of \( \delta_{PI}^* \). On the other hand, the characterization of \( \delta_{PI}^* \) in Corollary 1 applies in a much broader class of problems. In particular, for the multiple testing problem, if we move from a simple alternative to a composite alternative, the calculations of Genovese and Wasserman are inapplicable, whereas our Corollary 1 implies, by similar arguments to those in the second example of Section 5, that the conditionally optimal procedure (for the same loss considered in Genovese and Wasserman) rejects a subset of hypotheses for which the local-FDR statistic in Equation (28) is below some threshold. Importantly, this is generally different from the procedure of Genovese and Wasserman which thresholds the p-value (the two procedures agree in their setup where both null and alternative are simple, but not in this more general setup).

## 5 Application

In this section we specialize the general results to the examples of Section 2, when the model (and, hence, the entire problem) is PI. To remind, in those examples we reformulated some popular problems in simultaneous inference within the proposed unified framework. For instance, the version of the multiple testing problem presented in Section 2, corresponds to \( K(y, \theta, a) = \text{fdp}(\theta, a) \) and \( \Theta = \Theta \) in (15), so \( D_0 \) is restricted to all procedures \( \delta \) satisfying \( \text{FDR}(\theta, \delta) \leq \alpha \) for all \( \theta \in \Theta \); this is the standard requirement for Type I error control in the FDR problem, known as strong control. Before applying the results from the previous section to these examples, we propose a subtle but important modification, which applies when \( D_0 \) is restricted:
that $\delta$ simple versus simple testing problem in the usual Neyman–Pearson paradigm. We conclude distribution on all permutations of $\theta$. Recall that $\tilde{\Theta}$ also corresponds to a PI set $H$ the arguments can also be applied, for example, to testing basic version of a point null hypothesis, $H$ $\Theta$ the null set $\tilde{\Theta}$ to be PI, i.e., closed under permutations. For simplicity, we consider the most $\Theta$ $S_n(\theta)$, the purpose of requiring validity of a procedure (for example type 1 error control in multiple testing) for all $\theta \in \Theta$, is anyway to ensure that it is valid at the unknown, true instance $\theta$; (ii) the oracle PI rule is anyway optimal only at the true value $\theta$ (or permutations thereof), even without our modification, since the objective in (20) anyway depends on the true $\theta$; (iii) our modification only makes for a stronger oracle, in other words the corresponding bound (18) can only become smaller when taking $\Theta = S_n(\theta)$ instead of $\Theta = \Theta$; (iv) the results from Section 6 imply that, in certain PI problems and under appropriate conditions, even the more ambitious (smaller) lower bound corresponding to $\Theta = S_n(\theta)$ is asymptotically attainable uniformly in $\theta \in \Theta$.

We return to the examples of Section 2, assuming for the rest of the section that the model (14) itself is PI. For each of these examples, we characterize explicitly the oracle PI rule by applying Theorem 1, incorporating the modification above when applicable.

1. Global null testing. For the general formulation in Section 2 to entail a PI problem, we need the null set $\Theta_0$ to be PI, i.e., closed under permutations. For simplicity, we consider the most basic version of a point null hypothesis, $H_0 : \theta = 0$ for all $i = 1, ..., n$, i.e. $\Theta_0 = \{0\} \subseteq \mathbb{R}^n$, but the arguments can also be applied, for example, to testing $H_0 : \theta_1 = \theta_2 = \cdots = \theta_n$ because this also corresponds to a PI set $\Theta_0$. Theorem 1 says that $\delta^*_{PI}$ is the solution to

$$\text{minimize } \mathbb{P}_\theta(\delta(\tilde{Y}) = 0)$$

$$\text{s.t. } \mathbb{P}_{\theta=0}(\delta(\tilde{Y}) = 1) \leq \alpha.$$ 

Recall that $\tilde{Y}$ is a random vector obtained by mixing $Y \sim f(\cdot; \theta)$ according to the uniform distribution on all permutations of $\theta$, so that the problem posed above in terms of $\tilde{Y}$, is a simple versus simple testing problem in the usual Neyman–Pearson paradigm. We conclude that $\delta^*_{PI}$ is the corresponding likelihood ratio test,

$$\delta^*_{PI}(Y) = \begin{cases} 1, & \text{if } \tilde{\Lambda}(Y) \leq c \\ 0, & \text{otherwise,} \end{cases} \quad \tilde{\Lambda}(\tilde{y}) = \frac{1}{n!} \sum_{\tau \in S_n} f_0(\tilde{y}; \theta_\tau),$$

where $f_0$ is the density of $\tilde{Y}$ (also, of $Y$) under $\theta = 0$, and where $c$ is the largest constant s.t. $\mathbb{P}_{\theta=0}(\tilde{\Lambda}(Y) \leq c) \leq \alpha$. 
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2. **Multiple hypothesis testing.** The setup is identical to that presented in Section 2, except that, per our modification, \( \mathcal{D}_0 \) is now the set of all \( \delta : \mathcal{X}^n \rightarrow \{0, 1\}^n \) s.t. \( \text{FDR}(\theta, \delta) \leq \alpha \), i.e. only at the true value of the parameter. Applying (24), the oracle PI rule solves

\[
\begin{align*}
\text{minimize} \quad & \mathbb{E}L(\tilde{\theta}, \delta(\tilde{Y})) \\
\text{s.t.} \quad & \mathbb{E} \text{fdp}(\tilde{\theta}, \delta(\tilde{Y})) \leq \alpha,
\end{align*}
\]

where, consistent with Section 2,

\[
L(\tilde{\theta}, \delta(\tilde{Y})) = \sum_{i=1}^{n} \tilde{h}_i (1 - \delta_i(\tilde{Y})), \quad \text{fdp}(\tilde{\theta}, \delta(\tilde{Y})) = \sum_{i=1}^{n} (1 - \tilde{h}_i) \delta_i(\tilde{Y}) / \sum_{i=1}^{n} \delta_i(\tilde{Y}),
\]

for \( \tilde{h}_i = 1(\tilde{\theta}_i \notin \Theta_0) \). Thus, we want to minimize the expected number of false non-rejections subject to FDR control, but now the expectation is taken also w.r.t. the random variables \( \tilde{\theta}_i \).

Specifically, recalling that \( \tilde{\theta} \) is a random permutation of \( \theta \), we have that \( \tilde{h} = (\tilde{h}_1, ..., \tilde{h}_n) \) is a random permutation of \( h = (h_1, ..., h_n) \). In particular,

\[
\tilde{h}_i \sim \text{Bernoulli}(\pi_1), \tag{27}
\]

with \( \pi_1 = \pi_1(\theta) = \frac{1}{n} \sum_{i=1}^{n} h_i \), giving rise to a version of the two-groups model (Efron et al., 2001), although the \( \tilde{h}_i \)'s above are only exchangeable random variables, as opposed to the standard two-groups model or even its extension in (Heller and Rosset, 2021, HR21 henceforth), where the \( \tilde{h}_i \)'s are assumed independent. This framing allows us to leverage some existing results on optimal FDR controlling procedures under a two-groups model. Specifically, HR21 considered a ‘general’ two-groups model, assuming (27) with independence, for a fixed and known \( \pi_1 \), but allowing the likelihood (the conditional distribution of \( \tilde{Y} \) given \( \tilde{h} \)) to be an arbitrary joint distribution. Defining the local-FDR (lfdr) function for the ith hypothesis in this model as

\[
lfdr_i(y) := \mathbb{P}(\tilde{h}_i = 0 | \tilde{Y} = y) = \frac{\sum_{\tau \in S_n} 1(\theta_{\tau(i)} \in \Theta_0) f(y; \theta_{\tau})}{\sum_{\tau \in S_n} f(y; \theta_{\tau})}, \quad i = 1, ..., n, \tag{28}
\]

HR21 show in their Theorem 2.1 that the optimal multiple testing procedure rejects all hypotheses \( H_{0i} \) for which \( \text{lfd}_{ri}(\tilde{Y}) \leq \hat{t} \), where the threshold \( \hat{t} \) is possibly data-dependent. They go on to finding the threshold \( \hat{t} \) explicitly, realizing that this amounts to solving an infinite integer program where both the objective and the constraint are linear, and show that \( \hat{t} \) is indeed a function of \( \tilde{Y} \). In our two-groups model the \( \tilde{h}_i \)'s are exchangeable, and the joint likelihood is \( \tilde{Y} | \tilde{h} \sim g(y | \tilde{h}) = \sum_{\tau \in S_1 \times S_0} f(y; \theta_{\tau}) \), where for each \( \tilde{h} \) we denote by \( S_1 \times S_0 \) the set of permutations \( \tau \) of \( [n] \) such that \( S_1 = \{ i : \tilde{h}_i = 1 \} \) is mapped to itself and \( S_0 = \{ i : \tilde{h}_i = 0 \} \) is mapped to itself. Because the model is different, the expression for \( \text{lfd}_{ri} \) in (28) will not be the same as in HR21, nor do the \( \text{lfd}_{ri} \)'s have the same dependence structure as in HR21. However, the proof of their Theorem 2.1 does not use the particular form of the function \( \text{lfd}_{ri} \), only its definition as \( \mathbb{P}(\tilde{h}_i = 0 | \tilde{Y}) \), and does not involve the joint distribution of the \( \text{lfd}_{ri} \)'s, so the statement of the theorem actually continues to hold in our two-groups model. Moreover, the proof of Theorem 2.1 in HR21 in fact shows that rejecting all \( H_{0i} \) with \( \text{lfd}_{ri}(\tilde{Y}) \leq t \), for any fixed \( t \), is the optimal procedure *conditionally* on \( \tilde{Y} \) at the conditional FDR level corresponding to \( t \); this fact is relevant to our discussion in Section 4.2. To conclude, the oracle PI rule in our problem must have the form

\[
\delta_{\text{PI},i}^*(Y) = \begin{cases} 
1, & \text{if } \text{lfd}_{ri}(Y) \leq \hat{t}, \\
0, & \text{otherwise}
\end{cases}
\]
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where \( \hat{t} \) is possibly data-dependent. To find \( \hat{t} = \hat{t}(Y) \) explicitly is a matter for future investigation. A natural route will be to try extending the approach in HR21 to the case of exchangeable \( h_i \)'s; if this is successful, implementation is another question, and we suspect that calculating \( \hat{t} \) exactly will anyhow be computationally costly due to the particular distribution of \( \hat{\theta} \). To conclude this example, we emphasize that the results of HR21 apply in a genuine two-groups model, i.e. when the \( h_i \) are random to begin with. Here we have applied a basic result from HR21 to characterize the oracle PI testing procedure that controls the FDR—alternatively, the attainable upper bound on power of any PI procedure that controls the FDR—in a strictly frequentist problem. We also point out that the result here is different from the optimal procedure in Rosset et al. (2022), where the setup entails a simple alternative in each coordinate, and a procedure with strong control of the FDR is sought.

3. Confidence intervals for selected parameters. It is easy to verify that for \( K(y, \theta, a) = fcp(y, \theta, a) \) and the choice of \( L(y, \theta, a) \) specified in Section 2, the problem is PI if the selection rule \( s: \mathcal{Y}^m \to \{0, 1\}^n \) is PI, meaning that \( s(y_\tau) = (s(y))_\tau \) for every permutation \( \tau \), any \( y \in \mathcal{Y}^m \); we assume this throughout. The modification suggested above applies, so that by (24), the oracle PI rule \( \delta^*_\mathcal{Y} \) solves

\[
\text{minimize} \quad \mathbb{E}L(\hat{\theta}, \delta(\hat{Y})) \\
\text{s.t.} \quad \mathbb{E}\text{fcp}(\hat{\theta}, \delta(\hat{Y})) \leq \alpha,
\]

where \( L(\hat{\theta}, \delta(\hat{Y})) = \sum_{i=1}^n s_i(\hat{Y}) \mu(\delta_i(\hat{Y}))/\sum_{i=1}^n s_i(\hat{Y}) \). Formally, the oracle PI rule in this case is degenerate: remembering that \( \hat{\theta} \) is discrete, if we take \( \delta_i(y) \equiv \{ \theta_j : 1 \leq j \leq n \} \), the support of \( \hat{\theta}_i \), then, trivially, this is a PI rule with FCR\((\hat{\theta}, \hat{\delta}) = 0 \) and \( R(\hat{\theta}, \delta^*) = 0 \), since \( \{ \theta_j : 1 \leq j \leq n \} \) has Lebesgue measure zero. To obtain a meaningful problem, we first state a result in a separate but related Bayesian framework, replacing the actual (discrete) distribution of \( \theta \) with some continuous distribution, then explain its relevance to the problem under consideration.

**Proposition 1.** Consider minimizing (24) but now with \( \hat{\theta} \) and \( \hat{Y} \) jointly distributed s.t. \( \hat{\theta} \sim g(\hat{\theta}), \hat{Y} | \hat{\theta} \sim f(\cdot | \hat{\theta}) \) where \( g \) is some density on \( \Theta^n \), and \( f(\cdot | \hat{\theta}) \), \( \hat{\theta} \in \Theta \), is the original parametric family (14). Then the minimizer, say \( \delta^* \), has the property that \( \delta^*_i(y) \) is a highest posterior density (h.p.d.) region of some level for \( \hat{\theta}_i \).

**Proof.** Let \( \delta \) be any PI procedure, so that \( \delta_i(Y) \subseteq \Theta \) is a set estimate for \( \theta_i \) (with \( \delta_i(Y) = \emptyset \) if \( s_i(Y) = 0 \)). We will show that \( \delta \) can be improved by a procedure that constructs h.p.d. regions w.r.t. \( g \). For every \( y \in \mathcal{Y}^m \) define, for all \( i \) s.t. \( s_i(y) = 1 \),

\[
\alpha_i(y) := \mathbb{P}_g(\hat{\theta}_i \notin \delta_i(y) | \hat{Y} = y) = \frac{\int \mathbb{1}(\theta_i \notin \delta_i(y))g(\theta)f(y; \theta)d\theta}{\int g(\theta)f(y; \theta)d\theta},
\]

the posterior probability that \( \delta_i(y) \) does not cover \( \hat{\theta}_i \), and denote \( \alpha(y) := (\alpha_1(y), ..., \alpha_n(y)) \). Now take \( \delta' \) to be the procedure that constructs for each selected parameter h.p.d. region of level \( 1 - \alpha_i(y) \) for \( \hat{\theta}_i \), namely, \( \delta'_i(y) = \{ \theta \in \Theta : g_i(\theta | y) > t(y) \} \) if \( s_i(y) = 1 \), where \( g_i(\theta | y) \) is the posterior density of \( \theta_i \) given \( \hat{Y} = y \) evaluated at \( \theta \), and where \( t(y) \) is s.t. \( \mathbb{P}_g(\hat{\theta} \notin \delta'_i(y) | \hat{Y} = y) \).
This is possible since the posterior of \( \hat{\theta}_i \) is continuous. Then

\[
E_g[\text{fcp}(\hat{Y}, \hat{\theta}, \delta'(\hat{Y}))|\hat{Y} = y] = \mathbb{E}_g\left[\frac{\sum_{i=1}^{n} s_i(\hat{Y}) I(\hat{\theta}_i \notin \delta(\hat{Y}))}{\sum_{i=1}^{n} s_i(\hat{Y})}\right] = \frac{\sum_{i=1}^{n} s_i(y) \mathbb{P}_g(\hat{\theta}_i \notin \delta'(y)|\hat{Y} = y)}{\sum_{i=1}^{n} s_i(y)} = \frac{\sum_{i=1}^{n} s_i(y) \alpha_i(y)}{\sum_{i=1}^{n} s_i(y)},
\]

which, by the same calculation applied to \( \delta \), equals \( E_g[\text{fcp}(\hat{Y}, \hat{\theta}, \delta(\hat{Y}))|\hat{Y} = y] \). This implies \( E_g \text{fcp}(\hat{\theta}, \delta'(\hat{Y})) = E_g \text{fcp}(\hat{\theta}, \delta(\hat{Y})) \) by taking expectation over \( \hat{Y} \). Meanwhile, \( \mu(\delta_i'(y)) \leq \mu(\delta_i(y)) \) for every \( y \), because \( \delta_i'(y) \) is a h.p.d. region of the same posterior level as \( \delta_i(y) \). Therefore \( E_g L(\hat{\theta}, \delta'(\hat{Y})) \leq E_g L(\hat{\theta}, \delta(\hat{Y})) \). In conclusion, \( \delta' \) has the same expected FCP as \( \delta \) but smaller expected loss.

Before returning to the original problem, we note that, to fully characterize the minimizer of (24) under the setting of Proposition 1, we need to find the functions \( \alpha_i(\cdot) \). This is no trivial task, and we leave it for future research to investigate whether it is even computationally feasible.

The proposition above does not apply directly to the original problem because the actual distribution of \( \hat{\theta} \) is not continuous, but it is still has relevant implications. As remarked before, the oracle PI rule in the original problem formally has risk zero, which is not useful. By contrast, if \( n \) is large and the empirical distribution of the fixed \( \theta_i \)'s is ‘dense’, so that that the actual distribution of \( \hat{\theta} \) (uniform on all permutations of \( \theta \)) is well approximated by a continuous distribution with density \( g_n \), Proposition 1 applied to \( g_n \) already characterizes a nontrivial rule, whose risk can be used informally as a benchmark. Perhaps more importantly, the proposition above is informative from the algorithmic perspective, discussed in later sections, because it suggests that, in order to construct a good procedure, we should threshold estimates of \( \mathbb{P}(\hat{\theta}_i|\hat{Y} = y) \). In producing such estimates it is common to model \( \hat{\theta}_i \) as realizations from an (unknown) continuous distribution, (e.g. Efron, 2016), in which case the posterior is also continuous and \( \mu(\delta_i(y)) \leq \mu(\delta_i(y)) \) for every \( y \), because \( \delta_i(y) \) is a h.p.d. region of the same posterior level as \( \delta_i(y) \). Therefore \( E_g L(\hat{\theta}, \delta'(\hat{Y})) \leq E_g L(\hat{\theta}, \delta(\hat{Y})) \). In conclusion, \( \delta' \) has the same expected FCP as \( \delta \) but smaller expected loss.

4. Effect-size estimation for selected parameters. As in the previous item, we assume that the selection rule \( s : \mathcal{Y}^n \rightarrow \{0,1\}^n \) is PI, in which case the entire problem is PI. Because \( D_0 \) here is unrestricted, i.e. it includes all estimators \( \delta : \mathcal{Y}^n \rightarrow \Theta \), Corollary 1 applies. The selective posterior expected loss is

\[
\rho(y, a) = \mathbb{E}\left[\sum_{i=1}^{n} s_i(y)(a_i - \hat{\theta}_i)^2|\hat{Y} = y\right] = \sum_{\{i: s_i(y) = 1\}} \mathbb{E}[ (a_i - \hat{\theta}_i)^2 | \hat{Y} = y].
\]

and the oracle PI rule is the minimizer of \( \rho(y, a) \) in \( a \), namely, for every \( i \) with \( s_i(y) = 1 \),

\[
\delta_{PI,i}(y) = \mathbb{E}(\hat{\theta}_i|\hat{Y} = y) = \frac{\sum_{\tau \in S_n} \theta_{\tau}(i) f(y; \theta_{\tau})}{\sum_{\tau \in S_n} f(y; \theta_{\tau})}
\]

(30)

(the coordinates \( i \) for which \( s_i(y) = 0 \) can be set arbitrarily).

Another example that fits our framework is (a finite-alphabet version of) that considered in Kontorovich and Painsky (2024). Here \( Y \sim \text{Multinomial}(N; \theta) \), and of interest is to estimate \( \theta_{I^*}, I^* \in \arg \max_{i \leq n} Y_i \) (it is possible that the maximum count is attained by two or more \( Y_i \)'s).
In the formulation from Section 2 this corresponds to a selection rule that sets \( s_i(Y) = 1 \) if \( Y_i = \max(Y_1, ..., Y_n) \) and \( s_i(Y) = 0 \) otherwise. This is a PI problem for any choice of a loss function for the selected parameter \( \theta_{I^*} \), e.g., we could take the log-loss \(-\theta_{I^*} \log \delta(Y) - (1 - \theta_{I^*}) \log(1 - \delta(Y))\).

Our general result says that the optimal PI estimator \( \delta_{PI}^*(y) \) is the minimizer, in \( a \), of the selective posterior expected loss \( \rho(y,a) \). We emphasize that \( i^* = I^*(y) \) is deterministic here (because we condition on \( y \)).

6 Asymptotic uniform attainability

In a given PI problem, the oracle PI rule \( \delta_{PI}^* \) attains (defines) the greatest lower bound on the risk at \( \theta \) of any PI decision rule, but it depends on the unknown value \( \theta \). From an algorithmic perspective this limits the usefulness of the results of the previous section. For the special case of a compound decision problem, and as reviewed in Section 1, previous work has established uniform attainability of the bound (13) in the limit as \( n \to \infty \), by proving asymptotic convergence of the risks of the PI and simple oracles. The discussion at the end of Section 1.2 implies that, under the independent model (2), such asymptotic convergence might extend to PI loss functions beyond the compound loss (3). We now prove this formally in a particular example, specifically, in estimating the single parameter corresponding to the maximum observation \( Y_i \) under squared loss.

Assume that the observed data follows the model (2), with the parameters \( \theta_i \in \Theta \) fixed, and let \( f_i := f(\cdot; \theta_i) \). We denote by \( F_i := F_{\theta_i} \) the corresponding cumulative distribution functions. As in the previous sections, \( Y = (Y_1, ..., Y_n) \), \( \theta = (\theta_1, ..., \theta_n) \). Let \( Y^* := \max_{i \leq n} Y_i \) be the maximum of the observations. Also, let \( I^* = I^*(Y) := \arg \max_{i \leq n} Y_i \) the (random) index achieving the maximum, and let \( i^* = i^*(y) \) be its realized value. Now consider the problem of estimating \( \theta_{I^*} \), the parameter of the maximum of the \( Y_i \)'s. Under squared loss, for any estimator \( \delta(Y) \) of \( \theta_{I^*} \), the risk is

\[
R_n(\theta, \delta) := E_{\theta}(\delta(Y) - \theta_{I^*})^2.
\]

The problem is PI per our earlier definitions, so the general theory developed above applies. Let \( (\bar{\theta}, \bar{Y}) \) be jointly distributed according to

\[
\tau \sim \text{uniform on } S_n, \quad (\bar{\theta}_i, \bar{Y}_i)|\tau \overset{ind}{\sim} (\theta_{\tau(i)}, Y_{\tau(i)}), \quad i = 1, ..., n,
\]

which is (19) under the independent model (2). Define \( \bar{Y} := \max_{i \leq n} \bar{Y}_i \) and \( \bar{I} := \arg \max_{i \leq n} \bar{Y}_i \), the counterparts of \( Y^* \) and \( I^* \). Then the oracle PI estimator is

\[
\delta_{PI}^*(y) = E(\bar{\theta}_{I^*} | \bar{Y} = y).
\]

Define also the oracle simple estimator by

\[
\delta_{S}^*(y) := E(\bar{\theta}_{I^*} | \bar{Y}_I = y_{I^*}).
\]

Note that \( \delta_{PI}^* \) is the Bayes rule when the vector \( (\tau(1), ..., \tau(n)) \) is uniformly distributed over the \( n! \) permutations of \( (1, ..., n) \), whereas \( \delta_{S}^* \) is the Bayes rule when \( \tau(1), ..., \tau(n) \) are i.i.d. uniform draws from \( \{1, ..., n\} \). Indeed, in the latter case the conditional distribution of \( \bar{\theta}_{I^*} \) given \( \bar{Y} = y \) is the same as the conditional distribution of \( \bar{\theta}_{I^*} \) given \( \bar{Y}_{I^*} = y_{I^*} \) since the pairs \( (\tau(i), Y_{\tau(i)}), i \leq n \), are independent.

We make the following assumptions. For some constant \( C < \infty \):
\[ (A1) \] \[ \max_{i \leq n} |\theta_i| < C, \max_{i,j \leq n} \mathbb{E}_{\theta_i}( \frac{(f(Y_i; \theta_j))^2}{(f(Y_i; \theta_i))^2} ) < C. \] Also, there is some constant \( \gamma > 0 \) for which \( \min_{i,j \leq n} \mathbb{P}_{\theta_i}(f(Y_i; \theta_j)/f(Y_i; \theta_i) > \gamma) \geq 1/2 \)

\[ (A2) \] Defining \( p_j(Y_i) := \frac{f_j(Y_i)}{\sum_{k=1}^n f_k(Y_i)}, \quad i, j = 1, \ldots, n, \)

there is a constant \( r > 1 \) such that, for all \( i = 1, \ldots, n, \)
\[ \mathbb{E}_{\theta_i} \left( \sum_{j=1}^n (p_j(Y_i))^r \right)^2 < \frac{C}{n^r}, \quad \mathbb{E}_{\theta_i} \left( \frac{1}{n \min_k p_k(Y_i)} \right)^r < C, \]
\[ \mathbb{E}_{\theta_i} \left( \frac{\sum_{j=1}^n (p_j(Y_i))^2}{n \min_k p_k(Y_i)} \right)^r < \frac{C}{n^r}. \]

\[ (A3) \] for any fixed \( m, \) there is a constant \( \tilde{C} \) and some \( n_0, \) s.t. for all \( n \geq n_0, \)
\[ \mathbb{E}_{\theta} \left( \frac{1}{\min_{k \leq n} F_k(Y^*)} \right)^m < \tilde{C}. \]

The assumptions above are adaptations of the ones in (Greenshtein and Ritov, 2009, GR09 henceforth) for the selective estimation problem, and quantify a sense in which the \( \theta_i, \) as well as their corresponding distributions, are not too far from each other. Assumption \( (A1) \) is exactly Assumption (G1) in Theorem 5.1 of GR09. Assumption \( (A2) \) is a counterpart of (G2) in GR09, which is consistent with requiring that the terms in \( (A2), \) without the outer squares, are bounded in expectation. Assumption \( (A3) \) is an additional condition we need when the parameter of interest is chosen post-hoc.

The assumptions \( (A1)-(A3) \) are satisfied for the bounded normal model, \( Y_i \sim \mathcal{N}(\theta_i, 1), \) independent, \( i = 1, \ldots, n, \) with \( |\theta_i| \leq A < \infty. \) For example, a calculation in GR09 shows that under this model,
\[ \sum_{j=1}^n (p_j(Y_i))^2 = \frac{\sum_{j=1}^n f_j^2(Y_i)}{(\sum_{k=1}^n f_k(Y_i))^2} \leq \frac{1}{n} e^{4A|Y_i|}. \]

Therefore,
\[ \mathbb{E}_{\theta_i} \left[ \left( \sum_{j=1}^n (p_j(Y_i))^2 \right)^r \right] \leq \frac{1}{n^r} \mathbb{E}_{\theta_i} e^{4Ar|Y_i|} \leq \frac{2}{n^r} e^{A^2(8r^2+4r)}, \]

using the fact that \( \mathbb{E} e^{2|Y_i|} = e^{2^2/2+\theta_i t} + e^{t^2/2-\theta_i t} \leq 2e^{t^2/2+|\theta_i|t} \) for \( Y_i \sim \mathcal{N}(\theta_i, 1). \) The bounds on the other terms in \( (A2) \) can be shown with similar calculations. For \( (A3), \)
\[ \mathbb{E}_{\theta} \left( \frac{1}{\min_k F_k(Y^*)} \right)^m 1(Y^* < t) \leq \mathbb{E} \left( \frac{1}{\Phi^m(X^* - A)} 1(X^* < t) \right) \]
for any fixed \( t < 0, \) where \( X^* := \max_{i \leq n} X_i \) for \( X_i \sim \mathcal{N}(-A, 1), \) i.i.d. The right hand side is finite for large enough \( n, \) which can be shown, e.g., by writing out the integral with the density \( f^*(u) = n\Phi^{n-1}(u + A)\phi(u + A) \) of \( X^* , \) and invoking elementary normal tail bounds, \( z(z^2 + 1)^{-1}\phi(z) \leq \Phi(-z) \leq z^{-1}\phi(z) \) for \( z > 0. \)
The following theorem implies that the risks of the simple oracle and the PI oracle are asymptotically equal under the assumptions stated above. Our proof, included in the Appendix, is an adaptation of the proof of Theorem 5.1 in GR09, which asserts that the difference between $\mathbb{E}_{\theta} \sum_{i}(\tilde{\theta}_{i}^{S} - \theta_{i})^{2}$ and $\mathbb{E}_{\theta} \sum_{i}(\tilde{\theta}_{i}^{PI} - \theta_{i})^{2}$, where $\tilde{\theta}_{i}^{S} := \mathbb{E}(\tilde{\theta}_{i}|\tilde{Y})$ and $\tilde{\theta}_{i}^{PI} := \mathbb{E}(\hat{\theta}_{i}|\tilde{Y})$ for a fixed $i$, is $O(1)$ under their assumptions. We note that from GR09’s Theorem 5.1 it follows trivially that the difference in risks in our problem is $O(1)$, since the squared error for $\theta_{i}$ is bounded above by the sum of the errors for all $\theta_{i}$’s. We are interested in proving that the difference $\to 0$, which requires nontrivial modifications.

**Theorem 2.** Under assumptions (A1)-(A3), we have

$$R_{n}(\theta, \delta_{S}^{*}) - R_{n}(\theta, \delta_{PI}^{*}) = O(n^{-(r-1)/r}),$$

where $r$ is the constant from Assumption (A2).

Because in the bounded means model (A2) is satisfied for any $r > 1$, we have

**Corollary 2.** In the bounded normal model, $Y_{i} \sim \mathcal{N}(\theta_{i}, 1)$, independent, $i = 1, ..., n$, with $|\theta_{i}| \leq A < \infty$, we have

$$R_{n}(\theta, \delta_{S}^{*}) - R_{n}(\theta, \delta_{PI}^{*}) = O(n^{-\alpha})$$

for any $0 < \alpha < 1$.

### 7 Nuisance Parameters

Before concluding we informally discuss an extension to the case where the model involves a nuisance parameter. Generalizing (14), suppose

$$Y \sim f(\cdot; \theta, \psi),$$

(32)

where $\theta \in \Theta \subseteq \Theta^{n}$, the unknown parameter of interest, and $\psi \in \Psi$, an unknown nuisance parameter, index a distribution on $\mathcal{Y}^{n}$. For simplicity, we think of $\psi$ here as one-dimensional, but the discussion that follows applies more generally when $\psi$ is $p$-dimensional with $p$ fixed (independent of $n$). We can easily extend the first part of Definition 1 to apply to this more general situation, by saying that the model (32) is PI, if it is PI per Definition 1 when $\psi = \psi_{0}$ is known. For example, suppose $Y \sim \mathcal{N}_{n}(\theta, \sigma^{2}\Sigma)$ with $\Sigma$ known, so the parameter is $(\theta, \sigma^{2}) \in \mathbb{R}^{n} \times \mathbb{R}_{+}$. To check if the model is PI, consider $\sigma^{2} = \sigma_{0}^{2}$ as known, so now the model is formally $Y \sim \mathcal{N}_{n}(\theta, \sigma_{0}^{2}\Sigma)$, $\theta \in \mathbb{R}^{n}$. For any permutation $\tau \in S_{n}$ we have $Y_{\tau} \sim f(\theta_{\tau}; \sigma_{0}^{2}\Sigma_{\tau})$ where $(\Sigma_{\tau})_{ij} := \Sigma_{\tau(i), \tau(j)}$. Thus, if, for example, $\Sigma_{ii} = 1$ and $\Sigma_{ij} = \rho$ for $i \neq j$, the model with known $\sigma^{2} = \sigma_{0}^{2}$ is PI per Definition 1. The conditions in Definition 1 on the loss and the feasible set $\mathcal{D}_{0}$ are also checked when treating $\psi = \psi_{0}$ as known. For any PI problem in this extended sense, any decision rule $\delta$ (which is not a function of $\psi$) is similarly called PI if it is PI per the original definition when $\psi = \psi_{0}$ is known. The oracle PI rule is defined $\delta_{PI}^{*} := \arg \min_{\delta \in \mathcal{D}_{0}} R((\theta, \psi), \delta)$, i.e., it is the same oracle as in the known $\psi$ case, only now the rule $\delta_{PI}^{*}$ itself depends on $(\theta, \psi)$ instead of just $\theta$. In analogy to (18), the greatest lower bound on the risk of a PI rule is $R((\theta, \psi), \delta_{PI}^{*})$, which, again, is now a function of both $\theta$ and $\psi$. To summarize, the definition of a PI problem, a PI rule and the oracle PI rule extend with no essential modifications to the case with nuisance parameters (basically, the extended definition requires permutation invariance.
w.r.t. $\theta$ only). Thus, Sections 1-6 are easily extendable to the case of nuisance parameters; this should not be surprising because, from the oracle perspective, $\psi$ is known.

More interesting is the question of uniform attainability of the bound in the presence of a nuisance parameter. If we limit attention to the independent model, $Y_i \overset{ind}{\sim} f(\cdot; \theta_i, \psi)$, then, inspired by the results from compound decision theory and their extension in Section 6 for the case of no nuisance parameters, the task of asymptotically competing with the oracle would now amount to estimating $(G, \psi)$ under the assumption $\theta_i \sim G$, i.i.d., for an unknown, arbitrary $G$. However, if we consider a model with replicates,

$$Y_{ij} \overset{ind}{\sim} f(\cdot; \theta_i, \psi), \quad i = 1, \ldots, n, \quad j = 1, \ldots, K,$$

where $K$ is fixed (independent of $n$), then $(G, \psi)$ is now obviously identifiable under the model that postulates $\theta_i \sim G$, i.i.d. The likelihood for the individual coordinates $(Y_{11}, \ldots, Y_{1K}, \ldots, Y_{n1}, \ldots, Y_{nK})$ is not PI, but the likelihood for the ‘blocks’ $(Y_1, \ldots, Y_n)$, where $Y_i := (Y_{i1}, \ldots, Y_{iK})$, is PI. Moreover, results in Kiefer and Wolfowitz (1956) imply that, if we assume (33) and $\theta_i \sim G$, i.i.d., then $G$ and $\psi$ can in fact be consistently estimated jointly by maximum likelihood,

$$(\hat{G}, \hat{\psi}) = \arg \max_{G, \psi} \prod_{i=1}^{n} f_{G, \psi}(Y_i), \quad f_{G, \psi}(\cdot) := \int f(\cdot; \theta, \psi)G(d\theta),$$

where the maximization in $G$ is over all possible distributions on $\Theta$. Under suitable conditions, the plug-in EB estimator $\delta_{\hat{G}, \hat{\psi}}$ is then expected to be consistent for $\delta_{G, \psi}$. In other words, the results of Kiefer and Wolfowitz suggest that, under (33), we do not need to know $\psi$ in order to estimate the oracle simple rule $\delta_{\psi} G, \psi$ consistently. In turn, this suggests that, if the risks of the PI and simple oracles are asymptotically equal in the PI problem under consideration, then the greatest lower bound on the risk of a PI rule will be asymptotically attainable uniformly in $\theta$ and $\psi$.

8 Discussion

Robbins’s compound decision theory is unusually appealing in how conclusive it is regarding optimal solutions. First, there is a most natural class of decision rules to restrict attention to, which defines a useful lower bound on the risk. Second, this lower bound has an explicit form as the minimum Bayes risk under a uniform prior on all permutations of the (fixed) instance $\theta$, which suggests how to compute it (or at least approximate it). Third, under some regularity conditions, an empirical Bayes approach produces asymptotically instance-optimal solutions, which is to say that in the limit as $n \to \infty$ the bound is attainable uniformly in $\theta$. The current article shows that, to a considerable extent, this theory extends to a much richer class of PI problems. The work presented here can be viewed mainly as providing theoretical justification for the EB approach in frequentist problems beyond compound decision where it originated, but some of the results obtained in Section 5 actually suggest new methods, namely, to use EB procedures where it has not been explored before, e.g. in the global null testing problem.

Challenges of different kinds certainly remain. Finding good deterministic approximations to (18) is still an open question that deserves further investigation, especially since our findings in
Section 4.1 show discrepancy between the results from MCMC approximations and the proposed approximation based on McCullagh’s formula. The issues with using the latter, reported in Section 4.1, impede calculation of the required lower bound, but perhaps a more accurate version of McCullagh’s formula (for example, if higher-order terms can be obtained) can alleviate the problem. Approximation of the bound beyond the independent model (2) is a further challenge. An important direction for future work is checking existence of and conditions for the asymptotic convergence of Section 6 in other PI problems. Of course, this would also have implications on approximations of the bound (18), because when asymptotic convergence holds, it is enough to use the (easily computable) risk of the simple oracle for sufficiently large $n$. Another interesting direction to investigate is whether some ideas of the theory developed here extend to problems that are not PI. A notable example is inference in linear model, $Y = X\beta + \epsilon$, say with $X$ a fixed $n \times p$ matrix and $\epsilon$ a normally distributed noise term. In various statistical tasks (estimation, variable selection, etc.), it is common to employ statistical procedures that first compute an importance statistic $T_j(Y)$ for each of the $p$ columns of $X$, then process $T_1(Y), ..., T_p(Y)$ in a way that depends only on their values, not the labels $1, ..., p$. Thus, while the model for the statistics $T_j(Y)$ will generally not be PI, when choosing a procedure we often (voluntarily) restrict ourselves to a PI rule. This observation can lead to a meaningful lower bound by associating each value of $\beta$ with the oracle PI decision rule, i.e., the rule that minimizes the risk at $\beta$ among all rules that ignore the labels.
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A Proofs

*Proof of Theorem 1.* To simplify notation, instead of introducing the random vectors \((\hat{\theta}, \hat{Y})\), we will distinguish between the original (frequentist) model for \(Y\),

\[
Y_i \overset{\text{ind}}{\sim} f_i, \quad i = 1, \ldots, n, \tag{34}
\]

and the two-level (Bayes) model for \(Y\),

\[
\tau \sim \text{uniform on } S_n, \quad Y_i|\tau \overset{\text{ind}}{\sim} f_{\tau(i)}, \quad i = 1, \ldots, n, \tag{35}
\]

by using a subscript \(\theta\) on operations taken under (34), e.g. \(E_\theta\), and using no subscript at all for operations taken under (35). Notice that (35) and (19) are equivalent, except that in the former \(\hat{\theta} = \theta_*\) is not defined explicitly. Correspondingly, the PI oracle is

\[
\delta_{PI}^*(y) = E(\theta_{\tau(i^*)}|Y = y),
\]

and the simple oracle is

\[
\delta_{S}^*(y) = E(\theta_{\tau(i^*)}|Y_{i^*} = y_{i^*}),
\]

26
remembering that $i^* = i^*(y)$. In what follows, $Y_{-i}$ denotes the vector obtained from $Y$ by dropping $Y_i$.

First, as in GR09, we note that the analysis can be done under the Bayes model (35), in particular we can replace the risks by the Bayes risks, because both oracles considered are permutation invariant. Moreover, using the fact that $E_i = E_j$ remembering that $E_i = E_j$.

Putting $Y_{-j} = (y_{-j})$ and by $g_{j0}^* = g_{j0}^*(Y_{-j}|Y_j) := f(Y_{-j}|Y_j, I^* = j, \tau(j) = j)$ the density, under (35), of $Y_{-j}$ conditional on $Y_j, I^* = j$ and $\tau(j) = j$, and by $g_{j1}^* = g_{j1}^*(Y_{-j}|Y_j) := f(Y_{-j}|Y_j, I^* = j)$ the density under (35) of $Y_{-j}$ conditional on $Y_j$ and $I^* = j$ (note that the latter does not depend on $j$, only on $Y_j$, because of exchangeability under (35)).

Putting $W_j^*(Y_{-j}, Y_j) := g_{j0}^*(Y_{-j}|Y_j) / g_{j1}^*(Y_{-j}|Y_j)$, we then have

$$\delta_S^*(Y) - \delta_{PI}^*(Y) = \sum_{j=1}^n \theta_j p_j^*(Y_j) \left( W_j^*(Y_{-j}, Y_j) - 1 \right).$$

Define two other densities on $Y_{-j}$, conditional on $Y_j$ and $I^* = j$, by

$$\tilde{g}_{j0}^*(Y_{-j}|Y_j) := \prod_{i \neq j} f_i^*(Y_i)$$

$$\tilde{g}_{j1}^*(Y_{-j}|Y_j) := \tilde{g}_{j0}^*(Y_{-j}|Y_j) \left( \sum_{k \neq j} p_k^*(Y_j) \frac{f_j^*(Y_j)}{f_k^*(Y_j)} + p_j^*(Y_j) \right),$$
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where

\[ f_k^*(Y_k) := f_k(Y_k | Y_j, i^* = j) = \frac{f_k(Y_k)}{F_k(Y_j)} 1(Y_i \leq Y_j) \]

is the conditional density, under the original model (34), of \( Y_i \) given \( Y_j \) and that the maximum is achieved by the \( j \)th coordinate. Note that \( g_{j0}^* \) and \( g_{j1}^* \) are obtained from \( \tilde{g}_{j0}^* \) and \( \tilde{g}_{j1}^* \), respectively, by applying a random permutation (to \( Y - j \)). Hence, invoking Lemma 2.1 from GR09, we have

\[
\mathbb{E}(|W_j^*(Y_{-j}, Y_j) - 1|^2 | Y_j, i^* = j) \leq \mathbb{E}_{\tilde{g}_{j1}^*} \left( \frac{\tilde{g}_{j0}^*}{\tilde{g}_{j1}^*} - 1 \right)^2 = \mathbb{E}_{\tilde{g}_{j1}^*} \left( \frac{\tilde{g}_{j0}^*}{\tilde{g}_{j1}^*} - 2 + \frac{\tilde{g}_{j1}^*}{\tilde{g}_{j0}^*} \right).
\]

Let

\[
L^* := \frac{\tilde{g}_{j1}^*}{\tilde{g}_{j0}^*} = \sum_{k \neq j} p_k^*(Y_j) \frac{f_j^*(Y_k)}{f_k}(Y_k) + p_j^*(Y_j),
\]

\[ V^* := \frac{n}{4} \gamma^* \min_k p_k^*(Y_j), \quad \gamma^* := \gamma \min_k F_k(Y_j), \]

where \( \gamma \) is a constant as in (A1). Note that, for \( C \) as in (A1),

\[
\mathbb{E}_{\theta_k} \left( \frac{(f_j^*(Y_k))^2}{(f_k^*(Y_k))^2} \right) \leq \mathbb{E}_{\theta_k} \left( \frac{(f_j(Y_k))^2}{(f_k(Y_k))^2} \right) \leq \frac{1}{(\min_k F_k(Y_j))^3} \mathbb{E}_{\theta_k} \left[ \frac{f_j^2(Y_k)}{f_k^2(Y_k)} \right] \leq C \frac{1}{(\min_k F_k(Y_j))^3}
\]

and that

\[
\mathbb{P}_{\theta_k} \left( \frac{f_j^*(Y_k)}{f_k^*(Y_k)} > \gamma^* \right) \leq \mathbb{P}_{\theta_k} \left( \frac{f_j}{f_k} \geq \gamma^* \frac{f_j}{f_k}(Y_j) \right) \leq \int f_k(y) 1(y \leq Y_j) 1 \left( \frac{f_j(y)}{f_k(y)} \geq \gamma^* \frac{f_j}{f_k}(Y_j) \right) dy \geq \int f_k(y) 1(y \leq Y_j) 1 \left( \frac{f_j(y)}{f_k(y)} \geq \gamma^* \frac{1}{\min_k F_k(Y_j)}(Y_j) \right) dy \geq \int f_k(y) 1(\frac{f_j}{f_k}(y) \geq \gamma) dy = \mathbb{P}_{\theta_k} \left( \frac{f_j}{f_k}(Y_k) \geq \gamma \right) \geq 1/2.
\]

Then

\[
\mathbb{E}(|W_j^*(Y_{-j}, Y_j) - 1|^2 | Y_j, i^* = j) \leq \mathbb{E}_{\tilde{g}_{j1}^*} \left( \frac{1}{L^*} - 2 + L^* \right) = \mathbb{E}_{\tilde{g}_{j1}^*} \left( \frac{L^* - 1}{L^*} \right)^2 \leq \frac{1}{V^*} \mathbb{E}_{\tilde{g}_{j1}^*} \left( \frac{L^* - 1}{L^*} \right)^2 1(V^* > L^*) + \mathbb{E}_{\tilde{g}_{j1}^*} 1(V^* \leq L^*).
\]
From (38), (39) and (40),

\[
\frac{1}{V^*} E_{\tilde{g}_{j_1}}(L^* - 1)^2 1(V^* > L^*) \leq \frac{1}{V^*} E_{\tilde{g}_{j_1}}(L^* - 1)^2 = \text{Var}_{\tilde{g}_{j_1}}(L^*)
\]

\[
= \text{Var}_{\tilde{g}_{j_1}}\left( \sum_{k \neq j} p_k^*(Y_j) \frac{f_j}{f_k}(Y_k) + p_j^*(Y_j) \right)
\]

\[
= \sum_k (p_k^*(Y_j))^2 \text{Var}_{\theta_k}\left( \frac{(f_j(Y_k))^2}{(f_k(Y_k))^2} \bigg| Y_j, Y_k \leq Y_j \right)
\]

\[
\leq C \left( \min_k F_k(Y_j) \right)^2 \sum_k (p_k^*(Y_j))^2.
\]  

(39)

For the second term in the sum in (38), bound

\[
L^* \geq \gamma^* \min_k p_k^*(Y_j) \sum_{k=1}^n 1 \left( \frac{f_j}{f_k}(Y_k) \geq \gamma^* \right) \geq \gamma^* \min_k p_k^*(Y_j) (1 + U)
\]

where \( U \sim \text{Bin}(n - 1, 1/2) \). By the same exact calculation as in GR09,

\[
E_{\tilde{g}_{j_1}} \frac{1}{L^*} \leq O(e^{-n}) \frac{1}{\gamma^* n \min_k p_k^*(Y_j)}.  
\]  

(40)

From (38), (39) and (40),

\[
E(|W_j^*(Y_{-j}, Y_j) - 1|^2 | Y_j, i^* = j) \leq \frac{C}{(\min_k F_k(Y^*))^2} \sum_k (p_k^*(Y^*))^2 + O(e^{-n}) \frac{1}{\gamma^* n \min_k p_k^*(Y^*)}. 
\]

(41)

Now, we can rewrite

\[
p_k^*(Y_j) = \mathbb{P}(\pi(j) = k | Y_j, i^* = j) = \frac{\mathbb{P}(\pi(j) = k) f_k(Y_j) \prod_{l \neq k} f_l(Y_j)}{\sum_l \mathbb{P}(\pi(j) = l) f_l(Y_j) \prod_{m \neq l} f_m(Y_j)}
\]

\[
= \frac{f_k(Y_j)}{\sum_l f_l(Y_j)} \frac{\prod_{l \neq k} f_l(Y_j)}{f_k(Y_j)} = p_k(Y_j) v_k(Y_j)
\]

where

\[
v_k(Y_j) := \frac{\prod_{l \neq k} f_l(Y_j)}{\sum_l f_l(Y_j)} f_l(Y_j)
\]

Noting that

\[
\min_k p_k^*(Y_j) = \min_k p_k(Y_j) v_k(Y_j) \geq \min_k p_k(Y_j) \min_k v_k(Y_j),
\]

and observing that \( \min_k F_k(Y_j) \leq v_k(Y_j) \leq (\min_k F_k(Y_j))^{-1} \),

\[
\frac{\sum_k (p_k^*(Y_j))^2}{V^*} \leq 4 \frac{\sum_k (p_k^*(Y_j))^2 (v_k(Y_j))^2}{\gamma \min_k F_k(Y_j) n \min_k p_k(Y_j) \min_k v_k(Y_j)}
\]

\[
\leq \frac{4}{(\min_k F_k(Y_j))^4} \frac{\max_k v_k^2(Y_j) \sum_k (p_k^*(Y_j))^2}{n \gamma \min_k p_k(Y_j)} \leq \frac{4}{(\min_k F_k(Y_j))^4} \frac{\sum_k (p_k^*(Y_j))^2}{n \gamma \min_k p_k(Y_j)}
\]
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and
\[
\frac{1}{\gamma n \min_k p_k(Y_j)} \leq \frac{1}{\min_k F_k(Y_j) \min_k p(Y_j) \min_k v_k(Y_j)} \leq \frac{1}{(\min_k F_k(Y_j))^2} \frac{1}{\gamma n \min_k p_k(Y_j)}.
\]

Then, noting that \(E(|W_j^*(Y_{-j}, Y_j) - 1|^2 | Y_j, i^* = j) = E(|W_j^*(Y_{-i^*}, Y^*) - 1|^2 | Y^*)\), we can further bound (41) as
\[
E(|W_j^*(Y_{-i^*}, Y^*) - 1|^2 | Y^*) \leq \frac{4C}{(\min_k F_k(Y^*))^2} \frac{\sum_k (p_k(Y^*))^2}{n \gamma \min_k p_k(Y^*)} + O(e^{-n})
\]
\[
\frac{1}{(\min_k F_k(Y^*))^2} \frac{1}{\gamma n \min_k p_k(Y^*)}.
\]

Now take expectation (over \(Y\)) on both sides, and note that we can assume the fixed-\(\theta\) model, because the distribution of \(Y^*\) is the same under (14) and (31). For the first term on the right hand side of (42), invoking Hölder’s inequality with \(r > 1\) as in (A2), we have that for \(n\) large enough,
\[
E \left( \frac{4C}{(\min_k F_k(Y^*))^2} \frac{\sum_k (p_k(Y^*))^2}{n \gamma \min_k p_k(Y^*)} \right) \leq \left[ E \left( \frac{4C}{(\min_k F_k(Y^*))^2} \right)^{\frac{r}{r-1}} \right]^{\frac{r-1}{r}} \leq \text{const} \cdot n^{-\frac{r-1}{r}},
\]
using the assumptions and the trivial fact
\[
E \left( \frac{\sum_k (p_k(Y^*))^2}{n \gamma \min_k p_k(Y^*)} \right)^r \leq \sum_{i=1}^n E \left( \frac{\sum_k (p_k(Y_i))^2}{n \gamma \min_k p_k(Y_i)} \right)^r \leq n \cdot \frac{C}{n^r}.
\]

The expectation of the second term on the right hand side of (42) is \(o(e^{-n})\), hence we conclude that for large enough \(n\),
\[
E(|W_j^*(Y_{-i^*}, Y^*) - 1|^2) \leq \text{const} \cdot n^{-\frac{r-1}{r}}.
\]

Finally,
\[
E(\delta^S(Y) - \delta^P(Y))^2 = E[E((\delta^S(Y) - \delta^P(Y))^2 | Y^*)]
\]
\[
= E\left[ \sum_{j=1}^n \theta_j p_j(Y_j)(W_j^*(Y_{-j}, Y_j) - 1)^2 | Y^* \right]
\]
\[
\leq \max_j |\theta_j|^2 E\left[ \sum_j p_j^*(Y^*) E(|W_j^*(Y_{-i^*}, Y^*) - 1|^2 | Y^*) \right]
\]
\[
\leq \max_j |\theta_j|^2 E\left[ \max_j E(|W_j^*(Y_{-i^*}, Y^*) - 1|^2 | Y^*) \sum_j p_j^*(Y^*) \right]
\]
\[
\leq \text{const} \cdot n^{-\frac{r-1}{r}}
\]
for \(n\) large enough, where in the last inequality we used the fact that \(\sum_j p_j^*(t) \equiv 1\).