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Abstract: With the development of society, big data's concept is mentioned more and more. However, in the numerous and complex mass data, the effective information is often very limited, and the data often show the complex characteristics of "close and orderly short-term correlation and large long-term disturbance", which is difficult to be expressed by a long sequence composed of a single real value. This paper takes the interval grey number as the research object for the uncertain system of "less data and poor information". According to the multi-attribute group decision-making problem with attribute's values of interval grey number and the weights of decision-makers and attributes that are completely unknown, a method of group decision-making with interval grey numbers based on grey correlation and relative close degree is proposed. For the purpose of making effective decisions, the weights of decision-makers and attributes are calculated by correlation degree of decision information which is measured by the model of grey correlation analysis based on interval grey number deviation degree. On this basis, the correlation degree between the scheme and the positive and negative ideal schemes are computed, and then the grey correlation and relative close degree of the scheme is calculated. Finally, the scheme is sorted according to the value of the grey correlation and relative close degree. The rationality and feasibility of the proposed method are verified by numerical examples.
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1 INTRODUCTION

The problem of multi-attribute decision-making widely exists in various fields such as economic, management, engineering, military. For example, Ibrahim Badi & Pamucar [1] proposed a method to implement a hybrid Grey theory-MARCOS method for decision-making regarding the selection of suppliers in the Libyan Iron and Steel Company (LISCO) to help it compete. Si et al. [2] propose a new method to calculate the score to rank the PFNs using positive ideal solution, negative ideal solution and average neutral value of the alternatives. Neutral degree of PFS has an active role in our proposal. We consider the average value of the neutral degree as a pivot point concerning the all other neutral degrees.

Under the background of the information age, due to the fact that massive information cannot directly reflect the real characteristics of the system, the effective information in the system is often very limited. Therefore, it is more and more difficult for single and long-term observations to accurately express the description of an object, and the research data is developing towards fuzziness and diversification. In view of the ambiguity and complexity of the data, the interval grey number in the grey system theory can be used to represent the uncertain number in an interval or a set of general numbers [3], which can effectively express the complex information that cannot be contained by a single real value. Different from the general interval number, the interval grey number is an uncertain number in which the interval range is known and the true value is unknown. The interval grey number can only cover the range of uncertain information, but also represent the data with uncertain grey level of the information contained in the interval. The upper and lower limits of the interval range represent the most conservative and optimistic views of the decision-maker, and the corresponding decision-making problem also shows some uncertainty, which prevents the decision-maker from making decisions in accordance with the deterministic method. Therefore, the research of uncertain decision-making has important theoretical significance and application value. Interval grey number, as a means to deal with multi-attribute uncertain decision-making problems, has attracted much attention from experts and scholars since the notion was introduced, and proposed multiple methods to solve uncertain multi-attribute decision-making problems [4-12].

For the problem of multi-attribute group decision-making with interval grey number, there are relatively few studies. Among them, in the case of completely unknown attribute weights and expert weights, Chen & Liu [13] established a group relevance scoring matrix by calculating the grey relevance between the decision information of each decision maker and the positive ideal scheme. On this basis, respectively based on the projected feature vector method and the fuzzy complementary judgment matrix ranking method rank the schemes. Yue et al. the advantage of this method is that the relative gap between the comprehensive relevance of the schemes obtained is relatively large. The smaller the correlation between the use of decision-making information, the more conducive to the attributes of evaluation, which promotes the scientific and effective decision-making. Yue [14] uses the projection method to determine the correlation between the decision-maker's decision vector and the group decision vector for the situation where the attribute weights are known and the expert weights are unknown. For the uncertain multi-attribute group decision-making problem with unknown attribute weights and expert weights, Yan et al. [15] established the planning model by using the grey correlation between each scheme and the ideal scheme and the principle of maximum entropy to find the attribute weight and expert weight. Based on the weighting method, the group decision result is obtained. For the uncertain multi-attribute group decision-making problem with unknown expert weights and partially known attribute weights, Li et al. [16] uses the grey correlation analysis method to obtain the correlation coefficients between the kernels and greys of the expert's kernel and the greyscale ideal scheme. Combine the two to get the expert weight, and further integrate the expert opinions through the weighting method. The common features of the above methods are: 1) When determining expert weights or
attribute weights, they are achieved by calculating the correlation between decision information and positive ideal solutions (or group decisions); 2) When obtaining expert weights and attribute weights on the basis, the group evaluation value of the scheme is obtained through the weighting method.

We know that when the correlation between decision-making information is greater, the pros and cons between plans are difficult to characterize, and more unfavourable to evaluation; conversely, the smaller the correlation between decision-making information, the more favourable to evaluation. Therefore, this paper analyses from the perspective of “facilitating effective decision-making”, and proposes an interval grey number group decision-making method based on the closeness of grey correlation. Finally, an example is used to verify the rationality of the method.

2 METHOD

Let \( a(\otimes) = [a^L, a^U] \), \( b(\otimes) = [b^L, b^U] \) be set to the interval grey number, there is \([14]\):

1) \( a(\otimes) = b(\otimes) \Leftrightarrow a^L = b^L \) and \( a^U = b^U \);

2) \( a(\otimes) + b(\otimes) = [a^L + b^L, a^U + b^U] \);

3) \( k \cdot a(\otimes) = [k \cdot a^L, k \cdot a^U] \), \( k \geq 0 \).

Let \( \otimes_1 = [\otimes_1^L, \otimes_1^U] \), \( \otimes_2 = [\otimes_2^L, \otimes_2^U] \) is set to the interval grey number \([11]\), remember \( l(\otimes_1) = \otimes_1^U - \otimes_1^L \), \( l(\otimes_2) = \otimes_2^U - \otimes_2^L \), and said

\[
d(\otimes_1, \otimes_2) = \frac{\|\otimes_1^L - \otimes_2^L\| + \|\otimes_1^U - \otimes_2^U\|}{l(\otimes_1) + l(\otimes_2)} \tag{1}
\]

is the degree of separation between the grey number. Let the system behaviour sequence be

\[
\begin{align*}
\otimes_0 &= [\otimes_0^0, \otimes_0^1, \ldots, \otimes_0^m] \\
\otimes_1 &= [\otimes_1^0, \otimes_1^1, \ldots, \otimes_1^m] \\
&\vdots \\
\otimes_m &= [\otimes_m^0, \otimes_m^1, \ldots, \otimes_m^n]
\end{align*}
\]

where, \( \otimes_j^i = [a_j^i, b_j^i] \) (where \( i = 1, \ldots, m; j = 1, \ldots, n \) is the interval grey number.

Define the grey correlation \([11]\) between \( \otimes_0 \) and \( \otimes_i \) be

\[
R(\otimes_0, \otimes_i) = \sum_{j=1}^{n} w_j R(\otimes_0^j, \otimes_i^j) \tag{2}
\]

where \( R(\otimes_0^j, \otimes_i^j) \) is the grey correlation coefficient of \( R(\otimes_0, \otimes_i) \) at point \( j \), which is defined as

\[
R(\otimes_0^j, \otimes_i^j) = \frac{\min_{j} \min_{j} d(\otimes_0^j, \otimes_i^j) + \xi \max_{j} \max_{j} d(\otimes_0^j, \otimes_i^j)}{d(\otimes_0^j, \otimes_i^j) + \xi \max_{j} \max_{j} d(\otimes_0^j, \otimes_i^j)} \tag{3}
\]

among them, \( \xi \in (0,1) \) is called the resolution coefficient; function \( d(\cdot) \) is shown in Eq. (1).

The grey relevance degree \( R(\otimes_0, \otimes_i) \) defined by Eq. 3 satisfies the four axioms of grey relevance: normative, integrity, even symmetry and proximity \([7]\).

3 MULTI-ATTRIBUTE GROUP DECISION-MAKING

3.1 Description of Interval Grey Number Type Multi-Attribute Group Decision

Let the expert group be \( E = \{e_1, \ldots, e_n\} \) and the decision plan set be \( X = \{x_1, \ldots, x_n\} \); each alternative plan has \( n \) attributes, and the decision attribute set is \( U = \{u_1, \ldots, u_n\} \). The evaluation matrix given by the decision maker \( e_i \) is \( \otimes_i = (\otimes_{ij}^k)_{m \times n} \), where \( \otimes_{ij}^k \) represents the evaluation information of the decision maker \( e_i \) about the attribute \( u_j \) of the scheme \( x_i \), the evaluation information is the interval grey number, and \( \otimes_{ij}^L, \otimes_{ij}^U \) represents the lower limit and upper limit of the interval grey number \( \otimes_{ij}^k \), respectively.

3.2 Multi-Attribute Group Decision Analysis and Algorithm Method

In the multi-attribute group decision-making problem, the key issue involved is the determination of attribute weights and expert weights. The usual determination method is to determine the expert weight by calculating the association between the individual expert and the expert group. However, the accuracy of the evaluation results of the expert group has yet to be verified. This article analyses the correlation between experts. When the correlation between a certain expert’s opinion and other expert’s opinions is greater, the advantages and disadvantages between the plans are difficult to describe, which is not conducive to evaluation; otherwise, it is conducive to evaluation. Similarly, the determination of attribute weights also has the above characteristics. Therefore, this paper adopts the idea favourable to evaluation” to determine attribute weights and expert weights respectively.

1) The idea of determining the attribute weight: Under a certain attribute, take the vectors of each expert about all schemes as a sequence, use the grey correlation analysis method to calculate the correlation between the two sequences, and then use the cumulative grey correlation as the attribute Weights. Obviously, when the degree of association is greater, it is not conducive to evaluation, and the corresponding attribute weight should be smaller; otherwise, the corresponding attribute weight is greater.

2) The way to determine the weight of experts: determine the weight of an expert by calculating the cumulative correlation between an expert and other experts. The greater the cumulative correlation, the smaller...
Based on the above analysis, the following multi-attribute group decision-making method based on grey closeness is established.

3.3 Multi-Attribute Group Decision-Making Method Based on Grey Closeness

Step 1 Normalization of decision matrix \( \Theta_k (k = 1, 2, \ldots, s) \)

There are two commonly used attributes of evaluation indicators: one is the benefit-type attribute, and the other is the cost-type attribute. In order to eliminate the influence of dimension and make each attribute comparable, the decision matrix \( \Theta_k \) is normalized and still recorded as \( \Theta_k \).

Step 2 Determine attribute weight, for attribute \( u_j \), remember

\[
\Delta_j = \begin{bmatrix}
\Theta_{ij1} & \Theta_{ij2} & \cdots & \Theta_{ijm_j}
\end{bmatrix} = \begin{bmatrix}
\Theta_{ij1} \\
\Theta_{ij2} \\
\vdots \\
\Theta_{ijm_j}
\end{bmatrix}
\]

(4)

Among them, the row vector \( \Theta_j^k = [\Theta_{ij1}^k, \Theta_{ij2}^k, \cdots, \Theta_{ijm_j}^k] \) (k = 1, …, s) is the expert \( e_k \) gives the decision vector of each scheme under the index \( u_j \).

Apply Eq. (4) to calculate the grey correlation between row vectors \( \Theta_j^k, \Theta_j^l \) (l \neq k), which is

\[
R(\Theta_j^k, \Theta_j^l) = \frac{1}{m} \sum_{i=1}^{m} \min_{i} \{d(\Theta_{ij}^k, \Theta_{ij}^l)\} + \xi \max_{i} \{d(\Theta_{ij}^k, \Theta_{ij}^l)\}
\]

(5)

Therefore, for attribute \( u_j \), the cumulative grey correlation is

\[
E_j = \frac{1}{s} \sum_{k=1}^{s} R(\Theta_j^k, \Theta_j^l)
\]

(6)

Define the attribute weight of index \( u_j \) and the calculation formula of \( w_j \) is as follows

\[
w_j = \frac{1}{E_j}
\]

(7)

Step 3 Determine expert weights. First, give the definition of grey correlation between two decision matrices \( \Theta_{k}, \Theta_{l} \) (k \neq l)

\[
R(\Theta_{k}, \Theta_{l}) = \frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} R(\Theta_{ij}^k, \Theta_{ij}^l)
\]

(8)

and

\[
R(\Theta_{ij}^k, \Theta_{ij}^l) = \min_{i,j} \left\{d(\Theta_{ij}^k, \Theta_{ij}^l)\right\} + \xi \max_{i,j} \left\{d(\Theta_{ij}^k, \Theta_{ij}^l)\right\}
\]

(9)

Expert \( e_k \) has a cumulative relevance of \( E_k = \sum_{i=1}^{n} R(\Theta_i, \Theta_j) \), and defines expert weight \( \lambda_k \) as follows:

\[
\lambda_k = \frac{1}{\sum_{l=1}^{n} \frac{1}{E_l}}
\]

(10)

Step 4 Calculate the grey closeness of each scheme

1) Determine the positive ideal scheme \( \Theta^+ \) and the negative ideal scheme \( \Theta^- \), there are

\[
\Theta^+ = \left\{ \Theta_{ij}^+, \cdots, \Theta_{ij}^n \right\}
\]

\[
\Theta^- = \left\{ \Theta_{ij}^-, \cdots, \Theta_{ij}^n \right\}
\]

(11)

Among them,

\[
\Theta_j^k = \left[ \Theta_{ijj}^k, \Theta_{ijj}^k, \cdots, \Theta_{ijj}^k \right] \quad (k = 1, \ldots, s)
\]

(12)

2) Combine the attribute weights to calculate the grey correlation degrees \( R(\Theta^+, \Theta^k_j) \) and \( R(\Theta^-, \Theta^k_j) \), there is

\[
R(\Theta^+, \Theta^k_j) = \sum_{j=1}^{n} w_j R(\Theta_j^+, \Theta_j^k)
\]

(13)

\[
R(\Theta^-, \Theta^k_j) = \sum_{j=1}^{n} w_j R(\Theta_j^-, \Theta_j^k)
\]

(14)

\[ R(\Theta^+, \Theta^k_j) \] represents the grey correlation degree between the evaluation value of scheme \( x_i \) given by decision expert \( e_k \) and the positive ideal scheme, \( R(\Theta^-, \Theta^k_j) \) represents the grey correlation degree between it and the negative ideal scheme; \( w_j \) is the attribute weight obtained by Step 2; both \( R(\Theta_j^+, \Theta_j^k) \) and \( R(\Theta_j^-, \Theta_j^k) \) is the grey correlation coefficient, and their expressions are:

\[
R(\Theta_j^+, \Theta_j^k) = \frac{\min_{i,j} \{R(\Theta_{ij}^k, \Theta_{ij}^+)\} + \xi \max_{i,j} \{R(\Theta_{ij}^k, \Theta_{ij}^+)\}}{R(\Theta_{ij}^k, \Theta_{ij}^+)}
\]

(15)

\[
R(\Theta_j^-, \Theta_j^k) = \frac{\min_{i,j} \{R(\Theta_{ij}^k, \Theta_{ij}^-)\} + \xi \max_{i,j} \{R(\Theta_{ij}^k, \Theta_{ij}^-)\}}{R(\Theta_{ij}^k, \Theta_{ij}^-)}
\]

(16)

3) Apply Eq. (11) to calculate the closeness of the grey association of decision maker \( e_k \) with respect to scheme \( x_i \)

\[
\delta_j^k = \frac{R(\Theta^+, \Theta_j^k)}{R(\Theta^+, \Theta^k_j) + R(\Theta^-, \Theta^k_j)}
\]

4) Calculate the closeness of the grey association of scheme \( x_i \)

\[
\delta_i = \sum_{k=1}^{s} \lambda_k \delta_j^k
\]

Among them, \( \lambda_k (k = 1, \ldots, s) \) are the expert weights obtained by Step 3.
4 EXAMPLES

For comparison, the cases pointed by Yue et al. are used for analysis [14, 15]. At the end of the year, a certain university wants to evaluate the satisfaction of three leaders (Professor f₁, Associate Professor f₂, f₃). There are now three groups composed of the general public: teachers d₁, researchers d₂, and college students d₃ as decision makers. Including: leadership, fulfillment, working methods, the score is between 0 and 100, the decision-maker's score for the evaluated object is expressed by the interval grey number, and the evaluation matrix given by each decision-maker is as follows:

\[
A_1 = \begin{bmatrix}
60.90 & 72.86 & 85.92 \\
77.81 & 69.93 & 83.88 \\
80.96 & 59.87 & 68.85
\end{bmatrix}
\]

\[
A_2 = \begin{bmatrix}
77.83 & 68.86 & 82.90 \\
92.98 & 76.86 & 65.87 \\
79.85 & 72.92 & 81.97
\end{bmatrix}
\]

\[
A_3 = \begin{bmatrix}
85.96 & 76.86 & 80.97 \\
79.87 & 75.89 & 81.93 \\
62.82 & 84.89 & 78.82
\end{bmatrix}
\]

Step 1 The expert preference matrix is normalized, and the standardization evaluated matrix of each decision maker is obtained as follows:

\[
R_1 = \begin{bmatrix}
0.6522,0.9783 & 0.7826,0.9348 & 0.9239,1.0000 \\
0.8279,0.8710 & 0.7419,1.0000 & 0.8925,0.9462 \\
0.8333,1.0000 & 0.6146,0.9063 & 0.7083,0.8854
\end{bmatrix}
\]

\[
R_2 = \begin{bmatrix}
0.8556,0.9222 & 0.7556,0.9556 & 0.9111,1.0000 \\
0.9490,1.0000 & 0.7755,0.8776 & 0.6633,0.8776 \\
0.8495,0.9140 & 0.7742,0.9892 & 0.8710,1.0000
\end{bmatrix}
\]

\[
R_3 = \begin{bmatrix}
0.8763,0.9897 & 0.7835,0.8866 & 0.8247,1.0000 \\
0.8495,0.9355 & 0.8065,0.9570 & 0.8710,1.0000 \\
0.6966,0.9213 & 0.9438,1.0000 & 0.8764,0.9213
\end{bmatrix}
\]

Step 2 Determine attribute weight

According to the norm matrix R₁, R₂, R₃, the decision information matrix A₁ of each scheme under attribute u₁ is obtained as:

\[
A_1 = \begin{bmatrix}
0.6522,0.9783 & 0.8279,0.8710 & 0.8333,1.0000 \\
0.8556,0.9222 & 0.9490,1.0000 & 0.8495,0.9140 \\
0.8763,0.9897 & 0.8495,0.9355 & 0.6966,0.9213
\end{bmatrix}
\]

\[
\alpha = \begin{bmatrix}
\omega_1 \\
\omega_2 \\
\omega_3
\end{bmatrix}
\]

Apply Eq. (4) to calculate the grey correlation between each two row vectors, then there is (\omega_1, \omega_2) = 0.7781, R(\omega_1, \omega_1) = 0.9509, R(\omega_1, \omega_2) = 0.8502.

The cumulative grey correlation degree is E₁ = 2.5792, and similarly, the cumulative grey correlation degrees of the evaluation indicators u₂, u₃ are calculated as E₂ = 2.3129 and E₃ = 2.2701, respectively. Apply Eq. (6) to get the attribute weight vector as [0.3076, 0.3430, 0.3494].

Step 3 Determine expert weights. Calculate the relevance of each two experts, respectively:

(\omega_1, \omega_2) = 0.7255, R(\omega_1, \omega_3) = 0.7174, R(\omega_2, \omega_3) = 0.7940.

Then there is:

For expert e₁, there is $E_1 = R(\omega_1, \omega_2) + R(\omega_1, \omega_3) = 1.4429.$

For expert e₂, there is $E_2 = R(\omega_1, \omega_2) + R(\omega_2, \omega_3) = 1.5195.$

For expert e₃, there is $E_3 = R(\omega_1, \omega_3) + R(\omega_2, \omega_3) = 1.5114.$

The expert weights for solving are: \( \lambda = (0.3443, 0.3270, 0.3287) \).

Step 4 Calculate the grey closeness of each scheme

According to the norm matrix R₁, R₂, R₃, the positive ideal scheme \( \omega^+ \) and the negative ideal scheme \( \omega^- \) are obtained as

\[
\omega^+ = \left(0.9490,1.0000, \begin{bmatrix} 0.9438,1.0000 \end{bmatrix} \right).
\]

\[
\omega^- = \left(0.6522,0.8710, \begin{bmatrix} 0.6146,0.8776 \end{bmatrix} \right).
\]

Combined with attribute weight \( w \), there are:

\[
R(\omega^+, \omega_i) = 0.7626, R(\omega^-, \omega_i) = 0.5840 \Rightarrow \delta_i = 0.5543
\]

\[
R(\omega^+, \omega_i) = 0.5676, R(\omega^-, \omega_i) = 0.5190 \Rightarrow \delta_i = 0.5224
\]

\[
R(\omega^+, \omega_i) = 0.5752, R(\omega^-, \omega_i) = 0.8053 \Rightarrow \delta_i = 0.4167
\]

\[
R(\omega^+, \omega_i) = 0.6136, R(\omega^-, \omega_i) = 0.4960 \Rightarrow \delta_i = 0.5530
\]

\[
R(\omega^+, \omega_i) = 0.5653, R(\omega^-, \omega_i) = 0.6720 \Rightarrow \delta_i = 0.4569
\]

\[
R(\omega^+, \omega_i) = 0.5836, R(\omega^-, \omega_i) = 0.5053 \Rightarrow \delta_i = 0.5360
\]

\[
R(\omega^+, \omega_i) = 0.5475, R(\omega^-, \omega_i) = 0.6517 \Rightarrow \delta_i = 0.4566
\]

\[
R(\omega^+, \omega_i) = 0.5674, R(\omega^-, \omega_i) = 0.6053 \Rightarrow \delta_i = 0.4838
\]

\[
R(\omega^+, \omega_i) = 0.6291, R(\omega^-, \omega_i) = 0.6459 \Rightarrow \delta_i = 0.4934
\]

Finally, combined with expert weight \( \lambda \), the group decision results are: \( \delta_1 = 0.5217, \delta_2 = 0.4883, \delta_3 = 0.4809 \), respectively. According to this, the rankings of the obtained schemes are: \( f_1 > f_2 > f_3 \) and the professor's satisfaction is the highest.

1) Comparative analysis of expert weights

Using this method and Yue et al. studies to get the weight of decision makers is shown in Tab. 1 [14, 15].

It can be seen from Tab. 1: The ranking of the weights of experts from Yue et al. studies is the same. The ranking of the importance of teachers, researchers and college students in this ranking is: \( d_1 > d_2 > d_3 \); the ranking of them in this article is: \( d_1 > d_3 > d_2 \). The reason is that the idea of solving expert weights is different. The method in this paper is based on the degree of correlation between the information of experts. The studies are based on the correlation between expert decision information and group decision information (or ideal scheme) [14, 15]. In practice, the satisfaction of professors \( f_1 \) and associate
professors $f_2$, $f_3$ is evaluated in terms of leadership, fulfillment, and working methods. The decision information given by teachers is more persuasive than that of researchers $d_2$ and college students $d_1$, and the corresponding weight should be higher.

2) Comparative analysis of decision results

Using the method of this paper and Yue et al. studies to get the evaluation value and ranking result of the scheme, see Tab. 2 [14, 15].

It can be seen from Tab. 2 that the method, Yue et al. gives the pros and cons of the schemes as follows: $f_1 \succ f_2 \succ f_3$, $f_2 \succ f_3 \succ f_1$, $f_1 \succ f_3 \succ f_2$ respectively [14,15]. Among them: 1) Both the article and the Yan's study [15] believe that the professor's satisfaction is the highest, which is the same as that of the professor when the original literature information was collected; 2) For the associate professors and associate professors, both the article and the Yue's study [14] believe that. In summary, the method in this paper is more effective than the studies [14, 15]. This is because the method in this paper can comprehensively consider the relationship between each program and the positive and negative ideal programs, so that the decision will not produce deviations, that is, there will be no inconsistencies in changes; the studies about Yue and Yan et al. use weighting Method calculation, the decision result is one-sided [14, 15].

Compared with the above two methods, the advantages of this article are: 1) The determination of attribute weights and expert weights is based on the comparison and analysis of the original data, without interference of other factors; 2) The comprehensive consideration of the relationship between each program and the positive and negative ideal programs is more realistic. Therefore, the model solution results are more scientific and reasonable.

5 CONCLUSIONS

Aiming at the problem of interval grey number multi-attribute group decision making with completely unknown expert weights and attribute weights, an interval grey number type group decision method based on the closeness of grey association is proposed. On the one hand, the grey correlation model based on the degree of separation is used to analyse the correlation between decision information to obtain attribute weights and expert weights; on the other hand, the grey correlation closeness model is used to comprehensively consider each program and the positive and negative ideal programs so that there is no deviation in decision-making. The comparison with other methods verifies that this method is more reasonable.

The proposed method is based on the expected utility theory. However, in the actual decision-making process, the psychological behaviour of decision makers does not always pursue utility maximization, but is characterized by reference dependence and loss avoidance. Therefore, the next step is to study the interval grey number multi-attribute decision-making method considering the psychological behaviour of decision makers.
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