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We investigate the attosecond transient absorption spectroscopy (ATAS) in graphene numerically and analytically. In contrast to the velocity gauge, we process the mechanism analysis based on the numerical results of the density-matrix equations of the length gauge. We simplify the band structure of graphene to a two-electron model in a one-dimensional band structure, based on which our analytical results are qualitatively consistent with the numerical results. Inspired by the analytical theories, we divide the fishbone structure of ATAS into the zeroth-order and first-order stripes, and clearly define the opening angle of the V-shaped structure of the first-order stripes. Our analytical results reveal that the resonance effect is the main generation mechanism of absorption spectroscopy. The periodic variation of the first-order stripes at twice the infrared laser frequency can be clearly explained with our analytical theory. Our analysis reveals the underlying mechanism that the opening angles of V-shaped structure increase with increasing the infrared laser frequency. The analytical results indicate that the first-order stripe is brighter for the smaller effective mass of electrons in Van Hove singularities. These results may be generalized to other periodic materials and shed light on the complex generation mechanism of the ATAS.

I. INTRODUCTION

Recent progress in laser technology has made it possible to produce isolated attosecond pulses [1, 2], which accelerates the study of electron dynamics on ultrashort time scales [3]. One of the promising approaches to investigate subfemtosecond dynamics in electronic systems is attosecond transient-absorption spectroscopy (ATAS) [4, 5], which offers an all-optical approach to light-matter interactions, with the high temporal resolution of the attosecond pulse and the high energy resolution characteristic of absorption spectroscopy. Over the past few years, ATAS has been used to study electronic dynamics of atoms and molecules [6–13], in which the quantum interference [14] and a nonresonant AC Stark shift [15] and a resonant Autler-Townes splitting [16] phenomena have been directly observed.

Recently, the attosecond time-resolved technology has been applied to solids [6, 17–22] and some two-dimensional materials [23–24]. For these periodic materials, the special fishbone structure presented in the ATAS has attracted much attention [18, 24]. The previous studies have attributed the generation mechanism of ATAS to the dynamical Franz-Keldysh effect which is related to the intraband motion of electrons [18, 19, 22, 25, 26], however, the explanation for microscopic origin of the absorption spectroscopy is still unclear.

Graphene is a simple but specific two-dimensional material, in which there are only two carbon atoms per unit cell and the atoms are orderly arranged in a periodic hexagonal lattice. It has important applications because of its unusual optical properties [27, 28]. The ATAS of graphene are of natural concern, and the corresponding computational method have been proposed in Ref. [23].

In our work, we reproduce the ATAS of graphene by using density-matrix equations in length and velocity gauges. The absorption spectroscopy near K point originates from interband transition of electrons [28], and we mainly pay attention to ATAS around M and Γ points of graphene. We propose a simple two-electron model to replace the two-dimensional four-band model of graphene, which is feasible because the numerical results of both methods are qualitatively consistent. In particular, based on the two-electron model, we have derived analytical results of absorption spectroscopy, which agree well with the numerical results. According to the analytical results, we can further divide fishbone structure of the absorption spectroscopy into zeroth-order and first-order stripes. Our analytical results reveal that the opening angles of V-shaped structure increases with the IR laser frequency as observed in [18]. Our analysis explains the phenomena that the periodic variation of the first-order stripes at twice the laser frequency [18, 24]. In addition, the analytical results indicate that the first-order stripe is brighter for the smaller effective mass of electrons in Van Hove singularities.

This paper is organized as follows. We describe our calculation models of the ATAS for graphene in Sec. II, Section III presents our main numerical results, and the analytical explanation of the ATAS are discussed in Sec. IV. Finally, Sec. V presents our conclusion. Throughout the paper the atomic units are used if not specified.

II. MODEL

Graphene is a two-dimensional single layer of carbon atoms arranged in a honeycomb lattice [23], and its reciprocal space is a hexagonal lattice structure. In this work, we consider four energy bands of graphene consisting of two core bands (g1 and g2), which arise from the two 1s orbitals of the two carbon atoms in a unit cell, as well as the valence (v) and conduction (c) bands, which arise from the π orbitals orthogonal to the monolayer. The two core bands are degenerate and have constant energy of −280 eV over the k space.
The tight-binding Hamiltonian $H_0$ arising from π orbitals in graphene has the form
\[
H_0 = \begin{pmatrix} 0 & \gamma_0 f(k) \\ \gamma_0 f^*(k) & 0 \end{pmatrix}
\]
in which electrons can only hop to nearest-neighbor atoms with hopping energy $\gamma_0 = 0.1$ a.u. and $f(k) = e^{ik_d/2} - e^{-ik_d/2}$. The diagonalization of $H_0$ matrix can yield energy eigenvalues, which describe the dispersion relation of $v$ and $c$ bands $\varepsilon_v(k) = -\varepsilon_c(k) = \gamma_0 f(k) = \gamma_0 \sqrt{3 + 2 \cos(3k_y d) + 4 \cos(3k_x d)/2} \cos(3k_y d)/2$.

### A. length gauge

We numerically simulate the ATAS of graphene in the length gauge by using the density-matrix equations in which the four energy bands have been included.\[23\] Within the dipole approximation, it reads
\[ i \frac{\partial}{\partial t} \rho_{mn}(k, t, t_d) = [\varepsilon_n(k) - \varepsilon_m(k) - i\Gamma_{mn}] \rho_{mn}(k, t, t_d) 
+ iE_I(t, t_d) \frac{\partial}{\partial k} \rho_{mn}(k, t, t_d) 
+ [E_I(t, t_d) + E_X(t)] \cdot [\hat{D}, \rho]_{mn} \]

(1)

where $\Gamma_{mn}$ are the relaxation parameters. The core-hole lifetime is set to 6.1 fs (corresponding relaxation parameters are 0.04 a.u.) and other relaxation parameters are zero.

For the two-dimensional four-band structure of graphene in Fig. 1(b), the interband transitions includes $D_{\alpha\iota}(k) = \iota(u_{\alpha\iota}(r)|\nabla|u_{\alpha\iota}(r))$ where $u_{\alpha\iota}(r)$ is the periodic part of the Bloch wavefunction for the conduction (valence) band of graphene.\[23\] [30].

At the initial moment $t = 0$, electrons populate in two core bands and valence band, thus $\rho_{\alpha\iota}(k, t = 0, t_d) = \rho_{\alpha\iota}(k, t = 0, t_d) = \rho_{\alpha\iota}(k, t = 0, t_d) = 1$ and other terms of the density matrix elements are zero.

$E_X(t) = E_X f_X(t) \cos(\omega_X t) \mathbf{e}_z$ is the electric field of X-ray pulse, in which $f_X(t) = e^{-4(\ln 2/t/\pi)^2}$ has a full width at half maximum (FWHM) of $\tau_X = 80$ as and laser intensity is $1 \times 10^{10}$ W/cm$^2$. The frequency of X-ray is $\omega_X = 280$ eV, which is equal to energy gap between Fermi energy and the core bands. $\mathbf{e}_z$ is the polarization direction which is perpendicular to the graphene monolayer.

$A_I(t, t_d) = A_{I0} f_I(t + t_d) \cos(\omega_I t + \omega_I t_d) \mathbf{e}$ is the vector potential of an infrared (IR) laser field. $f_I(t) = \cos^2(\omega_I t/2n)$ is an envelope with $n = 10$ and the amplitude of $A_{I0}$ corresponds to laser intensity of $1 \times 10^{11}$ W/cm$^2$. $\omega_I$ is the frequency of the IR laser field corresponding to the wavelength of $\lambda = 3000$ nm. $\mathbf{e}$ is the unit vector along the the $\Gamma - M$ direction of graphene. $t_d = t_X - t_{IR}$ is time delay between X-ray pulse and IR laser field as shown in Fig. 1(a). The electric field of the IR laser is calculated by $\hat{E}_I(t, t_d) = -\partial A_I(t, t_d)/\partial t$.

The X-ray response intensity is calculated by\[3\]
\[ S(\omega, t_d) = 2 \text{Im} [\hat{\mu}(\omega, t_d) \hat{E}_X(\omega)], \]

(2)

where $\hat{E}_X(\omega)$ is Fourier transform of the electric field of the X-ray pulse, and $\hat{\mu}(\omega, t_d)$ is Fourier transform of the dipole response of the system which calculated by
\[ \mu(t, t_d) = \sum_{\mathbf{k}} \sum_{i, g} [r_z \rho_{ig}(k, t, t_d) + c.c.], \]

(3)

where $g$ represents the core bands ($g_1$ or $g_2$) and $i$ represents $v$ or $c$ band. $r_z = \int dz \psi_{1s}(z) \psi_{2p_z}(z) = 0.041 \lambda_{\text{IR}}^2$, where $\psi_{1s}(z)$ and $\psi_{2p_z}(z)$ are the wavefunctions of 1$s$ and 2$p_z$ orbits along the $z$ direction.

The ATAS can be calculated by
\[ \Delta S(\omega, t_d) = S(\omega, t_d) - S^X(\omega), \]

(4)

where $S^X(\omega)$ and $S(\omega, t_d)$ are X-ray response intensities of graphene without and with IR laser field of $t_d$, respectively.

### B. velocity gauge

We also calculate the ATAS of graphene in the velocity gauge. Within the dipole approximation, the corresponding density-matrix equations are
\[ i \frac{\partial}{\partial t} \rho_{mn}(k, t, t_d) = |\varepsilon_n(k) - \varepsilon_m(k) - i\Gamma_{mn}] \rho_{mn}(k, t, t_d) 
+ [A_I(t, t_d) + A_X(t)] \cdot [\hat{D}, \rho]_{mn}, \]

(5)

where $A_X(t) = -\int E_X(t') dt'$ is the electric field of X-ray pulse. The momentum matrix $\hat{p}(k)$ consists of the intraband dipole elements $p_{\alpha\iota}(k) = \nabla \varepsilon_{\alpha\iota}(k) = -p_{\alpha\iota}(k)$, $p_{g_1g_1}(k) = p_{g_2g_2}(k) = 0$ and the interband dipole elements $p_{\bar{m}n}(k) = i(\varepsilon_{m}(k) - \varepsilon_{\bar{m}}(k)) D_{\bar{m}n}(k)$ where $\bar{m}$ represent the index of the band that is not the $m$ band. The other parameters and the calculation methods of the ATAS are the same as the length gauge.
III. THE NUMERICAL RESULTS OF ATAS

The top panel of Fig. 2(a) shows the X-ray response intensities of graphene, which are calculated by Eq. (2) based on the density-matrix equations in the length gauge. The corresponding ATAS evaluated by Eq. (4) is presented in the bottom panel of Fig. 2(a). Figures 2(b) show the ATAS as a function of time delay in units of optical cycles of IR laser. The purple and orange lines mark the centres of the zeroth and first order stripes, respectively. As the time delay changes, the first-order stripes oscillate at twice the IR laser frequency while the zero-order stripes do not exhibit similar characteristics. The black solid arrows indicate the V-shaped structure of the first order stripes and \( \alpha \) defines the opening angle. Figures 2(c) and 2(d) are the same as Figs. 2(a) and 2(b), respectively, but the results are calculated within the velocity gauge framework.

The ATAS of graphene mainly consists of three regions which are around the K point (at 0 eV), M point (near 2.72 eV), and \( \Gamma \) point (about 8.16 eV). For the both gauges, one can obtain that the ATAS results near K and M points are qualitatively consistent, however, there exist observable difference for that around \( \Gamma \) point. The discrepancy might arise from that the velocity gauge requires the solution of dynamics equations on the basis including many virtual states (conduction and valence bands), which are not physically occupied. Therefore, we investigate the underlying mechanism of the ATAS based on the numerical results of the length gauge in the following.

We first study the effects of intraband and interband transitions on the ATAS, respectively. In the two-dimensional four-band model of Fig. 1(b), we block the interband transition between conduction and valence bands as shown in Fig. 3(a), i.e., we artificially set \( D_{cv}(k) \) to be 0 in the numerical calculation. The corresponding ATAS is presented in Fig. 3(b). By comparing Fig. 3(b) and Fig. 2(b), it can be obtained that interband transition have a significant effect on the ATAS near K point, however, it plays a little role on that of \( \Gamma \) and M points. The underlying mechanism is that for the model of Fig. 1(b), the electrons near the K point can easily
transition from the valence band to the conduction band excited by the IR laser field due to small energy gap. As a result, X-ray absorption capability of the valence band is enhanced while that of the conduction band is weakened. Therefore, compared with Fig. 3(b), the ATAS around K point in Fig. 2(b) is significantly brighter. At M and Γ points, however, the wider energy gaps block interband transition process caused by the IR laser, and the generation mechanism of the ATAS arises from intraband dynamics of electrons driven by the IR laser. In the following work, we mainly investigate the generation mechanism of the ATAS near M and Γ points.

We further simplify our two-dimensional (2D) model of Fig. 3(a) to a one-dimensional (1D) model of Fig. 3(c) by taking a section along the Γ – M direction of the 2D band structure. The dispersion relation of the one-dimensional bands are \( \epsilon_c(k) = -\epsilon_v(k) = \epsilon_c(k = k_x, k_y = 0) = -\gamma_0 \sqrt{\frac{1}{2} + 4 \cos(3kd/2)} \) and \( \epsilon_g = \epsilon_{g1}(k) = \epsilon_{g2}(k) = -280 \) eV. Based on this model, the corresponding ATAS is presented in Fig. 3(d). Compared with Fig. 3(b), the absorption spectroscopy near the K point disappears in Fig. 3(d), while around the M and Γ points the results are consistent with Fig. 3(b). Therefore, we can exploit the the one-dimensional model of Fig. 3(c) to study ATAS near the M and Γ points.

Furthermore, in the model of Fig. 3(c), the electrons in the \( g_1 \) and \( v \) bands can not jump to the \( g_2 \) or \( c \) bands due to \( D_{g_1c}(k) = D_{vc}(k) = D_{g_1g_2}(k) = D_{vg_2}(k) = 0 \). On the other hand, although \( D_{g_1v}(k) \neq 0 \), the transition between \( g_1 \) and \( v \) bands is forbidden due to \( \rho_{g_1v}(k, t = 0) = \rho_{vc}(k, t = 0) = 1 \). Therefore, the one-dimensional four-band model of Fig. 3(c) is equivalent to the one-dimensional two-band structure of Fig. 3(e) consisting of \( g_2 \) and \( c \) bands. We propose a two-electron model as shown in Fig. 3(e), in which the lattice momentums of the two electrons are \( k = 0 \) (Γ point) and \( k \approx 0.78 \) a.u. (M point), and the corresponding two-electron ATAS is shown in Fig. 3(f). Compared with Fig. 3(d), the main features, such as the V-shaped structure, the periodicity of the stripes, etc., have been reproduced. Next, based on this two-electron model in one-dimensional two-band structure, we investigate the underlying mechanism of the ATAS, analytically.

\section*{IV. THEORETICAL EXPLANATION OF RESONANCE EFFECT IN ATAS}

When the IR laser is absent, for the two-electron model in one-dimension two-band structure of Fig. 3(e), the response intensity around Γ or M points can be expressed by

\[
S_k^X(\omega) \propto \frac{\Gamma_0}{\Gamma_0^2 + (\omega - \epsilon_c(k))^2},
\]

(see Appendix A for the detailed derivation).

When the IR laser is on and the time delay is \( t_d = 0 \), the response intensity of the electron of Γ or M points can be evaluated by

\[
S_k(\omega, t_d = 0) \propto J_0(b_{0k})[L[\omega, \epsilon_{0s}(k)] + J_1(b_{0k}) \cdot L[\omega, \epsilon_{0s}(k) + 2\omega I] - J_1(b_{0k})L[\omega, \epsilon_{0s}(k) - 2\omega I]],
\]

where \( L(\omega, x) = \frac{\Gamma_0}{\Gamma_0^2 + (\omega - x)^2} \) is Lorentzian line shape centered in \( x \). \( \epsilon_{0s}(k) = \epsilon_c(k) + A_{10}^2/(4m^*_s) \) where the second term on the right hand side is the energy shift. \( b_{0k} = A_{10}^2/(8\omega_I m^*_s) \) where \( m^*_s = 1/\sqrt{2}\epsilon_c(k) \) is effective mass. \( J_n(x) \) is the \( n \)th order Bessel function.

For the more general situations of \( t_d \neq 0 \), the ATAS of the electron near Γ or M points can be approximated by

\[
\Delta S_k(\omega, t_d) = S_k(\omega, t_d) - S_k^X(\omega) \]

\[
\propto J_0(b_{0k})[L[\omega, \epsilon_{s}(k)] - L[\omega, \epsilon_c(k)] + J_1(b_{0k}) \cdot L[\omega, \epsilon_{s}(k) + 2\omega I] \cos(2\omega I t_d)
+ J_1(b_{0k})F[\omega, \epsilon_{s}(k) + 2\omega I] \sin(2\omega I t_d)
- J_1(b_{0k})L[\omega, \epsilon_{s}(k) - 2\omega I] \cos(2\omega I t_d)
+ J_1(b_{0k})F[\omega, \epsilon_{s}(k) - 2\omega I] \sin(2\omega I t_d)],
\]

(8)
where $F(\omega, x) = \frac{\omega - x}{\Gamma_0 + (\omega - x)^2}$ corresponds to Fano line shape centered at $x$. $\epsilon_x(k) = \epsilon_x(k) + A_0^2f_{1}^2(t_d)/(4m^*_c)$ and $b_k = A_0^2f_{1}^2(t_d)/(8\omega_1m^*_c)$.

In Fig. 4(a), the solid lines are the numerical results of response intensity without (black) and with (red) IR laser of $t_d = 0$ for the two-electron model in the one-dimensional two-band structure of Fig. 3(e). The dotted lines are the corresponding analytical results calculated by Eq. (6) (black) and Eq. (7) (red), which agree well with the numerical results. According to Eq. (6), for the two-electron model, when the IR laser is absent, the response intensity presents two Lorentzian line shapes centered at $\epsilon_x(k_M) \approx 2.72$ eV and $\epsilon_x(k_F) \approx 8.16$ eV. As the IR laser of $t_d = 0$ is on, according to Eq. (7), the centre of the main peak related to $J_0(\theta_{\text{IR}})$ (the zeroth order peak) is shifted by $\Delta J_0(4m^*_c)$. For the electron of M point (Γ point) whose effective mass $m^*_c$ is 0.3 a.u. (~0.9 a.u.), the shift energy $A^2f_{0}^2(4m^*_c)$ is 0.27 eV (~0.09 eV). In addition, Eq. (7) tells that for the response intensity of each electron, two additional Lorentzian line shapes (the first order peak) appear with the amplitude of $|J_1(b_{\text{IR}})|$. Because $|m^*_c| < |m^*_c|$, one can obtain $|J_1(b_{\text{IR}})| > |J_1(b_{\text{IR}})|$ due to $b_{\text{IR}} > b_{\text{IR}}$. The energy interval between centres of zeroth and first order peaks is $2\omega_1$ as shown in Fig. 4(a).

The numerical results of the two-electron ATAS presented in Fig. 4(b) qualitatively agree with analytical results calculated by Eq. (8) as shown in Fig. 4(c). The vertical black and red lines mark the time delays of $t_d = 0$ and $t_d = -T/8$, and the marked ATAS are also presented in Fig. 4(d). In Fig. 4(c), the horizontal purple dotted lines and orange dashed lines indicate the centres of the zeroth order and first order stripes of the ATAS, corresponding to the same type of vertical lines in Fig. 4(d).

In Fig. 4(d), we choose a typical energy range of ATAS, which is marked by the blue dashed rectangle, to discuss. The absorption spectroscopy of this energy range is associated with the term $-J_1(b_{\text{IR}})L[\omega, \epsilon_x(k_M) - 2\omega_1 \cos(2\omega_1 t_d)] + J_1(b_{\text{IR}})F[\omega, \epsilon_x(k_M) - 2\omega_1 \sin(2\omega_1 t_d)]$ of Eq. (8). For the time delay of $t_d = 0$, this term is reduced to $-J_1(b_{\text{IR}})L[\omega, \epsilon_x(k_M) - 2\omega_1]$ which is the Lorentzian line shape corresponding to the black lines. While for the time delay of $t_d = -T/8$, this term is $J_1(b_{\text{IR}})F[\omega, \epsilon_x(k_M) - 2\omega_1]$ which is Fano line shape corresponding to the red lines. As the time delay varies continuously, the two line shapes alternately forming first-order stripes of ATAS, which vary at twice the IR laser frequency (corresponding to $2\omega_1 T_d$ of Eq. (8)) as presented in Figs. 3(f) and 2(b) [18, 19, 24, 25]. In addition, one can obtain $|J_1(b_{\text{IR}})| > |J_1(b_{\text{IR}})|$ due to $|b_{\text{IR}}| > |b_{\text{IR}}|$ with $|m^*_c| < |m^*_c|$. It implies that for smaller absolute value of the effective electron mass, the first-order stripes of ATAS are brighter, which can be observed in Figs. 3(f) and 2(b).

In Figs. 4(b), 4(c) and 2(b), we show the opening angle $\alpha$ of V-shaped structure of first-order stripes. The angle is defined by

$$\tan(\alpha) \approx \frac{2\omega_1}{3T/8} = \frac{8\omega_1}{3\pi}.$$  

where $2\omega_1$ is the energy interval between the zeroth and first order peaks of response intensity as shown in the red lines of Fig. 4(a), and $3T/8$ is the time interval between a Lorentzian line shape and its next-adjacent Fano line shape as shown in Figs. 4(b) and 4(c). Equation (9) implies that the opening angle increases as the increase of the IR laser frequency [18].

In Fig. 5, we compare our main analytical conclusions and the corresponding numerical results of the ATAS in Fig. 2(b). The two purple solid curves ($E(M^*_c)$...
the maximum energy shifts of the zeroth and first stripes of the ATAS near M point in Fig. 2(b), and the dotted lines ($\epsilon_0(M_M)$, $\epsilon_1(M_M)$) and $\epsilon_0(M_M) + 2\omega_I$ are the corresponding theory prediction results. In (c), the black line is calculated by $E(M_1^+) - E(M_0^+)$ and the black dotted line marks the energy of $2\omega_I$. In (d), the black line is the ATAS of Fig. 2(b) as a function of time delays at the specific frequency of $\omega = \epsilon_0(M_M) + A_{10}^2/(4m^*_k)$, and the red line is the corresponding analytical results calculated by Eq. (B4).

Furthermore, the numerical results of Figs. 5(a) and 5(b) indicate that in contrast to the theory prediction, the maximum energy shifts of the zeroth and first stripes of the ATAS near M point (about 2.72 eV) in Fig. 2(b) are offset by about 0.52 laser cycle (about 5 fs). In Fig. 5(d), we further check the offset by comparing the ATAS of Fig. 2(b) as a function of time delays at the specific frequency of $\omega = (\epsilon_0(M_M) + A_{10}^2/(4m^*_k)$ with our corresponding theoretical predictions of the two-electron model. In Fig. 5(c), the black solid line is the energy difference between $E(M_1^+)$ and $E(M_0^+)$. And the black dotted line marking $2\omega_I$ is the corresponding theory prediction. By comparing analytical and numerical results shown in Figs. 5(a), 5(b) and 5(c), one can conclude that both are qualitatively consistent.

V. CONCLUSION

In summary, we have investigated the underlying generation mechanism of ATAS in graphene. Based on the four-band model, we numerically calculated the ATAS by using the density-matrix equations of the length and velocity gauges, respectively. The numerical results show that the ATAS near M and K points are qualitatively consistent between two gauges, however, the ATAS around $\Gamma$ point present observable difference. This might be partly due to that the velocity gauge requires the solution of dynamics equations on the basis including many virtual states which are not physically occupied.

We propose a two-electron model, based on which we qualitatively reproduce the numerical results of the ATAS near M and $\Gamma$ points in the length gauge. According to the analytical results corresponding to the two-electron model, we divide the fishbone structure of the ATAS into the zeroth and first order stripes, and clearly define the opening angle of the V-shaped structure of the first order stripes. The periodic variation of the first-order stripes at twice the infrared laser frequency can be clearly explained using our analytical theory. Our theories also reveal the underlying mechanism that the opening angles of V-shaped structure increase with increasing the IR laser frequency. These results may be generalized to other periodic materials and shed light on the complex generation mechanism of the ATAS.
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Appendix A: Analytical results of ATAS based on the two-electron model

We consider the one-dimensional two-band structure consisting of a core ($g$) band and a conduction ($c$) band as shown in Fig. 3(e). In this model, we approximate the X-ray pulse to be a $\delta$ function $E_X(t) = E_X\delta(t)$ because it is relatively short and weak, and therefore we can consider that the X-ray pulse instantaneously populates the $c$ band at the moment of $t = 0$. According to the perturbation theory, the density matrix elements change from $\rho_{gg}(\mathbf{k}, t < 0^-) = 1$, $\rho_{cc}(\mathbf{k}, t < 0^-) = 0$, $\rho_{cg}(\mathbf{k}, t < 0^-) = 0$ to $\rho_{gg}(\mathbf{k}, t = 0^+) \approx 1$, $\rho_{cc}(\mathbf{k}, t = 0^+) \approx 0$, $\rho_{cg}(\mathbf{k}, t = 0^+) \approx -iE_Xr_z$ with $r_z = (g(k)|c(k))$. Next, the IR laser induces Bloch oscillation of electrons and holes, i.e., $\rho_{cg}(\mathbf{k}, t > 0^+, t_d) = -iE_Xr_ze^{-i\int_0^t c(k+\mathbf{A}(t,t_d)-c(k))dt'}e^{-1/4t_d}$. According to Eq.
(3), when \( t < 0 ^ { - } \), the time-dependent dipole is \( \mu_k (t, t_d) = 0 \); and for \( t > 0 ^ { + } \), it is

\[
\mu_k (t, t_d) = -2E_X r_z^2 \sin \left[ \int_0^t \left( \epsilon_c (k + A_1 (t', t_d)) - \epsilon_g \right) dt' \right] \gamma \omega^{-1} .
\]  

(A1)

The response intensity is calculated by

\[
S^X (\omega, t_d) = \sum \left[ S_k (\omega, t_d) \right] \text{and} \quad S_k (\omega, t_d) = 2 \left( \mu_k (\omega, t_d) \times \hat{E}_X (\omega) \right) \propto \text{Im} [\hat{\mu}_k (\omega, t_d)].
\]

When the IR laser is on, the time-dependent dipole is

\[
\mu_k^X (t) = -2E_X r_z^2 \sin (\epsilon_c (k) - \epsilon_g) \gamma e^{-\gamma \omega t}.
\]

For both \( \Gamma \) and \( M \) points in the one-dimension two-band structure, \( \nabla \varepsilon (\omega, t_d) = 0, \quad \nabla_\omega \varepsilon (\omega, t_d) = 0 \), and we ignore higher order terms in Eq. (A3). In the integral with respect to time in Eq. (A3), for simplicity, we consider the vector potential \( A_1 (t, t_d) = A_{10} f_{11} (t + t_d) \cos (\omega t + \omega t d) \approx A_{10} f_{11} (t_d) \cos (\omega t + \phi) \) with \( \phi = \omega t d \), we can approximate the time-dependent dipole as

\[
\mu_k (t, t_d) \approx -2E_X r_z^2 \sin (\epsilon_c (k) t - t_d) + \frac{1}{2} \nabla^2 k \varepsilon (\omega, t_d)
\]

\[
= -2E_X r_z^2 \left[ \frac{1}{2} \nabla^2 k \varepsilon (\omega, t_d) \right] e^{-\gamma \omega t}.
\]

(A4)

where \( \phi = -b_k \sin (2 \omega t) \), \( a_k = \epsilon_c (k) - \epsilon_g + A_{10} f_1^2 (t_d) / (4 m^* k) \) and \( b_k = A_{10} f_1^2 (t_d) / (8 m^* k) \) with the effective mass \( m^* = 1 / (\nabla^2 k \varepsilon (k)) \) for lattice momentum \( k \).

Utilizing Jacobi-Anger expansion formulas and product to sum formulas, Eq. (A4) can be further reduced to be

\[
\mu_k (t, t_d) = -2E_X r_z^2 \sin (\epsilon_c (k) t + \phi) J_0 (b_k) e^{-\gamma \omega t}
\]

\[
-2E_X r_z^2 \sum_{m=1}^{\infty} J_{2m} (b_k) \sin \left[ \left( a_k + 4m \omega t \right) t + (\phi + 4m \phi) \right] e^{-\gamma \omega t}
\]

\[
-2E_X r_z^2 \sum_{m=1}^{\infty} J_{2m-1} (b_k) \sin \left[ \left( a_k - 4m \omega t \right) t + (\phi - 4m \phi) \right] e^{-\gamma \omega t}
\]

\[
-2E_X r_z^2 \sum_{m=1}^{\infty} J_{2m-1} (b_k) \sin \left[ (4m - 2) \omega t + \phi \right] t + (4m - 2) \phi) e^{-\gamma \omega t}
\]

(A5)

where \( J_n (x) \) is the \( n \)th order Bessel function.

The response intensity is evaluated by

\[
S_k (\omega, t_d) \propto \text{Im} [\hat{\mu}_k (\omega, t_d)] = \text{Im} \left[ \int_0^\infty \mu_k (t, t_d) e^{-i \omega t} dt \right]
\]

\[
= J_0 (b) \left[ L (\omega, a_k) \cos (\phi) + F (\omega, a_k) \sin (\phi) \right]
\]

\[
+ \sum_{m=1}^{\infty} J_{2m-1} (b_k) L (\omega, a_k + (4m - 2) \omega t) \cos (\phi + (4m - 2) \phi)
\]

\[
+ \sum_{m=1}^{\infty} J_{2m-1} (b_k) F (\omega, a_k + (4m - 2) \omega t) \sin (\phi + (4m - 2) \phi)
\]

\[
- \sum_{m=1}^{\infty} J_{2m-1} (b_k) L (\omega, a_k - (4m - 2) \omega t) \cos (\phi - (4m - 2) \phi)
\]

\[
- \sum_{m=1}^{\infty} J_{2m-1} (b_k) F (\omega, a_k - (4m - 2) \omega t) \sin (\phi - (4m - 2) \phi)
\]

\[
+ \sum_{m=1}^{\infty} J_{2m} (b_k) L (\omega, a_k + 4m \omega t) \cos (\phi + 4m \phi)
\]

\[
+ \sum_{m=1}^{\infty} J_{2m} (b_k) F (\omega, a_k + 4m \omega t) \sin (\phi + 4m \phi)
\]

\[
+ \sum_{m=1}^{\infty} J_{2m} (b_k) L (\omega, a_k - 4m \omega t) \cos (\phi - 4m \phi)
\]

\[
+ \sum_{m=1}^{\infty} J_{2m} (b_k) F (\omega, a_k - 4m \omega t) \sin (\phi - 4m \phi),
\]

(A6)

where \( L (\omega, x) = \frac{\Gamma_0}{\Gamma_0^2 + (\omega - x)^2} \) and \( F (\omega, x) = \frac{\omega - x}{\Gamma_0^2 + (\omega - x)^2} \) are Lorentzian and Fano line shapes centred at \( x \), respectively.
For a special time delay of $t_d = 0$, we can obtain $\varphi = 0$ and $\phi = 0$. When the laser intensity is $1 \times 10^{11}$ W/cm², $b_{ok} = A_{I0}^2/(8\omega_1 m_k^* c) = -0.11$ and $b_{okt} = A_{I0}^2/(8\omega_1 m_{k0}^*) = 0.33$. Wherefore we consider that high-order terms of Bessel function $J_{n\geq 1}(b_{ok})$ are approximately equal to zero for both $\Gamma$ and $M$ points. The response intensity is

\[
S_k(\omega, t_d = 0) \simeq J_0(b_{ok}) L(\omega, a_{ok}) + J_1(b_{ok}) \cdot L(\omega, a_{ok} + 2\omega_I) - J_1(b_{ok}) L(\omega, a_{ok} - 2\omega_I), \quad (A7)
\]

where $a_{ok} = \epsilon_e(k) - \epsilon_g + A_{I0}^2/(4m_k^*)$.

For general situations of $t_d \neq 0$, because $|b_k| \leq 0.33$ for $\Gamma$ and $M$ points, we do the approximations that $\cos(\phi) = \cos(-b_k \sin(2\phi)) \approx J_0(b_k) \approx 1$ and $\sin(\phi) = \sin(-b_k \sin(2\phi)) \approx 0$. According to Eq. (A6), the ATAS is evaluated by

\[
\Delta S_k(\omega, t_d) = S_k(\omega, t_d) - S_k^X(\omega) \\
\approx J_0(b_k) L(\omega, a_k) - L(\omega, \epsilon_e(k) - \epsilon_g) + J_1(b_k) L(\omega, a_k + 2\omega_I) \cos(2\omega_I t_d) + J_1(b_k) F(\omega, a_k + 2\omega_I) \sin(2\omega_I t_d) - J_1(b_k) L(\omega, a_k - 2\omega_I) \cos(2\omega_I t_d) + J_1(b_k) F(\omega, a_k - 2\omega_I) \sin(2\omega_I t_d). \quad (A8)
\]

### Appendix B: The ATAS as a function of time delay at a specific frequency

We deduce the ATAS as a function of $t_d$ at a specific frequency. Considering the vector potential $A_I(t, t_d) = A_{I0} f_I(t + t_d) \cos(\omega_I t + \varphi)$ with $\varphi = \omega_I t_d$, the time-dependent dipole of Eq. (A3) can be reduced to be

\[
\mu_{ok}(t, t_d) = -2EX r_k^2 \sin(\epsilon_c(k)t) - \epsilon_g t + \frac{1}{2} \nabla_k^2 \epsilon_c(k) A_{I0}^2 \\
\int_0^t (1 + \beta) \cos(2\omega_I t' + 2\varphi) + \frac{1}{2} dt'[e^{-\Gamma_{rt} t} \\
= -2EX r_k^2 \sin(a_{ok} t + b_{ok} \sin(2\omega_I t + 2\varphi) + c(t, t_d)) e^{-\Gamma_{rt} t} \quad (B1)
\]

where $\beta = f_I(t' + t_d) - 1$, $a_{ok} = \epsilon_e(k) - \epsilon_g + A_{I0}^2/(4m_k^*)$, $b_{ok} = A_{I0}^2/(8\omega_1 m_k^*)$, $c(t, t_d) = a_{ok} \int_0^t \beta[\cos(2\omega_I t' + 2\varphi) + 1] dt' + \phi_0$ with $\phi_0 = -b_{ok} \sin(2\phi)$.

We expand Eq. (B1) using Jacobi-Anger expansion formulas and ignore the high-order terms of Bessel function $J_{n \geq 2}(b_{ok})$. The time-dependent dipole is deduced to be

\[
\mu_{ok}(t, t_d) \approx -2EX r_k^2 J_0(b_{ok}) \sin(a_{ok} t + c(t, t_d)) e^{-\Gamma_{rt} t} \\
-2EX r_k^2 J_0(b_{ok}) \sin(c(t, t_d)) e^{-\Gamma_{rt} t} \\
+4EX r_k^2 J_1(b_{ok}) \sin(a_{ok} t) \sin(2\omega_I t + 2\varphi) \sin(c(t, t_d)) e^{-\Gamma_{rt} t} \\
+4EX r_k^2 J_1(b_{ok}) \sin(a_{ok} t) \sin(2\omega_I t + 2\varphi) \sin(c(t, t_d)) e^{-\Gamma_{rt} t} \quad (B2)
\]

We focus on the Fourier transform of Eq. (B2) at $\omega = a_{ok}$, which can be classified into slow and fast oscillating terms and those fast oscillating term will be averaged out after long time integration, so

\[
\tilde{\mu}_{ok}(\omega = a_{ok}, t_d) = \int_0^{\infty} \mu_{ok}(t, t_d) e^{-i\omega t} dt \\
\approx -2EX r_k^2 J_0(b_{ok}) \int_0^{\infty} [\sin(a_{ok} t) \cos(c(t, t_d)) + \cos(a_{ok} t) \sin(c(t, t_d))] e^{-\Gamma_{rt} t} e^{-i\omega t} dt \\
\approx iEX r_k^2 J_0(b_{ok}) \int_0^{\infty} \cos(c(t, t_d)) e^{-\Gamma_{rt} t} dt \\
-EX r_k^2 J_0(b_{ok}) \int_0^{\infty} \sin(c(t, t_d)) e^{-\Gamma_{rt} t} dt. \quad (B3)
\]

The ATAS at $\omega = a_{ok}$ is evaluated by

\[
\Delta S_k(\omega = a_{ok}, t_d) = S_k(\omega = a_{ok}, t_d) - S_k^X(\omega = a_{ok}) \\
= \text{Im}[\tilde{\mu}_{ok}(\omega = a_{ok}, t_d)] - \text{Im}[\tilde{\mu}_{ok}^X(\omega = a_{ok})] \\
= EX r_k^2 J_0(b_{ok}) \int_0^{\infty} \cos(c(t, t_d)) e^{-\Gamma_{rt} t} dt, \quad (B4)
\]

where we have considered $S_k^X(\omega = a_{ok}) = \text{Im}[\tilde{\mu}_{ok}^X(\omega = a_{ok})] = 0$.

---
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