Stochastic analysis of a SIRI epidemic model with double saturated rates and relapse
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Abstract
Infectious diseases have for centuries been the leading causes of death and disability worldwide and the environmental fluctuation is a crucial part of an ecosystem in the natural world. In this paper, we proposed and discussed a stochastic SIRI epidemic model incorporating double saturated incidence rates and relapse. The dynamical properties of the model were analyzed. The existence and uniqueness of a global positive solution were proven. Sufficient conditions were derived to guarantee the extinction and persistence in mean of the epidemic model. Additionally, ergodic stationary distribution of the stochastic SIRI model was discussed. Our results indicated that the intensity of relapse and stochastic perturbations greatly affected the dynamics of epidemic systems and if the random fluctuations were large enough, the disease could be accelerated to extinction while the stronger relapse rate were detrimental to the control of the disease.
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1 Introduction

The control and eradication of infectious diseases has been an urgent problem in mathematical epidemiology and it is attracting the interest of researchers from many fields. In the past few decades, various epidemiological models which can analyze the underlying mechanisms have been put forward and discussed extensively, such as SIS, SIR, SIER, SIRS [1–4].

Recently, some researchers have paid attention to an appealing phenomenon that in the transmission and control of some diseases, the recovered populations may relapse with reactivation of latent infection and then they revert back to the infective one, such as tuberculosis including human and bovine and herpes [5–7]. Then, in the past few years, SIRI epidemic models are proposed and investigated by many authors [7–10]. In Liu et al. [7], discussed the impact of relapse to the transmission of Tuberculosis in Beijing, China and derived that relapse of TB in Beijing was more common than reinfection with a new strain. In Driessche and Zou [8], considered a more general SIRI model and threshold property were obtained. In Fatini [9], proposed an epidemic model with stochastic perturbations and relapse. By virtue of Lyapunov functions, the persistence and extinction of the diseases were analysed. However, they only used the bilinear incidence rate for the proposed model, not considering the effect of the behavioral change and crowding effect of the infected population, where a saturation incidence rate may be properer and prevent the unboundedness of the contact rate [11–15]. As far as we know, there are few epidemic models considering the effects of saturated incidence and relapse rates together and in this paper, we try to fill the gap. In the paper, considering the effects of saturated incidence rate and the saturation phenomenon of the developed medical techniques and conditions, an SIRI epidemic model with double saturated rates is formulated:

\[
\frac{dS}{dt} = \mu - \mu S(t) - \frac{\beta S(t)I(t)}{1 + \alpha I(t)},
\]

\[
\frac{dI}{dt} = \frac{\beta S(t)I(t)}{1 + \alpha I(t)} - (\mu + e)I(t) + \frac{\gamma R(t)}{1 + kR(t)},
\]

\[
\frac{dR}{dt} = eI(t) - \mu R(t) - \frac{\gamma R(t)}{1 + kR(t)},
\]

(1.1)

where the parameters are supposed to be positive constants. And \( \mu \) is the recruitment rate due to births and immigration and it is also supposed to be equal to the natural death rate. \( \frac{\beta I}{1+\alpha I} \) represents the disease transmission rate, \( e \) is the recovery rate and \( \frac{\gamma}{1+kR(t)} \) denotes the rate by which no-infectious individuals are reverted to the infectious state [9]. \( \alpha, \ k \) are the so-called half-saturation constants, respectively. All the coefficients of system (1.1) are assumed to be nonnegative, and \( \mu > 0. N(t) = S(t) + I(t) + R(t) \) denotes the total population size. The parameter

\[
R_0 = \frac{\beta}{\mu + e - \frac{\gamma}{\mu + \gamma}}
\]

is the basic reproduction number of model (1.1). Moreover, we can obtain that

\[ \boxed{} \] Springer
(i) if \( R_0 < 1 \), model (1.1) has a unique disease-free equilibrium \( E_0(1, 0, 0) \) and it is globally asymptotically stable;

(ii) if \( R_0 > 1 \), model (1.1) has positive equilibrium point \( E^* \).

In this paper, we assume that both the saturated incidence rate and relapse rate of the disease are affected by environmental perturbations as follows:

\[
\beta \rightarrow \beta + \sigma_1 \dot{B}_1(t), \quad \gamma \rightarrow \gamma + \sigma_2 \dot{B}_2(t),
\]

\( \dot{B}_i(t) \) \((i = 1, 2)\) stands for the white noise, that is, \( B_i(t) \) is a standard Brownian motion defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with respect to a filtration \( \{\mathcal{F}_t\}_{t \in \mathbb{R}_+} \) satisfying the usual conditions (i.e. it is increasing and right continuous while \( \mathcal{F}_0 \) contains all \( \mathbb{P} \)-null sets). \( B_1(0) = 0 \) and \( B_2(0) = 0 \). \( \sigma_i (i = 1, 2) \) are the standard deviation of the white noise and \( \sigma_2^2 > 0 \) represents the white noises intensity [16,17].

Motivated by the aforementioned factors, we propose the resulting model as follows:

\[
\begin{align*}
\dot{S} &= \left[ \mu - \mu S(t) - \frac{\beta S(t) I(t)}{1 + \alpha I(t)} \right] dt - \frac{\sigma_1 S(t) I(t)}{1 + \alpha I(t)} dB_1(t), \\
\dot{I} &= \left[ \frac{\beta S(t) I(t)}{1 + \alpha I(t)} - (\mu + e) I(t) + \frac{\gamma R(t)}{1 + k R(t)} \right] dt \\
&\quad + \frac{\sigma_1 S(t) I(t)}{1 + \alpha I(t)} dB_1(t) + \frac{\sigma_2 R(t)}{1 + k R(t)} dB_2(t), \\
\dot{R} &= \left[ e I(t) - \mu R(t) - \frac{\gamma R(t)}{1 + k R(t)} \right] dt - \frac{\sigma_2 R(t)}{1 + k R(t)} dB_2(t),
\end{align*}
\]

(1.2)

The environmental fluctuation is a crucial part of an ecosystem in the natural world, including temperature, the immunological state of the host, incubation periods, and so on. Sometimes small noise can suppress explosions in population dynamics. The theory of stochastic differential equations (SDE) is a better tool in representing such influencing factors as some additional degree of realism can be provided by SDE compared to the deterministic systems [18]. Numerous scholars introduce the effects of stochastic perturbations in their models both from a biological and mathematical perspective [19–26]. However, to the best of our knowledge, there are no results about the stochastic SIRI system with saturated incidence and relapse.

The remaining of the paper is organized as follows. In Sect. 2, the proof for the existence of a unique positive solution is derived. And also, the threshold dynamics are discussed to govern the persistence and extinction of the stochastic SIRI model. Section 3 presents sufficient conditions to guarantee that the system has an ergodic stationary distribution based on the method of Khasminskii [27]. Numerical simulations are presented in Sect. 4 and finally some conclusions are obtained in Sect. 5. Several numerical simulations were carried out to support theoretical results.
2 Some results for extinction and persistence in the mean

In this part, we will discuss the threshold dynamics to govern the persistence and extinction of the stochastic SIRI model. Considering the characteristics of equation (1.2), we firstly list the following lemma.

**Lemma 2.1** ([28]) *For the solution* \((S(t), I(t), R(t))\) *of model (1.1) with any initial value* \((S(0), I(0), R(0)) \in \mathbb{R}^3_+\), we obtain*

\[
\max \{\limsup_{t \to +\infty} S(t), \limsup_{t \to +\infty} I(t), \limsup_{t \to +\infty} R(t)\} \leq 1.
\]

*By virtue of the above lemma, we denote*

\[ A = \left\{ (S(t), I(t), R(t)) : S(t) + I(t) + R(t) = 1, S(t) \geq 0, I(t) \geq 0, R(t) \geq 0 \right\} \]

*is a positively invariant region for model (1.1). In the following, we will discuss the existence and uniqueness of the global positive solution.*

**Theorem 2.1** *There exists a unique solution* \((S(t), I(t), R(t))\) *of model (1.2) on* \(t \geq 0\) *with any initial value* \((S(0), I(0), R(0)) \in \mathbb{R}^3_+\) *and the solution will remain in* \(\mathbb{R}^3_+\) *with probability one.*

**Proof** According to the local Lipschitz continuity of the coefficients of system (1.2), it can be achieved that there exists a unique local solution \((S(t), I(t), R(t))\) on \([0, \tau_e)\) with any initial value \((S(0), I(0), R(0)) \in \mathbb{R}^3_+\), where \(\tau_e\) represents the explosion time. To prove the globality of the solution, we have to show that \(\tau_e = \infty\) a.s. We suppose that \(k_0 \geq 1\) is sufficiently large such that \(S(0), I(0)\) and \(R(0)\) lie within the interval \([1/k_0, k_0]\). For each integer \(k > k_0\), we define the stopping time \(\tau_k = \inf\{t \in [0, \tau_e) : \min\{S(t), I(t), R(t)\} \leq 1/k\ or \ \max\{S(t), I(t), R(t)\} \geq k\}. Then, \(\tau_k\) increases as \(k \to \infty\). Denote \(\tau_\infty = \lim_{k \to +\infty} \tau_k\), then \(\tau_\infty \leq \tau_e\). Next, we prove that \(\tau_\infty = \infty\) almost surely. If that is not true, constants \(T > 0\) and \(\varepsilon \in (0, 1)\) exists such that \(P[\tau_\infty < \infty] > \varepsilon\). Thus, there exists an integer \(k_1 \geq k_0\) satisfying

\[ P[\tau_k \leq T] \geq \varepsilon, \]

for all \(k > k_1\). Define a \(C^2\)-function \(V : \mathbb{R}^3_+ \to \mathbb{R}_+\) by

\[
V(S, I, R) = \left( S - a - a \ln \frac{S}{a} \right) + (I - 1 - \ln I) + (R - 1 - \ln R), \tag{2.1}
\]

where \(a\) is a constant that will be given later. By Itô’s formula, we have

\[
dV(S, I, R) = \left(1 - \frac{a}{S}\right) \left[ \left( \mu - \mu S - \frac{\beta SI}{1 + \alpha I} \right) dt - \frac{\sigma_1 SI}{1 + \alpha I} dB_1(t) \right].
\]
Here, $L : \mathbb{R}_+^2 \rightarrow \mathbb{R}_+$ and choose $a = \frac{\mu + \varepsilon}{\rho}$, then we achieve

$$L(V, I) = 3\mu + e + \mu a + \frac{a\beta I}{1 + \alpha I} + \frac{a\sigma_1^2 (S^2 + I^2)}{2(1 + \alpha I)^2} + \frac{\sigma_2^2 R^2}{2I(1 + kR)} - \frac{\mu S - \mu a}{S}$$

$$-\mu I - \mu R - \frac{\beta S}{1 + \alpha I} + \frac{\gamma}{1 + kR} \left(1 - \frac{R}{I}\right) + \frac{\sigma_2^2}{2(1 + kR)^2} - \frac{eI}{R}$$

$$\leq 3\mu + e + \mu a + [a\beta - \mu - e]I + \frac{(a + 1)\sigma_1^2 + \sigma_2^2}{2} + \gamma$$

$$= 3\mu + e + \mu a + \frac{(a + 1)\sigma_1^2 + \sigma_2^2}{2} + \gamma$$

$$\triangleq K$$

(2.3)

Herein, $K$ is a constant. Hence,

$$dV(S, I) \leq K dt + \sigma_1 \left(\frac{S(I - 1) - (S - a)I}{1 + \alpha I}\right) dB_1(t)$$

$$+ \sigma_2 \frac{(I - 1)R - I(R - 1)}{I(1 + kR)} dB_2(t).$$

(2.4)

Taking integral on the above inequality from 0 to $\tau_k \wedge T$, we obtain

$$\int_0^{\tau_k \wedge T} dV(S, I) \leq \int_0^{\tau_k \wedge T} K dt$$

$$+ \int_0^{\tau_k \wedge T} \sigma_1 \left(\frac{S(t)(I(t) - 1) - (S(t) - a)I(t)}{1 + \alpha I(t)}\right) dB_1(t)$$

$$+ \int_0^{\tau_k \wedge T} \sigma_2 \frac{(I(t) - 1)R(t) - I(t)(R(t) - 1)}{I(t)(1 + kR(t))} dB_2(t),$$

(2.5)
where \( \tau_k \land T = \min(\tau_k, T) \). Consequently,

\[
EV(S(\tau_k \land T), I(\tau_k \land T)) \leq V(S(0), I(0)) + KE(\tau_k \land T) \\
\leq V(S(0), I(0)) + KT.
\]

Let \( \Omega_k = \{ \tau_k \leq T \} \), then we have \( P(\Omega_k) \geq \varepsilon \). For each \( \omega \in \Omega_k \), \( S(\tau_k, \omega) \) or \( I(\tau_k, \omega) \) equals either \( k \) or \( 1/k \), and

\[
V(S(\tau_k, \omega), I(\tau_k, \omega)) \geq \min\{k - 1 - \ln k, 1/k - 1 + \ln k\}.
\]

Therefore,

\[
V(S(0), I(0)) + KT \geq E[1_{\Omega_k}(\omega)V(S(\tau_k, \omega), I(\tau_k, \omega))] \\
\geq \varepsilon \min\{k - 1 - \ln k, 1/k - 1 + \ln k\}, \quad (2.6)
\]

where \( 1_{\Omega_k} \) is the indicator function of \( \Omega_k \). Letting \( k \to \infty \), we obtain the contradiction. This completes the proof. \( \square \)

Now we are in the position to give some sufficient conditions for the extinction and persistence in the mean of the disease by constructing suitable Lyapunov functions. Above all, we will discuss the globally asymptotically stable in probability and exponentially stable a.s. of solutions to the equilibrium \( E_0 \).

**Theorem 2.2** Suppose \( (S(t), I(t), R(t)) \) be the solution of model (1.2) with any initial value \( (S(0), I(0), R(0)) \in \mathbb{R}_+^3 \). If \( R_0 = \tilde{R}_0(1 + \frac{\sigma_i^2}{\beta^2}) < 1 \), where \( \tilde{R}_0 = \frac{\beta}{(\mu + e) - \alpha + \frac{\gamma R}{1 + k R}} \) hold, then the trivial solution of system (1.2) is globally asymptotically stable in probability.

**Proof** Define \( V_1(S, I, R) = a(1 - S)^2 + bI^2 + R^2 \), here \( a, b > 0 \) will be chosen later. Then applying Itô’s formula, we get

\[
\mathcal{L}V_1 = -2a(1 - S)\left(\mu - \mu S - \frac{\beta SI}{1 + \alpha I}\right) + 2bI\left(\frac{\beta SI}{1 + \alpha I} - (\mu + e)I + \frac{\gamma R}{1 + k R}\right) \\
+ 2R\left(eI - \mu R - \frac{\gamma R}{1 + k R}\right) + (a + b)\left(\frac{\sigma_1 SI}{1 + \alpha I}\right)^2 \\
\leq -2a\mu(1 - S)^2 + 2a\beta(1 - S)I + [b(2\beta - 2(\mu + e) \\
+ \sigma_1^2) + a\sigma_1^2]I^2 - 2\left(\mu + \frac{\gamma}{1 + k}\right)R^2 \\
+ 2(b\gamma + e)RI \\
\leq -2a\mu \left[(1 - S) - \frac{\beta}{2\mu} I\right]^2 - 2\left(\mu + \frac{\gamma}{1 + k}\right)\left[R - \frac{e + b\gamma}{2} (\mu \\
+ \frac{\gamma}{1 + k})\right]I^2 + H(b)I^2 \quad (2.7)
\]
where
\[
H(b) = \frac{\gamma^2}{2(\mu + \frac{\gamma}{1+k})} b^2 + \left(\frac{e\gamma}{\mu + \frac{\gamma}{1+k}} - 2(\mu + e - \beta) + \sigma_1^2\right) b \\
+ \frac{e^2}{2(\mu + \frac{\gamma}{1+k})} + \alpha \left(\sigma_1^2 + \frac{\beta^2}{2\mu}\right).
\]

The discriminant of \(H(b)\) is
\[
\Delta = [2(\mu + e - \beta) - \sigma_1^2] \left(2(\mu + e - \beta) - \sigma_1^2 - \frac{2e\gamma}{\mu + \frac{\gamma}{1+k}}\right) \\
- \alpha \frac{\gamma^2}{\mu + \frac{\gamma}{1+k}} \left(2\sigma_1^2 + \frac{\beta^2}{\mu}\right).
\]

We let \((2(\mu + e - \beta) - \sigma_1^2 - \frac{2e\gamma}{\mu + \frac{\gamma}{1+k}}) > 0\) and \(a\) sufficiently small such that \(\Delta > 0\), then we can derive that \(H(b) < 0\) for every \(b \in [b_1, b_2]\) where \(b_1\) and \(b_2\) are distinct positive roots for \(H(b)\). Then \(\mathcal{L}V_1\) is negative-definite if \(\left(2(\mu + e - \beta) - \sigma_1^2 - \frac{2e\gamma}{\mu + \frac{\gamma}{1+k}}\right) > 0\). That is,
\[
\beta < \mu + e - \frac{e\gamma}{\mu + \frac{\gamma}{1+k}} - \frac{\sigma_1^2}{2}.
\]

Thus, \(\mathcal{L}V_1\) is negative-definite if \(R_{0*} = \tilde{R}_0 \left(1 + \frac{\sigma_1^2}{2\beta}\right) < 1\).

The proof is completed. \(\square\)

**Remark 1** For any \((S(0), I(0), R(0)) \in A\), if \(R_{0*} = \tilde{R}_0 \left(1 + \frac{\sigma_1^2}{2\beta}\right) < 1\), then the solution of \((1.2)\) satisfies:
\[
\lim_{t \to +\infty} S(t) = 1, \quad \lim_{t \to +\infty} I(t) = 0, \quad \lim_{t \to +\infty} R(t) = 0 \quad a.s.
\]

**Theorem 2.3** Suppose \((S(t), I(t), R(t))\) be the solution of model \((1.2)\) with any initial value \((S(0), I(0), R(0)) \in \mathbb{R}_+^3\).

(i) If \(\beta < \frac{\sigma_1^2}{2}\), then the solution of system \((1.2)\) obeys
\[
\limsup_{t \to +\infty} \frac{1}{t} \ln[(1 - S) + I + R] \leq \frac{\beta^2 - \mu \sigma_1^2}{\sigma_1^2}.
\]

(ii) If \(\beta \geq \frac{\sigma_1^2}{2}\), then the solution of system \((1.2)\) obeys
\[
\limsup_{t \to +\infty} \frac{1}{t} \ln[(1 - S) + I + R] \leq \beta - \mu - \frac{\sigma_1^2}{4}.
\]

\(\square\) Springer
**Proof** Define \( V_2(S, I, R) = \ln[(1 - S) + I + R] \), then we have that

\[
\mathcal{L}V_2(S, I, R) = -\frac{\mu(1 - S) + 2\beta SI}{1 + \alpha I} - \frac{\mu I - \mu R}{(1 - S) + I + R} - \frac{\left( \frac{\alpha SI}{1 + \alpha I} \right)^2 + \left( \frac{\alpha R}{1 + \alpha R} \right)^2}{[(1 - S) + I + R]^2} \\
\leq -\frac{\sigma^2}{2} \left( \frac{SI}{1 + \alpha I} \right)^2 + 2\beta \frac{SI}{1 + \alpha I} - \mu (1 - S) + I + R - \mu 
\]

Let \( X = \frac{SI}{(1 - S) + I + R} \) and \( f(X) = -\sigma_1^2 X^2 + 2\beta X - \mu \), by virtue of Itô’s formula, we obtain that

\[
dV_2 = \mathcal{L}V_2 dt + \frac{2\sigma SI}{1 + \alpha I} dB_1(t) \\
= f(X) dt + 2\sigma_1 X dB_1(t) \\
\leq v dt + 2\sigma_1 X dB_1(t) 
\]

where \( v = \sup_{X \in (0, \frac{1}{2})} f(X) \) obtained from the fact that \( X = \frac{SI}{(1 - S) + I + R} \leq \frac{S}{(1 + \alpha I)} \leq \frac{1}{2} \). Taking integral on both sides of (2.9) and divided by \( t \), we have that

\[
\frac{\ln[1 - S(t) + I(t) + R(t)]}{t} \leq \frac{\ln[1 - S(0) + I(0) + R(0)]}{t} + v \\
+ \frac{2}{t} \int_0^t \sigma_1 X(s) dB(s). 
\]

Notice the fact that \( M(t) = \int_0^t 2\sigma_1 X(s) dB(s) \) is a continuous local martingale, then by the strong law of large number for local martingales and (2.10), we have that

\[
\limsup_{t \to +\infty} \frac{1}{t} \ln[(1 - S) + I + R] \leq v. 
\]

For the quadratic function \( f(X) \), we have that it attains its maximum value \( v = f(\bar{X}) = \frac{\beta^2 - \mu^2}{\sigma_1^2} \) at \( X = \bar{X} = \frac{\beta}{\sigma_1^2} \) if \( \beta < \frac{\sigma_1^2}{2} \) while it reaches its maximum value \( \nu = f(\bar{X}) = \beta - \mu - \frac{\sigma_1^2}{4} \) at \( X = \bar{X} = \frac{1}{2} \) if \( \beta \geq \frac{\sigma_1^2}{2} \).

This completes the proof. \( \square \)

**Remark 2** The trivial solution for stochastic model (1.2) is exponentially stable a.s. in \( A \), if one of the following conditions hold:

1. \( \beta < \min\left\{ \frac{\sigma_1^2}{2}, \sigma_1 \sqrt{\mu} \right\} \);
2. \( \frac{\sigma_1^2}{2} \leq \beta < \mu + \frac{\sigma_1^2}{4} \).
As the positive invariance of set $A$, system (1.2) can be reduced to the following form:

$$
\begin{align*}
\frac{dS}{dt} &= \left[\mu - \mu S(t) - \frac{\beta S(t)I(t)}{1 + \alpha I(t)}\right]dt - \frac{\sigma_1 S(t)I(t)}{1 + \alpha I(t)} dB_1(t), \\
\frac{dI}{dt} &= \left[\frac{\beta S(t)I(t)}{1 + \alpha I(t)} - (\mu + e) I(t) + \frac{\gamma (1 - S(t) - I(t))}{1 + k(1 - S(t) - I(t))}\right]dt + \frac{\sigma_1 S(t)I(t)}{1 + \alpha I(t)} dB_1(t) \\
&\quad + \frac{\sigma_2 (1 - S(t) - I(t))}{1 + k(1 - S(t) - I(t))} dB_2(t), \\
\end{align*}
$$

(2.11)

**Theorem 2.4** Suppose $(S(t), I(t))$ be the solution of model (2.11) with any initial value $(S(0), I(0)) \in \mathbb{R}_{+}^2$. If

(i) $R_1 = \frac{2\gamma^2}{\sigma_1^2(\mu + e)} + \frac{2\beta^2 (1 + \alpha)^2}{\sigma_1^2(\mu + e)} < 1$, or

(ii) $2\beta (1 + \alpha)^2 \geq \sigma_1^2$ and $R_2 = \frac{1}{\mu + e}\left[2\beta + \frac{2\gamma^2}{\sigma_2^2} - \frac{\sigma_1^2}{2(1 + \alpha)^2}\right] < 1$

hold, then the infected population go to extinction.

**Proof** By virtue of Itô’s formula, we have

$$
\begin{align*}
\frac{d\ln I(t)}{dt} &= \frac{1}{I} \left[\frac{\beta S(t)I(t)}{1 + \alpha I(t)} - (\mu + e) I(t) + \frac{\gamma (1 - S(t) - I(t))}{1 + k(1 - S(t) - I(t))}\right] dt + \frac{\sigma_1 S(t)I(t)}{1 + \alpha I(t)} dB_1(t) \\
&\quad + \frac{\sigma_2 (1 - S(t) - I(t))}{1 + k(1 - S(t) - I(t))} dB_2(t) \\
&\quad - \frac{1}{2T^2} \left[\frac{\sigma_1^2 S^2}{2I(1 + k(1 - S - I))^2}\right] dt + \frac{\sigma_1 S(t)I(t)}{1 + \alpha I(t)} dB_1(t) + \frac{\sigma_2 (1 - S(t) - I(t))}{1 + k(1 - S(t) - I(t))} dB_2(t) \\
&\quad \leq \frac{2\gamma^2}{\sigma_1^2} + \frac{2(1 + \alpha)^2}{\sigma_1^2} - (\mu + e) - \frac{\sigma_1^2}{2} \left(\frac{1 - S - I}{I(1 + k(1 - S - I))} - \frac{2\gamma^2}{\sigma_2^2}\right)^2 \\
&\quad - \frac{\sigma_1^2}{2(1 + \alpha)^2} \left(S - \frac{2\beta (1 + \alpha)^2}{\sigma_1^2}\right)^2 dt + \frac{\sigma_1 S(t)I(t)}{1 + \alpha I(t)} dB_1(t) + \frac{\sigma_2 (1 - S - I)}{I(1 + k(1 - S - I))} dB_2(t) \\
\end{align*}
$$

(2.12)

Case (i). If $R_1 < 1$, then we have

$$
\begin{align*}
\ln I(t) &\leq -\frac{\sigma_1^2}{2} \int_0^t \left(\frac{1 - S(\theta) - I(\theta)}{I(\theta)(1 + k(1 - S(\theta) - I(\theta)))} - \frac{2\gamma^2}{\sigma_2^2}\right)^2 d\theta \\
&\quad - \frac{\sigma_1^2}{2(1 + \alpha)^2} \int_0^t \left(S(\theta) - \frac{2\beta (1 + \alpha)^2}{\sigma_1^2}\right)^2 d\theta \\
&\quad - \left(\mu + e - \frac{2\gamma^2}{\sigma_2^2} - \frac{2(1 + \alpha)^2}{\sigma_1^2}\right) t + M_1(t) + M_2(t) + ln I(0)
\end{align*}
$$
\[ \leq - \left( \mu + e - \frac{2\gamma^2}{\sigma_2^2} - \frac{2(1 + \alpha)^2 \beta^2}{\sigma_1^2} \right) t + M_1(t) + M_2(t) + \ln I(0) \quad (2.13) \]

where \( M_1(t) = \int_0^t \frac{\sigma_1 S(\theta)}{1 + \alpha I(\theta)} \, dB_1(\theta) \) and \( M_2(t) = \int_0^t \frac{\sigma_2 (1 - S(\theta) - I(\theta))}{I(\theta)(1 + k(1 - S(\theta) - I(\theta)))} \, dB_2(\theta) \). Thus

\[ \frac{\ln I(t)}{t} \leq - \left( \mu + e - \frac{2\gamma^2}{\sigma_2^2} - \frac{2(1 + \alpha)^2 \beta^2}{\sigma_1^2} \right) + \frac{M_1(t)}{t} + \frac{M_2(t)}{t} + \frac{\ln I(0)}{t}. \quad (2.14) \]

Noticing that \( M_i(t) \) \( (i = 1, 2) \) are local continuous martingale which satisfy \( M_i(0) = 0 \) and \( \lim_{t \to +\infty} \frac{M_i(t)}{t} = 0 \) a.s., by the condition \( R_1 < 1 \) and taking the limit superior on both sides of expression (2.14), we derive

\[ \limsup_{t \to +\infty} \frac{\ln I(t)}{t} \leq - \left( \mu + e - \frac{2\gamma^2}{\sigma_2^2} - \frac{2(1 + \alpha)^2 \beta^2}{\sigma_1^2} \right) = (\mu + e)(R_1 - 1) < 0, \]

Thus, we have that \( \lim_{t \to +\infty} I(t) = 0 \).

Case (ii). If \( 2\beta(1 + \alpha)^2 \geq \sigma_1^2 \) and \( R_2 = \frac{1}{\mu + e} \left[ 2\beta + \frac{2\gamma^2}{\sigma_2^2} - \frac{\sigma_1^2}{2(1 + \alpha)^2} \right] < 1 \), then by (2.12), we obtain

\[ \frac{d\ln I(t)}{t} \leq \left[ \frac{2\gamma^2}{\sigma_2^2} + \frac{2(1 + \alpha)^2 \beta^2}{\sigma_1^2} - (\mu + e) - \frac{2\gamma}{\sigma_2^2} \right]^2 \left[ \frac{\sigma_1^2}{2(1 + \alpha)^2} \left( S - \frac{2\beta(1 + \alpha)^2}{\sigma_1^2} \right) \right]^2 dt \]

\[ + \frac{\sigma_1 S}{1 + \alpha I} dB_1(t) + \frac{\sigma_2 (1 - S - I)}{I(1 + k(1 - S - I))} dB_2(t) \]

\[ \leq \left[ \frac{2\gamma^2}{\sigma_2^2} - (\mu + e) \frac{\sigma_1^2}{2(1 + \alpha)^2} + 2\beta \right]^2 \left[ \frac{2\gamma^2}{\sigma_2^2} - (\mu + e) - \frac{\sigma_1^2}{2(1 + \alpha)^2} \right]^2 dt \]

\[ + \frac{\sigma_1 S}{1 + \alpha I} dB_1(t) + \frac{\sigma_2 (1 - S - I)}{I(1 + k(1 - S - I))} dB_2(t). \quad (2.15) \]

The last inequality is obtained as \( S(t) \) in (2.15) takes its maximum value at 1 on the interval \([0, 1]\). Then

\[ \frac{d\ln I(t)}{t} \leq \left[ \frac{2\gamma^2}{\sigma_2^2} - (\mu + e) - \frac{\sigma_1^2}{2(1 + \alpha)^2} + 2\beta \right] \]

\[ + \frac{M_1(t)}{t} + \frac{M_2(t)}{t} - \frac{\ln I(0)}{t}. \quad (2.16) \]
Similarly to the proof of Case (i), we can derive that

$$\limsup_{t \to +\infty} \frac{d\ln I(t)}{t} \leq \left[ \frac{2\gamma^2}{\sigma_2^2} - (\mu + e) \right] + \frac{\sigma_1^2}{2(1 + \alpha)^2} + 2\beta \\
= (\mu + e)(R_2 - 1) < 0,$$

which implies \( \lim_{t \to +\infty} I(t) = 0. \)

**Remark 3** For the reduced system (2.11), if

(i) \( R_1 = \frac{2\gamma^2}{\sigma_2^2(\mu + e)} + \frac{2\beta^2(1 + \alpha)^2}{\sigma_1^2(\mu + e)} < 1, \)

or

(ii) \( 2\beta(1 + \alpha)^2 \geq \sigma_1^2 \) and \( R_2 = \frac{1}{\mu + e} \left[ 2\beta + \frac{2\gamma^2}{\sigma_2^2} - \frac{\sigma_1^2}{2(1 + \alpha)^2} \right] < 1, \) then \( \lim_{t \to +\infty} S(t) = 1, \lim_{t \to +\infty} I(t) = 0, \lim_{t \to +\infty} R(t) = 0 \) a.s.

**Theorem 2.5** Suppose \((S(t), I(t))\) be the solution of model (2.11) with any initial value \((S(0), I(0)) \in \mathbb{R}_2^+\). If \( \bar{R}_0 = \frac{1}{2\mu + e + \gamma} \left[ \frac{\beta}{1 + \alpha} + \frac{\sigma_1^2}{2(1 + \alpha)^2} - \frac{\sigma_2^2}{2} \right] > 1 \) hold, then the infected population \( I(t) \) is persistent in the mean,

\[
0 < \frac{2\mu + e + \gamma}{\mu + e + \frac{\beta(\mu + e)}{\mu(1 + \alpha)}} \leq \liminf_{t \to +\infty} \langle I(t) \rangle \leq \limsup_{t \to +\infty} \langle I(t) \rangle \leq 1.
\]

**Proof** For system (2.11), we have

\[
d(S(t) + I(t)) \geq \left[ \mu - \mu S(t) - (\mu + e)I(t) \right] dt + \frac{\sigma_2(1 - S(t) - I(t))}{1 + k(1 - S(t) - I(t))} dB_2(t)
\]

Then

\[
\frac{S(t) - S(0) + I(t) - I(0)}{t} \geq \mu - \mu \langle S(t) \rangle - (\mu + e) \langle I(t) \rangle + \frac{M_3(t)}{t} \quad (2.19)
\]

here, \( M_3(t) = \int_0^t \frac{\sigma_2(1 - S(\theta) - I(\theta))}{1 + k(1 - S(\theta) - I(\theta))} dB_2(\theta). \) Taking limit on both sides of (2.19), we derive that

\[
\lim_{t \to +\infty} \langle S(t) \rangle \geq 1 - \frac{\mu + e}{\mu} \lim_{t \to +\infty} \langle I(t) \rangle.
\]

In the following, define a \( C^2 \) function \( V_3 : \mathbb{R}_+^2 \to \mathbb{R}_+ \)

\[
V_3(S, I) = S + I + \ln I + \ln(1 - S - I)
\]

Then by Itô’s formula, we get
\[
\begin{align*}
\frac{dV_3(S, I)}{dt} &= \mathcal{L}V_3(S, I)dt + \frac{\sigma_1 S(t)}{1 + \alpha I(t)} dB_1(t) - \frac{\sigma_2 (S(t) + I(t))}{1 + k(1 - S(t) - I(t))} dB_2(t) \\
&+ \frac{\sigma_2 (1 - S(t) - I(t))}{I(t)(1 + k(1 - S(t) - I(t)))} dB_2(t) \\
&\quad (2.21)
\end{align*}
\]

where

\[
\begin{align*}
\mathcal{L}V_3(S, I) &= -\frac{S(t) + I(t)}{1 - S(t) - I(t)} \left[ \mu - \mu S(t) - (\mu + e) I(t) + \frac{\gamma (1 - S(t) - I(t))}{1 + k(1 - S(t) - I(t))} \right] \\
&+ \frac{1}{2(1 - S(t) - I(t))^2} \left[ \frac{\sigma_2^2 (1 - S(t) - I(t))^2}{(1 + k(1 - S(t) - I(t)))^2} + 2 \frac{\sigma_2^2 S^2(t) I^2(t)}{(1 + \alpha I(t))^2} \right] \\
&+ \frac{\beta S(t)}{1 + \alpha I(t)} - \mu - e + \frac{\gamma (1 - S(t) - I(t))}{I(t)(1 + k(1 - S(t) - I(t)))} \\
&- \left[ \frac{\sigma_2^2 (1 - S(t) - I(t))^2}{2 I(t)^2 (1 + k(1 - S(t) - I(t)))^2} + \frac{\sigma_1^2 S^2(t)}{(1 + \alpha I(t))^2} \right] \\
\geq & \frac{\beta S(t)}{1 + \alpha} - (\mu + e) I(t) - (2\mu + e + \gamma) + \frac{\sigma_2^2}{2(1 + k)^2} - \frac{\sigma_1^2}{2} \quad (2.22)
\end{align*}
\]

Taking integration on both sides of (2.22) from 0 to \( t \) and dividing by \( t \), we obtain

\[
\begin{align*}
\frac{\ln I(t) + \ln(1 - S(t) - I(t)) + S(t) + I(t)}{t} &\geq \frac{\beta}{1 + \alpha} \langle S(t) \rangle - (\mu + e) \langle I(t) \rangle - (2\mu + e + \gamma) \\
&+ \frac{\sigma_2^2}{2(1 + k)^2} - \frac{\sigma_1^2}{2} + \frac{M_1(t)}{t} + \frac{M_2(t)}{t} - \frac{M_3(t)}{t} \\
&+ \frac{\ln I(0) + \ln(1 - S(0) - I(0)) + S(0) + I(0)}{t} \\
&\quad (2.23)
\end{align*}
\]

where \( M_3(t) = \int_0^t \frac{\sigma_2(S(\theta) + I(\theta))}{1 + k(1 - S(\theta) - I(\theta))} dB_2(\theta) \). Then,

\[
\begin{align*}
(\mu + e) \langle I(t) \rangle &\geq \frac{\beta}{1 + \alpha} \langle S(t) \rangle - (2\mu + e + \gamma) \\
&+ \frac{\sigma_2^2}{2(1 + k)^2} - \frac{\sigma_1^2}{2} + \frac{M_1(t)}{t} + \frac{M_2(t)}{t} - \frac{M_3(t)}{t} \\
&- \frac{\ln I(t) - \ln I(0)}{t} - \ln(1 - S(t) - I(t)) - \ln(1 - S(0) - I(0)) \\
&- \frac{S(t) - S(0)}{t} - \frac{I(t) - I(0)}{t} \quad (2.24)
\end{align*}
\]
Thus by (2.20), we have

\[
(\mu + e) \lim_{t \to +\infty} \langle I(t) \rangle
\geq \frac{\beta}{1 + \alpha} \lim_{t \to +\infty} \langle S(t) \rangle - (2\mu + e + \gamma) + \frac{\sigma_2^2}{2(1 + k)^2} - \frac{\sigma_1^2}{2},
\]

\[
\geq \frac{\beta}{1 + \alpha} \left(1 - \frac{\mu + e}{\mu} \right) \lim_{t \to +\infty} \langle I(t) \rangle - (2\mu + e + \gamma) + \frac{\sigma_2^2}{2(1 + k)^2} - \frac{\sigma_1^2}{2}. \tag{2.25}
\]

Taking the inferior limit of (2.25), we have

\[
\liminf_{t \to +\infty} \langle I(t) \rangle \geq 2\mu + e + \gamma \frac{\mu + e + \beta(\mu + e)}{\mu(1+\alpha)} \left(\bar{R}_0 - 1\right) > 0 \tag{2.26}
\]

According to Lemma 2.1, we have

\[
0 < \bar{m} \triangleq \frac{2\mu + e + \gamma}{\mu + e + \frac{\beta(\mu + e)}{\mu(1+\alpha)}} \leq \liminf_{t \to +\infty} \langle I(t) \rangle \leq \limsup_{t \to +\infty} \langle I(t) \rangle \leq 1.
\]

The proof is completed. \qed

### 3 Ergodic stationary distribution of system (1.2)

In this section, we give the ergodic stationary distribution of the SDE model (1.2) as follows:

**Theorem 3.1** If \( \bar{R}_0 = \left(\frac{\mu + e + \frac{\sigma_1^2}{2(1+\alpha)^2}}{\beta + \frac{\sigma_2^2}{2(1+k)^2}}\right)^\frac{\beta}{\mu + e + \frac{\sigma_2^2}{2(1+k)^2}} > 1 \), then model (1.2) has a unique stationary distribution \( \pi(\cdot) \).

**Proof** First, the validity of the condition (B2) of Lemma 2.1 in Ref. [27] will be verified. Consider a \( C^2 \)-function \( \hat{V}(S, I, R) : \mathbb{R}_+^3 \to \mathbb{R} \) as follows

\[
\hat{V}(S, I, R) = M \left( S + \frac{\alpha}{e + \mu} I + 2R - c_1 \ln S \right. \\
- c_2 \ln I - \ln S - \ln R + \frac{1}{m+1}(S + I + R)^{m+1} \\
\left. \triangleq MV_1 + V_2 + V_3 + V_4, \right. \tag{3.1}
\]

here \( m \) and \( M \) are positive constants satisfying

\[
\mu - m(\sigma_1^2 \vee \sigma_2^2) > 0,
\]

\( \square \)
\[ c_1 = \frac{\mu}{\mu + \frac{\beta}{\alpha} + \frac{\sigma_1^2}{2(1+\alpha)^2}}, \]

\[ c_2 = \frac{\mu}{e + \mu + \frac{\sigma_1^2}{2} + \frac{\sigma_2^2}{2m^2(1+k)^2}}, \]

and

\[ -M\lambda + E \leq -2, \quad \text{(3.2)} \]

herein,

\[ \lambda = 3 \left( \frac{\mu^3\beta}{(\mu + \frac{\beta}{\alpha} + \frac{\sigma_1^2}{2(1+\alpha)^2})(e + \mu + \frac{\sigma_1^2}{2} + \frac{\sigma_2^2}{2m^2(1+k)^2})} \right)^{\frac{1}{3}} - 3\mu > 0, \]

\[ B = \sup_{(S, I, R) \in \mathbb{R}_+^3} \left\{ \mu(S + I + R)^m - \frac{1}{2}[\mu - m(\sigma_1^2 \vee \sigma_2^2)](S + I + R)^{m+1} \right\} < \infty, \]

and

\[ E = \sup_{(S, I, R) \in \mathbb{R}_+^3} \left\{ -\frac{1}{2}[\mu - m(\sigma_1^2 \vee \sigma_2^2)](S^{m+1} + I^{m+1} + R^{m+1}) + B + M + 2\mu + 2eMI \right. \]

\[ + \frac{\sigma_1^2 + \sigma_2^2}{2} + \frac{\beta MI}{e + \mu} + \frac{\alpha\gamma M}{k(e + \mu)} - 2\mu MR - \mu MS + \frac{\beta}{\alpha} + \gamma \}. \]

Then it is obvious that

\[ \liminf_{k \to \infty, (S, I, R) \in \mathbb{R}_+^3 \setminus U_k} \tilde{V}(S, I, R) = +\infty, \]

here, \( U_k = (\frac{1}{k}, k) \times (\frac{1}{k}, k) \times (\frac{1}{k}, k) \). Thus, \( \tilde{V}(S, I, R) \) is a continuous function with a minimum point \((\bar{S}_0, \bar{I}_0, \bar{R}_0)\) in the interior of \( \mathbb{R}_+^3 \) and then a nonnegative \( C^2 \)-function \( V : \mathbb{R}_+^3 \to \mathbb{R} \) can be defined by

\[ V(S, I, R) = \tilde{V}(S, I, R) - \tilde{V}(\bar{S}_0, \bar{I}_0, \bar{R}_0). \]

Making use of Itô’s formula,

\[ LV_1 = -\alpha I - 1 - c_1 \frac{\mu}{S} - c_2 \frac{\beta S}{1 + \alpha I} + 1 + \mu - \mu S - 2\mu R \]

\[ - \frac{\beta SI}{1 + \alpha I} + \frac{\alpha}{e + \mu} \frac{\beta SI}{1 + \alpha I} \]

\( \hat{\text{Springer}} \)
+ \frac{\alpha}{\mu + \beta (1 + kR)} \left( e + \mu \right) + \sigma_1^2 I^2 + \sigma_2^2 \left( \frac{R}{2(1 + kR)^2} \right)
\leq -3 \left( \frac{\mu I^2}{(\mu + \alpha I + \beta I + \gamma R)} \right) \left( e + \mu \right) + \frac{\sigma_1^2}{2(1 + kR)^2}

\leq -3 \left( \frac{\mu^2 I}{(\mu + \alpha I + \beta I + \gamma R)} \right) \left( e + \mu \right) + \frac{\sigma_1^2}{2(1 + kR)^2}

\leq -3 \left( \frac{\mu^2 I}{(\mu + \alpha I + \beta I + \gamma R)} \right) \left( e + \mu \right) + \frac{\sigma_1^2}{2(1 + kR)^2}

Moreover, we derive that

\[ L V_2 = -\frac{\mu}{S} + \mu + \frac{\beta I}{1 + kI} + \frac{\sigma_1^2 I^2}{2(1 + kI)^2} \]

\[ L V_3 = -\frac{e I}{R} + \mu + \frac{\gamma}{1 + kR} + \frac{\sigma_2^2}{2(1 + kR)^2} \]

and

\[ L V_4 = (S + I + R)^m \left[ \mu - \mu(S + I + R) \right] + \frac{m}{2} (S + I + R)^{m-1} \left( \frac{\sigma_1^2 I^2}{(1 + kI)^2} + \frac{\sigma_2^2 R^2}{(1 + kR)^2} \right) \]

\leq \mu(S + I + R)^m - \mu(S + I + R)^{m+1} + 2(\sigma_1^2 \lor \sigma_2^2)(S^2 + R^2)

\leq B - \frac{1}{2} \left[ \mu - m(\sigma_1^2 \lor \sigma_2^2) \right](S^{m+1} + I^{m+1} + R^{m+1})
Consequently,

\[
LV \leq -M\lambda + M + 2MeI + \frac{\alpha\beta MS}{\alpha(e + \mu)} + \frac{\alpha\gamma M}{k(e + \mu)} - 2\mu MR - \mu MS
\]

\[
-\frac{\mu}{S} + \mu + \frac{\beta I}{1 + \alpha I} + \frac{\sigma_1^2 I^2}{2(1 + \alpha I)^2} - \frac{eI}{R} + \mu + \frac{\gamma}{1 + kR} + \frac{\sigma_2^2 R^2}{2(1 + kR)^2} + B - \frac{1}{2}[\mu - m(\sigma_1^2 \vee \sigma_2^2)](S^{m+1} + I^{m+1} + R^{m+1})
\]

In the following, a bounded closed set is defined

\[
D_\varepsilon = \{(S, I, R) \in \mathbb{R}_+^3 : \varepsilon \leq S \leq \frac{1}{\varepsilon}, \varepsilon \leq I \leq \frac{1}{\varepsilon}, \varepsilon^2 \leq R \leq \frac{1}{\varepsilon^2}\},
\]

where \(\varepsilon > 0\) is sufficiently small such that in the set \(\mathbb{R}_+^3 \setminus D_\varepsilon\), it satisfies

\[
-\frac{\mu}{\varepsilon} + D \leq -1,
\]

\[
-M\lambda + 2eM\varepsilon + E \leq -1,
\]

\[
-\frac{e}{\varepsilon} + D \leq -1,
\]

\[
-\frac{1}{4}[\mu - m(\sigma_1^2 \vee \sigma_2^2)] \frac{1}{\varepsilon^{m+1}} + F \leq -1,
\]

\[
-\frac{1}{4}[\mu - m(\sigma_1^2 \vee \sigma_2^2)] \frac{1}{\varepsilon^{m+1}} + G \leq -1,
\]

\[
-\frac{1}{4}[\mu - m(\sigma_1^2 \vee \sigma_2^2)] \frac{1}{\varepsilon^{2m+2}} + H \leq -1,
\]

where constants \(D, F, G, H > 0\) and the expressions (3.10), (3.14), (3.16), and (3.18) are satisfied. Hence, \(\mathbb{R}_+^3 \setminus D_\varepsilon\) can be divided into six domains,

\[
D_1 = \{(S, I, R) \in \mathbb{R}_+^3, 0 < S < \varepsilon\}, \quad D_2 = \{(S, I, R) \in \mathbb{R}_+^3, 0 < I < \varepsilon\},
\]

\[
D_3 = \{(S, I, R) \in \mathbb{R}_+^3, 0 < R < \varepsilon, I \geq \varepsilon\}, \quad D_4 = \{(S, I, R) \in \mathbb{R}_+^3, S > \frac{1}{\varepsilon}\},
\]

\[
D_5 = \{(S, I, R) \in \mathbb{R}_+^3, I > \frac{1}{\varepsilon}\}, \quad D_6 = \{(S, I, R) \in \mathbb{R}_+^3, R > \frac{1}{\varepsilon}\},
\]

then we prove that \(LV(S, I, R) \leq -1\) on \(\mathbb{R}_+^3 \setminus D_\varepsilon\).

Case 1. If \((S, I, R) \in D_1\),

\[
LV \leq -\frac{\mu}{S} - M\lambda + M + 2MeI + \frac{\beta MI}{e + \mu} + \frac{\alpha\gamma M}{k(e + \mu)} - 2\mu MR - \mu MS + 2\mu + \frac{\beta I}{1 + \alpha I} + \frac{\sigma_1^2}{2}
\]
\[- \frac{eI}{R} + \frac{\gamma}{1 + kr} + \frac{\sigma_2^2}{2} + B - \frac{1}{2} [\mu - m(\sigma_1^2 \lor \sigma_2^2)](S_m + I_m + R_m) \leq -\frac{\mu}{S} + D\]

where

\[D = \sup_{(S, I, R) \in \mathbb{R}_+^3} \left\{ -\frac{1}{2} [\mu - m(\sigma_1^2 \lor \sigma_2^2)](S_m + I_m + R_m) + B - \lambda M + M \right. \]

\[+ \frac{\alpha \gamma M}{k(e + \mu)} + 2eMI + \frac{\beta MI}{e + \mu} + 2\mu + \beta I + \gamma + \frac{\sigma_1^2 + \sigma_2^2}{2} \right\}. \quad (3.9)\]

Making use of (3.9), we have that \(LV \leq -1\) for all \((S, I, R) \in D_1\).

Case 2. If \((S, I, R) \in D_2\),

\[LV \leq -M\lambda - \frac{\mu}{S} + M + 2eMI + \frac{\beta MI}{e + \mu} + \frac{\alpha \gamma M}{k(e + \mu)} \]

\[-2\mu MR - \mu MS + 2\mu + \frac{\beta I}{1 + \alpha I} + \frac{\sigma_1^2}{2} \]

\[-\frac{eI}{R} + \frac{\gamma}{1 + kr} + \frac{\sigma_2^2}{2} + B \]

\[-\frac{1}{2} [\mu - m(\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2)](S_m + I_m + R_m) \leq -M\lambda + 2eMI + E \leq -M\lambda + 2eM\epsilon + E \quad (3.10)\]

By inequality (3.4), we obtain \(LV \leq -1\) for all \((S, I, R) \in D_2\).

Case 3. If \((S, I, R) \in D_3\),

\[LV \leq -\frac{eI}{R} - \frac{1}{2} [\mu - m(\sigma_1^2 \lor \sigma_2^2)](S_m + I_m + R_m) + B - \lambda M + M \]

\[+ \frac{\alpha \gamma M}{k(e + \mu)} + 2eMI + \frac{\beta MI}{e + \mu} + 2\mu + \beta I + \gamma + \frac{\sigma_1^2 + \sigma_2^2}{2} \]

\[\leq -\frac{e}{\epsilon} + D \quad (3.11)\]

By inequality (3.5), we achieve \(LV \leq -1\) for all \((S, I, R) \in D_3\).

Case 4. If \((S, I, R) \in D_4\),

\[LV \leq -\frac{1}{4} [\mu - m(\sigma_1^2 \lor \sigma_2^2)]S_m \]

\[-\frac{1}{4} [\mu - m(\sigma_1^2 \lor \sigma_2^2)]S_m + 2eMI + M + 2\mu + B \]

\[-\frac{1}{2} [\mu - m(\sigma_1^2 \lor \sigma_2^2)](I_m + R_m) \]
\[
\frac{\sigma_1^2 + \sigma_2^2}{2} + \frac{\beta MI}{e + \mu} + \frac{\alpha \gamma M}{k(e + \mu)} + \frac{\beta I}{1 + \alpha I} + \gamma \\
\leq -\frac{1}{4} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] S^{m+1} + F \\
\leq -\frac{1}{4} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] \frac{1}{\varepsilon^{m+1}} + F
\]

where

\[
F = \sup_{(S, I, R) \in \mathbb{R}^3} \left\{ -\frac{1}{4} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] S^{m+1} - \frac{1}{2} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] (I^{m+1} + R^{m+1}) \\
+ \gamma + B + 2\mu + M + 2eMI + \frac{\beta MI}{e + \mu} + \frac{\alpha \gamma M}{k(e + \mu)} \\
+ \frac{\beta I}{1 + \alpha I} + \frac{\sigma_1^2 + \sigma_2^2}{2} \right\}.
\]

Combining with (3.6), it can be derived that \( LV \leq -1 \) for all \((S, I, R) \in D_4\).

Case 5. If \((S, I, R) \in D_5\),

\[
LV \leq -\frac{1}{4} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] I^{m+1} \\
-\frac{1}{4} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] I^{m+1} + 2eMI + M + 2\mu + B \\
-\frac{1}{2} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] (S^{m+1} + R^{m+1}) \\
+ \frac{\sigma_1^2 + \sigma_2^2}{2} + \frac{\beta MI}{e + \mu} + \frac{\alpha \gamma M}{k(e + \mu)} + \frac{\beta I}{1 + \alpha I} + \gamma \\
\leq -\frac{1}{4} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] I^{m+1} + G \\
\leq -\frac{1}{4} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] \frac{1}{\varepsilon^{m+1}} + G
\]

where

\[
G = \sup_{(S, I, R) \in \mathbb{R}^3} \left\{ -\frac{1}{4} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] I^{m+1} - \frac{1}{2} [\mu - m(\sigma_1^2 \vee \sigma_2^2)] (S^{m+1} + R^{m+1}) \\
+ \gamma + B + 2\mu + M + 2eMI + \frac{\beta MI}{e + \mu} + \frac{\alpha \gamma M}{k(e + \mu)} \\
+ \frac{\beta I}{1 + \alpha I} + \frac{\sigma_1^2 + \sigma_2^2}{2} \right\}.
\]

According to the inequality (3.7), it can be got that \( LV \leq -1 \) for all \((S, I, R) \in D_5\).
Case 6. If \((S, I, R) \in D_6\),

\[
LV \leq -\frac{1}{4}[\mu - m(\sigma_1^2 \vee \sigma_2^2)]R^{m+1} - \frac{1}{4}[\mu - m(\sigma_1^2 \vee \sigma_2^2)]R^{m+1} + 2eMI + M + 2\mu + B
\]

\[
-\frac{1}{2}[\mu - m(\sigma_1^2 \vee \sigma_2^2)](S^{m+1} + I^{m+1}) + \frac{\sigma_1^2 + \sigma_2^2}{2} + \frac{\beta MI}{e + \mu} + \frac{\alpha \gamma M}{k(e + \mu)} + \frac{\beta I}{1 + \alpha I} + \gamma
\]

\[
\leq -\frac{1}{4}[\mu - m(\sigma_1^2 \vee \sigma_2^2)]R^{m+1} + H
\]

\[
\leq -\frac{1}{4}[\mu - m(\sigma_1^2 \vee \sigma_2^2)] - \frac{1}{\varepsilon^{m+1}} + H
\]

(3.17)

where

\[
H = \sup_{(S, I, R) \in \mathbb{R}_+^3} \left\{ -\frac{1}{4}[\mu - m(\sigma_1^2 \vee \sigma_2^2)]R^{m+1} - \frac{1}{2}[\mu - m(\sigma_1^2 \vee \sigma_2^2)](S^{m+1} + I^{m+1}) + \frac{\sigma_1^2 + \sigma_2^2}{2} + \frac{\beta MI}{e + \mu} + \frac{\alpha \gamma M}{k(e + \mu)} + \frac{\beta I}{1 + \alpha I} + \frac{\sigma_1^2 + \sigma_2^2}{2} \right\}.
\]

(3.18)

By the inequality (3.8), we have \(LV \leq -1\) for all \((S, I, R) \in D_6\).

Therefore, according to (3.9), (3.11), (3.12), (3.13), (3.15), and (3.17), we derive \(LV \leq -1\), for all \((S, I, R) \in \mathbb{R}_+^3 \setminus D_6\) with sufficiently small constant \(\varepsilon > 0\).

Next, the diffusion matrix of system (1.1) can be defined as

\[
A = \begin{pmatrix}
\frac{\sigma_1^2 S^2 I^2}{(1+\alpha I)^2} & 0 & 0 \\
0 & \frac{\sigma_2^2 R^2}{(1+kR)^2} + \frac{\sigma_1^2 S^2 I^2}{(1+\alpha I)^2} & 0 \\
0 & 0 & \frac{\sigma_2^2 R^2}{(1+kR)^2}
\end{pmatrix}
\]

Suppose \(M = \min_{(S, I, R) \in \tilde{D}_6} \left\{ \frac{\sigma_1^2 S^2 I^2}{(1+\alpha I)^2}, \frac{\sigma_2^2 R^2}{(1+kR)^2}, \frac{\sigma_1^2 S^2 I^2}{(1+\alpha I)^2}, \frac{\sigma_2^2 R^2}{(1+kR)^2}, \frac{\sigma_1^2 S^2 I^2}{(1+\alpha I)^2}, \frac{\sigma_2^2 R^2}{(1+kR)^2} \right\}\), then we achieve

\[
\sum_{i,j=1}^{3} a_{ij}(x)\xi_i \xi_j = \frac{\sigma_1^2 S^2 I^2}{(1+\alpha I)^2} \xi_1^2 + \left( \frac{\sigma_2^2 R^2}{(1+kR)^2} + \frac{\sigma_1^2 S^2 I^2}{(1+\alpha I)^2} \right) \xi_2^2 + \frac{\sigma_2^2 R^2}{(1+kR)^2} \xi_3^2 \geq M|\xi|^2,
\]
$$(S, I, R) \in \tilde{D}_e, \xi \in \mathbb{R}^3$$. Hence, the condition (B1) of Lemma 2.1 in Ref. [27] is proven.

Therefore, it follows from Lemma 2.1 in Ref. [27] that system (1.1) has a unique stationary distribution and the ergodicity holds. This completes the proof. \hfill \Box

4 Numerical simulations

In this part, we will introduce the Milstein method [29] to simulate our main theoretical findings for stochastic system (1.2) and the reduced system (2.11). And we will discuss the effect of environmental fluctuations and relapse to the transmission dynamics of the disease.

4.1 Case 1: for the system (1.2)

Example 1 Consider $\beta = 0.2$, $\mu = 0.2$, $\alpha = 2.7$, $k = 0.8$, $e = 1.6$, $(S(0), I(0), R(0)) = (0.7, 1.8, 1.6)$. Furthermore, we let $\gamma = 0.2$, $\sigma_1 = 0.9$ and $\sigma_2 = 1.2$. We have that $R_0^* = 0.9787 < 1$ and it supports the theoretical result in Theorem 2.2. The disease dies out with probability 1 (See Fig. 1).

Example 2 We keep the parameters the same as in Example 1 except $\gamma = 3.2$. Then we calculate that $R_0 = 1.19 > 1$ and $\beta = 0.35 < \min\{\frac{\sigma_1^2}{2}, \sigma_1 \sqrt{\mu}\} = 0.4025$. By virtue of Remark 2, the solutions of stochastic model (1.2) will tend exponentially to $E_0(1, 0, 0)$ a.s. while the disease-free equilibrium of the corresponding deterministic model (1.1) is unstable. Thus, the density of noises can greatly change the disease dynamics (See Fig. 2).

4.2 Case 2: for the reduced system (2.11)

Example 3 Consider $\beta = 0.2$, $\mu = 0.2$, $\alpha = 0.7$, $k = 1.8$, $\gamma = 1.2$, $e = 2.6$, $\sigma_1 = 0.8$, $\sigma_2 = 1.2$, and $(S(0), I(0)) = (0.7, 1.8)$. We can obtain that $R_1 = 0.8433 < 1$ which satisfy case (i) of Theorem 2.4 (See Fig. 3a). For Fig. 3b, we choose $\sigma_1 = 0.95$, $\sigma_2 = 1.1$, we have that $2\beta(1+\alpha)^2 - \sigma_1^2 = 0.2535 > 0$, $R_2 = 0.9372 < 1$, which satisfy case (ii) of Theorem 2.4. The disease is extinct. Moreover, from the expression of $R_1$ and $R_2$ and Fig. 3, we can conclude that $R_1 > R_2$.

Example 4 The effect of relapse rate $\gamma$ to the dynamics of the system is investigated. Fix $\gamma = 1.2, 3.5$ and 6, respectively and the other parameters are the same as in Example 3. It can be shown that the relapse rate do greatly effect the disease dynamics and the stronger relapse rate will be not beneficial to the extinction of the disease and Fig. 4 clearly support this result.

Example 5 Choose $\beta = 0.7$, $\mu = 0.05$, $\alpha = 0.9$, $k = 1.4$, $\gamma = 0.1$, $e = 0.1$, $\sigma_1 = 0.3$, $\sigma_2 = 0.3$, and we derive $\bar{R}_0 = 1.202 > 1$. By Theorem 2.5, we can observe that the
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Fig. 1 Trajectories of deterministic and stochastic models with \( \sigma_1 = 0.8, \sigma_2 = 1.2 \) and \( \gamma = 0.2 \)

stochastic system (2.11) is persistent in mean when the random fluctuations are small (Fig. 5). In addition, comparing Figs. 3a, b and 6, where the only difference is the density of white noises, we obtain that if the random fluctuations are large enough, the disease can be led to extinction.

5 Conclusion

This paper discusses a Susceptible-Infected-Recovered-Infected epidemic model with random disturbances. The advantage of it is introducing double saturated incidence rate and relapse. The existence and uniqueness of the global solution for model (1.2) is obtained, and the stochastic endemic dynamics of this model is analyzed. Persistence and extinction of the epidemic diseases are derived. Moreover, by constructing some appropriate Lyapunov functions and applying the method of Khasminskii, we derive sufficient conditions to guarantee the existence of an ergodic stationary distribution.
Fig. 2 Trajectories of deterministic and stochastic models with $\sigma_1 = 0.8$, $\sigma_2 = 1.2$ and $\gamma = 3.2$

Fig. 3 The disease dies out with probability 1
Fig. 4 The effects of relapse rate $\gamma$ to the extinction of the diseases. a $\gamma = 1.2$, b $\gamma = 3.5$, c $\gamma = 6$

Fig. 5 Time sequence diagram of stochastic system (2.11)
In addition, we obtain some thresholds $R_{0*}$, $\tilde{R}_0$, and $R_i$ ($i = 1, 2$) for system (1.2) and (2.11). We conclude that

(a) for system (1.2), if $R_{0*} = \tilde{R}_0(1 + \frac{\sigma_1^2}{2\beta}) < 1$, then the solution is globally asymptotically stable in probability; (ii) if $\beta < \min\{\frac{\sigma_1^2}{2}, \sigma_1 \sqrt{\mu}\}$, or $\frac{\sigma_1^2}{2} \leq \beta < \mu + \frac{\sigma_1^2}{4}$ hold, the solution is exponentially stable a.s. in $A$.

(b) for the reduced system (2.11), if (i) $R_1 = \frac{2\gamma^2}{\sigma^2(\mu+e)} + \frac{2\beta^2(1+\sigma)^2}{\sigma_1^2(\mu+e)} < 1$, or $2\beta(1 + \sigma)^2 \geq \sigma_1^2$ and $R_2 = \frac{1}{\mu+e}[2\beta + \frac{2\gamma^2}{\sigma^2} - \frac{\sigma_1^2}{2(1+\gamma)^2}] < 1$ hold, then the infected population go to extinction; (ii) if $\tilde{R}_0 = \frac{1}{2\mu+e+\gamma}\left[\frac{\beta}{1+\sigma} + \frac{\sigma_1^2}{2(1+\gamma)^2} - \frac{\sigma_1^2}{2}\right] > 1$ hold, then the infected population $I(t)$ is persistent in the mean.

Moreover, from the expression and numerical simulations, we could conclude that $R_{0*} > \tilde{R}_0 > R_0$ and $R_1 > R_2$. Also, according to the above discussion, we can achieve that the intensity of noises and relapse do greatly affect the dynamics of epidemic systems and if the random fluctuations are large enough, the disease can be led to extinction while the stronger relapse rate will be not beneficial to the extinction of the disease.

Finally, we present an interesting question. If the effects of time delays are also considered in the formulation of the stochastic SIRI model, what will happen for the dynamics of the model? Moreover, in recent years, some authors have introduced...
some more appropriate definitions of permanence for stochastic population model, for example, Ref. [30,31]. We left these for future study.
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