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Clustering analysis is an unsupervised learning method, which has applications across many fields such as pattern recognition, machine learning, information security, and image segmentation. The density-based method, as one of the various clustering algorithms, has achieved good performance. However, it works poor in dealing with multidensity and complex-shaped datasets. Moreover, the result of this method depends heavily on the parameters we input. Thus, we propose a novel clustering algorithm (called the MST-DC) in this paper, which is based on the density core. Firstly, we employ the reverse nearest neighbors to extract core objects. Secondly, we use the minimum spanning tree algorithm to cluster the core objects. Finally, the remaining objects are assigned to the cluster to which their nearest core object belongs. The experimental results on several synthetic and real-world datasets show the superiority of the MST-DC to Kmeans, DBSCAN, DPC, DCore, SNNDPC, and LDP-MST.

1. Introduction

Clustering analysis, which classifies the unlabeled data into some clusters, refers to a task to discover the internal structure of data or the potential data models [1]. Since the early 1950s, quite a few clustering algorithms have been put forward [2, 3]. These algorithms can be roughly classified into four categories: partition-based clustering algorithms [4, 5], hierarchical clustering algorithms [6, 7], density-based clustering algorithms [8, 9], and graph-based clustering algorithms [10–12]. Thanks to the predominant capability of discovering clusters of different shapes and sizes along with outliers, density-based and partition-based clustering technologies are widely used in the fields of health care [13], information security [14], the Internet [15], etc. Besides, clustering is also a vital key for analyzing big data.

Partition-based clustering algorithms are the simplest and most fundamental clustering algorithms. They organize the data objects into several nonoverlapping partitions where each partition represents a cluster, and each data object belongs to one cluster [16]. Nevertheless, traditional partition-based methods usually cannot find clusters with arbitrary shapes.

However, identifying clusters with arbitrary shapes is a very important task in the applications of clustering algorithms. Since the density-based clustering algorithm does not need to know the number of clusters in the dataset in advance and can effectively process datasets with arbitrary shapes, it has always been the focus of research in clustering algorithms. The idea of the density-based clustering algorithm [17] is that the clusters in the dataset are a collection of dense data regions separated by sparse data regions. DBSCAN [18] and DPC [8] are two typical algorithms among density-based algorithms. The DBSCAN algorithm manually sets the neighborhood radius $\varepsilon$ and the minimum density points $Minpts$, and it classifies data points into core points, boundary points, and outliers. Besides, DBSCAN can be effectively applied to datasets with complex shapes, and outliers can be detected during the clustering process. However, the algorithm gets poor clustering results for multidensity datasets. Furthermore, for different datasets, setting different parameters in DBSCABN will get unstable clustering results. The DPC (density peak clustering) algorithm was published in the journal Science in 2014, and it holds the idea that cluster centers are characterized by a higher density and a relatively longer distance [8]. However,
the DPC still has some drawbacks. Firstly, a threshold \( dc \) needs to be set by users. Besides, the cluster centers are obtained by the decision graph, which has certain human factors.

To improve the performance of DPC, DPC-KNN-PCA [19] and SNN-DPC [20] have been proposed. DPC-KNN-PCA integrates PCA, DPC, and KNN to avoid the defects of DPC. However, this density-based algorithm still cannot recognize clusters containing manifold distributions [21]. To solve the defect of the use of threshold \( dc \), paper [20] proposed a shared-nearest-neighbor-based clustering by the fast search and find of density peak (SNN-DPC) algorithm. The computation of its local density \( \rho \) and distance from the nearest larger density point \( \delta \) takes the information of the nearest neighbors and the shared neighbors into consideration. The assignment process in DPC is sensitive and of low fault tolerance. For example, if a data point is assigned incorrectly, then the subsequent assignment will magnify the error, resulting in more errors that will have a seriously negative impact on the clustering process. Therefore, the paper [20] adopted a two-step assignment to solve the drawbacks of DPC. Yet, SNN-DPC still has several apparent defects. Firstly, the number of shared nearest neighbors \( k \) needs to be set through manual experience. Besides, SNN-DPC still utilizes a decision graph to select cluster centers. MST-based clustering methods [22, 23] do not assume that data points are grouped around centers or separated by regular geometric curve. Instead, they use tree edge information to divide a dataset into clusters and are able to recognize clusters with arbitrary shapes. Clustering algorithms based on the minimum spanning tree (MST) are able to detect clusters with arbitrary shapes; however, they are time-consuming and susceptible to noise points. The algorithm in [24] uses a new distance between local density peaks based on shared neighbors to construct a minimum spanning tree on the local density peaks, which excludes the interference of noise points and reduces the running time of MST-based clustering algorithms. Nevertheless, LDP-MST still needs input parameters, which means that the algorithm cannot exclude the interference of human factors.

To resolve the problem mentioned above, we propose a novel clustering algorithm (called the MST-DC). Firstly, we automatically get the reverse neighbors of each object based on the concept of natural neighbor searching. Secondly, we obtain the core objects according to the number of reverse neighbors of each object. Thirdly, based on the Prim algorithm in the graph theory, we construct a minimum spanning tree of the core objects to obtain the clustering result of core objects. Lastly, unallocated objects are marked as the label of their nearest local core objects. There is no need to set parameters in MST-DC. Furthermore, MST-DC can be applied to complex patterns with extremely large variations in density.

The remainder of this paper is organized as follows: Section 2 presents a brief overview of density core and natural neighbors; Section 3 presents the clustering algorithm (MST-DC); Section 4 presents the analysis of synthetic datasets and real datasets; and finally, Section 5 presents the summary of this paper and future work.

2. Related Work

We review related works on density core [25] and natural neighbors [26] in this section, which are originally mentioned by Dai et al. [25].

2.1. Density Core. There exist some intrinsic defects in centroid-based clustering methods, including shape loss, false distances, and false peaks, which cause centroid-based methods to fail when applied to complex patterns [27]. Thence, Chen et al. [27] proposed a hybrid decentralized approach named DCore, which was used to overcome these defects in centroid-based clustering methods. Density cores can roughly maintain the shape of the cluster and be located far from each other.

As is known to all, the mean shift algorithm can identify nonspherical patterns by shifting tracks. Thus, DCore uses mean shift and \( k \)-center to obtain convergence points. DCore is a hybrid method that can decentralize each density peak into a loose density core, which can refrain some intrinsic defects in centroid-based clustering approaches. The application of DCore in different datasets indicates that it can perform well in many complex datasets. Nevertheless, it still has some obvious limitations:

1. DCore algorithm uses a global fastened scanning radius to search convergent points and density cores. For a dataset with multiple density levels, it cannot obtain an ideal density representative point using a global fastened scanning radius, and thus cannot obtain ideal clustering results.

2. In order to filter noise, the DCore algorithm adopts three filtering strategies. However, it is usually difficult to determine a specific pattern, so it is difficult to select the corresponding strategy to detect outliers and noise.

3. The DCore algorithm needs to adjust five parameters to attain better clustering results. It is difficult to find the ideal combination of parameters to make the clustering perform better.

2.2. Natural Neighbor. Natural neighbor [26] is a new concept that originates from the reality that the number of one’s real friends should be the number of how many people are taken him or her as friends, and he or she takes them as friends at the same time. For example, if object \( p \) regards object \( q \) as a neighbor and object \( q \) regards object \( p \) as a neighbor at the same time, then object \( q \) is one of the natural neighbors of object \( p \). To put it another way, the main idea of the natural neighbor stable structure is that objects lying in sparse regions possess a small number of neighbors. In contrast, objects lying in dense regions possess a large number of neighbors [28]. Thus, the natural neighbor stable structure of objects is formulated as follows:

\[
(\forall p)(\exists q)(k \in N) \land (p \neq q) \rightarrow (q \in KNN_k(p)) \land (p \in KNN_k(q)),
\]

where \( KNN_k(p) \) is the \( k \) nearest neighbor of object \( p \).
**Definition 1** (k nearest neighbors). The k nearest neighbors of object \( p \) are a set of objects \( q \) in dataset \( X \) with \( \text{dist}(p, q) \leq \text{dist}(p, o) \), that is,

\[
\text{KNN}_k (p) = \{ q \mid \forall q \in X, \text{dist}(p, q) \leq \text{dist}(p, o) \},
\]

where \( \text{dist}(p, o) \) is the distance between the object \( p \) and the \( k \)th object \( o \).

**Definition 2** (Reverse neighbors). The reverse neighbors of object \( p \) are a set of objects \( q \) that regard \( p \) as its \( k \) nearest neighbor, i.e., \( \text{RNN}_k (p) = \{ q \in X \mid p \in \text{KNN}_k (q) \} \).

The natural neighbor stable structure’s formation process is represented as follows: continuously expand the neighbor searching range \( k \) increasing from 1 to \( \lambda \) (\( \lambda \) is named natural neighbor eigenvalue (NaNE)) [26]; in each searching process, calculate the number of reverse neighbors of each object and judge the following two conditions: (1) all objects have reverse neighbors and (2) the number of objects without reverse neighbors remains unchanged; and when one of these conditions is met, the natural neighbor stable structure is formed. The searching range \( k \) is equal to the natural characteristic value \( \lambda \) at this moment. Therefore, \( \lambda \) is obtained by

\[
\lambda = \min \left\{ k \mid \sum_{p=1}^{n} f (\text{nb}_k (p)) = 0 \text{ or } \sum_{p=1}^{n} f (\text{nb}_{k-1} (p)) = \sum_{p=1}^{n} f (\text{nb}_k (p)) \right\},
\]

where \( k \) is initialized with 1, \( \text{nb}_k (p) \) is the number of object \( p \)’s reverse neighbor in the \( k \)th iteration (note that \( \text{nb}_k (p) \geq 0 \)), and \( f (x) \) is defined as follows:

\[
f (x) = \begin{cases} 
0, & \text{otherwise,} \\
1, & \text{if } x = 0.
\end{cases}
\]

Based on the above concepts, the natural neighbor is defined as follows:

**Definition 3** (Natural neighbors). For each object \( p \), the \( k \) nearest neighbors are natural neighbors, denoted as

\[
\text{NaN} (p), \text{where } k \text{ is equal to the natural characteristic value } \lambda.
\]

Apparently, each object has the same number of natural neighbors in this paper. The details of the natural neighbor searching algorithm are shown in Algorithm 1.

**Algorithm 1**: Natural neighbor searching algorithm (NaN-searching).

```
Input: X (the dataset)
Output: λ (the natural characteristic value), NaN(natural neighbors)
(1) Initial k = 1, number(1) = 0, nb (p) = 0, KNN_k (p) = ∅, RNN_k (p) = ∅;
(2) create a KD-tree T from the dataset X;
(3) while true do
    (4) for each object p in X do
        (5) find the kth neighbor q of p using T
        (6) nb (q) = nb (q) + 1;
        (7) KNN_k (p) = KNN_{k-1} (p) ∪ q;
        (8) RNN_k (q) = RNN_{k-1} (q) ∪ p;
        (9) end for
        (10) nb_k = nb;
        (11) number(k) = length (fin d(nb_k = 0));
        (12) if number(k) == 0 or number(k) == number(k−1) then
            break;
        end if
    end while
    (14) k = k + 1;
end for
(18) return λ, NaN
```

**3. The Proposed Algorithm**

Based on the idea of density core, we apply the reverse nearest neighbors in the natural neighbor searching algorithm to extract density core sets. And density core sets can maintain the general shape of clusters well. Subsequently, we
construct a minimum spanning tree of density core points for clustering. Besides, we use the reverse nearest neighbors in the process of natural neighbor searching, which does not require any parameter settings. MST-DC can recognize extremely complicated clusters with large variations in density.

3.1. Density Core Set. According to Algorithm 1, we calculate the number of reverse nearest neighbors for each object. Since the number of core objects’ reverse nearest neighbors are greater than that of noncore objects’ reverse nearest neighbors, we use the number of reverse nearest neighbors to extract core objects. The definition of the core object is as follows:

**Definition 4 (Core object).** If one object can be considered as a core object, it must satisfy the following formula:

\[ RCore = \{ p \mid \forall p \in SRNN(p) \geq k \} \]

where SRNN(p) represents the number of reverse nearest neighbors of object p, and k represents the natural characteristic value.

As is mentioned above, each data point regards its neighbor point as a potential density core point. This neighbor point is a true density core point when there are enough data objects to treat it as a potential density core point. Figure 1(a) shows an original dataset with three clusters. After the core point extraction process, as shown in Figure 1(b), the red regions represent potential clusters, and each point in the red regions is a core object. The gray points are noncore objects. Algorithm 2 presents the process of finding core sets, which can roughly retain the shape of clusters.

3.2. Clustering Core Objects. After we obtain the density core points, how to cluster the density core points becomes a key task. We propose a method of clustering density core points based on the minimum spanning tree. The density core sets extracted in the dataset retain the general shape of the cluster, while the distance between the density core sets is further apart. After constructing the minimum spanning tree, it is easier to find the longest edge of the tree for cutting.

The process of clustering the density core points based on the minimum spanning tree is as follows: Firstly, we
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construct a minimum spanning tree based on the set of density core points, and secondly, we cut off the edges whose length is greater than the trimming threshold. Afterwards, we can obtain the cluster of the density core sets according to tree structure information after trimming. The trimming threshold \( \text{cut}\theta \) is defined as follows: where \( \text{mean}(\text{Edge}) \) represents the average value of all the edge weights in the minimum spanning tree, and \( \text{std}(\text{Edge}) \) represents the standard deviation of all the edge weights in the minimum spanning tree. \( \omega \) is an empirical value, and its value range is \([2, 5]\), which has been verified by a large number of experiments. When \( \omega = 3 \), it meets the requirements of most datasets. In this article, we choose \( \omega = 3 \) as the experimental parameter. The setting of the trimming threshold is based on statistical principles, which can check whether there are outliers in the data. The length of the edge of the minimum spanning tree constructed conforms to the Gaussian distribution, and the edge we need to trim is the longer one located between different clusters.

\[
\text{cut}\theta = \text{mean}(\text{Edge}) + \omega \times \text{std}(\text{Edge}),
\]

(6)

The steps of clustering density core points are as follows:

1. We utilize the Prim algorithm to construct the minimum spanning tree on all the density core points. The length of the edge, which is computed based on the Euclidean distance, is used as the weight in the minimum spanning tree. The minimum spanning tree we build based on the density core points is shown in Figure 2.

2. After building the minimum spanning tree, we get a minimum spanning tree edge set. Since we build the minimum spanning tree based on the density core, the weight of the tree in the same cluster is relatively small, and the change of weight is small as well. The weight of the edge between different clusters is larger, so it is easier for us to find the edges connecting different clusters and cut them off. As shown in Figure 3(a), the colored dots represent the weights of the edges of the minimum spanning tree. The weights of the two edges (red dots) are much larger than the weights of the other edges (blue dots). The red dotted line indicates the trimming threshold we calculated, and the trimming threshold can effectively identify the longer sides in the minimum spanning tree; Figure 3(b) shows the minimum spanning tree of the subcluster after cutting off the edge greater than the trimming threshold. From the figure, we can see that the red density core points have been divided into three parts, and each part of the density core has a minimum spanning tree after cutting.

3. We cluster the density cores according to the minimum spanning subtree structure retained by the density core points of each cluster after trimming, namely, assigning the points on the same minimum spanning subtree to the same cluster.

According to the description of the above steps, the specific steps of clustering density core points are shown in Algorithm 3.

3.3. The MST-DC Clustering Algorithm. In this section, we introduce a novel clustering algorithm, namely, MST-DC. The basic steps are as follows: firstly, we find the reverse nearest neighbors of each object according to the natural neighbor searching algorithm; secondly, we use formula (5) to get the core objects; thirdly, we build the minimum spanning tree of the density core set \( R_{\text{Core}} \), and the edge between the clusters is cut according to formula (6), and then, the density cores are clustered according to the obtained subcluster tree; fourthly, we apply the concept of outlier clusters in paper [29] to eliminate erroneous clusters. In this paper, a novel outlier cluster detection algorithm called ROCF is proposed based on the concept of mutual neighbor graph and on the idea that the size of outlier clusters is usually much smaller than the normal clusters; and finally, the noncore points are assigned to the clusters to which their closest density core points belong. The overall steps of the MST-DC algorithm are shown in Algorithm 4.

3.4. The Complexity Analysis. Based on the description of the MST-DC clustering algorithm in the previous sections, the time complexity of MST-DC depends on following parts: (1) we use the natural neighbor algorithm optimized by \( KD - \) tree [30] to obtain the reverse nearest neighbors of each data point, the natural eigenvalue, and the Euclidean distance of the data points, and its time complexity is \( O(n \log(n)) \); (2) the process of extracting core points is equivalent to traversing data points, and its time complexity is \( O(n) \); (3) the time complexity of clustering the core points based on the minimum spanning tree is mainly focused on the Prim algorithm to establish the minimum spanning tree.
paper uses the heap-optimized Prim algorithm, whose time complexity is \(O(m \log(m))\), where \(m (m \ll n)\) represents the number of obtained core points; and (4) we assign the remaining points to their nearest density core with time complexity of \(O(l)\), where \(l(l<n,n=l+m)\) represents the number of remaining noncore points. In summary, the total time complexity of MST-DC is \(O(n \log(n))\).

4. Experiments and Analysis

4.1. Experimental Design and Environment. In this section, we demonstrate the effectiveness of the proposed clustering algorithm, respectively, on some artificial datasets and UCI real datasets. And we compare the MST-DC with well-known and state-of-the-art clustering methods, including
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\caption{Obtaining each subcluster based on \(cut_{\theta}\).}
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K-means [5], DBSCAN [18], DPC [8], DCore [27], SNN-DPC [20], and LDP-MST [24].

The experiment is conducted on a MATLAB 2018a computer equipped with Intel Core 2.20GHz CPU, 8 GB RAM, and Windows 10 operating system. The MATLAB code is available from https://github.com/qczggaoqiang/MST-DC.

### 4.2. Metrics for Measurement

We adopt Accuracy [31], F - Measure [32], and NMI (normalized mutual information) [33] to test the performance of our proposed algorithm MST-DC and six comparison algorithms. The upper limit of the three indexes is 1. The larger the values of the three indexes are, the better the clustering result is.

We chose Accuracy as the first evaluation indicator. For \( n \) objects \( x_i \in D^i \), \( p_j \) and \( c_i \) are the intrinsic category label and the predicted cluster label of \( x_i \) respectively, and the calculation formula of Accuracy is as follows:

\[
\text{Accuracy} = \frac{1}{n} \sum_{i=1}^{n} \delta(p_j, \text{map}(c_i)),
\]

where map(.) is a mapping function that maps the predicted cluster label and its intrinsic cluster label by the Hungarian algorithm [34]; let \( \delta(a, b) \) equal to 1 if \( a = b \) or equal to 0 otherwise. Accuracy \( \in [0, 1] \); namely, the higher the values of the Accuracy are, the better the clustering performance will be.

F - Measure includes both the precision \( P \) and the recall \( R \). \( P \) is the ratio between the number of correct positive results and the number of all positive results returned by the classifier. \( R \) is the ratio between the number of correct positive results and the number of all samples that should have been identified as positive. \( M_j \) is a set of the number of all samples that should have been identified as positive. \( C_i \) is a set of the number of all positive results returned by the classifier.

\[
P(M_j, C_i) = \frac{|M_j \cap C_i|}{|C_i|},
\]

\[
R(M_j, C_i) = \frac{|M_j \cap C_i|}{|M_j|},
\]

\[
F(M_j, C_i) = \frac{2 \times P(M_j, C_i) \times R(M_j, C_i)}{P(M_j, C_i) + R(M_j, C_i)}.
\]

The mutual information (MI) [32] can be used to measure the information shared by two clusters, given a set \( S \) of \( N \) data points, and two partitions of set \( S \), namely, \( X = \{X_1, X_2, \ldots, X_r\} \), and \( Y = \{Y_1, Y_2, \ldots, Y_s\} \). Suppose that we select a point at random from \( S \), then the probability that the point belongs to cluster \( X_i \) is
Entropycanbedescribedastheinformationconveyed
bytheuncertaintythatarandomlyselectedpointbelongsto
acertaincluster. The entropy of the cluster $X$ is given by
the following formula:

$$H(X) = -\sum_{i=1}^{r} P(i) \times \log P(i).$$  \hspace{1cm} (11)

Entropy can be described as the information conveyed
by the uncertainty that a randomly selected point belongs to
a certain cluster. The entropy of the cluster $X$ is given by
the following formula:

$$H(X) = -\sum_{i=1}^{r} P(i) \times \log P(i).$$  \hspace{1cm} (12)

The $MI$ between the clusters $X$ and $Y$ is defined by

$$MI(X, Y) = \sum_{i=1}^{r} \sum_{j=1}^{s} P(i, j) \times \log \frac{P(i, j)}{P(i)P(j)}.$$  \hspace{1cm} (13)

The $NMI$ is calculated as follows:

$$NMI(X, Y) = \frac{2 \times MI(X, Y)}{H(X) + H(Y)}.$$  \hspace{1cm} (14)

Figure 4: Ten original synthetic datasets. (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, (f) D6, (g) D7, (h) D8, (i) D9, and (j) D10.
Table 2: Parameter settings of each clustering method in the ten synthetic datasets.

| Datasets | Kmeans | DBSCAN | DPC (%) | DCore | SNNDPC | LDP-MST | MST-DC |
|----------|--------|--------|---------|-------|--------|---------|--------|
| D1       | N=3    | Eps=0.5| dc=2    | r1=0.5; r2=0.25; R=0.6; Tl=30; Th=4 | K=5     | N=3     | –      |
| D2       | N=5    | Eps=0.8| dc=2    | r1=0.5; r2=0.45; R=0.5; Tl=50; Th=15 | K=4     | N=5     | –      |
| D3       | N=4    | Eps=10 | dc=2    | r1=14; r2=13; R=15; Tl=40; Th=8 | K=10    | N=4     | –      |
| D4       | N=3    | Eps=20 | dc=2    | r1=20; r2=18; R=20; Tl=30; Th=8 | K=10    | N=3     | –      |
| D5       | N=2    | Eps=0.1| dc=2    | r1=0.3; r2=0.1; R=0.2; Tl=20; Th=5 | K=5     | N=2     | –      |
| D6       | N=4    | Eps=15 | dc=2    | r1=20; r2=18; R=21; Tl=10; Th=6 | K=10    | N=4     | –      |
| D7       | N=6    | Eps=6  | dc=2    | r1=14; r2=13; R=14; Tl=40; Th=8 | K=5     | N=6     | –      |
| D8       | N=4    | Eps=0.25| dc=2 | r1=0.4; r2=0.35; R=0.5; Tl=10; Th=5 | K=10    | N=4     | –      |
| D9       | N=6    | Eps=6  | dc=2    | r1=15; r2=15; R=15; Tl=35; Th=15 | K=15    | N=6     | –      |
| D10      | N=7    | Eps=2  | dc=2    | r1=1; r2=0.9; R=2; Tl=30; Th=10 | K=15    | N=7     | –      |

Figure 5: Results of 7 clustering algorithms in D1. (a) Kmeans, (b) DBSCAN, (c) DPC, (d) DCore, (e) SNNDPC, (f) LDP-MST, and (g) MST-DC.

4.3. Experiments on Synthetic Datasets. We first conduct comparison experiments based on ten synthetic datasets. As shown in Table 1, the characteristics of ten synthetic datasets are described. Moreover, ten original synthetic datasets are displayed in Figure 4. D1 and D2 contain spherical clusters with a different number of clusters and densities. D1 contains three clusters and a total of 600 objects. D2 consists of five clusters with skewed distribution, and a total of 6699 objects. In contrast, the remaining synthetic datasets contain clusters with arbitrary shapes. D3 is composed of four-line clusters and a total of 1268 objects. D4 has a spherical cluster in the middle of two ring clusters and a total of 1897 objects. D5 is composed of two moon manifold clusters with 1532 objects, including noise objects. D6 includes four manifold clusters and a total of 630 objects. D7 has four spherical clusters in two right-angle line clusters with some noise objects, and a total of 1916 objects. D8 has three spherical clusters in one manifold cluster with several noise objects, and a total of 1427 objects. D9 is composed of six square clusters that cross and parallel with each other, and a total of 8000 data objects including some noise objects. D10 consists of three circle clusters, two spiral clusters, and two spherical clusters with a total of 8533 objects, including some noise objects.
The parameter settings of each clustering algorithm in the ten synthetic datasets are displayed in Table 2. As for the Kmeans algorithm, $N$ represents the number of clusters in the dataset, and the initial clustering center is randomly selected. DBSCAN needs two parameters: Eps and Minpts. The cutoff distance $dc$ of DPC is set as 2%. SNNPDPC needs the parameter $K$ to find $k$ nearest neighbors. We test different $K$ to achieve better results. The results of DCore are affected by the selection of parameters $r_1, r_2, T_1, T_n$, and $R$. We use different parameter settings to achieve better results. The LDP-MST algorithm needs to set the parameter $N$ manually. Concerning MST-DC, there is no need to set parameters. In Table 2, the symbol “—” indicates that there is no need to set parameters in MST-DC.

The experimental result of D1 is shown in Figure 5. It shows that all clustering algorithms can find correct clusters in D1, which means that these algorithms are effective for uniformly distributed spherical datasets. However, except MST-DC, other algorithms need parameter settings.

Figure 6 shows that DPC, LDP-MST, and MST-DC can get the correct clustering on D2, while Kmeans, DBSCAN, DCore, and SNNPDPC cannot. The number of clusters in the Kmeans algorithm is input by users. Because it cannot recognize clusters with different densities, the low-density area is mistakenly recognized as the same cluster, while the high-density area is erroneously partitioned as well. Because the choice of Eps is too large, DBSCAN aggregates D2 into
four clusters. Because of the improper choices of parameters, DCore and SNNDPC cannot correctly identify clusters in the D2 dataset. Therefore, Figure 6 displays that using global fixed parameter settings for multidensity patterns is not applicable.

The experimental results on D3 are shown in Figure 7. It shows that except Kmeans and SNNDPC, other algorithms can well find the correct clusters. It also illustrates that Kmeans cannot be applied to line cluster datasets. Moreover, the incorrect setting of parameters leads to incorrect clustering results.

The experimental results on D4 are shown in Figure 8. It demonstrates whether those algorithms can process circle clusters or not. It shows that Kmeans, DPC, DCore, and SNNDPC algorithms are not suitable for datasets containing circular clusters, and the correct clustering results cannot be obtained. DBSCAN, LDP-MST, and MST-DC algorithms can find the correct clusters for D4.

The clustering results displayed in Figures 9–11 demonstrate whether those algorithms can process clusters with the arbitrary shape or not. The results of DBSCAN, LDP-MST, and MST-DC are similar. Three of them can find the clusters of the three datasets correctly. As shown in Figure 9(d), DCore mistakenly identifies only two points in D5. Besides, none of Kmeans, DPC, DCore, and SNNDPC can find the right clusters of D5, D6, and D7 datasets.
The clustering results shown in Figure 12 display that MST-DC, LDP-MST, and DCore have recognized the D8 datasets correctly, while Kmeans, DBSCAN, DPC, and SNNDPC have not. In other words, MST-DC, LDP-MST, and DCore can be good at dealing with manifold structure datasets. In Figure 12(b), DBSCAN can detect the manifold cluster. Yet, it does not work for the datasets combined with spherical clusters and manifold cluster.

The experimental results displayed in Figures 13 and 14 are used to evaluate the clustering performance on D9 and D10, which are more complex patterns. As shown in Figure 13, only DCore, LDP-MST, and MST-DC can detect rectangle clusters. Because of inappropriate parameter settings, DBSCAN and SNNDPC did not get impressive clustering results, and neither did Kmeans and DPC. The clustering results shown in Figure 14 demonstrate that only the LDP-MST and MST-DC algorithms obtained the correct clusters. DBSCAN and DPC have similar results that both of them cannot deal with spiral clusters and circle clusters. Although SNNDPC can detect the spiral clusters, they fail to handle the circle clusters. DCore can detect circle clusters; however, it cannot detect the spiral clusters. Hence, MST-DC can be applied to more complex situations without parameter settings.

From Figures 5–14, we can see that MST-DC performs better than other algorithms. Moreover, there is no need to
set any parameters so that several intrinsic flaws of other algorithms can be avoided.

The running time of seven clustering algorithms on the synthetic datasets is shown in Table 3. It is obvious that although MST-DC runs slower than Kmeans, DBSCAN, and LDP-MST, it runs faster than DPC and SNNDPC evidently. What is more, the consuming time of MST-DC is similar to that of DCore.

4.4. Experiments on Real-World Datasets. To further prove the superiority of the MST-DC algorithm, we also apply the proposed method to six real-world datasets, including Segmentation, Pageblock, Iris, Control, Column2C, and Breast, obtained from the University of California, Irvine (UCI) Machine Learning Repository. The characteristics of six real datasets are displayed in Table 4. Table 5 illustrates the parameter setting of each clustering algorithm in six real-world datasets of UCI, and the symbol “—” indicates that there is no need to set parameters in MST-DC. Table 6 shows the clustering performance of seven clustering algorithms according to three external criteria, namely, Accuracy, $F$-Measure, and NMI. Table 7 shows the running time of each algorithm, where “—” indicates that the algorithm has not run within the specified time (20 minutes).
As shown in Table 6, except for the Iris dataset, the clustering performance of the MST-DC algorithm is superior to the Kmeans, DBSCAN, DPC, DCore, SNNDPC, and LDP-MST algorithms on other datasets. The LDP-MST algorithm obtains the optimal clustering results on the Iris dataset in terms of Accuracy, NMI, and $F$-Measure. Besides, LDP-MST achieves the best results on Segmentation and Control datasets in terms of Accuracy, and on Column2C dataset in terms of NMI. On relatively simple datasets, the Accuracy, NMI, and $F$-Measure values of the Kmeans, DBSCAN, DPC, and SNNDPC algorithms are high; however, on datasets with higher dimensions or complex structures, the four algorithms have poor performances. Except for the Segmentation dataset, the DCore algorithm can obtain a relatively good clustering effect on multiple datasets. However, the DCore algorithm has a major flaw that it needs to set five parameters manually. It is usually very difficult to adjust the parameter combination for better clustering results.

According to Table 7, MST-DC is slower than the Kmeans, DBSCAN, and LDP-MST algorithms on the UCI dataset. However, the MST-DC algorithm is much faster than the DPC and SNNDPC algorithms. The running time of the MST-DC and DCore algorithms is similar on most datasets.

From the above analysis, we conclude that MST-DC provides an overall good performance in clustering compared with the other existing methods. Firstly, the MST-DC
algorithm employs a natural neighbor algorithm to obtain the reverse neighbor information and then extracts the density core point according to the number of reverse neighbors and natural characteristic value. This process does not need to set parameters, while other algorithms need to set parameters manually. Secondly, MST-DC only utilizes the density core points instead of all points to build the minimum spanning tree, which reduces the computational cost while excluding the interference of noise points. Thirdly, the MST-DC algorithm can recognize complex datasets efficiently and accurately. However, compared with Kmeans, DBSCAN, and LDP-MST, the time efficiency of the MST-DC algorithm is not optimal, which is worth further exploration.

| Datasets  | Kmeans | DBSCAN | DPC (%) | DCore | SNNDPC | LDP-MST | MST-DC |
|-----------|--------|--------|---------|-------|--------|---------|--------|
| Segmentation | N = 7  | Eps = 10 | Minpts = 4 | dc = 2 | r1 = 150; r2 = 140; | 16; | T1 = 30; Th = 10; | K = 15 | N = 7 | – |
| Pageblock | N = 5  | Eps = 1 | Minpts = 4 | dc = 2 | r1 = 0.1; r2 = 0.15; | 0.2; | T1 = 10; Th = 2; | K = 10 | N = 5 | – |
| Iris      | N = 3  | Eps = 1 | Minpts = 4 | dc = 2 | r1 = 0.3; r2 = 0.2; | R = 0.2; | T1 = 5; Th = 4; | K = 10 | N = 3 | – |
| Control   | N = 6  | Eps = 1 | Minpts = 4 | dc = 2 | r1 = 15; r2 = 13; | R = 16; | T1 = 10; Th = 2; | K = 8 | N = 6 | – |
| Column2C  | N = 2  | Eps = 11 | Minpts = 5 | dc = 2 | r1 = 13; r2 = 12; | R = 16; | T1 = 20; Th = 15; | K = 3 | N = 2 | – |
| Breast    | N = 2  | Eps = 1 | Minpts = 4 | dc = 2 | r1 = 0.4; r2 = 0.3; | R = 0.15; | T1 = 2; Th = 0; | k = 7 | N = 2 | – |

| Datasets  | Kmeans | DBSCAN | DPC (%) | DCore | SNNDPC | LDP-MST | MST-DC |
|-----------|--------|--------|---------|-------|--------|---------|--------|
| Segmentation | Accuracy | 0.5117 | 0.5610 | 0.4883 | 0.2844 | 0.1429 | 0.6147 | 0.6134 |
| Iris      | F-measure | 0.5422 | 0.2983 | 0.5499 | 0.3866 | 0.2500 | 0.6469 | 0.6782 |
| Iris      | NMI     | 0.4868 | 0.4029 | 0.5206 | 0.3383 | 0.2816 | 0.6870 | 0.7044 |
| Pageblock | Accuracy | 0.8993 | 0.9024 | 0.8983 | 0.8980 | 0.8983 | 0.8977 | 0.9077 |
| Iris      | F-measure | 0.8136 | 0.8608 | 0.8579 | 0.8600 | 0.8579 | 0.8091 | 0.9461 |
| Iris      | NMI     | 0.0550 | 0.0797 | 0.0328 | 0.0355 | 0.0327 | 0.0341 | 0.2010 |
| Column2C  | Accuracy | 0.6667 | 0.6667 | 0.6667 | 0.6667 | 0.6667 | 0.9730 | 0.6667 |
| Iris      | F-measure | 0.6884 | 0.7778 | 0.7778 | 0.6061 | 0.7748 | 0.9989 | 0.7778 |
| Iris      | NMI     | 0.5837 | 0.7337 | 0.7337 | 0.5263 | 0.7175 | 0.9010 | 0.7337 |
| Control   | Accuracy | 0.5717 | 0.3367 | 0.5000 | 0.6250 | 0.5017 | 0.6780 | 0.6667 |
| Iris      | F-measure | 0.6765 | 0.3833 | 0.6546 | 0.6536 | 0.5387 | 0.6833 | 0.7093 |
| Iris      | NMI     | 0.7078 | 0.3369 | 0.7198 | 0.6731 | 0.6528 | 0.7000 | 0.7928 |
| Column2C  | Accuracy | 0.6774 | 0.6774 | 0.6774 | 0.7323 | 0.6774 | 0.7548 | 0.7581 |
| Iris      | F-measure | 0.6744 | 0.7361 | 0.7033 | 0.7407 | 0.7033 | 0.7623 | 0.8077 |
| Iris      | NMI     | 0.1333 | 0.1616 | 0.0039 | 0.2262 | 0.0039 | 0.3033 | 0.2442 |
| Breast    | Accuracy | 0.9571 | 0.8312 | 0.8269 | 0.9212 | 0.9413 | 0.9547 | 0.9614 |
| Breast    | F-measure | 0.9569 | 0.8306 | 0.8085 | 0.9511 | 0.5670 | 0.9532 | 0.9612 |
| Breast    | NMI     | 0.7295 | 0.4642 | 0.3863 | 0.6323 | 0.3554 | 0.6868 | 0.7501 |

| Datasets  | Kmeans | DBSCAN | DPC (%) | DCore | SNNDPC | LDP-MST | MST-DC |
|-----------|--------|--------|---------|-------|--------|---------|--------|
| Segmentation | 0.0279 | 0.062 | 435.2143 | 0.8178 | 7.6259 | 0.8062 | 0.2560 | 0.6584 |
| Pageblock | 0.0359 | 0.0350 | — | 3.2012 | 34.7688 | 0.4715 | 3.2736 |
| Iris | 0.004 | 0.0015 | 3.0986 | 0.0315 | 2.2313 | 0.0134 | 0.0156 |
| Control | 0.0107 | 0.0062 | 15.041 | 0.3087 | 3.0757 | 0.0851 | 0.0869 |
| Column2C | 0.0042 | 0.0021 | 15.041 | 0.0541 | 1.4705 | 0.0149 | 0.0417 |
| Breast | 0.0045 | 0.0059 | 3.6350 | 0.1474 | 2.0812 | 0.0877 | 0.1525 |
5. Conclusions

In this paper, we propose a novel clustering algorithm named MST-DC. The process of the algorithm has the following four steps: firstly, we automatically obtain the reverse neighbors of each object based on the concept of natural neighbor searching without any parameters set by the user; secondly, we obtain the core objects according to the number of reverse neighbors of each object; thirdly, we construct a minimum spanning tree of the core objects to obtain the clustering result of core objects; and finally, unallocated objects are marked as the label of their nearest local core objects.

The experimental results of synthetic and real-world datasets demonstrate that MST-DC can detect quite complex patterns with large variations in density. Besides, unlike most clustering methods, there is no need to set parameters in MST-DC. The concept of natural neighbor can automatically obtain the only parameter $k$ used by MST-DC. Therefore, our proposed algorithm, MST-DC, is superior to other algorithms.

Nevertheless, there are several aspects to be improved in this paper. Firstly, the similarity measure based on the Euclidean distance is used when acquiring natural neighbor information, extracting density cores, and assigning remaining points; however, the Euclidean distance is prone to Dimensional Curse in high-dimensional data spaces, resulting in poor clustering effects. Therefore, we will explore the adaptability of this algorithm to high-dimensional data in the future. Secondly, the approach to assign the remaining points in this paper is to directly assign them to the cluster where the closest density core is located. Subsequently, we will study the new method of allocating the remaining points.

Data Availability

The data that support the findings of this study are openly available on GitHub at https://github.com/qczggaqiang/MST-DC

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was funded by the National Natural Science Foundation of China (Grant no. 61701051), the Fundamental Research Funds for Central Universities (Grant no. 2019CDCGJS329), and the Graduate Scientific Research and Innovation Foundation of Chongqing, China (Grant no.CYS20067).

References

[1] I. A. Maraziotos, S. Perantonis, A. Dragomir, and D. Thanos, “K-nets: clustering through nearest neighbors networks,” Pattern Recognition, vol. 88, pp. 470–481, 2019.

[2] C. Zhong, D. Miao, and R. Wang, “A graph-theoretical clustering method based on two rounds of minimum spanning trees,” Pattern Recognition, vol. 43, pp. 752–766, 2010.

[3] C.-N. Li, Y.-H. Shao, Y.-R. Guo, Z. Wang, and Z.-M. Yang, “Robust k-subspace discriminant clustering,” Applied Soft Computing, vol. 85, Article ID 105858, 2019.

[4] S. J. Nanda and G. Panda, “A survey on nature inspired metaheuristic algorithms for partitional clustering,” Swarm and Evolutionary Computation, vol. 16, pp. 1–18, 2014.

[5] A. K. Jain, “Data clustering:50 years beyond $k$-means,” Pattern Recognition Letters, vol. 31, no. 8, pp. 651–666, 2010.

[6] F. Murtagh and P. Contreras, “Algorithms for hierarchical clustering: an overview,” WIREs Data Mining and Knowledge Discovery, vol. 2, no. 1, pp. 86–97, 2012.

[7] S. C. Johnson, “Hierarchical clustering schemes,” Psychometrika, vol. 32, no. 3, pp. 241–254, 1967.

[8] A. Rodriguez and A. Laio, “Clustering by fast search and find of density peaks,” Science, vol. 344, no. 6191, pp. 1492–1496, 2014.

[9] P. Singh and P. A. Meshram, “Survey of density based clustering algorithms and its variants,” in Proceedings of the 2017 International Conference on Inventive Computing and Informatics (ICICI), pp. 920–926, Coimbatore, India, November 2017.

[10] Y. Kim, H. Do, and S. B. Kim, “Outer-points shaver: robust graph-based clustering via node cutting,” Pattern Recognition, vol. 97, Article ID 107001, 2020.

[11] O. Grygorash, Y. Zhou, and Z. Jorgensen, “Minimum spanning tree based clustering algorithms,” in Proceedings of the 2006 18th IEEE International Conference on Tools with Artificial Intelligence (ICTAI'06), pp. 73–81, Arlington, VA, USA, November 2006.

[12] A. Aksac, T. Özver, and R. Alhaji, “Cutesc: cutting edge spatial clustering technique based on proximity graphs,” Pattern Recognition, vol. 96, Article ID 106948, 2019.

[13] V. Kantere, D. Tsoumakos, T. Sellis, and N. Roussopoulos, “Groupeer: dynamic clustering of p2p databases,” Information Systems, vol. 34, no. 1, pp. 62–86, 2009.

[14] N. Tagasovska and P. Andritsos, “Distributed clustering of categorical data using the information bottleneck framework,” Information Systems, vol. 72, pp. 161–178, 2017.

[15] K. McGarry, “Discovery of functional protein groups by clustering community links and integration of ontological knowledge,” Expert Systems with Applications, vol. 40, no. 13, pp. 5101–5112, 2013.

[16] H. Ait Issad, R. Aoudjit, and J. J. Rodrigues, “A comprehensive review of data mining techniques in smart agriculture,” Engineering in Agriculture, Environment and Food, vol. 12, no. 4, pp. 511–525, 2019.

[17] Z. Li and Y. Tang, “Comparative density peaks clustering,” Expert Systems with Applications, vol. 95, pp. 236–247, 2018.

[18] J. X. M. Ester and H. P. Kriegel, “A density-based algorithm for discovering clusters in large spatial databases with noise,” International Conference on Knowledge Discovery and Data Mining, vol. 96, pp. 226–231, 1996.

[19] M. Du, S. Ding, and H. Jia, “Study on density peaks clustering based on k-nearest neighbors and principal component analysis,” Knowledge-Based Systems, vol. 99, pp. 135–145, 2016.

[20] R. Liu, H. Wang, and X. Yu, “Shared-nearest-neighbor-based clustering by fast search and find of density peaks,” Information Sciences, vol. 450, pp. 200–226, 2018.
[21] J. Xie, Z. Y. Xiong, Y. F. Zhang, Y. Feng, and J. Ma, "Density core-based clustering algorithm with dynamic scanning radius," Knowledge-Based Systems, vol. 142, pp. 58–70, 2018.

[22] P. C. Pop, "The generalized minimum spanning tree problem: an overview of formulations, solution procedures and latest advances," European Journal of Operational Research, vol. 283, no. 1, pp. 1–15, 2020.

[23] P. C. Pop, O. Matei, C. Sabo, and A. Petrovan, "The generalized minimum spanning tree problem: an overview of formulations, solution procedures and latest advances," European Journal of Operational Research, vol. 265, no. 2, pp. 478–487, 2018.

[24] D. Cheng, Q. Zhu, J. Huang, Q. Wu, and L. Yang, "Clustering with local density peaks-based minimum spanning tree," IEEE Transactions on Knowledge and Data Engineering, vol. 33, no. 2, pp. 374–387, 2021.

[25] Q. Z. Dai, Z. Y. Xiong, J. Xie, X. X. Wang, Y. F. Zhang, and J. X. Shang, "A novel clustering algorithm based on the natural reverse nearest neighbor structure," Information Systems, vol. 84, pp. 1–16, 2019.

[26] Q. Zhu, J. Feng, and J. Huang, "Natural neighbor: a self-adaptive neighborhood method without parameter k," Pattern Recognition Letters, vol. 80, pp. 30–36, 2016.

[27] Y. Chen, S. Tang, L. Zhou et al., "Decentralized clustering by finding loose and distributed density cores," Information Sciences, vol. 433-434, pp. 510–526, 2018.

[28] J. Huang, Q. Zhu, L. Yang, and J. Feng, "A non-parameter outlier detection algorithm based on natural neighbor," Knowledge-Based Systems, vol. 92, pp. 71–77, 2016.

[29] J. Huang, Q. Zhu, L. Yang, D. Cheng, and Q. Wu, "A novel outlier cluster detection algorithm without top-n parameter," Knowledge-Based Systems, vol. 121, pp. 32–40, 2017.

[30] J. L. Bentley, "Multidimensional binary search trees used for associative searching," Communications of the ACM, vol. 18, no. 9, pp. 509–517, 1975.

[31] M. Wu and B. Schlkopf, A Local Learning Approach for Clustering, IEEE, Piscataway, NJ, USA, 2006.

[32] N. Vinh, J. Epps, and J. Bailey, "Information theoretic measures for clusterings comparison: variants, properties, normalization and correction for chance," The Journal of Machine Learning Research, vol. 11, 2010.

[33] D. Pfitzner, R. Leibbrandt, and D. Powers, "Characterization and evaluation of similarity measures for pairs of clusterings," Knowledge and Information Systems, vol. 19, 2009.

[34] C. Papadimitriou and K. Steiglitz, Combinatorial Optimization: Algorithms and Complexity, Courier Dover Publications, Mineola, NY, USA, 1998.

[35] M. Lichman, "Uci machine learning repository," 2013, http://archive.ics.uci.edu/ml.