A new neutrosophic model using DUS-Weibull transformation with application

B. M. Nayana¹ · K. K. Anakha² · V. M. Chacko² · Muhammad Aslam³ · Mohammed Albassam³

Received: 8 November 2021 / Accepted: 14 February 2022 / Published online: 14 March 2022 © The Author(s) 2022

Abstract

There is a need to comprehend real-world problems that are marked by ambiguity and inflexibility. By taking into account the indeterminacies and inconsistencies, DUS transformation has been taken to Neutrosophic Weibull distribution and DUS-Neutrosophic Weibull distribution is proposed. The probability density function is unimodal and decreasing in nature. Several statistical properties have been studied. The parameters of the proposed distribution are estimated using the maximum likelihood method. The proposed distribution has been validated on a real data set. The estimates are found to be more accurate than the classical distributions.
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Introduction

In the classical theory of statistics, the data are formed in crisp numbers and analyzed. Since one cannot always compute or offer exact values for statistical traits in real life, it is quite desirable to approximate them. Making the transition from classical to neutrosophic statistics is one technique; depending on the types of indeterminacies, however, numerous approaches may be available. Several advances have been made in recent years to model such inaccurate situations using fuzzy logic and neutrosophy [5, 9, 34, 36, 39, 40]. In addition, according to neutrosophic logic, the parameters take undetermined values which arise while working with statistical data, particularly when working with vague and inaccurate statistical data [5]. Smarandache [33, 36] proposed that a logical statement can be represented in a 3D Neutrosophic Space, where each dimension of the space represents the statement’s Truth (T), Falsehood (F), and Indeterminacy (I). Several studies have been conducted using neutrosophic probability distributions to calculate indeterminacy in real-world scenarios, with better results than classical statistics. The concepts of probability distribution in crisp logic were generalized to neutrosophic logic with applications. In terms of neutrosophic statistics, Alhasan and Smarandache [3] proposed the Neutrosophic Weibull distribution. Similarly, distributions like neutrosophic-Poisson, neutrosophic-Uniform, neutrosophic-Exponential are available in the literature. A neutrosophic-Beta distribution for the data is in interval form was developed by Sherwani et al. [32]. Patro and Samarande [28] introduced Neutrosophic Binomial and Neutrosophic Normal distributions. These distributions are provided with an additional room in the relevant area, allowing it to solve more problems that were previously neglected in classical statistics due to indeterminacy and aberrant values [34]. Neutrosophic time series prediction [30] and modelling were also examined in a variety of scenarios, including neutrosophic moving averages, neutrosophic logarithmic models, neutrosophic linear models, and so on, see Guan et al. [13]. Neutrosophic logic has successfully solved a variety of decision-making challenges, such as
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examining green credit ratings and personnel selection, see Nabeel et al. [24–26]. Aslam et al. [2, 4, 6–8] extended the idea of control charts and sampling plans with the presence of indeterminacy and presented various neutrosophic control charts and sampling plans, as well as discussed applying the neutrosophic theory to engineering systems.

The Weibull model is one among the few essential distributions used in reliability theory that are crucial to understanding dependability applications. Many of the analyses using the Weibull model are now available across the engineering literature [18, 22, 27]. Fisher and Tippett [31] proposed a basic theory of the Weibull distribution as one of three types of extreme value distributions. Grabner et al. [12] used the complex combination of Weibull density for wind speed data. The effect of the shape and scale parameters on distribution characteristics such as the reliability, hazard rate etc. is a key feature of the Weibull distribution. The discrete additive Weibull distribution is found to be effective for modelling.

The paper proposed a new life distribution using the DUS transformation of Neutrosophic Weibull distribution. In the literature of statistics, there are various DUS transformed distributions proposed with some well-known baseline distributions. An approach for proposing new distributions with the DUS transform is found to be effective for modelling. A DUS transformation method has been used to analyze patient information on bladder cancer by Kumar et al. [19].

Kavya and Manoharan [17] introduced the Generalized DUS (GDUS) transformation of Weibull distribution. Deepthi and Chacko [10] studied the properties of DUS-Lomax distribution for survival data analysis. Tripathi et al. [36] studied the inferences for the DUS-Exponential Distribution based on upper record values. Maurya et al. [23] worked with Lindley distribution. AbuJarad et al. [1] developed Bayesian survival analysis on generalized DUS-exponential. Gauthami and Chacko [11] proposed an upside-down failure rate model using DUS-inverse Weibull distribution. Karakaya et al. [16] developed DUS-Kumaraswamy distribution with applications in biomedical and epidemiological research.

The paper is organized into seven sections. The next section describes the probability density (pdf) function, cumulative density function (cdf), and hazard rate function. The statistical properties are studied in the subsequent section followed by which the parameter estimation using the method of maximum likelihood is discussed. Then a simulation study to check the flexibility of the estimates is explained. In the penultimate section, real-life data analysis is presented and a conclusion is given in the final section.

**DUS-neutrosophic Weibull**

Let \( f(x) \) and \( F(X) \) be the pdf and cdf of the baseline distribution respectively, we consider the DUS transformed distribution with pdf

\[
g(x) = \frac{1}{e - 1} f(x)e^{F(x)}. \tag{1}
\]

The cdf of DUS transformation is given as

\[
G(x) = \frac{1}{e - 1} \left[ e^{F(x)} - 1 \right]. \tag{2}
\]

The hazard rate function is

\[
h(x) = \frac{1}{e - e^{F(x)}} f(x)e^{F(X)}. \tag{3}
\]

Suppose \( I_N \in (I_L, I_U) \) is an indeterminacy interval, where \( N \) is the neutrosophic statistical number and let \( X_N = X_L + X_U/I_N \) be a random variable following neutrosophic Weibull distribution with scale parameter, \( \alpha \) and shape parameter, \( \beta \). The neutrosophic distribution tends to the classical distribution when \( I_N = 0 \). Therefore, consider neutrosophic Weibull distribution of a random variable (r.v) \( X_N \) with neutrosophic probability distribution function (npdf) as

\[
\begin{align*}
f(x_N) &= \left( \frac{\beta}{\alpha} \right) x_N^{\beta-1} e^{-\left( \frac{\alpha}{\alpha} x_N^\beta \right)} \left( 1 + I_N \right) \quad \text{for } x_N \in (x_L, x_U) > 0, \ x_N > 0, \ \alpha > 0, \ \beta > 0. \\
I_N &\in (I_L, I_U) \quad \text{with } x_N > 0, \ \alpha > 0, \ \beta > 0. \tag{4}
\end{align*}
\]

The corresponding neutrosophic cumulative distribution (ncdf) is

\[
\begin{align*}
F(x_N) &= \left( 1 - e^{-\left( \frac{\alpha}{\alpha} x_N^\beta \right)} \right) (1 + I_N), \quad x_N > 0, \ \alpha > 0, \ \beta > 0. \tag{5}
\end{align*}
\]
Using Eqs. (1), (2), and (3), DUS-neutrosophic Weibull (DUS-NW) distribution is proposed below with two parameters such as $\alpha$, the scale parameter and $\beta$, the shape parameter. The npdf and ncdf of the proposed distribution, respectively, are

\[
g(x_N) = \frac{1}{\varepsilon - 1} \beta x_N^{\beta - 1} e^{-\left(\frac{x_N}{\alpha}\right)^\beta} \left(1-e^{-\left(\frac{x_N}{\alpha}\right)^\beta}\right)^{(1+I_N)} \left(1+I_N\right)
\]

\[
x_N > 0, \alpha > 0, \beta > 0,
\]

and

\[
G(x_N) = \frac{1}{\varepsilon - 1} e^{-\left(\frac{x_N}{\alpha}\right)^\beta} \left(1-e^{-\left(\frac{x_N}{\alpha}\right)^\beta}\right)^{(1+I_N)} \ ; \ x_N > 0, \alpha > 0, \beta > 0.
\]

Also, the hazard rate function is

\[
h_N(x_N) = \frac{1}{\varepsilon - 1} \beta x_N^{\beta - 1} e^{-\left(\frac{x_N}{\alpha}\right)^\beta} \left(1-e^{-\left(\frac{x_N}{\alpha}\right)^\beta}\right)^{(1+I_N)} \left(1+I_N\right)
\]

\[
= \frac{1}{\varepsilon - 1} e^{-\left(\frac{x_N}{\alpha}\right)^\beta} \left(1-e^{-\left(\frac{x_N}{\alpha}\right)^\beta}\right)^{(1+I_N)} \ ; \ x_N > 0, \alpha > 0, \beta > 0.
\]

From Eq. (4), the DUS-neutrosophic Weibull becomes the DUS-Weibull model when $I_N = 0$ and it is a special case of a generalized DUS-exponential model studied by Kavya and Manoharan [17].

**Shape of the density curve**

From Fig. 1, it can observe the following properties of the npdf of $DUS - NW(\alpha, \beta)$.

(i) $\alpha < 1, \beta \geq 1$, $g(x)$ is decreasing
(ii) $\alpha \geq 1, \beta > 1$, $g(x)$ is unimodal
(iii) $\alpha < 1, \beta < 1$, $g(x)$ is decreasing
(iv) $\alpha \geq 1, \beta \leq 1$, $g(x)$ is decreasing

Figure 2 represents the plot of ncdf of $DUS - NW(\alpha, \beta)$. The plot of hazard function rate is shown in Fig. 3 which has upside-down bathtub shaped and decreasing shapes.

**Statistical properties of DUS-neutrosophic Weibull**

The main statistical properties like moments, generating functions, quantile function, order statistics and entropy have been studied in this section.

**Moments**

The $r^{th}$ moment of the distribution, for $r \in \mathbb{N}$, $\mu'_r$ is given as

\[
\mu'_r = \int_0^\infty x^r g(x) dx
\]

\[
= \frac{1}{\varepsilon - 1} \beta x_N^{\beta - 1} x^r e^{-\left(\frac{x_N}{\alpha}\right)^\beta} \left(1-e^{-\left(\frac{x_N}{\alpha}\right)^\beta}\right)^{(1+I_N)} \left(1+I_N\right)
\]

\[
= \frac{1}{\varepsilon - 1} x^r e^{-\left(\frac{x_N}{\alpha}\right)^\beta} \left(1-e^{-\left(\frac{x_N}{\alpha}\right)^\beta}\right)^{(1+I_N)} \ ; \ x_N > 0, \alpha > 0, \beta > 0.
\]
\[ \mu' = E[X'] \]
\[ = \int_0^\infty \left( \frac{1}{e^x - 1} \right)^a \left( \frac{1}{\beta} \right)^b e^{-\left( \frac{x}{\beta} \right)^b} e^x \left( \frac{x}{\beta} \right)^b \right) \left( \frac{1}{1+I_N} \right) \, dx. \]
\[ (9) \]

Using exponential expansion \( e^x = \sum_{i=0}^{\infty} \frac{x^i}{i!} \) and binomial series of expansion \( (1-y)^b = \sum_{i=0}^{\infty} (-1)^i \binom{b}{i} y^i \), Eq. (9) becomes

\[ \mu'_r = \frac{\beta}{(r-1)\mu^b} e^{(1+I_N)} \sum_{l=0}^{\infty} \sum_{i=0}^{\infty} \frac{(-1)^i \Gamma \left( \frac{b+1}{2} \right)}{\Gamma \left( \frac{b+2}{2} \right)} (1+I_N). \]
\[ (10) \]

The higher order moments can be found similarly. Hence, the mean and variance is given by:

\[ E[X_N] = \frac{b}{(e-1)\mu^b} e^{(1+I_N)} \sum_{l=0}^{\infty} \sum_{i=0}^{\infty} \frac{(-1)^i \Gamma \left( \frac{b+1}{2} \right)}{\Gamma \left( \frac{b+2}{2} \right)} (1+I_N). \]
\[ (11) \]
The quantile function specifies the value of a random variable so that the probability of the variable being less than or equal to that value equals the specified probability. Suppose is \( X_N \sim DUS - NW(\alpha, \beta) \) a neutrosophic random variable with a distribution function \( F(X_N) \) such that

\[
F[Q_{X_N}(p)] = p.
\]

Hence, the quantile function is given by

\[
Q(p) = \left[-\alpha^\beta \log\left(1 - \log\left(\frac{p(e-1)}{1 + I_N}\right)\right)\right]^\frac{1}{\beta}.
\]

While setting \( p = \frac{1}{2} \) in Eq. (16), we get the median of \( DUS - NW(\alpha, \beta) \) as

\[
\text{Median} = \left[-\alpha^\beta \log\left(1 - \log\left(\frac{1(e-1)}{2 1 + I_N}\right)\right)\right]^\frac{1}{\beta}.
\]

**Order statistics**

Order statistics are highly pertinent in reliability theory and survival analysis because of the significance of the hazard rate function in these domains. Let \( X_{N1}, X_{N2}, \ldots X_{Nn} \) be the \( n \) independent and identically distributed (i.i.d) random variable with corresponding order statistics \( X_{N(1)}, X_{N(2)}, \ldots X_{N(n)} \) derived from DUS-NW with density function \( g(x_N) \) and distribution function \( G(x_N) \). Hence the \( r^{th} \) order statistics for pdf and the cdf is given as

\[
g_r(x_N) = \frac{n!}{(r-1)!(n-r)!} G^{r-1}(x)(1 - G(x))^{n-r} g(x)
\]

\[
= \frac{n!}{(r-1)!(n-r)!} \frac{1}{(e-1)^n \alpha^\beta} X_N^\beta e^{-(\frac{x_N}{\alpha \beta})^\beta} \sum_{l=0}^{r-1} \frac{(-1)^l}{l!} \left(\frac{1}{e - 1}\right)^l (1 + I_N)^{(l+1)} \left(1 - e^{-\left(\frac{x_N}{\alpha \beta}\right)^\beta}\right)^{n-r} \left(\frac{1}{e - 1}\right)^l (1 + I_N)
\]

\[
G_r(x) = \sum_{j=r}^{n} \binom{n}{j} G^j(x)(1 - G(x))^{n-j}
\]

\[
= \sum_{j=r}^{n} \binom{n}{j} \left(\frac{1}{e - 1}\right)^j \left(\frac{1}{e - 1}\right)^j (1 + I_N)^{(j+1)}
\]
For a given n
Maximum likelihood function
er parameter estimation is discussed in this section. The method of the maximum likelihood function for parameters
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X ∼ DUS − NW(α, β) and γ is the order (γ ≠ 1, γ ≥ 0).

\[ \tau_\gamma(\gamma) = \frac{1}{1 - \gamma} \log \left[ \int \tau^\gamma(x_N)dx \right] \]
\[ = \left( \frac{1}{1 - \gamma} \log \left( \frac{\beta_N}{(e - 1)(\alpha_N)^{\beta_N}} \right) \right) \sum_{i=0}^{\infty} \frac{(-1)^i}{i!} \gamma^i \left( \frac{\Gamma(\gamma + i + 1)}{(\alpha_N)^{\beta_N}} \frac{\gamma^{\gamma + 1}}{\beta_N} \right) (1 + I_N), \]

(20)

where \( \tau_\gamma(\gamma) \) is a non-decreasing function of \( \gamma \).

The corresponding log-likelihood is obtained as

\[ \log L(x_{N_1}, \alpha, \beta) = \left\{ \begin{align*}
-n \log(e - 1) + n \log \beta - n \beta \log \alpha \\
+(\beta - 1) \sum_{i=1}^{n} \log X_{Ni} - \sum_{i=1}^{n} \left( \frac{X_{Ni}}{\alpha} \right)^{\beta} \\
+ \sum_{i=1}^{n} \left( 1 - e^{-\left( \frac{X_{Ni}}{\alpha} \right)^{\beta}} \right) (1 + I_N) \end{align*} \right. \]

(22)

The maximum likelihood estimator (MLE) for the parameters \( \alpha \) and \( \beta \) can be obtained by maximizing the log-likelihood function. The derivatives corresponding to the parameters \( \alpha \) and \( \beta \) are given by

\[ \frac{\partial \log L}{\partial \alpha} = \left( \frac{\beta}{\alpha^{\beta+1}} \right) \sum_{i=1}^{n} \frac{X_i^{\beta}}{\alpha^{\beta+1}} + \sum_{i=1}^{n} e^{-\left( \frac{X_i}{\alpha} \right)^{\beta}} \frac{X_i^{\beta}}{\alpha^{\beta+1}} (1 + I_N), \]

(23)

\[ \frac{\partial \log L}{\partial \beta} = \frac{n}{\beta} - n \log \alpha + \sum_{i=1}^{n} \log X_i - \sum_{i=1}^{n} \left( \frac{X_i}{\alpha} \right)^{\beta} \log \left( \frac{X_i}{\alpha} \right) + \sum_{i=1}^{n} e^{-\left( \frac{X_i}{\alpha} \right)^{\beta}} \frac{X_i^{\beta}}{\alpha^{\beta+1}} \log \frac{X_i}{\alpha} (1 + I_N). \]

(24)

With the difficulty in the computation of the non-linear equations, Eqs. (23) and (24) can be solved by the inversion method using statistical software R. This yields the ML estimates of \( \alpha \) and \( \beta \) for a chosen initial value.

Simulation studies

To evaluate the performance of MLE of the DUS-NW, an extensive examination has been done. This is compared with the flexibility of the proposed distribution with two indeterminate measures, i.e. \( I_N = (0.2, 0.5) \) and \( I_N = (0.6, 0.8) \) with classical DUS-Weibull distribution \( (I_N = 0) \). Bias and mean square error (MSE) are calculated for different values of \( \alpha \) and \( \beta \) for assorted sample sizes \( n = 100, 250, 500, 1000 \). The results are given below.

The samples are generated using the inversion method for different values of parameters and for two interval measures with \( I_N = (0.2, 0.5) \) and \( I_N = (0.6, 0.8) \). From Tables 1, 2, 3, it can be observed that the Bias and MSE results of DUS-NW (\( \alpha, \beta \)) are lower compared to classical DUS-Weibull distribution for increasing values of sample size with the
Table 1 Bias and MSE for estimates ($\hat{\alpha}$, $\hat{\beta}$) for $I_N = (0.2, 0.5)$

| $\alpha$ | $\beta$ | $I$  | $n$ | Bias | MSE |
|----------|---------|------|-----|------|-----|
|          |         |      |     | $\hat{\alpha}$ | $\hat{\beta}$ | $\hat{\alpha}$ | $\hat{\beta}$ |
| 0.02     | $\frac{1}{20}$ | (0.2, 0.5) | 100 | (0.04583803, 0.02114747) | (0.01716323, 0.02714429) | (0.0021011247, 0.0004472153) | (0.0002945763, 0.0007368123) |
|          |         |      |     | (0.02010517) | (0.01668007, 0.02682484) | (0.017952268, 0.004042180) | (0.002782246, 0.007195722) |
|          |         |      |     | (0.04103591, 0.02004485) | (0.01652512, 0.02661857) | (0.016839455, 0.004017962) | (0.002730795, 0.007085483) |
|          |         |      |     | (0.04086451, 0.01985459) | (0.01654183, 0.02661421) | (0.01669908, 0.003942047) | (0.00273632, 0.007025809) |
| 0.05     | $\frac{1}{12}$ | 100 | (0.08870042, 0.05121487) | (0.06627317, 0.08627648) | (0.007687765, 0.002622963) | (0.004392133, 0.007443631) |
|          |         |      |     | (0.08329835, 0.04852642) | (0.06579972, 0.08456675) | (0.006938616, 0.002354813) | (0.004329604, 0.007151553) |
|          |         |      |     | (0.08201679, 0.04870735) | (0.06565106, 0.08511127) | (0.006726754, 0.002372406) | (0.004310062, 0.007243928) |
|          |         |      |     | (0.08145313, 0.04847277) | (0.06563771, 0.08458543) | (0.006634612, 0.002349609) | (0.004308309, 0.007154695) |
| 0.07     | $\frac{1}{10}$ | 100 | (0.05991675, 0.01584596) | (0.04276065, 0.06746911) | (0.003590017, 0.002510946) | (0.001828473, 0.004552081) |
|          |         |      |     | (0.05306556, 0.01322921) | (0.04248399, 0.06585631) | (0.002815954, 0.001750119) | (0.001804890, 0.004337054) |
|          |         |      |     | (0.05144986, 0.01262497) | (0.04217337, 0.0658308) | (0.002647088, 0.001593898) | (0.001778593, 0.004314266) |
|          |         |      |     | (0.05060280, 0.01237193) | (0.04213095, 0.06558151) | (0.002560643, 0.001530646) | (0.001775017, 0.004300934) |

different parameter sets for $\alpha$ and $\beta$. Here the indeterminacy parameter $I_N$ plays a crucial role in reducing the error for the estimates.

**Application**

In this section, the parameters of the proposed distribution are computed using real-life data examples, and the goodness of fit of the proposed distribution is verified using the AIC (Akaike's Information criteria) and BIC (Bayesian Information criteria) values. The real-life neutrosophic data (see Table 4) of population density of some villages in the USA are considered, see Albassam et al. [2].

The MLE approaches are used to determine the parameters of the DUS-NW($\alpha$, $\beta$) distribution, and the goodness of fit is used to assess the performance of the models. The estimates are shown in Table 5.

In terms of neutrosophy, it can be demonstrated that given results of DUS-NW($\alpha$, $\beta$) in terms of imprecision and uncertainty are more accurate and flexible, rather than ignoring imprecision and uncertainty that of DUS-Weibull. As a result, when the data have an interval measure ($I_N$) and contains some indeterminacy, the recommended DUS-NW($\alpha$, $\beta$) distribution has more accurate results than the standard DUS-Weibull distribution. Moreover, DUS-NW($\alpha$, $\beta$) has a better-fit and contending results among all other distributions mentioned in the study.

**Conclusion**

Unlike classical probability distributions, which accept a specific value, neutrosophic probability distributions adopt an intrusive approach to explaining and solving a wide range of real-world situations. This explains why neutrosophic statistics take into account aberrant and imprecise values that classical logic ignores. The Weibull distribution has a wide range of applications in several disciplines such as engineering system, reliability, and sampling plans so that by considering the interval form of data that have imprecisions and arises in many real-life scenarios, thus a DUS-transformation on Neutrosophic Weibull distribution have been proposed. It has been established with several properties of the proposed distribution such as shape, the
Table 2 Bias and MSE for estimates ($\hat{\alpha}$, $\hat{\beta}$) for $I_N = (0.6, 0.8)$

| $\alpha$ | $\beta$ | $I$   | $n$   | Bias   | MSE       | MSE       |
|---------|---------|------|------|--------|-----------|-----------|
|         |         |      |      | $\hat{\alpha}$ | $\hat{\beta}$ | $\hat{\alpha}$ | $\hat{\beta}$ |
| 0.02    | $\frac{1}{20}$ | (0.6, 0.8) | 100  | (0.01305823, -) | (0.001165214, -) | (0.02662750, 0.018463959) | (0.0001705173, 1.357723e-06) |
|         |         |      |      | 250    | (0.01244600, 0.001470652) | (0.02669726, 0.01807430) | (0.0001549029, 2.162817e-06) |
|         |         |      |      | 500    | (0.01210439, 0.001629951) | (0.02662205, 0.017837666) | (0.0001458749, 2.657641e-06) |
|         |         |      |      | 1000   | (0.01207787, 0.00163717) | (0.02671972, 0.01787148) | (0.0001458749, 2.680325e-06) |
| 0.05    | $\frac{1}{22}$ | 100  |      | (0.006486886, -) | (0.01736676) | (0.051243841, 0.03176532) | (4.207968e-05, 0.0003016045) |
|         |         |      |      | 250    | (0.006090457, 0.01813765) | (0.050831707, 0.03133854) | (3.709367e-05, 0.0003289745) |
|         |         |      |      | 500    | (0.005854779, 0.01820603) | (0.050774281, 0.03141541) | (3.427844e-05, 0.0003314594) |
|         |         |      |      | 1000   | (0.005458527, 0.0181604) | (0.050293804, 0.03157432) | (2.979552e-05, 0.0003307322) |
| 0.07    | $\frac{1}{23}$ | 100  |      | (-0.0007221356, -) | (0.03927115) | (0.0648579501, 0.032717115) | (5.214798e-07, 0.000947767) |
|         |         |      |      | 250    | (-0.002297158, 0.03143100) | (0.064641784, 0.03834956) | (5.276934e-06, 0.0009879081) |
|         |         |      |      | 500    | (-0.00260835, 0.03153336) | (0.06436654, 0.03839076) | (6.803487e-06, 0.0009943525) |
|         |         |      |      | 1000   | (-0.002698286, 0.03152920) | (0.064161893, 0.038378979) | (7.280747e-06, 0.0009940904) |

Table 3 Bias and MSE for estimates ($\hat{\alpha}$, $\hat{\beta}$) for $I_N = 0$ (Classical DUS-Weibull)

| $\alpha$ | $\beta$ | $I$   | $n$   | Bias   | MSE       | MSE       |
|---------|---------|------|------|--------|-----------|-----------|
|         |         |      |      | $\hat{\alpha}$ | $\hat{\beta}$ | $\hat{\alpha}$ | $\hat{\beta}$ |
| 0.02    | $\frac{1}{20}$ | 0    | 100  | 0.061809311 | 0.007603602 | 3.820391e-03 | 5.781476e-04 |
|         |         |      |      | 250    | 0.055165753 | 0.007538561 | 3.04326e-03 | 5.68299e-04 |
|         |         |      |      | 500    | 0.053731402 | 0.007306494 | 2.88706e-04 | 5.338485e-04 |
|         |         |      |      | 1000   | 0.052989919 | 0.007260157 | 2.807932e-03 | 5.279088e-04 |
| 0.05    | $\frac{1}{22}$ | 100  |      | 0.11626862 | 0.04872109 | 0.013518391 | 0.002373747 |
|         |         |      |      | 250    | 0.10372925 | 0.04836887 | 0.010759758 | 0.002339548 |
|         |         |      |      | 500    | 0.10136056 | 0.04839876 | 0.01027396 | 0.00234244 |
|         |         |      |      | 1000   | 0.09997503 | 0.04838930 | 0.009995006 | 0.002341525 |
| 0.07    | $\frac{1}{23}$ | 100  |      | 0.08705233 | 0.02075045 | 0.0075781083 | 0.0004305811 |
|         |         |      |      | 250    | 0.07550608 | 0.02090809 | 0.0057011684 | 0.0004036419 |
|         |         |      |      | 500    | 0.07249187 | 0.02002445 | 0.0052550713 | 0.000409935 |
|         |         |      |      | 1000   | 0.07035378 | 0.01999043 | 0.0049496550 | 0.0003996175 |

An MLE approach was performed for estimating the parameters. The efficiency of the distribution was investigated by a simulation study. The flexibility of the proposed distribution is driven with an application to a real-life data set with comparison to the classical distributions and Neutrosophic Weibull. It has been concluded that the proposed DUS-NW offers reliable results even by dealing with data’s indeterminacy and uncertainty.
Table 4 Population density of villages in the USA

| Villages            | Population density | Villages            | Population density |
|---------------------|--------------------|---------------------|--------------------|
| Aranza              | [4.13, 4.14]       | Charapan            | [5.10, 5.12]       |
| Corupo              | [4.53, 4.55]       | Comachuen           | [5.25, 5.27]       |
| San Lorenzo         | [4.69, 4.70]       | Pichataro           | [5.36, 5.38]       |
| Cheranatzicurin     | [4.76, 4.78]       | Quinceo             | [5.94, 5.96]       |
| Nahuatzan           | [4.77, 4.79]       | Nurio               | [6.06, 6.08]       |
| Pomacuaran          | [4.96, 4.98]       | Turicuaro           | [6.19, 6.21]       |
| Servina             | [4.97, 4.99]       | Urapicho            | [6.30, 6.32]       |
| Arantepacua         | [5.00, 5.06]       | Capacuaro           | [7.73, 7.98]       |
| Cocucho             | [5.04, 5.06]       |                     |                    |

Table 5 Estimation of parameters and goodness of fit of the distribution

| Distribution          | $\hat{\alpha}$     | $\hat{\beta}$     | AIC           | BIC           |
|-----------------------|---------------------|--------------------|---------------|---------------|
| DUS Neutrosophic      | (7.529830, 7.529830)| (5.012359, 4.707484)| (110.757, 125.2397)| (112.4235, 126.9061)|
| Weibull               | 7.735726            | 4.707484           | (112.7578)     | (114.4242)     |
| DUS-Weibull           | 10.319195           | 4.5899912          | 135.5851       | 137.2515       |
| Neutrosophic Weibull  | (5.0565, 6.9361)    | (0.05, 0.052)      | (124.5214, 125.2397)| (126.1788, 126.9061)|
| Weibull               | 7.05                | 0.05               | 126.3544       | 127.3544       |

The study can be further extended to neutrosophic multivariate statistics considering many parameters. Furthermore, future research can be made to plithogenic statistics [35] which is a generalization of classical multivariate statistics.
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