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Abstract
Our objective is to solve the time-fractional Vasicek model for European options with a new stabled relaxation method. This new approach is based on the splitting method. Some numerical tests are presented to show the stability and the reliability of our approach with the theory of options.
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1 Introduction and Preliminaries
Pricing derivatives and especially options is one of the most popular problems in mathematical financial literature. For instance, European options are very popular in the worldwide financial markets. Over the last few decades, several papers investigated the problem of pricing options generated by different models using many methods for instance (Black & Scholes, 1973; Bensoussan, 1984; Heston, 1993; Kharrat, 2014). The most famous are the Black and Scholes model (Black & Scholes, 1973) and Heston model (Heston, 1993), which the first one rests upon the concept that the stock price of the underlying asset is log-normally distributed conditional on the current stock price with constant volatility. As compared to the case of the Black and Scholes model, where the volatility is constant, the Heston model (Heston, 1993) is more important since the volatility is stochastic, as the
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dynamics of the volatility is fundamental to elaborate strategies for hedging and arbitrage, a model based on constant volatility cannot explain the reality of the financial markets. But for the case where the interest rate is stochastic we are forced to use the Vasicek Model (Vasicek, 1977). So, pricing option under stochastic model is then more important and required.

In the following we introduce the standard Vasiček model. Let $S_t$ be the asset price generated by the following dynamic:

$$dS_t = r_t S_t dt + \sigma S_t dW^S_t$$  \hspace{1cm} (1.1)

and $r_t$ be the interest rate process which follows the following process:

$$dr_t = (\mu_1 + \mu_2 r_t) + \eta dW^r_t$$  \hspace{1cm} (1.2)

where the volatility $\sigma$ supposed to be constant, $W^S_t$ and $W^r_t$ are two correlated Brownian motion i.e. $W^S_t = \sqrt{1 - \rho^2} B^1_t + B^2_t$ and $W^r_t = B^2_t$ where $B$ is Standard 2-dimensional Brownian motion and $\rho \in [-1, 1]$ and the parameters $\frac{\mu_1}{\mu_2}$, $-\mu_2$ and $\eta$ represent respectively the long-term mean level, the speed of the reversion, and the volatility of the interest rate $r_t$.

Let $\vartheta$ the price of European option, using the standard hedging and the application of Ito’s lemma we get:

$$\frac{\partial \vartheta}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \vartheta}{\partial S^2} + \rho \sigma S \frac{\partial^2 \vartheta}{\partial S \partial r} + \frac{1}{2} \eta^2 \frac{\partial^2 \vartheta}{\partial r^2} r S \frac{\partial \vartheta}{\partial S} + (\mu_1 + \mu_2 r) \frac{\partial \vartheta}{\partial r} - r \vartheta = 0. \hspace{1cm} (1.3)$$

The fractional calculus is invested in several fields (Amit et al., 2019; Benchohra et al., 2011; Daftardar-Gejji & Bhalekar, 2008; Dumitru et al., 2020; Podlubny, 1999; Srivastava et al., 2020) and (Yu et al., 2011). For example, fractional derivation models have shown an ability to describe shape-memory materials better than full derivation models. When a material is purely elastic, it is described by an integer derivation of order zero while when it is purely viscous it is described by an integer derivation of order one. Immediately, we can describe a viscous-elastic material by a derivation between 0 and 1. This justifies the use of fractional derivation for this kind of material. So out of mathematical curiosity and to get closer to the reality of the financial market we find ourselves obliged to use models based on fractional derivatives. Recently, it has been integrated in the Mathematical finance field (Yu et al., 2011; Xiaozhong et al., 2016; Kharrat, 2021) especially designed to resolve the pricing option problem. For instance (Kharrat, 2018; Zhang et al., 2016) which are devoted for the evaluation of the European option.

From this perspective, using the splitting method, we present a new resolution for the pricing European option under the fractional Vasicek model. The aforesaid method allowing to solve a mixed problem Parabolic/Hyperbolic by decoupling the parabolic and hyperbolic operators, (for more details see Arfaoui, 2020). A nonlinear mixed problem generated by two completely different operators, (Parabolic/Hyperbolic), can cause difficulties in the numerical simulations. During discretization, the splitting method makes it possible to treat each operator Parabolic and Hyperbolic by an adequate numerical scheme. This method preserves the numerical
properties (stability, consistency, \ldots) of each scheme used for each operator. This new method allowed us to give relevant numerical results besides we found in the literature that the coefficient of correlation it’s always between $-0.7$ and $0.7$. With our new numerical method, we can extend the aforesaid coefficient between $-0.9$ and $0.9$.

In the following definition, we present the Caputo time-fractional derivative.

**Definition 1.1** (Kilbas et al., 2006). The Caputo time fractional derivative of order $\gamma > 0$, $a, \gamma, t \in \mathbb{R}$ can be defined as follows:

$$^cD^\gamma_a f(t) = \begin{cases} 
\frac{1}{\Gamma(m-\gamma)} \int_a^t (t-\tau)^{m-\gamma-1} \frac{d^m}{d\tau^m} f(\tau) d\tau, & m-1<\gamma<m, \quad m \in \mathbb{N}, \\
\frac{d^m}{d\tau^m} f(t), & \gamma = m, \quad m \in \mathbb{N}.
\end{cases}$$

When $m = 1$: $0<\gamma<1$, then the Caputo fractional derivative of order $\gamma$ of the function $f$ reduces to

$$^cD^\gamma_a f(t) = \frac{1}{\Gamma(1-\gamma)} \int_a^t (t-\tau)^{1-\gamma} \frac{d}{d\tau} f(\tau) d\tau,$$

where $\Gamma(\cdot)$ is the Gamma function given by

$$\Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt.$$

This definition of fractional derivative is interesting, among other reasons, because it holds properties of the non-fractional derivatives as to make null the derivative of a constant (see Podlubny, 1999). In our work, we will use the definition when $m = 1$.

**Definition 1.2** (Erdelyi et al., 1981) The Mittag-Leffler function of one parameter is defined as:

$$E_\zeta(\sigma) = \sum_{n=0}^{\infty} \frac{\sigma^n}{\Gamma(\zeta n + 1)}, \quad \text{Re}(\zeta) > 0, \quad \sigma \in \mathbb{C},$$

where $\Gamma(\cdot)$ is the gamma function.

**Definition 1.3** (Erdelyi et al., 1981) The Mittag-Leffler function of two parameters is defined as:

$$E_{\zeta,\xi}(\sigma) = \sum_{n=0}^{\infty} \frac{\sigma^n}{\Gamma(\zeta n + \xi)}, \quad \text{Re}(\zeta) > 0, \quad \xi > 0, \quad \sigma \in \mathbb{C},$$

where $\Gamma(\cdot)$ is the gamma function.
The outline of this work is as follows. In Sect. 2, we introduce the time fractional Vasicek model. The Splitting method and the discretization of the Model are derived respectively in Sects. 3 and 4. In Sect. 5, we present the numerical analysis and discuss the stability of the solution. In Sect. 6, we present some numerical results.

2 Time-Fractional Model

In this section, replacing the time integer order derivative \( \frac{\partial}{\partial t} \), in the model (1.3), by Caputo time fractional order derivative \( cD_\tau^\gamma \) with a fractional order \( 0 < \gamma < 1 \), we get the European put option under the time fractional Vasicek model given as follows:

\[
cD_\tau^\gamma \vartheta + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \vartheta}{\partial S^2} + \rho \sigma \eta S \frac{\partial^2 \vartheta}{\partial S \partial r} + \frac{1}{2} \eta^2 \frac{\partial^2 \vartheta}{\partial r^2} + r S \frac{\partial \vartheta}{\partial S} + (\mu_1 + \mu_2 r) \frac{\partial \vartheta}{\partial r} - r \vartheta = 0,
\]

(2.4)

for all \((S, r, \tau) \in Q_T = (0, \infty) \times (0, \infty) \times (0, T)\) and with boundary conditions:

\[
\vartheta(S, r, T) = \max(K - S, 0), \tag{2.5}
\]

\[
\lim_{S \to 0} \vartheta(S, r, \tau) = K, \quad \lim_{S \to \infty} \vartheta(S, r, \tau) = 0, \tag{2.6}
\]

\[
\lim_{r \to 0} \vartheta(S, r, \tau) = \lim_{r \to \infty} \vartheta(S, r, \tau) = \max(K - S, 0), \tag{2.7}
\]

Now, let us reformulated the above problem (2.4)–(2.7) with the new variable in time:

\[
t = T - \tau.
\]

Then, we can deduce easily that:

\[
cD_\tau^\gamma \vartheta = -cD_T^\gamma \vartheta.
\]

So, the new problem with the new variable \((S, r, t) \in Q_T^{\infty}\) is given by:

\[
cD_T^\gamma \vartheta = \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \vartheta}{\partial S^2} + \rho \sigma \eta S \frac{\partial^2 \vartheta}{\partial S \partial r} + \frac{1}{2} \eta^2 \frac{\partial^2 \vartheta}{\partial r^2} + r S \frac{\partial \vartheta}{\partial S} + (\mu_1 + \mu_2 r) \frac{\partial \vartheta}{\partial r} - r \vartheta,
\]

(2.8)

with new boundary conditions:

\[
\vartheta(S, r, 0) = \max(K - S, 0), \tag{2.9}
\]

\[
\lim_{S \to 0} \vartheta(S, r, t) = K, \quad \lim_{S \to \infty} \vartheta(S, r, t) = 0, \tag{2.10}
\]

\begin{equation}
\end{equation}
\[
\lim_{r \to 0} \partial(S, r, t) = \lim_{r \to \infty} \partial(S, r, t) = \max(K - S, 0),
\]

(2.11)

**Remark 2.1** The fractional derivative model (2.4) is a generalization of the integer derivative model (1.3). In fact, the fractional derivative is a direct modeling of several phenomena in different domain applications, whether in biology (Higazy et al., 2021; Moustafa et al., 2021; Cardoso et al., 2021), diffusion (Bayrak et al., 2021) or viscoelasticity (Cao et al., 2021) and many other domain in engineering, chemistry, signal processing, electrotechnical, electrochemistry. In fact, regrading biological application, authors in Higazy et al. (2021) have modeled a fractional order system for COVID-19 pandemic transmission. In addition, authors in Owolabi (2021) have replaced the integer first-order derivative in time with the Caputo fractional derivative in which a numerical approach to chaotic pattern formation in diffusive predator-prey system is investigated. Also, in regards control theory, authors in Mirrezapour et al. (2021) have presented a novel controller of fractional sliding mode type based on nonlinear fractional-order Proportional Integrator derivative controller. Moreover, the authors in Zhang et al. (2016) have replaced, in Black-Scholes model governing European options, the integer-order derivative in time \( \frac{\partial}{\partial t} \) with the Caputo time fractional derivative \( ^{c}D_{t}^{\alpha} \) with a fractional order \( 0 < \alpha < 1 \). In the literature there are many types of fractional derivatives that can be used to model different problems in human science, we cite for example Caputo-Hadamard fractional derivative (Ahmad et al., 2017), Atangana-Baleanu fractional derivative (Atangana & Baleanu, 2016) and Caputo-Fabrizio fractional derivative (Podlubny, 1999).

### 3 Splitting Method

The Eq. (2.8) is a time-dependent two-dimensional nonlinear Diffusion/Advection equation that includes five types of spatial derivatives. Dealing with finite-difference methods, the presence of these derivatives together in the same equation can destroy the quality of the numerical solution. Furthermore, an implicit finite difference scheme in the presence of five spatial derivatives produces many unknowns in the numerical scheme that produces considerable difficulties for the numerical implementation and also can cause rounding accumulation error.

In the following, we propose to use a splitting method (Arfaoui, 2020). During discretization, the splitting method makes it possible to treat separately each operator Diffusion and Advection by an adequate numerical scheme. This method preserves the numerical properties (stability, consistency, quality, ⋅⋅⋅) of each scheme used for each operator.

We divide the time interval \([0, T]\) into \((N_{t}+1)\) equidistant points as follows:

\[
\Delta t = \frac{T}{N_{t}} \quad \text{where} \quad t^{k} = k\Delta t, \quad \text{for all} \quad k = 0, \ldots, N_{t}.
\]

Consequently, we have:
Let us consider the following approximation:

$$\vartheta(S, r, t^k) \approx \vartheta^k(S, r),$$

for all \( k = 0, \cdots, N_t \) and \((S, r) \in (0, \infty) \times (0, \infty)\).

The splitting method consists in solving the Eq. (2.8) on each interval \([t^k, t^{k+1}]\) for all \( k = 0, \cdots, N_t - 1 \), following the three steps:

(i) We solve the equation:

$$c D_t^i \vartheta = \rho \sigma^2 S \vartheta_{S^2 r}, \quad \text{on } [t^k, t^{k+1}],$$

with initial condition at \( t^k : \vartheta^k \).

So, we obtain a solution at time step \( t^k+\frac{1}{2} \) denoted by \( \vartheta^{k+\frac{1}{2}} \).

(ii) Then, we solve the equation:

$$c D_t^i \vartheta = \rho S \vartheta_{S} + (\mu_1 + \mu_2 r) \vartheta_{r} - r \vartheta, \quad \text{on } [t^{k+\frac{1}{2}}, t^{k+\frac{3}{2}}],$$

with initial condition at \( t^{k+\frac{1}{2}} : \vartheta^{k+\frac{1}{2}} \).

The solution at time step \( t^{k+\frac{3}{2}} \) is denoted by \( \vartheta^{k+\frac{3}{2}} \).

(iii) We solve the equation:

$$c D_t^i \vartheta = \frac{1}{2} \sigma^2 S^2 \vartheta_{S^2} + \frac{1}{2} \eta^2 \vartheta_{r^2}, \quad \text{on } [t^{k+\frac{3}{2}}, t^k],$$

with initial condition at \( t^{k+\frac{3}{2}} : \vartheta^{k+\frac{3}{2}} \).

And so on until the final time \( T = t^{N_t} \), we solve simultaneously the Eqs. (3.12) (3.13) and (3.14).

**Remark 3.1** It’s well known (Company et al., 2020) that the mixed derivative term \( \vartheta_{S^2 r} \) in the Eq. (2.8) is unstable. Also, we know that the diffusion Eq. (3.14) is more stable than the Eq. (3.12). For this reason, we begin in the splitting method by solving Eq. (3.12) in the first step and we finish by solving Eq. (3.14) to calm the unstable solution coming from the first step. This method allowed to give relevant numerical results.

### 4 Discretization of the Model

Notice that the problem (2.8) is posed in an unbounded spatial domain \( Q^T_{\infty} = (0, \infty) \times (0, \infty) \times (0, T) \). Consequently, a numerical calculus is impossible. Then, to solve the numerical problem (2.8), we must choose a numerical bounded...
domain where we can solve (2.8) by approximations with finite differences. So, we consider the following numerical domain:

\[ \mathcal{D} = \left\{ (S, r) : S \in [S_l, S_r], S_l \neq 0, \; r \in [r_l, r_r], \; r_l \neq 0 \right\}. \] (4.15)

We define an uniform grid on the domain \( \mathcal{D} \) as follows: let \( \Delta S = \frac{S_r - S_l}{N_S} \) and \( \Delta r = \frac{r_r - r_l}{N_r} \). Now, we build the sequences \( (S_i)_i, (r_j)_j \):

\[
S_i = S_l + i\Delta S \quad \text{for all} \quad i = 0, \ldots, N_S,
\]

\[
r_j = r_l + j\Delta r \quad \text{for all} \quad j = 0, \ldots, N_r.
\]

Let us consider the following approximations:

\[
\vartheta(S_i, r_j, t^k) \approx \vartheta^k_{ij},
\]

for all \( i = 0, \ldots, N_S, j = 0, \ldots, N_r \) and \( k = 0, \ldots, N_t \).

- **Discretization of the Caputo time derivative term** \( cD_t^\gamma \vartheta \): the idea is to use the modified Riemann-Liouville derivative as in Zhang et al. (2016) that is defined by:

\[
cD_t^\gamma \vartheta(S, r, t) = \frac{1}{\Gamma(1 - \gamma)} \frac{d}{dt} \int_0^t (t - \xi)^{-\gamma} \vartheta(S, r, \xi) \, d\xi.
\]

We suppose that \( \vartheta \in C^1([0, \tau]) \), then we obtain:

\[
cD_t^\gamma \vartheta(S, r, t) = \frac{1}{\Gamma(1 - \gamma)} \int_0^t \frac{d\vartheta(S, r, \xi)}{d\xi} (t - \xi)^{-\gamma} \, d\xi = cD_t^\gamma \vartheta(S, r, t).
\]

As in Zhang et al. (2016), at the point \((S_i, r_j, t^{k+1})\), we have the following approximation:

\[
cD_t^\gamma \vartheta(S_i, r_j, t^{k+1}) \approx \frac{(\Delta t)^{-\gamma}}{\Gamma(2 - \gamma)} \sum_{m=0}^{k} (\vartheta_{i+1,m}^{k+1} - \vartheta_{i,j}^{k-m})b_m,
\]

\[
\approx \frac{\vartheta_{i+1,m}^{k+1} - \vartheta_{i,j}^{k-m}}{\Delta t} - \vartheta_{i+1,j}^{k+1} + \vartheta_{i,j}^{k+1},
\]

where \( \vartheta_{i,j}^{k+1} = \frac{\vartheta_{i+1,j}^{k+1} - \vartheta_{i+1,j-1}^{k+1} - \vartheta_{i+1,j-1}^{k+1} + \vartheta_{i,j}^{k+1}}{4\Delta S \Delta r} \).

- **Discretization of the problem** (3.12): At the point \((S_i, r_j, t^{k+1})\), we have:

\[
\frac{(\Delta t)^{-\gamma}}{\Gamma(2 - \gamma)} \sum_{m=0}^{k} (\vartheta_{i+1,m}^{k+1} - \vartheta_{i,j}^{k-m})b_m = \frac{\rho \sigma S_i}{4\Delta S \Delta r} \left( \vartheta_{i+1,j+1}^{k+1} - \vartheta_{i+1,j-1}^{k+1} - \vartheta_{i-1,j+1}^{k+1} + \vartheta_{i-1,j-1}^{k+1} \right). \] (4.16)

- **Discretization of the problem** (3.13): At the point \((S_i, r_j, t^{k+1})\), we have:
The total spatial discretization of the Eq. (2.8) is as follows: for all $i = 1, \cdots, N_S - 1$ and $j = 1, \cdots, N_r - 1$

\[
\frac{(\Delta t)^{-1}}{\Gamma(2 - \gamma)} \sum_{m=0}^{k} (\varphi_{i,j}^{k+1-m} - \varphi_{i,j}^{k-m}) b_m = \frac{r_j S_i}{\Delta s} \left( \varphi_{i+1,j}^{k+1} - \varphi_{i,j}^{k+1} \right) \\
+ \frac{\mu_1 + \mu_2 r_j}{\Delta r} \left( \varphi_{i+1,j+1}^{k+1} - \varphi_{i+1,j}^{k+1} \right) - r_j \varphi_{i,j}^{k} = \frac{r_j S_i}{\Delta s} \left( \frac{1}{2} \left( \varphi_{i+1,j+1}^{k+1} + \varphi_{i+1,j-1}^{k+1} \right) - \varphi_{i,j}^{k+1} \right) \\
+ \frac{\mu_1 + \mu_2 r_j}{\Delta r} \left( \varphi_{i,j+1}^{k+1} - \varphi_{i,j}^{k+1} \right) - r_j \varphi_{i,j}^{k}.
\]

(4.17)

- **Discretization of the problem (3.14):** At the point $(S_i, r_j, t^{k+1})$, we have:

\[
\frac{(\Delta t)^{-1}}{\Gamma(2 - \gamma)} \sum_{m=0}^{k} (\varphi_{i,j}^{k+1-m} - \varphi_{i,j}^{k-m}) b_m = \frac{\sigma^2 S_i^2}{2(\Delta S)^2} \left( \varphi_{i+1,j+1}^{k+1} - 2\varphi_{i,j+1}^{k+1} + \varphi_{i-1,j+1}^{k+1} \right) \\
+ \frac{\eta^2}{2(\Delta r)^2} \left( \varphi_{i,j+1}^{k+1} - 2\varphi_{i,j}^{k+1} + \varphi_{i,j-1}^{k+1} \right) = \frac{\sigma^2 S_i^2}{2(\Delta S)^2} \left( \varphi_{i+1,j+1}^{k+1} - 2\varphi_{i,j+1}^{k+1} + \frac{1}{2} \left( \varphi_{i+1,j-1}^{k+1} + \varphi_{i,j-1}^{k+1} \right) \right) \\
+ \frac{\eta^2}{2(\Delta r)^2} \left( \varphi_{i,j+1}^{k+1} - 2\varphi_{i,j}^{k+1} + \varphi_{i,j-1}^{k+1} \right).
\]

(4.18)

**Remark 4.1**

1. For the discretization of Eqs. (3.12), (3.13) and (3.14) we have used an implicit time finite difference schemes. The advantage of these schemes is that they are unconditionally stable.

2. Remark that in the first step of the splitting method, in Eq. (4.16), we have only four unknowns: $\varphi_{i+1,j+1}^{k+1}, \varphi_{i,j+1}^{k+1}, \varphi_{i+1,j-1}^{k+1}, \varphi_{i,j}^{k+1}$. Also, in the second step of the splitting method, in Eq. (4.17), we have three unknowns: $\varphi_{i,j+1}^{k+1}, \varphi_{i+1,j-1}^{k+1}, \varphi_{i,j}^{k+1}$. In the third step, in Eq. (4.18), we have five unknowns: $\varphi_{i+1,j}^{k+1}, \varphi_{i,j+1}^{k+1}, \varphi_{i-1,j+1}^{k+1}, \varphi_{i,j-1}^{k+1}, \varphi_{i+1,j}^{k+1}$. So, in each step, the numerical implementation is very easy and the quality of the solution (Diffusion, Advection) is respected.

5 Study of the Stability of the Solution

The total spatial discretization of the Eq. (2.8) is as follows: for all $i = 1, \cdots, N_S - 1$ and $j = 1, \cdots, N_r - 1$
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\[ c D^c_t \partial_{ij} = \frac{\sigma^2 S^2_j}{2(\Delta S)^2} \left( \partial_{i+1,j} - 2 \partial_{ij} + \frac{1}{2} \left( \partial_{i-1,j+1} + \partial_{i-1,j-1} \right) \right) \\
+ \frac{\rho \sigma \eta S_i}{4 \Delta S \Delta r} \left( \partial_{i+1,j+1} - \partial_{ij+1} - \partial_{i+1,j} + \partial_{ij} \right) \\
+ \frac{\eta^2}{2(\Delta r)^2} \left( \partial_{ij+1} - 2 \partial_{ij} + \partial_{ij-1} \right) \\
+ r_j S_i \left( \frac{1}{2} \left( \partial_{i+1,j+1} + \partial_{i-1,j+1} \right) - \partial_{ij} \right) + \frac{\mu_1 + \mu_2 r_j}{\Delta r} \left( \partial_{ij+1} - \partial_{ij} \right) - r_j \partial_{ij}, \]

where we mean by \( \partial_{ij} = \partial_{ij}(t) \) for all \( t \in [0, T] \). Thus, we obtain the following expression: for all \( i = 1, \ldots, N_S - 1 \) and \( j = 1, \ldots, N_r - 1 \)

\[ c D^c_t \partial_{ij} = x_i \partial_{i+1,j} - \varepsilon_{ij} \partial_{ij} + \tilde{\omega}_i \partial_{i-1,j+1} + \omega_i \partial_{i-1,j-1} + \delta_{ij} \partial_{i+1,j+1} + \partial_{ij} + (a_0 + f_j) \partial_{ij+1} + a_0 \partial_{ij-1}, \tag{5.19} \]

where the coefficients \( a_0, x_i, \beta_j, f_j, \gamma_{ij}, \delta_{ij}, \omega_i \) and \( \varepsilon_{ij} \) are real numbers and are given by:

\[ a_0 = \frac{\eta^2}{2(\Delta r)^2}, \quad x_i = \frac{\sigma^2 S^2_i}{2(\Delta S)^2}, \quad \beta_j = \frac{\rho \sigma \eta S_i}{4 \Delta S \Delta r}, \quad f_j = \frac{\mu_1 + \mu_2 r_j}{\Delta r}, \quad \gamma_{ij} = \frac{r_j S_i}{\Delta s}, \]

\[ \delta_{ij} = \frac{1}{2} \gamma_{ij} + \beta_j, \quad \omega_i = \frac{1}{2} x_i + \beta_j, \quad \varepsilon_{ij} = 2 x_i + 2 a_0 + \gamma_{ij} + f_j + r_j, \]

where if \( u = a + b \in \mathbb{R} \) its conjugate \( \bar{u} = a - b \in \mathbb{R} \).

**Remark 5.1** Remark that the coefficients \( a_0, x_i, f_j, \gamma_{ij}, \delta_{ij}, \omega_i \) and \( \varepsilon_{ij} \) are strictly positive real numbers. In the other hand, the sign of each coefficient \( \beta_i, \delta_{ij}, \omega_i \) depends on the sign of \( \rho \in [-1, 1] \).

Let \( N_{Sr} = (N_S - 1) \times (N_r - 1) \). We define the vector \( P \in \mathbb{R}^{N_{Sr}} \) by:

\[ P(t) = [\partial_{1,1}, \partial_{1,2}, \ldots, \partial_{1,N_r-1}, \partial_{2,1}, \partial_{2,2}, \ldots, \partial_{2,N_r-1}, \ldots, \partial_{N_S-1,N_r-1}] \in \mathbb{R}^{N_{Sr}}. \]

Then, the system (5.19) can be expressed as follows:

\[ c D_t^c P(t) = A P(t) + F(t), \tag{5.20} \]

with initial condition:

\[ P(0) = P_0. \tag{5.21} \]

**Remark 5.2**

(1) The matrix \( A = (a_{ij})_{ij} \in \mathbb{R}^{N_{Sr} \times N_{Sr}} \) has eight diagonals and is defined as follows:
\[ \text{The diagonal elements of } A : \]
\[ a_{i,i} \in \{-\delta_{k,\ell}, \ k = 1, \ldots, N_S - 1, \ \ell = 1, \ldots, N_r - 1 \}. \]

\[ \text{The non-diagonal elements of } A \text{ for } i \neq j : \]
\[ a_{i,j} \in \{ \varphi_k, \delta_{k,\ell}, \delta_{k,\ell} a_0, a_0 + f_\ell, \omega_k, \overline{\omega}_k, k = 1, \ldots, N_S - 1, \ \ell = 1, \ldots, N_r - 1 \}. \]

(2) The vector function \( \mathbf{F}(t) \in \mathbb{R}^{N_S} \) and is defined only by the trace of the solution \( \vartheta(S, r, t) \) at the boundary \( \Gamma_D \) of the domain \( D \) given in (4.15) and the coefficients \( \varphi_i, \delta_{i,j}, \overline{\delta}_{i,j}, a_0, f_j, \omega_i, \overline{\omega}_i \). The vector function \( \mathbf{F}(t) \) is given by:
\[
\mathbf{F}(t) = \begin{bmatrix}
\phi(1) + \delta_{1,1,0} \vartheta_{2,0} + a_0 \vartheta_{1,0}, \
\delta_{1,N_r-1} \vartheta_{2,0} + g_{N_r-1} \vartheta_{1,0}, \
\omega_{N_r-1} \vartheta_{2,0} + a_0 \vartheta_{1,0}, \
\vartheta_{1,0} \vartheta_{2,0} + g_{N_r-1} \vartheta_{1,0} 
\end{bmatrix} \in \mathbb{R}^{N_S}
\]

where \( g_{j} = a_0 + f_j \), the functions \( \phi, \theta \) and the vector function \( \psi \in \mathbb{R}^{(N_S-3) \times (N_r-1)} \) are defined by:
\[
\vartheta_{1,0} = \begin{bmatrix}
\vartheta_{1,0} & \vartheta_{1,1} & \vartheta_{1,2} & \cdots & \vartheta_{1,N_r-1}
\end{bmatrix}
\]
\[
\vartheta_{2,0} = \begin{bmatrix}
\vartheta_{2,0} & \vartheta_{2,1} & \vartheta_{2,2} & \cdots & \vartheta_{2,N_r-1}
\end{bmatrix}
\]
\[
\vartheta_{1,0} = \begin{bmatrix}
\vartheta_{1,0} & \vartheta_{1,1} & \vartheta_{1,2} & \cdots & \vartheta_{1,N_r-1}
\end{bmatrix}
\]

Remark that \( \vartheta_{N_r,j}, \vartheta_{0,j}, \vartheta_{i,N_r} \) and \( \vartheta_{i,0} \) represent the discrete boundary conditions of the problem given by \( \vartheta(S, r, t) \rvert_{\Gamma_D} \).

**Definition 5.1** (Kaczorek, 2002) A matrix \( M = (m_{i,j})_{i,j} \in \mathbb{R}^{n \times n} \) is called Metzler, if its off-diagonal elements are non-negative, i.e.: \( m_{i,j} \geq 0 \), for all \( 1 \leq i \neq j \leq n \).

**Theorem 5.1** If \( \rho = 0 \), then the matrix \( A \) is Metzler.

Let \( \rho \in ]-1, 1[ \setminus \{0\} \). If the ratio \( \frac{\Delta S}{\Delta r} \) of the spatial steps satisfies the identity:
\[
\frac{\Delta S}{\Delta r} \leq \frac{1}{|\rho|} \min \left\{ \frac{\sigma S_i}{\eta}, \frac{2 \sigma d}{\eta N_S} \right\}, \quad \text{where } d = S_r - S_l, \quad (5.22)
\]
then the matrix \( A \) is Metzler.

**Proof** It’s clear, from Remark 5.1, that we must study the signs of the coefficients \( \delta_{i,j}, \delta_{i,j}, \omega_i, \overline{\omega}_i \) with respect to the values of \( \rho \). For this, we distinguish the following two cases:

- When \( \rho \in ]0, 1[ \): since \( \delta_{i,j}, \omega_i \) are positive, then the terms \( \delta_{i,j}, \overline{\omega}_i \) must be positive:
\[
\delta_{ij} = \frac{1}{2} \gamma_{ij} - \beta_i = \frac{r_j S_i}{2 \Delta S} - \frac{\rho \sigma_i S_i}{4 \Delta S \Delta r} \geq 0,
\]
\[
\omega_i = \frac{1}{2} x_i - \beta_i = \frac{\sigma_i^2 S_i^2}{4(\Delta S)^2} - \frac{\rho \sigma_i S_i}{4 \Delta S \Delta r} \geq 0.
\]

So, we obtain:

\[
\frac{\Delta S}{\Delta r} \leq \frac{2r_j \Delta S}{\rho \sigma_i}, \quad \forall j = 0, \ldots, N_r,
\]
\[
\frac{\Delta S}{\Delta r} \leq \frac{\sigma_i S_i}{\rho \eta}, \quad \forall i = 0, \ldots, N_S.
\]

Or

\[
\frac{\Delta S}{\Delta r} \leq \frac{2r_i d}{\rho \sigma_i N_S}, \quad \text{where } d = S_r - S_t,
\]
\[
\frac{\Delta S}{\Delta r} \leq \frac{\sigma_i S_i}{\rho \eta}.
\]

Then, we deduce that:

\[
\frac{\Delta S}{\Delta r} \leq \frac{1}{\rho} \min \left\{ \frac{2r_i d}{\sigma_i N_S}, \frac{\sigma_i S_i}{\eta} \right\}. \quad (5.23)
\]

- When \( \rho \in [-1, 0] \): since \( \delta_{ij}, \omega_i \) are positive, then the terms \( \delta_{ij}, \omega_i \) must be positive:

\[
\delta_{ij} = \frac{1}{2} \gamma_{ij} + \beta_i = \frac{r_j S_i}{2 \Delta S} + \frac{\rho \sigma_i S_i}{4 \Delta S \Delta r} \geq 0,
\]
\[
\omega_i = \frac{1}{2} x_i + \beta_i = \frac{\sigma_i^2 S_i^2}{4(\Delta S)^2} + \frac{\rho \sigma_i S_i}{4 \Delta S \Delta r} \geq 0.
\]

So, we obtain:

\[
\frac{\Delta S}{\Delta r} \leq - \frac{2r_j \Delta S}{\rho \sigma_i}, \quad \forall j = 0, \ldots, N_r,
\]
\[
\frac{\Delta S}{\Delta r} \leq - \frac{\sigma_i S_i}{\rho \eta}, \quad \forall i = 0, \ldots, N_S.
\]

Consequently, we deduce that:

\[
\frac{\Delta S}{\Delta r} \leq - \frac{2r_i d}{\rho \sigma_i N_S}, \quad \text{where } d = S_r - S_t,
\]
\[
\frac{\Delta S}{\Delta r} \leq - \frac{\sigma_i S_i}{\rho \eta}.
\]

Thus:
\[
\frac{\Delta S}{\Delta r} \leq -\frac{1}{\rho} \min\left\{ \frac{2r_id}{\sigma N_S}, \frac{\sigma S_i}{\eta} \right\}.
\]  
(5.24)

From estimations (5.23) and (5.24) we deduce the identity (5.22).

\[\square\]

**Definition 5.2** (Golub & Loan, 1996) A matrix \( M = (m_{ij})_{i,j} \in \mathbb{R}^{n \times n} \) is a diagonally dominant matrix, if:

\[ |m_{ii}| \geq \sum_{i \neq j} |m_{ij}|. \]

And we say that \( M \) is a strictly diagonally dominant matrix, if:

\[ |m_{ii}| > \sum_{i \neq j} |m_{ij}|. \]

Moreover, if \( m_{ii} \neq 0 \) for all \( i \), then \( M \) is invertible.

**Theorem 5.2** If \( \rho = 0 \), then the matrix \( A \) is a strictly diagonally dominant matrix and is invertible.

Let \( \rho \in \mathbb{R} \), if the identity (5.22) holds, then the matrix \( A \) is a strictly diagonally dominant matrix and is invertible.

**Proof** From the definition of the matrix \( A \) in Remark 5.2, the diagonal elements are \(-e_{i,i}\). At the \( i^{th} \) row the maximum number of non-diagonal and non-zero elements are \( x_i, \delta_{i,j}, \tilde{\delta}_{i,j}, a_0, a_r, \omega_i, \omega_i, [\text{see Eq. (5.19)}] \). We have:

\[ |e_i| = |2x_i + 2a_0 + \gamma_i + f + r| = 2x_i + 2a_0 + \gamma_i + f + r > 0, \]

(5.25)

- If \( \rho = 0 \):

\[
\sum_{k \neq i} |a_{k,i}| = |x_i| + |a_0| + |a_0 + f| + |x_i| + |\gamma_{i,j}| = 2x_i + 2a_0 + \gamma_{i,j} + f > 0.
\]

(5.26)

- If \( \rho \in \mathbb{R} \), then, we have:

\[
\sum_{k \neq i} |a_{k,i}| = |x_i| + |a_0| + |a_0 + f| + |\omega_i| + |\omega_i| + |\delta_{i,j}| + |\delta_{i,j}|,
\]

\[= x_i + 2a_0 + f + |\omega_i| + |\omega_i| + |\delta_{i,j}| + |\delta_{i,j}|.\]

Under the condition (5.22), we can simply write:
\[
\sum_{k \neq l} |a_{k,l}| = \alpha_i + 2a_0 + f_j + \omega_i + \delta_{i,j} + \overline{\delta}_{i,j} = 2\alpha_i + 2a_0 + \gamma_{i,j} + f_j > 0.
\]

(5.27)

From (5.25), (5.26) or (5.25), (5.27) and knowing that \( r_j > 0 \) for all \( j = 0, \ldots, N_r \), we deduce that:

\[
|\varepsilon_{ij}| > \sum_{k \neq l} |a_{k,l}| > 0.
\]

Remark 5.3 From (2.9)–(2.11), we can deduce that \( \vartheta(S, r, t)|_{\Gamma_D} \) and \( \vartheta(S, r, t)|_{t=0} \) are positive. Moreover, the coefficients \( \alpha_i, \delta_{i,j}, \overline{\delta}_{i,j}, a_0, a_0 + f_j, \omega_i, \overline{\omega}_i \) (in the expression of \( F(t) \)), are positive under condition (5.22). Consequently, \( F(t) \) and \( P_0 \) are positive.

From (Garrappa, 2013; Daftardar-Gejji & Babakhani, 2004), we can deduce that the system (5.20)–(5.21) has an analytic solution defined as follows:

\[
P(t) = E_{\gamma,1}(At) P_0 + \chi_{\{0,t\}}(t^r-1)E_{\gamma,\gamma}(At^r) * \chi_{\{0,t\}} F(t),
\]

(5.28)

where \( \chi_{\{0,t\}} \) is the characteristic function of \([0, t]\), \( E_{\gamma,1}(\cdot) \), \( E_{\gamma,\gamma}(\cdot) \) are the Mittag-Leffler functions and the symbol \( (\ast) \) means the convolution product.

Lemma 5.1 For \( \rho = 0 \) or for \( \rho \in (0,1) \) and under the condition (5.22), the numerical solution of the system (5.20)–(5.21) given by the proposed scheme is positive.

Proof For \( \rho = 0 \) or for \( \rho \in (0,1) \) and under the condition (5.22), the matrix \( A \) is Metzler, (see Theorem 5.1). Consequently, we have:

\[
E_{\gamma,1}(At) \geq 0, \quad E_{\gamma,\gamma}(At^r) \geq 0.
\]

Knowing, from Remark 5.3, that \( P_0 \geq 0 \) and \( F(t) \geq 0 \), then we deduce that the solution \( P(t) \) is positive.

Theorem 5.3 For any \( P_0 \in \mathbb{R}^{N \times r} \) such that \( \|P_0\|_\infty \leq \varrho \) (\( \varrho > 0 \)), the solution \( P(t) \) to the problem (5.20)–(5.21) is stable and satisfies the stability identity:

\[
\|P(t)\|_\infty \leq \varrho E_{\gamma,1}(\mathcal{M}t^r) + \mathcal{E} t^r E_{\gamma,\gamma}(\mathcal{M}t^r), \quad \forall t \in [0, T],
\]

(5.29)

where \( \|A\|_\infty \leq \mathcal{M}, \mathcal{E} = \mathcal{E}(\frac{1}{\mathcal{A}}, \frac{1}{\mathcal{A}}) \) and \( \varrho \) are constants independent of \( t \). Moreover, we have:

\[
\|P(t)\|_\infty \leq \mathcal{K}, \quad \forall t \in [0, T],
\]

(5.30)

where \( \mathcal{K} = \mathcal{K}(\frac{1}{\mathcal{A}}, \frac{1}{\mathcal{A}}) \) is a constant independent of \( t \).

Proof From the expression of the analytic solution \( P(t) \) given in (5.28), we deduce that:
\[ \| P(t) \|_\infty \leq \| P_0 \|_\infty \| E_{\gamma,1}(At^\gamma) \|_\infty + \| Z_{[0,t]}(t^{\gamma-1} E_{\gamma,1}(At^\gamma)) \| \chi_{[0,t]}(t^{\gamma-1}) \| F(t) \|_\infty, \]
\[ \leq \theta \| E_{\gamma,1}(At^\gamma) \|_\infty + \| E_{\gamma,1}(At^\gamma) \|_\infty \chi_{[0,t]}(t^{\gamma-1}) \| F(t) \|_\infty, \]
\[ \leq \theta \| E_{\gamma,1}(At^\gamma) \|_\infty + \| E_{\gamma,1}(At^\gamma) \|_\infty \| F(t) \|_\infty \left( \int_0^t s^{\gamma-1} \, ds \right), \]

where \( \chi_{[0,t]} \) is the characteristic function of \([0, t]\). It follows that:
\[ \| P(t) \|_\infty \leq \theta \| E_{\gamma,1}(At^\gamma) \|_\infty \frac{t^\gamma}{\gamma} \| E_{\gamma,1}(At^\gamma) \|_\infty \| F(t) \|_\infty. \]  

(5.31)

We know that:
\[ E_{\gamma,1}(At^\gamma) = \sum_{k \geq 0} \frac{A^k t^k}{\Gamma(\gamma k + 1)}, \]
\[ E_{\gamma,1}(At^\gamma) = \sum_{k \geq 0} \frac{A^k t^k}{\Gamma(\gamma k + \gamma)}. \]

Thus, we can deduce that:
\[ \| E_{\gamma,1}(At^\gamma) \|_\infty \leq \sum_{k \geq 0} \frac{t^\gamma}{\Gamma(\gamma k + 1)} \| A \|_\infty^k, \]  

(5.32)

\[ \| E_{\gamma,1}(At^\gamma) \|_\infty \leq \sum_{k \geq 0} \frac{t^\gamma}{\Gamma(\gamma k + \gamma)} \| A \|_\infty^k. \]  

(5.33)

Recall that:
\[ \| A \|_\infty = \max_k \left\{ \sum_{\ell=1}^{N_k} |a_{k,\ell}| \right\} \]

From the definition of the matrix \( A \) given in Remark 5.2 and under the condition (5.22) all the non-diagonal elements of the matrix \( A \) are positive and the diagonal elements are negative. Moreover, the maximum number of non-zero elements at all the rows of \( A \) is equal eight elements and are given as follows: \( \xi_i, \delta_{ij}, \bar{\delta}_{ij}, a_0, a_0 + f_j, \omega_i, \bar{\omega}_i \) and \( -\varepsilon_{i,j} \), (where \( \varepsilon_{i,j} > 0 \)). So, we can establish that:
\[ \| A \|_\infty = \varepsilon_{i,j} + (\xi_i + \delta_{ij} + \bar{\delta}_{ij} + a_0 + a_0 + f_j + \omega_i + \bar{\omega}_i)_{i \neq j}, \]
\[ = 4\xi_i + 2\gamma_{i,j} + 4a_0 + 2f_j + r_j, \quad \forall i = 0, \ldots, N_S, j = 0, \ldots, N_r. \]

From the definition of the coefficients \( \xi_i, \delta_{ij}, \bar{\delta}_{ij}, a_0, a_0 + f_j, \omega_i, \bar{\omega}_i \) and \( \varepsilon_{i,j} \), we can prove easily that there exists a constant \( \mathcal{M} > 0 \) such that:
\[ \| A \|_\infty \leq \mathcal{M}. \]  

(5.34)

Consequently, using the identities (5.32), (5.33) and (5.34), we get:
\[ \|E_{\gamma,1}(At^v)\|_\infty \leq E_{\gamma,1}(\mathcal{M}t^v) \quad \text{and} \quad \|E_{\gamma,\gamma}(At^v)\|_\infty \leq E_{\gamma,\gamma}(\mathcal{M}t^v). \quad (5.35) \]

From the definition of the vector function \( F(t) \) and Remark 5.2, there exists a constant \( E = E(\frac{1}{\Delta S}, \frac{1}{\Delta r}) \) and independent of \( t \) such that:

\[ \|F(t)\|_\infty \leq E, \quad \forall t \geq 0. \quad (5.36) \]

In fact, the constant \( E = E(\frac{1}{\Delta S}, \frac{1}{\Delta r}) \) comes from the estimates made on each coefficient \( a_i, \delta_i, \bar{\delta}_i, a_0, a_0 + f_i, \omega_i, \bar{\omega}_i \) where each one depends on \( \frac{1}{\Delta S} \) and \( \frac{1}{\Delta r} \) (see Remark 5.2). Finally, the identity (5.29) can be obtained from (5.31), (5.35) and (5.36). Since the Mittag-Leffler functions \( E_{\gamma,1}(Mt^v), E_{\gamma,\gamma}(Mt^v) \) are bounded for all \( t \in [0, T] \), then we can established the identity (5.30).

6 Numerical Simulations and Interpretations

In this section, we solve the following equation on the bounded domain \( (S, r, t) \in [S_l, S_r] \times [r_l, r_r] \times [0, T] \):

\[ e^{D_t^y} = \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \theta}{\partial S^2} + \rho \sigma S \frac{\partial^2 \theta}{\partial S \partial r} + \frac{1}{2} \eta^2 S^2 + rS \frac{\partial \theta}{\partial S} + (\mu_1 + \mu_2 \rho) \frac{\partial \theta}{\partial r} - r \theta, \quad (6.37) \]

**Example 1** The parameters considered in this example are given by (Fig. 1):

\[ \gamma = 0.9, \quad T = 0.25, \quad [S_l, S_r] = [0.25, 40], \quad [r_l, r_r] = [0.002, 1.2], \quad N_S = N_r = 30, \]
\[ N_t = 100, \quad K = 10, \quad \sigma = 0.3, \quad \rho = 0.1, \quad \mu_1 = \mu_2 = 1, \quad \eta = 1. \]

In this example we study the properties of the numerical solution by studying the behavior of the first order partial derivatives \( \Delta = \frac{\partial \theta}{\partial S} \) and \( \nu = \frac{\partial \theta}{\partial r} \). In Fig. 2, remark that when \( S \) tends to zero, \( \Delta \) is decreasing fast up to \(-1\). On the other hand, when \( S \approx K \), \( \Delta \) is increasing fast up to \( 0 \). As expected, the put option price tends to zero for large asset price.

**Fig. 1** Numerical solution
Example 2 In this example we will examine the stability and the positivity of the solution to the Eq. (6.37). From Theorems 5.1 and 5.3 the solution is positive and stable if the conditions (5.22) is satisfied. The parameters considered in this example are given by:

\[
\begin{align*}
\gamma &= 0.2, \quad T = 0.25, \quad [S_l, S_r] = [0.25, 40], \quad [r_l, r_r] = [0.002, 1.2], \\
N_l &= 100, \quad K = 10, \quad \sigma = 0.1, \quad \rho = 0.1, \quad \mu_1 = \mu_2 = 1, \quad \eta = 3.
\end{align*}
\]

In this case and using the above parameters, the condition (5.22) is as follows:

\[
\frac{\Delta S}{\Delta r} \leq 0.0833.
\]

That means, if we take \( \frac{\Delta S}{\Delta r} \not\in \mathcal{I} = [0, 0.0833] \) the solution will not be neither stable nor positive. Thus, Fig. 3 confirm this result (Figs. 4, 5 and 6).

Example 3 The parameters considered in this example are given by:

\[
\begin{align*}
\gamma &= 0.2, \quad T = 0.25, \quad [S_l, S_r] = [0.25, 40], \quad [r_l, r_r] = [0.002, 1.2], \\
N_l &= 100, \quad K = 10, \quad \sigma = 0.1, \quad \rho = 0.1, \quad \mu_1 = \mu_2 = 1, \quad \eta = 3.
\end{align*}
\]
In this example, we study the numerical solution with respect the variation of $\gamma$. We plot the solution for $\gamma = 0.2, 0.5, 0.7, 0.9, 0.99$.

$$T = 0.25, \quad [S_l, S_u] = [0.25, 40], \quad [r_l, r_u] = [0.002, 1.2], \quad N_S = N_r = 25, \quad N_t = 100$$

$$K = 10, \quad \sigma = 0.9, \quad \rho = 0.9, \quad \mu_1 = \mu_2 = 1, \quad \eta = 70.$$
7 Conclusion

The time fractional Vasicek Model is a generalized of the classical Vasicek Model. The nature of the fractional order derivative in the model makes the numerical solution more difficult to obtain than the integer order model.

In this work, we used a time splitting method to solve numerically the model. This method allowed us to obtain very satisfactory numerical results. A case with high correlation $\rho = 0.9$ is considered to show the advantages of our method in controlling the perturbations coming from the mixed derivative as its well known in the literature.
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