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Abstract—In this paper, we study the resource allocation and trajectory design for energy-efficient secure unmanned aerial vehicle (UAV) communication systems where a UAV base station serves multiple legitimate ground users in the existence of a potential eavesdropper. We aim to maximize the energy efficiency of the UAV by jointly optimizing its transmit power, user scheduling, trajectory, and velocity. The design is formulated as a non-convex optimization problem taking into account the maximum tolerable signal-to-noise ratio (SNR) leakage, the minimum data rate requirement of each user, and the location uncertainty of the eavesdropper. An iterative algorithm is proposed to obtain an efficient suboptimal solution. Simulation results demonstrate that the proposed algorithm can achieve a significant improvement of the system energy efficiency while satisfying communication security constraint, compared to some simple scheme adopting straight flight trajectory with a constant speed.

I. INTRODUCTION

Due to the high flexibility and mobility of unmanned aerial vehicles (UAVs) offered to wireless communication systems, several interesting applications of UAV have been proposed [1], such as mobile base stations [2], mobile relays [3], and mobile data collections [4], etc. In practice, the total energy budget for maintaining stable flight and communication is limited by the onboard battery capacity. Hence, energy efficiency has become an important figure of merit for UAV-based communications. For example, the authors in [4] studied the energy efficiency maximization for wireless sensor networks via jointly optimizing the weak up schedule of sensor nodes and UAV’s trajectory. Yet, the flight power consumption of the system was not considered which contributes a significant portion of total power consumption in the systems. Besides, a UAV trajectory design was developed to optimize the system energy efficiency in [5]. However, the investigation of variable speed as well as transmit power allocation strategy for communications were not conducted which plays an important role for the design of energy-efficient UAV systems. In [6], the authors compared the delivery ratio and average delay of UAV-based wireless communication systems with constant speed, variable speed, and adaptive speed of the UAV, for reducing the system energy consumption. Yet, the study was limited to the case of multiple sensors deployed in a specific environment and their results cannot be applied to the general case with different system topologies. Furthermore, although orthogonal frequency division multiple access (OFDMA) has been commonly adopted in conventional communication systems, an energy-efficient trajectory and resource allocation design enabling secure UAV-OFDMA wireless communication systems has not been reported in the literature yet.

Meanwhile, since the line-of-sight (LoS) paths dominate the air-to-ground communication channels, UAV-based communications are susceptible to potential eavesdropping. Thus, there is an emerging need for designing secure UAV-based communication. For instance, the authors in [7] proposed a joint power allocation and trajectory design to maximize the secrecy rate in both uplink and downlink systems. In [8], secure energy efficiency maximization for UAV-based relaying systems was studied. However, both works only considered the case of single-user and the proposed designs in [7], [8] are not applicable to the case of multiple users. Besides, the availability of the eavesdropper location was assumed in [7], [8], which is generally over optimistic. Although [9] studied the resource allocation design for secure UAV systems by taking into account the imperfect channel state information (CSI) of an eavesdropper, the energy efficiency of such systems is still an unknown.

In this paper, we tackle the aforementioned problems via optimizing the trajectory and resource allocation strategy for energy-efficient secure UAV-OFDMA systems with multiple legitimate users and the existence of a potential eavesdropper. Particularly, the malicious eavesdropper is located at an uncertain region between the UAV’s initial location and its destination. By exploiting the high flexibility of the UAV, one can either reduce its transmit power or fly away from the uncertain region centered at the eavesdropper to guarantee secure communications for legitimate users. We aim to propose a joint design of resource allocation and trajectory to maximize the system energy efficiency while considering the maximum tolerable signal leakage of the eavesdropper and the minimum individual user data rate requirement. An iterative algorithm is proposed to achieve a suboptimal solution of the design problem. Simulation results unveil that the performance of our proposed algorithm offers a considerable system energy efficiency compared to a baseline scheme adopting a straight flight trajectory and a constant speed.

Notation: $\mathbb{R}^{M \times 1}$ is the space of a $M$-dimensional real-valued vector. $\| \cdot \|$ denotes the vector norm. $I_n$ represents an $n \times n$ identity matrix. $[x]^+ = \max\{0, x\}$. $[\cdot]^T$ denotes the transpose operation. For a vector $a$, $\|a\|$ represents its norm.

D. W. K. Ng is supported by the Australian Research Council’s Discovery Early Career Researcher Award (DE170100137) and Discovery Project (DP190101363).
J. Yuan is supported by the Australia Research Council Discovery Project under Grant (DP160104566) and Linkage Project under Grant (LP 160100708).
II. SYSTEM MODEL

A UAV-based OFDMA communication system is considered which consists of a UAV serving as a transmitter, \( K \) legitimate users, and a potential eavesdropper, as shown in Fig. 1. All the transmitter and receivers are single-antenna devices. We assume that the total bandwidth and the time duration of the system are divided equally into \( N_F \) subcarriers and \( N \) time slots, respectively. In this system, we assume that the UAV flies at a constant altitude \( H \) and all the ground nodes remain steady for \( N \) time slots. The distance between the UAV and user \( k \in \{1, \ldots, K\} \) at time slot \( n \in \{1, \ldots, N\} \) is given by

\[
d_k[n] = \sqrt{\|t_k - t[n]\|^2 + H^2},
\]

where \( t_k = [x_k, y_k]^T \in \mathbb{R}^{2 \times 1} \) represents the location of the ground user \( k \), and \( t[n] = [x[n], y[n]]^T \in \mathbb{R}^{2 \times 1} \) represents the horizontal location of the UAV at time slot \( n \). Similarly, the distance between the UAV and the potential eavesdropper at time slot \( n \) can be modeled by

\[
d_E[n] = \sqrt{\|t_E + \Delta t_E - t[n]\|^2 + H^2},
\]

where \( t_E = [\hat{x}_E, \hat{y}_E]^T \in \mathbb{R}^{2 \times 1} \) denotes the estimated location of the eavesdropper and \( \Delta t_E = [\Delta x_E, \Delta y_E]^T \in \mathbb{R}^{2 \times 1} \) denotes the estimation error of \( t_E \). The estimation error satisfies

\[
\|\Delta t_E\|^2 \leq Q_E^2,
\]

where \( Q_E \) is the radius of the uncertain circular region surrounding the estimated location of the eavesdropper.

To facilitate the design of energy-efficient resource allocation, the system power consumption is defined as follows. The flight power consumption for rotary-wing UAV at time slot \( n \) with respect to (w.r.t.) velocity \( v[n] = [v_x[n], v_y[n]]^T \in \mathbb{R}^{2 \times 1} \) is given by [10]:

\[
P_{\text{flight}}[n] = P_F \left( 1 + \frac{3\|v[n]\|^2}{\Omega^2 v_0^2} \right) + P_v v_0 + \frac{1}{2} d_0 \rho s A \|v[n]\|^3,
\]

where the notations and the physical meanings of the variables in (4) are summarized in Table I. The total power consumption at time slot \( n \) in Joules-per-second (J/sec) includes the communication power and flight power consumptions which can be modeled as

\[
P_{\text{total}}[n] = \sum_{k=1}^{K} \sum_{i=1}^{N_F} \alpha_k[i] p_i[k][n] + P_C + P_{\text{flight}}[n],
\]

where \( p_i[k][n] \) denote the power allocation of user \( k \) on subcarrier \( i \in \{1, \ldots, N_F\} \) at time slot \( n \) and \( P_C \) denotes the constant circuit power consumption. Variable \( \alpha_k[i] = 1 \) represents that subcarrier \( i \) is assigned to user \( k \) at time slot \( n \). Otherwise, \( \alpha_k[i] = 0 \).

We assume that both channels from the UAV to users and from the UAV to the eavesdropper are dominated by LoS links. Thus, the channel power gain between the UAV and user \( k \) in time slot \( n \) can be characterized by the commonly adopted free-space path loss model [2], [10], [11] which is given by

\[
h_k[n] = \frac{\beta_0}{d_k^2[n]} = \frac{\beta_0}{\|t_k - t[n]\|^2 + H^2},
\]

where \( \beta_0 \) represents the channel power gain at a reference distance of 1 meter. The data rate for user \( k \) on subcarrier \( i \) at time slot \( n \) is given by

\[
R_k^i[n] = W \alpha_k[i] \log_2 \left( 1 + \frac{p_i[k][n] h_k[n]}{W N_0} \right),
\]

where \( W \) represents the subcarrier bandwidth and \( N_0 \) is the power spectral density of the additive white Gaussian noise (AWGN). On the other hand, the signal-to-noise ratio (SNR) leakage between the UAV and the potential eavesdropper \( E \) on subcarrier \( i \) for user \( k \) at time slot \( n \) is given by

\[
\text{SNR}_{E,k}^i[n] = \frac{p_i[k][n] \beta_0}{W N_0 d_E^2[n]}.
\]

Thus, the system energy efficiency in bits-per-Joule (bits/J) is defined as

\[
\text{EE}(A, P, T, V) = \frac{1}{N} \sum_{k=1}^{K} \sum_{i=1}^{N_F} \sum_{n=1}^{N} R_k^i[n] \frac{1}{P_{\text{total}}[n]},
\]

where the user scheduling variable set as \( A = \{\alpha_k[i], \forall k, i, n\} \), the transmit power variable set as \( P = \{p_i[k][n], \forall k, i, n\} \), the UAV’s trajectory variable set as \( T = \{t[n], \forall n\} \), and the velocity variable set as \( V = \{v[n], \forall n\} \).

III. PROBLEM FORMULATION

The energy-efficient design of user scheduling, power allocation, UAV’s trajectory, and flight velocity is formulated as
the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \text{EE}(A, P, T, V), \\
\text{s.t.} & \quad C1: \alpha_k^i[n] \in \{0, 1\}, \forall k, i, n, \quad C2: \sum_{k=1}^{K} \alpha_k^i[n] \leq 1, \forall i, n, \\
& \quad C3: p_k^i[n] \geq 0, \forall k, i, n, \\
& \quad C4: \sum_{k=1}^{K} \sum_{n=1}^{N_p} \alpha_k^i[n] p_k^i[n] \leq P_{\text{peak}}, \forall n, \\
& \quad C5: P_{\text{total}}[n] \leq P_{\text{max}}, \forall n, \\
& \quad C6: \frac{1}{N} \sum_{n=1}^{N} \sum_{k=1}^{K} R_k^i[n] \geq R_{\text{min}}, \forall k, \\
& \quad C7: \max_{\delta_{\tau_k}} \text{SNR}^i_{\tau_k}[n] \leq \Gamma_{\text{th}}, \forall k, i, n, \\
& \quad C8: \text{t}[0] = t_0, \\
& \quad C9: \text{t}[N] = t_F, \\
& \quad C10: \|v[n+1] - v[n]\| = \|v[n]\|, n = 1, ..., N - 1, \\
& \quad C11: \|v[n]\| \leq V_{\text{max}}, \forall n, \\
& \quad C12: \|v[n+1] - v[n]\| \leq V_{\text{acc}}, n = 1, ..., N - 1.
\end{align*}
\]

Note that C1 and C2 are user scheduling constraints such that each subcarrier at each time slot can be assigned to at most one user\(^1\) to avoid multiple access interference. C3 is the non-negative power constraint. \(P_{\text{peak}}\) in C4 is the peak transmit power at each time slot. \(P_{\text{max}}\) in C5 is the maximum limitation for total power consumption at each time slot. \(R_{\text{min}}\) in C6 denotes the minimum required individual user data rate. \(\Gamma_{\text{th}}\) in C7 is the maximum tolerable SNR threshold for the potential eavesdropper in eavesdropping the information of user \(k\) on subcarrier \(i\). Note that constraint C7 takes into account the location uncertainty of the potential eavesdropper. C8 and C9 indicate the required UAV’s initial and final locations, respectively. C10 draws the connections between the velocity of the UAV and its displacement at two consecutive time slots. C11 is the UAV’s maximum flight velocity constraint. \(V_{\text{acc}}\) in constraint C12 is the maximum allowable acceleration in a given time slot. Note that the flight velocity of a UAV can be expressed as a function of its trajectory for a given constant time slot duration \(\tau\). Yet, expressing the flight power consumption as a function of trajectory would compromise the resource allocation design. Therefore, we introduce the flight velocity variable \(v[n]\) to simplify the problem formulation.

Remark 1. In the considered system, secure communication can be guaranteed when \(R_{\text{min}} > \log_2(1 + \Gamma_{\text{th}})\) holds. In particular, the parameters \(R_{\text{min}}\) and \(\Gamma_{\text{th}}\) can be chosen by the system operator to provide flexibility in designing resource allocation algorithms for different applications requiring different levels of communication security and the adopted formulation has been widely adopted, e.g. [16].

IV. PROBLEM SOLUTION

The formulated problem in (10) is non-convex, which generally cannot be solved efficiently by conventional convex optimization methods. To facilitate a low computational complexity design of resource allocation and trajectory, we divide the problem (10) into two sub-problems and solve them iteratively to achieve a sub-optimal solution using the alternating optimization approach [17]. In particular, sub-problem 1 aims to optimize the user scheduling \(A\) and the transmit power allocation \(P\) for a given feasible UAV’s trajectory \(T\) and flight velocity \(V\). On the other hand, sub-problem 2 aims to optimize the UAV’s trajectory \(T\) and flight velocity \(V\) under a given feasible user scheduling \(A\) and transmit power allocation \(P\). Now, we first study the solution of sub-problem 1.

A. Sub-problem 1: Optimizing User Scheduling and Transmit Power Allocation

For a given UAV’s trajectory \(T = \{t[n], \forall n\}\) and flight velocity \(V = \{v[n], \forall n\}\), we can express sub-problem 1 as the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \frac{1}{N} \sum_{k=1}^{K} \sum_{n=1}^{N_p} \sum_{i=1}^{N} \tilde{P}_k^i[n], \\
\text{s.t.} & \quad C1 - C7.
\end{align*}
\]

In order to solve sub-problem 1 in (11), we introduce an auxiliary variable \(\tilde{p}_k^i[n] = \alpha_k^i[n] p_k^i[n], \forall k, i, n\), and the transformed problem is given by

\[
\begin{align*}
\text{maximize} & \quad \frac{1}{N} \sum_{k=1}^{K} \sum_{n=1}^{N_p} \sum_{i=1}^{N} \tilde{R}_k^i[n], \\
\text{s.t.} & \quad C1, C2, \\
& \quad C3: \tilde{p}_k^i[n] \geq 0, \forall k, i, n, \\
& \quad C4: \sum_{k=1}^{K} \sum_{n=1}^{N_p} \tilde{p}_k^i[n] \leq P_{\text{peak}}, \forall n, \\
& \quad C5: \tilde{P}_{\text{total}}[n] \leq P_{\text{max}}, \forall n, \\
& \quad C6: \frac{1}{N} \sum_{n=1}^{N} \sum_{k=1}^{K} \tilde{R}_k^i[n] \geq R_{\text{min}}, \forall k, \\
& \quad \tilde{C}7: \tilde{p}_k^i[n] \leq \frac{\Gamma_{\text{th}}}{\beta_0} \frac{W N_0}{\Delta T_{\text{thr}}} \min_{\|\delta_{\tau_k}\| \leq Q_{\text{th}}} d_0^i[n], \forall k, i, n, \\
& \quad \text{where } \tilde{P} = \{\tilde{p}_k^i[n], \forall k, i, n\}, \\
& \quad \tilde{R}_k^i[n] = \frac{W \alpha_k^i[n] \log(2) \left(1 + \frac{\tilde{p}_k^i[n] h_k^i[n]}{W N_0 \alpha_k^i[n]}\right)}{\sum_{k=1}^{K} \sum_{n=1}^{N_p} \tilde{p}_k^i[n]}, \forall k, i, n, \text{ and (13)}
\end{align*}
\]

Note that since the trajectory of the UAV is given for sub-problem 1, the minimum distance between the UAV and the potential eavesdropper is known. In other words, \(\min_{\|\delta_{\tau_k}\| \leq Q_{\text{th}}} d_0^i[n]\) is a constant for a given uncertain area of the eavesdropper. The main obstacle in solving (12) arises from the binary user scheduling constraint C1 and the objective function in fractional form. First, we handle the binary constraint. In particular, we follow the approach as in [18], and relax the subcarrier variable \(\alpha_k^i[n]\) such that it is a real value between 0 and 1, i.e.,

\[
0 \leq \alpha_k^i[n] \leq 1, \forall k, i, n.
\]

Meanwhile, the relaxed version of \(\alpha_k^i[n]\) serves as a time-sharing factor for user \(k\) in utilizing subcarrier \(i\) at time slot \(n\). Note that the relaxation is asymptotically tight even if the number of subcarriers is small, e.g. 8 subcarriers [18].

Then, we tackle the fractional-form objective function. Let \(q^*_i\) be the maximum system energy efficiency of sub-problem 1 which is given by

\[
q^*_i = \frac{R(\tilde{A}^*, \tilde{V}^*)}{P(\tilde{V}^*)} = \max_{\tilde{A}, \tilde{P} \in \tilde{P}} \frac{R(\tilde{A}, \tilde{P})}{P(\tilde{P})},
\]

\(^1\)The extension to non-orthogonal multiple access [12], [13] and massive multiple-input multiple-output [14], [15] will be considered in our future work.
where $A^*$ and $\tilde{P}^*$ are the sets of the optimal user scheduling and power allocation, respectively. $F$ is the feasible solution set spanned by constraints C1–C7. Now, by applying the fractional programming theory \cite{18}, the objective function of (12) from a fractional form can be equivalent transformed into a subtractive form. More importantly, the optimal value of $q_1^*$ can be achieved if and only if

$$
\maximize_{A, \tilde{P} \in F} \quad R(A, \tilde{P}) - q_1^* P(\tilde{P}) \tag{17}
$$

for $R(A, \tilde{P}) \geq 0$ and $P(\tilde{P}) > 0$.

Therefore, we can apply the iterative Dinkelbach method \cite{19} to solve (12). In particular, for the $g^{\text{Algo1},1}_1$ iteration for sub-problem 1 and a given intermediate value $q_1^{(g^{\text{Algo1},1})}$, we need to solve a convex optimization as follows:

$$
\{A, \tilde{P}\} = \arg \maximize_{A, \tilde{P}} \quad \frac{1}{N} \sum_{k=1}^{K} \sum_{i=1}^{N_k} \tilde{R}_k[i][n] - q_1^{(g^{\text{Algo1},1})} \frac{1}{N} \sum_{n=1}^{N} \tilde{P}_{\text{total}}[n] \tag{18}
$$

s.t. C2, $C3 - C7$,

$C1: 0 \leq \alpha_k[n] \leq 1, \forall k, i, n$,

where $A, \tilde{P}$ is the optimal solution of (18) for a given $q_1^{(g^{\text{Algo1},1})}$.

Then, the intermediate energy efficiency value $q_1^{(g^{\text{Algo1},1})}$ should be updated as $q_1^{(g^{\text{Algo1},1})} = \frac{R(A, \tilde{P})}{P(\tilde{P})}$ for each iteration of the Dinkelbach method until convergence\(^2\).

In the following, we discuss the solution development for solving (18). Since problem (18) is jointly convex w.r.t. user scheduling $A$ as well as transmit power allocation $\tilde{P}$. Also, it satisfies the Slater’s constraint qualification. Therefore, the strong duality holds and the duality gap is zero. Hence, solving the dual problem is equivalent to solving the primal problem of sub-problem 1 in (18). Although we can directly solve (18) via numerical convex program solvers, e.g. CVX, it does not shed light on important system design insights such as the impact of optimization variables on the system performance. To this end, we focus on the resource allocation design for solving the dual problem. Now, we first derive the Lagrangian function of (18):

$$
\mathcal{L}(\eta, \varphi, \theta, \omega, \varepsilon, A, \tilde{P}) \tag{19}
$$

respectively. Constraints C1 and $C3$ will be considered in the Karush-Kuhn-Tucker (KKT) conditions when deriving the optimal solution in the following. Then, the dual problem of (18) is given by

$$
\mathcal{D} = \minimize_{\eta, \varphi, \theta, \omega, \varepsilon, A, \tilde{P}} \mathcal{L}(\eta, \varphi, \theta, \omega, \varepsilon, A, \tilde{P}) \tag{20}
$$

Subsequently, the dual problem is solved iteratively via dual decomposition. In particular, the dual problem is decomposed into two nested layers: Layer 1, maximizing the Lagrangian over user scheduling $A$ and power allocation $\tilde{P}$ in (20), given the Lagrange multipliers $\eta, \varphi, \theta, \omega,$ and $\varepsilon$. Layer 2, maximizing the Lagrangian function over $\eta, \varphi, \theta, \omega,$ and $\varepsilon$ in (20), for a given user scheduling $A$ and power allocation $\tilde{P}$.

**Solution of Layer 1 (Power Allocation and User Scheduling):** We assume that $\alpha^{k,i}_k[n]$ and $\tilde{p}^{k,i}_k[n]$ denote the optimal solutions of sub-problem 1. Then, the optimal power allocation for user $k$ on subcarrier $i$ at time slot $n$ is given by

$$
\tilde{p}^{k,i}_k[n] = \alpha^{k,i}_k[n] \tilde{p}^{k,i}_k[n] = \alpha^{k,i}_k[n] \left[ \frac{1 + \omega_k}{\Theta_{k,i,n}} \ln \left( \frac{1}{\tilde{h}_k[n]} \right) \right] \quad \forall k, i, n \tag{21}
$$

where $\Theta_{k,i,n} = q_1 + N(\varepsilon_{n,k,i} + \theta_n + \varphi_n)$. The optimal power allocation in (21) is the classic multiuser water-filling solution. The water-levels for different users, i.e., $\frac{1 + \omega_k}{\Theta_{k,i,n}}$, are generally different on different subcarrier $i$ and time slot $n$. In particular, on one hand, the Lagrange multiplier $\omega_k$ forces the UAV to increase the transmit power to satisfy the minimum required individual user data rate $R_{\text{min}}$ of the system. On the other hand, the Lagrange multiplier $\varepsilon_{n,k,i}$ adjusts the water-level such that the maximum SNR leakage constraint in $C7$ can be satisfied. Besides, to find the optimal subcarrier allocation, we take the derivative of the Lagrangian function w.r.t. $\alpha^{k,i}_k[n]$ which yields

$$
M^{k,i}_k[n] = \frac{1}{N} \left[ \frac{\ln 2}{\gamma_{n,k,i,n}} \right] \left[ \ln \left( \frac{1 + \tilde{p}^{k,i}_k[n]}{\tilde{h}_k[n]} \right) \right] - \frac{\tilde{p}^{k,i}_k[n]}{\tilde{h}_k[n]} \ln 2
$$

In fact, $M^{k,i}_k[n] \geq 0$ denotes the marginal benefit of the system performance improvement when subcarrier $i$ is allocated to user $k$ at time slot $n$. As (22) is independent of $\alpha^{k,i}_k[n]$, due to constraint $C2$, the optimal user scheduling for each subcarrier $i$ and time slot $n$ is given by

$$
\alpha^{k,i}_k[n] = \begin{cases} 1, & k^* = \max_k(M^{k,i}_k[n]), \forall i, n, \\ 0, & \text{otherwise}, \end{cases} \tag{23}
$$

**Solution of Layer 2 (Master Problem):** To solve Layer 2 master minimization problem in (20), the gradient method is adopted and the Lagrange multipliers can be updated by

$$
\varphi_{n}(g + 1) = \left[ \varphi_{n}(g) - \lambda_1(g) \times \left( P_{\text{peak}} - \sum_{k=1}^{K} \tilde{p}^{k,i}_k[n] \right) \right] \quad \forall n, \tag{24}
$$

$$
\theta_{n}(g + 1) = \left[ \theta_{n}(g) - \lambda_2(g) \times \left( P_{\text{max}} - \tilde{P}_{\text{total}}[n] \right) \right] \quad \forall n, \tag{25}
$$

$$
\omega_{k}(g + 1) = \left[ \omega_{k}(g) + \lambda_3(g) \times \left( R_{\text{min}} - \frac{1}{N} \sum_{n=1}^{N} \tilde{R}_k[n] \right) \right] \quad \forall k \tag{26}
$$
It can be proved that (28) and (29) are equivalent as the inequality constraint C13 is active at optimal solution of (29). Then, we handle the location uncertainty of the eavesdropper by rewriting constraint $C7$ as:

$$\max \quad \frac{\|\Delta t_E \Delta t[n] \|^2 - H^2 + \gamma_k[n]}{\Gamma_{th}} \leq 0.$$ (32)

Note that the location uncertainty introduces an infinite number of constraints in $C7$. To circumvent the difficulty, we apply the S-Procedure [9] and transform $C7$ into a finite number of linear matrix inequalities (LMIs) constraints. In particular, if there exists a variable $\psi[n] \geq 0$ such that

$$\Phi(t[n], \psi[n]) \geq 0, \forall n,$$ (33)

holds, where

$$\Phi(t[n], \psi[n]) = \left[ \frac{\|\gamma_k[n] \| - 2\|t_E \| + H^2 - \gamma_k[n]}{\Gamma_{th}}, \right],$$ (34)

and

$$c[n] = \|t[n]\|^2 - 2\|t_E \|^2 + H^2 - \gamma_k[n],$$ (35)

then the implication (33)$\Rightarrow$(32) holds.

Note that $c[n]$ in constraint (33) is non-convex. To design a tractable resource allocation, the successive convex approximation (SCA) is applied [5], [7], [21]. In particular, for a given feasible solution $t^{Algo_{k+1}}[n]$ in the $j^{Algo_{k}}$-th main loop iteration for sub-problem 2, since $c[n] \geq \tilde{c}(j^{Algo_{k}})[n]$, we obtain a lower bound of equation (33), which is given by

$$\tilde{\Phi}(j^{Algo_{k}})(t[n], \psi[n]) \geq 0, \forall n,$$ (36)

where

$$\tilde{\Phi}(j^{Algo_{k}})(t[n], \psi[n]) = \left[ \frac{\|\gamma_k[n] \| - 2\|t_E \|^2 + H^2 - \gamma_k[n]}{\Gamma_{th}}, \right],$$ (37)

and

$$\tilde{c}(j^{Algo_{k}})[n] = \|t[n]\|^2 - 2\|t_E \|^2 + H^2 - \gamma_k[n].$$ (38)

By replacing constraint $C7$ in (29) with (36) results in a feasible solution lower bound of the problem in (29) by solving the resulting optimization problem:

$$\max \quad \frac{\sum_{k=1}^{K} \sum_{i=1}^{N_k} \sum_{n=1}^{N} \tilde{R}_k[n]}{\sum_{n=1}^{N} P_{\text{total}}[n]}$$ (39)

subject to $C5$ , $C8 - C13$, and $\tilde{C7}$ : $\tilde{\Phi}(j^{Algo_{k}})(t[n], \psi[n]) \geq 0, \forall n$, $C14 : \psi[n] \geq 0, \forall n$, where $\Psi = \{ \psi[n], \forall n \}$. Next, we handle the objective function. In particular, both denominator and the numerator are non-convex functions. Hence, we aim to develop a lower bound of the objective function. First, we consider the nominator of the objective function. Based on the SCA, we obtain the lower bound of the data rate as

$$\tilde{R}_k[n] \geq \tilde{R}_k^{lb}[n] = W\alpha_k[n] \log_2 \left( 1 + \frac{\gamma_k[n]}{\bar{g}_k[n]} \right) - W\alpha_k[n] \gamma_k[n] \|u_k[n] - u_k^{Algo_{k}}[n]\| \ln 2, \forall k, i, n.$$ (40)

It can be proved that (28) and (29) are equivalent as the inequality constraint C13 is active at optimal solution of (29). Then, we handle the location uncertainty of the eavesdropper by rewriting constraint $C7$ as:

$$\max \quad \frac{\|\Delta t_E \Delta t[n] \|^2 - H^2 + \gamma_k[n]}{\Gamma_{th}} \leq 0.$$ (32)
Algorithm 2 Proposed Algorithm for Solving Sub-problem 2

1: Initialize the maximum number of iterations $I_{\text{max}}^{\text{Algo2}}$, $I_{\text{inner}}^{\text{Algo2}}$
2: Set the energy efficiency $q_0(0) = 0$ and the iteration index $j_{\text{Algo2}} = 0$
3: repeat (Main Loop)
4: Set the inner loop iteration index $j_{\text{inner}} = 0$
5: repeat (Inner Loop)
6: Solve the problem in (47) for a given $q_{\text{inner}}$ and obtain trajectory and velocity $(\sum_{i=1}^{K} (T_{\text{inner}}^{(j_{\text{inner}})}))$
7: if $R(U_{\text{inner}}^{(j_{\text{inner}})}(\nu_{\text{inner}}, T_{\text{inner}}^{(j_{\text{inner}})})) > q_2$ then
8: Inner Loop Convergence is true
9: return $(\sum_{i=1}^{K} (T_{\text{inner}}^{(j_{\text{inner}})})), (U_{\text{inner}}^{(j_{\text{inner}})}), Y_{\text{inner}}^{(j_{\text{inner}})}$ and $q_2$
10: else
11: Set $j_{\text{inner}} = j_{\text{inner}} + 1$
12: $q_2 = R(U_{\text{inner}}^{(j_{\text{inner}})}(\nu_{\text{inner}}, T_{\text{inner}}^{(j_{\text{inner}})}))$
13: Inner Loop Convergence is false
14: end if
15: until Inner Loop Convergence is true or $j_{\text{Algo2}} = j_{\text{inner}, \text{max}}$
16: if $q_2 > q_{Algo2, \text{inner}, \text{max}}$ then
17: Main Loop Convergence is true
18: return $(\sum_{i=1}^{K} (T_{\text{inner}}^{(j_{\text{inner}})})), (U_{\text{inner}}^{(j_{\text{inner}})}), Y_{\text{inner}}^{(j_{\text{inner}})}$ and $q_2$
19: else
20: Set $j_{\text{inner}} = j_{\text{inner}} + 1$
21: Main Loop Convergence is false
22: end if
23: until Main Loop Convergence is true or $j_{\text{Algo2}} = J_{\text{Algo2}}$

where $u_k^{(j_{\text{Algo2}, \text{inner}})}[n]$ denotes the feasible solution for $u_k[n]$ in the $j_{\text{Algo2}}$-th main loop iteration. Then, we handle the non-convex power consumption, i.e., the denominator of the objective function, by rewriting it in its equivalent form:

$$ P_{\text{total}}[n] = \sum_{k=1}^{K} \sum_{n=1}^{N} \alpha_k[n]p_k[n] + P_C + \hat{P}_{\text{light}}[n], \quad (41) $$

where

$$ \hat{P}_{\text{light}}[n] = P_o \left(1 + \frac{3 [\nu[n]]^2}{\Omega 2\rho^2} + \frac{P_{\text{to}}}{\nu[n]} + \frac{2 \rho_0 \rho A [\nu[n]]^3}{} \right) $$

is a convex function and variable $\nu[n]$ is a new slack optimization variable. In particular, $\nu[n]$ satisfies the following two constraints:

$$ C15 : [\nu[n]]^2 \geq v^2[n], \quad \forall n, \quad (42) $$

$$ C16 : v[n] \geq 0, \quad \forall n. \quad (43) $$

Note that the non-convex constraint C15 is active at the optimal solution and hence the power consumption models in (5) and (41) are equivalent. Then, by replacing the power consumption model in (5) with its equivalent form, the nonconvexity of the denominator of the objective function is captured by constraint C15 which is easier to handle.

Since $[\nu[n]]^2$ in C15 is convex and differentiable w.r.t. $\nu[n]$, we apply the SCA to obtain its lower bound and improve the bound via an iterative algorithm. Specifically, for any feasible solution in the $j_{\text{Algo2}}$-th main loop iteration $\nu(j_{\text{Algo2}})[n]$, we have

$$ [\nu[n]]^2 \geq [\nu(j_{\text{Algo2}})[n]]^2 + 2 [\nu(j_{\text{Algo2}})[n]]^T (\nu[n] - \nu(j_{\text{Algo2}})[n]). \quad (44) $$

Algorithm 3 Overall Algorithm for Solving Problem (10)

1: Initialize the maximum number of iterations $I_{\text{max}}^{\text{Algo3}}$ and the maximum tolerance $\epsilon \rightarrow 0$
2: Set the iteration index $I_{\text{Algo3}} = 0$ and the initial trajectory $\{t[n], \nu[n]\}$
3: repeat
4: Using Algorithm 1 obtain the optimal result $q_1, \{\alpha_k[n], p_k[n]\}$
5: Using Algorithm 2 obtain the sub-optimal result $q_2, \{t[n], \nu[n]\}$
6: if $q_1 > q_2$ then
7: Convergence is true
8: return $\alpha_k[n], p_k[n] = p_k[n], t[n], \nu[n] = \nu[n]$, and $q_2$
9: else
10: Set $I_{\text{Algo3}} = I_{\text{Algo3}} + 1$
11: if Convergence is false
12: end if
13: until Convergence is true or $I_{\text{Algo3}} = I_{\text{max}}^{\text{Algo3}}$

Now, we obtain a lower bound of the objective function via replacing the denominator and the numerator of the original objective function in (39) by its equivalent form in (41) and the lower bound of average total data rate in (40), respectively. Therefore, we can obtain a lower bound performance of the problem in (39) via solving the following optimization problem:

$$ \max_{\Omega, \nu, \chi} \frac{1}{N} \sum_{n=1}^{N} \sum_{k=1}^{K} \sum_{i=1}^{N} \sum_{l=1}^{N} R_k l_{\text{lb}}[n] $$

s.t. $C17, C8 - C14, C16$

$$ C5 : P_{\text{max}}, \forall n, \quad (45) $$

$$ C6 : \sum_{i=1}^{N} \sum_{k=1}^{K} \sum_{l=1}^{N} R_k l_{\text{lb}}[n] \geq R_{\text{min}}, \forall k, \quad (46) $$

$$ C15 : [\nu(j_{\text{Algo2}})[n]]^2 + 2 [\nu(j_{\text{Algo2}})[n]]^T (\nu[n] - \nu(j_{\text{Algo2}})[n]) \geq v^2[n], \forall n. \quad (47) $$

where $\Upsilon = \{\nu[n], \forall n\}$. Now, similar to solving sub-problem 1, the optimal value $q_2^1$ of (45) can be achieved if and only if

$$ \maximize_{\Omega, \nu, \chi, \Upsilon \in \mathcal{F}} \hat{R}(U) - q_2^1 P_{\text{Eq}}(\nu, \chi) $$

$$ = \hat{R}(U^*) - q_2^1 P_{\text{Eq}}(\nu^*, \chi^*) = 0, $$

for $\hat{R}(U, \chi) \geq 0$ and $P_{\text{Eq}}(\nu, \chi) \geq 0$, where $\mathcal{F}$ is the feasible solution set for (45) and $U^*, \nu^*, \chi^*$ are the optimal trajectory, velocity, and new slack variable sets, respectively.

Then, we can apply the iterative Dinkelbach method to solve (45) and the details of the proposed algorithm is summarized in Algorithm 2. Specifically, in each inner loop iteration, in line 6 of Algorithm 2, we need to solve the follow convex optimization problem$^3$ for a given $\{t[j_{\text{Algo2}}][n], \nu[j_{\text{Algo2}}][n]\}$ and $q_2^j$

$$ \{T, U, \nu, \chi, \Upsilon \} = \arg \maximize_{T, U, \nu, \chi, \Upsilon} \frac{1}{N} \sum_{k=1}^{K} \sum_{i=1}^{N} \sum_{l=1}^{N} R_k l_{\text{lb}}[n], $$

$$ \Upsilon = \{\nu[n], \forall n\}, \quad \Upsilon = \{\nu[n], \forall n\}, \quad (47) $$

s.t. $C5, C6, C7, C8 - C16$.

$^3$The problem in (47) can be easily solved by dual decomposition or numerical convex program solvers.
TABLE II
SIMULATION VALUE SETTING. [5], [10]

| Notations | Simulation value | Notations | Simulation value |
|-----------|------------------|-----------|------------------|
| Ω         | 400 radian/second| t₁        | 700; 900 m       |
| r         | 0.5 meter        | t₂        | 900; 900 m       |
| ρ         | 1.225 kg/m³      | t₃        | 900; 700 m       |
| s         | 0.05             | t₀        | [0; 0] m         |
| A         | 0.79 m²          | t₁ₚ       | [1000; 1000] m   |
| P, P₀     | 580.65 W         | B         | 1 MHz            |
| P₁        | 790.67 W         | W         | 7.8 kHz          |
| υ₀        | 7.2 m/s          | N₀        | -110 dBm/Hz      |
| d₀        | 0.3              | Pₑ        | 30 dBm           |
| K         | 3                | Rₑ        | 65 mB            |
| N₀        | 128              | Rₑ₀       | 10 kbit/s        |
| V_max     | 50 m/s           | G₀        | -40 dB           |
| V_acc     | 5 m/s            | H₀        | 100 m            |
| τ         | 2 second         | c_max     | 10               |
| t_max     | 10               | τ_max     | 8                |

where \( \mathcal{U}(W, \gamma, \zeta) \) is the optimal solution of (47) for a given \( Qₑ \). After the inner loop converges, we further tighten the bounds obtained by the SCA via updating \( \mathcal{U}(W, \gamma, \zeta) \) in the main loop, i.e., line 20 of Algorithm 2. We note that the convergence of the SCA is guaranteed, cf. [5].

C. Overall Algorithm

The overall proposed iterative algorithms for solving the two sub-problems (11) and (28) are summarized in Algorithm 3. Since the feasible solution set of (10) is compact and its objective value is non-decreasing over iterations via solving the sub-problem in (11) and (28) iteratively, the solution of the proposed algorithm is guaranteed to converge to a suboptimal solution [17].

V. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed trajectory and resource allocation design algorithm via simulation. The simulation setups are summarized in Table II.

Fig. 2 illustrates the convergence behavior of the alternating optimization Algorithm 3 for the maximization of the system energy efficiency. We compare the system performance for different sizes of uncertain areas of the eavesdropper. For comparison, we also include the performance of a baseline scheme with a straight trajectory between \( t₀ = [0; 0] \) m and \( t₁ₚ = [1000; 1000] \) m and a constant cruising velocity. The peak transmit power is set as \( P_{peak} = 1 \) W. It can be seen from Fig. 2 that the system energy efficiency of the proposed algorithm converges to a sub-optimal solution within 8 iterations. Thus, in the following results, we set the maximum number of iterations as 8 to show the performance of the proposed algorithm. In general, the energy efficiency achieved by the proposed algorithm is superior than that of the baseline scheme. In fact, the UAV of the proposed algorithm can adjust its transmit power to reduce the chance of information leakage. Also, it can avoid the regions and/or reduces the time duration in being close to the eavesdropper by adapting it trajectory. In contrast, in order to guarantee the communication security, the UAV in the baseline scheme would keep its transmit power sufficiently low when it flies close to the eavesdropper. Moreover, it can be observed that the energy efficiency for a smaller uncertain area of the eavesdropper (e.g. \( Qₑ = 100 \) m) is higher than that of the larger uncertain area (e.g. \( Qₑ = 400 \) m). In fact, a larger uncertain area of the eavesdropper would lead to a more stringent security constraint which reduces the flexibility for resource allocation design.

Fig. 3 shows the UAV’s trajectory with the proposed algorithm and the baseline scheme. The peak transmit power is set as \( P_{peak} = 1 \) W. The locations of users and the estimated location of eavesdropper are marked with \( \bigcirc \) and \( \times \), respectively. Due to the limited flexibility in optimizing the trajectory, the UAV of the baseline scheme flies directly over the uncertain region, despite the existence of the potential eavesdropper. Additionally, it can be observed that the proposed algorithm compromises between the energy efficiency and security. In particular, the UAV of the proposed algorithm would keep a high velocity when it is far away from the users and low velocity when the UAV is close to any desired user. This behaviour aims to save more time slots for latter when the UAV is close to the users so as to provide higher data rate to the system. Also, when the uncertain radius of the eavesdropper is small, e.g. \( Qₑ = 100 \) m, the UAV of the proposed algorithm tries to keep a distance from the uncertain region while maintains a sufficient transmit power for maximizing the system energy efficiency. In contrast, when the radius of the potential eavesdropper’s uncertain area is sufficiently large, e.g. \( Qₑ = 400 \) m, detouring or keeping distance from the uncertain region is not feasible for a given limited time duration. Thus, the UAV quickly flies through the uncertain region of the eavesdropper to minimize the time duration spending in the region. Meanwhile, inside the uncertain region, it only transmits a sufficiently low power to reduce the chance of exceedingly large of signal leakage to the eavesdropper for guaranteeing communication security. In fact, the UAV allocates a higher amount of energy in cruising than information transmission for leaving the uncertain region as soon as possible. After the UAV is sufficiently far away from the uncertain region, the transmit power of the UAV would increase again to maximize the system efficiency.

Fig. 4 shows the energy efficiency of the considered system versus the radius of the potential eavesdropper’s uncertain area. Although both schemes can guarantee communication security in the considered cases, it can be observed that the energy efficiency of both the proposed algorithm and baseline scheme decreases with the radius of uncertain areas. Indeed, a larger eavesdropper’s uncertain area imposes a more stringent security constraint on the system design, which reduces the
flexibility in resource allocation leading to a lower system energy efficiency. Also, for the proposed algorithm with peak transmit power $P_{\text{peak}} = 0.01$ W, the system energy efficiency remains a constant when the radius of the uncertain area is less than 200 m. In other words, for a small uncertain area, the system performance is always limited by the small peak power $P_{\text{peak}}$ where the security issue can be handled by trajectory and velocity design. On the other hand, it can be observed that a large performance gain can be achieved by the proposed algorithm compared to the baseline scheme for a large peak transmit power. As a matter of fact, a large peak transmit power offers a higher flexibility for the proposed scheme in allocating the transmit power to achieve a higher system energy efficiency. However, when the peak transmit power is small, both the trajectory and resource allocation design would become more conservative which reduces the potential performance gain brought by the proposed scheme.

VI. CONCLUSION

In this paper, we formulated a non-convex energy-efficient maximization problem for secure UAV-OFDMA communication systems via optimizing the resource allocation strategy and the trajectory design. We proposed a suboptimal algorithm to achieve an efficient solution. The proposed design enables adaptive velocity and flexible trajectory for UAVs which can avoid the potential eavesdropper proactively to guarantee secure communications. Numerical results demonstrated the fast convergence of the proposed algorithm and the superior performance compared to the baseline scheme in terms of energy efficiency.

REFERENCES

[1] Y. Zeng, R. Zhang, and T. J. Lim, “Wireless communications with unmanned aerial vehicles: opportunities and challenges,” IEEE Commun. Mag., vol. 54, no. 5, pp. 36–42, May 2016.
[2] Y. Sun, D. Xu, D. W. K. Ng, L. Dai, and R. Schober, “Optimal 3D-trajectory design and resource allocation for solar-powered UAV communication systems,” arXiv preprint arXiv:1808.00101, 2018.
[3] E. Koyuncu, “Power-efficient deployment of UAVs as relays,” in 2018 IEEE 19th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC). Jun. 2018, pp. 1–5.
[4] C. Zhan, Y. Zeng, and R. Zhang, “Energy-efficient data collection in UAV enabled wireless sensor network,” IEEE Wireless Commun. Lett., vol. 7, no. 3, pp. 328–331, Jun. 2018.
[5] Y. Zeng and R. Zhang, “Energy-efficient UAV communication with trajectory optimization,” IEEE Trans. Wireless Commun., vol. 16, no. 6, pp. 3747–3760, Jun. 2017.
[6] I. Jawhar, N. Mohamed, and J. Al-Jaroodi, “Data communication in linear wireless sensor networks using unmanned aerial vehicles,” in International Conference on Unmanned Aircraft Systems (ICUAS), May 2014, pp. 43–51.
[7] G. Zhang, Q. Wu, M. Cui, and R. Zhang, “Securing UAV communications via joint trajectory and power control,” arXiv preprint arXiv:1801.06682, 2018.
[8] L. Xiao, Y. Xu, D. Yang, and Y. Zeng, “Secrecy efficiency maximization for UAV-enabled mobile relaying,” arXiv preprint arXiv:1807.04395, 2018.
[9] M. Cui, G. Zhang, Q. Wu, and D. W. K. Ng, “Robust trajectory and transmit power design for secure UAV communications,” IEEE Trans. Veh. Technol., vol. 67, no. 9, pp. 9042–9046, Sep. 2018.
[10] Y. Zeng, J. Xu, and R. Zhang, “Energy minimization for wireless communication with rotary-wing UAV,” arXiv preprint arXiv:1804.02238, 2018.
[11] R. Li, Z. Wei, L. Yang, D. W. K. Ng, N. Yang, J. Yuan, and J. An, “Joint trajectory and resource allocation design for uav communication systems,” arXiv preprint arXiv:1809.01523, 2018.
[12] Z. Wei, D. W. K. Ng, J. Yuan, and H. M. Wang, “Optimal resource allocation for power-efficient MC-NOMA with imperfect channel state information,” IEEE Trans. Commun., vol. 65, no. 9, pp. 3944–3961, Sep. 2017.
[13] Y. Sun, D. W. K. Ng, D. Ding, and R. Schober, “Optimal joint power and subcarrier allocation for full-duplex multicarrier non-orthogonal multiple access systems,” IEEE Trans. Commun., vol. 65, no. 3, pp. 1077–1091, 2017.
[14] J. Zhang, L. Dai, S. Sun, and Z. Wang, “On the spectral efficiency of massive MIMO systems with low-resolution adcs.” IEEE Commun. Lett., vol. 20, no. 5, pp. 842–845, 2016.
[15] J. Zhang, L. Dai, Z. He, B. Ai, and O. A. Dobre, “Mixed-ADC/DAC multipair massive MIMO relaying systems: Performance analysis and power optimization,” IEEE Trans. Commun., vol. 67, no. 1, pp. 140–153, 2019.
[16] D. W. K. Ng and R. Schober, “Secure and green SWIPT in distributed antenna networks with limited backhaul capacity,” IEEE Wireless Commun., vol. 14, no. 9, pp. 5082–5097, 2017.
[17] J. C. Bezdek and R. J. Hathaway, “Convergence of alternating optimization,” Neural, Parallel & Scientific Computations, vol. 11, no. 4, pp. 351–368, Dec. 2003.
[18] Y. Zeng and R. Zhang, “Energy-efficient UAV communication with trajectory optimization,” IEEE Trans. Wireless Commun., vol. 16, no. 6, pp. 3747–3760, Jun. 2017.
[19] D. W. K. Ng, E. S. Lo, and R. Schober, “Energy-efficient resource allocation for secure OFDMA systems,” IEEE Trans. Veh. Technol., vol. 61, no. 6, pp. 2572–2585, Jul. 2012.
[20] W. Dinkelbach, “On nonlinear fractional programming,” Management science, vol. 13, no. 7, pp. 492–498, Mar. 1967.
[21] D. W. K. Ng, E. S. Lo, and R. Schober, “Energy-efficient resource allocation in OFDMA systems with large numbers of base station antennas,” IEEE Trans. Wireless Commun., vol. 11, no. 9, pp. 3292–3304, Jul. 2012.
[22] Z. Wei, L. Zhao, J. Guo, D. W. K. Ng, and J. Yuan, “A multi-beam noma framework for hybrid mmwave systems,” arXiv preprint arXiv:1804.08303, 2018.