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Abstract

Conventional convolutional neural networks (CNNs) present a high computational workload and memory access cost (CMC). Spectral domain CNNs (SpCNNs) offer a computationally efficient approach to compute CNN training and inference. This paper investigates CMC of SpCNNs and its contributing components analytically and then proposes a methodology to optimize CMC, under three strategies, to enhance inference performance. In this methodology, output feature map (OFM) size, OFM depth or both are progressively reduced under an accuracy constraint to compute performance-optimized CNN inference. Before conducting training or testing, it can provide designers guidelines and preliminary insights regarding techniques for optimum performance, least degradation in accuracy and a balanced performance–accuracy trade-off. This methodology was evaluated on MNIST and Fashion MNIST datasets using LeNet-5 and AlexNet architectures. When compared to state-of-the-art SpCNN models, LeNet-5 achieves up to $4.2 \times$ (batch inference) and $4.1 \times$ (single-image inference) higher throughputs and $10.5 \times$ (batch inference) and $4.2 \times$ (single-image inference) greater energy efficiency at a maximum loss of 3% in test accuracy. When compared to the baseline model used in this study, AlexNet delivers $11.6 \times$ (batch inference) and $5 \times$ (single-image inference) increased throughput and $25 \times$ (batch inference) and $8.8 \times$ (single-image inference) more energy-efficient inference with just 4.4% reduction in accuracy.
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1 Introduction

Deep neural networks (DNNs) have recently evolved as the prevalent solution for a range of challenging problems in computer vision, such as image recognition [1], image segmentation [2–4], set based image classification [5], and image clustering [6] as well as language processing [7] and autonomous systems [8]. Convolutional neural networks (CNNs) [9, 10], a class of DNNs, have achieved unprecedented success in various fields of computer vision, audio analysis, and text processing including—inter alia—object classification [11, 12], object detection [13, 14], semantic segmentation [15, 16], face verification [17, 18], video understanding [19], audio classification [20, 21], and natural language processing [22]. In the last few years, CNNs have been deployed in diverse applications such as autonomous driving [23], navigation systems [24] and flight safety [25] for drones, skin cancer detection [26], COVID-19 prognosis [27], and VLSI physical design [28].

In CNNs, convolution layers play a central role in feature-extraction [9–11] but demand high computational resources [29]. They account for 90% of CNN operations [30]. Moreover, deeper CNNs (with more convolution layers), which tend to produce higher accuracy, possess a larger number of parameters. This results in increased memory requirements [29]. However, run-time memory during inference is dominated by storage of intermediate output feature maps [31], even with a batch size of 1 [32]. Memory consumed by these output feature maps (OFMs) can exceed parameter memory by 10 to 100 times [33]. Storing intermediate OFMs requires off-chip dynamic random access memory (DRAM) accesses, which consume more power and energy than computations [29, 34]. In fact, for devices limited by memory bandwidth, the...
memory access cost can be the main bottleneck for power consumption and inference latency including in GPU-based platforms [15, 35, 36]. Therefore, the computational, memory and power budgets of even classical CNNs (with only a few convolutional layers) are such that deploying them in embedded systems or mobile platforms is extremely challenging [29, 30, 32, 35].

A potent approach to reduce computational workload of conventional CNNs is to represent CNNs, especially convolution, in spectral domain using Fourier transformation [37–40]. Spectral domain CNNs (SpCNNs) compute convolution as point-wise multiplication in Fourier space, which significantly reduces the computational workload. Here, each OFM element can be computed from one complex-valued product, instead of many real-valued products accumulated over the receptive field, as is the case in spatial domain [37–40].

A few previous studies have explored methods to reduce memory usage in SpCNNs. Many of these approaches aim to reduce either the size of parameter memory (often by reducing the number of parameters) or the memory access cost of domain transformations (by optimizing Fourier transforms), rather than reducing the memory access cost of intermediate OFMs. For example, Niu et al. [41] compress weights to reduce the number of parameters, while Sun et al. [42] quantize weights to reduce the amount of parameter memory. Studies such as [43, 44] split input images of convolution layers so fast Fourier transform (FFT) is performed on image parts, rather than whole images, to reduce the memory access cost of domain transformations. These latter works compute only convolution in the spectral domain and hence require multiple domain transformations. Most of the above-mentioned works, such as [41–44], require a dedicated hardware accelerator to take advantage of these approaches.

In this work, we analyze computational workload and memory access cost (CMC) of SpCNNs and propose a methodology for SpCNNs to compute CNN inference in a computationally inexpensive and memory-efficient manner. The major contributions of this work include the following.

1. This work reduces the computational workload of CNN by computing the entire feature-extraction segment (consisting of convolution, pooling and activation layers) in the spectral domain. Usage of a computationally light activation function proposed by Rizvi et al. [45] and only one set of domain transformations ensure that the model stays computationally inexpensive.

2. Next, the computational workload and memory access cost of SpCNNs are investigated analytically. This analysis allows designers to estimate the effect of OFM size and depth of different convolution layers on the overall computational and memory costs.

3. Based on the analysis in part 2, a methodology containing three strategies is proposed herein to achieve performance-optimized inference. Here, OFM size (Strategy 1), OFM depth (Strategy 2) or both (Strategy 3) are progressively reduced until an energy-efficient and throughput-optimized inference is achieved under an accuracy constraint. This methodology provides guidelines regarding in which layer and in what quantity OFM size and depth can be optimized to reduce computational workload and memory access cost. It can also provide preliminary insights regarding strategies for faster and more energy-efficient inference, minimal degradation in accuracy, and balanced performance–accuracy trade-off. The proposed methodology is non-intrusive and does not require a specialized accelerator, specialized module, or libraries or any major modification of the CNN model.

The remainder of this paper is structured in the following manner. Section 2 reviews previous studies that are related to this work. Section 3 introduces SpCNNs and the baseline CNN models used in this work for evaluating the proposed methodology. Section 4 discusses the problem formulation and analytically explores the computational workload and memory access cost of SpCNNs. Section 5 describes the proposed methodology for reducing the computational workload and memory access cost to enhance inference performance. It also presents an estimation for gain in inference performance under the proposed methodology. Afterwards, Section 6 discusses experimental results, and finally, Section 7 presents the concluding remarks.

2 Related work

When CNNs are computed in spatial domain, one can address their prodigious computational workload by replacing standard spatial domain convolution with computationally light convolution methods such as depth-wise separable convolution [46, 47] and grouped convolution [11, 48]. However, applying depth-wise convolution to a certain type of convolution layers such as convolution layers with $1 \times 1$ kernels results in a significant reduction in accuracy [48]. In the case of grouped convolution, state-of-the-art deep learning frameworks, such as PyTorch [49] or TensorFlow [50], do not provide an expected reduction in inference time [51]. As discussed in Section 1, SpCNNs provide a powerful alternative to these spatial domain approaches for computing CNN in a computationally inexpensive manner.

Among these two approaches discussed above, the spectral domain representation of CNNs was considered to be a more effective option. This is because in addition to offering a significant reduction in the computational workload
by computing convolution as a point-wise product, SpCNNs, through spectral pooling, provide another route to machine learning designers to tune computational resources and memory usage. This is because with spectral pooling one can down-sample feature maps to any arbitrary size. Spectral pooling is also known to retain more information after pooling than spatial domain counterparts [39].

Early SpCNNs computed only convolution in spectral domain [37, 38]. In contrast to these works, recent SpCNN models realize the entire feature-extraction segment in spectral domain including non-linear layers of pooling and activation function [40, 45, 52–54]. These solutions require only a single (instead of multiple) set of domain transformations, which does not add any significant computational or memory access cost. This set of transformations include an FFT applied on the input data before the first convolution layer and an inverse FFT (IFFT) after the last convolution layer [40, 45, 52].

Some recent works in SpCNNs have proposed methods to optimize computational workload. Ayat et al. [52] propose a fused convolution layer for spectral domain. In a fused convolution layer, pooling operation is performed before convolution is computed. As a result, fused convolution layers have to process smaller-sized input feature maps (IFMs). Since IFMs and OFMs of convolution layers in SpCNNs have the same size [45, 52], a smaller sized IFM automatically means a smaller-sized OFM. This results in reduced computations, when compared to regular convolution layers. The authors here propose a convolution-based activation function, which approximates ReLU [11] in spectral domain. This activation function is computationally very expensive and thus negates some of the gain in computation reduction. Liu et al. [54] propose methods to obtain optimal coefficients for ReLU approximation first and then modify them with hardware-friendly coefficients for increased computational efficiency. In addition, they propose optimizations for FPGA acceleration such as integer approximation for point-wise products (for convolution layers). Rizvi et al. [45] propose a computationally inexpensive activation function for SpCNNs. Their model exhibits lower computational workload than Ayat et al.’s model [52] when regular convolution layers are employed.

There have been very few works in SpCNNs that investigated the reduction of run-time memory (memory access cost at run-time) by shrinking the size and depth of intermediate OFMs. As discussed before, Ayat et al. [52] reduce feature map size using their fused convolution layer. However, the reduction in memory access cost is not discussed in this work. Guan et al. [55] compress IFMs before convolution by retaining only values that are above a certain threshold, resulting in a sparse input to the convolution layers. The authors here prioritize sparse storage of OFMs, rather than reducing the number of memory accesses. Furthermore, this work realizes pooling in the spatial domain and hence has to contend with multiple sets of domain transformations.

The works discussed above optimize OFMs through size reduction or data-level optimization. However, the reduction of depth of OFMs (also known as the number of output channels), which is a significant contributor to the computational and memory burden, is not considered in these works. Our work demonstrates that reduction of OFM depths (in addition to OFM sizes), under an accuracy constraint, can ensure that inference with SpCNNs is computed in a computationally inexpensive and memory-efficient manner. Furthermore, this can be done without employing any custom compression algorithm or accelerator.

### 3 Spectral domain CNN models

#### 3.1 Background

CNN architectures are composed of two functional segments, a convolution-based feature-extraction segment and a multilayer perceptron (MLP)-based classification segment. The feature-extraction segment consists of a series of repeating blocks with convolution layer, activation function, and pooling layer [9–11]. Each of these feature-extraction blocks starts with a convolution layer, or CONV layer in short. The activation function either follows the CONV layer or the pooling layer [52]. If the activation function follows the CONV layer, the block can be denoted as a convolution-activation-pooling (CAP) block. Blocks, where CONV layer is followed by a pooling layer, can be denoted as a convolution-pooling-activation (CPA) block. The classification segment is composed of one or more fully connected (FC) layers and an activation layer at the end that performs multi-class, single-label classification [9–11]. Many CNNs, including this work, utilize a softmax function for this layer [10–12]. Hereafter, this layer would be referred to as simply the softmax layer.

In the case of SpCNNs, at least one additional set of layers is required for domain transformations [40, 45, 52]. One spatial-to-spectral domain transformation through an FFT layer is needed before the first CONV layer to convert spatial input data to spectral domain [40, 45, 52]. For weights, performing FFT during inference is not necessary as trained weights can be readily provided in a spectral format for inference [52]. In SpCNNs, convolution is computed as a point-wise product (also known as Hadamard product) of inputs and kernels in spectral domain [37]. If only convolution is performed in the spectral domain, rather
than the full CPA or CAP block, each CONV layer has to be succeeded by an FFT layer [37–39]. If the entire feature extraction is computed in the spatial domain, as in our work, this is not necessary. However, one spectral-to-spatial domain transformation through an IFFT layer would be needed at the end of the feature-extraction segment so that the classification segment can be computed in the spatial domain [40, 45, 52]. Before providing data to the classification segment, the output of the IFFT layer is flattened to a single-dimension (1×1 size) since fully connected layers can only process single-dimensional data [45]. The functional architecture of SpCNN models with one set of domain transformation layers is illustrated in Fig. 1.

### 3.2 Baseline LeNet-5 and AlexNet SpCNN models

For this work, we employ SpCNN models with CPA type feature-extraction blocks to evaluate our strategies for enhancing inference performance. In each of these blocks, convolution is computed as a point-wise Hadamard product [37] and is followed by a spectral pooling layer, developed by Rippel et al. in [39]. The spectral pooling layer is followed by a complex-valued activation layer suitable for the spectral domain. For activation function, a computationally light and complex-valued activation function proposed by Rizvi et al. [45] is utilized. This activation function propagates input if either the real or imaginary part is positive-valued, otherwise zero is transmitted. We call this activation function PosReLU. The functional architecture of a typical feature-extraction block used in this work is shown in Fig. 2.

In order to evaluate the proposed methodology for gain in inference performance, two classical CNN architectures—LeNet-5 (developed by LeCun et al. [10]) and AlexNet (developed by Krizhevsky et al. [11])—were selected. These two architectures are moderately deep with sufficient number of convolution layers that produce high accuracy in many standard image recognition datasets. This attracts researchers to validate their new models or algorithms (i.e., establish proof-of-concept) on these architectures. In addition, convolution layers in both these architectures are computationally and parameter-wise expensive. Therefore, these architectures are ideal for validating algorithms or optimization strategies for higher computational and memory-efficiency. Furthermore, recent works in SpCNNs such as [45, 52, 54] have validated their models or algorithms on these architectures (e.g., LeNet-5).

In this work, we denote a specific CNN implementation on LeNet-5 and AlexNet architectures, such as an SpCNN implementation or an implementation with specific sets of OFM sizes and depths, as LeNet-5 and AlexNet models. For this work, the number of CONV and fully connected layers for the baseline LeNet-5 model are kept the same as the original model proposed in [10]. In the case of AlexNet, the baseline model shares the same number of CONV layers as the original model [11]. However, the baseline AlexNet model for this work has a single fully connected layer instead of the three that is present in the original model [11]. In this work, we discovered that one fully connected layer for the AlexNet SpCNN model is sufficient to achieve excellent test accuracy for standard datasets utilized in this work. Figures 3 and 4 depict the functional architecture of the baseline SpCNN implementations of LeNet-5 and AlexNet for this work. It is worth noting that LeNet-5 and AlexNet CNNs can be realized in both spatial and spectral domains. The conventional spatial domain LeNet-5 and AlexNet models and their SpCNN counterparts have largely similar overall functional architecture. However, individual layers that perform similar roles in feature-extraction segments in both spatial domain CNNs and SpCNNs operate differently as the computations are performed in different domains. In addition to convolution being computed differently in spatial and spectral domains, the size of IFMs for the convolution layers also varies between the domains. This is because a convolution operation in spatial domain produces OFMs that are smaller in size than IFMs. For example, a convolution operation of an F×F sized IFM results in an OFM of size (F–k+1)×(F–k+1), where k×k represents the size of the kernel [37]. On the other hand, because of the point-wise nature of the Hadamard product, convolution layers in SpCNNs produce OFMs that have the same size as their IFMs [37]. In addition, the non-linear layers (pooling and activation functions) also operate differently in the two domains. In spatial domain CNNs, pooling methods such as max-pooling [11] are typically employed, while ReLU [11] is widely used as the activation function. SpCNN models typically utilize spectral pooling [39]. Recently, researchers have deployed spectral ReLU (SReLU) [52], complex-valued tanh [55] and PosReLU [45] as activation functions for SpCNNs.

**Fig. 1** Generic functional architecture of SpCNN Models with one set of domain transformation layers
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4 Problem formulation

4.1 Computational workload (CW)

CNNs can feature different types of layers. However, five types of layers are essential, namely, convolution, pooling, activation, fully connected, and multi-class classification layer [9–11]. Pooling layers, multi-class classification layers, and most activation functions are executed with simple point-wise operations. As these operations do not require arithmetic operations, they can be ignored when computing the workload of a CNN [45, 52]. The majority of the computational workload (CW) in CNNs is attributable to the multiply-accumulate (MAC) operations [29, 30, 56], which are executed in convolution and fully connected layers [29, 52]. Each multiply-accumulate operation involves one multiplication and one addition. Thus, the CW of a CNN in terms of MACs can be computed by counting the number of these MAC operations.

SpCNNs realize the equivalent of spatial convolution by performing point-wise product of IFMs and kernels in complex-valued Fourier domain [37]. In such solutions, kernels have the same size as IFMs. SpCNNs require a single complex-valued product between an IFM element and a kernel element to produce the corresponding OFM element, instead of the accumulation of many real-valued products over the receptive field, as is the case in the spatial domain [37–39]. When provided with a single IFM of size $M \times M$ and a kernel of size $M \times M$, computing an OFM of size $M \times M$ would entail $M^2$ complex-valued multiplications. Because of the multi-dimensional structure of feature maps in CNNs, the complex-valued multiplications would need to be accumulated over the input channels for each OFM element and this needs to be done for each output channel. Thus, the actual number of complex-valued multiply-accumulate operations (CMACs) in an SpCNN would need to take into account the number of input and output channels (hereafter referred to as the input depth and the output depth) in addition to the size of OFMs for each CONV layer. The CW of CONV layers of a spectral domain CNN in terms of CMAC (denoted by $C_{\text{CNV-M}}$) is given in (1),

$$C_{\text{CNV-M}} = \sum_{i=1}^{l_{\text{CV}}} D_{i(l)} M_i^2 D_{o(l)}$$

where, $l$ is the index for the layer number, $l_{\text{CV}}$ is the number of CONV layers, $D_{i(l)}$ is the input depth for layer $l$, $D_{o(l)}$ is the output depth for layer $l$ and $M_i$ is the OFM size of layer $l$.

One CMAC operation constitutes one complex-valued multiplication and one complex-valued accumulation. Each of these complex-valued product is computed from four real-valued products and two real-valued additions, while each complex-valued accumulation involves two real-valued additions. In total, a single CMAC operation constitutes four real-valued products and four real-valued additions, i.e., a total of eight real-valued arithmetic operations in total. Therefore, a single CMAC is equivalent to four real-valued MACs. The CW of CONV layers in terms of MAC (denoted by $C_{\text{CNV-M}}$) is given in (2).

$$C_{\text{CNV-M}} = 4 \sum_{i=1}^{l_{\text{CV}}} D_{i(l)} M_i^2 D_{o(l)}$$

In CNNs, images and kernels in CNNs are typically stored in floating-point format [33]. Therefore, each of the eight real-valued arithmetic operations to realize a CMAC is a floating-point operation or FLOP in short. In other words, one CMAC constitutes eight FLOPs. Equation (3) describes this CW of CONV layers in terms of FLOPs (denoted by $C_{\text{CNV-F}}$).

$$C_{\text{CNV-F}} = 8 \sum_{i=1}^{l_{\text{CV}}} D_{i(l)} M_i^2 D_{o(l)}$$

The above equations represent the CW of the CNN when performing inference on single images, or equivalently, when the batch size is set to one. When inference is done in batches, the CW needs to be multiplied by the batch sizes.
The CW of CONV layers in terms of FLOPs can be updated to include the influence of batch size, as shown below in (4),

\[ CW_{CNN-F} = 8B \sum_{l=1}^{l_{CV}} D_{i(l)} M_l^2 D_{o(l)} \]

where, \( B \) is the number of images in a batch.

SpCNNs require at least one set of layers for domain transformation in the form of one FFT and one IFFT layer. These layers also execute CMAC operations [37, 52]. The FFT and IFFT operations have a complexity of \( O(M\log M) \). Each FFT/IFFT operation requires \( 5M\log M \) real-valued FLOPs (0.5\( M\log M \) complex-valued multiplications and \( M\log M \) complex-valued additions), when provided with one-dimensional inputs [57]. However, input images or feature maps in CONV layers are typically provided as two-dimensional data [9–11]. In that case, each FFT or IFFT operation on an image with height = \( M \) and width = \( M \) would require \( 5M^2\log_2 M^2 \) FLOPs, which is equivalent to \( 10M^2\log_2 M \) FLOPs. As feature maps in CNNs also have a third dimension [9–11], the depth of feature maps would need to be multiplied with the above expression to compute the number of FLOPs for an FFT/IFFT layer.

The total CW of a spectral domain CNN in terms of FLOPs (executed by MAC operations), is attributable to the FFT layer at the beginning, the CONV layers, the IFFT layer at the end of the feature-extraction segment and the fully-connected layers in the classification segment. The overall CW of CNN in terms of FLOPs (denoted by \( CW_{CNN-F} \)), is given in (5),

\[ CW_{CNN-F} = 10B \sum_{l=1}^{2} D_{i(l)} M_l^2 \log_2 M_l + 8B \sum_{l=1}^{l_{CV}} D_{i(l)} M_l^2 D_{o(l)} + B \sum_{l=1}^{l_{FC}} D_{i(l)} D_{o(l)} \]

where, \( l_{FC} \) is the number of fully connected layers.

It can be shown analytically that the CW contribution of the CONV layers is the dominant component of the overall CW for a CNN. For example, fully-connected layers perform MAC operations on one-dimensional (1×1) IFMs and kernels in a flattened single-dimensional input stream and hence when compared to the CW of CONV layers, their CW is much less. The MAC operations executed by the single FFT layer and the single IFFT layer are also not significant when compared to the more computationally intensive CONV layers. When analyzing the CW for spectral domain implementations of LeNet-5 and AlexNet by [45] and [58], respectively, one can see that non-CONV layers (fully connected, FFT and IFFT layers) contribute only about 1% to 4% to the overall CW. The remaining 96% to 99% CW is due to the CONV layers. This is shown in Table 1 for single-image inference. Thus, computing the number of FLOPs required by MAC operations in CONV layers is often sufficient to estimate the CW of CNNs, as given in (6).

\[ CW_{CNN-F} \approx 8B \sum_{l=1}^{l_{CV}} D_{i(l)} M_l^2 D_{o(l)} \]

In CNNs, OFMs of a particular layer become IFMs of the next layer. In other words, the output depth of the current layer becomes the input depth for the next layer. So, (6) can be rewritten in terms of the output depths of the current layer \( D_{o(l)} \) and the previous layer \((D_{o(l-1)} I)\) instead of the input depth \( D_{i(l)} \) and the output depth \( D_{o(l)} \) of the current layer. This is given in (7).

\[ CW_{CNN-F} \approx 8B \sum_{l=1}^{l_{CV}} D_{o(l-1)} M_l^2 D_{o(l)} \]

In CNNs, OFMs of CONV layers go through down-sampling (pooling) in each feature-extraction block. After convolution is performed, pooling layers down-sample feature maps, and thus, each successive CONV layer processes and generates feature maps that are smaller than the previous layer [9–11]. In other words, each CONV layer, other than the first CONV layer, sees a scaled-down version of feature maps originally provided to the CNN. If the first CONV layer produces OFMs of size \( M_1 \times M_1 \), the size of OFMs of a CONV layer \( l \) can be expressed as \( \alpha_l M_1 \times \alpha_l M_1 \), where \( \alpha_l \) represents the shrinkage factor for the CONV layer \( l \). Therefore, \( \alpha_l \) is essentially the ratio of \( M_l \) and \( M_l \). In the case of the first CONV layer, \( \alpha_l \) would take the value of 1. Hereafter, CONV layers would be referred to with the word CONV followed by a digit in the subscript representing the index of the layer (e.g., the first and second CONV layers would be referred to as CONV1 and CONV2 layers).

In contrast to the gradual decrease in OFM sizes, CONV layers in CNNs sees a gradual growth in OFM depth. Each CONV layer typically has more output depth than the preceding CONV layer. This happens because earlier CONV layers extract high-level features, and as feature maps go through more and more CONV layers, increased depth allows them to extract more complex features [9–11]. One can express the output depth of a CONV layer in terms

### Table 1: CW of different types of layers in selected works in LeNet-5 and AlexNet SpCNNs

| Architecture | CW subtotal and percentages of total CW |
|--------------|----------------------------------------|
|              | CONV layers | FC layers | FFT/IFFT layers |
| LeNet-5 in [45] | 4,477,440 | 5,000 | 38,010 |
|              | (99.05%) | (0.11%) | (0.84%) |
| AlexNet in [58] | 615,471,360 | 21,921,792 | 4,033,873 |
|              | (95.95%) | (3.42%) | (0.63%) |
of the output depth of the first CONV layer \( D_{(o)} \). When computing the CW of a CONV layer (denoted as \( CW_l \)) from CONV2 layer and onward, the input depth for a CONV layer can be expressed as \( \mu l D_{(o)} \), while the output depth can be expressed as \( \mu l -1 D_{(o)} \), where \( \mu l \) and \( \mu l -1 \) represent the growth factors for the input depth and the output depth for CONV layer \( l \). For computer vision problems, the input depth of the CONV1 layer is a fixed constant. It is one for grayscale input images and three for full-color (RGB) images. For the CONV1 layer, the output depth is simply \( D_{(o)} (\mu l = 1) \), as there is no OFM from the previous layer. Thus, the CW expression of CONV1 layer (denoted by \( CW.l \)) can be expressed as

\[
\mu l D_{(o)}
\]

Rewriting in terms of size and depth of OFMs \( M_l \) and depth of OFMs \( D_{(o)} \) of the CONV1 layer:

\[
CW_{CNN,F} = CW_1 + \sum_{l=2}^{lCV} CW_l = 8B \mu l D_{(o)}(\alpha_l M_l)^2 + 8B \sum_{l=2}^{lCV} \mu l -1 D_{(o)}(\mu l D_{(o)}(\alpha_l M_l)) + 8B D_{(o)} M_l^2 + 8B \sum_{l=2}^{lCV} \mu l -1(\mu l M_l^2)
\]

As discussed earlier, CONV layers see gradually decreasing OFM sizes, while the opposite takes place in terms of OFM depth. The growth of OFM depths and shrinkage of OFM sizes are illustrated graphically in Fig. 5.

4.2 Memory access cost (MemAC)

The speed of CNN inference, typically measured in terms of latency and throughput, are sensitive to the CW but does not solely depend on it. A major factor at play here is the number of memory access operations, which is known as the memory access cost or MemAC in short. Each CONV layer has to fetch input feature maps and kernels from memory, execute the convolution operation and then store the output feature maps in memory. Thus, total MemAC for a CONV layer, denoted by \( MemAC_l \), would need to have \( D_{(o)} M_l^2 \) memory accesses to read input feature maps, \( D_{(o)} D_{(o)} M_l^2 \) accesses for reading kernels, and \( D_{(o)} M_l^2 \) accesses to store output feature maps. This is shown in (9).

\[
MemAC_l = MemAC_{IFM} + MemAC_{Kernel} + MemAC_{OFM} = D_{(o)} M_l^2 + D_{(o)} D_{(o)} M_l^2 + D_{(o)} M_l^2
\]

where, \( MemAC_{IFM} \) is the number of memory read operations for input feature maps, \( MemAC_{Kernel} \) is the number of memory read operations for kernels, and \( MemAC_{OFM} \) is the number of memory write operations for output feature maps.

The MemAC for IFM, kernel and OFM in (9) can be rewritten in terms of size and depth of OFMs of CONV1 layer as \( \mu l -1 D_{(o)}(\alpha_l M_l)^2 + \mu l -1 D_{(o)}(\mu l D_{(o)}(\alpha_l M_l))^2 + \mu l D_{(o)}(\alpha_l M_l)^2 \), respectively. This is shown in (10).

\[
MemAC_l = \mu l -1 D_{(o)}(\alpha_l M_l)^2 + \mu l -1 D_{(o)}(\mu l D_{(o)}(\alpha_l M_l))^2 + \mu l D_{(o)}(\alpha_l M_l)^2
\]

The total MemAC for the CONV layers, denoted below as \( MemAC_{CNN} \), can be computed by summing the memory access operations for individual layers, as shown in (11). The number of kernels for a CNN inference (or training) is the same regardless of whether the inference is run on single images or in batches, and thus, the MemAC for reading kernels are not multiplied by the batch size here. The MemAC of the CONV1 layer, denoted as \( MemAC_1 \), is taken out of the summation expression as the input depth of the CONV1 layer is a constant unlike other CONV layers, and this input depth is not related to any previous CONV layer.

\[
MemAC_{CNN} = MemAC_1 + \sum_{l=2}^{lCV} MemAC_l = BM_l^2 + D_{(o)} M_l^2 + BD_{(o)} M_l^2 + \sum_{l=2}^{lCV} \mu l -1 D_{(o)}(\alpha_l M_l)^2 + \sum_{l=2}^{lCV} \mu l -1 D_{(o)}(\mu l D_{(o)}(\alpha_l M_l))^2 + \sum_{l=2}^{lCV} \mu l D_{(o)}(\alpha_l M_l)^2
\]
access only for input and intermediate feature maps. In such a case, the MemAC would only involve loading and storing input and intermediate feature maps. This MemAC for feature maps, denoted by \( MemAC_{CNN-FM} \), is given in (12).

\[
MemAC_{CNN-FM} = BM_1^2 + D_{o(1)}M_1^2 + B \sum_{l=2}^{l_{CV}} \mu_{l-1}D_{o(1)}(\alpha_lM_1)^2 + B \sum_{l=2}^{l_{CV}} \mu_lD_{o(1)}(\alpha_lM_1)^2
\]  

(12)

5 Proposed methodology for improving inference performance

As demonstrated in the previous section, the computational workload and memory access cost (CMC) in SpCNNs primarily depend on two parameters, namely, the size of OFMs and the depth of OFMs. This section discusses the methodology proposed in this work that can reduce these parameters to enhance inference performance under an accuracy constraint. The proposed methodology includes three strategies, denoted as Strategy 1, Strategy 2 and Strategy 3, which involve reduction of OFM sizes, OFM depths and both of these parameters, respectively. The three strategies are detailed in the three Sections 5.1, 5.2 and 5.3.

Before outlining the proposed methodology for performance improvement, some of the details of the baseline models, on which the methodology would be applied and evaluated, need to be specified. The basic functional architecture of baseline LeNet-5 and AlexNet SpCNNs were discussed earlier in Section 3.2. For the LeNet-5 baseline SpCNN model, the OFM size of different CONV layers were kept the same as recent SpCNN implementations of LeNet-5 [45, 52]. The AlexNet baseline SpCNN model shares the same OFM sizes of CONV layers as the SpCNN implementation of AlexNet proposed in [58]. Since images of datasets evaluated for this work have a size \( 28 \times 28 \), they were resized to \( 55 \times 55 \) (after converting input images to spectral domain) before feeding them to the CONV\(_1\) layer. This helped ensure that OFM sizes of all CONV layers (including CONV\(_1\)) of the baseline AlexNet model have the same size as in the works of [11] and [58].

For the baseline SpCNN models for this work, the output depths of different CONV layers were chosen to be multiples of two. This allowed for a straightforward and proportionate reduction in the output depths of all CONV layers. For example, the output depths of all CONV layers can be reduced by two, four or eight times across all layers. As the baseline models have output depths that grow with each CONV layer, the reduction of output depths in a proportionate manner still ensures that later CONV layers would still have higher output depths as compared to preceding layers. The sizes and depths of OFMs of each CONV layer for the baseline models are presented in Tables 2 and 3. It also enumerates the values of the growth factor of OFM depths (\( \mu_l \)) and the shrinkage factor of OFM sizes (\( \alpha_l \)) for each CONV layer. As the baseline models are evaluated on datasets that classify objects into 10 categories, the softmax (SM) layers of the models produce 10 classes, as shown in Tables 2 and 3.

5.1 Strategy 1 (S1): OFM size reduction

As discussed previously OFM sizes and depths are the primary contributors to CMC. One approach to reduce CMC is to scale the sizes of OFMs for all CONV layers. In SpCNNs, OFM sizes can be reduced to any arbitrary size using spectral pooling [39].

| Layer | Size of OFMs | \( \alpha_l \) | Depth of OFMs | \( \mu_l \) |
|-------|-------------|--|--------------|--|
| Input | 28x28       | – | 1            | – |
| CONV\(_1\) | 28x28       | 1 | 16           | 1  |
| CONV\(_2\) | 12x12       | 0.42 | 64          | 4  |
| CONV\(_3\) | 4x4         | 0.14 | 256         | 16 |
| FC    | 1x1         | – | 10           | –  |
| SM    | 1x1         | – | 10           | –  |
Compution and memory optimized spectral domain convolutional neural network...

It is clear that 13.33

SM 1x1 – 10 –

FC 1x1 – 10 – MemAC, respectively. The CW and MemAC of CONV 1 or tunable parameter such as \( \mu_l \) size) is 1). This expression is generic; it has no variable size of the CONV 1 layer would have no appreciable effect of whatever OFM size or depth is chosen for any CONV layer. The expression for the CONV 1 layer remains true. The expression for a CONV layer other than the CONV 1 layer has a form of \( \mu_{l-1} D_{(o,l)}^2 (\alpha_l M_l) \). This would typically be much larger than the expression for the CONV 1 layer \( (C D_{(o,1)} M_{1}^2 \), where \( C \) is a constant). Hence, reducing OFM size of the CONV 1 layer would have no appreciable effect on reducing the overall CW or MemAC of the CONV layers. For example, for LeNet-5 SpCNN implementation of Rizvi et al. [45], the CW of the CONV 1 layer is 8\( D_{(o,1)} M_{1}^2 \). Considering the OFM sizes and depths of this implementation (listed in Table 4), the CW of the other two CONV layers is 13.33\( D_{(o,1)} M_{1}^2 \). This is shown in Table 5. It is clear that 13.33\( D_{(o,1)} M_{1}^2 \gg 8\( D_{(o,1)} M_{1}^2 \). If values of \( M_l \) and \( D_{(o,l)} \) are put down, the CW of the CONV 1 layer here turns out to be only 2.8% of the overall CW. For this model, the MemAC of the CONV 1 layer is 5.4% of the overall MemAC, as shown in Table 6. Likewise, for the baseline LeNet-5 SpCNN model used in this work, the CW and MemAC of the CONV 1 layer are about 2.9% of the overall CW and 5.7% of the overall MemAC.

In the case of the baseline AlexNet SpCNN model used in this work, the CW and MemAC of the CONV 1 layer are about 3.7% and 6.3% of the overall CW and MemAC, respectively. When AlexNet SpCNN implementation of Kala et al. [58] is considered, the CW and MemAC of the CONV 1 layer become 1.1% and 1.9% of the overall CW and MemAC, respectively. The CW and MemAC of CONV 1 and other CONV layers for all the SpCNN models discussed here are presented in Tables 5 and 6. Table 4 provides the OFM size and depth information for the models presented in [45] and [58]. The same information for the baseline models is provided in Tables 2 and 3. From Tables 5 and 6, it is evident that reducing the OFM size of the CONV 1 layer does not markedly reduce the CW and MemAC.

Another factor that should be considered when optimizing OFM sizes is that in CNNs, the last CONV layer provides input to the classification segment and typically has the smallest OFM size. For example, in LeNet-5 the OFM size of the last CONV layer is either 5\( \times \)5 [10, 54] or 4\( \times \)4 [45, 52]. OFMs generated from this last CONV layer are not downsized by any pooling layer. It was observed in this work that resizing OFMs of the last CONV layer to an even smaller size can adversely affect the recognition capabilities of the CNN. In some CNN architectures such as the original spatial domain AlexNet architecture, OFMs coming out from the last CONV layer are pooled to a smaller size. Here, the output of the last three CONV layers has a size of 13\( \times \)13. After the last CONV layer, OFMs are pooled to a 6\( \times \)6 size before feeding them to the fully connected layers. Thus, in the case of AlexNet, the OFM size of the last CONV layer can be kept as small as 6\( \times \)6, the smallest feasible size. To ensure classification accuracy is not compromised severely, the OFM size of a CONV layer should be reduced only up to the smallest feasible size. Therefore, we suggest that OFM size be reduced for all the middle CONV layers, while keeping the first and the last CONV layers out of the OFM size reduction strategy. The CW and MemAC of CNNs can be expressed in a form that includes the scaling factor \( \beta_m \) for optimizing the size of OFMs, as given in (13) and (14).

\[
\begin{align*}
CW_{CNN-F} &= 8B D_{o(1)} M_{1}^2 \\
&+ 8B \sum_{l=2}^{l_{CV}} \mu_{l-1} D_{o(l)}^2 (\alpha_l M_l) / \beta_m^2 \\
&+ B \mu_{CV-1} M_{CV}^2 \alpha_{CV}^2 M_{1}^2
\end{align*}
\]

\[
MemAC_{CNN} = BM_{1}^2 + D_{o(1)} M_{1}^2 + B D_{o(1)} M_{1}^2 \\
+ B \sum_{l=2}^{l_{CV}} \beta_m^2 \sum_{l=2}^{l_{CV}} \mu_{l-1} D_{o(l)}^2 (\alpha_l M_l) / \beta_m^2
\]

\[
+ B \mu_{CV-1} D_{o(1)}^2 (\alpha_{CV} M_1)^2 + \mu_{CV-1} M_{CV}^2 (\alpha_{CV} M_1)^2 + B \mu_{CV} D_{o(1)}^2 (\alpha_{CV} M_1)^2
\]

The scaling factor \( \beta_m \) value that reduces OFM size to the smallest feasible value can be called \( \beta_{m-min} \). One can shrink the OFM sizes of all the middle CONV layers proportionally. However, not all layers can have OFM sizes

---

**Table 3** OFM sizes and depths of baseline AlexNet SpCNN model

| Layer  | Size of OFMs | \( \alpha_l \) | Depth of OFMs | \( \mu_l \) |
|--------|--------------|----------------|---------------|------------|
| Input  | 55x55        | –              | 1             | –          |
| CONV1  | 55x55        | 1              | 16            | 1          |
| CONV2  | 27x27        | 0.49           | 32            | 2          |
| CONV3  | 13x13        | 0.24           | 64            | 4          |
| CONV4  | 13x13        | 0.24           | 64            | 4          |
| CONV5  | 6x6          | 0.11           | 1024          | 64         |
| FC     | 1x1          | –              | 10            | –          |
| SM     | 1x1          | –              | 10            | –          |
just one CONV layer, that is the CONV2 layer (as reducing the case of LeNet-5, one can only reduce the OFM size of the CONV1 layer has a negligible effect on the loss of accuracy and without OFM sizes falling below the minimum feasible size. When these goals are achieved, OFM sizes for the middle CONV layers can be reduced up to a size of 4 with a \( \beta_m \) value of 3. In the case of LeNet-5, one can only reduce the OFM size of just one CONV layer, that is the CONV2 layer (as reducing OFM size of the CONV1 layer has a negligible effect on the CW and MemAC). Table 7 shows the typical OFM sizes of middle CONV layers in the baseline LeNet-5 and AlexNet models and how much the sizes can be reduced for these layers.

In this strategy, OFM sizes can be continually reduced until the desired performance is achieved with a tolerable loss of accuracy and without OFM sizes falling below the minimum feasible size. When these goals are achieved, OFM sizes for the middle CONV layers can be finalized. The flow diagram for this strategy of reducing OFM sizes is illustrated in Fig. 6.

### 5.2 Strategy 2 (S2): OFM depth reduction

Another method to reduce CMC is to optimize the depths of OFMs. As discussed before CNNs require gradually increasing OFM depths to extract deeper and deeper features with every CONV layer. To preserve this feature after reducing OFM depths of different CONV layers, the relative growth of OFM depths among different CONV layers should be kept the same. This ensures that the CNN model still has gradually growing OFM depths with every CONV layer. For example, if a CNN having three CONV layers with OFM depths of \( \{16, 32, 64\} \) goes through a 2 \( \times \) uniform depth reduction in all CONV layers (resulting in OFM depths of \( \{8, 16, 32\} \)), the same scaling ratio ensures that the output depth of a CONV layer is still twice that of the output depth of the previous CONV layer. We denote this scaling ratio as \( \beta_d \).

When optimizing the OFM depth, one has to reduce it for every CONV layer, despite the fact that the CONV1

| Architecture | Work           | \( ^1 M_l \) | \( \alpha_l \) | \( D_{\theta(l)} \) | \( \mu_l \) |
|--------------|----------------|-------------|-------------|----------------|------------|
| LeNet-5      | Rizvi et al. [45] | 28          | \( \{1, 0.42, 0.14\} \) | 20            | \( \{1, 2.5, 25\} \) |
| AlexNet      | Kala et al. [58] | 55          | \( \{1, 0.49, 0.24, 0.24, 0.24\} \) | 96            | \( \{1, 2.66, 4, 4, 2.66\} \) |

1\( ^1 \)Represents both length and height of OFM size for CONV1 layer, since they are equal.

| Architecture | Work           | CW of CONV1 layer | CW of other CONV layers | %CW of CONV1 layer |
|--------------|----------------|-------------------|-------------------------|-------------------|
| LeNet-5      | Rizvi et al. [45] | \( 8D_{\alpha(1)}M_1^2 \) | \( 13.33D_{\theta(1)}^2M_1^2 \) | 2.80% |
|              | This work (baseline) | \( 8D_{\alpha(1)}M_1^2 \) | \( 15.67D_{\theta(1)}^2M_1^2 \) | 2.97% |
| AlexNet      | Kala et al. [58] | \( 24D_{\alpha(1)}M_1^2 \) | \( 22.28D_{\theta(1)}^2M_1^2 \) | 1.13% |
|              | This work (baseline) | \( 8D_{\alpha(1)}M_1^2 \) | \( 39.68D_{\theta(1)}^2M_1^2 \) | 3.71% |

---

One should note that spectral pooling, through which OFM sizes are reduced, does so by discarding the high-frequency segment of the images or feature maps and retaining only their low-frequency content. It is already known that typical inputs to CNNs such as images and time-series data have a spectral bias with most information being retained in low frequencies [39, 59]. As OFM size reduction through spectral pooling preserves most of the information, it is not expected to downgrade accuracy significantly. Works that optimize OFM sizes such as Ayat et al. [52] and Liu et al. [54] have reported this aspect. The current work is different from the above-mentioned works as the former attempts to determine the OFM size of which CONV layer should be optimized and in what amount, rather than optimizing them arbitrarily.
layer has a significantly smaller CW and MemAC than other CONV layers. From the CONV2 layer onward the CW and MemAC have a form of \( \mu_{l-1} D_{o(1)} M_{2} \). This shows that the CW and MemAC depend on the output depths of both the current and the previous CONV layer. If both of these terms—\( \mu_{l-1} D_{o(1)} \) and \( \mu_{l} D_{o(1)} \)—need to be reduced for the CONV2 layer, it automatically necessitates reducing the output depth of the CONV1 layer. Therefore, reduction of OFM depths requires the reduction to be performed on all CONV layers, including the CONV1 layer. The CW and MemAC of CNNs can be expressed in a form that includes the scaling factor \( \beta_{d} \) for optimizing OFM depths, as given in (15) and (16).

\[
C_{W_{CNN-F}} = 8B \frac{D_{o(1)}}{\beta_{d}} M_{1}^{2} + 8B \sum_{l=2}^{CV} \frac{\mu_{l-1} D_{o(1)} \mu_{l} D_{o(1)}}{\beta_{d}} (a_{l} M_{1})^{2} \quad (15)
\]

\[
MemAC_{CNN} = BM_{1}^{2} + \frac{D_{o(1)}}{\beta_{d}} M_{1}^{2} + B \frac{D_{o(1)}}{\beta_{d}} M_{1}^{2} + B \sum_{l=2}^{CV} \frac{\mu_{l-1} D_{o(1)} \mu_{l} D_{o(1)}}{\beta_{d}} (a_{l} M_{1})^{2} + B \sum_{l=2}^{CV} \frac{\mu_{l} D_{o(1)}}{\beta_{d}} (a_{l} M_{1})^{2} + B \sum_{l=2}^{CV} \frac{\mu_{l} D_{o(1)}}{\beta_{d}} (a_{l} M_{1})^{2} \quad (16)
\]

When analyzing the CW and MemAC of different CONV layers using the CW and MemAC expressions developed in Section 4, one can measure the relative contribution of OFM size and depth to these costs. For example, in the case of the LeNet-5 SpCNN model by Rizvi et al. [45], OFM size dominates over OFM depth in the CONV1 layer, in a ratio of 1 to 0.03 (i.e., 33 to 1), as can be seen in Table 8. For other layers, which are computationally and memory-wise more expensive, OFM depth dominates the CW over OFM size. In the case of the CONV2 layer, OFM depth contributes seven times more as compared to OFM size. In the case of the CONV3 layer, the contribution of OFM depth outweighs OFM size by 1562 to 1. This increasing influence of OFM depths is also evident in the MemAC. Here, OFM size dominates the MemAC for the CONV1 layer, while OFM depths dominates it in CONV2 and CONV3 layers. This same pattern is seen in the case of the LeNet-5 baseline model for this work as well. Here also OFM size dominates the CW and MemAC in the CONV1 layer, by a ratio of 1:0.02 (i.e., 50 to 1) and 1:0.04 (i.e., 25 to 1), respectively. In the CONV2 layer, OFM depth contributions in the CW and MemAC are seven and eight times more than OFM size, respectively. In the CONV3 layer, this dominance is more than 1000 times. In Tables 8 and 9, the ratio of OFM size and depth is denoted as RSD in short.

With Table 9, one can again see the dominant contribution of OFM depth in the CW and MemAC for AlexNet SpCNNs. In the case of the AlexNet SpCNN implementation of Kala et al. [58], OFM size contributes more than OFM depth only in the CONV1 layer. For the other CONV

| Table 6 | MemAC of CONV layers in selected works in LeNet-5 and AlexNet SpCNNs |
|-----------------|-----------------|-----------------|-----------------|
| Architecture    | Work            | MemAC of CONV1 layer | MemAC of other CONV layers | %MemAC of CONV1 layer |
| LeNet-5         | Rizvi et al. [45] | \( M_{1}^{2} + 2D_{o(1)} M_{1}^{2} \) | \( 1.16D_{o(1)} M_{1}^{2} + 1.66D_{o(1)} M_{1}^{2} \) | 5.40% |
|                 | This work (baseline) | \( M_{1}^{2} + 2D_{o(1)} M_{1}^{2} \) | \( 1.27D_{o(1)} M_{1}^{2} + 1.95D_{o(1)} M_{1}^{2} \) | 5.72% |
| AlexNet         | Kala et al. [58] | \( 3M_{1}^{2} + 4D_{o(1)} M_{1}^{2} \) | \( 2.10D_{o(1)} M_{1}^{2} + 2.78D_{o(1)} M_{1}^{2} \) | 1.91% |
|                 | This work (baseline) | \( M_{1}^{2} + 2D_{o(1)} M_{1}^{2} \) | \( 2.34D_{o(1)} M_{1}^{2} + 4.96D_{o(1)} M_{1}^{2} \) | 6.28% |

When analyzing the CW and MemAC of different CONV layers using the CW and MemAC expressions developed in Section 4, one can measure the relative contribution of OFM size and depth to these costs. For example, in the case of the LeNet-5 SpCNN model by Rizvi et al. [45], OFM size dominates over OFM depth in the CONV1 layer, in a ratio of 1 to 0.03 (i.e., 33 to 1), as can be seen in Table 8. For other layers, which are computationally and memory-wise more expensive, OFM depth dominates the CW over OFM size. In the case of the CONV2 layer, OFM depth contributes seven times more as compared to OFM size. In the case of the CONV3 layer, the contribution of OFM depth outweighs OFM size by 1562 to 1. This increasing influence of OFM depths is also evident in the MemAC. Here, OFM size dominates the MemAC for the CONV1 layer, while OFM depths dominates it in CONV2 and CONV3 layers. This same pattern is seen in the case of the LeNet-5 baseline model for this work as well. Here also OFM size dominates the CW and MemAC in the CONV1 layer, by a ratio of 1:0.02 (i.e., 50 to 1) and 1:0.04 (i.e., 25 to 1), respectively. In the CONV2 layer, OFM depth contributions in the CW and MemAC are seven and eight times more than OFM size, respectively. In the CONV3 layer, this dominance is more than 1000 times. In Tables 8 and 9, the ratio of OFM size and depth is denoted as RSD in short.

With Table 9, one can again see the dominant contribution of OFM depth in the CW and MemAC for AlexNet SpCNNs. In the case of the AlexNet SpCNN implementation of Kala et al. [58], OFM size contributes more than OFM depth only in the CONV1 layer. For the other CONV

| Table 7 | OFM sizes of middle CONV layers in the baseline SpCNN models, their smallest feasible sizes, and corresponding \( \beta_{m} \) values |
|-----------------|-----------------|-----------------|-----------------|
| CNN architecture | OFM size        | CONV2 | CONV3 | CONV4 |
| LeNet-5         | OFM size in the baseline model | 12   | -    | -    |
|                 | The smallest feasible OFM size | 4    | -    | -    |
|                 | \( \beta_{m} \) to obtain the smallest feasible OFM size (\( \beta_{m-max} \)) | 3    | -    | -    |
| AlexNet         | OFM size in the baseline model | 27   | 13   | 13   |
|                 | The smallest feasible OFM size | 6    | 6    | 6    |
|                 | \( \beta_{m} \) to obtain the smallest feasible OFM size (\( \beta_{m-max} \)) | 4.5  | 2.16 | 2.16 |
layers, OFM depths outweighs the OFM sizes in terms of contributing to the CW and MemAC, by 34 times to over 870 times. In the case of the baseline AlexNet model for this work, it is observed that OFM size dominates the CW and MemAC in two CONV layers, namely, CONV1 and CONV2. For other three CONV layers (CONV3 to CONV5), OFM depths dominates the CW and MemAC in ratios of 1:12 to 1:1851. This analysis, conducted for two separate implementations, each for LeNet-5 and AlexNet, having different set of OFM depths, indicates that OFM depth does dominate the CW and MemAC in CONV layers that are computationally and memory-wise more expensive. Unless the gradual increase of OFM depths and gradual reduction of OFM sizes, which are the norm for CNNs, are unusually small, this observation would remain true.

From the above discussion, it is clear that reducing OFM depths is likely to reduce both the CW and MemAC significantly. As compared to Strategy 1, Strategy 2 is expected to produce larger reductions in the CW and MemAC cost, as OFM depth dominates more than OFM size in computationally and memory-intensive CONV layers. The only possible drawback here is that as CONV layers would have smaller OFM depths, this would mean a lesser number of features would be extracted. This is likely to have some impact on accuracy. This impact is likely to be more in Strategy 2 than with Strategy 1.

As discussed earlier, with Strategy 2, one should reduce OFM depths of different CONV layers at the same rate, while ensuring that each CONV layer has a larger OFM depth than the preceding CONV layer. Therefore, the CONV1 layer would have the smallest OFM depth. The minimum feasible OFM depth for the CONV1 layer can be made equal to its input depth. Therefore, CNNs that take gray-scale images as inputs would have a minimum feasible OFM depth of 1, while CNNs that take RGB color images as inputs would have a minimum feasible OFM depth of 3. The flow diagram for Strategy 2 is illustrated in Fig. 7. Here, OFM depths can be continually reduced at a uniform rate until performance and accuracy goals are achieved and all the while ensuring OFM depth of the CONV1 layer is above or equal to the minimum feasible depth. After these goals are reached, OFM depths can be finalized for the CNN model.

### 5.3 Strategy 3 (S3): Reducing both OFM size and depth

As discussed above, optimizing OFM size is limited by which layer can be optimized and by how much. However, because the information in spectral images tend to be heavily concentrated in low-frequency sub-matrix of input image [39], OFM size reduction is unlikely to significantly impact the accuracy. On the other hand, optimizing OFM depth can be done in all CONV layers but might incur a higher cost in accuracy as smaller output depth means a lesser number of features extracted. Considering the characteristics of these two optimization approaches, the optimal approach is to reduce OFM size first. If the performance (throughput or energy efficiency) target is achieved with an acceptable accuracy loss, one can stop the optimization process and finalize the OFM sizes. If this is not reached even after reducing the OFM sizes to the smallest feasible size, one can then start optimizing the OFM depth. OFM depths can be continuously reduced until the performance goal is achieved within the accuracy constraint. This optimization flow of Strategy 3 is depicted in Fig. 8.

It is worth noting that each strategy discussed above has its unique benefits. For instance, Strategy 1 should be the preferred choice to optimize SpCNN models for applications with stringent accuracy requirements. This is because, despite having a lower reduction in CMC than other strategies, Strategy 1 does not reduce OFM depths and therefore has enough features present in IFMs and OFMs to ensure any loss in accuracy is minimal, if at all. On the other hand, for applications, such as those intended for embedded or mobile platforms, that prioritize fast (e.g., lower CW) and energy-efficient (e.g., lower MemAC) inference at the expense of a loss of a few percentages in accuracy, Strategy...
Table 9 The ratio of OFM size and OFM depth (RSD) in CW and MemAC of different CONV layers for selected works in AlexNet SpCNNs

| Work                | RSD         | CONV1 | CONV2 | CONV3 | CONV4 | CONV5 |
|---------------------|-------------|-------|-------|-------|-------|-------|
| Kala et al. [58]    | RSD in CW   | 1:0.03| 1:34  | 1:582 | 1:872 | 1:582 |
|                     | RSD in MemAC| 1:0.04| 1:34  | 1:585 | 1:877 | 1:585 |
| This work           | RSD in CW   | 1:0.01| 1:0.7 | 1:12  | 1:24  | 1:1820|
| (Baseline model)    | RSD in MemAC| 1:0.01| 1:0.8 | 1:13  | 1:25  | 1:1851|

2 and Strategy 3 would be among the more effective options. Since Strategy 3 optimizes CMC more than Strategy 2, the former typically should be chosen ahead of the latter for recognition tasks. However, specific applications that involve object detection or image segmentation tasks may require precise spatial locations of features present in IFMs. As a result, reducing the size of OFMs (which are IFMs of succeeding CONV layer) may have some impact on accuracy if OFM sizes are reduced significantly. In such scenarios, Strategy 2, which does not reduce OFM sizes, is expected to be more effective than Strategy 3. The impact of OFM sizes and depths on accuracy and performance (throughput, energy efficiency, memory usage) in all three strategies are presented in Section 6.2.

5.4 Performance estimation using the proposed strategies

With the expressions for the CW and MemAC developed earlier, one can compute how much they would be reduced with changes in OFM sizes and depths. Since inference performance (e.g., throughput and energy efficiency) depends on both of these factors, one way to combine their effect is to take a ratio of the CW over the MemAC. This is known as the computation to communication ratio (CTC) [60]. A variation of CTC is known as MACs over CIO (MoC), where MAC and CIO are short for CW in terms of MAC operations and convolutional input/output, respectively [33]. MoC is essentially a ratio of the CW over the MemAC for accessing input and output feature maps—the latter is denoted in this work as $\text{MemAC}_{\text{CNN-FM}}$. MoC values are computed for different OFM sizes and depths to estimate how the speed of inference might improve in our methodology. OFM size or depth reduction resulting in a higher value of MoC would indicate that the MemAC is reduced at a higher rate than the CW. A lower value of MoC would indicate the opposite—the CW getting reduced at a higher rate than the MemAC.

One should note that CMC and therefore MoC is only a preliminary estimate to ascertain gain in inference performance. Implementation platform plays a big role in inference performance and hence direct metric (e.g., latency, throughput) is generally more accurate than indirect metrics such as the CW [33, 35].

As discussed earlier in Section 5.1, OFM sizes cannot be arbitrarily reduced across all CONV layers. In the case of LeNet-5, the OFM size of only the CONV2 layer can be reduced. Baseline LeNet-5 model has OFM sizes of $\{28, 12, 4\}$. OFM sizes that are explored here are $\{28, 9, 4\}$, $\{28, 6, 4\}$, and $\{28, 4, 4\}$. The corresponding $\beta_m$ values are $\{1, 1.33, 1\}$, $\{1, 2, 1\}$, and $\{1, 3, 1\}$. For AlexNet, OFM sizes can be reduced for CONV2, CONV3 and CONV4 layers. Since later CONV layers have smaller OFM sizes, to begin with, the CONV2 layer can have more variation in OFM sizes as compared to CONV3 and CONV4 layers. The baseline AlexNet model has OFM sizes that are $\{55, 27, 13, 13, 6\}$. 

Fig. 7 Flow diagram for Strategy 2 for reducing OFM depths for all CONV layers

Fig. 8 Flow diagram for Strategy 3 that combines reduction in OFM sizes and depths
Here, OFM sizes that are explored are \{55, 13, 6, 6, 6\} and \{55, 6, 6, 6, 6\}. The corresponding \(\beta_m\) values are [1, 2.07, 2.16, 2.16, 1] and [1, 4.5, 2.16, 2.16, 1]. So, due to reasons discussed here, inference performance for both LeNet-5 and AlexNet can be more effectively elucidated when they are reported against the OFM size of the CONV2 layer, denoted as \(M_2\).

In contrast to OFM sizes, OFM depths can be reduced for all the CONV layers, as discussed in Section 5.2. However, since CONV layers in our methodology go through proportional reduction, the inference performance can be analyzed against the OFM depth of any CONV layer. However, minimum feasible OFM depth is defined for the CONV1 layer. Therefore, we have chosen to report inference performance concerning OFM depth of the CONV1 layer, denoted as \(D_{o(1)}\). For both LeNet-5 and AlexNet baseline models, \(D_{o(1)}\) is 16. Since our methodology is evaluated on datasets that contain only gray-scale images, the minimum feasible depth is set to 1. Thus, for the CW, MemAC and MoC estimation, \(D_{o(1)}\) is reduced up to one. For LeNet-5, the depths that are explored are \{16, 64, 256\}, \{8, 32, 128\}, \{4, 16, 64\}, \{2, 8, 32\}, and \{1, 4, 16\}. For AlexNet, the depths that are considered are \{16, 32, 64, 1024\}, \{8, 16, 32, 32, 512\}, \{4, 8, 16, 16, 256\}, and \{2, 4, 8, 8, 128\}.

When the CW, MemAC and MoC are estimated, the relative performance improvements (relative reduction or gain) for the optimized models are expressed as a multiple of the quantity measured for the baseline model. Thus, if an optimized model has 400,000 parameters as compared to 200,000 parameters for the baseline model, the optimized model has a relative parameter count improvement of two-fold. For representing the relative improvements concisely, the word “times” or “fold” is represented by “\(\times\)”. Thus, two-fold or two times improvement can be expressed as a 2-fold improvement.

When Strategy 1 (OFM size reduction) is applied for LeNet-5, it is observed that MoC stays almost the same. The number of parameters can shrink up to 1.45 times. With Strategy 2 (OFM depth reduction) and Strategy 3 (first reducing OFM sizes and then OFM depths), MoC can be reduced up to 15 times as compared to baseline, as shown in Table 10. However, the maximum possible reduction in the number of parameters is higher in Strategy 3 (225\(\times\)) than Strategy 2 (177\(\times\)). In the case of AlexNet, Strategy 1 sees MoC stays roughly the same while the number of parameters decreases to a maximum of 1.44 times. With Strategy 2 and Strategy 3, MoC can be reduced up to 17 and 16 times, respectively as compared to the baseline. Similar to LeNet-5, the maximum possible reduction in the number of parameters is higher in Strategy 3 (290\(\times\)) than Strategy 2 (215\(\times\)), as can be seen in Table 11. Since the CW involves the product of OFM sizes and OFM depths (depicted in (8)), while the \(\text{MemAC}_{\text{CNN-FM}}\) contains their contribution in an additive manner (depicted in (12)), the \(\text{MemAC}_{\text{CNN-FM}}\) would decrease slowly than the CW when OFM depths are progressively decreased. That is why when OFM depths are reduced with or without OFM size reduction, the CW would see a higher rate of reduction than the \(\text{MemAC}_{\text{CNN-FM}}\) and hence a progressively lower MoC.

### 6 Results

#### 6.1 Experimental environment, setup, and constraints

Training and inference for CNN models under evaluation were performed in MATLAB computing platform (v. 2020b) from MathWorks using MatConvNet (v. 1.0 beta24), an open-source deep learning library developed by Vedaldi et al. [61] at Visual Geometry Group of the University of Oxford. The host workstation, where training and inference were conducted, is powered by a quad-core 4790K Core-i7 CPU from Intel with 16 GB DDR3 RAM and operating at 4.0 GHz and a GeForce GTX1070 GPU from NVIDIA with 8 GB GDDR5 VRAM, 1920 CUDA Cores, and operating at 1683 MHz.

The proposed methodology was evaluated on LeNet-5 and a modified AlexNet with MNIST [62] and Fashion MNIST [63] datasets. MNIST is a dataset of handwritten digits from 0 to 9 with 70,000 images in total and in 10 classes. A total of 60,000 images are for training and 10,000 are for the test. The fashion MNIST dataset is a dataset of fashion articles such as T-shirts and shoes and with the same number of training and testing images and the number of classes as MNIST. Both datasets take 28\(\times\)28 gray-scale images as input.

For training, weights were initialized with normally distributed random numbers. A learning rate of 0.0005 was used. All the variants of LeNet-5 and AlexNet models were trained for 50 epochs. During testing, a batch size of 1 and 64 was chosen for single-image and batch inference, respectively.

A constraint on the maximum loss of test accuracy is imposed when the proposed methodology is applied to improve inference performance. The constraint is a 5% loss in test accuracy as compared to the baseline model. Primarily five metrics were used for measuring inference performance, which are test accuracy, throughput, defined as the number of classifications performed per second (cl/s), energy efficiency, defined as the number of classifications per energy consumed (in units of cl/J) [60], memory usage (in MB units), and power consumption (in units of watt (W)). Energy efficiency can be calculated as classification rate over power consumption (in units of cl/J or (cl/s)/W).
Table 10 CW, MemAC, MoC, and parameter estimation for LeNet-5 SpCNN under proposed strategies

| MOC | Number of parameters | OFM size M2(βm) | OFM depth Dα(1)(βd) | CW | MemAC | Value | Relative reduction |
|-----|----------------------|-----------------|---------------------|----|-------|-------|-------------------|
| S1: Reducing OFM size | | | | | | | |
| 12 (1.0) | 16 (1) | 3377152 | 29968 | 112.69 | 1.00x | 422144 | 1.00x |
| 9 (1.33) | 16 (1) | 2861056 | 24928 | 114.77 | 0.98x | 357632 | 1.18x |
| 6 (2.0) | 16 (1) | 2492416 | 21328 | 116.86 | 0.96x | 311552 | 1.35x |
| 4 (3.0) | 16 (1) | 2328576 | 19728 | 118.03 | 0.95x | 291072 | 1.45x |
| S2: Reducing OFM depth | | | | | | | |
| 12 (1.0) | 8 (2) | 869376 | 15376 | 56.54 | 1.99x | 108672 | 3.88x |
| 12 (1.0) | 4 (4) | 229888 | 8080 | 28.45 | 3.96x | 28736 | 14.69x |
| 12 (1.0) | 2 (8) | 63744 | 4432 | 14.38 | 7.84x | 7968 | 52.98x |
| 12 (1.0) | 1 (16) | 19072 | 2608 | 7.31 | 15.41x | 2384 | 177.07x |
| S3: Reducing OFM size first and then OFM depth | | | | | | | |
| 4 (3.0) | 8 (2) | 607232 | 10256 | 59.21 | 1.90x | 75904 | 5.56x |
| 4 (3.0) | 4 (4) | 164352 | 5520 | 29.77 | 3.78x | 20544 | 20.55x |
| 4 (3.0) | 2 (8) | 47360 | 3152 | 15.03 | 7.50x | 5920 | 71.31x |
| 4 (3.0) | 1 (16) | 14976 | 1968 | 7.61 | 14.81x | 1872 | 225.50x |

When the performance of the baseline model is compared with optimized models for a specific architecture (LeNet-5 or AlexNet), improvement in inference performance (minimization of memory usage and power consumption and gain in throughput and energy efficiency) averaged over MNIST and Fashion MNIST datasets are documented against loss in test accuracy averaged across these two datasets. The performance metrics of throughput, energy efficiency, power consumption, and memory usage are measured for both single-image and batch inference.

6.2 Experimental results

After training was completed for LeNet-5 and AlexNet models with various OFM sizes and depths with the proposed methodology, the inference was computed for

Table 11 CW, MemAC, MoC, and parameter estimation for AlexNet SpCNN under proposed strategies

| MOC | Number of parameters | OFM size M2(βm) | OFM depth Dα(1)(βd) | CW | MemAC | Value | Relative reduction |
|-----|----------------------|-----------------|---------------------|----|-------|-------|-------------------|
| S1: Reducing OFM size | | | | | | | |
| 27 (1.0) | 16 (1) | 30554240 | 163441 | 186.94 | 1.00x | 3819280 | 1.00x |
| 13 (2.07) | 16 (1) | 21723264 | 106769 | 203.46 | 0.92x | 2715408 | 1.41x |
| 6 (4.5) | 16 (1) | 21178496 | 100385 | 210.97 | 0.89x | 2647312 | 1.44x |
| S2: Reducing OFM depth | | | | | | | |
| 27 (1.0) | 8 (2) | 7735360 | 83233 | 92.94 | 2.01x | 966920 | 3.95x |
| 27 (1.0) | 4 (4) | 1982240 | 43129 | 45.96 | 4.07x | 247780 | 15.41x |
| 27 (1.0) | 2 (8) | 519760 | 23077 | 22.52 | 8.30x | 64970 | 58.79x |
| 27 (1.0) | 1 (16) | 142040 | 13051 | 10.88 | 17.18x | 17755 | 215.11x |
| S3: Reducing OFM size first and then OFM depth | | | | | | | |
| 6 (4.5) | 8 (2) | 5391424 | 51705 | 104.27 | 1.79x | 673928 | 5.67x |
| 6 (4.5) | 4 (4) | 1396256 | 27365 | 51.02 | 3.66x | 174532 | 21.88x |
| 6 (4.5) | 2 (8) | 373264 | 15195 | 24.56 | 7.61x | 46658 | 81.86x |
| 6 (4.5) | 1 (16) | 105416 | 9110 | 11.57 | 16.15x | 13177 | 289.84x |
these models. The LeNet-5 baseline model attains 97.32% and 88.54% test accuracies for MNIST and Fashion MNIST datasets, respectively. With this baseline model and using batch inference, a 3573.19 cl/s throughput and energy efficiency of 37.73 cl/J are attained with 94.7 W power consumption and 615 MB memory usage. When Strategy 1 (optimizing OFM size) is applied, the performance gain is initially minor but becomes significant when the OFM size of the middle CONV layer gets to the smallest feasible size (3× smaller than the size in the baseline model). As OFM size is reduced, no loss in accuracy is observed. When OFM size of the middle CONV layer is at the smallest feasible size, where \( M_2 \) is 4, 1.5× gain in throughput is attained. At this size, there is an only slight reduction in memory usage (1.3×). While there is no noticeable improvement in power consumption, there is a 1.7× gain in energy efficiency. Table 12 shows test accuracies and values of other inference performance metrics as OFM size and/or depth are minimized. From Table 12 onward, accuracy, throughput, power consumption, energy efficiency, and memory usage are abbreviated as acc., thru., power cons., energy eff., and mem. usage, respectively.

For Strategy 2 (optimizing OFM depth), inference performance sees gain at every depth reduction step (every reduction step reduces OFM depths by 2×). The improvements, however, start to saturate after OFM depths are reduced 4×. With a 4× reduction in OFM depths, there is a 3× and 6.7× gain in throughput and energy efficiency, respectively. Power consumption and memory usage were reduced by 2.2× and 1.9×, respectively. All these performance gains are achieved at the cost of a 2.3% loss in accuracy, which is well within our accuracy loss constraint. When OFM depths are reduced by the maximum amount (16×), further performance improvement can be attained, as shown in Table 12. However, these improvements come at a price of accuracy loss of 10%, exceeding our acceptable accuracy loss by 2×.

In Strategy 3, OFM depths are reduced after obtaining the optimal model from Strategy 2. For LeNet-5, the optimal model from Strategy 2 has OFM size reduced to the smallest feasible size. While maintaining this OFM size, OFM depths are progressively reduced. Here, the accuracy constraint is still satisfied when OFM depths are reduced up to 4×. At this set of OFM depths, the improvement in throughput and energy efficiency stands at 3.6× and 8.6×. Furthermore, a 2.4× reduction in power consumption and 1.9× reduction in memory usage are obtained. The loss in accuracy stands at 2.9%, which is within the imposed accuracy constraint. These performance gains with Strategy 3 are higher than what was achieved in Strategy 2. Therefore, the model with \( M_2 = 4 \) and \( D_{ol(1)} = 4 \) is regarded as the optimal LeNet-5 model. With a 16× reduction in OFM depths, even better inference performance can be attained, but the accuracy loss (13%) is well beyond the accuracy loss constraint.

The behavior of inference performance and accuracy loss with changes in OFM sizes and depths is easy to see when presented graphically. Figure 9 illustrates inference performance improvements in terms of accuracy, energy efficiency, throughput, and memory usage with the reduction in OFM sizes and depths. Subfigures 9a and 9b display loss in test accuracy and gain in energy efficiency, respectively, with changes in OFM sizes and depths. Subfigures 9c and 9d show gain in throughput and reduction in memory usage, respectively, with changes in OFM sizes and depths. Here, the set of entries from 1 to 4 represents Strategy 2, while entries from 5 to 8 and then 9 to 12 represent strategies 1 and 3, respectively. For ease of viewing, negative accuracy loss is represented in the subfigure 9a as zero losses.

In the case of AlexNet, the baseline AlexNet model achieves 95.96% and 86.95% test accuracies for MNIST and Fashion MNIST datasets, respectively. In batch inference, this model has a throughput of 483.50 cl/s and energy efficiency of 3.09 cl/J, as shown in Table 13. The memory and power consumption costs are 2434 MB and 156.4 W, respectively. With Strategy 1, a 1.5× higher throughput and a 1.7× greater energy efficiency are obtained as compared to the baseline model when OFM sizes of the middle CONV layer are at the smallest feasible OFM sizes. When OFM sizes are reduced under this strategy, no loss in accuracy is observed, but the improvements in power consumption and memory usage are minor.

With Strategy 2, significant performance gain is obtained while trading off an acceptable loss in accuracy. When OFM depths are reduced four times from the baseline value, a 10.6× gain in throughput and a 17.7× improvement in energy efficiency are attained at the cost of a 4.15% loss in accuracy. In addition, power consumption and memory usage are reduced by 1.7× and 4.6×, respectively. With an 8× reduction in OFM depths, even better performance can be attained but at the cost of a 14.53% loss in accuracy. A 16× reduction in OFM depths, which would make the OFM depth of the CONV\(_1\) layer equal to the minimum feasible depth, has not been considered for AlexNet. This is because an 8× reduction in OFM depths already exceeded accuracy loss constraint by about three times.

It is observed that the performance improvement is higher in Strategy 3 than Strategy 2 under the same accuracy constraint. After reducing OFM sizes of the middle CONV layers to the smallest feasible size, a 4× reduction in OFM depths produces 11.6× gain in throughput along with a 25.2× gain in energy efficiency at the cost of about 4.4% loss in accuracy. There is also a reduction in power consumption by 2.2× and a 5.6× reduction in memory usage. The inference performance can be improved further.
Table 12  Inference performance for LeNet-5 SpCNN

| OFM size $M_2 (\beta_m)$ | OFM depth $D_{o(h)} (\beta_d)$ | Test acc. $^+$ (MNIST) | Test acc. $^+$ (Fashion MNIST) $^+$ | Mean acc. loss $^2$ | Thru. $^+$ (cl/s) | Power cons. $^*$ (W) | Energy eff. $^+$ (cl/J) | Mem. usage $^*$ (MB) |
|--------------------------|-------------------------------|-------------------------|----------------------------------|-------------------|-----------------|------------------|------------------|------------------|
| S1: Reducing OFM size    |                               |                         |                                  |                   |                 |                  |                  |                  |
| 12 (1)                   | 16 (1)                        | 97.32%                  | 88.54%                           | 0.00%             | 3573.19        | 94.70            | 37.73            | 615.10           |
| 9 (1.33)                 | 16 (1)                        | 97.07%                  | 88.87%                           | -0.04%            | 3884.03        | 94.20            | 41.23            | 567.80           |
| 6 (2)                    | 16 (1)                        | 97.00%                  | 87.73%                           | 0.56%             | 4220.11        | 90.60            | 46.58            | 523.90           |
| 4 (3)                    | 16 (1)                        | 97.06%                  | 89.49%                           | -0.34%            | 5510.48        | 86.70            | 63.56            | 479.50           |
| S2: Reducing OFM depth   |                               |                         |                                  |                   |                 |                  |                  |                  |
| 12 (1)                   | 8 (2)                         | 96.57%                  | 86.96%                           | 1.17%             | 8262.24        | 74.20            | 111.35           | 398.10           |
| 12 (1)                   | 4 (4)                         | 94.93%                  | 86.38%                           | 2.28%             | 10752.69       | 42.80            | 251.23           | 329.10           |
| 12 (1)                   | 2 (8)                         | 91.73%                  | 82.82%                           | 5.66%             | 11201.21       | 38.80            | 288.69           | 314.60           |
| 12 (1)                   | 1 (16)                        | 85.83%                  | 79.77%                           | 10.13%            | 11892.56       | 38.20            | 311.32           | 306.40           |
| S3: Reducing OFM size first and then OFM depth | | | | | | | | |
| 4 (3)                    | 8 (2)                         | 96.23%                  | 87.91%                           | 0.86%             | 9140.00        | 49.00            | 186.53           | 328.70           |
| 4 (3)                    | 4 (4)                         | 94.49%                  | 85.59%                           | 2.89%             | 12855.88       | 39.70            | 323.83           | 319.90           |
| 4 (3)                    | 2 (8)                         | 90.62%                  | 81.97%                           | 6.64%             | 14170.65       | 37.70            | 375.88           | 307.90           |
| 4 (3)                    | 1 (16)                        | 81.86%                  | 77.11%                           | 13.45%            | 15450.95       | 37.60            | 410.93           | 303.90           |

2 Negative and positive values in accuracy loss indicate an increase and decrease in accuracy, respectively.

"$^+$" indicates a higher value of this performance metric is better. "$^*$" indicates a lower value of this performance metric is better.
Fig. 9 Inference performance for LeNet-5 SpCNN in terms of (a) accuracy loss vs OFM size and depth, (b) energy efficiency vs OFM size and depth, (c) throughput vs OFM size and depth, (d) memory usage vs OFM size and depth.

by reducing OFM depths by 8× but with an unacceptable cost of 11.39% loss in accuracy, as shown in Table 13. Therefore, the model with $M_2 = 6$ and $D_0(1) = 4$ is regarded as the optimal AlexNet model. A 16× reduction in OFM depth has not been considered here as the accuracy loss at an 8× reduction already exceeded the tolerance for accuracy loss by more than two times.

Figure 10 illustrates the improvements that are attained in throughput, memory usage and energy efficiency as well as the loss in accuracy with changes in OFM sizes and depths. Subfigures 10a and 10b display the amount of accuracy loss and improvement in energy efficiency, respectively, as OFM sizes and depths are reduced. In subfigure 10a, negative accuracy loss is represented on the figures as zero losses, for ease of viewing. With subfigures 10c and 10d, one can see the improvements in throughput and memory usage with changes in OFM sizes and depths.

The inference performance metrics that were discussed above are for batch inference. However, some embedded and mobile platforms require single-image inference (with a batch size of 1) for real-time tasks. For brevity, inference performance for single-image inference was not reported in Tables 12 and 13. Tables 14 and 15 present the throughput, power consumption, energy efficiency, and memory usage data for the baseline models and the optimal models in single-image inference. With the optimal LeNet-5 model there are 2.4× and 2.6× gains in throughput and energy efficiency, respectively, when compared to the baseline LeNet-5 model. In the case of AlexNet, the optimal model achieves 5.1× gain in throughput and 8.8× gain in energy efficiency, as compared to the baseline AlexNet model. For LeNet-5, there is no noticeable improvement with regard to power consumption and memory usage. However, in the case of AlexNet, a 1.7× reduction in power consumption and 1.4× reduction in memory usage are obtained for the optimal model. When inference is conducted with a single image with a smaller architecture like LeNet-5, the CMC may be too small to allow significant reduction in power or memory consumption. The inference performance for baseline and optimal models in batch inference (taken from Tables 12 and 13) are also added to Tables 14 and 15 such that the performance of the optimal models in both batch inference and single-image inference can be viewed together.

As noted in Section 5.2, reducing OFM depth can have minor impact on accuracy. This is because when CONV layers have smaller OFM depths, they would extract smaller number of features and therefore the optimal models (if chosen through Strategy 2 or Strategy 3) will have slightly lower accuracy than the baseline models. However, as documented in this section, one can achieve significant gains in throughput and energy efficiency with the proposed methodology with a trade-off of minor reduction in accuracy. For example, the AlexNet optimal model achieves 11.6× higher throughput and 25.2× greater energy efficiency with only 4.4% loss in accuracy. In many applications that are deployed on embedded or mobile platforms, reducing OFM size has not been considered here as the accuracy loss at an 8× reduction already exceeded the tolerance for accuracy loss by more than two times.
| OFM size $M_2$ ($\beta_m$) | OFM depth $D_{o(l)}$ ($\beta_d$) | Test acc. $^+$ (MNIST) | Test acc. $^+$ (Fashion MNIST) $^+$ | Mean acc. loss $^*$ | Thru. $^+$ (cl/s) | Power cons. $^*$ (W) | Energy eff. $^+$ (cl/J) | Mem. usage $^*$ (MB) |
|--------------------------|-------------------------------|------------------------|---------------------------------|-------------------|----------------|----------------|----------------|----------------|
| **S1: Reducing OFM size** |                               |                        |                                 |                   |                |                |                 |                |
| 27 (1.0)                 | 16 (1)                        | 95.96%                 | 86.95%                          | 0.00%             | 483.50         | 156.40         | 3.09            | 2434.00        |
| 13 (2.07)                | 16 (1)                        | 96.89%                 | 78.08%                          | 3.97%             | 729.31         | 154.00         | 4.74            | 2194.40        |
| 6 (4.5)                  | 16 (1)                        | 96.59%                 | 88.37%                          | −1.02%            | 736.44         | 143.30         | 5.14            | 2106.50        |
| **S2: Reducing OFM depth** |                              |                        |                                 |                   |                |                |                 |                |
| 27 (1.0)                 | 8 (2)                         | 94.38%                 | 86.73%                          | 0.90%             | 2131.29        | 101.10         | 21.08           | 1046.40        |
| 27 (1.0)                 | 4 (4)                         | 91.29%                 | 83.31%                          | 4.15%             | 5134.92        | 93.90          | 54.68           | 523.60         |
| 27 (1.0)                 | 2 (8)                         | 82.64%                 | 71.20%                          | 14.53%            | 7923.03        | 56.50          | 140.23          | 360.10         |
| **S3: Reducing OFM size first and then OFM depth** | | | | | | | |
| 6 (4.5)                  | 8 (2)                         | 95.67%                 | 87.64%                          | −0.20%            | 2414.24        | 94.30          | 25.60           | 786.60         |
| 6 (4.5)                  | 4 (4)                         | 93.39%                 | 80.74%                          | 4.39%             | 5626.88        | 72.10          | 78.04           | 436.50         |
| 6 (4.5)                  | 2 (8)                         | 87.68%                 | 72.45%                          | 11.39%            | 8631.64        | 43.00          | 200.74          | 332.20         |

$^3$Negative and positive values in accuracy loss indicate an increase and decrease in accuracy, respectively.

"$+$" indicates a higher value of this performance metric is better. "$^*$" indicates a lower value of this performance metric is better.
platforms, such trade-off where significant performance gains are achieved with a minor loss in accuracy is not only acceptable but desirable [35].

We also compared our optimal model with Ayat et al. [52], Liu et al. [54], and Rizvi et al. [45]—three recent works in SpCNNs. These specific works were chosen for comparison purposes since these works evaluated their SpCNN models with the same datasets such as MNIST and Fashion MNIST just as this work. Additionally, these works used LeNet-5 as their baseline SpCNN model which is one of the two baseline models employed in this work as well. To compare our work with these other works in a fair manner, their works were reproduced in our experimental environment. The OFM sizes and depths of these models were kept intact when they were implemented in our experimental environment.

For the MNIST dataset, our optimal model achieves an accuracy 1.8% higher than Ayat et al. [52] and about 1% higher than Liu et al. [54] but around 3% lower than Rizvi et al. [45]. In the case of Fashion MNIST, our optimal model has an accuracy that is 2.4% and 3% lower than [52] and [45], respectively, but has the same accuracy as [54]. The accuracy values are documented in Table 16. One should note that our baseline model with 97.32% accuracy for MNIST and 88.54% accuracy for Fashion MNIST, has similar or better accuracy than these previous works. As most of the previous works in SpCNN models for AlexNet were on optimizing domain transformations (FFT/IFFT) or inference with hardware accelerators and were evaluated with different datasets, we compared our optimal model with our baseline, rather than these previous works.

When inference performance of our optimal LeNet-5 model is compared with [52], it is observed that during batch inference the optimal model provides $3.1 \times$ and $4.2 \times$ improvements in throughput and energy efficiency, respectively. Furthermore, there are $1.3 \times$ and $1.9 \times$ reductions in power consumption and memory usage, respectively. When single-image inference is conducted, the optimal model attains $3.2 \times$ higher throughput and $3.4 \times$ greater energy efficiency. Even though the reduction in power consumption is minor, memory usage is reduced by $1.7 \times$. These results are shown in Tables 17 and 18.

The optimal LeNet-5 model also surpasses [54] in performance for both batch and single-image inference. In batch inference, the optimal model produces $4.1 \times$ higher throughput and $6.9 \times$ greater energy efficiency, while reducing power consumption and memory usage by $1.6 \times$ and $2.1 \times$, respectively. In single-image inference, $4.1 \times$ and $4.2 \times$ gains are achieved in throughput and energy efficiency, respectively. The reduction in power consumption is minor but memory usage is reduced significantly, by $1.8 \times$.

With our optimal LeNet-5 model significant performance gain is also attained when compared with [45]. In batch inference, the optimal model achieves $4.2 \times$ and $10.5 \times$ improvements in throughput and energy efficiency as well as a $2.5 \times$ reduction in power consumption and a $2.9 \times$
### Table 14  Inference performance of baseline and optimal models for LeNet-5 SpCNN for single-image and batch inference

| Work                  | Thru.\(^+\) (cl/s) | Power cons.\(^*\) (W) | Energy eff.\(^+\) (cl/J) | Mem. usage\(^*\) (MB) |
|-----------------------|---------------------|------------------------|--------------------------|------------------------|
| **Single-image inference** |                     |                        |                          |                        |
| LeNet-5 baseline model | 115.21              | 40.2                   | 2.87                     | 319.6                  |
| LeNet-5 optimal model  | 277.77              | 37.8                   | 7.35                     | 301.7                  |
| **Batch inference**    |                     |                        |                          |                        |
| LeNet-5 baseline model | 3573.19             | 94.70                  | 37.73                    | 615.10                 |
| LeNet-5 optimal model  | 12855.88            | 39.70                  | 323.83                   | 319.90                 |

“\(^+\)” indicates a higher value of this performance metric is better. “\(^*\)” indicates a lower value of this performance metric is better.

### Table 15  Inference performance of baseline and optimal models for AlexNet SpCNN for single-image and batch inference

| Work                  | Thru.\(^+\) (cl/s) | Power cons.\(^*\) (W) | Energy eff.\(^+\) (cl/J) | Mem. usage\(^*\) (MB) |
|-----------------------|---------------------|------------------------|--------------------------|------------------------|
| **Single-image inference** |                     |                        |                          |                        |
| AlexNet baseline model | 32.58               | 67.8                   | 0.48                     | 406.6                  |
| AlexNet optimal model  | 166.09              | 39.1                   | 4.25                     | 289.4                  |
| **Batch inference**    |                     |                        |                          |                        |
| AlexNet baseline model | 483.50              | 156.40                 | 3.09                     | 2434.00                |
| AlexNet optimal model  | 5626.88             | 72.10                  | 78.04                    | 436.50                 |

“\(^+\)” indicates a higher value of this performance metric is better. “\(^*\)” indicates a lower value of this performance metric is better.

### Table 16  Comparison of the optimal LeNet-5 SpCNN model with some of the recent works in LeNet-5 SpCNN in terms of test accuracy

| Work                  | Test accuracy  |
|-----------------------|----------------|
|                         | MNIST | Fashion     |
| Ayat et al. [52]       | 92.66%| 88.00%       |
| Liu et al. [54]        | 93.52%| 85.64%       |
| Rizvi et al. [45]      | 97.43%| 88.62%       |
| This work (optimal model) | 94.49%| 85.59%       |

### Table 17  Performance comparison of the optimal LeNet-5 SpCNN model with some of the recent works in LeNet-5 SpCNN for batch inference

| Work                  | Batch inference |
|-----------------------|-----------------|
|                         | Thru.\(^+\) (cl/s) | Power cons.\(^*\) (W) | Energy eff.\(^+\) (cl/J) | Mem. usage\(^*\) (MB) |
| Ayat et al. [52]       | 4099.07         | 52.9                   | 77.49                    | 620.0                  |
| Liu et al. [54]        | 3099.86         | 65.6                   | 47.25                    | 669.0                  |
| Rizvi et al. [45]      | 3077.23         | 99.7                   | 30.86                    | 929.3                  |
| This work (optimal model) | 12855.88 | 39.7                   | 323.83                   | 319.90                 |

“\(^+\)” indicates a higher value of this performance metric is better. “\(^*\)” indicates a lower value of this performance metric is better.
reduction in memory usage. In single-image inference, there is a 2.3× gain in throughput along with a 2.6× improvement in energy efficiency. The reduction in power consumption is minor but a 1.7× reduction in memory usage is achieved. Tables 17 and 18 document the performance gain of our optimal model when compared to the above-mentioned previous works.

As discussed in Section 2, the three works that are compared with our optimal model propose different models for LeNet-5 SpCNN and different methods (e.g., fused convolution layers [52], hardware-friendly coefficients for activation function [54], computationally light activation function [45]) to optimize their computational workload. Unlike the above-mentioned works that aim to reduce only the computational cost of SpCNNs, this work proposes a methodology to reduce both computational and memory accesses costs and is able to obtain higher throughput and energy efficiency and smaller memory-footprint with comparable or better accuracy when compared with these works.

### 7 Conclusion

In this paper, we have demonstrated that the sizes and depths of OFMs are the primary contributors to the computational and memory costs of spectral domain CNNs. These costs can be minimized efficiently by optimizing the depth of OFMs after reducing OFM sizes to the smallest feasible size, without significant loss in test accuracy. Our methodology was evaluated on two well-known CNN architectures—LeNet-5 and AlexNet—with two widely used datasets (MNIST and Fashion MNIST). The performance gains (in terms of throughput, energy efficiency etc.) attained for both single-image and batch inference show that our proposed methodology is highly effective in achieving fast and energy-efficient inference. Another attractive feature of our methodology is that it does not require any specialized compression algorithm or hardware accelerator to achieve its goal. In future, this methodology can be evaluated on more complex CNN architectures such as GoogleNet or ResNet and larger datasets.

### Data Availability

The datasets employed to evaluate the CNN models in the current study are available in [62] and https://github.com/zalandoresearch/fashion-mnist.
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