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Abstract

In this paper, we introduce the task of using FrameNet to link structured information about real-world events to the conceptual frames used in texts describing these events. We show that frames made relevant by the knowledge of the real-world event can be captured by complementing standard lexicon-driven FrameNet annotations with frame annotations derived through pragmatic inference. We propose a two-layered annotation scheme with a ‘strict’ FrameNet-compatible lexical layer and a ‘loose’ layer capturing frames that are inferred from referential data.

1. Introduction

Written narratives can describe a single real-world event in different ways. In particular, an event of great cultural importance often generates a growing portion of written referential texts over time, all displaying various linguistic forms when referring to that same event or components of the event (Vossen et al., 2018a). These linguistic forms activate conceptual representations displaying perspectives, goals and motivations. In order to systematically investigate how the components of a single event are conceptually represented across texts, large-scale resources are needed that, on the one hand, link knowledge about real-world events to event mentions in text, and on the other hand link these mentions to conceptual information of that event. FrameNet can be a useful resource for linking event mentions to conceptual information, given that it provides a rich database of conceptual knowledge about event and situation types, which are linked both to each other and to lexical expressions evoking this conceptual knowledge.

In this paper, we will introduce the task of using FrameNet to link structured information about real-world events to the conceptual frames used in texts describing these events. We show that frames made relevant by the knowledge of the real-world event can be captured by complementing standard lexicon-driven FrameNet annotations with frame annotations derived through pragmatic inference. We propose a two-layered annotation scheme with a ‘strict’ FrameNet-compatible lexical layer and a ‘loose’ layer capturing frames that are inferred from referential data.

In this paper, we will show how FrameNet annotations can be used as a resource for showing how structured knowledge about real-world events is conceptualized in text. Figure 1 shows an example of how FrameNet can be used to analyze how a single event can be described from different perspectives. While both texts mention the basic fact that a killing took place, the lower text stays close to the facts and provides details about the shooting event itself, whereas the upper text is less detailed and takes a more interpretative perspective by telling us that the event came to be seen as a crime (murder). This is reflected in the frame annotations: both texts evoke KILLING, but only the upper text evokes OFFENSES, whereas the lower one evokes USE_FIREARM.

In this fictitious example, the frames that are expressed by the lexical items in the texts fit well with the conceptual information needed to understand the perspective taken by these texts. However, this is not always true in natural texts, as in many cases, event descriptions are implicit. For example, “John was shot and died” does not contain any particular lexical item expressing a killing event, and would not be annotated with KILLING following FrameNet annotation standards. Yet, the sentence clearly refers to such an event.

In this paper, we will analyze such challenges, and propose a way to more comprehensively annotate the relationship between frames and referential data. In short, we will introduce an inferred frame layer of annotation on top of a ‘regular’ FrameNet annotation layer. In this way, we can annotate event mentions that standard frame annotation would not be able to capture, while preserving a standard FrameNet layer, thus contributing to the global FrameNet effort. We will illustrate the challenges and proposals we discuss with examples in English and Dutch, but we expect them to be relevant cross-linguistically.

Contributions The main contributions of our work are:

• We identify challenges for performing FrameNet annotation guided by referential data (Section 4);

• We propose a solution in the form of an extra anno-
We show the implications of our approach for pragmatics and frame semantics (Section 6);

- We implement the inferred frame layer in an annotation tool as part of the Dutch FrameNet project[1] for more details, see Postema et al. (this workshop).

2. Terminology

In order to avoid confusion between concepts from the ‘reference world’ and the ‘frame world’, some key terminology that we will rely on throughout this paper is given in Box 1. While these definitions might seem obvious, when linking frame annotations to information about real-world events, it is important to make an explicit distinction between events and frames on one hand and types, instances, and mentions on the other hand. Not doing so could easily cause confusion in an example like (1):

(1) a. He killed the murderer of JFK, who was assassinated two days earlier.
b. He shot the murderer of JFK, who had died two days earlier.
c. He murdered someone yesterday, and did it again today.

In (1a), “killed”, “murderer”, and “assassinated”, all describe the same event type (murder) but refer to two different instances of this event type (the “murderer” and “assassinated” refer to the murder of JFK, “killed” refers to the murder of JFK’s killer). They also all evoke the same frame type (KILLING), while each of them is a separate mention of this frame. On the other hand, in (1b), “shot”, “murderer” and “died”, again refer to two event instances of the type murder but evoke three different frame types (HIT_TARGET, KILLING, DEATH), introducing a single mention of each of these. Finally, in (1c), “murdered” and “did it again” describe two instances of the murder event type, but only “murdered” is a mention of the KILLING frame type.

3. Background

3.1. FrameNet and conceptual information

FrameNet[2] provides a useful paradigm to analyze how conceptual information is encoded in language. Within this paradigm, lexical units (word forms with a specific sense) can evoke frame types, which are schematic representations of situations involving participants and other conceptual roles. These semantic roles (frame elements, or FEs) are expressed by constituents. Frame mentions are analyzed within clause boundaries. Two typical examples are given in (2):

(2) a. COMMERCE_SELL [Time Yesterday], [Seller John] ⊙ sold [Buyer Mary] [Goods a book].
b. COMMERCE_BUY [Buyer A woman] ⊙ bought [Goods a novel] [Place in the shop].

In (2a), “sold” is a lexical unit that evokes COMMERCE_SELL. This frame comes with an inventory of frame elements, some of which are necessary for the reader to process the frame (core elements). For COMMERCE_SELL, these are the Buyer, “Mary”, the Seller, “John”, and the Goods, “a book”. Similarly, in (2b), “bought” evokes COMMERCE_BUY, which has the same frame elements: a Buyer, expressed by ‘a woman’, Goods, expressed by “a novel”, and a Seller, which is unexpressed in this sentence.

The overlap of semantic roles between these two frame types indicates that both COMMERCE_SELL and COMMERCE_BUY have a Perspective on relation with the abstract (‘non-lexical’) frame type COMMERCE_GOODS_TRANSFER. This relation encodes the fact that both frame types describe the same abstract concept, but from different perspectives: COMMERCE_SELL takes the point of view of the Seller, whereas COMMERCE_BUY takes that of the Buyer. In this way, FrameNet provides us with rich information about variation in framing on a conceptual level.

3.2. Reference-driven annotation

Besides representing conceptual knowledge, a point of interest is to capture variations in the way that texts frame components of the real-world event that they refer to. We want to know, for instance, whether the sentences in (2) describe the same event instance, and hence, whether “Mary” in (2a) and “a woman” in (2b) both refer to the same participant of this event instance. In order to annotate texts with this type of information, we need a resource providing structured data about events in the real world and texts describing these events.

---

[1] www.dutchframenet.nl
[2] Note that knowledge of the real-world event is necessary to recognize that “shot” and “died” both describe a murder event: the lexical content of these words does not imply murder (one can be shot without dying, and one can die without having been murdered), but in this context they do refer to (subevents of) murders.
We make use of the data-to-text method (Vossen et al., 2018b) in order to establish such a resource. This method inverts the usual process of annotating data: instead of starting from (unstructured) text and then annotating it with referential information, we start from structured information about real-world event instances and then match these to texts describing these instances. More concretely, we query Wikidata (Vrandečić and Krötzsch, 2014) for a set of event instances belonging to a particular event type. The Wikidata API then returns records of such instances, accompanied by structured data (minimally: the event type, data, location and participants). Wikidata also provides the Wikipedia text pages in various languages, which in turn provide hyperlinks that point to other texts referring to the same event. We aggregate the Wikipedia texts themselves with the texts they point to, to build a corpus of reference texts linked to event instances.

Next, we prepare the corpus for manual FrameNet annotation. FrameNet contains a large number of different frame types (1224 in Berkeley FrameNet for English). In order to efficiently annotate large corpora, we restrict the scope of our FrameNet annotations to only include frame types that are known to be relevant for the event types in our dataset. To achieve this, we first automatically annotate the acquired corpus using Open-SESAME, a state-of-the-art frame semantic role labeler (Swayamdipta et al., 2017). Then, by analyzing the frequency distribution of the frame types found in the automatic annotations, we define a list of typical frames containing the frame types that are most dominant in texts referring to a particular type of event.

To summarize, utilizing the data-to-text method results in the following data:

- Records of a set of event instances belonging to one event type (e.g. ‘murder’);
- A corpus of reference texts for each event instance;
- Structured data for each event instance;
- A list of typical frames belonging to the event type.

The next subsection elaborates on the integration of frame annotations and referential annotations.

### 3.3. Integrating FrameNet in Referential Annotations

The product of the data-to-text method enables the annotator to annotate frame mentions representing the conceptual content of each text, and then link these mentions to structured data about the corresponding event instance. Returning to the examples in (2), we see that on the conceptual (frame) level, “Mary” is the Buyer of COMMERCE_SELL in (2a) and that “a woman” is the Buyer of COMMERCE_BUY in (2b). Next, let us assume that the structured data we found, tells us that the two sentences refer to the same event instance in the real world. This allows us to make the link to the referential level by annotating “buy” and “sell” as referring to the event instance, and “Mary” and “a woman” as referring to the same participant in that event instance. In integrating these annotations, we find that the two sentences show conceptual variation in framing of the same event instance in the real world.

The typical frames generate expectations about the frame types to be found in the reference texts. Often, these frame types are also conceptually necessary for recognizing the for instance, a text can only be interpreted as describing a murder event if the conceptual content of KILLING is somehow expressed in the text. Hence, in addition to guiding expectations of the most probable frame types to be found in the texts, the typical frames function as a ‘checklist’ for the annotator to explore to what extent the typical frame types are encoded in the text. Annotating whether or not each typical frame is indeed expressed provides much information about the perspective of a text; for instance, in the example texts discussed in the introduction (Figure 1), OFFENSES is a typical frame for describing murder events, but the fact that only one of the texts expresses this frame type tells us something about the different perspectives of the two texts.

As we will show in Section 4, in some cases, typical frames are expressed in the text, but do not have a target word corresponding to a lexical unit in FrameNet, nor can they be derived through frame-to-frame relations. In such cases, we run into an inherent limitation of FrameNet: FrameNet is, at heart, a lexicographical project; conceptual information is always ‘activated’ through a direct correspondence between a lexical unit and a frame. This limitation has been noted even from within the field of frame semantics: Fillmore himself has allowed for the possibility that frame types, in some cases, are not evoked by lexical units, but by other linguistic features (Andor, 2010, p. 158). If we want to account for the way in which frame types related to the referential level are activated in corpora, we need to complement the lexical semantic approach of FrameNet with a broader view that takes into account compositional semantics and pragmatics. In Section 4, we motivate this view.

### 3.4. FrameNet and Inference

The notion of ‘inference’ is crucial for the annotation approach proposed in this paper: we aim to annotate frame mentions that are not directly evoked by a lexical unit but whose relevance can be inferred from the textual and referential context of an event. Inference in the context of frame semantics has been studied in the literature, but the notion we use in this paper is subtly different. Here, we provide a brief overview of notions of inference found in the FrameNet literature and how our notion differs from it.

**Frame-to-frame relations** In the FrameNet literature, inference is often connected to frame-to-frame relations. For example, Chang et al. (2002) propose a scheme for modeling *shared inferential structure* between frame types. An example of frame types with shared inferential structure

---

3See [https://framenet.icsi.berkeley.edu/fndrupal/current_status](https://framenet.icsi.berkeley.edu/fndrupal/current_status) consulted on 2020-02-20.

4This is done by applying TF-IDF weighting to frame type frequencies; see Vossen et al. (in press) for a detailed description of this method.
are COMMERCE_BUY and COMMERCE_SELL: both refer to the same type of event in the real world; hence, when one of these frame types is used, it can be inferred that the other frame type is also conceptually ‘active’. Different frame-to-frame relations give rise to different kinds of inferences; for example, Sikos and Padó (2018), investigate the Using relation as a source for paraphrases. This allows, for example, for the inference of LABELING (“he called him a hero”) from JUDGEMENT_COMMUNICATION (“he praised him for being a hero”).

For the purposes of this paper, we focus on a different kind of inference: we are interested in frame types whose conceptual content is ‘activated’ by a text, but cannot be annotated as being evoked by a lexical unit. While, in a subset of such cases, there might be a frame-to-frame relationship between the frame type of interest and other frame types that are evoked in the text, this is not always the case. Moreover, even if such a frame-to-frame relationship is present, this might not be sufficient for licensing the inference. In the example “John was shot and died” (discussed in the introduction), “die” evokes DEATH, which has a Causative relation with KILLING, but this relation alone is not enough to make the inference: the fact that someone died does not imply that this person was also killed. Instead, we can infer that a killing did take place from the textual context (“John was shot”).

Cognitive frames The idea of frames that are present but not evoked by a lexical unit is also known from the literature about cognitive frames, as is evident in the following famous example from Minsky:

(3) Mary was invited to Jack’s party. She wondered if he would like a kite. (Minsky, 1974)

Here, the lexical unit “party” evokes SOCIAL_EVENT. The second sentence, “she wondered if he would like a kite” gives us reason to think that the party described is of a specific kind: most likely a birthday party. This would suggest the relevance of a frame type such as BIRTHDAY_PARTY (not currently existent): from our cultural knowledge, we know that parties at which gifts are given are typically birthdays or some other type of commemorative event.

However, this notion of inference goes beyond what we are aiming for in this paper. In the above example, it could be guessed what kind of party is at play, but the inference does not follow directly from the text: it could be some other party where, for whatever reason, gifts are given. This means that annotators would have to rely on their cultural knowledge. By contrast, within our framework, world knowledge can play a role in deriving inferred frame types, but their conceptual content should always be fully specified by the linguistic cues in the text. However, unlike in standard FrameNet annotation, these cues are not limited to single lexical items, but can comprise larger constructions.

4. Challenges for Reference-Aware Annotation

In this section, we detail and motivate the main challenges that we see for structured-data-driven frame annotation that cannot be solved within the standard framework of FrameNet. We first motivate the general problem, and then discuss a number of concrete problems that we would like to address. An overview of these problems is shown in Box 2.

Box 2: Overview of the annotation challenges

4.1. The Coverage Problem

A general issue of FrameNet that has been noted in the literature is that it covers many frame types while only a limited number of annotations are available per frame type and per lexical unit (Palmer and Sporleder, 2010; Vossen et al., 2018b). As a logical consequence, when annotating texts with a limited set of frame types, as in our approach, the number of annotations per text would be expected to be small. Indeed, results from the CALOR project for French (Marzinotto et al., 2018), in which a small subset (53 frame types) of all possible FrameNet frame types was annotated, show that the number of sentences with at least one frame mention varied between 21%–34%, depending on the topic of the annotated texts.

One of the texts that we annotated in preliminary annotation experiments, describing the killing of visitors of a Christmas market in Berlin during a terror attack in 2016, is shown in Table 1. Our aim is to show whether each of the referential attributes of the event is expressed in the text, and if so, how it is conceptualized with frame mentions. For this particular text, reasoning from structured data, one would expect at least KILLING to be activated, and possibly also OFFENSES, USE_FIREARM, and/or WEAPONS (depending on whether the event is seen as an offense and whether the authors choose to mention the weapon). Surprisingly, it turns out that none of these frame types are evoked in the text in relation to the event mention of interest; even though “he was killed in a shootout . . . ” contains a KILLING frame mention, this is in relation to a secondary event mentioned in the text (i.e. the killing of the perpetrator of the main murder event described in the text). Moreover, none of the frame types evoked by the lexical units in the text can be linked to the typical frames through a frame-to-frame relation; if this had been the case, we might have been able to indirectly annotate the frame types of interest, 5We assume the distinction between cognitive and linguistic frames proposed by Fillmore (2008).
as discussed in Section 3.4.

However, from a close examination of the text, we find that each of the referential attributes from the structured data is in fact mentioned, but without using any lexical units belonging to one of the typical frames. We argue that the conceptual content of these frame types is still relevant for describing how the event instance is expressed in the text, and that this should be reflected in the annotations. For example, in FrameNet, the definition of KILLING is given as "A killer or Cause causes the death of the Victim". A 'killing' event is very clearly expressed in the text by "a truck was deliberately driven into the Christmas market . . . leaving 12 people dead". However, it is difficult to specify which lexical unit(s), if any, evokes this particular frame mention in the standard FrameNet sense.

Work on what has become known as the implicit semantic role labeling task (Ruppenhofer et al., 2010b) addresses a related problem: semantic roles are sometimes 'missing' in the sentence of their associated predicate, but are conceptually 'activated' by this predicate and expressed elsewhere in the discourse. In example (4), the Charges role of "cleared" is not explicitly expressed, but can be inferred because "murder" is still active from the previous sentence:

(4) In a lengthy court case the defendant was tried for murder. In the end, he was cleared. (Ruppenhofer et al., 2010b, p. 107)

The challenges we address in this paper are also related to implicit semantic roles, but in a more abstract way: in our case it is not the fillers of semantic roles, but the frame types defining these semantic roles that are unexpressed and have to be inferred. In the remainder of this section, we will discuss these challenges in more detail. In Section 5, we will propose a solution to these challenges.

4.2. ‘Many-to-One’ Problems

In the first class of challenges we encountered, at least one frame type is relevant for describing how an event instance is conceptualized, but there is no lexical unit in the text that, under standard FrameNet assumptions, would evoke this frame type. Instead, several items in the text together allow the reader to infer that the frame type is relevant, and give rise to annotating a mention of this frame.

**Compositionality** The Compositionality Problem occurs when multiple lexical items, through the composition of their meanings, ‘activate’ a single frame type. The sentence in (5) (already briefly discussed above) is a clear example of this:

(5) **KILLING**

\[
\text{[Cause a truck] was deliberately \circled{\text{driven}} . . .}
\]

\[
\text{\circled{\text{leaving [Victim 12 people] \circled{\text{dead}} . . .}}}
\]

The sentence describes an action ("drive") with the consequence ("leaving") of people dying ("dead"); while none of these is a 'killing word' per se, the sum of these components imply (or even entail) that a killing event took place. We would like to capture in our annotations that the conceptual content of KILLING is relevant for this sentence, but standard FrameNet annotation does not allow us to annotate this, since there is no lexical target for KILLING, nor can KILLING be derived through other frame types that are evoked in the text.

**Complex Verbs** A special case of the Compositionality Problem is the Complex Verbs Problem, in which the targets that jointly activate a frame type are all part of a complex (prepositional) verb:

(6) a. **OPERATE**

\[
\text{[Vehicle \ a truck] was deliberately \circled{\text{driven}} [Goal \ into \ the \ Christmas \ market] . . .}
\]

b. **IMPACT**

\[
\text{[Impactor \ a truck] was deliberately \circled{\text{driven}} [\circled{\text{into \ Impactee \ the \ Christmas \ market}] . . .}}
\]

Since FrameNet lists "drive", but not "drive into", as a lexical unit, the canonical analysis of (6) should be (6a). However, in this sentence, "into" does not simply add a destination to "drive", but modifies the meaning of "drive" so that it expresses not just a driving event, but also a hitting event. Hence, one would like to annotate a mention of IMPACT as well as OPERATE.VEHICLE.

The Complex Verb Problem is particularly relevant in Dutch, which has many complex verbs that are often discontinuous:

(7) Toen reed een vrachtwagen op het publiek in then drove a truck on the crowd into

\footnote{For example, "dead" evokes DEAD.OR.ALIVE, which is (distantly) related to KILLING, but does not imply its relevance (the fact that someone dies does not imply that someone was killed).}

\footnote{From the Dutch version of the Wikipedia article about the Berlin Christmas market attack (https://nl.wikipedia.org/wiki/Aanslag_op_kerstmarkt_in_Berlijn_op_19 december_2016)}
‘Then, a truck (deliberately) drove into the crowd’

a. OPERATE_VEHICLE
   [Time toen] ⊗ Reed [Vehicle een vrachtwagen] [Goal op het publiek in]

b. IMPACT
   [Time toen] ⊗ Reed [Impactor een vrachtwagen] [Impactor ⊗ op het publiek] ⊗ in

Here, the verb *inrijden* (op) “(deliberately) drive into” expresses the same two meanings (i.e., driving and hitting) as “drive into” in (6). However, “in” in “inrijden” is arguably ‘more part of the verb’ than “into” in “drive into”; thus, it is likely that “inrijden” would be a separate lexical unit in the (still to be developed) Dutch FrameNet. Hence, in (6), the correct analysis under standard FrameNet annotation would be to use OPERATE_VEHICLE (because “drive”, not “drive into” exists in FrameNet). By contrast, in Dutch FrameNet, “inrijden” would most likely be a lexical unit of IMPACT. Hence, (6) and (7) have an almost identical semantic content but would get very different analyses, where one of the relevant frame types is lost. Ideally, in our annotations we would like to capture both of the two relevant frame types.

4.3. ‘One-to-Many’

The second class of challenges that we identify applies in the inverse situation of the ‘many-to-one’ challenge: these consist of cases with a certain number of relevant frame types, but not enough lexical units to evoke all of these frame types.

**Frame Overlap** Under the Frame Overlap Problem, a single lexical unit is relevant for more than one frame type. An example is given in (6).

(8) HOSTILE_ENCOUNTER
   [Side 1 he] was killed in a ⊗ shootout [Side 2 with police]

In FrameNet, “shootout” is listed as a lexical unit of HOSTILE_ENCOUNTER. However, the lexical semantics of “shootout” clearly involves the use of a firearm, which makes USE_FIREARM conceptually relevant as well. Since USE_FIREARM is part of the typical frames for murder events, we would like our annotations to reflect the fact that the text indeed expresses a USE_FIREARM event. A naive solution would be to add a lexical unit “shootout” to USE_FIREARM so that we could annotate that frame type. This would not work well, since USE_FIREARM, though conceptually relevant, does not fit well with the structure of the sentence: a typical context of USE_FIREARM are sentences like “[Agent she] ⊗ fired [Firearm her gun]”, with the firearm and the shooter, rather than the participants in a conflict, as core roles.

An even more subtle version of the Frame Overlap Problem arises from the hypothetical example in (9).

(9) OFFENSES
   [Perpetrator He] was convicted for the [Offense ⊗ murder] of [Victim JFK].

“Murder” is a lexical unit in both OFFENSES and KILLING, and has an almost identical meaning in both of them. Which of the two frame types should be annotated depends on the context: OFFENSES.murder is activated only when there is a governing verb such as ‘convict’ or ‘accuse’; in other contexts KILLING.murder is activated. In (9), we clearly have an OFFENSE context rather than a KILLING context, but this does not mean that the meaning of KILLING is not also active: while the sentence, through a mention of OFFENSES, tells us that someone was convicted of a crime (further specified as the ‘murder of JFK’), it also tells us that the murder happened in the first place, which we would like to capture using a mention of KILLING.

**Lexical Gaps** An extreme case of the Frame Overlap Problem occurs when a particular lexical unit does not exist in FrameNet, but would be a potential target for some frame type. We call this the Lexical Gaps Problem: a single lexical unit is associated with zero frame types in FrameNet, but at least one frame type is relevant for annotation. For example, in (10), “perpetrator” is not listed as a lexical unit for COMMIT_CRIME, but is a very likely target for it, especially because the verb “perpetrate” is listed under that frame type.

(10) COMMIT_CRIME
   The ⊗ perpetrator was [Perpetrator Anis Amri] . . .

It is well-known that the FrameNet lexicon is incomplete, especially when annotating out-of-domain corpora (Hartmann et al., 2017). In this sense, the Lexical Gaps problem seems more superficial than the other problems discussed in this section. Yet, the lexical gaps detected by using our method of structured-data-driven annotation require some kind of inference on the part of the annotator. Namely, the list of typical frames guides the annotator in inferring frame types from potential lexical units currently missing in FrameNet.

5. Towards a Workable Solution for Annotating Inferred Frames

In this section, we aim to address the challenges previously explained by proposing an extra annotation layer (next to, not instead of, traditional FrameNet annotation) for capturing *inferred frames* whose conceptual content is expressed in the text without explicitly using one of the frame type’s lexical units, but through inference. This layer would allow annotators to use any combination of words in the text as a ‘trigger’ for any number of frame mentions. While this idea is conceptually simple, some challenges need to be overcome for implementing it in practice: how do we make sure we get enough data? How do we apply the annotations in a consistent way?

5.1. Introducing Inferred Frame Annotation

The overall annotation pipeline that we propose is shown in Figure 2. The process starts with choosing event types

---

8For comparison: in KILLING, both “murder” and “murderer” are listed as targets.
5.2. Annotation Strategies

Currently, we see two possible (not necessarily exclusive) paths to mitigating this risk. The first option involves a qualitative approach that aims to make the procedure that annotators follow as consistent as possible. Alternatively, a quantitative approach would use crowd-sourcing for gathering as much data for every text as possible, and then comparing and aggregating the annotations from different annotators.

Under the qualitative option, we would integrate annotation of Step 3 and Step 4: the annotators would annotate both layers in the same way, using the same tools. The advantage would be that the annotators are trained in doing FrameNet annotation, which improves the consistency of the annotations. However, due to the looseness of the task, we still expect considerable disagreements between different annotators. Moreover, training and deploying expert annotators is costly and time-consuming.

On the other hand, the quantitative option would ‘embrace’ the unconstrained nature of the inferred frame layer, and use crowd sourcing to gather as much data as possible. This would mean moving further away from standard FrameNet annotation, given that the annotators would be unfamiliar with FrameNet and its philosophy. Annotations are also of interest and running the data-to-text pipeline (see Section 3.2) to obtain linked event data and texts (Steps 1 and 2). Then, ‘strict’ FrameNet annotation is applied (Step 3): this annotation step will be done following standard FrameNet guidelines, except that (i) only frame types in the typical frames, selected by the data-to-text algorithm, will be taken into consideration and that (ii) frame mentions will be linked to event instances and their attributes in the structured data, much like in the initial example we gave in Figure 1. This step will be done by annotators, who need to be trained in applying FrameNet annotation guidelines. Finally (Step 4), we will annotate the inferred frame layer that we have motivated in this paper.

Annotation on this layer is much ‘looser’ than the annotation done in step 3. Annotators do not need to respect the FrameNet rule of ‘one lexical unit, one frame mention’, but are free to annotate any number of frame mentions based on any combination of lexical items in the text. An inherent risk of this type of ‘free-style’ annotation is that inter-annotator agreement is likely to be lower, simply because the number of possible annotation decisions is much larger and less constrained than under standard FrameNet annotation.

Figure 3: Mockup of a crowd-sourcing interface (possible user input marked in bold)
likely to be less consistent: different annotators might have different standards for what words are relevant for each frame mention.

However, previous studies have shown that annotation tasks similar to FrameNet annotation, such as PropBank-style semantic role labeling, can be successfully addressed using (partial) crowd sourcing (Wang et al., 2017). Moreover, the task of annotating the inferred frame layer is potentially more suitable for crowd sourcing than standard FrameNet annotation is: since there are no strict guidelines that the annotations need to adhere to, it is not clear how consistent the annotations need to be with one another in order to be acceptable. In fact, provided that enough data points are collected, it might be interesting to get a wide range of possible annotations from different annotators applying slightly different strategies, and then to look for patterns that apply across annotators. After the annotation process, a ‘canonical’ representation of the annotations could be obtained by filtering out infrequent annotations.

A possible way to present the task to crowd annotators would be as shown in the example in Figure 3. In the first screen, the sentence to be annotated would be shown together with simple explanations of the frame types in the typical frames (which could be called ‘mini-stories’ for people unfamiliar with FrameNet). Next, for every frame type, the annotators would be asked to indicate if they think the text expresses it, and if so, which words in the sentence contribute to it. Finally, if the frame type is indeed expressed, the same question is asked for all of the (core) frame element.

For implementing the crowd-sourcing task, we propose making use of the Wordrobe gamification platform (Venhuizen et al., 2013). In Wordrobe, annotators get scores based on how consistent they are with other annotators, and are encouraged (e.g., through ‘leader boards’) to aim for higher scores. This encourages consistency and makes the annotation task more interesting for participants.

6. Discussion

The output of the inferred frame layer forms a scheme displaying a group of \( n \) words for each frame mention that, according to the annotator, activates the corresponding frame type. In this section, we will argue that the inferences that led to each of these annotations can be categorized as either ‘conventional’ (i.e., always apply) or ‘situational’ (i.e., only apply in a specific context). We expect that most conventional inferences indicate coverage gaps in FrameNet. Once identified, these could be used to enrich the database. On the other hand, we expect the situational inferences to be pragmatic instead of lexical in nature. In the following subsections, we will elaborate on the potential benefits of categorizing the output in this way.

6.1. Conventional Inferences and FrameNet Coverage

Certain annotations can be categorized as conventional. These annotations could not be performed in traditional FrameNet, but nevertheless seem to show a consistent mapping to the same targets across texts, and therefore might show a lexical coverage problem. These conventional inferences can provide useful insights for enriching or adapting the FrameNet database. The most typical examples of annotations that reveal coverage problems, are the ones related to the Lexical Gaps Problem (see Section 4.3.). When a word that is not yet listed in FrameNet is consistently annotated as activating a particular frame type, this word might be a lexical unit that is still missing in the frame type’s inventory and could be added to it. However, because of the ‘looseness’ of the inferred frame layer, it is also possible that a word is very often annotated with a particular frame type, but does not qualify for being a lexical unit in the standard FrameNet sense.

For instance, “perpetrator” is currently not listed in FrameNet, but is conceptually relevant for OFFENSES, so it is conceivable that many annotators would annotate it as activating this frame type, even though it does not fit well with the structure of OFFENSES (which exclusively lists kinds of offenses such as “murder.n”, “robbery.n”). However, the fact that the word is frequently annotated still suggests it should be added to FrameNet. A potential strategy to deal with this is to look for a better fit in frame types directly related to the one that is annotated. In this case, a good fit could be COMMITING_CRIME (as we argued previously), which is connected to OFFENSES through the IS_USED_BY relation.

Another type of conventional annotation that provides cues for enriching FrameNet is related to the Frame Overlap Problem (see Section 4.3.): if annotators consistently annotate particular frame types on the inferred frame layer as activated by the same targets, this could be a strong indicator that there exists a relation between these frame types. For instance, if OFFENSES is often annotated for the same lexical items as KILLING, then these frame types are likely to be related.

Finally, the Frame Overlap problem can also provide cues that some lexical units are conceptually related to more than one frame type. Even when one of these frame types clearly fits best (e.g., HOSTILE_ENCOUNTER for “shootout”, see example (8)), the conceptual content of another frame type may still be relevant to such a degree that it can be viewed as part of the lexical meaning of the target word. This could be suggested by a large number of annotations of this frame type on the inferred frame layer (e.g., USE_FIREARM for “shootout”). A possible way for encoding this in the lexicon would be to introduce frame-lexical unit relations in FrameNet. Currently, lexical units can only be related to frame types through the ‘evoke’ relationship, which means
that every lexical unit can be related to only one frame type. However, as we have shown, lexical units can make the conceptual content of more than one frame type relevant without, strictly speaking, evoking all of these frame types. Allowing for secondary frame-lexical unit relations would allow us to model one-to-many mappings without weakening the existing ‘evoke’ relationship.

6.2. Situational Inferences and Pragmatics

The remainder of the annotations in the inferred frame layer can be categorized as situational. For instance, from the conceptually related linguistic components in sentence (5), KILLING is inferred with the aid of situational knowledge about the incident. This inference differs from the inference leading to BIRTHDAY_PARTY in (3), which is derived from both cultural knowledge and cues that are not conceptually related but frequently co-occur in the context of this frame type.

In the field of Gricean pragmatics, annotations like the one in (5) can be analyzed with respect to the means of inference (entailment, implicature, etc., see Levinson (1983) and Grice (1975)) by which frame mentions are pragmatically derived. Also, one could investigate external factors, such as historical distance and cultural background, underlying these inferences.

Another way in which this type of situational inference is relevant for pragmatics is by exposing discourse relations. This crucially depends on the observation that event instances, after being introduced in the beginning of a text, may be implicated in the remainder of the text. By annotating the referential relationship between the initial event mention and implicated event mentions, we implicitly capture this discourse relation and use it to combine the conceptual content from the frame types they evoke. For example, in the text in Table 1, once the murder event instance has been introduced (by “a truck was deliberately driven into the Christmas market . . . leaving 12 people dead”, which under our approach could be annotated with KILLING), it will be implicitly active in the remainder of the text. This leads words like “perpetrator” (which evokes COMMITTING_CRIME) to be interpreted against the background of this event. Marking the two event mentions as referentially related then allows us to connect their associated frame mentions as well. Given that KILLING is still ‘active’ in the discourse, we can infer that “perpetrator” refers to a murder, and not to some other crime.

The incidental nature of these inferences makes it hard for researchers to model them in such a way that they can be added to FrameNet. One could wonder if researchers want incidental relations between frame types to be implemented in such a lexicographical project at all. Rather, situationally inferred frames show that even a fully developed version of FrameNet would not allow us to annotate all frame mentions referring to an event instance.

7. Summary

In this paper, we introduced a new use case of FrameNet: using frame annotations for showing how a single event instance in the real world can be conceptualized in text in different ways using frames. We showed that, in some cases (e.g. in the example in Figure 1), this can be done within the standard FrameNet annotation framework. However, in many cases the annotation scheme needs to be extended in order to allow for annotating frame mentions without an explicit lexical target. As a general solution, we proposed adding an inferred frame layer that allows arbitrary text spans to serve as a ‘trigger’ for any number of frame mentions, and suggested two possible ways to annotate the layer: either using a traditional FrameNet annotation process with annotators trained specifically for the task, or using crowd-sourcing. Finally, we show that the output of the inferred frame layer could be used as a basis for pragmatic analysis, and for extending the lexical coverage of FrameNet.
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