ABSTRACT
Mobile devices have been manufactured and enhanced at growing rates in the past decades. While this growth has significantly evolved the capability of these devices, their security has been falling behind. This contrast in development between capability and security of mobile devices is a significant problem with the sensitive information of the public at risk. Continuing the previous work in this field, this study identifies key Machine Learning algorithms currently being used for behavioral biometric mobile authentication schemes and aims to provide a comprehensive review of these algorithms when used with touch dynamics and phone movement. Throughout this paper the benefits, limitations, and recommendations for future work will be discussed.
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KEYWORDS
Machine Learning, Machine Learning Algorithms, Behavioral Biometrics, Touch Dynamics, Phone Movement

1 INTRODUCTION
In the past decades, mobile touch screen devices have evolved rapidly as demand for rise in technological capability and production has grown. Mobile phones are now capable of storing a variety of information and data relating to emails, photos, video games, and mobile banking applications [1]. Along with this peak in capability, the problem of preserving security in these devices has become apparent. Research into the progression of smartphone security is needed, as the evolution of security of mobile devices must not fall behind. The sensitive information of the public is at risk.

As a response to this concern for security, many methods of mobile device authentication have been produced and analyzed by researchers and smartphone manufacturers. The most common strategies for mobile authentication today are knowledge-based or physiological biometric-based. Knowledge-based uses pins or passwords to grant access to devices [2], and physiological biometrics focus on capturing the unique physical aspects of the user, such as their face or fingerprints [3]. Both these approaches have been met with major security issues. For example, in knowledge-based, the imposter may steal or copy down the user’s pin to gain access to their device [2]. Behavioral biometrics, however, focus on how the behaviors of the user can be captured and recorded as data. Behavioral biometrics have been proved to be effective in authentication in multiple systems and devices [4, 5], especially when used with Machine Learning algorithms which have also been used in authentication [6, 7]. Also, behavioral biometrics can combat the issue of additional hardware costs in physiological authentication since they primarily use software and machinery that is already in most mobile devices [8]. Other problems regarding knowledge-based and physiological authentication methods are that they are typically one-time authentication schemes. In contrast, behavioral biometrics have the capability of authenticating a user continuously as they use their device [9].

The results of today’s research find that behavioral biometrics can provide a secure authentication method if more research is invested into accuracy and tolerance to attacks [2]. The focus of this paper will be on the use of touch and motion dynamics with mobile touch screen devices with various machine learning algorithms. Previous researchers have invested their time in this topic and provided reviews [10], so in accordance this paper will continue this work by providing a comprehensive review on recent recordings and experimentation related to popular machine learning algorithms with touch and motion dynamics to guide and inform future researchers in their experiments relating to Machine Learning algorithms performance on touch dynamics.

2 LITERATURE REVIEW
Before comparing the different Machine Learning algorithms discussed throughout this paper, it is important to provide an overview of these specific algorithms. The papers reviewed feature 4 major ML algorithms: Random Forest (RF), Support Vector Machine (SVM), Gradient Boosting Classifier (GBC), and Multilayer Perceptron (MLP). In papers [11-17], RF was tested on and chosen for...
Random Forest is an algorithm used for classification and regression problems, able to handle continuous variables for regression, and categorical variables for classification. It uses the ensemble technique, where multiple models are created and then combined to make predictions. For RF, this means that many different individual trees are constructed from each sample, where each tree generates an output. From there, all the outputs are combined and averaged to produce the final output. In a sense, Random Forest is a majority vote. In papers [18-21], SVM is the focus. SVM is used for classification and regression problems, but mainly classification. In SVM, an n-dimensional space is created from the number of features used in the model. From there, the algorithm attempts to find the optimal hyperplane, the decision boundary that helps classify the data points. Support vectors are used to help build the SVM; they are the data points closest to the hyperplane and affect its position and orientation. The optimal hyperplane is one that has the maximum distance between the datapoints of, in the case of the papers discussed, two classification groups. This hyperplane is then used as the decision threshold for new datapoints. The Gradient Boosting classifier is also seen frequently throughout the reviewed papers. GBC uses the ensemble technique, like RF. In the case of GBC, a prediction model is created from several weak prediction models, sometimes in the form of trees. While RF utilizes the bagging ensemble method, GBC uses the boosting method where weak learners are combined into stronger learners so that the final model produces the highest accuracy. MLP is also a highly used classifier. Multilayer Perceptron is a Deep Learning algorithm. Deep Learning algorithms consist of artificial neural networks that attempt to replicate brain structure. MLP is made of input, output, and hidden layers of neurons and is a feedforward algorithm, in that the information moves forward through the nodes in one direction from the input nodes to the output nodes. While the information moves in one direction, the mapping between input and output is not linear.

2.1 Random Forest

Researchers ABA Ali et al. [11], developed an android application to evaluate what feature and classifier combinations were best suited for continuous swipe-based touch authentication with mobile devices. First, researchers identified all possible swipe-movement-based features before preprocessing them to remove outliers. For the classifier selection phase, features extracted from the raw data were then used with five different classifiers: SVM, Multi-Layer Perceptron (MLP), K-Nearest Neighbor (KNN), Decision Tree (DT), and Random Forest (RF). It was found that RF performed best on all metrics, Frequency Modulation (FM) especially, providing evidence of Random Forest performing well with swipe gesture-based authentication. RF was then used for further experimentation in phase 2 of the system evaluation with feature selection and number of swipes. RF was once again tested with another set of classifiers including Decision Tree (DT) (J48 in WEKA), MLP, Sequential Minimal Optimization (SMO) and KNN. Results found in table 1 found that the model produced with RF and feature selection outperformed the other classifiers as well as comparative studies. The RF model was found to perform best with a threshold value of 40 and 7 to 10 swipes. At threshold 40, no imposters were accepted. Limitations of the study highlighted by the authors included limited touch gestures tested, and the use of a two-class classification system instead of one-class.

Researchers in [12], propose their three-step keystroke and motion-sensor-based authentication scheme. The model first finds the orientation of the mobile device (sitting, walking, and relaxing), then identifies the user’s typing position (landscape or portrait). Finally, the user is authenticated using the classification template created based on the orientation and position combination of the user. This model was testing using the KNN and Random Forest (RF) classifiers. Random Forest was found to outperform KNN in initial testing. After the first round of experimentation, Particle Swarm Optimization (PSO) was applied to a feature subset of the model to decrease error rates and number of features used. After optimization, Random Forest outperformed KNN in all metrics, with a best accuracy of 92.58% in relaxing landscape position and a lowest Equal Error Rate (EER) of 2.2% in relaxing landscape position as seen in figure 1. RF also achieved a best False Acceptance Rate (FAR) value of 0.5% in both relaxing landscape and walking landscape positions, demonstrating a 1 in 100 chance of the model failing to recognize an imposter. RF also demonstrated a lowest False Rejection Rate (FRR) of 7.4% in relaxing landscape. Results showed that relaxing and walking positions were most desired for keystroke-based authentication. Ultimately, the study found that determining position before authentication improved metrics, and that their model with RF can efficiently authenticate and satisfy European standards for access control (FAR < 1%). Limitations of the study included a lack of testing against attacks and a limited amount of typing positions tested [12]. Without testing against attacks, researchers cannot be sure that their model is effective in a real-world context where attackers use special methods to get into mobile devices. Testing with limited typing positions makes a model possibly unreliable in a real-world context, as users will type in a multitude of different positions and activities.

In [13], researchers attempted to find out how effective sensor-based information is in authenticating smartphone users. Mostafa et al. designed and proposed their model Behavio2Auth, which utilizes sensor micromovement data while typing to authenticate users implicitly and continuously. The model uses accelerometer data collected from users when typing while sitting or walking. For experimentation, a public Hand Movement, Orientation, and Grasp (HMOG) dataset was used with Random Forest. RF was chose for robustness to noise and outliers as well as its capability of high accuracy. After testing, it was found that performance was better when typing while walking compared to sitting, the results of which can be seen in table 2. While feature selection did not heavily influence accuracy, it was affective in improving the model by reducing features, allowing the classifier to compute faster and more efficiently. Overall, this study demonstrates that RF has decent capability in authenticating based on sensor micromovements. Limitations for this study include a confined range of sensor testing with only accelerometer data analyzed.
Table 1: Accuracy and FM score % comparison with Classifiers [11]

| ML Algorithm | Accuracy | FM    |
|--------------|----------|-------|
| RF           | 98.31    | 95.70 |
| J48          | 96.48    | 91.40 |
| MLP          | 95.02    | 87.80 |
| SMO          | 80.00    | N/A   |
| KNN          | 97.36    | 93.60 |

Figure 1: Accuracy after optimization using PSO [12]

Table 2: EER of Random Forest in different scenarios [13]

| Metric | Walking | Sitting |
|--------|---------|---------|
| EER    | 0.10    | 0.16    |
| Accuracy | 0.95  | 0.91    |

2.2 Support Vector Machine

Researchers in [18], developed their scheme, SwipeVLock, which authenticates users based on swipe dynamics. To unlock their device, users will select their pre-chosen image and then swipe from their pre-chosen location on the image. Their model was tested using DT(J48), SVM, Naive Bayes (NB), and Back Propagation Neural Network (BPNN). In the experimentation phase, 30 participants were separated into 2 groups: Group A performed testing in the lab while Group B set up SwipeVLock in the lab and could keep using the device outside. SVM was found to have the best error results of all metrics as seen in figure 2. Due to these metrics, SVM was chosen as the classifier for the SwipeVLock to its effectiveness and lower error rates with the swipe model. The study also found in the retention phase that the group that was allowed to perform outside the lab (Group B) had better retention 3 days after initial testing with 98% success rate compared Group A’s 88%. The limitations of the study included the small sample size of 30 which was then split into smaller groups for experimentation and the lack of testing against various attack types.

In [19], researchers propose their Android pattern lock authentication system, Fine-Grained and Context-Aware Behavioral Biometrics System (FCBBS), using touch and motion dynamics. Their study aimed to combat the problem of using imposter data for training in advance of testing by using One Class-Support Vector Machine (OC-SVM), a one class algorithm not requiring imposter data. While Random Forest was used to detect the context and position of the user, OC-SVM was then used for the identity authentication model. During testing, 4 different patterns (L, Z, S, and T), and 3 contexts (sitting, walking and combination) were used. The system was also tested with and without context detection. Results found that their model performed the best in the sitting context which can been seen in figure 3. When testing for effectiveness with and without context detection using the combined dataset it was found that OC-SVM with context detection produced best
results, as seen in figure 3. The researchers also collected data to compare the performance of OC-SVM with other one-class classifiers such as Local Outlier Factor and Isolation Forest. It was found that OC-SVM outperformed the other classifiers in all 4 patterns with a best score of 0.693% EER with T pattern. Overall, the study showed the ability of an OC-SVM model to effectively authenticate using touch and motion data. Limitations of the study included a lack of consideration for long term usability as well as the use of limited contexts and patterns for testing.

In [20], researchers propose their continuous authentication system, DAKOTA, for a mobile banking application. Dakota utilized both motion sensors and scrolling swipe dynamics. The system was tested with classification algorithms such as SVM, KNN, MLP, DT, RF, NB, and Ensemble Learning. Experimentation included evaluation on classifier performance and the effect of posture on model performance. Results found that SVM with both Synthetic Minority Oversampling TTechnique (SMOTE) and random sampling methods had best metrics. SVM with SMOTE had a highest overall accuracy compared with the other algorithms as seen in table 3. SVM was then used for further experimentation, finding that error rates and accuracy were similar with and without combining postures data, and that using a combination of motion and touch data outperformed using individually. Overall, SVM was found to be an effective classifier to use with a touch and motion sensor-based model, with 3.5% EER and 99.8% True Positive Rate (TPR). Limitations of the study included the use of only scroll data for analysis and a lack of consideration for attacks.

### 2.3 Other Algorithms

In [22], researchers trained and tested continuous authentication (CA) models using keystroke data from a public HMOG dataset to compare the effectiveness of different ML algorithms with CA. A total of 8 different machine learning classifiers were tested including ensemble methods such as RF, Extra Trees Classifier (ETC), and GBC as well as KNN, SVM, Classification and Regression Tree (CART), and Naïve-Bayes. Keystroke measurement metrics used for the study were pressingTime, timeReleaseNextPress, and timeBetweenPress. The models were trained using the data from the 8 writing sessions of the HMOG dataset. The results after experimentation showed that ensemble algorithms (RF, ETC, and GBC) performed the best overall with over 70% on most target metrics. Overall, GBC performed the best out of all classifiers in accuracy and target metric recall, with a highest accuracy of 0.71 and substantially high recall values comparatively as seen in figure 4. It is notable that SVM performed the worst with an average accuracy of 0.59. This could suggest that hyperplane classifiers are a poor choice for keystroke based continuous authentication schemes. Similar scores for all metrics were returned by all 7 classifiers, suggesting a lack of bias between false rejections and acceptations. GBC combines multiple weak trees paired with gradient boosting, in contrast to other tree-based classifiers utilizing a forest or a single strong tree, thus, it was argued that the GBC method gives better results for the keystroke-based CA problem. Limitations of the study included usage of fewer features than current state of art models, and high variability returned by all classifiers. In addition, due to the nature of using data from a public dataset, the authors could not assess imbalances in the data.

Researchers Lamiche et al [23], attempt to address a need for multimodal continuous authentication mechanisms by developing a model using gait patterns and keystroke dynamics. To preserve power consumption, only the accelerometer was used for motion data. Classifiers tested were SVM, RF, Random Tree, Naïve-Bayes, and MLP. During the data acquisition phase, 20 participants were asked to perform in 4 different walking scenarios. Due to the nature of this review paper in analyzing ML with touch and motion data, the results from scenario 4, walking while typing, will be focused on. Results found that MLP performed the best in identification during the walking while typing scenario, as seen in table 4. These results demonstrate MLP efficiency in a multi-modal CA system. When analyzing with keystroke data alone, it was found that MLP was only marginally better than NB with 0.22% difference in accuracy. Switching to only keystroke data also resulted in a drop of accuracy levels. It is notable that SVM performed the best in identification with 91.50% accuracy. The model of walking and typing was also tested against various attacks such as the zero-effort attack and the minimal effort mimicking attack. Results found that the model demonstrated resistance against these types of attacks with an average FAR of 0.112% under zero effort attack and 0% under minimal effort attack. Ultimately, this study shows potential for gait and keystroke based multimodal CA, as well as MLP proficiency with gait and keystroke CA models. Limitations for this study are a lack of bias between false rejections and acceptations. GBC combines multiple weak trees paired with gradient boosting, in contrast to other tree-based classifiers utilizing a forest or a single strong tree, thus, it was argued that the GBC method gives better results for the keystroke-based CA problem. Limitations of the study included usage of fewer features than current state of art models, and high variability returned by all classifiers. In addition, due to the nature of using data from a public dataset, the authors could not assess imbalances in the data.

Researchers Lamiche et al [23], attempt to address a need for multimodal continuous authentication mechanisms by developing a model using gait patterns and keystroke dynamics. To preserve power consumption, only the accelerometer was used for motion data. Classifiers tested were SVM, RF, Random Tree, Naïve-Bayes, and MLP. During the data acquisition phase, 20 participants were asked to perform in 4 different walking scenarios. Due to the nature of this review paper in analyzing ML with touch and motion data, the results from scenario 4, walking while typing, will be focused on. Results found that MLP performed the best in identification during the walking while typing scenario, as seen in table 4. These results demonstrate MLP efficiency in a multi-modal CA system. When analyzing with keystroke data alone, it was found that MLP was only marginally better than NB with 0.22% difference in accuracy. Switching to only keystroke data also resulted in a drop of accuracy levels. It is notable that SVM performed the best in identification with 91.50% accuracy. The model of walking and typing was also tested against various attacks such as the zero-effort attack and the minimal effort mimicking attack. Results found that the model demonstrated resistance against these types of attacks with an average FAR of 0.112% under zero effort attack and 0% under minimal effort attack. Ultimately, this study shows potential for gait and keystroke based multimodal CA, as well as MLP proficiency with gait and keystroke CA models. Limitations for this study are a lack of bias between false rejections and acceptations. GBC combines multiple weak trees paired with gradient boosting, in contrast to other tree-based classifiers utilizing a forest or a single strong tree, thus, it was argued that the GBC method gives better results for the keystroke-based CA problem. Limitations of the study included usage of fewer features than current state of art models, and high variability returned by all classifiers. In addition, due to the nature of using data from a public dataset, the authors could not assess imbalances in the data.

Researchers Lamiche et al [23], attempt to address a need for multimodal continuous authentication mechanisms by developing a model using gait patterns and keystroke dynamics. To preserve power consumption, only the accelerometer was used for motion data. Classifiers tested were SVM, RF, Random Tree, Naïve-Bayes, and MLP. During the data acquisition phase, 20 participants were asked to perform in 4 different walking scenarios. Due to the nature of this review paper in analyzing ML with touch and motion data, the results from scenario 4, walking while typing, will be focused on. Results found that MLP performed the best in identification during the walking while typing scenario, as seen in table 4. These results demonstrate MLP efficiency in a multi-modal CA system. When analyzing with keystroke data alone, it was found that MLP was only marginally better than NB with 0.22% difference in accuracy. Switching to only keystroke data also resulted in a drop of accuracy levels. It is notable that SVM performed the best in identification with 91.50% accuracy. The model of walking and typing was also tested against various attacks such as the zero-effort attack and the minimal effort mimicking attack. Results found that the model demonstrated resistance against these types of attacks with an average FAR of 0.112% under zero effort attack and 0% under minimal effort attack. Ultimately, this study shows potential for gait and keystroke based multimodal CA, as well as MLP proficiency with gait and keystroke CA models. Limitations for this study are a lack of bias between false rejections and acceptations. GBC combines multiple weak trees paired with gradient boosting, in contrast to other tree-based classifiers utilizing a forest or a single strong tree, thus, it was argued that the GBC method gives better results for the keystroke-based CA problem. Limitations of the study included usage of fewer features than current state of art models, and high variability returned by all classifiers. In addition, due to the nature of using data from a public dataset, the authors could not assess imbalances in the data.
Table 4: Classifier performance during Typing while Walking [23]

| ML Classifier | Accuracy | EER   |
|---------------|----------|-------|
| SVM           | 0.9482   | 0.2688|
| RF            | 0.9713   | 0.0547|
| RT            | 0.9668   | 0.0482|
| NB            | 0.9818   | 0.06  |
| MLP           | 0.9911   | 0.01  |

Figure 4: ML classifier performance for CA [22]

4 LIMITATIONS & FUTURE WORK

Although the schemes presented in this survey give promising results and notable findings for behavioral biometric authentication, many of the studies had limitations in their research and data collection that could affect the validity of their results. Many of the studies in this survey included a small sample size of limited participants. Smaller sample sizes can affect the data with more variability, leading to bias and running the risk of inaccurately representing the population. In addition, it is important for studies proposing their authentication scheme to test against attacks and while some papers did, the majority did not. Furthermore, it is important to consider that behavior can change over time. Many studies did not evaluate long-term usability. For future work, this survey recommends that researchers testing authentication schemes with behavioral biometrics should focus on extending their sample sizes, engaging in context detection with posture variety, testing against attacks and analyzing long-term usability. These strategies can ensure the scheme’s usability in a real-world context.

5 CONCLUSION

To conclude this survey, it was found that Random Forest and SVM outperformed other classifiers and provided high accuracy rates as well as viable error rates. Random Forest performed well in continuous swipe-based authentication as demonstrated by the high accuracy produced in the paper “Smartphone security using swipe behavior-based authentication” [11]. RF also excelled in keystroke authentication paired with motion sensors as shown by the high accuracy produced in “A three-step authentication model for mobile phone user using Keystroke Dynamics” [12], and the low error rates in “Behavio2Auth: Sensor-Based Behavior Biometric Authentication for Smartphones” [13]. SVM specifically excelled in swipe and touch dynamics, with high accuracy in “Dakota: Sensor and touch screen-based continuous authentication on a mobile banking application” [20] and exemplary error rates in “Swipevlock: A supervised unlocking mechanism based on swipe behavior on smartphones” [18] and “Fine-grained and context-aware behavioral biometrics for pattern lock on smartphones” [19]. It is notable that SVM was found to perform poorly in keystroke-based CA with low accuracy as shown in [22] “Comparing machine learning classifiers for continuous authentication on mobile devices by Keystroke Dynamics”. Both algorithms were able to perform well in continuous authentication schemes. It is important to also test other classifiers, if possible, as other classifiers such as MLP and GBC were able to outperform RF and SVM in some cases. In “Comparing machine learning classifiers for continuous authentication on mobile devices
Table 5: ML Algorithm Summaries

| Papers | Classification Algorithms Tested | Best Classifier | Best Results |
|--------|----------------------------------|----------------|-------------|
| [11]   | SVM, MLP, KNN, DT, RF            | RF             | ACC 98.31%, FM 95.70% |
| [12]   | KNN, RF                          | RF             | ACC 92.58%, EER 2.2%  |
| [13]   | RF                               | RF             | ACC 0.95, EER 0.10  |
| [14]   | LR, NB, KNN, DT, RF, SVM         | RF             | ACC 97%             |
| [15]   | DT, RF, NB, SVM                  | RF             | ACC 95-96%          |
| [16]   | RF, DT, KNN                      | RF             | ACC 98.8%           |
| [17]   | BD, D(FRF), SVM, LR              | RF             | ACC 0.996           |
| [18]   | DT(J48), SVM, NB, and BPNN       | SVM            | 3.7% FAR, 4.5% FRR, 4.1% AER |
| [19]   | OC-SVM                           | SVM            | 0.693% EER          |
| [20]   | SVM, KNN, MLP, DT, RF, NB        | SVM            | ACC 99.88%          |
| [21]   | SVM, RF                          | SVM            | ACC 79.88%, FAR 15.84%, and FRR 50% |
| [22]   | RF, ETC, GBC, KNN, SVM, CART, NB | GBC            | ACC 0.71, Recall 0.83 |
| [23]   | SVM, RF, RT, NB, MLP             | MLP            | ACC 0.991, EER 0.01  |
| [24]   | DT, DVM, KNN, GNB, RF, LR        | GNB            | EER 2.66%           |

by Keystroke Dynamics” [22], GBC was able to score highest accuracy and recall compared to both SVM and RF. In [23], MLP was able to score highest accuracy and best error rates compared to SVM and RF. Despite these examples, SVM and RF are ultimately the best choices for touch and motion based mobile device authentication as demonstrated by the results of recent studies analysed in this survey.
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