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ABSTRACT. In this paper a length-conserving numerical scheme for a nonlinear fourth order system of partial differential algebraic equations arising in technical textile industry is studied. Applying a semidiscretization in time, the resulting sequence of nonlinear elliptic systems with algebraic constraint is reformulated as constrained optimization problems in a Hilbert space setting that admit a solution at each time level. Stability and convergence of the scheme are proved. The numerical realization is performed by projected gradient methods on finite element spaces which determine the computational effort and approximation quality of the algorithm. Simulation results are presented and discussed in view of the application of an elastic inextensible fiber motion.
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1. Introduction

The numerical simulation and optimization of the dynamics of thin long elastic fibers are of great importance in the technical textile industry, for example in production processes of yarns or non-woven materials [16, 11]. In the slender-body theory a fiber can be asymptotically described by a parameterized, time-dependent curve that might represent the center-line. Then the fiber dynamics can be modeled by a nonlinear partial differential algebraic system (PDAEs) [13]. The partial differential equation of fourth order for the curve has a wavelike character with elliptic regularization. It can be considered as a reformulation of the Kirchhoff-Love equations for an elastic beam [12, 2]. The nonlinearity enters the system by the attachment of an algebraic constraint that incorporates inextensibility into the model and turns the inner traction to an unknown of the system, i.e. Lagrange multiplier. Depending on the application, also nonlinear or even stochastic source terms might play a role, see [15] and Figure [1.1]. The studies of fiber lay-down processes and longtime behavior require a fast, accurate numerical treatment, cf. [11, 5, 8]. So far, the used approaches were mainly addressed to high-speed performance without any theoretical results on convergence or length conservation.

This work aims at the development of an appropriate numerical scheme for the PDAEs with focus on analytical and computational aspects. We propose a semi-discretization in time. Following the concept of [10] and employing a horizontal line method, we replace the transient problem by a sequence of elliptic systems that are handled in their weak formulation in terms of the Lagrange formalism. The algebraic constraint is incorporated in the definition of the optimization domain such that we study the solvability of a constrained minimization problem in a Hilbert space setting [9, 18]. We prove the existence of the minimizer and of the Lagrange multiplier on each time level. Stability estimates on the discrete solution and the Lagrange multiplier result then in the convergence of the numerical scheme. In addition, we derive an error bound on the fiber elongation. Numerically, we solve the optimization problems in finite element spaces by applying a projected gradient method with Armijo step size rule. Thereby, the finite dimensional approximation of
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constraint and thus the choice of the projection mapping determine the efficiency and accuracy of the scheme.

The paper is structured as follows. We start with the presentation of the model equations in Section 2. After the introduction of the numerical scheme we deal with its theoretical analysis – regarding existence, stability and convergence – in Section 3. The numerical realization is discussed in view of computational effort and approximation quality in Section 4. The simulation results are in accordance with the analytical investigations and satisfy the predicted error estimates. We conclude with a summary and an outlook.

2. Model

Due to its slender geometry, a fiber can be asymptotically represented by its arclength-parameterized time-dependent center-line $\mathbf{r} : \Omega = \Omega_l \times \Omega_T \rightarrow \mathbb{R}^3$ according to the special Cosserat theory \cite{2}, where $\Omega_a := (0, a), a \in (0, \infty)$ with fiber length $l$ and end time $T$. Since extension and shear are here negligibly small in comparison to bending, the dynamics of an homogenous fiber can be described by a nonlinear partial differential equation of fourth order with an algebraic constraint for the conservation of length \cite{13}

\[
\begin{align*}
\omega \partial_{tt} \mathbf{r}(s, t) &= \partial_s (\lambda(s,t) \partial_s \mathbf{r}(s, t)) - b \partial_{ssss} \mathbf{r}(s, t) + \mathbf{f}(\mathbf{r}(\cdot), s, t) \quad (2.1a) \\
|\partial_s \mathbf{r}(s, t)|^2 &= 1 \quad (2.1b)
\end{align*}
\]

where $\omega > 0$ denotes the line weight. The dynamics is caused by acting outer and inner forces (Newton’s law). The outer force densities $\mathbf{f}$ might come for example from gravity and/or aerodynamics regarding the application. The inner force densities stem from traction $\lambda$ and bending with bending stiffness $b > 0$. The inner traction $\lambda : \Omega \rightarrow \mathbb{R}$ might be interpreted as Lagrange multiplier to the algebraic constraint (2.1b) that is expressed in the Euclidian norm $|\cdot|$. In addition, torsion could be included, yielding an extra term $\kappa (\partial_s \mathbf{r} \times \partial_{ss} \mathbf{r})$ in (2.1a) with $\partial_s \kappa = 0$, \cite{11}. Its neglect ($\kappa = 0$) is here justified by the set-up that is characterized by a free fiber ending. In particular, we consider a fiber fixed at one ending ($s = l$) that is freely swinging. This set-up is clearly a simplification to real applications in technical textile industry, but it still contains the major mathematical difficulty, i.e. the partial differential-algebraic structure of the model equations. Then, Dirichlet and Neumann boundary conditions for the fixed and stress-free fiber ending respectively as well as appropriate initial conditions close (2.1) to an initial boundary value problem

\[
\begin{align*}
\mathbf{r}(l, t) &= \mathbf{0}, & \partial_s \mathbf{r}(l, t) &= -e_g, \\
\partial_s \mathbf{r}(0, t) &= \mathbf{0}, & \partial_{ss} \mathbf{r}(0, t) &= \mathbf{0}, & \lambda(0, t) &= 0, \\
\mathbf{r}(s, 0) &= (l - s) e_g, & \partial_t \mathbf{r}(s, 0) &= \mathbf{0}. \quad (2.2)
\end{align*}
\]

with unit vector $e_g$ prescribing the direction of gravity.
The fiber model (2.1a) is a wave-like system with elliptic regularization. It is a reformulation of the Kirchhoff-Love equations for an elastic beam (12). The mathematical challenge lies in the treatment of the algebraic constraint of inextensibility (2.1b). This paper aims at the derivation and investigation of a numerical scheme for the partial differential algebraic system. For simplicity, we restrict here to sufficiently smooth outer forces that are independent of the fiber position, \( f : \Omega \to \mathbb{R}^3 \), like gravity. However, note that in melt-spinning processes of non-woven materials, even stochastic forces from turbulent air flows become important (15) [14], cf. Figure 1.1. For a study on stochastic extensible beam equations see e.g. [6, 3].

3. Theoretical analysis

In this section we derive an implicit semi-discretization for the partial differential algebraic fiber system (2.1). Following the concept of [10] and employing a horizontal line method (Rothe method) in time, we replace the transient problem by a sequence of elliptic systems that are handled in their weak formulation in terms of the Lagrange formalism. Hereby, we incorporate the algebraic constraint in the definition of the optimization domain such that we study the solvability of a constrained minimization problem. In particular, we show the existence of the minimizer and of the Lagrange multiplier on each time level. Stability estimates on the discrete solution and the Lagrange multiplier result then in a convergence proof for the numerical scheme.

3.1. Semi-discretization. Let \( T \in (0, \infty) \) be given. We divide the time interval \([0, T]\) into \( N\) subintervals by introducing the temporal mesh \( \{t_k | k = 0, \ldots, N\} \) where \( t_k = k\tau \) is prescribed by the time step \( \tau = T/N \). Instead of the taken equidistant discretization one can also think of a varying time step \( \tau_k = t_k - t_{k-1} \) and define the maximal subinterval length \( \tau = \max_{k=1,\ldots,N} \tau_k \). Then the partition is assumed to satisfy \( \tau \to 0 \) as \( N \to \infty \).

Using an implicit Euler scheme, we discretize the fiber system as

\[
\begin{aligned}
\omega \left( \frac{r_{k+1} - 2r_k + r_{k-1}}{\tau^2} \right) &= \partial_s (\lambda_k + \partial_s r_{k+1}) - b \partial_{ssss} r_{k+1} + f_{k+1} \\
|\partial_s r_{k+1}|^2 &= 1,
\end{aligned}
\]

(3.1a)

(3.1b)

with \( f_{k+1} = f(t_{k+1}), k = 1, \ldots, N - 1, r_0 = (l - s)e_g \) and \( r_1 = r_0 \). The implicit time discretization requires consequently the recursive solving of nonlinear elliptic systems in one space dimension. The approximate solution to (2.1) is then given by the linear interpolation \((r^\tau, \lambda^\tau)\), i.e.,

\[
r^\tau(s, t) = \frac{t - t_{k-1}}{\tau} (r_k - r_{k-1}) + r_{k-1}, \quad s \in \Omega_t, \quad t \in (t_{k-1}, t_k], \quad k = 1, \ldots, N,
\]

and correspondingly for \( \lambda^\tau \), where \( \lambda_0 = \lambda_1 = 0 \). For functions defined on \([0, T]\), in turn, a subindex \( k \in \{0, \ldots, N\} \) corresponds to the value of the function at time \( t_k \).

The discretized system (3.1) can be identified as Euler-Lagrange equations corresponding to the appropriate Lagrange functional such that we study its solvability as variational problem in the following.

3.2. Solvability of discretized system. The norm of a Banach space \( B \) we denote by \( \| \cdot \|_B \) and the dual pairing with its dual space \( B' \) by \( \langle \cdot, \cdot \rangle_B \). If \( B \) even is a Hilbert space, then its inner product we denote by \( \langle \cdot, \cdot \rangle_B \). By \( L^2(\Omega; \mathbb{R}^n) \), \( S \subset \mathbb{R}^d \) Lebesgue measurable, \( n, d \in \mathbb{N} \), we denote the Hilbert space of (equivalence classes of) square integrable functions on \( S \) w.r.t. the Lebesgue measure taking values in \( \mathbb{R}^n \). The space \( C^0(\Omega; B) \) of continuous functions on compact \( S \) with values in \( B \) we consider to be equipped with the norm of uniform convergence. We use the notation \( W_0^m(U; \mathbb{R}^n) \), \( U \subset \mathbb{R}^d \) open, \( m \in [0, \infty), p \in [1, \infty] \), for Sobolev spaces as in (1). In case of \( p = 2 \), the Hilbert space \( W^{m,2}(U; \mathbb{R}^n) \) is abbreviated by \( H^m(U; \mathbb{R}^n) \). In the case \( n = 1 \) we suppress the range of function spaces. In particular, we introduce the notation

\[
H^m_{0,a}(\Omega_a; \mathbb{R}^n) := \{ v \in H^m(\Omega_a; \mathbb{R}^n) | \partial^\alpha a v(a) = 0 \ \text{for all} \ \alpha \in \mathbb{N}_0, \alpha + 1/2 < m \}, \quad \Omega_a = (0, a), \quad a \in (0, \infty).
\]

Of course, \( H^m_{0,a}(\Omega_a; \mathbb{R}^n) \) equipped with the norm of \( H^m(\Omega_a; \mathbb{R}^n) \) is a Hilbert space. Its dual space \( (H^m_{0,a}(\Omega_a; \mathbb{R}^n))' \) we denote by \( H^{-m}(\Omega_a; \mathbb{R}^n) \). Recall that \( H^m(\Omega_a; \mathbb{R}^n) \) is embedded continuously and compactly in the Hölder spaces \( C^{k,\gamma}([0, a]; \mathbb{R}^n) \) for \( m > 1/2 + k + \gamma \), \( k, \in \mathbb{N}_0 \),
We consider the constraint of inextensibility (3.1b) as of Gelfand triples with the space of square integrable functions as central space.

Then, we define the affine linear fiber space

\[ V := \{ v \in v_D + H^2_0(\Omega; \mathbb{R}^3) | v_D \in H^2(\Omega; \mathbb{R}^3), \ v_D(l) = 0, \ \partial_s v_D(l) = -e_g \}. \]  

(3.2)

We consider the constraint of inextensibility (3.1b) as \( \partial_t |\partial_s r_{k+1}|^2 = 0 \) and express it in terms of

\[ e_{k+1}: V \to H^1_0(\Omega), \quad e_{k+1}(v) = 2\partial_s (v - r_k) \cdot \partial_s r_k = 0. \]  

(3.3)

Moreover, we deduce the cost functionals \( J_k+1: V \to \mathbb{R} \)

\[ J_{k+1}(v) = \omega \| \tau D^2_{k+1}v \|_{L^2(\Omega)}^2 + b \| \partial_s s v \|_{L^2(\Omega)}^2 - 2 \langle f_{k+1}, v \rangle_{L^2(\Omega)} \]  

(3.4)

with the second temporal difference \( D^2_{k+1}v = (v - 2r_k + r_{k-1})/\tau^2 \) by applying variational calculus on (3.1a) for \( k = 1, ..., N - 1 \).

**Lagrange formalism.** For \( k = 1, ..., N - 1 \), let \( J_{k+1} \) be the cost functional of (3.4) and \( e_{k+1} \) the constraint functional of (3.3). Define the Lagrange functional \( L_{k+1}: V \times H^{-1}(\Omega) \to \mathbb{R} \) by

\[ L_{k+1}(v, \lambda) = J_{k+1}(v) + \mu e_{k+1}(v, \lambda)_{H^{-1}(\Omega)}. \]

Then, the minimizer of the Lagrange functional is a weak solution of the fiber system (3.1).

The minimizer of the Lagrange functional satisfies the adjoint problem (3.5) for all test functions \( \eta \in H^{-1}(\Omega) \) and \( \phi \in H^2_0(\Omega; \mathbb{R}^3) \), i.e.

\[ \partial_\lambda L_{k+1}(v, \lambda)[\eta] = 0 = H^0_{\partial_s}(\Omega) \langle \partial_s e_{k+1}(v), \eta \rangle_{H^{-1}(\Omega)} \]  

(3.5a)

\[ \nabla_v L_{k+1}(v, \lambda)[\phi] = 0 = J_{k+1}'(v)[\phi] + H^0_{\partial_s}(\Omega) \langle e_{k+1}(v), \phi \rangle_{H^{-1}(\Omega)} \]  

(3.5b)

\[ = 2\omega \| D^2_{k+1}v, \phi \|_{L^2(\Omega)}^2 + b \| \partial_s s v, \partial_s s \phi \|_{L^2(\Omega)}^2 - (f_{k+1}, \phi)_{L^2(\Omega)} + \mu e_{k+1}(v, \lambda)_{H^{-1}(\Omega)}. \]

Presupposing sufficient regularity of the Lagrange multiplier \( \lambda \), the duality pairing \( H^0_{\partial_s}(\Omega)^* \cdot H^{-1}(\Omega) \) coincides with \( \langle \cdot, \cdot \rangle_{L^2(\Omega)} \) in the sense of a Gelfand triple. This yields the Euler-Lagrange equations corresponding to the fiber system. Hence, the weak solvability of the elliptic fiber system (3.1) can be formulated as

**Constrained minimization problem**

Minimize \( J_{k+1} \) over the domain \( K_{k+1} := \{ v \in V | e_{k+1}(v) = 0 \} \) and \( |\partial_s r_k - \partial_s v| \leq \tau^2 \). \( \quad \) (3.6)

**Lemma 1** (Properties of cost functional). For \( k = 1, ..., N - 1 \), the cost functional \( J_{k+1}: V \to \mathbb{R} \) defined in (3.4) is strictly convex, coercive and weakly lower semi-continuous. The minimization domain \( K_{k+1} \) is closed and convex and, in particular, weakly closed.

**Proof.** Here and throughout the following proofs where no danger of confusion, we suppress the indices indicating the time levels for a simpler notation. Let \( u, v \in V, u \neq v, \mu \in (0, 1) \). Then, the strict convexity of \( J \) is concluded from

\[ \mu J(u) + (1 - \mu)J(v) - J(\mu u + (1 - \mu)v) \]

\[ = (\mu - \mu^2)(\omega \| \tau D^2 u - \tau D^2 v \|_{L^2(\Omega)}^2 + b \| \partial_s s u - \partial_s s v \|_{L^2(\Omega)}^2) > 0 \]

since \( \omega, b > 0 \).

Due to the assumed boundary conditions a Poincaré inequality holds and we obtain

\[ \omega \| \tau D^2 v \|_{L^2(\Omega)}^2 + b \| \partial_s s v \|_{L^2(\Omega)}^2 \geq A \| v \|_{H^2(\Omega)}^2 - B \]
for some $0 < A, B < \infty$. Hence

$$J(v) = \omega \|\nabla^2 v\|_{L^2(\Omega)}^2 + b \|\partial_{ss} v\|_{L^2(\Omega)}^2 - 2\langle f, v \rangle_{L^2(\Omega)} \geq A \|v\|_{H^2(\Omega)}^2 - 2\langle f, v \rangle_{L^2(\Omega)} - B.$$ 

$$\geq \|v\|_{H^2(\Omega)}^2 (A \|v\|_{H^2(\Omega)} - 2\|f\|_{L^2(\Omega)}) - B.$$ 

Thus, $J(v) \to \infty$, if $\|v\|_{H^2(\Omega)} \to \infty$ for fixed $f \in L^2(\Omega)$, i.e., $J$ is coercive.

Let $(v_n)_{n \in \mathbb{N}}$ be a sequence in $V$ that converges weakly to $v \in V$ in $H^2$, i.e., $v_n \xrightarrow{H^2} v$ for $n \to \infty$. Then, in particular, $v_n \xrightarrow{L^2} v$ and $\partial_{ss} v_n \xrightarrow{L^2} \partial_{ss} v$ for $n \to \infty$. Since the norm is lower semi-continuous w.r.t. weak convergence and the inner product with $f \in L^2(\Omega)$ is continuous w.r.t. weak convergence, we obtain $J(v) \leq \lim_{n \to \infty} \inf J(v_n)$, i.e., $J$ is weakly lower semi-continuous.

The convexity of $K$ results from the affine linearity of $e$ and the convexity of the set $\{v \in H^2(\Omega; \mathbb{R}^3) \mid |\partial_s r_k - \partial_s v| \leq \tau^2\}$. Let $u, v \in K$, $\mu \in [0, 1]$, then $\mu u + (1 - \mu)v \in K$, since

$$e(\mu u + (1 - \mu)v) = e(u) + (1 - \mu) e(v) = 0$$

and

$$|\partial_s r_k - \partial_s (\mu u + (1 - \mu)v)| \leq \mu |\partial_s r_k - \partial_s u| + (1 - \mu) |\partial_s r_k - \partial_s v| \leq \tau^2.$$

Since $V$ is closed, $e$ is continuous and the set $\{v \in H^2(\Omega; \mathbb{R}^3) \mid |\partial_s r_k - \partial_s v| \leq \tau^2\}$ is closed, also $K$ is closed. This, together with convexity, implies that $K$ is also weakly closed. □

**Theorem 2** (Existence and uniqueness of minimizer). The constrained minimization problem (3.6) has a unique solution $r_{k+1} \in K_{k+1}$ on every time level.

**Proof.** According to Lemma 1, the cost functional $J$ on every time level is coercive and weakly lower semi-continuous and the domain and weakly closed. These are the requirements for a general existence and uniqueness result for constrained minimization problems, see e.g. [18]. We state the proof here for completeness.

Choose a minimizing sequence $(v_n)_{n \in \mathbb{N}}$, $v_n \in K$, with $J(v_n) \to \inf_{v \in K} J(v)$ for $n \to \infty$. Then $-\infty < \inf_{v \in K} J(v) < \infty$ and $(v_n)_{n \in \mathbb{N}}$ is bounded in view of the coercivity of $J$. Hence, there exists a subset $N \subseteq \mathbb{N}$ and $r \in V$ such that $v_n \xrightarrow{H^2} r$ for $N \ni n \to \infty$. Since $K$ is weakly closed, $r \in K$. The weak lower semi-continuity of $J$ implies

$$J(r) \leq \inf_{n \in N} J(v_n),$$

whence $r$ is a minimizer.

Since $K$ is convex, the strict convexity of $J$ on $V$ implies the uniqueness of the minimizer. Assume $u, v \in K$ to be two minimizers, $u \neq v$ with $J(u) = J(v)$. Then $J(\mu u + (1 + \mu)v) < \mu J(u) + (1 - \mu)J(v) = J(u)$ for $\mu \in (0, 1)$. Since $\mu u + (1 + \mu)v \in K$ for $\mu \in (0, 1)$, this contradicts the assumption. □

Note that the uniqueness of the minimizer is meaningless for the solvability statement of the fiber system, since the unique minimizer need not necessarily be the only solution in view of possibly existing saddle points.

Since

$$|\partial_s r_{k+1}| \leq |\partial_s r_{k+1} - \partial_s r_k| + |\partial_s r_k| \leq \tau^2 + |\partial_s r_k - \partial_s r_{k-1}| + |\partial_s r_{k-1}| \leq \ldots \leq N \tau^2 + |e_k| = 1 + T\tau$$

and $e_{k+1}(r_{k+1}) = 0$ for all $k = 1, \ldots, N-1$, the following lemma follows immediately by the Cauchy–Schwarz inequality.

**Lemma 3.** The relation $1 \leq |\partial_s r_k| \leq |\partial_s r_{k+1}| \leq 1 + T\tau$ holds for all $s \in \Omega_t$, $k = 0, \ldots, N-1$.

**Proposition 4** (Surjectivity of linearized constraint functional). For $k = 1, \ldots, N-1$ the linearized constraint functional $e'_{k+1} \in L(H^1_0(\Omega; \mathbb{R}^3); H^1_0(\Omega))$ is surjective.

**Proof.** We have

$$e'_{k+1}(\phi) = 2\partial_s r_k : \partial_s \phi, \quad \phi \in H^2_0(\Omega).$$
Let \( \psi \in H^1_{0,l}(\Omega_l) \) be arbitrary. Set

\[
\phi(s) = - \int_s^l \frac{\psi \partial_s r_k}{2|\partial_s r_k|^2} \, du, \quad s \in \Omega.
\]  

(3.7)

Note that \( \partial_s r_k, \psi \in C^0([0,l]) \). Hence, together with Lemma 3 we obtain \( \phi \in L^2(\Omega;\mathbb{R}^3) \) with \( \phi(l) = 0 \). Furthermore

\[
\partial_s \phi = \frac{\psi \partial_s r_k}{2|\partial_s r_k|^2}
\]

and therefore

\[
\psi = 2\partial_s r_k \cdot \partial_s \phi = e'_{k+1}[\phi].
\]

Moreover \( \partial_s \phi \in L^2(\Omega;\mathbb{R}^3) \) with \( \partial_s \phi(l) = 0 \). Finally, \( \partial_{ss} \phi \in L^2(\Omega;\mathbb{R}^3) \) can be concluded from \( \partial_{ss} r_k \in L^2(\Omega;\mathbb{R}^3) \), \( \partial_s^2 \phi, \psi \in L^2(\Omega_l) \), \( \partial_s r_k \in L^\infty(\Omega_l;\mathbb{R}^3) \) and \( \psi \in L^\infty(\Omega_l) \) using the chain rule. This shows \( \phi \in H^2_{0,l}(\Omega_l) \).

\[ \square \]

**Remark 5.** Note that \( e'_{k+1} \) is not injective on \( H^2_{0,l}(\Omega_l;\mathbb{R}^3) \). Nevertheless we denote the mapping \( \psi \mapsto \phi \) in \( \mathbb{R}^3 \) by \((e'_{k+1})^{-1}\), because \( (e'_{k+1})^{-1} \) is the identity on \( H^1_{0,l}(\Omega_l) \). Of course, \( (e'_{k+1})^{-1} \in L(\Omega_l;\mathbb{R}^3) \) by the inverse mapping theorem (applied in the proper quotient space setting).

**Theorem 6 (Existence of discrete solution).** For \( k = 1, \ldots, N-1 \) let \( r_{k+1} \) be the minimizer of \( J_{k+1} \) on \( K_{k+1} \), provided in Theorem 3 and

\[
\lambda_{k+1} := -J'_{k+1}(r_{k+1})(e'_{k+1})^{-1}. \quad (3.8)
\]

Then \( \lambda_{k+1} \in H^{-1}(\Omega_l) \) (see Remark 5), and \( (r_{k+1}, \lambda_{k+1}) \) are solving weakly the discrete fiber system \( (3.1) \), i.e.,

\[
\omega(D^2_{k+1}r_{k+1}, \phi)_{L^2(\Omega_l)} = -h^1_{0,l}(\Omega_l)\partial_s r_k \cdot \partial_s \phi, \lambda_{k+1})_{H^{-1}(\Omega_l)}
- b(\partial_{ss} r_{k+1}, \partial_{ss} \phi)_{L^2(\Omega_l)} + (f_{k+1}, \phi)_{L^2(\Omega_l)} \quad (3.9a)
\]

\[
\partial_s (r_{k+1} - r_k) \cdot \partial_s r_k = 0. \quad (3.9b)
\]

for all test functions \( \phi \in H^2_{0,l}(\Omega_l;\mathbb{R}^3) \).

**Proof.** By definition, all elements from \( K_{k+1} \) fulfill (3.9b). Furthermore, since \( r_{k+1} \) minimizes \( J_{k+1} \) on \( K_{k+1} \) and

\[
e'_{k+1}[\phi] - (e'_{k+1})^{-1}[2\partial_s r_k \cdot \partial_s \phi] = 0 \quad \text{for all } \phi \in H^2_{0,l}(\Omega_l;\mathbb{R}^3),
\]

we have

\[
0 = J'_{k+1}(r_{k+1})[\phi - (e'_{k+1})^{-1}[2\partial_s r_k \cdot \partial_s \phi]]
= 2(\omega(D^2_{k+1}r_{k+1}, \phi)_{L^2(\Omega_l)}) + b(\partial_{ss} r_{k+1}, \partial_{ss} \phi)_{L^2(\Omega_l)} - (f_{k+1}, \phi)_{L^2(\Omega_l)}
+ h^1_{0,l}(\Omega_l)\partial_s r_k \cdot \partial_s \phi, \lambda_{k+1})_{H^{-1}(\Omega_l)}) \quad \text{for all } \phi \in H^2_{0,l}(\Omega_l;\mathbb{R}^3).
\]

\[ \square \]

### 3.3. Stability estimates.

In the following we provide stability estimates for the discrete solution. For function spaces \( B_1(S_1) \) and \( B_2(S_2) := \text{span}\{f_1, f_2| f_1 \in B_1(S_1), f_2 \in B_2(S_2)\} \), where \( (f_1, f_2)(s_1, s_2) := f_1(s_1)f_2(s_2), s_1 \in S_1, s_2 \in S_2 \) (algebraic tensor product). The Sobolev space \( H^2(\Omega;l;\mathbb{R}^3) \) on \( \Omega := \Omega \times \Omega \) then is defined as the completion of \( H^2(\Omega;l;\mathbb{R}^3) \) w.r.t. the metric associated to its inner product, see e.g. [17, Chap. II.4] (i.e., it is the Sobolev space of functions on \( \Omega \) which are twice weakly differentiable in the first variable and once weakly differentiable in the second variable and square integrable on \( \Omega \) together with their derivatives). Correspondingly, we set \( H^{m_t,m_T}_0(\Omega), m_t, m_T \in [0,\infty] \), to be the completion of \( H^{m_t}_0(\Omega_l) \otimes H^{m_T}_0(\Omega_T) \) and use the notation \( H^{m_t,m_T}_0(\Omega_l) := (H^{m_t}_0(\Omega_l))^T \cdot (H^{m_T}_0(\Omega_T))' \). In the
case \( m_l = m_T \) we suppress the index \( m_T \). For functions \( h \) defined on \( \Omega_T \) we use the following notation for discrete derivatives:

\[
(Dh)_k = (D^1h)_k := \frac{h_k - h_{k-1}}{\tau}, \quad (D^n h)_k := (D(D^{n-1}h))_k, \quad k = n, \ldots, N.
\]

**Proposition 7** (Stability estimates for \( r^\tau \)). Let \( r_{k+1} \in V \) be as in Theorem 6, \( k = 1, \ldots, N-1 \), and let \( r^\tau \in H^{2,1}(\Omega; \mathbb{R}^3) \) be the corresponding linear interpolation. Then there exists \( 0 < K < \infty \), independent of \( N \in \mathbb{N} \) (or, equivalently, the time discretization \( \tau > 0 \)), such that

\[
\max_{l \leq k \leq N} \| (D^r)_k \|_{L^2(\Omega_l)} \leq K, \quad \max_{0 \leq k \leq N} \| \partial_{ss} r_k \|_{L^2(\Omega_l)} \leq K, \quad \| r^\tau \|_{H^{2,1}(\Omega)} \leq K. \tag{3.10}
\]

**Proof.** Since \( r_{k+1} \in V \subset H^2(\Omega; \mathbb{R}^3) \) for all \( k = 1, \ldots, N-1 \) and \( r^\tau(s) \) is piecewise linear for all \( s \in \hat{\Omega}_l \), we have \( r^\tau \in H^{2,1}(\Omega; \mathbb{R}^3) \). We know that

\[
\omega ((D^2r^\tau)_{k+1}, \phi)_{L^2(\Omega_l)} = -H^1(\Omega_l)(\partial_{ss}r_k \cdot \partial_s \phi, \lambda_{k+1})_{H^{-1}(\Omega_l)} - b(\partial_{ss}r_{k+1}, \partial_{ss}\phi)_{L^2(\Omega_l)} + (f_{k+1}, \phi)_{L^2(\Omega_l)},
\]

for all \( \phi \in H^2_0(\Omega_l; \mathbb{R}^3) \). Note that the first summand on the right-hand side is discretized in an explicit way. Since \( (D^2r^\tau)_{k+1} = ((D^r)_{k+1} - (D^r)_{k})/\tau \), the special choice \( \phi = r_{k+1} - r_k \in H^2_0(\Omega_l; \mathbb{R}^3) \) results in

\[
\omega \left( \| (D^r)_{k+1} \|^2_{L^2(\Omega_l)} - \| (D^r)_k \|^2_{L^2(\Omega_l)} + \| (D^r)_k \|^2_{L^2(\Omega_l)} \right) = -b \left( \| \partial_{ss}r_{k+1} \|^2_{L^2(\Omega_l)} + \| \partial_{ss}r_k \|^2_{L^2(\Omega_l)} + \| \partial_{ss}r_{k+1} - r_k \|^2_{L^2(\Omega_l)} \right) + 2(f_{k+1}, r_{k+1} - r_k)_{L^2(\Omega_l)}
\]

by applying the identity \( 2(a-b)a = a^2 - b^2 + (a-b)^2 \) and the functional constraint \( e_{k+1}(r_{k+1}) = 0 \). Hence, we obtain

\[
\omega \| (D^r)_{k+1} \|^2_{L^2(\Omega_l)} + b\| \partial_{ss}r_{k+1} \|^2_{L^2(\Omega_l)} \leq \omega \| (D^r)_k \|^2_{L^2(\Omega_l)} + b\| \partial_{ss}r_k \|^2_{L^2(\Omega_l)} + 2\| (f_{k+1}, (D^r)_{k+1})_{L^2(\Omega_l)} \|
\]

Summing up \( k = 1, \ldots, M-1 \leq N-1 \) gives the following crucial relation

\[
\omega \| (D^r)_M \|^2_{L^2(\Omega_l)} + b\| \partial_{ss}r_M \|^2_{L^2(\Omega_l)} \leq 2\tau \sum_{k=1}^{M-1} (f_{k+1}, (D^r)_{k+1})_{L^2(\Omega_l)}, \tag{3.11}
\]

(note that \( (D^r)_1 = 0 \), as well as \( \partial_{ss}r_1 = 0 \)). We estimate the scalar product on the right-hand side by Cauchy–Schwarz and Young’s inequality, i.e. \( 2ab \leq a^2 + b^2 \), and find

\[
\| (D^r)_M \|^2_{L^2(\Omega_l)} \leq \frac{\tau}{\omega} \left( \sum_{k=1}^{N-1} \| f_{k+1} \|^2_{L^2(\Omega_l)} + \sum_{k=1}^{M-1} \| (D^r)_{k+1} \|^2_{L^2(\Omega_l)} \right).
\]

The discrete Gronwall Lemma implies

\[
\| (D^r)_M \|^2_{L^2(\Omega_l)} \leq \frac{\tau}{\omega} \sum_{k=1}^{N-1} \| f_{k+1} \|^2_{L^2(\Omega_l)} \exp \left( \frac{T}{\omega} \right). \tag{3.12}
\]

Together with

\[
\lim_{N \to \infty} \tau \sum_{k=1}^{N-1} \| f_{k+1} \|^2_{L^2(\Omega_l)} = \| f \|^2_{L^2(\Omega)}, \tag{3.12}
\]

yields the existence of \( 0 < K_1 < \infty \), independent of \( N \in \mathbb{N} \), such that

\[
\| (D^r)_M \|^2_{L^2(\Omega_l)} \leq K_1. \tag{3.13}
\]

Combining (3.11) and (3.13) gives finally the existence of \( 0 < K_2 < \infty \), independent of \( N \in \mathbb{N} \), such that

\[
\| (\partial_{ss}r^\tau)_M \|^2_{L^2(\Omega_l)} \leq K_2. \tag{3.14}
\]
The inequalities \(\text{[3.13], [3.14]}\) together with the Poincaré inequality guarantee the existence of the desired \(0 < K < \infty\) in \(\text{[3.10]}\), independent of \(N \in \mathbb{N}\).

Before providing the stability bound for the Lagrange multiplier, we need to establish some bounds on the inverse of the linearized constraint functional.

**Lemma 8.** Let \((e_{k+1}')^{-1} \in L(H^1_0(\Omega); H^1_0(\Omega; \mathbb{R}^3))\) be as in Remark 3, \(k = 1, \ldots, N - 1\). Then there exists \(0 < L < \infty\), independent of \(N \in \mathbb{N}\), such that

\[
\| (e_{k+1}')^{-1}[g] \|_{H^2(\Omega)} \leq L \| g \|_{H^1(\Omega)},
\]

for all \(g \in H^1_0(\Omega)\).

**Proof.** Let \(g \in H^1_0(\Omega)\). As consequence of the Poincaré inequality, Lemma 3 and \(\text{[3.10]}\), we find constants \(0 < L_1, L_2, L_3 < \infty\) (independent of \(N \in \mathbb{N}\)) such that

\[
\| (e_{k+1}')^{-1}[g] \|_{H^2(\Omega)} \leq L_1 \left\| \partial_s \left( \frac{g \partial_s r_k}{\| r_k \|^2} \right) \right\|_{L^2(\Omega)} \leq L_1 \left( \| \partial_s g \partial_s r_k \|_{L^2(\Omega)} + 3 \| \partial_s r_k \|_{L^2(\Omega)} \right) \| g \|_{H^1(\Omega)} \leq L_3 \| g \|_{H^1(\Omega)}.
\]

Using Cauchy–Schwarz inequality and Lemma 3, we obtain

\[
\| (e_{k+1}')^{-1}[g] \|^2_{L^2(\Omega)} = \int_0^1 \left( \int_0^l \frac{g \partial_s r_k}{\| r_k \|^2} - \frac{g \partial_s r_{k-1}}{\| r_{k-1} \|^2} \right)^2 \| \partial_s r_k \|^2 \| \partial_s r_{k-1} \|^2 \| \partial_s r_k \|^2 \| \partial_s r_{k-1} \|^2 \| g \|^2_{H^1(\Omega)} ds \leq \frac{3L_2^2}{4} \int_0^1 \int_0^l \| g \|^2_{H^1(\Omega)} ds \leq \frac{3L_2^2}{4} \int_0^1 \| g \|^2_{L^2(\Omega)} ds.
\]

The estimation of the discrete derivative is a little more lengthly. Integration by parts yields

\[
\| (D((e')^{-1})^T)_{k+1}[g] \|_{L^2(\Omega)}^2 = \int_0^1 \left( \int_0^l \frac{g \partial_s r_k}{\| r_k \|^2} - \frac{g \partial_s r_{k-1}}{\| r_{k-1} \|^2} \right)^2 \| \partial_s r_k \|^2 \| \partial_s r_{k-1} \|^2 \| g \|^2_{H^1(\Omega)} ds \leq \frac{3L_4^2}{4} \int_0^1 \int_0^l \| g \|^2_{H^1(\Omega)} ds \leq \frac{3L_4^2}{4} \int_0^1 \| g \|^2_{L^2(\Omega)} ds.
\]

for some \(0 < L_4, L_5 < \infty\) (independent of \(N \in \mathbb{N}\)). Here, again, we used Lemma 3 and the estimates provided in Proposition 4 in several steps.

**Proposition 9** (Stability bound for Lagrange multiplier). Let \(\lambda_{k+1} \in H^{-1}(\Omega)\) be as in \(\text{[3.8]}\), \(k = 1, \ldots, N - 1\), and let \(\lambda^T\) be the corresponding linear interpolation. Then \(\lambda^T \in H^{-1,0}(\Omega)\) and there exists \(0 < C < \infty\), independent of \(N \in \mathbb{N}\), such that

\[
\left| H^1_{0,1,2}(\Omega)(g \otimes h, \lambda^T \circ g^{-1}) \right| \leq C \| g \|_{H^1(\Omega)} \| h \|_{H^1(\lambda^T)}
\]

for all \(g \in H^1_{0,1}(\Omega), h \in H^1_{0,1,2}(\Omega_T)\).
Proof. According to (3.10), the Lagrange multiplier is given by
\[ \lambda_{k+1} = -J'_{k+1}(r_{k+1})(e'_k)^{-1}, \quad k = 1, \ldots, N - 1. \]
Let \( g \in H^1_{0,T}(\Omega_t) \) and \( h \in H^1_{0,T}(\Omega_T) \). Then, due to the imposed initial and boundary conditions
\[
H^1_{0,t,T}(\Omega_t)g \otimes h, \lambda^T \rangle_{H^{-1}(\Omega)} = \int_0^T H^1_{0,t}(\Omega_t)g \langle g, \lambda^T(t) \rangle_{H^{-1}(\Omega)} h(t) \, dt
= \sum_{k=1}^{N-1} \int_{t_k}^{t_{k+1}} \left( \int_{t_k}^t g, \frac{t - t_k}{\tau} (\lambda_{k+1} - \lambda_k) + \lambda_k \right) h(t) \, dt
= \sum_{k=1}^{N-1} \left( H^1_{0,t}(\Omega_t)g \langle g, \lambda_{k+1} \rangle_{H^{-1}(\Omega)} h^{(-1)}_{k+1} - H^1_{0,t}(\Omega_t)g \langle g, \lambda_k \rangle_{H^{-1}(\Omega)} h^{(-1)}_k \right)
\quad - \left( H^1_{0,t}(\Omega_t)g \langle g, \lambda_{k+1} \rangle_{H^{-1}(\Omega)} - H^1_{0,t}(\Omega_t)g \langle g, \lambda_k \rangle_{H^{-1}(\Omega)} \right) \frac{1}{\tau} \int_{t_k}^{t_{k+1}} h^{(-1)}(t) \, dt
= \tau \sum_{k=2}^{N-1} H^1_{0,t}(\Omega_t)g \langle g, \lambda_{k+1} \rangle_{H^{-1}(\Omega)} (D^2h^{(-2)})_{k+1} - H^1_{0,t}(\Omega_t)g \langle g, \lambda_k \rangle_{H^{-1}(\Omega)} (D^2h^{(-2)})_k
+ \frac{1}{\tau} \sum_{k=1}^{N-2} \left( (D\tau)_k (D((e'_k)^{-1})^T)_{k+1} \right)_{L^2(\Omega)} (D^2h^{(-2)})_{k+1}
\quad + \left( (D\tau)_k (e'_k)^{-1} \right)_{L^2(\Omega)} (D^3h^{(-2)})_{k+2}
\quad + \left( (D\tau)_N (e'_N)^{-1} \right)_{L^2(\Omega)} (D^2h^{(-2)})_N
\leq KL \| g \|_{H^1(\Omega)} \tau \sum_{k=2}^{N-1} \left( (D^2h^{(-2)})_{k+1} \right) + \left( (D^2h^{(-2)})_{k+1} \right)
\leq 5\sqrt{T}KL \| g \|_{H^1(\Omega)} \| h \|_{H^1(\Omega_T)}
\]
where we used several times (3.10) and (3.15). Since \( h^{(-1)}(T) = h(T) = 0 \), we have
\[
\left| \frac{r_N - 2r_{N-1} - r_{N-2}}{\tau^2}, (e'_N)^{-1} \right|_{L^2(\Omega)} (Dh^{(-2)})_N \leq C_1 \| g \|_{H^1(\Omega)} \| h \|_{H^1(\Omega_T)}
\]
for some \( 0 < C_1 < \infty \), independent of \( N \in \mathbb{N} \). Using (3.10), (3.15) and the continuity of \( f \), a derivation of an appropriate bound for the remaining four terms is straightforward. \( \square \)
3.4. Convergence to a weak solution.

**Theorem 10.** There exists a sequence of discretizations \((\tau_n)_{n \in \mathbb{N}}, r \in H^{2,1}(\Omega)\) and \(\lambda \in H^{-\beta}(\Omega)\) such that

\[
\begin{align*}
\lim_{n \to \infty} r^{\tau_n} &= r \quad \text{in} \quad C^0([0,T];L^2(\Omega;\mathbb{R}^3)), \\
\lim_{n \to \infty} r^{\tau_n} &= r \quad \text{weakly in} \quad H^{2,1}(\Omega;\mathbb{R}^3), \\
\lim_{n \to \infty} r^{\tau_n} &= r \quad \text{strongly in} \quad L^2(\Omega;\mathbb{R}^3), \\
\lim_{n \to \infty} \lambda^{\tau_n} &= \lambda \quad \text{strongly in} \quad H^{-\beta}(\Omega),
\end{align*}
\]

for all \(3/2 < \beta < \infty\). Furthermore, \((r,\lambda)\) are weakly solving (2.1), i.e.,

\[
\begin{align*}
\omega (\partial_t r, \partial_t \phi)_{L^2(\Omega)} &= -H^{0,0}_{0,T}(\Omega) (\partial_t r \cdot \partial_s \phi, \lambda)_{H^{-1,0}(\Omega)} - b(\partial_{ss} r, \partial_s \phi)_{L^2(\Omega)} + (f, \phi)_{L^2(\Omega)} \\
(\partial_r r^2, \partial_t \phi)_{L^2(\Omega)} &= 0,
\end{align*}
\]

for all \(\phi \in H^3_0(\Omega;\mathbb{R}^3) \otimes H^3_0(\Omega_T)\) and all \(\phi \in C^\infty_0(\Omega)\). Furthermore, for all \(0 \leq \gamma < 1/2\)

\[
\begin{align*}
\lim_{n \to \infty} r^{\tau_n}(t) &= r(t) \quad \text{in} \quad C^{0,\gamma}([0,t];\mathbb{R}^3), \\
\lim_{n \to \infty} \partial_s r^{\tau_n}(t) &= \partial_s r(t) \quad \text{in} \quad C^{0,\gamma}([0,t];\mathbb{R}^3),
\end{align*}
\]

for all \(t \in D\), where \(D \subset [0,T]\) is countable (in the following we are choosing \(D \subset [0,T]\) dense and let \(0,T \in D\)). Moreover, \(r\) has a (unique) continuous version (denoted by the same symbol) and

\[
r(l,t) = 0, \quad \partial_t r(l,t) = -e_g, \quad r(s,0) = (l-s)e_g \quad \text{for all} \ (s,t) \in [0,l] \times [0,T],
\]

and even

\[
|\partial_r r(s,t)|^2 = 1 \quad \text{for a.e.} \ (s,t) \in [0,l] \times [0,T].
\]

**Remark 11.** (i) Theorem 10 provides existence of a weak solution to the nonlinear fourth order partial differential system with algebraic constraint given in (2.1). Taking into account the regularity of the weak solution, the Dirichlet and Neumann boundary conditions in (2.2) are fulfilled as far as possible in this situation.

(ii) Under the assumption of uniqueness of a weak solution as in Theorem 10, one has convergence even for all discretizations \((\tau_n)_{n \in \mathbb{N}}\).

(iii) The pairing \(H^{1,0}_{0,T}(\Omega) (\partial_r r \cdot \partial_s \phi, \lambda)_{H^{-1,0}(\Omega)}\) in (3.20a) has to be understood in the sense of a uniquely closable bilinear form. I.e., if \((f_n)_{n \in \mathbb{N}}\) converges weakly to \(f\) in \(H^{1,0}_{0,T}(\Omega)\), \((F_n)_{n \in \mathbb{N}}\) is a sequence in \(H^{-1,0}(\Omega)\) which converges strongly to \(F\) in \(H^{-2}(\Omega)\), then \(\lim_{n \to \infty} H^{1,0}_{0,T}(\Omega) (f_n,F_n)_{H^{-1,0}(\Omega)} = 0\).

**Proof.** From the first two estimates in (3.19) we can conclude that \(r^\tau\) is uniformly (in \(N \in \mathbb{N}\)) Lipschitz continuous in \(C^0([0,T];L^2(\Omega;\mathbb{R}^3))\) and

\[
\{r^\tau(t) \mid t \in [0,T]\} \subset \{v \in H^2(\Omega;\mathbb{R}^3) \mid \|\partial_s v\|_{L^2(\Omega)} \leq K\},
\]

which is a relative compact subset of \(L^2(\Omega;\mathbb{R}^3)\). Thus, there exists sequence of discretizations \((\tau_n)_{n \in \mathbb{N}}\) and \(r \in C^0([0,T];L^2(\Omega;\mathbb{R}^3))\) such that \(r^{\tau_n}\) converges to \(r\) in \(C^0([0,T];L^2(\Omega;\mathbb{R}^3))\) for \(n \to \infty\).

The third estimate in (3.19) gives the existence of a subsequence \((\tau_n)_{n \in \mathbb{N}}\) (denoted the same) and \(\hat{r} \in H^{2,1}(\Omega;\mathbb{R}^3)\) such that \(r^{\tau_n}\) converges weakly to \(\hat{r}\) in \(H^{2,1}(\Omega;\mathbb{R}^3)\) for \(n \to \infty\). Since convergence in \(C^0([0,T];L^2(\Omega;\mathbb{R}^3))\) implies strong convergence in \(L^2(\Omega;\mathbb{R}^3)\) as well as weak convergence in \(H^{2,1}(\Omega;\mathbb{R}^3)\) implies weak convergence in \(L^2(\Omega;\mathbb{R}^3)\), we have \(\hat{r} = r\). In particular, this shows (3.19a)-(3.19c).

From (3.16) together with the fact that the embedding \(H^{\beta_1}(\Omega_a) \subset H^1(\Omega_a), a \in (l,T)\), is Hilbert–Schmidt for all \(3/2 < \beta_1 < \infty\), we obtain by the kernel theorem, see e.g. [1] Chap. 1, §2.3, that \(\lambda^\tau\) is uniformly (in \(N \in \mathbb{N}\)) bounded in \(H^{-\beta}(\Omega)\) for all \(3/2 < \beta_1 < \infty\). Since the embedding
Multiplying the linear interpolation of (3.20a) with a time-dependent test function and integrating w.r.t. time yields

\[
\omega \left( (D^2 \mathbf{r}^\tau)^T, \phi \right)_{L^2(\Omega)} = -H_{0,1,T}(\Omega) (\partial_s \mathbf{r}^\tau(-\tau) \cdot \partial_s \phi, \lambda^\tau)_{H^{-1}(\Omega)}
\]

for all \( \mathbf{r} \in H^2_D(\Omega; \mathbb{R}^3) \otimes H^1_{0,T}(\Omega_T) \) (because \( \lambda_0 = \lambda_1 = 0 \) on \([-\tau,0] \) we can assign to the function \( \partial_s \mathbf{r}^\tau(-\tau) \) any value, for simplicity we choose zero). Since \( \partial_s \mathbf{r}^\tau \) converges weakly to \( \partial_s \mathbf{r} \) and \( \mathbf{f}^\tau \) converges strongly to \( \mathbf{f} \), both in \( L^2(\Omega; \mathbb{R}^3) \), as \( n \to \infty \), we have

\[
\lim_{n \to \infty} (\partial_s \mathbf{r}^\tau, \partial_s \phi)_{L^2(\Omega)} = (\partial_s \mathbf{r}, \partial_s \phi)_{L^2(\Omega)}, \quad \lim_{n \to \infty} (\mathbf{f}^\tau, \phi)_{L^2(\Omega)} = (\mathbf{f}, \phi)_{L^2(\Omega)},
\]

for all \( \phi \in H^2_D(\Omega; \mathbb{R}^3) \otimes H^1_{0,T}(\Omega_T) \). Furthermore, integration by parts yields

\[
( (D^2 \mathbf{r}^\tau)^T, \phi )_{L^2(\Omega)} = \sum_{k=0}^{N-1} \int_{I_k} \int_0^1 \frac{1}{\tau} \left( \frac{t-t_k}{\tau} \left( (D^2 \mathbf{r}^\tau)_{k+1} - (D^2 \mathbf{r}^\tau)_k \right) + (D^2 \mathbf{r}^\tau)_k \right) \cdot \phi \, ds \, dt \\
= \sum_{k=0}^{N-1} \int_{I_k} \int_0^1 \left( \frac{t-t_k}{\tau} ((Dr^\tau)_k - (Dr^\tau)_{k-1}) + (Dr^\tau)_{k-1} \right) \cdot \phi \, ds \, dt \\
= \sum_{k=0}^{N-2} \int_{I_k} \int_0^1 \left( \frac{t-t_k}{\tau} ((Dr^\tau)_{k+1} - (Dr^\tau)_k) + (Dr^\tau)_k \right) \cdot \phi \frac{t}{\tau} \, ds \, dt \\
+ \int_{I_{N-1}} \int_0^1 \left( \frac{t-t_{N-1}}{\tau} ((Dr^\tau) (\Omega) - (Dr^\tau)_{N-1}) + (Dr^\tau)_{N-1} \right) \cdot \phi \, ds \, dt \\
= \int_0^1 ((Dr^\tau) (\Omega) - (Dr^\tau)_{N-1}) \cdot \frac{1}{\tau} \int_0^1 \int_{I_1} \int_0^1 \int_{I_{N-1}} ((Dr^\tau)_{N-1}) \cdot \frac{1}{\tau} \int_{I_{N-1}} \phi \, ds \, dt \\
- \int_{I_1} \int_0^1 (Dr^\tau) \cdot \frac{\phi(t) + \phi}{\tau} \, ds \, dt.
\]

By (3.10) together with the boundary conditions imposed on \( \phi \) now from (3.24) it follows

\[
\lim_{n \to \infty} \left( (D^2 \mathbf{r}^\tau)^n, \phi \right)_{L^2(\Omega)} = \lim_{n \to \infty} \int_{I_1} \int_0^1 ((Dr^\tau)^n) \cdot \frac{\phi(t) + \phi}{\tau} \, ds \, dt = - (\partial_s \mathbf{r}, \partial_s \phi)_{L^2(\Omega)},
\]

where in the last step we used that \( \partial_s \mathbf{r}^\tau \) converges weakly to \( \partial_s \mathbf{r} \), \( (\phi(t) + \phi) / \tau \) converges strongly to \( \partial_s \phi \) and \( \partial_s \mathbf{r}^\tau - (\partial_s \mathbf{r}^\tau)^n \) converges strongly to 0, all in \( L^2(\Omega; \mathbb{R}^3) \) as \( n \to \infty \).

Combining (3.22), (3.23), (3.25) we obtain

\[
\lim_{n \to \infty} H^2_D(\Omega; \mathbb{R}^3) \otimes H^1_{0,T}(\Omega_T) (\partial_s \mathbf{r}^\tau(-\tau) \cdot \partial_s \phi, \lambda^\tau)_{H^{-1}(\Omega)} = \omega \left( (\partial_s \mathbf{r}, \phi)_{L^2(\Omega)} - b (\partial_s \mathbf{r}, \partial_s \phi)_{L^2(\Omega)} + (\mathbf{f}, \phi)_{L^2(\Omega)} \right),
\]

for all \( \phi \in H^2_D(\Omega; \mathbb{R}^3) \otimes H^1_{0,T}(\Omega_T) \). Now we restrict ourself to \( \phi \in H^2_D(\Omega; \mathbb{R}^3) \otimes H^1_{0,T}(\Omega_T) \). Since \( \partial_s \mathbf{r}^\tau \) converges weakly to \( \partial_s \mathbf{r} \) in \( L^2(\Omega; \mathbb{R}^3) \) and \( \partial_s \phi, \partial_s \phi \) are bounded functions, also \( \partial_s \mathbf{r}^\tau(-\tau) \cdot \partial_s \phi \) converges weakly to \( \partial_s \mathbf{r} \cdot \partial_s \phi \) in \( H^1_{0,T}(\Omega) \) as \( n \to \infty \). Furthermore, \( \lambda^\tau \) converges strongly to \( \lambda \), e.g. in \( H^{-2}(\Omega) \), as \( n \to \infty \). Thus

\[
\lim_{n \to \infty} H^2_D(\Omega; \mathbb{R}^3) \otimes H^1_{0,T}(\Omega_T) (\partial_s \mathbf{r}^\tau(-\tau) \cdot \partial_s \phi, \lambda^\tau)_{H^{-1}(\Omega)} = \omega \left( (\partial_s \mathbf{r}, \partial_s \phi, \lambda)_{H^{-1}(\Omega)} \right),
\]

for all \( \phi \in H^2_D(\Omega; \mathbb{R}^3) \otimes H^1_{0,T}(\Omega_T) \) in the sense of a uniquely closable bilinear form, see Remark 11 iii). Hence, (3.20a) follows from (3.26) together with (3.27).
Now, using (3.9), we obtain for all \( \phi \in C_c^\infty(\Omega) \)

\[
\| (\partial_s r^\tau, \partial_t \phi) \|_{L^2(\Omega)}^2 = \left| \sum_{k=0}^{N-1} \int_{t_k}^{t_{k+1}} \int_0^l \left( \frac{t-t_k}{\tau} (\partial_s r_{k+1} - \partial_s r_k) + \partial_s r_k \right)^2 \partial_t \phi \, ds \, dt \right|
\]

\[
= \frac{2}{\tau} \sum_{k=0}^{N-1} \int_{t_k}^{t_{k+1}} \int_0^l \frac{t-t_k}{\tau^2} \left( |\partial_s r_{k+1}|^2 - |\partial_s r_k|^2 \right) |\phi| \, ds \, dt
\]

\[
\leq 2 \sum_{k=0}^{N-1} \int_{t_k}^{t_{k+1}} \frac{t-t_k}{\tau^2} (t^4 + r^3 + r^2) \, dt \| \phi \|_{C^0(\Omega)}^2
\]

(3.28)
due to Lemma 3. Because \( r^{\tau_n} \) converges strongly to \( r \) and \( \partial_s r^{\tau_n}, \partial_s r^{\tau_n} \) converge weakly to \( \partial_s r, \partial_s r, \) respectively, in \( L^2(\Omega; \mathbb{R}^3) \) as \( n \to \infty \), by an integration by parts together with (3.28) we can conclude

\[
(\partial_s r^\tau, \partial_t \phi)_{L^2(\Omega)} = - (r \cdot \partial_t r, \partial_s \phi)_{L^2(\Omega)} - (r \cdot \partial_s r, \partial_t \phi)_{L^2(\Omega)}
\]

\[
- \lim_{n \to \infty} (\partial_s \phi r^{\tau_n}, \partial_s r^{\tau_n})_{L^2(\Omega)} - \lim_{n \to \infty} (\partial_t \phi r^{\tau_n}, \partial_s s^{\tau_n})_{L^2(\Omega)} = 0
\]

(3.29)
for all \( \phi \in C_c^\infty(\Omega) \), i.e., (3.20) is shown.

Due to the second estimate in (3.10), for each \( t \in [0, T] \) there exists a subsequence \((\tau_n)_{n \in \mathbb{N}}\) (depending on \( t \)) such that

\[
\lim_{n \to \infty} r^{\tau_n}(t) = r(t), \quad \lim_{n \to \infty} \partial_s r^{\tau_n}(t) = \partial_s r(t)
\]

both in \( C^0(\gamma([0, l]; \mathbb{R}^3)) \)

(3.30)
for all \( 0 \leq \gamma < 1/2 \). Let \( D \subset [0, T] \) be countable. Then, by dropping to subsequences and taking the diagonal sequence, we obtain (3.30) for all \( t \in D \). Here we choose \( D \subset [0, T] \) dense with \( 0, T \in [0, T] \). From this, together with the first and second estimate in (3.10), we can conclude that \( r \) has a (unique) continuous version on \([0, l] \times [0, T]\) (which we denote by the same symbol).

Moreover,

\[
r(l, t) = 0, \quad \partial_s r(l, t) = -e_g, \quad r(s, 0) = (l-s)e_g \quad \text{for all } (s, t) \in [0, l] \times [0, T].
\]

(3.31)
Finally, (3.29) together with (3.31) implies (3.21). \( \square \)

4. Numerical study

On every time level \( t_k \) the semi-discretized fiber system (3.1) corresponds to a constrained minimization problem (3.6) in a Hilbert space setting. In this section we solve the optimization problem numerically in a finite dimensional approximation space (finite element space) by applying a projected gradient method with Armijo step size rule. The convergence of the method is ensured by the choice of a minimal projection. The temporal evolution of the fiber behavior is then realized by a recursive solving of the optimization problems where the solution \( r_k \) is used as initial guess in the projected gradient method for \( t_{k+1} \). The numerical results coincide well with the previous theoretical investigations.

4.1. Projected gradient method on finite element spaces. Based on the classical method of steepest descent the projected gradient method is of first order convergence. But the theoretical convergence result requires the choice of a minimal projection. However, in practice also other projection mappings might lead to satisfying results; for details see e.g. [9]. For the fiber system in the Hilbert space setting the projected gradient method is given by Algorithm 12. Note that here and in the following we suppress the time index \( k \) to facilitate the readability.
Algorithm 12 (Projected gradient method).
Let $P : V \rightarrow K$ be a minimal projection mapping onto the set $K$.
Define $p : V \rightarrow V$ by $p(v) := v - P(v - \nabla J(v))$ via the cost functional $J$.
Initialize iteration counter $i = 0$, choose $x(0) \in K$, set absolute and relative tolerances $\text{tol}_a$, $\text{tol}_r$.
While the stationarity measure satisfies $\|p(x(i))\|_{H^2(\Omega)} > \text{tol}_a + \text{tol}_r\|p(x(0))\|_{H^2(\Omega)}$, do:
- calculate $\sigma^i$ by the projected Armijo rule \cite{Armijo66} such that
  \[ J(P(x^i)) < J(x^i), \quad x^i = x^i - \sigma^i \nabla J(x^i) \]
- set $x^{i+1} = P(x^i)$ and update $i$
end

For the numerical realization we apply the projected gradient method to finite dimensional approximation spaces. Therefore we introduce finite element spaces $H_h \subset H^2(\Omega)$ and $V_h \subset V$. Depending on the definition of $K_h$ we propose and investigate different projections $P_h$. We indicate all quantities associated to the finite element discretization by the space index $h$ that should not be mistaken for the time index $k$.

Considering the space interval $[0, l]$, we introduce an equidistant grid \{s$_j = (j-1) h | j = 1, ..., M$\} with space step size $h = l/(M - 1)$. In addition, to simplify the notation we define $s_0 = s_1$ and $s_{M+1} = s_M$. Certainly one can also think of an irregular grid with different $h_j$, then the partition is assumed to satisfy $h = \max j h_j \rightarrow 0$ as $M \rightarrow \infty$. As approximation space $H_h \subset H^2(\Omega)$ we choose the finite element space of piecewise cubic polynomials for function and first derivative. In particular
\[
\psi_j(s) = \begin{cases} 
(2 + 3 \xi - \xi^3)/4, & \xi = (2s - (s + 1))/h, \quad s \in [s_j, s_j+1] \\
(2 - 3 \xi + \xi^3)/4, & \xi = (2s - (s + 1))/h, \quad s \in [s_j+1, s_j] \\
0 & \text{else}
\end{cases}
\]
\[
\phi_j(s) = \begin{cases} 
h(-1 - \xi + \xi^2 + \xi^3)/8, & \xi = (2s - (s + 1))/h, \quad s \in [s_j-1, s_j] \\
h(1 - \xi - \xi^2 + \xi^3)/8, & \xi = (2s - (s + 1))/h, \quad s \in [s_j, s_j+1] \\
0 & \text{else}
\end{cases}
\]
\[ j = 1, ..., M \] form a node basis, i.e.
\[ \psi_j(s_i) = \delta_{ij}, \quad \partial_s \psi_j(s_i) = 0, \quad \phi_j(s_i) = 0, \quad \partial_s \phi_j(s_i) = \delta_{ij} \quad \text{for all } i, j = 1, ..., M. \]
Then any function $v_h \in H_h \subset H^2(\Omega; \mathbb{R}^n)$ can be represented by
\[
v_h(s) = \sum_{j=1}^{M} v_j \psi_j(s) + v'_j \phi_j(s) \quad \text{(4.1)}
\]

via its coefficient tuple $v = (v_1, ..., v_M, v'_1, ..., v'_M)^T \in \mathbb{R}^{2Mn}$ with $v_j, v'_j \in \mathbb{R}^n$. In the finite dimensional fiber space $V_h \subset H_h$, the degrees of freedom reduce by $2n$ due to the Dirichlet boundary conditions given for $s = l$ that fix the coefficients $v_M$ and $v'_M$. Identifying the function $v_h$ with its coefficient tuple $v$, the cost functional of \cite{[3,4]} can be expressed as quadratic function in terms of the coefficients,
\[
J_h(v) = v^T A v + b^T v + c
\]
\[ A = \frac{\omega}{\gamma^2} \bar{\Upsilon} + b \Upsilon' + 2 \Upsilon \left( \frac{\omega}{\gamma^2} \bar{\Upsilon} - f \right), \quad b = \frac{\omega}{\gamma^2} \bar{\Upsilon} \Upsilon \bar{r}, \quad c = -2 \Upsilon k + r_{k-1} \]
The sparse symmetric matrices $\Upsilon$ and $\Upsilon'$ have a block structure of $2 \times 2$,
\[
\Upsilon = \begin{pmatrix} \Psi \Psi & \Psi \Phi \\ (\Psi \Phi)^T & \Phi \Phi \end{pmatrix}, \quad \Upsilon' = \begin{pmatrix} \Psi \Psi' & \Psi \Phi' \\ (\Psi \Phi')^T & \Phi \Phi' \end{pmatrix},
\]
where each block itself consists of $M \times M$ subblocks of size $n \times n$, e.g.
\[
(\Psi \Phi)_{ij} = \int_0^l \psi_i \phi_j \, ds, \quad (\Psi \Phi')_{ij} = \int_0^l \partial_s \psi_i \partial_s \phi_j \, ds \in \mathbb{R}^{n \times n}, \quad i, j = 1, ..., M.
\]
With \( l \in \mathbb{R}^{n \times n} \) identity matrix, the subblocks are diagonal matrices, but they only contain non-zero entries for \( |i - j| \leq 1 \). The notation holds for all other blocks analogously. The time dependence enters \( J_h \) via the temporally earlier fiber positions \( \bar{f} \) and the outer forces \( f \).

The linear constraint \( e(v) = \partial_s(v - r_h) \cdot \partial_s r_h = 0 \) for \( s \in \Omega \) \( (3.3) \) yields infinitely many independent conditions for the finite number of unknowns in the approximation space. To allow for more than the trivial solution \( v_h = (r_k)_h \), we must weaken the constraint and pose the condition only on \( d \) space points, \( d < 2(M - 1)n \), that should be equidistantly distributed in \( \Omega \). The choice of \( d \) is a compromise between approximation quality and numerical realization; for big \( d \) the set \( K_h \) shrinks to a single function that obviously fulfills the constraint on whole \( \Omega \), but does not allow for a dynamic fiber motion \( (r_k)_h = (r_0)_h \) for all \( k \). For small \( d \) we obtain flexibility but pay the price of a lower approximation quality. Prescribing the constraint at the spatial grid points \( (d = M - 1) \) is a first intuitive choice. It implies the following definition for \( K_h \):

\[
K_h = \{ v_h \in V_h | (v'_j - r'_j) \cdot r'_j = 0, \ j = 1, ..., M - 1 \}. \tag{4.2}
\]

where \( r \) represents the coefficient tuple to \( (r_k)_h \).

**Remark 13.** Alternatively to \( (4.2) \), one can certainly use the finite element functions \( \psi_j, \phi_j \) to evaluate the linear constraint not only at the grid points \( s_j \), but also at interior cell points. Imposing the linear constraint for example additionally on the cell midpoints \( s_j + h/2 \) for \( j = 1, ..., M - 1 \), we obtain \( d = 2(M - 1) \) and

\[
K_h = \{ v_h \in V_h | (v'_j - r'_j) \cdot r'_j = 0, \ \tilde{v}_{j+1/2} - \tilde{r}_{j+1/2}) \cdot \tilde{r}_{j+1/2} = 0, \ i = 1, ..., M - 1 \} \tag{4.3}
\]

where \( \tilde{v}_{j+1/2} = \frac{3}{2h}(v_{j+1} - v_j) - \frac{1}{4}(v'_{j+1} + v'_j) \) and \( \tilde{r}_{j+1/2} \) analogously.

The restriction \( |\partial_s r_k - \partial_s v| \leq \tau^2 \) on the continuous solution in \( K \) \( (3.6) \) (to which we refer as \( \tau \)-inequality) is implicitly contained in the set \( K_h \) by an appropriate choice of \( d \).

The determination of the \( H^2 \)-minimal projection mapping \( P_h : V_h \to K_h \) reduces to the solving of a linear system of equations. According to \( (4.2) \) the coefficient tuples \( v'_j \in \mathbb{R}^n \) of \( v_h \in K_h \) satisfy \( v'_j = r'_j + C(r'_j) \) with \( C(r'_j) \) orthogonal complement to \( r'_j \). Let \( \{z_{j,l}\}, l = 1, ..., n-1 \) be basis of \( C(r'_j) \) and set \( v'_j = r'_j + \sum_{l=1}^{n-1} \alpha_{j,l} z_{j,l} \) with unknowns \( \alpha_{j,l} \in \mathbb{R}^{n-1} \). Then, the projection

\[
P_h(y_h) = \arg\min_{v_h \in K_h} |y_h - v_h|^2_{H^2(\Omega)}
\]

is uniquely determined by the coefficient vector \( w = (v_1, ..., v_M, \alpha_1, ..., \alpha_M)^T \in \mathbb{R}^{(2n-1)M} \) being the solution of the linear system

\[
Pw = q, \quad P = \begin{pmatrix} \Psi \Psi'' & \Psi \Phi'' \\ (\Psi \Phi''')^T & Z^T \Phi \Phi'' \\ \end{pmatrix}, \quad q = \begin{pmatrix} \Psi \Psi'' \\ (\Psi \Phi''')^T \end{pmatrix} (y_1, ..., y_M = 0, y'_1 - r'_1, ..., y'_M - r'_M = 0)^T
\]

with \( v_M = 0 \) and \( \alpha_M = 0 \) is known due to the Dirichlet boundary conditions. The basis vectors to the orthogonal complements are collected in a \( n \times M(n-1) \)-matrix that is blown up to \( Z \in \mathbb{R}^{Mn \times M(n-1)} \) by \( M \)-times row-wise replication. Although, the symmetric block matrix \( P \) has to be assembled and decomposed only once in the projected gradient method for every time step \( t_k \), the bottleneck lies in the computation lies in the determination of the \( z_{j,l} \). It slows down the performance drastically. The \( H^2 \)-seminorm induces a vector norm in \( V_h \). Since in finite dimensions all norms are equivalent, one might think of using instead of \( (4.4) \) the minimal projection with respect to the Euclidian vector norm. The orthogonal projection is comparably easy and fast to compute:

\[
P_{h,2}(y_h) = v_h, \quad \text{with} \quad v_i = y_i, \ v'_i = r'_i + y'_i - \frac{y'_i \cdot r'_i}{|r'_i|^2} r'_i, \ i = 1, ..., M. \tag{4.5}
\]

The Dirichlet boundary conditions are consistently fulfilled. For other definitions of \( K_h \) (Remark \( 13 \)) corresponding projection mappings can be formulated straightforward (see \( [7] \) for \( 13 \)).

The numerical realization is performed with MATLAB Version 7.0.1 on a Intel Core 2 processor, 2GHz. The results are scaled with SI-units to allow for a dimensionless presentation.
4.2. Results and discussion. The numerical studies show the expected performance of the projected gradient method: the strongest decay of the cost functional $J_h$ happens within the first iterations, then it slows down until the tolerances of the break-up criterion are finally fulfilled. Thereby, the projections $P_h$ (4.4) and $P_{h,2}$ (4.5) yield similar results: the deviation of the minimized function values of $J_h$ is of order $O(10^{-10})$. Requiring the same number of iterations, the explicit projection scheme with $P_{h,2}$ is much faster than the implicit one with $P_h$. As mentioned, the bottle-neck of the computation is the assembly of the projection matrix $P$. Being interested in the temporal evolution of the fiber and hence in an efficient computation of thousands of time levels via the projected gradient method we apply $P_{h,2}$ in the following simulations.

We consider a set-up with $e_\mathcal{g} = -e_1$ and $f = fe_2$ for different exemplary force functions $f$. The fiber parameters are $l = 1$, $\omega = 10^{-5}$ and $b = 10^{-9}$. The space discretization is chosen to be $M = 300$. The projected gradient method is initialized with the solution of the previous time
level, the tolerances are set to be $tol_a = 10^{-3}$, $tol_r = 10^{-2}$. Accuracy and efficiency of the whole algorithm are strongly affected by the choice of the time step $\tau$. To get a qualitative impression, we define a sequence of time steps $(\tau_i)_i$, $\tau_i = 2^{-i} \cdot 10^{-3}$, $i = 0, 1, 2, ...$ and determine the fiber behavior for $t^* = 10^{-3}$, see Figure 4.2 and Table 4.1. In accordance to the theory, we clearly observe the convergence rate of the implicit Euler time discretization as first order: the approximation error is linear in $\tau$ which is emphasized by the marked values for $\tau_0$, $\tau_1$, $\tau_6$ in Table 4.1. Considering the computational effort, the averaged number of iterations required in the projected gradient method reduces for smaller $\tau$ due to the better initial guess, whereas the total number of projected gradient runs increases. Thus, moderate choices of $\tau$ (here: $\tau \approx 10^{-4}$) yield the fewest number of iterations in total and hence the fastest computation. The fiber elongation $\Delta l(\tau^*) = \int |\partial_h r_h^a(\tau^*)| ds - l \geq 0$ is originated in Lemma 3 and reduces for smaller $\tau$, certainly $\Delta l \to 0$ for $\tau \to 0$. However, its actual magnitude is a consequence of the definition of $K_h$. Replacing the set of (4.2) by the one of (4.3) where the linear constraint is imposed at the double number of space points ($d = 2(M - 1)$) we obtain a better length conservation (smaller $\Delta l$): in particular, $\Delta l$ decreases here linearly in $\tau$, see Figure 4.3. It is worth to mention that the computational effort stays comparably the same when a respective projection $P_{h,2}$ for (4.3) is used. The reason lies in the same underlying finite element space $V_h$.

We are interested in using the numerical scheme for the simulation of a fiber dynamics. Therefore, it is important that the elongation is restricted over time. Theoretically,

$$\Delta l(t) \leq trl \leq Trl, \quad t \in [0, T],$$

(4.6)

holds according to Lemma 3. The bound results from the $\tau$-inequality in the definition of $K$. In our finite element formulation, the inequality constraint is incorporated in $K_h$ by the choice of $d$.

### Table 4.1: Influence of time step on performance of algorithm for $K_h$ of (4.2)

| Case A: $f(s) = (s - 1)^3 \sin(2\pi(1 - s))$ | Efficiency | Accuracy | Elongation |
|-----------------------------------------------|------------|----------|------------|
| $\tau_0$ | 1371.0 | 1371 | 86 | $2.0 \cdot 10^{-2}$ | $1.6 \cdot 10^{-2}$ |
| $\tau_1$ | 342.0 | 684 | 40 | $1.0 \cdot 10^{-1}$ | $1.0 \cdot 10^{-2}$ |
| $\tau_2$ | 84.3 | 337 | 19 | $4.7 \cdot 10^{-2}$ | $7.3 \cdot 10^{-3}$ |
| $\tau_3$ | 21.0 | 168 | 11 | $2.2 \cdot 10^{-2}$ | $6.0 \cdot 10^{-3}$ |
| $\tau_4$ | 3.3 | 52 | 7 | $1.1 \cdot 10^{-2}$ | $5.3 \cdot 10^{-3}$ |
| $\tau_5$ | 3.6 | 116 | 14 | $5.3 \cdot 10^{-3}$ | $4.0 \cdot 10^{-3}$ |
| $\tau_6$ | 3.8 | 244 | 34 | $2.1 \cdot 10^{-3}$ | $3.3 \cdot 10^{-3}$ |
| $\tau_7$ | 4.2 | 542 | 80 | 0 | $2.7 \cdot 10^{-3}$ |

| Case B: $f(s) = -\exp(-10(s - 0.5)^2)$ | Efficiency | Accuracy | Elongation |
|-----------------------------------------------|------------|----------|------------|
| $\tau_0$ | 1374.0 | 1374 | 88 | $5.3 \cdot 10^{-4}$ | $3.1 \cdot 10^{-2}$ |
| $\tau_1$ | 356.0 | 712 | 41 | $2.6 \cdot 10^{-1}$ | $1.7 \cdot 10^{-2}$ |
| $\tau_2$ | 94.0 | 376 | 21 | $1.3 \cdot 10^{-1}$ | $1.2 \cdot 10^{-2}$ |
| $\tau_3$ | 24.0 | 192 | 12 | $5.5 \cdot 10^{-2}$ | $1.0 \cdot 10^{-2}$ |
| $\tau_4$ | 3.8 | 60 | 7 | $2.8 \cdot 10^{-2}$ | $8.6 \cdot 10^{-3}$ |
| $\tau_5$ | 4.1 | 132 | 16 | $1.2 \cdot 10^{-2}$ | $7.4 \cdot 10^{-3}$ |
| $\tau_6$ | 4.5 | 289 | 36 | $5.6 \cdot 10^{-3}$ | $6.3 \cdot 10^{-3}$ |
| $\tau_7$ | 5.1 | 648 | 92 | 0 | $5.2 \cdot 10^{-3}$ |

In addition, $\Delta l$ for $K_h$ of (4.3) on the right.
Figure 4.4. Fiber dynamics over time for different sets $K_h$ where the linear constraint is satisfied at spatial points $\sigma_j = (j-1)h$ and $d = M-1$ (4.2); $\sigma_j = (j-1)h/2$ and $d = 2(M-1)$ (4.3); $\sigma_j = (j-1)h/3$ and $d = 3(M-1)$.

Figure 4.5. Elongation over time in dependence of the set $K_h$, cf. Figure 4.4. The dashed line visualizes the theoretical bound $\Delta l(t) \leq trl$ (4.6).

( Remark 13). This implicit treatment avoids the costly and complex optimization with inequality constraints, but only allows for an a posteriori check of (4.6). We demonstrate the impact of $K_h$ on the fiber behavior for an easy, meaningful scenario: in the stated set-up we apply an additional vertical force, i.e. $f = f_1 e_1 + f_2 e_2$ with $f_1$ and $f_2$ of same order. Figure 4.4 shows the fiber motion over time computed with $\tau = \tau_3 \approx 10^{-4}$ for $d \in \{M-1, 2(M-1), 3(M-1)\}$ (here: $f_1 = -10^{-3} \omega$, $f_2(s) = -10^{-2} \sin(2\pi(1-s))$). Whereas $K_h$ with $d = M-1$ (4.2) yields an obviously wrong, disturbing and even growing elongation, the results to $K_h$ with $d = i(M-1)$, $i = 2, 3$ look very similar and reasonable on the first glance. However, only the set $K_h$ where the linear constraint is prescribed at the $3(M-1)$ space points $\sigma_j = (j-1)h/3$ fulfills the theoretical bound (4.6) and provides the desired numerical solution, Figure 4.5. This stays true for the longtime behavior. Note that the computational effort of the algorithm with "Euclidean projections" is determined by time and space discretization (and not by $d$).

Remark 14. The commercial software tool FIDYST (Fiber Dynamics Simulation Tool\textsuperscript{1}) developed by the Fraunhofer Institute of Industrial Mathematics (ITWM) in Kaiserslautern, Germany for the simulation of technical textile production processes computes the fiber dynamics (2.1) by help of a full

\textsuperscript{1}FIDYST, Fraunhofer ITWM, Kaiserslautern, http://www.itwm.fraunhofer.de
discretization: implicit Euler method in time and finite difference method of higher order in space. The resulting nonlinear system is then solved by a Newton method. In comparison to that approach our proposed scheme is computationally competitive. Moreover, we provide a strict theoretical basis / justification, including convergence result and error bound.

5. Conclusion

In the technical textile industry the dynamics of an elastic inextensible slender fiber is modeled by an nonlinear fourth order partial differential algebraic system. In this paper we have proposed a numerical scheme focusing on an accurate and efficient treatment of the algebraic constraint. Ongoing work deals with the extension of analysis and numerics to the stochastic partial differential algebraic system [15] arising for fibers immersed in turbulent air flows. Here, a stochastic force (source term) of a white noise type is added in the fiber equation. The challenge lies again in the handling of the constraint. So far, the corresponding extensible equation with additive Gaussian noise has been studied in [3].

Acknowledgments This work has been supported by Bundesministerium für Bildung und Forschung, Schwerpunkt "Mathematik für Innovationen in Industrie und Dienstleistungen", Projekt 03MS606. NM thanks her student Daria Frank for the preliminary numerical studies on projections.

References

[1] R. A. Adams, Sobolev Spaces, Academic Press, Boston, 1990.
[2] S. S. Antman, Nonlinear Problems of Elasticity, Springer, New York, 2006.
[3] B. Baur, M. Grothaus and T. Thanh Mai, Analytically weak solutions of SPDEs with unbounded time-dependent differential operators and an application, arXiv:1112.1807, 2011.
[4] Y. M. Berezansky and Y. G. Kondratiev, Spectral Methods in Infinite-Dimensional Analysis, vol. 12/1 of Mathematical Physics and Applied Mathematics, Kluwer Academic Publishers, Dordrecht, 1995. Translated from the 1988 Russian original by P. V. Malysev and D. V. Malyshev and revised by the authors.
[5] L. L. Bonilla, T. Götz, A. Klar, N. Marheineke, and R. Wegener, Hydrodynamic limit for the Fokker-Planck equation describing fiber lay-down models, SIAM J. Appl. Math., 68 (2007), pp. 648–665.
[6] Z. Brzeźniak, B. Maslowski, and J. Seidler, Stochastic nonlinear beam equations, 132 (2005), pp. 119–149.
[7] D. Frank, Projection methods for length-conserving elastic string model, master’s thesis, FAU Erlangen-Nürnberg, 2011.
[8] M. Grothaus and A. Klar, Ergodicity and rate of convergence for a non-sectorial fiber lay-down process, SIAM J. Math. Anal., 40 (2008), pp. 968–983.
[9] M. Hinze, R. Pinnau, M. Ulbrich, and S. Ulbrich, Optimization with PDE Constraints, vol. 23 of Mathematical Modelling: Theory and Applications, Springer, New York, 2009.
[10] A. Jüngel and R. Pinnau, A positivity-preserving numerical scheme for a nonlinear fourth order parabolic system, SIAM J. Numer. Anal., 39 (2001), pp. 385–406.
[11] A. Klar, N. Marheineke, and R. Wegener, Hierarchy of mathematical models for production processes of technical textiles, ZAMM - J. Appl. Math. Mech., 89 (2009), pp. 941–961.
[12] L. D. Landau and E. M. Lifschitz, Elastizitätstheorie, vol. VII of Lehrbuch der theoretischen Physik, Akademie-Verlag, Berlin, 1970.
[13] N. Marheineke and R. Wegener, Fiber dynamics in turbulent flows: General modeling framework, SIAM J. Appl. Math., 66 (2006), pp. 1703–1726.
[14] N. Marheineke and R. Wegener, Fiber dynamics in turbulent flows: Specific Taylor drag, SIAM J. Appl. Math., 68 (2007), pp. 1–23.
[15] N. Marheineke and R. Wegener, Modeling and application of a stochastic drag for fiber dynamics in turbulent flows, Int. J. Multiphase Flow, 37 (2011), pp. 136–148.
[16] J. R. A. Pearson, Mechanics of Polymer Processing, Elsevier, 1985.
[17] M. Reed and B. Simon, Functional Analysis, vol. I of Methods of Modern Mathematical Physics, Academic Press, New York, 2 ed., 1980.
[18] F. Tröltzsch, Optimale Steuerung partieller Differentialgleichungen, Vieweg, Berlin, 2005.

M. Grothaus, TU Kaiserslautern, Fachbereich Mathematik, D-67653 Kaiserslautern
E-mail address: grothaus@mathematik.uni-kl.de

N. Marheineke, FAU Erlangen-Nürnberg, Lehrstuhl Angewandte Mathematik 1, D-91058 Erlangen
E-mail address: marheineke@am.uni-erlangen.de