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Abstract

We study exponential Levy models with change-point which is a random variable, independent from initial Levy processes. On canonical space with initially enlarged filtration we describe all equivalent martingale measures for change-point model and we give the conditions for the existence of $f$-minimal equivalent martingale measure. Using the connection between utility maximisation and $f$-divergence minimisation, we obtain a general formula for optimal strategy in change-point case for initially enlarged filtration and also for progressively enlarged filtration when the utility is exponential. We illustrate our results considering the Black-Scholes model with change-point.
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1 Introduction

The parameters of financial models are generally highly dependent on time: a number of events (for example the release of information in the press, changes in the price of raw materials or the first time a stock price hits some psychological level) can trigger a change in the behaviour of stock prices. This time-dependency of the parameters can often be described using a piece-wise constant function: we will call this case a change-point model. In this context, an important problem in financial mathematics will be option pricing and hedging. Of course, the time of change (change-point) for
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the parameters is not explicitly known, but it is often possible to make reasonable assumptions about its nature and use statistical tests for its detection.

Change-point problems have a long history, probably beginning with the papers of Page [44], [45] in an a-posteriori setting, and of Shiryaev [53] in a quickest detection setting. The problem was later considered in many papers, see for instance [14], [48], [21], [17], [3], [58], [41] and also the book [2] and references there. In the context of financial mathematics, the question was investigated in [30], [8], [29], [22], [15], [56], [57], [37], [59] and was often related to a quickest detection approach.

It should be noticed that not only quickest detection approach is interesting in financial mathematics, and this fact is related with pricing and hedging of so called default models (see [1], [17] and references there). In mentioned papers a number of very important results was obtained but for the processes without jump part or with only one jump.

The models with jumps, like exponential Levy models, in general, compromise the uniqueness of an equivalent martingale measure when such measure exists. So, one has to choose in some a way an equivalent martingale measure to price. Many approaches have been developed and various criteria suggested for this choice of martingale measure, for example risk-minimization in an $L^2$-sense [39], [19], [51], [52], Hellinger integrals minimization [11], [12], [28], entropy minimization [42], [20], [18], $f^q$-martingale measures [33] or Esscher measures [31].

All these approaches can be considered in unified way using so called $f$-divergences, introduced by Ciszar [13] and investigated in a number of papers and books (see for instance [40] and references there). We recall that for $f$ a convex function on $\mathbb{R}^+\times\mathbb{R}^+$ and two measures $Q$ and $P$ such that $Q << P$, the $f$-divergence of $Q$ with respect to $P$ is defined as

$$f(Q|P) = \mathbb{E}_P[f(\frac{dQ}{dP})]$$

where $\frac{dQ}{dP}$ is Radon-Nikodym density of $Q$ with respect to $P$, and $\mathbb{E}_P$ is the expectation with respect to $P$. We recall that the utility maximisation is closely related to $f$-divergence minimisation via Fenchel-Legendre transform and this will be one of essential points to obtain an optimal strategy.

The aim of this paper is to study $f$-divergence minimal martingale measures and optimal portfolios from the point of view of utility maximization, for exponential Levy model with change-point where the parameters of the model before and after the change are known and a change-point itself is a random variable, independent from initial Levy processes.

We start by describing our model in more detail. We assume the financial market consists of a non-risky asset $B$ with interest rate $(r_t)_{t \geq 0}$, namely

$$B_t = B_0 \exp(\int_0^t r_s \, ds)$$  \hspace{1cm} (1)$$

where

$$r_t = r \mathbb{1}_{\{\tau > t\}} + \tilde{r} \mathbb{1}_{\{\tau \leq t\}},$$  \hspace{1cm} (2)$$
with \( r, \tilde{r} \) interest rates before and after change-point \( \tau \), and one-dimensional risky asset 
\[
S_t = S_0 \exp(X_t)
\] (3)
where \( X \) is a stochastic process obtained by pasting in \( \tau \) of two Levy processes \( L \) and \( \tilde{L} \) together:
\[
X_t = L_t \mathbf{1}_{\{\tau > t\}} + (L_\tau + \tilde{L}_\tau - \tilde{L}_t) \mathbf{1}_{\{\tau \leq t\}}
\] (4)
Here and further \( L \) and \( \tilde{L} \) supposed to be independent Levy processes with characteristics \((b, c, \nu)\) and \((\tilde{b}, \tilde{c}, \tilde{\nu})\) respectively which are independent from \( \tau \) (for more details see [50]). To avoid unnecessary complications we assume up to now that for change-point model \( r \) and \( \tilde{r} \) in (2) are equal to zero, and that \( S_0 = 1 \).

To describe a probability space on which the process \( X \) is well-defined, we consider \((D, \mathcal{G}, \mathbb{P})\) the canonical space of right-continuous functions with left-hand limits equipped with its natural filtration \( \mathcal{G} = (\mathcal{G}_t)_{t \geq 0} \) which satisfies standard conditions: it is right-continuous, \( \mathcal{G}_0 = \{\emptyset, D\}, \vee_{t \geq 0} \mathcal{G}_t = \mathcal{G} \). On the product of such canonical spaces we define two independent Levy processes \( L = (L_t)_{t \geq 0} \) and \( \tilde{L} = (\tilde{L}_t)_{t \geq 0} \) with characteristics \((b, c, \nu)\) and \((\tilde{b}, \tilde{c}, \tilde{\nu})\) respectively and denote by \( P \) and \( \tilde{P} \) their respective laws which are assumed to be locally equivalent: \( P \overset{loc}{\sim} \tilde{P} \). As we will consider the market on a fixed finite time interval, we are really only interested in \( P|_{\mathcal{G}_\tau} \) and \( \tilde{P}|_{\mathcal{G}_\tau} \) for a fixed \( T \geq 0 \) and the distinction between equivalence and local equivalence does not need to be made.

Our change-point will be represented by an independent random variable \( \tau \) of law \( \alpha \) taking values in \([0, T], \mathcal{B}(D, \mathcal{G}, \mathbb{P})\). The set \( \{\tau = T\} \) corresponds to the situation when the change-point does not take place, or at least not on the interval we are studying.

On the probability space \((D \times D \times [0, T], \mathcal{G} \times \mathcal{G} \times \mathcal{B}([0, T], P \times \tilde{P} \times \alpha)\) we define a measurable map \( X \) by [41] and we denote by \( \mathbb{E} \) its law. In what follows we use \( \mathbb{E} \) mainly for the expectation with respect to \( \mathbb{P} \) but this notation will be also used for the expectation with respect to \( P \times \tilde{P} \times \alpha \).

From point of view of observable processes we can have the following situations. If we observe only the process \( X \) then the natural probability space to work is \((D, \mathcal{G}, \mathbb{P})\) equipped with the right-continuous version of the natural filtration \( \mathcal{G} = (\mathcal{G}_t)_{t \geq 0} \) where \( \mathcal{G}_t = \sigma\{X_s, s \leq t\} \) for \( t \geq 0 \). Now, if we observe not only the process \( X \) but also some complementary variables related with \( \tau \) then we can take it in account by the enlargement of the filtration. First we consider the filtration \( \mathcal{H} \) given by \( \mathcal{H}_t = \sigma(1_{\{\tau \leq s\}}, s \leq t) \) and note that \( \mathcal{H}_T = \sigma(\tau) \). Then we introduce two filtrations: the initially enlarged filtration \( \mathbb{F} = (\mathcal{F}_t)_{t \geq 0} \)
\[
\mathcal{F}_0 = \mathcal{G}_0 \lor \mathcal{H}_T, \quad \mathcal{F}_t = \bigcap_{s>t} (\mathcal{G}_s \lor \mathcal{H}_T)
\] (5)
and the progressively enlarged filtration \( \hat{\mathcal{F}} = (\hat{\mathcal{F}}_t)_{t \geq 0} \) which satisfies:
\[
\hat{\mathcal{F}}_0 = \mathcal{G}_0 \lor \mathcal{H}_0, \quad \hat{\mathcal{F}}_t = \bigcap_{s>t} (\mathcal{G}_s \lor \mathcal{H}_s)
\] (6)
In the case of additional information the most natural filtration from the point of view of observable events would be \( \hat{\mathbb{F}} \). However, we will see that it is much easier to start by
working with the initially enlarged filtration and then come back to the progressively enlarged filtration.

The paper is organized in the following way. We start by recalling some known facts about f-divergence minimal martingale measures. Then, on mentioned probability space and for initially enlarged filtration we describe all equivalent martingale measures. We introduce as hypotheses, such properties of f-divergence minimal martingale measures as a preservation of Levy property and a scaling property. As known, these properties are verified by all Levy processes and common f-divergences such that \( f''(x) = ax^\gamma, \ a > 0, \gamma \in \mathbb{R}. \) We recall that these functions are those for which there exists \( A > 0 \) and real \( B,C \) such that \( f(x) = Af_\gamma(x) + Bx + C \) where

\[
f_\gamma(x) = \begin{cases} 
  c_\gamma x^{\gamma+2} & \text{if } \gamma \neq -1, -2, \\
  x \ln(x) & \text{if } \gamma = -1, \\
  -\ln(x) & \text{if } \gamma = -2.
\end{cases}
\]

and \( c_\gamma = \text{sign}[(\gamma + 1)/(\gamma + 2)]. \) The question of preservation of Levy property was considered in details in [5] and it was shown that the class of f-divergences preserving Levy property is larger then common f-divergences. Then, the conditions for existence and the expression of Radon-Nikodym density \( Z^*_T \) of f-minimal martingale measure for change-point model is given in Theorem [1]. The result is applied to Black-Scholes change-point model which became an incomplete model.

In 3. we present some known facts about utility maximisation. Then we give a decomposition formula for \( f'(Z^*_T) \) which allow us via the result of [27] to identify optimal strategy (see Theorem [3]). We illustrate this result by considering again the Black-Scholes model with a change-point.

## 2 f-minimal MME’s for change-point model

We start by recalling some known facts about f-divergence minimal martingale measures. Then, we describe all locally equivalent martingale measures (EMMs) leaving on our probability space equipped with initially enlarged filtration for change-point model, and in particular in relation to the sets of EMMs for the two associated Levy models \( L \) and \( \tilde{L} \) which we denote by \( \mathcal{M}(P) \) and \( \mathcal{M}(\tilde{P}) \) respectively.

### 2.1 EMMs for exponential Levy models

The aim of this part is to show how one can find Girsanov parameters of f-divergence minimal martingale measure. As we will see later, to write down Radon-Nikodym density \( Z^*_T \) of f-minimal MME for change-point model we need only to know the Girsanov parameters of f-minimal MME for associated Levy models \( L \) and \( \tilde{L} \), the parameters of mentioned Levy processes \( L \) and \( \tilde{L} \) and the law of \( \tau \).

Let now \( L = (L_t)_{t \geq 0} \) be Levy process with parameters \( (b,c,\nu) \) where \( b \) is the drift parameter, \( c \) is the diffusion parameter and \( \nu \) is the Levy measure, i.e. the measure on
The set \( \mathbb{R} \setminus \{0\} \) which satisfies
\[
\int_{\mathbb{R}} (x^2 \wedge 1) \nu(dx) < +\infty.
\] (8)
We recall that the characteristic function of \( L_t \) for \( t \in \mathbb{R}^+ \) and \( u \in \mathbb{R} \) is given then by:
\[
\phi_t(u) = \mathbb{E} e^{iuL_t} = e^{\psi(u)t}
\]
and in turn, the characteristic exponent
\[
\psi(u) = iub - \frac{1}{2} cu^2 + \int_{\mathbb{R}} (\exp(iux) - 1 - iul(x))\nu(dx),
\]
where from now on, \( l \) is the truncation function.

2.2 Esscher measures

Esscher measures play very important role in actuarial theory as well as in the option pricing theory and they were studied in [36], [42], [20]. Let
\[
D = \{ u \in \mathbb{R} | E_P e^{uL_1} < \infty \}
\]
where \( E_P \) is the expectation with respect to the physical measure \( P \). Then for \( u \in D \) we define Esscher measure \( P^{ES} \) of the parameter \( u \) and risk process \( (L_t)_{t \geq 0} \) by: for \( t \geq 0 \)
\[
\frac{dP^{ES}_t}{dP_t} = \frac{e^{uL_t}}{E_P[e^{uL_1}]}
\]
It is known that \( (e^{-rt}S_t)_{t \geq 0} \) is a martingale under \( Q = P^{ES} \) iff
\[
b + \left( \frac{1}{2} + u \right)c + \int_{\mathbb{R}^*} ((e^x - 1) e^{ux} - l(x))\nu(dx) = r
\] (9)
We can easily see that the left-hand side of (9) is continuous increasing function of \( u \) on \( D \) and that \( D \) is an interval. If we denote by \( g \) the left-hand side of (9) and by \( \bar{D} \) right end point of \( D \), then the conditions
\[
\lim_{u \to \bar{D}} g(u) > r, \quad \lim_{u \to -\infty} g(u) < r
\]
insure the existence of solution of (9). If, in addition, \( g \) is strictly increasing, the solution will be unique. More about existence and uniqueness of solution of (9) see [31] and [36].

Suppose that the solution of (9) exists and is denoted by \( \beta^* \). Then Esscher martingale measure is \( Q^* = P^{ES}(\beta^*) \) and we show that the Girsanov parameters of \( Q^* \) are:
\[
\beta Q^* = \beta^* YQ^* = e^{\beta^*x}. \text{In fact,}
\]
\[
\zeta_t = \frac{dQ^*_t}{dP_t} = \frac{e^{\beta^*L_t}}{\phi(-i\beta^*t)}
\] (10)
From the formula (10) we see that

\[ \frac{\zeta_t}{\zeta_t^-} = e^{\beta^* \Delta L_t} \]

and according to Girsanov theorem

\[ Y^{Q^*} = M^P \left( e^{\beta^* \Delta L} \right) \]

We use Ito formula to find \( \zeta^c_t \):

\[ \zeta^c_t = \int_0^t \beta^* \exp(\beta^* L_s) \phi(-i\beta^* s) dL^c_s \]

and, hence,

\[ \beta^*_t = \frac{1}{\zeta_t^-} \frac{d(\zeta^c_t, L^c)}{dC_t} = \beta^* \]

### 2.3 Minimal entropy measures

We recall that for two equivalent probability measures \( Q \) and \( P \), the relative entropy of \( Q \) with respect to \( P \) (or Kullback-Leibler information in \( Q \) with respect to \( P \)) is:

\[ H(Q|P) = E_Q \left( \ln \left( \frac{dQ}{dP} \right) \right) = E_P \left( \frac{dQ}{dP} \ln \left( \frac{dQ}{dP} \right) \right) \]

and it is \( f \)-divergence with \( f(x) = x \ln(x) \). We are interested in minimal entropy martingale measure, i.e. the measure \( P^{ME} \) such that \((e^{-rt}S_t)_{t \geq 0}\) is a \( P^{ME} \)-martingale, and that for all \( Q \) martingale measures

\[ H(P^{ME}|P) \leq H(Q|P) \]

It turns out (cf. [20]) that in the case of Levy processes \( P^{ME} \) is nothing else as Esscher measure but for another risk process \((\hat{L}_t)_{t \geq 0}\), namely for the process appearing in the representation:

\[ S_t = S_0 \mathcal{E}(\hat{L})_t \]

where \( \mathcal{E}(\cdot) \) is Doolean’s-Dade exponential,

\[ \mathcal{E}(\hat{L})_t = \exp(\hat{L}_t - \frac{1}{2}(\hat{L})^2) \prod_{0 \leq s \leq t} (1 + \Delta \hat{L}_s)e^{-\Delta L_s} \]

Now let \( D = \{ u \in \mathbb{R} \mid E_Pe^{uL_1} < \infty \} \) and let us introduce Esscher measure corresponding to the risk process \( \hat{L} \) and \( u \in D \) : for \( t \geq 0 \)

\[ \frac{dP^ME_t}{dP_t} = \frac{e^{u\hat{L}_t}}{E_P[e^{uL_t}]} \]
We can write down the characteristics of $\hat{L}$ to show that $\hat{L}$ is again Levy process. Then, $(e^{-rt}S_t)_{t \geq 0}$ is a martingale under $P^{ME}$ iff

$$ b + \frac{1}{2} + u + \int_{\mathbb{R}} ((e^x - 1) e^{u(e^x - 1)} - l(x)) \, d\nu = r $$

(11)

We can easily see that the left-hand side of (11) is continuous increasing function of $u$ on $D$ and that $D$ is an interval. If we denote by $g$ the left-hand side of (11) and $\bar{d}$ is right end point of $D$, then the conditions

$$ \lim_{u \to \bar{d}} g(u) > r, \quad \lim_{u \to -\infty} g(u) < r $$

insure the existence of solution of (11). In addition, if $g$ is strictly increasing, the solution is unique. More about existence and uniqueness of solution of (11) see [31] and [36].

Suppose that $\beta^*$ is a unique solution of (11), then the Girsanov parameters of a minimal entropy martingale measure $Q^*$ are: $(\beta^*,Y^*)$ where $Y^*(x) = e^{\beta^*(e^x - 1)}$ for $x \in \mathbb{R}^*$.

### 2.4 $f_q$-martingale measures

Let $Q$ and $P$ be two probability measures, $Q << P$ and let $f_q$ be $f$-divergence defined by

$$ f_q(x) = \begin{cases} -x^q, & \text{if } 0 < q < 1, \\ x^q, & \text{if } q < 0 \text{ or } q > 1. \end{cases} $$

It is not difficult to see that such $f$ is a strictly convex function. It was shown in [11], [12], [33] that when $P$ is the law of a Levy process, the Girsanov parameters $(\beta^*_q, Y^*_q)$ of the measure $Q^*_q$ minimising $f_q$-divergence are independent on $(t, \omega)$.

It can be also shown that if $L$ is not monotone Levy process and if we allow as $Q^*_q$ not only equivalent, but also absolute continuous measures, then the Girsanov parameters $(\beta^*_q, Y^*_q)$ are unique minimizers of the function

$$ k(\beta,Y) = \frac{q(q - 1)}{2} \beta^2 c + \int_{\mathbb{R}} (Y^q(x) - 1 - q(Y(x) - 1)) \nu(dx) $$

under the constraint

$$ b + c\beta + \int_{\mathbb{R}} (xY(x) - l(x)) \nu(dx) = 0 $$

on the set

$$ \mathcal{A} = \{(\beta,Y) \mid \beta \in \mathbb{R}, Y \geq 0, \int_{\mathbb{R}} |xY(x) - l(x)| \nu(dx) < \infty\} $$

Via an application of the Kuhn-Tucker theorem it can be shown that

$$ Y^*_q(x) = \begin{cases} (1 + (q - 1)\beta^*_q(e^x - 1))^{1/q} & \text{if } 1 + (q - 1)\beta^*_q(e^x - 1) \geq 0, \\ 0 & \text{in opposite case}, \end{cases} $$

7
where $\beta_q^*$ is the first Girsanov parameter which can be find from the constraint. We remark that if in addition
\[
\text{supp}(\nu) \subseteq \{x : 1 + (q - 1)\beta_q^*(e^x - 1) > 0\}
\]
then $Q_q^*$ is equivalent to $P$.

2.5 EMMs for change-point model

We assume that the sets $\mathcal{M}(P)$ and $\mathcal{M}(\tilde{P})$ are non-empty. Let $Q \in \mathcal{M}(P)$ and $\tilde{Q} \in \mathcal{M}(\tilde{P})$. We introduce the Radon-Nikodym density processes $\zeta = (\zeta_t)_{t \geq 0}$ and $\tilde{\zeta} = (\tilde{\zeta}_t)_{t \geq 0}$ given by
\[
\zeta_t = \frac{dQ_t}{dP_t}, \quad \tilde{\zeta}_t = \frac{d\tilde{Q}_t}{d\tilde{P}_t}
\]
where $Q_t, P_t, \tilde{Q}_t, \tilde{P}_t$ stand for the restrictions of the corresponding measures to the $\sigma$-algebra $\mathcal{F}_t$.

We also introduce for all $t > 0$
\[
y_t = \frac{d\tilde{P}_t}{dP_t},
\]
then
\[
Y_t = 1_{[0,\tau]}(t) + \frac{y_t}{y_\tau} 1_{[\tau, +\infty]}(t)
\]
(12)

We remark that the measure $\mathbb{P}$ which is the law of $X$ verify for $t \geq 0$:
\[
\frac{d\mathbb{P}_t}{dP_t} = Y_t.
\]

To describe all EMMs leaving on our space we define the process $z = (z_t)_{t \geq 0}$ given by
\[
z_t = \zeta_t 1_{[0,\tau]}(t) + \frac{\zeta_t}{\zeta_\tau} 1_{[\tau, +\infty]}(t)
\]
(13)

Finally, we consider the measure $\mathbb{Q}$ such that
\[
\frac{d\mathbb{Q}_t}{d\mathbb{P}_t} = c(\tau) z_t
\]
(14)
where $c(\cdot)$ is a measurable function $[0, T] \to \mathbb{R}^{+,*}$ with $\mathbb{E}c(\tau) = 1$.

**Proposition 1.** A measure $\mathbb{Q}$ is an equivalent martingale measure for the exponential model (4) related to the process $X$ iff its density process has the form (14).

**Proof** First we show that the process $Z = (Z_t)_{t \geq 0}$ given by
\[
Z_t = c(\tau) z_t
\]
(15)
is a density process with respect to $\mathbb{P}$ and that the process $S = (S_t)_{t \geq 0}$ such that
\[
S_t = e^{Lt} 1_{[0,\tau]}(t) + S_\tau e^{L_t-L_\tau} 1_{[\tau, +\infty]}(t)
\]
(16)
is a \((\mathbb{Q}, \mathbb{F})\) - martingale.

We begin by noticing that if \(M, \tilde{M}\) are two strictly positive martingales on the same filtered probability space and \(\tau\) is a stopping time independent of \(M\) and \(\tilde{M}\), then \(N = (N_t)_{t \geq 0}\) such that

\[
N_t = c(\tau) \left[ M_t \mathbb{1}_{[0,\tau]}(t) + M_\tau \frac{\tilde{M}_t}{M_\tau} \mathbb{1}_{[\tau, +\infty]}(t) \right]
\]

is again a martingale. This fact, for example, can be proved by the conditioning with respect to \(\mathcal{H}_\tau\) and use the facts that \(M\) and \(\tilde{M}\) are martingales. To show that \(Z\) is a \((\mathbb{P}, \mathbb{F})\)-martingale, we prove an equivalent fact that \((Y_t Z_t)_{t \geq 0}\) is a \((\mathbb{P}, \mathbb{F})\) - martingale. But this follows from the previous remark taking \(M_t = \zeta_t\) and \(\tilde{M}_t = \tilde{\zeta}_t\) and using (12), (13), (15). Furthermore, taking conditional expectation with respect to \(\mathcal{H}_\tau\) and using the fact that \(\zeta\) and \(\tilde{\zeta}\) are density processes independent from \(\tau\), we see that \(E(Z_t) = 1\).

Conversely, \(Z\) is the density of any equivalent martingale measure if and only if \((Z_t S_t)_{t \geq 0}\) is a \((\mathbb{P}, \mathbb{F})\) - martingale. But the last fact is equivalent to the fact that for any bounded stopping time \(\sigma\),

\[
E(Z_\sigma S_\sigma) = 1.
\]

Replacing \(\sigma\) by \(\sigma \land \tau\) in previous expression we deduce that \((Z_{t \land \tau})_{t \geq 0}\) is the density of a martingale measure for \((e^{L_{t \land \tau}})_{t \geq 0}\). In the same way, using the martingale properties of \(Z\) we get for any bounded stopping time \(\sigma\) that

\[
E\left(\frac{Z_\sigma S_\sigma}{Z_{\sigma \land \tau} S_{\sigma \land \tau}}\right) = 1
\]

and so \((\frac{Z_t}{Z_{t \land \tau}})_{t \geq \tau}\) is the density of an equivalent martingale measure for \((e^{L_t - L_{t \land \tau}})_{t \geq \tau}\).

### 2.6 From equivalent to \(f\)-divergence minimal martingale measure.

We now turn to the problem of finding \(f\)-divergence minimal martingale measure on time interval \([0, T]\). We recall that for a convex function \(f\) on \(\mathbb{R}^+\), the \(f\)-divergence of the restriction \(Q_T\) of the measure \(Q\) with respect to the restriction \(P_T\) of the measure \(P\) is:

\[
f(Q_T|P_T) = E_P[f\left(\frac{dQ_T}{dP_T}\right)]
\]

if the last integral exists and by convention we set it equal to \(+\infty\) otherwise. We recall that \(Q_T^*\) is an \(f\)-divergence minimal equivalent martingale measure if \(f(Q_T^*|P_T) < +\infty\) and

\[
f(Q_T^*|P_T) = \inf_{Q \in \mathcal{M}(P)} f(Q_T|P_T)
\]

where \(\mathcal{M}(P)\) is the set of locally equivalent martingale measures supposed to be non-empty. We also recall that an \(f\)-divergence minimal equivalent martingale measure \(Q^*\)
is invariant under scaling if for all \( x \in \mathbb{R}^+ \)
\[
f(xQ^*_T|P_T) = \inf_{Q \in \mathcal{M}(P)} f(xQ_T|P_T)
\]

For a given exponential Levy model \( S = S_0 e^{L} \), we say that an \( f \)-divergence minimal martingale measure \( Q^* \) preserves the Levy property if \( L \) remains a Levy process under \( Q^* \).

In the following theorem we give an expression for the density of the \( f \)-divergence minimal martingale measures in our change-point framework. We introduce the following hypotheses:

\((H_1)\) : The \( f \)-divergence minimal equivalent martingale measures \( Q^* \) and \( \tilde{Q}^* \) relative to \( L \) and \( \tilde{L} \) exist.

\((H_2)\) : The \( f \)-divergence minimal equivalent martingale measures \( Q^* \) and \( \tilde{Q}^* \) preserve the Levy property and are invariant under scaling.

\((H_3)\) : For all \( c > 0 \) and \( t \in [0,T] \), we have \( E_Q|f'(c \zeta^*_t)| < \infty \), \( E_{\tilde{Q}}|f'(c \tilde{\zeta}^*_t)| < \infty \) where \( \zeta^* \) and \( \tilde{\zeta}^* \) are the densities of the \( f \)-minimal equivalent martingale measures \( Q^* \) and \( \tilde{Q}^* \) with respect to \( P \) and \( \tilde{P} \) respectively.

We set for \( t \in [0,T] \)
\[
z^*_t(t) = \zeta^*_t \frac{\tilde{\zeta}^*_T}{\zeta^*_T}
\]

**Theorem 1.** Assume that \( f \) is a strictly convex function, \( f \in C^1(\mathbb{R}^+ \), and that \((H_1), (H_2), (H_3)\) hold. If the \( f \)- minimal equivalent martingale measure \( Q^* \) for the change-point model (4) exists, then
\[
\frac{dQ^*_T}{dP_T} = c(\tau) z^*_T(\tau)
\]  \hspace{1cm} (17)

where \( c(\cdot) \) is a measurable function \([0, T] \to \mathbb{R}^+ \) such that \( \mathbb{E} c(\tau) = 1 \). For \( c > 0 \), let
\[
\lambda_t(c) = \mathbb{E}[f'(cz^*_T(t)) z^*_T(t)]
\]
where the expectation is taken with respect to \( P \) and let \( c_t(\lambda) \) be its right-continuous inverse.

If in addition there exists \( \lambda^* \) such that
\[
\int_0^T c_t(\lambda^*) d\alpha(t) = 1,
\]  \hspace{1cm} (18)

then the \( f \)- minimal equivalent martingale measure for a change-point model exists and is given by \([T]\) with \( c^*(t) = c_t(\lambda^*) \) for \( t \in [0,T] \).
In particular, if \( f'(x) = ax^\gamma \), for \( a > 0 \) and \( \gamma \in \mathbb{R}^+ \), then

\[
c^*(t) = \frac{\left[ \mathbb{E}(z^*_T(t)^{\gamma+1}) \right]^{\frac{1}{\gamma}}}{\int_0^T \mathbb{E}(z^*_T(t)^{\gamma+1})^{-\frac{1}{\gamma}} \, d\alpha(t)}
\]

and for \( f'(x) = \ln(x) + 1 \),

\[
c^*(t) = \frac{e^{-\mathbb{E}(z^*_T(t) \ln z^*_T(t))}}{\int_0^T e^{-\mathbb{E}(z^*_T(t) \ln z^*_T(t))} \, d\alpha(t)}.
\]

**Remark 1.** Let us comment mentioned above hypotheses. Of course, the \( f \)-divergence minimal martingale measure not always exist. The necessary and sufficient conditions for existence of such measures for common \( f \)-divergences was mentioned in [5]. As it was shown in [19], [18], [11], [33], the properties mentioned in hypotheses \((H_2)\) are satisfied for the most common \( f \)-divergence functions and any Levy processes. But the class of functions satisfying \((H_2)\) is larger then just common \( f \)-divergences (cf. [5]). The hypotheses \((H_3)\) contains a number of integrability conditions needed to use scaling property. If for each \( c > 0 \) there exist \( A, B, C \) real constants such that

\[
|xf'(cx)| \leq A|f(x)| + Bx + C,
\]

then \((H_3)\) will follow automatically from the integrability condition for existence of \( f \)-divergence minimal equivalent martingale measure.

**Remark 2.** We can express the factor \( c^*(t) \) in terms of Radon-Nikodym densities of \( f \)-divergence measures of the processes \( L \) and \( \tilde{L} \). Namely, one can see easily that

\[
\mathbb{E}(z^*_T(t)^{\gamma+1}) = \mathbb{E}(\zeta^*_T^{\gamma+1}) \mathbb{E}(\tilde{\zeta}^*_T^{\gamma+1})
\]

and that

\[
\mathbb{E}(z^*_T(t) \ln z^*_T(t)) = \mathbb{E}(\zeta^*_T \ln \zeta^*_T) + \mathbb{E}(\tilde{\zeta}^*_T \ln \tilde{\zeta}^*_T)
\]

In turn, the last quantities can be easily expressed via the corresponding Girsanov parameters using Ito formula.

**Proof of Theorem 7** Since \( \mathbb{Q}^* \) is an equivalent martingale measure we have from (14) that

\[
f(Q^*_T \| \mathbb{P}_T) = \mathbb{E}[f(c(\tau) \frac{\zeta_T}{\zeta_\tau})]
\]

It follows from the independence of \( L, \tilde{L} \) and \( \tau \) that

\[
\mathbb{E}[f(c(\tau) \frac{\zeta_T}{\zeta_\tau})] = \mathbb{E}[f(c(t) \frac{\zeta_T}{\zeta_\tau})]
\]

Now, the independence of \( L \) and \( \tilde{L} \) implies the conditional independence of \( \zeta \) and \( \tilde{\zeta} \) given \( \sigma(L_s, s \leq T) \). Using the convexity of \( f \) and invariance of \( f \) under scaling, we see that in order to minimize \( f \)-divergence, the measure \( \mathbb{Q} \) should be such that \( \zeta \) is
the density of an $f$-minimal martingale measure for $(e^{Lt})_{t \geq 0}$ and $\tilde{\zeta}$ the density of an $f$-minimal martingale measure for $(e^{\tilde{L}t})_{t \geq 0}$. Hence (17) holds.

To find $f$-minimal equivalent martingale measure we have to minimize the function

$$F(c) = \int_0^T \mathbb{E}[f(c(t)z_T^*(t))] \, d\alpha(t)$$

over all cadlag functions $c : [0, T] \to \mathbb{R}^+$ such that $\mathbb{E}c(\tau) = 1$. For that we consider the linear space $\mathcal{L}$ of such cadlag functions $c : [0, T] \to \mathbb{R}$ with the norm $||c|| = \sup_{t \in [0,T]} |c(t)|$ and also the cone of such positive functions.

We apply Kuhn-Tucker theorem (see [38]) to the function $F_\lambda(c) = F(c) - \lambda \int_0^T (c(t) - 1) \, d\alpha(t)$ with Lagrangian factor $\lambda > 0$. We show that the Frechet derivative $\frac{\partial F_\lambda}{\partial c}$ of $F_\lambda(c)$, defined by

$$\lim_{||\delta|| \to 0} \frac{|F_\lambda(c + \delta) - F_\lambda(c) - \frac{\partial F_\lambda}{\partial c}\delta|}{||\delta||} = 0$$

is equal to:

$$\frac{\partial F_\lambda}{\partial c}(\delta) = \int_0^T (\mathbb{E}[f'(c(t)z_T^*(t))z_T^*(t)] - \lambda) \, d\alpha(t)$$

In fact, by the Taylor formula, we have for $\delta \in \mathcal{L}$ :

$$F_\lambda(c + \delta) - F_\lambda(c) - \frac{\partial F_\lambda}{\partial c}\delta = \int_0^T \mathbb{E}[(f'(c(t) + \theta(t))z_T^*(t)) - f'(c(t)z_T^*(t))] \, d\alpha(t)$$

where $\theta(t)$ is a function which takes values in the interval $[0, \delta(t)]$. We remark that the modulus of the right-hand side in the previous equality is bounded from above by:

$$\sup_{t \in [0,T]} \mathbb{E}[|f'(c(t + \theta(t))z_T^*(t)) - f'(c(t)z_T^*(t))| z_T^*(t) ||\delta||]$$

and that hypothesis $\mathcal{H}_3$ implies that for all $c > 0$

$$\mathbb{E}[f'(cz_T^*(t))z_T^*(t)] < \infty.$$
We see easily that it is continuous and increasing in $c$ and that its right-continuous inverse $c_t(\lambda)$ satisfies:

$$\lambda = \mathbb{E}[f'(c_t(\lambda)z^*_T(t))z^*_T(t)]$$

Now, to obtain a minimizer $c^*$, it remains to find, if it exists, $\lambda^*$ which satisfies (18).

Let us consider now the special case $f'(x) = ax^\gamma$. Then we obtain up to a constant, that $\lambda_t(c) = ac^\gamma \mathbb{E}[z^*_T(t)^{\gamma+1}]$ and for $f'(x) = \ln(x) + 1$ we get $\lambda_t(c) = \mathbb{E}[z^*_T(t) \ln z^*_T(t)] + 1$. Finally, we write down $c_t(\lambda)$ and we integrate with respect to $\alpha$, and we find $\lambda^*$ and the expression of $c^*(t)$. □

Example: A change-point Black-Scholes model. We apply the previous results when $L$ and $\tilde{L}$ define Black-Scholes type models. Therefore, we assume that $L$ and $\tilde{L}$ are continuous Levy processes with characteristics $(b,c,0)$ and $(\tilde{b},c,0)$ respectively, $c > 0$. As is well known, the initial models will be complete, with a unique equivalent martingale measure which defines a unique price for options. However, in our change-point model the martingale measure is not unique, and we have an infinite set of martingale measures of the form

$$dQ_t(X) = c(\tau) \exp \left( \int_0^T \beta_s dX_s^c - \frac{1}{2} \int_0^T \beta_s^2 ds \right)$$

where $c(\cdot)$ is a measurable function $[0,T] \to \mathbb{R}^{+,*}$ such that $\mathbb{E}[c(\tau)] = 1$ and

$$\beta_s = \frac{1}{c} \left[ (b + \frac{c}{2})1_{[0,\tau]}(s) + (\tilde{b} + \frac{c}{2})1_{\tau,\infty}[s] \right]$$

If for example $f'(x) = ax^\gamma$, applying Theorem □ we get

$$c^*(t) = \frac{e^{-\frac{\beta^2}{2c}(b+\frac{c}{2})^2t+(\tilde{b}+\frac{c}{2})^2(T-t)}}{\int_0^T e^{-\frac{\beta^2}{2c}(b+\frac{c}{2})^2t+(\tilde{b}+\frac{c}{2})^2(T-t)}d\alpha(t)}$$

and if $f'(x) = \ln(x) + 1$, then

$$c^*(t) = \frac{e^{-\frac{\beta^2}{2c}(b+\frac{c}{2})^2t+(\tilde{b}+\frac{c}{2})^2(T-t)}}{\int_0^T e^{-\frac{\beta^2}{2c}(b+\frac{c}{2})^2t+(\tilde{b}+\frac{c}{2})^2(T-t)}d\alpha(t)}$$

3 Optimal strategies for utility maximization

We start by recalling some useful basic facts about optimal strategies for utility maximization. Then some decomposition formulas will be given which permit us to find optimal strategies. We end up by giving the formulas for optimal strategies for utility maximization in change-point setting.
3.1 Some known facts

In this subsection, we are interested in finding optimal strategies for terminal wealth with respect to some utility functions. More precisely, we assume that our financial market consists of two assets: a non-risky asset $B$, with interest rate $r$, and a risky asset $S$, modelled using the change-point Levy model defined in \cite{4}. We denote by $\vec{S} = (B, S)$ the price process and by $\vec{\Phi} = (\phi^0, \phi)$ the amount of money invested in each asset. According to usual terminology, a predictable $\vec{S}$-integrable process $\vec{\Phi}$ is said to be a self-financing admissible strategy if for every $t \in [0, T]$ and initial capital $x$ initial capital

$$\vec{\Phi}_t \cdot \vec{S}_t = x + \int_0^t \vec{\Phi}_u \cdot d\vec{S}_u \quad (21)$$

where the stochastic integral in the right-hand side is bounded from below. Here $\cdot$ denotes the scalar product. We will denote by $A$ the set of all self-financing admissible strategies. In order to avoid unnecessary complications, we will assume that the interest rate $r$ is 0, so that starting with an initial capital $x$, terminal wealth at time $T$ is

$$V_T(\phi) = x + \int_0^T \phi_s dS_s$$

Let $u$ denote a strictly increasing, strictly concave, continuously differentiable function on $\text{dom}(u) = \{x \in \mathbb{R} | u(x) > -\infty\}$ which satisfies

$$u'(+\infty) = \lim_{x \to +\infty} u'(x) = 0,$$

$$u'(-\infty) = \lim_{x \to -\infty} u'(x) = +\infty$$

where $\underline{x} = \inf\{u \in \text{dom}(u)\}$.

We will say that $\phi^*$ defines an optimal strategy with respect to $u$ if

$$\mathbb{E}_P[u(x + \int_0^T \phi^*_s dS_s)] = \sup_{\phi \in A} \mathbb{E}_P[u(x + \int_0^T \phi_s dS_s)]$$

As in \cite{34}, we will say that $\hat{\phi}$ is an asymptotically optimal strategy if there exists a sequence of stopping times $(\tau_n)_{n \in \mathbb{N}}$ which goes to infinity such that for each $n$, $\phi^*_n 1_{[0, T \wedge \tau_n]}$ is an admissible strategy for the restriction of $u$ on the interval $[-n, +\infty[$ and

$$\lim_{n \to +\infty} E[u(x + \int_0^{T \wedge \tau_n} \hat{\phi}_s dS_s)] = \sup_{\phi \in A} E[u(x + \int_0^T \phi_s dS_s)]$$

As known, there is a strong link between this optimization problem and the previous problem of finding $f$-minimal martingale measures. Let $f$ be the convex conjugate function of $u$:

$$f(y) = \sup_{x \in \mathbb{R}} \{u(x) - xy\} = u(I(y)) - yI(y) \quad (22)$$
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where \( I = (u')^{-1} \). We recall that in particular

- if \( u(x) = \ln(x) \) then \( f(x) = -\ln(x) - 1 \),
- if \( u(x) = \frac{x^p}{p}, p < 1 \) then \( f(x) = -\frac{p - 1}{p} x^{p-1} \),
- if \( u(x) = 1 - e^{-x} \) then \( f(x) = 1 - x + x \ln(x) \).

The following result gives us the relation between portfolio optimization and f-minimal martingale measures.

**Theorem 2. (cf. \[27\])** Let \( x \in \mathbb{R}^+ \) be fixed. Let \( Q^* \) be an equivalent martingale measure which satisfies

\[
\mathbb{E}_P[f(\lambda \frac{dQ^*_T}{dP_T})] < \infty, \quad \mathbb{E}_{Q^*}[f'(\lambda \frac{dQ^*_T}{dP_T})] < \infty
\]

for \( \lambda \) such that

\[-\mathbb{E}_{Q^*} f'(\lambda \frac{dQ^*_T}{dP_T}) = x.\]

Then, if \( Q^* \) is an f-minimal martingale measure, there exists a predictable function \( \phi^* \) such that

\[-f'(\lambda \frac{dQ^*_T}{dP_T}) = x + \int_0^T \phi^*_u dS_u\]

(23)

If the last relation holds, then \( \Phi = (\phi^0, \phi) \) with \( \phi^*_t = x + \int_0^t \phi_u dS_u - \phi_t S_t \) is an asymptotically optimal portfolio strategy. Moreover, if \( x > -\infty \), this strategy is optimal.

**Proof** If \( x > -\infty \) the result follows from \[27\], Theorem 3.1. If \( x = -\infty \) and (23) holds, then we show that there exists a sequence of stopping times \( (\tau_n)_{n \in \mathbb{N}} \) which goes to infinity such that \( (\int_0^t \phi^*_u dS_u)_{0 \leq s \leq T} \) is a sequence of admissible strategies, and that \( \phi^* \) is asymptotically optimal.

We put then

\[ \tau_n = \inf\{ t \geq 0 : \int_0^t \phi^*_u dS_u \leq -n \}. \]

It is obvious that the sequence of stopping times \( (\tau_n)_{n \in \mathbb{N}} \) is going to infinity as \( n \to \infty \) and

\[ \lim_{n \to +\infty} \mathbb{E}_P[u(x + \int_0^{T \wedge \tau_n} \phi^*_u dS_u)] \leq \sup_{\phi \in \mathcal{A}} \mathbb{E}_P[u(x + \int_0^T \phi_u dS_u)] \]

(24)

Now, if \( \phi \) is any admissible strategy, it follows from the concavity of \( u \) that

\[ u(x + \int_0^T \phi_s dS_s) \leq u(x + \int_0^T \phi^*_s dS_s) + u'(x + \int_0^T \phi^*_s dS_s)[\int_0^T (\phi_s - \phi^*_s) dS_s] \]

Note that \( u'(x + \int_0^T \phi^*_s dS_s) = \zeta^*_T \) where \( \zeta^*_T \) is Radon-Nikodym density of the measure \( Q^*_T \) with respect to \( P_T \). Note also that \( (\int_0^T (\phi_s - \phi^*_s) dS_s)_{0 \leq s \leq T} \) is the difference of a local
Lemma 1. Let Girsanov parameters of the f-divergence minimal equivalent martingale measures \( \mathbb{Q}^* \) and \( \mathbb{Q}^* \) are \( (\beta^*, Y^*) \) and \( (\beta^*, \tilde{Y}^*) \) respectively. Then the Girsanov parameters when changing from \( \mathbb{P} \) to \( \mathbb{Q}^* \) are:

\[
\beta^*_t = \beta^* \mathbf{1}_{[0, \tau]}(t) + \tilde{\beta}^* \mathbf{1}_{[\tau, +\infty]}(t) \\
Y^*_t = Y^* \mathbf{1}_{[0, \tau]}(t) + \tilde{Y}^* \mathbf{1}_{[\tau, +\infty]}(t).
\]

Next, we introduce for fixed \( u \in [0, T] \), \( x \geq 0 \) and \( t \in [0, T] \) the quantities

\[
\rho^{(u)}(t, x) = \mathbb{E}(Z^*_T(\tau) f'(Z^*_T(\tau)) \mid \tau = u, Z^*_t(u) = x) = \mathbb{E}(Z^*_T(u) f'(Z^*_T(u)) \mid Z^*_t(u) = x)
\]

and we remark that the regular in \( u \) and right-continuous versions of processes verify: \( \mathbb{P} \)-a.s. for all \( t \in [0, T] \)

\[
\mathbb{E}(Z^*_T(\tau) f'(Z^*_T(\tau)) \mid \mathcal{F}_t) = \rho^{(\tau)}(t, Z^*_t(\tau))
\]

(27) To simplify the notation we introduce \( \eta_{T-t}(u) \) such that

\[
\eta_{T-t}(u) = \frac{z^*_t(u)}{z^*_T(u)}
\]
and we remark that
\[ \eta_{t-t}(u) \leq z^*_t((u-t)^+). \]
As a consequence of previous formulas, we have
\[ \rho^{(u)}(t, x) = \mathbb{E}[\eta_{t-t}(u)f'(x\eta_{t-t}(u))] \]
Now, we would like to use Ito formula for \( \rho^{(u)}(t, Z^*_t(u)) \). But the mentioned function is not sufficiently smooth and we will proceed by approximations. For that we construct a sequence of functions \((\phi_n)_{n \geq 1}\).

**Lemma 2.** Let \( f \) be convex function belonging to \( C^3(\mathbb{R}^+) \). There exists a sequence of bounded functions \((\phi_n)_{n \geq 1}\), which are of class \( C^2 \) on \( \mathbb{R}^+ \), increasing, such that for all \( n \geq 1 \), \( \phi_n \) coincides with \( f' \) on the compact set \([\frac{1}{n}, n]\) and such that for sufficiently big \( n \) the following inequalities hold for all \( x, y > 0 \):
\[ |\phi_n(x)| \leq 4|f'(x)| + \alpha, \quad |\phi'_n(x)| \leq 3f''(x), \quad |\phi_n(x) - \phi_n(y)| \leq 5|f'(x) - f'(y)| \quad (28) \]
where \( \alpha \) is a real positive constant.

**Proof.** We set, for \( n \geq 1 \),
\[ A_n(x) = f'(\frac{1}{n}) - \int_{\frac{1}{n}}^x \frac{f''(y)(2ny - 1)^2(5 - 4ny)dy}{2n} \]
\[ B_n(x) = f'(n) + \int^n_{x} \frac{f''(y)(n + 1 - y)^2(1 + 2y - 2n)dy}{2n} \]
and finally
\[ \phi_n(x) = \begin{cases} 
A_n(x) & \text{if } 0 \leq x < \frac{1}{n}, \\
\phi'(x) & \text{if } \frac{1}{n} \leq x \leq n, \\
B_n(x) & \text{if } x > n.
\end{cases} \]

**Proof.** We can verify easily that \( \phi_n \) coincide with \( f' \) on \([\frac{1}{n}, n]\) and that the properties \((28)\) hold. \(\Box\)

Now we introduce
\[ \rho^{(u)}_n(t, x) = \mathbb{E}(Z^*_t(\tau) \phi_n(Z^*_t(\tau)) \mid \tau = u, Z^*_t(u) = x) \]
and we see that
\[ \rho^{(u)}_n(t, Z^*_t(u)) = \mathbb{E}[\eta_{t-t}(u)\phi_n(x\eta_{t-t}(u))] \]
In the next lemma we give a decomposition formula for \( \rho^{(u)}_n \). For that we put
\[ \xi^{(n, u)}_t(x) = \mathbb{E}[\eta_{t-t}(u)\phi_n'(x\eta_{t-t}(u))] \quad (29) \]
and
\[ H^{(n, u)}_t(x, y) = \mathbb{E}(\eta_{t-t}(u)[\phi_n(x\eta_{t-t}(u))Y_t^*(y)) - \phi_n(x\eta_{t-t}(u))]) \quad (30) \]
and we denote \( Q^*_t \) the conditional law \( Q^* \) given \( \tau = u \).
Lemma 3. We have $\mathbb{Q}_u^*$-a.s., for all $t \leq T$,

$$E_{\mathbb{Q}_u^*}[\phi_n(Z_T^*(u)) \mid \mathcal{G}_t] = E_{\mathbb{Q}_u^*}[\phi_n(Z_T^*(u))] +$$

$$\int_0^t \beta_s Z_{s-}^*(u) \zeta^{(n,u)}_s(Z_{s-}^*(u)) dX_s^{(c),\mathbb{Q}_u^*} + \int_0^t \int_{\mathbb{R}} H_s^{(n,u)}(Z_{s-}^*(u), y) (\mu^X - \nu^X,\mathbb{Q}_u^*) (ds, dy)$$

where $\nu^X,\mathbb{Q}_u^*$ is a compensator of the jump measure $\mu^X$ with respect to $(\mathbb{F}, \mathbb{Q}_u^*)$.

Proof: In order to apply the Ito formula to $\rho_n^{(u)}$, we show that $\rho_n$ is twice continuously differentiable with respect to $x$ and once with respect to $t$ on the set $x \geq \epsilon$, $\epsilon > 0$ and $t \in [0, T]$ and that the corresponding derivatives are bounded. Then we apply the Ito formula to $\rho_n^{(u)}$ but stopped at stopping times

$$s_m = \inf\{t \geq 0 \mid Z_t^*(u) \leq \frac{1}{m}\},$$

with $m \geq 1$ and $\inf\{\emptyset\} = \infty$.

From strong Markov property of Levy processes we have:

$$\rho_n^{(u)}(t \wedge s_m, Z_{t \wedge s_m}^*(u)) = E_{\mathbb{Q}_u^*}[\phi_n(Z_T^*(u)) \mid \mathcal{G}_{t \wedge s_m}]$$

and we remark that $(E_{\mathbb{Q}_u^*}[\phi_n(Z_T^*(u)) \mid \mathcal{G}_{t \wedge s_m})_{t \geq 0}$ is a $\mathbb{Q}_u^*$-martingale. By Ito formula we obtain that:

$$\rho_n^{(u)}(t \wedge s_m, Z_{t \wedge s_m}^*(u)) = \rho_n^{(u)}(0, Z_0^*(u)) + \int_0^{t \wedge s_m} \frac{\partial \rho_n^{(u)}}{\partial s}(s, Z_{s-}^*(u)) ds +$$

$$\int_0^{t \wedge s_m} \frac{\partial \rho_n^{(u)}}{\partial x}(s, Z_{s-}^*(u)) dZ_{s-}^*(u) + \frac{1}{2} \int_0^{t \wedge s_m} \frac{\partial^2 \rho_n^{(u)}}{\partial x^2}(s, Z_{s-}^*(u)) d\langle Z_s^*(u) \rangle_s +$$

$$\int_0^{t \wedge s_m} \int_{\mathbb{R}} (\rho_n(s, Z_{s-}^*(u) + x) - \rho_n(s, Z_{s-}^*(u)) - \frac{\partial \rho_n}{\partial x}(s, Z_{s-}^*(u)) x) \mu^Z(ds, dx)$$

Then we can write that

$$\rho_n^{(u)}(t \wedge s_m, Z_{t \wedge s_m}^*(u)) = A_{t \wedge s_m} + M_{t \wedge s_m}$$

with

$$A_t = \int_0^t \frac{\partial \rho_n^{(u)}}{\partial s}(s, Z_{s-}^*(u)) ds + \frac{1}{2} \int_0^t \frac{\partial^2 \rho_n^{(u)}}{\partial x^2}(s, Z_{s-}^*(u)) d\langle Z_s^*(u) \rangle_s +$$

$$\int_0^t \int_{\mathbb{R}} [\rho_n^{(u)}(s, Z_{s-}^*(u) + x) - \rho_n^{(u)}(s, Z_{s-}^*(u)) - \frac{\partial \rho_n}{\partial x}(s, Z_{s-}^*(u)) x] \nu^Z,\mathbb{Q}_u^*(ds, dx)$$

and

$$M_t = \int_0^t \frac{\partial \rho_n^{(u)}}{\partial x}(s, Z_{s-}^*(u)) dZ_{s-}^*(u) +$$

$$\int_0^t \int_{\mathbb{R}} [\rho_n^{(u)}(s, Z_{s-}^*(u) + x) - \rho_n^{(u)}(s, Z_{s-}^*(u))] \mu^Z(ds, dx) - \nu^Z,\mathbb{Q}_u^*(ds, dx)$$
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But since $A$ is predictable process and $(E_{Q^*_t}(\phi_n(Z^*_T(u)) \mid \mathcal{G}_{t \wedge s_m}))_{t \geq 0}$ is a $Q^*_u$-martingale, we obtain that $Q^*_u$-a.s., $A_t = 0$ for all $0 \leq t \leq T$.

From [19], corollary 2.4, p. 59, we get since $\sigma(\cup_{m=1}^{\infty} \mathcal{G}_{t \wedge s_m}) = \mathcal{G}_t$ that

\[
\lim_{m \to \infty} \rho_n^{(u)}(t \wedge s_m, Z^*_t(u)) = E_{Q^*}(\phi_n(Z^*_T(u)) \mid \mathcal{G}_t)
\]

Moreover, we remark that for all $x \in \mathbb{R}$ and $s \in [0, T]$

\[
\frac{\partial \rho_n^{(u)}}{\partial x}(s, x) = \xi_s^{(n, u)}(x)
\]

and all $x, y \in \mathbb{R}$ and $s \in [0, T]$

\[
H_s^{(n, u)}(x, y) = \rho_n^{(u)}(s, x Y^*(y)) - \rho_n^{(u)}(s, x)
\]

We conclude using the definition of local martingales that the decomposition of Lemma holds. $\square$

The next step consists to pass to the limit in previous decomposition. For that let us denote for $0 \leq t \leq T$

\[
\xi_t^{(u)}(x) = E[\eta_{T-t}(u) f''(x \eta_{T-t}(u))]
\]

and

\[
H_t^{(u)}(x, y) = E(\eta_{T-t}(u)[f'(x \eta_{T-t}(u) Y^*_t(y)) - f'(x \eta_{T-t}(u))])
\]

Lemma 4. We have $Q^*_u$-a.s., for all $t \leq T$,

\[
E_{Q^*_u}(f'(Z^*_T(u)) \mid \mathcal{G}_t) = E_{Q^*_u}[f'(Z^*_T(u))] + 
\int_0^t \beta_s^* Z_s^*(u) \xi_s^{(u)}(Z_s^*(u)) dX^{(c), Q^*_u}_s + \int_0^t \int_\mathbb{R} H_s^{(u)}(Z_s^*(u), y) (\mu^X - \nu^{X, Q^*_u})(ds, dy)
\]

where $\nu^{X, Q^*_u}$ is a compensator of the jump measure $\mu^X$ with respect to $(\mathbb{F}, Q^*_u)$.

Proof. The proof consists to show the convergence in probability of stochastic integrals and conditional expectations using the properties of $\phi_n$ cited in Lemma 2 and can be performed in the same way as in [6]. $\square$

### 3.3 Optimal strategies in a change-point situation

Let $u$ be a utility function belonging to $C^3([\underline{u}, +\infty[)$ and $f$ its convex conjugate, $f \in C^3(\mathbb{R}^{+,*})$. We suppose that $\mathcal{M}(P) \neq \emptyset$ and $\mathcal{M}(\tilde{P}) \neq \emptyset$ and we introduce the following hypotheses

(\(H_4\)) : For each compact set $K$ of $\mathbb{R}^{+,*}$ and $t \in [0, T]$, we have:

\[
\sup_{\lambda \in K} \sup_{t \in [0, T]} E_{Q^*}^{\tilde{Q}}[\zeta^*_t f''(\lambda \zeta^*_t)] < \infty, \quad \sup_{\lambda \in K} \sup_{t \in [0, T]} E_{Q^*}^{\tilde{Q}}[\tilde{\zeta}^*_t f''(\lambda \tilde{\zeta}^*_t)] < \infty
\]

where $\zeta^*$ and $\tilde{\zeta}^*$ are the densities of the $f$-minimal equivalent martingale measures $Q^*$ and $\tilde{Q}^*$ with respect to $P$ and $\tilde{P}$ respectively.
**Theorem 3.** Let $u$ be a strictly concave function belonging to $C^3(\mathbb{R}, +\infty)$. Suppose that a convex conjugate $f$ of $u$ satisfy $(\mathcal{H}_1)$, $(\mathcal{H}_2)$, $(\mathcal{H}_3)$, $(\mathcal{H}_4)$ and $(\mathcal{H}_5)$. Then there exists an $\mathbb{F}$-optimal strategy $\phi^*$ for change-point model [3]. In addition, it is $\hat{\mathbb{F}}$-adapted for $f(x) = x \ln(x)$. If $c \neq 0$, then

$$
\phi_i^* = -\frac{\beta_i^* Z_{i-}^*(\tau)}{S_{i-}} \xi(t, Z_{i-}^*(\tau))
$$

with $\beta^*$ defined in Lemma [1].

If $c = 0$ and $\hat{\mathrm{supp}}(\nu) \neq \emptyset$, $\hat{\mathrm{supp}}(\check{\nu}) \neq \emptyset$ both containing 0, then $f''(x) = ax^\gamma$ with $a > 0$ and $\gamma \in \mathbb{R}$, and the optimal strategies are defined by the same formula but with the replacement of $\beta_i^*$ by $\alpha_i^*$ such that

$$
\alpha_i^* = Y^*(y_0) \frac{\partial Y^*}{\partial y}(y_0) \mathbf{1}_{\tau > t} + \check{Y}^*(y_1) \frac{\partial \check{Y}^*}{\partial y}(y_1) \mathbf{1}_{\tau \leq t}
$$

where $y_0 \in \hat{\mathrm{supp}}(\nu)$ and $y_1 \in \hat{\mathrm{supp}}(\check{\nu})$.

**Proof** From Theorem [4] and the hypotheses $(\mathcal{H}_1)$, $(\mathcal{H}_2)$, $(\mathcal{H}_3)$ and $(\mathcal{H}_5)$ it follows that there exists an $f$-minimal martingale measure $\mathbb{Q}^*$. Since the processes $X$ and $S$ are $\hat{\mathbb{F}}$-adapted, applying for example Theorem 3.1 in [27], we have the existence of an $\hat{\mathbb{F}}$-adapted optimal strategy $\phi^*$ such that

$$
-f'(\lambda Z_T^*(\tau)) = x + \int_0^T \phi_u^* dS_u
$$

and such that $\int_0^T \phi_u^* dS_u$ defines a local martingale with respect to $(\mathbb{Q}, \hat{\mathbb{F}})$. The same is true for initially enlarged filtration $\mathbb{F}$. Then, for $c \neq 0$, we compare the decomposition of Lemma [4] and the decomposition of Theorem [2] to get our formulas. For $c = 0$ we use first the Theorem 3 of [3] to prove that $f''(x) = ax^\gamma$. Then, again we compare the decomposition of Lemma [4] and the decomposition of Theorem [2] to get our formulas.

\[\square\]

**Proposition 2.** Let $u$ be common utility function and let $f$ be its convex conjugate, $f''(x) = ax^\gamma$, where $a > 0$ and $\gamma \in \mathbb{R}$. Suppose that $c \neq 0$ or $\hat{\mathrm{supp}}(\nu) \neq \emptyset$, $\hat{\mathrm{supp}}(\check{\nu}) \neq \emptyset$ and both containing 0. Then there exists an $u$-asymptotically optimal strategy if and only if there exist $\alpha, \beta \in \mathbb{R}^d$ and measurable function $Y : \mathbb{R} \setminus \{0\} \rightarrow \mathbb{R}^{+,*}$ such that

$$
Y(y) = (f')^{-1}(f'(1) + \alpha(y - 1))
$$

and such that the following properties hold:

$$
Y(y) > 0 \ \nu - \text{a.e.,} \quad (37)
$$

$$
\int_{|y| \geq 1} (e^y - 1)Y(y)\nu(dy) < +\infty. \quad (38)
$$

$$
b + \frac{1}{2}c + c\beta + \int_{\mathbb{R}^d} ((e^y - 1)Y(y) - l(y))\nu(dy) = 0. \quad (39)
$$
and the same conditions are verified with the replacement of $\alpha, \beta$ by $\tilde{\alpha}, \tilde{\beta}$, $\nu$ by $\tilde{\nu}$ and $Y$ by $\tilde{Y}$. Furthermore, if $c \neq 0$ then

\[
\phi^*_t = -\frac{\beta^*_t(Z^*_t-t)^{\gamma+1}}{S_t} \mathbb{E}([z^*_t-t((\tau-t)^+)]^{\gamma+1} | \tau)
\]

with $\beta^*_t = \beta I_{[0,\tau]}(t) + \tilde{\beta} I_{[r,\infty]}(t)$.

If $c = 0$ and $\text{supp}(\nu) \neq \emptyset$, $\text{supp}(\tilde{\nu}) \neq \emptyset$ both containing 0, then

\[
\phi^*_t = -\frac{\alpha^*_t(Z^*_t-t)^{\gamma+1}}{S_t} \mathbb{E}([z^*_t-t((\tau-t)^+)]^{\gamma+1} | \tau)
\]

with $\alpha^*_t$ given in Theorem 3. In addition, $\phi^*$ is optimal as soon as $\gamma \neq -1$. Moreover, $\phi^*$ is $\mathbb{F}$-adapted as soon as $\gamma = -1$.

Proof We recall from [5] that under the assumptions (37), (38) and (39), the Levy model associated with $L$ has an $f$-minimal equivalent martingale measure which preserves the Levy property and whose Girsanov parameters are $\beta$ and $Y$. The same is true for the Levy model associated with $\tilde{L}$. Then, the formulas for strategies follow directly from Theorem 3.

Example: Optimal strategy for Black-Scholes model with change point and exponential utility. As before, we now want to apply the results when $L$ and $\tilde{L}$ define Black-Scholes type models. Therefore, we assume that $L$ and $\tilde{L}$ are continuous Levy processes with characteristics $(b, c, 0)$ and $(\tilde{b}, c, 0)$ respectively. Let $\tau$ be a random variable bounded by $T$ which is independent from $L$ and $\tilde{L}$. Then the asymptotically optimal strategy from the point of view of maximization of exponential utility $u(x) = 1 - \exp(-x)$ will be:

\[
\phi^*_t = -\frac{\beta_t}{S_t} = \frac{(b + c/2)1_{[0,\tau]}(t) + (\tilde{b} + c/2)1_{[\tau,\infty]}(t)}{cS_t}.
\]
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F-divergence minimal equivalent martingale measures and optimal portfolios for exponential Levy models with a change-point
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S. Cawston and L. Vostrikova

Abstract

We study exponential Levy models with change-point which is a random variable, independent from initial Levy processes. On canonical space with initially enlarged filtration we describe all equivalent martingale measures for change-point model and we give the conditions for the existence of f-divergence minimal equivalent martingale measure. Using the connection between utility maximisation and f-divergence minimisation, we obtain a general formula for optimal strategy in change-point case for initially enlarged filtration and also for progressively enlarged filtration in the case of exponential utility. We illustrate our results considering the Black-Scholes model with change-point.
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1 Introduction

The parameters of financial models are generally highly dependent on time: a number of events (for example the release of information in the press, changes in the price of raw materials or the first time a stock price hits some psychological level) can trigger a change in the behaviour of stock prices. This time-dependency of the parameters can often be described using a piece-wise constant function: we will call this case a change-point model. In this context, an important problem in financial mathematics will be option pricing and hedging. Of course, the time of change (change-point) for
the parameters is not explicitly known, but it is often possible to make reasonable assumptions about its nature and use statistical tests for its detection.

Change-point problems have a long history, probably beginning with the papers of Page [45], [46] in an a-posteriori setting, and of Shiryaev [54] in a quickest detection setting. The problem was later considered in many papers, see for instance [14], [49], [21], [18], [3], [59], [42] and also the book [2] and references there. In the context of financial mathematics, the question was investigated in [31], [8], [30], [22], [15], [57], [58], [38], [60] and was often related to a quickest detection approach.

It should be noticed that not only quickest detection approach is interesting in financial mathematics, and this fact is related with pricing and hedging of so called default models (see [1], [17] and references there). In mentioned papers a number of very important results was obtained but for the processes without jump part or with only one jump.

The models with jumps, like exponential Levy models, in general, compromise the uniqueness of an equivalent martingale measure when such measure exists. So, one has to choose in some way an equivalent martingale measure to price. Many approaches have been developed and various criteria suggested for this choice of martingale measure, for example risk-minimization in an $L^2$-sense [40], [19], [52], [53], Hellinger integrals minimization [11], [12], [28], entropy minimization [43], [20], [18], $f^q$-martingale measures [34] or Esscher measures [32].

All these approaches can be considered in unified way using so called $f$-divergences, introduced by Csiszar [13] and investigated in a number of papers and books (see for instance [41] and references there). It should also be noticed that a general characterisation of $f$-divergence minimal martingale measures with applications to exponential Levy models was given first in [27].

We recall that for $f$ a convex function on $\mathbb{R}^{+,*}$ and two measures $Q$ and $P$ such that $Q \ll P$, the $f$-divergence of $Q$ with respect to $P$ is defined as

$$f(Q|P) = E_P[f\left(\frac{dQ}{dP}\right)]$$

where $\frac{dQ}{dP}$ is Radon-Nikodym density of $Q$ with respect to $P$, and $E_P$ is the expectation with respect to $P$. We recall that the utility maximisation is closely related to $f$-divergence minimisation via Fenchel-Legendre transform and this will be one of essential points to obtain an optimal strategy.

The aim of this paper is to study $f$-divergence minimal martingale measures and optimal portfolios from the point of view of utility maximization, for exponential Levy model with change-point where the parameters of the model before and after the change are known and a change-point itself is a random variable, independent from initial Levy processes. We remark that even complete models like Black-Scholes model, become to be incomplete in change-point setting. This is why simple conditioning with respect to $\tau$ and the use of the results on the processes with independent increments can not give us a right answer immediately.

We start by describing our model in more details. We assume the financial market
consists of a non-risky asset $B$ with interest rate $(r_t)_{t \geq 0}$, namely

$$B_t = B_0 \exp\left(\int_0^t r_s \, ds\right) \quad (1)$$

where

$$r_t = r_{1\{\tau > t\}} + \tilde{r}_{1\{\tau \leq t\}}, \quad (2)$$

with $r, \tilde{r}$ interest rates before and after change-point $\tau$, and a one-dimensional risky asset $S = (S_t)_{t \geq 0}$,

$$S_t = S_0 \exp(X_t) \quad (3)$$

where $X$ is a stochastic process obtained by pasting in $\tau$ of two Levy processes $L$ and $\tilde{L}$ together:

$$X_t = L_t {1\{\tau > t\}} + (L_\tau + \tilde{L}_t - \tilde{L}_\tau) {1\{\tau \leq t\}} \quad (4)$$

Here and further $L$ and $\tilde{L}$ supposed to be independent Levy processes with characteristics $(b, c, \nu)$ and $(\tilde{b}, \tilde{c}, \tilde{\nu})$ respectively which are independent from $\tau$ (for more details see [51]). To avoid unnecessary complications we assume up to now that for change-point model $r$ and $\tilde{r}$ in (2) are equal to zero, and that $S_0 = 1$.

To describe a probability space on which the process $X$ is well-defined, we consider $(D, \mathcal{G}, \mathbb{P})$ the canonical space of right-continuous functions with left-hand limits equipped with its natural filtration $\mathbb{G} = (\mathcal{G}_t)_{t \geq 0}$ which satisfies standard conditions: it is right-continuous, $\mathcal{G}_0 = \{\emptyset, D\}$, $\bigvee_{t \geq 0} \mathcal{G}_t = \mathcal{G}$ . On the product of such canonical spaces we define two independent Levy processes $L = (L_t)_{t \geq 0}$ and $\tilde{L} = (\tilde{L}_t)_{t \geq 0}$ with characteristics $(b, c, \nu)$ and $(\tilde{b}, \tilde{c}, \tilde{\nu})$ respectively and denote by $P$ and $\bar{P}$ their respective laws which are assumed to be locally equivalent: $P \sim \bar{P}$. As we will consider the market on a fixed finite time interval, we are really only interested in $P|_{\mathcal{G}_T}$ and $\bar{P}|_{\mathcal{G}_T}$ for a fixed $T \geq 0$ and the distinction between equivalence and local equivalence does not need to be made.

Our change-point will be represented by an independent random variable $\tau$ of law $\alpha$ taking values in $([0, T], \mathcal{B}([0, T]))$. The set $\{\tau = T\}$ corresponds to the situation when the change-point does not take place, or at least not on the interval we are studying.

On the probability space $(D \times D \times [0, T], \mathcal{G} \times \mathcal{G} \times \mathcal{B}([0, T], P \times \bar{P} \times \alpha)$ we define a measurable map $X$ by (4) and we denote by $\mathbb{P}$ its law. In what follows we use $\mathbb{E}$ mainly for the expectation with respect to $\mathbb{P}$ but this notation will be also used for the expectation with respect to $P \times \bar{P} \times \alpha$.

From point of view of observable processes we can have the following situations. If we observe only the process $X$ then the natural probability space to work is $(D, \mathcal{G}, \mathbb{P})$ equipped with the right-continuous version of the natural filtration $\mathcal{G} = (\mathcal{G}_t)_{t \geq 0}$ where $\mathcal{G}_t = \sigma\{X_s, s \leq t\}$ for $t \geq 0$. Now, if we observe not only the process $X$ but also some complementary variables related with $\tau$ then we can take it in account by the enlargement of the filtration. First we consider the filtration $\mathcal{H}$ given by $\mathcal{H}_t = \sigma(1_{\{\tau \leq s\}}, s \leq t)$ and note that $\mathcal{H}_T = \sigma(\tau)$. Then we introduce two filtrations: the initially enlarged filtration $\mathcal{F}_t = (\mathcal{F}_t)_{t \geq 0}$

$$\mathcal{F}_0 = \mathcal{G}_0 \lor \mathcal{H}_T, \quad \mathcal{F}_t = \bigcap_{s > t} (\mathcal{G}_s \lor \mathcal{H}_T) \quad (5)$$
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and the progressively enlarged filtration $\hat{\mathcal{F}} = (\hat{\mathcal{F}}_t)_{t \geq 0}$ which satisfies:

$$\hat{\mathcal{F}}_0 = \mathcal{G}_0 \vee \mathcal{H}_0, \quad \hat{\mathcal{F}}_t = \bigcap_{s > t} (\mathcal{G}_s \vee \mathcal{H}_s)$$ (6)

In the case of additional information the most natural filtration from the point of view of observable events would be $\hat{\mathcal{F}}$. However, it is not so easy to obtain the explicit formulas of optimal strategies for progressively enlarged filtration. So, we start by investigation of optimal strategies for initially enlarged filtration. In a special case of exponential utility it gives us an optimal strategy for progressively enlarged filtration. Our approach applied for density process with respect to progressively enlarged filtration gives also answer on optimal strategy for logarithmic utility, but a general case is still form an open question.

The paper is organized in the following way. In 2. we start by recalling in unified way the facts about f-divergence minimal equivalent martingale measures for exponential Levy models. This information will be used for investigation of change-point case.

In 3 we investigate the change-point case. On mentioned probability space and for initially enlarged filtration we describe first all equivalent martingale measures. Then, we introduce as hypotheses, such properties of f-divergence minimal equivalent martingale measures as a preservation of Levy property and a scaling property. The question of preservation of Levy property was considered in details in [5] and it was shown that the class of f-divergences preserving Levy property is larger then common f-divergences, i.e. the functions such that $f''(x) = ax^\gamma, a > 0, \gamma \in \mathbb{R}$. We recall that these functions are those for which there exists $A > 0$ and real $B, C$ such that $f(x) = Af_\gamma(x) + Bx + C$ where

$$f_\gamma(x) = \begin{cases} c_\gamma x^{\gamma+2} & \text{if } \gamma \neq -1, -2, \\ x \ln(x) & \text{if } \gamma = -1, \\ -\ln(x) & \text{if } \gamma = -2. \end{cases}$$ (7)

and $c_\gamma = \text{sign}[(\gamma+1)(\gamma+2)]$. The conditions for existence and the expression of Radon-Nikodym density $Z^*_\gamma(\tau)$ of f-divergence minimal martingale measure for change-point model is given in Theorem 2. Then, in Corollaries 4 and 5 we give the corresponding results for common f-divergences and, finally, we apply the results to Black-Scholes change-point model.

In 4. we present first some facts about utility maximisation and the formulas for optimal strategies of single exponential Levy model. Then we give a decomposition formula for $f'(Z^*_\gamma(\tau))$ for initially enlarged filtration. These decompositions allow us via the result of [27] to identify optimal strategy (see Theorem 5). We illustrate these results by considering again the Black-Scholes model with a change-point.
2 \textit{$f$-divergence minimal EMM’s for exponential Levy model}

We start by recalling in unified way the facts about $f$-divergence minimal martingale measures for exponential Levy models. Namely, we will consider common $f$-divergences and we will discuss the preservation of Levy property by $f$-divergence minimal locally equivalent martingale measures (EMM’s), we will mention the expressions for so called Girsanov parameters when we change the initial measure $P$ into $f$-divergence minimal EMM’s and also the expression of Radon-Nikodym density of these measures via Girsanov parameters.

Let now $L = (L_t)_{t \geq 0}$ be Levy process with parameters $(b,c,\nu)$ where $b$ is the drift parameter, $c$ is the diffusion parameter and $\nu$ is the Levy measure, i.e. the measure on $\mathbb{R} \setminus \{0\}$ which satisfies
\[ \int_{\mathbb{R}} (x^2 \wedge 1)\nu(dx) < +\infty. \] \hfill (8)

We recall that the characteristic function of $L_t$ for $t \in \mathbb{R}^+$ and $u \in \mathbb{R}$ is given then by:
\[ \phi_t(u) = \mathbb{E}e^{iuL_t} = e^{\psi(u)t} \]
and in turn, the characteristic exponent
\[ \psi(u) = iub - \frac{1}{2} cu^2 + \int_{\mathbb{R}} (\exp(iux) - 1 - iuh(x))\nu(dx), \]
where from now on, $h$ is the truncation function. We set $S = (S_t)_{t \geq 0}$ with
\[ S_t = S_0 \exp(L_t) \]
for our risky asset and $B = (B_t)_{t \geq 0}$ for non-risky asset with constant interest rate $r$. We will suppose without loss of generality up to now that $S_0 = 1$ and $r = 0$.

Let $T$ be a fixed horizon and $\mathcal{G} = (\mathcal{G}_t)_{t \geq 0}$ be natural filtration. We recall that for a convex function $f$ on $\mathbb{R}^{+,*}$, the $f$-divergence of the restriction $Q_T$ of the measure $Q$ with respect to the restriction $P_T$ of the measure $P$ to $\mathcal{G}_T$ is:
\[ f(Q_T|P_T) = \mathbb{E}_P[f\left(\frac{dQ_T}{dP_T}\right)] \]
Here by convention we set this integral equal to $+\infty$ if the corresponding function is not integrable. We recall that $Q_T^*$ is an $f$-divergence minimal equivalent martingale measure if $f(Q_T^*|P_T) < +\infty$ and
\[ f(Q_T^*|P_T) = \inf_{Q \in \mathcal{M}(P)} f(Q_T|P_T) \]
where $\mathcal{M}(P)$ is the set of locally equivalent martingale measures supposed to be non-empty. We also recall that an $f$-divergence minimal equivalent martingale measure $Q^*$ is invariant under scaling if for all $x \in \mathbb{R}^{+,*}$
\[ f(xQ_T^*|P_T) = \inf_{Q \in \mathcal{M}(P)} f(xQ_T|P_T) \]
It is called time-invariant if \( Q^* \) is the same for all \( T > 0 \). For a given exponential Levy model \( S = S_0 e^L \), we say that an \( f \)-divergence minimal martingale measure \( Q^* \) preserves the Levy property if \( L \) remains a Levy process under \( Q^* \).

We recall that the density \( Z \) of any equivalent to \( P \) measure \( Q \) can be written in the form \( Z = \mathcal{E}(M) \) where \( \mathcal{E} \) denotes the Doleans-Dade exponential and \( M = (M_t)_{t\geq 0} \) is a local martingale. It follows from Girsanov theorem that there exist predictable functions \( \beta \) and \( Y \) verifying the following integrability conditions: for \( t \geq 0 \) (\( P \)-a.s.)

\[
\int_0^t \beta_s^2 ds < \infty,
\]

\[
\int_0^t \int_\mathbb{R} |h(y) (Y_s(y) - 1)| \nu^{X,P}(ds, dy) < \infty,
\]

and such that

\[
M_t = \int_0^t \beta_s dX_s^c + \int_0^t \int_\mathbb{R} (Y_s(y) - 1)(\mu^X - \nu^{X,P})(ds, dy)
\]

where \( \mu^X \) is a jump measure of the process \( X \) and \( \nu^{X,P} \) is its compensator with respect to \( (P, \mathcal{G}) \), \( \nu^{X,P}(ds, dy) = ds \nu(dy) \) (for more details see [33]). We will refer to \((\beta, Y)\) as the Girsanov parameters of the change of measure from \( P \) into \( Q \). It is known from Grigelionis result [29] that a semi-martingale is a process with independent increments under \( Q \) if and only if their semi-martingale characteristics are deterministic, i.e. the Girsanov parameters do not depend on \( \omega \), i.e. \( \beta \) depends only on time \( t \) and \( Y \) depends on \((t, x)\) time and jump size. Since Levy process is homogeneous process, it implies that \( X \) will remain a Levy process under \( Q \) if and only if there exists \( \beta \in \mathbb{R} \) and a positive measurable function \( Y \) such that for all \( t \leq T \) and all \( \omega \), \( \beta_t(\omega) = \beta \) and \( Y_t(\omega, y) = Y(y) \).

We recall that if Levy property is preserved, \( S \) will be a martingale under \( Q \) if and only if

\[
b + \frac{1}{2}c + c\beta + \int_\mathbb{R} [(e^y - 1)Y(y) - h(y)]\nu(dy) = 0
\]

This follows again from Girsanov theorem and reflects the fact that under \( Q \) the drift of \( S \) is equal to zero.

As it was mentioned, our aim in this section is to consider in more detail the class of minimal martingale measures for the functions which satisfy \((7)\). In particular, the minimal measure for \( f \) will be the same as that for \( f_\gamma \). Minimal measures for the different functions \( f_\gamma \) have been well studied (see [27] and further references). It has been shown in [35], [18], [34] that in all these cases, the minimal measure, when it exists, preserves the Levy property.

Sufficient conditions for the existence of a minimal measure and an explicit expression of the associated Girsanov parameters have been given in the case of relative entropy in [20], [32] and for power functions in [34]. It was also shown in [32] that these conditions are in fact necessary in the case of relative entropy or for power functions. Our aim in this section is to give a unified expression of such conditions for all functions.
which satisfy $f''(x) = ax^\gamma$ and to show that, under some conditions, they are necessary and sufficient. We have already mentioned that $f$-divergence minimal martingale measures play an important role in the determination of utility maximising strategies. In this context, it is useful to have further invariance properties for the minimal measures such as scaling and time invariance properties. This is the case when $f''(x) = ax^\gamma$.

**Theorem 1.** Consider a Levy process $X$ with characteristics $(b,c,\nu)$ and let $f$ be a function such that $f''(x) = ax^\gamma$, where $a > 0$ and $\gamma \in \mathbb{R}$. Suppose that $c \neq 0$ or $\text{supp}(\nu) \neq \emptyset$. Then there exists an $f$-divergence minimal equivalent to $P$ martingale measure $Q$ preserving Levy properties if and only if there exist constants $\alpha, \beta \in \mathbb{R}$ and measurable function $Y : \mathbb{R} \setminus \{0\} \to \mathbb{R}^+$ such that

$$Y(y) = (f'(1) + \alpha(e^y - 1))$$

and such that the following properties hold:

$$Y(y) > 0 \quad \nu - \text{a.e.},$$

$$\int_{|y| \geq 1} (e^y - 1)Y(y)\nu(dy) < +\infty.$$  

$$b + \frac{1}{2}c + c\beta + \int_{\mathbb{R}}((e^y - 1)Y(y) - h(y))\nu(dy) = 0.$$  

If such a measure exists the Girsanov parameters associated with $Q$ are: $(\beta, Y)$ if $c \neq 0$, and $(0, Y)$ if $c = 0$. In addition, this measure is scale and time invariant.

We begin with some technical lemmas. For $Q \simloc P$ we denote by $(Z_t)_{t \geq 0}$ Radon-Nikodym density process of $Q$ with respect to $P$.

**Lemma 1.** Let $Q$ be the measure preserving Levy property. Then, $Q_T \sim P_T$ for all $T > 0$ iff

$$Y(y) > 0 \quad \nu - \text{a.e.},$$

$$\int_{\mathbb{R}}(\sqrt{Y(y)} - 1)^2\nu(dy) < +\infty.$$  

**Proof** See Theorem 2.1, p. 209 of [33]. □

**Lemma 2.** Under $Q_T \sim P_T$, the condition $E_P|f(Z_T)| < \infty$ is equivalent to

$$\int_{\mathbb{R}}[f(Y(y)) - f(1) - f'(1)(Y(y) - 1)]\nu(dy) < +\infty$$
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Proof In our particular case, $E_{P}|f(Z_T)| < \infty$ is equivalent to the existence of $E_{P}f(Z_T)$. We use Ito formula to express this integrability condition in predictable terms. Taking for $n \geq 1$ stopping times
\[ s_n = \inf\{t \geq 0 : Z_t > n \text{ or } Z_t < 1/n\} \]
where $\inf\{\emptyset\} = +\infty$, we get for $\gamma \neq -1, -2$ and $\alpha = \gamma + 2$ that $P$-a.s.
\[ Z_{T \land s_n}^\alpha = 1 + \int_0^{T \land s_n} \alpha \beta Z_s^\alpha dX_s + \int_0^{T \land s_n} \int_{\mathbb{R}} Z_s^\alpha (Y_s^\alpha(y) - 1)(\mu^X - \nu^{X,P})(ds, dy) \]
\[ + \frac{1}{2} \alpha (\alpha - 1) \beta^2 c \int_0^{T \land s_n} Z_s^\alpha ds + \int_0^{T \land s_n} \int_{\mathbb{R}} Z_s^\alpha [Y_s^\alpha(y) - 1 - \alpha(Y(y) - 1)] ds \nu(dy) \]
Hence,
\[ Z_{T \land s_n}^\alpha = \mathcal{E}(N^{(\alpha)} + A^{(\alpha)})_{T \land s_n} \tag{18} \]
where
\[ N_t^{(\alpha)} = \int_0^t \alpha \beta dX_s + \int_0^t (Y_s^\alpha - 1)(\mu^X - \nu^{X,P})(ds, dy) \]
and
\[ A_t^{(\alpha)} = t/2 \alpha (\alpha - 1) \beta^2 c + t \int_{\mathbb{R}} [Y_s^\alpha(y) - 1 - \alpha(Y(y) - 1)] \nu(dy) \]
Since $[N^{(\alpha)}, A^{(\alpha)}]_s = 0$ for each $t \geq 0$ we have
\[ Z_{T \land s_n}^\alpha = \mathcal{E}(N^{(\alpha)})_{T \land s_n} \mathcal{E}(A^{(\alpha)})_{T \land s_n} \]
In the case $\alpha > 1$ and $\alpha < 0$, and $E_P Z_T^\alpha < \infty$, we have by Jensen inequality
\[ 0 \leq Z_{T \land s_n}^\alpha \leq E_P(Z_T^\alpha | \mathcal{F}_{T \land s_n}) \]
and since the right-hand side of this inequality form uniformly integrable sequence, $(Z_{T \land s_n}^\alpha)_{n \geq 1}$ is also uniformly integrable. We remark that $A_t^{(\alpha)} \geq 0$ for all $t \geq 0$ and
\[ \mathcal{E}(A^{(\alpha)})_{T \land s_n} = \exp(A_t^{(\alpha)}_{T \land s_n}) \geq 1. \]
It means that $(\mathcal{E}(N^{(\alpha)})_{T \land s_n})_{n \in \mathbb{N}^*}$ is uniformly integrable and
\[ E_P(Z_T^\alpha) = \exp(A_T^{(\alpha)}) \tag{19} \]
If \[(17) \]
holds, then by Fatou lemma and since $\mathcal{E}(N^{(\alpha)})$ is a local martingale we get
\[ E_P(Z_T^\alpha) \leq \lim_{n \to \infty} E_P(Z_{T \land s_n}^\alpha) \leq \exp(A_T^{(\alpha)}) < \infty \]
For $0 < \alpha < 1$, we have again
\[ Z_{T \land s_n}^\alpha = \mathcal{E}(N^{(\alpha)})_{T \land s_n} \mathcal{E}(A^{(\alpha)})_{T \land s_n} \]
with uniformly integrable sequence \((Z_{T_n}^n)_{n \geq 1}\). Since
\[
\mathcal{E}(A^{(\alpha)})_{T \wedge s_n} = \exp(A^{(\alpha)}_{T \wedge s_n}) \geq \exp(A^{(\alpha)}_T),
\]
the sequence \((\mathcal{E}(N^{(\alpha)})_{T \wedge s_n})_{n \in \mathbb{N}}^\ast\) is uniformly integrable and
\[
E_P(Z_{T}^n) = \exp(A^{(\alpha)}_T). \quad (20)
\]
For \(\gamma = -2\) we have that \(f(x) = x \ln(x)\) up to linear term and
\[
Z_{T \wedge s_n} \ln(Z_{T \wedge s_n}) = \int_0^{T \wedge s_n} (\ln(Z_{s-})+1)Z_{s-}\beta dX^c_s + \int_0^{T \wedge s_n} Z_{s-}[\ln(Z_{s-})(Y(y)-1)+Y(y) \ln(Y(y))](\mu^X - \nu^{X,p})(ds, dy)
\]
\[
+ \frac{1}{2}\beta^2 c \int_0^{T \wedge s_n} Z_{s-} ds + \int_0^{T \wedge s_n} Z_{s-}(Y(y) \ln(Y(y)) - Y(y) + 1) ds \nu(dy)
\]
Taking mathematical expectation we obtain:
\[
E_P[Z_{T \wedge s_n} \ln(Z_{T \wedge s_n})] = E_P \int_0^{T \wedge s_n} Z_{s-}[\frac{1}{2}\beta^2 c + \int_\mathbb{R} (Y(y) \ln(Y(y)) - Y(y) + 1) \nu(dy)] ds
\]
If \(E_P[Z_T \ln(Z_T)] < \infty\), then the sequence \((Z_{T \wedge s_n} \ln(Z_{T \wedge s_n}))_{n \in \mathbb{N}}^\ast\) is uniformly integrable. In addition, \(E_P(Z_{s-}) = 1\) and we obtain applying Lebesgue convergence theorem that
\[
E_P[Z_T \ln(Z_T)] = T[\frac{1}{2}\beta^2 c + \int_\mathbb{R} (Y(y) \ln(Y(y)) - Y(y) + 1) \nu(dy)]
\]
and this implies (18). If (17), then by Fatou lemma from (21) we deduce that \(E_P[Z_T \ln(Z_T)] < \infty\).

For \(\gamma = -1\), we have \(f(x) = -\ln(x)\) and exchanging \(P\) and \(Q\) we get:
\[
E_P[- \ln(Z_T)] = E_Q[\tilde{Z}_T \ln(\tilde{Z}_T)] = T[\frac{1}{2}\beta^2 c + \int_\mathbb{R} (\tilde{Y}(y) \ln(\tilde{Y}(y)) - \tilde{Y}(y) + 1) \nu^Q(dy)]
\]
where \(\tilde{Z}_T = 1/Z_T\) and \(\tilde{Y}(y) = 1/Y(y)\). But \(\nu^Q(dy) = Y(y)\nu(dy)\) and, finally,
\[
E_P[- \ln(Z_T)] = \frac{T}{2}\beta^2 c + T \int_\mathbb{R} (-\ln(Y(y)) + Y(y) - 1) \nu(dy)
\]
which implies (17). Again by Fatou lemma we get from (17) that \(E_P[- \ln(Z_T)] < \infty\) \(\square\)

**Lemma 3.** *If the second Girsanov parameter \(Y\) has a particular form (17) then the condition*
\[
\int_{|y| \geq 1} (e^y - 1)Y(y)\nu(dy) < +\infty \quad (24)
\]
*implies the conditions (16) and (17).*
Proof We can cut each integral in (16) and (17) on two parts and integrate on the sets \( \{|y| \leq 1\} \) and \( \{|y| > 1\} \). Then we can use a particular form of \( Y \) and conclude easily writing Taylor expansion of order 2. □

Proof of Theorem Necessity We suppose that there exist \( f \)-divergence minimal equivalent martingale measure \( Q \) preserving Levy property of \( X \). Then, since \( Q_T \sim P_T \), the conditions (43), (16) follow from Theorem 2.1, p. 209 of [33]. From Theorem 3 of [5] we deduce that (11) holds. Then, the condition (44) follows from the fact that \( S \) is a martingale under \( Q \). Finally, the condition (45) follows from Girsanov theorem since \( Q \) is a martingale measure and, hence, the drift of \( S \) under \( Q \) is zero.

Sufficiency We take \( \beta \) and \( Y \) verifying the conditions (43), (44), (45) and we construct

\[
M_t = \int_0^t \beta dX_s^c + \int_0^t \int_{\mathbb{R}} (Y(y) - 1)(\mu^{X} - \nu^{X:P})(ds, dy)
\]

As known from Theorem 1.33, p.72-73, of [33], the last stochastic integral is well defined if

\[
C(W) = T \int_{\mathbb{R}} (Y(y) - 1)^2 I_{\{|Y(y) - 1| \leq 1\}} \nu(dy) < \infty,
\]

\[
C(W') = T \int_{\mathbb{R}} |Y(y) - 1| I_{\{|Y(y) - 1| > 1\}} \nu(dy) < \infty.
\]

But the condition (44), the relation (11) and Lemma 3 implies (16). So, \( (Y - 1) \in G_{loc}(\mu^X) \) and \( M \) is local martingale. Then we take

\[
Z_T = \mathcal{E}(M)_T
\]

and this defines the measure \( Q_T \) by its Radon-Nikodym density. Now, the conditions (43), (44) together with the relation (11) and Lemma 3 imply (16), and, hence, from Lemma 1 we deduce that \( P_T \sim Q_T \).

Since \( P_T \sim Q_T \), the Lemma 2 gives us the needed integrability condition: \( E_P|f(Z_T)| < \infty \).

Now, since (45) holds, \( Q \) is martingale measure, and it remains to show that \( Q \) is indeed \( f \)-divergence minimal. For that we take any equivalent martingale measure \( \bar{Q} \) and we show that

\[
E_{\bar{Q}} f'(Z_T) \leq E_Q f'(Z_T).
\]

If the mentioned inequality holds, the Theorem 2.2 of [27] implies that \( Q \) is an \( f \)-divergence minimal.

In the case \( \gamma \neq -1, -2 \) we obtain from (18) replacing \( \alpha \) by \( \gamma + 1 \):

\[
Z_T^{\gamma+1} = \mathcal{E}(N^{(\gamma+1)})_T \exp(A_T^{(\gamma+1)})
\]

and using a particular form of \( f' \) and \( Y \) we get that for \( 0 \leq t \leq T \)

\[
N_t^{(\gamma+1)} = (\gamma + 1) \beta \hat{X}_t
\]

where \( \hat{X} \) is a stochastic logarithm of \( S \). So, \( \mathcal{E}(N^{(\gamma+1)}) \) is a local martingale and we get

\[
E_Q Z_T^{\gamma+1} \leq \exp(A_T^{(\gamma+1)}) = E_Q Z_T^{\gamma+1}
\]
and, hence, (26).

In the case \( \gamma = -1 \) we prove using again a particular form of \( f' \) and \( Y \) that

\[
f'(Z_T) = E_Q(f'(Z_T)) + \beta \hat{X}_T
\]

Since \( E \hat{Q} \hat{X}_T \leq 0 \) we get that

\[
E \hat{Q} f'(Z_T) \leq E_Q f'(Z_T)
\]

and it proves that \( Q \) is \( f \)-divergence minimal.

The case \( \gamma = -2 \) can be considered in similar way.

Finally, note that the conditions which appear in Theorem 1 do not depend in any way on the time interval which is considered and, hence, the minimal measure always exists and its Girsanov parameters does not depend on \( T \). So, the measure \( Q^* \) is time invariant. Furthermore, if \( Q^* \) is \( f \)-divergence minimal, the equality

\[
f(cx) = Af(x) + Bx + C
\]

with \( A, B, C \) constants, \( A > 0 \), gives

\[
E_P[f(c \frac{dQ}{dP})] = AE_P[f(\frac{dQ}{dP})] + B + C \geq AE_P[f(\frac{dQ}{dP})] + B + C = E_P[f(c \frac{dQ}{dP})]
\]

and \( Q \) is scale invariant. \( \square \)

**Corollary 1.** The existence of \( f \)-divergence EMM for power function \( f(x) = c_\gamma x^{\gamma+2} \), \( \gamma > -1 \) or \( \gamma < -2 \) is equivalent to the existence of a strictly positive minimizer \( Y \) for the integral

\[
I_1(\beta, Y) = \frac{1}{2} (\gamma + 2)(\gamma + 1) \beta^2 c + \int \{Y^{\gamma+2}(y) - 1 - (\gamma + 2)(Y(y) - 1)\} \nu(dy)
\]

under the constraint \( \mathcal{K}_1 \) over the set

\[
\mathcal{K}_1 = \{ (\beta, Y) \mid \beta \in \mathbb{R}, Y \geq 0, \int (e^y - 1)Y(y) - b(y) |\nu(dy)| < \infty, I_1(\beta, Y) < \infty \}
\]

For \( -1 < \gamma < -2 \) it is equivalent to the existence of a strictly positive maximizer \( Y \) for the same integral over the same \( \mathcal{K} \). The solution to these optimisation problems can be only of the form:

\[
Y^*(y) = \begin{cases} (1 + (\gamma + 1)\beta^*(e^y - 1))^{\frac{1}{\gamma+2}} & \text{if } 1 + (\gamma + 1)\beta^*(e^y - 1) \geq 0, \\ 0 & \text{in opposite case}, \end{cases}
\]

with \( \beta^* \) satisfying \( \mathcal{A} \).
Corollary 2. For the function \( f(x) = x \ln(x) \), the existence of \( f \)-divergence EMM is equivalent to the existence of a strictly positive minimizer \( Y \) for the integral

\[
I_2(\beta, Y) = \frac{1}{2} \beta^2 c + \int_{\mathbb{R}} (Y(y) \ln(Y(y)) - Y(y) + 1) \nu(dy)
\]

under the constraint (43) over the set

\[
K_2 = \{(\beta, Y) | \beta \in \mathbb{R}, Y \geq 0, \int_{\mathbb{R}} |(e^y - 1)Y(y) - h(y)| \nu(dy) < \infty, I_2(\beta, Y) < \infty\}
\]

The solution to this optimisation problems can be only of the form:

\[
Y(y) = \exp(\beta^*(e^y - 1))
\]

with \( \beta^* \) satisfying (45).

Corollary 3. For the function \( f(x) = -\ln(x) \), the existence of \( f \)-divergence EMM is equivalent to the existence of a strictly positive minimizer \( Y \) for the integral

\[
I_3(\beta, Y) = \frac{1}{2} \beta^2 c + \int_{\mathbb{R}} (-\ln(Y(y)) + Y(y) - 1) \nu(dy)
\]

under the constraint (43) over the set

\[
K_3 = \{(\beta, Y) | \beta \in \mathbb{R}, Y \geq 0, \int_{\mathbb{R}} |(e^y - 1)Y(x) - h(x)| \nu(dx) < \infty, I_3(\beta, Y) < \infty\}
\]

The solution to this optimisation problems can be only of the form:

\[
Y(y) = (1 - \beta^*(e^y - 1))^{-1}
\]

with \( \beta^* \) satisfying (45).

Proof of Corollaries 1, 2, 3 The proofs of Corollaries can be performed by using Kunh-Tucker theorem to minimize the mentioned integrals under constraints (see 39).

3 \( f \)-divergence minimal EMM’s for change-point model

Here we describe all locally equivalent martingale measures (EMMs) for change point model leaving on our probability space equipped with initially enlarged filtration , and in particular in relation to the sets of EMMs of the two associated Levy models \( L \) and \( \tilde{L} \). We denote these sets by \( \mathcal{M}(P) \) and \( \mathcal{M}(\tilde{P}) \) respectively.
3.1 EMMs for change-point model

We assume that the sets $\mathcal{M}(P)$ and $\mathcal{M}(\tilde{P})$ are non-empty. Let $Q \in \mathcal{M}(P)$ and $\tilde{Q} \in \mathcal{M}(\tilde{P})$. We introduce the Radon-Nikodym density processes $\zeta = (\zeta_t)_{t \geq 0}$ and $\tilde{\zeta} = (\tilde{\zeta}_t)_{t \geq 0}$ given by

$$\zeta_t = \frac{dQ_t}{dP_t}, \quad \tilde{\zeta}_t = \frac{d\tilde{Q}_t}{d\tilde{P}_t}$$

where $Q_t$, $P_t$, $\tilde{Q}_t$, $\tilde{P}_t$ stand for the restrictions of the corresponding measures to the $\sigma$-algebra $\mathcal{F}_t$.

We also introduce for all $t > 0$

$$v_t = \frac{d\tilde{P}_t}{dP_t},$$

then

$$V_t = 1_{[0,\tau]}(t) + \frac{v_t}{v_\tau} 1_{[\tau, +\infty]}(t) \quad (27)$$

We remark that the measure $\mathbb{P}$ which is the law of $X$ verify for $t \geq 0$:

$$\frac{d\mathbb{P}_t}{d\tilde{P}_t} = V_t.$$  

To describe all EMMs leaving on our space we define the process $z = (z_t)_{t \geq 0}$ given by

$$z_t = \zeta_t 1_{[0,\tau]}(t) + \tilde{\zeta}_t 1_{[\tau, +\infty]}(t) \quad (28)$$

Finally, we consider the measure $Q$ such that

$$\frac{dQ_t}{d\mathbb{P}_t} = c(\tau) z_t \quad (29)$$

where $c(\cdot)$ is a measurable function $[0, T] \rightarrow \mathbb{R}^+\ast$ with $\mathbb{E}c(\tau) = 1$.

**Proposition 1.** A measure $Q$ is an equivalent martingale measure for the exponential model (4) related to the process $X$ iff its density process has the form (**29**).

**Proof** First we show that the process $Z = (Z_t)_{t \geq 0}$ given by

$$Z_t = c(\tau) z_t \quad (30)$$

is a density process with respect to $\mathbb{P}$ and that the process $S = (S_t)_{t \geq 0}$ such that

$$S_t = e^{L_t} 1_{[0,\tau]}(t) + S_\tau e^{\tilde{L}_t - \tilde{L}_\tau} 1_{[\tau, +\infty]}(t) \quad (31)$$

is a $(Q, \mathcal{F})$ - martingale.

We begin by noticing that if $M, \tilde{M}$ are two strictly positive $(\mathbb{P}, \mathcal{G})$ martingales on the same filtered probability space and $\tau$ is a stopping time independent of $M$ and $\tilde{M}$, then $N = (N_t)_{t \geq 0}$ such that

$$N_t = c(\tau) \left[ M_t 1_{[0,\tau]}(t) + M_\tau \frac{M_t}{M_\tau} 1_{[\tau, +\infty]}(t) \right]$$
is a \((\mathbb{P}, \mathbb{F})\) martingale. This fact, for example, can be proved by the conditioning with respect to \(\mathcal{H}_T\) and use the facts that \(M\) and \(\tilde{M}\) are \((\mathbb{P}, \mathbb{G})\) martingales. To show that \(Z\) is a \((\mathbb{P}, \mathbb{F})\)-martingale, we prove an equivalent fact that \((V_tZ_t)_{t \geq 0}\) is a \((P, F)\) - martingale. In fact, the relations (27), (28), (30) and previous remark with \(M_t = \zeta_t\) and \(\tilde{M}_t = \tilde{\zeta}_t v_t\) gives the result. Furthermore, taking conditional expectation with respect to \(\mathcal{H}_T\) and using the fact that \(\zeta\) and \(\tilde{\zeta}\) are density processes independent from \(\tau\), we see that \(\mathbb{E}Z_t = 1\).

To show that \(S = (S_t)_{t \geq 0}\) is \((\mathbb{P}, \mathbb{F})\)-martingale we establish that \((V_tZ_tS_t)_{t \geq 0}\) is a \((\mathbb{P}, \mathbb{F})\)-martingale. For this we use the same remark with \(M_t = e^{\xi_t}\zeta_t\) and \(\tilde{M}_t = \tilde{v}_t \tilde{\zeta}_t\).

Conversely, \(Z\) is the density of any equivalent martingale measure if and only if \((Z_tS_t)_{t \geq 0}\) is a \((\mathbb{P}, \mathbb{F})\)-martingale. But the last fact is equivalent to: for any bounded stopping time \(\sigma\)

\[
\mathbb{E}(Z_{\sigma}S_{\sigma}) = 1.
\]

Replacing \(\sigma\) by \(\sigma \wedge \tau\) in previous expression we deduce that \((Z_{t \wedge \tau})_{t \geq 0}\) is the density of a martingale measure for \((e^{L_{t \wedge \tau}})_{t \geq 0}\). In the same way, using the martingale properties of \(Z\) we get for any bounded stopping time \(\sigma\) that

\[
\mathbb{E}\left(\frac{Z_{\sigma}S_{\sigma}}{Z_{\sigma \wedge \tau}S_{\sigma \wedge \tau}}\right) = 1
\]

and so \((\frac{Z_t}{Z_{t \wedge \tau}})_{t \geq \tau}\) is the density of an equivalent martingale measure for \((e^{\tilde{L}_{t \wedge \tau}})_{t \geq \tau}\). □

### 3.2 From EMM’s to \(f\)-divergence minimal EMM’s.

In the following theorem we give an expression for the density of the \(f\)-divergence minimal EMM’s \(Q_T^*\) with respect to \(\mathbb{P}_T\) in our change-point framework. We set for \(t \in [0, T]\)

\[
z_T^*(t) = \zeta_t^* \frac{\tilde{\zeta}_t^*}{\zeta_t^*}
\]

where \(\zeta^*\) and \(\tilde{\zeta}^*\) are the densities of the \(f\)- divergence EMM’s \(Q^*\) and \(Q^*\) with respect to \(P\) and \(\tilde{P}\) respectively.

We introduce the following hypotheses:

\((\mathcal{H}_1)\) : The \(f\)-divergence minimal equivalent martingale measures \(Q^*\) and \(\tilde{Q}^*\) relative to \(L\) and \(\tilde{L}\) exist.

\((\mathcal{H}_2)\) : The \(f\)-divergence minimal equivalent martingale measures \(Q^*\) and \(\tilde{Q}^*\) preserve the Levy property and are invariant under scaling.

\((\mathcal{H}_3)\) : For all \(c > 0\) and \(t \in [0, T]\), we have

\[
\sup_{0 \leq t \leq T} \mathbb{E}|z_T^*(t) f'(c z_T^*(t))| < \infty
\]

where \(\mathbb{E}\) is the expectation with respect to \(\mathbb{P}\).
Theorem 2. Assume that \( f \) is a strictly convex function, \( f \in C^1(\mathbb{R}^+) \), and that \((\mathcal{H}_1), (\mathcal{H}_2), (\mathcal{H}_3)\) hold. If the \( f \)-divergence EMM’s \( \mathbb{Q}^* \) for the change-point model (4) exists, then
\[
\frac{d\mathbb{Q}^*_T}{d\mathbb{P}_T} = c(\tau) z^*_T(\tau) \tag{32}
\]
where \( c(\cdot) \) is a measurable function \([0, T] \rightarrow \mathbb{R}^+\) such that \( \mathbb{E}c(\tau) = 1 \).
For \( c > 0 \), let
\[
\lambda_t(c) = \mathbb{E}[z^*_T(t) f'(c z^*_T(t))] \tag{33}
\]
and let \( c_t(\lambda) \) be its right-continuous inverse.
If in addition there exists \( \lambda^* \) such that
\[
\int_0^T c_t(\lambda^*)d\alpha(t) = 1,
\]
then the \( f \)- minimal equivalent martingale measure for a change-point model exists and the density \( Z^*_T(\tau) \) of \( \mathbb{Q}^*_T \) with respect to \( \mathbb{P}_T \) is equal to
\[
Z^*_T(\tau) = c^*(\tau) z^*_T(\tau)
\]
where \( c^*(t) = c_t(\lambda^*) \) for \( t \in [0, T] \).

Corollary 4. Assume that \( f \) is power function, \( f(x) = c_x x^{\gamma + 2} \). Then under \((\mathcal{H}_1)\) the \( f \)-divergence EMM for change-point model exist and \( Z^*_T(\tau) = c^*(\tau) z^*_T(\tau) \) with
\[
c^*(t) = \frac{[\mathbb{E}(z^*_T(t)^{\gamma+2})]^{\frac{1}{\gamma+1}}}{\int_0^T [\mathbb{E}(z^*_T(t)^{\gamma+2})]^{\frac{1}{\gamma+1}} d\alpha(t)}
\]

Corollary 5. Assume that \( f(x) = x \ln(x) \). Then under \((\mathcal{H}_1)\) the \( f \)-divergence EMM for change-point model exist and \( Z^*_T(\tau) = c^*(\tau) z^*_T(\tau) \) with
\[
c^*(t) = \frac{e^{-\mathbb{E}(z^*_T(t) \ln z^*_T(t))}}{\int_0^T e^{-\mathbb{E}(z^*_T(t) \ln z^*_T(t))} d\alpha(t)}
\]

Corollary 6. Assume that \( f(x) = - \ln(x) \). Then under \((\mathcal{H}_1)\) the \( f \)-divergence EMM for change-point model exist and \( Z^*_T(\tau) = c^*(\tau) z^*_T(\tau) \) with \( c^*(t) = 1 \).

Remark 1. We can also express the factor \( c^*(t) \) in terms of \( f \)-divergences of the processes \( L \) and \( \tilde{L} \). Namely, one can see easily that
\[
\mathbb{E}(z^*_T(t)^{\gamma+2}) = \mathbb{E}(\zeta_t^{\gamma+2}) \mathbb{E}(\tilde{\zeta}_{T-t}^{\gamma+2})
\]
and that
\[
\mathbb{E}(z^*_T(t) \ln z^*_T(t)) = \mathbb{E}(\zeta_t \ln \zeta_t^*) + \mathbb{E}(\tilde{\zeta}_{T-t} \ln \tilde{\zeta}_{T-t}^*)
\]
\[
\mathbb{E}(-\ln z^*_T(t)) = \mathbb{E}(-\ln \zeta_t^*) + \mathbb{E}(-\ln \tilde{\zeta}_{T-t}^*)
\]
In turn, the last quantities can be easily expressed via the corresponding Girsanov parameters using Ito formula as it was done in Lemma 2.
Proof of Theorem 2 Since $Q^*$ is an equivalent martingale measure we have from (29) that

$$f(Q^*_T | P_T) = \mathbb{E}[f(c(\tau) \frac{\bar{\zeta}_T}{\zeta_T})]$$

It follows from the independence of $L$, $\tilde{L}$ and $\tau$ that

$$\mathbb{E}[f(c(\tau) \frac{\bar{\zeta}_T}{\zeta_T}) | \tau = t] = \mathbb{E}[f(c(t) \frac{\bar{\zeta}_T}{\zeta_T})]$$

Now, the independence of $L$ and $\tilde{L}$ implies the conditional independence of $\zeta$ and $\tilde{\zeta}$ given $\sigma(L_s, s \leq T)$. Using the invariance of $f$ under scaling, we see that in order to minimize $f$-divergence, the measure $Q$ should be such that $\zeta$ is the density of an $f$-divergence minimal martingale measure for $(e^{L_t})_{t \geq 0}$ and $\tilde{\zeta}$ the density of an $f$-divergence minimal martingale measure for $(e^{\tilde{L}_t})_{t \geq 0}$. Hence (32) holds.

To find $f$-divergence minimal equivalent martingale measure we have to minimize the function

$$F(c) = \int_0^T \mathbb{E}[f(c(t)z^*_T(t))] d\alpha(t)$$

over all cadlag functions $c : [0, T] \rightarrow \mathbb{R}^+$ such that $\mathbb{E}c(\tau) = 1$. For that we consider the linear space $L$ of such cadlag functions $c : [0; T] \rightarrow \mathbb{R}$ with the norm $||c|| = \sup_{t \in [0,T]} |c(t)|$ and also the cone of such positive functions. We apply Kuhn-Tucker theorem (see [39]) to the function

$$F_\lambda(c) = F(c) - \lambda \int_0^T (c(t) - 1)d\alpha(t)$$

with Lagrangian factor $\lambda > 0$. We show that the Frechet derivative $\frac{\partial F_\lambda}{\partial c}$ of $F_\lambda(c)$, defined by

$$\lim_{||\delta|| \rightarrow 0} \frac{|F_\lambda(c + \delta) - F_\lambda(c) - \frac{\partial F_\lambda}{\partial c}\delta|}{||\delta||} = 0$$

(34)

is equal to:

$$\frac{\partial F_\lambda}{\partial c}(\delta) = \int_0^T (\mathbb{E}[f'(c(t)z^*_T(t))]z^*_T(t)) - \lambda \delta(t))d\alpha(t)$$

(35)

In fact, by the Taylor formula, we have for $\delta \in L$:

$$F_\lambda(c + \delta) - F_\lambda(c) - \frac{\partial F_\lambda}{\partial c}\delta =$$

$$\int_0^T \mathbb{E}[(f'(c(t) + \theta(t))z^*_T(t)) - f'(c(t)z^*_T(t))]\delta(t)d\alpha(t)$$

where $\theta(t)$ is a function which takes values in the interval $[0, \delta(t)]$. We remark that the modulus of the right-hand side in the previous equality is bounded from above by:

$$A_T = \sup_{t \in [0,T]} \mathbb{E}[ | f'(c(t) + \theta(t))z^*_T(t)) - f'(c(t)z^*_T(t)) | z^*_T(t) ] ||\delta||$$
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Since $f'$ is continuous and increasing and the functions $c$ and $\delta$ are bounded, hypothesis $(H_3)$ implies that $A_T$ is finite. We conclude by Lebesgue’s dominated convergence theorem that (34) holds and then (35).

Then, in order to $\frac{\partial^2}{\partial c^2} \delta = 0$ for all $\delta \in \mathcal{L}$, it is necessary and sufficient to take $c$ such that

$$
\mathbb{E}[z^*_T(t) f'(c(t)z^*_T(t))] - \lambda = 0 \ \alpha\mathrm{-a.s.}
$$

Finally, for each $c > 0$ and $t \in [0, T]$ we consider the function

$$
\lambda_t(c) = \mathbb{E}[z^*_T(t) f'(c z^*_T(t))].
$$

We see easily that it is increasing in $c$ and that its right-continuous inverse $c_t(\lambda)$ satisfies:

$$
\lambda = \mathbb{E}[z^*_T(t) f'(c_t(\lambda) z^*_T(t))]
$$

Now, to obtain a minimizer $c^*$, it remains to find, if it exists, $\lambda^*$ which satisfies (33). □

**Proof of Corollaries 4, 5 and 6.** First of all we remark that for common $f$-divergences, the hypothesis $(H_1)$ implies $(H_2)$ and $(H_3)$. Then, we obtain in power case $f(x) = c \gamma x^{\gamma+2}$ that $\lambda_t(c) = (\gamma + 2) c \gamma c^{\gamma+1} \mathbb{E}[z^*_T(t) \gamma^{\gamma+2}]$. For $f(x) = x \ln(x)$ we get $\lambda_t(c) = \mathbb{E}[z^*_T(t) \ln z^*_T(t)] + \ln c + 1$. In the case $f(x) = -\ln x$ we get $\lambda_t(c) = -1/c$. Finally, we write down $c_t(\lambda)$ and we integrate with respect to $\alpha$ to find $\lambda^*$ and the expression of $c^*(t)$.

**Example:** A change-point Black-Scholes model. We apply the previous results when $L$ and $\tilde{L}$ define Black-Scholes type models. Therefore, we assume that $L$ and $\tilde{L}$ are continuous Levy processes with characteristics $(b, c, 0)$ and $(\tilde{b}, c, 0)$ respectively, $c > 0$. As is well known, the initial models will be complete, with a unique equivalent martingale measure which defines a unique price for options. However, in our change-point model the martingale measure is not unique, and we have an infinite set of martingale measures of the form

$$
\frac{d\mathbb{Q}_T}{d\mathbb{P}_T}(X) = c(\tau) \exp(\int_0^T \beta_s dX^c_s - \frac{1}{2} \int_0^T \beta_s^2 c ds)
$$

where $c(\cdot)$ is a measurable function $[0, T] \to \mathbb{R}^{+\cdot}$ such that $\mathbb{E}[c(\tau)] = 1$ and

$$
\beta_s = -\frac{1}{c} \left[ (b + \frac{c}{2}) 1_{[0, \tau]}(s) + (\tilde{b} + \frac{c}{2}) 1_{(\tau, +\infty]}(s) \right]
$$

If for example $f(x) = c \gamma x^{\gamma+2}$ with $\gamma \neq -1, -2$ then applying Theorem 2, we get

$$
c^*(t) = \frac{e^{-\frac{\gamma+2}{2}[(b+c)^2 t + (\tilde{b}+\frac{c}{2})^2 (T-t)]}}{\int_0^T e^{-\frac{\gamma+2}{2}[(b+c)^2 t + (\tilde{b}+\frac{c}{2})^2 (T-t)]} d\alpha(t)}
$$

If $f(x) = x \ln(x)$, then

$$
c^*(t) = \frac{e^{-\frac{1}{2}[(b+c)^2 t + (\tilde{b}+\frac{c}{2})^2 (T-t)]}}{\int_0^T e^{-\frac{1}{2}[(b+c)^2 t + (\tilde{b}+\frac{c}{2})^2 (T-t)]} d\alpha(t)}
$$

If $f(x) = -\ln(x)$, then $c^*(t) = 1$.
4 Optimal strategies for utility maximization

We start by recalling some useful basic facts about optimal strategies for utility maximization. Then some decomposition formulas will be given which permit us to find optimal strategies. We end up by giving the formulas for optimal strategies for utility maximization in change-point setting for both initially and progressively enlarged filtrations.

4.1 Some known facts

In this subsection, we are interested in finding optimal strategies for terminal wealth with respect to some utility functions. More precisely, we assume that our financial market consists of two assets: a non-risky asset $B$, with interest rate $r$, and a risky asset $S$, modelled using the change-point Levy model defined in (4). We denote by $\tilde{S} = (B, S)$ the price process and by $\tilde{\Phi} = (\phi^0, \phi)$ the amount of money invested in each asset. According to usual terminology, a predictable $\tilde{S}$-integrable process $\tilde{\Phi}$ is said to be a self-financing admissible strategy if for every $t \in [0, T]$ and $x$ initial capital

$$\tilde{\Phi}_t \cdot \tilde{S}_t = x + \int_0^t \tilde{\Phi}_u \cdot d\tilde{S}_u \quad (36)$$

where the stochastic integral in the right-hand side is bounded from below. Here $\cdot$ denotes the scalar product. We will denote by $A$ the set of all self-financing admissible strategies. In order to avoid unnecessary complications, we will assume again that the interest rate $r$ is 0, so that starting with an initial capital $x$, terminal wealth at time $T$ is

$$V_T(\phi) = x + \int_0^T \phi_s dS_s$$

Let $u$ denote a strictly increasing, strictly concave, continuously differentiable function on $\text{dom}(u) = \{ x \in \mathbb{R} | u(x) > -\infty \}$ which satisfies

$$u'(+\infty) = \lim_{x \to +\infty} u'(x) = 0,$$

$$u'(\underline{x}) = \lim_{x \to \underline{x}} u'(x) = +\infty$$

where $\underline{x} = \inf\{ u \in \text{dom}(u) \}$.

We will say that $\phi^*$ defines an optimal strategy with respect to $u$ if

$$\mathbb{E}_P[u(x + \int_0^T \phi^*_s dS_s)] = \sup_{\phi \in A} \mathbb{E}_P[u(x + \int_0^T \phi_s dS_s)]$$

As in [35], we will say that $\phi^*$ is an asymptotically optimal strategy if there exists a sequence of admissible strategies $(\phi^{(n)})_{n \geq 1}$ such that

$$\lim_{n \to +\infty} E[u(x + \int_0^T \phi^{(n)}_s dS_s)] = \sup_{\phi \in A} E[u(x + \int_0^T \phi_s dS_s)]$$
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As known, there is a strong link between this optimization problem and the previous problem of finding $f$-divergence minimal martingale measures. Let $f$ be the convex conjugate function of $u$:

$$f(y) = \sup_{x \in \mathbb{R}} \{u(x) - xy\} = u(I(y)) - yI(y)$$  \hspace{1cm} (37)

where $I = (u')^{-1} = -f'$. We recall that in particular

- if $u(x) = \ln(x)$ then $f(x) = -\ln(x) - 1$,
- if $u(x) = x^p, p < 1$ then $f(x) = -\frac{p-1}{p}x^{\frac{p}{p-1}}$,
- if $u(x) = 1 - e^{-x}$ then $f(x) = 1 - x + x \ln(x)$.

The following result gives us the relation between portfolio optimization and $f$-minimal martingale measures.

**Theorem 3.** (cf. [27]) Let $x \in \mathbb{R}^+$ be fixed and $f \in C^1(\mathbb{R}^+, \mathbb{R})$. Let $Q^*$ be an equivalent martingale measure which satisfies

$$\mathbb{E}_P|f(\lambda\frac{dQ^*_T}{dP_T})| < \infty, \quad \mathbb{E}_{Q^*}|f'(\lambda\frac{dQ^*_T}{dP_T})| < \infty$$

for $\lambda$ such that

$$-\mathbb{E}_{Q^*}f'(\lambda\frac{dQ^*_T}{dP_T}) = x.$$  

Then, if $Q^*$ is an $f$-divergence minimal martingale measure, there exists a predictable function $\phi^*$ such that $(\int_0^t \phi^*_u dS_u)$ is a $Q^*$-martingale and

$$-f'(\lambda\frac{dQ^*_T}{dP_T}) = x + \int_0^T \phi^*_u dS_u$$ \hspace{1cm} (38)

If the last relation holds, then $\Phi = (\phi^0, \phi)$ with $\phi^0_t = x + \int_0^t \phi_u dS_u - \phi_t S_t$ is an asymptotically optimal portfolio strategy. Moreover, if $x > -\infty$, this strategy is optimal.

**Proof** The first part of the Theorem is a slight adaptation of [35]. We do however recall the proof for the reader’s ease. We denote $Z_T = \frac{dQ^*_T}{dP_T}$.

As $f'$ is strictly increasing, continuous and due to imposed integrability conditions, the function $\lambda \mapsto E_{Q^*}[f'(\lambda Z_T)]$ is also strictly increasing and continuous. Furthermore, since $f' = -(u')^{-1}$, we have $\lim_{\lambda \to 0} E_{Q^*}[f'(\lambda Z_T)] = -\infty$ and $\lim_{\lambda \to +\infty} E_{Q^*}[f'(\lambda Z_T)] = -x$. Hence, for all $x > x$, there exists a unique $\lambda > 0$ such that $E_{Q^*}[f'(\lambda Z_T)] = -x$. As $Q^*$ is minimal for the function $x \mapsto f(\lambda x)$, it follows from Theorem 3.1 of [27], that there exists a predictable process $\phi^*$ such that

$$-f'(\lambda Z_T) = x + (\phi^* \cdot S)_T$$ \hspace{1cm} (39)$$

and furthermore $\phi^* \cdot S$ defines a $Q^*$-martingale. Then, from the definition of the convex conjugate, we have

$$u(x + (\phi^* \cdot S)_T) = f(\lambda Z_T) - \lambda Z_T f'(\lambda Z_T)$$
and, hence,
\[ E_P[u(x + (\phi^* \cdot S)\tau)] \leq E_P[f(\lambda Z\tau)] + \lambda E_P[Z\tau | f'(\lambda Z\tau)] < \infty. \]

If now \( \phi \) denotes any admissible strategy, we have from \( u(x) \leq f(y) + xy \) for all \( x, y \in \mathbb{R}^{+,*} \) that
\[
\begin{align*}
    u(x + (\phi \cdot S)\tau) &\leq (x + (\phi \cdot S)\tau)\lambda Z\tau + f(\lambda Z\tau) \\
    &\leq (x + (\phi \cdot S)\tau)\lambda Z\tau + u(x + (\phi^* \cdot S)\tau) + \lambda Z\tau f'(\lambda Z\tau).
\end{align*}
\]

Taking expectation, we obtain since \( E_P(Z\tau f'(\lambda Z\tau)) = -x \), that
\[ E_P[u(x + (\phi \cdot S)\tau)] \leq E_P[u(x + (\phi^* \cdot S)\tau)] + \lambda E_Q^*[((\phi \cdot S)\tau)]. \]

Now, under \( Q^* \), \( (\phi \cdot S) \) is a local martingale, so that \( E_Q^*[((\phi \cdot S)\tau)] \leq 0 \). Therefore,
\[ E_P[u(x + (\phi \cdot S)\tau)] \leq E_P[u(x + (\phi^* \cdot S)\tau)]. \]

Furthermore, if \( x = -\infty \), we note that \( (\phi^* \cdot S)\tau \geq x - x \), so that \( \phi^* \) defines an admissible strategy, and hence is a \( u \)-optimal strategy.

When \( x = -\infty \), we can construct using the definition of \( A \) a sequence of admissible strategies \( \phi^{(n)} \) such that for all \( 0 \leq t \leq T \), \( (\phi^{(n)} \cdot S) \geq -n \) and such that
\[
\lim_{n \to +\infty} E[u(x + (\phi^{(n)} \cdot S)\tau)] = \sup_{\phi \in A} E[u(x + (\phi \cdot S)\tau)].
\]

Finally, \( \phi^* \) is asymptotically \( u \)-optimal. \( \square \)

In the following theorem proved in [6] we give a unified expression of \( u \)-optimal strategy for exponential Levy model. We denote by \( (\beta^*, Y^*) \) the Girsanov parameters for changing of the measure \( P \) into \( Q^* \). We put also
\[ \xi_t(x) = E_Q^*[f'(xZ_{T-t})Z_{T-t}] \]

**Theorem 4.** Let \( u \) be a \( C^3([-\infty, +\infty[) \) utility function and \( f \) its convex conjugate. Assume there exists an \( f \)-minimal martingale measure \( Q^* \) which preserves the Lévy property and such that the integrability conditions are satisfied: for all \( \lambda > 0 \) and all compact set \( K \subset \mathbb{R}^+ \)
\[ E_P[f(\lambda Z\tau)] < +\infty, \quad E_Q[f'(\lambda Z\tau)] < +\infty, \quad \sup_{t \leq T} \sup_{\lambda \in K} E_Q[f''(\lambda Z\tau)Z\tau] < +\infty. \quad (40) \]

Then for any fixed initial capital \( x > x \), there exists an asymptotically \( u \)-optimal strategy \( \phi^* \). In addition, \( \phi^* \) defines a \( u \)-optimal strategy as soon as \( x > -\infty \).

Furthermore, if \( c \neq 0 \), we have
\[ \phi^*_s = -\frac{\lambda^* Z_{s-} - \lambda Z_{s-}}{S_{s-}} \xi_s(\lambda Z_{s-}) \]
where \( \lambda \) is a unique solution to the equation \( E_{Q^*}(-f'(\lambda Z_T)) = x \).

If \( c = 0 \), \( \text{supp} (\nu) \neq \emptyset \) and it contains zero, and \( Y^* \) is not identically 1, then \( f''(x) = ax^\gamma \) with \( a > 0 \) and \( \gamma \in \mathbb{R} \), and

\[
\phi^*_s = -\frac{\lambda \alpha^* Z_s-}{S_s-} \xi_s(\lambda Z_s-)
\]

where again \( \lambda \) is a unique solution to the equation \( E_{Q^*}(-f'(\lambda Z_T)) = x \) and the constant \( \alpha^* \) is related with the second Girsanov parameter \( Y^* \) by the formula:

\[
\alpha^* = \exp(-y_0) Y(y_0) \gamma Y'(y_0)
\]  \( (41) \)

where \( y_0 \) is chosen arbitrarily in \( \text{supp} (\nu) \).

In the case of classical utilities we obtain the following result.

**Proposition 2.** Consider a Lévy process \( X \) with characteristics \((b, c, \nu)\) and let \( f \) be a function such that \( f''(x) = ax^\gamma \), where \( a > 0 \) and \( \gamma \in \mathbb{R} \). Let \( u_f \) be its concave conjugate. Assume there exist \( \alpha, \beta \in \mathbb{R} \) and a measurable function \( Y : \mathbb{R} \setminus \{0\} \to \mathbb{R}^+ \) such that

\[
Y(y) = (f')^{-1}(f'(1) + \alpha(e^y - 1))
\]  \( (42) \)

and such that the following properties hold:

\[
Y(y) > 0 \quad \nu - \text{a.e.},
\]

\[
\int_{|y|\geq 1} (e^y - 1)Y(y)\nu(dy) < \infty.
\]  \( (44) \)

\[
b + \frac{1}{2} c + c\beta + \int_{\mathbb{R}} ((e^y - 1)Y(y) - h(y))\nu(dy) = 0.
\]  \( (45) \)

Then if \( c \neq 0 \), there exists an asymptotically optimal strategy \( \phi^* \) given by

\[
\phi^*_s = \alpha_\gamma(x) \frac{\beta Z_{s-}^{\gamma+1}}{E_{Q^*}[Z_{s-}^{\gamma+1}]} S_s-
\]

where

\[
\alpha_\gamma(x) = a - (\gamma + 1)(x + f'(1)).
\]  \( (46) \)

If \( c = 0 \) and \( \text{supp} (\nu) \neq \emptyset \), then

\[
\phi^*_s = \alpha_\gamma(x) \frac{\alpha Z_{s-}^{\gamma+1}}{E_{Q^*}[Z_{s-}^{\gamma+1}]} S_s-
\]

In addition, \( \phi^* \) is optimal as soon as \( \gamma \neq -1 \).
4.2 A decomposition formula for initially enlarged filtration

We use the structure of $Q^*$ presented in Theorem 2 to write down a decomposition formula mentioned in Theorem 3 for $f'(\lambda Z_T^*(\tau))$. First of all we give the expressions for Girsanov parameters when changing the measure $\mathbb{P}$ into $Q^*$.

**Lemma 4.** Let Girsanov parameters of the $f$-divergence minimal equivalent martingale measures $Q^*$ and $\tilde{Q}^*$ are $(\beta^*, Y^*)$ and $(\tilde{\beta}^*, \tilde{Y}^*)$ respectively. Then the Girsanov parameters when changing from $\mathbb{P}$ to $Q^*$ are:

$$
\beta^*_t(\tau) = \beta^*_1[0,\tau](t) + \tilde{\beta}^*_1[\tau,\infty](t)
$$

$$
Y^*_t(\tau) = Y^*_1[0,\tau](t) + \tilde{Y}^*_1[\tau,\infty](t).
$$

Next, we introduce for fixed $u \in [0, T]$, $x \geq 0$ and $t \in [0, T]$ the quantities

$$
\rho^{(u)}(t, x) = \mathbb{E}_{Q^*}(f'(Z^*_T(\tau)) | \tau = u, Z^*_t(u) = x)
$$

and we remark that

$$
\rho^{(u)}(t, x) = \mathbb{E}_{Q^*_u}(f'(Z^*_T(u)) | Z^*_t(u) = x)
$$

where $Q^*_u$ is conditional probability $Q^*$ given $\tau = u$. We notice that for regular conditional probabilities and for right-continuous versions of conditional expectations we have: $\mathbb{P}$-a.s. for all $t \in [0, T]$

$$
\mathbb{E}_{Q^*}(f'(Z^*_T(\tau)) | F_t) = \rho^{(\tau)}(t, Z^*_t(\tau))
$$

(47)

To simplify the notation we introduce $\eta_{T-t}(u)$ such that

$$
\eta_{T-t}(u) = \frac{z^*_T(u)}{z^*_t(u)}
$$

As a consequence of previous formulas, we have

$$
\rho^{(u)}(t, x) = \mathbb{E}[\eta_{T-t}(u)f'(x\eta_{T-t}(u))]
$$

Now, we would like to use Ito formula for $\rho^{(u)}(t, Z^*_t(u))$. But the mentioned function is not sufficiently smooth and we will proceed by approximations. For that we construct a sequence of functions $(\phi_n)_{n \geq 1}$.

**Lemma 5.** Let $f$ be convex function belonging to $C^3(\mathbb{R}^+)$). There exists a sequence of bounded functions $(\phi_n)_{n \geq 1}$, which are of class $C^2$ on $\mathbb{R}^+$, increasing, such that for all $n \geq 1$, $\phi_n$ coincides with $f'$ on the compact set $[\frac{1}{n}, n]$ and such that for sufficiently big $n$ the following inequalities hold for all $x, y > 0$:

$$
|\phi_n(x)| \leq 4|f'(x)| + \alpha, \ |\phi'_n(x)| \leq 3f''(x), \ |\phi_n(x) - \phi_n(y)| \leq 5|f'(x) - f'(y)|
$$

(48)

where $\alpha$ is a real positive constant.
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Proof We set, for \( n \geq 1, \)
\[
A_n(x) = f'(\frac{1}{n}) - \int_{x \vee \frac{1}{2n}}^{\frac{1}{n}} f''(y)(2ny - 1)^2(5 - 4ny)dy
\]
\[
B_n(x) = f'(n) + \int_{n}^{x \wedge (n+1)} f''(y)(n+1-y)^2(1+2y-2n)dy
\]
and finally
\[
\phi_n(x) = \begin{cases} 
A_n(x) & \text{if } 0 \leq x < \frac{1}{n}, \\
 f'(x) & \text{if } \frac{1}{n} \leq x \leq n, \\
B_n(x) & \text{if } x > n.
\end{cases}
\]

Proof. We can verify easily that \( \phi_n \) coincide with \( f' \) on \( [\frac{1}{n}, n] \) and that the properties (48) hold. \( \square \)

Now we replace \( f' \) by \( \phi_n \) in previous formulas and we introduce
\[
\rho_n^{(u)}(t, x) = \mathbb{E}_{Q^*}(\phi_n(Z_T^*(\tau)) | \tau = u, Z_t^*(u) = x)
\]
It is not difficult to see that
\[
\rho_n^{(u)}(t, Z_T^*(u)) = \mathbb{E}[\eta_{T-t}(u)\phi_n(x\eta_{T-t}(u))]
\]
In the next lemma we give a decomposition formula for \( \rho_n^{(u)} \). For that we put
\[
\xi_t^{(n,u)}(x) = \mathbb{E}[\eta_{T-t}(u)\phi_n'(x\eta_{T-t}(u))]
\]
and
\[
H_t^{(n,u)}(x, y) = \mathbb{E}(\eta_{T-t}(u)[\phi_n(x\eta_{T-t}(u)Y_t^*(y)) - \phi_n(x\eta_{T-t}(u))])
\]

Lemma 6. We have \( Q_u^* \)-a.s., for all \( t \leq T, \)
\[
E_{Q_u^*}[\phi_n(Z_T^*(u)) | G_t] = E_{Q_u^*}[\phi_n(Z_T^*(u))] + \int_0^t \int_{\mathbb{R}} \mathbb{E}(\eta_{t-s}(u)\xi_s^{(n,u)}(Z_s^*(u))dX_s^{(c),Q_u^*} + \int_0^t \int_{\mathbb{R}} H_s^{(n,u)}(Z_s^*(u), y)(\mu^X - \nu^X, Q_u^*)(ds, dy)
\]
where \( \nu^X, Q_u^* \) is a compensator of the jump measure \( \mu^X \) with respect to \( (G, Q_u^*) \).

Proof In order to apply the Ito formula to \( \rho_n^{(u)} \), we show that \( \rho_n \) is twice continuously differentiable with respect to \( x \) and once with respect to \( t \) on the set \( x \geq \epsilon, \epsilon > 0 \) and \( t \in [0, T] \) and that the corresponding derivatives are bounded on the mentioned set. Then we apply the Ito formula to \( \rho_n^{(u)} \) but stopped at stopping times
\[
s_m = \inf\{t \geq 0 | Z_t^*(u) \leq \frac{1}{m}\},
\]
with \( m \geq 1 \) and \( \inf\emptyset = \infty \).
From strong Markov property of Levy processes we have:

\[ \rho_n^{(u)}(t \wedge s_m, Z_{\tau \wedge s_m}^*(u)) = E_{\mathbb{Q}_n^*}(\phi_n(Z_T^*(u)) \mid \mathcal{G}_{t \wedge s_m}) \]

and we remark that \((E_{\mathbb{Q}_n^*}(\phi_n(Z_T^*(u)) \mid \mathcal{G}_{t \wedge s_m}))_{t \geq 0}\) is a \(\mathbb{Q}_n^*\)-martingale. By Ito formula we obtain that:

\[ \rho_n^{(u)}(t \wedge s_m, Z_{\tau \wedge s_m}^*(u)) = \rho_n^{(u)}(0, Z_0^*(u)) + \int_0^{t \wedge s_m} \frac{\partial \rho_n^{(u)}}{\partial s}(s, Z_{s_-(u)})ds + \]

\[ \int_0^{t \wedge s_m} \frac{\partial \rho_n^{(u)}}{\partial x}(s, Z_{s_-(u)})dZ_{s_-(u)} + \frac{1}{2} \int_0^{t \wedge s_m} \frac{\partial^2 \rho_n^{(u)}}{\partial x^2}(s, Z_{s_-(u)})d\langle Z^*, c(u) \rangle_s + \]

\[ \int_0^t \left[ \rho_n^{(u)}(s, Z_{s_-(u)} + y) - \rho_n^{(u)}(s, Z_{s_-(u)}) \right] \nu^{Z^*}_n(ds, dy) \]

Then we can write that

\[ \rho_n^{(u)}(t \wedge s_m, Z_{\tau \wedge s_m}^*(u)) = A_{t \wedge s_m} + M_{t \wedge s_m} \]

with for \(0 \leq t \leq T\)

\[ A_t = \int_0^t \frac{\partial \rho_n^{(u)}}{\partial s}(s, Z_{s_-(u)})ds + \frac{1}{2} \int_0^t \frac{\partial^2 \rho_n^{(u)}}{\partial x^2}(s, Z_{s_-(u)})d\langle Z^*, c(u) \rangle_s + \]

\[ \int_0^t \left[ \rho_n^{(u)}(s, Z_{s_-(u)} + y) - \rho_n^{(u)}(s, Z_{s_-(u)}) \right] \nu^{Z^*}_n(ds, dy) \]

and

\[ M_t = \int_0^t \frac{\partial \rho_n^{(u)}}{\partial x}(s, Z_{s_-(u)})dZ_{s_-(u)} + \]

\[ \int_0^t \left[ \rho_n^{(u)}(s, Z_{s_-(u)} + y) - \rho_n^{(u)}(s, Z_{s_-(u)}) (\mu^{Z^*}(ds, dy) - \nu^{Z^*}_n(ds, dy)) \right] \]

But since \(A\) is predictable process and \((E_{\mathbb{Q}_n^*}(\phi_n(Z_T^*(u)) \mid \mathcal{G}_{t \wedge s_m}))_{t \geq 0}\) is a \(\mathbb{Q}_n^*\)-martingale, we obtain that \(\mathbb{Q}_n^*\)-a.s., \(A_t = 0\) for all \(0 \leq t \leq T\).

From [50], corollary 2.4, p. 59, we get since \(\sigma(\cup_{m=1}^{\infty} \mathcal{G}_{t \wedge s_m}) = \mathcal{G}_t\) that

\[ \lim_{m \to \infty} \rho_n^{(u)}(t \wedge s_m, Z_{\tau \wedge s_m}^*(u)) = E_{\mathbb{Q}_n^*}(\phi_n(Z_T^*(u)) \mid \mathcal{G}_t) \]

Moreover, we remark that for all \(x \in \mathbb{R}\) and \(s \in [0, T]\)

\[ \frac{\partial \rho_n^{(u)}}{\partial x}(s, x) = \xi_{s}^{(n,u)}(x) \]

and all \(x, y \in \mathbb{R}\) and \(s \in [0, T]\)

\[ H_{s}^{(n,u)}(x, y) = \rho_n^{(u)}(s, x Y_s^{*}(y)) - \rho_n^{(u)}(s, x) \]

Using the definition of local martingales we conclude that the decomposition of Lemma holds. \(\square\)
The next step consists to pass to the limit in previous decomposition. For that let us denote for $0 \leq t \leq T$
\[
\xi_t^{(u)}(x) = \mathbb{E}[\eta_{T-t}^2(u)f''(x\eta_{T-t}(u))] \tag{52}
\]
and
\[
H_t^{(u)}(x,y) = \mathbb{E}(\eta_{T-t}(u)[f'(x\eta_{T-t}(u))Y_t^{(y)} - f'(x\eta_{T-t}(u))]) \tag{53}
\]

Lemma 7. We have $Q_{t_u}^* = \mathbb{E}_{\xi}$-a.s., for all $t \leq T$,
\[
E_{Q_{t_u}^*}(f'(Z_T^*(u))) \mid G_t = E_{Q_{t_u}^*}[f'(Z_T^*(u))] + \int_0^t \beta_*(u) Z_{s-}(u) \xi_{s}^{(u)}(Z_{s-}(u))dX_s^{(c)}Q_u^* + \int_0^t \int_{\mathbb{R}} H_s^{(u)}(Z_{s-}(u),y)(\mu^x - \nu^{x,Q_u^*})(ds,dy)
\]
where $\nu^{x,Q_u^*}$ is a compensator of the jump measure $\mu^x$ with respect to $(\mathbb{F},Q_{t_u}^*)$.

Proof. The proof consists to show the convergence in probability of stochastic integrals and conditional expectations using the properties of $\phi_n$ cited in Lemma 5 and can be performed in the same way as in [0]. □

4.3 Optimal strategies in a change-point situation for initially enlarged filtration

Let $u$ be a utility function belonging to $C^3([x, +\infty[)$ and $f$ its convex conjugate, $f \in C^3(\mathbb{R}^+,*).$ We suppose that $M(P) \neq \emptyset$ and $M(\tilde{P}) \neq \emptyset$ and we introduce the following hypotheses:

$(H_4)$: For each compact set $K$ of $\mathbb{R}^+,*$ we have:
\[
\sup_{\lambda \in K} \sup_{t \in [0,T]} E_{Q^*}[\zeta_t^* f''(\lambda \zeta_t^*)] < \infty, \quad \sup_{\lambda \in K} \sup_{t \in [0,T]} E_{Q^*}[	ilde{\zeta}_t^* f''(\lambda \tilde{\zeta}_t^*)] < \infty
\]
where $\zeta^*$ and $\tilde{\zeta}^*$ are the densities of the $f$-divergence EMM’s $Q^*$ and $\tilde{Q}^*$ with respect to $P$ and $\tilde{P}$ respectively.

Theorem 5. Let $u$ be a strictly concave function belonging to $C^3([x, +\infty[).$ Suppose that a convex conjugate $f$ of $u$ satisfy $(H_1)$, $(H_2)$, $(H_3)$, $(H_4)$ and $(\tilde{H}_3)$. Then for change-point model $(\tilde{H})$ there exists an $\mathbb{F}$-optimal strategy $\phi^*.$ If $c \neq 0$, then
\[
\phi_t^* = -\lambda \frac{\beta_t^*(\tau) Z_{t-}^*(\tau)}{S_t^{-1}} \xi_t^{(\tau)}(\lambda Z_{t-}^*(\tau)) \tag{55}
\]
with $\beta^*$ defined in Lemma 4 and $\lambda$ such that $E_{\tilde{Q}^*}(-f'(\lambda Z_{T}^*(\tau))) = x.$

If $c = 0$ and $\text{supp}(\nu) \neq \emptyset$, $\text{supp}(\tilde{\nu}) \neq \emptyset$ both supports containing 0, and $Y$, $\tilde{Y}$ are not identically 1, then $f''(x) = ax^{-\gamma}$ with $a > 0$ and $\gamma \in \mathbb{R}$, and the optimal strategies are defined by the same formula but with the replacement of $\beta_t^*(\tau)$ by $\alpha_t^*(\tau)$ such that
\[
\alpha_t^*(\tau) = e^{-y_0}Y^*(y_0) \frac{dY^*}{dy}(y_0)1_{\{\tau > t\}} + e^{-y_1}Y^*(y_1) \frac{dY^*}{dy}(y_1)1_{\{\tau \leq t\}}
\]
with any $y_0 \in \text{supp}(\nu)$ and $y_1 \in \text{supp}(\tilde{\nu})$.  
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Proof From Theorem 2 and the hypotheses \((\mathcal{H}_1), (\mathcal{H}_2), (\mathcal{H}_3)\) and \((33)\) it follows that there exists an \(f\)-divergence minimal martingale measure \(Q^*\). Since the processes \(X\) and \(S\) are \(\mathbb{F}\)-adapted, applying Theorem 3.1 in \([27]\), we have the existence of an \(\mathbb{F}\)-adapted optimal strategy \(\phi^*\) such that

\[-f'(\lambda Z_T^*(\tau)) = x + \int_0^T \phi_u^* dS_u\]

and such that \(\int_0^T \phi_u^* dS_u\) defines a local martingale with respect to \((Q, \mathbb{F})\). Then, for \(c \neq 0\), we compare the decomposition of Lemma \([7]\) and the decomposition of Theorem \([8]\) to get our formulas. For \(c = 0\) we use first the Theorem 3 of \([5]\) to prove that \(f''(x) = ax^\gamma\). Then, again we compare the decomposition of Lemma \([7]\) and the decomposition of Theorem \([3]\) to get our formulas. \(\square\)

**Corollary 7.** Let \(u\) be common utility function and let \(f\) be its convex conjugate, \(f''(x) = ax^\gamma\), where \(a > 0\) and \(\gamma \in \mathbb{R}\). Then for \(x > x\) there exists an \(u\)-asymptotically optimal strategy if and only if the conditions of Theorem \([4]\) are verified for both processes \(L\) and \(\tilde{L}\). Furthermore, if \(c \neq 0\) then

\[\phi_t^* = -A_t(\tau) \frac{\beta_t^*(\tau) (Z_{t-}^*(\tau))^{\gamma+1}}{S_{t-}}\]

with

\[A_t(\tau) = \alpha_\gamma(x) \frac{\mathbb{E}(z_t^*(\tau)/z_t^*(\tau))^{\gamma+2} | \tau)}{\mathbb{E}(z_T^*(\tau)^{\gamma+2})}\]

If \(c = 0\), then we have the same formula for \(\phi_t^*\) with replacement of \(\beta_t^*(\tau)\) by \(\alpha_\gamma^*(\tau)\) given in Theorem \([5]\). In addition, \(\phi^*\) is optimal as soon as \(\gamma \neq -1\).

Proof According to the Theorem \([1]\) under the assumptions \((13), (14)\) and \((15)\), the Levy model associated with \(L\) has an \(f\)-divergence minimal equivalent martingale measure which preserves the Levy property and is scale invariant. The same is true for the Levy model associated with \(\tilde{L}\). Then, the existence of \(f\)-divergence EMM’s for change-point model follows from Theorem \([2]\) and the formulas for strategies follow directly from Theorem \([5]\). \(\square\)

**Remark 2.** From Corollary \([7]\) and Theorem \([4]\) we can see the following. Let \(\psi^*\) and \(\tilde{\psi}^*\) be \(u\)-optimal strategies for the exponential Levy models \(L\) and \(\tilde{L}\) respectively. Then the \(u\)-optimal strategy for corresponding change-point model can be written as

\[\phi_t^* = B_t(\tau) \psi_t^* 1_{\{\tau > t\}} + \tilde{B}_t(\tau) \tilde{\psi}_t^* 1_{\{\tau \leq t\}}\]

where

\[B_t(\tau) = (c^*(\tau))^{\gamma+1} \frac{\mathbb{E}(\zeta_T^* | \tau) \mathbb{E}(\tilde{\zeta}_{T-}^* | \tau)}{\mathbb{E}(\tilde{Z}_T^* | \tau)^{\gamma+2}}\]

\[\tilde{B}_t(\tau) = (c^*(\tau))^{\gamma+1} \frac{\zeta_t^{\gamma+1} \mathbb{E}(\tilde{\zeta}_T^* | \tau)}{\mathbb{E}(\tilde{Z}_T^* | \tau)^{\gamma+2}}\]
When $u$ is exponential utility, and, hence, $\gamma = -1$, we see that $B_t(\tau) = B_{\tilde{t}}(\tau) = 1$ and the optimal strategy $\phi^*$ can be obtained by pasting together two optimal strategies $\psi^*$ and $\tilde{\psi}^*$ at $\tau$. In addition, in this case $\phi^*$ is already adapted with respect to progressively enlarged filtration.

**Example:** Optimal strategy for Black-Scholes model with change point and exponential utility. As before, we now want to apply the results when $L$ and $\tilde{L}$ define Black-Scholes type models. Therefore, we assume that $L$ and $\tilde{L}$ are continuous Levy processes with characteristics $(b, c, 0)$ and $(\tilde{b}, c, 0)$ respectively. Let $\tau$ be a random variable bounded by $T$ which is independent from $L$ and $\tilde{L}$. Then the asymptotically optimal strategy from the point of view of maximization of exponential utility $u(x) = 1 - \exp(-x)$ will be:

$$
\phi^*_t = -\frac{\beta_t}{S_t} = \frac{(b + c/2)1_{[0, \tau]}(t) + (\tilde{b} + c/2)1_{[\tau, +\infty]}(t)}{cS_t}.
$$
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