The tendency for individuals to form social ties with others who are similar to themselves, known as homophily, is one of the most robust sociological principles. Since this phenomenon can lead to patterns of interactions that segregate people along different demographic dimensions, it can also lead to inequalities in access to information, resources, and opportunities. As we consider potential interventions that might alleviate the effects of segregation, we face the challenge that homophily constitutes a pervasive and organic force that is difficult to push back against. Designing effective interventions can therefore benefit from identifying counterbalancing social processes that might be harnessed to work in opposition to segregation.

In this work, we show that triadic closure—another common phenomenon that posits that individuals with a mutual connection are more likely to be connected to one another—can be one such process. In doing so, we challenge a long-held belief that triadic closure and homophily work in tandem. By analyzing several fundamental network models using popular integration measures, we demonstrate the desegregating potential of triadic closure. We further empirically investigate this effect on real-world dynamic networks, surfacing observations that mirror our theoretical findings. We leverage these insights to discuss simple interventions that can help reduce segregation in settings that exhibit an interplay between triadic closure and homophily. We conclude with a discussion on qualitative implications for the design of interventions in settings where individuals arrive in an online fashion, and the designer can influence the initial set of connections.
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1 INTRODUCTION

Segregation impacts socioeconomic inequality by influencing individuals’ abilities to obtain accurate and relevant information, garner social support, and improve access to opportunity [7, 10, 11, 15, 24, 27, 38, 42, 46]. A number of different social processes can impact segregation. Among these, homophily—the process by which individuals are more likely to form ties with whom they share similarities—is one of the most robust phenomena [32, 33, 35–37, 41]. A long line of theoretical and empirical work shows that homophily can create and amplify existing segregation. And because
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homophily is a potent and organic force, it is challenging to push back against without harnessing existing social processes that may already be countering its negative effects.

In this work, we show that triadic closure—a process in which individuals are more likely to form ties to others with whom they share mutual connections—is one such phenomenon [22, 31, 39]. That is, we show that triadic closure alleviates segregation in settings where homophily is also present. Our results, which we present for a number of well-studied network formation models, challenge a long-held belief that triadic closure amplifies the effects of homophily. Such claims are frequently made, at times informally, citing concerns that homophily may lead friends-of-friends also to be similar, which would lead to further segregation under triadic closure [5, 32, 45].

Our work challenges this intuition: Triadic closure connects people with mutual ties, and we may therefore assume that these new links reinforce existing patterns. We find, however, that the long-range nature of triadic closure can, in fact, counteract this phenomenon. In settings where homophily is present, individuals who are similar are more likely to form ties. Consequently, if friends-of-friends are not already connected, it may be because they are dissimilar. Triadic closure can therefore expose people to dissimilar individuals, thereby decreasing segregation.

Mathematically, triadic closure operates on a graph-theoretic structure called a wedge. Wedges consist of two nodes that have a neighbor in common but are themselves not linked. Triadic closure works by closing these wedges, i.e., by creating a link between these two nodes such that all three nodes are connected to one another. We analyze the effect of triadic closure on homophily by disaggregating wedges into monochromatic and bichromatic ones. The two nodes sharing a neighbor are of the same type in the case of the former but not the latter. We observe that the effect of triadic closure depends on the relative sizes of monochromatic and bichromatic wedges. We study this effect both in an absolute sense—by looking at whether network integration increases when we close a random wedge—and in a relative sense—by comparing the effect of closing a random wedge with that of closing a random edge.

We provide general results for a number of well-studied models, including the stochastic block model (SBM) and a popular growing network formation model by Jackson and Rogers [28], and show that triadic closure can have positive absolute and relative effects on integration in settings where there is homophily. We use these insights to study interventions on the Jackson-Rogers model and find that small changes leveraging the effects of triadic closure can have an outsized effect on mitigating segregation in the long run. We then study the interaction of homophily, triadic closure, and segregation using a large citation network where we estimate the network formation model and find that empirically observed effects of triadic closure on integration closely match our theoretical results.

Our work also generalizes a number of theoretical contributions on graph and network theory. For instance, we generalize a result about network integration from Jackson and Rogers [28] to a general network with heterogeneous nodes and with arbitrary distribution over the node types. There we provide general closed-form solutions for the time dynamic of network integration. Putting the relationship between triadic closure and homophily on a theoretical footing to ask these questions from a mathematical lens is a recent undertaking; in one formalization, Asikainen et al. [5] propose a model that combines triadic closure and random link rewiring with an underlying level of choice homophily, in which nodes have a base preference for linking based on similarity. They show that the combination of these forces amplifies existing patterns of homophily. We examine these findings to show that this model introduces homophily even into the triadic closure process itself. We study a general variant of the Asikainen et al. [5] model and show that triadic closure mitigates segregation when all wedges are equally likely to close under triadic closure.

The remainder of the paper is organized as follows: In Section 2, we present an analysis of triadic closure in the stochastic block model, deriving mathematical results on its absolute and
relative effects on integration. We then introduce and analyze a growing graph model based on the Jackson-Rogers model, considering the effect of triadic closure on its equilibrium state integration in Section 3. We then tackle the design of interventions that act on the initial phase of making friendships to optimize network integration. In Section 4, we study a variant of the Asikainen et al. [5] model and show that in settings where triadic closure is not a priori biased in favor of monochromatic wedges, we obtain results consistent with our above findings. Finally, we study our results empirically using a large citation network and show that we can effectively model the network formation process in Section 5. We also find that the effects of triadic closure on integration closely match our theoretical findings. We close with a discussion of related works as well as the interplay of homophily, triadic closure, integration, and implications for network interventions on- and off-line settings in Sections 6 and 7.

2 TRIADIC CLOSURE IN THE STOCHASTIC BLOCK MODEL

We begin by introducing notations and terminology which we will use throughout this paper: Let G be a heterogeneous network, i.e., a network where nodes have a type, which may, for instance, correspond to membership in a demographic group. We assume that there are K types. We denote the type of node i with type(i). We say an edge (i, j) is monochromatic if type(i) = type(j) and bichromatic otherwise.

Following convention, we measure network integration using the fraction of bichromatic edges. We denote the level of network integration at time t by f(t). Smaller values correspond to more-segregated networks.

A triplet of nodes (i, h, j) is called a wedge if there exist edges (i, h) and (h, j) but not (i, j). A wedge is said to be monochromatic if i and j are of the same type and bichromatic if they are not. As is common in many studies of triadic closure, we assume that all wedges are equally likely to close under triadic closure. This is due to the fact that triadic closure is designed to capture the phenomena where the presence of node h in the wedge (i, h, j) impacts whether or not edge (i, j) is eventually formed, regardless of the node types.

In this section, we study Stochastic Block Models (SBM). Under SBM, we assign independent probabilities to the existence of different edges, where these probabilities depend on the types of the corresponding nodes. Given nodes i and j, edge (i, j) is formed with probability p ∈ [0, 1] if i and j are of the same type and with probability q ∈ [0, 1] if they are not. We say there is homophily if and only if p > q.

We study the effect of triadic closure in this model post network formation. That is, after the network is formed, we select and close a random wedge and measure the change in network integration. As is common in other studies on the influence of triadic closure, we first study the absolute effect by comparing the state of network integration before and after the intervention. Our work also explores the relative effect of triadic closure by considering an alternative mechanism as the baseline against which we compare the effect. We propose closing a random edge as this alternative mechanism and define relative effect as the difference in integration resulting from closing a random wedge versus a random edge.

2.1 Absolute and Relative Effects of Triadic Closure

We show that triadic closure improves network integration if and only if there is homophily.

Theorem 2.1. For any SBM network G with K ≥ 2 types each consisting of n_K nodes, where k ∈ [K], for sufficiently large values of n_K, triadic closure has positive absolute effect on network integration if and only if p > q.
See proof in Appendix A.

The proof first shows that closing a random wedge increases network integration if and only if the ratio of bichromatic wedges to monochromatic wedges is larger than the ratio of bichromatic edges to monochromatic edges. We then approximate the number of wedges and edges with their expected values and show that homophily is a necessary and sufficient condition to achieve the stated result. We note that this result holds for any number of types as well as for cases where the types may be imbalanced in size, i.e., there may be a majority-minority partition.

Triadic closure may be improving integration simply because we are adding an edge and not because of the type of edge that was added. To untangle the effect of edge addition with that of triadic closure, we turn our attention to the relative effect.

**Theorem 2.2.** Consider the baseline of adding a random edge to an SBM network $G$ with $K \geq 2$ types each consisting of $n_k$ nodes, where $k \in [K]$. For sufficiently large values of $n_k$:

1. Triadic closure has a negative relative effect on network integration if $p > q$,
2. Triadic closure has positive or neutral relative effect on network integration if and only if $q \geq p \geq q l^*$, where

   \[
l^* = \frac{2(\sum_k n_k^2)(\sum_k n_k^2)^2 - (\sum_k n_k^3)^2 - (\sum_k n_k^2)(\sum_k n_k^3)}{(\sum_k n_k^3)((\sum_k n_k)^2 - (\sum_k n_k^3))} \leq 1.
\]

See proof in Appendix A.

For the case of balanced groups (i.e., when the $n_k$ are all equal), Theorem 2.2 simplifies to:

**Corollary 2.3.** For any SBM network $G$ with $K \geq 2$ balanced types each consisting of $n/K$ nodes, for sufficiently large values of $n/K$, triadic closure has a neutral relative effect if $p = q$ and negative relative effect if $p > q$.

**Proof.** This follows from Theorem 2.2 if we set $n_k = n/K$, which results in $l^* = 1$. □

These above results show that we can obtain diverging conclusions when we consider absolute versus relative effects of triadic closure. In doing so, they highlight the need for further precision in examining the interaction between triadic closure, homophily, and related social phenomena. Namely, to isolate the effect of social phenomena such as triadic closure, we may need to set appropriate baselines against which we are comparing their effect.

We considered adding a random edge as a natural baseline in our setting but also note that a random edge is likely to be bichromatic. Another baseline we may consider is adding a homophilous random edge, i.e., rather than adding a random edge, we favor monochromatic edges using a factor $\gamma \geq 1$. Let $o_m$ and $o_b$ be the expected number of monochromatic and bichromatic missing edges. The expected increase in the number of bichromatic edges after adding a $\gamma$-homophilous edge is approximately $\frac{o_b}{o_b + o_m}$. Theorem 2.4 shows that, compared to adding a homophilous edge, triadic closure has a positive relative effect if the network is sufficiently heterophilous.

**Theorem 2.4.** Consider the baseline of adding a $\gamma$-homophilous random edge to an SBM network $G$ with $K \geq 2$ types consisting of $n_k$ nodes, where $k \in [K]$. For sufficiently large values of $n_k$, triadic closure has positive or neutral relative effect on network integration if and only if $q u(\gamma) \geq p \geq q l(\gamma)$, where $u(\gamma) \geq 1$ and $l(\gamma) \leq 1$.

See proof in Appendix A.

Note that for given $p$ and $q$, solving for $u(\gamma^*) = \frac{p}{q}$ if $p \geq q$ or $l(\gamma^*) = \frac{p}{q}$ if $p < q$, provides an equivalence notion for the effect of triadic closure. In this case, the effect of closing a random wedge on network integration is the same as adding a $\gamma^*$-homophilous edge to the network.
For the special case of balanced groups, Figure 1 shows $u(\gamma)$ and $l(\gamma)$ for different values of $K$. In this figure, the shaded area corresponds to the values of $\frac{p}{q}$ such that $u(\gamma) \geq \frac{p}{q} \geq l(\gamma)$. This is the region where triadic closure has a positive relative effect compared to adding a $\gamma$-homophilous edge. We can see that as we increase $\gamma$, triadic closure will have a more-positive effect for larger values of $p$. Further, we can see that $u(\gamma)$ increases for larger values of $K$.

To see the effect of heterogeneous sizes in the groups, we consider the case where each group $k$ has $n_k = n_1 \lambda^k$ members. So, the larger the $\lambda$, the more variance in size across groups. Figure 2 shows $u(\gamma)$ and $l(\gamma)$ for different $\lambda$ values when the number of groups is fixed. By increasing $\lambda$, we see that $u(\gamma)$ decreases, indicating that triadic closure has a less positive effect as the relative sizes between the groups increases.

2.2 Examining Other Measures of Network Health

Thus far, we have studied integration using a popular measure in the literature—the fraction of bichromatic edges. High rates of network integration can be observed in settings where we may otherwise consider the network to be brittle. We therefore consider another robust measure of network health using eigenvector centrality. By doing so, we show that the positive effect of triadic closure is not limited to the original measure of integration.

Let $A$ be the network’s adjacency matrix and $v(A)$ be the eigenvector corresponding to the largest eigenvalue of $A$. The eigenvector centrality of the $i^{th}$ node is defined as $v_i(A)$. Suppose we have a network consisting of two groups, including the setting where the groups may be imbalanced in size. Then our value of interest is the ratio of the average centrality of the minority to the average centrality of the majority group. As above, we first consider the absolute effect of triadic closure.

**Theorem 2.5.** Consider an SBM network $G$ with two types consisting of $n_1$ and $n_2$ nodes, where $n_1 > n_2$. Let $EV_k$ be the expected eigenvector centrality of a node from the $k^{th}$ group. For sufficiently large $n = n_1 + n_2$, triadic closure increases $\frac{EV_2}{EV_1}$ if and only if $p > q$.

**Proof.** Let $P_{ij}$ be the probability that node $i$ is connected to another node $j$ in $G$. In an SBM, $P_{ij} = p$ if $\text{type}(i) = \text{type}(j)$ and $P_{ij} = q$ otherwise. We also set $P_{ii} = 0$ to avoid self loops. After closing a random wedge, we call the new network $G'$ and the new probability that $i$ and $j$ are connected $P'_{ij}$.
Let $w_{ij}$ be the expected number of wedges in $G$, such that we have edges $(i, h)$ and $(h, j)$ exist but not $(i, j)$. Let $w$ be the expected total number of wedges. With mean field approximation:

$$P'_{ij} = P_{ij} + (1 - P_{ij}) \frac{w_{ij}}{w}. \quad (1)$$

Here, the second term on the right hand side approximates the probability that $i$ and $j$ get connected after closing a random wedge. Note that $w = O(n^3)$ and $w_{ij} = O(n)$, so this term is $O \left( \frac{1}{n^2} \right)$. We find $w_{ij}$ based on $i$ and $j$’s types:

$$w_{ij} = \begin{cases} 
(n_1 - 2)p^2 + n_2q^2 & \text{type}(i) = \text{type}(j) = 1 \\
(n_2 - 2)p^2 + n_1q^2 & \text{type}(i) = \text{type}(j) = 2 \\
(n - 2)pq & \text{type}(i) \neq \text{type}(j).
\end{cases} \quad (2)$$

By plugging $w_{ij}$ into $P'_{ij}$, we note:

$$P'_{ij} = \begin{cases} 
p_{1}' = p + (1 - p) [(n_1 - 2)p^2 + n_2q^2] \frac{1}{w} & \text{type}(i) = \text{type}(j) = 1 \\
p_{2}' = p + (1 - p) [(n_2 - 2)p^2 + n_1q^2] \frac{1}{w} & \text{type}(i) = \text{type}(j) = 2 \\
q' = q + (1 - q)(n - 2)pq \frac{1}{w} & \text{type}(i) \neq \text{type}(j).
\end{cases} \quad (3)$$

Although we look for the expected eigenvector of the network, for a sufficiently large number of nodes, this quantity will be close to the eigenvector of the expected network [12, 14]. We show the expected adjacency matrix of $G'$ by $A' = [P'_{ij}]$ and study eigenvectors of $A'$ instead of $G'$.

Due to the block nature of $A'$, it’s easy to see the eigenvector corresponding to the largest eigenvalue of $A'$, which we denote by $v'$, has only two distinct values. Without loss of generality, we assume $v'_i = 1$ if type$(i) = 1$ and $v'_i = a = \frac{EV_1}{EV'}$ otherwise. That is, eigenvectors have a scale ambiguity that is usually resolved by setting the norm to one. Here, we instead fix element of the vector. Since $A'v' = \lambda v'$, we need to satisfy the following two equations:

\begin{align*}
(n_1 - 1)p_1' + n_2q'a &= \lambda \\
n_1q' + (n - 1)p_2'a &= \lambda a
\end{align*} \quad (4)

These give us a quadratic equation for $a$:

$$a^2 [n_2q'] + a[ (n_1 - 1)p_1' - (n_2 - 1)p_2'] - n_1q' = 0. \quad (6)$$

Dropping $O \left( \frac{1}{n^2} \right)$ from $p_1'$, $p_2'$, and $q'$ and plugging into the above equation, we get:

$$a^2 \left[ n_2q(1 + (1 - q)p \frac{n}{w}) \right] + a \left[ (n_1 - n_2)p \left( 1 + (1 - p)p \frac{n}{w} \right) \right] - n_1q \left( 1 + (1 - q)p \frac{n}{w} \right) = 0. \quad (7)$$

Defining $\beta = \sqrt{(n_1 - n_2)^2p^2 + 4n_1n_2q^2}$, the square root of the discriminant $(\Delta)$ of this quadratic equation is:

$$\sqrt{\Delta} = \beta \left[ 1 + \frac{n \frac{(n_1 - n_2)^2p^2 + 4n_1n_2q^2}{\beta^2}} {\frac{w}{n_2}} \right]. \quad (8)$$

We can then find the solution corresponding to $a \geq 0$:

$$a = \beta - (n_1 - n_2)p + \frac{n \frac{(n_1 - n_2)(p - q)p^2 \beta - (n_1 - n_2)p}{2q\beta} + O \left( \frac{1}{n^3} \right)} {2n_2q} \quad (9)$$

This solution consists of two terms: The first term is exactly $\frac{EV_1}{EV'}$ before closing a wedge. The second term is the change due to triadic closure. Since $\beta > (n_1 - n_2)p$, signs of $n_1 - n_2$ and $p - q$ determine the effect. Given group 1 is the majority group, the effect of triadic closure on $a$ is positive if and only if $p > q$. 
This above theorem shows that triadic closure can improve the centrality position of a minority group in an absolute sense. As above, we also examine this in a relative sense by comparing triadic closure with adding a $\gamma$-homophilous random edge.

**Theorem 2.6.** Consider the baseline of adding a $\gamma$-homophilous random edge to an SBM network $G$ with two types consisting of $n_1$ and $n_2$ nodes, where $n_1 > n_2$. Let $EV_k$ be the expected eigenvector centrality of a node from the $k^{th}$ group. For sufficiently large $n = n_1 + n_2$, triadic closure has positive relative effect on $\frac{EV_k}{EV_1}$ if and only if $\gamma > \frac{p}{q} c(p, q)$, where $c(p, q) \leq 1$. Further, $c(p, q) > \frac{q}{p}$ if $p > q$.

See proof in Appendix A.

The proof of Theorem 2.6 follows a similar process as that of Theorem 2.5. The general idea is to approximate expected eigenvectors with eigenvectors of the expected network and then compare the change in the largest eigenvector due to adding an edge versus due to closing a wedge.

We saw in Theorem 2.6 that adding a random edge, which corresponds to $\gamma = 1$, is a hard-to-beat baseline. In a homophilous network, $\frac{p}{q} c(p, q) > 1 = \gamma$, so the relative effect is always negative. However, we can also see from this theorem that compared to a more realistic alternative ($\gamma > 1$), as long as the network is not very homophilous, i.e., $\frac{p}{q} < \gamma$, triadic closure exhibits a more favorable relative performance.

## 3 TRIADIC CLOSURE IN THE JACKSON-ROGERS MODEL

The Jackson-Rogers model is an evolving model originally introduced for homogeneous networks [28] and later extended to directed heterogeneous networks [9]. Here, we use an extended version of the model, which gives us more control over the incorporation of triadic closure.

The evolution of the network is defined over discrete time steps. At each step, a new node arrives and makes new connections in two phases. In the first phase, it randomly selects $N_S$ and $N_D$ initial friends from similar and dissimilar nodes, respectively. Note that edges are directed from the new node to the older ones. In the second phase, it chooses $N_F$ nodes from the set of nodes accessible through an outbound edge of an initial friend. Nodes already connected to the new node are excluded from this set. This process is also biased: $\alpha$ proportion of these $N_F$ nodes will be selected from the friends of the similar initial friends. The rest of the connections will be equally distributed towards the friends of the dissimilar initial friends.

In the explained Jackson-Rogers model, $N_F$ exactly accounts for triadic closure, and we can directly control it to measure the effect while the network is evolving. This corresponds to the absolute effect. However, manipulating $N_F$ also changes the total number of new connections per node. To distinguish the effect of triadic closure from an increased number of edges, we adopt the notion of relative effect. We say triadic closure has a positive relative effect if increasing $N_F$, while $N = N_S + N_D + N_F$ and $\frac{N_S}{N_D}$ are kept fixed, results in a higher network integration.

We identify homophily in the first phase of the process by $N_S > N_D$. The definition of homophily in the second phase is not straightforward as it depends on the number of friends-of-friends of different types. Our analyses in the following sections are not sensitive to the selection of $\alpha$ as long as $0 < \alpha < 1$.

### 3.1 Absolute and Relative Effects of Triadic Closure

To study the expected behavior of an evolving network from the Jackson-Rogers model, we first prove the following theorem.
Theorem 3.1. For an evolving Jackson-Rogers network $G$ with $K$ types and parameters $N_S$, $N_D$, $N_F$, and $1 > \alpha > \frac{1}{K}$, the network integration converges to

$$\frac{N_D + (1 - \alpha)N_F}{N_S + N_D + \frac{K}{K-1}(1 - \alpha)N_F}$$

with the rate of $O\left(t^{-\frac{N_S + N_D}{N}}\right)$, regardless of the distribution of node types.

See proof in Appendix A.

In the proof of Theorem 3.1, we obtain a stronger result than the integration in equilibrium. Following Bramoullé et al. [9], we use a mean-field approximation to find a coupled differential equation of how the composition of neighbors of a node changes over time. We find a closed-form solution to this differential equation and aggregate the behavior of individual nodes to find network integration as a function of time. Understanding the dynamic of the network in time lets us study the effect of interventions in Section 3.2.

Theorem 3.1 enables us to study the effect of triadic closure on network integration in equilibrium. From this theorem, it is straightforward to see that in a network with homophily, increasing $N_F$, while $N_S$ and $N_D$ are unchanged, will increase network integration. We call this the absolute effect and formally state the observation in the following theorem.

**Theorem 3.2.** For an evolving Jackson-Rogers network $G$ with $K$ types and parameters $N_S$, $N_D$, $N_F$, and $1 > \alpha > \frac{1}{K}$, triadic closure has a positive absolute effect on network integration if and only if $N_S > \frac{N_D}{K-1}$.

See proof in Appendix A.

As above, one might attribute the positive effect in Theorem 3.2 to the increased number of connections per node. Next, we show that even when the total number of edges per node and the composition of neighbors in the first phase are kept fixed, i.e., $N = N_S + N_D + N_F$ and $\frac{N_S}{N_D}$ are maintained, increasing $N_F$ will improve network integration.

**Theorem 3.3.** For an evolving Jackson-Rogers network $G$ with $K$ types and parameters $N_S$, $N_D$, $N_F$, and $1 > \alpha > \frac{1}{K}$, increasing $N_F$ subject to a fixed $N = N_S + N_D + N_F$ and $\frac{N_S}{N_D}$, results in a relative improvement in network integration if and only if $N_S > \frac{N_D}{K-1}$.

See proof in Appendix A.

In summary, Theorems 3.2 and 3.3 show in a homophilous Jackson-Rogers evolving network, amplifying the role of triadic closure helps mitigate segregation. This effect is not due to making more connections, but rather due to the effect of triadic closure exposing nodes to dissimilar nodes.

### 3.2 Behavior Under a Series of Interventions

We study how interventions on a network evolving with the Jackson-Rogers model impact network integration in the short and long term. Here, we focus on interventions that act solely on the first phase. Recalling our motivating examples related to college dormitory assignments or recommendation of friendships when an individual joins an online platform, we note that an authority (i.e., university or platform, respectively) may have more leverage in this initial phase than subsequent steps which proceed through friend-of-friend searches. Such interventions that act as “nudges” in the initial phase have recently been popular in the fairness in recommender systems community; research in this space has explored the impact of bias in link formation or other selection on the long-term health of online platforms, with some work exploring the role of small nudges by the platform to mitigate inequalities or achieve other desirable social outcomes [20, 23, 26, 30, 40, 42, 43].
In our analysis of interventions, we assume that the number of links formed in the first phase is fixed. The designer has the ability to change the proportion of mono versus bichromatic edges formed in the initial seeding phase subject to this sum constraint. This intervention imitates, for instance, dorm assignments where there is a fixed number of slots per dorm, but universities have the ability to change the composition of occupants in each dorm. We also consider the setting where the designer would like to optimize network integration subject to rate-of-change constraints on the network or on the time frame over which the intervention can occur. This is a model for scenarios where it may be costly, infeasible, or undesirable to introduce a dramatic change all at once.

In the following theorem, we first find out the extent interventions can change the network integration assuming the period of intervening is very shorter than the age of the network.

Theorem 3.4. Let $G(T)$ be an evolving Jackson-Rogers network at time $T$ with $K$ types and parameters $N_S$, $N_D$, $N_F$, and $1 > \alpha > \frac{1}{K}$. For each $i \in [I]$, we intervene on the first phase of the evolution by setting the number of similar and dissimilar initial friends to $N_S^{(T+i)}$ and $N_D^{(T+i)}$, respectively, while the total number of initial friends is kept fixed: $N_S^{(T+i)} + N_D^{(T+i)} = N_S + N_D$. Assuming $T >> I$:

1. At time $T + I$, the expected effect of $i$th intervention on network integration is approximately
   \[
   -\frac{1}{N(T+I)} \left[1 + \frac{N_F}{NT} (I - i) \frac{K\alpha - 1}{K - 1}\right] \Delta N_S^{(T+i)},
   \]
   where $\Delta N_S^{(T+i)} = N_S^{(T+i)} - N_S$.

2. At time $t$ when a long time is passed from $T + I$ and the network is evolved with the original parameters $N_S$ and $N_D$ after the intervention period, the expected effect of $i$th intervention on network integration is approximately
   \[
   -\frac{1}{N(T)} \left[\frac{N_F}{N} \frac{K\alpha - 1}{K - 1}\right] \Delta N_S^{(T+i)}.
   \]

See proof in Appendix A.

Equation 11 shows two different ways that the $i$th intervention changes the network: the first term in the parenthesis corresponds to the direct impact on initial friends of the node $T + i$, and the second term explains how future nodes amplify this initial effect through triadic closure. Important observations can be made from the first part of the Theorem 3.4 which are summarized in the following corollary.

Corollary 3.5. The immediate effect of an intervention on the network of Theorem 3.4 is

1. Independent of other interventions,
2. Negatively proportional to the change of $N_S$,
3. Higher if the intervention is applied earlier,

as long as the period that interventions are applied is very shorter than the age of the network ($T >> I$).

Proof. The first argument is obvious from Equation 11; the effect of $i$th intervention only depends on $i$. The second argument comes from the fact that $K\alpha - 1$ is always positive as $\alpha$ is assumed to be larger than $\frac{1}{K}$. So, the coefficient behind $\Delta N_S$ in Equation 11 is always negative. Finally, the effect of the $i$th intervention varies with $I - i$, so the older an intervention, the larger its effect.

The immediate effect of interventions (Equation 11) might look in contrast to the long-term effect (Equation 12). In fact, reducing $N_S$ has a positive impact on the number of bichromatic edges, which is sublinear in time. However, the number of total new edges is also increasing linearly over
time, and integration is the ratio of these two numbers: \( \frac{\text{sublinear}(t)}{t^2} \). As we assumed the network was old enough \((T >> 1)\), in the short term, the relative change of the total number of edges is small, and the effect is driven by \( \approx \frac{\text{sublinear}(t)}{T} \). However, in the long term, the change in the total number of edges is not negligible, and network integration follows \( \approx \frac{\text{sublinear}(t)}{T} \).

Now that we can predict the expected effect an intervention has on the network, we can design optimum interventions to maximize network integration. However, there are always some constraints, e.g., the stability of the network, that limit the change a network can tolerate. We model all of these constraints as a limit on the rate of the change. The next theorem shows there is a greedy solution for optimum interventions subject to this constraint.

**Theorem 3.6.** The optimum interventions of Theorem 3.4 such that

\[
\max_{\{N_S^{(T+j)}\}_{j \in [I]}} f(T + I)
\]

s.t. \( \forall j \in [I - 1] : f(T + j + 1) - f(T + j) \leq \Delta \),

where \( f(t) \) is network integration at time \( t \), can be found greedily from:

\[
\Delta N_S^{(T+j)} = \max \left\{ -N_S, -NT\Delta \left( \frac{T}{T - j} \right) + \left[ 1 - \frac{N_F K\alpha - 1}{N K - 1} \right] \frac{1}{T - j} \sum_{i=1}^{j-1} \Delta N_S^{(T+i)} \right\}.
\]

(13)

If \( N_S \geq NT\Delta(\frac{T}{T-2}) \), there is a closed-form solution for optimum interventions during \( j \in [I] \):

\[
\Delta N_S^{(T+j)} = -NT\Delta \left( \frac{1}{T} - \frac{N_F K\alpha - 1}{NT K - 1} \right)^{j-1}.
\]

(14)

These interventions achieve \( f(T + I) - f(T) = I \Delta \).

**Proof.** Equation 11 can be expanded to the first order of \( \frac{1}{T} \) as:

\[
-\frac{1}{NT} \left[ 1 + \frac{N_F}{NT} (I - i) \frac{K\alpha - 1}{K - 1} - \frac{I}{T} \right] \Delta N_S^{(T+i)}.
\]

(15)

The change of integration from time \( T + j - 1 \) to \( T + j \) due to an intervention at time \( T + i \) \((i < j)\) is

\[
\frac{1}{NT^2} \left[ \frac{N_F}{N} \frac{K\alpha - 1}{K - 1} - 1 \right] \left( -\Delta N_S^{(T+i)} \right),
\]

(16)

where we simply found the difference of Equation 15 for \( I = j \) and \( I = j - 1 \). Now we can rewrite the rate of the change constraint from time \( T + j - 1 \) to \( T + j \) as:

\[
\frac{1}{NT} \left[ 1 - \frac{j}{T} \right] \left( -\Delta N_S^{(T+j)} \right) + \sum_{i=1}^{j-1} \frac{1}{NT^2} \left[ \frac{N_F}{N} \frac{K\alpha - 1}{K - 1} - 1 \right] \left( -\Delta N_S^{(T+i)} \right) \leq \Delta.
\]

(17)

This is a linear constraint in terms of \( \{\Delta N_S^{(T+i)}\}_i \). The objective function is also linear:

\[
f(T + I) = \frac{1}{NT} \sum_{j=1}^{I} \left[ 1 + \frac{N_F}{NT} (I - j) \frac{K\alpha - 1}{K - 1} - \frac{I}{T} \right] \left( -\Delta N_S^{(T+j)} \right) = \sum_{j=1}^{I} c_j (\Delta N_S^{(T+j)}).
\]

(18)

Here \( c_j \) is positive and decreasing in \( j \). Let \( -\Delta N_S^{(T+j)} = x_j \) \((j \in [I]) \) be the optimum solution of the problem. We argue that for any \( j \in [I] \), \( x_j \) is

\[
\min \left\{ N_S, NT\Delta \left( \frac{T}{T - j} \right) + \left[ 1 - \frac{N_F K\alpha - 1}{N K - 1} \right] \frac{1}{T - j} \sum_{i=1}^{j-1} x_i \right\}.
\]

(19)

Otherwise, we could increase \( x_j \) to make the constraint of Equation 17 binding. This increase does not violate other constraints, since \( \frac{N_F K\alpha - 1}{N K - 1} - 1 < 0 \).
Now if \( N_S \geq NT\Delta\left( \frac{T}{T-j} \right) \), we have
\[
NT\Delta\left( \frac{T}{T-j} \right) + \left[ 1 - \frac{N_F K\alpha - 1}{N K - 1} \right] \frac{1}{T-j} \sum_{i=1}^{j-1} x_i \leq NT\Delta\left( \frac{T}{T-1} \right) + N_S \frac{I}{T-1} \leq N_S.
\]
(20)

So, \( x_j \leq N_S \) is never binding and \( x_j = NT\Delta + \left[ 1 - \frac{N_F K\alpha - 1}{N K - 1} \right] \frac{1}{T} \sum_{i=1}^{j-1} x_i \) for all \( j \in [I] \). This is a recursive equation for \( x_j \). Let’s define \( y_j = \sum_{i=1}^{j} x_j \). The recursive definition for \( y_j \) will be:
\[
y_j - y_{j-1} = NT\Delta + \frac{1}{T} \left[ 1 - \frac{N_F K\alpha - 1}{N K - 1} \right] y_{j-1}
\]
and \( y_1 = x_1 = NT\Delta \). Taking \( Z\)-Transform from this recursive equation gives
\[
Y(z) = \frac{NT\Delta z^{-1}}{(1 - z^{-1}) (1 - (1 + \frac{1}{T} - \frac{N_F K\alpha - 1}{NT K - 1}) z^{-1})}.
\]
(22)

By taking \( Z^{-1}\)-transform of \( Y(Z) \) one can see
\[
y_j = \frac{NT\Delta}{\frac{1}{T} - \frac{N_F K\alpha - 1}{NT K - 1}} \left[ (1 + \frac{1}{T} - \frac{N_F K\alpha - 1}{NT K - 1})^j - 1 \right], \quad j \geq 1
\]
(23)

and Equation 14 can be obtained by \( \Delta N_S^{(T+j)} = -x_j = y_{j-1} - y_j \).

\[\Box\]

4 TRIADIC CLOSURE IN A FIXED-NODE EVOLVING MODEL

Asikainen et al. [5] propose a model with a fixed number of nodes and edges where the network evolves through random edge addition and triadic closure. The authors argue that triadic closure increases observed homophily relative to homophilous random link formation, i.e., triadic closure has a negative relative effect.

Here, we show that this result is specific to their definition of triadic closure which favors monochromatic wedges. In contrast, triadic closure is often studied in settings where wedges do not exhibit such a bias [19]. Empirical work on real-world networks also supports this unbiased wedge closing assumption [31]. We therefore study a variant of the Asikainen et al. [5] model where triadic closure does not differentiate between monochromatic and bichromatic wedges.

We first present the model: Consider a network with a random initial structure and where nodes belong to one of two groups. At each iteration, a focal node is selected uniformly at random. Then a candidate node is chosen by triadic closure with probability \( c \) or uniformly at random with probability \( 1-c \). The parameter \( c \) controls the relative impact of triadic closure in the evolution of the network. Let \( \theta \) be the focal node type and \( \theta' \) be the candidate node type. A link is formed between focal and candidate nodes with probability \( S_{\theta,\theta'} \) if the candidate is selected by triadic closure and \( S_{\theta,\theta'} \) otherwise. Following Asikainen et al. [5], we assume \( S_{\theta,\theta'} = s \) and \( S_{\theta,\theta'}' = s' \) if \( \theta = \theta' \), and \( S_{\theta,\theta'} = 1-s \) and \( S_{\theta,\theta'}' = 1-s' \) otherwise. To keep the number of edges constant while network is evolving, a random edge connected to the focal node is removed whenever it forms a new edge with a candidate node.

In the original model of Asikainen et al. [5], \( s' = s \) and homophily is imposed by setting \( s > \frac{1}{2} \). Following the definitions above, we argue setting \( s' = s \) adds extra homophily to triadic closure. Instead, to be consistent with our definition of triadic closure, we set \( s' = \frac{1}{2} \). That is, we do not distinguish between monochromatic and bichromatic wedges. The result below shows how this change to an unbiased triadic closure setting leads to results consistent with observations in the SBM and Jackson-Rogers models.
Theorem 4.1. For a fixed-node evolving network $G$ with two equiprobable types and parameters $s$ and $s' = \frac{1}{2}$, triadic closure has a positive relative effect on network integration if and only if $1 > s > \frac{1}{2}$, compared to a random link formation.

See proof in Appendix A.

Note that the condition $1 > s > 1/2$ corresponds to the setting where random link formation is homophilous. To better understand the extent to which Theorem 4.1 applies, we depict network integration theoretically estimated at equilibrium in Figure 3. We have also marked simulated results with crosses to show that the theory and empirical observations closely match one another. We note that as we increase the impact of triadic closure by increasing $c$, integration increases if $s > \frac{1}{2}$ and decreases if $s < \frac{1}{2}$. There are two extreme cases to observe: In the case of no triadic closure ($c = 0$), integration falls linearly with respect to $s$. On the other extreme, when edges only form via triadic closure, i.e., $c = 1$, there are two possibilities: if groups of different types are initially completely segregated, the integration will always be zero regardless of $s$. If the network is not completely segregated, the resulting integration will be $0.5$ as there was no homophily. Another interesting observation is that even when the network is maximally homophilous ($s = 1$), for large enough $c$, triadic closure will not let the integration go to zero. In sum, our above result in Theorem 4.1 and corresponding simulations show that triadic closure works against segregation in homophilous networks.

5 EXPERIMENTS

Our results so far focus on theoretical observations for the expected behavior of network properties under some approximations, for a large number of nodes, and in the limit of $t \to \infty$. In this section, we examine the validity of our results both through analysis of real data and simulations. Here we discuss the applicability of Theorem 3.1 on real data and present simulation-based evidence in Section B of the appendix.

5.1 Data: Citation Networks

The citation network we study here is known to be captured well by the Jackson-Rogers model [9, 28]. Several factors make the citation network consistent with this model: First, papers—which correspond to nodes on this graph—appear sequentially and do not disappear. Likewise, citations—which correspond to edges on this graph—are directed and do not disappear over time. Third,
| Cluster               | Num. of Fields | Num. of Papers | Num. of within-cluster citations |
|-----------------------|----------------|----------------|----------------------------------|
| Mathematics           | 13             | 487,298        | 954,544                          |
| Artificial Intelligence| 22             | 1,170,199      | 3,586,018                        |
| Knowledge Management  | 15             | 386,073        | 617,090                          |
| Electrical Engineering| 20             | 474,773        | 1,172,721                        |
| Software Engineering  | 4              | 85,845         | 90,723                           |
| Control Engineering   | 7              | 254,453        | 355,930                          |

Table 1. Summary statistics of the clusters of major fields reported.

Researchers often use an initial seed of articles as a foundation for their work and use the citation network to identify further related works, similar to the second phase of the Jackson-Rogers model. We use the network of citations extracted mainly from DBLP, ACM, and MAG (Microsoft Academic Graph) [44] (version 12). In this dataset, each paper is labeled with weighted fields of study. We use the field of study with the highest weight as the node type. The original dataset covers papers published mainly from 1960 to 2020. However, areas of study and access to articles have experienced a tremendous change during the last decades. We therefore focus on a shorter period of 2015 to 2020 to ensure network parameters are not varying over time. This period consists of more than 1.5 million articles with more than 4.7 million intra-citations, i.e., citations within the studied network.

### 5.2 Estimation of Model Parameters

The citation network consists of papers from various fields. We limit our analysis to major fields of study, which we define to be fields that appear in at least 1 percent of articles. Only 3 percent of papers are not related to any major field.

Despite the growth of interdisciplinary works, different fields of study still follow different publication traditions, resulting in different model parameters. We therefore first cluster the fields of study and then fit a separate model on each cluster, neglecting inter-cluster citations. Variation across clusters also provides further ability to test the validity of our theoretical findings.

**Clustering Fields of Study.** In order to cluster fields, we obtain a weighted graph over major fields: Nodes correspond to fields in this graph and the weight of edge \((f_1, f_2)\) corresponds to how many times a paper in field \(f_1\) has cited another paper with field \(f_2\) or vice versa. Note that papers may have more than one field of study. We then use spectral clustering to obtain clusters of major fields. Here we selected the number of clusters to be 6 based on the eigenvalues of the graph’s Laplacian matrix. Table 1 shows some statistics of these clusters. We chose the names of the clusters, looking at their most frequent fields.

**Estimation of Each Cluster’s Model Parameters.** Assuming the network evolves according to the Jackson-Rogers model, we want to estimate model parameters from data. These parameters include \(N_S\), \(N_D\), \(N_F\), and \(\alpha\). To account for the randomness of real data, we add extra randomness
here: at each time step, when a new node \( u \) arrives, it draws model parameters from

\[
N_S^{(u)} \sim \exp \left( \frac{1}{n_s} \right) \\
N_D^{(u)} \sim \exp \left( \frac{1}{n_d} \right) \\
N_{F,S}^{(u)} = \alpha^{(u)} N_F^{(u)} \sim \exp \left( \frac{1}{n_{f,s}} \right) \\
N_{F,D}^{(u)} = \left( 1 - \alpha^{(u)} \right) N_F^{(u)} \sim \exp \left( \frac{1}{n_{f,d}} \right). \tag{24}
\]

Here \( \exp(\lambda) \) corresponds to an exponential distribution with mean \( \frac{1}{\lambda} \). We chose exponential priors only for simplicity. We believe similar results can be obtained with other positive distributions as well. Our goal is to estimate \( \theta = (n_s, n_d, n_{f,s}, n_{f,d}) \).

In order to estimate \( \theta \), we need to distinguish edges created during phase one and phase two. Let \( G(u) = (\mathcal{V}(u), \mathcal{E}(u)) \) be the induced subgraph of the citation graph over node (paper) \( u \)'s immediate ancestors. Note, \( G(u) \) does not include \( u \). We want to know among all the edges from \( u \) to \( \mathcal{V}(u) \) which ones are formed in the first and second phases. There is no way to distinguish first and second-phase connections. Bramoullé et al. [9] suggest that if \((u, w) \in \mathcal{E}(u)\), then \((u, v)\) is formed initially and \((u, w)\) is formed in the second phase due to triadic closure. However, we believe this assumption will add a bias to our estimation from model parameters. It is also not clear how to decide when there is a third node \( x \) such that \((w, x) \in \mathcal{E}(u)\) (Figure 4). We propose an approach to estimate model parameters with minimum assumptions in the following.

Let \( \phi_u : \mathcal{V}(u) \to \{1, 2\} \) be the phase assignment function for node \( u \). \( \phi_u(v) \) determines whether \((u, v)\) is created at the first or second phase. We call a phase assignment function feasible if for every \( w \in \mathcal{V}(u) \) such that \( \phi_u(w) = 2 \), there exists a \( v \in \mathcal{V}(u) \) such that \((u, w) \in \mathcal{E}(u)\) and \( \phi_u(v) = 1 \). In other words, if \((u, w)\) is assigned to be shaped in the second phase, there should be at least one mediator node that \( u \) could find \( w \) through it. Figure 5 shows an example of all feasible assignments of a graph with four nodes.

Given an assignment function and a type(\( \cdot \)) function, it is straightforward to find first phase parameters for node \( u \):

\[
n_s^{(u)}(\phi_u) = |\{v \in \mathcal{V}(u) \mid \phi_u(v) = 1, \text{type}(u) = \text{type}(v)\}| \tag{25}
\]

\[
n_d^{(u)}(\phi_u) = |\{v \in \mathcal{V}(u) \mid \phi_u(v) = 1, \text{type}(u) \neq \text{type}(v)\}|. \tag{26}
\]

However, suppose an edge like \((u, w)\) is formed in phase two, and \( w \) has immediate ancestors in \( G(u) \) with both similar and dissimilar types to \( u \). In that case, it is not clear whether \( u \) and \( w \) are connected through similar initial friends of \( u \) or dissimilar initial friends. Here we look at the ratio...
of \( w \)'s immediate ancestors which are similar to \( u \) and use this number as an estimate for \( n_{f,s}(u) \):\

\[
n_{f,s}(\phi_u) = \sum_{w: \phi_u(w) = 2} \frac{|\{v \in V(u) \mid (v, w) \in E(u), \phi_u(v) = 1, \text{type}(v) = \text{type}(u)\}|}{|\{v \in V(u) \mid (v, w) \in E(u), \phi_u(v) = 1\}|} \tag{27}
\]

We can do the same for ancestors which are dissimilar to \( u \) to estimate \( n_{f,d}(u) \):\

\[
n_{f,d}(\phi_u) = \sum_{w: \phi_u(w) = 2} \frac{|\{v \in V(u) \mid (v, w) \in E(u), \phi_u(v) = 1, \text{type}(v) \neq \text{type}(u)\}|}{|\{v \in V(u) \mid (v, w) \in E(u), \phi_u(v) = 1\}|} \tag{28}
\]

Let \( \Phi_u \) denote the set of all feasible assignments for node \( u \). We assume a uniform distribution over \( \Phi_u \). We can now find the likelihood of observing \( G(u) \) given \( \theta = (n_s, n_d, n_{f,s}, n_{f,d}) \):\

\[
l_u(\theta) = \frac{1}{|\Phi_u|} \sum_{\phi_u \in \Phi_u} \frac{1}{n_s n_d n_{f,s} n_{f,d}} \exp \left( -\frac{n_s(\phi_u)}{n_s} - \frac{n_d(\phi_u)}{n_d} - \frac{n_{f,s}(\phi_u)}{n_{f,s}} - \frac{n_{f,d}(\phi_u)}{n_{f,d}} \right) \tag{29}
\]

Finally, we maximize the likelihood of observing the whole cluster as it is to find the optimum parameters:

\[
\theta^* = \arg \max_{\theta} \sum_u \log (l_u(\theta)). \tag{30}
\]

We use the BFGS algorithm for the optimization; note, however, that this is a non-convex problem, and there is no guarantee that we can find the global maximum.

5.3 Results of Citation Network Analysis

We use the obtained optimum parameters \( \theta^* \) and Theorem 3.1 to estimate network integration in equilibrium. Figure 6 shows the estimated integration in equilibrium versus the observed integration. In this figure, empty and filled marks correspond to the starting year (2015) and final year (2020) respectively. With the exception of one cluster (Artificial Intelligence), different clusters consistently approach our estimated values from equilibrium. The convergence behavior is also depicted in...
Figure 7. These empirical insights show that even with the assumptions needed for Theorem 3.1, the theoretical insights closely match practice in this dataset. As we see from Figure 6, although clusters have various fields with different frequencies, their behavior in equilibrium is well-predicted from the theory with only a few parameters. Our empirical findings present further evidence that the Jackson-Rogers model explains citation network evolution. Finally, with estimated parameters, we find triadic closure to be responsible for 3-5% of network integration. We do so by setting $N_F = 0$ in Theorem 3.1, as a proxy for network integration without triadic closure.

6 FURTHER RELATED WORKS

Homophily is a robust and prevalent process impacting network formation in many domains [33, 36, 37]. There is a long line of theoretical and empirical work exploring the effect of homophily on network formation, ranging from observational studies on large network data, to laboratory experiments, to analyses of theoretical models [3, 17, 21].

A main topic of focus has been the interaction between homophily and network segregation. For instance, Currarini et al. [13], Henry et al. [25] show that segregated networks emerge due to homophily. In related work, Kim and Altmann [29] study the effect of homophily on the rich-get-richer phenomena. Empirical work has explored the effect of homophily on integration in settings like college campuses [34]. In related work to ours, Bramoullé et al. [9] adapt the Jackson-Rogers model to the case with heterogeneous nodes. Their work primarily focuses on how each node’s likelihood to form links changes over time. In contrast, we consider a global measurement of integration, using the fraction of bichromatic edges.

Triadic closure is another well-studied process in network formation dating back to the 1950s [31, 39]. While there is a long line of work on the effect of triadic closure on network clustering, the interplay between homophily and triadic closure remains under-explored. In one complementary related work, Altenburger and Ugander [4] show that monophily—the presence of individuals with preference for attributes unrelated to their own—has a tendency to induce similarity among friends-of-friends. In contrast, we study the relationship of homophily and triadic closure, though some of the findings complement our observations.

The closest work to ours is that by Asikainen et al. [5], which explores the interaction of triadic closure and homophily. Here, we are similarly concerned with how these two phenomena interact in dynamic models. Asikainen et al. [5] consider a model that also starts with an SBM and adds both triadic closure and random link rewiring. Both of these additions are influenced by choice homophily. Under this model, Asikainen et al. [5] show that triadic closure amplifies the effects of homophily. We note, however, the model considered here already has the triadic closure step influenced by homophily. In our work, we make minimal adjustments to their model to further isolate the effects of triadic closure and find results consistent with the SBM and Jackson-Rogers models.

Segregation in social networks can limit individuals’ ability to access information, resources, and opportunities, leading to the creation or exacerbation of disparities across groups. Research across various disciplines has modeled and measured the impact of segregation on social welfare including its impacts on access to information, economic development, educational outcomes, labor market outcomes, and social capital and support [7, 10, 11, 14, 16, 18, 27] Recent work, such as by Avin et al. [6] has proposed and studied models that explain how inequality and disparities in access to opportunity arise in certain settings.

Our work has additional implications for network-based interventions both in on- and off-line settings. For instance, it is well-known that biases that may exist on online platforms such as Twitter and Task Rabbit may lead to inequalities between groups [24, 38]. These biases, amplified by recommendation algorithms, can impact how networks grow and evolve creating an algorithmic
glass ceiling [8, 8, 42, 43]. In recent years, there has been interest by researchers in algorithmically-informed interventions that can help better diagnose and mitigate underlying patterns of inequality on platforms [1, 2]. Focused on fairness in recommender systems, researchers have examined the effect of small interventions on the long-term health of the platform such as by mitigating segregation, improving interactions, and achieving other desirable societal objectives [20, 23, 26, 30, 40, 42, 43]. These studies have shown that the platform designer, by using small interventions when a user first joins, may be able to realize large gains on the platform health over time.

7 DISCUSSION AND CONCLUSION

In this work, we consider the effect of triadic closure on network segregation. Through analyses of different static and dynamic network formation models, we find that triadic closure has the effect of increasing network integration, indicating that it may be a process that counteracts homophily in network formation.

We find it striking that such a tension should exist between two such well-studied social processes as homophily and triadic closure. In addition to the theoretical and empirical results tackled in this work, we believe this counter-intuitive result about the relationship between homophily and triadic closure points to a rich and under-explored phenomenon about their interaction.

These results also open up questions related to other measurements of network health, such as network expansion and distribution of network centralities. Each of these points to challenging analytic questions. Empirically, it would also be interesting to shed light on what types of social and information networks tend to exhibit a stronger relationship between triadic closure and homophily.

Finally, the interventions presented in this work point to a broader set of theoretical and empirical questions. For instance, it would be interesting to estimate the various network parameters and compare the effect of nudges across different distributions of values. Furthermore, such interventions are often costly to the designer or may incur social cost, leading to a set of optimization questions where the designer must trade off these costs with utility gained from network integration.
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A ADDITIONAL STATEMENTS AND PROOFS

Lemma A.1. For any SBM(p, q) network G with K ≥ 2 types each consisting of n_k nodes (k ∈ [K]), the expected number of monochromatic edges is

\[ e_m = \sum_{k \in [K]} \left( \frac{n_k}{2} \right) p = \frac{1}{2} p \sum_k n_k^2 + O(n), \]

and the expected number of bichromatic edges is

\[ e_b = \frac{1}{2} \sum_{k \in [K]} \sum_{l \in [K], l \neq k} n_k n_l q = \frac{1}{2} q(n^2 - \sum_k n_k^2) + O(n), \]

where n = \sum_k n_k. Further, the expected number of monochromatic missing edges is

\[ o_m = \sum_{k \in [K]} \left( \frac{n_k}{2} \right) (1 - p) = \frac{1}{2} (1 - p) \sum_k n_k^2 + O(n), \]

and the expected number of bichromatic missing edges is

\[ o_b = \frac{1}{2} \sum_{k \in [K]} \sum_{l \in [K], l \neq k} n_k n_l (1 - q) = \frac{1}{2} (1 - q) (n^2 - \sum_k n_k^2) + O(n), \]

where we call an edge (i, j) a missing edge if i and j are not connected in G.

Proof. To find \( e_m \) (\( o_m \)), we sum the number of unordered pairs from each group times the probability they are connected (not connected) times the probability they are connected (not connected). To find \( e_b \) (\( o_b \)), we count the number of bichromatic pairs times the probability they are connected (not connected) times \( \frac{1}{2} \) to compensate for repeated counting. \( \square \)

Lemma A.2. For the same network as Lemma A.1, the expected number of monochromatic wedges is

\[ w_m = \sum_{k \in [K]} \left( \frac{n_k}{2} \right) (n_k - 2)p^2(1 - p) + \sum_{k \in [K]} \left( \frac{n_k}{2} \right) (n - n_k)q^2(1 - p) \]

\[ = \frac{1}{2} p^2(1 - p) \sum_k n_k^3 + \frac{1}{2} q^2(1 - p)(n \sum_k n_k^2 - \sum_k n_k^3) + O(n^3), \]

and the expected number of bichromatic wedges is

\[ w_b = \sum_{k \in [K]} \sum_{l \in [K], l \neq k} n_k (n_k - 1)n_l p^2(1 - q) + \sum_{k \in [K]} \sum_{l \in [K], l \neq k} \frac{1}{2} n_k n_l (n - n_k - n_l)q^2(1 - q) \]

\[ = pq(1 - q)(n \sum_k n_k^3 - \sum_k n_k^3) + \frac{1}{2} q^2(1 - q)(n^3 + 2 \sum_k n_k^3 - 3n \sum_k n_k^2) + O(n^3) \]

Proof. For a wedge i–j–k, the first term of \( w_m \) is the expected number of wedges such that \( \text{type}(i) = \text{type}(j) = \text{type}(k) \). The second term of \( w_m \) corresponds to the case \( \text{type}(i) = \text{type}(k) \neq \text{type}(j) \). The first term of \( w_b \) is the expected number of wedges such that \( \text{type}(i) = \text{type}(j) \neq \text{type}(k) \). The second term of \( w_b \) corresponds to the case where \( i, j, \) and \( k \) are all from different types. \( \square \)

Lemma A.3. For any set of \( \{n_1, n_2, \cdots, n_K\} \subseteq \mathbb{R}^+ \), following inequalities hold:

1. \( n^2 \geq m \)
2. \( nm \geq m \)
3. \( n^3 \geq m \)
4. \( 2m^2 \geq nm \)
(5) \(2nm_2^2 \geq n^2m_3 + m_2m_3\),

where \(n = \sum_{k \in [K]} n_k\) and \(m_i = \sum_{k \in [K]} n_k^i\).

**Proof.** We start by the first inequality and use the results to that point in proving each inequality.

(1) \n^2 - m_2 = \sum_{i,j} n_i n_j - \sum_j n_j^2 \\
= \sum_{i \neq j} n_i n_j \geq 0.

(2) \nm_2 - m_3 = \sum_{i,j} n_i n_j^2 - \sum_j n_j^3 \\
= \sum_{i \neq j} n_i n_j^2 \geq 0.

(3) \nm_3 - m_2^2 = \sum_{i,j} n_i n_j^3 - n_i^2 n_j^2 \\
= \sum_{i \neq j} n_i n_j^3 + n_j n_i^3 - 2n_i^2 n_j^2 \\
= \sum_{i \neq j} n_i n_j(n_i - n_j)^2 \geq 0.

(4) \2m_2^2 - nm_3 = \sum_{i,j} 2n_i^2 n_j^2 - n_i n_j^3 \\
= \sum_{i \neq j} n_i^4 + n_j^4 + 4n_i^2 n_j^2 - n_i n_j^3 - n_j n_i^3 \\
= \sum_{i \neq j} (n_i^2 + n_j^2)^2 - n_i n_j(n_i - n_j)^2.

As \(n_i, n_j \geq 0\), \(n_i^2 + n_j^2 \geq (\max(n_i, n_j))^2 \geq n_i n_j\) and \(n_i^2 + n_j^2 \geq (\max(n_i, n_j))^2 \geq (n_i - n_j)^2\). So, \((n_i^2 + n_j^2)^2 \geq n_i n_j(n_i - n_j)^2\), which gives \(2m_2^2 - nm_3 \geq 0\).
\[2nm_2^2 - n^2m_3 - m_2m_3 = (\sum_{i,j} 2n_i^2n_j^2 - n_in_j^3)n - \sum_{i,j} n_i^2n_j^3\]
\[= \sum_{i \neq j} (n_i^4 + n_j^4 + 4n_i^2n_j^2 - n_in_j^3 - n_jn_i^3)n - \sum_{i \neq j} n_i^5 + n_j^5 + n_i^2n_j^3 + n_j^2n_i^3\]
\[= \sum_{i \neq j} ((n_i^2 + n_j^2)^2 - n_in_j(n_i - n_j))^2(n - n_i - n_j) + \sum_{i \neq j} (n_i^4 + n_j^4 + 4n_i^2n_j^2 - n_in_j^3 - n_jn_i^3)(n_i + n_j) - n_i^5 + n_j^5 + n_i^2n_j^3 + n_j^2n_i^3\]
\[\geq \sum_{i \neq j} (n_i^4 + n_j^4 + 4n_i^2n_j^2 - n_in_j^3 - n_jn_i^3)(n_i + n_j) - (n_i^5 + n_j^5 + n_i^2n_j^3 + n_j^2n_i^3)\]
\[= \sum_{i \neq k} 2n_i^2n_j^3 + 2n_j^2n_i^3 \geq 0.\]

Here we used \((n_i^2 + n_j^2)^2 - n_in_j(n_i - n_j)^2 \geq 0\) from the proof of the previous part.

\[\square\]

**Lemma A.4.** Let \(A\) be a \(K \times K\) real symmetric matrix such that
\[
[A]_{i,j} = \begin{cases} 
c i = j \\
\frac{1}{K-1}(1-c) & \text{o.w.} 
\end{cases}
\] (35)

Then, \(A\) has \(K\) real eigenvalues:
\[
d_i = \begin{cases} 
1 & i = 1 \\
\frac{Kc-1}{K-1} & 1 < i \leq K 
\end{cases}
\] (36)

with corresponding eigenvectors:
\[
[v_1]_j = 1
\]

For \(i \geq 2:\)
\[
[v_1]_j = \begin{cases} 
1 & j = 1 \\
-1 & j = i \\
0 & \text{o.w.} 
\end{cases}
\] (37)

**Proof.** For \(i = 1:\)
\[
[Av_1]_j = 1 = d_1[v_1]_j.
\] (38)

For \(1 < i \leq K:\)
\[
[Av_1]_j = \begin{cases} 
\frac{Kc-1}{K-1} & j = 1 \\
-\frac{Kc-1}{K-1} & j = i = d_i[v_1]_j \\
0 & \text{o.w.} 
\end{cases}
\] (39)

\[\square\]

**Lemma A.5.** The inverse of the \(K \times K\) matrix \(V\) defined by
\[
[V]_{i,j} = \begin{cases} 
1 & i = 1 \text{ or } j = 1 \\
-1 & i = j > 1 \\
0 & \text{o.w.} 
\end{cases}
\] (40)
is

\[ [V^{-1}]_{i,j} = \begin{cases} \frac{-1}{K} & i = j > 1 \\ \frac{1}{K} & \text{otherwise} \end{cases} \] \hfill (41)

**Proof.**

\[ [VV^{-1}]_{i,j} = \begin{cases} 1 & i = j = 1 \\ \frac{1}{K} + \frac{-1}{K} = 1 & i = j > 1 \\ 0 & \text{otherwise} \end{cases} \] \hfill (42)

\[ \square \]

**Proof of Theorem 2.1.** Let \( e_b \) and \( e_m \) (\( w_b \) and \( w_m \)) be the expected number of bichromatic and monochromatic edges (wedges) respectively. The expected integration of the network before modification is approximately \( \frac{e_b + e_m}{e_m + e_b} \). After closing a random wedge, the expected (network) integration will be approximately \( \frac{e_b + w_b/(w_m + w_b)}{e_m + e_b + 1} \). For a fixed \( p \), we are looking for the range of \( q \) which increases the current level of integration:

\[
\frac{e_b + w_b/(w_m + w_b)}{e_m + e_b + 1} \geq \frac{e_b}{e_m + e_b} \\
\iff e_m e_b + e_b^2 + \frac{w_b}{w_m + w_b}(e_m + e_b) \geq e_m e_b + e_b^2 + e_b \\
\iff \frac{w_b}{w_m} \geq \frac{e_b}{e_m}.
\] \hfill (43)

Let’s define \( n = \sum_{k \in [K]} n_k \) and \( m_i = \sum_{k \in [K]} n_i^k \). By plugging \( e_m, e_b, w_m, \) and \( w_b \) from Lemmas A.1 and A.2 into the above inequality:

\[
\frac{w_b}{w_m} = \frac{(1-q)p(2n_m^2 - 3m_3) + q (n^3 + 2m_3 - 3nm_2)}{1-p} \geq \frac{q n^2 - m_2}{p m_2} = \frac{e_b}{e_m} \\
\iff q^2 \left[ - (1-p)(n^2 - m_2)(nm_2 - m_3) - pm_3 (n(n^2 - m_2) - 2(nm_2 - m_3)) \right] + \\
qp \left[ - 2(1+p)m_2 (nm_2 - m_3) + nm_2(n^2 - m_2) \right] + \\
p^2 \left[ 2m_2 (nm_2 - m_3) - (1-p)m_3 (n^2 - m_2) \right] \geq 0.
\] \hfill (44)

Here we used the fact that \( nm_2 \geq m_3 \) from Lemma A.3. To determine the feasible region of \( q \) we have to find the roots of LHS of Equation 44 which is a quadratic function in \( q \). Let’s define three new variables to simplify the equations: \( A = n^2 - m_2, B = nm_2 - m_3, \) and \( C = m_3 A - m_2 B = n(nm_2 - m_3^2) \). According to Lemma A.3, \( A, B, \) and \( C \) are all non-negative variables. The discriminant (\( \Delta \)) of the

\(^1\)We approximated \( \mathbb{E}[\frac{num}{den}] \) by \( \frac{\mathbb{E}[num]}{\mathbb{E}[den]} \).
where we used Lemma A.3 to obtain the last inequality. Note that the denominator of \( q \) where we applied Lemma A.3 to obtain the final inequality. Further, plugging the first root is always

\[
\Delta = m_2^2(-2(1-p)B + nA)^2 + 4[(1-p)AB + pm_2(nA - 2B)]\left[2m_2B - (1-p)m_3A\right]
\]

\[
= m_2^2(-2(1-p)B + nA)^2 + 8m_2(1-p)AB^2 - 4(1-p)^2m_3A^2B - \rho(1-p)m_2m_3(nA - 2B)A
\]

\[
= (1-p)^2\left[4m_2^2B^2 - 4m_3A^2B + 4m_2m_3(nA - 2B)A\right]
\]

\[
+ (1-p)\left[-4nm_2^2AB + 8m_2AB^2 - 4m_2m_3A(nA - 2B)\right]
\]

\[
+ n^2m_2^2A^2
\]

\[
= 4(1-p)^2C^2 - 4(1-p)nm_2AC + n^2m_2^2A^2
\]

\[
= (nm_2A - 2(1-p)C)^2.
\]

As \( \Delta > 0 \), the quadratic has always two real roots:

\[
q_1, q_2^* = \frac{p}{2} \frac{2(1+p)m_2B - nm_2A \pm \sqrt{\Delta}}{(1-p)AB - pm_2(nA - 2B)}
\]

\[
= \frac{p}{2} \frac{2(1-p)(-m_2B) + 4m_2B - nm_2A \pm (nm_2A - 2(1-p)C)}{(1-p)(-AB + nm_2A - 2m_2B) - m_2(nA - 2B)}
\]

\[
= \frac{p}{(1-p)(C - m_2B) + m_2(2B - nA)}(1 - \frac{m_2A + 2m_2B}{2})
\]

The first root is always \( q_1^* = p \) regardless of the network’s structure. For the numerator of the second root, \( q_2^* \), we have:

\[
-(1-p)m_3A + 2m_2B \geq 2m_2B - m_3A
\]

\[
= 2m_2(nm_2 - m_3) - m_3(n^2 - m_2)
\]

\[
= 2nm_2^2 - n^2m_3 - m_2m_3 \geq 0,
\]

where we applied Lemma A.3 to obtain the final inequality. Further, plugging \( 2m_2B \geq m_3A \) into the denominator of \( q_2^* \) gives:

\[
(1-p)(C - m_2B) + m_2(2B - nA) = (1-p)(m_3A - 2m_2B) + m_2(2B - nA)
\]

\[
\leq m_2(2B - nA)
\]

\[
= m_2(2(nm_2 - m_3) - n(n^2 - m_2))
\]

\[
= m_2(n(m_2 - n^2) - 2m_3)
\]

\[
\leq m_2 - n^2 \leq 0,
\]

where we used Lemma A.3 to obtain the last inequality. Note that the denominator of \( q_2^* \) is exactly the coefficient of \( q^2 \) in the quadratic function of Equation 44. So, Equation 48 says that this quadratic function is concave. On the other hand, Equations 47 and 48 shows that the inequality of Equation 44 holds if and only if \( q_2^* \leq 0 \leq q \leq q_1^* = p \).

\[\square\]

**Proof of Theorem 2.2.** Let \( e_b, e_m, o_b, o_m, w_b, \) and \( w_m \) be the expected number of bichromatic edges, monochromatic edges, bichromatic missing edges, monochromatic missing edges, bichromatic wedges, and monochromatic wedges, respectively. After closing a random wedge, the expected
integration will be approximately \( \frac{e_b + w_b / (w_m + w_b)}{e_m + e_b + 1} \). Similarly, after adding a random edge, the expected integration will be approximately \( \frac{e_b + o_b / (o_m + o_b)}{e_m + o_b + 1} \). For a fixed \( q \), we are looking for the range of \( p \) such that closing a random wedge increases network integration more than adding a random edge:

\[
\begin{align*}
\frac{e_b + w_b / (w_m + w_b)}{e_m + e_b + 1} & \geq \frac{e_b + o_b / (o_m + o_b)}{e_m + o_b + 1} \\
\iff \frac{w_b}{w_m + w_b} & \geq \frac{o_b}{o_m + o_b} \\
\iff \frac{w_b}{w_m} & \geq \frac{o_b}{o_m}.
\end{align*}
\]

(49)

Let’s define \( n = \sum_{k \in [K]} n_k \) and \( m_i = \sum_{k \in [K]} n_i \). By plugging \( o_m, o_b, w_m, \) and \( w_b \) from Lemmas A.1 and A.2 into the above inequality:

\[
\begin{align*}
\frac{w_b}{w_m} = \frac{(1-q)q}{1-p} \frac{2p(nm_2 - m_3) + q(n^3 + 2m_3 - 3nm_2)}{p^2m_3 + q^2(nm_2 - m_3)} & \geq \frac{(1-q)q}{1-p} \frac{n^2 - m_2}{m_2} = \frac{o_b}{o_m} \\
\iff p^2 \left[ m_3(n^2 - m_2) + pq(2m_2(nm_2 - m_3) - (n^2 - m_2)(nm_2 - m_3)) \right] \geq 0.
\end{align*}
\]

(50)

Here we used the fact that \( nm_2 \geq m_3 \) from Lemma A.3. To determine the feasible region of \( p \) we have to find the roots of LHS of Equation 50 which is a quadratic function in \( p \). Let’s define three new variables to simplify the equations: \( A = n^2 - m_2, B = nm_2 - m_3, \) and \( C = m_3A - m_2B = n(nm_3 - m_2^2) \). According to Lemma A.3, \( A, B, \) and \( C \) are all non-negative variables. The discriminant (\( \Delta \)) of the quadratic function is:

\[
\Delta = \left( \frac{2m_3B}{m_3A} \right)^2 + m_3A(nm_2A - 2m_2B - AB)
\]

\[
= m_3B^2 - 2m_2m_3AB + nm_2m_3A^2 - m_3A^2B
\]

\[
= m_2B^2 - 2m_2m_3AB + m_3A^2(nm_2 - B)
\]

\[
= (m_3A - m_2B)^2 = C^2.
\]

(51)

As \( \Delta \geq 0 \), the quadratic has always two \(^2\) real roots:

\[
p_1^*, p_2^* = q \frac{-m_2B \pm C}{-m_3A} = q, q\left( \frac{2m_3B}{m_3A} \right) - 1.
\]

(52)

The first root is always \( p_1^* = q \) regardless of the network’s structure. Expanding the ratio \( \frac{2m_3B}{m_3A} \) appeared in the second root and applying Lemma A.3, we can see \( 1 \leq \frac{2m_3B}{m_3A} \leq 2 \). So, defining \( l^* = \frac{2m_3B}{m_3A} - 1 \), we have \( 0 \leq p_2^* = q l^* \leq 1 \). On the other hand, the coefficient of the \( p^2 \) term in the quadratic function of Equation 50 is always negative. Therefore, the quadratic function is concave and \( p \) satisfies the inequality of Equation 50 if and only if \( q \geq p \geq q l^* \). As \( p > q \) does not fall into this range, a direct result is that triadic closure has negative relative effect when network is homophilous.

\[\square\]

\(^2\)Possibly degenerate.
Proof of Theorem 2.4. We use the same notation as the proof of Theorem 2.2. After closing a random wedge, the expected integration will be approximately \( \frac{e_b + w_b / (w_m + w_b)}{e_m + e_b + 1} \). After adding a \( \gamma \)-homophilous random edge, the expected integration will be approximately \( \frac{e_b + o_b / (yo_m + o_b)}{e_m + e_b + 1} \). For a fixed \( q \), we are looking for the range of \( p \) such that closing a random wedge increases network integration more than adding a homophilous random edge:

\[
\frac{w_b}{w_m} \geq \frac{(1 - q)q}{1 - p} \left( \frac{2p(nm_2 - m_3) + q(n^3 + 2m_3 - 3nm_2)}{p^2m_3 + q^2(nm_2 - m_3)} \right) \geq \frac{1}{\gamma} \frac{(1 - q) n^2 - m_2}{\gamma (1 - p) m_2} = \frac{1}{\gamma} \frac{o_b}{o_m}.
\]

By plugging \( o_m, o_b, w_m, \) and \( w_b \) from Lemmas A.1 and A.2 into the above inequality:

\[
\frac{w_b}{w_m} \geq \frac{1}{\gamma} \frac{o_b}{o_m}.
\]

Here we used the fact that \( nm_2 \geq m_3 \) from Lemma A.3. To determine the feasible region of \( p \), we have to find the roots of LHS of Equation 54 which is a quadratic function in \( p \). The discriminant (\( \Delta \)) of the quadratic function is:

\[
\frac{\Delta}{4q^2} = (\gamma AB)^2 + m_3 A (\gamma nm_2 A - 2\gamma m_2 B - AB)
= (\gamma m_2 B)^2 - 2\gamma m_2 m_3 AB + m_3 A^2 (\gamma m_2 - B)
= (\gamma m_2 B - m_3 A)^2 + m_3 A^2 (\gamma m_2 - B - m_3)
= (\gamma m_2 B - m_3 A)^2 + (\gamma - 1)nm_2 m_3 A^2.
\]

As \( \Delta \geq 0 \), the quadratic has always two real roots:

\[
p_1^*, p_2^* = \frac{\gamma m_2 B \pm \sqrt{(\gamma m_2 B - m_3 A)^2 + (\gamma - 1)nm_2 m_3 A^2}}{m_3 A}
= q u(\gamma), q l(\gamma).
\]

We can bound \( u(\gamma) \) by

\[
u(\gamma) \geq \frac{\gamma m_2 B + \sqrt{(\gamma m_2 B - m_3 A)^2 + (\gamma - 1)nm_2 m_3 A^2}}{m_3 A} \geq \begin{cases} 2\gamma m_2 B/m_3 A & \gamma \geq m_3 A/m_2 B \\ 1 & o.w. \end{cases}
\]

\[
\geq 1,
\]

(57)
where we used $m_3A \geq m_2B$ that can be shown by utilizing Lemma A.3. Similarly we can bound $l(\cdot)$ by

\[
l(\gamma) = \frac{ym_2B - \sqrt{(ym_2B - m_3A)^2 + (y - 1)nm_2m_3A^2}}{m_3A} \leq \frac{ym_2B - |ym_2B - m_3A|}{m_3A} = \begin{cases} 1 & \gamma \geq \frac{m_3A}{m_2B} \\ \frac{2ym_2B}{m_3A} - 1 & 1 \leq \frac{m_3A}{m_2B} \end{cases} \leq 1an (58)
\]

Finally, as the coefficient behind the $p^2$ term in Equation 54 is always negative, the quadratic function is concave. Therefore, the inequality holds if and only if $q u(y) = p^*_1 \geq p \geq p^*_2 = q l(\gamma)$. □

**Proof of Theorem 2.6.** We use a similar terminology as the proof of Theorem 2.5. First, we find $P'_{ij}$ after closing a $\gamma$-homophilous edge:

\[
P'_{ij} = \begin{cases} p' = p + (1 - p) \frac{\gamma}{o_{\gamma}} & \text{type}(i) = \text{type}(j) \\ q' = q + (1 - q) \frac{\gamma}{o_{\gamma}} & \text{type}(i) \neq \text{type}(j) \end{cases},an (59)
\]

where $o_{\gamma} = o_b + \gamma o_m, o_m$ and $o_b$ are number of monochromatic and bichromatic missing edges respectively. Defining $a = \frac{E_V}{E_V^i}$, we obtain a quadratic equation

\[a^2[n_2q'] + a[n_1 - n_2]p' - n_1q' = 0,an (60)
\]

which has a single valid solution when we impose $a \geq 0$:

\[a = \frac{\beta - (n_1 - n_2)p}{2n_2q} + \frac{1}{o_{\gamma}} \frac{(n_1 - n_2)}{n_2}(1 - p)\left[p(1 - q)\frac{q(1 - p)}{q(1 - p)} - \gamma\right] \frac{\beta - (n_1 - n_2)p}{2q\beta} + O(\frac{1}{n^3}).an (61)
\]

A comparison of Equation 61 and Equation 9 shows triadic closure has a positive relative effect if and only if

\[
\frac{n}{w}p^2(p - q) > \frac{1}{o_{\gamma}}(1 - p)[\frac{p(1 - q)}{q(1 - p)} - \gamma].an (62)
\]

Simplifying this constraint, we have:

\[
\gamma > \frac{(p)}{q} \frac{w(1 - q) - o_b npq(p - q)}{w(1 - p) + o_m np^2(p - q)} = \frac{P_c(p, q)}{q}.an (63)
\]

Without going through details, we utilize Lemma A.1, and expand $c(p, q)$:

\[
c(p, q) = \frac{(n_1^2 + n_2^2)p^2 + nn_1n_2q(2p + q)}{(n_1^2 + n_2^2)p^2 + nn_1n_2[p(2q + p) + \frac{1 - p}{1 - q}(q^2 - p^2)]}.an (64)
\]

Next we bound $c(p, q)$. We first show $c(p, q) \leq 1$ by comparing the nominator and the denominator of $c(p, q)$:

\[
q(2p + q) \leq p(2q + p) + \frac{1 - p}{1 - q}(q^2 - p^2)
\]

\[
\iff (p^2 - q^2)[\frac{1 - p}{1 - q} - 1] \leq 0
\]

\[
\iff -(p - q)^2 \leq 0.an (65)
\]
Finally, we show \( \frac{p}{q}c(p, q) \geq 1 \) if and only if \( p > q \):

\[
(n_1^3 + n_2^3)p^3 + nn_1n_2pq(2p + q) \geq (n_1^3 + n_2^3)p^2q + nn_1n_2[pq(2q + p) + \frac{1 - p}{1 - q}(q^2 - p^2)]
\]

\[
\iff 0 \geq -(p - q)\left[(n_1^3 + n_2^3)p^2 + nn_1n_2pq + nn_1n_2q\frac{1 - p}{1 - q}\right]
\]

\[
\iff p > q.
\]

(66)

\[
\square
\]

**Proof of Theorem 3.1.** Let \( \theta_t \in [K] \) shows the type of the node arrived at time \( t \) and \( P(\theta_t = \theta) = p(\theta) \) independent of other nodes. We name the nodes based on their arrival time. For \( t + 1 > t_0 \), we define

\[
P_{t_0}^{t+1}(\theta_{t+1}|\theta_{t_0}) = P(\text{node } t + 1 \text{ is of type } \theta_{t+1} \text{ and is connected to node } t_0) \tag{67}
\]

Sometimes we represent \( P_t^f(\cdot|\cdot) \) as matrix \( P_t^f \in \mathbb{R}_+^{K \times K} \). Let \( n_t(\theta) \) be the total number of nodes of type \( \theta \) until \( t \), and \( N = N_\delta + N_\delta + N_\delta \) be the total number of outbound edges from each node. For \( \theta_{t+1} = \theta_{t_0} = \theta \), the mean field approximation of \( P_{t_0}^{t+1}(\theta|\theta) \) is

\[
P_{t_0}^{t+1}(\theta|\theta) = p(\theta) \frac{N_\delta}{n_t(\theta)} + p(\theta)\alpha N_F \frac{\sum_{t-t_0+1} P_{t_0}^f(\theta|\theta)}{n_t(\theta)N} + p(\theta)(1 - \alpha) \frac{N_F}{K - 1} \sum_{\theta' \neq \theta} \frac{\sum_{t-t_0+1} P_{t_0}^f(\theta'|\theta)}{n_t(\theta')N}. \tag{68}
\]

The above equation consists of three terms; in all of them \( p(\theta) \) corresponds to the probability that node \( t + 1 \) is of type \( \theta \). The first term of Equation 68 shows the probability that node \( t + 1 \) finds node \( t_0 \) in the first phase: there are \( n_t(\theta) \) nodes of type \( \theta \) and node \( t + 1 \) is going to select \( N_\delta \) of them, so, the probability that node \( t_0 \) is one of the \( N_\delta \) selected nodes is \( \frac{N_\delta}{n_t(\theta)} \). The second term of Equation 68 shows the probability that node \( t + 1 \) finds node \( t_0 \) through their same type friends: the expected number of edges going out from nodes of type \( \theta \) and entering node \( t_0 \) is \( \sum_{t-t_0+1} P_{t_0}^f(\theta|\theta) \). The total number edges exiting nodes of type \( \theta \) is \( n_t(\theta)N \). So, the probability that node \( t + 1 \) finds node \( t_0 \) from the same type friends in the second phase is \( \alpha N_F \frac{\sum_{t-t_0+1} P_{t_0}^f(\theta|\theta)}{n_t(\theta)N} \).

Here we neglected that some edges exiting nodes of type \( \theta \) might end in nodes which are already connected to node \( t + 1 \) in phase 1 because in long run these edges are negligible compared to \( n_t(\theta)N \). The third term of Equation equation 68 corresponds to the probability that node \( t + 1 \) finds node \( t_0 \) through nodes of other types. Again \( \sum_{t-t_0+1} P_{t_0}^f(\theta'|\theta) \) is the expected number of links from nodes of type \( \theta' \neq \theta \) towards node \( t_0 \) and \( n_t(\theta')N \) is the total number of links exiting nodes of type \( \theta' \). So, the probability that node \( t + 1 \) finds node \( t_0 \) in the second phase through nodes of type \( \theta' \) is

\[
(1 - \alpha) \frac{N_F}{K - 1} \frac{\sum_{t-t_0+1} P_{t_0}^f(\theta'|\theta)}{n_t(\theta')N}.
\]
Similarly, the mean field approximation of $P_{t_0}^{t+1}(\theta'|\theta)$, where $\theta' \neq \theta$, is

$$P_{t_0}^{t+1}(\theta'|\theta) = p(\theta')\frac{N_D}{n_t(\theta)} + p(\theta')\alpha N_F \frac{\sum_{t=t_0+1}^{t} P_{t_0}^{t}(\theta'|\theta)}{n_t(\theta') N} + p(\theta')(1-\alpha)\frac{N_F}{K-1} \sum_{\theta' \neq \theta'} \frac{\sum_{t=t_0+1}^{t} P_{t_0}^{t}(\theta''|\theta)}{n_t(\theta'') N}. \quad (69)$$

The above equation also consists of three terms; in all of them $p(\theta')$ corresponds to the probability that node $t+1$ is of type $\theta'$. The first term shows the probability that node $t+1$ finds node $t_0$ in the first phase. The second and third terms are the probability that node $t+1$ finds node $t_0$ in the second phase through nodes of type $\theta'$ and $\theta''' \neq \theta'$, respectively.

We approximate $n_t(\theta)$ in Equations 68 and 69 with its expected value: $n_t(\theta) = p(\theta)t$. To simplify the equations and to be consistent with original definitions and proofs of the Jackson-Rogers model [9], we define new variables:

$$m_r := \frac{N_S + N_D}{N}$$
$$m_s := \frac{N_F}{N}$$

$$[P]_{\theta', \theta} := p(\theta)1_{\theta' = \theta}$$

$$[P_r]_{\theta', \theta} = P_r(\theta', \theta) := \begin{cases} 
\frac{N_S}{N_S + N_D} & \theta' = \theta \\
\frac{1}{K-1} \frac{N_D}{N_S + N_D} & \text{o.w.} 
\end{cases}$$

$$[B_r]_{\theta', \theta} := [PP_r P^{-1}]_{\theta', \theta} = \frac{p(\theta') P_r(\theta', \theta)}{p(\theta)}$$

$$[P_s]_{\theta', \theta} = P_s(\theta', \theta) := \begin{cases} 
\alpha & \theta' = \theta \\
\frac{1}{K-1} (1-\alpha) & \text{o.w.} 
\end{cases}$$

$$[B_s]_{\theta', \theta} := [PP_s P^{-1}]_{\theta', \theta} = \frac{p(\theta') P_s(\theta', \theta)}{p(\theta)}$$

$$[\Pi_{t_0}^{t}]_{\theta', \theta} = \Pi_{t_0}^{t}(\theta'|\theta) := \sum_{t=t_0+1}^{t} P_{t_0}^{t}(\theta'|\theta). \quad (70)$$

Now we can merge Equations 68 and 69 into a single equation with matrix operations:

$$P_{t_0}^{t+1} = \frac{Nm_r}{t} B_r + \frac{m_s}{t} B_s \Pi_{t_0}^{t}. \quad (71)$$

The LHS of Equation 71 can be approximated by $P_{t_0}^{t+1} = \Pi_{t_0}^{t+1} - \Pi_{t_0}^{t} \approx \frac{\partial \Pi_{t_0}^{t}}{\partial t}$. Then Equation 71 will be a differential equation for $\Pi_{t_0}^{t}$. Given the initial condition $\Pi_{t_0}^{0} = 0$, the solution of this equation is

$$\Pi_{t_0}^{t} = \frac{Nm_r}{m_s} \left[ \sum_{\theta' = 0}^{t} \frac{m_s}{m_s} B_s \right] B_s^{-1} B_r, \quad (72)$$

where by definition $\left( \frac{1}{m_S} \right) B_s = \sum_{\mu = 0}^{\infty} \frac{1}{m_S} (m_S \ln \left( \frac{1}{m_S} \right) )^\mu B^\mu$. $B_s$ is invertible iff $P_s$ is invertible. From Lemma A.4, $P_s$ is also invertible iff $\alpha > \frac{1}{K}$.

The variable $\Pi_{t_0}^{t}(\theta'|\theta)$ shows the expected number of edges to node $t_0$ from nodes of type $\theta'$ arrived until $t$, given type of node $t_0$ is $\theta$. So, the expected number of monochromatic edges
connected to node $t_0$ at time $t$ is:

$$\text{mono}^t_{t_0} = \sum_{\theta \in [K]} p(\theta) \Pi^t_{t_0} (\theta | \theta) = \text{Tr}(P \Pi^t_{t_0}).$$

Plugging Equation 72 into Equation 73:

$$\text{mono}^t_{t_0} = \frac{N m_r}{m_s} \sum_{\mu=1}^{\infty} \frac{1}{\mu!} (m_s \ln(t/t_0)^\mu) \text{Tr}(P B_{s-1}^t B_r).$$

Here $\text{Tr}(P B_{s-1}^t B_r)$ can be simplified to $\text{Tr}(P V D_{s-1}^t D_r V^{-1})$ using definitions from Equation 70. According to Lemma A.4, there are eigendecompositions for $P_r$ and $P_s$ as $VD_rV^{-1}$ and $VD_sV^{-1}$ (note that they have similar eigenvectors). Let’s name $d_r = [D_r]_{i,i} = \frac{K N_s}{(N_s + N_p)}$ and $d_s = [D_s]_{i,i} = \frac{K a_i - 1}{K - 1}$ for $i > 1$. With these representations and utilizing Lemma A.5 to calculate $V^{-1}$, we can further simplify

$$\text{Tr}(P V D_{s-1}^t D_r V^{-1}) = \text{Tr} \left( P V (d_r d_s^{t-1} I + (1 - d_r d_s^{t-1}) E_{11}) V^{-1} \right)$$

$$= d_r d_s^{t-1} \text{Tr}(P) + (1 - d_r d_s^{t-1}) \text{Tr}(P V E_{11} V^{-1})$$

$$= d_r d_s^{t-1} + (1 - d_r d_s^{t-1}) \text{Tr}(P \frac{1}{K})$$

$$= \frac{1}{K} + \frac{K - 1}{K} d_r d_s^{t-1},$$

where $E_{11}$ is a matrix with only one non-zero element $[E_{11}]_{1,1} = 1$. We also used the fact that $\text{Tr}(P) = 1$. Plugging this result into Equation 74, we can find a simpler form for $\text{mono}^t_{t_0}$:

$$\text{mono}^t_{t_0} = \frac{N m_r}{m_s} \sum_{\mu=1}^{\infty} \frac{1}{\mu!} (m_s \ln(t/t_0)^\mu) \left( \frac{1}{K} + \frac{K - 1}{K} d_r d_s^{t-1} \right)$$

$$= \frac{N m_r}{K m_s} \sum_{\mu=0}^{\infty} (m_s \ln(t/t_0)^\mu) + \sum_{\mu=0}^{\infty} (K - 1) \frac{d_r}{d_s} (m_s d_s \ln(t/t_0)^\mu - 1)$$

$$= \frac{N m_r}{K m_s} \left[ (t/t_0)^{m_s} - 1 + (K - 1) \frac{d_r}{d_s} ((t/t_0)^{m_s} - 1) \right].$$

(76)

Our Variable of interest is the total number of monochromatic edges until time $t$:

$$\text{mono}^t = \sum_{t_0=1}^{t} \text{mono}^t_{t_0}.$$

To calculate this sum, we first observe that for any $0 \leq c < 1$,

$$\int_{1}^{t+1} t_0^{-c} dt < \sum_{t_0=1}^{t} t_0^{-c} < 1 + \int_{1}^{t} t_0^{-c} dt,$$

which gives $\sum_{t_0=1}^{t} t_0^{-c} = \frac{1}{1-c} t^{1-c} + O(1)$. Since $m_s < 1$ and $m_s d_s < 1$, we can use this approximation and find $\text{mono}^t$ from Equation 76:

$$\text{mono}^t = \frac{N m_r}{K m_s} \left[ \sum_{t_0=1}^{t} (t/t_0)^{m_s} - t + (K - 1) \frac{d_r}{d_s} (t/t_0)^{m_s} - t \right]$$

$$= \frac{N m_r}{K m_s} \left[ \frac{t}{1 - m_s} - t + O(t^{m_s}) + (K - 1) \frac{d_r}{d_s} \left( \frac{t}{1 - m_s d_s} - t \right) + O(t^{m_s} d_s) \right]$$

$$= \frac{N m_r}{K} \left[ \frac{1}{1 - m_s} + (K - 1) \frac{d_r}{1 - m_s d_s} \right] + O(t^{m_s} d_s).$$

(78)
Finally, we can find the integration in long run \((t \to \infty)\):

\[
f_{\infty} = \lim_{t \to \infty} f(t) = 1 - \lim_{t \to \infty} \frac{\text{mono}^t}{Nt} = 1 - \frac{m_r}{K} \left[ \frac{1}{1 - m_s} + \frac{(K - 1)d_r}{1 - m_s d_s} \right] = 1 - \frac{m_r}{K} \left[ \frac{1 - m_s d_s + (K - 1)d_r (1 - m_s)}{(1 - m_s)(1 - m_s d_s)} \right] = \left( \frac{K - 1}{K} \right) \left( 1 - d_r \right) \frac{N_s + N_D}{N_s + N_D + (1 - d_s)N_F} + \frac{N_D + (1 - \alpha)N_F}{N_s + N_D + K^{-1}(1 - \alpha)N_F}.
\]

(79)

with the convergence rate \(O(t^{m_s - 1}) = O(t^{\frac{N_s + N_D}{K^{-1}}})\) as seen from Equation 78.

Proof of Theorem 3.2. For fixed \(N_s, N_D,\) and \(\alpha < 1:\)

\[
\frac{\partial f_{\infty}}{\partial N_F} = \left( \frac{N_s + N_D + K^{-1}(1 - \alpha)N_F}{N_s + N_D + K^{-1}(1 - \alpha)N_F} \right) \left( 1 - \alpha \right) - \left( \frac{N_s - N_D}{K - 1} \right) > 0.
\]

(80)

So, increasing \(N_F\) will increase the integration if and only if \(N_s > \frac{N_D}{K^{-1}}\).

Proof of Theorem 3.3. To measure the relative effect, we assume the total number of edges a new node makes to be fixed and equals to \(N = N_s + N_D + N_F\). Further, we assume \(\frac{N_s}{N_D} = \gamma\). Homophily requires \(\gamma > \frac{1}{K^{-1}}\).

Defining \(\beta = \frac{N_F}{N}\), we first simplify integration from Theorem 3.2:

\[
f_{\infty} = \frac{N_D + (1 - \alpha)N_F}{N - N_F + K^{-1}(1 - \alpha)N_F} = \frac{1 - \beta^{\frac{1 - K\alpha}{K - 1}} + (1 - \alpha)\beta}{\left( 1 - \beta \right) + K^{-1}(1 - \alpha)\beta} = \frac{1}{\gamma + 1} \left( 1 + \beta \left[ (1 - \alpha)(1 + \gamma) - 1 \right] \right)
\]

(81)

Then we have

\[
\frac{\partial f_{\infty}}{\partial \beta} = \frac{1}{\gamma + 1} \left( 1 + \beta^{\frac{1 - K\alpha}{K - 1}} \right) \left( (1 - \alpha)(1 + \gamma) - 1 \right) - \left( 1 + \beta \left[ (1 - \alpha)(1 + \gamma) - 1 \right] \right) \left( \frac{1 - K\alpha}{K - 1} \right)^{2} = \frac{1}{\gamma + 1} \left( \frac{1 - \alpha}{1 + \beta^{\frac{1 - K\alpha}{K - 1}} \gamma - \frac{1}{K - 1}} \right) - \left( 1 + \beta \left[ (1 - \alpha)(1 + \gamma) - 1 \right] \right) \left( \frac{1 - K\alpha}{K - 1} \right)^{2} = \frac{\left( \gamma - \frac{1}{K - 1} \right)}{\gamma + 1} \left( \frac{1 - \alpha}{1 + \beta^{\frac{1 - K\alpha}{K - 1}} \right)^{2} > 0,
\]

(82)

which shows \(\frac{\partial f_{\infty}}{\partial N_F} = \frac{1}{N} \frac{\partial f_{\infty}}{\partial \beta}\) is positive if and only if there is homophily.
Proof of Theorem 3.4. We use the same notation as the proof of Theorem 3.1.
Proof of part 1. Applying Equation 71 for the \(i^{th}\) intervention, we have:
\[
P_{t_0}^{T+i} = \frac{Nm_r}{T+i-1}B_r^{(T+i)} + \frac{m_s}{T+i-1}B_s(\Pi_{t_0}^T + \sum_{j=1}^{i-1} P_{t_0}^{T+j}).
\] (83)

Note that for \( t \leq t_0 \), \( P_{t_0}^T \) and \( \Pi_{t_0}^T \) are zero by definition. Equation 83 is recursive and can be expanded:
\[
P_{t_0}^{T+i} = \frac{Nm_r}{T+i-1}B_r^{(T+i)}
\]
\[+ \frac{m_s}{T+i-1}B_s\left[ \Pi_{t_0}^T + m_sB_s \sum_{j=1}^{i-1} \frac{1}{T+j-1} + Nm_r \sum_{j=1}^{i-1} B_r^{(T+j)} \right] + O(\frac{1}{T^3}).
\] (84)

We use the notation \( \Delta(\text{variable}) \) to show the change of a variable due to interventions, i.e., how a variable is changed as \( N_S^{(T+i)} \) deviates from \( N_S \). Rewriting Equation 84 with this notation and dropping \( O(\frac{1}{T^3}) \):
\[
\Delta P_{t_0}^{T+i} = \frac{Nm_r}{T+i-1}\Delta B_r^{(T+i)} + \frac{N m_r m_s}{T^2}B_s\sum_{j=1}^{i-1} \Delta B_r^{(T+j)}.
\] (85)

Here, we used the fact that \( \Delta \Pi_{t_0}^T \) is zero as future interventions have no effect on previous connections. Now we can find the effect on \( \Pi_{t_0}^{T+i} \). For \( t_0 \leq T \), we have:
\[
\Delta \Pi_{t_0}^{T+i} = \sum_{i=1}^{I} \Delta P_{t_0}^{T+i} = \sum_{i=1}^{I} \frac{Nm_r}{T+i-1}\Delta B_r^{(T+i)} + \frac{N m_r m_s}{T^2}B_s\sum_{j=1}^{I-1} \Delta B_r^{(T+j)}
\]
\[= \sum_{i=1}^{I} \frac{Nm_r}{T+i-1}\Delta B_r^{(T+i)} + \frac{N m_r m_s}{T^2}B_s\sum_{j=1}^{I-1} \Delta B_r^{(T+j)} (I-i)
\]
\[= \sum_{i=1}^{I} \frac{1}{T+i-1}\Delta B_r^{(T+i)} + \frac{m_s(I-i)}{T^2}B_s.
\] (86)

Note that similar equation can be found for \( t_0 > T \) if we start the sum from \( i = t_0 - T + 1 \) in Equation 86. Next, we can find the change in number of monochromatic edges connected to node \( t_0 \) \((t_0 \leq T)\) until \( T + 1 \):
\[
\Delta \text{mono}_{t_0}^{T+1} = \text{Tr}(P \Delta \Pi_{t_0}^{T+1})
\]
\[= \sum_{i=1}^{I} \left\{ \frac{1}{T+i-1} \text{Tr}(P \Delta B_r^{(T+i)}) + \frac{m_s(I-i)}{T^2} \text{Tr}(P \Delta B_r^{(T+i)} B_s) \right\}
\]
\[= \sum_{i=1}^{I} \left\{ \frac{1}{T+i-1} \left( \frac{\Delta N_S^{(T+i)}}{N_S + N_D} \right) + \frac{m_s(I-i)}{T^2} \left( \frac{\Delta N_S^{(T+i)}}{N_S + N_D} \frac{K \alpha - 1}{K - 1} \right) \right\}
\]
\[= \sum_{i=1}^{I} \left[ \frac{1}{T+i-1} + \frac{m_s(I-i)}{T^2} \frac{K \alpha - 1}{K - 1} \right] \Delta N_S^{(T+i)}.
\] (87)

To be concise, we didn’t go through the calculation of \( \text{Tr}(\cdot) \) here but it follows a similar technique as used in the proof of Theorem 3.1. Again, similar results can be obtained for \( t_0 > T \) if we start the sum from \( i = t_0 - T + 1 \). Finally, we find the change in total number of monochromatic edges.
which gives the change of integration at time \( T + I \) as:

\[
Δf(T + I) = \frac{Δ\text{mono}^{T + I}}{N(T + I)} = -\frac{1}{N(T + I)} \sum_{i=1}^{I} \left[ 1 + \frac{m_s(I - i) Kα - 1}{T K - 1} \right] ΔN_{S}^{(T + i)}.
\]

This completes the first part of the proof.

**Proof of part 2.** Equation 71 explains the network dynamic after interventions. Approximating \( p^{T + 1}_{t_0} = Π^{T + 1}_{t_0} - Π^I_{t_0} \) by \( \frac{∂Π^I_{t_0}}{∂t} \) gives a differential equation for \( Π^I_{t_0} \) that has the general solution:

\[
Π^I_{t_0} = \frac{Nm_r}{m_s} (\frac{t}{c_1}) m_s B_s^{-1} B_r C_2
\]

where \( c_1 \) and \( C_2 \) should be determined by initial conditions.\(^3\) Let \( c_1 = T + I \), the initial condition requires:

\[
\frac{Nm_r}{m_s} B_s^{-1} B_r C_2 = Π^{T + I}_{t_0}.
\]

The linear relationship of \( C_2 \) and \( Π^{T + I}_{t_0} \) makes it easy to use our \( Δ \) notation:

\[
ΔC_2 = \frac{Nm_r}{m_s} B_s^{-1} B_r ΔΠ^{T + I}_{t_0},
\]

where \( Π^{T + I}_{t_0} \) can be plugged in from Equation 86. We can then find the change of \( Π^I_{t_0} \) due to interventions:

\[
ΔΠ^I_{t_0} = (\frac{t}{T + I}) m_s B_s ΔΠ^{T + I}_{t_0}.
\]

The change in number of monochromatic edges connected to node \( t_0 \) (\( t_0 ≤ T \)) is:

\[
Δ\text{mono}^I_{t_0} = \text{Tr}(PΔΠ^I_{t_0})
\]

\[
= \sum_{\mu=0}^{∞} \frac{1}{\mu!} (m_s \ln(\frac{t}{T + I}))^\mu \text{Tr} (PB_s^\mu ΔΠ^{T + I}_{t_0} ΔΠ^{T + I}_{t_0})
\]

\[
= \frac{Nm_r}{T} \sum_{\mu=0}^{∞} \frac{1}{\mu!} (m_s \ln(\frac{t}{T + I}))^\mu \sum_{i=1}^{I} \text{Tr}(PB_s^\mu ΔΠ^{T + I}_{t_0}) + O(\frac{1}{T^2})
\]

\[
= \frac{Nm_r}{T} K \sum_{\mu=0}^{∞} \frac{1}{\mu!} (m_s \ln(\frac{t}{T + I}))^\mu \sum_{i=1}^{I} K - 1 K d_s^\mu Δd^{(T + i)} + O(\frac{1}{T^2})
\]

\[
= \frac{Nm_r}{T} \sum_{\mu=0}^{∞} \frac{1}{\mu!} (m_s \ln(\frac{t}{T + I}))^\mu \sum_{i=1}^{I} K - 1 K d_s^\mu Δd^{(T + i)} + O(\frac{1}{T^2})
\]

\[
= \frac{1}{T} \sum_{i=1}^{I} (\frac{t}{T + I}) m_s d_s ΔN_S^{(T + i)} + O(\frac{1}{T^2}).
\]  

\(^3\)Note that we could embed \( c_1 \) into \( C_2 \) but the current representation makes it easier for us to apply initial conditions.
Here, we used a result from the proof of Theorem 3.1 to calculate the trace function (Equation 75). We should also note that similar results can be obtained for \( t_0 > T \) by starting the sum from \( i = t_0 - T + 1 \). Now we can find the effect on the total number of monochromatic edges:

\[
\Delta \text{mono}' = \sum_{t_0=1}^{t} \Delta \text{mono}'_{t_0} = \sum_{i=1}^{t} \left( \frac{t}{T + i} \right)^{m_i} d_i \Delta N_S^{(T+i)} + O\left( \frac{1}{T} \right).
\]

(95)

Finally, dropping \( O\left( \frac{1}{T} \right) \) from \( \Delta \text{mono}' \), the effect on integration is:

\[
\Delta f(t) = -\frac{\Delta \text{mono}'}{Nt} = -\frac{1}{N} \sum_{i=1}^{t} \left( \frac{t}{T} \right)^{m_i} d_i \Delta N_S^{(T+i)}
\]

(96)

where \( d_i = \frac{k_{\alpha-1}}{k-1} \) and \( m_s = \frac{N_t}{N} \).

\[\Box\]

**Proof of Theorem 4.1.** Let \( \Theta = \{1, 2\} \) be the set of possible types of nodes and \( n_{\theta} \) shows the relative size of the group with type \( \theta \in \Theta \). We define the following variables:

- \((T^k)_{\theta' \theta} \): starting from a node of type \( \theta \) and going to neighbor nodes, the probability of ending in a node of type \( \theta' \) in \( k \) steps.
- \( P_{\theta' \theta} \): the probability that a randomly selected edge is between nodes of types \( \theta' \) and \( \theta \) \((P_{\theta' \theta} = P_{\theta \theta'} \) by definition).
- \( M_{\theta' \theta} \): the probability that in an iteration a new edge is formed between nodes of types \( \theta' \) and \( \theta \) given that the focal node is of type \( \theta \).

The mean field approximation for \( M_{\theta' \theta} \) is:

\[
M_{\theta' \theta} = (1 - c)n_{\theta} S_{\theta', \theta} + c(T^2)_{\theta' \theta} S_{\theta', \theta'}.
\]

(97)

where the first term corresponds to the case that the candidate node is found uniformly at random and the second term corresponds to triadic closure. Let’s define one step in time equivalent to \( L \) iterations where \( L \) is the total number of links. The mean field approximation for time derivative of \( P_{\theta \theta} \) is:

\[
\frac{dP_{\theta \theta}}{dt} = n_{\theta} M_{\theta' \theta} - n_{\theta} \left( \sum_{\theta' \in \Theta} M_{\theta' \theta} T_{\theta' \theta} \right).
\]

(98)

Here, the first term is the probability that the focal node is of type \( \theta \) and has created a link to a similar candidate node. The second term is the probability that after successfully creating a new edge, an edge between two nodes of type \( \theta \) is removed. As we only have two types of nodes in our setup, we use \( \hat{\theta} \) to show the other type: \( \{\hat{\theta}\} = \Theta \setminus \{\theta\} \). By plugging Equation 97 into Equation 98:

\[
\frac{dP_{\theta \theta}}{dt} = n_{\theta} \left[ (1 - c)n_{\theta} s + c(T^2)_{\theta' \theta} \right] - n_{\theta} T_{\theta' \theta} \left[ (1 - c)n_{\theta} s + c(T^2)_{\theta' \theta} s' + (1 - c)n_{\theta} (1 - s) + c(T^2)_{\theta' \theta} (1 - s') \right].
\]

(99)

The \((T^2)\) terms can be expanded recursively:

\[
(T^2)_{\theta' \theta} = \begin{cases} T_{\theta' \theta} + T_{\theta' \theta} T_{\theta' \theta} = T_{\theta' \theta} & \text{if } \theta' = \theta \\ T_{\theta' \theta} T_{\theta' \theta} + T_{\theta' \theta} T_{\theta' \theta} = T_{\theta' \theta} (1 - T_{\theta' \theta}) + (1 - T_{\theta' \theta}) T_{\theta' \theta} & \text{if } \theta' = \hat{\theta} \end{cases}
\]

(100)

We used \( T_{\theta' \theta} = 1 - T_{\theta' \theta} \) in obtaining the above equation. By plugging this expansion into Equation 99, \( dP_{\theta \theta}/dt \) will be a function of \( T_{\theta' \theta} \) and \( T_{\theta' \theta} \) only.
Fig. 8. $u(\gamma)$ and $l(\gamma)$ for balanced groups. The shaded area is obtained by theory. Marks show positive relative effects in simulations.

Fig. 9. $u(\gamma)$ and $l(\gamma)$ for unbalanced groups. The shaded area is obtained by theory. Marks show positive relative effects in simulations.

Although we cannot directly solve these differential equations, we can look into equilibrium that happens at the fixed points of equations. In fixed points, $dP_{\theta,\theta}/dt = 0$ for all $\theta \in \Theta$:

\[
\frac{dP_{1,1}(T_{1[1]}, T_{2[2]})}{dt} = 0 \tag{101}
\]

\[
\frac{dP_{2,2}(T_{1[1]}, T_{2[2]})}{dt} = 0. \tag{102}
\]

By solving these coupled equations for $T_{1[1]}$ and $T_{2[2]}$, we find all fixed points. Then based on the second derivatives, we keep only the stable ones (look at Asikainen et al. [5] for details on distinguishing stable fixed points).

Finally, there is a one-to-one relationship between $T_{1[1]}, T_{2[2]}$ and $P_{1,1}, P_{2,2}$:

\[
T_{\theta|\theta} = \frac{2P_{\theta,\theta}}{2P_{\theta,\theta} + P_{\theta,\theta}} = \frac{2P_{\theta,\theta}}{1 + P_{\theta,\theta} - P_{\theta,\theta}}, \quad \theta \in \Theta \tag{103}
\]

that can be solved to find $P_{1,1}$ and $P_{2,2}$ in terms of $T_{1[1]}$ and $T_{2[2]}$. The network integration is simply $1 - P_{1,1} - P_{2,2}$. Figure 3 shows network integration at stable fixed points for $n_1 = n_2 = \frac{1}{2}$ and $s' = \frac{1}{2}$, while varying $s$. One can see that increasing $c$ consistently increases (decreases) integration when $s > \frac{1}{2}$ ($s < \frac{1}{2}$).

\[\square\]

B SIMULATIONS

First of all, we investigate stochastic block models through simulation. Specifically, we test Theorem 2.4 as Theorems 2.1 and 2.2 can be seen as special cases of this theorem for $\gamma = 0$ and $\gamma \to \infty$, respectively. From Theorem 2.4 we expect triadic closure to have positive relative effect when $u(\gamma) > \frac{p}{q} > l(\gamma)$. To test this theorem, we have simulated a stochastic block model consisting of $K$ groups, where group $k$ has $n_k = 10 \lambda^k$ members. We use various values of $\frac{p}{q}$ and $\lambda$ in simulations. Figures 8 and 9 show the theoretical and simulated results together. Each mark on the figures shows specific values of $\frac{p}{q}$ and $\gamma$ that triadic closure has had a positive relative effect on average. One can see despite having small networks, Theorem 2.4 well predicts the effect both for balanced and unbalanced networks.
Next, we study the Jackson-Rogers model’s convergence through simulations. Figure 10 shows network integration of a dynamic graph consisting of two groups evolving with the Jackson-Rogers model. The dashed lines show the integration in equilibrium predicted by Theorem 3.1. The solid and dotted lines show the average integration of repeated simulations for balanced and unbalanced networks. To show that behavior in equilibrium is independent of the initial network, we have run simulations for two cases: a completely segregated initial network and a fully connected initial network. It seems Theorem 3.1 can robustly predict the network’s behavior for various model parameters, regardless of the initial network and distribution of groups. Further, Figure 11 shows the residual to equilibrium on a logarithmic scale. The dashed lines correspond to the convergence rate $O(t^{-\frac{N_S+N_D}{N}})$. One can see the proposed upper bound on the convergence rate also matches the behavior of the network in simulations.