Abstract—Learning from Demonstration (LfD) is a popular method of reproducing and generalizing robot skills from human-provided demonstrations. In this paper, we propose a novel optimization-based LfD method that encodes demonstrations as elastic maps. An elastic map is a graph of nodes connected through a mesh of springs. We build a skill model by fitting an elastic map to the set of demonstrations. The formulated optimization problem in our approach includes three objectives with natural and physical interpretations. The main term rewards the mean squared error in the Cartesian coordinate. The second term penalizes the non-equidistant distribution of points resulting in the optimum total length of the trajectory. The third term rewards smoothness while penalizing nonlinearity. These quadratic objectives form a convex optimization problem that can be solved efficiently with local optimizers. We examine nine methods for constructing and weighting the elastic maps and study their performance in robotic tasks. We also evaluate the proposed method in several simulated and real-world experiments using a UR5e manipulator arm, and compare it to other LfD approaches to demonstrate its benefits and flexibility across a variety of metrics.

I. INTRODUCTION

As robots are becoming increasingly present in the world, equipping them with methods that enable humans to teach new skills effortlessly and robustly has become prevalent. One of the most effective methods to teach robots new skills is Learning from Demonstration (LfD). LfD methods enable robots to model a skill demonstrated by a human teacher and use it to reproduce and generalize the skill to novel situations. Existing LfD approaches use various methods for representing and interpreting the demonstrated trajectories such as dynamical systems [1], statistical and probabilistic frameworks [2], [3], or geometric models [4]. Regardless of the type of representation, many LfD approaches formalize an optimization problem for the adaptation of the demonstrations to novel situations.

Despite promising features, existing LfD representations suffer from shortcomings. The generalization ability of a representation can be largely task-dependent, meaning that no method is perfectly suited to every task [5]. To resolve this, some representations incorporate parameters which can be tuned for each task. However, these parameters must be tuned by the user, and can be difficult for inexperienced users to tune properly. Furthermore, most LfD representations can incorporate either single [1] or multiple [2], [4], [6] demonstrations, but not both. While providing single demonstrations might be more convenient for the user, multiple demonstrations provide more information about the skill and environment. Another issue with many LfD representations is failure to incorporate different types of constraints, particularly via-point constraints [1]. These constraints may be necessary for the successful reproduction of skills such as pressing multiple buttons (shown in Fig. 1) or pick-and-place.

To address these issues, we propose a novel LfD approach that encodes a demonstrated skill as an elastic map and adapts to novel situations. An elastic map is a graph of nodes in data space connected through a mesh of springs [7]. Our approach constructs and optimizes skill models using elastic maps. We argue that this approach presents several advantages over previous methods. Our LfD approach is capable of modeling both single and multiple demonstrations, and generates reproductions with desirable features such as smoothness and shape preservation. The objectives have natural interpretations, making parameter tuning potentially more intuitive for inexperienced users. We formulate the elastic map and associated energies to form a convex optimization problem that can be solved efficiently. Additionally, our LfD approach can incorporate any number of initial, final, or via-point constraints smoothly into the reproductions.

We evaluate the proposed method in several simulated and real-world experiments using a UR5e manipulator arm (shown in Fig. 1). We investigate methods for constructing the elastic map from demonstrations and determining elastic map parameters which are best-suited for skill reproductions. To demonstrate its benefits and flexibility across a variety of metrics, we compare our approach to three LfD algorithms. The results show the proposed LfD approach can construct skill models from single or multiple demonstrations, preserves key features such as curvature and smoothness, and can satisfy initial, final, or via-point constraints.

II. RELATED WORK

Many LfD techniques rely on optimization to reproduce the desired skill by adapting the given demonstrations to
novel situations [8]–[11]. These approaches use the data provided in demonstrations to construct a cost function, and optimize this cost function to find a reproduction. Different techniques construct this cost function in different ways. For example, Trajectory Learning from Failed and Successful Demonstrations (TLFSD) [11] learns from both successful and failed demonstrations of a skill to construct a cost function which rewards success and penalizes failure. Alternatively, Multi-Coordinate Cost Balancing (MCCB) [10] finds important features in demonstrations by encoding them into multiple differential coordinates, and finding a reproduction which best models these features. Although multiple demonstrations provide more information to the encoding process, someLfD techniques use data from a single demonstration, such as the Jerk-Accuracy Model [8]. This approach finds an optimal reproduction by trading off between convergence to the demonstrated trajectory and smoothness. LfD techniques which use optimization to find a reproduction can be slow if the constructed cost function is non-convex. Additionally, these optimization-based techniques construct separate objective terms for each feature, and usually balance these terms through user-defined parameters.

One of the most common LfD representations is Dynamical Movement Primitives (DMPs) which generate reproductions from integrating a dynamical system [1]. Solving DMPs can also be seen as an instance of norm minimization [12]. DMPs reproductions have desirable features such as smoothness and robustness against perturbations. Although DMPs rely on a single demonstration, their extensions, such as Correlated DMPs (CorrDMPs) [6] or Probabilistic Movement Primitives (ProMPs) [3], incorporate multiple demonstrations. We compare our approach against DMPs, CorrDMPs, and ProMPs.

Among others, some LfD approaches fit a statistical model to the given set of demonstrations [2]. One of the most popular statistical methods uses a combination of Gaussian Mixture Models (GMMs) and Gaussian Mixture Regression (GMR) and fits the model using the expectation-maximization optimization method [2]. GMM/GMR alone has no ability to satisfy constraints or generalize the model to novel situations. However, GMM/GMR has been extended to incorporate multiple frames which allow for the ability to generalize a reproduction to new conditions [13].

III. BACKGROUND ON ELASTIC MAPS

Elastic maps provide a method of optimizing manifolds for several parameters by modeling elastic springs which interconnect nodes and data points. Originally proposed as principal curves and surfaces [14], elastic maps historically have been used for nonlinear dimensionality reduction [7]. Elastic maps have seen significant use in several applications: predicting election outcomes [15], constructing principal trees for analyzing gene expressions [7], and skeletonization of 2-D curves [16]. To the best of our knowledge, our proposed approach is the first application of using elastic maps for learning robot skills from demonstrations.

Ideas similar to elastic maps have been proposed in other robotics applications, however. Sumner et al., proposed a shape manipulation algorithm which uses a graph structure and deforms space using this structure [17]. The ideas of graph representation and deformation are central to elastic maps. Alternatively, Whelan et al., use energy costs, including a “spring-like” energy term, in their optimization for simultaneous localization and mapping (SLAM) [18].

IV. METHODOLOGY

In this section we explain our proposed method for encoding robot trajectories using elastic maps. The algorithm starts by receiving a set of \( m \) demonstrations \( X = \{X^1, \ldots, X^m\} \) with \( m \geq 1 \). An individual demonstration is a discrete finite-length trajectory \( X^i = [x^i_1, x^i_2, \ldots, x^i_T] \in \mathbb{R}^{T \times d} \) in robot task-space where \( T \) is the number of observed \( d \)-Dimensional points. We first stack all demonstrations into a time-ordered single vector \( G = [x^1_1, x^2_1, \ldots, x^m_1, x^1_2, \ldots, x^m_T] \in \mathbb{R}^{M \times d} \), where \( M \) is the total number of data points and \( g_i \) refers to the \( i \)-th element of \( G \). The time-ordered \( G \) vector allows us to perform the initialization and optimization of the elastic map more efficiently (more details in Sec. [V-E]).

A. Generating a Polylime Elastic Map

An elastic map is made up of nodes, connections between nodes, known as edges, and combinations of edges, known as ribs (see Fig. 2). Although nodes can have any number of edges, we focus on polylime elastic maps in which each node only has two edges connecting to other nodes, except for terminal nodes, which each have only one edge. An elastic map is first initialized by constructing an array of nodes \( Y = [y_1, y_2, \ldots, y_N]^\top \), where the number of nodes \( N \leq M \) is selected by the user. We examine different methods of constructing the initial maps in Section [V-B]. Once these nodes are placed, a set of \( P \) edges \( \{e_1, e_2, \ldots, e_P\} \) is found by connecting adjacent pairs of nodes such that \( e_i = \{y_i, y_{i+1}\} \). Finally, a set of \( S \) ribs \( \{r_1, r_2, \ldots, r_S\} \) is found by connecting two adjacent edges as \( r_i = \{y_i, y_{i+1}, y_{i+2}\} \). Note that for polylines, we have \( P = N - 1 \) and \( S = N - 2 \).

![Fig. 2: Visualization of a simple polylime elastic map and associated energies. This map includes: 3 nodes \( y_1, y_2, \) and \( y_3 \) with energy \( U_Y \); 2 edges \( e_1=\{y_1, y_2\} \) and \( e_2=\{y_2, y_3\} \) with energy \( U_E \); and 1 rib \( r_1=\{y_1, y_2, y_3\} \) with energy \( U_R \).](attachment:image.png)

B. Elastic Map Fitting

Once the elastic map has been generated the optimal placement of the nodes within the map must be found via minimizing the energy of the map as a whole. There are
multiple energy terms that contribute to the overall energy of the map. These energy terms (illustrated in Fig. 2) are (i) the approximation energy $U_Y$ which measures the fit between nodes and data, (ii) the stretching energy $U_E$ which measures the distance between adjacent nodes, and (iii) the bending energy $U_R$ which measures the curvature of nodes. These energy terms can be defined as follows:

$$U_Y = \frac{1}{\sum g_j w_j} \sum_{j=1}^{N} \sum_{g_j \in K_i} w_j \| g_j - y_j \|^2$$  \hspace{1cm} (1)$$

$$U_E = \sum_{i=1}^{P} \lambda_i \| e_i(1) - e_i(0) \|^2$$  \hspace{1cm} (2)$$

$$U_R = \sum_{i=1}^{G} \mu_i \| r_i(0) - 2r_i(1) + r_i(2) \|^2,$$  \hspace{1cm} (3)$$

where $K_i$ is the set of data points clustered around a node $y_i$, $\| \cdot \|$ is the $L^2$ norm, $w_j$ is the weight corresponding to the approximation stiffness of data point $g_j$, $\lambda_i$ is the weight representing the resistance to stretching of edge $e_i$, and $\mu_i$ is the weight representing the bending resistance of rib $r_i$. The approximation energy $U_Y$ is defined such that it measures the mean squared error between a node and its clustered data points. Minimizing this energy would place the node at the weighted average of the cluster, overall promoting the map to fit demonstrations. The stretching energy $U_E$ is defined such that it measures the Euclidean distance between consecutive nodes. Minimizing this energy results in no distance between adjacent nodes. The bending energy $U_R$ is defined such that it measures the curvature of a node given the adjacent nodes. Minimizing this energy results in no curvature, or all nodes aligned. The process of fitting an elastic map to the observed data can be formulated as the minimization of the total energy as

$$\text{minimize} \sum_{i \in \{Y, E, R\}} U_i.$$  \hspace{1cm} (4)$$

Assuming $\lambda_i, \mu_i \geq 0$, the objective function in (4) becomes convex, because sum of non-negative convex functions (i.e., $L^2$ norm) is also convex and can be efficiently solved using local optimizers. It should be noted that we can simplify the optimization problem even further by distributing the weighting factors $\lambda_i$ and $\mu_i$ uniformly for each edge and rib, resulting in constant weights $\lambda$ and $\mu$. This does not affect results provided no portion of the trajectory requires a different stiffness or bending than any other portion. The constant parameters $\lambda$ and $\mu$ affect the distance between nodes and bending of edges (jerkiness) of the optimized map, respectively. $\lambda$ forces more uniform placement of nodes with more equal edge lengths, but if weighted too highly results in a map where nodes prioritize proximity to each other over data points. $\mu$, on the other hand, incentivizes a smoother map with overall lower curvature and jerk, and if weighted too highly forces nodes into a line, resulting in a loss of curvature of the fit.

The individual weights $w_i$ of data points strongly affect the resulting map. We examine different methods of determining these weights based on trajectory features in Section V-B. Additionally, these weights can be used to insert initial, final, or via-point constraints into the elastic map. A constraint can be added via insertion into $G$ at the proper index $i$ with an arbitrarily high corresponding weight $w_i$, forcing the map to directly match that constraint.

C. Initialization Methods

The first step of generating an elastic map is the initial placement of the nodes. In previous works, this is done at random, or evenly distributed amongst the data [15]. For our approach, we leverage prior knowledge of the trajectories to find an initial placement, resulting in quicker, easier, and more accurate optimization. We examine three downsampling methods: naive, distance-based, and Douglas-Peucker [19]. Naive downsampling uses the first element and every $\frac{M-1}{N-1}$ element of $G$ afterwards to initialize the nodes $Y$. This results in an initial map which is evenly spaced in step size and suitable for minimizing the objective $U_Y$. Distance-based downsampling finds $N$ elements of $G$ (including the first and last elements) with distance $\Delta = \frac{L}{N-1}$ between each element, where $L$ is the total curve length of $G$. This method gives an initial map which has even spacing between all nodes and suitable for minimizing the objective $U_E$. The Douglas-Peucker downsampling [19] algorithm begins with a node at each end of the trajectory and a single connecting edge, then iteratively locates the data point $g_i$ for which the distance from $g_i$ to the current set of nodes is the maximum, and places the next node at $g_i$. This process repeats until no point $g_i$ lies outside of a certain distance $\epsilon$ of the current trajectory. This method matches high jerk features better than other methods, and is thus well suited for minimizing the objective $U_R$. An example of employing these methods can be seen in Fig. 3 where different downsampling methods with $M = 1000$ and $N = 8$ are used on a 2D trajectory from the LASA dataset [20].

D. Weighting Methods

The next step is weight assignment where a weight value $w_i$ must be assigned to each data point $g_i$. Manual weight assignment can be impractical for human users, so in this section we study weighting schemes. More specifically, we examine three weighting schemes: uniform, curvature-based, and jerk-based. In the uniform weighting scheme, all weights

![Fig. 3: Three downsampling methods examined for initialization of elastic maps on a 2D handwriting demonstration.](image-url)
are set to the same value such that $w_1 = w_2 = ... = w_M = h$, where $0 < h \leq 1$. The curvature-based weighting scheme assigns weight to data point $g_i$ based on the curvature at that point, as $w_i = \frac{1}{2} (1 - x_i^2 + x_i^4)$, where $\| \cdot \|$ is the $L^2$ norm and $x_i^k$ is the point corresponding to $g_i$ and weight $w_i$. This weighting scheme preserves high curvature features from given trajectories. The jerk-based weighting scheme assigns weight $w_j$ to data point $g_i$ based on the jerk at that point, resulting in $w_i = \| -2x_i^2 + 2x_i^4 - 2x_i^4 + x_i^6 + x_i^8 + x_i^{10} \|$. This weighting scheme preserves high jerk features of given trajectories. In Section V.C, we examine the proposed initialization and weighting schemes using multiple metrics.

E. Optimizing with Expectation-Maximization

Once the initial map has been generated, we use a local optimizer to solve (4). Among other optimization methods, in this paper, we chose Expectation-Maximization (EM). We specifically employ a modified EM algorithm developed for elastic maps as presented in [15].

As shown in Algorithm 1, the EM algorithm consists of two main steps; in the expectation step, each data point $g_i$ is placed in cluster $K_i$ corresponding to the closest node $y_i$ based on the Euclidean distance. In the maximization step, the placements of the nodes are adjusted such that the energy of the map is minimized according to the current clustering. These steps are repeated until convergence is achieved.

Because our elastic map is an ordered polyline, some steps of the original algorithm can be simplified. Given an initial placement of nodes and the data to be modeled with corresponding weights, we first initialize two $N \times N$ matrices $E$ and $S$ as

$$E = \lambda \begin{bmatrix} 1 & 1 & 0 & \cdots & 0 \\ 1 & 2 & 1 & 0 & \cdots \\ 0 & 1 & 2 & 1 & \cdots \end{bmatrix}, \quad S = \frac{\mu}{4} \begin{bmatrix} 1 & -2 & 1 & 0 & \cdots & 0 \\ -2 & 5 & -4 & 1 & 0 & \cdots \\ 1 & -4 & 6 & -4 & 1 & \cdots \\ 0 & 1 & -4 & 6 & -4 & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & 0 & 1 & -4 & 5 \end{bmatrix}$$

where $S$ represents the forces of each rib’s bending on the position of each map node, and $E$ represents the pulling force of each edge on its neighboring nodes. The elements of these matrices are derived from equations (2) and (3), where rows/columns are nodes and elements represent connections between nodes. Next, we perform the expectation step by assigning every data point $g_i$ to the closest node $y_i$ and denoting this cluster $K_i$ (lines 4-6 in Algorithm 1). Then for each $K_i$, we compute the pulling force of each data point on its assigned cluster node, $V$, which is a diagonal matrix with $V_{ii} = \sum_{j \in K_i} w_j$. Together, these matrices can be summed to find the matrix $A$, as

$$A = \frac{1}{\sum_{j} w_j} V + E + S$$

which represents the total net forces pulling on each node. Next we construct the vector $C = [c_1, \ldots, c_N]^{T}$ where $c_i = \sum_{j \in K_i} w_j g_k / \sum_{k=1}^{M} w_k$, the weighted center of all data points in cluster $K_i$. Finally, we solve the following system of equations $AY = C$ resulting in a new and more optimal node positions $Y^*$. Since $A$ is square and full rank, the solution $Y^*$ is exact. Once $Y^*$ is found, we repeat the cluster assignment and solve for a new $Y^*$ iteratively until new positions do not differ from old positions, yielding a locally optimal placement of nodes. We have tested other local and global optimization solvers as alternatives to the EM algorithm; our results found that the global solvers are far slower to converge to the same optimum.

V. EXPERIMENTS

We evaluate our approach in a variety of experiments and verify the feasibility of learning from demonstration using elastic maps both in simulation and on a real-world robot. We examine how different methods for building the elastic maps affect the reproduced trajectories and the effects of the parameters used to construct the elastic maps based on computation time and properties of the resulting reproduction. Convergence to the demonstration(s), curvature, and smoothness are compared. Additionally, we compare the proposed approach to three other contemporary LfD methods using the same metrics. All experiments are performed using code in Python[14] running on a single thread of an AMD Ryzen 5 3600 CPU at 3.6 GHz.

A. Elastic Maps for Trajectory Reproduction

We first verify the effectiveness of elastic maps for modeling 2D handwriting demonstrations from the LASA dataset [20]. As shown in Fig.8, three experiments for each shape were performed using different numbers of demonstrations and constraints. For all experiments, $N = 100$, $\lambda = 0.1$, $\mu = 0.01$, and curvature-based weighting as well as distance-based initialization were used. The first column of Fig.8 shows how elastic maps (red) perform when a single demonstration (gray) was given. It can be seen that single demonstrations are sufficient for providing an accurate reproduction using our LfD approach. In the middle column, we show the elastic map reproductions found from multiple

[https://github.com/brenhertel/ElMapTrajectories]
B. Effect of the Number of Nodes: Time vs. Dissimilarity

The number of nodes needed to represent the elastic map can vary upon the application. For trajectory generation, we observe how varying \( N \) can affect the time needed to generate the elastic map and the similarity (or dissimilarity) of the reproduced trajectory. We vary \( N \) from 1 to 300, generating a reproduction for each \( N \) value for one demonstration from each of the 26 shapes in the LASA dataset [20] (with \( M = 1000 \)). We record the time taken to generate the reproductions and the dissimilarity between each reproduction and its corresponding demonstration, measured by the discrete Fréchet distance [21]. For this experiment, we set \( \lambda = 0.01 \), \( \mu = 0.001 \), and the elastic map was built with distance-based initialization and curvature-based weighting. The results can be seen in Fig. 5 which depicts computation time and dissimilarity averaged over the 26 separate experiments. As expected, computation time increases with \( N \) while dissimilarity decreases. However, the rate at which these two properties change varies widely. From this point onward, we set \( N = 100 \) because it maintains low computation time and dissimilarity.

C. Effects of Initialization and Weighting Methods

Two of the most configurable aspects of LfD with elastic maps are the initial placement of the nodes and the weighting of each data point \( w_i \). We proposed different methods of each aspect in Sections IV-C and IV-D. In this experiment, we study each combination against several similarity measures to determine which method performs best for generating reproductions. For this experiment, we used a single demonstration from each of the 26 shapes in [20]. We measured the resulting computation time, Fréchet distance, angular dissimilarity [22], and the total jerk value of the reproduced trajectories. In these experiments, we set \( N = 100 \), \( \lambda = 0.01 \) and \( \mu = 0.001 \). The results are reported in Table I. Although no single combination of methods definitively outperforms the others, the combination of distance-based downsampling and curvature-based weighting provides good results and is used throughout all other experiments.

TABLE I: Results of examining different combinations of initialization and weighting methods, measured across the computation time (seconds), Fréchet distance in Cartesian and curvature spaces, and total jerk of the reproduction, averaged over 26 experiments.

|                | Time (s) | Fréchet |
|----------------|----------|---------|
|                | Naive    | Distance-based | Douglas-Peucker | Naive    | Distance-based | Douglas-Peucker |
| Uniform        | 0.26     | 0.06     | 2.13       | 0.28     | 0.26     | 0.32       |
| Curvature      | 0.31     | 0.06     | 2.10       | 0.23     | 0.21     | 0.26       |
| Jerk           | 0.32     | 0.10     | 2.12       | 0.42     | 0.45     | 0.57       |

D. Real-World Experiments

First, we evaluate the proposed elastic map LfD approach in real-world scenarios using 3D demonstrations of pushing and reaching skills provided by the RAIL dataset [23]. We use two scenarios from each skill and multiple demonstrations in each scenario, shown in Fig. 6. We evaluate generalization capability of our approach over initial points by imposing novel initial constraints and similar endpoint constraints. For this experiment, all reproductions were found using \( \lambda = 0.01 \) and \( \mu = 0.1 \). Results show that elastic maps are able to accurately model the given demonstrations and reproduce the real-world skills successfully. Motions of high importance, such as the end of a pushing skill, are modeled successfully and preserved correctly using the proposed approach.

In the next real-world experiment, we model and reproduce a pressing skill using our approach. As depicted in Fig. 7 a single demonstration of the task was captured in...
Fig. 6: Reproductions of two skills in four real-world scenarios. We model the captured demonstration using the proposed approach. The reproduced trajectory maintains the key features of the demonstration including the curvature and the smoothness and satisfies the given via-point constraints. For this experiment, we set $\lambda = 0.01$ and $\mu = 0.01$. The generated reproduction is executed on a UR5e 6-DOF manipulator arm using a low-level controller and spherical linear interpolation (Slerp) [24] for computing orientations. We do not model orientations using elastic maps, and leave this to future work. This reproduction can be seen in the accompanying video.\[2\]

Fig. 7: Our approach compared to DMPs (tuned to preserve shape) in a 2D writing skill: (right) with, (left) without constraints.

E. Comparison to Other LfD Methods

We compare our approach against four existing LfD approaches. First, we compare using a single demonstration against Dynamic Movement Primitives (DMPs) as formulated in [1] with 20 basis functions. In this experiment, a 2D writing skill was performed by a human using a pointing device on a screen. The captured demonstration is reproduced by our approach and DMPs in two separate environments, once with constraints and once without, both shown in Fig. 7. We measured the performance of the reproductions using the same similarity metrics as Sec. V-C, with results reported in Table II. These results show reproductions using our approach are comparable to DMPs reproductions, and using some metrics, elastic maps even outperform DMPs. Additionally, we perform a qualitative comparison between elastic maps and DMPs shown in Fig. 8. Here, we show a variety of combination of parameters for both DMPs and elastic maps for a square-like drawing task. We examine different DMPs parameters for the spring constant $K$ and damping coefficient $D$, as well as elastic map parameters for stretching energy $\lambda$ and bending energy $\mu$. It can be seen here that even with highly tuned parameters, DMPs cannot properly model the corners of the box, instead rounding out these features. Elastic maps, on the other hand, can be flexibly tuned to either round or maintain the edges depending on the parameters. This is an important feature in tasks such as robotic welding that requires precision.

Fig. 8: Comparison of different tunings for DMPs (top) and elastic maps (bottom). All tunings of DMPs round corners while elastic maps can adhere or round corners depending upon the tuning.

Next, we compare against three methods which use multiple demonstrations, namely GMM/GMR [2], Correlated Dynamic Movement Primitives (CorrDMP) [6] and Probabilistic Movement Primitives (ProMP) [3]. Three demonstrations of a pushing task were captured via kinesthetic teaching on a UR5e manipulator arm. The demonstrations and reproductions from each method can be seen in Fig. 9. The results are compared using the same metrics in Sec. V-C, with results reported in Table III. All reproductions successfully complete the task, and vary performance among objectives according to the metrics evaluated. These results indicate that using elastic maps for skill learning and reproduction is comparable to other contemporary methods. Additionally, our approach presents other advantages over these methods. It can incorporate any number of initial, final, or via-point constraints which GMM/GMR cannot, unlike CorrDMP does not rely on velocity or acceleration data. Also, it is shown to be well-suited for modeling single or multiple demonstrations.

VI. CONCLUSIONS AND FUTURE WORK

We have proposed the use of elastic maps, an existing method for statistical analysis, in the novel application

TABLE II: Results of comparison on a pushing task between our approach and DMPs in constrained and unconstrained scenarios.

| Metric  | Unconstrained | Constrained |
|---------|---------------|-------------|
| Fréchet | 0.15          | 0.72        |
| Angular | 0.03          | 1.00        |
| Jerk    | 0.95          | 0.88        |

TABLE III: Results of multi-demonstration comparison between our approach and DMPs in constrained and unconstrained scenarios.

| Method   | Unconstrained | Constrained |
|----------|---------------|-------------|
| GMM/GMR  | 0.15          | 0.72        |
| CorrDMP  | 0.03          | 1.00        |
| ProMP    | 0.95          | 0.88        |

Accompanying video at [https://youtu.be/rZgN9Pkw0tg](https://youtu.be/rZgN9Pkw0tg)
of robotic manipulation via learning from demonstration. Through several experiments, we have showcased the ability for elastic maps to generate reproductions of demonstrated trajectories, and examined methods for determining parameters which are well-suited to the robotics application. Additionally, we compared reproductions generated using elastic maps to those of other contemporary algorithms, and showed that our method has comparable or better performance. Finally, we demonstrated the usability of the proposed approach in real-world pressing task.

Elastic maps present many opportunities to be combined with other LfD representations. Similar to other statistical representations, elastic maps could be used for finding a representative mean of trajectories which can be utilized by some other algorithms. The flexibility and configurability of elastic maps as well as their speed and ability to learn from a single demonstration allow them to be easily applied to various scenarios and show significant potential to be applied in modeling various robot skills for fast and accurate reproductions.
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