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Abstract

This paper presents the application of an adaptive neuro-fuzzy inference system (ANFIS) to predict the generated electrical power in a combined cycle power plant. The ANFIS architecture is implemented in MATLAB through a code that utilizes a hybrid algorithm that combines gradient descent and the least square estimator to train the network. The Model is verified by applying it to approximate a nonlinear equation with three variables, the time series Mackey-Glass equation and the ANFIS toolbox in MATLAB. Once its validity is confirmed, ANFIS is implemented to forecast the generated electrical power by the power plant. The ANFIS has three inputs: temperature, pressure, and relative humidity. Each input is fuzzified by three Gaussian membership functions. The first-order Sugeno type defuzzification approach is utilized to evaluate a crisp output. Proposed ANFIS is cable of successfully predicting power generation with extremely high accuracy and being much faster than Toolbox, which makes it a promising tool for energy generation applications.

I-Introduction

Soft computing techniques have attracted many researchers in the previous few decades as it has proven to be an efficient method to deal with complicated problems for which conventional analytical methods are infeasible or too expensive. Several artificial intelligence techniques have been proposed to solve many problems in different areas. These methods include artificial neural networks (ANN), neuro-fuzzy (NF), fuzzy logic and optimization algorithms such as the genetic algorithm (GA), particle swarm optimization (PSO), artificial bee colony (ABC) algorithm and so forth. Among these techniques, ANFIS has attracted much attention and has become one of the most popular artificial intelligent models which are employed in several studies such as prediction of the energy required buildings [1], control of nonlinear systems [2], time-series predictions [3], [4], estimation of wind speed [5], membrane separation [6], to mention a few.

The Adaptive Neuro-Fuzzy Inference System technique was initially introduced by Jang in 1993 [4]. ANFIS is a hybrid artificial intelligence technique that is a combination of neural networks and fuzzy logic. Therefore, provide both the merits of the learning ability of neural networks and the knowledge representation of fuzzy systems [7], [8]. Fuzzy inference systems enable us to show uncertain situations using fuzzy If-Then rules. The system can wisely interpret the results, while other approaches, such as neural networks, cannot do so [9].

ANFIS has proven to estimate functions among other neuro-fuzzy models [10].ANFIS utilizes several training data to map the desired output through its rule-based structure. The fuzzy sets are defined by membership functions (MF) and rules. Compounding the membership functions to each input variable converts crisp values into fuzzy values. Therefore, the input variables are fuzzy in nature, whereas the output variables are crisp in nature. In fuzzy logic, the truth of any statement has a degree of correctness contrary to classical logic, which only permits conclusions that are either true or false.

There are two main types of fuzzy inference systems that are commonly used, Mamdani and Sugeno-type. The difference between these two types is the way that the outputs are determined. In the Sugeno-type inference system, the output of the network is constant (zero-order Sugeno model) or a linear combination of the input variables (first-order Sugeno model). ANFIS is usually applied to optimize the Sugeno fuzzy inference system's parameters for matching input-output data with minimal error. For this purpose, ANFIS uses a combination of the gradient descent (GD) method and the least squares estimate (LSE). This method was first proposed by Jang [4].

This report has applied ANFIS to predict the generated electricity in a combined cycle power plant. In these types of plants, efforts are put into converting as much heat as possible from the exhaust gas of the gas turbine into steam for a steam turbine. Therefore, plant efficiency is boosted because of this heat recovery. From a set of measured data in one year, it turns out that the output electrical power of the plant (E) is a function of the ambient temperature (T), ambient pressure (P), and
relative humidity \((H)\). Here, a custom code was developed in MATLAB to construct an ANFIS structure whose inputs are \(T, P,\) and \(H\). By combining the gradient descent and least square estimator optimization approach, the ANFIS has found parameters for this specific application and predict the power for some unseen data.

To ensure that the code is free of errors, \(w\) took three additional steps other than predicting and checking the output power of the plant. First, the code was used to approximate a three-variable nonlinear function for which the exact solution is known. Second, \(\text{compared our ANFIS performance with the solution of the chaotic time-series data of the Mackey-Glass equation [11]. Third, implemented the same power plant model in the MATLAB ANFIS toolbox and compared the results with our custom code. The results of each step are explained in detail. Some aspects of the ANFIS, such as the effect of the type of membership functions, zero and first-order Sugeno models, number of membership functions and so forth, are discussed. The remaining of paper is as follows. Section II presents the methodology. Model evaluation is discussed in section III. Next, in section V, the discussion part is written. Finally, a conclusion is drawn in section VI, which sums up the findings and contribution of the paper concisely.

II-Methdology

The ANFIS architecture (shown in Figure I) contains 3 inputs with 3 Gaussian membership functions assigned to each input variable. To present the ANFIS architecture, 27 fuzzy IF-THEN rules based on a first-order Sugeno model are considered. Note that higher-order Sugeno fuzzy models may be employed. However, they introduce more complexity to the system without significant merit [18].

In the design of the ANFIS, consider the maximum possible number of rules that can be stated by the "AND" fuzzy operator. The number of rules, in this case, can be calculated by the product of the number of membership functions of all inputs. Therefore 27 rules may be introduced to the network. could also use fewer rules to boost computational speed. However, this was not necessary since the computational time for the chosen number of training data is in the order of a few minutes. Besides, by using fewer rules, the system may find capturing the relation between the inputs and the output more challenging. Methods to find the optimal number of rules may be found elsewhere [19]. Based on the 27 rules and 9 Mfs, the total number of fitting parameters is 126, including 18 premise parameters (nonlinear) of the Mfs and 108 consequent parameters (linear) of the rules.

![Figure-I ANFIS architecture for 3 inputs and a single output. Each input has 3 Gaussian Mfs, and 27 rules are defined](image)

The ANFIS developed should be appropriately trained to generate an optimal input/output mapping. The iteration in each epoch consists of two significant steps. First, for the given values of the MF parameters and \(P\) training data pairs, the liner parameters in the consequent part are optimized using LSE. For the 27 rules considered, 108 unknowns need to be obtained. The gradient descent algorithm is employed to update the premise parameters \(c_i\) and \(\sigma_i\). The root mean square error (RMSE) of the model predictions is defined as:

\[
E(\theta) = \sqrt{\frac{1}{2P} \sum_{k=1}^{P} (y_{\text{obs}}^{(k)} - y_{\text{model}}^{(k)})^2} \quad \text{Eq. 1}
\]

where \(y_{\text{model}}^{(k)}\) is the predicted output for the \(k\)th data pair and \(y_{\text{obs}}^{(k)}\) is the actual \(k\)th output. This function, also known as the cost function, should be minimized. The parameters of the membership functions may be updated as:

\[
c_i = c_i - \eta \frac{\partial E}{\partial c_i} \quad \text{Eq. 2}
\]

\[
\sigma_i = \sigma_i - \eta \frac{\partial E}{\partial \sigma_i} \quad \text{Eq. 3}
\]

where \(\eta\) is the learning rate initially set to a small value \((i.e. 0.001)\). It may be increased to accelerate the convergence or decreased to avoid system instability. The selection of \(\eta\) is problem-specific and needs to be determined by the user. The procedure of the selection of an appropriate \(\eta\) in our study will be discussed later. Initially, 80% of the data \((P = 2521)\) were loaded for training the network. FIS was generated by choosing Gaussian Mfs by using a hybrid optimization algorithm. To facilitate the selection, the initial parameters of the membership functions were selected in such a way that the centers of the Mfs are equally spaced along with the range of each input variable. Also, the initial membership functions meet the condition of \(\epsilon\)-completeness with \(\epsilon = 0.5\), meaning that within the ranges of the inputs, there is always a linguistic

![Diagram of ANFIS architecture](image)
variable for which \( \mu \geq 0.5 \). Once the ANFIS model training was completed, the remaining 20% of the data was used to test the Model. The performance of the Model was verified by calculating the RMSE values during both the training and testing process.

### III-Evaluation

In this section, the custom ANFIS model is evaluated for 4 cases. First, use an analytical nonlinear equation whose exact solution is known. The Model was trained by a set of synthetic data extracted from the equation. Then apply the Model to predict the function outputs that are not used in training. In the second part, apply the Model to predict the output of the Mackey-Glass equation [11]. Next, apply the Model to the real data collected from an electric power plant in the literature. Finally, assess the performance of our Model by comparing it with the results of a similar model implemented in the "Neuro-Fuzzy Designer" of MATLAB toolbox.

#### A. Model evaluation by the Mackey-Glass equation

In this section, investigate the performance of our ANFIS model by applying it to the chaotic Mackey-Glass differential equation [11]:

\[
\dot{x}(t) = \frac{0.2x(t-17)}{1 + x^{10}(t-17)} - 0.1x(t) \quad \text{Eq. 4}
\]

To obtain the time series value at each integer time point, solving the equation numerically using the fourth-order Runge-Kutta method with the initial condition \( x(0) = 1.2 \). Therefore, \( x(t) \) is obtained for the time range of \( 0 \leq t \leq 2000 \). Then extracted 2000 input-output data pairs in the following format:

\[
[x(t-12) \ x(t-6) \ x(t) ; \ x(t+6)] \quad \text{Eq. 5}
\]

The first 630 data were used to train the ANFIS, and the remaining 370 pairs were used to test the Model. The Model has three inputs, and three membership functions were assigned to each input. The desired and predicted values of both training and checking data are shown in Figure II. As it can be seen, the ANFIS model successfully predicts the time series data extracted from the Mackey-Glass differential equation.

![Figure II Six steps ahead prediction of the Mackey-Glass time series equation by ANFIS model designed in this study.](image)

#### B. Model evaluation with actual data

The database used to make the ANFIS models in this study was obtained from the UC Irvine Machine Learning Repository website [21]. The Model is applied to the data available for a combined cycle power plant in Turkey collected in 2015. The 3D CAD design of a combined-cycle power plant is demonstrated in Figure, where the CAD is taken from "www.power-technology.com".

![Figure III -3D CAD design of a combined-cycle power plant taken from www.power-technology.com.](image)

The plant uses gas and steam turbines to increase process efficiency. The disposed heat from the gas turbine is directed to a nearby steam turbine, which can generate extra power. The plant consists of many complicated components. Therefore, obtaining an analytical solution for predicting the plant’s power output is very difficult. Here, ANFIS is used to indicate the electricity generation of the plant base on three inputs.

The dataset represents the generated electrical power of the plant, \( E \) (MW), as a function of the ambient temperature, \( T \) (K), ambient pressure \( P \) (mbar), and relative humidity, \( H \) (%). As claimed by the data publisher, the data was shuffled five times. For each shuffling, 2-fold cross-validation is carried out to ensure they are randomly distributed. The data were divided into two sets: the training and the checking data set. The graphical summary of the database is presented in Figure.V. As
it can be seen. At the same time, the output power has a distinguishable relation with the temperature; it has no apparent relation with the pressure and the relative humidity. Next, use ANFIS to approximate the connections between the inputs and the output, even though it is a difficult task for human beings to do so.

![Figure V](image)

Figure V. Measured data of generated electrical power in MW as a function of (a) temperature, (b) pressure, and (c) relative humidity.

The system was implemented using the procedure explained previously, and was optimized using the hybrid optimization method discussed earlier. Figure illustrates the membership functions before and after training. The dashed curves show the initial membership functions, while the solid curves are the final membership functions. As it can be seen, all membership functions have changed due to training. Here, each variable has three membership functions and, therefore, the linguistic variables of “low” may be assigned to MF1, “medium” to MF2, and “high” to MF3 for each input. The location of the maximum represents the member with the highest contribution. For example, in the temperature plot, 294 K is counted as a medium temperature, and MF2 can represent temperatures around 294 K. The same is true for the pressure and relative humidity. A pressure of 995 mbar and relative humidity of 28% are both counted as low quantities in a combined cycle power plant. The trained membership functions must have some characteristics. First, they should be continuous. This means that any number in the universe of discourse should be presented by at least one of the membership functions. Gaussian MFs are guaranteed to satisfy this condition as they span from $-\infty$ to $+\infty$. However, care should be taken not to allow minimal values for the multiplications of the MFs. Second, there should be no gap between the membership functions. As can be seen in Figure, the final MFs satisfy this criterion. The MFs for the second input (pressure) have become slightly squeezed. To improve the ANFIS performance, restrictions may be applied to the variance of all MFs so that the intersection of all MFs is always larger than a threshold (e.g. $\mu_{\text{intersection}} \geq 0.5$). This condition has not been applied in this study. As can be seen in Figure, the membership functions have not undergone a significant change. This is expectable since the number of train data is relatively small. In this case, as Jang [4] mentioned, fixed membership functions could also be used throughout the learning process.

![Figure VI](image)

Figure VI. The membership functions before (dashed curves) and after (solid curves) training.

The trained data, test data, as well as model predictions are compared in Figure V. The first and the third panels show the result of the custom code used in our study. The second and fourth panels are the results of the MATLAB ANFIS toolbox. It can be seen that both approaches give almost the same plots, which confirm the validity of the MATLAB code. In each method, the termination criterion was set to be fulfilled when the error was below $10^{-3}$. The number of iterations was not the same for both approaches as the Matlab Toolbox uses its optimized learning rate, which may differ from that set in our code. Interestingly, both RMSEs of the fitted Model to the train and the test data in our code were slightly better than those of the Matlab Toolbox. Besides, the simulation time per epoch in our study (0.16 s per epoch) was shorter than that of the Toolbox (0.55 s per epoch), as summarized in Table I.
Figure VII Model predictions of the trained data and the tested data.

To get a better picture of the model prediction, the three-dimensional plots of the output against the pairs of inputs are illustrated in figure below. The scattered data shown by the black dots are the actual outputs, and the surface plots are the ANFIS predictions which have been fitted to the data quite well.

Table I Comparison of the RMSE of the custom code and MATLAB ANFIS Toolbox

|          | Training data size | Training RMSE | Checking data size | Checking RMSE | Time per epoch (s) |
|----------|--------------------|---------------|--------------------|---------------|--------------------|
| MATLAB toolbox | 1259               | 4.0299        | 315                | 6.735         | 0.55               |
| ANFIS code   | 1259               | 4.0261        | 315                | 6.701         | 0.16               |

Since there is only one output in the ANFIS network used here, the evaluation of the overall fitness of the output data with the observed ones through a parity plot. Figure shows a parity plot in which the observed data are plotted on the horizontal axis, and the ANFIS predictions are plotted on the vertical axis. A 45° line is also planned to facilitate the comparison. The closer the data are to the 45-degree line, the better the ANFIS prediction is. As the plot shows, most of the data lie at 45°, indicating a close agreement between the targets and the predictions.

The correlation coefficient is an index that demonstrates the strength of the relationship between the actual values and the predicted values and is given by:

\[
R^2 = \frac{\sum_{k=1}^{P} (y_{\text{obs}}^{(k)} - \bar{y}_{\text{obs}})^2 - \sum_{k=1}^{P} (y_{\text{obs}}^{(k)} - \bar{y}_{\text{model}}^{(k)})^2}{\sum_{k=1}^{P} (y_{\text{obs}}^{(k)} - \bar{y}_{\text{obs}})^2} \quad \text{Eq. 6}
\]

where \(\bar{y}_{\text{model}}\) and \(\bar{y}_{\text{obs}}\) are the average values of \(y_{\text{model}}^{(k)}\) and \(y_{\text{obs}}^{(k)}\), respectively. The correlation coefficient takes a value between 0 and 1. A model with a higher \(R\) is said to have better performance. The correlation coefficient of the plot is 0.943, which is quite close to 1.

V. Discussion

It has been suggested that the data be normalized or standardized before being introduced into the Model for better convergence. These concepts were applied to the real data.
However, no improvement was seen as a result of normalization and standardization. For some learning rates, the Model diverged. As a result, keep the original form in the training and testing process. This is reasonable since, as shown in Figure V, the range of data for all inputs does not differ significantly.

A. Selection of different membership functions

Table-II Different types of membership functions on the error

| Name               | MATLAB notation | RMSE (First rder) | RMSE (Zero rder) |
|--------------------|-----------------|-------------------|------------------|
| Gaussian           | gaussmf         | 4.096             | 4.374            |
| Triangular         | trimf           | 4.140             | 4.332            |
| Trapezoidal        | trapmf          | 4.139             | 6.401            |
| General Bell       | gbellmf         | 4.084             | 4.486            |
| Pi-shaped          | pinf            | 4.1537            | 7.723            |
| Difference of 2 sigmoidal | dsigmf | 4.0885             | 4.365            |
| Product of 2 sigmoidal | psigmf | 4.0874             | 4.358            |
| Combination of 2 Gaussian | gauss2mf | 4.0935             | 5.062            |

it can be seen that the Gaussian membership function that was used in this research paper turns out to be the best choice. Trapezoidal and the Pi-shaped membership functions are not good choices for zero-order Sugeno systems since they make poorer predictions than the other types. The triangular membership function would also be a good choice. However, it requires additional programming effort as the sign of the derivatives changes at the function’s maximum. As it appears in Table II the Finally, the combination of two sigmoidal or two Gaussian membership functions, although they provide a small RMSE, does not significantly improve the error compared to when the individual sigmoidal and Gaussian membership functions are used.

B. Learning rate ($\eta$)

The learning rate is one of the most critical parameters that should be adjusted in the training process. The learning rate may be initially set to a small value. The learning rate adjusts the magnitude of the weight updates to minimize the loss function. If a small $\eta$ is selected, the Model will probably converge. Still, it takes a lot of time to do so because steps towards the minimum of the loss function are minimal. On the other hand, if the learning rate is too large, training may not converge or even diverge as the solution may jump over the minimum. If the learning rate is allowed to change during the epochs, the system can find the answer much faster.

The training error curves with different learning rates are shown in figure below. At the end of the training with each $\eta$, the error curves are evaluated. If the loss increases, a smaller $\eta$ is selected since it is a sign of the performance degradation, which can lead to overfitting. The overfitting issue will be addressed later. By having a closer look at the error in figure below, it can be seen that the error values for $\eta = 0.003$ and for $\eta = 0.004$ increase after 200 and 300 epochs, respectively. This implies that these learning rates may not be appropriate for this specific dataset and may result in overfitting. However, for $\eta = 0.002$, the error is monotonously decreasing. As a result, $\eta = 0.002$ was selected for the learning rate and unless otherwise stated, this value was used in the rest of the study to analyze the ANFIS performance. 60 epochs to satisfy the error condition. However, RMSE is another factor that should be considered, as different learning rates result in different RMSEs. This approach has been proposed by Jang [4]. In this method, the learning rate increases after four successive declines in the error and decreases after two combinations of 1 up and one down. It can be seen that the best RMSE (4.0126) is obtained by applying this method after 118 epochs only. This approach is even better than case 1, where the initial learning rate is seven times larger. The plot of the error with the iteration number for case 9 is shown in figure X. Effect of varying $\eta$ on the performance of the ANFIS code. If the learning rate is allowed to change during the epochs, the system can find the solution much faster. For instance, by setting the initial learning rate to 0.05 and reducing it by 80% in every five epochs (case 6), it only takes

Figure X Comparison of convergence speed of the NF predictors trained with different learning rates. Training is stopped if the error increases after certain epochs to prevent overfitting.

C. Overfitting

Overfitting is one of the most common issues in machine learning. It happens when a model is trained too long so that it learns the unnecessary detail and noise in the training data. Since this behaviour may not exist in the new data, it deteriorates the ability of the Model to be generalized to new datasets. One way to minimize the overfitting issue is to check the RMSE of the test data after a certain number of epochs. Once it starts to increase, the training should be stopped. At
this point, the Model has the best skill in both the training and unseen test datasets. This method adds computational cost during training which can be reduced by evaluating the Model less frequently, such as every ten training epochs. The RMSE of the train and the test datasets vs the epoch number is shown in figure XI. It can be seen that the train RMSE decreases rapidly up to epoch 300 and continues to decrease gradually after the 300 epochs. However, the RMSE of the test data has a minimum of 650 epochs. This means that after 650 epochs, further iterations worsen the learning process. Therefore, the number of epochs should not exceed 650 in this study to avoid overfitting.

VI-Conclusion

This study presented an ANFIS architecture to predict the output electrical power generated by a combined cycle power plant. The system had three inputs: temperature, pressure, and relative humidity. The ANFIS linear and nonlinear parameters were optimized using the hybrid method that uses gradient descent and LSE simultaneously. A first-order type S"ugeno model was used to de-fuzzified the output of the aggregated fuzzy set.

The ANFIS model was constructed in MATLAB by developing a custom code. Before predicting the data, the validity of the code was confirmed by applying it to approximate a nonlinear equation with three variables and the ANFIS toolbox in MATLAB. Excellent agreements were found between the code results and those produced by the MATLAB toolbox. The code had a better performance than the MATLAB toolbox in the accuracy of the predictions. Furthermore, the custom code was much faster than the MATLAB toolbox, which may be because it is more straightforward and written for a specific application.

The effect of different parameters of ANFIS on its performance and predictions were studied. Different learning rates were used to simulate the system, and the strategy to select the best learning rate was discussed. Data normalization, usually recommended, was not helpful in our study as it led to divergence on some occasions. It was found that the more significant number of membership functions assigned to each variable can reduce the RMSE of the predicted data. However, this is accompanied by a magnificent increase in the simulation time and allocated memory, two crucial factors determining the number of membership functions. Besides, different membership functions were analyzed, and the Gaussian, triangular, and general Bell functions seemed to be the best choice for this specific application. The overfitting issue was also addressed. It was found that training the system beyond 600 epochs gradually decreases the ability of the Model to make good predictions of the test data. In conclusion, ANFIS has great potential to be applied to different engineering and non-engineering fields. The results obtained here are promising and encouraging enough to imply that ANFIS, along with optimal data selection strategy for training, should be considered one of the most efficient techniques among the existing conventional modelling techniques.
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