Abstract: Let $L$ be a lattice of rank $n$ in an $n$-dimensional Euclidean space. We show that the coincidence isometry group of $L$ is generated by coincidence reflections if and only if $L$ contains an orthogonal subset of order $n$.
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1 Introduction

The theory of coincidence site lattice (CSL) gives partial answers to some questions that appeared in the physics of interfaces and grain boundaries, see [1,2]. The CSL theory mainly studies the coincidence problem between two lattices in a finite-dimensional Euclidean space. Several mathematical approaches were used in the study of this problem, including matrix theory, number theory, and geometric algebra, see [3–12]. In this paper, we focus on the structure of the coincidence isometry group of a lattice in a finite-dimensional Euclidean space.

Let $V$ be an $n$-dimensional Euclidean space and let $\alpha_1, \ldots, \alpha_n$ be a basis of $V$. Let $L = \oplus_{m=1}^{n} \mathbb{Z} \alpha_i$ be the lattice generated by $\alpha_1, \ldots, \alpha_n$. A linear isometry $\mathcal{A}$ of $V$ is called a coincidence isometry of $L$ if $L \cap \mathcal{A}(L)$ is a sub-lattice of $L$ with finite index. The coincidence isometry group of $L$ was introduced by Baake [1], which consists of all coincidence isometries of $L$. It is clear that an isometry $\mathcal{A}$ is a coincidence isometry of $L$ if and only if the matrix of $\mathcal{A}$ with respect to $\alpha_1, \ldots, \alpha_n$ is a rational matrix. It follows that the set of all coincidence isometries of $L$ is a group which we denote by $OC(L)$.

Aragón et al. [3] and Rodríguez et al. [13] used geometric algebra as a tool in the study of the coincidence isometry group. In particular, the coincidence problem was completely solved in the planar case. They also found that coincidence reflections play an important role and conjectured that if $L = \mathbb{Z}^n$ is the lattice spanned by the canonical basis in $\mathbb{R}^n$, then any coincidence isometry is a product of coincidence reflections. Zou in [14] showed that if the reflection defined by an arbitrary nonzero vector of $L$ is a coincidence isometry of $L$, then any coincidence isometry of $L$ is a product of coincidence reflections defined by the vectors of $L$. This result includes the conjecture as a special case and an algorithm to decompose a coincidence isometry into coincidence reflections was obtained. Zou also gave example to show that this result is not valid for any lattice. Huck [15] generalized this result to free modules over some subrings of $\mathbb{R}$. In this paper, we show that for any lattice $L$ of rank $n$ in $\mathbb{R}^n$, any coincidence isometry of $L$ is a product of coincidence reflections defined by the vectors of $L$ if and only if $L$ contains an orthogonal subset of order $n$.

In Section 2, we recall some relevant definitions and known results. In Section 3, we obtain many interesting properties of the coincidence reflections of a lattice. The main result is proved in Section 4.
We also give a rough classification of coincidence isometry groups in dimension two of three. Section 5 is a concluding section.

2 Preliminaries

The set of integers, rational numbers and real numbers are denoted by \( \mathbb{Z} \), \( \mathbb{Q} \) and \( \mathbb{R} \), respectively. For a ring \( R \), the set of all \( m \times n \) matrices over \( R \) is denoted by \( M_{m \times n}(R) \). Let \( O(V) \) denote the group of orthogonal transformations of an Euclidean space \( V \).

We recall some notations in linear algebra and the definition of lattice.

**Definition 2.1.** Let \( V \) be an \( n \)-dimensional Euclidean space.

1. Two vectors \( \alpha, \beta \in V \) are orthogonal, written \( \alpha \perp \beta \), if \( \langle \alpha, \beta \rangle = 0 \);
2. Two subsets \( X, Y \subset V \) are orthogonal, written \( X \perp Y \), if \( \langle \alpha, \beta \rangle = 0 \) for all \( \alpha \in X \) and \( \beta \in Y \). We write \( \alpha \perp X \) in place of \( \{ \alpha \} \perp X \);
3. The orthogonal complement of a subset \( X \) is the set
   \[
   X^\perp = \{ \beta \in V : \beta \perp X \}.
   \]
   We also write \( \alpha^\perp \) instead of \( \{ \alpha \}^\perp \);
4. A nonempty subset \( X \) of \( V \) is called an orthogonal set if \( 0 \notin V \) and \( \langle \alpha, \beta \rangle = 0 \) for pairwise distinct vectors in \( X \).

Since any \( n \)-dimensional Euclidean space is isomorphic to \( \mathbb{R}^n \) with the standard inner product, we only consider lattices in \( \mathbb{R}^n \) and we write vectors in \( \mathbb{R}^n \) as column vectors.

**Definition 2.2.** A discrete subset \( L \) of \( \mathbb{R}^n \) is a called a lattice of dimension \( d \) if it is a free abelian group spanned by a linearly independent set \( \{ \alpha_1, \ldots, \alpha_d \} \) of \( \mathbb{R}^n \). We always write it in the form \( \oplus_{j=1}^d \mathbb{Z} \alpha_j \). A sublattice \( L' \) of \( L \) is also a free abelian group. Let \([L : L']\) denote the index of \( L' \) in \( L \). Two lattices \( L_1, L_2 \) of \( \mathbb{R}^n \) are called commensurate if both the indices \([L_1 : L_1 \cap L_2]\) and \([L_2 : L_1 \cap L_2]\) are finite.

Here we do not require that \([L : L']\) is finite for a sublattice \( L' \) of \( L \). This is because we will study the relationship between the group of coincidence isometries of a lattice \( L \) and the group of coincidence isometries of a sublattice \( L' \) of \( L \) having lower rank. Now we introduce the coincidence isometry group of a lattice.

**Definition 2.3.** Let \( L \) be a lattice of \( \mathbb{R}^n \) and let \( V \) be the Euclidean subspace of \( \mathbb{R}^n \) spanned by the elements in \( L \). An orthogonal transformation \( \mathcal{A} \) of \( V \) is called a coincidence isometry of \( L \) if \([L : L \cap \mathcal{A}L]\) \( < \infty \). The set of all coincidence isometries of \( L \) is a subgroup of \( O(V) \) and is denoted by \( OC(L) \).

**Remark 2.1.** Each subspace \( V \) of \( \mathbb{R}^n \) has a unique orthogonal complement \( V^\perp = \{ \alpha \in \mathbb{R}^n : \alpha \perp V \} \) such that \( \mathbb{R}^n = V \oplus V^\perp \). There exists a canonical way to extend an isometry \( \mathcal{A} \) of \( V \) to an isometry of \( \mathbb{R}^n \):

\[
\mathcal{A}(\alpha + \beta) = \mathcal{A}(\alpha) + \beta, \quad \alpha \in V, \quad \beta \in V^\perp.
\]

Hence, the coincidence isometry group \( OC(L) \) of a lattice in \( V \) can be viewed as a subgroup of \( O(\mathbb{R}^n) \).

**Theorem 2.1.** [16, Theorem 1] Let \( L_1 = \oplus_{i=1}^n \mathbb{Z} \alpha_i \) and \( L_2 = \oplus_{i=1}^n \mathbb{Z} \beta_i \) be two lattices in \( \mathbb{R}^n \). Then the following are equivalent.

1. \( L_1 \) and \( L_2 \) are commensurate;
2. The transition matrix from \( \alpha_1, \ldots, \alpha_n \) to \( \beta_1, \ldots, \beta_n \) is a rational matrix;
3. \( \oplus_{i=1}^n Q \alpha_i = \oplus_{i=1}^n Q \beta_i \).
Lemma 2.1. Let \( L_1 = \oplus_{i=1}^{n} \mathbb{Z} a_i, \ L_2 = \oplus_{i=1}^{n} \mathbb{Z} b_i \) be two lattices of \( \mathbb{R}^n \). If \((\beta_1, \ldots, \beta_n) = (a_1, \ldots, a_n)P \) and \( P \) is a non-singular rational matrix, then \( OC(L_1) = OC(L_2) \).

Proof. It follows immediately from Theorem 2.1 and Lemma 7.2 of [5]. □

By Grimmer’s theorem, we see that the coincidence isometry group of lattice with basis \( a_1, \ldots, a_n \) consists precisely of the isometries whose matrices with respect to the basis \( a_1, \ldots, a_n \) are rational matrices.

Lemma 2.2. Suppose that a lattice \( L \) of \( \mathbb{R}^n \) is the orthogonal direct sum of sublattices \( L_1 \) and \( L_2 \). Then \( OC(L_1) \oplus OC(L_2) \) is isomorphic to a subgroup of \( OC(L) \).

Proof. Without loss of generality, we may assume that \( L \) is \( n \)-dimensional, \( L_1 = \oplus_{i=1}^{r} \mathbb{Z} a_i \) and \( L_2 = \oplus_{i=r+1}^{n} \mathbb{Z} a_i \). Let \( \{ v_i \} \) and \( \{ v_j \} \) be the respective \( \mathbb{R} \)-subspaces of \( \mathbb{R}^n \) spanned by the basis vectors of \( L_1 \) and \( L_2 \). It is routine to check that the following map

\[
(A_1, A_2) \mapsto A, \quad A(a_1 + a_2) = A(a_1) + A_2(a_2)
\]

is an injective group homomorphism from \( OC(L_1) \oplus OC(L_2) \) to \( OC(\mathbb{R}^n) \). It remains to show that \( A \in OC(L) \). Let \( A_1 \) be the matrix of \( A \) (viewed as an element of \( O(V_i) \)) with respect to the basis \( a_1, \ldots, a_r \) and \( A_2 \) be the matrix of \( A \) (viewed as an element of \( O(V_j) \)) with respect to the basis \( a_{r+1}, \ldots, a_n \). Then the matrix of \( A \) with respect to the basis \( a_1, \ldots, a_n \) is the quasi-diagonal matrix \( \text{diag}(A_1, A_2) \). Since \( A_1 \) is a coincidence isometry, \( A_1 \) is a rational matrix and is also \( A \). Hence, \( A \) is a coincidence isometry of \( L \). □

We need the following result proved by Zou.

Theorem 2.2. [14, Theorem 3.1 and Theorem 3.2] Let \( L = \oplus_{i=1}^{n} \mathbb{Z} a_i \) be a lattice of \( \mathbb{R}^n \). Then every non-zero vector of \( L \) defines a coincidence reflection of \( L \) if and only if \( \frac{(a_i, a_j)}{(a_i, a_i)} \) are all rational for all \( 1 \leq i, j, k \leq n \). Moreover, in this case any coincidence isometry of \( L \) is a product of at most \( n \) reflections defined by the vectors in \( L \).

3 Reflections in the coincidence isometry group

The well-known Cartan-Dieudonné theorem states that any isometry in \( O(\mathbb{R}^n) \) is the product of at most \( n \) reflections. It was found that the coincidence reflections of a lattice \( L \) play an important role in the structure of \( OC(L) \), see [10] and [14]. In this section, we obtain many interesting properties of a coincidence reflection in the coincidence isometry group. For any nonzero vector \( v \in V \), let \( R_v \) denote the reflection defined by \( v \), i.e. \( R_v(a) = a - \frac{2v}{(v, v)}v \).

Lemma 3.1. Let \( L = \oplus_{i=1}^{n} \mathbb{Z} a_i \) be a lattice of \( \mathbb{R}^n \). Suppose that \( R_v \in OC(L) \). Then there exists a linearly independent subset \( \{ \beta_1, \ldots, \beta_n \} \) of \( L \) such that \( \beta_i \) is parallel to \( v \) and \( (\beta_1, \beta_i) = 0 \) for \( i > 1 \).

Proof. We put the proof in the appendix. □

Corollary 3.1. Let \( L = \oplus_{i=1}^{n} \mathbb{Z} a_i \) be a lattice of \( \mathbb{R}^n \) and let \( S = \{ v \in \oplus_{i=1}^{n} Q a_i : v \neq 0, R_v \in OC(L) \} \). Then \( S \) is an invariant set of any \( A \in OC(L) \), that is, \( A(v) \in S \) for any \( A \in OC(L) \) and \( v \in S \).

Proof. By Lemma 3.1, there exists a linearly independent subset \( \{ \beta_1, \ldots, \beta_n \} \) of \( L \) such that \( \beta_i \) is parallel to \( v \in S \) and \( (\beta_i, \beta_j) = 0 \) for \( i > 1 \). It suffices to show that \( A(\beta_i) \in S \). In fact, let \( y_i = A(\beta_i) \), \( L_1 = \oplus_{i=1}^{r} \mathbb{Z} \beta_i \) and \( L_2 = \oplus_{i=r+1}^{n} \mathbb{Z} y_i \). Since \( A \) is an isometry, one has \( (y_i, y_i) = 0 \) for \( i > 1 \). It follows that \( R_{y_i}(y_i) = -y_i \) and \( R_{y_i}(y_i) = y_i \).
for $i > 1$. Hence, $\mathcal{R}_i$ is a coincidence reflection of $L_2$. Since $L$ and $L_2$ are commensurate, we have $\mathcal{R}_i \in OC(L_2) = OC(L)$ by Lemma 2.1. This finishes the proof.

\[ \square \]

**Lemma 3.2.** Let $L = \mathbb{R}^n_\mathbb{Z} \alpha_1$ be a lattice of $\mathbb{R}^n$. Let $V_1 = \mathbb{R}^n_\mathbb{Z} \alpha_1$ and $V_2 = \mathbb{R}^n_\mathbb{Z} \alpha_2$. Suppose that $V_1 \perp V_2$. Let $v = v_1 + v_2$, $0 \neq v_1 \in V_1$. If $\mathcal{R}_{v} \in OC(L)$, then $\mathcal{R}_{v} \in OC(L)$.

**Proof.** We put the proof in the appendix.

\[ \square \]

**Lemma 3.3.** Let $L = \mathbb{R}^n_\mathbb{Z} \alpha_1$ be a lattice of $\mathbb{R}^n$ and let $V = \mathbb{R}^n_\mathbb{Z} \alpha_i$. Suppose that $\{v_1, \ldots, v_i\}$ is a linearly independent subset of $V$ such that $\mathcal{R}_{v_i} \in OC(L)$. Applying the Gram-Schmidt orthogonalization process to $v_1, \ldots, v_r$, gives that

$$w_i = v_i, \quad w_i = v_i - \sum_{j=1}^{i-1} \frac{(v_i, w_j)}{w_j}, \quad \text{for } i = 2, \ldots, r.$$ 

Then $w_i \in V$ and $\mathcal{R}_{w_i} \in OC(L)$ for $i = 1, \ldots, r$.

**Proof.** We put the proof in the appendix.

\[ \square \]

**Theorem 3.1.** Let $L = \mathbb{R}^n_\mathbb{Z} \alpha_i$ be a lattice of $\mathbb{R}^n$ and let $r$ be dimension of the Q-space spanned by $\{v \in L : \mathcal{R}_v \in OC(L)\}$. Then

1. $r \neq n - 1$.
2. If $1 \leq r \leq n - 2$, then there exist two orthogonal sublattices $L_1$ of dimension $r$ and $L_2$ of dimension $n - r$ such that $OC(L) = OC(L_1) \oplus OC(L_2)$, and $OC(L)$ is not generated by the reflections.

**Proof.** Let $V = \mathbb{R}^n_\mathbb{Z} \alpha_i$ and $V_i$ be the Q-subspace of $V$ spanned by $\{v \in L : \mathcal{R}_v \in OC(L)\}$. Suppose that $w_1, \ldots, w_r$ is a basis of $V_i$. By Lemmas 3.3 and 3.1, we may assume that $\{w_1, \ldots, w_r\}$ is orthogonal subset of $L$. By Lemma 3.1 again, $w_j = \{a \in V : (a, w_j) = 0\}$ is an $(n - 1)$-dimensional subspace of $V$. Let $V_2 = \cap_{j=1}^{r} W_j$. Then $V_2$ is the orthogonal complement of $V_1$ in the Q-space $V$ and $V = V_1 \oplus V_2$. Choosing a basis $\{w_1, \ldots, w_n\} \subset L$ of $V_2$. Then $L_1 = \mathbb{R}^n_\mathbb{Z} w_1$ and $L_2 = \mathbb{R}^n_\mathbb{Z} w_2$ are orthogonal sublattices of $L$. Since $\{w_1, \ldots, w_n\}$ is a linearly independent subset of $V = \mathbb{R}^n_\mathbb{Z} \alpha_i$, we have $V_1 = \mathbb{R}^n_\mathbb{Z} w_1$ and $L$ is commensurate to $L' = L_1 \oplus L_2$ by Theorem 2.1. So we have $OC(L) = OC(L')$ by Lemma 2.1.

If $r = n - 1$, then $\{w_1, \ldots, w_{n-1}, w_n\}$ is an orthogonal basis of $L'$. Thus, $\mathcal{R}_{w_n} \in OC(L') = OC(L)$, which is a contradiction. This proves (1).

Let $A \in OC(L)$. By Corollary 3.1, the reflection defined by $A(w_i)$ is also a coincidence isometry of $L$ for $j = 1, \ldots, r$. It follows that $A(w_i) \in V_i$ and $V_i$ is an $A$-invariant subspace of $V$. Since $V_i \perp V_2$ and $A$ is an isometry, $V_2$ is also an $A$-invariant subspace of $V$. It follows that the group homomorphism defined in Lemma 2.2 is an isomorphism in this case.

If $\mathcal{R}_v$ is a coincidence isometry of $L$ defined by a vector $v \in L$, then $v \in V_i$ by hypothesis. Since $V_i \perp V_2$, it follows that $\mathcal{R}_v |_{V_2} = I$, and is also for any coincidence isometry which is a product of reflections. Hence, $\mathcal{R}_v |_{V_2} = I$ is not contained in the subgroup of $OC(L)$ generated by reflections.

\[ \square \]

**Corollary 3.2.** Let $L$ be an $n$-dimensional lattice of $\mathbb{R}^n$. Suppose that $0 \notin X \subset L$ and $OC(L)$ is generated by the reflections defined by the vectors of $X$. Then $|X| \geq n$.

**Proof.** Suppose to the contrary that $|X| < n$. Let $\{v_1, \ldots, v_r\}$ be a maximal linearly independent subset of $X$, $r \leq |X| < n$. Since $OC(L)$ is generated by reflections, by Theorem 3.1 there exist vectors $v_1, \ldots, v_r \in \{v \in L : \mathcal{R}_v \in OC(L)\}$ such that $\{v_1, \ldots, v_r\}$ is linearly independent. By Lemma 3.3, applying the Gram-Schmidt orthogonalization process to $v_1, \ldots, v_r$, we obtain an orthogonal set $\{w_1, \ldots, w_r\}$ such that $\mathcal{R}_{w_1} \in OC(L)$. Since $X \subset \mathbb{R}^n_\mathbb{Z} QV_i = \mathbb{R}^n_\mathbb{Z} Qw_i$, so $w_1 \perp X$. It follows that $\mathcal{R}_v(w_i) = w_i$ for any $v \in X$, and is also for any coincidence isometry of $L$. This contradicts $\mathcal{R}_{w_i} \in OC(L)$.

\[ \square \]
4 Main results

In this section, we present our main result. We first give a criterion so that a reflection is a coincidence isometry.

**Lemma 4.1.** Let $a \in \mathbb{R}^n$ be a nonzero vector. Then $a^\perp$ has a basis consisting of vectors in $Q^n$ if and only if $a$ is parallel to a nonzero vector of $Q^n$.

**Proof.** We put the proof in the appendix.

**Theorem 4.1.** Let $L = \oplus_{i=1}^n \mathbb{Z}a_i$ be a lattice in $\mathbb{R}^n$ and let $G = ((a_i, a_j))$ be the Gram matrix of $a_1, \ldots, a_n$. Let $v = \sum_{i=1}^n k_i a_i$ be a non-zero vector of $L$. Then $R_v \in OC(L)$ if and only if $G(k_1, \ldots, k_n)^T$ is parallel to a nonzero vector in $Q^n$.

**Proof.** Let $B = (k_1, \ldots, k_n)^T$. First assume that $R_v \in OC(L)$. By Lemma 3.1, there exists a linearly independent subset $\{\beta_1, \ldots, \beta_n\}$ of $\oplus_{i=1}^n \mathbb{Q}a_i$ such that $\beta_1 = v$ and $(\beta_i, \beta_j) = 0$ for $i > 1$. Suppose $\beta_i = \sum_{j=1}^n b_{ij} a_j$. By the property of Gram matrix, we have for $i > 1$,

$$B_i GB = (\beta_i, \beta_i) = 0,$$

where $B_i = (b_{1i}, \ldots, b_{ni})$. By Lemma 4.1, $GB$ is parallel to a nonzero vector in $Q^n$.

Now suppose that $GB = rC$ and $C \in Q^n$. By Lemma 4.1, there exist $n-1$ linearly independent row vectors $C_1 = (a_{11}, \ldots, a_{1n}), \ldots, C_{n-1} = (a_{n-1,1}, \ldots, a_{n-1,n})$ such that $C_i \in Q^n$ and $C_i GB = 0$. Set $v_i = \sum_{j=1}^n a_{ij} a_j \in \oplus_{i=1}^n \mathbb{Q}a_i$. Then $\{v_1, \ldots, v_{n-1}\}$ is also linearly independent and

$$(v_i, v_j) = C_i GB = 0$$

by the property of Gram matrix again. We observe that $v_1, \ldots, v_{n-1}, v_n = v$ is a basis of $\oplus_{i=1}^n \mathbb{Q}a_i$, and $R_v \in OC(\oplus_{i=1}^n \mathbb{Z}v_i) = OC(L)$ by Lemma 2.1.

The following result is an immediate consequence of Theorem 4.1.

**Corollary 4.1.** Let $L = \oplus_{i=1}^n \mathbb{Z}a_i$ be a lattice in $\mathbb{R}^n$ with an orthogonal basis $a_1, \ldots, a_n$. Suppose that $v = \sum_{i=1}^n k_i a_i \in L$ is a nonzero vector and $S = \{i : k_i \neq 0\}$. Then $R_v \in OC(L)$ if and only if $\frac{\langle a_i, a_j \rangle}{\langle a_i, a_i \rangle} \in Q$ for any $i, j \in S$.

We define a relation $\sim_Q$ on the set of nonzero vectors in $\mathbb{R}^n$ such that $\alpha \sim_Q \beta$ if $\frac{\langle \alpha, \alpha \rangle}{\langle \beta, \beta \rangle} \in Q$. This is clearly an equivalence relation. Now we state and prove our main result.

**Theorem 4.2.** Let $L = \oplus_{i=1}^n \mathbb{Z}a_i$ be a lattice in $\mathbb{R}^n$ and let $L_{R_v}$ be the sublattice of $L$ spanned by a maximal orthogonal subset of $\{v \in L : R_v \in OC(L)\}$. Then the following are equivalent.

1. $L$ contains an orthogonal subset of order $n$;
2. $\dim L_{R_v} = n$;
3. Any coincidence isometry of $L$ can be decomposed as a product of at most $n$ reflections defined by the vectors in $L$.

**Proof.** (1) $\Rightarrow$ (2) Suppose that $\{w_1, \ldots, w_n\}$ is an orthogonal subset of $L$. Then $\{w_1, \ldots, w_n\}$ is linearly independent and $L$ is commensurate to $L' = \oplus_{i=1}^n \mathbb{Z}w_i$ by Theorem 2.1. Hence, $R_{w_i} \in OC(L') = OC(L)$ by Lemma 2.1 and we have $\dim L_{R_v} = n$.

(2) $\Rightarrow$ (1) is trivial.

(3) $\Rightarrow$ (1) follows from Theorem 3.1 and Lemma 3.3.

(1) $\Rightarrow$ (3) Without loss of generality we may assume that $a_1, \ldots, a_n$ is an orthogonal basis of $L$. Let $V = \oplus_{i=1}^n \mathbb{Q}a_i$. Suppose that $\{a_1, \ldots, a_n\} = \bigcup_{i=1}^n X_i$ be the partition corresponding to the equivalence relation $\sim_Q$.
restricted on \( \{a_i, \ldots, a_n\} \). Let \( L_i = \oplus_{y \in X_i} \mathbb{Z} y \), \( V_i = \phi_{z \in X_i} y \) and \( W_i = \oplus_{y \in X_i} \mathbb{R} y \) be the sublattice of \( L \), the \( Q \)-subspace of \( V \) and the \( \mathbb{R} \)-subspace of \( \mathbb{R}^n \) generated by the elements of \( X_i \), respectively. Then \( L = \oplus_{i=1}^r L_i \).

Let \( \alpha, \beta \in V \) be two nonzero vectors. We claim that:

1. If \( \alpha, \beta \in V_i \) for some \( i \in \{1, \ldots, r\} \), then \( \frac{\langle \alpha, \alpha \rangle}{\langle \beta, \beta \rangle} \in \mathbb{Q} \);
2. If \( \alpha \in V_i, \beta \in V_j \) and \( i \neq j \), then \( \frac{\langle \alpha, \alpha \rangle}{\langle \beta, \beta \rangle} \notin \mathbb{Q} \).

Suppose \( \alpha = \sum_{a_i \in X_i} l_i a_i \in V_i \) and \( \beta = \sum_{a_i \in X_i} m_i a_i \in V_i \), where \( l_i, m_i \in \mathbb{Q} \). Fix \( i' \in X_i \) and \( \beta' \in X_j \). If \( i = j \), then

\[
\frac{\langle \alpha, \alpha \rangle}{\langle \beta, \beta \rangle} = \frac{\sum_{a_i \in X_i} l_i^2 (a_i, a_i)}{\sum_{a_i \in X_i} m_i^2 (a_i, a_i)} = \frac{\sum l_i^2 s_i}{\sum m_i^2 s_i} \in \mathbb{Q},
\]

where \( s_i = \frac{l_i}{m_i} \in \mathbb{Q} \). This proves claim (1). If \( i \neq j \), then \( \alpha' \neq \beta' \) by the construction of the partition of \( \{a_1, \ldots, a_n\} = \bigcup_{i=1}^r X_i \). By claim (1), we have \( \alpha \sim \beta \) and \( \beta \sim \beta' \). Since \( \sim \) is an equivalence relation, one has \( \alpha \neq \beta \). This proves claim (2).

By Corollary 4.1, for any nonzero vector \( w \in L, R_w \in OC(L) \) if and only if \( w \in L_i \) for some \( i \). Now choose a nonzero vector \( v \in L_i \) and \( \mathcal{A} \in OC(L) \). By Corollary 3.1, there exists an index \( j \) such that \( \mathcal{A}(v) \in V_j \). Since \( \mathcal{A} \) is an isometry, one has \( (v, v) = (\mathcal{A}(v), \mathcal{A}(v)) \). By claim (2), we have \( i = j \). This shows that \( \mathcal{A}(V_i) = V_i \), \( \mathcal{A}(W_i) = W_i \) and \( \mathcal{A}|_{W_i} = \mathcal{A}|_{W_j} \) for any \( i, j \).

By Theorem 2.2, each \( \mathcal{A}_i \) is a product of at most \( |X_i| \) reflections defined by the vectors in \( L_i \), and hence \( \mathcal{A} \) is a product of at most \( \sum_{i=1}^r |X_i| = n \) reflections defined by the vectors in \( L \). The proof is complete. \( \Box \)

**Corollary 4.2.** With the same notations in the above theorem, the subgroup of \( OC(L) \) generated by coincidence reflections is isomorphic to \( OC(L_R) \).

**Proof.** It follows immediately from Theorems 4.2 and 2.2. \( \Box \)

**Remark 4.1.** Now we compare our main result and Theorem 2.2 by Zou. Let \( L \) be a lattice of rank \( n \) in \( \mathbb{R}^n \).

Set

1. \( \frac{\langle \alpha, \alpha \rangle}{\langle \beta, \beta \rangle} \in \mathbb{Q} \) for any nonzero vectors \( \alpha, \beta \in L \);
2. Every nonzero vector of \( L \) defines a coincidence reflection of \( L \);
3. Any coincidence isometry of \( L \) is a product of at most \( n \) reflections defined by the vectors in \( L \);
4. \( L \) contains an orthogonal subset of order \( n \).

Then Theorem 2.2 states that

\[
(1) \Leftrightarrow (2) \Rightarrow (3),
\]

and Theorem 4.2 states that

\[
(3) \Leftrightarrow (4) \Rightarrow (2).
\]

Let \( L = \mathbb{Z} a_1 \oplus \mathbb{Z} a_2 \) be the lattice, where \( a_1 = (a, 0)^T, a_2 = (1, b)^T \). Zou \cite{14} showed that one of the following is satisfied:

1. If \( a, b^2 \in \mathbb{Q} \), then every non-zero vector of \( L \) defines a coincidence reflection of \( L \) and \( OC(L) \) is generated by these reflections;
2. If \( a \in \mathbb{Q} \) but \( b^2 \notin \mathbb{Q} \), then \( OC(L) = \{ \pm I, \pm b \mathcal{R}_{a_1} \} \approx \mathbb{Z}_2 \);
3. If \( a \notin \mathbb{Q} \) but \( \frac{a}{1+b^2} \in \mathbb{Q} \), then \( OC(L) = \{ \pm I, \pm a \mathcal{R}_{a_1} \} \approx \mathbb{Z}_2 \);
4. If \( a, \frac{a}{1+b^2} \notin \mathbb{Q} \), then \( OC(L) = \{ \pm I \} \approx \mathbb{Z}_2 \).
This example also shows that (3) ⇒ (2) in Remark 4.1. It should be mentioned that the coincidence problem was completely solved in the planar case by using Clifford Algebra, see [13]. We give a rough classification of the coincidence isometry groups in two and three dimensional based on our main result. We also put the proof of the following two examples in the appendix.

Example 4.1. Let \( L = \mathbb{Z}a_1 \oplus \mathbb{Z}a_2 \) be a lattice in \( \mathbb{R}^2 \). Then one of the following is satisfied.
1. There are no reflections in \( OC(L) \) and \( OC(L) = \{ \pm I \} = \mathbb{Z}_2 \);
2. There are exactly two reflections \( \mathcal{R}_{v_1}, \mathcal{R}_{v_2} \) in \( OC(L) \) and \( OC(L) = \{ \pm I, \mathcal{R}_{v_1}, \mathcal{R}_{v_2} \} = \mathbb{Z}_2^2 \);
3. Every vector in \( L \) defines a coincidence reflection of \( L \) and \( OC(L) \) is generated by coincidence reflections.

Example 4.2. Let \( L = \oplus_{i=1}^{3} \mathbb{Z}a_i \) be a lattice in \( \mathbb{R}^3 \). Suppose that \( X \) is a maximal orthogonal subset of \( \{ v \in L : \mathcal{R}_v \in OC(L) \} \). Then exactly one of the following is satisfied.
1. \( X = \emptyset \) and \( OC(L) = \{ \pm I \} = \mathbb{Z}_2 \);
2. \( X = \{ v \} \) and \( OC(L) = \{ \pm I, \pm \mathcal{R}_v \} = \mathbb{Z}_2^2 \);
3. \( X = \{ v_1, v_2, v_3 \} \) and one of the following holds:
   (3.1) Neither \( \frac{(v_1,v_2)}{(v_2,v_3)} \) nor \( \frac{(v_1,v_2)}{(v_2,v_3)} \) is rational, \( OC(L) = \{ \pm I, \pm \mathcal{R}_{v_1}, \pm \mathcal{R}_{v_2}, \pm \mathcal{R}_{v_3} \} = \mathbb{Z}_2^3 \);
   (3.2) \( \frac{(v_1,v_2)}{(v_2,v_3)} \in \mathbb{Q} \) and \( \frac{(v_1,v_2)}{(v_2,v_3)} \notin \mathbb{Q} \), \( OC(L) = OC(\mathbb{Z}v_1 \oplus \mathbb{Z}v_2) \oplus \mathbb{Z}_2 \), where every nonzero vector of \( L' = \mathbb{Z}v_1 \oplus \mathbb{Z}v_2 \) defines a coincidence reflection of \( L' \);
   (3.3) Both \( \frac{(v_1,v_2)}{(v_2,v_3)} \) and \( \frac{(v_1,v_2)}{(v_2,v_3)} \) are rational, and every nonzero vector of \( L \) defines a coincidence reflection of \( L \).

5 Concluding remark

In this work, we focus on the structure of coincidence isometry groups of lattices in \( \mathbb{R}^n \). We obtain a necessary and sufficient condition for an arbitrary coincidence isometry of certain lattices \( L \) to be a product of at most \( n \) coincidence reflections defined by the vectors of \( L \). In particular, we show that if \( L \) has an orthogonal basis, then there exists an orthogonal decomposition of \( L = \oplus_{i=1}^{n} L_i \) into its sublattices such that \( OC(L) = \oplus_{i=1}^{n} OC(L_i) \), where \( \mathcal{R}_v \in OC(L) \) if and only if \( v \in L_i \) for some \( i \).
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Appendix

A.1 Proof of Lemma 3.1

Let \( v = \sum_{i=1}^{n} x_i a_i \), \( x_i \in \mathbb{R} \). Since \( \mathcal{R}_i(a_j) = a_j - \frac{2(a_i, v)}{(v, v)} \sum_{i=1}^{n} x_i a_i \), it follows that \( \frac{x_i(a_i, v)}{(v, v)} \in \mathbb{Q} \) for any \( i, j \in \{1, \ldots, n\} \).

Without loss of generality, we may assume that \( x_i(a_i, v) \neq 0 \). It follows that for \( j \neq i \)

\[
\frac{x_j}{x_i} = \frac{x_j(a_i, v)}{(v, v)} \cdot \frac{(v, v)}{x_i(a_i, v)} \in \mathbb{Q}.
\]

Choose \( m \in \mathbb{Z} \) such that \( \frac{m}{x_i} \in \mathbb{Z} \) for all \( j \in \{1, \ldots, n\} \), then \( \beta_i = \frac{m}{x_i} v \in L \).

We also have

\[
\frac{(a_j, v)}{(a_i, v)} = \frac{x_j(a_i, v)}{(v, v)} \cdot \frac{(v, v)}{x_i(a_i, v)} = q_j \in \mathbb{Q},
\]

and thus \( \beta_i \perp a_j - q_j a_i \) for \( j = 2, \ldots, n \). There exists a nonzero integer \( m_i \) such that \( m_i q_j \in \mathbb{Z} \) for all \( j \in \{2, \ldots, n\} \). Let \( \beta_j = m_i(a_j - q_j a_i) \). Then \( \{\beta_1, \ldots, \beta_n\} \) is a linearly independent subset of \( L \) and \( \beta_i \perp \beta_j \) for \( i > 1 \). The proof is complete.

A.2 Proof of Lemma 3.2

By Lemma 3.1, after a scalar multiplication we may assume that \( v = \sum_{i=1}^{n} k_i a_i \in L \). It suffices to show that \( \mathcal{R}_v \in OC(L) \). Since \( \mathcal{R}_v \in OC(L) \), one has \( \frac{v_i}{(v, v)} \in \mathbb{Q} \) for all \( i \in \{1, \ldots, n\} \). Since \( V_i \perp V_2 \), we have

\[
\frac{(v_i, v_2)}{(v, v)} = \frac{(v_2, v_2)}{(v_2, v_2)} = \frac{1}{(v, v)} \sum_{i=1}^{n} k_i (a_i, v) = q_i \in \mathbb{Q}.
\]

Note that \( \mathcal{R}_v(a_j) = a_j \) for \( 1 \leq j \leq r \) and for \( j \geq r + 1 \),

\[
\frac{(a_j, v_2)}{(v_2, v_2)} = \frac{(a_j, v_2)}{(v, v)} = \frac{(a_j, v)}{(v, v)} \cdot \frac{(v, v)}{(v_2, v_2)} \in \mathbb{Q}.
\]

It follows that \( \mathcal{R}_v \in OC(L) \).

A.3 Proof of Lemma 3.3

We induct on \( i \). Suppose that \( w_j \in V \) and \( \mathcal{R}_{w_j} \in OC(L) \) for any \( j \leq i - 1 \). Then \( \frac{w_j}{(v, w_j)} \in \mathbb{Q} \) and \( w_i = v_i - u \in V \), where \( u = \sum_{j=1}^{i-1} \frac{w_j}{(w_j, w_j)} \). Since \( \mathcal{R}_{w_j} \in OC(L) \), by Lemma 3.1, \( W_j = \{ a \in V : (a, w_j) = 0 \} \) is an \((n-1)\)-dimensional \( Q \)-subspace of \( V \). Set \( V_1 = \bigoplus_{j=1}^{i-1} W_j \) and \( V_2 = T_{j+1} W_j \). Then \( V = V_1 \oplus V_2 \) is an orthogonal direct sum. We have \( v_i = w_i + u \), where \( u \in V_1 \) and \( w_i \in V_2 \). By Lemma 3.2, we obtain that \( \mathcal{R}_{w_i} \in OC(L) \).

B.1 Proof of Lemma 4.1

If \( a = r \beta, \beta \in \mathbb{Q}^n, r \in \mathbb{R} \setminus \{0\} \), then by the standard result of solution of system of linear equations there exists a \( \mathbb{Q} \)-linearly independent subset \( \{\beta_1, \ldots, \beta_{n-1}\} \) of \( \mathbb{Q}^n \) with that \( (a, \beta) = 0 \), and it is also linearly independent over \( \mathbb{R} \) and consists of a basis of \( a \).
Conversely, suppose $\beta_1, \ldots, \beta_{n-1}$ is a basis of $\alpha^2$ such that $\beta_i \in Q^n$. Without loss of generality we may assume that $\alpha = (p_1, \ldots, p_n)$ with $p_n \neq 0$. It suffices to show that $\frac{p_n}{p_n} \in Q$. Since

$$\gamma_1 = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \\ \frac{p_1}{p_n} \end{pmatrix}, \quad \gamma_2 = \begin{pmatrix} 0 \\ 1 \\ \cdots \\ 0 \\ \frac{p_2}{p_n} \end{pmatrix}, \quad \ldots, \quad \gamma_{n-1} = \begin{pmatrix} 0 \\ 0 \\ \cdots \\ 1 \\ \frac{p_{n-1}}{p_n} \end{pmatrix}$$

is also a basis of $\alpha^2$, there exists an invertible matrix $A = (a_{ij}) \in M_{n-1}(R)$ such that

$$(\beta_1, \ldots, \beta_{n-1}) = (\gamma_1, \ldots, \gamma_{n-1})A = \left( I_{n-1} - \frac{p_n}{p_n} \right)A = \left( A - \frac{p_n}{p_n} \right),$$

where $P = \left( \frac{p_1}{p_n}, \ldots, \frac{p_{n-1}}{p_n} \right)$. Hence, $A \in M_{n-1}(Q), PA \in M_{1 \times (n-1)}(Q)$, and we obtain $P = (PA)A^{-1} \in M_{1 \times (n-1)}(Q)$. This finishes the proof.

### B.2 Proof of Example 4.1

Let $(a_1, a_2) = \left( \begin{array}{cc} a \\ b \\ c \\ d \end{array} \right) = A$. It is well known that each linear isometry of $R^2$ is either a reflection or a rotation, see [17]. Let $T_\theta$ denote the rotation through the angle $\theta$. If $T_\theta \in OC(L)$ for some $\theta \neq 0, \pi$, then

$$B = A^{-1} \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}A = \frac{1}{\det A} \begin{pmatrix} \det A \cos \theta - (ab + cd) \sin \theta \\ (ab + cd) \sin \theta \end{pmatrix} \begin{pmatrix} a^2 + c^2 & 0 \\ 0 & b^2 + d^2 \end{pmatrix} \begin{pmatrix} \det A \cos \theta + (ab + cd) \sin \theta \end{pmatrix}$$

is a rational matrix. It follows that $\cos \theta \in Q$ and $\frac{ab + cd}{a^2 + c^2} = \frac{(a_1, a_2)}{(a_1, a_1)} \in Q$, $\frac{a^2 + c^2}{b^2 + d^2} = \frac{(a_1, a_2)}{(a_1, a_2)} \in Q$.

By Theorem 2.2, any reflection defined by the vectors in $L$ is a coincidence isometry, in this case Statement (3) holds.

Let us now assume that $T_\theta \not\in OC(L)$ for any $\theta \neq 0, \pi$. If in addition $OC(L)$ contains no reflection, then $OC(L) = \{T_0, T_\pi\} = \{\pm I\}$. If $OC(L)$ contains a reflection $R_{v_1}, v_1 \in L$, then by Theorem 4.2 there exists $v_1, v_2 \in L$ with $(v_1, v_2) = 0$ and $\left( \frac{v_1, v_1}{v_2, v_2} \right) \not\in Q$. Hence, Statement (2) is satisfied.

### B.3 Proof of Example 4.2

We have $|X| = 0, 1, \text{ or } 3$ by Theorem 3.1. Statement (3) follows immediately from Theorem 2.2 and Theorem 4.2.

We claim that: if $A$ is a coincidence isometry of $L$ and $A \not\in \pm I$, then there exists an eigenvector $v$ of $A$ such that $R_v \in OC(L)$.

Let $f(x) \in Q[x]$ be the characteristic polynomial of $A$. Since $\deg f(x) = 3$ and $A$ is an orthogonal transformation, $f(x)$ has a real root $t \in \{-1, 1\}$. If $A$ is diagonalizable, then $f(x) = (x + 1)(x - 1)^2$ or $(x - 1)^2(x + 1)$, if $A$ is not diagonalizable, then $f(x) = (x - t)g(x)$, where $g(x)$ is irreducible over $R$. In both cases, there is a factorization of $f(x) = (x - t)h(x)$ such that $\gcd(x - t, h(x)) = 1$. Let $V = \oplus_{i=1}^3 Qa_i$. By the primary decomposition of $A|_V$, we have $V = V_1 \oplus V_2$, where $V_1 = \ker(A - t)|_V$ and $V_2 = \ker h(A)|_V$, and both $V_1$ and $V_2$ are $A$-invariant spaces. We will show that $V_1 \perp V_2$. Since $A$ is an isometry,
we have \((v_1, v_2) = (\mathcal{A}(v_1), \mathcal{A}(v_2)) = (tv_1, \mathcal{A}(v_2)) = (v_1, t\mathcal{A}(v_2))\) for any \(v_1 \in V_1\) and \(v_2 \in V_2\). Since \(t = \pm 1\), we have \((v_1, (t\mathcal{A} - I)(v_2)) = 0 = (v_1, (\mathcal{A} - tI)(v_2))\). Note that \((\mathcal{A} - tI)|_{V_2}\) is an invertible linear transformation, we obtain \(v_1 \perp V_2\). Since \(\dim V_1 = 1\), \(R_{v_1}\) is a coincidence reflection. This proves the claim.

Statement (1) is an immediate consequence of the claim. It remains to prove Statement (2). If \(X = \{v\}\), then \(OC(L)\) contains a unique reflection \(R_v\). By Lemma 3.1 and Theorem 2.1, there exists a linearly independent subset \{\(w_1, w_2\)\} of \(L\) such that \((v, w_1) = (v, w_2) = 0\) and \(L\) is commensurate to \(L' = \mathbb{Z}v \oplus \mathbb{Z}w_1 \oplus \mathbb{Z}w_2\).

Let \(W = \mathbb{R}w_1 \oplus \mathbb{R}w_2\). By the claim, \(v\) is a common eigenvector of all coincidence isometries of \(L\). Thus, \(\mathcal{A}(v) = \pm v\) and \(\mathcal{A}|_W\) is a coincidence isometry of the lattice \(\mathbb{Z}w_1 \oplus \mathbb{Z}w_2\). Since \(v \perp W\), we see that if \(R_{aw}\) is a coincidence reflection of \(\mathbb{Z}w_1 \oplus \mathbb{Z}w_2\) for some nonzero vector \(a \in W\), then \(R_a\) is also a coincidence reflection of \(L'\). Therefore, \(OC(\mathbb{Z}w_1 \oplus \mathbb{Z}w_2)\) has no reflection by the hypothesis \(X = \{v\}\) is a maximal orthogonal subset of \(\{v \in L : R_v \in OC(L) = OC(L')\}\). From Example 4.1, we have shown that \(\mathcal{A}|_W = \pm I\) for any \(\mathcal{A} \in OC(L)\). That is, \(OC(L) = \{I, -I, R_v, -R_v\}\) and the matrices of these isometries with respect to the ordered basis \(v, w_1, w_2\) are

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad
\begin{pmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{pmatrix}, \quad
\begin{pmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad
\begin{pmatrix}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{pmatrix},
\]

respectively.