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Despite the impressive performance of Artificial Intelligence (AI) systems, their robustness remains elusive and constitutes a key issue that impedes large-scale adoption. Besides, robustness is interpreted differently across domains and contexts of AI. In this work, we systematically survey recent progress to provide a reconciled terminology of concepts around AI robustness. We introduce three taxonomies to organize and describe the literature both from a fundamental and applied point of view: 1) methods and approaches that address robustness in different phases of the machine learning pipeline; 2) methods improving robustness in specific model architectures, tasks, and systems; and in addition, 3) methodologies and insights around evaluating the robustness of AI systems, particularly the trade-offs with other trustworthiness properties. Finally, we identify and discuss research gaps and opportunities and give an outlook on the field. We highlight the central role of humans in evaluating and enhancing AI robustness, considering the necessary knowledge they can provide, and discuss the need for better understanding practices and developing supportive tools in the future.

1 INTRODUCTION

AI systems show potential and are expected to revolutionize existing workflows by combining human- and non-human skills [21]. Yet, there is still little insight into how we should deal with the trade-offs of combining human and artificial agency, or the way in which these systems should be assessed and held accountable.
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Furthermore, concerns about bias [32], inscrutability [12], and vulnerability [101] have also been raised. Consequently, several social actors, like the European High-Level Expert Group, have highlighted the need for socio-political deliberation around the design and governance of AI systems, and have defined principles for Trustworthy AI, i.e., the Ethics Guidelines for Trustworthy AI [190].

One of the core principles of Trustworthy AI is robustness [70], defined in Machine Learning (ML) as the insensitivity of a model’s performance to miscalculations of its parameters [158, 273]. Examples like Tesla’s Full Self-Driving mechanism erroneously identifying the moon as a yellow traffic light\(^1\), or Autopilot being fooled by stickers placed on the ground\(^2\), show that AI systems might be susceptible to errors and vulnerable to external attacks. This may result in undesired behavior and decreased performance [255]. Given the application of AI systems in safety-critical areas (e.g., medical diagnosis [23]), it is paramount to design reliable systems, so that they can be properly and safely integrated in the context of use. In response to this need, a growing body of literature focuses on developing and testing robust AI systems. Methodologies towards robust AI have addressed every phase of the ML pipeline, going from data collection and feature extraction, to model training and prediction [255]. Such methodologies have also been applied to a wide range of tasks and application areas, including (but not limited to) image classification [216] and object detection [44] in Computer Vision, or text classification in Natural Language Processing [116].

Considering the increasing efforts devoted to this field within Trustworthy AI, in this paper we seek to analyze the progress made so far and give a structured overview of the suggested solutions. Furthermore, we also aim to identify the areas that have received less attention, highlighting research gaps, and projecting into future research directions. Our work differs from similar efforts in three main ways. (1) As opposed to some previous work [37, 81, 255], we do not limit the scope of our analysis to adversarial attacks. We argue that, as suggested by Drenkow et al. [64] or Shen et al. [199], natural (i.e., non-adversarial) perturbations constitute a common real-world menace that needs further attention. (2) As far as the application area is concerned, and contrary to surveys solely focusing on tasks like Computer Vision [64] or architectures like Graph Neural Networks [199], we do not limit our survey to any technology in particular. We rather conduct our search in a task-agnostic way. Such an approach helps us identify the most prominent trends within the field and compare the differences in effort and interest across applications as part of our survey. (3) Most importantly, as opposed to previous work, which has predominantly focused on surveying algorithm-centric solutions to AI robustness, we adopt a human-centered perspective by additionally including terms like human computation or human knowledge (see section 2.1) to our search. We find that, even if there are already a few studies that implicitly involve humans (e.g., crowdworkers, ML practitioners) in their pipelines (e.g., for ML diagnosis), these represent a minority compared to algorithm-centric approaches. Furthermore, the studies that do include humans in the loop tend to disregard the challenges that human-lead approaches face in practice. We, therefore, emphasize the potential that human-in-the-loop approaches have for improving AI robustness, while we highlight the need to understand human-led practices in order to integrate robustness into existing workflows and tools. To inform such research opportunities, we advocate for a multidisciplinary approach and bring insights from human-centered fields, such as explainable AI, crowd computing, or human-in-the-loop machine learning. We, therefore, make the following contributions:

1. We summarise the main concepts around robust AI (section 3). We consolidate the terminology used in this context, disentangling the meaning and scope of different constructs. We pay special attention to identifying the commonalities and differentiating aspects of the used terms.
2. We systematically summarize around 370 papers on robust AI and related concepts (section 2) and arrange them in three different taxonomies. First, we group papers that improve robustness by addressing different

---

\(^1\)https://www.autoweek.com/news/green-cars/a37114603/tesla-fsd-mistakes-moon-for-traffic-light/ (access 13.10.2022)

\(^2\)https://keenlab.tencent.com/en/whitepapers/Experimental_Security_Research_of_Tesla_Autopilot.pdf (access 13.10.2022)
aspects of the ML pipeline (section 4). We identified three main aspects that the selected studies work on input data, in-model attributes, and model post-processing aspects. Second, we discuss prior work that made progress in improving robustness for specific architectures (e.g., Graph Neural Networks), specific tasks (i.e., Natural Language Processing and Cybersecurity), and systems conceived within other fields of Trustworthy AI (i.e., explainable and fairness-aware systems) (section 5). We focus on these particular architectures, systems, and fields as they have comparatively received little attention in previous surveys despite the importance of robustness as a desired property. Third, we create a taxonomy related to the assessment (e.g., through benchmarking or empirical studies) of robust AI systems (section 6).

(3) We identify and discuss disparate research efforts in each of the established fields and identify research gaps. Specifically, we make a special in-depth analysis of the opportunities brought by one of the identified research gaps: the absence of human-centered work in existing methodologies (section 7). We highlight the multidisciplinary nature of the robust AI field and provide an outlook for future research directions, bringing insights from human-centered fields (section 8).

2 SURVEY METHODOLOGY: PAPER COLLECTION
In this chapter, we detail the process applied to collecting the final list of articles considered in this literature review. This includes keyword collection and curation, querying multiple databases, de-duplication, manual filtering, tagging, and analysis.

2.1 Collecting Papers

Defining Keywords. First, we curated the list of keywords to be used for querying articles. We inspected key definitions of robustness and robust AI [39, 85, 174] in the context of Computer Science and organized a preliminary list. We further enriched this list such that it covers aspects related to the trustworthiness of AI systems and to human-centeredness (including human knowledge) given the lack of a common viewpoint on robustness. Table 1 shows the complete list of keywords used.

| Group Name | Keywords |
|------------|----------|
| Fundamental | Robustness, Robust |
| Scope | Artificial Intelligence, Machine Learning, Neural Network |
| Context | Trustworthy, Stability, Resilience, Reliability, Accountability, Transparency, Reproducibility, Accuracy, Confidence, Performance, Design, Adversarial, Unknowns, Noise |
| | Human Computation, Human Knowledge, Human-In-the-Loop, Human Interpretation, Knowledge Base, Knowledge, Knowledge Elicitation, Reasoning |
| | Explainability, Explanation, Interpretability, Interpretable |

Table 1. The groups of keywords considered in the data collection process and the corresponding keywords.

Querying Publication Databases. Secondly, we queried multiple bibliographical databases by generating all possible triples of keywords based on the groups we defined, e.g., “Robustness” AND “Artificial Intelligence” AND “Explainability”, finally leading to 156 unique search queries. Articles have been collected in July 2022 through Publish or Perish3 by querying the following supported bibliographical databases: Google Scholar, Scopus, Semantic Scholar, and Web of Science. Moreover, given the breadth of the literature on trustworthy and robust AI, we inspect literature from the last 10 years, i.e., articles published between January 2012 and July 2022.

3Harzing, A.W. (2007) Publish or Perish, available from https://harzing.com/resources/publish-or-perish
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Fig. 1. Temporal distribution of the 35,800 unique papers published in the last 10 years. A growing trend of published papers about Robust AI over the years was observed. The amount of papers collected in 2022 is not to be considered relevant to this trend as the data was collected in July 2022.

2.2 Filtering Papers

Pre-filtering. We collected about 100,000 papers distributed as follows: 31,000 from Google Scholar, 18,450 from Scopus, 30,800 from Semantic Scholar, and 19,400 from Web of Science. Considering the breadth of the data collection, we sought to remove any duplicate entries in our results. Papers that had the same title and authors were filtered out, resulting in 45,400 papers. Duplicates that were undetected at this stage were discarded in the later ones. Then, papers published before the period of interest (January 2012 to July 2022) were filtered out, leading to 35,800 articles. Figure 1 displays the time distribution of the collected papers. We observe a growing interest in the considered topics over the years, which (partially) motivates the time constraints applied.

Further Inspecting Papers. At this stage, we manually inspected the abstracts of the collected papers to exclude the ones whose context or content require domain-specific expertise (e.g., healthcare), or deal with a notion of "robustness" that is not related to machine learning (e.g., signal processing). We ended up with 1,800 papers. While inspecting papers, we marked them with specific keywords (e.g., "Computer Vision" or "Loss Function"), to differentiate them in terms of content and type of publication (e.g., "Literature Review"). Consequently, we used those keywords to perform a final filtering step in which the papers tagged with the least frequent keywords (i.e., appearing only once) were excluded. Omitted keywords include: "audio signal" and "event detection". Throughout the entire process, we carefully analyzed the papers such that they contained significant or late progress in the area. These include 94.1 % papers published in peer-reviewed venues, 1.9 % non-archived peer-reviewed papers (i.e., accepted in workshops with no proceedings and published on arXiv), and 4 % non-peer-reviewed papers (i.e., only published on arXiv). The non-peer-reviewed papers in this survey have at least 50 citations if they were written before or in 2019 or at least 15 citations if they were written after 2019. In the end, this thorough inspection led to 560 papers that were systematically analyzed, out of which around 370 papers were systematically summarized and discussed4. The list of collected, filtered, and summarized papers can be found on GitHub5. We applied the same criteria when selecting and filtering additional papers for the discussion sections (section 7 and section 8).

4Due to space limit, we leave the discussions of some papers (about 30%) in the supplementary material.
5https://github.com/AndreaTocchetti/ACMReviewPaperPolimiDelft.git
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3 OVERVIEW OF THE MAIN CONCEPTS SURROUNDING ROBUSTNESS

From our collection of papers, we evinced that the notion of Robustness is ill-defined. A number of Machine Learning sub-domains refer to robustness from different viewpoints. We clarify the relations between these domains in subsection 3.1. We also identify that a number of concepts directly related to robustness are used in different ways across research papers (Figure 2). We disambiguate the interpretation of related terms in subsection 3.3. Finally, our analysis of the papers surfaced a few recurring themes, introduced in subsection 3.4, and used to organize our survey for which the structure and primary references are summarized in Table 2.

Fig. 2. Main concepts found through our analysis of the literature on Robust AI.

3.1 The Various Definitions of Robustness

Given the broadness of the literature on robustness and the variety of contexts in which it is considered, addressed, and analyzed, we discuss and provide a common ground about the definitions of robustness and its associated concepts. Particularly, robustness is generally defined as the insensitivity of a model’s performance to miscalculations of its parameters [158, 273], with Nobandegani et al. [158] stating that robust models should be insensitive to inaccuracies of their parameters, with little or no decline in their performance. Two main robustness branches have been identified: robustness to adversarial attacks or perturbations, and robustness to natural perturbations.

3.1.1 Adversarial Robustness. Adversarial Robustness refers to the ability of models to maintain their performance under potential adversarial attacks and perturbations [283]. Adversarial perturbations are imperceptible, non-random modifications of the input to change a model’s prediction, maximizing its error [221]. The result of such a process is called an adversarial example, i.e., an input \( x' \) close to a valid input \( x \) according to some distance metric (i.e., similarity), whose outputs are different [38]. Such data is employed to perform adversarial attacks, whose objective is to find any \( x' \) according to a given maximum attack distance [44]. The literature presents different classifications of adversarial attacks: targeted and untargeted [43], and white-, grey-, or black-box [149]. Targeted attacks generate adversarial examples misclassified as specific classes, while untargeted attacks
generate misclassified samples in general. The main difference between white-, grey-, and black-box attacks is the attacker’s knowledge about the model or the defense mechanism.

A similarity metric is often defined when generating attacks or evaluating robustness. Depending on the input domain, different metrics can be applied. These metrics are built as a function of a parameter (usually denoted with the letter $p$) whose value influences its computation. For example, Carlini et al. [38] define a generic $p$ norm from which different metrics with different meanings are derived. In their case, when $p = 0$ ($L_0$ distance), the number of coordinates for which the valid and perturbed input are different is measured; when $p = 2$ ($L_2$ distance), the standard Euclidean distance between the valid and perturbed input is computed; when $p = \infty$ (other norms).

### Table 2. Outline of the paper structure and corresponding references.

| Category                  | Classification                        | Sec. | Topic                                                                 | References                                                                 |
|---------------------------|---------------------------------------|------|-----------------------------------------------------------------------|---------------------------------------------------------------------------|
| Processing the Training Data | 4.1                                   |      | Generating Adversarial Attacks                                      | [1, 38, 38, 42, 45, 105, 105, 242, 252]                                    |
|                           | Augmenting Data for Adversarial Robustness |      |                                                                         | [1, 4, 27, 41, 46, 56, 74, 118, 218, 226, 232, 240, 285]                     |
|                           | & for Non-Adversarial Robustness      |      | Improving Robustness through Training                                 | [41, 74, 118, 157, 167, 173, 246, 277, 285]                                 |
|                           | Improving Robustness through         |      |                                                                         | [48, 49, 86, 88, 134, 135, 155, 186, 215, 225, 230, 245, 253, 268, 289]      |
|                           | Architecture Design                  |      |                                                                         | (adversarial training)                                                   |
|                           | Improving Robustness through         |      |                                                                         | [9, 14, 31, 40, 68, 92, 111, 113, 124, 126, 127, 137, 145, 151, 164, 184, 212, |
|                           | Architecture Design                  |      |                                                                         | 222, 258, 260, 264, 287]                                                 |
|                           |                                           |      |                                                                          | (others)                                                                 |
|                           | Fusing Models                         |      |                                                                         | [106, 108, 148, 256]                                                     |
|                           |                                           |      |                                                                          | (tweaking network layers)                                                |
|                           |                                           |      |                                                                          | [50, 133, 197]                                                           |
|                           |                                           |      |                                                                          | (inherent robustness of networks)                                        |
|                           |                                           |      |                                                                          | [57, 128, 135, 147]                                                      |
|                           |                                           |      |                                                                          | (searching network architectures)                                        |
|                           |                                           |      |                                                                          | [42, 73, 129]                                                           |
|                           |                                           |      |                                                                          | [51, 172, 183, 218, 250, 256]                                            |
|                           |                                           |      |                                                                          | [29, 47, 71, 77, 107, 132, 168, 239, 276]                                 |
|                           |                                           |      |                                                                          | [36, 142, 231]                                                           |
|                           |                                           |      |                                                                          | [42, 66, 125, 172, 264, 284, 286]                                        |
|                           |                                           |      |                                                                          | [1, 2, 6, 8]                                                             |
|                           |                                           |      |                                                                          | [5, 13, 15, 60, 117, 153, 166, 237, 246, 278]                             |
|                           |                                           |      |                                                                          | [3, 15, 178, 244, 269]                                                   |
| Evaluation Strategies    | 6.1                                    |      | Evaluation of Robustness                                              | [20, 65, 67, 76, 83, 91, 102, 116, 121, 122, 136, 185, 203, 205, 227, 247, |
|                           |                                           |      |                                                                          | 263, 265, 274, 280, 281]                                                 |
|                           |                                           |      |                                                                          | [54, 58, 63, 82, 90, 139, 159, 169, 223, 283]                             |
|                           |                                           |      |                                                                          | [35, 115, 203, 219, 249, 254, 263, 267] (adv. robustness), [10, 24, 119, 162] |
|                           |                                           |      |                                                                          | (adv. attacks)                                                          |
|                           |                                           |      |                                                                          | [103, 192] (comparisons), [195, 210, 228] (inner model), [116, 150, 189, 243] |
|                           |                                           |      |                                                                          | (perturbations)                                                         |
|                           |                                           |      |                                                                          | [22, 288] (noise), [33, 59] (shifts)                                    |
|                           |                                           |      |                                                                          | [144, 175, 216, 229]                                                    |
|                           |                                           |      |                                                                          | [26, 171, 257]                                                          |
|                           |                                           |      |                                                                          | [160, 252]                                                              |
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(\(L_\infty\) distance), the maximum change to any coordinate is measured. A particular type of robustness is Certified Robustness that guarantees a stable classification for any input within a certain range [52].

3.1.2 Natural Robustness. Natural Robustness (a.k.a. Robustness against natural perturbations) is the capability of a model to preserve its performance under naturally-induced image corruptions or alterations [64]. Natural Perturbations (a.k.a. Common Corruptions [90] or Degradations [79]) are introduced through different types of commonly witnessed natural noise [242] (e.g., Gaussian noise in low lighting conditions [90]), and represent conditions more likely to occur in the real world compared to adversarial perturbations [64]. Temporal Perturbations are natural perturbations that hinder the capability of a model to detect objects in perceptually similar, nearby frames in videos [194]. All these perturbations result in a condition where the distribution of the test set differs from the one of the training set [112]. This condition is typically referred to in the literature with overlapping concepts, namely distribution shift [59, 224], Out-of-Distribution data (OOD) [80, 199], and data outside the training set [167].

3.2 Other Robustness-related Terms

3.2.1 Generalisation. Generalisation is another widely used term in the robustness literature. In general, it is defined as the model’s performance on unseen test scenarios [165] or as the closeness between the population (or test error) to the training error, even when minimising the training error [156]. Two other types of generalization are also reported: adversarially robust [271] and non-adversarial generalizations [80, 167, 251, 282]. While the first one refers to the capability of a model to achieve high performance on novel adversarial samples, the second one is evaluated on non-adversarial samples (e.g., natural perturbations [251, 282], distribution shifts [80, 167], etc.).

3.2.2 Performance. Across the inspected literature, the term performance is employed with a broad variety of meanings. Depending on the aspect of interest, it may refer to accuracy [64], robustness [118], runtime [203], or precision [263]. Given such variety, the actual meaning of performance will be addressed only when relevant to understand the concepts explained in the core survey.

3.3 Domains Adjacent to Robustness

Machine learning (ML) explainability, fairness, trustworthiness, and testing, are four research domains recurring across robustness literature. While there is no agreed upon definition of each of these fields and their goals, and we acknowledge it is not possible and desirable in the scope of this survey to provide a complete overview of these fields, we provide here explanations that are sufficient to understand the relation these fields bear to robustness.

3.3.1 Explainability. ML explainability is the field interested in developing post-hoc (explainability) methods and (inherently explainable) models that allow the internal functioning of ML systems to be understandable to humans [39]. We identify three types of relations between the explainability and robustness fields. A number of papers investigate how explainability methods can be used in order to enhance the robustness of models (see section 7.1.2). Another set of papers investigates how robust existing explainability methods are to various types of perturbations (see subsection 5.3.1). A last set of papers instead studies how existing methods for enhancing robustness trade off with the explainability of the models, and especially with the alignment between the model features, and the features a human would expect the model to learn (see subsection 6.3.3).

We also consider the field of (un)known unknowns [138] close to robustness, as they are typically caused by OOD samples. In this field, methods to identify and mitigate the presence of such unknowns are developed and, while these methods typically fall within explainability [196, 233], they are directly applicable to increase the robustness of a model.
3.3.2 Fairness. ML fairness in the broad sense is the field interested in making the outputs of an ML model non-harmful to the humans who are subject to the decisions made based on these outputs. Researchers in this field have developed a number of fairness metrics [236] and methods for mitigating unfairness [140]. We identify two types of relations between this field and robustness, similar to the relations between explainability and robustness: robustness of fairness metrics and methods to different types of natural and adversarial perturbations (see subsubsection 5.3.2) and trade-offs caused by the application of robustness methods (see subsubsection 6.3.2).

3.3.3 Testing. ML testing [275] is a field emanated from software testing. It consists in developing methods and tools to identify and characterize any discrepancy between the expected and actual behavior of a ML model. While this field bears a broader scope, since brittleness to different perturbations represents one of the many types of unexpected behavior of a model, it is also narrow as it is solely interested in detecting the issue, but not its mitigation. Naturally, methods developed in this field could potentially be adapted in the future to better detect robustness-related issues.

3.4 Themes in Relation to These Robustness Definitions and Related Domains

Analyzing the collected publications through a thematic analysis approach [30], we iteratively and collaboratively identified three primary themes and three recurring categories within each of these themes (nine categories in total) that were deemed worth emphasizing (summarized in Figure 3).

3.4.1 Methods & Approaches for Improving Robustness. The most studied methods to achieve robustness are described in section 4. They are categorized according to the stage of the ML pipeline to which they apply, that
is either the processing of the training dataset, the model creation stage, or the post-processing of the trained model. Within each of these stages, the approaches vary across publications, and were further clustered into groups based on types of robustness (e.g., adversarial or natural perturbations), and specific ML components (e.g., training procedure or model architecture) they apply to. For each of the groups, we further delve into sub-groups based on the types of transformation applied to the component (e.g., different loss functions or regularizers), and describe the main similarities and differences across transformations (e.g., in terms of technical approach and performance).

3.4.2 Robustness in Practical Fields. While a majority of papers concentrate their studies and the evaluation of their robustness methods around computer vision or do not mention a specific field, we also identify a consequent number of papers that bear different focuses. We separated these papers from the ones discussed above, because they present particularities that are worth investigating. We categorize these papers broadly based on their research fields, and discuss them in section 5. Within each of the categories, we describe the most researched sub-types for which we retrieved the most literature. Particularly, we identified focuses relating to specific model types (Graph Neural Networks and Bayesian Learning), specific application areas (Natural Language Processing, and Cybersecurity), and specific concepts within the trustworthy AI domain (explainability and fairness). The latter is particularly interesting because it differs from other works in its objectives. Contrary to all other papers which investigate model performance under perturbations, it instead investigates the evolution of fairness and explanations of a model under the effect of perturbations.

3.4.3 Robustness Assessment & Insights. The last theme we identified, described in section 6, revolves around the assessment of robustness of a system. Particularly, the importance of developing procedures (methodologies, benchmarks, and metrics) to evaluate robustness emerged from the analysis and these procedures revealed to vary greatly across publications (be it publications whose primary contribution is an evaluation procedure, or a robustness method that requires to be evaluated through a defined procedure). We also identified a set of publications whose primary objective is to perform studies to evaluate existing robustness methods and collect insights to further characterize in which conditions each type of method performs best. Finally, the last recurring theme was trade-offs, as many papers that propose or evaluate robustness methods tackle trade-offs while striving to achieve other objectives, be it the model performance or the other trustworthy AI concepts identified earlier. The publications in this section of the survey are typically falling under the umbrella of computer vision publications, or of the different fields highlighted above.

4 METHODS AND APPROACHES FOR IMPROVING ROBUSTNESS

A large fraction of the literature is devoted to fundamental methods to improve the robustness of AI models across their lifecycle: training data augmentation with malicious samples, ad-hoc training procedures and architectures, and post-training pruning and model fusion.

4.1 Processing the Training Data

With the final aim of improving model robustness against adversarial attacks, noise, or common perturbations, several approaches focus on generating perturbations to perform data augmentation.

4.1.1 Generating Adversarial Attacks. A number of papers tackle the challenge of developing methods to generate adversarial attacks that prove deep learning models brittle. The proposed methods vary with regard to three main objectives. a) The type of task targeted (e.g., natural language processing model [42, 105], image classification [38] or object detection models [45]). b) The type of constraints imposed on the attack: attack on the physical space before capturing the digital data sample (e.g., by sticking images patches on the physical object to be recognized [242], or by processing this digital input sample [45]); general attack or attack that targets a particular
component of the model (e.g., rationalizers of rationale models [42]); attacks that preserve certain properties of the input sample such as human consistency (e.g., Jin et al. [105] talk about human prediction consistency, semantic similarity, and text fluency with regard to the generated adversarial text samples), additionally to satisfy the constraint on similarity to the original sample [105]. c) The type of brittleness targeted: the model makes a different (wrong) prediction when the transformed sample is inputted, or the explanations of the prediction also becomes flawed (i.e., the identified important features are not the correct ones) [252]. The works then differ by the approach taken to generate the attacks, be it through different optimization instances (objective functions) they use to find adversarial instances that fit the problem [38, 45], by leveraging Generative Adversarial Networks (GAN) [1], or through a rule-based algorithmic approach [42, 105].

4.1.2 Augmenting Data for Adversarial Robustness. Most of the identified literature focuses on transforming [27, 41, 226, 285], generating [4, 46, 118, 218, 240] or employing ready-to-use [56] data and/or adversarial samples to extend or create datasets to train more robust models. Such a data augmentation process can successfully improve adversarial robustness [41, 56, 118, 218, 226, 240, 285] and adversarial accuracy [4], while sometimes reducing time costs [41], and adversarial attack success rate [27]. When defending against adversarial attacks, GAN-based solutions are proven useful in achieving such an objective [1, 74, 218, 240]. In particular, they are employed to generate adversarial samples [1], perturbations [240], and boundary samples [218] to defend the networks against adversarial attacks. While most methods apply complex transformations to improve robustness, simple transformations, like rotation [226] and image background removal [232], are still proven effective. However, extending the training set is not always enough by itself. Hence, ad-hoc training procedures [41, 46] must be set in place to select [46] and adapt [41] the optimal training data to achieve adversarial robustness.

4.1.3 Augmenting Data for Non-Adversarial Robustness. Not all researchers aim to enhance models’ defense against adversarial robustness. Noise [173], non-adversarial perturbations [74, 118, 157, 285], spurious correlations [41, 246], and distribution shift [167, 277] hinder the performance and resilience of models. In tackling such impairments, human rationale collection allows the generation of new datasets [167], counterfactual-augmented data [41] and the definition of proper perturbation levels [157], consequently improving performance [41], and model [157], and distributional shift [167] robustness. Custom [173] and pre-existing approaches are applied to perform data augmentation, consequently improving noise robustness [173] and performance [173]. On the other hand, data transformation [74, 285] and training [118] approaches are applied to improve model robustness [74, 118, 285] and reduce training time [74].

4.2 Designing In-Model Robustness Strategies

4.2.1 Improving Robustness through Training. Training plays an integral part in creating machine learning models. Concerning robustness, Adversarial Training is the de-facto standard for building robust models. The core intuition behind it is to complement natural data with perturbed one such that models incorporate information about data that better represent real-world scenarios’ variability. In this section, we discuss adversarial training approaches that adaptively change the perturbation magnitude, allow for the learning of robust features, or include novel loss or regularisation functions. Finally, we discuss approaches alternative to adversarial training.

**Adversarial Training.** Adversarial Training has proven to be a fundamental tool to build robust models and that is reflected in the amount of literature available for it: researchers have focused on improving the whole process and proposed a plethora of algorithms [86, 135, 215, 225, 245], borrowing different ML paradigms like self-supervised and unsupervised learning [155, 230], that are applicable to a variety of tasks (e.g., content recommendation [253, 268]). In this context, Projected Gradient Descent (PGD) [135] is a common white-box (i.e., the attacker knows everything about the model) algorithm. On the same note, Terzi et al. [225] and Gupta et al. [86] propose extensions of PGD by using Wasserstein distance in the adversarial search space, by replacing
the initial adversarial training stages with *natural* training, or by encouraging the logits from clean examples to be similar to their adversarial counterparts, respectively. While training models with *natural* perturbations was proven effective in improving robustness, researchers demonstrated that generating and employing *dynamic* perturbations is another effective way of building robust models. Madaan et al. [134] and Cheng et al. [49] propose methods to generate *dynamic* perturbations at the level of single data instances that are then controlled by enforcing label consistency in the former case, and smooth labels in the latter. Differently, Rusak et al. [186] devise a neural network-based adversarial noise generator to tackle the online generation of perturbations. On the other hand, several works focus on leveraging other types of information. For example, Zoran et al. [289] adversarially train and analyze a neural model incorporating a human-inspired, visual attention component guided by a recurrent top-down sequential process. Shifting to model outputs, works from Wang et al. [245] and Stutz et al. [215] focus on differently treating misclassifications and rejecting low-confidence predictions. Similarly, Haase-Schütz et al. [88] and Cheng et al. [48] deal with progressively tuning labels starting from unlabelled data and through smoothing, respectively.

**Beyond Adversarially Training.** Other than directly employing enriched data to perform adversarial training, researchers devised other methods to enhance model robustness. These include techniques such as learning more robust feature representations, and training models through adapted regularizers and loss functions. Scholars drove models to learn robust feature representations in multiple ways, from designing novel methods altogether [113] to employing additional classifiers [14]. For example, Yang et al. [264] to apply perturbations on textual embeddings such that the corresponding words would be drawn toward positive samples rather than adversarial ones. Bai et al. [14] take a modelling approach to obtain robust features through the addition of auxiliary models to identify which channels in CNNs are more robust. Regularisation is another tool that ML engineers can use when building models and, as such, it has also been used to make them more robust. Li and Zhang [124] propose a PAC-Bayesian approach to tackle the memorization of training labels in fine-tuning. Chan et al. [40] suggest an approach that optimizes the saliency of classifiers' Jacobian by adversarially regularizing the model's Jacobian to resemble natural training images. Concerning the usage of adapted loss functions for robustness, various functions were used to incorporate specific objectives: triplet loss [137], minimising distance between true and false classes [127], mutual information [258], consistency across data augmentation strategies [222], perturbation regularizers [260], adding maximal class separation constraints [151], combining multiple losses [111] (e.g., Softmax and Center Loss), or approximating existing losses (e.g., Categorical Crossentropy) [68]. It is worth noting that loss functions tailored for robustness are not exclusive to models trained in isolation, and robust and natural models (acting as regularizers) can be jointly trained [9]. Conversely to these methods, researchers have studied alternative training procedures to adversarial training. Staib [212] has analyzed the relationship between adversarial training and robust optimization, proposing a generalization of the former, which leads to stronger adversaries. Attention is also directed to leveraging input and output spaces. Li et al. [126] consider training robust models by leveraging the adversarial space of another model. Differently, Mirman et al. [145] and Rozsa et al. [184] leverage abstract interpretation and evolution stalling, respectively. The former generates abstract transformers to train certifiably robust models. The latter progressively tempers the contributions of correct predictions toward the loss function. Finally, Mirman et al. [145], Zi et al. [287], and Papernot et al. [164] leverage Distillation (a knowledge transfer technique in which a smaller model is trained to mimic a larger one) [31, 92] to obtain robust models.

4.2.2 Improving Robustness through Architecture Design. Researchers have also investigated ways to make neural models robust from an architectural perspective.

**Tweaking Neural Network Layers.** We identified that a considerable amount of effort is directed toward Computer Vision applications, with many solutions aimed at integrating additional mechanisms of Convolutional...
Networks to enhance their robustness. Many adversarial attackers create harmful data instances by injecting noise perturbations in the input of the model. In line with this, many researchers have attempted to introduce mechanisms that take advantage of this information or directly try to mitigate the repercussions of such perturbations. For example, Jin et al. [106] introduce additive stochastic noise in the input layer of a CNN and re-parametrize the subsequent layers to take advantage of this additional information. Alternatively, Momeny et al. [148] introduce a CNN variant that is robust to noise by adapting dynamically both striding of convolutions and the following pooling operations. Work by Xu et al. [256] operate on the classification layer by constraining its weights to be orthogonal. Operating on network layers is not exclusive to the aforementioned discriminative models, but it has also found applications for generative models. For example, Kaneko et al. [108] propose a method to obtain Generative Adversarial Networks (GAN) that do not require a large amount of correctly-labeled instances but still maintain a consistent behavior. They do this by integrating a noise transition model that maps clean and noisy labels which leads to GANs that are resilient to different magnitudes of label noise.

Leveraging the Inherent Robustness of Spiking Neural Networks (SNN). In parallel to such enhancements at the architectural level, a growing trend is represented by SNN [133]. SNNs are a particular type of neural network that mimics the behavior of biological neurons by incorporating the notion of time and both operating with and producing sequences of discrete events (i.e., spikes). Concretely, a neuron in a SNN transmits information only when its value surpasses a certain threshold. This particular kind of neural network was found to be inherently robust to certain types of adversarial attacks. Sharmin et al. [197] test Spiking Neural Networks directly against gradient-based (black-box) attacks and find that such architectures perform better than non-spiking counterparts without any kind of adversarial training. Inspired by neuroscience, Cheng et al. [50] formulate Lateral Interactions (i.e., intra-layer connections) for SNNs which provide both better efficiency when processing a series of spikes as well as better resistance to injected Gaussian noise.

Searching Neural Architectures. Connected to handcrafting robust neural architectures, scholars have started applying Neural Architecture Search (NAS) to such a problem. In general, NAS is an automatic procedure aimed at discovering the best architecture (e.g., in terms of accuracy) for a neural network for a specific task. Devaguptapu et al. [57] analyze the effects that a varying amount of parameters have on adversarial robustness: while NAS can be an alternative to adversarial training, handcrafted models are more robust on large datasets and against stronger attacks like PGD [135]. Their insights motivate other works in this space, that focus on strengthening NAS approaches by including different forms of regularization on the smoothness of the loss landscape [147], or the sensitivity of the network [61, 97]. A different take on using NAS is the one of Li et al. [128]: architecture search was blended with existing models (e.g., ResNet) to find the minimal increase in model capacity allowing it to withstand adversarial attacks.

4.3 Leveraging Model Post-Processing Opportunities

Robustness can also be improved through methodologies applied after training the model.

4.3.1 Identifying Unnecessary or Unstable Model Attributes. Pruning (i.e., the act of removing neurons and/or connections from a model), has become a popular compression approach that aims at reducing the computational cost of training models [129]. Recent literature in Robust AI has explored the use of pruning techniques or methodologies inspired by pruning to enhance model robustness [42]. Chen et al. [42], for instance, design a methodology for selectively replacing ReLU neurons that are identified as unstable (i.e., neurons that operate in the flat area of the function) and insignificant with linear activation functions that help improve robustness at a minimal performance cost. In a similar vein, additional mechanisms have been suggested for dealing with unnecessary and/or unstable system attributes. For instance, Gao et al. [73] introduce DeepCloak, a novel method
to detect and remove unnecessary classification features in deep neural networks, consequently reducing the capabilities of attackers to generate such attacks.

4.3.2 Fusing Models. Another approach for achieving post-model-training robustness consists of plugging additional models into a trained model. These additional models can be used to identify and deal with problematic data instances (e.g., out-of-distribution, mistaken, noisy, or adversarially modified occurrences). In the first case, in the context of Natural Language Processing, Pruthi et al. [172] attach a task-agnostic word recognition model to a classification model as a means to defend the main classifier against spelling mistakes. In the context of Computer Vision, Ye et al. [266] use an additional classifier to determine real vs. adversarially manipulated data instances. This additional classifier would receive an overlap of the data instance and its saliency map. Furthermore, applying model fusion to infected models allows comparing the robustness of small models with respect to compression techniques [250]. A prominent line of work in this field consists in using Generative Adversarial Networks as auxiliary models. This strategy has been used for dealing with input data and models [51]. For the former, Sun et al. [218] use a Boundary Conditional GAN to generate boundary samples. These samples have true labels and are near the decision boundary of a pre-trained classifier. For the latter, Choi et al. [51] propose Adversarially Robust GAN (ARGAN), that trains the generator model to reflect the vulnerability of the target neural network model against adversarial examples and hence optimizes its parameter values.

5 ROBUSTNESS IN PRACTICAL FIELDS

While in Section 4, we discussed literature that improved AI robustness by working on different phases of the Machine Learning pipeline, in the current section, we discuss prior work that made progress in improving robustness for specific model architectures, tasks, and systems. We found a number of methods being tailored for specific AI architectures, addressing domain-specific needs (e.g., word spelling for Natural Language Processing), or bridging the gap with non-functional requirements of Fairness and Explainability. These less explored settings are later discussed in 7.1.

5.1 Robustness for Specific Architectures

5.1.1 Graph Neural Networks. A number of papers investigate how to increase the robustness of specific types of model architectures. One of the most prominent ones is Graph Neural Networks (GNN), given their high susceptibility to small adversarial perturbations. For example, on the problem of link prediction on knowledge graphs, Pezeshkpour et al. [168] propose an attack strategy aimed at finding the minimal perturbation necessary to produce a label change. Differently, the approach by Lou et al. [132] determines controllability and connectivity robustness (i.e., how well a system can keep its connectedness and controllability against node- or edge-removal attacks) by compressing the high-dimensional adjacency matrix before feeding it to a Convolutional Neural Network to perform the robustness prediction. Fox and Rajamanickam [71] investigate the impact of structural noise on the robustness of GNN and find them to be weak to both local and global structural noise. Geisler et al. [77] focus on particularly large graphs and devise both high-efficacy attack and low-memory footprint defense strategies, enabling works on large networks at scale. Finally, attention has also been paid to formally certifying the robustness of GNN [29, 239].

Interestingly, there have also been several proposals for new GNN frameworks with better robustness characteristics by design. For example, Jin et al. [107] establish a framework to jointly learn clean graph structures from perturbed ones as well as the parameters for a GNN that is robust to adversarial attacks by preserving selected low-rank, sparsity, and feature smoothness properties. Instead, [47] devised a framework that leverages similarity metrics and adaptive regularisation techniques to jointly learn graph structure and graph embeddings. Differently, Zhang and Lu [276] introduce a framework where robustness to noise is achieved by means of an auxiliary, (node-level) masked model for neighborhood aggregation.
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5.1.2 Bayesian Neural Networks. Many adversarial attack strategies are based on identifying directions of high variability. Since such variability can be intuitively linked to uncertainty in the prediction, Bayesian Neural Networks (BNN) are naturally of interest for robustness research. Similarly, Carbone et al. [36] analyze BNN to show that they are robust to gradient-based attacks. Vadera et al. [231] focus on different inference methods and attacks whose goal is leading the model misclassifications, finding that Markov Chain Monte Carlo inference has excellent robustness to a variety of attacks. Finally, Miller et al. [142] aim to evaluate robustness by extracting label uncertainty from the object detection system via dropout sampling and find that the estimated label uncertainty can be used to increase performance under open-set conditions.

5.2 Robustness for Specific Application Areas

5.2.1 Robustness for Natural Language Processing. The robustness of Natural Language Processing (NLP) systems is paramount. Adversarial attacks and training both represent active areas of research in recent years and aim to make NLP models less susceptible to attacks (e.g., word-level perturbations). As such, a multitude of approaches have been proposed specifically for this domain.

Zheng et al. [284] present an approach to study both where and how parsers make mistakes by searching over perturbations to existing texts at the sentence and phrase levels. Furthermore, they design algorithms to create such examples for white-box and black-box models. Instead, Yang et al. [264] propose a method designed to tackle word-level adversarial attacks by pulling words closer to their positive samples while pushing away negative ones. They find that their method improves model robustness against a wide set of adversarial attacks while keeping classification accuracy constant. Similarly, Du et al. [66] study the weakness of many state-of-the-art NLP models against word-level adversarial attacks and propose Robust Adversarial Training to combine adversarial training and data perturbation during training. Pruthi et al. [172] look to combat adversarial misspellings by attaching a word recognition model to the classification model. They find that the adversary can degrade the performance of a text classifier to the point where it is equivalent to random guessing just by altering two characters per sentence. Concerning noisy text, Zhou et al. [286] employ multi-task learning, where a transformer-based translation model is augmented with two decoders with different learning objectives. Similarly, Li et al. [125] use adversarial, multi-modal embeddings and neural machine translation to denoise input samples, making it effective against adversarially obfuscated texts. Finally, Chen et al. [42] found promising (albeit highly variable) results for models capable of generating rationales for their predictions.

5.2.2 Robustness for Cybersecurity. As AI finds increased interest in the field of Cybersecurity, the robustness of the overall system is crucial to achieving a satisfactory resistance to intelligent attacks. A significant focus has been the robustness of malware detection. For instance, Abusnaina et al. [2] improve malware classifier accuracy by augmenting training data with altered behavioral Control Flow Graphs extracted from the attacked code. In this direction, more specific research has been conducted around selected operating systems and platforms Anupama et al. [8] first use the Fisher score to identify and select the most relevant attributes for a classifier and subsequently develop three different adversarial attack generation approaches.

Beyond this, defenses against distributed denial-of-service (DDoS) attacks, have been studied through the lens of robustness as well. Abdelaty et al. [1] present an adversarial, GAN-based training framework to produce strong adversarial examples for the DDoS domain to exploit the weaknesses of Network Intrusion Detection Systems. Adversarial samples are produced by combining GAN-generated and benign DDoS samples. Instead, Amarasinghe et al. [6] apply Layer-wise Relevance Propagation to the trained anomaly detector, yielding relevance scores for each individual feature.
5.3 Robustness for Specific Trustworthy AI Concepts

5.3.1 Robustness for Explainability. Robustness has been widely discussed in the context of explainability methods as well [60, 117]. Explainability is regarded as a fundamental aspect to foster trust in AI systems. However, explainers have been found to be as fragile as the models they strive to describe [207]. Thus, research around robust explanations is critical for Trustworthy AI.

Zhang et al. [278], proposed an approach to explore the input space to compute the percentage of inputs on which the prediction can be consistently explained by the height of the decision tree used to explain a neural network’s prediction. However, their result is inconclusive as it may seem tied to imbalances in the data used. In a similar vein, Nanda et al. [153] propose a scalable framework using machine-checkable concepts to assess the quality of generated explanations with respect to robustness, specifically their vulnerability to adversarial attacks. Instead, Alvarez-Melis and Jaakkola [5] define a novel notion of robustness based on the point-wise, neighborhood-based local Lipschitz continuity. Gradient- and perturbation-based interpretability methods are evaluated, revealing the non-robustness of such practices and the high instability of perturbation-based methods. Atmakuri et al. [13] focus on understanding the adversarial robustness of explanation methods in the context of text modality. In particular, they utilize saliency maps to generate adversarial examples to evaluate the robustness of the model of interest. They find the used Integrated Gradient explanation method is weak against misspelling and synonym substitution attacks.

Robustness for Counterfactual Explanations. Multiple works address the robustness of counterfactual explanations for adversarial inputs. Virgolin and Fracaros [237] explore how to improve robustness by giving a formal definition of what it means to be robust towards perturbations and implementing this definition into a loss function. To test this definition, they release five datasets in the area of fair ML with reasonable perturbations and plausibility constraints. They find that robust counterfactuals can be found systematically if we account for robustness in the search process. Further, Pawelczyk et al. [166] explore counterfactual explanations by formalizing the similarities between popular counterfactual explainers and adversarial example generators, identifying conditions when they are equivalent. On the other hand, Bajaj et al. [15] generate robust counterfactual explanations on GNNs by explicitly modeling the common decision logic of GNNs on similar input graphs. The robustness of the explanations is due to the common decision boundaries being derived from several, similar input graphs. Finally, the generation of robust text-based counterfactual explanations has also been studied for NLP tasks [246].

5.3.2 Robustness for Fairness. A key attribute of any system to be put into production is fairness. The relationship between fairness and robustness, and how one contributes to the other, has been receiving increased attention. Rezaei et al. [178] aim to make classifications that have robust fairness without relying on previously labeled data, as these may carry some inherent biases. Wang et al. [244] study the effect of relying on noisy protected group labels, providing a bound on the fairness violation concerning the true group. Similarly, Yurochkin et al. [269] propose an adversarial approach to fairness, using a distributionally robust approach to enforcing individual fairness during training. Further, there have also been efforts to improve the fairness of graph-based counterfactual explanations. For example, Agarwal et al. [3] aim to establish a connection between counterfactual fairness and graph stability by developing layer-wise weight normalization and enforcing fairness and stability in the objective function. They see increases in fairness and stability without a decrease in performance.

6 ROBUSTNESS ASSESSMENT & INSIGHTS
In parallel to developing novel methods to enhance model robustness, prior work devised evaluation procedures, extensive benchmarks, and empirical studies to assess the robustness AI models. Given the diversity of the
suggested methods, in this section, we cover such efforts and highlight the lessons learnt when Robustness intersects other Trustworthy AI concepts: Fairness and Explainability.

6.1 Evaluation Strategies

6.1.1 Evaluation of Robustness. We found most methodologies around evaluating robustness to either compute a safe radius [116, 185] or region [83] within which the model performs robustly, or they compute complementary, error region [280]. Abstract Interpretation, i.e., a theory which dictates how to obtain sound, computable, and precise finite approximations of potentially infinite sets of behaviors [76], enables robustness evaluation when combined with techniques like constraint solving [263] and importance sampling [136]. Other evaluation approaches reformulate the robustness assessment problem from different perspectives. Tjeng et al. [227] formulate the verification of the robustness against adversarial attacks as a mixed integer linear program by expressing properties like adversarial accuracy as a conjunction, or disjunction, of linear properties over some set of polyhedra. Webb et al. [247] statistically evaluate robustness by estimating the proportion of inputs for which a defined adversarial property (i.e., an adversarial condition associated to a function that evaluates its violation) is unsatisfied (i.e., there are no counterexamples violating such a property). This reframing is useful to widen the variety of solutions that can be applied to assess robustness, consequently improving their scalability [227, 247], computational speed [227, 265], and enabling the application of pre-existing tools [91].

Evaluation of Certified Robustness. Much attention has also been devoted to evaluating certified robustness [65, 102, 121, 122, 203, 205, 281]. To this end, researchers focus on the efficient computation of robustness bounds [65, 121, 281] while also improving the training procedure to achieve efficiently certifiable [281], or ready to certify [102], models. Deterministic [122] and Random [67] Smoothing approaches have also proven to be effective in evaluating $L_1$ [122] and $L_2$ robustness. Nevertheless, overapproximation [203], orthogonalization relaxation [205], and regularization [102] have also been successfully applied to improve the computation of certifiable bounds in adversarial settings. Moreover, Zhang et al. [274] strive to generalize certification techniques to non-piecewise linear activation functions. Finally, additional works have focused on certifying robustness against random input noise from samples and geometric robustness [20].

6.1.2 Benchmarks. In addition to novel evaluation methods, some works also propose comprehensive benchmarks – encompassing approaches, datasets, and pipelines – to evaluate model robustness against selected sets of attacks. In Computer Vision, robustness against various types of adversarial attacks [63, 82, 169] and common corruptions [90, 139], including noise [90, 283], has been evaluated through benchmarking on datasets [90, 139, 169], with custom measures [63, 90], or using comprehensive frameworks [223]. In the first case, pictures are altered through adversarial or common perturbations (e.g., noise, blur, etc.) [90, 139, 223], and either generalizability [139] (i.e., whether the model can adequately classify newly perturbed pictures) or its behavior by means of custom metrics [63, 90] are evaluated. A few benchmarks have also been applied in the context of graph networks. For instance, Zheng et al. [283] develop scalable datasets to standardize the process of attack and defence, covering graph modification and graph injection attacks.

While some benchmarks focus on evaluating the effectiveness of defence methods [63, 283], others focus on the intrinsic robustness of the architecture [54, 223]. Tang et al. [223] benchmark architecture design and training techniques against adversarial and natural perturbations, and system noise through a comprehensive platform including pre-trained models and materials dedicated designing robust DNNs. Instead, Croce et al. [54] focus on resource availability and organize evaluation methods and robust models for researchers to use. Note that most benchmarks use well-known datasets (e.g., MNIST or ImageNet). In this sense, some authors have argued that implicitly assuming the data is correct should not be lightly accepted as it may influence the benchmarking process and results [159]. From the broader perspective of Trustworthy AI, evaluating model robustness can be
seen as a part of a process to evaluate fairness. Driven by such an objective, Ding et al. [58] create a series of datasets to benchmark their fairness with respect to noise and data distribution shifts.

6.1.3 Metrics. To evaluate model robustness, not only it is essential to choose the proper method, but it is also fundamental to have metrics that properly represent model robustness, attack efficacy, and computational costs. Most of the literature focuses on describing metrics to evaluate the robustness of networks against adversarial attacks [249, 267]. These metrics are generated by either treating the robustness analysis as a local Lipschitz constant estimation problem [249], or by qualitatively interpreting the adversarial attack and defence efficacies through loss visualisation [267]. Particularly, the former [249] aims to disentangle the relationships between the evaluation process and the model or attack employed, leading to model-agnostic and attack-agnostic metrics. Besides, while most of the literature addresses robustness in Computer Vision, a small part of the literature discusses robustness in other contexts. In NLP, extending robustness through a metric aligned with linguistic fidelity has proven effective in improving performance on complex linguistic phenomena [115]. Recent research [35] has denoted the lack of proper robustness metrics for tree-based classifiers. Such scarce findings highlight the need for creating sound and robust metrics in less covered contexts. Another relatively unexplored research area revolves around practical, computational aspects like: enhancing methods’ precision in computing robustness bounds [203, 263], reducing their computational complexity [219], or execution time [254].

Instead, other researchers focus on suggesting metrics for different aspects of adversarial attacks, devising approaches for evaluating the convergence stability of adversarial examples generation [119] and comparing adversarial attack algorithms [24]. Beyond the necessity for metrics to assess model robustness, other metrics have proven useful in elucidating the relationships between robustness and adversarial examples [10] and accuracy [162].

6.2 Studies around Proposed Robustness Methods & Insights

6.2.1 Insights on Adversarial Robustness. Studying the adversarial robustness of different machine learning techniques has been a persistent research focus in recent years.

Based on Comparisons. Beyond formal methods and frameworks, there are several examples of papers empirically evaluating robustness through comparison [103, 192]. For instance, Jere et al. [103] compared the generalization capabilities of convolutional neural networks and their eigenvalues and further compared what features are exploited by naturally trained and adversarially trained models. They found that for the same dataset, naturally trained models exploit high-level human-imperceptible features and adversarially robust models exploit low-level human-perceptible features. Another example in this line is the work by Sehwag et al. [192] who inspected the transferability of the robustness of classifiers trained on proxy distributions from generative model to real data distribution, discovering that the difference between the robustness of classifiers trained on such datasets is upper bounded by the Wasserstein distance between them.

Based on the Investigation of Activation Function and Weights Perturbations. There have been several works studying the robustness of models under perturbation of weights or due to changes in activation functions. For example, Tsai et al. [228] studied the robustness of feed-forward neural networks in a pairwise class margin and their generalization behavior under different types of weight perturbation. Furthermore, they designed a novel loss function for training generalizable and robust neural networks against weight perturbation. Song et al. [210] showed that adversarial training is not directly applicable to quantized networks. They proposed a solution to minimize adversarial and quantization losses with better resistance to white- and black-box attacks. Another work that focused on such attacks is Shao et al. [195], who studied the robustness of vision transformers against adversarial perturbations under various black-box and white-box settings.
Based on Language Perturbations. Diverse strategies have been applied in the context of the robustness of NLP models. More commonly, these deal with synthetic character-level [150] or word-level [116, 150] perturbations of text samples. Beyond lexical changes, Sanchez et al. [189] explored the robustness of Natural Language Inference models on semantic perturbations. Regardless, these works found existing models to be fragile even for small perturbations. Finally, Wang et al. [243] resorted to human-generated annotations to compile a dataset for robust sentiment classification.

6.2.2 Insights on Natural Robustness. Substantial research has been devoted to model robustness to noise and out-of-distribution data, both prevalent in real-world settings.

Based on Robustness to Noise. A prominent line of work is evaluating robustness of AI systems against noise [22, 288]. Some examples in this area include the study conducted by Ziyadinov and Tereshonok [288], who evaluated whether training convolutional neural networks using noisy data increases their generalization capabilities and resilience against adversarial attacks. They found that the amount of uncertainty in the training dataset affects both the recognition accuracy and the dependence of the recognition accuracy on the uncertainty in the testing dataset. Furthermore, they showed that a dataset with such uncertainty can improve recognition accuracy, consequently enhancing its generalizability and resilience against adversarial attacks. Bar et al. [22] also evaluated the robustness of deep neural networks to label noise by applying spectral analysis. The authors demonstrated that regularizing the network Jacobian reduces the high frequency in the learned mapping and show the effectiveness of Spectral Normalization in increasing the robustness of the network, independently from the architecture and the dataset.

Based on Robustness to Differences in Distributions. Another area of interest is studying differences in data distributions. On the problem of object-centric learning, Dittadi et al. [59] discovered that the overall segmentation performance and downstream prediction of in-distribution objects is not affected by a single out-of-distribution object. On the other hand, Burns and Steinhardt [33] studied adaptive batch normalization, which aligns mean and variance of each channel in CNNs across two distributions. They found that for distribution shifts that do not involve changes in local image statistics, accuracy can be degraded because of batch normalization.

6.3 Trade-Offs Between Robustness and Other Trustworthy AI Concepts

6.3.1 Trade-Off with Accuracy. A key question to be asked when analyzing the robustness of a system is what the impact of the changes is on the accuracy of the model. Multiple studies have found a significant trade-off between robustness and accuracy, where an increase in one leads to a decrease in the other. Su et al. [216] evaluated the robustness of 18 existing deep image classification models, focusing on the trade-off between robustness and performance. They found that model architecture is a more critical factor to robustness than model size and that networks of the same family share similar robustness properties. Raghunathan et al. [175] further discussed this and described in detail the effect of augmentation achieved through adversarial training on the standard error in linear regression models when the predictor has zero standard and robust error. Tsipras et al. [229] also studied how robustness and accuracy trade-off, as well as the features that were learned. While Miller et al. [144] investigated the connection between accuracy in- and out-of-distribution and show that that out-of-distribution performance is strongly correlated with in-distribution performance for a wide range of models and distribution shifts.

6.3.2 Trade-Off with Fairness. Benz et al. [26] evaluated the impact of robustness on accuracy and fairness. They found inter-class discrepancies in accuracy and robustness, specifically in adversarially trained models and that adaptively adjusting class-wise loss weights negatively affects overall performance. Xu et al. [257] hypothesized that adversarial training algorithms tend to introduce severe disparity in accuracy and robustness.
between different groups of data, and showed this phenomenon can happen under adversarial training algorithms minimizing neural network models’ robustness errors. They also propose a Fair-Robust-Learning framework to mitigate unfairness in adversarial defenses. On the other hand, Pruksachatkun et al. [171] studied if an increase in robustness can improve fairness. They investigated the utility of certified word substitution robustness methods to improve the equality of odds and equality of opportunity in text classification tasks. They found that certified robustness methods improve fairness, and using both robustness and bias mitigation methods in training results in an improvement for both.

6.3.3 Trade-Off with Explainability. Few works investigate the extent to which methods for increasing model robustness impact the features such models use to make predictions, and especially to what extent these features remain meaningful to human judgement. Especially, Woods et al. [252] showed that the fidelity of explanations is negatively impacted by adversarial attacks, and propose a regularisation method for increasing robustness lead to better model explanations (termed Adversarial Explanations). Nourelahi et al. [160] investigated how methods dealing with out-of-distribution examples impact the alignment of the features the model has learned with features a human would expect to use. While this is an initial empirical exploration, their results illustrate the complexity of the relation between robustness and feature alignment, as there does not seem to be a model that performs consistently better over these criteria. They suggest to extend their benchmark effort to more types of models, and of robustness and explainability techniques.

7 DISCUSSION: DISPARATE RESEARCH ON THE VARIOUS FACETS OF ROBUSTNESS
The robustness of AI systems is a broad, open problem under the umbrella of Trustworthy AI and the copious amount of literature that can be found is a testament to that. Researchers from diverse domains have studied the impact of controlled data perturbations as well as naturally-occurring ones, how to strengthen neural architectures through additional mechanisms, and how to efficiently and effectively train models underlying such systems. In this section, we summarize the gaps and trends we evinced from our inspection of the existing literature.

7.1 Addressing Gaps from the Literature

7.1.1 Gaps within Robustness.

Natural Brittleness. We found that little attention is put on defining natural perturbations and attacks. Instead, much work revolves around defining synthetic attacks and evaluating defense mechanisms against them. While this may make sense from the perspective of a malicious attacker, it does not necessarily translate to robustness in real-world operating conditions. Only a few works in Computer Vision focus on such a type of attacks. Another interesting research direction is signaled by the lack of model-agnostic adversaries. While both automatic and rule-based approaches to generating adversaries exist, these tend to be targeted toward certain types of AI systems. Obtaining model-agnostic attacks would be the dual case to such a scenario and could provide for a common baseline for evaluating the robustness of AI systems. Moreover, achieving model-agnostic and perturbation-agnostic evaluations approaches would allow to disentangle the relationship between these scenario-specific aspects and the actual robustness of the model, finally leading to an unbiased analysis of the robustness of a system [249].

The Computer Vision Hegemony. The immediate outcome of our survey is the extensive effort put into studying — and enhancing — the robustness of models targeted toward Computer Vision, especially Convolutional Neural Networks. Papers from this sub-field of Artificial Intelligence greatly outnumber the ones from other areas, like Natural Language Processing. We found this to be the case regardless of the aspect (attack generation, defense, etc.) scholars focus on. While important, such a focus being put on Computer Vision only begs the question of why other domains have received little contributions compared to the former. Possible explanations for this
can be traced back to difficulties in defining perturbations and attacks within certain data manifolds (e.g., word embeddings), or to the lack of alignment between robustness in machine learning and robustness in specific application domains (e.g., signal processing). On the other hand, the intrinsic complexity of pictures compared to other types of data, in particular with respect to the features that can be perturbed and the diversity in the available approaches to evaluate distances between pictures, influence the broadness of the research field.

7.1.2 Gaps Stemming from the Intersection Between Robustness and Other Trustworthy AI Concepts.

Robustness and Explainability. Considering the brittleness of existing AI systems in conjunction with their opaqueness, their explainability is of paramount importance. Explainable AI (XAI) methods have been, and still are being, proposed \[84, 85\] to tackle such a challenge. However, on the one hand, few works discuss the robustness of XAI methods and of the produced explanations, yet this is a crucial dimension that needs to be addressed to obtain explanations that are both faithful (i.e., correctly describing model behavior) and trustworthy.

On the other hand, explainability can better inform the ideation and implementation of approaches geared towards robustness. However, little work has been conducted in this direction. These works all rely on the idea that when the model features extracted via an explainability method are aligned with human reasoning (i.e., the features are meaningful for a human to make a prediction for a data sample), then the model should be more robust. In terms of evaluation, only Nanda et al. [153] have investigated how explainability can be used in order to evaluate the robustness of a model, with the assumption mentioned above. In terms of improvement, Kortylewski et al. [113] proposed Compositional Neural Networks, a unification of convolutional neural networks (CNN) with part-based models (inherently interpretable models), and show that these new networks increase model robustness to various partial occlusions of objects. Chen et al. [42] also demonstrated that inherently interpretable models such as rationale models in NLP are naturally more robust to certain adversarial attacks yet are still brittle to certain scenarios. Similarly, Li et al. [123] proposed a model training framework that combines adversarial training with constraints for ensuring the meaningfulness of the model features, reaching higher model robustness. Finally, Freitas et al. [72] tackle adversarial robustness with model features, by making the additional assumption that when the model features are not meaningful, the model might be under attack.

Tensions between Accuracy, Robustness, Fairness, and Explainability. Connected to the above points, it is worth noting how existing research is focused on enhancing robustness at the expense of accuracy, much like optimizing for accuracy led to a lack of explainability. Similarly, scholars have studied the interplay with fairness as well as the possible issues stemming from it. These dimensions are not exclusive and need to be addressed holistically and considered on equal terms when aiming to build trustworthy and fair AI systems. In this sense, sole data-driven approaches have shown their limitations. Discussions around these topics have pointed toward the need for integrating symbolic knowledge. However, few of them touched upon which kind of knowledge is needed and how to collect it. In subsection 7.3 and section 8, we provide a commentary on human-centered approaches and how these approaches can provide a path toward tackling the aforementioned challenges for robust AI.

7.2 Latest Breakthroughs: Generative Foundation Models

While writing this survey, considerable engineering advancements have been made in the space of generative foundation models, such as DALL-E 3 and GPT-4. However, such advancements are often due to an increase in model size and largely prioritise properties like textual fluency. As a result, several robustness-related challenges, e.g., hallucinations [104] and poor performance on out-of-distribution data [241], remain unanswered. Because of their lackluster understanding capabilities [25], these shortcomings emerge even when more sophisticated prompting strategies are used, e.g., in-context learning [62] or chain-of-thought prompting [248]. Only retrieval-augmented generation [201] appears to mitigate hallucinations. Despite the central role of humans in the creation
of these models (e.g., with Reinforcement Learning through Human Feedback [213]) research is still centred around benchmarking [87]. In the sections that will follow, we discuss opportunities around human involvement and human knowledge to improve and evaluate robustness of AI models.

7.3 Deepening the Research on Human Involvement for Existing Robustness Methods

A number of papers we surveyed implicitly involve humans to instantiate the methods they propose, either to assess or enhance a model’s robustness. Yet, they do not delve deeper into the challenges for a human agent to perform their task, which constitutes an obstacle to the development of methods and frameworks for overcoming these challenges. This merits further investigation as such human involvement is essential to the success of the methods. Especially, we identify two main areas where human involvement is necessary but lacks research.

7.3.1 Increasing Robustness. Various methods that aim at increasing robustness implicitly employ humans, without extensive focus. Jin et al. [105], for instance, collect potential adversarial examples by executing a sequence of engineered steps, that could be refined by the practitioner who would leverage existing tools for, e.g., identifying synonyms and antonyms, ranking word importance, etc. Peterson et al. [167], Chang et al. [41], Nanda et al. [153], and Ning et al. [157] respectively show that one can train more robust models by leveraging human uncertainty on sample labels instead of using reconciled binary labels, by integrating human rationales for the labeling process into the training process, or by actively querying the most relevant levels of perturbations from an expert during training. While these are promising research directions, these works could further be improved by exploiting existing works on human computation assessing the quality of crowdsourced outputs [100], or designing crowdsourcing tasks that remove task ambiguity and lead to higher quality outputs [69], especially in the context of subjective tasks. This could serve to understand the nature of uncertainties and define rationales that are relevant to robustness.

7.3.2 Evaluating Robustness. To design appropriate perturbations or attacks on which a model should be robust, one often needs human knowledge. For instance, Jin et al. [105] and La Malfa and Kwiatkowska [115] generate adversarial attacks on text samples, that have to verify a number of human-defined constraints for them to be deemed realistic by humans. Yet, designing such constraints and empirically evaluating (through user studies) to what extent the samples transformed by the corresponding constrained attack align with the human idea of “realistic” sample, has not been investigated extensively, despite how crucial that is for engineering “good” attacks.

Similarly, works on robustness to natural perturbations should ideally define a comprehensive set of domain-specific perturbations relevant to the problem at hand and its context. However, to the best of our knowledge, existing works that develop benchmarks or robustness-enhancing methods [90, 112] with regard to such perturbations have not investigated ways to be more comprehensive. While we believe in the impossibility to reach comprehensiveness (previously unheard-of perturbations can always arise), one could develop tools to support the definition of relevant perturbations. For instance, we envision the usefulness of fine-grained, actionable taxonomies of perturbations (e.g., Koh et al. [112] talk about subpopulation shifts and domain generalization, but this might vary in different domains and types of tasks); collaborative documentation of domain-specific perturbations; libraries to generate such perturbations semi-automatically; and frameworks and metrics to uncover new types of perturbations in the wild, potentially involving humans at runtime.

8 A CONSPICUOUS ABSENT FROM THE LITERATURE: THE ML PRACTITIONER

Last but not least, our systematic survey also reveals another prominent research gap: the absence of human-centered work in proposed approaches, and the lack of technologies and workflows to support ML practitioners...
in handling robustness. In this section, we discuss relevant research literature, and future research directions regarding this topic.

8.1 Robustness By Human-Knowledge Diagnosis

One notable absentee from the retrieved papers is robustness by human-based diagnosis. Existing works focus on generating out-of-distribution data to make a model fail, and later expose this model to this data during training to make it more robust [27, 41, 74, 167]. Especially for robustness to natural perturbations, this means that one should characterize the type of data the model might encounter before being able to generate such data [59, 64, 80]. This is not always possible in practice, due to the known challenges ML practitioners typically face when working with data and models. For instance, due to contractual and privacy reasons [95, 235], ML practitioners might not have access to deployment data, preventing them from reasoning about out-of-distribution data, or the goal and context of application of the ML model they develop might change over time, rendering what might be at present considered (or not) out-of-distribution (in-)valid [187]. ML practitioners might also face difficulties in collaborating with domain experts [152, 272], e.g., to reflect on what data should be considered within or out of the distribution, or to evaluate the meaningfulness of a model features (used to estimate the robustness of the model [72, 153]). Besides, it is well-known that ML practitioners might not receive enough support from their organization, e.g., in terms of budget, time, training, to dive into questions of trustworthiness of their ML models in general [176].

To circumvent this issue, a major, promising research direction surfaces from comparing the surveyed robustness methods to existing works in other computer science fields. This direction revolves around developing complementary, hybrid human-machine approaches, that would leverage research progress in human-centered fields, essentially explainability, crowdsourcing and human-in-the-loop machine learning (ML), as well as knowledge-based systems, to estimate model performance on more realistic data distributions without requiring such distributions.

8.1.1 Existing Approaches. Only few related works leverage human capabilities to identify and mitigate potential failures of a model. In particular, explanations for datasets [188] have been proposed, that could be leveraged by a practitioner to identify data skews that might impact the model performance. In this vein, Liu et al. [191] introduce a hybrid approach to identify unknown unknowns, where humans first identify and describe patterns in a small set of unknown unknowns, and then classifiers are learned to recognize these patterns automatically in new samples. Departing from datasets, Stacey et al. [211], and Arous et al. [11] have trained models whose features are better aligned with human reasoning (with the assumption that alignment leads to stronger robustness), by leveraging human explanations of the right answer to the inference task and controlling the features learned by the model during training to align with these human explanations.

8.1.2 Envisioned Research Opportunities. The above approaches reveal that instead of looking solely at the outputs of a model and its confidence in its predictions, one can leverage additional information such as the model features or training dataset, to estimate the model’s robustness. Especially, even when a model prediction is correct, the model features might not be meaningful. Hence, assessing model features and their human-alignment can allow to shift from solely evaluating the correctness of the predictions on the available test, to indirectly assessing the robustness of the model to OOD data points. Moreover, understanding characteristics of the datasets that led to such learned features could later on serve to mitigate unaligned features.

Surfacing Model Features using Research on Explainability and Human Computation. To surface a model’s features, one can rely on a plethora of explainability methods [188]. Certain models are built with the idea of being explainable by design [220, 279], while others are applied post-hoc interpretability methods [19, 179, 214], with different properties (e.g., different nature of explanations being correlation- or causation-based, different
scopes be it local or global, different mediums be it visual or textual, etc.) [130, 204, 209]. It is now important to adapt such feature explanations to allow for checking their alignment with human-expected features.

In that regard, the push towards human-centered explanations for ML practitioners is highly relevant. Existing explanations often leave space for many different human interpretations, for which the practitioners do not always have domain expertise to disambiguate the highest-fidelity features. For instance, methods that output saliency maps [202] or image patches [78, 110] do not pinpoint the actual human-interpretable features the model has learned. Yet, one might need clear human concepts to reason over the alignment of the features [17]. Hence, further research on semantic, concept-based explanations acquired via human computation is needed [19, 93].

**Leveraging Literature on Knowledge Acquisition for Identifying Expected Features.** To reason over feature alignment, one also needs to develop an understanding of the model expected features. While very few works have looked into this problem [196], existing works on commonsense-knowledge acquisition [270] could be leveraged to that end. These works propose to harvest knowledge automatically from existing resources such as text libraries, or through the involvement of human agents (e.g., through efficient and low-cost interactions within Games with a Purpose [16, 182, 238]), or other types of carefully designed crowdsourcing tasks [99, 191]. One would need to investigate how to adapt such approaches to collect relevant knowledge, and how to represent this knowledge into relevant feature-based information.

**Comparing Features via Reasoning Frameworks and Interactive Tools.** Finally, practitioners need tools to check the alignment between the model and expected features. Interactive frameworks and user interfaces [17], e.g., Shared Interest [28], take a step in that direction as they enable manual exploration of model features, with various degrees of automation for comparing to expected features. Inspired by the literature on AI diagnosis, such as abductive reasoning [53, 181], automated feature-reasoning methods could also fasten the process while making it more reliable.

### 8.2 Involving Humans in Other Phases of the ML Lifecycle

Broader ML literature has also proposed other approaches to involve humans and make "better" models. Yet, none of these approaches has considered making the models more robust. Instead, they focus on increasing the performance of the model on the test set. Hence, we suggest to investigate how to adapt such approaches to increase model robustness.

#### 8.2.1 ML with a Reject Option.

While ML models typically make predictions for all input samples, this might not be reasonable and turn dangerous in high-stake domains, when the predictions are likely to be incorrect. Accordingly, a number of research works have developed methods to learn when to appropriately reject a prediction, and defer the decision about the sample to a human agent [89]. Proposed rejectors can either be separate rejectors placed before the predictor, that select the input samples to input to this predictor; dependent rejectors placed after the predictor and re-using its information (e.g., confidence metrics) to decide which predictions not to account for; and integrated rejectors that are combined to the predictor, by treating the rejection option as an additional label to the ones to predict. Each type of rejector bears advantages and disadvantages based on the context of the decision, and would merit being adapted to robustness, as we only found few works towards that direction [163, 215].

#### 8.2.2 Human-in-the-Loop ML Pipelines.

Human-in-the-Loop (HIL) ML [234] is traditionally concerned with developing learning frameworks that account for the noisy crowd labels [177], or "learning from crowds", through models of the annotation process (e.g., task difficulty, task subjectivity, annotator expertise, etc.). Such frameworks often rely on active learning to reduce annotation cost [259, 261]. More recent works around HIL ML also devise new approaches to build better model pipelines by involving the crowd, such as to identify weak components...
of a system [161], to identify noise and biases in the training data [98, 262], or to propose potential data-based explanations to wrong predictions [34]. While we could find a few works that investigate the intersection between active learning and adversarial training [141, 143, 200, 206], we could not find any work that looks more broadly at the different types of robustness, and the different ways of bringing humans in the ML pipeline. These intersections are yet promising as they constitute more realistic scenarios of the development of ML systems and they succeeded in making models more accurate in the past.

8.3 Supporting ML Practitioners in Handling Robustness

Beyond research, ML practitioners build ML systems in practice. Hence, it is not sufficient to develop methods that work in theory: research should understand the obstacles practitioners encounter in making their systems robust. While studying the gap between research and practice has revealed highly insightful for various ML contexts [94, 96, 109, 114, 130, 170, 217], to the best of our knowledge, it has not been studied for ML robustness. Possibly the closest work is that of Shankar et al. [193] that investigated MLOps practices towards monitoring of data shifts or attacks.

8.3.1 Understanding Practices Around Robustness. The human-computer interaction community has performed qualitative, empirical, studies, based on semi-structured interviews with ML practitioners, about e.g., stakeholder collaboration [114, 170], debugging practices [18], and the use of tools such as explainability methods [94, 96, 130] or fairness toolkits [120, 180]. These studies have resulted in frameworks modeling the practitioner’s process and challenges, and discussions around the fit of existing research works to answer these challenges. We argue that adopting similar research questions would reveal useful to better direct robustness research. For instance, Liao et al. [130] have constituted a question bank that highlights the questions practitioners ask when building a model by exploiting explainability. A robustness question bank would similarly provide a structured understanding of research gaps. Moreover, Deng et al. [55] have shown a major gap in terms of guidance for practitioners to choose appropriate fairness metrics and mitigation methods. Acknowledging the plethora of robustness metrics and methods, user studies around robustness would reveal a similar gap, that could be filled by taking inspiration from the fairness literature.

8.3.2 Integrating Robustness into Existing Workflows. To support practitioners in model building, researchers have developed workflows [208] and tools, e.g., user interfaces to investigate models, training datasets, and related failures [17, 154], documentation or checklists [7, 75, 146] to support making and documenting relevant choices, etc. Similarly, we argue that robustness research should not only focus on algorithmic evaluation and improvement, but also aim at developing new supportive tools and integrating them into existing solutions. Closest to supporting practitioners in handling robustness, Shen [198] propose the idea of establishing trust contracts, i.e., contract data distributions and tasks that define the type of task and data that is in- and out-of-distribution. Yet, this remains challenging as there is no appropriate way to formalize such contracts.

9 CONCLUSION

In this survey, we collected, structured, and discussed literature related to robustness in AI systems. To this end, we performed a rigorous data collection process where we collected, filtered, summarized and organized literature related to AI robustness generated in the last 10 years. As part of our review, and as opposed to prior surveys, we searched for robustness solutions to both adversarial and natural perturbations in a task-agnostic way. Furthermore, we sought to cover both algorithmic-centric and human-lead approaches. Based on this literature, we first discussed the main concepts, definitions, and domains associated with robustness, disambiguating the terminology used in this field. We then generated a taxonomy to structure the reviewed papers and to spot recurring themes. We identified three main themes and thoroughly discussed them. In particular, we focused on
(1) fundamental approaches to improve model robustness against adversarial and non-adversarial perturbations, (2) applied approaches to enhance robustness in different application areas, and (3) evaluation approaches and insights. We finalized our paper by describing the research gaps identified in the literature and by highlighting the scarcity of solutions that include humans as central actors for improved robustness. We argue that humans could play a fundamental role in improving, evaluating, and validating AI robustness. Consequently, we suggest future research directions that could benefit from including humans in the loop and point to the challenges (and concomitant research opportunities) that arise when advocating for human-led practices for AI robustness. In conclusion, we contributed to the existing literature with an informative review that summarizes and organizes recent work in the field of AI robustness while also suggesting novel human-centered approaches for the research community to explore, discuss, and further develop.

ACKNOWLEDGMENTS
This research has been partially supported by the TU Delft Design@Scale AI Lab, the HyperEdge Sensing project funded by Cognizant, the EU’s H2020 project 101016233 PERISCOPE, the EU’s H2020 research and innovation programme under the Marie Sklodowska-Curie grant agreement No 955990, and the Ph.D. Scholarship on Explainable AI funded by Cefriel.

REFERENCES
[1] Maged Abdelaty, Sandra Scott-Hayward, Roberto Doriguzzi-Corin, and Domenico Siracusa. 2021. GADoT: GAN-based Adversarial Training for Robust DDoS Attack Detection. In CNS. IEEE, 119–127.
[2] Ahmed Abusnaina, Mohammed Abuhmad, Hisham Alasmary, Afsah Anwar, Ronghao Jang, Saeed Salem, DaeHun Nyang, and David Mohaisen. 2022. DL-FHMC: Deep Learning-Based Fine-Grained Hierarchical Learning Approach for Robust Malware Classification. Trans. on Dependable and Secure Computing 19, 5 (2022), 3432–3447. https://doi.org/10.1109/TDSC.2021.3097296
[3] Chirag Agarwal, Himabindu Lakkaraju, and Marinka Zitnik. 2021. Towards a unified framework for fair and stable graph representation learning. In IJCAI. PMLR, 2114–2124.
[4] Sheikh Waqas Akhtar, Saad Rehman, Mahmood Akhtar, Muazzam A. Khan, Farhan Riaz, Quaiser Chaudry, and Rupert Young. 2016. Improving the Robustness of Neural Networks Using K-Support Norm Based Adversarial Training. IEEE Access 4 (2016), 9501–9511. https://doi.org/10.1109/ACCESS.2016.2643678
[5] David Alvarez-Melis and Tommi S. Jaakkola. 2018. On the Robustness of Interpretability Methods. https://doi.org/10.48550/ARXIV.1806.08049
[6] Kasun Amarasinghe, Kevin Kenney, and Milos Matni. 2018. Toward Explainable Deep Neural Network Based Anomaly Detection. In HSI. 311–317. https://doi.org/10.1109/HSI.2018.8430788
[7] Ariful Islam Anik and Andrea Bunt. 2021. Data-Centric Explanations: Explaining Training Data of Machine Learning Systems to Promote Transparency. In CHIL. 1–11.
[8] ML Anupama, P Vinod, Corrado Aaron Visaggio, MA Arya, Josna Philomina, Rincy Raphael, Anson Pinheiro, KS Ajith, and P Mathilayagan. 2021. Detection and robustness evaluation of android malware classifiers. Journal of Computer Virology and Hacking Techniques (2021), 1–24.
[9] Elahe Arani, Fahad Sarfraz, and Bahram Zonooz. 2020. Adversarial Concurrent Training: Optimizing Robustness and Accuracy Trade-off of Deep Neural Networks. https://doi.org/10.48550/ARXIV.2008.07015
[10] Paolo Arcaini, Andrea Bombarda, Silvia Bonfanti, and Angelo Gargantini. 2020. Dealing with Robustness of Convolutional Neural Networks for Image Classification. In ATTest. 7–14. https://doi.org/10.1109/ATTEST49225.2020.00009
[11] Ines Arous, Liijiana Dolamic, Jie Yang, Akansha Bhardwaj, Giuseppe Cuccu, and Philippe Cudré-Mauroux. 2021. Marta: Leveraging human rationales for explainable text classification. In AAAI, Vol. 35. 5868–5876.
[12] Alejandro Barredo Arrieta, N. Díaz-Rodríguez, J. Del Ser, A. Bennetot, Siham Tabik, Alberto Barbado, Salvador García, SergioGil-López, Daniel Molina, Richard Benjamins, et al. 2020. Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges toward responsible AI. Information fusion 58 (2020), 82–115.
[13] Shriya Atmakuri, Tejas Chheda, Dinesh Kandula, Nishant Yadav, Taesung Lee, and Hessel Tuinhof. 2022. Robustness of Explanation Methods for NLP Models. https://doi.org/10.48550/ARXIV.2206.12284
[14] Yang Bai, Yuyuan Zeng, Yong Jiang, Shu-Tao Xia, Xingjun Ma, and Yisen Wang. 2021. Improving Adversarial Robustness via Channel-wise Activation Suppressing. https://doi.org/10.48550/ARXIV.2103.08307
[15] Mohit Bajaj, Lingyang Chu, Zi Yu Xue, Jian Pei, Lanjun Wang, Peter Cho-Ho Lam, and Yong Zhang. 2021. Robust Counterfactual Explanations on Graph Neural Networks. In NeurIPS, Vol. 34. Curran Associates, Inc., 5644–5655. https://proceedings.neurips.cc/paper/2021/file/28c5a2026736360359142458038c094-Paper.pdf

[16] Agathe Balayn, Gaole He, Andrea Hu, Jie Yang, and Ujwal Gadiraju. 2022. Ready Player One! Eliciting Diverse Knowledge Using A Configurable Game. In Web Conf. 1709–1719.

[17] Agathe Balayn, Natasa Rikaloo, Christoph Lof, Jie Yang, and Alessandro Bozzon. 2022. How can Explainability Methods be Used to Support Bug Identification in Computer Vision Models?. In CHI’22, 1–16.

[18] Agathe Balayn, Natasa Rikaloo, Jie Yang, and Alessandro Bozzon. 2023. Faulty or Ready? Handling Failures in Deep-Learning Computer Vision Models until Deployment: A Study of Practices, Challenges, and Needs. In CHI’23.

[19] Agathe Balayn, Panagiotis Souli, Christoph Lof, Jie Yang, and Alessandro Bozzon. 2021. What do you mean? Interpreting image classification with crowdsourced concept extraction and analysis. In Web Conf. 1937–1948.

[20] Mislav Balunovic, Maximilian Baader, Gagandeep Singh, Timon Gehr, and Martin Vechev. 2019. Certifying Geometric Robustness of Neural Networks. In NeurIPS, Vol. 32. Curran Associates, Inc. https://proceedings.neurips.cc/paper/2019/file/f1f646ca028e7fe4682d75ed8025fe76-Paper.pdf

[21] Gagan Bansal, Besmira Nushi, Ece Kamar, Daniel S Weld, Walter S Lasecki, and Eric Horvitz. 2019. Updates in human-ai teams: Understanding and addressing the performance/compatibility tradeoff. In Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 33. 2429–2437.

[22] Oshrat Bar, Amnon Drory, and Raja Giryes. 2022. A Spectral Perspective of DNN Robustness to Label Noise. In NeurIPS, 121 (2022), 102843. https://doi.org/10.1016/j.cose.2022.102843

[23] Collin Burns and Jacob Steinhardt. 2021. Limitations of post-hoc feature alignment for robustness. In CVPR, 2525–2533.

[24] Alvin Chan, Yi Tay, Yew Soon Ong, and Jie Fu. 2019. Jacobian adversarially regularized networks for robustness. In Electronics, 8 (2019), 832.

[25] Emily M. Bender and Alexander Koller. 2020. Climbing towards NLU: On Meaning, Form, and Understanding in the Age of Data. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, Online, 5185–5198. https://doi.org/10.18653/v1/2020.acl-main.463

[26] Philipp Benz, Chaoning Zhang, Adil Karjaub, and In So Kweon. 2021. Robustness may be at odds with fairness: An empirical study on class-wise accuracy. In NeurIPS, PMLR, 325–342.

[27] Arjun Nitin Bhagoji, Daniel Cullina, Chawin Sitawarin, and Prateek Mittal. 2018. Enhancing robustness of machine learning systems via data transformations. In CISS, IEEE, 1–5.

[28] Angie Boggust, Benjamin Hoover, Arvind Satyanarayan, and Hendrik Strobelt. 2022. Shared Interest: Measuring Human-AI Alignment to Identify Recurring Patterns in Model Behavior. In CHI. 1–17.

[29] Aleksandar Bojchevski and S. Günnemann. 2019. Certifiable robustness to graph perturbations. NeurIPS 32 (2019).

[30] Virginia Braun and Victoria Clarke. 2006. Using thematic analysis in psychology. Qualitative research in psychology 3, 2 (2006), 77–101.

[31] Cristian Bucilua, Rich Caruana, and Alexandru Niculescu-Mizil. 2006. Model Compression. In Proceedings of the 12th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD ’06). ACM, 535–541. https://doi.org/10.1145/1150402.1150464

[32] Collin Burns and Jacob Steinhardt. 2021. Towards evaluating the robustness of neural networks. In 2017 IEEE symposium on security and privacy (sp). Ieee, 39–57.

[33] Ginevra Carbone, Matthew Wicker, Luca Laurenti, A. Patane, L. Bortolussi, and Guido Sanguinetti. 2020. Robustness of Bayesian Neural Networks to Gradient-Based Attacks. In NeurIPS, Vol. 33. Curran Associates, 15602–15613. https://proceedings.neurips.cc/paper/2020/file/bf61131ebec0eb2b14835fa68a48ff-Paper.pdf

[34] Nicholas Carlini, A. Athalye, N. Papernot, W. Brendel, Jonas Rauber, Dimitris Tsipras, Ian Goodfellow, Aleksandr Madry, and Alexey Kurakin. 2019. On evaluating adversarial robustness. arXiv preprint arXiv:1902.06705 (2019).

[35] Nicholas Carlini and David Wagner. 2017. Towards evaluating the robustness of neural networks. In 2017 IEEE symposium on security and privacy (sp). Ieee, 39–57.

[36] Angélica Cabrera, Abraham J Druck, Jason I Hong, and Adam Perer. 2021. Discovering and validating AI errors with crowdsourced failure reports. ACM on Human-Computer Interaction, 5, CSCW2 (2021), 1–22.

[37] Stefano Calzavara, Lorenzo Cazzaro, Claudio Lucchese, Federico Marcuzzi, and Salvatore Orlando. 2022. Beyond robustness: Resilience of machine learning models for class-wise accuracy. In NeurIPS, PMLR, 325–342.

[38] Cristian Bucilua, Rich Caruana, and Alexandru Niculescu-Mizil. 2006. Model Compression. In Proceedings of the 12th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD ’06). ACM, 535–541. https://doi.org/10.1145/1150402.1150464

[39] Joy Buolamwini and Timnit Gebru. 2018. Gender shades: Intersectional accuracy disparities in commercial gender classification. In Proceedings of the 12th ACM Conference on Fairness, Accountability, and Transparency. PMLR, 77–91.

[40] Philipp Benz, Chaoning Zhang, Adil Karjaub, and In So Kweon. 2021. Robustness may be at odds with fairness: An empirical study on class-wise accuracy. In NeurIPS, PMLR, 325–342.
[65] Tianyu Du, Shouling Ji, Lujia Shen, Yao Zhang, Jinfeng Li, Jie Shi, Chengfang Fang, Jianwei Yin, Raheem Beyah, and Ting Wang. 2021. Cert-RNN: Towards Certifying the Robustness of Recurrent Neural Networks. In CCS. 516–534.

[66] Xiaohu Du, Jie Yu, Shasha Li, Zibo Yi, Hai Liu, and Jun Ma. 2021. Combating Word-level Adversarial Text with Robust Adversarial Training. In 2021 Intl Joint Conf. on Neural Networks (IJCNN). 1–8. https://doi.org/10.1109/IJCNN52387.2021.933725

[67] Krishnamurthy (Dj) Divoitham, Jamie Hayes, Borja Balle, Zico Kolter, Chongli Qin, Andras Gyorgy, Kai Xiao, Sven Gowal, and Pushmeet Kohli. 2020. A Framework for Robustness Certification of Smoothed Classifiers using F-Divergences. In ICLR. https://openreview.net/forum?id=SLJrkSFPH

[68] Lei Feng, Senlin Zhu, Zhuyi Lin, Fengmiao Lv, Li Li, and Bo An. 2020. Can Cross Entropy Loss Be Robust to Label Noise?. In IJCAI-20. 2206–2212. https://doi.org/10.24963/ijcai.2020/305 Main track.

[69] Alaibbe Finnerty, Pavel Kucherbaev, Stefano Tranquillini, and Gregorio Convertino. 2013. Keep it simple: Reward and task design in crowdsourcing. In Italian Chapter of SIGCHI. 1–4.

[70] Luciano Floridi. 2019. Establishing the rules for building trustworthy AI. Nature Machine Intelligence 1, 6 (2019). 261–262.

[71] James Fox and Sivasankaran Rajamanickam. 2019. How Robust Are Graph Neural Networks to Structural Noise?. https://doi.org/10.48550/ARXIV.1912.10206

[72] Scott Freitas, Shang-Tse Chen, Zijie J Wang, and Duen Horng Chau. 2020. Unmask: Adversarial detection and defense through robust feature alignment. In 2020 IEEE International Conference on Big Data (Big Data). IEEE, 1081–1088.

[73] Ji Gao, Beilun Wang, Zeming Lin, Weilin Xu, and Yanjun Qi. 2017. DeepCloak: Masking Deep Neural Network Models for Robustness Against Adversarial Samples. https://doi.org/10.48550/ARXIV.1702.06763

[74] Xiang Gao, Ripon K. Saha, Mukul R. Prasad, and Abhik Roychoudhury. 2020. Fuzz Testing Based Data Augmentation to Improve Robustness of Deep Neural Networks. In ICSE (Seoul, South Korea) (ICSE ’20). ACM, New York, NY, USA, 1147–1158. https://doi.org/10.1145/3377811.3380415

[75] Timnit Gebru, Jamie Morgenstern, Briana Vecchione, Jennifer Wortman Vaughan, Hanna Wallach, Hal Daumé III, and Kate Crawford. 2018. A Survery of Methods for Explainable AI. ACM Comput. Surv. 51, 5, Article 93 (aug 2018), 42 pages. https://doi.org/10.1145/3236009

[76] Sidharth Gupta, P. Dube, and Ashish Verma. 2020. Improving the Robustness to RNNs. In CVPR.

[77] Sireesh Gurusaraj, Amanda Bertsch, Clara Na, David Widder, and Emma Strubell. 2023. To Build Our Future, We Must Know Our Past: Contextualizing Paradigm Shifts in Natural Language Processing. In Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing, Houa Bouamor, Juan Pino, and Kalika Bali (Eds.). Association for Computational Linguistics, Singapore, 13310–13325. https://doi.org/10.18653/v1/2023.emnlp-main.822

[78] Christian Haase-Schütz, Rainer Stal, Heinz Hertzlein, and Bernhard Sick. 2020. Iterative Label Improvement: Robust Training by Confidence Based Filtering and Dataset Partitioning. https://doi.org/10.48550/ARXIV.2002.02705

[79] Kilian Hendrickx, Lorenzo Perini, Dries Van der Flas, Wannes Meert, and Jesse Davis. 2021. Machine learning with a reject option: A survey. arXiv preprint arXiv:2107.11277 (2021).
[90] Dan Hendrycks and Thomas Dietterich. 2019. Benchmarking Neural Network Robustness to Common Corruptions and Perturbations. https://doi.org/10.48550/ARXIV.1903.12261
[91] P Henriksen, K Hammermik, D Rueckert, and A Lomuscio. 2021. Bias Field Robustness Verification of Large Neural Image Classifiers. https://doi.org/10.48550/ARXIV.2012.06122
[92] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean. 2015. Distilling the Knowledge in a Neural Network. https://doi.org/10.48550/ARXIV.1503.02531
[93] P Hitzler and MK Sarker. 2022. Human-Centered Concept Explanations for Neural Networks. Neuro-Symbolic Artificial Intelligence: The State of the Art 342, 337 (2022), 2.
[94] Fred Hohman, Andrew Head, Rich Caruana, Robert DeLine, and Steven M Drucker. 2019. Gamut: A design probe to understand how data scientists understand machine learning models. In CHI 1–13.
[95] Kenneth Holstein, Jennifer Wortman Vaughan, Hal Daumé III, Miro Dudík, and Hanna Wallach. 2019. Improving fairness in machine learning systems: What do industry practitioners need?. In Proceedings of the 2019 CHI conference on human factors in computing systems. 1–16.
[96] Sungsoo Ray Hong, Jessica Hullman, and Enrico Bertini. 2020. Human factors in model interpretability: Industry practices, challenges, and needs. ACM on Human-Computer Interaction 4, CSCW1 (2020), 1–26.
[97] Ramtin Hosseini, Xingyi Yang, and Pengtao Xie. 2020. DSRNA: Differentiable Search of Robust Neural Architectures. https://doi.org/10.48550/ARXIV.2012.06122
[98] X Hu, H Wang, A Vegesana, and al. 2020. Crowdsourcing Detection of Sampling Biases in Image Datasets. In Proc. of WWW. 2955–2961.
[99] Lifu Huang, Ronan Le Bras, Chandra Bhagavatula, and Yejin Choi. 2019. Cosmos QA: Machine Reading Comprehension with Contextual Commonsense Reasoning. In 2019 EMNLP-IJCNLP. 2391–2401.
[100] Oana Irel, Khalid Khakhm, Tatiana Cristea, Anca Dumitran, Arne Rutjes, Jelle van der Ploeg, Lukasz Romaszko, Lora Aroyo, and Robert-Jan Sips. 2014. Crowdtruth: Machine-human computation framework for harnessing disaggregation in gathering annotated data. In ISWC. Springer. 486–504.
[101] Matthew Jagielski, Alina Oprea, Battista Biggio, Chang Liu, Cristina Nita-Rotaru, and Bo Li. 2018. Manipulating machine learning: Poisoning attacks and countermeasures for regression learning. In 2018 IEEE Symposium on Security and Privacy (SP). IEEE, 19–35.
[102] Jonghoen Jeong and Jinwoo Shin. 2020. Consistency Regularization for Certified Robustness of Smoothed Classifiers. In NeurIPS, Vol. 33. Curran Associates, Inc., 10558–10570. https://proceedings.neurips.cc/paper/2020/file/77330e1330ae2b086e5bfcaea50d9fiae-Paper.pdf
[103] Malhar Jere, Maghav Kumar, and Farinaz Koushanfar. 2020. A singular value perspective on model robustness. arXiv preprint arXiv:2012.03516 (2020).
[104] Ziwei Ji, Nayeon Lee, Rita Frieske, Tiezhen Yu, Dan Su, Yan Xu, Etsuko Ishii, Ye Jin Bang, Andrea Madotto, and Pascale Fung. 2023. Survey of Hallucination in Natural Language Generation. ACM Comput. Surv. 55, 12, Article 248 (mar 2023), 38 pages. https://doi.org/10.1145/3571730
[105] Di Jin, Zhijing Jin, Jieyi Tianyi Zhou, and Peter Szolovits. 2020. Is bert really robust? a strong baseline for natural language attack on text classification and entailment. In AAAI. Vol. 34. 8018–8025.
[106] Jonghoon Jin, Aysegul Dundar, and Eugenio Culurciello. 2015. Robust Convolutional Neural Networks under Adversarial Noise. https://doi.org/10.48550/ARXIV.1511.06306
[107] Wei Jin, Yao Ma, Xiaorui Liu, Xiaofeng Tang, Suhang Wang, and Jiliang Tang. 2020. Graph Structure Learning for Robust Graph Neural Networks. In SIGKDD. ACM, New York, NY, USA, 66–74. https://doi.org/10.1145/3394486.3400409
[108] Takuhiro Kaneko, Yoshifuka Ushaki, and Tatsuya Harada. 2018. Label-Noise Robust Generative Adversarial Networks. https://doi.org/10.48550/ARXIV.1811.11465
[109] Arpan Kar and Amit Kumar Kushwaha. 2021. Facilitators and Barriers of Artificial Intelligence Adoption in Business – Insights from Opinions Using Big Data Analytics. Information Systems Frontiers 25 (11 2021). https://doi.org/10.1007/s10796-021-10219-4
[110] B Kim, M Wittenberg, and al. 2018. Interpretability beyond feature attribution: Quantitative testing with concept activation vectors. In ICML.
[111] Marvin Klinkner, Andreas Bar, and Tim Fingscheidt. 2020. Improved Noise and Attack Robustness for Semantic Segmentation by Using Multi-Task Training With Self-Supervised Depth Estimation. In CVPR Workshops.
[112] Pang Wei Koh, S. Sagawa, H. Marklund, S. M. Xie, M. Zhang, A. Balsubramani, Weihua Hu, Michihiro Yasunaga, R. L. Phillips, Irena Gao, et al. 2021. Wilds: A benchmark of in-the-wild distribution shifts. In ICML. PMLR, 5637–5664.
[113] A. Kortylewski, Q. Liu, A. Wang, Y. Sun, and A. Yuille. 2021. Compositional convolutional neural networks: A robust and interpretable model for object recognition under occlusion. I. Journal of Computer Vision 129, 3 (2021), 736–760.
[114] Sean Kross and Philip Guo. 2021. Orienting, framing, bridging, magic, and counseling; How data scientists navigate the outer loop of client collaborations in industry and academia. ACM on Human-Computer Interaction 5, CSCW2 (2021), 1–28.
[115] Emanuele La Malfa and Marta Kwiatkowska. 2022. The king is naked: on the notion of robustness for natural language processing. In AAAI Vol. 36. 11047–11057.
[116] Emanuele La Malfa, Min Wu, L. Laurenti, B. Wang, A. Hartshorn, and Marta Kwiatkowska. 2020. Assessing Robustness of Text Classification through Maximal Safe Radius Computation. In EMNLP. ACL. 2949–2968. https://doi.org/10.18653/v1/2020.findings-
[117] Himabindu Lakkaraju, Nino Arsov, and Osbert Bastani. 2020. Robust and Stable Black Box Explanations. In 37th ICML (ICML ’20). JMLR.org, Article 522, 11 pages. https://doi.org/10.5555/3524938.3525460

[118] Alfred Laugros, Alice Caplier, and Matthieu Ospici. 2020. Addressing Neural Network Robustness with Mixup and Targeted Labeling Adversarial Training. https://doi.org/10.48550/ARXIV.2008.08384

[119] Hyungyu Lee, Ho Bae, and Sungroh Yoon. 2021. Gradient Masking of Label Smoothing in Adversarial Robustness. IEEE Access 9 (2021), 6453–6464. https://doi.org/10.1109/ACCESS.2020.3048120

[120] Michelle Seng Ah Lee and Jat Singh. 2021. The landscape and gaps in open source fairness toolkits. In CHI 1–13.

[121] Klas Leino, Z. Wang, and M. Fredriksson. 2021. Globally-Robust Neural Networks. In ICML, Vol. 139. PMLR, 6212–6222. https://proceedings.mlr.press/v139/leino21a.html

[122] Alexander Levine and Soheil Feizi. 2020. Improved, Deterministic SMOOTHING for L_1 Certified Robustness. https://doi.org/10.48550/ARXIV.2103.10834

[123] Dongfang Li, Baotian Hu, Qingcai Chen, Tujie Xu, Jingcong Tao, and Yunan Zhang. 2022. Unifying Model Explainability and Robustness for Joint Text Classification and Rationale Extraction. In Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 36. 10947–10955.

[124] Dongyue Li and Hongyang Zhang. 2021. Improved Regularization and Robustness for Fine-tuning in Neural Networks. In NeurIPS, Vol. 34. Curran Associates, Inc., 27249–27262. https://proceedings.neurips.cc/paper/2021/file/e4a93f0332b251917e55741ea4e5e7-Paper.pdf

[125] Jinfeng Li, Tianyu Du, Shouling Ji, Rong Zhang, Quan Lu, Min Yang, and Ting Wang. 2020. Logit Constraints. https://doi.org/10.48550/ARXIV.2012.07688

[126] Linyi Li, Zexuan Zhong, Bo Li, and Tao Xie. 2019. Robustra: Training Provably Robust Neural Networks over Reference Adversarial Space. In IJCAI 4711–4717.

[127] Xia Li, Xiangrui Li, Deng Pan, and Dongxiao Zhao. 2020. Improving Adversarial Robustness via Probabilistically Compact Loss with Logit Constraints. https://doi.org/10.48550/ARXIV.2012.07688

[128] Yanxi Li, Zhaohui Yang, Yunhe Wang, and Chang Xu. 2021. Neural Architecture Dilation for Adversarial Robustness. In NeurIPS, Vol. 34. Curran Associates, Inc., 29578–29589. https://proceedings.neurips.cc/paper/2021/file/f764d06ccc52bc653d20bcecd94a4b6-Paper.pdf

[129] Zhimin Li, S. Liu, X. Yu, K. Bhavya, Jie Cao, Difenderfer James Daniel, Peer-Timo Bremer, and Valerio Pascucci. 2022. "Understanding Robustness Lottery": A Comparative Visual Analysis of Neural Network Pruning Approaches. https://doi.org/10.48550/ARXIV.2206.07918

[130] Q Vera Liao, Daniel Gruen, and Sarah Miller. 2020. Questioning the AI: informing design practices for explainable AI user experiences. In Proceedings of the 2020 CHI conference on human factors in computing systems. 1–15.

[131] Anthony Liu, Santiago Guerra, Isaac Fung, Gabriel Matute, Ece Kamar, and Walter Lasecki. 2020. Towards hybrid human-AI workflows for unknown unknown detection. In Web Conf. 2432–2442.

[132] Yang Lou, Ruizi Wu, Junli Li, Lin Wang, Xiang Li, and Guanrong Chen. 2023. A Learning Convolutional Neural Network Approach for Network Robustness Prediction. IEEE Transactions on Cybernetics 53, 7 (2023), 4531–4544. https://doi.org/10.1109/TCYB.2022.3207878

[133] Wolfgang Maass. 1997. Networks of spiking neurons: The third generation of neural network models. Neural Networks 10, 9 (1997), 1659–1671. https://doi.org/10.1016/S0893-6080(97)00011-7

[134] Divyam Madan, Jinwoo Shin, and Sung Ju Hwang. 2020. Learning to Generate Noise for Multi-Attack Robustness. https://doi.org/10.48550/ARXIV.2006.12135

[135] Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. 2018. Towards Deep Learning Models Resistant to Adversarial Attacks. In ICLR. OpenReview.net. https://openreview.net/forum?id=rJlBfZAb

[136] Ravi Mangal, Aditya V. Nori, and Alessandro Orso. 2019. Robustness of Neural Networks: A Probabilistic and Practical Approach. https://doi.org/10.48550/ARXIV.1902.05983

[137] Chengzhao Mao, Ziyuan Zhong, Junfeng Yang, Carl Vondruck, and Baishakhi Ray. 2019. Metric Learning for Adversarial Robustness. https://doi.org/10.48550/ARXIV.1909.00900

[138] Gary Marcu. 2020. The next decade in ai: four steps towards robust artificial intelligence. arXiv preprint arXiv:2002.06177 (2020).

[139] Alexander Mathis, Thomas Biast, Steffen Schneider, Mert Yükselgonul, Byron Rogers, Matthias Bethge, and Mackenzie W. Mathis. 2021. Pretraining Boosts Out-of-Domain Robustness for Pose Estimation. In WACV. 1859–1868.

[140] Nimareh Mehrabi, Fred Morstatter, Nripsuta Saxena, Kristina Lerman, and Aram Galstyan. 2021. A survey on bias and fairness in machine learning. CSUR 54, 6 (2021), 1–35.

[141] Brad Miller, Alex Kantchevian, Sadia Afroz, Rekha Bachwani, E. Dauber, L. Huang, M. C. Tschantz, A. D. Joseph, and J Doug Tygar. 2014. Adversarial active learning. In Workshop on Artificial Intelligent and Security. 3–14.

[142] Dimitry Miller, Lachlan Nicholson, Feras Dayoub, and Niko Sünderhauf. 2018. Dropout Sampling for Robust Object Detection in Open-Set Conditions. In ICRA. 3243–3249. https://doi.org/10.1109/ICRA.2018.8460700

[143] David J Miller, Xinyi Hu, Zhicong Qiu, and George Kesidis. 2017. Adversarial learning: a critical review and active learning study. In Intl. Workshop on Machine Learning for Signal Processing (MLSP). IEEE, 1–6.

ACM Comput. Surv.
[144] John P Miller, Rohan Taori, Aditi Raghunathan, Shiori Sagawa, Pang Wei Koh, Vaishaal Shankar, Percy Liang, Yair Carmon, and Ludwig Schmidt. 2021. Accuracy on the line: on the strong correlation between out-of-distribution and in-distribution generalization. In ICML. PMLR, 7721–7735.

[145] Matthew Mirman, Timon Gehr, and Martin Vechev. 2018. Differentiable Abstract Interpretation for Provably Robust Neural Networks. In 35th ICML, Vol. 80. PMLR, 3578–3586. https://proceedings.mlr.press/v80/mirman18b.html

[146] Margaret Mitchell, Simone Wu, Andrew Zaldivar, Parker Barnes, Lucy Vasserman, Ben Hutchinson, Elena Spitzer, Inioluwa Deborah Raji, and Timnit Gebru. 2019. Model cards for model reporting. In PAMQ. 220–229.

[147] Jisoo Mok, Byunggook Na, Hyeokjun Choe, and Sungroh Yoon. 2021. AdVerush: Searching for Adversarially Robust Neural Architectures. https://doi.org/10.48550/ARXIV.2108.01289

[148] Mohammad Momeny, Ali Mohammad Latif, Mehdi Agha Sarram, Razieh Sheikhpour, and Yu Dong Zhang. 2021. A noise robust convolutional neural network for image classification. Results in Engineering 10 (2021), 100225. https://doi.org/10.1016/j.rineng.2021.100225

[149] Seyed-Mohsen Moosavi-Dezfooli, Ashish Shrivastava, and Oncel Tuzel. 2018. Divide, Denoise, and Defend against Adversarial Attacks. https://doi.org/10.48550/ARXIV.1802.06806

[150] Milad Moradi and Matthias Samwald. 2021. Evaluating the Robustness of Neural Language Models to Input Perturbations. https://doi.org/10.48550/ARXIV.2108.12237

[151] Aamir Mustafa, S. H. Khan, M. Hayat, R. Goecke, Jianbing Shen, and Ling Shao. 2021. Deeply Supervised Discriminative Learning for Adversarial Defense. Trans. on Pattern Analysis and Machine Intelligence 43, 9 (2021), 3154–3166. https://doi.org/10.1109/TPAMI.2020.2978474

[152] Nadia Nahar, Shurui Zhou, Grace Lewis, and Christian Kästner. 2022. Collaboration challenges in building ml-enabled systems: Communication, documentation, engineering, and process. In Proceedings of the 44th International Conference on Software Engineering, 413–425.

[153] Vedant Nanda, Till Speicher, John P Dickerson, Krishna P Gummadi, and Muhammad Bilal Zafar. 2022. Unifying Model Explainability and Robustness for Joint Text Classification and Rationale Extraction. In Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 36. 10947–10955.

[154] Shweta Narkar, Yunfeng Zhang, Q Vera Liao, Dakuo Wang, and Justin D Weiss. 2021. Model LineUpper: Supporting Interactive Model Comparison at Multiple Levels for AutoML. In 26th Intl. Conf. on Intelligent User Interfaces. 170–174.

[155] Muzammal Naseer, Salman Khan, Munawar Hayat, Fahad Shabbaz Khan, and Fatih Porikli. 2020. A Self-supervised Approach for Adversarial Robustness. https://doi.org/10.48550/ARXIV.2006.04924

[156] Behnam Neyshabur, Srinadh Bhojanapalli, David McAllester, and Nathan Srebro. 2017. Exploring Generalization in Deep Learning. https://doi.org/10.48550/ARXIV.1706.08947

[157] Kun-Peng Ning, Lue Tao, Songcan Chen, and Sheng-Jun Huang. 2021. Improving Model Robustness by Adaptively Correcting Perturbation Levels with Active Queries. In EAAI. AAAI Press, 9161–9169. https://ojs.aaai.org/index.php/AAAI/article/view/17106

[158] Ardavan Salehi Nobandegani, Kevin da Silva Castanheira, Timothy O’Donnell, and Thomas R Shultz. 2019. On Robustness: An Undervalued Dimension of Human Rationality. In CogSci. 3327.

[159] Curtis G. Northcutt, Anish Athalye, and Jonas Mueller. 2021. Pervasive Label Errors in Test Sets Destabilize Machine Learning Benchmarks. In NeurIPS.

[160] Mehdi Nourelahi, Lars Kothoff, Peijie Chen, and Anh Nguyen. 2022. How explainable are adversarially-robust CNNs? arXiv preprint arXiv:2205.13042 (2022).

[161] Besmira Nushi, Eeq Kamar, Eric Horvitz, and Donald Kossmann. 2017. On human intellect and machine failures: Troubleshooting integrative machine learning systems. In Thirty-FirstAAAI.

[162] Tianyu Pang, Min Lin, Xiao Yang, Jun Zhu, and Shuicheng Yan. 2022. Robustness and Accuracy Could Be Reconcilable by (Proper) Definition. https://doi.org/10.48550/ARXIV.2202.10103

[163] Tianyu Pang, Huishuai Zhang, Di He, Yinpeng Dong, Hang Su, Wei Chen, Jun Zhu, and Tie-Yan Liu. 2022. Two Coupled Rejection Metrics Can Tell Adversarial Examples Apart. In CVPR. 15223–15233.

[164] Nicolas Papernot, Patrick McDaniel, Xi Wu, Somesh Jha, and Ananthram Swami. 2016. Distillation as a Defense to Adversarial Perturbations Against Deep Neural Networks. In IEEE SP. 582–597. https://doi.org/10.1109/SP.2016.41

[165] Magdalini Paschali, Saleesh Conjeti, Fernando Navarro, and Nassir Navab. 2018. Generalizability vs. Robustness: Adversarial Examples for Medical Imaging. https://doi.org/10.48550/ARXIV.1804.05050

[166] Martin Pawelczyk, Chirag Agarwal, Shalmali Joshi, Sohini Upadhyay, and Himabindu Lakkaraju. 2022. Exploring Counterfactual Explanations Through the Lens of Adversarial Examples: A Theoretical and Empirical Analysis. In AISTATS, Vol. 151. PMLR, 4574–4594. https://proceedings.mlr.press/v151/pawelczyk22a.html

[167] Joshua C. Peterson, Buairidh M. Battleday, Thomas L. Griffiths, and Olga Russakovsky. 2019. Human uncertainty makes classification more robust. https://doi.org/10.48550/ARXIV.1908.07086
[168] Pouya Pezeshkpour, Yifan Tian, and Sameer Singh. 2019. Investigating Robustness and Interpretability of Link Prediction via Adversarial Modifications. In ACL. ACL, Minneapolis, Minnesota, 3336–3347. https://doi.org/10.18653/v1/N19-1337

[169] Maura Pintor, Daniele Angioni, Angelo Sotgiu, Luca Demetrio, Ambra Demontis, Battista Biggio, and Fabio Roli. 2022. ImageNet-Patch: A Dataset for Benchmarking Machine Learning Robustness against Adversarial Patches. https://doi.org/10.48550/ARXIV.2203.04412

[170] David Piorkowski, Soya Park, April Yi Wang, Dakuo Wang, Michael Müller, and Felix Portnoy. 2021. How do developers overcome communication challenges in a multidisciplinary team: A case study. ACM on Human-Computer Interaction 5, CSCW1 (2021), 1–25.

[171] Yada Prucksachatkun, S. Krishna, J. Dhamala, R. Gupta, and Kai-Wei Chang. 2021. Does Robustness Improve Fairness? Approaching Fairness with Word Substitution Robustness Methods for Text Classification. In ACL-IJCNLP. 3320–3331. https://doi.org/10.18653/v1/2021.findings-acl.294

[172] Danish Pruthi, Bhuvan Dhingra, and Zachary C. Lipton. 2019. Combating Adversarial Misspellings with Robust Word Recognition. In Proceedings of the 57th Annual Meeting of the ACL. 5582–5591. https://doi.org/10.18653/v1/P19-1561

[173] Yanmin Qian, Hu Hu, and Tian Tan. 2019. Data augmentation using generative adversarial networks for robust speech recognition. Speech Communication 114 (2019), 1–9. https://doi.org/10.1016/j.specom.2019.08.006

[174] Hamon R, Junklewitz H, and Sanchez Martin JL. 2020. Robustness and Explainability of Artificial Intelligence. KJ-NA-30040-EN-N (online) (2020). https://doi.org/10.2760/57493(online)

[175] Aditi Raghunathan, Sang Michael Xie, Fanny Yang, John Duchi, and Percy Liang. 2020. Understanding and Mitigating the Tradeoff Between Robustness and Accuracy. https://doi.org/10.48550/ARXIV.2002.10716

[176] Bogdana Rakova, Jingying Yang, Henriette Cramer, and Rumman Chowdhury. 2021. Where responsible AI meets reality: Practitioner perspectives on enablers for shaping organizational practices. Proceedings of the ACM on Human-Computer Interaction 5, CSCW1 (2021), 1–23.

[177] V C Raykar, S Yu, and al. 2010. Learning from crowds. JMLR 11, Apr (2010).

[178] Ashkan Rezaei, Anqi Liu, Omid Memarrast, and Brian D. Ziebart. 2021. Robust Fairness Under Covariate Shift. AAAI 35, 11 (May 2021), 9419–9427. https://ojs.aaai.org/index.php/AAAI/article/view/17135

[179] Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. 2016. “Why should I trust you?” Explaining the predictions of any classifier. In SIGKDD. 1135–1144.

[180] Brianna Richardson, Jean Garcia-Gathright, Samuel F Way, Jennifer Thom, and Henriette Cramer. 2021. Towards Fairness in Practice: A Practitioner-Oriented Rubric for Evaluating Fair ML Toolkits. In CHI. 1–13.

[181] Matthew Richardson and Pedro Domingos. 2006. Markov logic networks. Machine learning 62, 1 (2006), 107–136.

[182] Christos Rodosthenous and Loizos Michael. 2016. A hybrid approach to commonsense knowledge acquisition. In STAIRS 2016. IOS Press, 111–122.

[183] Sudipta Singha Roy, Sk. Imran Hossain, M. A. H. Akhand, and Kazuyuki Murase. 2018. A Robust System for Noisy Image Classification Combining Denoising Autoencoder and Convolutional Neural Network. Intl Journal of Advanced Computer Science and Applications 9, 1 (2018). https://doi.org/10.14569/IJACSA.2018.090131

[184] Andras Rozsa, Manuel Gunther, and Terrance E. Boult. 2016. Towards Robust Deep Neural Networks with BANG. https://doi.org/10.48550/ARXIV.1612.00138

[185] Wenjie Ruan, Min Wu, Youcheng Sun, Xiaowei Huang, Daniel Kreonning, and Marta Kwiatkowska. 2018. Global Robustness Evaluation of Deep Neural Networks with Provable Guarantees for the $L_\infty$ Norm. https://doi.org/10.48550/ARXIV.1804.05805

[186] Eugenia Rusak, Lukas Schott, Roland S. Zimmermann, Julian Bitterwolf, Oliver Bringmann, Matthias Bethge, and Wieland Brendel. 2020. A simple way to make neural networks robust against diverse image corruptions. https://doi.org/10.48550/ARXIV.2001.06057

[187] Nititha Sambasivan, Shivani Kapania, Hannah Highfill, Diana Akrong, Praveen Paritosh, and Lora M Aroyo. 2021. “Everyone wants to do the model work, not the data work”: Data Cascades in High-Stakes AI. In 2021 CHI. 1–15.

[188] Wojciech Samek and Klaus-Robert Müller. 2019. Towards explainable artificial intelligence. In Explainable AI: interpreting, explaining and visualizing deep learning. Springer, 5–22.

[189] Ivan Sanchez, Jeff Mitchell, and Sebastian Riedel. 2018. Behavior Analysis of NLI Models: Uncovering the Influence of Three Factors on Robustness. In ACL. ACL, New Orleans, Louisiana, 1975–1985. https://doi.org/10.18653/v1/N18-1179

[190] Filippo Santoni de Sio. 2021. The European Commission report on ethics of connected and automated vehicles and the future of ethics of transportation. Ethics and Information Technology 23, 4 (2021), 713–726.

[191] Maarten Sap, Hannah Rashkin, Derek Chen, Ronan LeBras, and Yejin Choi. 2019. SocialQA: Commonsense Reasoning about Social Interactions. In Conf on Empirical Methods in Natural Language Processing.

[192] Vikash Sehwag, Saeed Mahloujifar, Tinashe Handina, Sihui Dai, Chong Xiang, Mung Chiang, and Prateek Mittal. 2021. Robust Learning Meets Generative Models: Can Proxy Distributions Improve Adversarial Robustness? https://doi.org/10.48550/ARXIV.2104.09425

[193] Shreya Shankar, Rolando Garcia, Joseph M Hellerstein, and Aditya G Parameswaran. 2022. Operationalizing Machine Learning: An Interview Study. arXiv preprint arXiv:2209.09125 (2022).

[194] Vaishaal Shankar, Achal Dave, Rebecca Roelofs, Deva Ramanan, Benjamin Recht, and Ludwig Schmidt. 2019. Do Image Classifiers Generalize Across Time? https://doi.org/10.48550/ARXIV.1906.02168

ACM Comput. Surv.
ACM Comput. Surv. 34 • A. Toccheti et al.

[222] Jihoon Tack, Sihyun Yu, Jongheon Jeong, Minseon Kim, Sung Ju Hwang, and Jinwoo Shin. 2022. Consistency Regularization for Adversarial Robustness. AAAI 36, 8 (Jun. 2022), 8414–8422. https://doi.org/10.1609/aaai.v36i8.20817

[223] Shiyu Tang, Ruihao Gong, Yan Wang, Aishan Liu, Jiakai Wang, Xinyun Chen, Fengwei Yu, Xianglong Liu, Dawn Song, Alan Yuille, Philip H. S. Torr, and Dacheng Tao. 2021. RobustART: Benchmarking Robustness on Architecture Design and Training Techniques. https://doi.org/10.48550/ARXIV.2109.05211

[224] Rohan Taori, Achal Dave, Vaishaal Shankar, Nicholas Carlini, Benjamin Recht, and Ludwig Schmidt. 2020. Measuring Robustness to Natural Distribution Shifts in Image Classification. In NeurIPS, Vol. 33. Curran Associates, 18583–18599. https://proceedings.neurips.cc/paper/2020/file/d8330f857a17c53d4217014ee77b6d50-Paper.pdf

[225] Matteo Terzi, Gian Antonio Susto, and Pratik Chaudhari. 2020. Directional adversarial training for cost sensitive deep learning classification applications. Engineering Applications of Artificial Intelligence 91 (2020), 103550.

[226] Dang Duy Thang and Toshihiro Matsu. 2019. Image Transformation can make Neural Networks more robust against Adversarial Examples. https://doi.org/10.48550/ARXIV.1901.03037

[227] V. Tjeng, K. Xiao, and R. Tedrake. 2017. Evaluating Robustness of Neural Networks with Mixed Integer Programming. https://doi.org/10.48550/ARXIV.1711.07356

[228] Yu-Lin Tsai, Chia-Yi Hsu, Chia-Mu Yu, and Pin-Yu Chen. 2021. Formalizing Generalization and Robustness of Neural Networks to Weight Perturbations. https://doi.org/10.48550/ARXIV.2103.02200

[229] Dimitris Tsipras, Shibani Santurkar, Logan Engstrom, Alexander Turner, and Aleksander Madry. 2018. Robustness May Be at Odds with Accuracy. In ICLR.

[230] Jonathan Usato, Jean-Baptiste Alayrac, Po-Sen Huang, Robert Stanforth, Alhussein Fawzi, and Pushmeet Kohli. 2019. Are Labels Required for Improving Adversarial Robustness? Curran Associates Inc., Red Hook, NY, USA. https://doi.org/10.5555/3454287.3455381

[231] Meet P. Vadera, Satya Narayan Shukla, Brian Jalaian, and Benjamin M. Marlin. 2020. Assessing the Adversarial Robustness of Monte Carlo and Distillation Methods for Deep Bayesian Neural Network Classification. https://doi.org/10.48550/ARXIV.2002.02842

[232] Pratik Vaishnavi, Tianji Cong, Kevin Eykholt, Atul Prakash, and Amir Rahmati. 2020. Can Attention Masks Improve Adversarial Robustness? https://doi.org/10.48550/ARXIV.1911.11946

[233] Colin Vandenhof. 2019. A hybrid approach to identifying unknown unknowns of predictive models. In HCOMP. Vol. 7. 180–187.

[234] Jennifer Wortman Vaughan. 2018. Making better use of the crowd: How crowdsourcing can advance machine learning research. JMLR 18, 193 (2018), 1–46.

[235] Michael Veale, Max Van Kleek, and Reuben Binns. 2018. Fairness and accountability design needs for algorithmic support in high-stakes public sector decision-making. In Proceedings of the 2018 CHI conference. 1–14.

[236] Sahil Verma and Julia Rubin. 2018. Fairness definitions explained. In Fairware. IEEE, 1–7.

[237] Marco Virgolin and Saverio Fracaros. 2023. On the robustness of sparse counterfactual explanations to adverse perturbations. Artificial Intelligence 316 (2023), 103840. https://doi.org/10.1016/j.artint.2022.103840

[238] Luis Von Ahn, M. Kedia, and M. Blum. 2006. Verbosity: a game for collecting common-sense facts. In SIGCHI. 75–78.

[239] Binghui Wang, Jinyuan Jia, Xiaoyu Cao, and Neil Zhenqiang Gong. 2020. Certified Robustness of Graph Neural Networks against Adversarial Structural Perturbation. https://doi.org/10.48550/ARXIV.2008.10715

[240] H. Wang and C-N. Yu. 2019. A Direct Approach to Robust Deep Learning Using Adversarial Networks. (2019). https://doi.org/10.48550/ARXIV.1905.09591

[241] Jindong Wang, HU Xu, Wexun Hou, Hao Chen, Runkai Zheng, Yidong Wang, et al. 2023. On the Robustness of ChatGPT: An Adversarial and Out-of-distribution Perspective. In ICLR 2023 Workshop on Trustworthy and Reliable Large-Scale Machine Learning Models.

[242] Jiakai Wang, Xizin Yin, Pengfei Hu, Aishan Liu, Renshuai Tao, Haotong Qin, Xianglong Liu, and Dacheng Tao. 2022. Defensive Patches for Robust Recognition in the Physical World. In CVPR. 2456–2465.

[243] Lijie Wang, Hau Liu, Shuyuan Peng, Hongxuan Tang, Xinyan Xiao, Ying Chen, Hua Wu, and Haifeng Wang. 2021. DuTrust: A Sentiment Analysis Dataset for Trustworthiness Evaluation. https://doi.org/10.48550/ARXIV.2108.13140

[244] Serena Wang, Wenshuo Guo, Harikrishna Narasimhan, Andrew Cotter, Maya Gupta, and Michael I. Jordan. 2020. Robust Optimization for Fairness with Noisy Protected Groups. https://doi.org/10.48550/ARXIV.2002.09343

[245] Yisen Wang, Difan Zou, Jinfeng Yi, James Bailey, Xingjun Ma, and Quanquan Gu. 2020. Improving Adversarial Robustness Requires Revisiting Misclassified Examples. In ICLR.

[246] Zhao Wang and Aron Culotta. 2021. Robustness to Spurious Correlations in Text Classification via Automatically Generated Counterfactuals. In EMNLP. 14024–14031. https://ojs.aaii.org/index.php/AAAI/article/view/17651

[247] Stefan Webb, Tom Rainforth, Yee Whye Teh, and M. Pawan Kumar. 2018. A Statistical Approach to Assessing Neural Network Robustness. https://doi.org/10.48550/ARXIV.1811.07209

[248] Jason Wei, Yuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian ichter, Fei Xia, Ed Chi, Quoc V Le, and Denny Zhou. 2022. Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. In NeurIPS. Vol. 35. 24824–24837. https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5699613524ecf4f15a07b31abca4-Paper-Conference.pdf
36 • A. Tocchetti et al.

[275] Jie M. Zhang, Mark Harman, Lei Ma, and Yang Liu. 2020. Machine learning testing: Survey, landscapes and horizons. *Trans. on Software Engineering* (2020).

[276] Li Zhang and Haiping Lu. 2020. A Feature-Importance-Aware and Robust Aggregator for GCN. In *CIKM*. ACM, 1813–1822. https://doi.org/10.1145/3340531.3411983

[277] Marvin Zhang, Sergey Levine, and Chelsea Finn. 2022. MEMO: Test Time Robustness via Adaptation and Augmentation. In *Advances in Neural Information Processing Systems*, S. Koyejo, S. Mohamed, A. Agarwal, D. Belgrave, K. Cho, and A. Oh (Eds.), Vol. 35. Curran Associates, Inc., 38629–38642. https://proceedings.neurips.cc/paper_files/paper/2022/file/fc28053a08f596c86b11f2e31e81c7-Paper-Conference.pdf

[278] Mengdi Zhang, Jun Sun, and Jingyi Wang. 2022. Which neural network makes more explainable decisions? An approach towards measuring explainability. *Automated Software Engineering* 29, 2 (09 Apr 2022), 39. https://doi.org/10.1007/s10515-022-00338-w

[279] Q. Zhang and al. 2018. Interpretable convolutional neural networks. *CVPR*.

[280] Xiao Zhang and David Evans. 2021. Understanding Intrinsic Robustness Using Label Uncertainty. https://doi.org/10.48550/ARXIV.2107.03250

[281] Yuhao Zhang, Aws Albarghouthi, and Loris D’Antoni. 2021. Certified Robustness to Programmable Transformations in LSTMs. In *EMNLP*. ACL, 1068–1083. https://doi.org/10.18653/v1/2021.emnlp-main.82

[282] Long Zhao, Ting Liu, Xi Peng, and Dimitris Metaxas. 2020. Maximum-Entropy Adversarial Data Augmentation for Improved Generalization and Robustness. https://doi.org/10.48550/ARXIV.2010.08001

[283] Qinkai Zheng, Xu Zou, Yuxiao Dong, Yukuo Cen, Da Yin, Jiaren Xiu, Yang Yang, and Jie Tang. 2021. Graph Robustness Benchmark: Benchmarking the Adversarial Robustness of Graph Machine Learning. In *NeurIPS*. https://openreview.net/forum?id=NxWUnwmFV4

[284] Xiaojing Zheng, J. Zeng, Y. Zhou, C.-J. Hsieh, Minhao Cheng, and Xuanjing Huang. 2020. Evaluating and Enhancing the Robustness of Neural Network-based Dependency Parsing Models with Adversarial Examples. In *ACL*. 6600–6610. https://doi.org/10.18653/v1/2020.acl-main.590

[285] Yiqi Zhong, Lei Wu, Xiaoming Liu, and Junjun Jiang. 2022. Exploiting the Potential of Datasets: A Data-Centric Approach for Model Robustness. https://doi.org/10.48550/ARXIV.2203.05323

[286] Shuyan Zhou, Xiaokai Zeng, Yingqi Zhou, Antonios Anastasopoulos, and Graham Neubig. 2019. Improving robustness of neural machine translation with multi-task learning, In *Conf. on Machine Translation*. 565–571.

[287] Bojia Zi, Shihao Zhao, Xingjun Ma, and Yu-Gang Jiang. 2021. Revisiting Adversarial Robustness Distillation: Robust Soft Labels Make Student Better. In *ICCV*. 16443–16452.

[288] Vadim Ziyadinov and Maxim Tereshonok. 2022. Noise Immunity and Robustness Study of Image Recognition Using a Convolutional Neural Network. *Sensors* 22, 3 (2022). https://doi.org/10.3390/s22031241

[289] Daniel Zoran, Mike Chrzanowski, Po-Sen Huang, Sven Gowal, Alex Mott, and Pushmeet Kohli. 2020. Towards Robust Image Classification Using Sequential Attention Models. In *CVPR*.

Received 15 October 2022; revised 21 December 2023; accepted 14 May 2024