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Abstract—Previous work has shown that 3D point cloud classifiers can be vulnerable to adversarial examples. However, most of the existing methods are aimed at white-box attacks, where the parameters and other information of the classifiers are known in the attack, which is unrealistic for real-world applications. In order to improve the attack performance of the black-box classifiers, the research community generally uses the transfer-based black-box attack. However, the transferability of current 3D attacks is still relatively low. To this end, this paper proposes Scale and Shear (SS) Attack to generate 3D adversarial examples with strong transferability. Specifically, we randomly scale or shear the input point cloud, so that the attack will not overfit the white-box model, thereby improving the transferability of the attack. Extensive experiments show that the SS attack proposed in this paper can be seamlessly combined with the existing state-of-the-art (SOTA) 3D point cloud attack methods to form more powerful attack methods, and the SS attack improves the transferability over 3.6 times compared to the baseline. Moreover, while substantially outperforming the baseline methods, the SS attack achieves SOTA transferability under various defenses. Our code will be available online at: https://github.com/cuge1995/SS-attack.
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I. INTRODUCTION

In recent years, with the rapid development of deep learning [1], deep learning models have been deployed in numerous fields. Among them, 3D perception systems based on deep learning are increasingly deployed in safety-critical commercial environments such as autonomous driving and robotics. However, deep learning models are vulnerable to small perturbations deliberately added by attackers [2]. The research on how to generate adversarial examples can help us understand the robustness of different models [3], [4] and further find the shortcomings of current deep learning models, which can then improve the robustness of current models.

In order to better study the robustness of current 3D point cloud classifiers, many works [5]–[7] have been proposed to generate 3D adversarial point cloud samples. Most of them are based on the CW [6] optimization framework. Generally speaking, attack algorithms based on the CW optimization framework can achieve higher success rates in the white-box setting, in which the attacker has complete knowledge of the network structure and weights. However, if these adversarial examples are tested on different networks (whether in terms of network structure, weights, or both, the attack is not known), the transferability of the attack based on the CW optimization framework is relatively low. This is due to the fact that optimization-based attacks tend to overfit specific network parameters (i.e., have a high white-box success rate), so the generated adversarial examples are rarely transferable to other networks (i.e., have a low black-box success rate). Previous work has also studied methods to improve the transferability of 3D point cloud attacks. For example, [6] proposed the AdvPC attack method. The core idea is to jointly attack the original input point cloud and the point cloud reconstructed by an autoencoder, so that it will rely less on white-box models and better generalize to different network models. [7] proposed a point cloud frequency attack method (AOF attack), where only the low-frequency part of the 3D point cloud is optimized during the attack, so as to attack the more general features of the 3D point cloud, thereby improving the transferability of the 3D point cloud adversarial samples.

Inspired by the fact that data augmentation can reduce overfitting [9], this paper aims to reduce the overfitting caused by the CW optimization framework by transforming the input 3D point cloud, thereby improving the transferability of 3D adversarial point cloud samples. To this end, this paper proposes a point cloud scaling and shear attack, named SS attack. Specifically, in the CW optimization framework, for each iterative optimization, SS attack first sets a hyperparameter $p_a$, which represents the probability of whether to transform the input point cloud, and its value is between 0 and 1. The second hyperparameter is $p_s$, which means that if the input point cloud needs to be transformed during the attack process, it will be sheared with the probability of $p_s$, otherwise it will be transformed with scale deformation. Since the SS attack only scales and shears the input point cloud, it can be seamlessly integrated with the existing attack methods. This paper compares the proposed SS attack with the current state-of-the-art methods and SS attack combination of attack methods such as 3D-Adv [10], kNN attack [5], AdvPC attack [6] and AOF attack [7]. In each iteration of optimization, unlike traditional methods that directly maximize the loss function, we apply a transformation (e.g., random scaling, random shear) to the input point cloud with probability $p_a$ and maximize the loss function. Extensive experiments are performed to validate the transferable performance of SS.
attacks on several classical point cloud classification networks in both white-box and black-box settings. Compared with the attacking algorithms of the traditional CW optimization framework, the experimental results on ModelNet40 show that SS attack achieves significantly higher transferability in the black-box model and maintains a similar attack success rate in the white-box model. We hoped SS attack can serve as a strong baseline to evaluate the robustness of 3D point cloud classifiers and the effectiveness of different defense methods in the future.

II. RELATED WORK

Deep learning on point clouds. After the pioneering work of PointNet [11], learning 3D representations from point cloud via deep learning has attracted much attention. The PointNet cannot learn the local features well, thus the subsequent research proposed various deep neural networks to learn more representative features across local and global. The most famous networks are PointNet++ [12], PointConv [13] and DGCNN [14]. The PointNet++ first randomly select a point in the input point set as the center point, and then further select the 3D points around the overlapping local area of the limited Euclidean distance around the selected center point to form a sub-area to learn the local features. PointConv learn 3D representations using the convolution paradigm, and the convolution kernel is regarded as a nonlinear function composed of weight and density functions acting on the local 3D point coordinate system. DGCNN proposes edge convolution (EdgeConv), which continuously recalculates the neighbors of each point in the feature space of each layer. DGCNN dynamically generates a graph from the nearest point features, and then learns the 3D shape representation from the graph.

More recently, inspired by the success in natural language processing, the transformer architecture is explored in point cloud learning. The PCT [15] is a new transformer-based point cloud learning framework, compared with the original self-attention module in transformer, they propose an improved self-attention with implicit Laplacian operator and normalization. The DPCT [16] learn 3D representations by the well-designed point-wise and channel-wise multi-head self-attention simultaneously, and can semantically capture richer contextual dependencies from both location and channel perspectives. The Patchformer [17] uses the Patch ATtention (PAT) and a lightweight Multi-Scale aTtention (MST) block to learn 3D representations.

Adversarial attacks on point clouds. The adversarial attack on point cloud can be roughly divide into white-box attack and black-box attack. The white-box attack means that the attacker knows all information about the deep learning models, such as the model’s architecture and the gradient of input data. 3D-Adv [10] generate adversarial point clouds examples by point perturbation and adding additional points. However, the adversarial point clouds examples craft by 3D-Adv have a lot outliers. Therefore, the subsequent research proposed various methods to generate adversarial examples that are less outlier point, but are still capable of attacking 3D point cloud classification models. KNN attack [5] employs kNN distance constraints to generate smoother and less perceptible adversarial point cloud examples. The Geometry-Aware Adversarial Attack (GeoA) [18] uses the geometry-aware objectives to further improved the imperceptible to humans. Moreover, the point drop attack [19] was developed by a gradient based saliency map, which iteratively remove the points with highest saliency score.

The black-box attack can be further classified as transfer-based black-box attacks, score-based black-box attacks and decision-based black-box attacks [2]. For point cloud, most works focus on transfer-based black-box attack. The AdvPC [6] uses the point cloud auto-encoder to improved the transferability of adversarial point cloud examples, and the AOF [7] only perturb the low-frequency part of the 3D point cloud, so as to attack the general features of the 3D point cloud and improve the transferability of the adversarial point cloud samples.

III. METHODOLOGY

A. An overview of classical point cloud attack

Let a 3D point cloud as $X \in \mathbb{R}^{N \times 3}$, where each line is the 3D coordinates of a point. Usually, for the classification model $F : \mathcal{X} \rightarrow \mathcal{Y}$, it mapping the point cloud to its corresponding class label, and the adversarial point cloud sample can be obtained by within $l_p$ a sphere of size $\epsilon_p$, where $p$ can be 1, 2, and $\infty$. The adversarial point cloud can be expressed as $X' = X + \Delta$, where $\Delta$ is the added small perturbation.

Most of the previous 3D point cloud attack methods crafted the 3D adversarial point cloud sample $X' \in \mathbb{R}^{N \times 3}$ by solving the following optimization problem:

$$
\min_{\Delta} l(X, X') \quad \text{s.t.} \quad D(X, X') \leq \epsilon
$$

where the $l()$ loss function generally includes two items, which are the adversarial loss function $l_{adv}$ and the distance loss function $l_{dis}$, the $l_{adv}$ is defined as following:

$$
l_{adv}(X') = \max(Z(X')_{y_{gt}} - \max_{y \neq y_{gt}}(Z(X')_y) + \kappa, 0)
$$

where $y_{gt}$ is the ground truth class, $y$ is any class not equal to $y_{gt}$, $Z(\cdot)$ is the output of the logits layer, and $\kappa$ is loss margin. Therefore, the previous 3D point cloud attack methods can be summarized as:

- **3D-Adv** [10] crafts 3D adversarial point cloud samples by optimizing the following loss function:

$$
l_{3d-adv} = l_{adv}(X') + \|X' - X\|_2^2
$$

- **KNN attack** [5] crafts 3D adversarial point cloud samples by optimizing the following loss function:

$$
l_{knn-adv} = l_{adv}(X') + l_{knn}(X')
$$

where $l_{knn}$ expands to:

$$
l_{knn}(X') = \frac{1}{\|X'\|} \sum_{p \in X'} u_p \cdot d_p
$$

where $d_p = \frac{1}{k} \left( \sum_{p' \in kNN(p, X')} \|p - p'\|_2^2 \right)$, for point $p \in X$, $kNN(p, X')$ represents its nearest $k$ nearest neighbors in...
Figure 1: The pipeline of SS attack.

Euclidean space, if $d_p$ is greater than the defined threshold, then $w_p = 1$, otherwise $w_p = 0$.

**AdvPC attack** [6] crafts 3D adversarial point cloud samples by optimizing the following loss function:

$$l_{advpc} = (1 - \gamma) l_{adv}(X') + \gamma l_{adv}(X'_{encoder})$$  \hspace{1cm} (6)

where $X'_{encoder}$ is the 3D point cloud reconstructed by the auto-encoder, and $\gamma$ is the hyperparameter of AdvPC attack.

**AOF attack** [7] crafts 3D adversarial point cloud samples by optimizing the following loss function:

$$l_{aof} = (1 - \gamma) l_{adv}(X') + \gamma l_{adv}(X'_{lfc})$$  \hspace{1cm} (7)

where $X'_{lfc}$ represents the the low frequency part of point cloud, and $\gamma$ is the hyperparameter of AOF attack.

**B. Scale and shear attack (SS attack)**

Dong et al. [20] claimed that the generation of adversarial samples is similar to the training of deep neural models, and the transferability of adversarial samples can be analogized to the generalization of training models. In this view, transforming the input can be viewed as data augmentation. In the 2D image domain, various input transformations have been proposed [21], [22] that can improve adversarial transferability. However, in the current 3D point cloud attack methods, there is a lack of corresponding research. To fill this research gap, in this paper, a point cloud scale and shear attack method is proposed to alleviate the attack overfitting problem brought by the CW optimization framework.

The overall framework of the point cloud scale and shear attack proposed in this paper is shown in the figure [1]. For each iterative in optimization, SS attack first sets a hyperparameter $p_a$, which represents the probability of whether to transform the input point cloud, its value is between 0 and 1. The second hyperparameter is $p_s$, which means that if the input point cloud needs to be transformed during the attack process, it

will be sheared with the probability of $p_s$, otherwise it will be transformed with scale deformation.

**SS-3D-Adv attack.** We first proposes the SS-3D-Adv attack method, which performs scale and shear transformation on the input of the point cloud of each iteration, and crafts 3D adversarial point cloud samples by optimizing the following loss function:

$$l_{ss-3d-adv} = l_{adv}(T(X')) + \|X' - X\|^2_2$$  \hspace{1cm} (8)

where $T(X')$ can be further expressed as:

$$T(X'; p_a, p_s) = \begin{cases} 
    T_{scale}(X') & \text{with probability } p_a * p_s \\
    T_{shear}(X') & \text{with probability } p_a * (1 - p_s) \\
    X' & \text{with probability } 1 - p_a
\end{cases}$$  \hspace{1cm} (9)

where $T_{scale}()$ represents the scale transformation, and $T_{shear}()$ represents the oblique transformation.

**SS-kNN attack.** Similarly, the SS attack proposed in this paper can also easily combine kNN attacks to form an SS-kNN attack method, which crafts 3D adversarial point cloud samples by optimizing the following loss function:

$$l_{ss-knn-adv} = l_{adv}(T(X')) + l_{knn}(T(X'))$$  \hspace{1cm} (10)

**SS-AdvPC attack.** For the AdvPC attack, we only scales and shears the point cloud before passing the autoencoder, so as to combine into a new SS-AdvPC attack method, which crafts 3D adversarial point cloud samples by optimizing the following loss function:

$$l_{ss-advpc} = (1 - \gamma) l_{adv}(T(X')) + \gamma l_{adv}(X'_{encoder})$$  \hspace{1cm} (11)

**SS-AOF attack.** For AOF attack, we only scales and shears the input point cloud, and keeps the low-frequency part of the 3D point cloud unchanged, which is combined into a new SS-AOF attack method. The following loss function is used to

$$l_{ss-aof} = (1 - \gamma) l_{adv}(T(X')) + \gamma l_{adv}(X'_{lfc})$$  \hspace{1cm} (12)
C. Point cloud deformation analysis

We represents the 3D point cloud before deformation as $\mathcal{X} \in \mathbb{R}^{N \times 3}$, and the 3D point cloud after deformation as $\mathcal{X}_t \in \mathbb{R}^{N \times 3}$, where each line is the three-dimensional coordinates of a point. Then the scale deformation of the 3D point cloud can be expressed as:

$$\mathcal{X}_t = \mathcal{X} \begin{bmatrix} a & b & c \end{bmatrix}$$

where $a, b, c$ represent the scale intensities of the three-dimensional point cloud $x, y, z$ axes, and the scale intensities in this section are taken from random numbers within a certain range. Figure 2 shows the visualization of 3D point cloud with different degrees of scale deformation, from left to right: 3D point cloud without deformation, scale intensity range $[0.9, 1.1]$, $[0.5, 1.5]$, $[0.4, 2.5]$, $[0.2, 5]$. It can be seen that when the range is larger, the deformation of the object is more serious.

In order to further clarify the influence of these deformations on the 3D point cloud classifier, we select 500 point cloud samples in the ModelNet40 test set, and visualizes the effects of different scale intensity on the accuracy and loss of the 3D point cloud classifier. As shown in Figure 3, the scale deformation intensity from left to right are: no deformation, scaled with range in $[0.9, 1.1]$, $[0.8, 1.25]$, $[0.6, 1.428]$, $[0.5, 1.5]$, $[0.4, 2.5]$, $[0.3, 3.33]$, $[0.2, 5]$. As can be seen from the figure, when the degree of scale deformation is between $[0.5, 1.5]$, for PointNet, PointNet++, PointConv and DGCNN, the model accuracy and loss function have little effect. Therefore, the degree of scale deformation is selected between $[0.5, 1.5]$.

Similarly, the 3D point cloud shear deformation can be expressed as:

$$\mathcal{X}_t = \mathcal{X} \begin{bmatrix} 1 & 0 & d \\ e & 1 & f \\ f & 0 & 1 \end{bmatrix}$$

where $d, e, f, g$ represent the shear deformation intensity of the 3D point cloud respectively, and its positive and negative values are also random. Figure 4 shows the visualization of the 3D point cloud with different degrees of shear deformation, from left to right are: 3D point cloud without deformation, shear deformation intensity range are $[0, 0.1]$, $[0.05, 0.15]$, $[0.15, 0.25]$, $[0.35, 0.45]$. It can be seen that when the range of shear deformation intensity is larger, the deformation of the object is more serious.

In order to further clarify the influence of these deformations on the 3D point cloud classifier, we select 500 point cloud samples in the ModelNet40 test set, and visualizes the influence of different shear deformation intensities on the accuracy and loss function of the 3D point cloud classifier. As shown in the figure 5, the intensity of shear deformation from left to right is: no deformation, shear deformation in range of $[0, 0.1]$, $[0.05, 0.15]$, $[0.1, 0.2]$, $[0.2, 0.3]$, $[0.25, 0.35]$, $[0.3, 0.4]$, $[0.35, 0.45]$, $[0.4, 0.5]$,$[0.45, 0.55]$. It can be seen from the figure that when the degree of shear deformation is between $[0, 0.15]$, for PointNet, PointNet++, PointConv and DGCNN, the model accuracy and loss function have little effect.
effect. Therefore, the shear deformation intensity is selected between \([0, 0.15]\).

Figure 5: The accuracy and loss of different shear intensities.

D. Relationship between various 3D point cloud attack methods

The attacks mentioned above all belong to the optimization-based attack methods, and they can be correlated by different parameter settings. In order to better understand the relationship between various 3D point cloud attack methods, this paper gives a brief overview of various 3D point cloud attack methods, as shown in Figure 6. Generally, if the transformation probability \(p_a = 0\), the SS-3D-Adv attack method degenerates into a 3D-Adv attack method, the SS-3D-Adv attack method degenerates into a 3D-Adv attack method, and the SS-KNN attack method degenerates into a 3D-KNN attack method method, the SS-AdvPC attack method degenerates into the AdvPC attack method, and the SS-AOF attack method degenerates into the AOF attack method.

Moreover, if SS-KNN does not have a loss term of \(l_{\text{knn}}()\), the SS-KNN attack method degenerates into the SS-3D-Adv attack method, and the KNN attack method degenerates into the 3D-Adv attack method.

Figure 6: The relationship between various 3D point cloud attack methods.

IV. EXPERIMENTS

A. Experimental Setup

Dataset. Following the previous state-of-the-art 3D adversarial point cloud attack algorithm [7], [18], the experiments in this paper are performed on the ModelNet40 [23] dataset. The ModelNet40 dataset contains synthetic objects, released by the Graphics Laboratory of Princeton University, USA. As the most widely used benchmark dataset for point cloud analysis, ModelNet40 is popular due to its diverse categories, clear shapes, and well-structured datasets. ModelNet40 consists of 40 categories (such as airplanes, cars, plants, lights), of which 9843 are used for training and the remaining 2468 are used for testing. The corresponding point cloud data are uniformly sampled from the 3D mesh surface.

Baseline model and attack method. For a fair comparison with previous work, this paper adopts the same deep learning model as AOF [7], namely: PointNet [11], pioneering work in the field of 3D point cloud deep learning; PointNet++ [12], which learn local and global features at the same time; DGCNN [14], which model 3D point cloud into a graph; PointConv [13], which introduce convolution into point cloud classification network. We use the pretrained model kindly provided by AOF [7] attack. In addition, the classic 3D point cloud attack methods are also used for comparison, they are: 3D-Adv [10], the first 3D point cloud attack method; kNN attack [5], a 3D point cloud attack method that can generate less surface disturbance of point clouds; AdvPC attack [6], a 3D point cloud attack method that uses a 3D point cloud autoencoder to effectively improve the transferability of adversarial point cloud samples; AOF attack [7], the best 3D point cloud attack method with highest transferability, the key idea of it is optimized to attack the more general features of 3D point cloud, thereby improving the transferability of 3D adversarial point cloud samples.

Experimental details. The experiments in this paper were performed on a Linux server with five NVIDIA 3090 GPUs, each with 24GB memory. The operating system is Ubuntu 20.04. All deep learning models are built with the pytorch [24] framework. Similar to the AOF [7] attack, this paper uses Adam [25] as the optimizer for various attack methods. For the 3D-Adv [10] attack, the number of iterations is 500, the number of binary search steps is 10, and the learning rate of the Adam optimizer is set to 0.01, which is consistent with its original paper. For the kNN [5] attack, the number of iterations is 2500 steps, the minimum margin in its adversarial loss function is set to 15, and the learning rate of the Adam optimizer is set to 0.001. For the AdvPC [6] attack, the number of iterations is 200, the number of binary search steps is 2, and the learning rate of the Adam optimizer is set to 0.01. In addition, due to the autoencoder used in the AdvPC attack, this paper adopts the open sourced the pretrained model of the AdvPC autoencoder by AOF attack [7]. For the AOF attack,
the number of iterations is 200, the number of binary search steps is 2, and the learning rate of the Adam optimizer is set to 0.01, which is consistent with its original paper data. In order to further reduce the overfitting of the white-box model, the SS attacks in this paper do not use binary search for further optimization. The rest of the hyperparameter settings are the same as the above attack methods. Moreover, we set $p_a = 0.5$, $p_s = 0.5$ for SS-3D-Adv, while $p_a = 0.7$, $p_s = 0.7$ for SS-kNN, SS-AdvPC, and SS-AOF.

**Evaluation metrics.** As emphasized in the AOF attack [7], the accuracy of most 3D point cloud classifiers on the test set is basically below 94%, only using the classification accuracy to evaluate transferability will bring a certain bias. To this end, this paper adopts the same evaluation metrics as AOF attacks [7], namely:

$$T_{\text{trans}} = \frac{|S_{\text{tm}}|}{|S_{\text{adv}}|} \times 100\%$$

(15)

where $S_{\text{tm}}$ denotes the clean samples correctly classified by the transfer model, and the corresponding adversarial samples generated by the victim model of $S_{\text{adv}}$. In the set $S_{\text{adv}}$, we denote the samples misclassified by the transfer model as the set $S_{\text{adv}}$.

**B. The transferability of untargeted attack.**

In this section, extensive experiments were performed to validate whether the SS attack is more transferable to different types of target 3D point cloud classifiers. Experiments are performed on the ModelNet40 dataset. 3D adversarial point cloud samples generated by SS-3D-Adv, SS-kNN, SS-AdvPC, SS-AOF, and 3D-Adv, kNN, AdvPC, and AOF are evaluated. The target networks include PointNet, Pointnet++, DGCNN, and PointConv. We implement the untargeted attack, that is, after adding a small perturbation to the original point cloud, the target point cloud classifier is not successful to classifying the adversarial point cloud.

As shown in Table [I], the column name as the same as victim model represents the white-box attack, and the other columns represent the black-box attack. When the attacked white-box model is PointNet, the DGCNN, PointNet++, and PointConv are black-box models for adversarial sample transfer for first 8 rows. When PointNet is used as the victim model, the SS attack has a significant improvement of transferability compared to the baseline method. The attack method combined with SS attack outperforms all other attack methods without combined SS attack by a large margin on all black-box models and maintains a high success rate on all white-box models. It can be seen that SS-KNN has a large improvement compared to KNN, and the transferability is improved by a maximum of 15.3%. For the adversarial point cloud samples generated on PointNet, the transferability of the SS-KNN attack method on PointNet++ is 26.3%, the transferability on DGCNN is 21.7%, and the transferability on PointConv is 6.19%, while the KNN attack without combined SS attack only obtains 11.0%, 3.83% and 10.02% transferability, respectively. For the AOF attack method with the strongest transferability, the SS-AOF attack method improves the transferability by 1.8% on PointNet++,

1.3% on DGCNN, and 2.0% on PointConv. This strongly demonstrates the effectiveness of the combination of SS attack and current mainstream 3D point cloud attack methods for improving the transferability of 3D adversarial point cloud examples. When the PointNet++, PointConv and DGCNN as white-box model, we can observe similar phenomenon, which is SS attack can improve the transferability significantly on all black-box models and maintains a high attack success rate on all white-box models.

In order to further analyze the reasons for the improved transferability of the SS series of attacks, following, we visualize the 3D adversarial point cloud samples generated by SS-3D-Adv, SS-kNN, SS-AdvPC, SS-AOF, and 3D-Adv, kNN, AdvPC, and AOF attack methods.

As shown in Figure [7] for the SS-3D-Adv attack, the disturbance on the surface of the adversarial point cloud is more than that of 3D-Adv. This phenomenon can be clearly observed from the chair and the bottle.

![Figure 7: The comparison of adversarial point cloud samples generated by SS-3D-Adv and 3D-Adv attacks.](image)

As shown in Figure [8] for SS-AdvPC attack, it can be observed from the monitor object that for SS-KNN attack, it produces more perturbations at the surface of the adversarial point cloud than KNN. A similar phenomenon can be observed for the object of the airplane.

![Figure 8: The comparison of adversarial point cloud samples generated by SS-KNN and KNN attacks.](image)

As shown in Figure [9] for SS-AdvPC attack, it generates significantly more noise points than AdvPC, but most of these noise points still fit the surface of the object, so SS-AdvPC will be more difficult defend than AdvPC.

The comparison of adversarial samples generated by SS-AOF and AOF attacks is shown in Figure [10]. For AOF attacks,
Table I: The transferability of untargeted attack. We use \( T_{trans} \) defined in Eq (15) to evaluate the transferability.

| Victim model | Attacks      | PointNet | PointNet++ | PointConv | DGCNN |
|--------------|--------------|----------|------------|-----------|-------|
|              | 3D-Adv       | 100      | 5.26       | 2.32      | 3.76  |
|              | SS-3D-Adv    | 94.9     | \textbf{10.7} \pm 1.4 | \textbf{3.96} \pm 1.62 | \textbf{7.70} \pm 3.94 |
| PointNet     | KNN          | 100      | 11.0       | 3.83      | 10.2  |
|              | SS-KNN       | 98.5     | \textbf{26.3} \pm 1.53 | \textbf{6.19} \pm 2.36 | \textbf{21.7} \pm 1.15 |
|              | AdvPC        | 100      | 30.4       | 13.2      | 14.6  |
|              | SS-AdvPC     | 98.5     | \textbf{35.7} \pm 4.3 | \textbf{14.5} \pm 1.3 | \textbf{16.5} \pm 1.9 |
|              | AOF          | 99.9     | 56.8       | 35.9      | 28.7  |
|              | SS-AOF       | 99.9     | \textbf{58.6} \pm 1.8 | \textbf{37.9} \pm 2.0 | \textbf{30.0} \pm 1.3 |

|              | 3D-Adv       | 2.09     | 78.5       | 4.95      | 6.27  |
|              | SS-3D-Adv    | \textbf{3.26} \pm 1.17 | 84.0       | \textbf{5.71} \pm 0.76 | \textbf{10.3} \pm 4.03 |
| PointNet++   | KNN          | 2.54     | 99.9       | 5.57      | 6.94  |
|              | SS-KNN       | \textbf{5.35} \pm 2.81 | 99.9       | \textbf{7.14} \pm 1.57 | \textbf{11.9} \pm 4.97 |
|              | AdvPC        | 5.08     | 99.5       | 27.5      | 17.5  |
|              | SS-AdvPC     | \textbf{5.98} \pm 0.9 | 98.3       | \textbf{31.7} \pm 4.2 | \textbf{21.7} \pm 4.2 |
|              | AOF          | 5.39     | 97.3       | 41.4      | 26.4  |
|              | SS-AOF       | \textbf{7.57} \pm 2.18 | 97.2       | \textbf{46.1} \pm 4.7 | \textbf{31.1} \pm 4.7 |

|              | 3D-Adv       | 1.81     | 7.87       | 84.3      | 4.47  |
|              | SS-3D-Adv    | \textbf{3.49} \pm 1.68 | \textbf{10.5} \pm 2.6 | 82.7       | \textbf{7.39} \pm 12.92 |
| PointConv    | KNN          | 3.49     | 17.1       | 100       | 11.3  |
|              | SS-KNN       | \textbf{6.29} \pm 2.80 | \textbf{27.1} \pm 10.0 | 100       | \textbf{17.4} \pm 16.1 |
|              | AdvPC        | 4.62     | 35.3       | 99.4      | 17.7  |
|              | SS-AdvPC     | \textbf{5.49} \pm 0.87 | \textbf{42.8} \pm 17.5 | 98.5       | \textbf{21.0} \pm 3.3 |
|              | AOF          | 4.62     | 35.8       | 97.4      | 18.2  |
|              | SS-AOF       | \textbf{5.71} \pm 1.09 | \textbf{40.3} \pm 4.5 | 96.6       | \textbf{20.2} \pm 2.0 |

|              | 3D-Adv       | 0.99     | 5.84       | 4.76      | 100   |
|              | SS-3D-Adv    | \textbf{4.26} \pm 3.27 | \textbf{27.3} \pm 21.4 | \textbf{14.6} \pm 9.8 | 92.9  |
| DGCNN        | KNN          | 5.39     | 30.6       | 20.9      | 100   |
|              | SS-KNN       | \textbf{8.98} \pm 3.59 | \textbf{46.9} \pm 16.7 | \textbf{31.1} \pm 10.2 | 100   |
|              | AdvPC        | 6.94     | 60.1       | 43.5      | 93.7  |
|              | SS-AdvPC     | \textbf{9.48} \pm 2.54 | \textbf{65.8} \pm 5.7 | \textbf{48.0} \pm 4.5 | 91.5  |
|              | AOF          | 12.6     | 61.7       | 54.6      | 100   |
|              | SS-AOF       | \textbf{13.9} \pm 1.3 | \textbf{68.2} \pm 6.7 | \textbf{60.0} \pm 5.4 | 100   |

the noise points are obviously more than the previous attacks, but SS-AOF can effectively reduce outliers that are too far away from the surface, this phenomenon can be observed from two objects such as airplanes and bottles. Most of these noise points generated by SS-AOF are still attached to the surface of the object, so SS-AOF will be harder to defend than AOF.

C. The transferability of targeted attack.

This section implements targeted attacks and provides a fair comparison of their transferability performance. For targeted attacks, we evaluate various attack algorithms using the classification accuracy and targeted attack success rate. Table II shows the results of the targeted attack success rate when the adversarial examples generated by SS-KNN and KNN on PointNet are transferred to other black-box models. When adversarial examples are transferred to other black-
samples generated on PointNet, the classification accuracy of the SS-KNN attack method on PointNet++ is 79.05%, DGCNN is 75.41%, and PointConv is 78.53%, while AOF attack achieves classification accuracies of 80.51%, 76.66% and 80.51%, respectively. It can be seen that the classification accuracy of the SS-KNN attack methods are significantly lower than the baseline methods, which further shows that the combination of SS attacks and the current mainstream 3D point cloud attack methods is effective in improving the transferability of 3D adversarial point cloud samples.

Table III: Accuracy of Targeted Attacks for SS-KNN and KNN.

| Victim models | Attacks       | PointNet | PointNet++ | PointConv | DGCNN    |
|---------------|--------------|----------|------------|-----------|----------|
| PointNet      | KNN          | 0        | 80.51      | 76.66     | 80.51    |
|               | SS-KNN       | 0        | 79.05      | 1.146     | 75.41    |
| PointNet++    | KNN          | 84.16    | 0          | 79.66     | 82.13    |
|               | SS-KNN       | 83.51    | 0.65       | 78.00     | 81.60    |
| PointConv     | KNN          | 81.52    | 71.80      | 3.16      | 76.09    |
|               | SS-KNN       | 81.60    | 71.60      | 0.20      | 2.80     | 8.36     | 75.81    | 0.28     |
| DGCNN         | KNN          | 79.34    | 68.44      | 65.92     | 19.77    |
|               | SS-KNN       | 79.34    | 66.57      | 1.87      | 65.68    | 2.76     | 18.56    | 1.21     |

D. Performance under defense

We further tests the performance under various defense. The defense performances under no defense, and under the Simple Random Sampling [26] (SRS), Statistical Outlier Removal [27] (SOR), DUP-Net [28] and the IF-Defense [29] methods are compared. Since this paper mainly focuses on the transferability of 3D adversarial point cloud examples, the experiments in this section will mainly focus on the transferability after defense. The defense algorithms in this paper are all implemented by IF-Defense’s open sourced code. Among them, ConvNet-Opt, Onet-Remesh, and ONet-Opt are three variants of IF-Defense.

From the results in Table IV we can observed that the transferability of SS attack under most defenses is better than the baseline attacks. Specifically, when the adversarial samples craft by the SS-3D-Adv attack on PointNet under SRS defense are transferred to PointNet++, PointConv and DGCNN, the transferability of the 3D-Adv attack on these models is improved 12.90%, 5.08%, 4.39% respectively compared with the 3D-Adv attack, the similar situation can be observed for other defenses. These results further demonstrate the effectiveness of the SS attack methods proposed in this paper.

E. Comparative experiments

In this section, we conducts a series of comparative experiments to analyze the impact of various parameters on the SS attacks.

1) Influence of \( p_a \): We use SS-KNN for experiments, and set \( p_a = 0.5 \). As shown in Figure 11, it can be seen that when \( p_a \) is only 0.1, the transferability of the 3D adversarial point cloud samples generated on PointNet to PointNet++, DGCNN, and PointConv is greatly improved. This further validates the effect of transforming the input point cloud to mitigate overfitting and improve transferability. When \( p_a \)
Table IV: Transferability of various Attacks on PointNet under various defenses. We use $T_{trans}$ defined in Eq (13) to evaluate the transferability.

| Defenses | Attacks      | PointNet | PointNet++ | PointConv | DGCNN |
|----------|--------------|----------|------------|-----------|-------|
| SRS      | 3D-Adv       | 36.93    | 33.79      | 14.53     | 20.69 |
|          | SS-3D-Adv    | 42.37    | 46.69      | 19.61     | 25.08 |
| SOR      | 3D-Adv       | 18.33    | 4.06       | 3.22      | 5.65  |
|          | SS-3D-Adv    | 23.91    | 7.13       | 4.38      | 6.27  |
| DUP-Net  | 3D-Adv       | 9.89     | 5.89       | 7.75      | 8.69  |
|          | SS-3D-Adv    | 11.66    | 7.90       | 7.88      | 9.01  |
| ConvNet-Opt | 3D-Adv  | 6.17     | 11.16      | 9.72      | 11.02 |
|          | SS-3D-Adv    | 6.26     | 11.29      | 9.31      | 11.20 |
| Onet-Remesh | 3D-Adv    | 11.52    | 24.19      | 20.05     | 24.55 |
|          | SS-3D-Adv    | 11.66    | 25.44      | 22.14     | 24.46 |
| ONet-Opt | 3D-Adv       | 6.62     | 13.92      | 13.05     | 13.04 |
|          | SS-3D-Adv    | 6.26     | 14.73      | 13.36     | 12.81 |
| SRS      | KNN          | 91.65    | 40.80      | 18.36     | 25.71 |
|          | SS-KNN       | 96.64    | 51.69      | 24.28     | 31.45 |
| SOR      | KNN          | 76.45    | 6.86       | 4.69      | 7.52  |
|          | SS-KNN       | 73.41    | 9.32       | 5.18      | 9.54  |
| DUP-Net  | KNN          | 29.90    | 8.12       | 7.39      | 11.33 |
|          | SS-KNN       | 47.32    | 9.82       | 8.64      | 11.74 |
| ConvNet-Opt | KNN        | 11.11    | 10.93      | 10.26     | 11.51 |
|          | SS-KNN       | 17.01    | 12.14      | 9.62      | 11.51 |
| Onet-Remesh | KNN         | 13.06    | 24.95      | 21.56     | 25.17 |
|          | SS-KNN       | 14.01    | 25.49      | 21.79     | 26.97 |
| ONet-Opt | KNN          | 9.25     | 14.33      | 12.87     | 13.35 |
|          | SS-KNN       | 11.66    | 15.71      | 13.50     | 14.25 |
| SRS      | AdvPC        | 89.38    | 63.30      | 28.96     | 33.56 |
|          | SS-AdvPC     | 82.53    | 64.46      | 30.43     | 35.35 |
| SOR      | AdvPC        | 53.22    | 16.32      | 6.39      | 10.52 |
|          | SS-AdvPC     | 42.60    | 17.35      | 5.99      | 10.12 |
| DUP-Net  | AdvPC        | 23.77    | 16.83      | 12.03     | 14.65 |
|          | SS-AdvPC     | 21.14    | 17.32      | 9.98      | 14.82 |
| ConvNet-Opt | AdvPC      | 9.94     | 13.84      | 11.41     | 12.54 |
|          | SS-AdvPC     | 8.75     | 13.57      | 11.54     | 12.09 |
| Onet-Remesh | AdvPC       | 12.65    | 27.36      | 23.75     | 26.39 |
|          | SS-AdvPC     | 12.11    | 30.35      | 24.19     | 27.01 |
| ONet-Opt | AdvPC        | 7.95     | 17.90      | 15.06     | 13.58 |
|          | SS-AdvPC     | 8.66     | 17.36      | 15.33     | 15.32 |
| SRS      | AOF          | 97.77    | 77.90      | 49.06     | 49.99 |
|          | SS-AOF       | 96.55    | 78.30      | 50.89     | 49.91 |
| SOR      | AOF          | 90.83    | 41.88      | 21.33     | 24.86 |
|          | SS-AOF       | 85.79    | 43.17      | 22.09     | 24.55 |
| DUP-Net  | AOF          | 64.65    | 38.66      | 26.20     | 28.40 |
|          | SS-AOF       | 60.52    | 41.78      | 27.40     | 27.68 |
| ConvNet-Opt | AOF       | 20.19    | 27.05      | 22.10     | 18.90 |
|          | SS-AOF       | 19.37    | 27.76      | 25.04     | 19.17 |
| Onet-Remesh | AOF         | 17.60    | 37.27      | 31.50     | 33.91 |
|          | SS-AOF       | 17.37    | 37.05      | 31.86     | 33.33 |
| ONet-Opt | AOF          | 14.33    | 26.47      | 24.28     | 17.92 |
|          | SS-AOF       | 12.38    | 26.07      | 26.29     | 20.16 |

slowly increases, the transferability will further improve, until $p_a = 0.8$ when there is a slow decline. Therefore, in order to ensure the higher transferability, this paper takes $p_a = 0.7$.

Figure 11: The effect of $p_a$ on transferability.

2) Influence of $p_s$: We set $p_a = 0.5$ here. As shown in Figure 12, it can be seen that when $p_s$ is only 0.1, the transferability of the 3D adversarial point cloud samples generated on PointNet to PointNet++, DGCNN, and PointConv is improved significantly. This further verifies that shear the input point cloud can improve transferability. When $p_s$ is slowly increased, the transferability will be further improved, until $p_a = 0.9$ to $p_a = 1.0$, the transferability has dropped significantly and rapidly. Therefore, in order to ensure the higher transferability, this paper takes $p_s = 0.7$.

Figure 12: The effect of $p_s$ on transferability.

3) Influence of attack iterations: In order to further explore the effect of the number of iterations on the transferability of the SS attack, we use PointNet as the white-box model, and conducts experiments on the iterations of \{100, 200, 500, 1000, 1500, 2000, 2500\} respectively, and the experimental results are shown in Figure 13. As can be seen from the figure, the transferability of the SS-KNN attack method to the black-box models PointNet++, DGCNN,
and PointConv under different iterations is greatly improved compared with the KNN attack method, and the impact of different iterations on the number of iterations is limited, and the transferability is almost constant between 1000 and 2500 iterations.

![Figure 13: The effect of attack iterations.](image)

4) Influence of attack budgets: In order to further explore the impact of the attack budget on the transferability of the attack, we use PointNet as the white-box model, and conducts experiments on the attack budgets of \{0.01, 0.04, 0.05, 0.08, 0.10, 0.15, 0.18\} respectively. The experimental results are shown in Figure [14] the transferability of the SS-KNN attack method to the black-box models PointNet++, DGCNN, and PointConv under different attack budgets is greatly improved compared to the KNN attack method. When the attack budgets is between 0.01 and 0.01, the transferability of the SS-KNN attack method increases rapidly, while the transferability of the KNN attack method remains almost unchanged.

![Figure 14: The effect of attack budgets.](image)

V. CONCLUSION

In this paper, we propose Scale and Shear Attack (SS attack), a novel and plug-and-play attack method for 3D point clouds. It reduces the overfitting of the adversarial attack on the victim model by randomly scale and shear the input 3D point cloud, thereby improving the transferability of the adversarial samples. Extensive experiments show that the method proposed in this paper can improve the transferability of untargeted attacks significantly. In addition, for the challenging targeted attack, the SS attack can further boost the transferability, illustrating the effectiveness of the proposed SS attack. Moreover, SS attack can surpass baseline attack methods by a large margin under various defenses.

The dangerous targeted attacks is much greater than that of untargeted attacks, but current targeted attacks are have low transferability. Therefore, a promising research direction in the future is to improve the transferability of 3D point cloud targeted attacks.
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