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Abstract An important part of the study of epidemic models is the local stability analysis of the equilibrium points. The linear algebra method which is commonly employed is the well-known Routh-Hurwitz criteria. The criteria give necessary and sufficient conditions for all of the roots of the characteristic polynomial to be negative or have negative real parts. To date, there are no epidemic models in the literature which employ Lienard-Chipart criteria. This note recommends an alternative linear algebra method namely Lienard-Chipart criteria, to significantly simplify the local stability analysis of epidemic models. Although Routh-Hurwitz criteria is a correct method for local stability analysis, Lienard-Chipart criteria have advantages over Routh-Hurwitz criteria. Using Lienard-Chipart criteria, only about half of the Hurwitz determinants inequalities are required, with the remaining conditions of each set concern with only the sign of the alternate coefficients of the characteristic polynomial. The Lienard-Chipart criteria are especially useful for polynomials with symbolic coefficients, as the determinants are usually significantly more complicated than original coefficients as degree of the polynomial increases. Lienard-Chipart criteria and Routh-Hurwitz criteria have similar performance for systems of dimension five or less. Theoretically, for systems of dimension higher than five, verifying Lienard-Chipart criteria should be much easier than verifying Routh-Hurwitz criteria and the advantage of Lienard-Chipart criteria may become clear. Examples of local stability analysis using Lienard-Chipart criteria for two recently proposed models are demonstrated to show the advantages of simplified Lienard-Chipart criteria over Routh-Hurwitz criteria.
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1 Introduction

In the study of dynamical systems, the stability analysis provides information on the behavior of solutions of differential equations. Without having to explicitly solve the system of governing equations analytically or numerically, the stability analysis describes the trajectories of dynamical systems under perturbations of initial conditions. A major part in the qualitative study of deterministic epidemiology models of populations is local stability analysis of the equilibrium points of a system. It characterizes whether nearby initial conditions will remain close to the equilibrium point or repelled away from it. The equilibrium point is said to be stable if and only if all of the roots of the characteristic polynomial have negative real part.

The linear algebra method which is commonly employed in the local stability analysis is the well-known Routh-Hurwitz (RH) criteria. In 1876, the Routh test is proposed by English mathematician Edward John Routh to determine whether all roots of the characteristic polynomial of a linear system have negative real parts. In 1895, German mathematician Adolf Hurwitz independently proposed the arrangement of the coefficients of the polynomial in a square matrix, called the Hurwitz matrix. He showed that the polynomial is stable if and only if all determinants of its principal submatrices are positive. The two procedures are equivalent, but the Routh test provides a more efficient way of computing the Hurwitz determinants than computing them directly. The criteria give conditions that must be satisfied for the equations of a linear system to have only stable solutions, without solving the system directly. The criteria provide necessary and sufficient conditions for all roots of the
characteristic polynomial (with real coefficients) to be negative or have negative real parts.

RC criteria is used for local stability analysis in many applications such as infectious diseases [1, 2, 3, 4], non-communicable diseases [5, 6, 7], spread of rumour [8], computer viruses [9], smoking [10], alcoholism [11], rotor-bearing system [12], drug transmission [13] and several branches of engineering [14]. While RH stability criteria is well known and commonly used in many studies on stability problem, Lienard-Chipart (LC) criteria is not widely known [14] and often not included in the stability analysis [15]. To the best of my knowledge, there are no epidemic models in the literature which employ LC criteria. Although RH criteria is a correct method for local stability analysis, LC criteria possesses certain advantages over the RH criteria.

The aim of this note is to provide an alternative method namely LC stability conditions which can significantly simplify the local stability analysis of epidemic models. The proposed idea will be demonstrated using recently developed epidemic models. In Section 2, a brief introduction on LC criteria is provided and a comparison between RH criteria and LC criteria will be discussed. The examples of how LC criteria can help simplifying the local stability analysis of two epidemic models are provided in Section 3.

2 The Lienard-Chipart (LC) criteria

The LC criteria is a standard tool to understand the Hurwitz stability problem, which in turn has important consequences on the dynamics of some systems of differential equations. According to LC theorem, the system having the characteristic polynomial \( P(\lambda) = C_n + C_{n-1}\lambda + \ldots + \lambda^n = 0 \) is stable if any of the following four sets of conditions is satisfied [16]:

1. the even coefficients and the even order Hurwitz determinants are positive.
2. the even coefficients and the odd order Hurwitz determinants are positive.
3. the odd coefficients and the even order Hurwitz determinants are positive.
4. the odd coefficients and the odd order Hurwitz determinants are positive.

Following their concern with the redundancy of the RH stability conditions, the French mathematicians Lienard and Chipart established the above stability criteria in 1914 [17]. The criteria are stated in four different sets, any one of which is necessary and sufficient. They streamlined the RH criteria, showing that only about half of the Hurwitz determinants inequalities are required, with the remaining conditions of each set concern with only the sign of the alternate coefficients of the characteristic polynomial [18]. The LC criteria for polynomials of degree 1 to 12 are stated in Table 1, which displays alternating patterns for coefficients and determinants ([\( H_n \)] are Hurwitz determinants). Note that the LC criteria can be stated using both odd and even terms. Generally, the signs of the coefficients can be determined by inspection of the polynomial.

All the sets of criteria can be very easily verified for any particular value of \( n \), but the proof is beyond the scope of this paper. The LC theorem was proven by many authors (see [19, 20, 21, 22, 23]). The equivalence of RH and LC criteria has been verified by Fujiwara [24]. The advantages of LC criteria are more evident for polynomials with symbolic coefficients, because determinants are usually significantly more complicated than original coefficients as the polynomial order increases. For numerical coefficients the advantage is marginal if the computations are performed on computers [16]. The two criteria have similar performance for lower dimensional systems. However, the LC criteria is expected to perform better for systems of dimension higher than 5 (for systems of dimension less than or equal to 5, the RH and LC criteria are coincident). Theoretically, for systems of higher dimension, verifying LC criteria should be much easier than verifying RH criteria and the advantage of LC criteria may become clear [25].

Although the LC criteria may reduce the dynamic stability problem to a calculation, problems with symbolic polynomials can produce very complicated algebraic expressions that may not be simplified further (see examples in the next section), even using computational algebra. One option is to use the simplified theorem in [26, 27] which determine stability just by checking the coefficients’ instead of calculating principal minors (therefore it is computationally less costly). The theorem states that, suppose \( |H_2| > 0 \) : for \( n \geq 5 \), if \( C_5 \geq C_1C_4 \) then the characteristic polynomial \( P(\lambda) \) is unstable.

3 Examples

To demonstrate the advantage of using LC criteria over RH criteria, two recently proposed epidemic models are used as examples. Note that there are many complicated equations in both examples. The purposes of stating these equations are

| Order \( n \) | Stability Conditions |
|------------|------------------|
| 1          | \( C_1 \)         |
| 2          | \( C_1, C_2 \)    |
| 3          | \( C_1, |H_2|, C_3 \) |
| 4          | \( C_1, |H_3|, C_3, C_4 \) |
| 5          | \( C_1, |H_2|, C_3, |H_4|, C_5 \) |
| 6          | \( C_1, |H_3|, C_3, |H_5|, C_5, C_6 \) |
| 7          | \( C_1, |H_2|, C_3, |H_4|, C_5, |H_6|, C_7 \) |
| 8          | \( C_1, |H_3|, C_3, |H_5|, C_5, |H_7|, C_7, C_8 \) |
| 9          | \( C_1, |H_2|, C_3, |H_4|, C_5, |H_6|, C_7, |H_8|, C_9 \) |
| 10         | \( C_1, |H_3|, C_3, |H_5|, C_5, |H_7|, C_7, |H_9|, C_9, C_{10} \) |
| 11         | \( C_1, |H_2|, C_3, |H_4|, C_5, |H_6|, C_7, |H_7|, |H_8|, C_9, C_{10}, C_{11} \) |
| 12         | \( C_1, |H_3|, C_3, |H_5|, C_5, |H_7|, C_7, |H_9|, C_9, |H_11|, C_{11}, C_{12} \) |
twofold. Firstly, using RH criteria, the number of complicated equations will be about twice as many. It shows the advantage of LC criteria over RH criteria. Secondly, using simplified LC criteria, the number of complicated equations is five (for \( n \geq 5 \)). It shows the advantage of simplified LC criteria over the original version. Furthermore, in some applications, while the expressions of some generic conditions on the coefficients are complicated, they may actually be physically natural, easier to evaluate or chosen by design [26].

### 3.1 SEIQJR model of disease transmission \((n = 6)\)

In [28], an SEIQJR model of epidemic disease transmission which included immunization and a varying population size is studied. The study considered immunization of susceptible people (S), quarantine (Q) of exposed people (E), isolation (I) of infectious people (I), a recovered population (R), and variation in population size due to natural births and deaths and deaths of infected people. It is stated that it is not possible to obtain useful analytical tests for the real parts of eigenvalues to be negative from the six RH criteria but it is possible to check two of the six RH criteria for the real parts of the six eigenvalues to be negative.

However, the authors decided to use the two equivalent necessary conditions for the real parts of the six eigenvalues to be negative that the sum of the six eigenvalues must be negative and the product of the six eigenvalues must be positive. Using LC criteria, the local stability analysis can be performed as follows. Let \( a = J_{11}, b = J_{12}, c = J_{13}, d = J_{14}, e = J_{15}, f = J_{16}, g = D_{G}, h = D_{E}, j = \gamma_{1}, t = D_{Q}, l = k_{1}, m = D_{1}, n = k_{2}, o = \gamma_{2}, p = D_{f}, q = \sigma_{1}, r = \sigma_{2} \) and \( s = \mu \). Therefore, the characteristic polynomial of the Jacobian matrix (Eq. 23) in [28] is given by

\[
P_{1}(\lambda) = \lambda^{6} + C_{1}\lambda^{5} + C_{2}\lambda^{4} + C_{3}\lambda^{3} + C_{4}\lambda^{2} + C_{5}\lambda + C_{6},
\]

where

\[
C_{1} = -a + b + h + t + m + p - s,
\]
\[
C_{2} = bg - ah + cj + dl + t(b - a + h) + (m + p)(b - a + h + t) + s(a - b - h - t - m - p) + mp,
\]
\[
C_{3} = cj(g + p) + (bg + mp)(t - s) - \lambda h(t + m) + bg(m + p) + cj(m - s) - ah(p + s) + t(p - a + h) + m(t + p)(b - a + h) + flq + e(jn + lo) + dl(p - s + g + t) + ts(a - b - h - s(m + p)(a - b - h - t),
\]
\[
C_{4} = dgl(t + p - s) + cgj(m + p - s) + tm(bg - ah) + e(jn + m - s) + elo(g + t - s) + tp(dl + bg - ah) + mp(bg - ah + cj - at + bt + ht) + flq(g + t + p) + fr(jn + lo) + ms(ah - bg - cj + at - bt - ht) + ts(ah - bg - dl) + mps(a - b - h - t) - ps(bg + ah - cj + at - bt - ht - dl),
\]
\[
C_{5} = eg(jmn + tlo - jns - los) + dtlq - lps - tls) + mp(cgj + bgt - aht) + fg(tlp + lqp + jnr + lor) + tflpq + fr(jmn + tlo) - etlos - cgjps + tps(ah - bg - dl) + ms(ah - cgj - bgt - ejn) + mps(ah - bg - cj + at - bt - ht),
\]
\[
C_{6} = fg(tlp + jmn + tlor) - eg(jmn + tlos) - dgtlps + mps(ah - cgj - bgt).
\]

Using LC criteria, the system is locally asymptotically stable if the coefficients \( C_{1}, C_{3}, C_{5} \) and \( C_{6} \) are positive and the Hurwitz determinants \( |H_{3}| \) and \( |H_{5}| \) are positive. It shows that LC criteria can greatly reduce the computation cost (compared to RH criteria). However, the computation cost can be reduced even further using the aforementioned simplified version of LC criteria. That is, the coefficients that must be computed are \( C_{1}, C_{2}, \ldots, C_{6} \) only. Note that \( C_{1}, C_{2}, \) and \( C_{3} \) are needed because the simplified version of LC criteria still require \( |H_{2}| = C_{1}C_{2} > C_{3} \).

### 3.2 Model of Wolbachia infection \((n = 9)\)

In [29], a hierarchy of reduced models was proposed and analyzed to approximate a detailed system of nine ordinary differential equations (ODEs) that describes the spread of Wolbachia infection in mosquitoes. The 9-ODE model of Wolbachia infection captures the detailed transmission dynamics and the defined model parameters are biologically relevant quantities. However, it is stated that it is difficult to analyze. As a result, its local stability is not analysed. Using LC criteria, the local stability analysis can be performed as follows. Let \( a = \mu_{a}, b = \mu_{b}, c = v_{a}, d = v_{b}, e = v_{a} \psi, f = \sigma + \mu_{f}, g = \sigma + \mu_{f}, h = \sigma + \mu_{f}, k = \sigma_{m, w}, l = \mu_{f}, m = \mu_{f}, n = \mu_{m, w}, \) and \( p = \mu_{m, w} \). Therefore, the characteristic polynomial of the coefficient matrix of equations (2.1a)-(2.1j) in [29] is given by

\[
P_{2}(\lambda) = \lambda^{9} + C_{1}\lambda^{8} + C_{2}\lambda^{7} + C_{3}\lambda^{6} + C_{4}\lambda^{5} + C_{5}\lambda^{4} + C_{6}\lambda^{3} + C_{7}\lambda^{2} + C_{8}\lambda + C_{9},
\]

where

\[
C_{1} = 2a + f + g + 2j + m + o + p,
\]
\[
C_{2} = a(a + 2f + 2g) + fg + j^{2} + 2j(2a + f + g) + (m + o + p)(2a + f + g + 2j) + mp + om + op,
\]
\[
C_{3} = j^{2}(2a + f + g) + a(2fg + a(f + g)) - beh + 2j(a^{2} + 2f + 2a + 2fg + g) - del + (m + o + p)((a^{2} + j + 2a + 2fg + g) + 2j(2a + f + g)) + opm + (om + mp + op)(2a + f + g + 2j),
\]
\[
C_{4} = a^{2}j(j + 2p) + a^{2}fg - beh(a + g + j + m + o + p) - del(a + f + 2 + o + p) + j(jm + 2mo + jp + 2op)(2a + f + g) + a(m + o + p + 2j)(a + 2f + 2fg + g) + 2fg(m + o + j + 2op)(2a + f + g) + a(2j + 2jo + 2op)(a + 2f + 2g + m + o + p)(a^{2} + j^{2}) + (mo + 2jp + mp + j^{2})(2af + 2ag + fg) + op(f + j^{2}) + mop(2a + f + g + 2j),
\]
\[
C_{5} = aj(j + 2m)(af + ag + 2fg) + a^{2}fg(2j + 2f + m + o + p) - beh(g + j + m + o + p) - beh(go + gm + gp + g) +
\]
\[ jm - del(j^2 + af + 2aj + 2fj) + j^2(m + a + p)(a^2 + 2af + 2ag + f g(j + o + p)(a^2f + 2a^2g + 4afg - beh) - delo(a + f + 2j + p) + (mo + mp + op)(a^2f + a^2g + 2afg - beh) - delp(a + f + 2j) + 2fj + 2gj) + (mp + op + mo)(j^2(2a + f + g) + 2j(a^2 + 2af + 2ag + f g) + mop(a^2 + j^2 + 2af + 2ag + f g + 4aj), \]

\[ C_0 = a^2f g j(j + 2p + m + 2a) + a^2f g(mo + op + mp) - ade(j^2 + f p + 2j + p + fo + 2jo + 2fj) - dec(j^2(2f + lp + lo) + del(beh - 2fjp) + aj^2m(a + ag + 2fg) - anbeh(g + m + o) + jm + o(g + m + j) + p(j + m + o)) - beh(j + p)(aj + m + o) + jg + mo) + j^2o(a^2f + 2a^2g + 2afg) + j(2j)(mo + op + mp) + 2(a^2 + 2af + 2ag + f g) + jmo(2a^2g - beh) + a^2j^2p(f + g) + 2af g j(j + p + 2a^2m0 + 2jp + 2fj) + mop(j^2(2a + f + g) + (a^2f + a^2g + 2afg - beh)), \]

\[ C_7 = -ada j^2(f l + lo + p) + bd e^2 h(jl + lo) + m o + a^2 j^2 g(j + m + p + o) - de j f l o(j^2 + 2 a j) + a j^2 m o(a f + ag + 2f g) + j m o(a^2 f g - beh) - anbeh(g + m + o) + jm + j + jg + mo + mp) + del(p(beh - f j) - 2a f j) + aj^2p(m + o)(a f + ag + 2fg)(j(2af + 2ag + 4afg - beh)) - (2a^2f + 2a^2g + 2afg - beh)) - (2a^2f + 2a^2g + 2afg - beh) - mop(j^2 + 2a j + 2ag + fg) + j m o(a^2 f + beh) + j m p(2a^2 f - beh)), \]

\[ C_8 = (a f j - beh)(agj)(mo + mp + op) - de j l(o + p) + delop(beh - a f j - j^2 - 2a f j) - beh(a j + g + ag) + mop(a^2 f j(f + g) + 2af g j(j + a)), \]

\[ C_9 = (de j lop + a g j m o)p(beh - a f j). \]

Using LC criteria, the system is locally asymptotically stable if the coefficients \( C_1, C_3, C_5, C_7 \) and \( C_9 \) are positive and the Hurwitz determinants \( |H_2|, |H_4|, |H_6| \) and \( |H_8| \) are positive. However, similar to example in Section 3.1, using simplified LC criteria, the coefficients required are \( C_1, C_2, \ldots C_5 \) only. The advantages of simplified LC criteria over RH criteria are even more apparent in this example.

### 4 Conclusion

Some issues on the mathematical modeling of epidemic models have been discussed recently [7]. In this paper, the improvement on the local stability analysis of epidemic models is proposed, using the simplified version of LC stability criteria. It greatly simplifies the calculation in the analysis and reduces the computational cost. Examples of application of the LC criteria are demonstrated using two recently proposed epidemic models namely the SEQUR model of epidemic disease transmission and a system of nine ODEs that describes the spread of Wolbachia infection in mosquitoes.
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