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Abstract

As the development of wireless virtual reality (VR), a great disparity exists among the huge content transmission, rigorous QoS guarantees and the limited bandwidth of cellular networks. With the increasing of cache capacity on user devices, direct content sharing between user devices is a promising solution to solve this problem. To meet the quality of service (QoS) requirement of wireless VR transmission, this paper proposes a content sharing scheme based on 5G device-to-device (D2D) Multicast Communication. In this way, some adjacent VR users can form multicasting clustering to share VR content by working on D2D communication mode. The VR D2D multicasting clusters reuse the uplink channel resource of ordinary VR cellular users in the same cell. The basic prerequisite is that the degrading on QoS of these ordinary VR cellular users can be affordable. We design a two-step scheme to solve this radio resource allocation problem for VR content sharing. Firstly, we find out the optimal transmitting power for each VR user devices by geometric proximity, which metrics are affected by wireless VR throughput, tracking accuracy and delay. In the second step, we transform the channel allocation problem into a bipartite graph matching problem based on the transmitting power metrics, which is optimally solved by the Hungarian algorithm. The simulation results show that the VR content sharing based on 5G D2D communication technology can achieve larger system throughput gain and lower transmission delay. Compared with heuristic scheme and stochastic scheme, the proposed scheme can increase the throughput of the overall network by about 50% and 12%, respectively.
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1 Introduction

Virtual reality (VR), known as “the most promising application” [1]. The users can have an immersive experience in the virtual environment and interact with it through some head-mounted devices [2]. Good experience of VR service means low latency and high resolution when transmitting lots of content. While in its infancy, quality of VR services is guaranteed by solid and reliable fiber communications [3], which have poor quality of service (QoS). As the rapid development of 5G cellular networks, wireless VR is increasingly researched and achieved and the quality of service is guaranteed as well. Different from optical communications which are relatively fixed, VR services are led to be truly “anywhere” by 5G wireless transmission.

However, the field of wireless VR faces some challenges that include vertigo and limited bandwidth. According to many practical application measurements, some users will feel vertigo in VR’s head-mounted devices if the delay exceeds 10 ms [4]. At present, this delay requirement of VR cannot be guaranteed even with 5G cellular networks. The reasons are the transmission latency occurred in the long-distance core network and the processing delay of the VR computing. In addition, it can be foreseen that VR users will grow dramatically. The delivery of the massive common VR content of high clarity to the densely distributed users may bring a heavy burden to the 5G base
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station since of the limited bandwidth. The burden to the 5G base station since of the limited bandwidth. Therefore, how to reduce the delay of content delivery and achieve content sharing becomes a key issue for the development of wireless VR services.

D2D which is one of the important 5G technologies can reuse the uplink channel resources of cellular users so that adjacent devices can communicate directly with each other without access to base stations [5]. Combining with multicasting technology in further, D2D communication can simultaneously send the content of common interest to multiple neighboring users. When this combination is applied in the field of wireless VR transmission, it cannot only offload the traffic of the cellular networks and reduce latency, but also promote clarity of VR content by a lot of large improvement to the throughput [6]. Therefore, we achieve wireless VR content sharing based on D2D multicasting technology and work on its resource allocation scheme in this paper. Our goal is to maximize the improvements in the downlink throughput of VR users in D2D multicasting clusters if the quality of experience (QoE) degradation can be affordable for some other VR devices whose uplink channels resources are multiplexed by theses D2D multicasting clusters.

In this paper, we assume that some VR devices with D2D capabilities are deployed within a 5G cell and intend to implement real immersive content sharing with each other. There are two kinds of VR communication modes in this scenario: the VR users who have the same VR content sharing intent form the D2D multicasting clusters and other VR users communicate directly with the base station. The D2D multicasting clusters reuse the uplink channel resources which are occupied by non-clustered VR users to send tracking information to the base station. After that, the problem of resource allocation considering the connectivity of D2D multicast cluster and the quality of service of virtual reality users is studied. Based on the optimal power and channel allocation, the D2D multicasting cluster throughput for VR content sharing is maximized. Our contributions are summarized as follows:

1. D2D multicasting is innovatively utilized to improve the clarity and rate performance of VR content sharing. In this case, the devices in the same cluster transmit information in multicasting mode to realizes VR video content sharing, which has more reasonable resource utilization and better QoS, like latency and clarity.

2. A novel resource allocation optimized problem is proposed to maximize the throughput of VR video content sharing constrained by the acceptable degradation on the uplink performance of the resource-reused VR users. In this model, several key VR performance metrics are taken into account including tracking accuracy, uplink transmission latency, and tracking processing delay.

3. Aiming at the above optimization problem, a two-step algorithm is proposed. Firstly, all the optimally feasible power assignments are calculated by the linear programming method. Then, we obtain the best channel allocation by the maximum weight bipartite graph matching algorithm based on these feasible power assignments. The numerical simulations verify the proposed solution can effectively enhance the clarity of VR content transmission.

The remainder of this paper is organized as follows. We give a review of related work in Section 2. In Section 3, we introduce the system model architecture. Section 4 formulates system optimization problems. Section 5 puts forward a two-step scheme to solve the problem. Section 6 gives the numerical simulations and analysis, and Section 7 gives some conclusions.

2 Related work

2.1 Transmission of VR content

Academia, industry, and other fields are unprecedentedly interested in VR and devoting a lot of work to it. In order to guide users to move in VR immersion environment, [7] proposes an enhanced learning algorithm to facilitate users’ interaction with a virtual environment. Reference [8] develops a transfer learning algorithm which is according to the liquid state machine to optimize the VR users’ successful transmission probability. Reference [9] proposes a virtual reality live system to ensure the quality of service. In the work of [10], a concurrency multipath transmission-distortion aware (CMT-DA) scheme is proposed. The scheme consists of three stages: by analyzing the data distribution of multiple communication paths, quality of video can be improved. In [11], the quality of high-frame video transmission was improved by modeling. In Reference [12], a joint source-channel coding scheme according to forward error correction (FEC) is proposed for real-time VR applications. However, in the works of [10–12], only the transmission of video content is considered, and the generation of virtual video content and its relationship with tracking are not considered. In the work of [13], it proposed a virtual reality model of multi-attribute utility theory, which based on virtual reality indicators such as latency and tracking accuracy. Most of the existing VR work focuses on VR systems deployed on wired networks. Hence, the challenges faced by VR in wireless cellular networks are not applicable. Most of the existing researches on VR in wireless networks are focused on VR video quality and content transmission, without considering VR video content sharing.
2.2 D2D transmission technology

Immersive technologies require tremendous improvements in bandwidth, latency, and reliability. Network congestion can be alleviated by using short-range communication technologies such as D2D and edge proximity services between VR users. Its purpose is to extract and share context information of VR users in view and camera transmission [14]. The reason why D2D technology is chosen is that short-range communication technologies such as WiFi and Zigbee are not flexible and need complex users configuration, and coordination before actual transmission [15]. In addition, these methods are mainly used for local direct sharing, which is not helpful for local-request sharing [16]. Local-direct sharing means that the content sharer has the requested content and can share it with other users directly. Local-request sharing means that the content sharer does not contain the requested content and needs to send a request to the nearby base station to obtain the content before sharing it with other users. In addition to the above reasons, D2D technology has advantages in content sharing in the existing work. In Reference [17], taking the social relationship and trust between users as indicators, when they reach certain thresholds, D2D links are established within the group. And the users with the greatest trust are used as cluster heads to enhance the QoE of users. Reference [18] designed an effective resource allocation strategy to ensure the fairness of resource allocation among D2D multicast clusters. Reference [19] proposed a distributed service video transmission scheme based on the QoE model and a channel allocation algorithm based on pervasive function. In order to adjust the video user experience, Reference [20] proposed an adaptive D2D video stream quality-of-service-aware channel resource matching scheme. Reference [21] analyzes how the combination of D2D and edge computing affects the QoE of video streaming clients and helps to reduce backhaul traffic. In Reference [22], a pre-caching algorithm based on QoE gain is proposed to realize the distribution of D2D to VR video.

In this paper, D2D technology is applied to VR video transmission, which reduces the load of the base station and the transmission latency of content distribution. While bringing the advantages of D2D technology into full play, it ensures the VR user experience and achieves the sharing and distribution of VR video content.

3 System model

3.1 System description

The system model is a typical cellular network single-cell scenario, including an SBS and multiple user devices in Fig. 1. Including VR users VR\(_i\) (\(i = 1, 2, \ldots, I\)) denotes the number of VR users, and D2D clusters D\(_j\) (\(j = 1, 2, \ldots, J\)) denotes the number of D2D clusters. SBS collects channel information, users’ requests. The power and spectrum resources of all users are managed by SBS. The channel bandwidth is \(B\) and the noise is \(\sigma^2\). The model parameters are shown in Table 1. VR users send tracking information to SBS through the uplink and SBS sends video to users through the down-link. D2D users reuse the uplink of VR users to transmit the required video to the users in the cluster. D2D clusters can reuse one or more VR user channel resources, while one VR user channel resources can only be reused by one D2D cluster. As shown in Fig. 1, cluster D\(_1\) reuses both channel F\(_1\) of VR\(_1\) user and channel F\(_2\) of VR\(_2\) user. When the channel is reused, there will be interference between D2D clusters and VR users.

3.2 System architecture

3.2.1 VR model

**Tracking** VR tracking information includes location information and direction information, and SBS builds a virtual environment based on VR users tracking information. The tracking vector of each VR user \(i\) is expressed as \(W_i = [w_{i1}, w_{i2}, w_{i3}, w_{i4}, w_{i5}, w_{i6}]\), where \([w_{i1}, w_{i2}, w_{i3}]\) represents the position coordinates of each VR user and \([w_{i4}, w_{i5}, w_{i6}]\) represents the direction coordinates of each VR user. The channel of VR, which is reused by D\(_j\), will interfere with VR, data transmission. The signal-to-noise ratio between VR, and SBS uplink is expressed as SINR\(_{i,j}^{VR}\).

\[
\text{SINR}_{i,j}^{VR} = \frac{P_{i,j}^{VR}h_{i,j}B}{\sigma^2 + P_{i,j}^{D}h_{i,j}B}. \tag{1}
\]

Where \(P_{i,j}^{VR}\) is the transmission power of VR\(_i\) whose channel resources are reused by D\(_j\), \(h_{i,j}\) is the channel gain between VR\(_i\) and SBS. \(P_{i,j}^{D}\) is the transmission power of D\(_j\) reusing VR\(_i\) channel resources, and \(h_{i,j}\) is the path loss between D\(_j\) and SBS. \(W_i(\text{SINR}_{i,j}^{VR})\) represents the tracking vector that VR transmits to SBS, which is affected by the SINR of the wireless link.

For each VR user, the tracking accuracy \(Z_i^{VR}\) is expressed as follows:

\[
Z_i^{VR} = 1 - \frac{\| W_i(\text{SINR}_{i,j}^{VR}) - W_i^{R} \|}{\max(\| W_i(\text{SINR}_{i,j}^{VR}) - W_i^{R} \|)} \tag{2}
\]

Where \(\| W_i(\text{SINR}_{i,j}^{VR}) - W_i^{R} \|\) denotes the inaccuracy of VR tracking. Because of the influence of SINR, bit errors will occur in \(W_i(\text{SINR}_{i,j}^{VR})\) transmission. Therefore, it has an impact on the generation of video. \(W_i^{R}\) means that when the user feels uncomfortable in the environment or is not satisfied with the video displayed, he sends a forced feedback to SBS.

**Delay** The latency mainly includes transmission latency (this paper only considers the uplink transmission
latency of VR users) and processing latency. The transmission latency for each VR user is as follows:

\[ V^T_i = \frac{A}{C_{VR}^{i,j}} ; \tag{3} \]

\( A \) represents the size of the tracking vector sent to SBS by each VR user. \( C_{VR}^{i,j} \) is the transmission rate of the VR user’s uplink.

\[ C_{VR}^{i,j} = B \log_2(1 + \text{SINR}_{VR}^{i,j}) ; \tag{4} \]

In processing delay, we mainly calculate the size of bits needed to be converted in video image generation. The vector \( l(W_i(SINR_{VR}^{i,j})) \) represents the VR image generated by SBS according to the tracking vector \( W_i(SINR_{VR}^{i,j}) \). \( l(W^R_i) \) represents the VR image generated by SBS according to the forced feedback tracking vector \( W^R_i \). Since virtual reality system can predict future tracking information based on historical tracking information, \( l(W_i(SINR_{VR}^{i,j})) \) has been generated before SBS receives \( W^R_i \). The \( l(W_i(SINR_{VR}^{i,j})) \) can be transferred into \( l(W^R_i) \) using this time-saving method. Define \( v(l(W_i(SINR_{VR}^{i,j}))l(W^R_i)) \) to denote the number of bits that need to be converted from VR image and they are determined by motion search algorithm [23]. Bit size is related to tracking accuracy, so processing delay is mainly affected by tracking accuracy. The processing delay is defined as follows:

\[ V^P_i(Z_{VR}^{i}) = \frac{v(l(W_i(SINR_{VR}^{i,j}))l(W^R_i))}{M/N} ; \tag{5} \]

where \( 0 \leq v(l(W_i(SINR_{VR}^{i,j}))l(W^R_i)) \leq L \), the greater the difference between \( l(W_i(SINR_{VR}^{i,j})) \) and \( l(W^R_i) \), the more bits SBS needs to convert. \( L \) represents the maximum number of bits allowed to be converted. \( M/N \) is a computing resource for each VR user to process video. Therefore, the total latency for per user VR is

### Table 1 Parameters of system

| \( i \) | The number of VR users |
| --- | --- |
| \( j \) | The number of D2D clusters |
| \( B \) | Channel bandwidth |
| \( \sigma^2 \) | Noise |
| \( P^{VR}_{i,j} \) | Transmission power of VR users |
| \( P^{D2D}_{i,j} \) | Transmission power of D2D clusters |
| \( V_i \) | The total delay of VR uplink transmission |
| \( Z_{VR}^{i} \) | Tracking accuracy |
\[ V_i = V_i^P(Z_i^{VR}) + V_i^T. \]  

### 3.2.2 D2D model

In \( D_j \), the D2D transmitter is represented as \( d_{j,x} \), and the D2D receiver is represented as \( d_{j,y} \). The channel gain between \( d_{j,x} \) and \( d_{j,y} \) denotes the channel gain between VR and \( d_{j,x} \), \( d_{j,y} \) denotes the channel gain between VR and \( d_{j} \). \( P_i^V \) is the transmission power of VR, whose channel resources are reused by \( d_j \). \( P_i^D \) is the transmission power of the D2D cluster \( D_j \) which reuses VR channel resources. Therefore, the SINR of \( D_j \) is as follows:

\[
\text{SINR}_i^D = \min_{x \in D \setminus \{j\}} \left( \frac{P_i^D h_{i,d_{j,x}}}{\sigma^2 + \sum_{j \neq k} P_j^D h_{d_{j,x}d_{j,y}} \cdot h_{d_{j,y}d_{i,d_{j,x}}} \cdot h_{i,d_{j,x}}} \right).
\]

The throughput of \( D_j \) reusing VR channel is calculated according to Shannon's theory as follows:

\[
C_{i,j}^D = X_i^* B \log_2 (1 + \text{SINR}_i^D).
\]

### 3.3 Problem formulation

Our goal is to enhance QoS for VR users and D2D users and maximize multicast clusters throughput while the uplink delay of VR users is below a certain threshold. A binary matrix \( \xi = [\xi_{i,j}]_{i \times j} \) is defined to denote the situation that D2D clusters reuse VR user channels. \( \xi_{i,j} = 1 \) represents that \( D_j \) reuses the channel of VRi. If not, \( \xi_{i,j} = 0 \). \( P_i^{D,\text{MAX}} \) and \( P_i^{V,\text{MAX}} \) represent the maximum transmission power of \( D_j \) and VRi respectively. \( \Gamma_{VR,i} \) and \( \Gamma_{D,j} \) represent the minimum SINR of VRi and \( D_j \) respectively. The optimization problem is expressed by a mathematical formula as follows:

\[
V_i = V_i^P(Z_i^{VR}) + V_i^T \leq \text{thord},
\]

\[
\text{argmax}_{\xi_{i,j}} \sum_{i=1}^{1} \sum_{j=1}^{1} C_{i,j}^D (P_i^D, P_i^{VR}),
\]

\[
0 \leq \sum_{i=1}^{1} \sum_{j=1}^{1} \xi_{i,j} \leq I, \quad 0 \leq \sum_{i=1}^{1} \xi_{i,j} \leq 1,
\]

\[
\text{SINR}_i^{VR} (P_i^D, P_i^{VR}) \geq \Gamma_{VR,i},
\]

\[
\text{SINR}_i^{D} (P_i^D, P_i^{VR}) \geq \Gamma_{D,j},
\]

\[
0 \leq P_i^{VR} \leq P_i^{VR,\text{MAX}}, \quad 0 \leq P_i^D \leq P_i^{D,\text{MAX}}.
\]

Equations (9) and (10) are our objective functions. Equation (9) guarantees the uplink transmission delay of VR users is within the user’s tolerable delay range, while thord denotes the threshold. Equation (10) is used to obtain the maximum throughput of D2D cluster. Constraint (11) is used to ensure that the channel resources of a VR user can only be reused by one D2D cluster, but a D2D cluster can multiplex multiple VR channels. Constraint (12) indicates that in the case of channel multiplexing, the QoS requirements of D2D users and VR users are met. Constraint (13) restricts the users’ transmission power.

### 4 Methods

#### 4.1 Power control based on geometric programming

To improve system throughput, it needs to allocate power between D2D clusters and VR users properly. In cellular networks, \( D_j \) reuses VRi channel resources, and when both of them send information at the same time, there will be interference between them. Because the interference is related to power, by reducing the transmission power of \( D_j \) and VRi the interference between \( D_j \) and VRi will be reduced. However, this will lead to the reduction of receiving power, SINR, and transmission power. To ensure the system’s QoS, the optimal power of VR users and D2D clusters must be used. According to the SINR and power constraints of VR users and D2D clusters, the power optimization problem is expressed as follows:

\[
R = \left\{ \begin{array}{ll}
(P_i^D, P_i^{VR}) = \text{argmax} (C_i^D), & (P_i^D, P_i^{VR}) \in R, \\
0 \leq P_i^{VR} \leq P_i^{VR,\text{MAX}}, & 0 \leq P_i^D \leq P_i^{D,\text{MAX}}, \\
\text{SINR}_i^{VR} \geq \Gamma_{VR,i}, & \text{SINR}_i^{D} \geq \Gamma_{D,j}, \\
V_i = V_i^T(Z_i^{VR}) + V_i^T \leq \text{thord}
\end{array} \right.
\]

(14)

In Eq. (14), both D2D clusters and VR users are constrained by maximum transmission power and minimum SINR, and \( R \) is the feasible region. This problem is a convex optimization problem. We can find the optimal powers of D2D clusters and VR users in the feasible region. Linear programming is an effective method to solve this problem.

As shown in Fig. 2, \( I_{C} \) and \( I_{D} \) represent SINR of VRi and \( D_j \) that meet power limits. The right side of \( I_P \) satisfies the limit of minimum SINR, while the upper side of \( I_{C} \) satisfies the limit of minimum SINR. Hence, the shaded part in the figure is the feasible area, and the optimal power pair is within the area. According to Reference [24], the optimal power solution includes at least one maximum power in, i.e., \( P_i^{VR} = P_i^{VR,\text{MAX}} \) or \( P_i^D = P_i^{D,\text{MAX}} \). Therefore, the optimal power solution is at the vertex of the feasible region. As shown in Fig. 2, the optimal power pair corresponds to
requirement, we compare the results to get the optimal link transmission delay of VR users meets the threshold power pairs and judging whether the corresponding up-link transmission power for $D_j$ and VR respectively. $I_w$ and $I_d$ represent SINR constraints of transmission power for $D_j$ and VR

![Fig. 2 Linear programming of $P_{i,j}^D$ and $P_{i,j}^{VR}$ power control. The figure shows the possible shape of the feasible region under different wireless channel conditions. $P_{i,j}^{D, MAX}$ and $P_{i,j}^{VR, MAX}$ denote the maximum transmission power of $D_j$ and VR, respectively. $I_w$ and $I_d$ represent SINR constraints of transmission power for $D_j$ and VR.]

points $Y_1, Y_2, Y_3, Y_4$, and $Y_5$. In $Y_1 (P_{i,j}^{D, MAX}, P_{i,j}^{VR, Y_1})$, $P_{i,j}^{VR, Y_1}$ is the intersection of $I_w$ and $P_{i,j}^{D, MAX}$ when $\text{SINR}_{Y_1} = \Gamma_{Y_1}$. In $Y_2 (P_{i,j}^{D, Y_2}, P_{i,j}^{VR, MAX})$, $P_{i,j}^{VR, MAX}$ is the intersection of $I_w$ and $P_{i,j}^{D, MAX}$ when $\text{SINR}_{Y_2} = \Gamma_{Y_2}$. In $Y_3 (P_{i,j}^{D, Y_3}, P_{i,j}^{VR, Y_3})$, $P_{i,j}^{VR, Y_3}$ is the intersection of $I_d$ and $P_{i,j}^{D, MAX}$ when $\text{SINR}_{Y_3} = \Gamma_{Y_3}$. The results are as follows:

$$
\begin{align*}
    P_{i,j}^{VR, Y_1} &= \frac{\Gamma_{Y_1} (\sigma^2 + P_{i,j}^{D, MAX} h_{i,j}^B)}{h_{i,j}^B}, \\
    P_{i,j}^{D, Y_2} &= \frac{\Gamma_{Y_2} (\sigma^2 + P_{i,j}^{VR, MAX} h_{i,j}^A)}{h_{i,j}^A}, \\
    P_{i,j}^{D, Y_3} &= \frac{\Gamma_{Y_3} (\sigma^2 + P_{i,j}^{VR, MAX} h_{i,j}^A)}{h_{i,j}^A}, \\
    P_{i,j}^{VR, Y_3} &= \frac{\Gamma_{Y_3} (\sigma^2 + P_{i,j}^{D, MAX} h_{i,j}^A)}{h_{i,j}^A}.
\end{align*}
$$

By calculating the throughput of the above four optimal power pairs and judging whether the corresponding up-link transmission delay of VR users meets the threshold requirement, we compare the results to get the optimal power pair and the optimal throughput increment which finally meets the system requirements.

### 4.2 Channel allocation based on Hungarian algorithm

Based on the calculation for the optimal power pairs above, we can find out the optimal transmission power between $D_j$ and VR, and obtain the throughput between them. To find the optimal solution, we must search for all the mappings between D2D clusters and VR users [25]. This problem is transformed into the optimal matching problem, and the maximum weight binary matching algorithm is used to solve the optimal channel allocation.

As shown in Fig. 3, we construct a bipartite graph $G$, in which the set $S_D$ and $S_{VR}$ are two sets of vertices of $D_j$ and VR, respectively. If VR is a candidate for $D_j$ to reuse channel resources, then there is a connection edge between two vertices, and the weight of the edge is the throughput of $D_j$; if not, the virtual edge weight between the two vertices is zero. In graph theory, the Hungarian algorithm is suitable for completely symmetric bipartite graphs. Therefore, we need to transform asymmetric bipartite graphs $G$ into symmetric bipartite graphs. As shown in Fig. 3, the specific method is as follows: (1) if $I$ is $\partial$ times of $J$, i.e., $I = \partial \times J$, then adding $(\partial-1)$ vertices with original weighted edges to set $D$ is to copy $(\partial-1)$ original clusters. 2) If $I = \partial + h$ we add $\partial$ vertices with original weighted edges to the set $S_D$ and $J + h$ virtual vertices with zero weights to the set $S_{VR}$.

Firstly, the weights of the edges between vertex $S_D$ and $S_{VR}$ are calculated based on the optimal power pair between $D_j$ and VR. Then, we use Hungarian algorithm to find the
best match between $D_j$ and $VR_i$. As shown in Fig. 3a, the weights of $VR_1$ are the largest in all channels of $D_1$ reusing and $VR_5$ is the largest in all channels of $D_1$ copy reusing, so the channels of $D_1$ reusing $VR_1$ and $VR_5$ are the best, that is, the channels of $D_1$ and $VR_1$ and $VR_5$ are the best matching.

5 Experiments and results

In this section, we will simulate and analyze the proposed scheme. In an area of 0.5 km $\times$ 0.5 km, an SBS is in the center, and VR users and D2D multicast clusters are randomly distributed. Each D2D cluster is a circular area with a radius of 0.1 km by fault. The cluster head locates in the center of the cluster. Before resource allocation, we assume that all users share average bandwidth and achieve the lowest QoS. The transmission rate of wireless virtual reality is required to be 25.32 Mbit/s. The maximum transmission power of VR users and SBS is 21 dbm and 42 dbm, respectively. The specific parameter settings are shown in Table 2 below.

The objective of our proposed method is to optimize the QoS of VR video content sharing using D2D technology on the premise that the uplink transmission delay of VR is less than the specified threshold. The mainstream view in the industry is that when using immersive terminals. The latency from the user sending the request to receiving the content cannot exceed 20 ms, if not, it will cause vertigo. For this reason, we set the threshold of VR uplink transmission delay to 10 ms by default. Since power allocation and channel allocation are mainly to improve the overall throughput performance, we use throughput as an evaluation index. Firstly, we analyze the impact of the number of D2D cluster users on the throughput of D2D cluster and VR user before and after channel resource reuse under the condition that the upstream delay of VR is 10 ms, 15 ms, and 20 ms, respectively. Secondly, the influence of the radius change of the D2D cluster is also analyzed. Then, we compare the proposed allocation scheme with heuristic and stochastic schemes to evaluate their performance. Besides, we analyze the changes of video resolution in D2D cluster users before and after channels reusing.

Figure 4 shows how the throughput of D2D clusters varies as the number of users in the D2D clusters changes. As the increase of users in D2D clusters, the throughput of all D2D clusters increases continuously. The throughput of
D2D clusters after reusing channels is higher than that of not reusing channels, and more users, the greater the throughput. And the more users, the greater the throughput increment. However, when there are more than 40 users in each D2D cluster, the increase of throughput becomes slow. This is owing to the increase of the number of users, which leads to the increase of interference between users in the cluster, resulting in the decrease of throughput increment. In addition, when the VR uplink delay is gradually increased by 10 ms, 15 ms, and 20 ms, respectively, we find that the D2D clusters throughput gradually increases. As the VR uplink delay increases, the transmission power of the VR users decreases, which leads to the interference of the VR users to the D2D clusters decreases.

Figure 5 illustrates the impact of changing the number of users in a D2D cluster on the throughput of virtual reality users. In Fig. 5, the throughput of VR users does not increase or decrease significantly as the increase of users in D2D clusters. The fluctuation of the curve is caused by the random generation of users’ locations. The change of distance leads to the fluctuation of throughput, but the increment of VR throughput remains almost unchanged. The reason is that although the number of users in the D2D cluster increases, the radius of the D2D cluster does not change, which will not affect the worst channel quality. The effects of D2D cluster heads and SBS on the channel quality of VR are almost invariant. Through the analysis of Figs. 4 and 5, we find that the throughput gain of D2D clusters after reusing channel is significantly greater than the throughput reduction after VR users is reused. While guaranteeing the VR user experience, the system throughput is significantly improved by reusing channels. In addition, the VR uplink delay gradually increases, causing the transmission power of VR users to decrease. As a result, the uplink throughput of virtual reality users decreases.

Figure 6 shows that the total throughput of D2D clusters decreases with the increase of D2D radius. The reason is the increase of cluster radius, the coverage of D2D cluster becomes larger. When the number of users in each cluster is fixed, the range of random distribution of users becomes larger, and the channel quality between D2D cluster heads and intra-cluster users becomes worse. The rate of both D2D multicast depends on the worst channel quality, so the throughput of D2D cluster decreases. With the change of each D2D cluster radius, we also find that the throughput curve of D2D cluster decreases with the increase of VR upstream delay. However, the throughput of D2D clusters reusing VR channels resources is still better than that of non-multiplexing channels.

Figure 7 illustrates how the throughput of VR users varies as the D2D clusters radius change. In Fig. 7, the total throughput of VR users decreases with the increase of D2D clusters radius. As the cluster radius increases, the coverage

### Table 2 Parameters of simulation

| Parameter                  | Value          |
|----------------------------|----------------|
| SBS radius                 | 0.5 km         |
| D2D cluster radius         | 0.1 km         |
| Maximum transmission power | 21 dbm         |
| Uplink bandwidth           | 10 MHz         |
| Noise spectral density     | $-174$ dBm/Hz  |
| Path loss model for VR links | $128.1 + 37.6 \log(d[\text{km}])$ |
| Path loss model for D2D links | $148 + 40 \log(d[\text{km}])$ |
| $\Gamma_{SR,i,\Gamma_{D,j}}$ | 3 dB           |
| $A$                        | 100 kb         |
| $\nu$                      | 500 kb         |
area of D2D communication increases, and the interference caused by D2D cluster reusing VR users’ channel resource increases, which makes the total throughput of VR reduces. When the VR uplink delay is 10 ms, the throughput is higher than that of the other two delays. The delay of 10 ms makes the user rarely feel dizzy during the immersive experience, and the corresponding throughput guarantees the quality of VR video transmission. When the VR users channels are not reused, the throughput of VR users is not interfered by the D2D clusters but only related to the channel gain between SBS and VR users. Although the locations of VR users are randomly allocated, the distance between VR users and SBS varies in a limited range. So the channel gain is almost unchanged, and the throughput of VR user channels is almost unchanged when they are not reused.

In Fig. 8, we compare the resource allocation scheme of this paper with heuristic and stochastic schemes. For the heuristic scheme, each D2D cluster searches for the best object in order. For the stochastic scheme, as long as Formula (14) is satisfied, we can get the cluster’s reusable random resource allocation matrix. As shown in Fig. 8, the throughput of the three allocation schemes is better than that of the D2D clusters not reusing VR channels. Because the stochastic scheme cannot guarantee the quality of the allocated channels. Compared with the other two schemes, the throughput increment is smaller. When the number of users in each D2D cluster is 30, the throughput of the proposed scheme is 50% and 12% higher than that of stochastic algorithm and heuristic algorithm, respectively. Because the proposed algorithm considers all possible channel allocation situations, and selects the one that makes the system
performance the best, and the stochastic algorithm selects one from the set of multiplexing channels that meet the constraints, and the heuristic algorithm pursues the maximum benefit of a single D2D cluster, without considering the global optimization. The proposed scheme is superior to the heuristic scheme and stochastic scheme in terms of total system throughput.

In Fig. 9, we evaluate the video quality of D2D clusters for VR videos content sharing. With the development of VR, the level of software and hardware related to VR is also promoting. The resolution of the terminal screen has reached 4K and the resolution of the full view is 8K. If the resolution is 4K, the network bandwidth requirement is 25 Mbps–100 Mbps. If the resolution is 8K, the network bandwidth requirement exceeds 100 Mbps. Based on the bandwidth requirements of the above resolution, we analyze the proportion of the resolution of the users in the D2D clusters as the D2D clusters radius change. We also set up 6 VR users, 12 D2D clusters, and 5 users per cluster. In the case where the number of users in the cluster is fixed and randomly distributed, as shown in Fig. 9, different colors indicate the proportion of users with different resolutions before and after the channels are reused. We found that increasing the D2D cluster radius from 50 m to 150 m leads to the decrease of clusters throughput, which results in the decrease of resolution. However, after D2D clusters reusing channels, the resolution is improved obviously, and the proportion of the video resolution of 8K is increased.

Fig. 7 The influence of the radius size of D2D clusters on the total throughput of VR users

Fig. 8 Throughput comparison of resource allocation schemes
The reason is that the user throughput increases after the channel reusing, which can support higher resolution. Thus, the proposed mechanism improves the VR video resolution and improves the user experience.

Through the analysis of the above simulation diagrams, we find that our proposed scheme of content distribution can greatly improve the system throughput and guarantee the QoE of VR users and video quality. Our proposed resource allocation scheme is also significantly better than the other two schemes in throughput.

6 Conclusions
In this paper, we propose a scheme for wireless VR content sharing based on D2D multicasting technology. There are two VR communication modes in this scheme: VR users with the same VR content sharing intent constitute the D2D multicasting clusters, while other ones communicate directly with the base station. The D2D multicasting clusters reuse the uplink channel resources occupied by non-clustered VR users for communication. Then, we research the resource allocation of this scheme. We propose that the resource allocation optimization problem is to maximize the throughput of D2D multicasting clusters for video content sharing and to guarantee the quality of VR services. For this reason, we consider key VR performance such as uplink transmission latency and tracking processing latency. We put forward a two-step algorithm to solve the above optimization problem. The optimal power pair between the D2D clusters and VR users is obtained by linear programming. Then, the problem of reusing channel is transformed into a bipartite graph, and the Hungarian algorithm is used to achieve the optimal channel allocation. Finally, the performance of the proposed scheme is evaluated by simulation. The numerical simulations verify the proposed scheme can effectively improve the throughput for VR video content sharing and the clarity of VR content transmission.
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