Predicting Sediment transport in sewers using integrative harmony search-ANN model and factor analysis
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Abstract. This study evaluates the performance of an integrated version of artificial neural network namely HS-ANN (which is a combination of neural network and heuristic harmony search algorithm) as an alternative approach to predict the sediment transport in terms of sediment volumetric concentration ($C_v$) in sewer pipe systems. To overcome the complexities of choosing the optimum number of the input variables and to consider the effective parameters of the model, the factor analysis technique is utilized. In addition to the HS-ANN model, an empirical equation, as well as a multiple linear regression model, are also considered. The mean square error (RMSE), mean absolute percentage error (MAPE), and Pearson correlation coefficients (PCC) are used for evaluating the accuracy of the applied models. As the comparisons demonstrate, the HS-ANN model ($PCC = 0.97$) is more accurate than the existing empirical equation and MLR model and could be successfully employed in predicting sediment transport in sewer networks.
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1. Introduction

Sediment transport and movement in sewer networks have been the topics of several studies in recent years due to some pertinent concerns such as pollution to watercourses, blockage and surcharging. As a matter of fact, the deposition of solids occurs occasionally in sewers as a result of the intermittent nature of flow [1, 2]. Several studies have attempted to model the transport of sediments in sewer network using experimental studies and related empirical relations [1, 3] and numerical methods [4, 5].

In the past decades, due to the reliability and capability of soft computing methods in analyzing and modelling complex problems, the popularity and application of these methods have been increased in various fields of science, especially in water resources engineering, hydraulics and hydrology [6, 7].

Few previous works on sediment transport using soft computing techniques have been reported [2, 8-10]. Azamathulla et al. [2] presented the adaptive neuro-fuzzy inference system (ANFIS) as an alternative approach to predict the functional relationships of sediment transport in sewer pipe systems.
The applied ANFIS approach gave satisfactory results in comparison to the existing empirical relations and multiple linear regression (MLR) model. Ebtehaj et al. [10] challenged the capability of the hybrid support vector machine (SVM) and wavelet transform model for the prediction of the densimetric Froude number ($Fr$) as a sediment transport index in sewer networks. They claimed that both hybrid and standard SVM give better results than the conventional relations, however, the hybrid SVM-wavelet model performed better than the standard SVM model.

In this study, it is aimed to model the sediment transport in sewers by developing an integrative model combined with the ANN model and harmony search algorithm, so called HS-ANN. Also, the factor analysis is conducted on the entire datasets to understand the most important input variables in prediction of volumetric sediment concentration ($C_v$). Finally, the performance of applied methods are evaluated using different statistical criteria.

1.1 Datasets
In the present study, pertinent datasets were gathered from the data reported by Ghani [1] for modeling sediment transport in sewers at the Hydraulic Laboratories of the University of Newcastle, UK. In the study, all experiments were carried out under part-full uniform flow conditions. Two pipes of 154 mm and 305 mm diameter were utilized in which sediments transported as bed load. The sediments used were uniformly graded and non-cohesive ($d_{50} = 0.5 \text{ mm} - 10.0 \text{ mm}$). Figure 1 schematically depicts the experimental sewer pipes.

![Figure 1. Schematic view of the overall geometry of a sewer pipe with deposited beds](image)

A total number of 195 datasets were utilized for modeling the sediment transport process in sewers. Each dataset consists of 17 independent variables (input variables) and one predictable variable (target value) of the $C_v$. The potential input variables included median diameter of particles in a mixture ($d_{50}$), flow discharge ($Q$), mean velocity of flow ($V$), depth of uniform flow ($y_0$), internal diameter of pipe channel ($D$), flow Reynolds number ($Re$), flow Froude number ($Fr$), bed slope ($S_0$), overall friction factor with sediment ($\lambda_s$), overall equivalent sand roughness with sediment ($k_s$), overall Manning roughness coefficient with sediment ($n_s$), width of sediment spread ($w_s$) in pipes, temperature ($T$), cross-sectional area of the flow ($A$), wetted parameter of the flow ($P$), overall hydraulic radius ($R$) and water surface width ($B$). The summary of the statistical characteristics of potential factors on sediment transport in sewers is given in Table 1. From Table 1, it can be seen that the $C_v$ factor is mostly correlated with the $Fr$ number ($r = 0.69$) and bed slope ($r = 0.68$). On the other hand, $C_v$ is in disagreement with the geometric parameters of the hydraulic radius of the pipe ($r = -0.55$).
Table 1. Statistical characteristics of the parameters considered in this study.

| Parameters | Minimum | Maximum | Average | Standard deviation | Coefficient of variation | Correlation ($r$) with Cv |
|------------|---------|---------|---------|--------------------|--------------------------|--------------------------|
| $Q$ (l/s)  | 0.44    | 34.63   | 16.87   | 9.39               | 0.56                     | -0.37                    |
| $V$ (m/s)  | 0.24    | 1.21    | 0.69    | 0.17               | 0.25                     | 0.43                     |
| $y_0/D$    | 0.15    | 0.77    | 0.42    | 0.15               | 0.36                     | -0.45                    |
| $Re$       | 12715   | 276449  | 147704  | 54569              | 0.37                     | -0.18                    |
| $Fr$       | 0.3     | 1.47    | 0.8     | 0.27               | 0.34                     | 0.69                     |
| $T/\circ Q$| 11      | 21.5    | 17.22   | 2.65               | 0.15                     | 0.13                     |
| $A$ ($m^2$)| 0.002   | 0.06    | 0.02    | 0.01               | 0.6                      | -0.55                    |
| $P$ (m)    | 0.05    | 0.65    | 0.38    | 0.13               | 0.69                     | -0.49                    |
| $R$ (m)    | 0.01    | 0.09    | 0.06    | 0.02               | 0.34                     | -0.55                    |
| $B$ (m)    | 0.11    | 0.31    | 0.26    | 0.06               | 0.23                     | -0.36                    |
| $d_{50}$ (mm) | 0.46 | 8.3    | 4       | 2.45               | 0.61                     | 0.34                     |
| $\lambda_s$| 0.01   | 0.05    | 0.02    | 0.01               | 0.26                     | 0.09                     |
| $k_s$ (mm) | -0.12  | 1.87    | 0.51    | 0.51               | 0.99                     | -0.16                    |
| $w_s$ (mm) | 9      | 80      | 33.94   | 15.37              | 0.45                     | 0.44                     |
| $n_s$      | 0.01   | 0.01    | 0.01    | 0                  | 0.13                     | -0.19                    |
| $S_0$      | 0      | 0.01    | 0       | 0.55               | 0.55                     | 0.68                     |
| $D$ (mm)   | 154    | 305     | 274.64  | 60.52              | 0.22                     | -0.28                    |
| $Cv$ (ppm) | 0.76   | 1450    | 283.27  | 339.11             | 1.2                      | 1                        |

2. Methods

2.1 Artificial neural network
Artificial neural networks (ANNs) are inspired by the biological nervous system of animals which are mathematically composed of some interconnected neurons. Due to their nonlinear structure by using activation functions, interconnection weights, and biases, trained ANNs can provide outputs by processing the input data. The training process of ANNs (which is normally a back-propagation process) is done using the optimization algorithm. Conventional ANNs used mathematical methods such as gradient descent algorithm for the optimization process. However, it is possible to get the advantage of heuristic methods (such as particle swarm optimization algorithm, firefly algorithm and etc.) for optimizing the ANN parameters. In this study, the harmony search algorithm is integrated with the multi-layer perceptron neural network for training the ANN [11, 12].

2.2 Harmony search algorithm
The harmony search (HS) heuristic algorithm was introduced by Geem et al. [13]. This algorithm mimics the improvisation of music players. In general, a music player would improvise the pitches of her/his instrument to obtain better harmony. Inspired by this analogy, the HS algorithm has been developed for seeking the optimum solution to a problem. For this, five steps are considered in this algorithm. Firstly the algorithm parameters such as the number of decision variables and solution vectors are initialized. Secondly, the harmony memory (a memory where all the solution vectors are stored) is initialized based on the predetermined algorithm parameters in the first step. In the third step, a new harmony is improvised normally on the basis of the three rules of memory consideration, pitch adjustment, and random selection.
In the fourth step, the harmony memory is updated. The computation is terminated if the stopping criterion is satisfied in the fifth step [14]. This algorithm is used in this study for optimizing the weights and biases of the multi-layer perceptron neural network.

2.3 Multiple linear regression
A multiple linear regression (MLR) analysis is used to predict the values of a dependent variable (Cv in this study), given a set of explanatory variables. Generally, the least-squares criterion is considered to estimate the MLR equation, so that the sum of squares of the differences between the observed and predicted values for each observation will be minimized.

2.4 Empirical relation
May et al. [15] have studied the parameters influencing the prediction of sediment concentration in sewers and presented the following equation to determine it.

\[
C_v = 0.0211 \left( \frac{y_0}{D} \right)^{0.36} \left( \frac{D^2}{A} \right)^{0.6} \left( \frac{d}{R} \right) \left( \frac{V^2}{g(s-1)D} \right)^{3/2} \left( 1 - \frac{V_c}{V} \right)^4
\]  

\[
V_c = 0.125 \left( g(s-1)d \right)^{1/2} \left( \frac{y}{d} \right)^{0.47}
\]  

where \( C_v \) is volumetric sediment concentration, \( y \) is depth of uniform flow, \( D \) is internal diameter of pipe channel, \( A \) is cross-sectional area of the flow, \( d \) is diameter of particles, \( R \) is overall hydraulic radius, \( V \) is mean velocity of flow, \( g \) is the gravitational acceleration, \( s \) is the value for particle density, and \( V_c \) is the critical incipient motion velocity [16].

3. Application and results
3.1 Selection of input parameters (factor analysis)
As it was mentioned earlier, 17 input parameters can be considered for modeling and predicting \( C_v \). Most researchers considered less number of independent variables such as the effective factors in sediment transport as flow velocity, the size of particles, the hydraulic radius, the average size of sediment, and the total friction factor [8]. In this study in order to find out which are the most important input variables in predicting \( C_v \), the factor analysis has been conducted on the entire datasets.

Figure 2a shows the results of the scree plot for all parameters. It can be observed from the dashed line in Figure 2a, that at least seven parameters should be considered for modeling. In this respect, we consider selecting seven parameters out of 17 independent variables for predicting \( C_v \). Hence, as plotted in the loading plot (Figure 2b), seven groups of parameters have been spotted and the seven variables \( S_o, Fr, V, \lambda_s, y_0/D, R, \) and \( Re \) have been chosen as the input vector.
3.2 Models set up
Several feed-forward back-propagation multi-layer perceptron neural networks with one hidden layer were developed for modeling sediment transport. The optimum number of hidden nodes in the hidden layer was achieved by trial and error procedure (the optimum structure of the final HS-ANN is tabulated in Table 2). The harmony search algorithm was embedded with the standard version of ANN for the optimization process. To train and validate the HS-ANN model using the sets of data, 85% of tests were randomly selected from 195 available data. The same training set was also chosen for constructing the multiple linear regression model. Moreover, to evaluate the efficiency of the presented HS-ANN, MLR and May et al. [15] empirical model, the remaining 15% data were used to test the accuracy.

3.3 Results and discussion
Table 2 presents the findings of different statistical indexes of the Pearson correlation coefficient (PCC), root mean square error (RMSE) and mean absolute percentage error for the Cv predictions using the HS-ANN and MLR models and the empirical equation. As for the MLR model, the low values of the correlation coefficient (PCC < 0.7) and greater values of RMSE and MAPE indicates that this MLR model could not predict the sediment transport in sewers. On the other hand, the complex phenomenon and nonlinear behavior of sediment transport in sewers cannot be captured by linear regression models.

It can be noticed that the predictions of both HS-ANN and May et al. [15] empirical equation are highly favorable so that the values of PCC exceeded 0.9 in the testing phase. The HS-ANN model outperformed the empirical equation in both the training and testing phases.

Table 2. Validation of the applied models in terms of statistical measures.

| Phase   | Model       | PCC  | RMSE (ppm) | MAPE (%) |
|---------|-------------|------|------------|----------|
| Training| HS-ANN (7,9,1) | 0.93 | 124.64     | 34.82    |
|         | MLR         | 0.77 | 218.87     | 179.74   |
|         | May et al. 1989 | 0.82 | 200.28     | 35.13    |
| Testing | HS-ANN (7,9,1) | 0.97 | 88.73      | 19.10    |
|         | MLR         | 0.59 | 284.41     | 359.58   |
|         | May et al. 1989 | 0.91 | 156.28     | 24.54    |
Figure 3 provides scatter plots of the results obtained from the predictions made by the HS-ANN for both the training and testing phases. It could be seen that the HS-ANN model has been fairly trained well in such a manner that most of the simulated and predicted values are in the 20% bands from the line of agreement. Figure 4 also shows similar scatter plots for the MLR model and May et al. [15] empirical equation. The results of these plots indicate that both the MLR model and empirical equation tended to under-predict higher $C_v$ values. Besides, a general over-prediction at many data points can be seen in the MLR model. In general, it can be observed that none of these methods perform as well as the HS-ANN since the results are more scattered. However, the empirical equation could predict sediment transportation better than the MLR model.

Figure 5 depicts the distribution of the residuals of each model using dot-plot. It is obvious that the residuals related to the HS-ANN are not scattered, while the residuals of the MLR model are more distributed alongside the X-axis which is an indication of considerable difference between the observed $C_v$ values and MLR model results. In addition, it can be concluded from Figures 3, 4 and 5 that the empirical equation and especially the MLR model tend to under-predict the $C_v$ values, whereas the HS-ANN model is reluctant in terms of over/under-prediction issue which is a beneficial factor for the capability of HS-ANN model.

![Figure 3. Scatter plots for the modeled/predicted values of $C_v$ for the HS-ANN model](image)

![Figure 4. Scatter plots for the modeled/predicted values of $C_v$ for the a) empirical equation, b) MLR model](image)
Figure 5. Dot-plot representation for the applied models’ residuals

4. Conclusion
Sediment transport in sewer networks is known as a complex phenomenon that cannot be easily modeled. In this study, an integrative soft computing technique integrated from the harmony search algorithm and multi-layer perceptron was proposed for predicting the volumetric concentration of sediment in sewer pipes. Besides the HS-ANN model, an empirical equation suggested by May et al. [15] as well as a multiple linear regression model was applied. It was found that the HS-ANN model with the highest values of the Pearson correlation coefficient ($PCC = 0.93$ in the training set and 0.97 in the testing phase) and lowest values for the $RMSE$ and $MAPE$ showed better performance over the empirical and MLR model. Although the empirical equation modeled and predicted the $Cv$ values properly ($PCC = 0.82$ in the training set and 0.91 in the testing phase), the MLR model failed to predict the $Cv$ values.
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