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Abstract—A Cellular Automata (CA) is a computing model of complex System using simple rule. In CA the problem space into number of cell and each cell can be one or several final state. Cells are affected by neighbours’ to the simple rule. Cellular Automata are highly parallel and discrete dynamical systems, whose behaviour is completely specified in terms of a local relation. This paper deals with the Cellular Automata (CA) in cryptography for a class of Block Ciphers through a new block encryption algorithm based on Reversible Programmable Cellular Automata Theory. The proposed algorithm belongs to the class of symmetric key systems.
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1 INTRODUCTION

The popularity of Cellular Automata [2] can be traced to their simplicity and are used for the modelling of complex system using simple rule [1]. This can be viewed as a simple model of a spatially extended decentralized system made up of a number of individual components, called as cell. The communication between cells is performed using simple rules. Each individual cell is in a specific state, which changes over time depending on the state of its local neighbours. The overall structure can be viewed as parallel processing device. The state of each cell is updated simultaneously at discrete time based on the states in the neighbourhood at the preceding time step.

A CA is said to be reversible CA in the sense that the CA will always return to its initial state. In CA each cell is affected by its left and right neighbourhood. A cell composition is formed by the cell itself and its left and right neighbours and is represented through a parameter \( r \) called as radius. If the radius is 1 then the composition ‘m’ include \( 2^r + 1 \) cells. This makes \( n = 2^m \) possible pattern and \( 2^n \) possible rules i.e. if \( r=1, m = 2^1 + 1 = 3, n = 2^3 = 8 \) possible pattern, \( 2^n \) means 256 rules.

The finite CA is used with cyclic boundary conditions. Such CA can be treated as ring. When the same rule is applied to all cells, the CA is said to be a Uniform CA, otherwise it is called non-uniform.

The block encryption algorithm used to compute the next cell state based on CA local rules. The local rules are classified based on existing categories [3], [5], [6]. A CA is called Programmable CA if it employs some control signal.

The main aspects of information security [4] due to rapid Information Technology application in various fields are privacy, data integrity, authentication, and non-repudiation. Encryption and decryption are two complementary operations satisfying the demand of privacy. Cryptographic techniques are divided into two categories [4] symmetric key and public key. There are two classes of symmetric key encryption schemes [4] block ciphers and stream ciphers. This paper deals with symmetric key block ciphers and considers both issues of encryption and decryption. CA has been used so far in both symmetric key and public key cryptography. CA based public cipher was proposed by Guan [7]. Security of block encryption algorithm was based on difficulty of solving a system of nonlinear polynomial equations. Stream CA based encryption algorithm was first proposed by Wolfram [8]. The idea was to use CA as a pseudo-random number generator (PRNG). The generated sequence was combined using XOR operation with the plain text. The result of that operation formed the cipher text. The secret key was the initial state of CA. In the decryption process some pseudo-random sequence needed to be regenerated using the secret key and then combined with the cipher text.

2 CELLULAR AUTOMATA

2.1 Simple Cellular Automata

Cellular automata are a collection of cells that each adapts one of a finite number of states. Single cells change in states by following a local rule that depends on the environment of the cell. The environment of a cell is usually taken to be a small number of neighbouring cells. Figure 1 shows two typical neighbourhood options.
One-dimensional CA is an array of cells. Each cell is assigned a value over some state alphabet. CA is defined by five parameters: size, initial state, neighbourhood, rule and boundary conditions. Size defines number of cells. All cells update its value synchronously in discrete time steps accordingly to some rule. Such rule is based on the state of the cell itself and its neighbourhood:

\[ S_i(t+1) = R(S_{i-r}(t), ..., S_{i-1}(t), S_{i}(t), S_{i+1}(t), ..., S_{i+r}(t)) \]

where \( S_{i}(t) \) is a value of \( i^{th} \) cell (the state of a cell) in step \( t \) and \( r \) is a radius of the neighbourhood. When dealing with finite CA, cyclic boundary conditions are usually applied which means that CA can be treated as a ring. Changing values of all cells in step \( t \) is called CA iteration. Before the first iteration can take place some initial values must be assigned to all cells. This is called the initial state of CA. By updating values in all cells, the initial state is transformed into a new configuration. When each cell updates its state according to the same rule, CA is said to be uniform. Otherwise it is called non-uniform CA. The total number of rules considered for different reversible CA classes are presented in [9]. This paper presents the idea of using reversible CA class presented by Wolfram [12]. In this class rule depends not on one but on two steps back:

\[ S_i(t+1) = R(S_{i-r}(t), ..., S_{i-1}(t), S_{i}(t), S_{i+1}(t), S_i(t-1), ..., S_{i+r}(t)) \]

In the elementary CA value \( S_{0}(t+1) \) of \( i^{th} \) cell in configuration \( t+1 \) depends on the value of the state of itself and \( r \) of its neighbours in configuration \( t \). In this reversible class additional dependency is added: the value of the central cell \( S_i(t-1) \) in step \( t-1 \) is considered. Such a rule can be simply constructed by taking elementary CA rule and adding dependency on two steps back.

Definition of the rule is now composed of two elementary rules. The first one is defining state transition in case when in step \( t-1 \) cell was in state 1, and the second one when the cell was in the state 0. If two elementary rules: rule 236 and rule 19. These two rules are complementary to each other. Knowing one value it is possible to calculate the second one using the following formula:

\[ R_2 = 2^{d} - R_1 - 1 \]

where \( d=2^{2r+1} \), and \( r \) is radius of the neighbourhood, \( R_1 \) given rule and \( R_2 \) complement rule. One interesting property of Reversible Cellular Automata is that the same reversible rule is used in both in Forward and Backward iteration. Science a reversible rule dependent now on two steps back, an initial configuration must be composed of two successive configurations \( q_0 \) and \( q_1 \).

### 2.2 Programmable Cellular Automata

P. Anghelescu, S. Ionita and E. Sofron et al [12] have been explored Programmable Cellular Automata. A CA is called Programmable CA if it employs some control signals. By specifying values of control signal at run time programmable CA can implement various function dynamically.

The PCA was firstly introduced in [14], where the control logic of each cell not fixed but controlled by a number of control signals such that different function (i.e. Rule) can be realized on the same structure. As the matter of fact, PCA are essentially a modified CA structure.

The total number of rules for radius \( r \) neighbourhood is \( 2^{n} \) where \( n=2^{2r+1} \). In this paper one dimensional PCA defined over binary state alphabet (cells can be either in state 0 or 1) with neighbourhood size two and three is used.

### 2.3 Reversible Cellular Automata

By applying a rule to each cell \( S_0(t) \) of the configuration \( q_0(t) \) a new configuration \( q_0(t+1) \) is obtained. This transformation can also be defined by a global transition function, which takes as an input configuration \( q_0(t) \) and results in a successive configuration \( q_0(t+1) \). A CA is reversible if and only if the global transition function is one-to-one that is if every configuration not only has one successor but also has one predecessor.

Reversible rules that could be useful in cryptography should meet the following criteria: they should be numerous and they should exhibit complex behaviour. When analyzing elementary CA it turns out that only a small number of rules have the property of being reversible. For example, among all 256 of radius 1 CA of only six are reversible. This is why class of CA with rules specially created to be reversible is.

### 3. SURVEY OF EXISTING ENCRYPTION ALGORITHM

#### 3.1 Encryption Algorithm Based Programmable CA

The block diagram of PCA encryption systems is presented in Figure 2. The rules specify the evolution of the CA from the neighbourhood configuration to the next state and these are presented in Table-1.
The corresponding combinational logic of rules 90 and 150 for CA can be expressed as follows:

\[ \text{Rule 90: } a_i(t + 1) = i_{i-1}(t) \oplus i(t) \oplus i_{i+1}(t) \]  
\[ \text{Rule 150: } a_i(t + 1) = i_{i-1}(t) \oplus i_{i+1}(t) \]  

Each node of the transition graph represents one of the possible states of the CA. The directed edges of the graph correspond to a single time step transition of the automata.

By considering a 4 bit hybrid CA under the null boundary condition the rule vector is \(<90, 150, 90, 150>\). The transition graph is shown in Fig-3.

The combinational logic of rules 153, 102, 195, 51 and 60 [1] for the programmable CA can be expressed as follows:

\[ \text{Rule 153: } a_i(t + 1) = a_i(t) \oplus a_{i+1}(t) \]  
\[ \text{Rule 102: } a_i(t + 1) = a_i(t) \oplus a_{i+1}(t) \]  
\[ \text{Rule 195: } a_i(t + 1) = a_{i-1}(t) \oplus a_i(t) \]  
\[ \text{Rule 51: } a_i(t + 1) = -a_i(t) \]  
\[ \text{Rule 60: } a_i(t + 1) = a_{i-1}(t) \oplus a_i(t) \]

The rules 153, 195, 51, 60, 102, 204 are used in the block cipher [4] scheme.

**Algorithm 1: Null boundary State Transition for CA:**

**Input:** Rule Vector Size (n) and CA State Size

**Output:** State Transition Diagram for CA

1. Enter initial state of CA
2. Convert decimal value to binary and store in an array
3. for \( j = 1 \) to \( 2^n \)
4. for \( i = 1 \) to \( n \)
5. Apply the corresponding rule on the \( i \)th Cell
6. Store the next state value.
7. Convert binary to decimal value
8. End of loop2
9. End of loop1
10. Stop.

The encryption algorithm present in this paper is constructed using programmable CA based on rules 51, 195 and 153. The rules specify the evolution of the CA from the neighbourhood configuration to the next state and these are represented in Table 1.

Considering the CA with rule vector \(<153, 153, 153>\) under null boundary condition, the cycle is obtained as shown in the Fig-4.

**Figure 3 The State Transition Diagram CA**

**Figure 4 State transition diagram of a CA (Using Rule Vector <153,153,153>)**

In Figure 4, the CA has two equal length cycles and each cycle has a cycle length 8, which is a basic requirement of the enciphering process.
Algorithm 2: Enciphering and Deciphering Process

Input: Given Plain Text/Cipher Text
Output: Cipher Text/Plain Text

Step 1: Create State Transition Diagram of Cycle length using rule vector and apply the Corresponding rule.

Step 2: Insert the value of plain text into original state of CA.

Step 3: If it is goes to its immediate state after four cycles then

Step 4: Plain Text is enciphered into cipher text.

Step 5: After running another four cycle the immediate state return back to its original state.

Step 6: The cipher text is deciphered into plain text.

A circuit with two control signals C1 and C2 are shown in Fig.4. When C1 is logic 0 then rule 51 is applied to the cell. When C1 is logic 1 and C2 is logic 0 then the cell is configure with rule 195. When C1 and C2 are both logic 1 then the cell configure with rule 153.

Considering the CA with rule vector (51, 51, 195, 153) under null boundary conditions, we obtain the cycle as shown in the Figure 5.

4 PROPOSED MODEL BASED ON REVERSIBLE PROGRAMMABLE CELLULAR AUTOMATA:

4.1 Motivation

A CA is said to be reversible PCA in the sense that the CA will always return to its initial state using control logic. Reversible PCA means that not only forward but also reverse iteration is possible. Using a reversible rule it is always possible to return to an initial state of a CA at any point. If one rule is used for forward iteration then another rule that is reversible to the first one is used for the backward iteration. Using this type of rules for encryption process is show in the Figure 7.

Table 2: Selection of Rules 51,195,153

| C1 | C2 | Rules Applied |
|----|----|---------------|
| 0  | 0  | 51            |
| 0  | 1  | 51            |
| 1  | 0  | 195           |
| 1  | 1  | 153           |

In Figure 6 the CA has four equal length cycles, each cycle has a cycle length 4. Considering this CA as an enciphering function and defining a plaintext as its original state it goes to its immediate state after two cycles which is enciphering process. After running another two cycles, the immediate state returns back to its original state which deciphers cipher text into plain text ensuring deciphering process.

Figure 5 State transition diagram of a CA (Using Rule Vector <51,51,195,153>)

Cellular Automata used for modelling of complex system using simple rule. The Selection of rule configuration reduces the circuit complexity. Block Encryption Algorithm are chosen PCA because reduce the circuit complexity. So, the diagram is not complex in Figure 6 and the corresponding truth table is simple in Table 2.

In Figure 6 the CA has four equal length cycles, each cycle has a cycle length 4. Considering this CA as an enciphering function and defining a plaintext as its original state it goes to its immediate state after two cycles which is enciphering process. After running another two cycles, the immediate state returns back to its original state which deciphers cipher text into plain text ensuring deciphering process.

Figure 6 PCA structure with rule 51,153,195

Figure 7: Encryption/Decryption scheme using RPCA

In Figure 6 the plain text will composed the initial state of the PCA means q0 state of the above Reversible PCA and final state of PCA is qn. Insert the value of plain text into q0.
Reversible PCA means the PCA will always return to its initial state. The Reversible CA rules satisfy the following criteria: a) rules are numerous and b) rules are exhibiting complex behaviour. By analyzing the elementary CA it turns out that only a small number of rules have the property being reversible. In radius 1 elementary CA out of 256 rules only six rules are reversible. The behaviour of the reversible rule is simple.

The reverse for the rule 15 is rule 240, rule 51 is rule 204 and rule 85 is rule 170. If two elementary CA rules are composing a reversible then one depend on each other. By knowing one of these rules other rules can be calculated using the following formula:

\[ \text{R}_{\text{rev}} = 2^n \times \text{R}_i \]

By modifying the Figure 7 the initial state of an elementary CA is now composed of two successive configurations in the encryption scheme. The plain text is encoded as second state means q₀, while the first state is filled with the any random data or initial data which is generated by the Random Number Generator (RNG). The encryption is done by the forward iteration of the elementary CA. The final result is composed of two configuration and both of them must be used for both encryption and decryption. The first one is cipher text and second one is called final data. In the Decryption process the same operations are performed in reverse order. Encryption and Decryption Algorithms are shown in Figure 8 & Figure 9. The modified model is better than the previous model with respect to the circuit complexity, speed and cost.

First encryption and decryption algorithm of a single plaintext block is shown. When using reversible PCA described in the previous section, plaintext is encoded as part of initial state of a PCA (q₁). Configuration q₀ is set up with some random data. Both configurations form an initial state of PCA. Encryption is done by forward iteration of CA by fixed number of steps according to some reversible rule. This process is shown Figure 9.

Configuration on qₙ₋₁ is a cipher text. The rule used during encryption is a secret key of that transformation. There are two options on how to treat configuration qₙ (called final data) generated by the encryption process. The most secure one assumes that this information is kept secret, which means that configuration qₙ becomes a part of the key. The disadvantage of this option is that the key changes with each encryption. This is because now the key is a function of a rule, plaintext and some initial data (Rid). In the second option the final configuration qₙ is encrypted using Vernam encryption algorithm. This is done by applying logical bitwise operation XOR on the final configuration qₙ and selected bits of the key.

Decryption algorithm is shown on Figure 8. The same operations as in encryption are used in reverse order. Initial state is composed of the final data and the cipher text. To obtain final data for the decryption, XOR operation must be applied first to encrypted final data and the key. Next, CA is iterated for the same number of steps as during encryption with use of the same secret rule.

The secret key has to include information about the rule number which is used for both encryption and decryption. The key would now be composed of a rule and final configuration. By applying logical bitwise operation XOR operation on the final configuration and the key:

\[ \text{ED} = \text{K} \times \text{F} \]

\[ \text{ED} = \text{i} \text{th Binary Digit of Encrypted final Data} \]

\[ \text{K} = \text{i} \text{th Binary Digit of Key} \]

\[ \text{F} = \text{i} \text{th Binary Digit of Final Data} \]

4.2. Encryption for Reversible Programmable CA:

The rule combination for the Reversible programmable CA is based on Programmable CA. This Reversible PCA is used to provide real time keys for the block cipher.
Secret key is a rule for Encryption. R_e is the Rule for Encryption and R_i is the Rule for Decryption.

4.2.1. Overview of Algorithm:

The algorithm is composed of three one dimensional CA labelled CAL, CAR and CAF. CAL and CAR are composed of 4 cells; CAF is composed of 128 cells. There are two input values for the encryption function: 128 bit plain text and 256 bit key. Automata CAL, CAR, and CAF are using the radius of 3 rules. All rules are belongs to the class of reversible rules. The encryption algorithm involves the four functions: 1) Byte Substitution 2) Row Shifting 3) Column Mixing 4) Add round column. Encryption is composed of n rounds which, means that all functions are applied n time on the plain text.

Figure 10 Proposed algorithm overview using RPCA

4.2.2 Details of Single Round

The details of the single round of encryption are show on the Figure 6 each round starts with four 128bit values labelled q0, q1, q2 and q3. The left and right halves of each 64 bit values are divide into 32 bit parts labelled q0L, q0R, q1L q1R, q2L, q3R. The automata eight configuration are produced q(n-3)L, q(n-2)L, q(n-1)L, qnL and q(n-3)R, q(n-2)R, q(n-1)R, qnR. The byte substitution operation configurations qnL and qnR, Row shifting operation configurations q(n-1)R and q(n-1)L, Column Mixing operation configurations q(n-2)L and q(n-2)R, add round key operation configurations q(n-3)L and q(n-3)R.

In Reverse rule of R is Rrev.

The reverse for the rule 15 is rule 240, rule 51 is rule 204 and rule 85 is rule 170. If two elementary CA rules are composing a reversible then one depend on each other. Knowing one of these rules then we can calculate the other one using the following formula:

\[ R_{rev} = 2^n - R - 1 \]

where R is a given Rule, \( R_{rev} \) is a complement rule.

Figure 11 Details of single round algorithm

Table 3: The rules that Updated The next state of the CA cells (reversible rule)

| Rule | 111 | 110 | 101 | 100 | 011 | 010 | 001 | 000 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|
| 15   | 0   | 0   | 0   | 0   | 1   | 1   | 1   | 1   |
| 240  | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 0   |
| 51   | 0   | 0   | 1   | 1   | 0   | 0   | 1   | 1   |
| 204  | 1   | 1   | 0   | 0   | 1   | 1   | 0   | 0   |
| 85   | 0   | 1   | 1   | 0   | 1   | 0   | 1   | 0   |
| 170  | 1   | 0   | 1   | 0   | 1   | 0   | 1   | 0   |

The corresponding Combination logic of rules 75 and 180 for elementary CA can be expressed as follows:

\[ Rule5: a(i)(t+1) = 1 \oplus a(i-1)(t) \]

\[ Rule240: a(i)(t+1) = a(i-1)(t) \]

\[ Rule51: a(i)(t+1) = 1 \oplus a(i)(t) \]

\[ Rule204: a(i)(t+1) = a(i)(t) \]

\[ Rule85: a(i)(t+1) = 1 \oplus a(i)(t) \]

\[ Rule70: a(i)(t+1) = a(i+1)(t) \]

The encryption algorithm present in this paper is constructed using Reversible programmable CA based on rules 204, 240 and 170. The rules specify the evolution of the
Reversible PCA from the neighbourhood configuration to the next state and these are represented in Table 3. Considering the RPCA with rule vector <204, 204, 240 and 170> under null boundary condition, and Corresponding truth table in simple in Table 4.

Table 4: Selection of rules 204,240,170.

| C1 | C2 | Rules Applied |
|----|----|---------------|
| 0  | 0  | 204           |
| 0  | 1  | 204           |
| 1  | 0  | 240           |
| 1  | 1  | 170           |

![Figure 12: RPCA structure with rule vector<204,204,240,170>](image)

A circuit with two control signals C1 and C2 are shown in Figure 12. When C1 is logic 0 then rule 204 is applied to the cell. When C1 is logic 1 and C2 is logic 0 then the cell is configured with rule 240. When C1 and C2 are both logic 1 then the cell configure with rule 170.

**Key:** Each CA is using its own reversible Rules. Each radius 3 rules is 64 and 128 bit length. This make key size is 256 bit. The Key structure is shown in Figure 13.

![Figure 13 Key Structure](image)

**Decryption Process:** During the decryption process the same operation then the ones used for encryption is performed in reverse order.

**Algorithm Security:** There exist $2^{256}$ keys, which means a brute force attack appears practically impossible.

5 PERFORMANCE ANALYSIS

Block Encryption Algorithm Base on Reversible Programmable Cellular Automata can be implemented easily in both hardware and software. Each component of this cipher uses 3-neighborhood Programmable Cellular Automata, whose inherent parallelism feature makes parallel implementation nature. Simplicity and locality of the CA make it possible to build cheap and first devices containing large number of cells (processor) working in parallel. The performance of the Block Encryption Algorithm based on Reversible Programmable Cellular Automata is compared with some of the Existing schemes and analyzed in this section.

5.1 Performance Analysis of Hardware Implementation

Since the Reversible Programmable Cellular Automata Based Components are regular, modular and cascade able structures the proposed scheme can be easily realize in hardware. To compare with existing scheme, the proposed scheme has been synthesized using Verilog targeted to Xilinx Vextex2. After synthesisization it is found that ICEBERG [13] which needs 704 LTUs and Each round of AES Rijndael is even more critical as a single round their needs 2608 LUTs and its key round needs 768 LUTs [23]. The proposed model presented in this paper is implemented in hardware and found that the implementation cost is high because it uses control Programmable Cellular Automata.

5.2 Performance Analysis of Software Implementation:

The ICEBERG [13] scheme that proposed with the objective for efficient hardware implementation was not efficient for software implementation. The execution Speed of AES optimized code and the proposed non-optimized code on a Intel Core 2 Duo 2.0 GHZ, in open MP platform. The results are tabulated in Table 5.

| Key Size | AES          | Proposed Algorithm |
|----------|--------------|---------------------|
| 128 bit  | 1.34 micro seconds | 1.01 micro seconds |
| 192 bit  | 1.57 micro seconds | 1.21 micro seconds |
| 256 bit  | 1.79 micro seconds | 1.43 micro seconds |

Implementation speed of our scheme was found to be faster than AES for all key sizes. This could be possible due to the inherited parallelism feature of CA.

6. CONCLUSION

This paper presents a new block encryption algorithm based on Reversible Programmable Cellular Automata theory. In Cellular Automata, rules are being selected to reduce the circuit complexity. This work ensures to generate $2^{256}$ potential keys which means that a brute force attack impossible. This algorithm also uses 128 bit block size which, implies an increase in security but may slow down the
encryption/decryption process. This paper uses Reversible Programmable Cellular Automata because RPCA achieve high Parallelism, simple implementation and cheap cost.
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