Replay Attack Detection in Automatic Speaker Verification Using Gammatone Cepstral Coefficients and ResNet-Based Model

Auwat Chaiwongyen$^{1,2}$, Suradej Duangpummet$^3$, Jessada Karnjana$^3$, Waree Kongprawechnon$^2$ and Masashi Unoki$^1$

$^1$Graduate School of Advanced Science and Technology, Japan Advanced Institute of Science and Technology
1-1 Asahidai, Nomi, Ishikawa 923-1292 Japan
$^2$Sirindhorn International Institute of Technology, Thammasat University, Thailand
$^3$National Science and Technology Development Agency, Thailand
E-mail: anuwat, unoki}@jaist.ac.jp, {jessada.karnjana, suradej.duangpummet}@nectec.or.th, waree@siit.tu.ac.th

Abstract This paper presents a method for detecting replay attacks in an automatic speaker verification system. The replay attack is of interest because it is the most straightforward, effective attack, and difficult to detect. Even though many speech features and classifiers have been proposed, the detection performance, such as an equal error rate (EER), accuracy, and balanced accuracy, need to be improved. Therefore, we propose a method for replay attack detection that applies the Gammatone cepstral coefficients with a ResNet-based model. The proposed method was evaluated and compared with existing methods and baselines in the ASVspoof 2019 challenge. The results indicated that the proposed method outperforms our previous method and the baselines in which the EER was 8.4%. In addition, the accuracy and balanced accuracy of the spoofing detection were improved.
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1. Introduction

Automatic speaker verification (ASV) systems use voice to validate the authenticity of a claimed voice for security [1]. Nowadays, the vulnerability of such systems to spoofing attacks, including impersonation, speech synthesis, voice conversion, and replay, has become a severe problem. A replay attack, which uses recording and playback devices, is the most accessible because it requires the least skill, experience, and equipment. It is, however, difficult to detect. Hence, this paper focuses on replay attacks for ASV.

Countermeasures for preventing replay attacks have been developed to identify a spoofed signal before ASV. The standard techniques are based on artifact identification to distinguish between genuine and spoofed signals using features extracted from a speech signal with classifications.

Many algorithms and methods based on using different features and classifiers have been proposed [2, 3, 4, 5, 6, 7]. For methods based on a single feature, in the ASVspoof 2019 challenge, the baselines are methods using either constant-Q cepstral coefficients (CQCCs) or linear-frequency cepstral coefficients (LFCCs) as features with a Gaussian mixture model (GMM) as the classifier [2]. Todisco et al. showed CQCCs and Mel-frequency cepstral coefficients (MFCCs) as features with a deep neural network (DNN) as the classifier [3]. This work reported that MFCCs with a DNN outperformed the baseline (CQCC-GMM) and CQCCs with a DNN. The method proposed by et al. revealed that using LFCCs with a Siamese convolutional neural network (CNN) outperformed the same classifier (Siamese CNN) with CQCCs [4].

For methods based on multiple features and classifiers, Adiban et al. proposed a technique based on CQCCs with the combination of an autoencoder and Siamese CNN [5]. A subsequent method based on the constant-Q transform (CQT) and stacking of classifiers, called SE-Res2Net50, surpassed Adiban et al.’s method [6]. The feature fusion method with a ResNet-based model, called ResNeWt18, reported the best performance in the ASVspoof 2019 challenge [7]. This work proposed an ensemble feature, including Mel-filter banks, CQT, CQTgrame, and the modified
group delay function (MGD), the so-called CQTMGD. From the aforementioned works, although no single feature performs well with all classifiers, the classifiers based on the ResNet model showed promising performance with many features. We previously investigated the ResNet-based model with LFCC and MFCC features, and the MFCC ones showed impressive results [8]. While Gammatone cepstral coefficients (GTCCs) performed better than MFCCs in speech-audio classifications and in ASV [9, 10], applying GTCCs for replay attack detection is still unclear. Therefore, this paper proposes a scheme based on GTCCs with a ResNet-based model for replay attack detection in ASV.

2. Proposed Method

In this section, we briefly introduce GTCCs and present our proposed method that utilizes GTCCs with a ResNet-based model.

2.1 Gammatone cepstral coefficients

GTCC features are a biologically inspired modification of the MFCCs that uses Gammatone filters with equivalent rectangular bandwidth (ERB) bands. The log-magnitude response of the Gammatone filter can be used to represent the human auditory response. In comparison with MFCCs, the Gammatone filter provides more frequency components in the low-frequency range with a narrow bandwidth and fewer frequency components in the high-frequency range with a wider bandwidth, as shown in Fig. 1. Thus, it can reveal the spectral information effectively [11].

The framework for GTCC extraction is divided into five steps, as shown in Fig. 2. First, the audio signal is windowed into short frames between 10 and 50 ms, and each frame is weighted by a Hamming window. Then, a short-time Fourier transform (STFT) is applied to convert a signal in the time domain into the time-frequency domain. Next, the Gammatone filter bank comprising various Gammatone filters is used for the STFT of the audio signal, and the energy of each sub-band is computed. After that, the logarithm (log) of each sub-band is computed. Finally, the discrete cosine transform (DCT) is used to obtain the GTCC features.

2.2 Proposed framework

The proposed framework takes the GTCC feature from the input signal without applying voice activity detection. The signal is divided into 128 overlapping frames of 1600 samples. Each frame is weighted by a Hamming window. The 60 Gammatone filters in ERB, as proposed in [9], are used to cover the frequency from 10 Hz to 11 kHz. Hence, the number of dimensions of the feature is 128 × 60.

For the classifier, which is ResNet-based models, we firstly apply ResNet34, which is a general ResNet model. The second model is the modified multi-
branch ResNet [6], namely Deep ResNet. It is used in splitting and aggregating strategies to gain accuracy effectively while maintaining the complexity. A basic block of Deep ResNet is shown Fig. 3 (b).

We use the Adam optimizer with a learning rate of $10^{-3}$ and a batch size of 16. The training is finished after 50 epochs. The loss function is the sparse categorical cross-entropy with two classes, i.e., bona fide and spoof. The dropout rate is 50%. The square bracket specifies the shape of each residual block. There are two stacked blocks. C=32 denotes the division of the ResNet into 32 groups. The details of the Deep ResNet are shown in Table 1.

### 3. Evaluations

To evaluate the proposed method, we used a dataset from the ASVspoof 2019 challenge (physical access sub-challenge). The dataset was divided into the training, development, and evaluation sets in which they contain both genuine utterances and replay attack access attempts recorded and playback under different conditions [2].

In this work, we mainly and directly compared our methods (GTCCs using ResNet34 and Deep ResNet) with the baselines in the ASVspoof 2019 challenge, i.e., LFCC-GMM and CQCC-GMM [2]. The existing features, i.e., LFCC, CQCC, and MFCC with the ResNet-based classifier, were also evaluated. However, several state-of-the-art methods including multiple features or advanced classifications are also illustrated for further improvement. For example, Siamese CNN is a twin neural network classifier whereas LFCC-GMM and CQCC-GMM as well as the proposed method are single-feature and single-classifier methods.

Table 2 illustrates the equal error rate (EER) comparison of each method. The EER is the rate at which the false rejection rate (FRR) and false acceptance rate (FAR) are equal. As illustrated in Table 2, the EER of the proposed methods is lower than that of the method using CQCC with the Siamese CNN [4]. It is also lower than that of the two baselines, i.e., LFCC-GMM and CQCC-GMM [2]. Note that the best performance of attack replay detection of each criterion is illustrated by the bold text. In addition to the EER, we also evaluated the performance of the proposed method with other classification metrics, including accuracy, balanced accuracy, and F1 score. Table 3 shows the performance of the proposed model and baselines in terms of the true positives rate (TPR), true negatives rate (TNR), false positives rate (FPR), false negatives rate (FNR), accuracy, balanced accuracy, precision, recall, and F1 score.

The results in terms of accuracy, balanced accuracy, and F1 score indicate that the proposed method, GTCCs with Deep ResNet, is the best. However, the TNR, FPR, and recall of the CQCC-GMM [2] are still slightly better than those of the proposed method.

### 4. Discussion

The comparison of replay attack detection between GTCCs as other features with the same classifiers shows a better slightly performance in terms of accuracy, recall, and F1 score. In contrast, it moderately outperforms in terms of balanced accuracy.

In addition, the performance of GTCCs with ResNet34 shows that the TNR, FPR, accuracy, balanced accuracy, recall, and F1 score outperform the other features. However, the TPR, FNR, and precision are slightly lower than those of MFCCs. We also re-implemented the two baselines in the ASVspoof 2019 challenge. However, we obtained a slight difference in EERs, as shown in Table 2. the ResNeWt18 [7]. However, our model might differ from the ResNeWt18. It also has a massive number of parameters, i.e., 146M parameters.

### 5. Conclusion

We proposed a method for detecting replay attacks as a countermeasure in an ASV system. The proposed method utilized GTCCs, a single front-end feature, and Deep ResNet as the classifier. We evaluated the performance of the proposed method using the ASVspoof 2019, a physical access dataset. The result indicated that the proposed method outperformed the two baselines at which the EER was 8.48%. In addition, the classification metrics, i.e., TNR, FPR, recall,
### Table 3  Classification performance on the evaluation set in the ASVspoof 2019

|               | GMM (%) | Deep ResNet (%) | ResNet34 (%) |
|---------------|---------|-----------------|--------------|
|               | LFCC    | CQCC            | LFCC         | CQCC | MFCC | GTCC | LFCC | CQCC | MFCC | GTCC | LFCC | CQCC | MFCC | GTCC |
| **TPR**       | 99.83   | 68.55           | 93.14        | 94.14 | 98.31 | 96.05 | 96.92 | 88.79 | 98.46 | 98.40 | 96.05 | 88.79 | 98.46 | 98.40 |
| **TNR**       | 4.48    | **98.16**       | 49.35        | 28.10 | 51.58 | 81.06 | 24.34 | 36.92 | 45.43 | 62.71 | 24.34 | 36.92 | 45.43 | 62.71 |
| **FPR**       | 95.52   | **1.84**        | 50.65        | 71.90 | 48.42 | 18.94 | 75.66 | 63.08 | 54.57 | 37.29 | 75.66 | 63.08 | 54.57 | 37.29 |
| **FNR**       | 0.17    | 31.45           | 6.86         | 5.86  | 1.69  | 3.95  | 3.08  | 11.21 | 1.54  | 1.60  | 3.08  | 11.21 | 1.54  | 1.60  |
| **Accuracy**  | 87.02   | 72.53           | 87.26        | 85.27 | 92.03 | **94.03** | 87.18 | 81.83 | 91.34 | 93.61 | 87.18 | 81.83 | 91.34 | 93.61 |
| **Balanced**  | 52.15   | 83.35           | 71.24        | 61.12 | 74.94 | **88.55** | 60.63 | 62.86 | 71.98 | 80.55 | 60.63 | 62.86 | 71.98 | 80.55 |
| **Accuracy**  | **99.83** | 68.55           | 93.14        | 94.14 | 98.31 | 96.05 | 96.92 | 88.79 | 98.46 | 98.40 | 96.05 | 88.79 | 98.46 | 98.40 |
| **Recall**    | 87.08   | **99.59**       | 92.22        | 89.41 | 92.90 | 97.03 | 89.20 | 90.08 | 92.09 | 94.45 | 89.20 | 90.08 | 92.09 | 94.45 |
| **F1-score**  | 93.02   | 81.20           | 92.68        | 91.71 | 95.53 | **96.54** | 92.90 | 89.43 | 95.17 | 96.38 | 92.90 | 89.43 | 95.17 | 96.38 |

accuracy, balanced accuracy, and F1 score, showed that the proposed method outperformed the baselines. These results suggested that the GTCC feature could capture replay attack characteristics to enable ResNet-based classifiers to distinguish the spoofed signal effectively. However, the performance of the proposed method is still lower than that of the methods based on feature fusion with advanced classifiers. Thus, incorporating GTCCs into other speech features and utilizing more advanced and generalized classifiers will be investigated in the future.
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