Identifying critical nodes in complex networks by graph representation learning
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Abstract

Because of its wide application background, critical nodes identification has become an important research content at the micro level of network science. Influence maximization is one of the main problems in critical nodes mining and is usually handled with heuristics. In this paper, a deep graph learning framework IMGNN is proposed and the corresponding training sample generation scheme is designed. The framework takes centralities of nodes in a network as input and the probability that nodes in the optimal initial propagation set as output. By training on a large number of small synthetic networks, IMGNN is more efficient than human-based heuristics in minimizing the size of initial propagation nodes under the fixed infection scale. The experimental results on multiple real networks show that, compared with traditional non-iterative node ranking algorithms, IMGNN has the smallest proportion of initial propagation nodes under different infection probabilities when the final infection scale is
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determined. And the reordered version of IMGNN outperforms all the latest critical nodes mining algorithms.
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1. Introduction

In our real life, many complex systems can be modeled as networks for analysis, such as power, road, and social networks[1, 2, 3]. Therefore, understanding and controlling different networks is of great significance for social development. Complex networks are not only a form of data representation, but also a means of scientific research. At present, it has become a new hotspot in the field of network science to explain the different characteristics of networks at the micro level such as nodes and edges. Critical nodes identification is a valuable topic in network science and the results can also be applied in commodity marketing[4], opinion control[5] and malicious user detection[6].

In the early stage of critical nodes mining in complex networks, many methods have been used to sort nodes in networks, such as degree centrality[7], Kshell[8] and PageRank[9]. The significance of a single node can be effectively evaluated by these node ranking methods. However, with the advent of the era of big data, various networks in real life become increasingly complex, and the research focus gradually shifted from measuring the influence of a single node to maximizing the influence of a group of nodes[10, 11, 12, 13]. Influence maximization is a NP-hard problem[14, 15]. Therefore, researchers usually try to design some heuristic rules to obtain approximate results of optimal solutions by using the theory of graph and percolation. The simplest idea is to directly select the top-k nodes of node ranking algorithms. However, such approaches cannot reduce the overlap of influence between nodes[16]. Among all heuristic algorithms, the algorithms based on local attributes and iterative selection strategy perform very well. The so-called iterative selection means that a node is selected according to the existing network attributes and a certain strategy,
then the network is updated and the next node is selected until a sufficient number of nodes are selected. In each iteration, VoteRank select the most influential node according to the voting results of its neighbors, and then reduced the voting ability of its neighbors. As an improvement of VoteRank, NCVoteRank select the most influential node by considering the coreness of its neighbors in the voting process. Similarly, EnRenew selects the node with the maximum information entropy during each iteration. Wang et al. proposed an improved version of Kshell and selects the nodes with the maximum entropy from different shells. Although the above heuristic algorithms based on iterative selection can achieve a good balance between accuracy and cost, they are still based on some sort of heuristic designed by researchers, usually not applicable to all types of networks.

With the development of machine learning and the rise of deep learning, graph neural networks (GNNs) emerged and gradually became a research hotspot in the field of graph computing. Through graph neural networks, it can effectively learn the aggregation features of nodes in complex networks. In this paper, to solve the problem of influence maximization, a deep graph learning framework IMGNN is proposed and the corresponding training sample generation scheme is designed. The framework takes centralities of nodes in a network as input and the probability that nodes in the optimal initial propagation set as output. The experimental results on one synthetic and five real networks show that, compared with PageRank, H-index, Degree and Kshell, IMGNN has the smallest proportion of initial propagation nodes under different infection probabilities when the final infection scale is greater than 80%. In addition, as a non-iterative selection algorithm, IMGNN can also be reordered by RINF algorithm to further improve its performance. And the reordered version of IMGNN outperforms VoteRank, EnRenew, Improved Kshell and NCVoteRank in most cases.
2. Methods

2.1. SIR Spreading Model

For the problem of information maximization, SIR simulation model\cite{28} is often used to measure the effectiveness of algorithms. In this model, nodes typically have three states: Susceptible, Infected and Recovered. In each iteration, susceptible nodes will be infected by the infected nodes in its neighbors with a probability of $\mu$. And then, infected nodes will go to recovered nodes with a probability $\beta$. This process will continue until all the infected nodes in the network become recovered. Generally speaking, when the importance of nodes is measured by SIR model, the recovery probability $\beta$ can be set to 1.

2.2. Information Maximization with Graph Neural Networks (IMGNN)

Aiming at problem of information maximization, an obvious task is to minimize the size of initial nodes when the propagation scale is fixed. For general complex networks, we cannot obtain the optimal solution by means of brute-force (the size of initial propagation nodes increases from small to large, and all possible combinations are exhausted). However, brute-force can be used to find the minimum set of initial propagation nodes whose final infection scale is greater than a certain threshold (e.g. 80%) in a small network (there may be multiple optimal solutions). With the help of graph neural networks, by training in a large number of small synthetic networks and learning the features of nodes in the optimal propagation sets, we can quickly judge the probability of nodes belonging to the optimal propagation sets in large-scale networks, and then get critical nodes. Based on the above ideas, we put forward an effective deep learning framework IMGNN to minimize the number of initial propagation nodes when the final infection scale is fixed in static networks. The framework takes centralities of nodes in a network as input and the probability that nodes belong to the optimal propagation set(s) as output. The critical nodes can be obtained by selecting nodes in descending order of probability.
Figure 1: An illustration of IMGNN.
The main body of IMGNN is a deep graph learning model composed of the graph convolution layer and the linear layer. Its structure is shown in Figure 1, which can be mainly divided into the following two modules:

**Training data generation:** IMGNN adopts supervised learning to train. Firstly, a large number of labeled training samples should be obtained. For this reason, we used BA model [29] and ER model [30] to generate 300 small networks with 15 nodes for model training. Among them, the networks generated by BA model include 50 networks with average degree of 4, 8 and 12 respectively, and the networks generated by ER model include 50 networks with random linking probability of 0.2 and 0.4 respectively. For each node in the network, some centralities and topological characteristics are calculated as the features of nodes. Specifically, we use the degree centrality and its $\chi^2$ value over the neighborhood, clustering coefficient and its $\chi^2$ value over the neighborhood, the PageRank value and the coreness as input features. Chi-square value $\chi^2 = \frac{(o-e)^2}{e}$, where $o$ represents the observed value (degree or clustering coefficient of the node), $e$ represents the expected value (the average degree or clustering coefficient of neighbors). The purpose of adopting the degree centrality (clustering coefficient) and its $\chi^2$ value over the neighborhood as features here is mainly to weaken the score of nodes which are directly connected to the nodes with high scores, and then reduce the probability of the nodes with the similar influence set being selected at the same time. For example, the degree of node A is 80 and the average degree of its neighbors is 100, the $\chi^2$ value of its degree over the neighborhood is 4. the degree of node B is 10 and the average degree of its neighbors is 1, the $\chi^2$ value of its degree over the neighborhood is 81. Although the degree of node A is larger than that of node B, it can be found that node B is more important in its neighborhood through the chi-square value transformation. Among the above six features, the degree centrality and its $\chi^2$ value over the neighborhood belong to first-order, the clustering coefficient and its $\chi^2$ value over the neighborhood belong to second-order, the PageRank value and the coreness are global features. The combination of features with different granularity can describe nodes more effectively.
Algorithm 1: Search all optimal solutions.

**Input:** Graph $G = (V, E)$

**Output:** Set of optimal solutions $S$

1: initialize: $S = NULL; r = 0$

2: while $S == NULL$ do

3:     $r = r + 1$

4:     $Cs$ is the set of all possible combinations of nodes (A total of $C_r^n$)

5:     for each combination $c$ in $Cs$ do

6:         if the final infection scale is greater than 80% then

7:             add $c$ to $S$

8:         end if

9:     end for

10: end while

In addition to the features of nodes, for the training data, we also need to obtain the label of each node. In this paper, nodes are assigned a numeric label which depends on their presence in the optimal propagation set(s). Since all training networks are micro-networks with 15 nodes, we can obtain all optimal solutions by the exhaustive method and the detailed process is shown in Algorithm 1. Specifically, the label of each node is calculated as the number of optimal propagation sets it belongs to, divided by the total number of optimal propagation sets. If there is only one optimal set, we mark all nodes in the set as 1, and the other nodes in the network as 0. If there are two optimal set, we mark the nodes that belong to both sets as 1, the nodes that belong to a single set as 0.5, and the other nodes in the network as 0. In general, IMGNN considers the nodes that belong to most of the optimal propagation sets to be more critical than other nodes, and thus generates a large number of training data. Using these samples, the deep graph learning model can be effectively trained to obtain an appropriate way to aggregate node features.

**Deep graph learning model:** When considering the importance of nodes in the network, not only the attributes of nodes themselves, but also the influ-
ence of other nodes on them should be considered. Therefore, IMGNN uses the graph attention network (GAT) layer and the linear layer to learn the aggregation features and the own features of nodes respectively, and then superimpose them. As shown in Figure 1, the graph convolution layer used by IMGNN is composed of the GAT layer and the linear layer. The input of the second convolution layer is the sum of the outputs of the GAT layer and the linear layer. After two continuous graph convolution layers, a linear fully connected layer is used to change the output dimension to 1. Finally, the output value is limited to \([0, 1]\) through a sigmoid active function. The graph attention network introduced the attention mechanism, the model first learned the weight adaptively for different neighbors, and then averaged it according to their weight. The transformation formula of node features in single-layer GAT network is as follows:

\[
h'_i(K) = \prod_{k=1}^{K} \sigma(\sum_{j \in \Gamma_i} \alpha_{ij} W^k h_j),
\]

where \(h_i\) and \(h'_i\) represent the features of node \(i\) before and after the transformation respectively. \(\Gamma_i\) is the first-order neighbors of node \(i\). \(K\) represents the amount of multi-head attentions. The parameters of the deep graph learning model were determined by grid search. In this paper, The number of output channels of GAT in the first and second layers is 10 and 20, respectively. Multiple attention parameters are 5 and 10, and each layer is coupled to a linear layer with the same number of input and output channels. The active function is ELU and the loss function is the squared loss function.

3. Experiments

In this paper, IMGNN trained 10 epoches on each training dataset with a learning rate of 0.001. All experiments were run on a single 1600 MHz GPU with 8G memory.
3.1. Parameters Analysis

In order to obtain the training set of IMGNN, we need to obtain all the optimal propagation sets of synthetic networks through brute force. At this time, we need to consider the influence of training infection probability $\mu_t$ on the training set and final results.

Since we use SIR model to simulate the transmission process of information in networks, the final infection scale needs to be obtained by means of 1000 simulation averaging. When the training infection probability $\mu_t$ is too small, the information is difficult to spread out, and the size of optimal propagation sets may exceed 50%. Even in small networks, it will take a lot of time to generate node labels. As shown in figure 2, when the training infection probability $\mu_t/\mu_c = 1$, it takes nearly 40 hours to generate node labels.

![Figure 2: The time required to generate the training set varies with the training infection probability $\mu_t$, $\mu_c = \frac{\langle k \rangle}{\langle k^2 \rangle - \langle k \rangle}$.](image)

When the training infection probability $\mu_t$ is too high, the information is easy to spread out. As shown in Figure 3, when the training infection probability $\mu_t/\mu_c > 2.2$, with the increase of $\mu_t$, the final infection scale of any node as the initial source is greater than 80% and this results in that almost all optimal sets of training networks contain only 1 node. So the generated node labels
are undifferentiated, with a large number of nodes are labeled 1/15. When the training infection probability $\mu_t/\mu_c < 2.2$, with the decrease of $\mu_t$, more nodes are needed as the initial source to make the final infection scale greater than 80% and the size of the optimal sets will be larger and larger. This will also lead to higher and higher average scores for nodes.

In addition, it is not difficult to find that with the increase of training infection probability, the number of nodes with non-0 label presents a U-shaped distribution. When the training infection probability $\mu_t$ is small, optimal sets contains a large number of nodes. With the increase of $\mu_t$, the number of nodes required by optimal sets gradually decreases, which leads to the gradual decrease of the number of nodes with non-0 label. Until $\mu_t$ reaches a certain threshold ($\mu_t/\mu_c = 2.2$), a single node can cause large-scale infection, while increasing $\mu_t$ will lead to more and more such nodes.

Figure 3: Effects of different training infection probabilities on the distribution of node labels, $\mu_c = \langle k \rangle / (\langle k^2 \rangle - \langle k \rangle)$.

After analyzing the impact of the training infection probability $\mu_t$ on the time required to generate the training set and the distribution of node labels, It is not difficult to find that when $\mu_t/\mu_c \in [1, 2]$, the time cost of generating the training set and the data distribution are relatively reasonable. Within this
range, the influence of training infection probability $\mu_t$ on the performance of IMGNN is shown in Figure 4. In the experiment, six networks generated by the BA model and the ER model are used to test the final results of IMGNN. The ordinate represents the training infection probability when the training set is generated, and the abscissa represents the real infection probability during the test. Each small square represents the minimum proportion of the initial propagation nodes when the final infection scale is greater than 80%. Due to the high computational complexity of the SIR model, in the course of the experiment, we use a binary search algorithm to locate the minimum initial propagation node set.

As shown in Figure 4, it can be seen that as the real infection probability $\mu$ increases, the minimum proportion of the initial propagation nodes will continue to decrease. And the reduction of ER networks is more obvious (in BA networks, the propagation threshold $\mu_c = \frac{\langle k \rangle}{\langle k^2 \rangle - \langle k \rangle}$ is very small, resulting in insignificant changes). As the training infection probability $\mu_t$ decreases, the minimum proportion of the initial propagation nodes will slightly decrease. Considering the uncertainty in the simulation process, it is almost negligible. In general, when $\mu_t/\mu_c \in [1, 2]$, the change of the training infection probability has little effect on the performance of IMGNN, and the results is better in the network generated by the ER model.

3.2. Datasets

In order to effectively verify the performance of IMGNN in different networks, we will test it on six networks with different topology characteristics (the detailed values are shown in table 1). (1) BA: a scaling free network generated by BA model [29]. (2) Jazz [32]: In the cooperative network between jazz musicians, nodes represent musicians and edges represent cooperative relationships between two musicians. (3) USAir [33]: The network of flights between airports in the United States in 2010, with nodes representing airports and edges representing routes between two airports. (4) PGP [34]: a user interaction network based on Pretty Good Privacy (PGP) algorithm. (5) Sex [35]: A
Figure 4: Effects of different training infection probabilities on the performance of IMGNN, $\mu_c = \frac{\langle k \rangle}{\langle k^2 \rangle - \langle k \rangle}$. BA_1000_2 is the network generated by BA model with 1000 nodes and the parameter of edge is 2. ER_1000_0.005 is the network generated by ER model with 1000 nodes and the parameter of edge is 0.005.
Table 1: The basic properties of one synthetic network and five real networks, including the number of nodes \(N\) and edges \(M\), the max degree \(k_{\text{max}}\), the average clustering coefficient \(\langle C \rangle\) and the degree heterogeneity \(H = \frac{\langle k^3 \rangle}{\langle k \rangle^3}\).

| Networks | \(n\) | \(m\) | \(\langle k \rangle\) | \(k_{\text{max}}\) | \(\langle C \rangle\) | \(H\) | Connected |
|----------|------|------|----------------|----------------|----------------|-----|----------|
| BA       | 1000 | 9900 | 19.8           | 176            | 0.0618         | 1.7859 | Yes      |
| Jazz     | 198  | 2742 | 27.7           | 100            | 0.6174         | 1.3951 | Yes      |
| USAir    | 1574 | 17215| 21.9           | 314            | 0.5042         | 5.1303 | Yes      |
| PGP      | 10680| 24316| 4.6            | 205            | 0.2659         | 4.1464 | No       |
| Sex      | 16730| 39044| 4.7            | 305            | 0              | 6.0119 | No       |
| Router   | 5022 | 6258 | 2.5            | 106            | 0.0115         | 5.5031 | Yes      |

network of sexual activity in which nodes are women (sellers of sex) and men (buyers of sex), with edges representing sexual activity between two nodes. (6) Router: a router network, nodes represent routers, and connected edges represent information interaction between two routers.

3.3. Benchmark Methods

In this paper, four well-known node ranking methods H-index, Kshell, PageRank and Degree are selected as benchmark methods to evaluate the performance of IMGNN and four excellent algorithms based on iterative selection such as Improved Kshell, VoteRank, NCVoteRank and EnRenew are used to compare with the reordered version of IMGNN.

The degree centrality:

\[
DC(i) = \frac{k_i}{N-1},
\]

where \(k_i\) the degree of node \(i\).

PageRank:

\[
PR_i(t) = (1 - c) \sum_{j \in V / \{i\}} a_{ji} \frac{PR_j(t-1)}{k_j} + \frac{c}{N},
\]

where \(a_{ji}\) is an element of the adjacency matrix of the network.
The Kshell\cite{8} of node $i$ is defined as the size of the largest complete subgraph containing node $i$.

The H-index\cite{37}:

$$ h(i) = H(k_{j_1}, k_{j_2}, ..., k_{j_{k_i}}), $$

(5)

where $k_{j_1}, k_{j_2}, ..., k_{j_{k_i}}$ are degrees of node $i$’s neighbors. The goal of H-index is to find a maximum integer $x$ such that there must be at least $x$ neighbors with degrees $\geq x$.

RINF\cite{27} is a critical nodes mining algorithm that can reorder node ranking algorithms such as Degree, k-shell, PageRank, H-index and IMGNN. With the help of a special iterative selection strategy, the overlap of influence among nodes selected by initial algorithms can be effectively weakens and the performance of node ranking algorithms can be improved.

VoteRank\cite{17} and NCVoteRank\cite{18} get the score of a node according to its neighbors. In each iteration selection process, nodes vote to their neighbors, and select the node with the highest score to join the candidate set and reduce the voting capacity of its neighbors (The initial voting capacity is 1). In VoteRank, The score of node is the sum of the voting ability of its neighbors. In NCVoteRank, The score is calculated by the normalized neighborhood coreness.

In EnRenew\cite{19}, authors use the concept of node’s information entropy:

$$ E_i = - \sum_{j \in \Gamma(i)} \frac{k_j}{\sum_{l \in \Gamma(i)} k_l} \cdot \log \frac{k_j}{\sum_{l \in \Gamma(i)} k_l}. $$

(6)

And for each step, add the node with highest information entropy to the candidate set and reduce the information entropy of its neighbors.

In Improved Kshell\cite{20}, during each iteration, firstly, select the node with the highest information entropy from the node set with the highest coreness, and then select the node with the highest information entropy from the node set with the second highest coreness, This process continues until coreness drops to 1.
3.4. Results

Through the parameter analysis of IMGNN, it is not difficult to find that the model can be effectively trained by using the training set generated when the training infection probability $\mu_t/\mu_c \in [1, 2]$. Therefore, in the course of the comparative experiment, IMGNN is trained with the training set of $\mu_t/\mu_c = 1.5$, and then the trained model is compared with other algorithms.

First, we compare the proportion of the minimum initial propagation set required by the non-iterative algorithms when the final infection scale is greater than 80% under different real infection probabilities. Due to the existence of unconnected networks in test networks, in order to reflect the difference of algorithms, we set the infection probability threshold $\mu_c = \langle k \rangle$.

Figure 5 shows the proportion of the minimum initial propagation set generated by non-iterative node ranking algorithms varies with the infection probability $\mu$.

As shown in Figure 5, IMGNN has the best performance on all networks except the Router, and in Router, IMGNN also outperforms other algorithms when the infection probability is low. In Jazz, the performance of IMGNN is much better than other algorithms, which is due to the obvious phenomenon of rich club and large average clustering coefficient. The nodes with higher ranking given by the traditional non-iterative node ranking algorithms are all in the large community, and the external nodes are ignored. The increase in the size of initial propagation set will not significantly increase the final infection scale. The same as Jazz is USAir, and USAir is an unconnected network, which leads to the fact that the critical nodes found by traditional algorithms are basically in the largest connected branch, and the proportion of the largest connected branch is less than 80%. Therefore, even under a high infection probability, the proportion of the minimum initial propagation set is close to 80% to reach the target. Experiments show that IMGNN can accurately judge the probability that the nodes in the network belong to optimal initial propagation set through learning on a large number of artificial networks.

Similar to the traditional non-iterative node ranking algorithms, IMGNN can give the score of each node (the probability of belonging to the optimal initial
Figure 5: The proportion of the minimum initial propagation set varies with the infection probability $\mu$ when the final infection scale is greater than 80% (node ranking algorithms), $\mu_c = \frac{1}{\langle k \rangle}$.
propagation set), which enables us to reorder it through RINF algorithm. Figure 6 shows the proportion of the minimum initial propagation set generated by reorder version of non-iterative node ranking algorithms varies with the infection probability $\mu$.

As shown in Figure 6. After reordering by RINF, the performance of each algorithm is improved, and its average improvement is shown in Table 2. Compared with other algorithms, IMGNN_INF performs best on BA (no significant difference among different algorithms), Jazz, PGP, Sex and USAir. It can be seen from Table 2 except for PGP, RINF has the smallest improvement on IMGNN, especially in Jazz network, which also reflects that IMGNN has weakened the scores of nodes which are directly connected to the nodes with high scores in the process of training. Compared with other algorithms, IMGNN has the least dependence on reordering and can directly achieve a good result. Experimental results show that RINF can improve the performance of IMGNN to some extent. And compared with other reordering algorithms, IMGNN_INF still has advantages in most networks.

Table 2: Average improvement of node ranking algorithms under different infection probabilities.

| Networks | IMGNN | Degree | PageRank | K-shell | H-index |
|----------|-------|--------|----------|---------|---------|
| BA       | 0.1280| 0.2156 | 0.2185   | 0.1640  | 0.2257  |
| Jazz     | 0.0514| 0.4100 | 0.4123   | 0.4146  | 0.4159  |
| PGP      | 0.1725| 0.1186 | 0.1611   | 0.2051  | 0.1905  |
| Sex      | 0.1574| 0.1667 | 0.1846   | 0.2079  | 0.2037  |
| USAir    | 0.2291| 0.2839 | 0.2917   | 0.2898  | 0.2894  |
| Router   | 0.0541| 0.0613 | 0.0701   | 0.1865  | 0.1715  |

Finally, we compare IMGNN_INF with some latest critical nodes mining algorithms based on iterative selection strategy. Figure 6 shows the proportion of the minimum initial propagation set generated by critical nodes mining algorithms based on iterative selection strategy varies with the infection probability $\mu$.  
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As shown in Figure 7, IMGNN_INF performs better than other comparison algorithms on BA, Jazz, PGP (with most infection probabilities), Sex and US-Air. The results on USAir network show that the existing critical nodes mining algorithms is still unable to deal with the network which is disconnected.

4. Conclusions

critical nodes mining in complex networks has very important application value in many fields such as public opinion control, network attack and defense, advertising and marketing. In this paper, aiming at the problem of minimizing the size of initial propagation nodes under the fixed infection scale, a deep graph learning framework IMGNN for critical nodes mining is proposed. Through training in a large number of small synthetic networks, IMGNN learns the characteristics of nodes belonging to the minimum initial propagation set, and can effectively evaluate the probability of nodes belonging to the set. The results of parameter analysis on synthetic networks show that IMGNN can be effectively trained by training set generated when the training infection probability $\mu_t/\mu_c \in [1, 2]$. Compared with traditional non-iterative node ranking algorithms, the experimental results show that IMGNN has the smallest proportion of initial propagation nodes under different infection probabilities when the final infection scale is greater than 80%. In addition, the ranking results of IMGNN can also be reordered by RINF algorithm to further improve its performance, and the performance of the reordered results on most test networks exceeds that of all the latest critical nodes mining algorithms.
Figure 6: The proportion of the minimum initial propagation set varies with the infection probability $\mu$ when the final infection scale is greater than 80% (reorder version of non-iterative node ranking algorithms), $\mu_c = \frac{1}{\langle k \rangle}$. 
Figure 7: The proportion of the minimum initial propagation set varies with the infection probability $\mu$ when the final infection scale is greater than 80% (critical nodes mining algorithms based on iterative selection strategy), $\mu_c = \frac{1}{\langle k \rangle}$.
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