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Abstract

This paper presents an Adaptive Multi-directional Max-plus algebra-based Morphological wavelet Transform (AM-MMT). The AM-MMT is based on a conventional max-plus algebra-based morphological wavelet transform and utilizes several suitable sampling windows that are adaptively selected in accordance with the direction of the content in the image. Thus, this proposed method extracts directional structures smoothly to calculate nonlinear operation (maximum or minimum search) and the standard sum. To show the effectiveness of the AM-MMT, nine standard benchmark images were used to compare the AM-MMT with the conventional MMT. From the experiment, transformed-images can be made by combining the high quality parts of the images, which are processed by each sampling window. All the PSNR values of the AM-MMT are higher than those of the conventional MMT with increasing deletion bit width. Thus, the AM-MMT achieves high-quality high-compression digital images. Furthermore, the expansion into the multi-level AM-MMT operation is described, and a Level 2 (L2) implementation example is shown. The L2 AM-MMT compressed-image is up to about 82% smaller than the original image. Consequently, the AM-MMT can accomplish effective nonlinear operation-based image transformation.
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1. Introduction

The use of mobile devices, such as cellular phones and smartphones, has spread due to the rapid development of semiconductor integration and embedded LSI technology. Thus, several types of mobile applications execute digital content in real-time to satisfy user-requirements. Therefore, the image coding algorithm is most widely used for several multimedia applications. Generally, for effective image coding, several transform algorithms are widely used in many parts of multimedia applications. However, some standard 2-D transforms used in image coding are often executed separately in the vertical and horizontal directions. Then, all images, such as natural scenes, people and structures, that contain various forms cannot be sufficiently supported in the vertical or horizontal-direction. In previous researches [1]–[12], several directional image coding techniques have been extracted that provide some directional information from the original image that can be developed for improving image quality. However, these algorithms often deal with the field of formulation of real numbers and several complex mathematical equations. These methods are thus difficult to implement with general-purpose processors, especially low-power embedded mobile processors in cellular phones and smartphones. For overcoming these problems, a max-plus algebra-based morphological wavelet transform has been focused on to have both high-quality and high-compression for fast image processing on mobile embedded processors [13]–[19]. This transform is rich in potential for effective directional image coding. In this paper, an Adaptive Multi-directional Max-plus algebra-based Morphological wavelet Transform (AM-MMT) is proposed and evaluated for improving the efficiency of creating quality images by data decomposition and reconstruction processing. The proposed method realizes a novel image transformation technique for adapting a suitable sampling window selection, which is decided in accordance with the directional features in the image. To determine the best direction for a suitable sampling
window, the AM-MMT extracts directional structures smoothly to calculate nonlinear operation (maximum or minimum search) and the standard sum. In this transform, macro blocks, which are created by dividing the original image in a reticular pattern, can be selected from candidate sampling windows for fitting image structures with plural suitable directions.

This paper is organized as follows. Section 2 describes the adaptive multi-directional max-plus algebra-based morphological wavelet transform in detail. Section 3 compares the performance of the proposed transform processing with a conventional transform and other researches. Section 4 describes the expansion into multi-level AM-MMT. Finally, Section 5 concludes this paper.

2. Adaptive Multi-Directional Max-Plus Algebra-Based Morphological Wavelet Transform

2.1 Conventional max-plus algebra-based morphological wavelet transform

A conventional wavelet transform is known to be a signal analysis method for executing signal decomposition/reconstruction and can be classified as a linear operation [20]. The morphological wavelet transform, on the other hand, was introduced by Heijmans and Goutsias [21] as a nonlinear signal analysis method. The morphological wavelet transform combines the inherent properties of the conventional wavelet transform and mathematical morphology. However, the original morphological wavelet transform deals with the field of formulation of real numbers and several complex mathematical equations. This concept is thus difficult to implement with general-purpose processors, especially several low-power embedded mobile processors. A morphological wavelet transform, which utilizes the max-plus algebra-based concept to overcome these problems, has been proposed [22]. The Max-plus algebra-based Morphological wavelet Transform (MMT) can be defined by nonlinear operation (maximum or minimum search) and the standard sum, and it is possible to use integer representation for all variables. MMT has three novel features: no quantization error, high affinity for hardware implementation, and efficient edge image compression.

MMT decomposes the original image into several signals and then reconstructs it in accordance with the patterns of scan windows. Figure 1 shows three basic types of sampling windows (square, vertical, and horizontal) to execute the MMT processing. These sampling windows consist of four signal blocks. The variables \( s_1, v_1, \) and \( h_1 \) correspond to the low-frequency component. The variables \( s_4, v_4, \) and \( h_4 \) correspond to the high-frequency component. Other signals are high and low-frequency components.

\[
\begin{align*}
\text{(Square)} & \quad s_1 \quad s_2 \\
\text{(Vertical)} & \quad v_1 \\
\text{(Horizontal)} & \quad h_1 \quad h_2 \\
\end{align*}
\]

Fig. 1 Basic types of sampling windows

Figure 2 shows the decomposition/reconstruction process flow for a \( 2 \times 2 \) pixel square sampling window. The decomposition process divides the original image \((2^n \times 2^n \text{ pixels})\) into four small squares: scaled signal, horizontal signal, vertical signal, and diagonal signal. In contrast, the original image can be reconstructed from the four pieces.

The decomposition operation in a sampling window can be represented in the following equations [23]:

\[
\begin{align*}
s_1 &= \min(x, y, z, w) \\
s_2 &= y - x \\
s_3 &= z - x \\
s_4 &= w - x
\end{align*}
\]

The reconstruction operation can also be represented in the following equations [23]:

\[
\begin{align*}
x &= s_1 + \max(-s_4, -s_2, -s_3, 0) \\
y &= s_1 + \max(s_2 - s_3, s_2 - s_3, s_2, 0) \\
&= s_1 + \max(-s_4, -s_2, -s_3, 0) + s_2 \\
&= x + s_2 \\
z &= s_1 + \max(s_4 - s_2, s_4 - s_3, s_4, 0) \\
&= s_1 + \max(-s_4, -s_2, -s_3, 0) + s_3 \\
&= x + s_3 \\
w &= s_1 + \max(s_4 - s_2, s_4 - s_3, 0) + s_4 \\
&= s_1 + \max(-s_4, -s_2, -s_3, 0) + s_4 \\
&= x + s_4
\end{align*}
\]

Here, the four variables \( x, y, z, \) and \( w \) correspond to the pixel values of the coordinates \((i, j), (i+1, j), (i, j+1), \) and \((i+1, j+1)\) in the original image. The variables \( s_1, s_2, s_3, \) and \( s_4 \) represent decomposed images, namely, scaled, horizontal, vertical, and diagonal signals, respectively. Since the decomposition and reconstruction equations include minimum and maximum search, respectively, the max-plus algebra-based morphological wavelet transform is classified as a nonlinear operation [22].

2.2 Adaptive multi-directional max-plus algebra-based morphological wavelet transform

The Adaptive Multi-directional Max-plus algebra-based Morphological wavelet Transform (AM-MMT)
for realizing effective directional wavelet image processing on mobile devices is proposed and explained in this section. The proposed AM-MMT technique, which is based on the conventional MMT algorithm, can utilize several pattern sampling windows that are adaptively selected in accordance with the direction of the content in the decomposed image. Since the decomposed image is divided in a reticular pattern, the AM-MMT assumes each divided image is represented as a macro block. These macro blocks are grouped according to image structures, which are distinguished by the object-directionality of each structure in the image. Figure 3 shows the concept of the AM-MMT transform. The macro block size is defined in detail afterward (Sect. 3). The original image is decomposed by the MMT algorithm using plural sampling windows. This operation is repeatedly carried out for each sampling window. The directions of each macro block are calculated by using the results of the MMT decomposition processing. Figure 4 shows how this proposed transform adaptively selects a suitable sampling window. First, decomposed signals $s_1$, $s_2$, $s_3$, and $s_4$ are calculated by the MMT using the square sampling window. In a similar way, variables $h_1$, $h_2$, $h_3$, $h_4$ and $v_1$, $v_2$, $v_3$, $v_4$ are calculated in the horizontal and vertical sampling windows, respectively. The suitable sampling window for each macro block is selected by comparing different component signals, which are the minimum sum of absolute values, of the transform results. They are obtained by using the equations below:

$$\min (\sum |s_2| + |s_3| + |s_4|, \sum |h_2| + |h_3| + |h_4|, \sum |v_2| + |v_3| + |v_4|)$$

Here, each summation is calculated with all the difference signals in a macro block. Selected sampling windows, which represent inherent direction, for each macro block are decided as shown in Fig. 3. Since the AM-MMT captures the directional features in the image, this transform can realize effective data compression.

3. Experimental Results

In this section, for verifying the capability of the AM-MMT, image quality and data compression are evaluated with several benchmark images to compare the AM-MMT to the conventional MMT and other researches.
In the experiment, the AM-MMT was implemented with a C-language program and tested with nine standard benchmark images, such as four humans, two machines and so on. The size of these images for evaluation are $128 \times 128$ pixels. The size of the candidate sampling windows are $2 \times 2$ (square), $4 \times 1$ (vertical), and $1 \times 4$ (horizontal) pixels (Fig. 1). To decide on a suitable sampling window, the sum of the absolute value of different component signals is used (Sect. 2.2).

For deciding the macro block size for this experiment, decomposed results between four macro block patterns, such as $32 \times 32$, $16 \times 16$, $8 \times 8$, and $4 \times 4$ pixels, are compared (Fig. 5). Obviously, the smaller the macro block size used in this image, the more directional information can be extracted. Thus, the $4 \times 4$ pixel macro block is applied for the decomposition and reconstruction processes below.

For evaluating the effectiveness of the proposed algorithm, the Peak Signal-to-Noise Ratio (PSNR) value, which is the most common distortion measure in the field of image quality, is calculated between the conventional MMT-compressed image and the AM-MMT-processed image. The benchmark images are represented in gray-scale. Thus, the size of original image information is $128 \text{ kbit} (128 \text{ (pixel)} \times 128 \text{ (pixel)} \times 8 \text{ (bit)})$. Figure 8 shows the estimation of compressed image data size. When the original image is compressed by AM-MMT, the bit length of the different signals in the sampling window can be decreased from 1 to 7 bit. For example, if the different signals are decreased to 4 bit, the image size becomes 80 kbit as show in Fig. 8.

Figure 9 shows the image quality expressed in the PSNR value with 1 to 7-bit deletion information. The number of deletion bits for the data size is indicated on the horizontal axis, and the value of PSNR is in-
rectional information can be extracted. Thus, the 4 macro block size used in this image, the more di-
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Fig. 6 Woman face benchmark: (a) Original image and (b) AM-MMT decomposed image
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transformed-images, which have been compressed by fixed-sampling windows, are not clear as shown in Fig. 7-(a), (b), and (c). On the other hand, the AM-MMT result (Fig. 7-(d)) clearly represents the objects’-edges. Moreover, the AM-MMT can improve on a PSNR value of about 4.60 dB and achieve up to about 36.59 dB even with 7-bit deletion. Thus, the re-

Fig. 10 Airplane benchmark: (a) Original image and (b) AM-MMT decomposed image

results of the AM-MMT have enough quality for human eyes.

Fig. 9 Relationship between information size and PSNR by conventional MMT and proposed AM-MMT (Fig. 7)

In the airplane benchmark, which has a natural background, Fig. 10-(a) and (b), Fig. 11-(a) to (d), Fig. 12, and Table 1 show the original image, conventional MMT transformed-image, and AM-MMT transformed-image. The airplane image is occupied flattened directional structure as clouds and mountains. Thus, the square 2×2 sampling window is selected by the AM-MMT algorithm, and the vertical 4×1 sampling window is used for the airplane. Each sampling window includes about 40% in the AM-MMT decomposed image, which is shown in Table 1. Thus, Fig. 11-(d) can combine the natural background of Fig. 11-(a) and the airplane of Fig. 11-(b). As a result, the image quality of the compressed image by AM-MMT can improve to about 2.85 dB higher than the fixed-sampling window processing with 7-bit dele-

Fig. 8 Compression procedure and information size
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Fig. 11 Compression results of airplane benchmark: (a) conventional MMT (square sampling window), (b) conventional MMT (vertical sampling window), (c) conventional MMT (horizontal sampling window), and (d) proposed AM-MMT (adaptive sampling window).

Fig. 12 Relationship between information size and PSNR by conventional MMT and proposed AM-MMT (Fig. 11)

With complex artifact benchmarks, which consist of several rods and antennae on a ship, Fig. 13-(a) and (b), Fig. 14-(a) to (d), Fig. 15, and Table 1 show effective results as well as the woman and airplane benchmark results. The AM-MMT compressed-image can sharply represent the rods on the ship (Fig. 14-(d)). This image mainly combines the background of Fig. 14-(a) and the ship of Fig. 14-(c). Furthermore, the PSNR value is up to about 3.90 dB higher than the PSNR values of other fixed-sampling windows.

Fig. 13 Ship benchmark: (a) Original image and (b) AM-MMT decomposed image

Due to limitations of space, Figure 16-(a) to (f) show six other benchmark PSNR comparison results with the conventional MMT. Almost the PSNR values of the AM-MMT are higher than that of the conventional MMT. In particular, the higher the compression degree (as shown in the deletion bit width) becomes, the lower the information size achieved when using the AM-MMT transform.

Moreover, the average size of the attached additional information for keeping used-sampling window
4. Expansion into Multi-Level AM-MMT

Several wavelet transform-based image compression methods often accelerate the compressibility ratio using multi-level decomposition and reconstruction. This operation is a well-known technique for effective performance. Thus, for further improving the image compression efficiency of the proposed method, we discuss the expansion into multi-level AM-MMT. First, this section is described as Level 2 (L2) processing below. Figure 17 shows how the L2 AM-MMT selects two sampling windows in the $4 \times 4$ pixel macroblock case.

With L1 decomposition, a suitable sampling window is assigned to each macro block adaptively. On the other hand, with L2 decomposition in case of $4 \times 4$ macro block, to fit in with the shape of scaled signals, the L2 sampling windows are determined automatically. For example (gray boxes in Fig. 17), in a square sampling window of L1 AM-MMT processing, four $s_1$ signals are transformed into four $s_1'$ signals using a square sampling window in L2 AM-MMT processing. In the same way, four $h_1$ signals processed by a horizontal sampling window are transformed into four $v_1'$ signals, and four $v_1$ signals processed by a vertical sampling window are transformed into four $h_1'$ signals. The above transformation can be applied to horizontal, vertical, and diagonal signals as well. Figure 18 shows pair sampling windows on L1 and L2 AM-MMT in accordance with three macro block sizes. For $4 \times 4$...
macro block, 1 × 4 and 4 × 1 sampling windows are assigned symmetrically in the L2 processing. For 8 × 8 macro block, the square sampling window in the L1 processing selects all types of sampling windows in the L2 processing. The vertical and the horizontal sampling windows in the L1 processing are added the square sampling window for L2 processing. For 16 × 16 macro block, all types of sampling windows are applied for the L2 processing.

Fig. 17 Decomposition example for L2 AM-MMT on 4 × 4 macro block

Fig. 18 Pair sampling windows for L1 and L2 M-MMT in 4 × 4, 8 × 8 and 16 × 16 macro block cases

The L2 AM-MMT compression results are shown in Fig. 19. For facilitating the visualization of compressed results, the size of the Lenna benchmark images and macro block for evaluation are chosen: 512 × 512 and 4 × 4 pixels. Figure 19-(a) is an original image (2,048 Kbits). The L1 decomposition image, which is shown in Fig. 19-(b), has 7-bit deletion difference signals and a size of 704 Kbits. Thus, the L2 decomposition image will have a size of 464 Kbits and 5-bit deletion difference signals in scaled signals after L1 decomposition processing. Obviously, the L2 AM-MMT can keep the image quality.

Figure 20 shows the image quality expressed in the PSNR value for the Lenna benchmark with 4 to 7-bit and 1 to 7-bit deletion information for L1 and L2 AM-MMT processing, respectively. The compressed data, which is decomposed by 7-bit deletion information for L1 and L2 AM-MMT, is up to about 82% smaller than that of the original image. Additionally, all PSNR values can be kept over 34 dB and have enough quality for human eyes.

Fig. 19 Compression results of Lenna benchmark: (a) original image, (b) L1 AM-MMT compressed image, (c) L2 AM-MMT compressed image

Fig. 20 Relationship between information size and PSNR when using L2 AM-MMT

Second, the generalized multi-level AM-MMT,
which can be considered as an extension of the $2^\alpha \times 2^\beta$ macro block size ($\alpha, \beta = 0, 1, 2, 3, \cdots$), is described. Here, the two variables $\alpha$ and $\beta$ correspond to the horizontal and vertical pixels of the macro block, respectively. The first-applied macro block is often square ($\alpha = \beta, \alpha \geq 2, \beta \geq 2$) as well as the L2 AM-MMT processing. Several $2^\alpha \times 2^\beta$ macro blocks are included in the original image. Then, each macro block is applied with the square (2×2), vertical (4×1) or horizontal (1×4) sampling window. Three sampling windows of the generalized multi-level AM-MMT can be represented in the following equations:

**Square sampling window** $(2 \times 2)$

$$2^\alpha \times 2^\beta \rightarrow 2^{\alpha-1} \times 2^{\beta-1}$$

**Vertical sampling window** $(4 \times 1)$

$$2^\alpha \times 2^\beta \rightarrow 2^\alpha \times 2^{\beta-2}$$

**Horizontal sampling window** $(1 \times 4)$

$$2^\alpha \times 2^\beta \rightarrow 2^{\alpha-2} \times 2^\beta$$

Generally, assigned directionality continues in the next decomposition processing after the first decomposition processing. The above sampling window operation, where the value of $\alpha$ and $\beta$ are decreasing, can be selected in accordance with the object-directionality and repeated until $\alpha \leq 1$ or $\beta \leq 1$. In this regard, the vertical and the horizontal sampling window operations are used to pair the sampling windows (Fig. 18) in $\alpha = 1$ or $\beta = 1$ decomposition.

Since there are three types of used sampling window (Fig. 1), two bits are needed for keeping used-sampling windows information. The additional information size, which is attached to, for example, the header area in the decrypted data, is calculated by $2^{m-\alpha} \times 2^{n-\beta} \times 2$-bit.

5. Conclusion

In this paper, the Adaptive Multi-directional Max-plus algebra-based Morphological wavelet Transform (AM-MMT) is proposed and evaluated. The AM-MMT can extract directional structures smoothly to calculate nonlinear operation. The transformed-images of nine benchmark images show high-quality and high PSNR values. These images can be made by combining the high quality parts of each sampling window. Thus, all PSNR values of the AM-MMT are higher than those of the conventional MMT with increasing deletion bit width. Furthermore, the expansion into the L2 AM-MMT compressed-image achieves an image that is up to about 82% smaller than the original image. Therefore, the proposed AM-MMT transform method can achieve efficient data transformation for several multimedia applications.
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