We study theoretically the quenching of a charge-density-wave phase in a model system of a quasi-two dimensional material, which includes both electron-hole and electron-phonon interactions leading, respectively to excitonic and coherent-phonon contributions. We discuss how interaction processes affect anomalous expectation values and present a microscopic dynamical picture of the quenching of the phase. We use projection techniques to illustrate the time-dependent appearance of additional bands and anomalous expectation values. We propose an optical amplification effect with a high modulation frequency in the mid-infrared regime.

I. INTRODUCTION

Many aspects of the charge-density-wave (CDW) phase in two-dimensional materials like transition-metal dichalcogenides (TMDC) have been studied in some detail, but their origin is still under debate. TMDCs are layered materials with the metal atoms sandwiched between the chalcogen atoms and a van der Waals gap with reduced interlayer bonding between the layers. Therefore, these materials intrinsically have a two-dimensional character and the bulk materials are also called quasi-two-dimensional. For example, CDW transitions in single-layer TiSe$_2$ as well as three-dimensional structures with a hidden two-dimensional order were reported.

Materials like 1T-TaS$_2$, 2H-TaSe$_2$, and 1T-TiSe$_2$ belong to the most studied CDW compounds. In particular for 1T-TiSe$_2$ there are arguments that an electron-lattice deformation or an excitonic insulator mechanism is responsible, but the prevailing explanation is a combination of both. Besides excitonic and Peierls insulators, other metal-insulator transitions such as Mott insulators have been extensively investigated, too.

Progress in time- and angle-resolved photoemission spectroscopy (trARPES) has made it possible to investigate the ultrafast non-equilibrium material response after optical excitation. Besides transition-metal dichalcogenides (TMDC), also graphene, and other two-dimensional materials, have been investigated.

Changing the symmetry of a material via optically induced phase transitions offers new ways to manipulate material properties on ultrafast timescales. Research about the ultrafast response of two dimensional materials like TMDC in connection with their rich electronic phase diagrams, e.g., superconductivity or CDW phases, may well be important for understanding the basic physics for the design of future ultrafast (optoelectronic or optospintronic) devices. In this context a lot of current research around the optical excitation and melting of CDW phases was done. Furthermore, spin-selective excitations, strain effects on CDWs and also TiTe$_2$/TiSe$_2$ Moiré Bilayer were investigated and TiSe$_2$ was suggested as a saturable absorber. Also, research in initialization methods first attempts to describe pump/probe experiments or the collective excitations of an exciton insulator in a cavity was published.

Recently, there has been a lot of interest in novel optoelectronic materials and photonic devices and also progresses on TMDC lasers are reported. The discussion focuses mainly on materials like MoTe$_2$, MoS$_2$, MoSe$_2$, WS$_2$, WSe$_2$, WTe$_2$ with band gaps in the eV regime, because those materials are the most promising candidates for photonic devices. They possess large exciton binding energies and the maximum achievable gain of those materials exceeds ordinary semiconductor materials like GaAs. However, the potential of CDW-phases in transition-metal dichalcogenides (TMDC) with band gaps in the infrared or mid-infrared regime has not yet been investigated to the best of our knowledge. These phases exist in a wide temperature range, but increased research in the material design (e.g. material composition, surrounding layers, strain) of two-dimensional materials might further improve the temperature stability of such phases (and potential devices) and even if it turns out that they do not achieve comparable performance to materials like Mott insulators, they might be superior to ordinary infrared or mid-infrared photonic devices like quantum-cascade lasers. Especially, the fast kinetic and spectral response of those materials and the associated fading-in and fading-out of bands during a CDW phase transition could be an opportunity to develop new ultra-fast devices (with e.g. high modulation frequencies).

In this paper, we study theoretically the quenching of a CDW phase in a quasi-two dimensional material due to optical excitation. Our model of the quasi-2D material is designed to display important properties of a phase-change material by including electron-hole and electron-phonon coupling and the accompanying excitonic and coherent-phonon effects. By using a tight-binding band structure, the model avoids the complexity of an ab-initio description of the coupled carrier-carrier and carrier-phonon interactions. The CDW transition is realized in the model by the appearance of anomalous expectation values, and we show how interaction processes.
affect these and other quantities during the quenching of the phase. We describe both normal and CDW phase consistently in one Brillouin zone. By using projection techniques we can visualize the time-dependent fading-in and fading-out of additional bands and anomalous expectation values during the phase change dynamics. Our theoretical approach suggests the possibility of an high-frequency optical amplifier in the mid-infrared regime based on suitable CDW materials.

The paper is organized as follows. In Sect. II we introduce a model composed of a tight-binding band structure where the quasiparticle band dynamics is described by an excitonic and a lattice contribution. Afterwards we set up the equations of motion for the non-equilibrium carrier dynamics including the optical excitation, the carrier-carrier as well as the carrier-phonon scattering contribution. Numerical results are presented in Sect. III. We discuss first the self-consistent mean-field result for the equilibrium CDW phase, and then the non-equilibrium dynamics including the optical excitation, the carrier-phonon scattering contribution. We further investigate the potential of the setup for optical amplification. We conclude the paper in Sect. IV.

II. MODEL

A. Tight-binding model

We investigate a quasi-two dimensional model system that has the potential to establish a CDW phase based on a normal-phase with an indirect band overlap on the Fermi surface, i.e., the normal phase displays a band nesting effect that might favor a charge-density wave instability. The model shares important properties with a transition metal dichalcogenide.

The band structure of transition-metal dichalcogenides can be calculated with good accuracy from optimized tight-binding models. For the prototypical material TiSe$_2$ a tight-binding Hamiltonian has been used in Refs. [22] and [91] to describe the band structure of the normal phase. Based on these results, we describe the band structure of such a transition metal dichalcogenide by taking into account the three $t_{2g}$ orbitals from the transition metal atom together with six p-orbitals from the two chalcogen atoms in the unit cell of the normal phase, and no spin-orbit coupling. One obtains from such a tight-binding Hamiltonian, the band structure in Figure 1(a). The on-site energies and tight-binding coupling matrix elements are collected in Appendix A.

As our goal is the modeling of the field-induced dynamics we introduce the following simplification to the single particle properties that allows us to retain the important characteristics of the carrier and band-dynamics close to the relevant high-symmetry points. Instead of the tight-binding approach that leads to the rather realistic band structure shown in Fig. 1(a) we thus take only the bands close to the Fermi energy into account, which, in the normal phase, is the highest chalcogen-like band and the lowest transition-metal-like band around the Fermi surface, see Figure 1(b). The equations we derive and collect below are not limited to such a two-band model, but one can use a tight-binding hamiltonian with an arbitrary number of orbitals as a starting point.

B. Quasiparticle band dynamics

Our goal is to describe the electronic dynamics that initiate and accompany a change to a CDW phase that arises as a higher-order commensurable phase from the normal phase. A commensurate CDW phase is usually described using a BZ of reduced size, which is obtained by backfolding the normal-phase BZ via ordering wave vectors $Q$. If we assume a hexagonal crystal structure and the CDW resulting from a $2 \times 2$ reconstruction the ordering wave vectors are nesting vectors $Q_{\Gamma M}$ that point from the $\Gamma$-point to the three inequivalent $M$-points. The CDW phase $BZ$ of reduced size can be embedded in the $BZ$ of the normal phase, and so that a sum over all $k$ vectors in the normal phase $BZ$ can be described by using a set of momentum vectors $Q_{\Gamma M}$ as an extension of the sum over $k$ from the CDW BZ. Alternatively, one can introduce a label to transform the sum over all nesting vectors $Q_{\Gamma M}$ into the index $\eta$ and form a “superindex” $\lambda$ by including this label with the band index. We will use the second possibility in the following, which is equivalent to introducing a generalized matrix propagator for CDW systems in Ref. [22]. Further, to describe the relevant band dynamics around the high-symmetry $\Gamma$- or $M$-points of the normal-phase and obtain a numerically tractable model, we restrict the generalized matrix in the two-band model to a four-dimensional matrix where $Q_{\Gamma M}$ is that respective ordering wave vector that points from $\Gamma$ to the associated $M$-point in the normal-phase $BZ$, see Figure 1(b). In the present model system this results in the index $\eta = 0, 1$, where the index $\eta$ distinguishes the vectors $k + \eta Q_{\Gamma M}$.

1. Effective Two-Band Hamiltonian in Orbital and Band Basis

Based on the description of the single-particle properties of our model given in the previous subsections, we choose the two-band Hamiltonian of the normal phase in the following form

$$H_0 = \sum_{\lambda} \sum_{k} \varepsilon_{\lambda}(k) c_{\lambda,k}^\dagger c_{\lambda,k} \quad (1)$$

with the superindex $\lambda = (\ell, \eta)$ where $\eta = 0, 1$ as described in Section II.B We further assume that the band designated by $\ell = p$ derives from the chalcogen atoms and has p orbital character, while the second d-like orbital $\ell = d$ derives from the transition metal atom and has d orbital character. For definiteness and to distinguish this
basis from the tight-binding orbital basis in section II A, we call this the effective orbital basis, and the creation and annihilation operators in (1) refer to it.

To make the general Hamiltonian in the present model system in the effective orbital basis explicit, we display the matrix structure:

$$ H = \begin{pmatrix} H_{d(0),d(0)} & H_{d(0),p(0)} & H_{d(0),d(1)} & H_{d(0),p(1)} \\ H_{p(0),d(0)} & H_{p(0),p(0)} & H_{p(0),d(1)} & H_{p(0),p(1)} \\ H_{d(1),d(0)} & H_{d(1),p(0)} & H_{d(1),d(1)} & H_{d(1),p(1)} \\ H_{p(1),d(0)} & H_{p(1),p(0)} & H_{p(1),d(1)} & H_{p(1),p(1)} \end{pmatrix} $$

Anomalous contributions are contained in elements $H_{d(0),p(1)}$. This also applies to the representation of a coherence matrix $\rho$ introduced below.

In the next step to describe the CDW phase in our approach, we include the electron-phonon interaction, in particular the coupling to a coherent phonon. Then contributions appear which couple the $\eta = 0$ with the $\eta = 1$ components. Diagonalizing these contributions together with $H_0$ leads to what we refer to as the “band basis”, which we denote by a tilde on operators $H$ and the coherence matrix $\tilde{\rho}$, respectively. In this case we still have a superindex $\lambda = (b, \eta)$, which is now formed by the band index $b = c, v$, and the transformed index $\eta$.

2. Excitonic contribution

In order to include the excitonic contribution of a CDW in our model, we apply a screened Hartree-Fock approximation including anomalous expectation values. In the dynamical calculations below, the Hartree-Fock approximation becomes time-dependent. Our approach is similar in spirit to other HF/BCS-like [2] and GW [23] based approaches for the time-independent situation.

We assume that the Hartree-term is already included in the tight-binding Hamiltonian and need not be considered in the self-energy, but this assumption is not essential and could be relaxed, in which case all contributions stemming from the electrons in the normal-phase band structure would not be assumed to be contained in the tight-binding Hamiltonian (Eqn. (1)). The exchange contribution is described by

$$ \langle H_{\text{exc}} \rangle_{\lambda_1, \lambda_2}(k) = - \sum_{\lambda_3, \lambda_4, k_2} \tilde{\rho}_{\lambda_3, \lambda_4}(k_2) \tilde{W}_{\lambda_3 \lambda_4, \lambda_1 \lambda_2}(k_2) (k) $$

where $\tilde{W}$ are the Coulomb-Matrix elements including screening effects which will be approximated by the $\omega \to 0$ static limit of Lindhard dielectric function, see Section II C 3 and $\tilde{\rho}_{\lambda_3, \lambda_4}(k_2)$ are the coherences in the corresponding band basis. Equation (3) can be derived as the static limit of a $GW$ self energy [43], and screened potential can be viewed as having a parametric time-dependence on the carrier distributions.

The excitonic contributions driving the CDW are the anomalous electron-hole contributions including nesting vectors $Q_{FM}$ to Eq. (3), which are not present in the band structure of the normal phase.

3. Lattice contribution

The mechanism that changes the band structure in our model is the lattice distortion induced by the electron-phonon interaction, which is described by coherent phonons [92]. The contributions of the electron-phonon coupling driving the formation of the CDW stem from ionic displacements between chalcogen and transition-metal atoms of adjacent unit cells. These ionic displacements transform the normal phase into the CDW phase with increased hybridization between electronic orbitals originating from different ordinary unit cells. We use the superindex $\lambda$ to specialize the phonon contribution to the phonon mode characterizing the distortion consistent with the symmetry-broken CDW of the material, e.g., an A1g mode, in which the chalcogen and the transition-metal atoms of neighboring unit cells are displaced from each other.

The electron-phonon matrix element describing the anomalous contribution driving the CDW transition is

$$ g_{q=0,\lambda_1=(l_1,0),\lambda_2=(l_2,0)}(k) = g_0(\delta_{l_1,0} \delta_{l_2,0} + \delta_{l_1,1} \delta_{l_2,1}) $$

$$ g_{q=0,\lambda_1=(l_1,1),\lambda_2=(l_2,0)}(k) = g_0(\delta_{l_1,1} \delta_{l_2,1} + \delta_{l_1,0} \delta_{l_2,0}) $$

where $B_0 = \langle b_0 \rangle$ is the coherent phonon amplitude. For the equation of motion of the coherent phonon amplitude we obtain

$$ \frac{d}{dt} B_0 = - \left( i \omega_0^{ph} + \gamma_{deph}^{ph} \right) B_0 $$

$$ + \frac{1}{\hbar} \sum_{\lambda_1, \lambda_2, k} \tilde{g}_{q=0,\lambda_1, \lambda_2}(k) \tilde{\rho}_{\lambda_1, \lambda_2}(k) $$

where the electron-phonon matrix element in the band basis is

$$ \tilde{g}_{q=0,\lambda_1, \lambda_2}(k) = U^\dagger g_{q=0,\lambda_1, \lambda_2}(k) U $$

related to the matrix element in the effective orbital basis via a unitary transformation $U$.

We want to emphasize that the coherent phonon amplitude is solely driven by anomalous contributions, which are not present in the band structure of the normal phase. This is in accordance with the concept that this phonon mode solely exists in the CDW phase and is related to the phonon softening during the phase transition. However, the result of the initialization process is independent of any phonon softening and for the onset of a phase transition due to an optical excitation as calculated in the carrier dynamics, the softening of phonon modes is marginal.
which is supported by the weak temperature or pressure dependence of CDW amplitude modes (e.g., Alg-CDW amplitude mode in Ref. 97) in these regions. If the coherent phonon amplitude becomes finite, the permanent ionic displacement causes a change of the hybridization between electronic orbitals centered at different ions of adjacent unit cells, which enters the Hamiltonian $H_0$ as a correction of the tight-binding matrix-elements.

4. Total band contribution

For the total Hamiltonian including the excitonic and lattice contribution in the effective orbital basis (if necessary by unitary transformation) we obtain

$$
(H_{\text{tot}})_{\lambda_1,\lambda_2}(k) = (H_0)_{\lambda_1,\lambda_2}(k) + (H_{\text{exc}})_{\lambda_1,\lambda_2}(k) + (H_{\text{cp}})_{\lambda_1,\lambda_2}(k)
$$

(9)

In a more complete treatment, the undiagonalized Hamiltonian $H_{TB}$ could be used for the normal phase instead of $H_0$. In this case, the resulting hamiltonian and the dynamical equations derived below could still be expressed in the same formal structure using the superindex $\lambda$ and the blocks with different $\eta$ indices in hamiltonian 9 would remain uncoupled.

A dynamical switching process is performed to establish a symmetry-broken initial state for the subsequent non-equilibrium dynamics. The coherent phonon mechanism for the phase transition has to be seeded, e.g., by an infinitesimal (orbital) charge transfer due to an excitonic contribution causing an infinitesimal spontaneous symmetry breaking. Also the anomalous contributions of the screened self-energy are seeded by an infinitesimal contribution of an ionic displacement causing an infinitesimal spontaneous symmetry breaking. This illustrates the mutual dependence of the excitonic and ionic contributions for the emergence of a CDW. Throughout the switching process we therefore apply the Hamiltonian

$$
(H_{\text{sw}})_{\lambda_1,\lambda_2}(k) = (H_{\text{tot}})_{\lambda_1,\lambda_2}(k) + (H_{\gamma})_{\lambda_1,\lambda_2}
$$

(10)

including an infinitesimal off-diagonal symmetry-breaking contribution $H_{\gamma}$ to probe the phase transition with matrix elements $\epsilon < 10^{-7}$ meV which decay exponentially. As $H_{\text{sw}}$ and also $H_{\text{tot}}$ is time dependent its eigenvalues and eigenvectors are calculated for every step of the dynamical switching process or time-step of the subsequent dynamics, respectively. Thus, the electron-phonon and electron-electron matrix elements as well as the generalized coherences involve time-dependent basis states. In this time-dependent eigenbasis $\tilde{n}_{\lambda_1}(k) = \tilde{\rho}_{\lambda_1,\lambda_2}(k)$ can be interpreted as the occupation of the state $|\lambda_2k\rangle$ at that time. For the subsequent non-equilibrium dynamics we assume that the polarization (coherences in the band basis) in the equations-of-motion die out faster than the dynamics of interest. As a response to the small stimulus in $H_{\gamma}$ that mimics fluctuations and depending on the indirect band overlap on the Fermi surface (band nesting effect) of the band structure in the effective orbital basis (see e.g. Equ. 1) and the strength of the excitonic contribution (e.g. background dielectric constant) and lattice contribution (e.g. electron-phonon matrix elements) the system might establish the CDW phase or still favor the normal phase.

Folding and unfolding techniques are used to project band structures and wave vectors between super-cells and unit-cells. We make use of this method to project the time-dependent results of our generalized Hamiltonian onto a unit cell and a super-cell representation, respectively. In particular, the appearance of ghost bands in the unit-cell visualizes the break-up of the commensurable phase subspace and illustrates the appearance of anomalous expectation values and interaction processes.

C. Carrier dynamics via equation of motion technique

We derive the equations of motion for the relevant correlation functions including microscopic carrier and band dynamics for a two-dimensional prototypical tight-binding model with nonisotropic band dispersion. For the following microscopic contributions to the carrier dynamics it also applies that anomalous dipole matrix elements, carrier-phonon matrix elements and Coulomb matrix elements vanish in the normal phase and only emerge due to the appearance of the CDW phase.

1. Optical excitation

We model the optical excitation in accordance to the optical part of the semiconductor Bloch equations between the (in the effective orbital basis chalcogen-like) valence and the (in the effective orbital basis transition-metal-like) conduction band in the time-dependent band basis for the polarizations by

$$
\frac{d}{dt}\tilde{p}_{\lambda_1,\lambda_2}(k) = -i(\tilde{\omega}_{\lambda_1,\lambda_2} + \gamma_{\text{deph}})\tilde{p}_{\lambda_1,\lambda_2}(k)
$$

$$
- i\tilde{\Omega}_{\lambda_1,\lambda_2}(\tilde{n}_{\lambda_1}(k) - \tilde{n}_{\lambda_2}(k))
$$

(11)

and for the occupations by

$$
\frac{d}{dt}\tilde{n}_{\lambda_1}(k) = -\sum_{\lambda_2}(\tilde{\Omega}_{\lambda_1,\lambda_2} + i\tilde{\Omega}_{\lambda_1,\lambda_2})(\tilde{\rho}_{\lambda_1,\lambda_2}(k) + h.c.)
$$

(12)

where $\tilde{\Omega}_{\lambda_1,\lambda_2,k} = \hbar^{-1}\tilde{\mu}_{\lambda_1,\lambda_2,k}E$ are Rabi energies, $E$ the time-dependent optical field and $\tilde{\mu}_{\lambda_1,\lambda_2,k}$ the dipole matrix elements.

2. Carrier-phonon scattering

The coherent phonon as discussed in Section 113 is the lowest order contribution using the language of dynami-
cal correlation functions for the electron-phonon interaction, see Ref. [96]. At the next order one finds scattering and dephasing terms. We focus on the carrier-phonon scattering terms and attach particular importance to the effect of cooling a quasi-equilibrium distribution after an optical excitation in the CDW phase around the Fermi surface. In doing so, we use a characteristic LO phonon mode which can be justified e.g. by arguments given in Ref. [103] to model inter- and intra-band scattering processes of such a cooling process. We obtain for the carrier-phonon scattering in Markov approximation

$$\frac{d}{dt} \tilde{n}_{\lambda_1}(k_1) = \frac{2\pi}{\hbar} \sum_{\lambda_2k_2} \sum_{\lambda_3k_3} \left( \sum_{\mathbf{q}} |\tilde{M}_{\lambda_1k_1,\lambda_2k_2}(\mathbf{q})|^2 \right) \times \left( (\tilde{N}^{in}_{\lambda_1} N^{ph}_{\lambda_1k_2} - \tilde{N}^{out}_{\lambda_1} N^{ph}_{\lambda_1k_2}) \delta (\Delta \tilde{\varepsilon}) \right)$$

with

$$\tilde{N}^{in}_{\lambda_1} = (1 - \tilde{n}_{\lambda_1}(k_1)) \tilde{n}_{\lambda_2}(k_2)$$

$$\tilde{N}^{out}_{\lambda_1} = \tilde{n}_{\lambda_1}(k_1) (1 - \tilde{n}_{\lambda_2}(k_2))$$

$$N^{ph}_{\lambda_1k_2} = N_{LO} + \frac{1}{2} \pm \frac{1}{2}$$

$$N^{ph}_{\lambda_1k_2} = N_{LO} + \frac{1}{2} \mp \frac{1}{2}$$

$$\Delta \tilde{\varepsilon} = \tilde{\varepsilon}_{\lambda_1k_1} - \tilde{\varepsilon}_{\lambda_2k_2} \pm \hbar \omega^{ph}_{\lambda_1k_2}$$

and

$$\tilde{M}_{\lambda_1k_1,\lambda_2k_2}(\mathbf{q}) = M_{\mathbf{q}} \langle \lambda_1 k_1 | e^{i \mathbf{q} \mathbf{r}} | \lambda_2 k_2 \rangle$$

3. Carrier-carrier scattering

The carrier dynamics due to carrier-carrier scattering are part of the higher-order Coulomb contributions included in the equation of motion for the density matrix. The derivation of the Coulomb scattering is done starting from the Kadanoff-Baym equations by applying the second-order Born approximation for the self-energy. We focus on the carrier-carrier scattering terms and obtain the following equation of motion for the Coulomb scattering in Markov approximation

$$\frac{d}{dt} \tilde{\nu}_{\lambda_1}(k_1) = \frac{2\pi}{\hbar} \sum_{\lambda_2k_2,\lambda_3k_3,\lambda_4k_4} \tilde{W} (\tilde{N}^{in} - \tilde{N}^{out}) \delta (\Delta \tilde{\varepsilon})$$

with

$$\tilde{N}^{in} = (1 - \tilde{n}_{\lambda_1}(k_1)) \tilde{n}_{\lambda_2}(k_2) (1 - \tilde{n}_{\lambda_3}(k_3)) \tilde{n}_{\lambda_4}(k_4)$$

$$\tilde{N}^{out} = \tilde{n}_{\lambda_1}(k_1) (1 - \tilde{n}_{\lambda_2}(k_2)) \tilde{n}_{\lambda_3}(k_3) (1 - \tilde{n}_{\lambda_4}(k_4))$$

$$\Delta \tilde{\varepsilon} = \tilde{\varepsilon}_{\lambda_1k_1} - \tilde{\varepsilon}_{\lambda_2k_2} + \tilde{\varepsilon}_{\lambda_3k_3} - \tilde{\varepsilon}_{\lambda_4k_4}$$

and the screened Coulomb-Matrix elements

$$\tilde{W} = \tilde{W}_{\lambda_1k_1,\lambda_2k_2,\lambda_3k_3,\lambda_4k_4} \left( (\tilde{W}_{\lambda_1k_1,\lambda_2k_2,\lambda_3k_3,\lambda_4k_4}^{\lambda_3k_3})^{*} - (\tilde{W}_{\lambda_1k_1,\lambda_2k_2,\lambda_3k_3,\lambda_4k_4}^{\lambda_3k_3})^{*} \right)$$

with the direct and exchange contribution, respectively. The direct term is typically the dominant contribution and the exchange term is a minor correction to the direct term. The screened Coulomb-Matrix elements are

$$\tilde{W}_{\lambda_1k_1,\lambda_2k_2,\lambda_3k_3,\lambda_4k_4} = \sum_{\mathbf{q}} w_{\mathbf{q}} \tilde{I}_{\lambda_1k_1,\lambda_2k_2,\lambda_3k_3}^{\mathbf{q}} (-\mathbf{q})$$

where $|\lambda_1 k_1\rangle$ are the time-dependent eigenstates of the Hamiltonian in Eq. [9] and $w_{\mathbf{q}}$ is the screened Coulomb potential

$$w_{\mathbf{q}} = \varepsilon^{-1} (\mathbf{q}) v_{\mathbf{q}}$$

where $v_{\mathbf{q}}$ is the unscreened Coulomb potential including a background dielectric constant $\varepsilon_0$ and a normalization area $A$. The screening of the Coulomb interaction is time-dependent as the density of excited carriers changes and this effect is taken into account using the frequency independent limit of Lindhard dielectric function

$$\varepsilon (\mathbf{q}) = 1 - \frac{1}{A} \sum_{\mathbf{k}} \tilde{V}_{\lambda k,\lambda (k-q)}^{\lambda k,\lambda (k-q)} \tilde{n}_{\lambda}(k-q) - \tilde{n}_{\lambda}(k)$$

where $\tilde{V}_{\lambda k,\lambda (k-q)}^{\lambda k,\lambda (k-q)}$ are the Coulomb-matrix elements calculated from the unscreened Coulomb potential $v_{\mathbf{q}}$.

III. RESULTS

A. CDW phase in equilibrium

To study the formation of a CDW phase from a normal phase in a quasi-two dimensional material, in particular a transition metal dichalcogenide, the band structure of the normal phase is calculated via a tight-binding Hamiltonian. The details of the tight-binding Hamiltonian and parameters have been collected in Appendix A. After diagonalization of the tight-binding Hamiltonian, we obtain the band structure in Figure 1(a). The calculated band structure has an indirect band overlap on the Fermi surface (band nesting effect) and the band dispersion of the highest chalcogen-like band and the lowest transition-metal-like band are depicted in Figure 1(b). These bands are used to describe the characteristics of the carrier and band-dynamics close to the relevant high-symmetry points around the Fermi surface.

Starting from the normal phase, we obtain the symmetry-broken CDW-phase as described in Section IIIB as the steady-state of an initialization process,
FIG. 1. (a) Model band structure of a prototypical transition-metal dichalcogenide around the Fermi surface (red dashed line) calculated with three $t_{2g}$ orbitals from the transition metal atom and six $p$-orbitals from the chalcogen atoms. An indirect band overlap between transition-metal bands on the M-point and dichalcogenide bands on the $\Gamma$-point is visible. (b) Band dispersion of the highest chalcogen-like band and the lowest transition-metal-like band. The red hexagon illustrates the unit cell of the normal phase. These bands are used to describe the characteristics of the carrier and band-dynamics close to the relevant high-symmetry points. The black dashed line illustrates the backfolding from the $\Gamma$ to one of the $M$ points of the normal phase BZ. (c) Unit-cell representation of the bands in the CDW phase. (d) Super-cell representation of the bands in the CDW phase.

during which the anomalous expectation values are allowed to develop. Depending on the parameters chosen, we may or may not obtain a symmetry broken phase from this initialization process. We choose here parameters for the lattice and excitonic contributions in our effective model so that a CDW phase with a Mexican-hat shaped band structure can develop. Our choice of parameters does not deviate too far from actual material parameters, but we investigate parameter ranges given in brackets to study trends. We choose a lattice temperature of $T_c = 150(150-300)$ K at which even materials like TiSe$_2$ are still in the CDW regime [99]. If the transition temperature of the prototypical CDW material is well above 300 K, the qualitative results can also be transferred to room temperature conditions. In the quasiparticle band dynamics the lattice contribution is influenced by the electron-phonon matrix element for the anomalous contribution $g_0 = 1.6(1.5-2.0)$ meV with $\hbar \omega_{ph} = 12.4$ meV and $\gamma_{P\delta ph} = 5.0$ ps$^{-1}$. An increase of $g_0$, for instance, enlarges the band gap in the CDW phase. The excitonic contribution is influenced by the background dielectric constant $\epsilon_b = 8.0 (8.0 - 12.0)$. An increase of $\epsilon_b$ reduces e.g. the momentum dependent band gap and therefore the curvature of the Mexican hat band dispersion. Here, the excitonic and lattice contribution has a similar order of magnitude.

The result of the equilibrium configuration obtained in the way just described is shown in unit-cell representation in Figure 1(c) and in super-cell representation in Figure 1(d). In the unit-cell representation a conduction band (band above the Fermi surface) at the $\Gamma$-point and a valence band (band below the Fermi surface) at the $M$-point appears. The appearance of such additional bands illustrates the formation of finite anomalous expectation values and interaction processes in the CDW-phase. We stress that we assume in general an anisotropic band structure, i.e., we perform the microscopic carrier and band dynamics in a two-dimensional k-space both for the band structure calculation and the dynamics described in the next subsection.

B. Non-equilibrium gap dynamics

We now turn to the excitation induced non-equilibrium dynamics. In the following, the band dynamics described above are still included and updated in time as described in Section II B 4 so that, in particular, all calculated interaction matrix elements are time-dependent. We simulate the quenching of the phase by an optical drive pulse whose impact is illustrated in Fig. 2. In Fig. 2(a) we show a window of the band structure from Fig. 1(c), i.e., the band-structure in unit-cell representation of the unexcited CDW phase together with the transition driven by the optical pulse depicted as a red arrow. The optical field couples bands below and above the Fermi energy via anomalous dipole matrix elements, which occur because in the CDW phase we have additional bands above the Fermi energy at the $\Gamma$ and below the Fermi energy around the $M$-point, respectively.

During and after the pulse induced dynamics we also include carrier-carrier scattering as described in Sec. II C 3 and carrier-phonon scattering as described in Section II C 2. As stressed in connection with the choice of parameters for the equilibrium configuration, our goal
In order to characterize the field-induced dynamics we choose the following numerical parameters and investigate the different timescales of the spectral and kinetic response for carrier-carrier and carrier-phonon interaction. The carrier-carrier scattering processes as well as the buildup of screening and the excitonic contribution to the band dynamics are on an ultrafast timescale, while the lattice contribution to the band dynamics response and the carrier-phonon cooling process are slightly delayed. In Figure 2(b) the bands are depicted for the case of maximum quenching of the insulator phase (CDW) during the optical excitation. Here, one has the highest probability of carrier cooling via inter-band carrier-phonon scattering. Figure 2(c) illustrates the quasi-equilibrium situation in a partially quenched CDW phase that is reached after a few hundred femtoseconds up to a few picoseconds after the optical excitation. The transition into full thermal equilibrium is driven by interaction processes on longer timescales like non-radiative losses and spontaneous emission processes as described in Appendix B. These processes can be described by rates on the order of $\gamma_{nr} = \gamma_{sp} = 10^{-1} (10^{-3} - 10^{-1}) \, \text{ps}^{-1}$, so that their effect is marginal in the first picoseconds, as can be seen by...
comparing the dashed red line with and the solid black line without those effects in Figure 3.

The different timescales of spectral and kinetic response for carrier-carrier and carrier-phonon dynamics, which determine the optical response discussed here, already indicate the possibility of a transient population inversion within the CDW-phase, which will be analyzed below.

C. Scattering transitions with anomalous contributions

As the main focus of this paper is the description of scattering processes between states that are affected by anomalous expectation values, we illustrate some characteristics of these dynamics in here. While all scattering mechanisms are affected, we choose here the Coulomb scattering contribution.

In the CDW representation, we separate out orbital indices corresponding to the embedded normal phase, i.e., \( \eta = 0 \) in our notation, and call these \( A \), whereas remaining orbital indices that occur due to the backfolding, i.e., \( \eta = 1 \) in our present notation, are collected in set \( B \). We now measure the efficiency of charge transfer between the subspaces \( A \) and \( B \) by the following expression for Coulomb scattering affecting state \( |\lambda k\rangle \)

\[
\Gamma_{\lambda}^{A \to B}(k) = \frac{2\pi}{\hbar} \sum_{\lambda_2 k_2, \lambda_3 k_3, \lambda_4 k_4} \Delta \bar{p}_{\lambda k, \lambda_4 k_4}^{A} \times \\
| W_{\lambda_2 k_2, \lambda_3 k_3, \lambda_4 k_4}^{\lambda k} |^2 \delta(\Delta \tilde{\varepsilon})
\]

(21)

where

\[
\Delta \bar{p}_{\lambda k, \lambda_4 k_4}^{A} = \sum_{\alpha \in A} | \langle \alpha | \lambda k \rangle |^2 - | \langle \alpha | \lambda_4 k_4 \rangle |^2.
\]

(22)

Here, Eq. (22) is the change of probability to find the charge located in orbitals belonging to the subspace \( A \) before and after the scattering process from \( |\lambda k\rangle \) to \( |\lambda_4 k_4\rangle \).

We chose expression (22) as a simple illustration of the impact of anomalous expectation values on scattering processes and therefore neglect the explicit influence of the time-dependent carrier-distribution, which would be superimposed with these effects. In particular, without anomalous expectation values, this expression vanishes, because we would have no coupling between the subspaces \( A \) and \( B \) by anomalous expectation values, i.e., the hamiltonian matrix (2) would be block-diagonal. In this case, Eq. (18) and (19) show that \( \Gamma_{\lambda}^{A \to B} = 0 \). Conversely, the appearance of anomalous expectation values and anomalous interaction processes leads to an increased efficiency of charge transfer between subspace \( A \) and subspace \( B \).

Figure 4 depicts the charge-transfer efficiency \( \Gamma_{\lambda}^{A \to B} \) between subspace \( A \) and subspace \( B \) in arbitrary units. The momentum space axis is the same as the one shown in Fig. 2. At times close to \( t = 0 \), the system is in the CDW-phase. Here, the conduction band states \( |\lambda k\rangle \) around the \( \Gamma \)-point have a pronounced orbital-character from orbitals which belong to subspace \( A \). This causes the appearance of the conduction band at the \( \Gamma \)-point, see Figure 1(c). Consequently, Fig. 4(a) shows a positive transfer efficiency into subspace \( A \), which can lead to a pronounced charge-transfer scattering as soon as scattering phase space becomes available. When one crosses over the Mexican hat minimum going from \( \Gamma \) to \( M \), a negative transfer efficiency due to the scattering processes with states around the \( \Gamma \)-point is visible. The opposite arguments apply to the valence bands: Fig. 4(b) shows that a negative transfer efficiency into subspace \( A \) around the \( \Gamma \)-point and a positive transfer efficiency in a transition region occur.

For times beyond 0 fs, i.e., after the optical excitation, Fig. 4 shows a reduced anomalous scattering efficiency, which recovers on longer timescales. This is a consequence of the optically induced quenching of the CDW phase, which correlates with a quenching of anomalous interaction matrix elements. Generally speaking, anomalous interaction matrix elements like carrier-carrier and carrier-phonon anomalous matrix elements vanish in the...
band structure of the normal phase and only emerge due to the appearance of the CDW phase, so that the behavior discussed here for Coulomb scattering is typical of all scattering processes. These effects illustrated in Fig. 5 are very important for the carrier and band dynamics in a system with anomalous expectation values and are fully included in our approach.

D. Optical Amplification

So far we have applied our approach to the band dynamics and scattering transitions between time-dependent states for the case of impulsive excitation and subsequent relaxation. In this section we consider a modulation of the CDW material by a sequence of optical drive pulses. We wish to characterize the optical properties of the material under these driving conditions in the linear regime. To do this in a meaningful way for a two-dimensional material we define a small-signal gain as is done for quantum wells as active material [105] in, say, an optical amplifier: One imagines that the two-dimensional material with quantization area $A$ is stacked in $z$ direction with a layer density $N_L$ (suitable for two and quasi-two dimensional materials). The resulting structure is assumed to interact with a mode of the optical field, which leads to a confinement factor $\Gamma_c$. The small-signal gain is then defined

$$g(\omega) = \alpha(\omega) \sum_{\lambda_1 \neq \lambda_2} |\tilde{\mu}_{\lambda_1 k, \lambda_2 k}|^2 \left[ \tilde{n}_{\lambda_1}(k) - \tilde{n}_{\lambda_2}(k) \right] \times \mathcal{L}\left(\frac{\tilde{\epsilon}_{\lambda_1 k} - \tilde{\epsilon}_{\lambda_2 k}}{\hbar} - \omega\right)$$

(23)

where $\mathcal{L}$ denotes a Lorentzian lineshape function and

$$\alpha(\omega) = \omega \Gamma_c N_L (c_0 \epsilon_0 \hbar \omega \gamma_{\text{deph}} A)^{-1}$$

(24)

In principle, the small-signal gain depends not only on concrete material specific properties, but also on the surrounding heterostructure. In the following, we avoid these complications necessary for the concrete design of a device such as an optical amplifier, and focus on the qualitative results for the optical amplification in a CDW-phase of a quasi-two dimensional material and provide only arbitrary units for the small-signal gain.

Figure 5 shows the dynamics of the small-signal gain together with gap dynamics for a modulation due to a sequence of drive pulses. In Fig. 5(a) the frequency and time-dependence of the small signal gain are shown as a color plot. The time dependence arises from drive pulses with the same characteristics as before, which are now repeated as depicted by the blue arrows. The optical field creates carriers (electrons and holes) well away from the band gap, and trigger a carrier dynamics that — with a time delay — move the system out of the CDW phase so that optical gain becomes available at photon energies below the “cold” gap in the CDW phase. At photon energies well below 100 meV a band gap exists at all times and no amplification occurs at all, at energies ranging from 150 meV to almost 200 meV there is a pronounced amplification at almost all times. We therefore choose a fixed photon energy of about 100 meV for the probe gain because at this energy a pronounced amplification exists for short periods of time. This is illustrated in more detail in Fig. 5(b) which shows the amplification at the chosen probe photon energy. A good contrast between maximum pulsed amplification and almost vanishing amplification between the pulses is achieved. Fig. 5(c) shows the corresponding band gap dynamics due to the modulation by the drive pulses, which underlies the dynamics of the frequency-dependent gain in Fig. 5(a). Note, however, that the absolute bottom of the band gap shown in Fig. 5(c) is not optimal for the choice of probe photon energy because phase space and quenching of the anomalous matrix elements make the contributions from these k-space regions to Eq. 23 small.

The theoretical study presented here suggests that this system could realize a new kind of optical amplifier with the potential for high modulation frequencies in the mid-infrared regime. Our calculation show an intrinsic system response in the subpicosecond regime to a controlled...
optical excitation. We speculate that the inversion and modulation might also be induced by carrier injection processes and the probe gain might be utilized in a cavity to design an amplifier in the mid-infrared spectral region with high modulation frequencies.

However, there remain open questions that have to be investigated before such a device might be realized. Most importantly the material design of the active material that defines the strength of and the ratio between the excitonic and lattice contributions in the quasiparticle band-dynamics, i.e., the existence and the characteristics of such a CDW phase depends crucially on the proper material or alloy, and might be influenced by strain. Increased research in the material design might improve the performance of the prospective amplifier and also the already wide temperature range of such phases [90].

IV. CONCLUSION

We investigated theoretically the formation of a CDW phase in a quasi-two dimensional material and the quenching of the phase due to optical excitation. We used a dynamical approach that includes excitonic and a lattice contributions in the quasi-particle band-dynamics and described the CDW phase embedded in the normal phase using generalized representation and projection techniques. The modeling of microscopic carrier dynamics included carrier-carrier scattering with a time-dependent screening and cooling due to carrier-phonon scattering. In the framework of our model, we were able to investigate the appearance of anomalous expectation values and interaction processes and the alteration of this properties induced by the quenching of the phase. We illustrated the time-dependent fading-in and fading-out of additional bands and anomalous expectation values as well as anomalous scattering contributions. Based on our theoretical approach, we propose a optical amplifier with the potential for high modulation frequencies in the mid-infrared regime.
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Appendix A: Tight-binding model

The prototypical band structure is calculated via diagonalization of a tight-binding Hamiltonian $H_{TB}$ similar to Ref. 32 to describe the band structure of the characteristic transition metal dichalcogenide. In the tight-binding Hamiltonian we consider the three t$_{2g}$ orbitals from the transition metal atom and six p-orbitals from the two chalcogen atoms in the unit cell of the normal-phase. We do not include a spin-orbit coupling in the calculation of the prototypical band structure. For example the lattice vectors $L_1 = (3.54, 0, 0)$, $L_2 = (-1.77, 3.07, 0)$ and $L_3 = (0, 0, 6.01)$ in Å would span a unit cell with the atom basis $B_d = (0, 0, 0)$ for the transition metal atom as well as $B_{p,1} = (0.33, -0.33, 0.26)$ and $B_{p,2} = (-0.33, 0.33 - 0.26)$ for the chalcogen atoms. Weak interactions between neighboring orbitals are usually neglected and the remaining interactions are expressed in terms of Slater–Koster integrals. The bond integrals between two orbitals are distinguished among $\sigma$, $\pi$ or eventually $\delta$ bondings. The resulting band structure around the high symmetry points of the small band-gap TMDCs is often highly unisotropic like in TiSe$_2$ as reported, e.g., in Ref. 22. We assume for the on-site energies (not normalized to the Fermi surface) $\epsilon^{t_2g}_d = -11.0$ and $\epsilon^0_d = -14.8$ in eV and for the tight-binding coupling-elements $dd_{\sigma} = -0.7$, $dd_{\pi} = 0.6$, $dd_{\delta} = -0.1$, $pd_{\sigma} = 1.1$, $pd_{\pi} = 0.9$, $pp_{\sigma} = 1.0$ and $pp_{\pi} = -0.1$ in eV. In this prototypical tight-binding model, the nonisotropic band dispersion of the bands is nonparabolic and the Fermi surface cuts the indirect band-overlap between the chalcogen-like and transition-metal-like bands in the normal phase. The nesting vector (coincide with ordering wave vectors) is half the size of the normal-phase Brillouin zone (i.e. the ordering wave vectors $Q_{LM}$ pointing from the $\Gamma$-point to the $M$-points) and in the CDW phase we obtain a Mexican-hat shaped geometry with the Fermi surface between the small band-gap of the Mexican-hat shaped bands.

Appendix B: Interaction processes on longer timescales

After a quasi-equilibrium in the semiconductor CDW phase is reached, interaction processes on longer timescales are crucial for the further evolution of the dynamics. To take this into account, we include nonradiative losses and the effects of spontaneous emissions via

$$\frac{d}{dt} \tilde{n}_{\lambda_1}(\mathbf{k}) = \gamma_{nr} \left( \tilde{f}_{\lambda_1}(\mathbf{k}) - \tilde{n}_{\lambda_1}(\mathbf{k}) \right)$$

$$+ \sum_{\lambda_2 \neq \lambda_1} \frac{\left( \tilde{f}_{\lambda_1}(\mathbf{k}) - \tilde{n}_{\lambda_1}(\mathbf{k}) \right) \left( \tilde{f}_{\lambda_2}(\mathbf{k}) - \tilde{n}_{\lambda_2}(\mathbf{k}) \right)}{\tau_{sp}^{\lambda_1;\lambda_2;\mathbf{k}}}$$

(B1)

where $\gamma_{nr}$ is the non-radiative loss rate, $f_{\lambda_1}(\mathbf{k})$ is the equilibrium Fermi distribution for the current band structure and the spontaneous emission rate is approximated as

$$\tau_{sp}^{\lambda_1;\lambda_2;\mathbf{k}} = \left| \tilde{\mu}_{\lambda_1;\lambda_2;\mathbf{k}} \right|^2 \tau_{sp}^{\mu_0}$$

(B2)

where $\gamma_{sp} = \left( \tau_{sp}^{\mu_0} \right)^{-1}$ is the spontaneous emission rate regarding a normalized dipole matrix element $\mu_0$. 
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