Controllable cardiac synthesis via disentangled anatomy arithmetic
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Abstract. Acquiring annotated data at scale with rare diseases or conditions remains a challenge. It would be extremely useful to have a method that controllably synthesizes images that can correct such underrepresentation. Assuming a proper latent representation, the idea of a “latent vector arithmetic” could offer the means of achieving such synthesis. A proper representation must encode the fidelity of the input data, preserve invariance and equivariance, and permit arithmetic operations. Motivated by the ability to disentangle images into spatial anatomy (tensor) factors and accompanying imaging (vector) representations, we propose a framework termed “disentangled anatomy arithmetic”, in which a generative model learns to combine anatomical factors of different input images such that when they are re-entangled with the desired imaging modality (e.g. MRI), plausible new cardiac images are created with the target characteristics. To encourage a realistic combination of anatomy factors after the arithmetic step, we propose a localized noise injection network that precedes the generator. Our model is used to generate realistic images, pathology labels, and segmentation masks that are used to augment the existing datasets and subsequently improve post-hoc classification and segmentation tasks. Code is publicly available at \url{https://github.com/vios-s/DAA-GAN}.
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1 Introduction

Whilst large scale public datasets are available for traditional vision tasks, medical data are difficult to acquire. Even in a large-scale medical training dataset, examples of rare diseases and anatomies are scarce. As a result, generalisation to observations that are not seen during training will be reduced. To increase the diversity of training data and for instance, to increase the incidence of rare characteristics, we would like the ability to mix and match factors that encode these variations \cite{4} in a controllable way \textit{i.e.} perform \textit{controllable image synthesis}.

The idea of generating realistic images to augment existing limited data is not new in medical image analysis. Generative Adversarial Networks (GANs) \cite{16}...
Fig. 1. Top: overview of the “disentangled anatomy arithmetic” concept illustrated with 3 factors that represent 3 different anatomical parts of the heart (e.g. left/right ventricle and myocardium). Bottom: DAA-GAN generated example. Given a healthy Subject A, we aim to generate an image A’ which exhibits hypertrophic cardiomyopathy (HCM). We select a Subject B with HCM and remove the anatomical factors from A (i.e. the ones that encode the myocardium and left ventricular cavity) and add the corresponding factors of B (inner part of the red circle). Arrows in A’ point to local deformations showing the non-linear abilities of our arithmetic. Arithmetic operations are denoted with ±.

have been used to generate variants for a given input image based on sampling from a random noise vector. In fact, more recent GAN architectures pursue controllability by disentangling existing factors of variation, conditioning the generation process using semantic priors (e.g. segmentation masks) [10,17,18,22,25,28,35] and class labels [13,20], or learning cross-modality translations [3,8,11,24,29]. An alternative to relying on sampling from a noise vector for new medical images, is the idea of mixing existing information from different populations (e.g. patients with different anatomical characteristics) to learn the intermediate latent space and generate more realistic data in a more controllable way. A concept that approximates this idea is “vector arithmetic” [33], where existing vector-based latent representations are combined using simple arithmetic operations to produce new images. However, vector representations do not exploit the spatial equivariance of the image content and the respective task (e.g. segmentation) and have shown poor reconstruction quality. An alternative is to use to disentangled representations that use both spatial (tensor) and vector representations to
capture factors of variation and permit decomposition of the input in spatially equivariant (and closely to be semantic) and imaging information \cite{7,9,38}.

Herein using disentangled representations we propose the concept of “disentangled anatomy arithmetic” (DAA), visualized in Fig. 1 that enables controllable image synthesis of plausible images with a target pathology, which we show to be useful for augmenting existing medical training data. We design the DAA-GAN model that learns to combine and transform spatial anatomical factors—we provide a visual example of anatomy factors in Fig. 1 of the supplemental—from input images captured by different vendors or from different populations, and then re-entangle them with the chosen imaging factors (e.g. MRI) to generate unseen intermediate representations. Inspired by recent findings regarding the advantages of introducing spatial stochasticity in the generation process \cite{1,2,14,23}, we propose a convolutional module for the combined anatomical factor representation transformation, in which structured noise is injected at the spatial locations where the arithmetic operations take place.

Our contributions are to:

– Introduce the concept of “disentangled anatomy arithmetic” on spatial representations of the anatomy.
– Propose DAA-GAN, a generative model that to the best of our knowledge, is the first to condition image generation using spatial anatomy factors as semantic priors.
– Propose the noise injection module that encourages local deformations to realistically blend the new factors after the arithmetic step.
– Evaluate the impact of using DAA-GAN for cardiac data augmentation in the context of a classification and a semantic segmentation post-hoc task.

2 Generative Model Architecture

Our model assumes disentangled anatomy and imaging representations as inputs. To obtain them, we use SDNet \cite{7} as this model provides binary spatial factors that correspond to the whole anatomy and can be used as semantic priors.

**Model overview.** As depicted in Fig. 2 DAA-GAN has 4 distinct steps: 1) We combine anatomy factors, using disentangled anatomy arithmetic, to obtain a new mixed anatomical representation $\hat{C}$. 2) A noise injection network $J$ takes $\hat{C}$ and aims to create a plausible and more refined anatomical representation $\tilde{C}$. 3) A generator $G$ reconstructs an image corresponding to $\tilde{C}$ and a given imaging representation. 4) Two critics, namely a discriminator $D$ and a pathology classifier $F$ ensure good image fidelity, but also that the reconstructed image contains the right target characteristics. We proceed detailing these steps.

**Disentangled anatomy arithmetic.** As shown in Fig. 1 (top), we consider an example with 3 cardiac anatomy populations $C^a, C^b, C^c$ (e.g. patients from 3 imaging populations $a, b, c$) with 3 anatomical factors per population, which—when combined—form a nested structure that corresponds to the heart region. These factors are extracted from $I^a, I^b, I^c$ medical images of dataset
Fig. 2. DAA-GAN overview (from left to right): arithmetic operations are performed between anatomical factors $C^a$ and $C^b$ to produce a mixed representation $\hat{C}$ which is then refined by the noise injection network $J$. The generator $G$ receives this refined representation $\tilde{C}$ and re-entangles it with the the input imaging factors to generate the new image $\tilde{I}$. Finally, a discriminator is responsible to judge if $\tilde{I}$ is real or fake, whilst a pathology classifier assesses if $\tilde{I}$ has the desired cardiac pathology.

$Z \sim \{l^a, l^b, l^c\}$. Based on this setup, we define factor arithmetic between populations any swapping operation between the corresponding factors. Following this example, to create a new $C^a$ anatomy by mixing factors, we first swap $C^a_1$ with $C^c_1$, and then swap $C^a_2$ with $C^b_2$. The result is an intermediate $\hat{C}$ that is used as input to the next module of DAA-GAN. Note that before swapping two factors, assuming upright anatomies, we perform a registration step (warping) to align the swapped-in factor with the center of mass location of the swapped-out one.

**Noise injection.** Since cardiac anatomy is a nested structure, the output of the arithmetic step might be non-realistic, e.g. have factors that overlap with each other. This can lead to generated images with ambiguous pathology. We tackle this problem with module $J$, which receives $\hat{C}$ and produces a refined representation $\tilde{C}$. Inspired by recent work of Karras et al. [23], we introduce stochastic variation (as Gaussian noise) at specific spatial locations of each convolutional (CONV) layer’s activations. This variation is exploited by the network to cause local deformations around the added (swapped-in) factor(s) in order to preserve the non-overlapping nested structure of the heart (see Fig. 1(bottom)). $J$ consists of 4 CONV layers, whilst the noise is injected in the form of noise patches (see Fig. 3) added to each CONV layer’s activation features in an element-wise fashion. The last CONV layer is followed by a Gumbel-Softmax operator that bounds $\tilde{C}$ to $[0, 1]$.

**Generator.** The generator is responsible for the re-entanglement of anatomy and imaging information, and by extension for the generation of a new image $\tilde{I}$. $G$ consists of 4 CONV-ReLU layers followed by a hyperbolic tangent activation function. The first CONV layer receives $\tilde{C}$ as input, while after each CONV-ReLU block, there is an Adaptive Instance Normalization (AdaIN) layer [21] that scales and shifts the activations based on the input imaging factors. Since $\tilde{C}$ has the same dimensions as $I$ and $\tilde{I}$, there is no need for any upsampling.
Critics. Since for $\tilde{I}$ we have no ground truth we use a discriminator to guide reconstruction. We adopt the architecture of the LSGAN discriminator [26] for faster convergence, better stability and ultimately better image quality (compared to a variant with spectral normalization layers adopted from [27]). Additionally, since we want $\tilde{I}$ to have desired properties, we use a VGG16 model [36] $F$ to classify the pathology represented in $\tilde{I}$. $F$ has 7 CONV-BN-ReLU blocks and 3 fully-connected layers followed by a softmax function. Note that $F$ is pretrained on the original data, and is then used as a pathology predictor during training of the generative model.

Having presented each module in detail, we now proceed to describe the 4 losses used to train our model as a whole:

**Adversarial loss ($L_{adv}$).** We use an adversarial loss to encourage our model to generate realistic images. We choose to minimize the LSGAN loss [26] as it is more stable during training and leads to higher quality image generation compared to the traditional GAN loss. Our adversarial loss is defined as:

$$L_{adv} = L_D + L_G,$$

$$L_D = \frac{1}{2} \mathbb{E}_{I' \sim p(Z)}[(D(M \cdot I') - 1)^2] + \frac{1}{2} \mathbb{E}_{C \sim p(C_Z)}[(D(M \cdot G(\hat{C})))^2], \quad (1)$$

where $I'$ is the image that contributes only the anatomy factor(s) $C'$ which are used to form $\hat{C}$ (e.g. $I_b$ in Fig. 2). $M$ is a binary mask produced by the union of the anatomical factors that contain information about the heart. Note that $M(j) = 0$ for the remaining (i.e. non-heart) pixels.

**Pathology classification ($L_{path}$).** Since we know that we add the anatomical factor $C_k$ to the mixed representation, we expect to be able to recognize the pathology corresponding to $C_k$ in the generated image $\tilde{I}$. To achieve this we minimize the cross entropy loss, defined as $L_{path} = -\sum_{i=1}^{\Omega} y_i \log(p(x_i))$, where $y_i$ and $p(x_i)$ are the ground truth and predicted pathology labels, and $\Omega$ is the number of pathology classes.

**Anatomical and background consistency ($L_{cons}$ and $L_{bg}$).** $L_{cons}$ encourages the anatomical factors which are not related with the heart to remain unaltered after the arithmetic and noise injection steps. To find which pixels should not be changed, we use the blurred mask produced during the noise patch generation process. $\odot$ and $\otimes$ denote convolution and element-wise multiplication, respectively. 

Fig. 3. Visualization of the localized Gaussian noise patch generation process. $\odot$ and $\otimes$ denote convolution and element-wise multiplication, respectively.
generation, denoted as $\Phi(j)$, with $\Phi(j) = 0$ for each pixel location $j$ that is not part of the anatomy mixing. We define $\mathcal{L}_{cons} = \frac{1}{N} \sum_j (1 - \Phi(j)) \| \hat{C}(j) - \tilde{C}(j) \|_1$. $\mathcal{L}_{bg}$ is the same as $\mathcal{L}_{cons}$, but on images. Namely, $\mathcal{L}_{bg} = \frac{1}{N} \sum_j (1 - M(j)) \| (I^a(j) - I(\hat{j})) \|_1$ where $M$ is defined previously, and $N$ is the total number of pixels.

**Total loss ($\mathcal{L}_{total}$).** These losses discussed above, are combined as:

$$\mathcal{L}_{total} = \mathcal{L}_{adv} + \mathcal{L}_{path} + \lambda_1 (\mathcal{L}_{cons} + \mathcal{L}_{bg}),$$

where $\lambda_1 = 10$ is a weighting hyperparameter for the consistency losses.

### 3 Experiments

In this section we present key information on datasets and metrics, and discuss the results of our experiments (see training details in Sec. 1 of the supplemental).

**Data.** We use the ACDC [5] dataset and data from the M&Ms challenge [6]. ACDC consists of cardiac images acquired from MRI scanners across 100 subjects, and provides pathology annotations (5 classes) for all images and pixel-level segmentation masks for end-systole (ES) and end-diastole (ED) per subject. M&Ms has cardiac-MR images acquired from 4 different (known) sites (domains), across 345 subjects. It provides ED/ES pixel-level segmentation masks annotations for 320 (of 345) subjects and pathology annotations (4 classes) for all images (for more dataset details see Sec. 2 of the supplemental).

**Metrics.** We approach this in several levels. To measure image quality we compute the Fréchet Inception Distance (FID) [19], which quantifies the distance between feature vectors from real and generated images. To quantify the utility of the generated images we study if they help improving the performance of two post-hoc tasks: a) pathology classification, and b) semantic segmentation. For the former, we measure the classification accuracy achieved by a VGG16 model, whilst for the latter, we measure the Dice score [12,37] achieved by a U-Net [34] model. The hardest is to assess controllability, i.e. the ability to generate images that faithfully create combinations of anatomical factors. We approximate this by examining the existence of the added or removed pathologies. We train two VGG16 classifiers, one 5-class for ACDC data and one 4-class for M&Ms data, and measure the pathology classification accuracy on the generated images.

**Setup.** We generate data with our DAA-GAN; SPADE [31] a model that conditions synthesis using segmentation masks; and AC-GAN [30] a model that conditions synthesis on class rather than semantic priors. Then, we train the two posthoc task-specific models (i.e. VGG16 and U-Net) with the following training sets (applies to both datasets): i) original data (OD), ii) OD augmented with data from DAA-GAN, iii) OD augmented with data from SPADE, and iv) OD augmented with data from AC-GAN. For (i)-(iv) we further augment the training set using traditional intensity (blur, gamma correction) and geometric (crop, rotate, flip, elastic transformation) augmentations for fairness (validation and test sets remain unaltered). Note that for each generated image, we extract and binarize only the heart-related $\tilde{C}$ factors (output of $\mathcal{F}$) and use them as near-ground truth masks for retraining U-Net in the context of post-hoc segmentation.
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Table 1. Comparing data augmentation methods in the context of the 4 questions defined in the Results section (see text for details). We report average (standard deviation as subscript) classification accuracy (Acc.) and segmentation performance as average Dice score. “n/a” denotes not applicable experiment. * and ** denote significant improvement over the 2nd best method with $p < 0.05$ and $p < 0.1$ (Wilcoxon non-parametric test), respectively.

| Generation   | Balanced | Un/ed Class | Un/ed Vendor | Image Qual. |
|--------------|----------|-------------|--------------|-------------|
|              | ACDC     | M&Ms        | M&Ms         | ACDC M&Ms   |
|              | Acc.     | Acc.        | Acc.         |             |
|              | Dice     | Dice        | Dice         |             |
| Original data| 88.3±1.6 | 84.9±3.0    | 82.7±0.6     | 83.5±3.7    | n/a         | n/a         |
| Ours         | 91.4±1.4 | 86.5±2.7    | 86.0±0.8     | 85.2±1.1    | 85.8±0.7    | 84.7±1.0    | 17.2         | 24.8         |
| /without $F$ | 89.0±1.6 | 85.3±2.5    | 84.1±0.8     | 83.9±4.0    | 84.2±0.5    | 83.9±3.7    | 18.8         | 26.3         |
| /without $J$ | 89.3±1.5 | n/a         | 84.3±0.6     | n/a         | 85.0±7      | n/a         | 21.5         | 27.8         |
| /without $F$, $J$ | 88.7±1.6 | n/a         | 83.1±0.8     | n/a         | 82.9±7      | n/a         | 22.5         | 31.2         |
| AC-GAN [30]  | 89.2±1.2 | n/a         | 83.9±0.7     | n/a         | 83.0±8      | n/a         | 17.1         | 24.7         |
| SPADE [31]   | 88.3±1.5 | n/a         | 83.5±0.5     | n/a         | 83.3±0.7    | n/a         | 20.2         | 28.7         |

Results. To demonstrate the effectiveness of our method, we answer several key questions referring to quantitative results presented in Table 1.

Does DAA-GAN augmentation improve learning on a balanced dataset? For this experiment we use ACDC, which is balanced in terms of subjects per pathology class. We split the OD into 70%, 15%, 15% subjects for training, validation, and testing, and use DAA-GAN to generate 50 new images for the 5 pathology classes (this corresponds to a 25% samples increase). These images are picked based on $F$ confidence. As Table 1 shows (column “Balanced”) data generated by our model lead to a 3.1% absolute classification accuracy improvement compared to using the OD with traditional augmentations, whilst outperforming both AC-GAN and SPADE. Regarding segmentation, compared to only using the OD, our model improves the Dice score by an absolute 1.6%. Since AC-GAN does not condition on masks and SPADE does not have a mechanism to refine the fused segmentation masks, they cannot be used in this experiment.

Does DAA-GAN augmentation improve learning of underrepresented classes? The M&Ms dataset is imbalanced in terms of the Abnormal Right Ventricle (ARV) pathology class, which represents only 5% of the dataset. We showcase here the impact of our generative model in augmenting underrepresented classes. We split the data in a 70-15-15 percentage fashion (as with ACDC), and use DAA-GAN to generate 168 –high $F$ confidence– new images (matching the highest represented class) with the ARV pathology by mixing the factor that corresponds to the RV with healthy anatomies from other subjects. We use this new balanced training set that is used to re-train VGG16 and U-Net. As reported in Table 1, column “Un/ed Class”, augmentations improve both accuracy by 3.3% and Dice by 1.7% Dice outperforming AC-GAN and SPADE where applicable.

Does DAA-GAN augmentation improve learning of underrepresented or new domains? As stated above, M&Ms comprises data captured from 4 different sites
Fig. 4. Two examples of anatomy factor traversals. For each step $i$ increases by 3: a) top row depicts the transformed factor $C$, b) middle row depicts the generated images $I$, and c) bottom row shows the factor difference between the current generated image $I$ and the input image. LV, MYO denote the left ventricular cavity and the myocardium.

(A-D), thus 4 different populations. However, data from site D represent only 14% in the dataset. Here we showcase the augmentation of site D. Thus, in this experiment we aim to balance the training set of M&Ms by augmenting site D data. We adopt the same split percentage with the previous experiments, and augment the original training set by mixing pathological factors from subjects of vendors A-C with anatomies of vendor D. Results in Table 1 column “Un/ed Vendor”, show that by augmenting site D with 101 generated images of high $F$ confidence value, we improve the two tasks’ performance by 3.1% in accuracy and 1.2% Dice, respectively, while outperforming AC-GAN and SPADE.

Does DAA-GAN achieve good image quality? Table 1 (rightmost) reports generated image quality for each model. Our model outperforms SPADE, which is unsurprising since SPADE has no mechanism to mix semantic priors, thus generating images with unusual heart representations due to overlapping anatomical factors (see examples generated using SPADE in Fig. 3 of the supplemental). AC-GAN, has slightly better FID compared to DAA-GAN in both datasets quality but is the worst model in terms of controllability and utility.

Can we control DAA-GAN synthesis? We explore this visually by generating images through manipulation of the anatomical factors of the same subject (i.e. without mixing between subjects). We erode and dilate only a single factor of each subject and generate images based on the altered anatomy. From the examples in Fig. 4 we observe that the generated cardiac parts do not correspond linearly to the generative factors when approaching extreme cases, i.e. for large kernel size. Thus, we argue that our model’s controllability is constrained only by the dataset bias, i.e. “unseen” extreme (possibly unrealistic) combinations.

Ablations. To evaluate the impact of $J$ and $F$ on the augmentation results, we replicate each experiment removing one or both modules. From the results in Table 1 we conclude that the two modules have similar contribution to post-hoc classification improvement, $F$ slightly improves segmentation, whilst we also observe that $J$ plays an important role in the quality of the generated images.
4 Conclusions

In this paper we introduced a novel framework for controllable cardiac image synthesis. In particular, we presented a generative model that learns to produce unseen images from existing images using a user-selected combination of spatial anatomy factors. We conducted experiments demonstrating the controllability of the generation process, whilst showcasing the potential of augmenting existing medical data with images generated using the concept of “disentangled anatomy arithmetic”. Future work will focus on extending the capability of our model beyond simple mixing and morphology to richer anatomy arithmetic operations.
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A Experimental Setting

Both $\mathcal{J}$ and $\mathcal{D}$ were trained for 90 epochs, using the Adam optimizer with $\beta_1 = 0$, $\beta_2 = 0.999$, and a learning rate of 0.0001. Our pathology classification model $\mathcal{F}$ was pre-trained separately using the Adam optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.999$, and a learning rate of 0.0001, with classification accuracy in the corresponding validation set as the early stopping criterion. We use the pre-trained decoder of SDNet as our generator $\mathcal{G}$. During training of the generative model, the weights of $\mathcal{F}$ and $\mathcal{G}$ are frozen. Finally, the weights of $\mathcal{D}$ were initialized using the Xavier method \[15\]. DAA-GAN is implemented using PyTorch \[32\], while all experiments were conducted on an Nvidia GTX 1080 Ti graphics processor.

For all experiments, when performing anatomy arithmetic we allow only one pathology per subject. That is, we may add a factor exhibiting a certain pathology to an otherwise healthy subject, or swap one factor for another factor of the same pathology, but we do not combine two factors with different pathologies in the same subject. During inference, our model uses $\mathcal{J}$ and $\mathcal{G}$ to generate an image with the targeted pathology and $\mathcal{F}$ to generate the pathology label, while $\mathcal{D}$ is discarded.

\footnote{For the ablation study, when we remove $\mathcal{J}$, we instead fine-tune $\mathcal{G}$ during generative model training, with learning rate set to 0.0001.}
B  Dataset Details

**ACDC** pathology class annotations: a) normal (NOR), b) myocardial infarction (MINF), c) dilated cardiomyopathy (DCM), d) hypertrophic cardiomyopathy (HCM), and e) abnormal right ventricle (ARV). ACDC segmentation annotations (3 semantic classes): left ventricular cavity (LV), myocardium (MYO) of the LV, and right ventricle (RV). All images are resampled to 1.37mm²/pixel resolution and cropped to 224×224 pixels.

**M&M** (see also [https://www.ub.edu/mnms/](https://www.ub.edu/mnms/)) comprises class annotations for 19 pathologies. However, 15 of them represent the 12% of the subjects that corresponds to 1-3 subjects per class, thus we choose to experiment on the 4 most dominant classes that are: a) NOR, b) DCM, c) HCM, and d) ARV. Note that ARV in our experiments is the underrepresented class, but with 26 subjects. M&M segmentation annotations are identical with ACDC ones. All images are resampled to 1.2mm²/pixel resolution and cropped to 224×224 pixels.

For both datasets during both model training and evaluation we combine pairs of MR images from the same heart axis slice level.
Fig. 6. Four SPADE-generated images using overlapped anatomical factors as input. Arrows point to the areas where the performed arithmetic operations lead to such overlaps.