“Massive” Rarita-Schwinger field in de Sitter space
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We present a covariant quantization of the “massive” spin-$\frac{3}{2}$ Rarita-Schwinger field in de Sitter (dS) spacetime. The dS group representation theory and its Wigner interpretation combined with the Wightman-Gărding axiomatic and analyticity requirements in the complexified pseudo-Riemannian manifold constitute the basis of the quantization scheme, while the whole procedure is carried out in terms of coordinate-independent dS plane waves. We make explicit the correspondence between unitary irreducible representations (UIRs) of the dS group and the field theory in dS spacetime: by “massive” is meant a field that carries a particular principal series representation of the dS group. We drive the plane-wave representation of the dS massive Rarita-Schwinger field in a manifestly dS-invariant manner. We show that it exactly reduces to its Minkowskian counterpart when the curvature tends to zero as far as the analyticity domain conveniently chosen. We then present the Wightman two-point function fulfilling the minimal requirements of local anticommutativity, covariance, and normal analyticity. The Hilbert space structure and the unsmeared field operator are also defined. The analyticity properties of the waves and the two-point function that we discuss in this paper allow for a detailed study of the Hilbert space of the theory, and give rise to the thermal physical interpretation.

I. INTRODUCTION

Quantum field theory (QFT) in dS spacetime has been a subject of growing interest during the last four decades. In the 1970s, the attention was mainly because of the large isometry group of this spacetime: the dS solution to the cosmological Einstein equations (with positive cosmological constant) has the same degree of symmetry as the Minkowski solution and it can be viewed as a one-parameter deformation of the latter, involving a fundamental length (the dS radius) $R$. In this sense, dS spacetime has been always respected during the past 40 years as an excellent laboratory offering a guideline to perform the otherwise difficult task of quantizing fields in more elaborate gravitational backgrounds. Moreover, the radius $R$ has been regarded as providing a (dS-covariant) infrared cutoff for Minkowskian QFT’s, whose removal regenerates automatically Poincaré covariance.

In the 1980s, there was a great revival of interest for models of QFT in dS spacetime, when it turned out that the dS metric plays a critical role in the inflationary cosmological scenario. Based on the latter, our Universe underwent a dS phase in the very early epochs of its life [1]. A possible explanation of phenomena occurring in the very early Universe then relies on an interplay between spacetime curvature and thermodynamics and an outstanding role is played by the mechanisms of symmetry breaking and restoration in a dS QFT.

In the late 1990s, two other remarkable events led to renewed interest in QFT in dS and asymptotically dS spacetimes. On one hand, astrophysical data coming from type Ia supernovae [2] indicated that the cosmic expansion is accelerating and pointed towards the existence of a small but non-vanishing positive cosmological constant. This means that our Universe, beside the very early epochs of its life, might currently be in a dS phase which approaches to a pure dS spacetime. $[R = cH^{-1}$ in which $H$ is the Hubble constant fixing the rate of expansion of the spatial sections.]. On the other hand, success of AdS/CFT correspondence [3] has led to intense study to obtain an analogous correspondence in the dS case (the dS/CFT correspondence) [4, 5].

All of these developments plead in favor of setting up a model of QFT in dS spacetime with the same level of completeness and rigor as its Minkowskian counterpart. In this regard, we refer in particular to a promising formulation of such a theory and its subsequent thermometric interpretation that was originally put forward for the “massive” scalar fields in dS spacetime in the 1990s [6, 7], and during the last two decades, it has been subject to scrutiny in a number of works to make explicit the extra algebraic structure inherent to other dS elementary systems (see, for instance, [8, 9]).

Technically, this model of dS QFT enjoys a robust group theoretical content. As a matter of fact, by “massive” field in this model is meant an object which has a non-ambiguous massive limit as spacetime becomes flat.

1 The quantization of a scalar field on dS space was first described by Chernikov, [10] and Tagirov [11] and has also been studied by Schombblond [12, 13], Mottola [14] and Allen [15].
Group representation theory and its Wigner interpretation according to elementary system indeed allow for control of this limiting procedure through contraction of group representation \[28\text{--}32\]. Accordingly, the dS group “massive” representations would be those of the principal series of the dS representations which contract to the Poincaré group massive ones, and consequently, the dS massive fields would be those which transform under the principal series representations. The situation for the dS “massless” fields, however, is different. They are specified by reference to conformal invariance and propagation on the dS light-cone. Hence, it is natural to call “massless” representations of the dS group \(SO_0(1, 4)\) as the ones naturally extended to the conformal group \(SO_0(2, 4)\) \[33\]. Based on this criterium, one finds that the dS massless scalar field transforms under a specific representation of the complementary series of the dS group, while the massless spinorial cases transform under the dS representations lying at the lower end of the discrete series. On this basis, having well-defined massive and massless dS fields in the context of group representation theory, one can encounter the corresponding covariant QFTs along the lines suggested by Wightman and Gårding in their seminal paper \[34\]. Here, we must underline that this formulation of dS QFT based on the dS group representation theory and its Wigner interpretation features a remarkable advantage that it would be not coordinate dependent.

This quantization scheme is eventually supplemented by analyticity properties offered by the complexified pseudo-Riemannian manifold, in which the dS manifold is embedded. These properties lead to a new plane-wave\(^2\) representation of the two-point functions, paving the way to a general momentum space analysis for dS QFT. The analyticity properties have appeared to be crucial from both computational and conceptual points of view. As a matter of fact, all the QFT’s considered have a thermal interpretation in view of the existence of a temporal curvature of a very specific nature (as in the Unruh effect \[35\text{--}36\] and in the black-hole evaporation \[36\text{--}37\]). In this sense, the existence of complex hyperbolic trajectories on which maximal analyticity properties hold consistently with locality is a geometric criterion for QFT vacua in which thermal effects are produced, the temperature being proportional to the curvature of these trajectories.

In the present paper, motivated by this solid framework, we proceed to the quantization of the massive spin-\(\frac{3}{2}\) Rarita-Schwinger field in dS spacetime. This theory is interesting in itself since it obviously is a step that should be taken in order to formulate interacting QFTs. On the other hand, higher spin elementary particles (spin \(\geq \frac{3}{2}\)), such as the gravitino (if it exists, it is a fermion of spin \(\frac{3}{2}\)), play an important role in supersymmetry,\(^3\) which itself represents a fundamental building block of many modern unification schemes. Furthermore, knowledge of the dS massive fields enables us to display the structure of the field theory that appears at the massless limit. Massless field theories in dS spacetime possess some peculiarities that have no analog in flat case (see for instance \[22\text{--}30\text{,}40\]). Having an expression for the dS massive fields permits one to determine the indecomposable representation describing the dS massless fields.

To achieve our goal, the rest of the paper is organized as follows. We begin our discussion in Section II by presenting the dS machinery, space, group and representation. We use the dS ambient space formalism which constitutes a coordinate-independent approach and makes apparent the group theoretical content of the model. In Section III, admitting the spinor-vector representation of the dS massive spin-\(\frac{3}{2}\) field, the first-order dS Rarita-Schwinger field equation is given. In Section IV, we drive the general solutions to the field equation in terms of dS spinor-vector plane waves. The latter are singular on lower-dimensional subsets in dS spacetime: therefore, they are only locally defined. To circumvent this difficulty, the dS plane waves must be considered as distributions which are boundary values of analytic continuations of the solutions to tubular domains in the complexified dS space. On this basis, we particularly point out that the driven dS massive Rarita-Schwinger field reduces to the usual one in the flat limit of the theory: no negative energy appears in the limit process. In Section V, we focus on the corresponding Wightman two-point function and its analyticity properties that imply a KMS thermal interpretation. We drive the Wightman two-point function \(S_{\alpha\alpha}^{(\frac{3}{2})}(x, x')\) in terms of the dS plane waves, while it enjoys the conditions of: \(i)\) positiveness, \(ii)\) local anticommutativity, \(iii)\) covariance, \(iv)\) transversality, \(v)\) divergencelessness, \(vi)\) tracelessness, and \(vii)\) normal analyticity. The normal analyticity allows us to define the two-point function \(S_{\alpha\beta}^{(\frac{3}{2})}(x, x')\). Then, we make the Hilbert space structure explicit. As a matter of fact, the explicit knowledge of the two-point function with the above-mentioned properties allows us to construct an acceptable quantum theory of the dS Rarita-Schwinger field. Finally, we summarize our results in Section VI.

\(^{3}\) In fact, it is possible to construct a theory of gravity possessing local supersymmetry only when the massless gravitino exists. The massive gravitino arises in theories where supersymmetry is broken, and the gravitino gets mass by the super Higgs mechanism \[35\].

\(^2\) The dS plane waves, independent of the choice of the coordinate system, simply allow one to manage the dS group representations and the Fourier transform in the flat limit.
II. PRESENTATION OF THE DS MACHINERY

A. 1 + 3-dS geometry and kinematics

Geometrically, dS spacetime can be viewed as (the covering space of) the one-sheeted four-dimensional hyperboloid $M_H$ embedded in a five-dimensional Minkowski space $\mathbb{R}^5$,

$$M_H = \{ x \in \mathbb{R}^5 : x^2 = x \cdot x = \eta_{\alpha\beta} x^\alpha x^\beta = -H^{-2} \},$$

$$\alpha, \beta = 0, 1, 2, 3, 4, \quad \eta_{\alpha\beta} = \text{diag}(1, -1, -1, -1, -1),$$

with the notations $x^\alpha \equiv (x^0, \vec{x}, x^4)$. The dS line element is obtained concretely by inducing the natural metric on the dS hyperboloid,

$$ds^2 = \eta_{\alpha\beta} dx^\alpha dx^\beta \bigg|_{x^2 = -H^{-2}} = g_{\mu\nu} dX^\mu dX^\nu,$$

(1)

where the coordinates $X^\mu$'s, $\mu = 0, 1, 2, 3$, are the local spacetime coordinates for the dS hyperboloid.

A global causal ordering (induced from that of the ambient spacetime $\mathbb{R}^5$) exists on the dS manifold $M_H$: technically, let

$$\overline{\mathbb{R}^5} = \{ x \in \mathbb{R}^5 : x \cdot x \geq 0, \ sgn x^0 = + \},$$

(2)

be the future cone in $\mathbb{R}^5$, then considering two events $x, x'$ in $M_H$, $x$ would be future connected to $x'$, i.e., $x \geq x'$, if and only if $x - x' \in \overline{\mathbb{R}^5}$. The closed causal future (respectively, past) cone of a given point $x \in M_H$ is denoted by the set $\Upsilon^+(x)$ (respectively, $\Upsilon^-(x)$),

$$\Upsilon^+(x) = \{ x' \in M_H : x' \geq x \},$$

$$\Upsilon^-(x) = \{ x' \in M_H : x' \leq x \}.$$

(3)

We say two points $x, x' \in M_H$ are in “acausal relation” or “space-like separated” if $x' \notin \Upsilon^+(x) \cup \Upsilon^-(x)$, i.e., if $x \cdot x' > -H^{-2}$.

The relativity group of the dS spacetime, as the Lorentz group of the ambient Minkowski space, is denoted by $SO_0(1, 4)$. This group leaves invariant the quadratic form $x \cdot x = x_0^2 - \vec{x}^2 - ... - \vec{x}^2$ and each of the sheets of the cone $C = C^+ \cup C^-$, where

$$C^\pm = \{ x \in \mathbb{R}^5 : x^2 = 0, \ sgn x^0 = \pm \}.$$  

(4)

The dS group acts transitively on $M_H$; therefore, one can distinguish a base point $O_H$ as the origin in $M_H$. We choose $O_H = (0, 0, 0, 0, H^{-1})$. The tangent space to $M_H$ at $O_H$ is the hyperplane $M_0 = \{ x \in \mathbb{R}^5 : x^4 = H^{-1} \}$ identified as the four-dimensional Minkowski spacetime to which the dS spacetime can be contracted in the limit $H \rightarrow 0$ (the null-curvature limit).

The corresponding Lie algebra can be realized as the linear span of ten Killing vectors

$$K_{\alpha\beta} = x_\alpha \partial_\beta - x_\beta \partial_\alpha.$$  

(5)

It is worth underlining that since there is no global time-like Killing vector in dS spacetime (all isometry generators correspond to rotations or Lorentz boosts), the adective time-like or space-like is used by referring to the Lorentzian four-dimensional metric induced by that of the ambient spacetime $\mathbb{R}^5$.

The universal covering group of $SO_0(1, 4)$ is the (pseudo-)symplectic group $Sp(2, 2)$. It is a subgroup of the group of $2 \times 2$ quaternionic matrices which reads

$$Sp(2, 2) = \{ g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} : \det g = 1, \ g^+ \gamma^0 g = \gamma^0 \},$$

where $a, b, c, d \in \mathbb{H}$, $g^t = g^\ast t$ (g* being the quaternionic conjugate of g and g* is the transpose of g) and

$$\gamma^0 = \begin{pmatrix} I_{2\times 2} & 0 \\ -I_{2\times 2} & 0 \end{pmatrix}.$$  

Here, “detg” must be understood as a determinant of a fourth-order matrix with complex coefficients resulting from isomorphism $\mathbb{H} \cong \mathbb{R} \times SU(2)$.

The matrix $\gamma^0$ along with the following matrices

$$\gamma^4 = \begin{pmatrix} 0 & I_{2\times 2} \\ -I_{2\times 2} & 0 \end{pmatrix}, \quad \gamma^k = \begin{pmatrix} 0 & e_k \\ e_k & 0 \end{pmatrix}, \quad k = 1, 2, 3,$$

where $e_k = i(-1)^{k+1} \sigma_k$ ($\sigma_k$ being the usual Pauli matrices), satisfy the anticommutation relations $\gamma^\alpha \gamma^\beta + \gamma^\beta \gamma^\alpha = 2 \eta^{\alpha\beta}$ for $\gamma^0 = 2 \gamma^\alpha \gamma^\beta$ and $\gamma^4 = \gamma^0 \gamma^0$. These matrices are the generating elements of the Clifford algebra based on the metric $\eta_{\alpha\beta}$. There is an isomorphism $SO_0(1, 4) \cong Sp(2, 2)/\mathbb{Z}_2$ through

$$SO_0(1, 4) \ni g \rightarrow \Lambda_g : x \rightarrow \Lambda_g x = x',$$

(6)

where $(\Lambda_g)_\beta^\alpha = \frac{1}{4} \text{tr}(\gamma^\alpha g \gamma^\beta g^{-1})$. In Appendix A, resorting to a particular (non-global) factorization of the group, we discuss another way of understanding this group action on dS spacetime.

B. 1 + 3-dS unitary irreducible representations

By construction, as pointed out above, dS space is homogeneous and has the large isometry group $SO_0(1, 4)$. In this regard, it is very tempting to extend the (Wignerian) group-theoretic ideas, underlying relativistic quantum mechanics and QFT in Minkowski spacetime, to dS spacetime in order to construct dS elementary systems. To achieve this goal, the ambient space notations will be considered here. This way of describing dS spacetime provides a remarkable coordinate-independent approach, such that there is a close resemblance with the corresponding description on Minkowski space. Moreover, within this context the link with group theory would be easily readable.

Let us consider $\psi^{(\alpha)}(x)$ (omitting the spinor index $i$) as a free spinor-tensor field with tensorial rank $n$ and with four spinor components in the ambient space notations ($s = n + \frac{1}{2}$). Note that: (i) From now on tensors indices will be dropped whenever possible; (ii) The value of $s$ should generally be dissociated from the value of the spin.
which the latter carries the group-theoretical content of the theory. This point will be amply illustrated in what follows.

In the ambient space framework, the spinor-tensor field $\psi^{(s)}(x)$ is considered as a homogeneous function of the $\mathbb{R}^{5}$-variables $x^{\alpha}$, with an arbitrarily chosen homogeneity degree $\varrho$.

$$x \cdot \partial \psi^{(s)}(x) = \varrho \psi^{(s)}(x), \quad x \cdot \partial = x^{\alpha} \frac{\partial}{\partial x^{\alpha}}.$$  \tag{7}

For simplicity reasons, we here set $\varrho = 0$. Of course, every homogeneous spinor-tensor field of $\mathbb{R}^{5}$-variables does not represent a physical dS entity. Indeed, the field also needs to verify the requirement of transversality to ensure that it lies in the dS tangent spacetime,

$$x \cdot \partial \psi^{(s)}(x) = 0.$$  \tag{8}

Regarding the significance of this requirement for dS fields, the symmetric transverse projector $\theta_{\alpha \beta} = \eta_{\alpha \beta} + H^{2}x_{\alpha}x_{\beta}$, verifying $\theta_{\alpha \beta}x^{\alpha} = \theta_{\alpha \beta}x^{\beta} = 0$, is defined. Transverse entities are constructed using this transverse projector. For example, the transverse derivative would be $\partial^{\perp}_{\alpha} = \theta_{\alpha \beta} \partial^{\beta} = \partial_{\alpha} + H^{2}x_{\alpha} \partial \cdot \partial$, and we note the properties

$$\partial^{\perp}_{\alpha} x_{\beta} = \theta_{\alpha \beta}, \quad \partial^{\perp}_{\alpha} x^{\beta} = 0.$$  

Thus, the differential operator $\partial^{\perp}$ is intrinsically defined on the hyperboloid $x^{2} = -H^{-2}$. Generally, for a field with tensorial rank $n$, the transverse projection $T$ with the following definition

$$(T \psi)^{(s)}_{\alpha_{1}...\alpha_{n}} = \left( \prod_{i=1}^{n} \theta^{\alpha_{i}}_{\alpha_{i}} \right) \psi^{(s)}_{\beta_{1}...\beta_{n}},$$  \tag{9}

guarantees the transversality in each index.

We now turn to the description of the UIRs of the dS (universal covering) group $Sp(2,2)$. To do this, we need to introduce self-adjoint operators, one for each of the ten Killing vectors $\xi^{\pm}_{\alpha \beta}$ in Hilbert space of symmetric spinor-tensor fields $\psi^{(s)}_{\alpha \beta}$. For example, the transverse derivative would be $\partial^{\perp}_{\alpha} = \theta_{\alpha \beta} \partial^{\beta} = \partial_{\alpha} + H^{2}x_{\alpha} \partial \cdot \partial$, and we note the properties

$$\partial^{\perp}_{\alpha} x_{\beta} = \theta_{\alpha \beta}, \quad \partial^{\perp}_{\alpha} x^{\beta} = 0.$$  

Thus, the differential operator $\partial^{\perp}$ is intrinsically defined on the hyperboloid $x^{2} = -H^{-2}$. Generally, for a field with tensorial rank $n$, the transverse projection $T$ with the following definition

$$(T \psi)^{(s)}_{\alpha_{1}...\alpha_{n}} = \left( \prod_{i=1}^{n} \theta^{\alpha_{i}}_{\alpha_{i}} \right) \psi^{(s)}_{\beta_{1}...\beta_{n}},$$  \tag{9}

guarantees the transversality in each index.

We now turn to the description of the UIRs of the dS (universal covering) group $Sp(2,2)$. To do this, we need to introduce self-adjoint operators, one for each of the ten Killing vectors $\xi^{\pm}_{\alpha \beta}$ in Hilbert space of symmetric spinor-tensors $\psi^{(s)}_{\alpha \beta}$ on $M_{dS}$, square integrable regarding some invariant inner (Klein-Gordon type) product. These operators can be represented as

$$K_{\alpha \beta} \rightarrow L^{(s)}_{\alpha \beta} = L^{(n)}_{\alpha \beta} + S^{(q/2)}_{\alpha \beta},$$  \tag{10}

with

$$S^{(q/2)}_{\alpha \beta} = -\frac{i}{4} \gamma_{\alpha \gamma} \gamma_{\beta \gamma}$$  and  \hfill (11)

$$L^{(n)}_{\alpha \beta} = M_{\alpha \beta} + S^{(n)}_{\alpha \beta},$$  \tag{11}

where $S^{(q/2)}_{\alpha \beta}$ acts upon the spinor indices, while $M_{\alpha \beta} = -i(x_{\alpha} \partial_{\beta} - x_{\beta} \partial_{\alpha}) = -i(x_{\alpha} \partial^{\perp}_{\beta} - x_{\beta} \partial^{\perp}_{\alpha})$ is the orbital part and $S^{(n)}_{\alpha \beta}$ designates the integer spin part. The latter acts on the tensorial indices in the following way

$$S^{(n)}_{\alpha \beta} \psi^{(s)}_{\alpha_{1}...\alpha_{n}} = -i \sum_{i=1}^{n} (\eta_{\alpha \alpha_{i}} \psi^{(s)}_{\alpha_{1}...(\alpha_{i} \rightarrow \beta)...\alpha_{n}} - (\alpha \rightarrow \beta)).$$  \tag{12}

These generator representatives $L^{(s)}_{\alpha \beta}$ obey the following commutation relations

$$[L^{(s)}_{\alpha \beta}, L^{(s)}_{\beta \gamma}] = -i(\eta_{\alpha \gamma} L^{(s)}_{\beta \beta} + \eta_{\beta \gamma} L^{(s)}_{\alpha \alpha} - \eta_{\alpha \delta} L^{(s)}_{\beta \gamma} - \eta_{\beta \gamma} L^{(s)}_{\alpha \delta}).$$  \tag{13}

The second-order dS Casimir operator representative is defined by

$$Q_{s} = \frac{1}{2} L^{(s)}_{\alpha \beta} L^{(s)}_{\alpha \beta}. \tag{14}$$  \tag{14}

It commutes with all generator representatives $L^{(s)}_{\alpha \beta}$. In this sense, $Q_{s}$ acts as a constant on all states in a given dS UIR, so that

$$Q_{s} \psi^{(s)} = \langle Q_{s} \rangle \psi^{(s)}.$$  \tag{15}

where $\langle Q_{s} \rangle$ stands for the eigenvalues of $Q_{s}$. As a consequence, the eigenvalues of $Q_{s}$ can be used to classify the dS UIRs. Following Dixmier, the dS UIRs can be labeled by using a pair of parameters $\Delta = (p,q)$, with $2p \in \mathbb{N}$ and $q \in \mathbb{C}$, in terms of which the eigenvalues of $Q_{s}$ are

$$\langle Q_{s} \rangle = [-p(p+1)-(q+1)(q-2)]p.$$  \tag{16}

In this sense, regarding the spectral values assumed by the Casimir operator (or the possible values of $p$ and $q$), one can distinguish three series or UIRs of $Sp(2,2)$ as follows:

- Principal series representations $U_{p,q}$ labelled by $\Delta = (s, \frac{p}{2} + iv)$. Here, the parameter $p = s$ has a spin meaning. We must distinguish between:
  - (i) the integer spin principal series, with $v \in \mathbb{R}$ and $\nu \geq 0$, while $s = 0, 1, 2, ..., \nu$.
  - (ii) the half-integer spin principal series, with $v \in \mathbb{R}$ and $\nu > 0$, while $s = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, ...$.

- Complementary series representations $V_{p,q}$ labelled by $\Delta = (s, \frac{p}{2} + v)$. Here, the parameter $p = s$ has a spin meaning. We must distinguish between:
  - (i) the scalar case $V_{0,\nu}$, with $\nu \in \mathbb{R}$ and $0 < |\nu| < 1/2$.
  - (ii) the spinorial case $V_{s,\nu}$, with $\nu \in \mathbb{R}$ and $0 < |\nu| < 1/2$, while $s = 1, 2, 3, ...$.

- Discrete series representations $\Pi^{\pm}_{p,s}$ labelled by $\Delta = (p,s)$. Unlike the above cases, the parameter $q = s$ has a spin meaning. We have to distinguish between:

4 Note that the dS group has two independent Casimir operators: the quadratic one given in (11) and the quartic one defined by

$$Q^{(q)}_{s} = -W^{(s)}_{\alpha \beta} W^{(s)}_{\alpha \beta}, \quad W^{(s)}_{\alpha \beta} = \frac{1}{8} \epsilon_{\alpha \beta \gamma \delta} \epsilon_{\alpha \beta \gamma \delta} L^{(s)}_{\alpha \gamma} L^{(s)}_{\beta \delta}.$$  \tag{17}

where $W^{(s)}_{\alpha \beta}$ is the dS counterpart of the Pauli-Lubanski operator and $\epsilon_{\alpha \beta \gamma \delta}$ refers to the usual antisymmetrical tensor. In this paper, however, we just focus on the action of the second-order (or quadratic) one.
two kinds of these representations: tension of the massless Poincaré UIRs [31, 33]. There are those extension would be equivalent to the conformal extension to the conformal group \( SO(3,1) \). For massless cases, we select those dS UIRs having a unique extension to the conformal group \( SO_0(2,4) \) and that extension would be equivalent to the conformal extension of the massless Poincaré UIRs [31, 33]. There are two kinds of these representations:

(i) the scalar case \( \Pi_{p,0} \), with \( p = 1, 2, ... \),

(ii) the spinorial case \( \Pi_{p,\pm} \), with \( p = \frac{1}{2}, 1, \frac{3}{2}, 2, ... \) and \( s = p, p - 1, ..., 1 \) or \( \frac{1}{2} \). [The physical meaning of the superscript \( \pm \) will be discussed in the next subsection.]

Note that in all cases, the corresponding Casimir eigenvalues do not change by the substitution \( q \to (1 - q) \). In other words, the representations labeled by \( \Delta = (p, q) \) and \( \Delta = (p, 1 - q) \) share same Casimir eigenvalues. By definition, such representations are called Weyl equivalent.

\[ U_{s,\nu} \to \mathcal{P}^>(s, m) \oplus \mathcal{P}^<(s, m). \]

More technically, this construction is done with respect to the subgroup \( SO_0(1,3) \) recognized as the Lorentz subgroup in both Poincaré and dS relativities. The associated dS representations, on the other hand, are exactly those representations that are induced by the \textit{minimal parabolic} [43] subgroup \( SO(3) \times SO(1,1) \times (\text{a certain nilpotent subgroup}) \), in which \( SO(3) \) refers to the space rotation subgroup of the Lorentz subgroup in both cases. This feature completely illuminates the concept of spin in dS spacetime because it comes out of the same \( SO(3) \).

For massless cases, we select those dS UIRs having a unique extension to the conformal group \( SO_0(2,4) \) and that extension would be equivalent to the conformal extension of the massless Poincaré UIRs [31, 33]. There are two kinds of these representations:

- The scalar massless case, which only involves the complementary series UIR \( V_{0,\pm} \) labeled by \( \Delta = (0, 1) \). In the limit \( H \to 0 \), it contracts to the massless scalar Poincaré UIR,

  \[ V_{0,\pm} \to \mathcal{P}^>(0, 0) \oplus \mathcal{P}^<(0, 0). \]

- The spinorial massless cases, which involve all representations \( \Pi_{p,q} \), with \( p = q = s \) \( (s > 0) \), lying at the lower end of the discrete series (for which they are usually called “dS massless representations”). In the limit \( H \to 0 \), they contract to the massless spinorial Poincaré UIRs,

  \[ \Pi_{s,s} \to \mathcal{P}^>(\pm s, 0) \oplus \mathcal{P}^<(\pm s, 0), \]

here \( \pm \) stands for the helicity.

Note that all other dS UIRs have either non-physical Poincaré contraction limit or have no flat limit at all.

Here, we must underline that although it would seem that labeling as massive or massless dS UIRs, in terms of contraction of representations, could eliminate the interpretative problem of a mass in dS space, it is not the case!. Actually, the notion of mass in “de Sitterian Physics” still appears ambiguous in terms of contraction of representation, exemplified by the fact that one cannot give a precise meaning to a dS rest energy, 5 except if one follows an approach based on a causality de Sitterian semi-group [46], or based on a analyticity prerequisite [9]: the latter is the way we follow in this paper. Nevertheless, Garidi [32] has proposed a consistent description of de Sitterian mass that depends on the dS UIR’s parameters \( p \) and \( q \). This de Sitterian or Garidi mass is given by

\[ m_H^2 = \langle Q_s \rangle - \langle Q_s \rangle_{p=q} = [(p - q)(p + q - 1)]h^2H^2/c^4. \]

Because the lowest value of \( \langle Q_s \rangle \) is obtained by setting \( p = q \), the above formula implies that every dS UIR, meaningful from the point of view of a Minkowskian observer, gets \( m_H^2 \geq 0 \). The value of the Garidi mass corresponding to the dS UIRs in the principal series is

\[ m_H^2 = [\nu^2 + (s - 1/2)^2]h^2H^2/c^4, \]

and in the complementary series is

\[ m_H^2 = [(s - 1/2)^2 - \nu^2]h^2H^2/c^4. \]

Note that \( \nu \) is known as the mass parameter when we fix \( s \) to one of its possible values.

\[ 5 \text{ As we can see from the above argument, the dS representations contract to a direct sum of two UIRs of the Poincaré group with positive and negative signs of energy.} \]
III. DS RARITA-SCHWINGER EQUATION

We are now in a position to study the dS massive spinor field \( \psi_3^\alpha \), with tensorial rank \( n = 1 \). According to the above discussion, it is immediately seen that this field corresponds to a specific UIR of the principal series, i.e., \( U_{s,\nu} \), labeled here by \( \Delta = (\frac{3}{2}, \frac{3}{2} + iv) \). In this sense, the most familiar way to characterize the corresponding dS group representation and the carrier states space would be to consider the solutions to the “wave equation” \((12)\), with \( s = \frac{3}{2} \) and \( |Q_3^\pm\rangle = \nu^2 - \frac{3}{2} \), that is,

\[
\left( Q_3^+ - \nu^2 + \frac{3}{2} \right) \psi_3^\alpha = 0. \tag{14}
\]

To determine the solutions to the above equation, we write the action of \( Q_3^\pm \) on \( \psi_3^\alpha \) in the following explicit form

\[
Q_3^\pm \psi_3^\alpha = \left( Q_3^\pm - 3 \right) \psi_3^\alpha - 2\partial x \cdot \psi_3^\alpha + 2x \partial \cdot \psi_3^\alpha + \gamma (\gamma \cdot \psi_3^\alpha), \tag{15}
\]

in which

\[
Q_3^\pm = Q_0 + \frac{i}{2} \gamma_\alpha \gamma_\beta M^{\alpha\beta} - \frac{5}{2}, \tag{16}
\]

and \( Q_0 \equiv -\frac{1}{4} M_{\alpha\beta} M^{\alpha\beta} \) is the scalar Casimir operator. Considering Eq. \((15)\), it is obvious that the space of solutions to \((14)\) contains some invariant subspaces that must be eliminated if one wishes to be left with a space that carries \( U_{s,\nu} \). Along with the aforementioned homogeneity and transversality conditions, this is done by imposing the supplementary conditions of divergencelessness and tracelessness. We list these supplementary conditions, respectively, below

\[
\begin{align*}
x \cdot \partial \psi_3^\alpha &= 0, \\
x \cdot \psi_3^\alpha &= 0, \\
\partial \cdot \psi_3^\alpha &= 0, \\
\gamma \cdot \psi_3^\alpha &= 0. \tag{17}
\end{align*}
\]

Having Eq. \((15)\), the above conditions permit one to rewrite Eq. \((14)\) as

\[
\left( Q_3^+ - \nu^2 - \frac{3}{2} \right) \psi_3^\alpha = 0. \tag{18}
\]

On the other hand, using the following identity

\[
\left( \frac{1}{2} \gamma_\alpha \gamma_\beta M^{\alpha\beta} \right)^2 = Q_0 - \frac{3i}{2} \gamma_\alpha \gamma_\beta M^{\alpha\beta}, \tag{19}
\]

one can rewrite \((16)\) as

\[
Q_3^\pm = \left( 2 \gamma_\alpha \gamma_\beta M^{\alpha\beta} + 2i \right)^2 + \frac{3}{2} \tag{20}
\]

Consequently, we can express Eq. \((18)\) as

\[
\left( \kappa - 2 - iv \right) \left( \kappa - 2 + iv \right) \psi_3^\alpha = 0, \tag{21}
\]

where \( \kappa \equiv \frac{1}{2} \gamma_\alpha \gamma_\beta M^{\alpha\beta} = \# \theta^T \) (\( \theta \) and \( \theta^T \) denote \( \gamma \cdot x \) and \( \gamma \cdot \partial \), respectively) is the Dirac operator. Now, recalling that theories corresponding to \( U_{s,\nu} \) and \( U_{s,-\nu} \) are indeed equivalent (see the previous section), one obtains a considerable simplification in realizing the space of solutions to Eq. \((14)\) as the space of solutions to the following first-order equation

\[
\left( \kappa - 2 + iv \right) \psi_3^\alpha = 0. \tag{22}
\]

It is worth pointing out that the above equation corresponds to the usual Rarita-Schwinger equation in curved spacetime written in terms of covariant derivative (see \([17]\) for more details). Then, we shall call it the dS Rarita-Schwinger first-order equation.

The adjoint spinor-vector \( \bar{\psi}_3^\alpha \) is related to its Hermitian conjugate \( \psi_3^\alpha \) by

\[
\bar{\psi}_3^\alpha (x) = \psi_3^\alpha (x)^T \gamma_0 \gamma_4. \tag{23}
\]

It verifies the following adjoint equation

\[
\bar{\psi}_3^\alpha \left[ - \gamma_4 \left( \kappa - 2 - iv \right) \gamma_4 \right] = 0, \tag{24}
\]

in which, considering the conventional notation, \( \kappa \) means that the derivatives act to the left.

The transformation rules for \( \psi_3^\alpha (x) \) and its adjoint \( \bar{\psi}_3^\alpha (x) \), based upon which Eqs. \((22)\) and \((24)\) are covariant, would be

\[
\begin{align*}
\psi_3^\alpha (x) &\rightarrow \psi_3^\beta (x) = g^{-1} \psi_3^\alpha (\Lambda g x), \\
\bar{\psi}_3^\alpha (x) &\rightarrow \bar{\psi}_3^\beta (x) = \bar{\psi}_3^\alpha (\Lambda g x) i(g), \tag{25}
\end{align*}
\]

where \( g \) belongs to the (pseudo-)symplectic group \( Sp(2,2) \) and \( i(g) = \gamma_0 \gamma_4 g^1 \gamma_0 \gamma_4 \) is a group involution in \( Sp(2,2) \) \([14]\).

IV. DS SPINOR-VECTOR WAVES

A. Field equation solutions

In this section, we produce a recurrence formula allowing one to give the general solutions to the dS Rarita-Schwinger first-order equation \((22)\). This recurrence formula involves operators which make the spinor-vector field \( \psi_3^\alpha \) of tensorial rank \( n = 1 \) from a spinor field \( \psi_3^\alpha \) of tensorial rank \( n = 0 \). Such operators are truly expected to obey commutation/intertwining rules with \( L_3^\alpha \) and \( Q_3^\pm \) (regarding the above simplification, say \( \kappa \)).

In such a recurrence formula, the contraction of the transverse projector \( \theta \) with a constant polarization five-vector \( A \) (i.e., \( \theta \cdot A = A^T \)), which permits one to define an operator that makes a transverse spinor-vector \( \psi_3^\alpha \) from an arbitrary spinor field \( \chi \), can be considered as an
ingredient part. In this sense, let us first determine the commutation relation between $\kappa$ and $A^\top$. It takes the form

$$[\kappa, A^\top] \chi = -H^2 \gamma^\top \not\! \psi(x \cdot A) \chi,$$

(26)

in which $\gamma^\top = \theta - \gamma$. Considering the above relation, now we need to obtain the commutation relation between $\kappa$ and the new element $\gamma^\top$. Let $\chi$ be an arbitrary spinor field, then for this new element one finds

$$[\kappa, \gamma^\top] \chi = 2H^2 D_1 \not\! \chi - \gamma^\top \chi,$$

(27)

where $D_1 = H^{-2} \partial^\top$ is the generalized gradient associated with the tensorial part on the dS hyperboloid [32], for which we have $Q_1 D_1 = D_1 Q_0$. The definition of the generalized gradient can be extended to the generalized gradient on the dS hyperboloid for spinor-vectors through $D_\not\! = D_1 + \gamma^\top \not\! \chi$, for which, the commutation rule $Q_1 D_\not\! = D_\not\! Q_1$ holds. With this extended definition of the dS gradient, the relation (27) can be rewritten as

$$[\kappa, \gamma^\top] \chi = 2H^2 D_2 \not\! \chi + \gamma^\top \chi.$$  

(28)

This relation (28) implies that we need to evaluate the commutator between the new element $D_\not\!$ and $\kappa$, as well. Again, considering $\chi$ as an arbitrary spinor field, we have

$$[\kappa, D_\not\!] \chi = -H^{-2} \gamma^\top \not\! \psi(x \cdot \rho) \chi - D_\not\! \chi + 4 \gamma^\top \not\! \gamma \chi$$

$$-2 \gamma^\top \not\! \kappa \chi.$$  

(29)

The above commutation relations explicitly reveal that under the action of $\kappa$ (say the action of $Q_2$) all the appeared terms are of the form $A^\top \chi$, $\gamma^\top \varsigma$ and $D_\not\! \rho$, where $\chi$, $\varsigma$ and $\rho$ are spinor fields of tensorial rank $n = 0$. On this basis, the spinor-vector field $\psi^\not\!$, as the general solutions to (22) and (17), can be put in the following dS-invariant recurrence form

$$\psi^\not\! = A^\top \psi(\not\!) + D_\not\! \psi^\not\! + \gamma^\top \psi^\not\! = 0,$$

(30)

in which the spinors $\psi_3^\not\!$, $\psi_3^\not\!$ and $\psi_3^\not\!$ need to explicitly be determined.

Substituting the above general solutions (30) into the field equation (22) and after a direct calculation, one finds from the linear independence of the terms in (30) that

$$\left(\kappa + N \right) \psi^\not\! = 0,$$

(31)

$$\left(\kappa + N - 1 \right) \psi_2^\not\! + 2H^2 \not\! \psi^\not\! = 0,$$

(32)

where, for the sake of simplicity of the notation, we define $N = -2 + i \nu$. It is interesting to note that Eq. (31) corresponds to the usual Dirac equation in curved space-time written in terms of covariant derivative [19]. In this sense, and following Bartesaghi et al [19], we call it the dS Dirac equation. In what follows, we shall show that the spinors $\psi_2^\not\!$ and $\psi_3^\not\!$ are completely determined in terms of $\psi^\not\!$.

Let us begin with $\psi_2^\not\!$. Imposing the tracelessness condition $(\gamma \cdot \psi^\not\!) = 0$ on the recurrence formula (30), one obtains

$$\psi_2^\not\! = -\frac{1}{4} \left( A^\top \psi(\not\!) + H^{-2} \not\! \psi(\not\!) + 4 \not\! \psi(\not\!) \right),$$

(34)

where $A^\top = \gamma \cdot A^\top$. Combining (32) with (31), we have

$$\left(\kappa + 2N + 2 \right) \psi_2^\not\! + H^2 A^\top \not\! \psi^\not\! = 0.$$  

(35)

The general form of $\psi_2^\not\!$ then can be written in terms of $\psi^\not\!$ as follows

$$\psi_2^\not\! = a H^2 (x \cdot A) \psi(\not\!) + b (A \cdot \not\! \psi(\not\!) + c H^2 A^\top \not\! \psi(\not\!)) \equiv [a, b, c].$$

(36)

where $[a, b, c]$ is an element of the three-dimensional space $E$ generated by three basic functions $H^2 (x \cdot A) \psi(\not\!), (A \cdot \not\! \psi(\not\!))$ and $H^2 A^\top \not\! \psi(\not\!)$. In fact, by considering the last term in (35) as a guideline, we choose these functions such that $[a, b, c]$ is invariant under the action of $\kappa$,

$$\kappa H^2 (x \cdot A) \psi(\not\!) = [-N, 0, -1],$$

(37)

$$\kappa (A \cdot \not\! \psi(\not\!)) = [-N, -N + 1, -N],$$

(38)

$$\kappa H^2 A^\top \not\! \psi(\not\!) = [-4, -2, N + 3].$$

(39)

After inserting (36) into (35) and with the help of (37), (38) and (39), one can easily find the following system

$$\begin{pmatrix}
2 + N & -N & -4 \\
0 & 3 + N & -2 \\
-1 & -N & 5 + 3N
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
-1
\end{pmatrix}.$$  

(40)

Note that the determinant of the coefficient matrix is non-zero. Then, the expression for $\psi_2^\not\!$ in (35) is obtained by solving the above system, which results in

$$\psi_2^\not\! = -1 \frac{1}{3(N + 1)} \begin{pmatrix}
6 \\
N + 3 \\
2 + N + 3
\end{pmatrix}.$$  

(41)

\[^6\text{Note that } \not\! = -H^{-2}.\]
We are now in the position to determine \( \psi_{\alpha}^{(\frac{1}{2})} \) in terms of \( \psi^{(\frac{1}{2})} \). Considering (41), the inhomogeneous Eq. (43) can be written as

\[
(k + N - 1)\psi_{\alpha}^{(\frac{1}{2})} = \frac{1}{3(N + 1)} \{ 3N + 9, 2, N + 3 \},
\]

where

\[
\{ e, f, g \} = eH^2 \hat{\varphi}(x \cdot A)\psi^{(\frac{1}{2})} + f \hat{\varphi}(A \cdot \partial^\top)\psi^{(\frac{1}{2})} + gH^2 \hat{A}^\top \hat{\varphi}\psi^{(\frac{1}{2})},
\]

is an element of another three-dimensional space \( E' \) generated by three basic functions \( H^2 \hat{\varphi}(x \cdot A)\psi^{(\frac{1}{2})} \), \( \hat{\varphi}(A \cdot \partial^\top)\psi^{(\frac{1}{2})} \) and \( H^2 \hat{A}^\top \hat{\varphi}\psi^{(\frac{1}{2})} \). This space is invariant under the action of \( k \),

\[
kH^2 \hat{\varphi}(x \cdot A)\psi^{(\frac{1}{2})} = \{ 4 + N, 0, 1 \},
\]

\[
k\hat{\varphi}(A \cdot \partial^\top)\psi^{(\frac{1}{2})} = \{ N, 3 + N, N \},
\]

\[
kH^2 \hat{A}^\top \hat{\varphi}\psi^{(\frac{1}{2})} = \{ 4, 2, -N + 1 \}.
\]

Now, the solution to Eq. (42) inside \( E' \) can be simply obtained by solving the following system

\[
\begin{pmatrix}
3 + 2N & N & 4 \\
0 & 2 + 2N & 2 \\
1 & N & 0
\end{pmatrix}
\begin{pmatrix}
e \\
f \\
g
\end{pmatrix}
= \frac{1}{3(N + 1)} \begin{pmatrix}
3N + 9 \\
2 \\
N + 3
\end{pmatrix}. \quad (47)
\]

Again, the determinant of the coefficient matrix of the above system is non-zero. Therefore, we have

\[
\psi_{\alpha}^{(\frac{1}{2})} = \frac{1}{3(N + 1)} \{ 3, 1, -N \}. \quad (48)
\]

Taking all of the above into consideration, the general solutions (40) can be written as the resulting action of a dS-invariant differential operator on the spinor field \( \psi^{(\frac{1}{2})} \),

\[
\psi_{\alpha}^{(\frac{1}{2})} = A_{\alpha}^\top \psi^{(\frac{1}{2})} + \frac{1}{3(N + 1)} D_{\alpha} \left( \frac{\kappa H^2}{N + 3} (x \cdot A) - \frac{2}{N + 3} (A \cdot \partial^\top) \right) \psi^{(\frac{1}{2})} + \frac{1}{3(N + 1)} \gamma_{\alpha}^\top \left( 3H^2 \hat{\varphi}(x \cdot A) + \hat{\varphi}(A \cdot \partial^\top) \right) \psi^{(\frac{1}{2})} - NH^2 \hat{A}^\top \hat{\varphi}\psi^{(\frac{1}{2})},
\]

Note that these solutions are formally similar to the ones introduced by Lesimple for the massive spin-\( \frac{1}{2} \) field in anti-dS spacetime [49].

The preceding discussion was an attempt to write the general solutions (40) in terms of the spinor \( \psi^{(\frac{1}{2})} \) verifying the dS Dirac equation (41). In the following, we shall produce a family of dS Dirac plane waves in order to set up a momentum space representation for the dS Rarita-Schwinger field [49].

From the factorization of the scalar operator \( (k + N)(-k + 3 + N) = [Q_0 + N(3 + N)] \), the spinor field \( \psi^{(\frac{1}{2})} \) can be obtained from

\[
\psi^{(\frac{1}{2})}(x) = (-k + 3 + N)[\phi(x)v], \quad (50)
\]

in which \( v \) is an arbitrary four-component spinor and \( \phi(x) \) is a scalar field obeying the dS Klein-Gordon equation,

\[
(Q_0 + \mu^2)\phi(x) = 0, \quad (51)
\]

with \( \mu^2 = N(3 + N) \) and \( -H^2 Q_0 = \Box_H \) (\( \Box_H \) being the Laplace-Beltrami operator on \( \mathcal{M}_H \)). In this sense, we can easily fulfill the task of finding the explicit form of \( \psi^{(\frac{1}{2})} \) by using the known results for the dS Klein-Gordon equation (51).

Let \( \xi \) be a null vector in the ambient space, \( \xi \in C = \{ \xi \in \mathbb{R}^5 : \xi^2 = 0 \} \), then for \( x \in \mathcal{M}_H \) such that \( x \cdot \xi \neq 0 \), there exists a continuous family of coordinate-independent solutions (“dS plane waves”) to Eq. (51) (see the details in Ref. [51])

\[
\phi(x) = (Hx \cdot \xi)\sigma, \quad \sigma \in \mathbb{C}. \quad (52)
\]

These solutions are homogeneous with degree \( \sigma \) on the null cone \( C \) and thus are completely determined by specifying their values on a well chosen three dimensional submanifold (the orbital basis) \( \Gamma \) of \( C \). By substituting (52) into (51), one finds two possible values of \( \sigma \), i.e.,

\[
N \quad \text{and} \quad -N - 3. \quad (53)
\]

Correspondingly, the two possible solutions for \( \psi^{(\frac{1}{2})} \), see [50], would be

\[
\psi_1^{(\frac{1}{2})}(x) = -HN(Hx \cdot \xi)^{N - 1} \xi v_1(\xi) + (3 + 2N)(Hx \cdot \xi)^N v_1(\xi), \quad (54)
\]

\[
\psi_2^{(\frac{1}{2})}(x) = H(N + 3)(Hx \cdot \xi)^{-N - 4} \xi v_2(\xi). \quad (55)
\]

Regarding the identity \( g^2 = \xi^2 = 0 \), the spinor \( u_2(\xi) \equiv g v_2(\xi) \) obeys the following linear homogeneous equation

\[
\xi u(\xi) = 0. \quad (56)
\]

Correspondence with the Minkowskian case (which will be discussed in the next subsection) implies that the spinor \( u_1(\xi) \equiv v_1(\xi) \) obeys (50), as well.

\[\text{7 Here, the identity 19 has been used.}\]
Eq. (50) has two linearly independent solutions, because the rank of the matrix $\xi$ is two ($\det(\xi) = (\xi^2)^2 = 0$). Accordingly, the dS Dirac equation (41) has four independent solutions [19]

$$\psi^{(1)}_{1,r}(x) = (Hx \cdot \xi)^N u_{1,r}(\xi),$$  

$$\psi^{(2)}_{1,r}(x) = (Hx \cdot \xi)^{-N-4} \hat{f} u_{2,r}(\xi),$$

with $r = 1, 2$. One may also rewrite them in the following more convenient notation

$$\psi^{(1)}_{\alpha}(x) = (Hx \cdot \xi)^{-\sigma} u_{1,r}(\xi),$$

$$\psi^{(2)}_{\alpha}(x) = (Hx \cdot \xi)^{\sigma} \hat{f} u_{2,r}(\xi),$$

where $\sigma_\pm = \mp \frac{1}{2} \pm i \nu$ (recall $N = -2 + i \nu$). Note that, considering $\sigma_\pm^* = \sigma_\mp$ as complex conjugates of $\sigma_\pm$, we have $\sigma_\pm^* = \sigma_\pm$.

By substituting (59) and (60) into (19), the general solutions (49) to the dS Rarita-Schwinger equation (22) can be written as

$$\psi^{(1)}_{\alpha}(x) = f E_\alpha(x, \xi, A)(Hx \cdot \xi)^{-\sigma} u_{1,r}(\xi),$$

$$\psi^{(2)}_{\alpha}(x) = f^* E_\alpha(x, \xi, A)(Hx \cdot \xi)^{\sigma} \hat{f} u_{2,r}(\xi),$$

in which $f = \sigma_-/(\sigma_- + 1)$ and

$$E_\alpha(x, \xi, A) = \hat{A}_\alpha - \frac{\xi^\top}{x \cdot \xi}(x \cdot A).$$

Note that: (i) The above formulas have been found with the choices $A \cdot \xi = 0 = \gamma \cdot A$, for which the calculation leads to the simplest form of the polarization vectors $E_\alpha$ compatible with the Minkowski polarization vectors in the flat limit $H \to 0$ (we will discuss this matter in more detail in the next subsection); (ii) Contrary to the flat space case, the polarization vectors $E_\alpha$ are functions of spacetime; (iii) We have $\xi^\top \cdot E = A \cdot \xi = 0$, since $\xi^\top \cdot \xi = (Hx \cdot \xi)^2$; (iv) One can easily check that the spinor-vector waves (51) and (52) fulfill the auxiliary conditions (17).

On the other hand, the adjoint spinor-vector waves $\bar{\psi}^{(2)}_{\alpha}$ satisfying the adjoint dS Rarita-Schwinger equation [23] are given by

$$\bar{\psi}^{(1)}_{\alpha}(x) = f E_\alpha(x, \xi, A)(Hx \cdot \xi)^{\sigma} \bar{\bar{\psi}}_{1,r}(\xi),$$

$$\bar{\psi}^{(2)}_{\alpha}(x) = f^* E_\alpha(x, \xi, A)(Hx \cdot \xi)^{-\sigma} \bar{\bar{\psi}}_{2,r}(\xi),$$

in which the adjoint spinor is defined by $\bar{\bar{\psi}}_r = u^r \gamma^0 \gamma^4$ and $\bar{\bar{\psi}} = \gamma^0 \gamma^4 \bar{\bar{\psi}}_r \gamma^0 \gamma^4$.

### B. Flat limit and analytic spinor-vector waves

The interpretation of the presented dS spinor-vector waves $\psi^{(2)}_{\alpha}(x)$ is made possible by examining their zero-curvature limit. To do this, we use the notion of orbital basis $\Gamma$ for the future null cone $C^+ = \{\xi \in \mathbb{C} : \text{sgn} \xi^0 = +\}$ with respect to a subgroup $H_\epsilon$ of the dS relativity group $SO_0(1, 4)$ [8]. Here, $H_\epsilon$ is the stabilizer of a unit vector $e (|e^2| = 1)$ in $\mathbb{R}^5$. There are two interesting types of orbits in this context. The first one is the spherical type $\Gamma_0$ associated with $e \in V^+ (V^+$ being the interior of $V^+$ introduced in (2)), which is an orbit of $H_\epsilon \approx SO(4)$,

$$\Gamma_0 = \{\xi : e \cdot \xi = a > 0\} \cap C^+.$$

However, because the irreducible representation associated with our study admits a massive Poincaré group UIR in the limit $H \to 0$, it would be most suitable to restrict $\xi$ to the hyperbolical orbital basis $\Gamma_4$ (the second type) corresponding to $e^2 = -1$, i.e., the union of two hyperboloid sheets that are orbits of the subgroup $H_\epsilon \approx SO_0(1, 3),

$$\Gamma_4 = \{\xi \in C^+ : \{\xi^{(4)} = 1\} \cup \{\xi \in C^+ : \xi^{(4)} = -1\},$$

and it would also be suitable to parametrize $\xi$ by the wave vector $(k^0, \vec{k})$ of a Minkowskian particle of mass $m$, i.e.,

$$\xi_{\pm} = \left(\frac{k^0}{mc} = \frac{\sqrt{k^2 + 1}}{m c}, \frac{\vec{k}}{mc}, \pm 1\right).$$

We also consider global coordinates given by

$$\begin{align*}
x^0 &= H^{-1} \sinh(HX^0), \\
x^4 &= H^{-1} \cosh(HX^0) \cos(H\parallel \vec{X} \parallel),
\end{align*}$$

where the dS point $x = x_H(X)$ is parametrized by the Minkowskian variables $X = (X_0 = ct, \vec{X})$. The latter are measured in units of the dS radius $H^{-1}$.

As discussed in the previous subsection, the dS spinor-vector waves are made up of three parts, namely, the polarization vectors, the dS plane waves and the spinors. Here, in order to simplify the analysis, we study the behavior of them in the limit $H \to 0$, separately. Let us start with the polarization vectors.

**Part I.** For the polarization vectors, we have [9]

$$\lim_{H \to 0} \left[f E_\alpha(x, \xi, A)\right] = A_{\mu}^{(\lambda)} - \frac{A_{\mu}^{(\lambda)}}{\xi_4} \xi_\mu \equiv \epsilon_{\mu}^{(\lambda)},$$

---

8 See more mathematical details in Appendix [3].

9 Note that $\lim_{H \to 0} \eta_{\alpha \beta} = \eta_{\mu \nu}$ and $\lim_{H \to 0} \xi_{\alpha} = \frac{\xi_{\mu}}{m c}, \forall \xi \in \Gamma_4$. 
where $\epsilon^{(\lambda)}$, with $\mu = 0, 1, 2, 3$ and $\lambda = 1, 2, 3$, are the three Minkowski polarization four-vectors satisfying the usual relations

$$\epsilon^{(\lambda)} \cdot k = 0,$$

$$\sum_{\lambda=1}^{3} \epsilon^{(\lambda)}(k) = -[\eta_{\mu\nu} - \frac{k_{\mu}k_{\nu}}{m^2}], \quad (69)$$

$$\epsilon^{(\lambda)} \cdot \epsilon^{(\lambda')} = \eta^{\lambda \lambda'}.$$

The above relations are fulfilled if the $A^{(\lambda)}$s are such that

$$A^{(\lambda)} \cdot \xi = 0,$$

$$\sum_{\lambda=1}^{3} A^{(\lambda)} A^{(\lambda')} = -\eta_{\alpha\beta}, \quad (70)$$

$$A^{(\lambda)} \cdot A^{(\lambda')} = \eta^{\lambda \lambda'},$$

$$\sum_{\lambda=1}^{3} A^{(\lambda)} A^{(\lambda')} = 0, \quad \forall \mu.$$

With the help of the relations (70), we have the following properties of the dS polarization vectors in the ambient space formalism

$$\sum_{\lambda=1}^{3} \mathcal{E}^{(\lambda)}(x, \xi, A) \mathcal{E}^{(\lambda)}(x, \xi, A) = -\left(\theta_{\alpha\beta} - \frac{\xi_{\alpha} \xi_{\beta}}{(H x \cdot \xi)^2}\right),$$

$$\mathcal{E}^{(\lambda)}(x, \xi, A) \cdot \mathcal{E}^{(\lambda)}(x, \xi, A) = \eta^{\lambda \lambda'},$$

$$\mathcal{E}^{(\lambda)}(x, \xi, A) \cdot \mathcal{E}^{(\lambda)}(x', \xi, A) = \eta^{\lambda \lambda'},$$

$$\varepsilon_{\lambda}^{(\lambda)}(x, \xi, A) = A^{(\lambda)} - \frac{\xi \cdot \mathcal{E}^{(\lambda)}}{(H x \cdot \xi)}. \quad (71)$$

**Part II.** As already pointed out (see Eq. (56) and the associated discussion), the arbitrariness introduced with the spinors $u_1(\xi)$ and $u_2(\xi)$ can be removed by comparison with the flat case. In fact, following the lines sketched in Ref. [10], we have fixed them to get the usual solutions of the Dirac equation in Minkowski spacetime at the limit $H \to 0$. The Minkowskian limit of the spinors are [10]

$$\lim_{H \to 0} u_{1,\tau}(\xi) = u_{1,\tau}(\bar{k}) = \frac{k_{\gamma}^4 + mc}{\sqrt{2mc(k^0 + mc)}},$$

$$\lim_{H \to 0} u_{2,\tau}(\xi) = u_{2,\tau}(\bar{k}) = \frac{-k_{\gamma}^4 + mc}{\sqrt{2mc(k^0 + mc)}},$$

where $\bar{k} = k_{\mu} \gamma^\mu$, with $\mu = 0, 1, 2, 3$. Here, $\xi_{\pm} = (1, 0, \pm 1)$ and

$$u_{r}(\xi_{\pm}) = \frac{1}{\sqrt{2}} \begin{pmatrix} \chi_{r} \\ \chi_{r} \end{pmatrix}, \quad u_{r}(\xi_{0}) = \frac{1}{\sqrt{2}} \begin{pmatrix} \chi_{r} \\ -\chi_{r} \end{pmatrix},$$

with

$$\chi_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \chi_2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$

**Part III.** Finally, by using the parametrization (69) and (70), the flat limit of the dS plane waves (52), with homogeneity degree $\sigma_+$, is [2]

$$\lim_{H \to 0} (H x \cdot \xi)^{\sigma_+} = \exp(-ik \cdot X),$$

$$\lim_{H \to 0} e^{-i\sigma_+}(H x \cdot \xi)^{\sigma_+} = \exp(ik \cdot X), \quad (74)$$

where $\exp(ik \cdot X)$ are the Minkowskian plane waves, respectively, with positive and negative energy: the contraction is indeed performed regarding the Lorentz subgroup $SO_0(1,3)$ ($\Gamma_4$ is invariant under $SO_0(1,3)$), hence the above equations demonstrate that the orbital basis $\Gamma_4$ contracts to the sum of two Minkowskian plane waves with opposite signs of energy [28].

Here, we also must underline that, contrary to the Minkowskian exponentials, the dS plane waves, as functions on $\mathcal{M}_H$, are merely locally defined because they are singular on three-dimensional light-like manifolds, and moreover, since $(H x \cdot \xi)$ can be negative, [10] they are multivalued in dS spacetime. To get rid of these difficulties and obtain single-valued global waves, they have to be considered as distributions, as proposed in Refs. [3, 28], which are boundary values of analytic continuations of the dS plane waves to tubular domains in the complexified dS spacetime $\mathcal{M}^{(c)}_H$ defined by

$$\mathcal{M}^{(c)}_H = \{z = x + iy \in \mathbb{C}^5 : \eta_{\alpha\beta}z^\alpha z^\beta = -H^{-2}\},$$

where $\mathbb{C}^5$ is the ambient complex Minkowski spacetime.

There are distinguished domains of $\mathcal{M}^{(c)}_H$, namely, $T^{\pm} = T^{\pm} \cap \mathcal{M}^{(c)}_H$ in which of them the global waves can be defined as analytic functions for $z$. Here $T^{\pm} = \mathbb{R}^5 \pm iV^{\pm}$ are, respectively, the forward and backward tubes in $\mathbb{C}^5$. Accordingly, the “tuboid” is defined above $\mathcal{M}_H \times \mathcal{M}_H$ in $\mathcal{M}^{(c)}_H \times \mathcal{M}^{(c)}_H$ by

$$T^{\pm} = \{(z, z') : z \in T^{\pm}, z' \in T^{-}\}.$$  

Let $\xi \in \mathbb{C}^+$ and $z \in T^{\pm}$ (or $T^{-}$), then for a generic $\sigma \in \mathbb{C}$, the plane waves

$$\phi(z) = (H z \cdot \xi)\sigma, \quad (76)$$

would be defined globally, since in this case the imaginary part of $z \cdot \xi$ has a fixed sign and $z \cdot \xi \neq 0$. Now, the dS plane waves, with homogeneity degree $\sigma_+$, are given by

$$\phi_+(x) = e_{\mu\nu}(H z \cdot \xi)^{\sigma_+} = e_{\mu\nu}[\partial(H x \cdot \xi) + \partial(-H x \cdot \xi)e^{-i\sigma_+}] \times |H x \cdot \xi|^{\sigma_+}, \quad (77)$$

Note that $x \cdot \xi_+ > 0$ and $x \cdot \xi_- < 0$. 
where \( \mathbf{bv} \) stands for the boundary value and \( \partial \) is the Heaviside function. The real valued constant \( c_\nu \) is specified by considering the Hadamard requirement on the corresponding two-point function. On this basis, for \( \xi \in \Gamma_4 \), we have \[ (78) \]

\[
\lim_{H \to 0} \phi_+(x) = \frac{1}{\sqrt{2(2\pi)^3}} e^{-i k x},
\]

which means that the mode \( \phi_+(x) \) does not generate negative frequency mode in the limit \( H \to 0 \): whether \( x \cdot \xi \) be positive or negative, we obtain \( \psi_0 \). It is worthy to point out that the above result, associating the positive frequency mode in the limit \( \lim_{H \to 0} \phi_+(x) \) is obtained in the neighborhood of a fixed point \( x \in \mathcal{M}_H \). Although, \( \phi_+(x) \) is globally defined in dS space, the concept of energy is not. In fact, under Bogoliubov transformations, one may obtain the conjugate modes \( \phi_+^* \), whose flat limit at some point \( x' \) in \( \mathcal{M}_H \) is a negative frequency mode when \( x' \cdot \xi < 0 \). \( \cite{30} \)

Considering the above discussion, we define the four independent solutions \( \psi_1, \psi_2, \psi_3, \psi_4 \) as the boundary value of the analytic continuation to \( \xi \in \mathcal{C}^+ \) and \( z \in \mathcal{T}^+ \) (or \( \mathcal{T}^- \)) as in Eq. \( (76) \).

Correspondingly, the solutions to the adjoint equation can be considered as the boundary value of the analytic continuation to \( \xi \in \mathcal{C}^+ \) and \( z \in \mathcal{T}^+ \) (or \( \mathcal{T}^- \)) as in Eq. \( (79) \).

In the next section, this family of the dS spinor-vector waves will be considered to define the Euclidean vacuum in the conventional terminology.

**C. Comment on massless limit**

We end our discussion in this section by commenting on the “massless” limit of this construction which is much more elaborated. Recall that, the dS “massless” spin-\( \frac{3}{2} \) corresponds to the discrete series representations \( \Pi^0_{\frac{3}{2}, \frac{3}{2}} \), labeled by \( \Delta = (p = \frac{3}{2}, q = \frac{3}{2}) \). Therefore, to get the massless limit of this construction, we need to set \( \nu = -1 \) in the formulas presented above for which we have \( N = -1 \). As a direct consequence, the differential projection operator presented in \( \cite{49} \), on the classical level, becomes singular. This singularity is indeed because of the divergencelessness requirement that already imposed to relate the spinor-vector field \( \psi_0 \) to a specific UIR of the dS group (see \( \cite{17} \)). To circumvent this difficulty, the divergencelessness requirement must be dropped. The field equation then becomes gauge invariant, namely \( \psi_0(\frac{3}{2}) \to \psi_0(\frac{3}{2}) + D_1 \psi_0(\frac{3}{2}) \) is a solution to the massless Rarita-Schwinger field equation for any spinor field \( \psi_0(\frac{3}{2}) \), satisfying \( \kappa \psi_0(\frac{3}{2}) = 0 \), as far as \( \psi_0(\frac{3}{2}) \) is. Accordingly, the general solutions transform under the dS indecomposable representations instead of the dS UIRs. Through the gauge-fixing procedure, the massless spin-\( \frac{3}{2} \) field can ultimately be quantized. [In this regard, one may refer to a study of the anti-dS counterpart of the massless Rarita-Schwinger field given by Lesimple \( \cite{51} \).]

We will discuss this matter in a forthcoming paper.

**V. TWO-POINT FUNCTION AND QUANTUM FIELD**

In this section, following the concrete quantization procedure already presented and originally discussed for the scalar fields in the previous works by Bros et al \( \cite{6, 7, 8} \), we proceed to the quantization of the massive spinor-vector field in dS spacetime.

Let us begin our discussion by making the standard realization of a spinor-vector quantum field in dS space explicit. A spinor-vector quantum field \( \Psi(\frac{3}{2})(x) \) is, roughly speaking, expected to be an operator-valued distribution on \( \mathcal{M}_H \) acting on (a suitable dense domain \( D \)) of a Hilbert space \( \mathcal{H} \). Besides positive definiteness, this definition of course should satisfy some physically reasonable properties. The quantum field should fulfill the locality requirement,

\[
\{ \Psi(\frac{3}{2})(x), \Psi(\frac{3}{2})(x') \} = 0, \quad \{ \Psi(\frac{3}{2})(x), \bar{\Psi}(\frac{3}{2})(x') \} = 0,
\]

for all space-like separated pair \( (x, x') \) on \( \mathcal{M}_H \) (i.e., \( x \cdot x' > -H^{-2} \)). Here, as above, \( \bar{\Psi}(\frac{3}{2}) = \Psi(\frac{3}{2})^* \gamma_0 \gamma^A \). There also should exist a unitary representation \( U(\Lambda_g) \) of dS group in \( \mathcal{H} \) such that

\[
U(\Lambda_g) \Psi(\frac{3}{2})(x) U(\Lambda_g)^{-1} = g^{-1} \Psi(\frac{3}{2})(\Lambda_g x),
\]

\[
U(\Lambda_g) \bar{\Psi}(\frac{3}{2})(x) U(\Lambda_g)^{-1} = \bar{\Psi}(\frac{3}{2})(\Lambda_g x) i(g),
\]

which means that \( \Psi(\frac{3}{2}) \) and \( \bar{\Psi}(\frac{3}{2}) \) transform covariantly. On the other hand, there should exist a normalized fundamental state \( |0 \rangle \in D \), called the vacuum, which is cyclic for the polynomial algebra of field operators and invariant under the dS representation, \( U(\Lambda_g) |0 \rangle = |0 \rangle \). Moreover, the field should satisfy geodesical spectral condition or geometrical KMS condition which means that the vacuum is defined as a physical state with the temperature \( T = \hbar eH/2\pi K \) (\( K \) is the Boltzmann constant). Ultimately, the field should verify the conditions of transversality, divergencelessness, and tracelessness.
In this study, we are interested in the free field part of the theory for which all the truncated correlation functions vanish. The full information about the QFT is therefore entirely encoded in the two-point function,

\[ S^{(2)}_{\alpha \alpha'}(x, x') = \langle 0 | \Psi^{(2)}_{\alpha}(x) \overline{\Psi}^{(2)}_{\alpha'}(x') | 0 \rangle, \]  

(84)

with \( \alpha, \alpha' = 0, 1, 2, 3, 4 \), which should be a spinor-vector valued distribution on \( M_H \times M_H \) satisfying the following conditions:

- **Positiveness.** For any test function \( h_{\alpha} \in \mathcal{D}(D M_H) \sim \mathcal{D}(M_H) \otimes \mathbb{C}^4 \), the positiveness condition necessitates the inequalities

\[ \langle h, h \rangle = \int_{M_H \times M_H} d\Omega(x) d\Omega(x') \times \overline{\Psi}^{(2)}_{\alpha}(x) S^{(2)}_{\alpha \alpha'}(x, x') \Psi^{(2)}_{\alpha'}(x') \geq 0, \]  

(85)

in which \( d\Omega(x) \) stands for the dS-invariant measure on \( M_H \).

- **Covariance.** For any \( g \in S_p (2, 2) \), the two-point function is dS invariant, i.e.,

\[ g^{-1} S^{(2)}_{\alpha \alpha'}(\Lambda g x, \Lambda g x') i(g) = S^{(2)}_{\alpha \alpha'}(x, x'). \]  

(86)

- **Local anticommutativity.** For all space-like separated events \( (x, x') \) on \( M_H \), the locality requirement implies that

\[ S^{(2)}_{\alpha \alpha'}(x, x') = \langle 0 | \Psi^{(2)}_{\alpha}(x) \overline{\Psi}^{(2)}_{\alpha'}(x') | 0 \rangle = -\langle 0 | \overline{\Psi}^{(2)}_{\alpha}(x') \Psi^{(2)}_{\alpha'}(x) | 0 \rangle = -\overline{S}^{(2)}_{\alpha \alpha'}(x', x), \]  

(87)

where \( \overline{S}^{(2)}_{\alpha \alpha'}(x', x) = \langle 0 | \overline{\Psi}^{(2)}_{\alpha}(x') \Psi^{(2)}_{\alpha'}(x) | 0 \rangle \) is the “permuted” two-point function.

- **Transversality.**

\[ x^\alpha S^{(2)}_{\alpha \alpha'}(x, x') = 0 = S^{(2)}_{\alpha \alpha'}(x, x') x^{\alpha'}. \]  

(88)

- **Divergencelessness.**

\[ \partial_\alpha S^{(2)}_{\alpha \alpha'}(x, x') = 0 = S^{(2)}_{\alpha \alpha'}(x, x') \partial_\alpha'. \]  

(89)

From now on, for the sake of simplicity, we define \( \partial' \equiv \partial_\alpha \).

- **Tracelessness.**

\[ \gamma^\alpha S^{(2)}_{\alpha \alpha'}(x, x') = 0 = S^{(2)}_{\alpha \alpha'}(x, x') ( -\gamma^4 \gamma^\alpha \gamma^4 ). \]  

(90)

- **Normal analyticity.** The two-point function \( S^{(2)}_{\alpha \alpha'}(x, x') \) is the boundary value (in the distributional sense) of an analytic function \( S^{(2)}_{\alpha \alpha'}(z, z') \) in the domain \( T^\otimes \) (see (75)).

From the normal analyticity condition, stated above, we have: (i) \( S^{(2)}_{\alpha \alpha'}(z, z') \) is maximally analytic, which means that it can be analytically continued to the “cut domain”

\[ \Delta = \{ (z, z') \in M_H^c \times M_H^c : (z - z')^2 < 0 \}; \]  

(91)

(ii) The permuted function \( \overline{S}^{(2)}_{\alpha \alpha'}(z', x) \) is the boundary value of \( S^{(2)}_{\alpha \alpha'}(z', z) \) in the domain \( T^\otimes = \{ (z, z') : z \in T^+, z' \in T^+ \} \) of \( M_H^c \times M_H^c \).

Once the above requirements are met, the reconstruction theorem \cite{42} allows one to construct a QFT satisfying all the axioms. On this basis, our present task would be to find such a doubled spinor-vector valued analytic function of the variable \( (z, z') \) exhibiting the above properties.

To achieve this goal, considering the framework presented thus far, we formally expand the field operators \( \Psi^{(2)}_{\alpha}(z) \) and \( \overline{\Psi}^{(2)}_{\alpha'}(z) \), for any given value of mass parameter \( \nu \), as follows

\[ \Psi^{(2)}_{\alpha}(z) = f f^* \int d\Omega_T(\xi) \sum_{r} \sum_{\lambda} \bigg\{ a_r(\xi) \mathcal{E}^{(\lambda)}(z, \xi)(H z \cdot \xi)^{\alpha - u_r(\xi)} + d_r(\xi) \mathcal{E}^{*(\lambda)}(z, \xi)(H z \cdot \xi)^{\alpha + \pi_r(\xi)} \bigg\}, \]  

(92)

\[ \overline{\Psi}^{(2)}_{\alpha'}(z) = f f^* \int d\Omega_T(\xi) \sum_{r} \sum_{\lambda} \bigg\{ a_r^*(\xi) \mathcal{E}^{*(\lambda)}(z^*, \xi)(H z \cdot \xi)^{\alpha - \pi_r(\xi)} + d_r^*(\xi) \mathcal{E}^{(\lambda)}(z^*, \xi)(H z \cdot \xi)^{\alpha + \pi_r(\xi)} \bigg\}, \]  

(93)

where \( a_r, a^\dagger, d, d^\dagger \) are operator-valued amplitudes, and \( d\Omega_T(\xi) \) stands for the natural \( C^+ \) invariant measure on \( \Gamma \), induced from the \( S^2 \) Lebesgue measure \( S^2 \). The operators \( a \) and \( d, d^\dagger \) defining by \( a_r(\xi) | 0 \rangle = d_r(\xi) | 0 \rangle = 0 \), satisfy the canonical anticommutation relations.

For any positive \( \nu \) (the principal-series parameter), the above expansions allow us to write the analytic two-point function \( S^{(2)}_{\alpha \alpha'}(z, z') \) explicitly in terms of the following class of integral representation

\[ S^{(2)}_{\alpha \alpha'}(z, z') = f f^* c_{\nu} \int_{\Gamma} d\Omega_T(\xi) (H z \cdot \xi)^{\sigma - (H z' \cdot \xi)^{\sigma +}} \times \sum_{r} \sum_{\lambda} u_r(\xi) \pi_r(\xi) \mathcal{E}^{(\lambda)}(z, \xi) \mathcal{E}^{*(\lambda)}(z^*, \xi) \]  

\[ = f f^* c_{\nu} \int_{\Gamma} d\Omega_T(\xi) (H z \cdot \xi)^{\sigma - (H z' \cdot \xi)^{\sigma +}} \times \left( \frac{1}{2} \xi^4 \right) \sum_{\lambda} \mathcal{E}^{(\lambda)}(z, \xi) \mathcal{E}^{*(\lambda)}(z^*, \xi), \]  

(94)

11 Note that the permuted two-point function satisfies all the above listed requirements, as well.
which is valid for all points in the tuboid $T^\pm$. Here, $c_{\nu}$ is a normalization constant which is specified by imposing the Hadamard condition on the two-point function. The Hadamard condition indeed determines a unique vacuum state for the spinor-vector quantum field verifying the field equation.

In order to check whether Eq. (91) fulfills the aforementioned requirements, it would also be convenient to rewrite the two-point function in a more suitable form. On this basis, by substituting Eq. (71) into (91), and with respect to the identities given in previous section (see (70)), we develop the two-point function (94) and find

$$S_{\alpha\alpha'}^{(2)}(z, z') = -ff^*c_{\nu} \int_{\Gamma} d\Omega_T(\xi)$$

$$\times \left[ (\theta_{\alpha} \cdot \theta'_{\alpha'}) - H^2 \mathcal{Z} \frac{\xi_{\alpha}^T \xi_{\alpha'}^T}{(z \cdot \xi)(z' \cdot \xi)} - (\theta_{\alpha} \cdot z')(\xi_{\alpha'}^T(z', \xi) + (z' \cdot \theta'_{\alpha}) \frac{\xi_{\alpha}}{(z \cdot \xi)}) \right]$$

$$\times \left( \frac{1}{2} \xi_{\gamma}^4 \right) (Hz \cdot \xi)^{\sigma_+} (Hz' \cdot \xi)^{\sigma_+} \right).$$

(95)

in which $\mathcal{Z} = -H^2 z \cdot z'$ is a dS-invariant variable.

Considering the following relation

$$H^2 D_{\lambda}(Hz \cdot \xi)^{\sigma_+} = \sigma_+ \xi_{\gamma}^4 (Hz \cdot \xi)^{\sigma_+},$$

the two-point function (95) can be expressed as the resulting action of a differential operator on the Dirac-spinor analytic two-point function $S^{(\frac{1}{2})}(z, z')$ as

$$S_{\alpha\alpha'}^{(2)}(z, z') = \partial\partial^*_{\alpha\alpha'}(z, z') S^{(\frac{1}{2})}(z, z'),$$

(96)

with

$$\partial\partial^*_{\alpha\alpha'}(z, z') = -ff^* \left[ (\theta_{\alpha} \cdot \theta'_{\alpha'}) - H^2 \left( \frac{Z \mathcal{D}_{\lambda\alpha} \mathcal{D}_{\alpha'}^*}{\sigma_-} \right) \right]$$

$$- H^2 \left( \frac{\sigma_- \mathcal{D}_{\lambda\alpha}^*}{\sigma_-} + \frac{\ sigma_+ \mathcal{D}_{\lambda\alpha}}{\sigma_+} \right),$$

and

$$S^{(\frac{1}{2})}(z, z') = \langle 0 | \Psi^{(\frac{1}{2})}(z) \bar{\Psi}(z') | 0 \rangle$$

$$= e_{\nu}^2 \int_{\Gamma} d\Omega_T(\xi) \left( \sum_{\gamma} \gamma_{\alpha}^0 \gamma_{\alpha'}^4 \right)$$

$$\times \left( Hz \cdot \xi \right)^{\sigma_+} \left( Hz' \cdot \xi \right)^{\sigma_+}$$

$$= e_{\nu}^2 \int_{\Gamma} d\Omega_T(\xi) \left( \frac{1}{2} \xi_{\gamma}^4 \right)$$

$$\times \left( Hz \cdot \xi \right)^{\sigma_+} \left( Hz' \cdot \xi \right)^{\sigma_+}. (97)$$

Note that: (i) The primed operators act only on the primed coordinates and vice versa; (ii) The above differential operator $\partial^*_{\alpha\alpha'}(z, z')$ clearly verifies

$$\partial^*_{\alpha\alpha'}(z, z') = \partial_{\alpha\alpha'}(z, z'). (98)$$

This property will serve to show the local anticommutativity requirement; (iii) For well chosen space-like separated points $z$ and $z'$ in the domain $T^\pm$, the explicit form of the $S^{(\frac{1}{2})}(z, z')$ is proportional to a generalized Legendre function $[19],$$

$$S^{(\frac{1}{2})}(z, z') = -\frac{1}{8} E_{\nu} \left[ \sigma_- P_{\sigma_+}^{(\frac{1}{2})}(-Z) \right]$$

$$- \sigma_+ P_{\sigma_+}^{(\frac{1}{2})}(-Z) \right)^4, (99)$$

where $E_{\nu} = 2i\pi^2 e^{\pi\nu} c_{\nu}$ and

$$c_{\nu}^2 = \frac{\nu(1 + \nu^2)}{(2\pi)^3 (e^{2\pi\nu} - 1)}. $$

Eventually, taking the boundary value of $S^{(\frac{1}{2})}(z, z')$ from $T^\pm$, one can express the integral (Fourier type) representation of the two-point function, in terms of the dS global waves on the real hyperboloid $M_H$, as follows

$$S^{(\frac{1}{2})}(z, z') = \text{bv} S^{(\frac{1}{2})}(z, z')$$

$$= ff^*c_{\nu} \sum_{\lambda} \int_{\Gamma} d\Omega_T(\xi)$$

$$\times \text{bv} \left( \frac{(Hz \cdot \xi)^{\sigma_+} - (Hz' \cdot \xi)^{\sigma_+}}{Hz \cdot \xi - Hz' \cdot \xi} \right)$$

$$\times \mathcal{E}^{(\lambda)}(x, \xi) \left( \frac{1}{2} \xi_{\gamma}^4 \right) \mathcal{E}^{(\lambda)}(x', \xi), (100)$$

where, according to (77),

$$\text{bv} \left( \frac{(Hz \cdot \xi)^{\sigma_+} - (Hz' \cdot \xi)^{\sigma_+}}{Hz \cdot \xi - Hz' \cdot \xi} \right) =$$

$$|Hz \cdot \xi|^\sigma |Hz \cdot \xi|^\sigma e^{-\pi\nu\sigma_-} \left[ \partial(Hz \cdot \xi) + \partial(-Hz \cdot \xi) e^{i\pi\sigma_+} \right].$$

Now, considering the boundary value limit, it can be proved that the presented kernel in (100) satisfies the aforementioned conditions required in order to get a Wightman two-point function. The existence of the latter is indeed requested by dS axiomatic field theory.

- In order to show the positiveness property, by making use of the Fourier-Bros transformation on $M_H$, we consider the Fourier transform on $M_H$ of each spinorial component $h_i(x)$ of $h(x)$,

$$\tilde{h}_i^{(\lambda)}(\xi) = f^* \int_{M_H} d\Omega(x) \mathcal{E}^{(\lambda)}(x, \xi) h_i^\alpha(x)$$

$$\times [\partial(Hx \cdot \xi) + \partial(-Hx \cdot \xi) e^{i\pi\sigma_-}] Hx \cdot \xi |^\sigma. (101)$$

Accordingly, the integral given in the positiveness requirement, see (83), takes the following form

$$\langle h, h \rangle = c_{\nu} \int_{\Gamma} d\Omega_T(\xi) \sum_{\lambda} \tilde{h}_i^{(\lambda)}(\xi) \left( \frac{1}{2} \xi_{\gamma}^4 \right) \tilde{h}_i^{(\lambda)}(\xi). (102)$$

Noting that $c_{\nu}$ is positive, and for all $\xi$ on the integration manifold the matrix $\gamma_0^0 \gamma_4^4 \xi_{\gamma}^4$ is positive semi-definite [19], the positiveness requirement is met, i.e., $\langle h, h \rangle \geq 0$. 


• In order to prove the local anticommutativity requirement, we need to identify the anticommutator for space-like separated points. Following the identity \( \Omega \) and considering the permuted two-point function corresponding to the massive dS Dirac field given by \[ 10 \]

\[
\hat{S}^\dagger(z', z) = -\hat{S}^\dagger(z', z) \gamma^4 \gamma^4,
\]

which in combination with \[ 99 \] yields \( \hat{S}^\dagger(z', z) = -S^\dagger(z, z') \), one can easily see that, for space-like separated points, the anticommutator operator vanishes,

\[
S^\dagger(z, z') + \hat{S}^\dagger(z, z) = 0.
\]

This fulfills the locality requirement. [Recall that the space-like separated pair \((x, x')\) lies in the same orbit of the complex dS group as the pairs \((z, z')\) and \((z', z)\).]

• The covariant transformations of the dS spinor-vector modes \[ 26 \] and the independence of the integral \[ 141 \] from the chosen orbital basis \( \Gamma \) and from the corresponding measure \( dfR_4(\xi) \) explicitly guarantee the covariance property.

• The analyticity properties of the two-point function realize from the expression of the spinor-vector plane waves \[ 179 \] - \[ 182 \].

• The transversality, divergencelessness, and tracelessness with respect to \( x \) and \( x' \) is assured because the dS spinor-vector modes \( \psi^\dagger(x) \) and the corresponding adjoint ones \( \psi^\dagger(x) \) are transverse, divergenceless, and traceless by construction.

Here, it is worth noting that the normal analyticity requirement that has been considered above will play the role of a spectral condition in the absence of a global energy-momentum interpretation in dS spacetime. Indeed, this requirement, along the lines proposed in \[ 12 \] and \[ 19 \], implies a thermal-KMS interpretation.

Another remarkable advantage of this construction that should be pointed out here is that the above formulas allow a factorization of the two-point function \( S(x,x') \) in terms of the dS global plane waves which, in the null-curvature limit, is explicitly analogous to the associated Fourier representation for the two-point function of the Minkowski Rarita-Schwinger free field with the Poincaré mass \( m \). Technically, regarding the orbital basis \( \Gamma_4 \), the Minkowskian limit is straightforward to calculate: the measure \( d\Omega_4(\xi) \) is considered to be \( m^2 \) times the natural one induced from the \( \mathbb{R}^5 \) Lebesgue measure, i.e., \( d\Omega_4(\xi) = d^5\vec{k}/k^0 \). On this basis, we have \[ 19 \]

\[
\text{lim}_{\xi \to 0} S^\dagger(x, x') \simeq \int \frac{d^5\vec{k}}{(2\pi)^3 k^0} e^{-ik(x-x')_\gamma \gamma^4 + m} \frac{2m}{m^2}
\]

and

\[
\text{lim}_{\xi \to 0} \hat{S}^\dagger(x', x) \simeq -\int \frac{d^5\vec{k}}{(2\pi)^3 k^0} e^{ik(x-x')_\gamma \gamma^4 - m} \frac{2m}{m^2}
\]

where the subscript \( M \) refers to the Minkowskian counterpart. Then, considering Eq. \[ 99 \] along the identities given in the previous sections, the Minkowskian limit of \( S^\dagger(x, x') \) and \( \hat{S}^\dagger(x', x) \), respectively, reads

\[
\text{lim}_{\xi \to 0} \left\{ \begin{array}{l}
S^\dagger(x, x') \\
\hat{S}^\dagger(x', x)
\end{array} \right\} = \left[ \begin{array}{c}
\eta_{\mu\nu} + \frac{1}{m^2} \partial X^\mu \partial X^\nu \left( S^\dagger_M(x, x') \right) \\
\left( \eta_{\mu\nu} \right) \left( S^\dagger_M(x', x) \right)
\end{array} \right].
\]

At the end, let us close this section by making the associated Hilbert space structure explicit. Indeed, the explicit knowledge of the two-point function \( S(x,x') \) fulfilling the above-mentioned requirements, with respect to the reconstruction theorem \[ 52 \], allows us to justify the introduction of the dS massive spinor-vector field \( \Psi \), that is, an operator-valued distributions on \( \mathcal{M}_H \) verifying the dS Rarita-Schwinger field equation \[ 22 \] and acting on (a dense domain of) a separable Hilbert space \( \mathcal{H} \). The latter, with positive-definite metric, can be described as the direct sum

\[
\mathcal{H} = \mathcal{H}_0 \oplus \left[ \oplus_{n=1}^{\infty} A \mathcal{H}_1^\otimes n \right], \quad \text{(103)}
\]

in which \( A \) is the antisymmetrization operator and

\[
\mathcal{H}_0 = \{ F | 0 \}, \quad F \in \mathbb{C}.
\]

With respect to creation and annihilation operators, the field operators in smeared form \( \Psi^\dagger(x) \), on the (dense) class of regular elements \( h \in \mathcal{H}_1 \) and for each test function \( h_n(x) \in \mathcal{D}(D \mathcal{M}_H) \), reads

\[
\left( \Psi^\dagger(x) \right)^{(n)}(x, \alpha_1, i_1; x_2, \alpha_2, i_2; \ldots; x_n, \alpha_n, i_n)
\]
that, in this paper, we only consider the quadratic one.

Note that: (i) \( \tilde{\xi}_k, \tilde{\alpha}_k, \tilde{i}_k \) means that these terms are omitted; (ii) \( i \) and \( \overrightarrow{\tau} \) stand for spinorial indices.

VI. CONCLUSION

In this paper, we have quantized the “massive” Rarita-Schwinger field in dS spacetime by adapting to this specific situation the content of previous works: the ambient space notations, construction of the dS plane waves (the modes), and finally construction of the Wightman two-point function which leads to the covariant quantization of the theory.

Our group theoretical description of the dS massive Rarita-Schwinger field, verifying the Wightman axioms and supplemented by analyticity requirements in the complexified pseudo-Riemannian manifold, once again confirms that the Euclidean vacuum has to be preferred over the Minkowskian limit of the theory. More precisely, it shows that the Euclidean vacuum of the dS massive Rarita-Schwinger field is the only vacuum for which the Minkowskian limit of the theory leads to, at any point of spacetime, positive frequency modes. [Of course, this does not mean that the energy concept is defined globally in dS spacetime. Indeed, any Bogoliubov transformation on the given modes at the point \( x \) may result in the appearance of modes at some point \( x' \) with negative frequency in the flat limit.] Moreover, the use of the dS plane waves in our quantization approach reveals that the whole free dS massive Rarita-Schwinger field theory tends toward the corresponding QFT in Minkowski spacetime when the curvature vanishes, including the dS Fourier transform which becomes the standard one in the limit.

On the other hand, it is also worth noting that the analyticity properties of the spinor-vector plane waves and the two-point function, which have been introduced in this paper, allow for a detailed study of the Hilbert space of the massive Rarita-Schwinger field in dS spacetime, and along the lines sketched in Refs. \([7–9, 19]\), give rise to the thermal physical interpretation of the theory.

As a final remark, concerning the link with the involved UIR’s, we point out that the Rarita-Schwinger equation \([22]\), resulting from the eigenvalue equation \([12]\), acts on fields which carry a finite direct sum of UIR’s (including \( U_{\alpha, \nu} \)) and not only \( U_{\alpha, \nu} \). Indeed, we require both, the quadratic and the quartic, dS Casimir operators to specify in general the involved representations. [Recall that, in this paper, we only consider the quadratic one.] In this sense, it would be useful to examine the action of the quartic dS Casimir operator on the field solutions. This feature is in relation with the existence of redundant components. These extra components are responsible for the acausal propagation of solutions in Minkowski spacetime in the presence of interactions, a pathology put in evidence by the famous papers \([52, 54]\) (see also Refs. \([55–58]\)). Understanding whether the above pathologies can be cured by some extent in dS spacetime, when the action of both dS Casimir operators are taken into account, would be an interesting extension of the present work.
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Appendix A: Spacetime factorization of the group

To be able to understand the structure of spacetime, one may factorize \( g \) into two parts \( g = jl \). This procedure would be based on the involution \( g \rightarrow i(g) = \gamma^0\gamma^1g\gamma^0\gamma^1 \), and we call it spacetime factorization.

Here, the factor \( l \) is an element of the (Lorentz) subgroup,

\[ L = \{ l \in Sp(2, 2) : l i(l) = \mathbb{I} \} \simeq SL(2, \mathbb{C}). \]

This factor leaves the origin of dS spacetime \( O_H \) invariant, i.e.,

\[
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} = l \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} l^\dagger,
\]

and takes the form

\[
l = \begin{pmatrix}
\zeta & 0 \\
0 & \zeta
\end{pmatrix} \begin{pmatrix}
\cosh(\varphi_1/2) & w \sinh(\varphi_1/2) \\
-w \sinh(\varphi_1/2) & \cosh(\varphi_1/2)
\end{pmatrix},
\]

where \( \varphi_1 \in \mathbb{R}, \zeta \in SU(2) \) and the parameter \( w \in SU(2) \) is the “pure” vector quaternion \( w = -w^\dagger \). In this sense, the parameters \( \zeta, w \) and \( \varphi_1 \) are respectively presumed to carry the meaning of space rotation, boost velocity direction, and rapidity.

The factor \( j \), on the other hand, maps the origin to
any point of dS spacetime, i.e.,
\[ j \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} j^\dagger = \begin{pmatrix} x^0 & \mathcal{P} \\ \mathcal{P}^* & x^0 \end{pmatrix}. \]

The factor \( j \) can be explicitly characterized by
\[ j = \begin{pmatrix} \tau & 0 \\ 0 & \tau* \end{pmatrix} \begin{pmatrix} \cosh(\varphi_2/2) & \sinh(\varphi_2/2) \\ \sinh(\varphi_2/2) & \cosh(\varphi_2/2) \end{pmatrix}, \]
with \( \varphi_2 \in \mathbb{R} \) and \( \tau \in SU(2) \), for which, we have
\[ j i(j) = \begin{pmatrix} \tau^2 \cosh \varphi_2 & \sinh \varphi_2 \\ \sinh \varphi_2 & (\tau^2)^* \cosh \varphi_2 \end{pmatrix} = \begin{pmatrix} x^0 & -\mathcal{P} \\ \mathcal{P}^* & -x^0 \end{pmatrix} = j^4. \]

This equivalence holds modulo a determinant factor, which means that \( j \) is a kind of “spacetime” square root, which exemplifies the dS topology \( S^3 \times \mathbb{R} \): the set \( \{ \varphi_2, \tau^2 \} \) provides global coordinates for \( \mathcal{M}_H \) through
\[ x^0 = \sinh \varphi_2, \quad \text{and} \quad \mathcal{P} = \tau^2 \cosh \varphi_2. \]

12 We recall the following correspondence between points of the hyperboloid \( \mathcal{M}_H \) and 2 \( \times \) 2 quaternionic matrices
\[ \mathcal{M}_H \ni x \mapsto \Phi(x) = \begin{pmatrix} x^0 & \mathcal{P} \\ \mathcal{P}^* & x^0 \end{pmatrix}, \]
\[ \tau \in SU(2), \quad \mathcal{P} = \tau^2 \cosh \varphi_2. \]

Appendix B: \( S^3 \) realization

The UIRs of the principal series on the hyperboloid \( \mathcal{M}_H \) can be constructed from their realizations on a spherical section \( \Gamma_0 \) of the cone \( \mathcal{C} \) (\( S^3 \) realization). The Hilbert space carrying these representations are the spaces \( L^2(SU(2)) \). The action of \( g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in Sp(2,2) \) on \( \tau \in SU(2) \) is given by \( \tau' = g \cdot \tau = (a \tau + b)(c \tau + d)^{-1} \). Let \( \Phi_0 \in L^2(SU(2)) \), then the action of \( Sp(2,2) \) on \( \Phi_0 \) can be represented in the following form
\[ (U_{s,\nu}(g)\Phi_0)(\tau) = |c \tau + d|^{-2l} D^s \left( \frac{\tau^s c^* + d^*}{|c \tau + d|} \right) \Phi_0(g^{-1} \cdot \tau), \]
with \( g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in Sp(2,2) \) and \( l = (3/2) + iv \). \( D^s \) is the UIR of \( SU(2) \) of dimension \( 2s + 1 \), \( \tau = (\xi^1, \xi^2, \xi^3) \), \( \tau \cdot \tau = 1 \) and \( \xi \in \Gamma_0 \). For a transformation which maps this realization to the realization with the hyperbolic orbital basis \( \Gamma_4 \) used in this paper, we refer the reader to [44].

with \( \mathcal{P} = (x^4, \bar{x}) = x^4 + x^k e_k \in \mathbb{H} \) and \( \mathcal{P}^* = (x^4, -\bar{x}) \).
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