COLORING GRAPHS WITH FORBIDDEN ALMOST BIPARTITE SUBGRAPHS
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Abstract. Alon, Krivelevich, and Sudakov conjectured in 1999 that for every finite graph $F$, there exists a quantity $c(F)$ such that $\chi(G) \leq (c(F) + o(1))\Delta / \log \Delta$ whenever $G$ is an $F$-free graph of maximum degree $\Delta$. The largest class of connected graphs $F$ for which this conjecture has been verified so far, by Alon, Krivelevich, and Sudakov themselves, comprises the almost bipartite graphs (i.e., subgraphs of the complete tripartite graph $K_{1,t,t}$ for some $t \in \mathbb{N}$). However, the optimal value for $c(F)$ remains unknown even for such graphs. Bollobás showed, using random regular graphs, that $c(F) \geq 1/2$ when $F$ contains a cycle. On the other hand, Davies, Kang, Pirot, and Sereni recently established an upper bound of $c(K_{1,t,t}) \leq t$. We improve this to a uniform constant, showing $c(F) \leq 4$ for every almost bipartite graph $F$. This surprisingly makes the bound independent of $F$ in all the known cases of the conjecture, leading us to make a new conjecture that $c(F)$ is always bounded above by some constant $c$ independent of $F$. We also establish a more general version of our bound in the setting of DP-coloring (also known as correspondence coloring) and consider some algorithmic consequences of our results.

1. Introduction

1.1. Bounds for the Alon–Krivelevich–Sudakov conjecture

All graphs in this paper are finite, undirected, and simple. Unless explicitly indicated otherwise, all logarithms are base $e$. We say that a graph $G$ is $F$-free if $G$ has no subgraph (not necessarily induced) isomorphic to $F$. We are interested in the following question:

**Question 1.1.** Given a graph $F$ and a natural number $\Delta$, how large can the chromatic number $\chi(G)$ of an $F$-free graph $G$ of maximum degree $\Delta$ be?

The best known general upper bound for Question 1.1, due to Johansson [Joh96b], is

$$\chi(G) = O\left(\frac{\Delta \log \log \Delta}{\log \Delta}\right).$$  \hfill (1.1)

A simple proof of this result was recently discovered by Molloy [Mol19] (see also [Ber19, §4] and [Dav+20, §7.2]). Alon, Krivelevich, and Sudakov famously conjectured that the $\log \log \Delta$ factor in (1.1) can be removed:

**Conjecture 1.2** (Alon–Krivelevich–Sudakov [AKS99, Conjecture 3.1]). Fix an arbitrary graph $F$. If $G$ is an $F$-free graph of maximum degree $\Delta$, then $\chi(G) = O(\Delta / \log \Delta)$ (where the $O(\cdot)$ notation hides factors that may depend on $F$).

Conjecture 1.2 is a strengthening of an earlier conjecture of Ajtai, Erdős, Komlós, and Szemerédi [Ajt+81], who asked whether every $n$-vertex $F$-free graph $G$ of maximum degree $\Delta$ has independence number $\alpha(G) = \Omega(n \log \Delta / \Delta)$. Both conjectures remain wide open. The goal of this paper is to investigate the supporting evidence for Conjecture 1.2 in greater depth, and our main contributions—Theorems 1.6 and 1.11—improve and generalize most of the known results on the subject.
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To refine the discussion, we introduce the following notation. Given a graph $F$ and a natural number $\Delta$, let
\[
c(F, \Delta) := \max \left\{ \frac{\chi(G)}{\Delta / \log \Delta} : G \text{ is an } F\text{-free graph of maximum degree } \Delta \right\},
\]
and set $c(F) := \limsup_{\Delta \to \infty} c(F, \Delta)$. In other words, if $c(F)$ is finite, then it is the minimum quantity such that
\[
\chi(G) \leq (c(F) + o(1)) \frac{\Delta}{\log \Delta}
\]
for all $F$-free graphs $G$ of maximum degree $\Delta$, where $o(1)$ indicates a function of $\Delta$ that approaches 0 as $\Delta \to \infty$. Conjecture 1.2 asserts that $c(F) < \infty$ is finite for every graph $F$.

It is easy to see that Conjecture 1.2 holds for a graph $F$ if and only if it holds for every connected component of $F$. Thus, we shall be primarily concerned with connected graphs $F$ in this paper. To date, the largest class of connected graphs for which Conjecture 1.2 has been verified comprises the so-called almost bipartite graphs, i.e., graphs that can be made bipartite by removing at most one vertex. Equivalently, a graph is almost bipartite if it is isomorphic to a subgraph of the complete tripartite graph $K_{1,t,t}$ for some $t \in \mathbb{N}$. Conjecture 1.2 was proved for almost bipartite graphs by Alon, Krivelevich, and Sudakov:

**Theorem 1.3** (Alon–Krivelevich–Sudakov [AKS99, Corollary 2.4]). Conjecture 1.2 holds for almost bipartite graphs $F$. That is, $c(F) < \infty$ for every almost bipartite graph $F$.

In their proof of Theorem 1.3, Alon, Krivelevich, and Sudakov observe that a graph $G$ is $K_{1,t,t}$-free if and only if the neighborhood of every vertex in $G$ is $K_{t,t}$-free. By the Kővári–Sós–Turán theorem [KST54], this implies that the neighborhood of every vertex in $G$ spans at most $O(\Delta^{2-1/t})$ edges. Therefore, Theorem 1.3 is a consequence of the following more general result:

**Theorem 1.4** (Alon–Krivelevich–Sudakov [AKS99, Theorem 1.1]). If $G$ is a graph of maximum degree $\Delta$ where the neighborhood of every vertex spans at most $\Delta^2/k$ edges, then $\chi(G) = O(\Delta / \log k)$.

Applying Theorem 1.4 with $k = \Omega(\Delta^{1/t})$ yields the bound $c(K_{1,t,t}) = O(t)$. This was recently sharpened to $c(K_{1,t,t}) \leq t$ by Davies, Kang, Pirot, and Sereni:

**Theorem 1.5** (Davies–Kang–Pirot–Sereni [Dav+20, §5.6]). For every $t \in \mathbb{N}$, $c(K_{1,t,t}) \leq t$.

Theorem 1.5 follows from a stronger form of Theorem 1.4 due to Davies, Kang, Pirot, and Sereni, namely the bound $\chi(G) \leq (1 + o(1))\Delta / \log k$ for graphs in which every neighborhood spans at most $\Delta^2/k$ edges [Dav+20, Theorem 5]. Here we strengthen Theorem 1.5 further and establish a uniform upper bound on $c(F)$ for all almost bipartite $F$:

**Theorem 1.6.** For every almost bipartite graph $F$, $c(F) \leq 4$.

The fact that we can bound $c(F)$ by a universal constant in all the known cases of Conjecture 1.2 is somewhat surprising, especially since, by another result of Alon, Krivelevich, and Sudakov, the bound in Theorem 1.4 is tight up to a constant factor [AKS99, Proposition 1.2]. In particular, in contrast to Theorem 1.5, Theorem 1.6 cannot be derived from a stronger version of Theorem 1.4, i.e., a different approach is required to prove it. Even the bound $\alpha(G) \geq (1/4 - o(1))n \log \Delta / \Delta$ on the independence number of $n$-vertex $K_{1,t,t}$-free graphs $G$ of maximum $\Delta$, which follows from Theorem 1.6, is new; the best previous result was $\alpha(G) \geq (1/t - o(1))n \log \Delta / \Delta$, which is a corollary of Theorem 1.5.

We can now revisit Conjecture 1.2 in light of Theorem 1.6. On the one hand, since Theorem 1.6 covers all connected graphs $F$ currently known to satisfy Conjecture 1.2, it seems natural to strengthen Conjecture 1.2 as follows:

**Conjecture 1.7** (Uniform Alon–Krivelevich–Sudakov Conjecture). There is a universal constant $c > 0$ such that $c(F) \leq c$ for all graphs $F$. 
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Table 1. Known bounds on $c(F)$.

| $F$         | $c(F)$ | References            |
|-------------|--------|-----------------------|
| forest      | 0      |                       |
| not forest  | $\geq 1/2$ | Bollobás [Bol81]    |
| $K_3$ finite| $\leq 4$ | Johansson [Joh96a]  |
| $K_3$ finite| $\leq 1$ | Pettie–Su [PS15]    |
| cycle       | $\leq 1$ | Davies–Kang–Pirot–Sereni [Dav+20] |
| fan         | $\leq 1$ | Davies–Kang–Pirot–Sereni [Dav+20] |
| bipartite   | $\leq 1$ | [ABD23]               |
| $K_{1,t,t}$ | $O(t)$ | Alon–Krivelevich–Sudakov [AKS99] |
| $K_{1,t,t}$ | $\leq t$ | Davies–Kang–Pirot–Sereni [Dav+20] |
| $K_{1,t,t}$ | $\leq 4$ | this paper           |

That being said, Conjecture 1.7 is quite ambitious. Indeed, the fact that almost bipartite graphs satisfy it may indicate that they form a very special class, and a bold generalization such as Conjecture 1.7 (or even Conjecture 1.2!) can be seen as unduly rush. As such, it may be a good target for a disproof, a potentially more feasible task than falsifying the original Alon–Krivelevich–Sudakov conjecture. Our own view of the matter can be nicely summed up in the words of Ajtai, Erdős, Komlós, and Szemerédi [Ajt+81, p. 314] (they were referring to their conjectured lower bound on the independence number for graphs $G$ under the assumptions of Conjecture 1.2):

“Perhaps [the conjecture] is too optimistic, but we feel that it is an interesting and challenging question.”

To put Theorem 1.6 and Conjecture 1.7 into perspective, let us now give a brief overview of some of the known bounds on $c(F)$, which we summarize in Table 1. If $F$ is a forest, then every $F$-free graph is $(|V(F)| - 2)$-degenerate [Die17, Corollary 1.5.4] and hence its chromatic number is at most $|V(F)| - 1$ (regardless of the maximum degree), which implies that $c(F) = 0$. On the other hand, if $F$ contains a cycle, then $c(F) \geq 1/2$, because there exist $\Delta$-regular graphs of arbitrarily high girth with chromatic number at least $\Delta/(2 \log \Delta)$, as shown by Bollobás [Bol81] using random regular graphs. It is not known if there exist any graphs $F$ with $c(F) > 1/2$. On the other hand, it is also not known if there are any graphs $F$ containing a cycle and satisfying $c(F) < 1$: it turns out that the value 1 is a natural threshold for upper bounds on $c(F)$, coinciding with the so-called shattering threshold for colorings of random graphs of average degree $\Delta$ [AC08; ZK07] and the density threshold for factor of i.i.d. independent sets in $\Delta$-regular trees [RV17].

The first nontrivial case of Conjecture 1.2, known a few years before the conjecture was actually made, was $F = K_3$, proved by Johansson [Joh96a]. Johansson’s result was preceded by the work of Ajtai, Komlós, and Szemerédi [AKS80; AKS81] and Shearer [She83] concerning the independence number of triangle-free graphs, and by the bound on the chromatic number for graphs that are both $K_3$- and $C_4$-free due to Kim [Kim95]. Johansson’s paper was never published, but a textbook presentation of Johansson’s argument can be found in [MR02, §13]. Since Johansson’s manuscript is unpublished, it is unclear what exact bound on $c(K_3)$ it yields; in [MR02, §13], Molloy and Reed report the bound $c(K_3) \leq 9$ and prove $c(K_3) \leq 160$. This was later improved to $c(K_3) \leq 4$ by Pettie and Su [PS15] and finally to $c(K_3) \leq 1$ by Molloy [Mol19]. An alternative proof of Molloy’s bound $c(K_3) \leq 1$ was given in [Ber19]. Molloy’s result was generalized by Davies, Kang, Pirot, and Sereni, who showed that $c(C_k) \leq 1$ for the $k$-cycle $C_k$ [Dav+20, Theorem 4], and, even more generally,
c(F_k) \leq 1 \text{ for the } k\text{-fan } F_k \text{ (the } k\text{-fan is obtained from a path on } k-1 \text{ vertices by adding a new universal vertex) [Dav+20, Theorem 6]. In an earlier paper [ABD23], we identified another class of graphs } F \text{ with } c(F) \leq 1, \text{ namely the bipartite graphs.}

In view of the above bounds, it is possible that Conjecture 1.7 holds with } c = 1 \text{ (or even } c = 1/2), \text{ although our current methods do not allow reducing the bound in Theorem 1.6 below 4.}

1.2. DP-coloring

Problems such as Conjecture 1.2 can naturally be considered for stronger variants of graph coloring, such as list-coloring. This often requires additional insight; for example, the version of Theorem 1.4 (and hence also of Theorem 1.3) for list-coloring was proved by Vu [Vu02] in a manner quite different from the arguments employed by Alon, Krivelevich, and Sudakov in [AKS99]. Our Theorem 1.6 also extends to the list-coloring framework; indeed, we obtain Theorem 1.6 as a consequence of a considerably more general result in the context of DP-coloring (also known as correspondence coloring), introduced by Dvořák and Postle [DP18] as a further generalization of list-coloring. (This notion is closely related to local conflict coloring introduced by Fraigniaud, Heinrich, and Kosowski [FHK16] with a view toward applications in distributed computing.)

Just as in ordinary list-coloring, we assume that every vertex } v \in V(G) \text{ of a graph } G \text{ is given a list } L(v) \text{ of available colors to choose from. In contrast to list-coloring however, the identifications between the colors in the lists may vary from edge to edge. More precisely, each edge } uv \in E(G) \text{ is assigned a matching } M_{uv} \text{ (not necessarily perfect and possibly empty) from } L(u) \text{ to } L(v). \text{ A proper DP-coloring is a mapping } \varphi \text{ that assigns a color } \varphi(v) \in L(v) \text{ to each vertex } v \in V(G) \text{ so that whenever } uv \in E(G), \text{ we have } \varphi(u)\varphi(v) \notin M_{uv}. \text{ Note that list-coloring is indeed a special case of DP-coloring which occurs when the colors “correspond to themselves,” i.e., for each } c \in L(u) \text{ and } c' \in L(v), \text{ we have } cc' \in M_{uv} \text{ if and only if } c = c'.

Formally, we describe DP-coloring using an auxiliary graph } H \text{ called a DP-cover of } G. \text{ In this model, we treat the lists of colors assigned to distinct vertices as pairwise disjoint (this is a convenient assumption that does not restrict the generality of the model).}

**Definition 1.8.** A DP-cover (or a correspondence cover) of a graph } G \text{ is a pair } \mathcal{H} = (L, H), \text{ where } H \text{ is a graph and } L: V(G) \rightarrow 2^{V(H)} \text{ is a function such that:}

- The sets } (L(v) : v \in V(G)) \text{ partition } V(H).
- For each } v \in V(G), \text{ } L(v) \text{ is an independent set in } H.
- For } u, v \in V(G), \text{ the edges between } L(u) \text{ and } L(v) \text{ in } H \text{ form a matching; this matching is empty whenever } uv \notin E(G).

We call the vertices of } H \text{ colors. For } c \in V(H), \text{ we let } L^{-1}(c) \text{ denote the underlying vertex of } c \text{ in } G, \text{ i.e., the unique vertex } v \in V(G) \text{ such that } c \in L(v). \text{ If two colors } c, c' \in V(H) \text{ are adjacent in } H, \text{ we say that they correspond to each other and write } c \sim c'.

An } \mathcal{H}-\text{coloring is a mapping } \varphi: V(G) \rightarrow V(H) \text{ such that } \varphi(v) \in L(v) \text{ for all } v \in V(G). \text{ Similarly, a partial } \mathcal{H}-\text{coloring is a partial mapping } \varphi: V(G) \rightarrow V(H) \text{ such that } \varphi(v) \in L(v) \text{ whenever } \varphi(v) \text{ is defined. A (partial) } \mathcal{H}-\text{coloring } \varphi \text{ is proper if the image of } \varphi \text{ is an independent set in } H, \text{ i.e., if } \varphi(u) \not\sim \varphi(v) \text{ for all } u, v \in V(G) \text{ such that } \varphi(u) \text{ and } \varphi(v) \text{ are both defined.}

A DP-cover } \mathcal{H} = (L, H) \text{ is } k\text{-fold if } |L(v)| \geq k \text{ for all } v \in V(G). \text{ The DP-chromatic number of } G, \text{ denoted by } \chi_{DP}(G), \text{ is the smallest } k \text{ such that } G \text{ admits a proper } \mathcal{H}-\text{coloring with respect to every } k\text{-fold DP-cover } \mathcal{H}.

Since DP-coloring is a generalization of list-coloring, it is clear that } \chi_l(G) \leq \chi_{DP}(G) \text{ for all graphs } G \text{ (here } \chi_l(G) \text{ denotes the list-chromatic number of } G). \text{ This inequality can be strict; moreover, the ratio } \chi_{DP}(G)/\chi_l(G) \text{ can be arbitrarily large. For example, the complete bipartite graph } K_{t,t} \text{ with } t \rightarrow \infty \text{ satisfies } \chi(K_{t,t}) = 2, \chi_l(K_{t,t}) = \Theta(\log t), \text{ and } \chi_{DP}(K_{t,t}) = \Theta(t/\log t) \text{ [Ber16].}
The framework of DP-coloring naturally allows one to put structural constraints on the cover graph $H$ as opposed to the underlying base graph $G$. For instance, if $H = (L, H)$ is a DP-cover of a graph $G$, then $\Delta(H) \leq \Delta(G)$, so an upper bound on $\Delta(H)$ is a weaker assumption than the same upper bound on $\Delta(G)$, and there exist a number of results in list and correspondence coloring in which the number of available colors given to each vertex is a function of $\Delta(H)$ as opposed to $\Delta(G)$. This framework, often referred to as the color-degree setting, was pioneered by Kahn [Kah96], Kim [Kim95], Johansson [Joh96a; Joh96b], and Reed [Ree99], among others. For a selection of a few more recent examples, see [AA20; BH02; CK22; GS22; KK22; LS07; RS02].

In general, $G$ being $F$-free does not imply that a cover graph $H$ is $F$-free as well (see Fig. 1), but it does so for certain graphs $F$:

**Proposition 1.9** ([ADK24, Proposition 1.10(S2)]). Let $F$ and $G$ be graphs and let $H = (L, H)$ be a DP-cover of $G$. Assume that every two nonadjacent vertices in $F$ have a common neighbor. If $G$ is $F$-free, then so is $H$.

Note that if Conjecture 1.2 holds for complete graphs $F$, then it holds for all graphs (because every graph is a subgraph of a complete graph). Since complete graphs $F$ vacuously satisfy the assumption in Proposition 1.9, the following statement is a natural strengthening of Conjecture 1.2:

**Conjecture 1.10** (DP-version of the Alon–Krivelevich–Sudakov Conjecture). For every graph $F$, there exist constants $c, d_0 > 0$ such that the following holds. Let $G$ be a graph and let $H = (L, H)$ be a DP-cover of $G$. If $H$ is $F$-free and has maximum degree $d \geq d_0$ and if $|L(v)| \geq cd/\log d$ for all $v \in V(G)$, then $G$ admits a proper $H$-coloring.

In [ABD23] we confirmed Conjecture 1.10 in the case when $F$ is bipartite with $c = 1 + o(1)$. The main result of this paper is a proof of Conjecture 1.10 for almost bipartite $F$ with $c = 4 + o(1)$:

**Theorem 1.11.** There is a constant $\alpha > 0$ such that for every $\varepsilon > 0$, there is $d_0 \in \mathbb{N}$ such that the following holds. Suppose that $d, s, t \in \mathbb{N}$ satisfy

$$d \geq d_0, \quad s \leq d^{\alpha \varepsilon}, \quad \text{and} \quad t \leq \frac{\alpha \varepsilon \log d}{\log \log d}.$$

If $G$ is a graph and $H = (L, H)$ is a DP-cover of $G$ such that:

(i) $H$ is $K_{1,s,t}$-free,

(ii) $\Delta(H) \leq d$, and

(iii) $|L(v)| \geq (4 + \varepsilon)d/\log d$ for all $v \in V(G)$,

then $G$ has a proper $H$-coloring.

By treating $s$ and $t$ as constants, we obtain the following immediate corollary:

**Corollary 1.12.** For every $\varepsilon > 0$ and an almost bipartite graph $F$, there is $d_0 \in \mathbb{N}$ such that the following holds. Let $d \geq d_0$. Suppose $H = (L, H)$ is a DP-cover of $G$ such that:
Then $G$ has a proper $H$-coloring.

Note that if $F$ is an almost bipartite graph and $G$ is $F$-free, then $G$ is $K_{1,t,t}$-free for $t := |V(F)|$. Since every two nonadjacent vertices in $K_{1,t,t}$ have a common neighbor, every DP-cover of $G$ is also $K_{1,t,t}$-free by Proposition 1.9. Therefore, applying Corollary 1.12 with $d := \Delta(G)$ and $K_{1,t,t}$ in place of $F$ yields a version of Theorem 1.6 for DP-chromatic numbers:

**Corollary 1.13.** For every $\varepsilon > 0$ and an almost bipartite graph $F$, there is $\Delta_0 \in \mathbb{N}$ such that every $F$-free graph $G$ with maximum degree $\Delta \geq \Delta_0$ satisfies $\chi_{DP}(G) \leq (4 + \varepsilon)\Delta / \log \Delta$.

It would be interesting to know when the constant factor in the above results can be reduced from $4 + o(1)$ to $1 + o(1)$. For example, the following conjecture is open:

**Conjecture 1.14** (Cambie–Kang [CK22, Conjecture 4]). For every $\varepsilon > 0$, there is $d_0 \in \mathbb{N}$ such that the following holds. Let $G$ be a graph and let $H = (L, H)$ be a DP-cover of $G$. Suppose that $H$ has maximum degree $d \geq d_0$ and $|L(v)| \geq (1 + \varepsilon)d / \log d$ for all $v \in V(G)$. Assume also that:

- (weak version) $G$ is triangle-free, or
- (strong version) $H$ is triangle-free.

Then $G$ admits a proper $H$-coloring.

Conjecture 1.14 holds if $d$ is taken to be the maximum degree of $G$ rather than of $H$ (the weak version is proved in [Ber19] by the second author and the strong one in [Prz24] by Przybylo). Cambie and Kang proved the conclusion of Conjecture 1.14 when $G$ is not just triangle-free but bipartite [CK22, Corollary 3]. Amini and Reed [AR08] and, independently, Alon and Assadi [AA20, Proposition 3.2] verified the weak version of Conjecture 1.14 in the list-coloring setting, but with $1 + o(1)$ replaced by a larger constant ($8$ in [AA20]). Since $K_3$ is almost bipartite, Corollary 1.12 implies the strong version of Conjecture 1.14 with $1 + o(1)$ replaced with $4 + o(1)$. Reducing the constant factor to $1 + o(1)$ remains a tantalizing open problem, even in the list-coloring framework.

Another direction in which it may be possible to generalize our results is to further relax the conditions in Theorem 1.11 by replacing the maximum degree $\Delta(H)$ of $H$ by the following parameter, called the maximum average color-degree of $H$:

$$\overline{\Delta}(H) := \max_{c \in V(G)} \frac{1}{|L(v)|} \sum_{c \in L(v)} \deg_H(c).$$

This quantity has been studied in the context of list- and DP-coloring by Kang and Kelly [KK22] and Glock and Sudakov [GS22], and implicitly appeared in the earlier work of Molloy and Thron [MT12] and Dvořák, Esperet, Kang, and Ozeki [Dvo+21] (see [KK22, §1.1]). Moreover, as we explain in §1.4, average color-degree plays a crucial role in our proof approach. Unfortunately, our technique still requires an upper bound on $\Delta(H)$, not just $\overline{\Delta}(H)$; it remains an interesting open problem to determine whether the dependence on $\Delta(H)$ can be eliminated without any loss in the constant factor.

### 1.3. Algorithmic considerations

We establish our main results by iteratively applying the Lovász Local Lemma. Thanks to the algorithmic version of the Lovász Local Lemma developed by Moser and Tardos [MT10], it is routine to verify that our arguments yield efficient randomized coloring algorithms. For example, given an almost bipartite graph $F$, we obtain a randomized algorithm for $(4 + o(1))\Delta / \log \Delta$-coloring $F$-free graphs $G$ of maximum degree $\Delta$ that runs in time $\text{poly}(\Delta)n$. 


Our work also has some relevance for the theory of sublinear algorithms, i.e., algorithms whose computational resources are substantially smaller than their input size. In [ACK19], Assadi, Chen, and Khanna introduced a general approach for constructing such algorithms based on a technique they called palette sparsification. The idea of their method, in a nutshell, is as follows. Suppose we are trying to properly color a graph $G$ using $\ell$ colors, but, due to limited computational resources, we cannot keep track of all the edges of $G$ at once. Let us independently sample, for each vertex $v \in V(G)$, a random set $S(v)$ of colors of size $|S(v)| = s \ll \ell$. Define

$$E_{\text{conflict}} := \{uv \in E(G) : S(u) \cap S(v) \neq \emptyset\}.$$ 

If we color $G$ by assigning to every vertex $v \in V(G)$ a color from the corresponding set $S(v)$, then only the edges in $E_{\text{conflict}}$ may become monochromatic, so instead of working with the entire edge set of $G$, we only need to keep track of the edges in the (potentially much smaller) set $E_{\text{conflict}}$. For this strategy to succeed, we must ensure that, with high probability, it is indeed possible to properly color $G$ using the colors from the sets $S(v)$. Such a result is referred to as a palette sparsification theorem. Assadi, Chen, and Khanna [ACK19] demonstrated that palette sparsification theorems can be used in a black-box manner to develop algorithms in a variety of classical models of sublinear computation, including (dynamic) graph streaming algorithms, sublinear time/query algorithms, and massively parallel computation (MPC) algorithms.

These algorithmic applications motivate the search for new palette sparsification results. In their seminal work [ACK19], Assadi, Chen, and Khanna proved a palette sparsification theorem for $(\Delta+1)$-colorings. More precisely, they showed that if $G$ is an $n$-vertex graph of maximum degree $\Delta$, then, with high probability, after sampling $\Theta(\log n)$ colors per vertex independently from a set of $\Delta+1$ colors, it is possible to find a proper coloring of $G$ from the sampled lists. In [KK23], Kahn and Kenney tightened this result by showing that sampling $(1 + o(1)) \log n$ colors per vertex is enough (which is best possible). The literature on the subject is quite extensive, especially since notions closely related to palette sparsification have also been studied independently of their algorithmic applications, with a particular attention in recent years directed to the case of list-edge-coloring from random lists. For a sample of results concerning palette sparsification from the algorithmic perspective, see [AA20; AKM22; BCG20; Hal+22]; for a more purely probabilistic focus, see, e.g., [Cas11; Cas12; Cas14; Cas18; CH16; JP24; Kan+23; Kee22; KN04; KN06; LS19].

The paper [AA20] by Alon and Assadi is particularly relevant to our present work. Alongside several other palette sparsification theorems, it includes the following result for $O(\Delta/\log \Delta)$-colorings of triangle-free graphs:

**Theorem 1.15** (Alon–Assadi [AA20, Theorem 2]). There exists a constant $C > 0$ such that, for all $0 < \gamma < 1$, there is $\Delta_0 \in \mathbb{N}$ with the following property. Let $G$ be a triangle-free $n$-vertex graph of maximum degree $\Delta \geq \Delta_0$. Let $\ell \geq s$ be positive integers such that

$$\ell = \frac{9}{\gamma} \frac{\Delta}{\log \Delta} \quad \text{and} \quad s \geq \Delta^\gamma + C \sqrt{\log n}.$$ 

Independently for each $v \in V(G)$, pick a uniformly random subset $S(v) \subseteq [\ell]$ of size $s$. Then, with probability at least $1 - 1/n$, $G$ has a proper coloring $\varphi$ with $\varphi(v) \in S(v)$ for all $v \in V(G)$.

Corollary 1.12 yields an extension of Theorem 1.15 to $F$-free graphs for any almost bipartite graph $F$; moreover, this extension holds in the DP-coloring setting:

**Corollary 1.16.** For every $0 < \varepsilon < 1$ and an almost bipartite graph $F$, there exists $C > 0$ such that, for all $0 < \gamma < 1$, there is $d_0 \in \mathbb{N}$ with the following property. Let $d \geq d_0$, $n \in \mathbb{N}$ and suppose that positive integers $\ell \geq s$ satisfy

$$\ell = \frac{4 + \varepsilon}{\gamma} \frac{d}{\log d} \quad \text{and} \quad s \geq d^\gamma + C \sqrt{\log n}.$$ 

Let $\mathcal{H} = (L, H)$ be a DP-cover of an $n$-vertex graph $G$ such that:
Indepedently for each $v \in V(G)$, pick a uniformly random subset $S(v) \subseteq L(v)$ of size $s$. Then, with probability at least $1 - 1/n$, $G$ has a proper $\mathcal{H}$-coloring $\varphi$ with $\varphi(v) \in S(v)$ for all $v \in V(G)$.

The proof of Corollary 1.16 is essentially the same as the proof of Theorem 1.15 in [AA20, §3.2], but with Corollary 1.12 replacing [AA20, Proposition 3.2]. For completeness, we present it in §8.

1.4. Proof strategy

Let us now say a few words about the proof of Theorem 1.11. Let $G$ be a graph and let $\mathcal{H} = (L, H)$ be a DP-cover of $G$ satisfying the assumptions of Theorem 1.11. In particular, $H$ is $K_{1, s, t}$-free and has maximum degree $d$, while $|L(v)| \geq (4 + \varepsilon)d/\log d = \ell$ for all $v \in V(G)$. In order to find a proper $\mathcal{H}$-coloring of $G$, we employ a variant of the so-called “Rödl Nibble” method, in which we randomly color a small portion of $V(G)$ and then iteratively repeat the same procedure with the vertices that remain uncolored; see [Kan+21] for a recent survey of applications of this method to (hyper)graph coloring. In the following paragraphs we highlight some of the key features of our construction. For the sake of clarity, some of the notation in this overview is slightly different from the one used in the actual proof, but only in minor and technical ways.

At the heart of our argument is a certain randomized procedure, described in detail in §3. This procedure is mostly standard; for example, it is very similar to the one employed in [MR02, §13] by Molloy and Reed as well as the one used by Alon and Assadi in [AA20, Appendix A] (although our procedure is somewhat different since it is applied in the DP-coloring framework). The output of this procedure is a proper partial $\mathcal{H}$-coloring $\varphi$ of $G$. Our hope is to show that, with positive probability, $\varphi$ has some desirable properties that allow the coloring to be extended to the entire graph $G$. To explain what these properties are, we need to introduce some notation. Let $G'$ be the subgraph of $G$ induced by the uncolored vertices. Consider an uncolored vertex $v \in V(G')$. Since some of the neighbors of $v$ may already be colored, not every color from $L(v)$ may be available to $v$. Specifically, if $v$ has a neighbor $u \in \text{dom}(\varphi)$ with $\varphi(u) \sim c \in L(v)$, then $c$ cannot be used for $v$. Thus, we are led to define

$$L_\varphi(v) := \{c \in L(v) : N_H(c) \cap \text{im}(\varphi) = \emptyset\}.$$ 

That is, $L_\varphi(v)$ is the set of all colors that can be used for $v$ without creating any conflicts with the already colored vertices. For technical reasons, our procedure is “wasteful,” in the sense that it may remove more colors from the lists than strictly necessary. Namely, the procedure generates, for each uncolored vertex $v \in V(G')$, a certain subset $L'(v) \subseteq L_\varphi(v)$, and we are only allowed to use the colors from $L'(v)$ to color $v$ later on. (See [MR02, §12.2] for a textbook discussion of the utility of such “wastefulness.”) Now we let $\mathcal{H}' = (L', H')$ be the DP-cover of $G'$ induced by these restricted lists. Our problem is to show that, with positive probability, the graph $G'$ is $\mathcal{H}'$-colorable.

Let $\ell' := \min\{|L'(v)| : v \in V(G')\}$ and let $d'$ be the maximum degree of $H'$. Ideally, we would show that, with positive probability, the ratio $d'/\ell'$ is noticeably smaller than $d/\ell$. We would then continue applying our procedure iteratively until the ratio of the maximum degree of the cover graph to the minimum list size drops below a small constant, after which the coloring can be completed using standard tools (such as Proposition 3.2 below). To achieve this goal, it is natural to start by estimating $\mathbb{E}[|L'(v)|]$ for every vertex $v \in V(G)$ and $\mathbb{E}[\text{deg}_{H'}(c)]$ for every color $c \in V(H)$. As a result of this calculation, it turns out that

$$\frac{\mathbb{E}[\text{deg}_{H'}(c)]}{\mathbb{E}[|L'(v)|]} \approx \frac{d}{\ell'},$$
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where uncolor is a certain factor strictly less than 1 (it is defined precisely in §3; the exact formula is not important for this informal overview). The usual next step would be to argue that \( |L'(v)| \approx \mathbb{E}[|L'(v)|] \) and \( \deg_{H'}(c) \approx \mathbb{E}[\deg_{H'}(c)] \) with high probability. A standard Lovász Local Lemma-based argument would then imply that, with positive probability,

\[
\frac{d'}{\ell'} \approx \text{uncolor} \frac{d}{\ell},
\]

i.e., \( d'/\ell' \) is indeed less than \( d/\ell \) by some factor. Unfortunately, this approach fails, because in general \( \deg_{H'}(c) \) may not be concentrated around its expected value. Roughly speaking, the problem is that the neighbors of \( c \) in \( H \) may have many common neighbors.\(^1\) As a result, the random events \( \{c' \in V(H')\} \) for \( c' \in N_H(c) \) may be strongly correlated with each other, which drives up the variance of \( \deg_{H'}(c) \). To circumvent this difficulty, we employ an idea introduced by Jamall [Jam11] and developed further by Pettie and Su [PS15] and Alon and Assadi [AA20]. Namely, instead of bounding the maximum degree of \( H' \) directly, we focus on the average value

\[
\overline{\deg_{H'}}(v) := \frac{1}{|L'(v)|} \sum_{c \in L'(v)} \deg_{H'}(c)
\]

for each \( v \in V(G') \), called the average color-degree of \( v \) in \( H' \). (Recall that we briefly mentioned average color-degree at the end of §1.2.) In order to obtain an upper bound on \( d' \) in terms of \( \overline{\deg_{H'}}(v) \), we simply remove from \( L'(v) \) every color \( c \) with \( \deg_{H'}(c) > 2\overline{\deg_{H'}}(v) \). In this way we remove at most half of the colors in \( L'(v) \). This is how we gain a factor of 4 in the lower bound on \( \ell' \): roughly, a factor of 2 is added because the degree of a color is allowed to go up to twice the average value, and another factor of 2 is added because the list sizes can shrink by half.

Working with the random variable \( \overline{\deg_{H'}}(v) \) instead of dealing with \( \deg_{H'}(c) \) for each color \( c \in L(v) \) separately leads to a number of technical challenges, which we now address.

- From the above discussion, it may seem that we may lose a factor of 4 in the lower bound on \( \ell \) at every iteration of the procedure, since every iteration ends with the removal of the high-degree colors. Thankfully, there is a way to get around this issue. The key is to notice that the number of colors removed from \( L(v) \) due to having high degree in \( H' \) doesn’t have to be equal to \( |L'(v)|/2 \); rather, it can range anywhere between 0 and \( |L'(v)|/2 \). Moreover, the more colors we remove, the smaller the average degree of the remaining colors is. For example, in the extreme case when we actually remove half the colors from \( L'(v) \), all the remaining colors must have degree 0—and thus we don’t need to worry about them anymore.

  To make use of this observation, throughout the iterative process, we maintain the condition that the average color-degree of \( v \) is bounded above by a certain increasing function of \( |L(v)| \) (i.e., the smaller \( |L(v)| \) is, the smaller the average degree of the colors in \( L(v) \) becomes). A careful calculation presented in §7 shows that the balance between list sizes and average color-degrees results in the loss of only a single factor of 4 throughout the entire process. Note that, as a result, we cannot guarantee that the list sizes for different vertices will remain equal or even close to each other, which adds certain technical difficulties to the analysis.

- The assumption that \( H \) is \( K_{1,s,t} \)-free is used to bound the expectation of \( \overline{\deg_{H'}}(v) \). Roughly speaking, since \( H \) is \( K_{1,s,t} \)-free, the neighborhood of any color \( c \in L(v) \) does not induce too many edges in \( H \). From this it is possible to deduce that the event \( \{c \in L'(v)\} \) and the random variable \( \deg_{H'}(c) \) are, in some sense, approximately independent, which helps to estimate the expected contribution of \( c \) to the average color-degree of \( v \) in \( H' \). The arguments involved here are rather delicate (which is somewhat surprising, since usually computing the expected values is the “easy” part of a probabilistic analysis) and constitute a significant portion of the proof (see §§4 and 5). While the argument is already subtle in the

\(^1\)This issue does not arise if we assume that \( H \) is \( K_{s,t} \)-free, which is why \( K_{s,t} \)-free graphs satisfy the version of Theorem 1.11 with 1 in place of 4 in the constant factor [ABD23].
list-coloring setting, the DP-coloring framework adds certain further complications. Namely, it is possible that distinct colors $c, c' \in L(v)$ and $c'' \in N_H(c)$ satisfy $N_H(c') \cap N_H(c'') \neq \emptyset$ (this situation cannot occur in the list-coloring setting). This possibility makes the events $\{|L'(v)| \geq \ell\}$ and $\{c, c' \in V(H')\}$ more strongly correlated. Fortunately, we can use tools such as Harris’s Inequality to control the influence of this correlation on our parameters (for the details, see Lemma 5.2).

- It would be significantly easier to prove that the random variable $\overline{\deg}_H(v)$ is highly concentrated around its mean if we were working in the list-coloring setting, because then the contributions of the individual colors $c \in L(v)$ to $\overline{\deg}_H(v)$ would be independent from each other. In the general DP-coloring framework the situation is considerably more complicated, as two colors from $L(v)$ may be joined by a path in $H$, which creates a dependence between them. Among the tools that we use to control $\overline{\deg}_H(v)$ is a random partitioning technique. Roughly speaking, in order to prove that some random variable $X$ is concentrated, we randomly represent $X$ as a sum $X = X_1 + \cdots + X_k$ and then show that each piece $X_i$ is highly concentrated around its own expected value. We have employed this technique earlier in [ABD23], and expect that it will have further applications in graph coloring. This part of the argument is presented in §6.

A road map.—To finish the introduction, let us give a brief outline of the remainder of the paper. In §2 we collect some preliminary facts and tools. Next, in §3, we describe our randomized coloring procedure. In §4 we explain the main steps of the analysis of the procedure. Then, in §5 and §6, we study respectively the expected value and the concentration of the average color-degrees of the uncolored vertices. In §7, we put the iterative process together and complete the proof of Theorem 1.11. Finally, in §8, we prove Corollary 1.16.

2. Preliminaries

In this section we outline the main background facts that will be used in our arguments. We start with the symmetric version of the Lovász Local Lemma.

**Theorem 2.1** (Lovász Local Lemma; [MR02, §4]). Let $A_1, A_2, \ldots, A_n$ be events in a probability space. Suppose there exists $p \in [0, 1)$ such that for all $1 \leq i \leq n$ we have $\mathbb{P}[A_i] \leq p$. Further suppose that each $A_i$ is mutually independent from all but at most $d_{\text{LLL}}$ other events $A_j$, $j \neq i$ for some $d_{\text{LLL}} \in \mathbb{N}$. If $4pd_{\text{LLL}} \leq 1$, then with positive probability none of the events $A_1, \ldots, A_n$ occur.

Aside from the Local Lemma, we will require several concentration of measure bounds. The first of these is the Chernoff Bound for binomial random variables. We state the two-tailed version below:

**Theorem 2.2** (Chernoff Bound; [MR02, §5]). Let $X$ be the binomial random variable on $n$ trials with each trial having probability $p$ of success. Then for any $0 \leq \xi \leq \mathbb{E}[X]$, we have

$$\mathbb{P}[|X - \mathbb{E}[X]| \geq \xi] < 2 \exp \left( -\frac{\xi^2}{3\mathbb{E}[X]} \right).$$

Additionally, we will take advantage of a version of Talagrand’s inequality developed by Bruhn and Joos [BJ18]. We refer to it as **Exceptional Talagrand’s Inequality**, since its main feature is the use of a set $\Omega^*$ of “exceptional outcomes.”

**Theorem 2.3** (Exceptional Talagrand’s Inequality [BJ18, Theorem 12]). Let $X$ be a non-negative random variable, not identically 0, which is a function of $n$ independent trials $T_1, \ldots, T_n$, and let $\Omega$ be the set of outcomes for these trials. Let $\Omega^* \subseteq \Omega$ be a measurable subset, which we shall refer to as the exceptional set. Suppose that $X$ satisfies the following for some $\gamma > 1$, $s > 0$:

(ET1) For all $q > 0$ and every outcome $\omega \notin \Omega^*$, there is a set $I$ of at most $s$ trials such that $X(\omega') > X(\omega) - q$ whenever $\omega' \notin \Omega^*$ differs from $\omega$ on fewer than $q/\gamma$ of the trials in $I$.
Then for every bipartition $V$ complete bipartite subgraph with $G$ set and let Theorem 2.5

We will also need the following special case of the FKG inequality, dating back to Harris [Har60] and Kleitman [Kle66]:

**Theorem 2.4** (Harris’s inequality/Kleitman’s Lemma [AS00, Theorem 6.3.2]). Let $X$ be a finite set and let $S \subseteq X$ be a random subset of $X$ obtained by selecting each $x \in X$ independently with probability $p_x \in [0,1]$. If $A$ (resp. $B$) is an increasing (resp. decreasing) family of subsets of $X$, then

$$P[S \in A \mid S \in B] \leq P[S \in A].$$

Finally, we shall use the Kővári–Sós–Turán theorem for $K_{s,t}$-free graphs:

**Theorem 2.5** (Kővári–Sós–Turán [KST54]; see also [Hyl58]). Let $G$ be a bipartite graph with a bipartition $V(G) = X \sqcup Y$, where $|X| = m$, $|Y| = n$, and $m \geq n$. Suppose that $G$ does not contain a complete bipartite subgraph with $s$ vertices in $X$ and $t$ vertices in $Y$. Then $|E(G)| \leq s^{1/4}m^{1/4}n + tm$.

### 3. The Coloring Procedure

Let $G$ be a graph with a DP-cover $H = (L,H)$. Most of the proof of Theorem 1.11 is concerned with showing that, under suitable assumptions, $G$ has a proper partial $H$-coloring with certain desirable properties. We start by introducing some notation. For a vertex $v \in V(G)$, the average color-degree $\overline{\deg}_H(v)$ of $v$ in $H$ is defined by the formula

$$\overline{\deg}_H(v) := \frac{1}{|L(v)|} \sum_{c \in L(v)} \deg_H(c).$$

Given a partial $H$-coloring $\varphi$ of $G$ and a vertex $v \in V(G)$, we let

$$L_\varphi(v) := \{c \in L(v) : N_H(c) \cap \text{im}(\varphi) = \emptyset\}.$$ 

As explained in §1.4, if $v \not\in \text{dom}(\varphi)$, then $L_\varphi(v)$ is the set of colors that can be used for $v$ without creating a conflict with the vertices that are already colored by $\varphi$. The main tool in our proof of Theorem 1.11 is the following technical lemma:

**Lemma 3.1.** There are $\bar{d} \in \mathbb{N}$, $\bar{\alpha} > 0$ such that the following holds. Let $\eta, d, \ell > 0$, $s, t \in \mathbb{N}$ satisfy:

1. $d$ is sufficiently large: $d \geq \bar{d}$,
2. $\ell$ is bounded below and above in terms of $d$: $4\eta d < \ell < 100d$,
3. $s$ and $t$ are bounded in terms of $d$: $s \leq d^{1/10}$ and $t \leq \frac{\bar{\alpha} \log d}{\log \log d}$,
4. $\eta$ is not far below $1/\log d$: $\frac{1}{\log^5 d} < \eta < \frac{1}{\log d}$.

Let $G$ be a graph with a DP-cover $H = (L,H)$ such that for some $\beta$ satisfying $d^{-1/(2000)} \leq \beta \leq 1/10$,

5. $H$ is $K_{1,s,t}$-free,
6. $\Delta(H) \leq 2d$,
7. the list sizes are roughly between $\ell/2$ and $\ell$: $(1 - \beta)\ell/2 \leq |L(v)| \leq (1 + \beta)\ell$ for all $v \in V(G)$,
8. average color-degrees are smaller for vertices with smaller lists of colors:

$$\overline{\deg}_H(v) \leq \left(2 - (1 - \beta)\frac{\ell}{|L(v)|}\right) d \text{ for all } v \in V(G).$$
Then there exist a proper partial $\mathcal{H}$-coloring $\phi$ of $G$ and an assignment of subsets $L'(v) \subseteq L_\phi(v)$ to each $v \in V(G) \setminus \text{dom}(\phi)$ with the following properties. Let

$$G' := G[V(G) \setminus \text{dom}(\phi)] \quad \text{and} \quad H' := H\left[\bigcup_{v \in V(G)} L'(v)\right].$$

Define the following quantities:

- $\text{keep} := \left(1 - \frac{\eta}{\ell}\right)^{2d}$,
- $\ell' := \text{keep} \ell$,
- $d' := \text{keep uncolor} d$,
- $\beta' := (1 + 36\eta)\beta$.

Let $\mathcal{H}' := (L', H')$, so $\mathcal{H}'$ is a DP-cover of $G'$. Then for all $v \in V(G')$:

(i) $|L'(v)| \leq (1 + \beta')\ell'$,
(ii) $|L'(v)| \geq (1 - \beta')\ell'/2$,
(iii) $\Delta(H') \leq 2d'$,
(iv) $\overline{\deg}_{\mathcal{H}'}(v) \leq \left(2 - (1 - \beta')\frac{\ell}{|L'(v)|}\right)d'$.

We remark that above and in what follows, we let $\text{keep uncolor}$ indicate the product of the terms $\text{keep}$ and $\text{uncolor}$. Notice that conditions (i)–(iv) in Lemma 3.1 are analogous to the assumptions (6)–(8), but with $\ell$, $d$, and $\beta$ replaced by $\ell'$, $d'$, and $\beta'$. This will allow us to apply Lemma 3.1 iteratively in §7. To prove Lemma 3.1, we employ a variant of Alon and Assadi’s “Wasteful Coloring Procedure” used in [AA20, Appendix A], where it is applied to triangle-free graphs. (The parameters $\text{keep}$ and $d'$ in this procedure are defined as in Lemma 3.1.)

**The Coloring Procedure**

| **Input:** | A graph $G$ with a DP-cover $\mathcal{H} = (L, H)$ and parameters $\eta \in [0, 1]$ and $d, \ell > 0$. |
| **Output:** | A proper partial $\mathcal{H}$-coloring $\phi$ and subsets $L'(v) \subseteq L_\phi(v)$ for all $v \in V(G)$. |

(S1) For every $v \in V(G)$, generate a random subset $A(v) \subseteq L(v)$ by putting each color $c \in L(v)$ into $A(v)$ independently with probability $\eta/\ell$. The colors in $A(v)$ are said to be *activated*, and we let $A := \bigcup_{v \in V(G)} A(v)$ be the set of all activated colors.

(S2) Let $(\text{eq}(c) : c \in V(H))$ be a family of independent random variables with distribution $\text{eq}(c) \sim \text{Bernoulli}\left(\text{keep}/\left(1 - \eta/\ell\right)^{\deg_H(c)}\right)$.

We call these variables the *equalizing coin flips*.

(S3) For each vertex $v \in V(G)$, let

$$K(v) := \{c \in L(v) : N_H(c) \cap A = \emptyset, \text{eq}(c) = 1\}.$$  

Let $K := \bigcup_{v \in V(G)} K(v)$. We call the colors in $K$ *kept* and the ones not in $K$ *removed*.

(S4) For each $v \in V(G)$, if $A(v) \cap K(v) \neq \emptyset$, then we set $\phi(v)$ to any color in $A(v) \cap K(v)$. For all other vertices, $\phi(v)$ is undefined. For convenience, we write $\phi(v) = \text{blank}$ if $\phi(v)$ is undefined, so $\text{dom}(\phi) = \{v : \phi(v) \neq \text{blank}\}$. We call the vertices $v \notin \text{dom}(\phi)$ *uncolored* and define

$$U := \{c \in V(H) : \phi(L^{-1}(c)) = \text{blank}\}.$$  

(Recall that $L^{-1}(c)$ denotes the underlying vertex of $c$ in $G$.)
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(S5) For each vertex \( v \in V(G) \), we let
\[
L'(v) := \{ c \in K(v) : |N_H(c) \cap K \cap U| \leq 2d' \}.
\]
Notice that, under assumption (6) of Lemma 3.1,
\[
0 \leq \frac{\text{keep}}{(1 - \eta/\ell)^{\deg_H(c)}} = \left(1 - \frac{\eta}{\ell}\right)^{2d - \deg_H(c)} \leq 1
\]
for every color \( c \in V(H) \), so the equalizing coin flips in step (S2) are well-defined.

In §§4, 5, and 6, we will show that, with positive probability, the output of the Coloring Procedure satisfies the conclusion of Lemma 3.1. (Notice that, for convenience, the Coloring Procedure defines \( L'(v) \) for every vertex \( v \in V(G) \), although we only use this notation for uncolored vertices in the statement of Lemma 3.1.) With this procedure in mind, we can now explain the meaning of the quantities keep and uncolor. Suppose \( G \) and \( H = (L, H) \) satisfy the conditions of Lemma 3.1. If we run the Coloring Procedure with these \( G \) and \( H \), then keep is precisely the probability that a color \( c \in V(H) \) is kept (i.e., \( c \in K \)), while uncolor is an upper bound on the probability that a vertex \( v \in V(G) \) is uncolored (we shall verify these facts in §§4 and 5). As mentioned in §1.4, we can write
\[
\frac{d'}{\ell} = \text{uncolor} \frac{d}{\ell},
\]
which intuitively means that the ratio between the degrees of the colors and the sizes of the lists “ought to” decrease by a factor of uncolor. Unfortunately, as explained in §1.4, we cannot guarantee that it actually does decrease this much, which forces us to instead keep track of a more complicated relationship between list sizes and average color-degrees. Nevertheless, we will show in §7 that after applying Lemma 3.1 iteratively \( O(\log d \log \log d) \) times, we will be able to complete the coloring using the following proposition:

**Proposition 3.2.** Let \( G \) be a graph with a DP-cover \( H = (L, H) \) such that \( |L(v)| \geq 8d \) for every \( v \in V(G) \), where \( d \) is the maximum degree of \( H \). Then there exists a proper \( H \)-coloring of \( G \).

This proposition is standard and proved using the Lovász Local Lemma. Its first appearance (in the list-coloring setting) is in the paper [Ree99] by Reed; see also [MR02, §4.1] for a textbook treatment. (A proof in the DP-coloring framework can be found in [Ber19, Appendix].) Note that a result of Haxell allows one to replace the constant 8 with 2 in the list coloring setting [Hax01].

4. **Proof of Lemma 3.1**

Suppose parameters \( \eta, d, \ell, s, t, \beta \), and a graph \( G \) with a DP-cover \( H = (L, H) \) satisfy the assumptions of Lemma 3.1. Throughout, we shall assume that \( \tilde{d} \) is sufficiently large, while \( \tilde{\alpha} \) is sufficiently small. Since we may remove all the edges of \( G \) whose corresponding matchings in \( H \) are empty, we may assume that \( \Delta(G) \leq 2(1 + \beta)\ell d \). Let the quantities keep, uncolor, \( d', \ell' \), and \( \beta' \) be defined as in the statement of Lemma 3.1. Suppose we have carried out the Coloring Procedure with these \( G \) and \( H \). As in the statement of Lemma 3.1, we let
\[
G' := G[V(G) \setminus \text{dom}(\varphi)], \quad H' := H \left[ \bigcup_{v \in V(G)^{\ell}} L'(v) \right], \quad \text{and} \quad H' := (L', H').
\]
For each \( v \in V(G) \), we define the following quantities:
\[
\ell(v) := |L(v)| \quad \text{and} \quad \deg(v) := \deg_H(v),
\]
as well as the following random variables:
\[
k(v) := |K(v)|, \quad \ell'(v) := |L'(v)|, \quad \text{and} \quad \overline{d}(v) := \frac{1}{\ell'(v)} \sum_{c \in L'(v)} |N_H(c) \cap V(H')|.
\]
By definition, if \( v \in V(G') \), then \( \overline{d}(v) = \deg_H(v) \). Our goal is to verify that statements (i)–(iv) in Lemma 3.1 hold for every \( v \in V(G') \) with positive probability. To assist with this task we follow an idea of Pettie and Su [PS15] and define the following auxiliary quantities:

\[
\begin{align*}
\lambda(v) &:= \frac{\ell(v)}{\ell}, & \lambda'(v) &:= \frac{\ell'(v)}{\ell'}, \\
\delta(v) &:= \lambda(v) \deg(v) + (1 - \lambda(v)) 2d, & \delta'(v) &:= \lambda'(v) \overline{d}(v) + (1 - \lambda'(v)) 2d'.
\end{align*}
\]

Note that, by (7), we have \( (1 - \beta)/2 \leq \lambda(v) \leq 1 + \beta \). When \( \lambda(v) \leq 1 \), we can think of \( \delta(v) \) as what the average color-degree of \( v \) would become if we add \( \ell - \ell(v) \) colors of degree \( 2d \) to \( L(v) \).

We remark that in both [PS15] and [AA20], the value \( \lambda(v) \) is artificially capped at 1. However, it turns out that there is no harm in allowing \( \lambda(v) \) to exceed 1, which moreover makes the analysis somewhat simpler. The upper bound on \( \deg(v) \) given by (8) implies that

\[
\delta(v) \leq (1 + \beta)d.
\]

It turns out that an upper bound on \( \delta'(v) \) suffices to derive statements (ii)–(iv) in Lemma 3.1:

**Lemma 4.1.** If \( \delta'(v) \leq (1 + \beta')d' \), then conditions (ii)–(iv) of Lemma 3.1 are satisfied.

**Proof.** From Step (S5) of the Coloring Procedure, we have \( \Delta(H') \leq 2d' \) and so condition (iii) always holds. Now take any \( v \in V(G') \). By the definition of \( \delta'(v) \), we have

\[
\delta'(v) \geq (1 - \lambda'(v)) 2d' \implies \lambda'(v) \geq 1 - \frac{\delta'(v)}{2d'} \geq 1 - \frac{1 - \beta'}{2}.
\]

From here, we can bound \( \ell'(v) \) as follows:

\[
\ell'(v) = \lambda'(v) \ell' \geq (1 - \beta') \frac{\ell'}{2}.
\]

Thus, condition (ii) holds. From the inequality

\[
\lambda'(v) \overline{d}(v) + (1 - \lambda'(v)) 2d' = \delta'(v) \leq (1 + \beta')d',
\]

it follows that

\[
\overline{d}(v) \leq \frac{1}{\lambda'(v)} (2\lambda'(v) - (1 - \beta'))d' = \left( 2 - (1 - \beta') \frac{\ell'}{\ell'(v)} \right) d',
\]

and hence condition (iv) holds as well.

Therefore, to prove Lemma 3.1, it suffices to show that, with positive probability, the outcome of the Coloring Procedure satisfies \( \delta'(v) \leq (1 + \beta')d' \) and \( \ell'(v) \leq (1 + \beta')\ell' \) for all \( v \in V(G) \). We shall now prove some intermediate results. Before we do so, consider the following inequality, which will be useful for proving certain bounds and follows for small enough \( \alpha \):

\[
\eta \beta \geq d^{-1/(2000)} / \log^5 d \geq d^{-1/(1000)}.
\]

In the next lemma, we show that \( k(v) \) is concentrated around its expected value, which in particular implies that condition (i) in Lemma 3.1 is satisfied with high probability.

**Lemma 4.2.** \( \mathbb{P}[|k(v) - \text{keep } \ell(v)| \geq \eta \beta \text{ keep } \ell(v)] \leq \exp \left( -d^{1/10} \right) \).

**Proof.** Recall that \( K(v) \) is the set of colors \( c \in L(v) \) that have no activated neighbors and satisfy eq(c) = 1. By the definition of the equalizing coin flip eq(c), the probability of this happening for a given color \( c \) is precisely keep. Therefore, \( \mathbb{E} [k(v)] = \text{keep } \ell(v) \). Recall that edges in \( G \) correspond to matchings in \( H \) and so, no two colors in \( L(v) \) share a neighbor. Furthermore, all activations and equalizing coin flips happen independently and therefore we may apply the Chernoff Bound (Theorem 2.2) to get for \( d \) large enough:

\[
\mathbb{P}[|k(v) - \text{keep } \ell(v)| \geq \eta \beta \text{ keep } \ell(v)] \leq 2 \exp \left( -\frac{\eta^2 \beta^2 \text{ keep } \ell(v)}{3} \right)
\]
where the second inequality follows since \( \text{keep} \geq 1 - \frac{2d\eta}{t} \geq \frac{1}{2} \) (here we are using the inequality \((1-x)^y \geq 1 - yx \) for \( y \geq 1 \), and \( 2 \)), by inequality (4.2), and because
\[
|\ell(v) - (1 - \beta)\ell/2| \geq 2(1 - \beta)\eta d \geq 2(1 - \beta)\frac{d}{\log^5 d} \geq d^{1 - 1/(50t)}
\]
by (7), (2), (4), and (3) (assuming \( \bar{\alpha} \) is small enough).

Since \( \ell'(v) \leq k(v) \), we have the following with probability at least \( 1 - \exp\left(-d^{1/10}\right) \):
\[
\begin{align*}
\ell'(v) &\leq (1 + \eta\beta) \text{ keep } \ell(v) \\
&\leq (1 + \eta\beta)(1 + \beta) \text{ keep } \ell \\
&\leq (1 + \beta')\ell'.
\end{align*}
\]
This implies that condition (i) is met.

In order to analyze the average color-degrees in the DP-cover \( \mathcal{H}' \), we define:
\[
\begin{align*}
E_K(v) &:= \{cc' \in E(H) : c \in L(v), c' \in N_H(c), \text{ and } c, c' \in K\}, \\
E_U(v) &:= \{cc' \in E(H) : c \in L(v), c' \in N_H(c), \text{ and } c' \in U\}, \\
d_{K \cap U}(v) &:= \frac{|E_K(v) \cap E_U(v)|}{k(v)}.
\end{align*}
\]
Note that \( d_{K \cap U}(v) \) is what the average color-degree of \( v \) would be if instead of removing colors with too many neighbors on Step (S5) of the Coloring Procedure, we had just set \( L'(v) = K(v) \). The only place in our proof that relies on \( H \) being \( K_{1,s,t} \)-free is the following lemma, which gives a bound on the expected value of \( |E_K(v) \cap E_U(v)| \).

**Lemma 4.3.** \( \mathbb{E}[|E_K(v) \cap E_U(v)|] \leq \text{keep}^2 \text{ uncolor } \ell(v) \overline{\text{deg}}(v)(1 + 6\eta\beta). \)

**Proof.** See §5.

Let \( d_{\text{max}} := \max\{d^{7/8}, \Delta(H)\} \). In the following lemma, we show that with high probability the quantity \( |E_K(v) \cap E_U(v)| \) is not too large.

**Lemma 4.4.** \( \mathbb{P}[|E_K(v) \cap E_U(v)| \geq \text{keep}^2 \text{ uncolor } \ell(v) \overline{\text{deg}}(v) + 8\eta\beta d_{\text{max}}] \leq d^{-100}. \)

**Proof.** See §6.

Using Lemmas 4.3 and 4.4, we can now prove the following:

**Lemma 4.5.** \( \mathbb{P}[d_{K \cap U}(v) > \text{keep uncolor } \overline{\text{deg}}(v) + 15\eta\beta \text{ keep uncolor } d_{\text{max}}] \leq d^{-75}. \)

**Proof.** With probability at least \( 1 - \exp\left(-d^{1/10}\right) - d^{-100} \geq 1 - d^{-75}, \)
the events described in Lemmas 4.2 and 4.4 do not happen. Thus, with probability at least \( 1 - d^{-75}, \)
\[
d_{K \cap U}(v) = \frac{|E_K(v) \cap E_U(v)|}{k(v)} \leq \frac{\text{keep}^2 \text{ uncolor } \ell(v) \overline{\text{deg}}(v) + 8\eta\beta \text{ keep uncolor } \ell(v)d_{\text{max}}}{(1 - \eta\beta)\text{keep } \ell(v)} \leq \frac{\text{keep uncolor } \overline{\text{deg}}(v) + 8\eta\beta \text{ keep uncolor } d_{\text{max}}}{(1 - \eta\beta)}.
\]
\[ \delta(v) - \delta'(v) = \frac{1}{\ell} \left( k(v) d_{K \cup U}(v) - \ell'(v) \delta'(v) - 2d'(k(v) - \ell'(v)) \right) \]
\[ \geq \frac{1}{\ell} \left( |E_K(v) \cap E_U(v)| - \sum_{c \in L'(v)} |N_H(c) \cap V(H')| - 2d'(k(v) - \ell'(v)) \right) \]

Since every color \( c \) that is in \( K(v) \) but not in \( L'(v) \) was removed because \( |N_H(c) \cap K \cap U| > 2d' \),
\[ |E_K(v) \cap E_U(v)| - \sum_{c \in L'(v)} |N_H(c) \cap K \cap U| \geq 2d'(k(v) - \ell'(v)). \]

It follows that \( \delta'(v) \leq \hat{\delta}(v) \). Now we proceed to bound \( \hat{\delta}(v) \):

**Claim 4.6.a.** \( \mathbb{P}[\hat{\delta}(v) \leq \lambda(v) d_{K \cup U}(v) + (1 - \lambda(v))2d' + \eta \beta d'] \geq 1 - d^{-60}. \)

\( \triangleright \) Let us assume that the events described in Lemmas 4.2 and 4.5 do not occur, which happens with probability at least
\[ 1 - \exp \left( -d^{1/10} \right) - d^{-75} = 1 - d^{-60}. \]

From Lemma 4.2, we get
\[ \lambda(v) = \frac{k(v)}{\ell'} \geq \frac{(1 - \eta \beta) \text{keep } \ell'(v)}{\text{keep } \ell} \geq (1 - \eta \beta) \lambda(v). \]

By definition of \( \lambda(v) \) and since \( \deg(v) \leq \Delta(H) \leq 2d \), we have
\[ \delta(v) = \lambda(v) \left( \deg(v) - 2d \right) + 2d \]
\[ \geq (1 + \beta) \left( \deg(v) - 2d \right) + 2d \]
\[ = (1 + \beta) \deg(v) - 2\beta d. \]

It follows from (4.1) that
\[ \deg(v) \leq \frac{\delta(v)}{1 + \beta} + \frac{2\beta d}{1 + \beta} \leq (1 + 2\beta)d. \]

From the above inequality along with Lemma 4.5, we obtain
\[ d_{K \cup U}(v) \leq \text{keep uncolor } \deg(v) + 15\eta \beta \text{ keep uncolor } d_{\text{max}} \]
\[ \leq (1 + 2\beta) \text{ keep uncolor } d + 30\eta \beta \text{ keep uncolor } d \]
\[ \leq (1 + 2\beta(1 + 15\eta))d' \]
\[ \leq 2d'. \]
The last inequality follows since $\beta \leq 1/10$. Finally, we have:
\[
\hat{\delta}(v) = \lambda(v) d_{K\cap U}(v) + (1 - \hat{\lambda}(v)) 2d' \\
\leq (1 - \eta\beta)\lambda(v) d_{K\cap U}(v) + (1 - (1 - \eta\beta)\lambda(v)) 2d' \\
= \lambda(v) d_{K\cap U}(v) + (1 - \lambda(v)) 2d' + \eta\beta\lambda(v)(2d' - d_{K\cap U}(v)) \\
\leq \lambda(v) d_{K\cap U}(v) + (1 - \lambda(v)) 2d' + 2(1 + \beta)\eta\beta d' \\
\leq \lambda(v) d_{K\cap U}(v) + (1 - \lambda(v)) 2d' + 3\eta\beta d',
\]
as desired.

From Lemmas 4.2 and 4.5 and Claim 4.6.a, we conclude that with probability at least
\[
1 - \exp \left( -d^{1/10} \right) - d^{-75} - d^{-60} \geq 1 - d^{-50},
\]
the following holds:
\[
\delta'(v) \leq \hat{\delta}(v) \\
\leq \lambda(v) d_{K\cap U}(v) + (1 - \lambda(v)) 2d' + 3\eta\beta d' \\
\leq \lambda(v) \left( \text{keep uncolor } \overline{\deg}(v) + 15\eta\beta \text{ keep uncolor } d_{\text{max}} \right) + (1 - \lambda(v)) 2d' + 3\eta\beta d' \\
\leq \lambda(v) \left( \text{keep uncolor } \overline{\deg}(v) + 30\eta\beta d' \right) + (1 - \lambda(v)) 2d' + 3\eta\beta d' \\
= \lambda(v) \text{keep uncolor } \overline{\deg}(v) + 30\eta\beta \lambda(v) d' + (1 - \lambda(v)) 2 \text{ keep uncolor } d + 3\eta\beta d' \\
\leq \text{keep uncolor } \left( \lambda(v) \overline{\deg}(v) + (1 - \lambda(v)) 2d \right) + 36\eta\beta d' \\
= \text{keep uncolor } \delta(v) + 36\eta\beta d' \\
\leq (1 + \beta')d'.
\]
This completes the proof of Lemma 4.6. 

We are now ready to finish the proof of Lemma 3.1 (modulo Lemmas 4.3 and 4.4).

Proof of Lemma 3.1. We perform the Coloring Procedure and define the following random events for each $v \in V(G)$:

1. $A_v := \{\ell'(v) \leq (1 + \beta')\}$,
2. $B_v := \{\delta'(v) \geq (1 + \beta')d'\}$.

We will use the Lovász Local Lemma (Theorem 2.1). By Lemmas 4.2 and 4.6, we have:
\[
\mathbb{P}[A_v] \leq \exp \left( -d^{1/10} \right) \leq d^{-50}, \quad \mathbb{P}[B_v] \leq d^{-50}.
\]
Let $p := d^{-50}$. Note that the events $A_v, B_v$ are mutually independent from the events of the form $A_u, B_u$, where $u \in V(G)$ is at distance more than 4 from $v$. Since $\Delta(G) \leq 2(1 + \beta)\ell d$, there are at most $2(2(1 + \beta)\ell d)^4 \leq d^{10}$ events corresponding to the vertices at distance at most 4 from $v$. So we let $d_{\text{LLL}} := d^{10}$ and observe that $4p d_{\text{LLL}} = 4d^{-40} < 1$. By the Lovász Local Lemma, with positive probability none of the events $A_v, B_v$ occur. By Lemma 4.1, this implies that, with positive probability, the output of the Coloring Procedure satisfies the conclusion of Lemma 3.1. 

5. Proof of Lemma 4.3

In this section, we prove Lemma 4.3, which we restate below for convenience (see §4 for the definitions of $E_K(u)$ and $E_K(v)$):

Lemma 4.3. $\mathbb{E}[|E_K(v) \cap E_U(v)|] \leq \text{keep uncolor } \ell(v) \overline{\deg}(v)(1 + 6\eta\beta)$. 
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The following lemma provides an upper bound on $\mathbb{E}[|E_K(v)|]$ and is the only part of the proof that requires $K_{1,s,t}$-freeness. Recall that
\[ E_K(v) = \{cc' \in E(H) : c \in L(v), c' \in N_H(c), \text{ and } c, c' \in K \} \]

**Lemma 5.1.** $\mathbb{E}[|E_K(v)|] \leq \text{keep}^2 \ell(v) \overline{\deg}(v)(1 + \eta \beta)$.

**Proof.** Observe the following:
\[
|E_K(v)| = \sum_{c \in L(v)} \sum_{c' \in N_H(c)} 1_{\{c, c' \in K\}}.
\]

Since all activations and equalizing coin flips occur independently, we have:
\[
\mathbb{E}[|E_K(v)|] = \sum_{c \in L(v)} \sum_{c' \in N_H(c)} \mathbb{P}[c, c' \in K]
\[
= \sum_{c \in L(v)} \sum_{c' \in N_H(c)} \mathbb{P}[\text{eq}(c) = 1] \mathbb{P}[\text{eq}(c') = 1] \left(1 - \frac{\eta}{\ell}\right)^{|N_H(c) \cup N_H(c')|}
\[
= \text{keep}^2 \sum_{c \in L(v)} \sum_{c' \in N_H(c)} \left(1 - \frac{\eta}{\ell}\right)^{|N_H(c) \cap N_H(c')|}.
\]

We consider two separate cases depending on the degree of $c \in L(v)$ in $H$.

**Case 1:** $\deg_H(c) < d^{1-\vartheta}$, where $\vartheta := 1/(5 \ell)$. In this case, we have the following:
\[
\sum_{c' \in N_H(c)} \left(1 - \frac{\eta}{\ell}\right)^{-|N_H(c) \cap N_H(c')|} \leq \sum_{c' \in N_H(c)} \left(1 - \frac{\eta}{\ell}\right)^{-d^{1-\vartheta}}
\[
\leq \deg_H(c) \left(1 - \frac{\eta}{\ell} \right)^{d^{1-\vartheta}}^{-1}
\[
\leq \deg_H(c) \left(1 - d^{-\vartheta}/4\right)^{-1}
\[
\leq \deg_H(c) \left(1 + d^{-\vartheta}\right).
\]

**Case 2:** $\deg_H(c) \geq d^{1-\vartheta}$. Here we will invoke the $K_{1,s,t}$-freeness of $H$. We say:
\[c' \in N_H(c)\] is **bad** if $c'$ has at least $\deg_H(c)^{1-\vartheta}$ neighbors in $N_H(c)$, **good** otherwise.

Let Bad and Good be the sets of bad and good colors in $N_H(c)$ respectively. The following claim shows that $|\text{Bad}|$ is relatively small.

**Claim 5.1.** $|\text{Bad}| \leq \deg_H(c)^{1-\vartheta}$.

\[\Downarrow\] Since every bad color has at least $\deg_H(c)^{1-\vartheta}$ neighbors in $N_H(c)$, we have
\[|\text{Bad}| \leq \frac{2|E(H[N_H(c)])|}{\deg_H(c)^{1-\vartheta}} \leq \frac{2\deg_H(c)^2}{\deg_H(c)^{1-\vartheta}} = 2\deg_H(c)^{1+\vartheta}.
\]

Since $H$ is $K_{1,s,t}$-free, $H[N_H(c)]$ must be $K_{s,t}$-free. Let $B$ be the bipartite graph with $V(B) = X \sqcup Y$ where $X$ is a copy of Bad, and $Y$ is a copy of $N_H(c)$; place an edge between $x \in X$ and $y \in Y$ if and only if $x$ and $y$ correspond to the endpoints of an edge in $N_H(c)$. Note that if a color $c' \in N_H(c)$ is bad, then $B$ contains two copies of $c'$: one in $X$ and the other in $Y$. However, these two copies cannot be adjacent to each other in $B$. Thus, for any $c' \in N_H(c)$, if a subgraph of $B$ is isomorphic to $K_{s,t}$, then this subgraph can contain at most one copy of $c'$. Since $H[N_H(c)]$ is $K_{s,t}$-free, we
conclude that $B$ is $K_{s,t}$-free as well. If we set $\beta = 1/t = 5\theta$, $m = |\text{Bad}|$, $n = \deg_H(c)$, then, by the Kővári–Sós–Turán theorem (Theorem 2.5),
\[
|E(B)| \leq s^\beta |\text{Bad}|^{1-\beta} \deg_H(c) + t|\text{Bad}| \leq 4s^\beta \deg_H(c)^{2+\theta-\beta\theta}.
\]
Furthermore, by the definition of $\text{Bad}$, we have
\[
|E(B)| \geq |\text{Bad}| \deg_H(c)^{1-\theta}.
\]
Putting together the previous inequalities, we get
\[
|\text{Bad}| \leq 4s^\beta \deg_H(c)^{1+2\theta-\beta}.
\]
Finally, note that for $d$ large enough, we have
\[
s \leq d^{1/10} \leq d^{(1-\theta)/5} \leq \deg_H(c)^{1/5},
\]
which implies
\[
|\text{Bad}| \leq 4 \deg_H(c)^{1-2\theta} \leq \deg_H(c)^{1-\theta},
\]
as desired.

With Claim 5.1.a in hand, we can complete our analysis for Case 2. We write
\[
\sum_{c' \in N_H(c)} \left(1 - \frac{\eta}{\ell}\right)^{-|N_H(c) \cap N_H(c')|} = \sum_{c' \in \text{Bad}} \left(1 - \frac{\eta}{\ell}\right)^{-|N_H(c) \cap N_H(c')|} + \sum_{c' \in \text{Good}} \left(1 - \frac{\eta}{\ell}\right)^{-|N_H(c) \cap N_H(c')|}
\]
\[
\leq \sum_{c' \in \text{Bad}} \left(1 - \frac{\eta}{\ell}\right)^{-\deg_H(c)} + \sum_{c' \in \text{Good}} \left(1 - \frac{\eta}{\ell}\right)^{-\deg_H(c)^{1-\theta}}
\]
\[
\leq |\text{Bad}| \left(1 - \frac{\eta}{\ell}\right)^{-2d} + (\deg_H(c) - |\text{Bad}|) \left(1 - \frac{\eta}{\ell}\right)^{-\deg_H(c)^{1-\theta}}.
\]
The last expression increases with $|\text{Bad}|$ and so we may apply the upper bound on $|\text{Bad}|$ from Claim 5.1.a. Furthermore, $(1 - \frac{\eta}{\ell})^{-2d} = 1/\text{keep} \leq 2$ by (2), so we now have
\[
\sum_{c' \in N_H(c)} \left(1 - \frac{\eta}{\ell}\right)^{-|N_H(c) \cap N_H(c')|} \leq 2 \deg_H(c)^{1-\theta} + (\deg_H(c) - \deg_H(c)^{1-\theta}) \left(1 - \frac{\eta}{\ell} \deg_H(c)^{1-\theta}\right)^{-1}
\]
\[
\leq \deg_H(c) \left(2 \deg_H(c)^{-\theta} + \frac{1 - \deg_H(c)^{-\theta}}{1 - \frac{\eta}{\ell} 2d \deg_H(c)^{-\theta}}\right)
\]
\[
\leq \deg_H(c)(d^{-\theta/2} + 1).
\]
Putting both cases together and since $\eta\beta > d^{-\theta/2}$ by (4.2), we conclude that:
\[
\mathbb{E}[|E_K(v)|] \leq \text{keep}^2 \left(\sum_{\text{Case } 1} \deg_H(c)(1 + d^{-\theta}) + \sum_{\text{Case } 2} \deg_H(c)(1 + d^{-\theta/2})\right)
\]
\[
\leq \text{keep}^2 \sum_{c \in L(v)} \deg_H(c)(1 + \eta\beta)
\]
\[
= \text{keep}^2 \ell(v) \overline{\deg}(v)(1 + \eta\beta).
\]

Next, we bound $\mathbb{E}[|E_K(v) \cap E_U(v)|]$ in terms of $\mathbb{E}[|E_K(v)|]$. Recall that
\[
E_U(v) = \{cc' \in E(H) : c \in L(v), \ c' \in N_H(c), \text{ and } c' \in U\}.
\]

**Lemma 5.2.** $\mathbb{E}[|E_K(v) \cap E_U(v)|] \leq \text{uncolor}(1 + 4\eta\beta)\mathbb{E}[|E_K(v)|]$. 
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Claim 5.2.a. We bound the first term with the following claim.

The monotonicity of \( \preceq \) as claimed.

Hence, by Harris’s Inequality, it follows that

\[ P[c' \in U \mid c, c' \in K] \leq \text{uncolor}(1 + 4\eta \beta). \]

To this end, take any \( c \in L(v) \) and \( c' \in N_H(c) \) and let

\[ u = L^{-1}(c'), \quad \psi(u) = (1 - \eta \beta) \text{keep } \ell(u). \]

Then we can write

\[ P[c' \in U \mid c, c' \in K] = P[\varphi(u) = \text{blank}, k(u) \leq \psi(u) \mid c, c' \in K] + P[\varphi(u) = \text{blank}, k(u) > \psi(u) \mid c, c' \in K] \leq P[k(u) \leq \psi(u) \mid c, c' \in K] + P[\varphi(u) = \text{blank}, k(u) > \psi(u) \mid c, c' \in K]. \]

(5.1)

We bound the first term with the following claim.

Claim 5.2.a. \( P[k(u) \leq \psi(u) \mid c, c' \in K] \leq \exp\left(-d^{1/10}\right). \)

Proof. Note the following:

\[
\mathbb{E}[|E_K(v) \cap E_U(v)|] = \sum_{c \in L(v)} \sum_{c' \in N_H(c)} P[c, c' \in K, c' \in U] = \sum_{c \in L(v)} \sum_{c' \in N_H(c)} P[c, c' \in K] P[c' \in U \mid c, c' \in K].
\]

It remains to show that for all \( c \in L(v) \) and \( c' \in N_H(c) \),

\[ P[c' \in U \mid c, c' \in K] \leq \text{uncolor}(1 + 4\eta \beta). \]

We use Harris’s Inequality (Theorem 2.4). For each \( \subseteq \), let us now move our attention to the second term in (5.1). We have:

\[ V = H \cdot \left( \psi \cdot 1_{U} \right) - H \cdot \left( \psi \cdot 1_{K} \right) \]

\[ = H \cdot \left( \psi \cdot 1_{U} \right) - H \cdot \left( \psi \cdot 1_{K} \right) \leq \exp\left(-d^{1/10}\right), \]

as claimed.

Let us now move our attention to the second term in (5.1). We have:

\[
P[\varphi(u) = \text{blank}, k(u) > \psi(u) \mid c, c' \in K] = P[\varphi(u) = \text{blank} \mid k(u) > \psi(u) \text{ and } c, c' \in K] P[k(u) > \psi(u) \mid c, c' \in K] \leq P[\varphi(u) = \text{blank} \mid k(u) > \psi(u) \text{ and } c, c' \in K].
\]

\[ = \]
Since we are conditioning on $c \in K$, we know that $c' \notin A$. We are also conditioning on $k(u) > \psi(u)$ and so $\varphi(u) = \text{blank}$ if and only if $k(u) - 1 \geq \psi(u) - 1$ colors in $L(u)$ are not activated. (Here the “$-1$” comes from the fact that we know $c' \notin A$; note that $c'$ is the only neighbor of $c$ in $L(u)$, so we do not know anything about the activation status of the other colors in $L(u)$.) Therefore, we have,

$$\mathbb{P}[\varphi(u) = \text{blank} \mid k(u) > \psi(u) \text{ and } c, c' \in K] \leq \left(1 - \frac{\eta}{\ell}\right)^{\psi(u)} \left(1 + \frac{\eta}{\ell}\right)^{(1 + 1/(4d))},$$

where the last inequality follows from (2). Observe the following:

$$\psi(u) \geq (1 - \eta \beta)(1 - \beta)\text{keep} \ell/2 \geq (1 - (1 + \eta)\beta)\text{keep} \ell/2.$$

With this bound, it follows that

$$\left(1 - \frac{\eta}{\ell}\right)^{\psi(u)} (1 + 1/(4d)) \leq \left(1 - \frac{\eta}{\ell}\right)^{(1 - (1 + \eta)\beta)\text{keep} \ell/2} (1 + 1/(4d))$$

$$= \text{uncolor}\left(1 - \frac{\eta}{\ell}\right)^{-(1 + \eta)\beta\text{keep} \ell/2} (1 + 1/(4d))$$

$$\leq \text{uncolor}(1 + \eta(1 + \eta)\beta)(1 + 1/(4d)).$$

Combining this with (5.1) and Claim 5.2.a, we obtain the desired bound for large enough $d$:

$$\mathbb{P}[\varphi(u) = \text{blank} \mid c, c' \in K] \leq \exp\left(-d^{110}\right) + \text{uncolor}(1 + \eta(1 + \eta)\beta)(1 + 1/(4d))$$

$$\leq \text{uncolor}(1 + 4\eta\beta).$$

Lemmas 5.1 and 5.2 together imply that

$$\mathbb{E}[|E_K(v) \cap E_U(v)|] \leq \text{keep}^2 \text{uncolor} \ell(v) \text{deg}(v)(1 + 4\eta\beta)(1 + \eta\beta)$$

$$\leq \text{keep}^2 \text{uncolor} \ell(v) \text{deg}(v)(1 + 8\eta\beta),$$

which completes the proof of Lemma 4.3.

6. PROOF OF LEMMA 4.4

In this section, we prove Lemma 4.4, which we restate below for convenience (see §4 for the definitions of $E_K(u)$ and $E_K(v)$):

**Lemma (4.4).** $\mathbb{P}[|E_K(v) \cap E_U(v)| \geq \text{keep}^2 \text{uncolor} \ell(v)(\text{deg}(v) + 8\eta\beta d_{\text{max}})] \leq d^{-100}.$

Instead of working with the quantity $|E_K(v) \cap E_U(v)|$ directly, we focus separately on the two values $|E_U(v)|$ and $|E_U(v) \setminus E_K(v)|$, both of which turn out to be easier to bound. We will show that, with sufficiently high probability, the former is not too much larger than its expected value and the latter is not too much smaller than its expected value. The identity $|E_K(v) \cap E_U(v)| = |E_U(v)| - |E_U(v) \setminus E_K(v)|$ will then allow us to achieve the desired upper bound on $|E_K(v) \cap E_U(v)|$.

To derive the desired concentration of measure results, we shall use Exceptional Talagrand’s inequality (Theorem 2.3). In both instances, we will use the same set of independent trials. Namely, our trials will be the equalizing coin flips together with a trial for each vertex $u \in V(G)$ that contains the information about which colors in $L(u)$ are activated. More precisely, for a color $c \in V(H)$, let $\text{act}(c)$ be the indicator random variable of the event $\{c \text{ is activated}\}$. For a vertex $u \in V(G)$, we write $L(u)$ as $L(u) = \{c_1, \ldots, c_{\ell(u)}\}$ and define

$$\text{act}(u) := (\text{act}(c_1), \ldots, \text{act}(c_{\ell(u)})) \in \{0, 1\}^{\ell(u)}.$$

Then $\mathcal{T} := \{\text{act}(u), \text{eq}(c) : u \in V(G), c \in V(H)\}$ is a family of independent random trials that completely determine the output of the Coloring Procedure. Let $\Omega$ be the set of all possible outcomes of these trials. Set $C := 20$ and let $\Omega^* \subseteq \Omega$ be the set of all outcomes under which at least one of the following statements holds:
Claim 6.2.a. We call $P$ thus where the last inequality holds for $\beta$.

Here and in what follows, $N_G^2[v]$ is the set of all vertices at distance at most 2 from $v$.

Lemma 6.1. $P[\Omega^*] \leq 2d^{-125}$.

Proof. For any color $c$, the number of colors in $N_H(c) \cap A$ is a binomial random variable with at most $2d$ trials, each with probability $\eta/\ell$. By the union bound,

$$ P[|N_H(c) \cap A| \geq C \log d] \leq \left( \frac{2d}{C \log d} \right)^{C \log d} \leq \left( \frac{2e}{C \log d} \right)^{C \log d} \leq d^{-150}, $$

where the last inequality holds for $d$ large enough. By the union bound and the fact that $\deg_G(v) \leq 2(1 + \beta)\ell d \leq 220d^2$, we get

$$ P[(\text{Ex1}) \text{ holds}] \leq |L(N_G^2[v])|d^{-150} \leq d^{-125}, $$

for $d$ large enough. Similarly, for any $u \in N_G^2[v]$, the number of colors in $A(u)$ is a binomial random variable with $\ell(u)$ trials, each having probability $\eta/\ell$. By the union bound,

$$ P[|A(u)| \geq C \log d] \leq \left( \frac{\ell(u)}{C \log d} \right)^{C \log d} \leq \left( \frac{e \ell(u)}{C \log d} \right)^{C \log d} \leq d^{-150}, $$

where the last inequality holds for $d$ large enough. Since $\ell(u) \leq (1 + \beta)\ell \leq 110d$, we get

$$ P[(\text{Ex2}) \text{ holds}] \leq |N_G^2[v]|d^{-150} \leq d^{-125}. $$

Thus $P[\Omega^*] \leq 2d^{-125}$, as claimed.

For each removed color $c \notin K$, we define a trial $\text{cert}(c) \in T$ as follows:

- If $\text{eq}(c) = 0$, we let $\text{cert}(c) := \text{eq}(c)$.
- Otherwise, there must exist a vertex $w \in V(G)$ such that $N_H(c) \cap A(w) \neq \emptyset$. In this case we let $\text{cert}(c) := \text{act}(w)$ for any such vertex $w$.

We call $\text{cert}(c)$ the removal certificate of $c$. Crucially, if $c \notin K$, this fact is certified by the outcome of the trial $\text{cert}(c)$, in the sense that, given the current outcome of $\text{cert}(c)$, $c$ would not be in $K$ regardless of the outcomes of the other trials. For an uncolored vertex $u \in V(G)$, every activated color in $L(u)$ is removed, so we can define the set of trials

$$ \text{cert}(u) := \{\text{act}(u)\} \cup \{\text{cert}(c) : c \in A(u)\}. $$

We call $\text{cert}(u)$ the uncoloring certificate of $u$, because if $u$ is uncolored, this fact is certified by the outcomes of the trials in $\text{cert}(u)$. Notice that, by definition, $|\text{cert}(u)| \leq 1 + |A(u)|$.

For the following lemmas, recall that $d_{\max} := \max\{d_{7/8}, \Delta(H)\}$.

Lemma 6.2. $P \left[ |E_U(v)| > \mathbb{E}[|E_U(v)|] + \eta \beta \text{ keep}^2 \text{ uncolor } \ell(v) d_{\max} \right] \leq d^{-105}$.

Proof. Instead of bounding $|E_U(v)|$ directly, we partition $E_U(v)$ by defining, for each $c \in L(v)$,

$$ E_U(v, c) := \{cc' \in E(H) : c' \in U\}. $$

We now use Exceptional Talagrand’s inequality to prove the concentration of $|E_U(v, c)|$.

Claim 6.2.a. $P \left[ |E_U(v, c)| - \mathbb{E}[|E_U(v, c)|] > \eta \beta \text{ keep}^2 \text{ uncolor } d_{\max} \right] \leq d^{-110}$ for every $c \in L(v)$.
We claim that the random variable $|E_U(v, c)|$ satisfies conditions (ET1) and (ET2) of Theorem 2.3 with $s = (1 + C \log d) \deg_H(c), \gamma = 1 + (C \log d)^2$, and the exceptional set $\Omega^*$.

To verify (ET1), take any $\omega \in \Omega \setminus \Omega^*$ and consider the output of the Coloring Procedure under $\omega$. Let $U^* \subseteq N_G(v)$ be the set of all neighbors of $v$ whose list of colors contains an endpoint of an edge in $E_U(v, c)$. That is, $U^*$ is defined as follows:

$$U^* := \{ u \in N_G(v) : \varphi(u) = \text{blank} \text{ and } N_H(c) \cap L(u) \neq \emptyset \}.$$ 

Since every vertex $u \in U^*$ is uncolored, we can form a set $I$ of trials as follows:

$$I := \bigcup_{u \in U^*} \text{cert}(u).$$

(Recall that for an uncolored vertex $u$, $\text{cert}(u)$ is the uncoloring certificate of $u$.) Since $|U^*| \leq \deg_H(c)$ and $|A(u)| < C \log d$ for all $u \in U^*$ (because $\omega \notin \Omega^*$), we have

$$|I| \leq (1 + C \log d) \deg_H(c) = s.$$ 

Now take any $q > 0$ and suppose that a set of outcomes $\omega' \in \Omega \setminus \Omega^*$ satisfies

$$|E_U(v, c)(\omega')| \leq |E_U(v, c)(\omega)| - q.$$ 

For each vertex $u \in U^*$ that is an endpoint of an edge in $E_U(v, c)(\omega) \setminus E_U(v, c)(\omega')$, the outcomes of at least one trial in $\text{cert}(u)$ must be different in $\omega$ and in $\omega'$. A trial of the form $\text{eq}(c')$ can belong to at most one set $\text{cert}(u)$ (namely the one corresponding to $u = L^{-1}(c')$). Furthermore, if some $u \in U^*$ and $w \in V(G)$ satisfy $\text{act}(w) \in \text{cert}(u)$, then $w \in N_G[u]$ and either $w = u$ or

$$N_H(A(w)) \cap A(u) \neq \emptyset.$$ 

(6.1)

Since $\omega \notin \Omega^*$, each vertex $w \in N^2_G[v]$ has at most $(C \log d)^2$ neighbors $u$ such that (6.1) holds. It follows that every trial in $T$ can belong to at most $1 + (C \log d)^2 = \gamma$ sets $\text{cert}(u)$ corresponding to $u \in U^*$. Therefore, $\omega'$ and $\omega$ must differ on at least $q/\gamma$ trials in $I$, as desired.

It remains to show that $P[\Omega^*] \leq M^{-2}$, where $M = \max\{\sup E_U(v, c), 1\}$. Note that

$$\max\{\sup E_U(v, c), 1\} \leq \deg_H(c) \leq 2d,$$

so it follows from Lemma 6.1 that $P[\Omega^*] \leq 1/M^2$, for $d$ large enough.

We can now use Exceptional Talagrand’s inequality. Let $\xi := \eta \beta \text{keep}^2 \text{uncolor} \ d_{\text{max}}$. Note that $\xi > 50\gamma \sqrt{s}$ (if $d$ is large enough). We can therefore write

$$P \left[ \left| \left| E_U(v, c) \right| - \mathbb{E} \left[ \left| E_U(v, c) \right| \right] \right| > \eta \beta \text{keep}^2 \text{uncolor} \ d_{\text{max}} \right]$$

$$\leq 4 \exp \left( -\frac{\eta^2 \beta^2 \text{keep}^4 \text{uncolor}^2 \ d_{\text{max}}^2}{16(1 + (C \log d)^2)^2(1 + C \log d) \deg_H(c)} \right) + 4P[\Omega^*]$$

$$\leq 4 \exp \left( -\Omega \left( \frac{\eta^2 \beta^2 \text{keep}^4 \text{uncolor}^2 \ d_{\text{max}}^2}{\log^5 d} \right) \right) + 8d^{-125}$$

$$\leq d^{-110},$$

for $d$ large enough. ▶

Putting all of this together, we have:

$$P \left[ \left| E_U(v) \right| > \mathbb{E} \left[ \left| E_U(v) \right| \right] + \eta \beta \text{keep}^2 \text{uncolor} \ell(v) \ d_{\text{max}} \right]$$

$$\leq P \left[ \exists \ c \in L(v) \text{ such that } \left| E_U(v, c) \right| > \mathbb{E} \left[ \left| E_U(v, c) \right| \right] + \eta \beta \text{keep}^2 \text{uncolor} \ d_{\text{max}} \right]$$

$$\leq \ell(v) \ d^{-110}$$

$$\leq d^{-105}. \quad \blacksquare$$

Now, we turn our attention toward $|E_U(v) \setminus E_K(v)|$. Let $S := E_H[L(v), N_H(L(v))]$ and $\mu := 1/6$.
Claim 6.4.a

(P2) holds trivially and hence

Therefore, 

We make the following definitions for

Proof.

Lemma 6.4.

By the Chernoff bound (Theorem 2.2),

Using that

Assume that 

Next, for each 

In view of Lemma 6.3, we may now assume that 

Lemma 6.3.

If 

\[ m_i(u) := |M_u \cap S_i| \]

Then 

\[ m_i(u) \]

is a binomial random variable with at most 

\[ \ell(u) \]

trials with success probability 

\[ 1/k \]

We may assume that 

\[ |M_u| \geq \ell(u)d^{-\tau} \]

(otherwise (P2) holds trivially) and hence 

\[ \mathbb{E}[m_i(u)] \in [(3/4)\ell(u)d^{-2\tau}, \ell(u)d^{-\tau}] \]

By the Chernoff bound again,

\[ \mathbb{P} \left[ \frac{\ell(u)d^{-\tau}}{4} \leq \mathbb{E}[|S_i|] \leq 300d^{2-\tau} \right] \]

By the Chernoff bound (Theorem 2.2),

\[ \mathbb{P} \left[ |S_i| \notin \left( 1 \pm \frac{1}{3} \right) \mathbb{E}[|S_i|] \right] \leq 2 \exp \left( -\frac{\mathbb{E}[|S_i|]}{27} \right) \leq 2 \exp \left( -\frac{d^{2-\tau}-\mu}{36} \right) \].

Therefore,

\[ \mathbb{P} \left[ \exists i \text{ such that } |S_i| \notin \left( (1/2)d^{2-\tau}-\mu, 400d^{2-\tau} \right) \right] \leq 2k \exp \left( -\frac{d^{2-\tau}-\mu}{36} \right) \leq d^{-1}. \quad (6.2) \]

Next, for each 

\[ m_i(u) := |M_u \cap S_i| \]

Then 

\[ m_i(u) \]

is a binomial random variable with at most 

\[ \ell(u) \]

trials with success probability 

\[ 1/k \]

We may assume that 

\[ |M_u| \geq \ell(u)d^{-\tau} \]

(otherwise (P2) holds trivially) and hence 

\[ \mathbb{E}[m_i(u)] \in [(3/4)\ell(u)d^{-2\tau}, \ell(u)d^{-\tau}] \]

By the Chernoff bound again,

\[ \mathbb{P} \left[ m_i(u) \geq \left( 1 + \frac{1}{2} \right) \ell(u)d^{-\tau} \right] \leq 2 \exp \left( -\frac{\mathbb{E}[m_i(u)]}{12} \right) \leq 2 \exp \left( -\frac{d^{1/2-2\tau}}{16} \right) . \]
The last inequality follows since \( \ell(u) \geq (1 - \beta)\ell/2 \geq 2(1 - \beta)d/(\log d)^5 \geq d^{1/2} \) for \( d \) large enough. By the union bound, we may conclude that

\[
P\left( \exists u \in N_G(v), \exists i \text{ such that } m_i(u) \geq \left( 1 + \frac{1}{2} \right) \ell(u)d^{-\tau} \right) \leq 4dk\exp\left( -\frac{d^{1/2 - 2\tau}}{16} \right) \leq d^{-1}. \tag{6.3}
\]

Finally, consider any \( c' \in L(N_G^2(v)) \). If \( |\Gamma(c')| \leq d^{1-\tau} \), then (P3) holds trivially, so we may assume that \( |\Gamma(c')| \geq d^{1-\tau} \). We now show that \( |\Gamma(c')| \leq 4d \). Since the edges between two lists in \( H \) form a matching, it follows that \( c' \) can have at most one neighbor in \( L(v) \), which is incident to at most \( 2d \) edges in \( S \). Also, \( c' \) can have at most \( 2d \) neighbors in \( N_H(L(v)) \), each of which is incident to a single edge in \( S \). Hence, the desired bound on \( |\Gamma(c')| \) follows. Now let \( r_i(c') := |\Gamma(c') \cap S_i| \). This is a binomial random variable, and we have

\[
\frac{3d^{1-2\tau}}{4} \leq \mathbb{E}[r_i(c')] \leq 4d^{1-\tau}.
\]

By the Chernoff bound, we find that

\[
P\left[ r_i(c') \geq \left( 1 + \frac{1}{2} \right) \mathbb{E}[r_i(c')] \right] \leq 2\exp\left( -\frac{\mathbb{E}[r_i(c')]}{12} \right) \leq 2\exp\left( -\frac{d^{1-2\tau}}{16} \right).
\]

By the union bound,

\[
\mathbb{P}\left[ \exists c' \in L(N_G^2(v)), \exists i \text{ such that } r_i(c') \geq \left( 1 + \frac{1}{2} \right) \mathbb{E}[r_i(c')] \right] \leq 20(1 + \beta)d^2k\exp\left( -\frac{d^{1-2\tau}}{16} \right)
\]

\[
\leq d^{-1}. \tag{6.4}
\]

Putting together inequalities (6.2), (6.3), and (6.4), we see that

\[
\mathbb{P}\left[ S_1, \ldots, S_k \text{ satisfy (P1), (P2), and (P3)} \right] \geq 1 - 3d^{-1} > 0.
\]

Therefore, such a partition exists. ▷

From here on out, we fix a partition \( S = S_1 \sqcup \ldots \sqcup S_k \) satisfying the properties in Claim 6.4.a. Let \( Z_i := S_i \cap (E_U(v) \setminus E_K(v)) \). We now show that each random variable \( |Z_i| \) is highly concentrated around its expected value. (This is the random partitioning technique advertised in §1.4.)

**Claim 6.4.b.** \( \mathbb{P}\left[ |Z_i| - \mathbb{E}[|Z_i|] > \eta\beta \text{ keep}^2 \text{ uncolor } S_i \right] \leq d^{-110} \) for all \( 1 \leq i \leq k \).

▷ We claim that \( |Z_i| \) satisfies conditions (ET1) and (ET2) of Exceptional Talagrand’s inequality (Theorem 2.3) with \( s = (2 + C \log d)|S_i|, \gamma = 20(1 + (C \log d)^2)d^{1-\tau} \), and the exceptional set \( \Omega^* \) defined in the beginning of this section.

To verify (ET1), take any \( \omega \in \Omega \setminus \Omega^* \) and consider the output of the Coloring Procedure under \( \omega \). Given an edge \( uu' \in Z_i \), we assemble a set \( I_{uu'} \subseteq T \) of trials that certifies that \( uu' \in E_U(v) \setminus E_K(v) \) as follows. For concreteness, let \( e \in L(v) \) and \( e' \in L(u) \) for some \( u \in N_G(v) \). The statement that \( ee' \in E_U(v) \setminus E_K(v) \) means that:

- \( u \) is uncolored, and
- at least one color in \( \{e, e'\} \) is not kept.

Let \( e^* \in \{e, e'\} \) be any color that is not kept and define

\[
I_{ee^*} := \text{cert}(u) \cup \{\text{cert}(e^*)\},
\]

where cert(\( u \)) is the uncoloring certificate of \( u \) and cert(\( e^* \)) is the removal certificate of \( e^* \). Notice that \( |I_{ee^*}| \leq 2 + |A(u)| \leq 2 + C \log d \), where the last inequality holds since \( \omega \notin \Omega^* \). Now we let

\[
I := \bigcup_{ee' \in Z_i} I_{ee'}.
\]

Then \( |I| \leq (2 + C \log d)|Z_i| \leq (2 + C \log d)|S_i| = s \).
Now take any \( q > 0 \) and suppose that a set of outcomes \( \omega' \not\in \Omega^* \) satisfies
\[
|Z_i(\omega')| \leq |Z_i(\omega)| - q.
\]
For each edge \( cc' \in Z_i(\omega) \setminus Z_i(\omega') \), the outcomes of at least one trial in \( I_{cc'} \) must be different in \( \omega \) and in \( \omega' \). At this point, for each trial \( T \in I \), we need to bound the number of edges \( cc' \in Z_i \) such that \( T \in I_{cc'} \). We consider two cases depending on the type of the trial \( T \).

**Case 1:** \( T = \text{eq}(c'') \) for some color \( c'' \). Suppose that \( cc' \in Z_i \) is an edge such that \( \text{eq}(c'') \in I_{cc'} \). For concreteness, say that \( c \in L(v) \) and \( c' \in L(u) \) for some \( u \in N_G(v) \). Then

(a) either \( c'' \in \{c, c'\} \),

(b) or \( c'' \in A(u) \).

By property \((\text{P3})\) of the partition \( S = S_1 \sqcup \ldots \sqcup S_k \), situation \((a)\) occurs for at most
\[
|\Gamma(c'') \cap Z_i| \leq |\Gamma(c'') \cap S_i| \leq 6d^{1-\tau}
\]
edges \( cc' \in Z_i \). On the other hand, in case \((b)\), \( u = L^{-1}(c'') \) and, by \((\text{P2})\), this happens for at most
\[
|M_u \cap Z_i| \leq |M_u \cap S_i| \leq \frac{3}{2} \ell(u) d^{-\tau} \leq 10d^{1-\tau}
\]
edges \( cc' \in Z_i \). Therefore, the trial \( \text{eq}(c'') \) belongs to at most \( 16d^{1-\tau} \leq \gamma \) sets \( I_{cc'} \).

**Case 2:** \( T = \text{act}(w) \) for some vertex \( w \). Suppose that \( cc' \in Z_i \) is an edge such that \( \text{act}(w) \in I_{cc'} \). For concreteness, say that \( c \in L(v) \) and \( c' \in L(u) \) for some \( u \in N_G(v) \). Then

(a) either \( \text{act}(w) = \text{cert}(c^*) \) for some \( c^* \in \{c, c'\} \),

(b) or \( \text{act}(w) \in \text{cert}(u) \).

By property \((\text{P3})\) of the partition \( S = S_1 \sqcup \ldots \sqcup S_k \), situation \((a)\) occurs for at most
\[
\sum_{c'' \in A(u)} |\Gamma(c'') \cap Z_i| \leq \sum_{c'' \in A(u)} |\Gamma(c'') \cap S_i| \leq |A(u)| \cdot 6d^{1-\tau} \leq 6Cd^{1-\tau} \log d
\]
edges \( cc' \in Z_i \), where in the last inequality we use that \( \omega \not\in \Omega^* \). On the other hand, in case \((b)\), \( w \in N_G[u] \) and either \( w = u \) or
\[
N_H(A(u)) \cap A(u) \neq \emptyset.
\]
(6.5)
Since \( \omega \not\in \Omega^* \), each vertex \( w \in N^2_G[v] \) has at most \( (C \log d)^2 \) neighbors \( u \) such that (6.5) holds. Furthermore, by \((\text{P2})\), for each such \( u \), there are at most
\[
|M_u \cap Z_i| \leq |M_u \cap S_i| \leq \frac{3}{2} \ell(u) d^{-\tau} \leq 10d^{1-\tau}
\]
edges \( cc' \in Z_i \) with \( c' \in L(u) \). Hence, the trial \( \text{act}(w) \) belongs to at most
\[
6Cd^{1-\tau} \log d + 10(1 + (C \log d)^2)d^{1-\tau} \leq \gamma
\]
sets \( I_{cc'} \).

To summarize, each trial belongs to at most \( \gamma \) sets \( I_{cc'} \) corresponding to the edges \( cc' \in Z_i \). Therefore, \( \omega' \) and \( \omega \) must differ on at least \( q/\gamma \) trials, as desired.

It remains to show that \( \mathbb{P} \left[ \Omega^* \right] \leq M^{-2} \), where \( M = \max \{ \sup |Z_i|, 1 \} \). Note that
\[
M = \max \{ \sup |Z_i|, 1 \} \leq \max \{ 400d^{2-\tau}, 1 \} \leq d^2,
\]
so it follows from Lemma 6.1 that \( \mathbb{P} \left[ \Omega^* \right] \leq 1/M^2 \), for \( d \) large enough.

We can now use Exceptional Talagrand’s inequality. Let \( \xi := \eta \beta \text{keep}^2 \text{uncolor}|S_i| \). Note that \( \xi > 50\gamma \sqrt{3} \) (for \( d \) large enough). We can therefore write
\[
\mathbb{P} \left[ \left| |Z_i| - \mathbb{E}[|Z_i|] \right| > \eta \beta \text{keep}^2 \text{uncolor}|S_i| \right] 
\leq 4 \exp \left( -\frac{\eta^2 \beta^2 \text{keep}^4 \text{uncolor}^2 |S_i|^2}{16 \gamma^2 \delta^2} \right) + 4 \mathbb{P}[\Omega^*]
\]
\[ \leq 4 \exp \left( -\Omega \left( \frac{\eta^2 \beta^2 |S_i|^2}{d^2 - 2\tau |S_i| \log^5 d} \right) \right) + 8d^{-125} \]
\[ \leq 4 \exp \left( -\Omega \left( \frac{\eta^2 \beta^2 d^\nu}{\log^5 d} \right) \right) + 8d^{-125} \]
\[ \leq d^{-110}, \]

for \( d \) large enough.

Putting all of this together, we have:

\[ \Pr \left[ |E_U(v) \setminus E_K(v)| \leq \E[|E_U(v) \setminus E_K(v)|] - \eta \beta \text{ keep}^2 \text{ uncolor} \ell(v) d_{\max} \right] \]
\[ \leq \Pr \left[ |E_U(v) \setminus E_K(v)| \leq \E[|E_U(v) \setminus E_K(v)|] - \eta \beta \text{ keep}^2 \text{ uncolor} |S_i| \right] \]
\[ \leq \exists i \text{ such that } |Z_i| \leq \E[|Z_i|] - \eta \beta \text{ keep}^2 \text{ uncolor} |S_i| \]
\[ \leq d^\tau d^{-110} \]
\[ \leq d^{-105}. \]

We are now ready to bound \(|E_U(v) \cap E_K(v)|\). If \(|S| \leq d^{2-\mu}\), then we are done by Lemma 6.3. Otherwise, from Lemmas 6.2 and 6.4, we have

\[ \Pr \left[ |E_K(v) \cap E_U(v)| > \E[|E_K(v) \cap E_U(v)|] + 2\eta \beta \text{ keep}^2 \text{ uncolor} \ell(v) d_{\max} \right] \]
\[ \leq \Pr \left[ |E_U(v)| > \E[|E_U(v)|] + \eta \beta \text{ keep}^2 \text{ uncolor} \ell(v) d_{\max} \right] + \]
\[ \Pr \left[ |E_U(v) \setminus E_K(v)| \leq \E[|E_U(v) \setminus E_K(v)|] - \eta \beta \text{ keep}^2 \text{ uncolor} \ell(v) d_{\max} \right] \]
\[ \leq d^{-100}. \]

Finally, from Lemma 4.3 we have

\[ \Pr \left[ |E_K(v) \cap E_U(v)| > \text{ keep}^2 \text{ uncolor} \ell(v) \overline{\deg}(v) + 8\eta \beta \text{ keep}^2 \text{ uncolor} \ell(v) d_{\max} \right] \]
\[ \leq \Pr \left[ |E_K(v) \cap E_U(v)| > \text{ keep}^2 \text{ uncolor} \ell(v) \overline{\deg}(v)(1 + 4\eta \beta) + 2\eta \beta \text{ keep}^2 \text{ uncolor} \ell(v) d_{\max} \right] \]
\[ \leq \Pr \left[ |E_K(v) \cap E_U(v)| > \E[|E_K(v) \cap E_U(v)|] + 2\eta \beta \text{ keep}^2 \text{ uncolor} \ell(v) d_{\max} \right] \]
\[ \leq d^{-100}. \]

### 7. Proof of Theorem 1.11

In this section we prove Theorem 1.11 by iteratively applying Lemma 3.1 until we reach a stage where we can apply Proposition 3.2. To do so, we first define the parameters for the graph and the cover at each iteration and then take \( d_0 \) so large that the graphs at each iteration will satisfy the conditions of Lemma 3.1.

We use the notation of Theorem 1.11. Let

\[ G_1 := G, \quad \mathcal{H}_1 = (L_1, H_1) := \mathcal{H}, \quad \ell_1 := (4 + \varepsilon) d / \log d, \quad d_1 := d. \]

We may assume that \( \varepsilon \) is sufficiently small, say \( \varepsilon < 1/100 \). Since \( d \) is large, we may also assume that \( \ell_1 \) is an integer by slightly modifying \( \varepsilon \) if necessary. By removing some of the vertices from \( H \) if necessary, we may assume that \( |L(v)| = \ell_1 \) for all \( v \in V(G) \). Define

\[ \kappa := (2 + \varepsilon/4) \log(1 + \varepsilon/50) \approx \varepsilon/25, \]
and fix $\eta := \kappa / \log d$, so that $\eta$ is the same each time we apply Lemma 3.1. We recursively define the following parameters for each $i \geq 1$:

$$
\text{keep}_i := \left( 1 - \frac{\eta}{\ell_i} \right)^{2d_i}, \quad \text{uncolor}_i := \left( 1 - \frac{\eta}{\ell_i} \right)^{\text{keep}_i \ell_i/2},
$$

$$
\ell_{i+1} := \text{keep}_i \ell_i, \quad d_{i+1} := \text{keep}_i \text{uncolor}_i d_i, \quad \beta_i := d^{-1/(200\eta)}, \quad \beta_{i+1} := \max \left\{ (1 + 36\eta)\beta_i, d_{i+1}^{-1/(200\eta)} \right\}.
$$

Suppose that at the start of iteration $i$, the following numerical conditions hold:

1. $d_i$ is sufficiently large: $d_i \geq \tilde{d}$, where $\tilde{d}$ is the constant from Lemma 3.1,
2. $\ell_i$ is bounded below and above in terms of $d_i$: $4\eta d_i < \ell_i < 100d_i$,
3. $s$ and $t$ are bounded in terms of $d_i$: $s \leq d_i^{1/10}$ and $t \leq \frac{\alpha \log d_i}{\log \log d_i}$,
4. $\beta_i$ is close to $1/\log d_i$: $\frac{1}{\log^5 d_i} < \eta < \frac{1}{\log d_i}$,
5. $\beta_i$ is small: $\beta_i \leq 1/10$. (Note that the bound $\beta_i \geq d_i^{-1/(200\eta)}$ holds by definition.)

Furthermore, suppose that we have a graph $G_i$ and a DP-cover $\mathcal{H}_i = (L_i, H_i)$ of $G_i$ such that:

6. $H_i$ is $K_{1,a,t}$-free,
7. $\Delta(H_i) \leq 2d_i$,
8. the list sizes are roughly between $\ell_i/2$ and $\ell_i$:

$$(1 - \beta_i) \ell_i/2 \leq |L_i(v)| \leq (1 + \beta_i) \ell_i \quad \text{for all } v \in V(G_i),$$
9. average color-degrees are smaller for vertices with smaller lists of colors:

$$\overline{\text{deg}}_{\mathcal{H}_i}(v) \leq \left( 2 - (1 - \beta_i) \frac{\ell_i}{|L_i(v)|} \right) d_i \quad \text{for all } v \in V(G_i).$$

Then we may apply Lemma 3.1 to obtain a partial $\mathcal{H}_i$-coloring $\varphi_i$ of $G_i$ and an assignment of subsets $L_{i+1}(v) \subseteq (L_i)_{\varphi_i}(v)$ to each vertex $v \in V(G_i) \setminus \text{dom}(\varphi_i)$ such that, setting

$$G_{i+1} := G_i[V(G_i) \setminus \text{dom}(\varphi_i)], \quad H_{i+1} := H_i \left[ \bigcup_{v \in V(G_{i+1})} L_{i+1}(v) \right],$$

and $\mathcal{H}_{i+1}' := (L_{i+1}', H_{i+1}')$,

we get that conditions (6)–(9) hold with $i + 1$ in place of $i$. Note that, assuming $d_0$ is large enough and $\alpha$ is small enough, conditions (1)–(9) are satisfied initially (i.e., for $i = 1$). Our goal is to show that there is some value $i^* \in \mathbb{N}$ such that:

- for all $1 \leq i < i^*$, conditions (1)–(5) hold, and
- we have $\ell_{i^*} \geq 100d_{i^*}$.

Since conditions (6)–(9) hold by construction, we will then be able to iteratively apply Lemma 3.1 $i^* - 1$ times and then complete the coloring using Proposition 3.2.

The following lemma finds the required $i^*$ as well as guarantees that the list sizes remain sufficiently large to apply Proposition 3.2.

**Lemma 7.1.** The parameters $\ell_i$ and $d_i$ satisfy the following for some absolute constant $a > 0$:

1. For every $i$, $d_{i+1}/\ell_{i+1} \leq d_i/\ell_i \leq d_1/\ell_1 = \frac{\log d}{(4 + \varepsilon)}$.
2. For all $i$, $\ell_i \geq d_i^{a \varepsilon}$.
3. There is $i^* = O(\log d \log \log d)$ such that $d_i^* \leq \ell_{i^*}/100$. 
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Proof. Let \( r_i = d_i / \ell_i \). Since \( r_i \) decreases by a factor of \( \text{uncolor}_i \) at each stage, (I1) follows. We now show (I2). First, we find a lower bound on \( \text{keep}_i \), as follows:

\[
\text{keep}_i = \left(1 - \frac{\kappa}{\ell_i \log d}\right)^{2d_i} \geq \exp\left(-\frac{2\kappa}{(1 - \varepsilon/10) \log d} r_i\right) \\
\geq \exp\left(-\frac{2\kappa}{(1 - \varepsilon/10) \log d} r_1\right) \\
= \exp\left(-\frac{2\kappa}{(1 - \varepsilon/10)(4 + \varepsilon)}\right) \\
\geq \exp\left(-\frac{2\kappa}{4 + \varepsilon/2}\right).
\]

The last step follows for \( \varepsilon \) small enough. From this we derive and upper bound on \( \text{uncolor}_i \) as follows:

\[
\text{uncolor}_i = \left(1 - \frac{\kappa}{\ell_i \log d}\right)^{\text{keep}_i, \ell_i/2} \leq \exp\left(-\frac{\text{keep}_i \kappa}{2 \log d}\right) \leq 1 - \frac{(1 - \varepsilon/10) \kappa}{2 \log d} \exp\left(-\frac{2\kappa}{4 + \varepsilon/2}\right).
\]

From here, we have that:

\[
r_{i+1} = \text{uncolor}_i r_i \leq \left(1 - \frac{(1 - \varepsilon/10) \kappa}{2 \log d} \exp\left(-\frac{2\kappa}{4 + \varepsilon/2}\right)\right) r_i \\
\leq \left(1 - \frac{(1 - \varepsilon/10) \kappa}{2 \log d} \exp\left(-\frac{2\kappa}{4 + \varepsilon/2}\right)^i \right) r_1.
\]

We can use this bound on \( r_i \) to achieve a better bound on \( \text{keep}_i \) as follows:

\[
\text{keep}_i = \left(1 - \frac{\kappa}{\ell_i \log d}\right)^{2d_i} \geq \exp\left(-\frac{2\kappa}{(1 - \varepsilon/10) \log d} r_i\right) \\
\geq \exp\left(-\frac{2\kappa}{(1 - \varepsilon/10) \log d} \left(1 - \frac{(1 - \varepsilon/10) \kappa}{2 \log d} \exp\left(-\frac{2\kappa}{4 + \varepsilon/2}\right)^{i-1}\right) r_1\right) \\
= \exp\left(-\frac{2\kappa}{(1 - \varepsilon/10)(4 + \varepsilon)} \left(1 - \frac{(1 - \varepsilon/10) \kappa}{2 \log d} \exp\left(-\frac{2\kappa}{4 + \varepsilon/2}\right)^{i-1}\right)\right) \\
\geq \exp\left(-\frac{2\kappa}{4 + \varepsilon/2} \left(1 - \frac{(1 - \varepsilon/10) \kappa}{2 \log d} \exp\left(-\frac{2\kappa}{4 + \varepsilon/2}\right)^{i-1}\right)\right).
\]

With this and the definition of \( \ell_i \), we get the desired lower bound (for \( d \) large enough) as follows:

\[
\ell_i = \ell_1 \prod_{j=1}^{i-1} \text{keep}_j \geq \ell_1 \prod_{j=1}^{i-1} \exp\left(-\frac{2\kappa}{4 + \varepsilon/2} \left(1 - \frac{(1 - \varepsilon/10) \kappa}{2 \log d} \exp\left(-\frac{2\kappa}{4 + \varepsilon/2}\right)^{j-1}\right)\right) \\
= \ell_1 \exp\left(-\frac{2\kappa}{4 + \varepsilon/2} \sum_{j=1}^{i-1} \left(1 - \frac{(1 - \varepsilon/10) \kappa}{2 \log d} \exp\left(-\frac{2\kappa}{4 + \varepsilon/2}\right)^{j-1}\right)\right) \\
\geq \ell_1 \exp\left(-\frac{2\kappa}{4 + \varepsilon/2} \frac{2 \log d}{(1 - \varepsilon/10) \kappa} \exp\left(\frac{2\kappa}{4 + \varepsilon/2}\right)\right) \\
\geq \ell_1 \exp\left(-\frac{4}{4 + \varepsilon/10} \exp\left(\frac{2\kappa}{4 + \varepsilon/2}\right) \log d\right) \\
= \ell_1 \exp\left(-\frac{4(1 + \varepsilon/50)}{4 + \varepsilon/10} \log d\right) \\
\geq d^{\alpha \varepsilon}.
\]
This proves (I2). To show (I3), note the following:

\[
    r_i \leq \left(1 - \frac{(1 - \varepsilon/10)\kappa}{2 \log d} \exp \left(- \frac{2\kappa}{4 + \varepsilon/2} \right) \right)^{i-1} r_1 \leq \exp \left(- \frac{(i - 1)(1 - \varepsilon/10)\kappa}{2(1 + \varepsilon/50) \log d} \right) \frac{\log d}{(4 + \varepsilon)}.
\]

For \( i = \frac{10}{\kappa} \log d \log \log d \), the right hand side is smaller than \( 1/100 \).

Let \( i^* \) be the minimum integer satisfying statement (I3) of Lemma 7.1. Note that for all \( i < i^* \),

\[
    d_i \geq \ell_i/100 \geq d^\alpha \varepsilon,
\]

where \( \alpha' > 0 \) is some absolute constant. Let \( 1 \leq i' \leq i^* - 1 \) be maximum such that

\[
    \beta_{i'} = d_{i'}^{-1/(200t)}.
\]

Then, for large enough \( d \) and small enough \( \alpha \), we can write

\[
    \beta_{i^* - 1} = (1 + 36\eta)^{i^* - i'} \beta_{i'} \leq (1 + 36\eta)^i d_{i'}^{-1/(200t)} \leq \exp(36\eta i^*) d^{-a'\varepsilon/(200t)} \leq \frac{1}{\log d} \leq 1/10.
\]

This verifies (5) for all \( i < i^* \). By Lemma 3.1 and the above upper bound on \( \beta_{i^* - 1} \), we have

\[
    \min_{v \in V(G_{i^*})} |L_{i^*}(v)| \geq \left(1 - (1 + 36\eta)/\log d\right) \ell_{i^*}/2 \geq 50(1 - 2/\log d) d_{i^*} \geq 10 \max_{c \in V(H_{i^*})} \deg_{H_{i^*}}(c).
\]

Thus \( G_{i^*} \) and \( H_{i^*} \) satisfy the assumption of Proposition 3.2 and we can complete the coloring.

It remains to verify statements (1)–(4) for \( i < i^* \). Notice that if we take \( d_0 > \tilde{d}^{1/(a' \varepsilon)} \), then \( d_i \geq \tilde{d} \) for all \( i < i^* \). Hence, (1) is satisfied. Moreover, since \( a' \varepsilon < 1 \), we have

\[
    d_i^{1/10} \geq d^a \varepsilon/10 \quad \text{and} \quad \tilde{\alpha} \frac{\log d_i}{\log \log d_i} \geq \tilde{\alpha} \frac{a' \varepsilon \log d}{\log \log d + \log(a \varepsilon)} \geq \tilde{\alpha} \frac{d' \varepsilon \log d}{\log \log d},
\]

so, for \( \alpha \leq \min\{d' \tilde{\alpha}, a'/10\} \), condition (3) is satisfied as well.

It remains to show that conditions (2) and (4) are satisfied at every iteration. The bound \( \ell_i < 100d_i \) holds by the choice of \( i^* \). The lower bound on \( \ell_i \) is proved as follows:

\[
    \frac{\ell_i}{d_i} \geq \frac{\ell_1}{d_1} = \frac{4 + \varepsilon}{\log d} \geq 4\eta.
\]

Finally, it follows for \( d \) large enough that:

\[
    \frac{1}{\log^5 d_i} \leq \frac{1}{(a' \varepsilon)^5 \log^5 d} \leq \eta \leq \frac{1}{\log d} \leq \frac{1}{\log d}.
\]

As discussed earlier, we can now iteratively apply Lemma 3.1 \( i^* - 1 \) times and then complete the coloring using Proposition 3.2. This finishes the proof of Theorem 1.11.

8. Palette sparsification

In this section we derive Corollary 1.16 from Corollary 1.12. As mentioned in §1.3, this is a variant of the argument used by Alon and Assadi in [AA20, §3.2] to prove Theorem 1.15. To begin with, we need a probabilistic tool, namely a version of the Chernoff bound for negatively correlated random variables introduced by Panconesi and Srinivasan [PS97]. We say that \( \{0,1\} \)-valued random variables \( X_1, \ldots, X_m \) are negatively correlated if for all \( I \subseteq [m] \),

\[
    \mathbb{E} \left[ \prod_{i \in I} X_i \right] \leq \prod_{i \in I} \mathbb{E} [X_i].
\]
**Theorem 8.1** ([PS97, Theorem 3.2], [Mol19, Lemma 3]). Let $X_1, \ldots, X_m$ be $\{0,1\}$-valued random variables. Set $X := \sum_{i=1}^m X_i$. If $X_1, \ldots, X_m$ are negatively correlated, then, for all $0 < t \leq \mathbb{E}[X],$

$$\mathbb{P}[X > \mathbb{E}[X] + t] < \exp\left(-\frac{t^2}{2\mathbb{E}[X]}\right).$$

Now we fix $\varepsilon > 0$ and an almost bipartite graph $F$. Let

$$C := 300\varepsilon^{-3/2}.$$ Take any $0 < \gamma < 1$ and let $d$, $n$, $s$ and $\ell$ satisfy the assumptions of Corollary 1.16. That is, we assume that $d$ is sufficiently large as a function of $\varepsilon, F,$ and $\gamma$, and we have

$$\ell = \frac{4 + \varepsilon}{\gamma} \frac{d}{\log d} \quad \text{and} \quad s \geq d^\gamma + \sqrt{C \log n}.$$ Since $d$ is large as a function of $\varepsilon$ and $\gamma$, we may assume that $d \geq \ell$. Let $H = (L, H)$ be a DP-cover of an $n$-vertex graph $G$ such that:

(i) $H$ is $F$-free,

(ii) $\Delta(H) \leq d$, and

(iii) $|L(v)| = \ell$ for all $v \in V(G).$

Independently for each vertex $v \in V(G)$, pick a uniformly random subset $S(v) \subseteq L(v)$ of size $s$. Let $S := \bigcup_{v \in V(G)} S(v)$ be the set of all picked colors. Set $\varepsilon' := \varepsilon/20$ and define

$$S'(v) := \{c \in S(v) : |N_H(c) \cap S| \leq (1 + \varepsilon')s\}.$$

**Lemma 8.2.** With probability at least $1 - 1/n$, $|S'(v)| \geq (1 - \varepsilon')s$ for all $v \in V(G)$.

**Proof.** Take any vertex $v \in V(G)$. We will prove that

$$\mathbb{P}\left[ |S'(v)| < (1 - \varepsilon')s \right] \leq n^{-2},$$ which gives the desired result by the union bound. Let us start by sampling $S(v)$. Now we assume that $S(v)$ is fixed. Let $t := \lceil \varepsilon's \rceil$. Call a subset $T \subseteq S(v)$ of size $t$ **bad** if

$$|N_H(T) \cap S| > (1 + \varepsilon')d s \ell.$$ Observe that if $|S'(v)| < (1 - \varepsilon')s$, then $|S(v) \setminus S'(v)| \geq t$ and every $t$-element subset of $S(v) \setminus S'(v)$ is bad. Therefore, it suffices to argue that

$$\mathbb{P}[\text{there is a bad set $T \subseteq S(v)$ of size $t$}] \leq n^{-2}.$$ To this end, consider an arbitrary set $T \subseteq S(v)$ of size $t$. For each color $c \in N_H(T)$, let $X_c$ be the indicator random variable of the event that $c \in S$. Define

$$X := \sum_{c \in N_H(T)} X_c = |N_H(T) \cap S|.$$ Then $\mathbb{E}[X] \leq dts/\ell$, because $\mathbb{E}[X_c] = s/\ell$ for all $c \in N_H(T)$ and $|N_H(T)| \leq \Delta(H)|T| \leq dt$. Next we note that the random variables $(X_c : c \in N_H(T))$ are negatively correlated. Indeed, take any $I \subseteq N_H(T)$ and $c \in N_H(T) \setminus I$. Let $u := L^{-1}(c)$ be the underlying vertex of $c$. Then

$$\mathbb{P}\left[ X_c = 1 \middle| \prod_{c' \in I} X_{c'} = 1 \right] = \frac{s - |I \cap L(u)|}{\ell - |I \cap L(u)|} \leq \frac{s}{\ell}.$$ Inductive applications of this inequality show that for any $I \subseteq N_H(T),$

$$\mathbb{E}\left[ \prod_{c \in I} X_c \right] \leq \left(\frac{s}{\ell}\right)^{|I|} = \prod_{c \in I} \mathbb{E}[X_c].$$
as desired. Using Theorem 8.1, we conclude that
\[
P \left[ X > (1 + \varepsilon') \frac{d ts}{\ell} \right] \leq \exp \left( -\frac{(\varepsilon')^2}{3} \frac{d ts}{\ell} \right) \leq \exp \left( -\frac{(\varepsilon')^3}{3} s^2 \right).
\]
By the union bound, it follows that
\[
P \left[ \text{there is a bad set } T \subseteq S(v) \text{ of size } t \right] \leq 2^s \exp \left( -\frac{(\varepsilon')^3}{3} s^2 \right) \leq \exp \left( -\frac{(\varepsilon')^3}{4} s^2 \right),
\]
where the second inequality holds if \( d \) is large enough. Finally, since \( s^2 \geq C^2 \log n \), we have
\[
\exp \left( -\frac{(\varepsilon')^3}{4} s^2 \right) \leq \exp \left( -\frac{(\varepsilon')^3}{4} C^2 \log n \right) \leq n^{-2},
\]
as desired.

Let \( S' := \bigcup_{v \in V(G)} S'(v) \) and \( H' := H[S'] \). Then \( \mathcal{H}' := (S', H') \) is a DP-cover of \( G \) such that:
\begin{enumerate}
\item \( H' \) is \( F \)-free,
\item \( \Delta(H') \leq (1 + \varepsilon')sd/\ell \), and
\item with probability at least \( 1 - 1/n \), \( |S'(v)| \geq (1 - \varepsilon')s \) for all \( v \in V(G) \).
\end{enumerate}
Note that, assuming \( d \) is large enough, \( (1 + \varepsilon')sd/\ell \geq s \geq d^\gamma \), so
\[
(4 + \varepsilon') \frac{(1 + \varepsilon')sd/\ell}{\log (1 + \varepsilon')sd/\ell} \leq (4 + 6\varepsilon') \frac{sd/\ell}{\gamma \log d} = \frac{4 + 6\varepsilon'}{4 + \varepsilon} s < (1 - \varepsilon')s.
\]
Therefore, with probability at least \( 1 - 1/n \), \( G \) is \( \mathcal{H}' \)-colorable by Corollary 1.12 (applied with \( \varepsilon' \) in place of \( \varepsilon \)), and the proof of Corollary 1.16 is complete.
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