Optimal design of exchange water networks with control inputs in Eco-Industrial Parks
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Abstract

Industrial water conservation is an important adaptation to preserve the environment. Eco-Industrial Parks (EIPs) have been designed to encourage the establishment of water exchange networks between enterprises in order to minimize freshwater consumption and wastewater discharge by maximizing wastewater reuse. This control-input model presents a mathematical programming formulation for designing and optimizing industrial water networks in EIPs, formulating and solving it as a Single-Leader Multi-Follower (SLMF) game problem. Enterprises (followers) aim to minimize their operating costs by reusing wastewater from other enterprises, while the designer (leader) aims to minimize the consumption of natural resources within the ecopark. Moreover, when participating in the ecopark, enterprises can control all their input fluxes and the designer guarantees a minimal relative improvement in comparison with the stand-alone operation of each enterprise. The SLMF game is transformed into a single mixed-integer optimization problem. The obtained results are compared with the results of the blind-input model [21].
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1 Introduction

The development of industrialization and urbanization along with other human activities on the environment in many countries around the world makes the earth heavily polluted. Therefore, decision makers need to have practical policies and actions to prevent these risks. Facing these issues, numerous approaches/concepts have been proposed, in the last few decades, for protecting the global environment while increasing the economic utilities based on the concept of sustainable development. Some concepts linked to sustainable development such as Industrial Ecology (IE) have emerged [8]. IE was first introduced in 1989 by Frosch and Gallopoulos [12]. They proposed that resource consumption and waste generation are minimized by allowing the waste materials from one industry to serve as raw material for another. This idea is directly related to another concept, namely Industrial Symbiosis (IS), which involves “separate industries in a collective approach to competitive advantage involving physical exchange of materials, energy, water and by-products” [10]. Industrial symbiosis can be realized through single-industry dominated complexes including chemicals and petrochemicals, pulp and paper, waste management which includes material reuse and recycle, etc. As a feature of IS, the geographical proximity between participating industries is essential because the transportation of waste materials is expensive. The most widespread manifestations of these kinds of IS are Eco-Industrial Parks (EIPs).
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The objective of EIPs is to reduce the production cost of each participating enterprise and the environmental impact of industrial production while the production level of each industry is maintained. This involves reducing the consumption of energy and/or raw materials (water, energy-steam, etc) of a group of companies located in the same industrial park, or designing/creating new industrial parks incorporating these aspects. This is achieved by reusing the waste from one industrial process as a utility from another process, either in raw form if the “contamination” is low enough or via regeneration facilities. However, to convince companies to take part in an EIP, it is essential to make sure that each participant gains in competitiveness (reduction in production costs in most cases). Since these advantages depend on the EIP configuration, proper planning and design are critical. However, the system methods for designing the optimal configuration of EIP are lacking and the models of water exchange network used to model Eco-Industrial Parks in the literature are limited in some respects [21, 8, 11, 10].

The design and optimization of water-exchange networks in EIPs are complex problems due to their actual sizes, their range of physical constraints, to be taken into account. In the literature, there are two main approaches for designing and optimizing water-exchange networks in the EIP: multi-objective optimization (MOO) on one hand and non-cooperative game theory on the other hand. The MOO perspective is based on coalition cooperative games in which enterprises make binding agreements to coordinate their strategies and share their information. The solution of such an approach is called Pareto optimal. A solution is said to be Pareto optimal if no one can be made better off without making someone worse off [16]. After solving the multi-objective optimization problem the designer selects one of Pareto optimal solutions considering an auxiliary criterion, usually the distance to a utopia point. The basic obstacle to EIP is the need for cooperation between enterprises with different interests, in particular by sharing data on their production processes. This kind of cooperation between enterprises can only be implemented when there is trust between partners. Note that such an issue usually does not exist in designing and optimizing of exchange networks in EIPs [22]. Therefore, due to the non-cooperative context, the different enterprises may deviate from the selection of the designer since they may improve their benefits by unilaterally change their operation. We refer the reader to [8, 9, 17], for the survey on multi-objective optimization approach.

Another suitable approach for designing and optimizing water-exchange networks in EIPs is the non-cooperative game theory approach. A game is non-cooperative if the participants do not make binding commitments to coordinate their strategies. The theory of non-cooperative games corresponds to a mathematical analysis of strategy and conflict, in which a player success in making choices depends on the choice of others. In fact, an EIP can be considered as a collection of non-cooperative agents by introducing an EIP impartial authority whose role is to collect all necessary data, in a confidential way, to design the EIP. More precisely, enterprises optimize their operating costs while the EIP authority aims to minimize resource consumption. This kind of problem can be modeled as Single-Leader-Multi-Follower (SLMF) game with leader-follower strategy. The upper-level decision-maker (leader) is the EIP authority and the enterprises are the lower-level decision-makers (followers). The EIP authority makes his decision first by anticipating the responses of enterprises. Based on the EIP authority’ decisions, all enterprises compete with each other in a parametric generalized Nash game at the lower-level with the strategies of the EIP authority as exogenous parameters. It’s worth mentioning that, at the lower level, enterprises play a generalized Nash equilibrium between them, so enterprises involved would be able to keep confidential data, without the need to share them with the other enterprises of the park. In the context of non-cooperative games, an optimal solution for EIP design can be achieved and proposed by obtaining a generalized Nash equilibrium (GNEP). Due to the Nash equilibrium concept, no enterprise can unilaterally deviate in order to improve his payoff by choosing a different strategy. We refer the reader to [14] for a primer in non-cooperative games, to [11] for a survey of generalized Nash equilibrium problems. For SLMF games, we refer to [13, 8, 10, 3] and the references therein. Figure 1.1 shows the general scheme of such a model.
It is clear that the latter approach is more realistic in designing and optimizing the water exchange network in the EIP because first, it helps to reduce the overall freshwater consumption; second, it reduces the operating costs of each enterprise; third, enterprises operating in the EIP do not need to share their information with other enterprises of the park, which is clearly a very important issue in the design of an optimal EIP. The SLMF approach of the optimal design of EIP has been introduced for the first time in [19] and then specialized in [21, 20]. In fact in [21], the authors have profoundly revisited the SLMF approach of [19] and have developed an abstract Blind-Input model for water exchange networks in EIPs. The main implicit assumption done in the blind-input model [21] is that each enterprise can only control his outlet distribution. They are thus forced to accept whatever is sent to them through the exchange network. This assumption seems actually quite restrictive since the enterprise may be forced to receive too much polluted water which could turn into higher costs than the stand-alone operation outside the park. However, to overcome this obstacle, the authors came up with the concept of a Blind-Input contract, which guarantees that the designer commits a minimal relative improvement of his operating cost, with respect to the stand-alone operation of the enterprise.

In the present work, we propose another model for designing and optimizing exchange water networks by considering that each enterprise controls his input flux, which seems more realistic in the case of exchange networks. In other words, when participating in the exchange network, each enterprise has the ability to control the amount of water coming from the other enterprises. This model is called control-input model. We show that under some linear structure of the costs functions $\text{Cost}_i(\cdot)$ of each enterprise, the control-input model can be solved by finding the solution of an auxiliary single-level mixed-integer problem. This auxiliary problem can be approximated by a family of usual single-level mixed-integer linear problems, which can be treated by common commercial solvers. The approach is validated on a case study of exchange water network in EIPs without regeneration units. Obtained results are compared with the blind-input model [21].

The rest of this paper is organized as follows. Section 2 provides the general problem statement which briefly describes the problem addressed in this article and present a control input model for water exchange networks in EIPs, based on a single-leader-multiple-follower model. The construction of the auxiliary problem, its approximations, and the mathematical arguments that validate it as an alternative to find solutions of the SLMF problem are developed in Section 3. Numerical experiments on reasonably large EIP are presented in Section 4 where comparisons with blind input approach are also provided. Finally, Conclusions and perspectives are presented in Section 5.
2 Control-Input model for water exchange networks in EIPs

2.1 Problem statement

Let us consider a set of enterprises \( P := \{ P_1, \ldots, P_n \} \) that are co-located in the same industrial park and are governed by rules made in the park. Each enterprise has its own pre-defined water input requirement and quality characteristics, as well as the quantity and quality of available output wastewater. After the operation of each enterprise, the discharge wastewater can be used as input for other enterprises in the park. Contrary to the model developed in [21] and [19], our Control-Input model is based on the assumption that each enterprise has a control on his polluted inputs, namely, each enterprise has the ability to set the amount of water coming from the other enterprises. The goal of the model is to establish an optimal exchange network so that the total freshwater consumption, the total discharge wastewater, and the operating cost of each participating enterprise in the park are minimized, while satisfying all process and environmental constraints. The problem is structured as a SLMF problem wherein the EIP authority is the upper-level decision-maker and the enterprises interact through a GNEP as lower-level decision-makers. Each enterprise wants to minimize his cost of the use of water while the designer is in charge of the ecological concern by minimizing the fresh water consumption, thus encouraging the recycling or reuse of wastewater streams.

The \( n \) enterprises of the considered EIP are connected thanks to an exchange network. A sink node, represented by the index 0 is of course included. It represents a waste pit to discharge polluted water. Each enterprise \( P_i \) can be connected to other enterprises and/or to the sink node. Setting by \( I := \{ 1, \ldots, n \} \) the index set of the \( P \) we also define \( I_0 := \{ 0 \} \cup I \). In what follows, we will use \( n = |I| \) to denote the number of enterprises in the park.

2.2 Enterprises’ problem

The goal of the designer is to built an exchange network so that part of this polluted water could be reused by other enterprises, reducing the global consumption of fresh water within the park. Here, an exchange network for the EIP is a simple directed graph \( (I_0, E) \), where the connection \( (i, j) \in E \) means that the enterprise \( i \) can send its output water to the enterprise \( j \). In this sense, if the enterprise \( i \) uses the connection \( (i, 0) \), then it means that it is discharging water outside the park, to the environment.

Defining the sets

\[
E^\text{st} := \{(i, 0) : i \in I\}, \\
E^\text{max} := \{(i, j) : i \in I, j \in I_0\}
\]

a valid exchange network \( E \) is the set of connections satisfying \( E^\text{st} \subset E \subset E^\text{max} \). Note that the set \( E^\text{st} \) is the stand-alone configuration, where each enterprise only has access to fresh water and, after using it, he must discharge it to the sink node. On the other hand \( E^\text{max} \) stands for the complete park, in the sense that all enterprises are connected between them, and each enterprise has a connection with the sink node. This definition yields that: 1) for every enterprise there is always the possibility of discharge; and 2) the sink node doesn’t have any exit connections (it is not possible to recover water once it is discharged). We denote by \( \mathcal{E} \) the family of valid networks for the EIP. Finally, for any \( E \in \mathcal{E} \), we define its complement \( E^c \) the set of connections that are not in \( E \), that is, \( E^c = E^\text{max} \setminus E \).

For each \( (k, i) \in E^\text{max} \) we denote by \( F_{k,i} \) [T/h] the water flux going from \( k \) to \( i \) through the connection \( (k, i) \). We consider the following notation:

- \( F_i = (F_{k,i} : k \in I) \) is the vector of fluxes going to enterprise \( i \),
- \( F_{-i} = (F_{k,j} : k \in I, j \in I \setminus \{ i \}) \) is the vector of all fluxes not going to enterprise \( i \) and not going to sink node,
- \( F = (F_i : i \in I) \) is the vector of fluxes between enterprises,
for any $i \in I$, $z_i$ stands for the inlet fresh water and $F_{i,0}$ is the flux sent by enterprise $i$ to the sink node.

Finally, following classical notations of game theory, for an enterprise $i \in I$, we may write $F = (F_i, F_{-i})$, to stress the vector of fluxes between enterprise $i$. Then, for a fixed network $E$, valid flux vectors $F = (F_{k,i} : (k, i) \in E^\text{max})$ and $F_0 = (F_{i,0} : i \in I)$ must satisfy the following constraints:

1. Use of connections in $E$: since $E$ represents the available connections, we must put
\[
\forall (k, i) \in E^c, \quad F_{k,i} = 0.
\] (2.1)

2. Positivity of fluxes: all the fluxes in the park must be positive:
\[
\forall (k, i) \in E, \quad F_{k,i} \geq 0 \quad \text{and} \quad \forall i \in I, \quad z_i \geq 0.
\] (2.2)

3. Water mass balance: since no water losses are considered, for any valid network $E$ and for each enterprise $i \in I$, we have
\[
z_i + \sum_{(k,i) \in E} F_{k,i} = \sum_{(i,j) \in E} F_{i,j} + F_{i,0}.
\] (2.3)

It is important to note that while each enterprise $i$ controls his inlet flux $F_i$ and the outlet fluxes $F_{-i}$ are under the control of the concurrent enterprises, the fluxes $(F_{i,0})_{i \in I}$ corresponding to the amounts of discharged water are directly deduced by the water balance constraint (2.3) and will not be variables neither of the enterprises nor of the designer.

To simplify notation, in what follows we will write for each $i \in I$
\[
\sum_j F_{i,j} := \sum_{j \in I \setminus \{i\}} F_{i,j},
\]
\[
\sum_k F_{k,i} := \sum_{k \in I \setminus \{i\}} F_{k,i}.
\]

That is, $\sum_j F_{i,j}$ stand for the aggregated outlet flux of $i$ sent to other agents $j \in I \setminus \{i\}$, and $\sum_k F_{k,i}$ stand for the aggregated inlet flux of $i$ received from other agents $k \in I \setminus \{i\}$. Of course, these values are affected by the chosen network $E \in \mathcal{E}$, but they can be defined independently.

For an given couple $(E, F)$ of valid network and associated fluxes, an enterprise will be:

- in semi-stand-alone situation if, for any $k \in I$, $F_{k,i} = 0$.
- in stand-alone situation if, for any $k, j \in E$, $F_{k,i} = 0$ and $F_{i,j} = 0$.
- in active situation, otherwise. That is, $i \in I$ is active when $\sum_k F_{k,i} > 0$.

Each enterprise $i \in I$ thus receives the fluxes from other enterprises within the EIP. Nevertheless for technical constraints on the process $P_i$, the pollutant concentration delivered by the other enterprises cannot exceed a certain maximum value denoted here by $C_{i,\text{in}}$ [ppm]. We assume here that each enterprise $i \in I$, in order to use less fresh water, will actually accept a maximum of polluted water. The inlet flux is then mixed with the purchased fresh water $z_i$ generating therefore the inlet flux $z_i + \sum_k F_{k,i}$. On the other hand enterprise $i$ generates a fixed amount of pollutant $M_i$ [g/h], coming from his internal production process. This pollutant is then diluted into the outlet water flux $\sum_j F_{i,j} + F_{i,0}$, for which is usually assumed, in the design of EIP, that the pollutant concentration is less than a maximum value $C_{i,\text{out}}$ [ppm]. Actually considering that enterprise $i$ will optimize his process, we will assume, as it is classically done for EIP the so-called hypothesis of optimal response that each enterprise $i \in I$ consumes
exactly the fresh water it needs to attain \( C_{i,\text{out}} \), and therefore, its output pollutant concentration is always equal to this constant. Obviously we have that \( 0 \leq C_{i,\text{in}} < C_{i,\text{out}} \). This functioning is illustrated in Figure 2.1.

![Figure 2.1: Water mixture description for a given process \( P_i \).](image)

Taking into account the above explanations, for any valid network \( E \in \mathcal{E} \), the water mixture model immediately leads to the following constraints:

1. Contaminant mass balance: each enterprise \( i \in I \) wants to receive the maximum of pollutant and thus the contaminant mass balance is

\[
M_i + C_{i,\text{in}} \Phi_i(z_i, (F_{k,i})_k) = C_{i,\text{out}} \left( \sum_j F_{i,j} + F_{i,0} \right),
\]

where the auxiliary function \( \Phi_i : \mathbb{R} \times \mathbb{R}^{n-1} \rightarrow \mathbb{R} \) is defined as

\[
\Phi_i(z_i, (F_{k,i})_k) = \begin{cases} 
z_i + \sum_k F_{k,i} & \text{if there exists } k \text{ such that } F_{k,i} > 0 \\
0 & \text{otherwise.}
\end{cases}
\]

Note that the auxiliary function \( \Phi_i \) allows to take into account that when enterprise \( i \) doesn’t receive any polluted water, thus being in a semi-stand-alone or stand-alone situation, then the pollutant only comes from the internal generation \( M_i \).

2. Inlet/outlet concentration constraints: for an enterprise \( i \in I \) we have that:

\[
\sum_{k \in I \setminus \{i\}} C_{k,\text{out}} F_{k,i} \leq C_{i,\text{in}} \left( z_i + \sum_k F_{k,i} \right).
\]

Observe that, in the case of an enterprise \( i \) in semi-stand-alone or stand-alone situation, combining equations (2.3) and (2.4) we obtain:

\[
M_i = C_{i,\text{out}} \left( \sum_j F_{i,j} + F_{i,0} \right),
\]

and so, the discharge of wastewater by the enterprise \( i \in I \) is given by the fluxes controlled by the other
enterprises, thanks to the formula
\[ F_{i,0} = \frac{M_i}{C_{i,\text{out}}} - \sum_j F_{i,j}. \] (2.6)

For all the other enterprises, neither in semi-stand-alone nor in stand-alone situation, by combining (2.6) and (2.7), one gets
\[ M_i + C_{i,\text{in}} \left( \sum_j F_{i,j} + F_{i,0} \right) = C_{i,\text{out}} \left( \sum_j F_{i,j} + F_{i,0} \right), \]
and so, the discharge of wastewater by the enterprise \( i \in I \) is given by the fluxes controlled by the other enterprises, thanks to the following formula
\[ F_{i,0} = \frac{M_i}{C_{i,\text{out}} - C_{i,\text{in}}} - \sum_{(i,j) \in E} F_{i,j}. \] (2.7)

Mixing both equations (2.6) and (2.7), we conclude that \( F_{i,0} \) is given by the following explicit piecewise formula:
\[
F_{i,0}(F) = \begin{cases} 
\frac{M_i}{C_{i,\text{out}}} - \sum_j F_{i,j} & \text{if } i \text{ operates stand-alone or semi-stand-alone,} \\
\frac{M_i}{C_{i,\text{out}} - C_{i,\text{in}}} - \sum_j F_{i,j} & \text{otherwise, that is if } \sum_k F_{k,i} > 0.
\end{cases}
\] (2.8)

Now we denote by \( c \) [$/T] the marginal cost of freshwater, and by \( \beta \) [$/T] the unit tax for discharged water. Observe that, if the enterprise \( i \) doesn’t receive polluted water (i.e. is in semi-stand-alone or stand-alone situation), then its freshwater consumption \( z_i \) must be
\[ z_i = \frac{M_i}{C_{i,\text{out}}}. \]

Then, the cost of stand-alone operation, which we denote by \( \text{STC}_i \) [$/h], is given by
\[ \text{STC}_i = A \cdot (c + \beta) \frac{M_i}{C_{i,\text{out}}}, \]
where \( A \) [h] is a time constant that measures the lifetime analysis of the park.

In the SLMF model, given a valid exchange network \( E \), each enterprise \( i \in I \) has a cost function that he wants to minimize, defined by
\[
\text{Cost}_i(z_i, F_i, F_{-i}, E) = A \left[ c \cdot z_i + \gamma \left( \sum_k F_{k,i} + \sum_j F_{i,j} \right) + \beta F_{i,0}(F, F_{-i}) \right],
\] (2.9)
where \( \gamma \) [$/T] is the unit cost for the use of shared connection between nodes. In this model, we assume that the cost \( c \) is much higher than \( \delta \). Observe that each enterprise pays for each connection he uses, both for the inlet fluxes and outlet fluxes. In the case of the connections between two enterprises, this means that the cost of the connection is divided uniformly between the sending enterprise and the receiving enterprise.

With all these considerations, for a given valid exchange network \( E \in \mathcal{E} \), the problem of each enterprise
We denote by Eq\( (E) \) one (see \[2\]). Indeed, given a vector \( F \), it is important to quote that the existence of such equilibria cannot be guaranteed here neither by classical Arrow-Debreu existence result for generalized equilibrium problem (see \[1\]) nor by the more recent one (see \[2\]). Indeed, given a vector \( F_{-i} \), the function \( F_i \mapsto F_{i,0}(F_i, F_{-i}) \) described in \( (2.8) \) is actually upper semi-continuous but not lower semi-continuous. This can be seen by rewriting this function as \( F_{i,0}(F_i, F_{-i}) = \sum_j F_{i,j} - \varphi_i(F_i) \) where

\[
\varphi_i(F_i) = \begin{cases} \frac{M_i}{c_{i,\text{out}} - \sum_j F_{i,j}} - \sum_j F_{i,j} & \text{if } F_i \in \Pi, \\ \frac{M_i}{c_{i,\text{out}} - c_{i,\text{in}}} - \sum_j F_{i,j} & \text{otherwise.} \end{cases}
\]

with \( \Pi \) being the hyperplane \( \Pi = \{ F_i \in E^n : \sum_k F_{k,i} = 0 \} \). It is then clear that the function \( \varphi_i \) is lower semi-continuous but not upper semi-continuous.

2.3 Designer’s problem

The designer being in charge of the reduction of the environmental impact of the park, he wants to minimize the total wastewater discharge, that is function

\[
F_0(F) = \sum_{i \in I} F_{i,0}(F).
\]

By adding the water balance constraints \( (2.3) \) of all nodes, the total discharge water coincides with the total fresh water consumption of the park, that is, \( F_0(F) = \sum_{i \in I} z_i \). So by selecting an appropriate network \( E \) and a compatible operation \( (z, F) \in \text{Eq}(E) \), the designer will propose an optimal design for the park with this criterium, which is usual in the literature (see, e.g., \[2\], \[19\] and the references therein). Nevertheless there is no a priori guarantee that doing so the resulting cost of each enterprise will be lower than his stand-alone cost \( \text{STC}_i \) and thus that every enterprise will finally accept to participate to the EIP. In order to have strong arguments to encourage enterprise to be involved into the EIP, the designer engages in a contract with them. This contract will guarantee a \emph{minimal relative gain}, with respect to the stand-alone operation, denoted by \( \alpha \in ]0, 1[ \), on the cost of every enterprise.

\[
\text{Cost}_i(z_i, F_i, F_{-i}, E) \leq \alpha \cdot \text{STC}_i.
\]

\[\]
This type of minimal relative gain contract was first introduced in [21]. Then, the problem of the designer is

\[
\begin{align*}
\min_{E \in \mathcal{E}, z \in \mathbb{R}^n, F \in \mathbb{R}^{|E_{\text{max}}|},} & \quad F_0(F) \\
\text{s.t.} & \quad (z, F) \in \text{Eq}(E), \\
& \quad \text{Cost}_i(z_i, F_i, F_{-i}, E) \leq \alpha \cdot \text{STC}_i, \quad \forall i \in I.
\end{align*}
\]

(2.15)

The optimization problem (2.15) can be interpreted as follows: the designer will propose to the enterprises a valid exchange network \( E \), a vector \( z \), and an operation \( F \in \mathbb{R}^{|E_{\text{max}}|} \) which satisfy all the physical constraints and also, such that the operation \( F \) respects:

1) the incentive consistency, in the sense that no enterprise will have incentives to unilaterally deviate from the proposal due to the constraint \((z, F) \in \text{Eq}(E)\);

2) the individual rationality of each enterprise, in the sense that all enterprises will participate in the network since their participation has been bought through the constraint (2.14).

Let us finally bring to the fore that the designer problem corresponds to the so-called optimistic approach of the SLMF game. Indeed for any given valid exchange network \( E_0 \), the set \( \text{Eq}(E) \) can contain more than one equilibrium and the designer choose the one which minimizes the function \( F_0(F) \). For more details on the different possible approaches for SLMF games the reader can refer to [5].

2.4 Selection of participating enterprises

Physically, we know that the network has always a feasible point, which is the Stand-Alone configuration, that is, the topology \( E^{st} \). However, when we include the individual rationality constraint (2.14), the problem may become infeasible since \( \alpha < 1 \).

Infeasibility of problem (2.15) means that the designer is not capable to find a solution that respect the contracts with all the enterprises. Thus, we need to include the possibility of excluding some enterprises from the network.

Formally, for each enterprise \( i \in I \), we define a boolean variable \( y_{i, \text{null}} \in \{0, 1\} \) such that

\[
y_{i, \text{null}} = \begin{cases} 
1 & \text{if } i \text{ breaks the contract (2.14),} \\
0 & \text{otherwise.}
\end{cases}
\]

and denote by \( y_{\text{null}} \) the vector \( y_{\text{null}} = (y_{i, \text{null}} : i \in I) \). With this new variable, we modify problem (2.15) adding the following constraints

1. For each enterprise \( i \in I \), we put

\[
\sum_j F_{i,j} \leq K \cdot (1 - y_{i, \text{null}}),
\]

for some constant \( K > 0 \) large enough. This is to ensure that, if the enterprise breaks the contract, then he cannot send his polluted water to any enterprises.

2. For each enterprise \( i \in I \), we put

\[
\sum_k F_{k,i} \leq K \cdot (1 - y_{i, \text{null}}),
\]

for some constant \( K > 0 \) large enough. This constraint establishes that, if the enterprise breaks the contract, then nobody can send him any flux.
3. For each enterprise \(i \in I\), we put
\[
\text{Cost}_i(z_i, F_i, F_{-i}, E) \leq \alpha_i \text{STC}_i \cdot (1 - y_{i, \text{null}}) + \text{STC}_i \cdot y_{i, \text{null}}.
\]
Here, the individual rationality constraint is active only when \(y_{i, \text{null}} = 0\). Otherwise, since the enterprise is not connected to the network, his cost will coincide with \(\text{STC}_i\).

In this formulation, the constant \(K > 0\) is used as a big-M strategy: when \(y_{i, \text{null}} = 0\), the constraints (2.16) and (2.17) are trivially fulfilled, since \(K\) is always an upper bound for \(\sum_j F_{i,j}\) and \(\sum_k F_{k,i}\). A large enough value for \(K\) is given by
\[
K = (|I| - 1) \left( \sum_{i \in I} \frac{M_i}{C_{i,\text{out}}} \right),
\]
which corresponds to the total water consumption on the EIP when every agent is stand-alone, multiplied by the total number of agents besides enterprise \(i\). Now, denoting
\[
\text{STC}_i(\alpha, y_{i, \text{null}}) := \alpha \text{STC}_i \cdot (1 - y_{i, \text{null}}) + \text{STC}_i \cdot y_{i, \text{null}},
\]
the new optimization problem becomes
\[
\min_{E, y_{\text{null}}, z, F} F_0(F)
\]
subject to
\[
\begin{align*}
(z, F) &\in \text{Eq}(E, y_{\text{null}}), \\
\sum_{(i,j) \in E} F_{i,j} &\leq K \cdot (1 - y_{i, \text{null}}), \quad \forall i \in I, \\
\sum_{(k,i) \in E} F_{k,i} &\leq K \cdot (1 - y_{i, \text{null}}), \quad \forall i \in I, \\
\text{Cost}_i(z_i, F_i, F_{-i}, E) &\leq \text{STC}_i(\alpha, y_{i, \text{null}}), \quad \forall i \in I.
\end{align*}
\]
Here, \(\text{Eq}(E, y_{\text{null}})\) stands for the solutions of the equilibrium problem considering only the agents in
\[
I' = \{i \in I : y_{i, \text{null}} = 0\},
\]
and forcing the agents in \(I \setminus I'\) to be stand-alone. Thus, in this new problem, the designer first choose all the enterprises that will participate in the network, represented by the set \(I' = \{i \in I : y_{i, \text{null}} = 0\}\) and then it solves problem (2.20) replacing \(I\) by \(I'\). Of course, as it is formulated, the designer takes both decisions simultaneously. It is not hard to verify that any optimal solution of Problem (2.20) is an optimal solution of Problem (2.15) for the reduced set of enterprises \(I'\), and that Problem (2.20) is always feasible. We leave this verification to the reader.

3 Mixed-Integer programming reduction

The formulation of designer’s problem (2.20) has the form of a mathematical programming with equilibrium constraints (MPEC). This section is devoted to prove that this MPEC formulation, which is known to be hard to solve (see, e.g., [6, 23, 15]), can be sequentially approximated through a family of auxiliary single-level Mixed-Integer linear programming problems.

To develop such approach, our methodology consist in construct a single optimization problem following only the objective of the designer, which is minimizing the total discharged water, without considering the equilibrium constraint. We will allow the designer to choose all the variables \((E, y_{\text{null}}, z, F)\), with some considerations:

1. The operation \((z, F)\) must be feasible for \((E, y_{\text{null}})\), that is, for every agent with \(y_{i, \text{null}} = 0\), \((z_i, F_i)\)
must be feasible for problem \( P_i(z_{-i}, F_{-i}, E) \).

2. The designer should include some new constraints that ensure that any solution \((E^*, y_{null}^*, z^*, F^*)\) of the new problem becomes a feasible point for the original problem \((2.20)\).

When implementable, this methodology provides a new problem that is a relaxation in the sense that admits more feasible configurations, but a solution to this “larger” problem is also a solution for the original one. This section is devoted to the construction of the auxiliary problem and to proving the latter property.

### 3.1 Characterization of active agents

One of the main difficulties in order to construct the desired auxiliary problem is the discontinuity of the objective function \( F_0(F) \). Indeed, recalling that for each agent \( i \in I \), we have that

\[
F_{i,0}(F) = \begin{cases} 
\frac{M_i}{C_{i,\text{out}}} & \text{if } i \text{ operates stand-alone or semi-stand-alone}, \\
\frac{M_i}{C_{i,\text{out}}} - \sum_j F_{i,j} & \text{otherwise},
\end{cases}
\]

then the function \( F_0(F) \) has a discontinuity when an agent \( i \in I \) passes from an active operation (that is, \( \sum_k F_{k,i} > 0 \)) to a semi-stand-alone operation (that is, \( \sum_k F_{k,i} = 0 \)). If the designer wants an agent to be at stand-alone or semi-stand-alone situation, this can be done by choosing \( E \in \mathcal{E} \) correctly. However, the designer cannot force an agent to be active: An agent \( i \in I \) that is active for the designer’s solution could change to semi-stand-alone operation if this action is profitable.

In order to construct an auxiliary problem that takes this possibility into account, we need to characterize when an active agent doesn’t have any interest in changing to semi-stand-alone operation. To do so, for each \( i \in I \) let us define the value

\[
\Delta_i := \frac{M_i}{C_{i,\text{out}} - C_{i,\text{in}}} - \frac{M_i}{C_{i,\text{out}}} = \frac{C_{i,\text{in}}}{C_{i,\text{out}}(C_{i,\text{out}} - C_{i,\text{in}})} M_i.
\]

This value represent the discontinuous reduction of discharged water when the enterprise \( i \) passes from active operation to semi-stand-alone operation.

**Lemma 1** (First Active agent lemma) Let \( E \in \mathcal{E} \) and \( y_{null} \in \{0,1\}^n \). Then, for any feasible pair \((z,F)\) for \((E, y_{null})\) and any agent \( i \in I \) with \( \sum_k F_{k,i} > 0 \), we have that

\[
\text{Cost}_i(z_i, F_i, F_{-i}, E) \leq \text{Cost}_i(M_i/C_{i,\text{out}}, 0, F_{-i}, E) \iff \sum_k F_{k,i} \geq \frac{c + \beta}{c - \gamma} \Delta_i,
\]

regardless if the semi-stand-alone operation \((z'_i, F'_i) = (M_i/C_{i,\text{out}}, 0)\) is feasible or not for agent \( i \)'s problem \( P_i(z_{-i}, F_{-i}, E) \).

**Proof.** Let \((z,F)\) be a feasible pair for \((E, y_{null})\), and let \( i \in I \) with \( \sum_k F_{k,i} > 0 \). Set \( z'_i = M_i/C_{i,\text{out}} \) and \( F'_i = 0 \). Then, \( F_{i,0}(F'_i, F_{-i}) = M_i/C_{i,\text{out}} - \sum_j F_{i,j} \) (which might be negative if semi-stand-alone operation is infeasible for \( i \)). Then, it is not hard to see that

\[
F_{i,0}(F'_i, F_{-i}) - F_{i,0}(F) = -\Delta_i.
\]

Furthermore, for each node \( k \neq i \), we have that

\[
F_{k,0}(F'_i, F_{-i}) = F_{k,i} + F_{k,0}(F),
\]

that is, the partially polluted water \( F_{k,i} \) that is not consumed by \( i \) must pass to be a discharged water for \( k \). This yields that water balance constraint still holds for every \( k \in I \setminus \{i\} \). In the case of agent \( i \), water balance constraint also holds, even though the value of \( F_{i,0}(F'_i, F_{-i}) \) might be negative. Finally,
by adding the water balance constraints of all nodes, we can write
\[ z'_i - z_i = z'_i + \sum_{k \neq i} z_k - \sum_{k \in I} z_k \]
\[ = F_{i,0}(F'_i, F_{-i}) + \sum_{k \neq i} F_{k,0}(F'_i, F_{-i}) - \sum_{k \in I} F_{k,0}(F) \]
\[ = -\Delta_i + \sum_{k \neq i} (F_{k,0}(F'_i, F_{-i}) - F_{k,0}(F)) \]
\[ = \sum_{k \in I} F_{k,i} - \Delta_i. \]

Then we can write
\[
\begin{align*}
\text{Cost}_i(z'_i, F'_i, F_{-i}, E) - \text{Cost}_i(z_i, F_i, F_{-i}, E) & = c(z'_i - z_i) + \gamma \left( \sum_k F'_{k,i} - F_{k,i} \right) + \beta (F_{i,0}(F'_i, F_{-i}) - F_{i,0}(F)) \\
& = c (\sum_k F_{k,i} - \Delta_i) - \gamma \sum_k F_{k,i} - \beta \Delta_i.
\end{align*}
\]

By rearranging the terms, we conclude that
\[
\text{Cost}_i(z'_i, F'_i, F_{-i}, E) - \text{Cost}_i(z_i, F_i, F_{-i}, E) \geq 0 \iff \sum_k F_{k,i} \geq \frac{c + \beta}{c - \gamma} \Delta_i.
\]

The above development holds regardless if \( F_{i,0}(F'_i, F_{-i}) = M_i/C_{i,\text{out}} - \sum_j F_{i,j} \) is positive or not, and thus the equivalence is still valid even if semi-stand-alone operation is not feasible for agent \( i \). This finishes the first the proof.

The first Active agent lemma characterizes when semi-stand-alone is profitable for an active agent. However, our goal is to replace the equilibrium constraint for usual constraints in our auxiliary problem. With this in mind and using Lemma 1, the next lemma characterizes how must be the relation with the semi-stand-alone operation for agents in an equilibrium, in the sense of 2.11.

**Lemma 2** (Second Active agent lemma) Let \( E \in \mathcal{E} \) and \( y_{\text{null}} \in \{0, 1\}^n \) and let \((z, F) \in \text{Eq}(E, y_{\text{null}})\). Then, for every \( i \in I \) with \( y_{i,\text{null}} = 0 \), we have that
\[
i \in I \text{ is active } \iff \frac{M_i}{C_{i,\text{out}}} - \sum_j F_{i,j} < 0 \text{ or } \sum_k F_{k,i} \geq \frac{c + \beta}{c - \gamma} \Delta_i. \quad (3.3)
\]

*Proof.* Since \((z, F) \in \text{Eq}(E_0, y_{\text{null}})\) and \( i \) is active, it means that \( i \) has no interest in change to semi-stand-alone, either because \( i \) in fact cannot pass to semi-stand-alone mode, or because \( i \) can pass to semi-stand-alone but it is not profitable to do so.

For \( i \) to pass to semi-stand-alone, it will need to consider the operation \((z'_i, F'_i)\) given by
\[
F'_{k,i} = 0, \quad \forall k \in I \quad \text{and} \quad z'_i = \frac{M_i}{C_{i,\text{out}}}.
\]

With this in mind, we can analyse the reasons for \( i \) not to go to semi-stand-alone.

- **semi-stand-alone is infeasible:** It is not hard to see that the semi-stand-alone operation \((z'_i, F'_i)\)
is feasible for problem $P_i(z_i, F_{-i}, E)$ if and only if
\[ F_{i,0}(F'_i, F_{-i}) = \frac{M_i}{C_{i,\text{out}}} - \sum_j F_{i,j} \geq 0. \]

Thus, if semi-stand-alone is infeasible, then $\frac{M_i}{C_{i,\text{out}}} - \sum_j F_{i,j} < 0$.

- **semi-stand-alone is feasible but not profitable:** By equivalence (3.2), the nonprofitability of semi-stand-alone operation is equivalent to $\sum_k F_{k,i} \geq \frac{c+\beta}{c-\gamma} \Delta_i$.

By mixing both cases, we can write
\[ i \text{ is active} \iff \text{semi-stand-alone is either infeasible or not profitable for } P_i(z_i, F_{-i}, E) \]
\[ \iff \frac{M_i}{C_{i,\text{out}}} - \sum_j F_{i,j} < 0 \text{ or } \sum_k F_{k,i} \geq \frac{c+\beta}{c-\gamma} \Delta_i. \]

The proof is then finished.

### 3.2 Construction of the auxiliary optimization problem

Using the characterization of active agents in Lemma[2] we will develop an alternative single-level optimization problem that, besides deciding the operation $(z, F)$, it “decides”, for each agent $i \in I$, two more things:

1. It decides which of the two expressions of (2.8) should be used to compute $F_{i,0}$.
2. If $i$ is active, then it decides which of the two conditions in (3.3) holds.

For this, we first introduce a boolean variable $y_{i,\text{act}} \in \{0, 1\}$ and define
\[
F_{i,0}(y_{i,\text{act}}, F_{-i}) = (1 - y_{i,\text{act}}) \left( \frac{M_i}{C_{i,\text{out}}} - \sum_j F_{i,j} \right) + y_{i,\text{act}} \left( \frac{M_i}{C_{i,\text{out}} - C_{i,\text{in}}} - \sum_j F_{i,j} \right)
\]
\[= \frac{M_i}{C_{i,\text{out}}} (1 - y_{i,\text{act}}) + \frac{M_i}{C_{i,\text{out}} - C_{i,\text{in}}} y_{i,\text{act}} - \sum_j F_{i,j} \quad (3.4) \]

We will include the constraint that, whenever there exists $F_{k,i} > 0$, then necessarily $y_{i,\text{act}} = 1$. This is achieved by the constraint
\[
\sum_k F_{k,i} \leq K y_{i,\text{act}}, \quad (3.5)
\]
for the constant $K > 0$ given by (2.18). Thus, if $i$ is in active situation, then $y_{i,\text{act}} = 1$. Otherwise, we can choose the value of $y_{i,\text{act}}$. We define $y_{\text{act}} = (y_{i,\text{act}} : i \in I)$. Observe that, since $\frac{M_i}{C_{i,\text{out}}} \leq \frac{M_i}{C_{i,\text{out}} - C_{i,\text{in}}}$, it is always desirable to put $y_{i,\text{act}} = 0$ whenever it is possible, when minimizing $F_0(F)$. Thus, the values of $y_{i,\text{act}}$ will be consistent at any optimal configuration.

Now, whenever $i$ is active, we need to decide which condition of (3.3) will hold. We include a boolean variable $y_{i,\text{pos}} \in \{0, 1\}$, and the constraints
\[
0 > \frac{M_i}{C_{i,\text{out}}} - \sum_j F_{i,j} - K y_{i,\text{pos}} \quad (3.6)
\]
\[
0 \leq \sum_k F_{k,i} - \frac{c+\beta}{c-\gamma} \Delta_i \cdot y_{i,\text{pos}} + K (1 - y_{i,\text{act}}) \quad (3.7)
\]
The above system works as follows. On the one hand, if \( \frac{M}{c_{\text{cost}}} - \sum_j F_{i,j} \geq 0 \), this forces \( y_{i,\text{pos}} = 1 \). Then, if \( y_{i,\text{act}} = 0 \), the constraint (3.7) becomes the profitability constraint: since semi-stand-alone is feasible, the active situation of agent \( i \) must be better than semi-stand-alone. On the other hand, whenever \( \frac{M}{c_{\text{cost}}} - \sum_j F_{i,j} < 0 \), we can choose \( y_{i,\text{pos}} = 0 \) and thus constraint (3.7) is trivially verified by the positivity of fluxes. Finally, if \( y_{i,\text{act}} = 0 \), then constraint (3.7) is trivially verified regardless the value of \( y_{i,\text{pos}} \). We define \( y_{\text{pos}} = (y_{i,\text{pos}} : i \in I) \).

Let us denote \( y = (y_{\text{null}}, y_{\text{act}}, y_{\text{pos}}) \) and by \( y_i = (y_{i,\text{null}}, y_{i,\text{act}}, y_{i,\text{pos}}) \). To construct the desired auxiliary problem, instead of considering \((z, F)\) in Eq\((E, y_{\text{null}})\), we will instead ask that the tuple \((y, z, F)\) to respect all the constraints of problems (2.10) assuming \( E = E_{\text{max}} \), and to respect the new constraints (3.6) and (3.7). To do so, we first define a new feasibility set

\[
S = \left\{ (y, z, F) : \begin{array}{l}
\text{Equations (2.3) and (2.5) hold, } \forall i \in I, \\
\sum_j F_{i,j} \leq K \cdot (1 - y_{i,\text{null}}), \forall i \in I, \\
\sum_k F_{k,i} \leq K \cdot (1 - y_{i,\text{null}}), \forall i \in I, \\
\sum_k F_{k,i} \leq K y_{i,\text{act}}, \forall i \in I, \\
z_i \geq 0, \forall i \in I, \\
F_i \geq 0, \forall i \in I, \\
F_{i,0}(y_{i,\text{act}}, F_{-i}) \geq 0, \forall i \in I, \\
\sum_{k \in I} F_{k,i} - \sum_j F_{i,j} \geq c_{\text{cost}} \cdot (1 - y_{i,\text{act}}), \forall i \in I, \\
\end{array} \right\}
\]  

(3.8)

where \( F_{i,0}(y_{i,\text{act}}, F_{-i}) \) is given by equation (3.4). The first active condition given by (3.6) is left outside the set \( S \) since we will deal with it in the next section.

With \( S \), the active condition (3.6) and the new cost constraint given by formula (2.19), we define the auxiliary Mixed-Integer optimization problem as

\[
A_0 := \min \left\{ \sum_{i \in I} F_0(y_{i,\text{act}}, F_{-i}) \right\} 
\text{ s.t. } \begin{cases} 
(y, z, F) \in S, \\
\frac{M}{c_{\text{cost}}} - \sum_j F_{i,j} - K y_{i,\text{pos}} < 0, \forall i \in I, \\
\text{Cost}_{i}(y_{i}, z_{i}, F_{i}, F_{-i}) \leq STC_{i}(\alpha, y_{i,\text{null}}), \forall i \in I. 
\end{cases}
\]  

(3.9)

where \( y_i = (y_{i,\text{null}}, y_{i,\text{act}}, y_{i,\text{pos}}) \), and the cost function \( \text{Cost}_{i}(y_{i}, z_{i}, F_{i}, F_{-i}) \) is the same as in (2.9) considering \( E_0 = E_{\text{max}} \) but with the expression (3.4) for \( F_0 \). We finish this section by showing that problem \( A_0 \) is in fact a relaxation of problem (2.20).

**Lemma 3** Let \((E, y_{\text{null}}, z, F)\) be a feasible point of Problem (2.20), then there exists a pair \((y_{\text{act}}, y_{\text{pos}}) \in \{0, 1\}^{2n} \) such that \((y, z, F)\) is feasible for \( A_0 \).

**Proof.** We construct \( y_{\text{act}} \) and \( y_{\text{pos}} \) as follow:

1. If \( i \) is in stand-alone operation, then the economic constraint forces \( y_{i,\text{null}} = 1 \). We set \( y_{i,\text{act}} = 0 \) and \( y_{i,\text{pos}} = 1 \). Then, the operation of \( i \) respects the stand-alone operation and all the constraints for active agents are trivially fulfilled for \( i \).

2. If \( i \) is in semi-stand-alone operation, we set again \( y_{i,\text{act}} = 0 \) and \( y_{i,\text{pos}} = 1 \), and the same conclusion follows.

3. Finally, if \( i \) is active, we set \( y_{i,\text{act}} = 1 \). Then,

   - if \( \frac{M}{c_{\text{cost}}} - \sum_j F_{i,j} < 0 \), we set \( y_{i,\text{pos}} = 0 \).
• if \( \frac{M_i}{c_{i,\text{out}}} - \sum_j F_{i,j} \geq 0 \), we set \( y_{i,\text{pos}} = 1 \). Lemma 2 ensures that in this case the profitability constraint (3.7) is verified.

Clearly with this construction \((y, z, F)\) is feasible for \(A_0\), and so the proof is then finished.

### 3.3 Approximated solutions and Main results

The main difficulty with the auxiliary problem \(A_0\), is that the feasibility set

\[
S_0 = \left\{ (y, z, F) : \begin{array}{l}
(y, z, F) \in S, \\
\sum_{i} F_{i,j} - Ky_{i,\text{pos}} < 0, \\
\forall i \in I \\
\text{Cost}_i(y, z, F_{i,j}) \leq \text{STC}_i(\alpha, y_{i,\text{null}}), \\
\forall i \in I
\end{array} \right\}
\]

(3.10)

might not be closed, due to the strict constraint (3.6). To avoid this issue, we will consider, for each \(\varepsilon > 0\), an approximated version given by

\[
A_\varepsilon := \left\{ \begin{array}{l}
\min_{y, z, F} \sum_{i} F_{0}(y_{i,\text{act}}, F_{i}) \\
\text{s.t.} \\
(y, z, F) \in S, \\
\frac{M_i}{c_{i,\text{out}}} - \sum_j F_{i,j} - Ky_{i,\text{pos}} \leq -\varepsilon, \\
\forall i \in I, \\
\text{Cost}_i(y, z, F_{i,j}) \leq \text{STC}_i(\alpha, y_{i,\text{null}}), \\
\forall i \in I
\end{array} \right\}
\]

(3.11)

where the feasibility set \(A_\varepsilon\) is now given by

\[
S_\varepsilon = \left\{ (y, z, F) : \begin{array}{l}
(y, z, F) \in S, \\
\frac{M_i}{c_{i,\text{out}}} - \sum_j F_{i,j} - Ky_{i,\text{pos}} \leq -\varepsilon, \\
\forall i \in I, \\
\text{Cost}_i(y, z, F_{i,j}) \leq \text{STC}_i(\alpha, y_{i,\text{null}}), \\
\forall i \in I
\end{array} \right\}
\]

(3.12)

Clearly, \(S_\varepsilon\) is a closed set and

\[
S_0 = \bigcup_{\varepsilon > 0} S_\varepsilon.
\]

The interpretation of \(S_\varepsilon\) is that, whenever the semi-stand-alone operation is feasible for an active agent \(i \in I\) with an error of \(\varepsilon\), then the profitability condition (3.7) must hold with \(y_{i,\text{pos}} = 1\).

**Theorem 4** For \(\varepsilon > 0\), let \((y, z, F)\) be a solution of problem \(A_\varepsilon\). Then, there exists \(E \in \mathcal{E}\) such that \((E, y_{\text{null}}, z, F)\) is feasible for Problem (2.20).

**Proof.** We only need to show that there exists \(E \in \mathcal{E}\) such that \((z, F) \in \text{Eq}(E, y_{\text{null}})\). To construct \(E\), we start with \(E = E_{\text{max}}\), and then, for every \(i \in I\), we do the following:

1. If \(y_{i,\text{null}} = 0\) (that is, \(i\) is in stand-alone operation), we update

\[
E \leftarrow E \setminus \{(k,j) \in E_{\text{max}} : k = i \text{ or } j = i\}.
\]

2. If \(\sum_k F_{k,i} = 0\), (that is, \(i\) is in stand-alone operation), we update

\[
E \leftarrow E \setminus \{(k,i) : k \in I \setminus \{i\}\}.
\]

We will show that this \(E\) (which eliminates all connections for stand-alone agents, and all inlet connections for semi-stand-alone agents) verifies the inclusion \((z, F) \in \text{Eq}(E, y_{\text{null}})\). Reasoning by absurd, let us assume that there exists \(i \in I\) and \((z', F') \neq (z, F)\) such that...
• \((z'_i, F'_i)\) is feasible for \(P_i(z_{-i}, F_{-i}, E)\), and

• \((z'_i, F'_i)\) is profitable for \(i\), that is, \(\text{Cost}_i(z'_i, F'_i, F_{-i}, E) < \text{Cost}_i(z_i, F_i, F_{-i}, E)\).

Now, if agent \(i\) was either in stand-alone or semi-stand-alone situation, the construction of \(E\) yields that there is no inlet connection between another enterprise and \(i\). Thus, \(F_{k,i} = 0 = F'_{k,i}\) for all \(k \in I \setminus \{i\}\).

Furthermore, the water balance constraint implies that

\[
z_i = \frac{M_i}{C_i,\text{out}} = z'_i.
\]

This would yield a contradiction with the fact that \((z'_i, F'_i) \neq (z_i, F_i)\). Thus, we have necessarily that \(i\) is active, that is, \(\sum_k F_{k,i} > 0\).

Now, since \((z, F) \in S_\varepsilon\), then either

\[
\frac{M_i}{C_i,\text{out}} - \sum_j F_{i,j} \leq -\varepsilon \text{ or } \sum_k F_{k,i} \geq \frac{c + \beta}{c - \gamma} \Delta_i.
\]

This means that either the semi-stand-alone operation is infeasible for \(P_i(z_{-i}, F_{-i}, E)\) or it is simply not profitable for \(i\). Thus, by the assumption of profitability of \((z'_i, F'_i)\), we conclude that necessarily \(\sum_k F_{k,i} > 0\).

We claim now that \((y, z'_i, z_{-i}, F'_i, F_i)\) is also a feasible point of \(S_\varepsilon\). To show this, it is enough to prove that

\[
\frac{M_i}{C_i,\text{out}} - \sum_j F_{i,j} \leq -\varepsilon \text{ or } \sum_k F'_{k,i} \geq \frac{c + \beta}{c - \gamma} \Delta_i.
\]

If \(\frac{M_i}{C_i,\text{out}} - \sum_j F_{i,j} \leq -\varepsilon\) our claim verifies trivially, so let us assume that \(\frac{M_i}{C_i,\text{out}} - \sum_j F_{i,j} > -\varepsilon\). If \(\sum_k F'_{k,i} < \frac{c + \beta}{c - \gamma} \Delta_i\), this means, by Lemma \([1]\) that \(\text{Cost}_i(z'_i, F'_i, F_{-i}, E) < \text{Cost}_i(M_i/C_i,\text{out}, 0, F_{-i}, E)\), where the latter is the cost associated to the semi-stand-alone operation (regardless if it is feasible or not). Then, we can write

\[
\text{Cost}_i(z'_i, F'_i, F_{-i}, E) < \text{Cost}_i(M_i/C_i,\text{out}, 0, F_{-i}, E) \leq \text{Cost}_i(z_i, F_i, F_{-i}, E),
\]

where the second inequality follows from Lemma \([1]\) and the fact that \(\sum_k F'_{k,i} \geq \frac{c + \beta}{c - \gamma} \Delta_i\). This contradicts the profitability assumption of \((z'_i, F'_i)\). Thus, \(\sum_k F'_{k,i} \geq \frac{c + \beta}{c - \gamma} \Delta_i\). Thus, it is not hard to see that keeping \(y_{i,\text{act}}\) and \(y_{i,\text{pos}}\) with the same values, we get that \((y, z'_i, z_{-i}, F'_i, F_i)\) verifies the constraints \((3.6)\) and \((3.7)\). Since everything else is also verified, we conclude that \((y, z'_i, z_{-i}, F'_i, F_i)\) is a feasible point of \(S_\varepsilon\), as claimed.

Now, since \((y, z, F)\) is an optimal solution of \(A_\varepsilon\), we get that

\[
z'_i - z_i = \sum_{z_i \in I} z_i - \left( z'_i + \sum_{k \neq i} z_i \right) = F_0(F) - F_0(F'_i, F_{-i}) \geq 0,
\]

where the second equality follows from the aggregated water balance constraint. Thus, noting that

\[
F_{i,0}(F) = \frac{M_i}{C_i,\text{out}} - \sum_j F_{i,j} = F_{i,0}(F'_i, F_{-i}),
\]

we deduce, using the water balance constraint \((2.3)\) for agent \(i\), that

\[
z'_i + \sum_k F'_{k,i} = F_{i,0}(F'_i, F_{-i}) + \sum_j F_{i,j} = F_{i,0}(F) + \sum_j F_{i,j} = z_i + \sum_k F_{k,i}.
\]
This yields that \( \sum_k F'_{k,i} - \sum_k F_{k,i} = z_i - z'_i \). Thus, we can write
\[
\text{Cost}_i(z'_i, F'_i, F_{-i}, E) - \text{Cost}_i(z_i, F_i, F_{-i}, E) \\
= c(z'_i - z_i) - \gamma \left( \sum_k F'_{k,i} - \sum_k F_{k,i} \right) + \beta (F_{i,0}(F'_i, F_{-i}) - F_{i,0}(F)) \\
= (c - \gamma)(z'_i - z_i) \geq 0.
\]
This is a contradiction with the profitability of \((z'_i, F'_i)\). Thus, such a deviation \((z'_i, F'_i)\) cannot exist, and we conclude that \((z, F) \in \text{Eq}(E, y_{null})\). This finishes the proof.

The above theorem links the optimal solutions of the problems \(A_{\epsilon}\) with the designer’s problem (2.20). By mixing the above theorem with Lemma 3, the next theorem shows that in fact the solutions of \((A_{\epsilon} : \epsilon > 0)\) approximate the optimal value of (2.20), which coincides with the optimal value of \(A_0\).

\textbf{Theorem 5} Let us define
\[
Z := \text{Optimal value of Problem } (2.20) \\
Z_0 := \text{Optimal value of Problem } A_0 \\
Z_{\epsilon} := \text{Optimal value of Problem } A_{\epsilon}
\]
We have that \(Z = Z_0\), that the function \(\epsilon \in (0, +\infty) \rightarrow Z_{\epsilon}\) is non-decreasing, and that
\[
Z_{\epsilon} \xrightarrow{\epsilon \to 0} Z_0.
\]

\textbf{Proof.} Lemma 3 ensures that \(Z_0 \leq Z\) since, after the transformation given in the proof of the lemma, every feasible point of Problem (2.20) is also a feasible point of \(A_0\).

Now, by construction, we have that the family of feasibility sets \((S_{\epsilon} : \epsilon > 0)\) is non-increasing with respect to \(\epsilon \in (0, +\infty)\): that is,
\[
\epsilon' > \epsilon \implies S_{\epsilon'} \subseteq S_{\epsilon}.
\]
This yields that the function \(\epsilon \in (0, +\infty) \rightarrow Z_{\epsilon}\) is non-decreasing, since \(Z_{\epsilon} = \inf \{F_0(F) : (y, z, F) \in S_{\epsilon}\}\).

Indeed, the infimum over a smaller set is bigger, and thus
\[
\epsilon' > \epsilon \implies Z_{\epsilon'} \geq Z_{\epsilon}.
\]

The convergence \(Z_{\epsilon} \xrightarrow{\epsilon \to 0} Z_0\) follows immediately from the fact that \(S_0 = \bigcup_{\epsilon > 0} S_{\epsilon}\).

Finally, let \(\epsilon > 0\). Since Theorem 4 ensures that every solution \((y^*, z^*, F^*)\) of \(A_{\epsilon}\) induces a feasible point of Problem (2.20) with the same value for the objective function, we get that
\[
Z \leq F_0(F^*) = Z_{\epsilon}.
\]
Thus, \(Z_0 \leq Z \leq Z_{\epsilon}\) for every \(\epsilon > 0\), which implies that \(Z = Z_0\). The proof is finished.

The last corollary ensures that we can find the solution of Problem (2.20), whenever it exists, by solving \(A_{\epsilon}\) for \(\epsilon > 0\) small enough.

\textbf{Corollary 6} Problem (2.20) admits a solution if and only if there exists \(\epsilon^* > 0\) such that
\[
Z_{\epsilon} = Z_0 = Z_{\epsilon^*}, \quad \forall \epsilon \in (0, \epsilon^*].
\]
In such a case, any solution \((y^*, z^*, F^*)\) of \(A_*\) is a solution of \(A_0\), and it is also a solution of Problem \((2.20)\): that is, there exists \(E^* \in \mathcal{E}\) such that \((E^*, y^*_{null}, z^*, F^*)\) is a solution of Problem \((2.20)\).

**Proof.** Let us show first the necessity. Let \((E^*, y^*_{null}, z^*, F^*)\) be a solution of Problem \((2.20)\), and let \((y^*, z^*, F^*)\) its associated feasible point in \(S_0\). Since \(S_0 = \bigcup_{\varepsilon > 0} S_{\varepsilon}\) we get that there exists \(\varepsilon^* > 0\) such that \((y^*, z^*, F^*)\) \(\in A_*\). Furthermore, the family \((S_{\varepsilon} : \varepsilon > 0)\) is non-increasing with respect to \(\varepsilon \in (0, +\infty)\), we get that \((y^*, z^*, F^*)\) \(\in S_{\varepsilon}\) for every \(\varepsilon > 0\).

Since \((E^*, y^*_{null}, z^*, F^*)\) is optimal, we get that \(F_0(F^*) = Z = Z_0\). Thus, \((y^*, z^*, F^*)\) is also optimal for \(A_0\). Finally, for every \(\varepsilon \in (0, \varepsilon^*)\), we get that

\[
(y^*, z^*, F^*) \in S_{\varepsilon} \implies Z_{\varepsilon} \leq F_0(F^*) = Z_0 \leq Z_{\varepsilon}.
\]

Thus, \(Z_\varepsilon = Z_0 = Z_{\varepsilon^*}\) for every \(\varepsilon \in (0, \varepsilon^*)\). The rest of the proof follows directly form Theorem 4.

Now, for the sufficiency, let \(\varepsilon^* > 0\) such that \(Z_0 = Z_{\varepsilon^*}\), and let \((y^*, z^*, F^*)\) be a solution of \(A_*\). Then, since \((y^*, z^*, F^*) \in S_{\varepsilon^*} \subset S_0\), we deduce that \((y^*, z^*, F^*)\) is a solution of \(A_0\). Let \(E^* \in \mathcal{E}\) given by

\[
E^* = \{(i, j) : i, j \in I, i \neq j, F_{i,j} > 0\} \cup E^{st}.
\]

Then, it is not hard to see that \((E^*, y^*_{null}, z^*, F^*)\) is feasible for Problem \((2.20)\), and Lemma 3 entails that is also optimal. The proof is then completed.

### 3.4 Numerical Implementation

Based on the developments of this section, our aim is to solve approximately \(A_0\) by solving \(A_\varepsilon\) for \(\varepsilon > 0\) small enough. However, this strategy has two drawbacks: first, we don't really know how small \(\varepsilon\) should be, and second, we are limited by the numerical precision of our computer. To try to measure how far a solution of \(A_\varepsilon\) is from a solution \(A_0\), we will use an optimality gap. Consider the problem

\[
\overline{A} := \left\{ \min_{y, z, F} \sum_{i \in I} F_0(y_{i, act}, F_{-i}) \right. \\
\text{s.t.} \quad \frac{M}{K_{i, out}} - \sum_{j} F_{i,j} - Ky_{i, pos} \leq 0, \quad \forall i \in I, \\
\text{Cost}_i(y_{i}, z_{i}, F, F_{-i}) \leq STC_i(a, z_{i, null}), \quad \forall i \in I.
\]

(3.13)

Since the feasible set of \(\overline{A}\) is bigger than \(S_0\), we get that the optimal value of \(\overline{A}\), which we denote \(\overline{Z}\), must be smaller than \(Z_0\). That is, we have that

\[
\overline{Z} \leq Z_0 \leq Z_{\varepsilon}, \quad \forall \varepsilon > 0.
\]

(3.14)

Unfortunately, the inequality \(\overline{Z} \leq Z_0\) might be strict. This is due to the fact that the feasible set of \(\overline{A}\) is not necessarily the closure of the feasible set of \(A_0\). However, \(\overline{Z}\) gives us a reference point. Based on this, we propose the following methodology to solve problem \(A_0\):

1. Solve \(\overline{A}\), finding \((\overline{y}, \overline{z}, \overline{F})\) and \(\overline{Z}\). If \((\overline{y}, \overline{z}, \overline{F})\) is feasible for \(A_0\), then this is the solution.
2. If not, then choose \(\varepsilon > 0\) as small as possible within the numerical precision.
3. Solve \(A_\varepsilon\), finding \((y_{\varepsilon}, z_{\varepsilon}, F_{\varepsilon})\) and \(Z_{\varepsilon}\) and keep \((y_{\varepsilon}, z_{\varepsilon}, F_{\varepsilon})\) as the best possible solution.

We can compare \(Z_{\varepsilon}\) with \(\overline{Z}\) to get an optimality gap: if \(Z_{\varepsilon} - \overline{Z} = 0\), it means that \(Z_{\varepsilon} = Z_0\) and thus the solution \((y_{\varepsilon}, z_{\varepsilon}, F_{\varepsilon})\) is in fact a solution of \(A_0\), in view of Corollary 3. If \(Z_{\varepsilon} - \overline{Z}\) is not zero but it
is small, we know that $Z_{\epsilon}$ is close to $Z_0$ and so $(y_{\epsilon}, z_{\epsilon}, F_{\epsilon})$ is close to a solution of $A_0$. However, if $Z_{\epsilon} - Z$ is "large", we can not get any conclusion. In such a case, we only can say that $(y_{\epsilon}, z_{\epsilon}, F_{\epsilon})$ is the best solution we could get.

4 Numerical experiments

In this section, we present numerical examples of the Control-Input model. The objective of this model is to design and optimize the water exchange networks in the EIP to minimize the total freshwater consumption (equivalent to the total discharge of polluted water) of the enterprises and minimize the operating cost of enterprises, by considering that there is an exchange of water between enterprises and that each enterprise controls his input flux. The detailed model we use is described in Section 2. The optimization problem we solve is problem $A_0$. Furthermore, to solve $A_0$ we follow the methodology that presented in Sub-section 3.4.

4.1 Results and discussion of case study

The study case we present consists of an EIP made up of 15 enterprises, each one including only one process and one type of contaminant. Data is partially inspired from [19, 18]. The data of 15 enterprises is given in Table 1. Prices are shown in Table 2. It is assumed that the EIP operates for one hour, that is, $A = 1$ h.

| Enterprise | $C_{i,\text{in}}$ (ppm) | $C_{i,\text{out}}$ (ppm) | $M_i$ (g/h) |
|------------|----------------|----------------|-----------|
| 1          | 30             | 100             | 7500      |
| 2          | 0              | 200             | 6000      |
| 3          | 50             | 100             | 5000      |
| 4          | 80             | 800             | 30000     |
| 5          | 400            | 800             | 4000      |
| 6          | 20             | 100             | 2500      |
| 7          | 50             | 100             | 2200      |
| 8          | 80             | 400             | 5000      |
| 9          | 100            | 800             | 30000     |
| 10         | 400            | 1000            | 4000      |
| 11         | 30             | 60              | 2000      |
| 12         | 25             | 50              | 2000      |
| 13         | 25             | 75              | 5000      |
| 14         | 50             | 800             | 30000     |
| 15         | 100            | 900             | 13000     |

Table 1: Enterprises’ Parameters.

| Parameter | Value ($/\text{tonne}$) |
|-----------|-------------------------|
| $c$       | 0.13                    |
| $\beta$   | 0.22                    |
| $\gamma$  | 0.01                    |

Table 2: Associated costs.

All simulations were implemented with Julia v1.0.5 programming language [7], using Cplex as solver.

Now, we present the results of the simulations with the data given in Table 1 and Table 2. Our aim is to determine the optimal networks for the water exchange network in the EIP so that the total freshwater consumption (equivalent to the total discharge of polluted water) of the enterprises in the EIP is minimized.
and the participating enterprises in the EIP reduce at least 5%. Therefore, we must solve optimization problem $\mathcal{A}_0$. To do so,

1. First, we must solve problem $\mathcal{A}$ to find $(\bar{y}, \bar{z}, \bar{F})$ and obtain $Z = 332.46$ (T/h).

2. Secondly, we verify whether $(\bar{y}, \bar{z}, \bar{F})$ is feasible for problem $\mathcal{A}_0$ or not. If feasible $(\bar{y}, \bar{z}, \bar{F})$ will be an optimal solution for $\mathcal{A}_0$. Unfortunately, in this case $(\bar{y}, \bar{z}, \bar{F})$ is not feasible for $\mathcal{A}_0$.

3. Finally, we will choose $\varepsilon > 0$ as small as possible, that is $\varepsilon = 10^{-6}$. Then we solve the problem $\mathcal{A}_\varepsilon$ to find $(y_\varepsilon, z_\varepsilon, F_\varepsilon)$ and obtain $Z_\varepsilon = 332.46$ (T/h).

In this case study, we have $Z_\varepsilon = 332.46 = Z$. Therefore, the solution $(y_\varepsilon, z_\varepsilon, F_\varepsilon)$ is exactly a solution of $\mathcal{A}_0$, according to Corollary 6.

The optimal solution $(y_\varepsilon, z_\varepsilon, F_\varepsilon)$ provides an optimized configuration as shown in Figure 4.1. This optimal network provides operating cost of each enterprise and total freshwater consumption that are lower than a stand-alone network as shown in Table 3. The detailed results of fluxes in the optimal network are presented in Table 5.

![Figure 4.1: The configuration in the case $\alpha = 0.95$ and $\varepsilon = 10^{-6}$. Gray nodes are consuming strictly positive freshwater. Dashed nodes are operating in stand-alone mode.](image)

| Enterprise | Freshwater Stand-Alone (T/h) | Freshwater in EIP (T/h) | Cost, Stand-Alone (MMUSD/hour) | Cost, in EIP (MMUSD/hour) | % Reduction in Cost, |
|------------|-----------------------------|------------------------|-------------------------------|--------------------------|----------------------|
| 1          | 75.00                       | 75.00                  | 26.25                         | 22.05                    | 16.00                |
| 2*         | 30.00                       | 30.00                  | 10.50                         | 10.50                    | 0.00                 |
| 3          | 50.00                       | 17.00                  | 17.50                         | 14.54                    | 16.91                |
| 4          | 37.50                       | 0.00                   | 13.13                         | 9.58                     | 26.98                |
| 5*         | 5.00                        | 5.00                   | 1.75                          | 1.75                     | 0.00                 |
| 6          | 25.00                       | 25.00                  | 8.75                          | 5.61                     | 35.86                |
| 7          | 22.00                       | 0.00                   | 7.70                          | 5.50                     | 28.57                |
| 8          | 12.50                       | 3.13                   | 4.38                          | 3.97                     | 9.29                 |
| 9          | 37.50                       | 0.00                   | 13.13                         | 9.86                     | 24.90                |
| 10*        | 4.00                        | 4.00                   | 1.40                          | 1.40                     | 0.00                 |
| 11         | 33.33                       | 33.33                  | 11.67                         | 4.67                     | 60.00                |
| 12         | 40.00                       | 53.33                  | 14.00                         | 8.00                     | 42.86                |
| 13         | 66.67                       | 66.67                  | 23.33                         | 9.33                     | 60.00                |
| 14         | 37.50                       | 20.00                  | 13.13                         | 11.60                    | 11.62                |
| 15         | 14.44                       | 0.00                   | 5.06                          | 3.74                     | 26.07                |

| Total      | 490.44                      | 332.46                 | 171.66                        | 122.10                   | 28.87                |

Table 3: Summary of results of the EIP. Marked enterprises (*) are left outside the park, operating stand-alone.
For this case study, when the enterprises operate stand-alone, then the entire system consumes a total 490.44 (T/h) of freshwater and, of course, generates 490.44 (T/h) of wastewater. The optimal design obtain with SLMF approach allows to reduce its freshwater requirement to 332.46 (T/h), and thus generates 332.46 (T/h) of wastewater, which is equivalent to a reduction of 32.21%. Furthermore, the water demand of enterprises 4, 7, 9, and 15 are entirely supplied by other enterprises.

In addition, each participating enterprise has a cost reduction of at least 5%, as promised by the contract. Indeed, enterprises 11 and 13 have the highest reduction in operating costs up to 60% compared to stand-alone configuration while enterprise 8 has the lowest operating cost reduction of only 9.29% compared to stand-alone configuration. On the other hand, the EIP authority cannot guarantee that the enterprises 2, 5, and 10 reduce their operating costs by at least 5%, thus these enterprises work stand-alone. Total operating cost is decreased regarding the stand-alone case, as expected, from 171.66 ($/h) to 122.86 ($/h), which means a decrease of 28.87%.

4.2 Sensitivity analysis for parameter $\varepsilon$

In this part, we present an example to show that the optimal value of Problem $A_\varepsilon$ and the optimal value of Problem $A$ can be different, i.e., there is a gap between $Z_\varepsilon$ and $Z$. To do so, we consider an EIP consisting of 10 enterprises presented in Table 4. The prices are the same as before, presented in Table 2, and we fix the parameter $\alpha = 0.95$.

| Enterprise | $C_{i,\text{in}}$ (ppm) | $C_{i,\text{out}}$ (ppm) | $M_i$ (g/h) |
|------------|--------------------------|--------------------------|-------------|
| 1          | 50                       | 100                      | 5000        |
| 2          | 80                       | 800                      | 30000       |
| 3          | 400                      | 800                      | 4000        |
| 4          | 20                       | 100                      | 2500        |
| 5          | 80                       | 400                      | 5000        |
| 6          | 100                      | 800                      | 30000       |
| 7          | 30                       | 60                       | 2000        |
| 8          | 25                       | 50                       | 2000        |
| 9          | 25                       | 75                       | 5000        |
| 10         | 50                       | 800                      | 30000       |

Table 4: Enterprises’ Parameters.

With data of 10 enterprises is presented in Table 4, our aim is to solve the Problem $\overline{A}$ and $A_\varepsilon$. Indeed,

- First, we solve problem $\overline{A}$ to find $(\bar{y}, \bar{z}, \bar{F})$ and obtain $Z = 201.46$ (T/h).

- Then, we will choose $\varepsilon > 0$ as small as possible, that is $\varepsilon = 10^{-6}$. Then we solve the problem $A_\varepsilon$ to find $(y_\varepsilon, z_\varepsilon, F_\varepsilon)$ and obtain $Z_\varepsilon = 201.48$ (T/h).

In this case study, we have $Z_\varepsilon - Z = 0.02$ (T/h). Thus, the gap between $Z_\varepsilon$ and $Z$ is small, then we conclude that $(y_\varepsilon, z_\varepsilon, F_\varepsilon)$ is an approximate solution of $A_0$.

4.3 Comparison between the control input model and the blind input model

One of the goals of the control input model is to propose an alternative approach to the blind input model developed in [21]. It is therefore important to compare the optimal results of both approaches. The criteria we used for comparing the two models are as follows: first, the ability to reduce freshwater consumption and thus wastewater; second, the number of enterprises involved into the optimal EIP and last, the ability to reduce the operating costs of each enterprise. These criteria will be discussed step by step.

First of all and for both models, the total of freshwater consumption and wastewater discharge decreases
when $\alpha$ increases as shown in Figure 4.2. Note that only the wastewater discharge curve is included below because, of course, both are the same. But the control input model allows a strong reduction of freshwater consumption and wastewater discharge compared to the blind input model. One of the reasons why is that, as it will be seen in Figure 4.3 for the same relative cost reduction $\alpha$ there are always more enterprises participating in the EIP for control input model than with the blind input model. In the optimized networks, the control input model achieves a minimum total of freshwater consumption as well as wastewater discharge as $332.46$ (T/h) corresponding to $32.21\%$ with respect to the stand-alone configuration, while the blind input model achieves a minimum total freshwater consumption as well as wastewater discharge as $340.13$ (T/h) corresponding to $30.65\%$ with respect to the stand-alone configuration.

The number of enterprises which operate stand-alone for both models is shown in Figure 4.3. Roughly speaking, for $\alpha \in [0.60, 0.99]$, the number of enterprises operating stand-alone with control inputs is almost less than that of enterprises with blind inputs, except for a few special cases. Moreover, with $\alpha \in [0.69, 0.70]$, the control input model shows its clear superiority on the blind input model. Indeed with the control inputs the designer can build a park for which not only a wastewater discharge reduction is achieved compared to blind input results but also the designer can attract the exigent enterprises by guaranteeing a relative gain of more than 30% while with such a rate blind input model only proposes full stand-alone situation. Finally, for $\alpha \leq 0.68$, the optimal solution is the stand-alone configuration for both models, thus $0.68$ playing the role of a threshold value for the relative gain.

Figure 4.2: Sensitivity analysis for $\alpha \in [0.60, 0.99]$ and $\varepsilon = 10^{-6}$. Total discharge wastewater.
Figure 4.3: Sensitivity analysis for $\alpha \in [0.60,0.99]$ and $\varepsilon = 10^{-6}$. Number of stand-alone enterprises in the park.

Figure 4.4: Sensitivity analysis for $\alpha \in [0.60,0.99]$ and Coef = 1. Total operating cost in the park.

As observed from Figure 4.3, the total operating cost in the EIP with control inputs is always less than the one with blind inputs. The behavior of the total cost with both models is declining evenly. In the optimized networks, the control input model achieves a minimum total operating cost is 121.66 ($/h) corresponding to 29.13% with respect to the stand-alone configuration, while the blind input model achieves a minimum total operating cost is 122.77 ($/h), which is equivalent to a reduction of 28.48%.

5 Conclusion and perspectives

In this work, we address the design and optimization of water exchange networks in eco-industrial parks by formulating and solving Single-Leader-Multi-Follower games. Using some linear structure of the costs functions $\text{Cost}_i(\cdot)$ of each enterprise, the control-input model can be solved by finding the solution of an auxiliary single-level mixed-integer linear problem. This auxiliary problem can be approximated by a family of usual single-level mixed-integer linear problems, which can be treated by common commercial solvers, thus allowing to tackle larger EIP networks. In our model, we consider that each participating enterprise can control the amount of water coming from other enterprises. In another word, when participating in the network, each enterprise can control his input flux, which is more realistic than other models in the literature [21, 19]. The results show that the proposed approach is efficient. Indeed, the total discharge wastewater (=the total freshwater consumption) and total network cost in the optimal network have been reduced by 32.21% and 28.87% respectively in which the designer ensures that each participating 450 enterprise has a cost reduction of at least 5%. Nevertheless our approach use the assumptions that each enterprise only manages one industrial process and that no regeneration units are used. This represents a limitation of our work, in particular concerning the second hypothesis since as it has been emphasized in [21] and [19], the introduction of regeneration units usually allows some significant improvements of the results. It would be thus interesting, but out of the scope of this work, to analyse to which extend it could be possible to use our calculus and reformulation for an EIP in which either enterprises handle more than one processes or regeneration units are involved.
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A Network Fluxes of Simulations

The values of the flux corresponding to the case in sections 4 is given in Tables 5. The entrance \((i, j)\) corresponds to the flux sent from enterprise \(i\) to enterprise \(j\).

| Enterprise | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   | 11   | 12   | 13   | 14   | 15     | Sink |
|-----------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|--------|-------|
| 1         | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 20.00 |
| 2         | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 30.00 |
| 3         | 0.00 | 0.00 | 0.00 | 5.89 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 27.86 | 0.00 | 0.00   | 10.25 |
| 4         | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 41.67 |
| 5         | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 5.00  |
| 6         | 0.00 | 0.00 | 0.00 | 2.44 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 10.06 |
| 7         | 0.00 | 0.00 | 7.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 22.00 |
| 8         | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 15.63 |
| 9         | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 12.56 |
| 10        | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 4.00  |
| 11        | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 4.00  |
| 12        | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 4.00  |
| 13        | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 4.00  |
| 14        | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 4.00  |
| 15        | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00   | 16.25 |

Table 5: The values of the flux in the optimal networks, \(\alpha = 0.95\) and \(\varepsilon = 10^{-6}\).
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