FUNCTIONAL SOLUTIONS FOR PROBLEMS OF HEAT AND MASS TRANSFER

GIOVANNI CIMATTI

ABSTRACT. We prove the existence and, in certain cases, the uniqueness of functional solutions for two boundary value problems of systems of P.D.E. in divergence form motivated by problems of heat and mass transfer. If \( \mathcal{C}_F \) and \( \mathcal{C} \) denote respectively the set of functional and classical solutions of these problems we settle, in simple cases, the question if \( \mathcal{C}_F = \mathcal{C} \).

1. INTRODUCTION

In this paper we study two problems of heat and mass transfer modeled by systems of non-linear partial differential equations in divergence form with constant boundary conditions on different part of the boundary of an open and bounded subset of \( \mathbb{R}^3 \). In Sections 2 and 3 we treat the case of a purely molecular flow. In Section 4 we consider the macroscopic flow in a porous medium according to the Darcy’s law with the conductivities depending on both temperature and concentration. We adopt the point of view of functional solutions [4], [5]. This permits to reformulate the boundary value problem with a non-standard one-dimensional two point problem for a system of O.D.E. coupled with a mixed problem for the laplacian. We present various results of existence and uniqueness of solutions.

2. PURELY MOLECULAR FLOW

If in a fluid macroscopic motion is absent, the density of heat flow \( q_h \) and the density of mass flow \( q_m \) are related with the gradient of the temperature and the gradient of the concentration by the equations

\[
q_h = a_{11} \nabla u_1 + a_{12} \nabla u_2, \quad q_m = a_{21} \nabla u_1 + a_{22} \nabla u_2,
\]

where \( u_1 \) denotes the temperature and \( u_2 \) the concentration. The kinetic coefficients \( a_{ij} \) are assumed to depend on \( u_1 \) and \( u_2 \). No sources of mass or heat are present. Hence

\[
\nabla q_h = 0, \quad \nabla q_m = 0.
\]

The flow takes place in a region represented by a subset \( \Omega \) of \( \mathbb{R}^3 \). The boundary of \( \Omega \) consists of three parts \( \Gamma_1 \), \( \Gamma_2 \) and \( \Gamma_3 \). On \( \Gamma_1 \) and \( \Gamma_3 \) the temperature and the concentration are prescribed with different constant values. \( \Gamma_3 \) is thermally insulated and no transport of mass occurs there. In view of (2.2) and (2.1) we
obtain for the determination of \( u_1(x), u_2(x), x = (x_1, x_2, x_3) \in \Omega \) the non-linear boundary value problem

\[
\begin{align*}
\nabla \cdot \left[ a_{11}(u_1, u_2)\nabla u_1 + a_{12}(u_1, u_2)\nabla u_2 \right] &= 0 \quad \text{in } \Omega \\
\n1 \quad (2.3) \\

u_1 &= 0 \quad \text{on } \Gamma_1, \quad \frac{\partial u_1}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad u_1 = u_1^* \quad \text{on } \Gamma_3 \\
\n2 \quad (2.4) \\

\nabla \cdot \left[ a_{21}(u_1, u_2)\nabla u_1 + a_{22}(u_1, u_2)\nabla u_2 \right] &= 0 \quad \text{in } \Omega \\
\n3 \quad (2.5) \\

u_2 &= 0 \quad \text{on } \Gamma_1, \quad \frac{\partial u_2}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad u_2 = u_2^* \quad \text{on } \Gamma_3. \\
\n4 \quad (2.6) \\

\end{align*}
\]

We assume the boundary of \( \Omega \) so regular that the mixed problem for the laplacian

\[
\begin{align*}
\Delta z &= 0 \quad \text{in } \Omega, \quad z = 0 \quad \text{on } \Gamma_1, \quad \frac{\partial z}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad z = 1 \quad \text{on } \Gamma_3
\end{align*}
\]

has one and only one classical solution. Let \( C \) be the set of classical solutions of \((2.3)-(2.6)\). In this paper we are interested in a subset \( C_F \) of \( C \). The solutions in \( C_F \) are defined as follows

\textbf{Definition 2.1.} Let \( z(x) \) be the solution of problem \((2.7)\). A solution \((u_1(x), u_2(x)) \in C \) belongs to \( C_F \) if two functions \( U_1(z) \) and \( U_2(z) \), both belonging to \( C^1([0, 1]) \), exist such that

\[
\begin{align*}
\n1 \quad (2.8) \\

u_1(x) &= U_1(z(x)), \quad u_2(x) = U_2(z(x)).
\end{align*}
\]

In the next Theorem we prove that all the functional solutions of the problem \((2.3)-(2.6)\) are known if the solution of problem \((2.7)\) is at our disposal and we can solve the non-standard two point problem

\[
\begin{align*}
\n1 \quad (2.9) \\

a_{11}(U_1(z), U_2(z))\frac{dU_1}{dz} + a_{12}(U_1(z), U_2(z))\frac{dU_2}{dz} &= \gamma_1 \quad \text{in } \Omega \\

2 \quad (2.10) \\

a_{21}(U_1(z), U_2(z))\frac{dU_1}{dz} + a_{22}(U_1(z), U_2(z))\frac{dU_2}{dz} &= \gamma_2
\end{align*}
\]

\[
\begin{align*}
\n1 \quad (2.11) \\

U_1(0) &= 0, \quad U_1(1) = u_1^*, \quad U_2(0) = 0, \quad U_2(1) = u_2^*, \quad \text{where } u_1^*, u_2^* \text{ are the constant boundary data of the problem } (2.3)-(2.6). \text{ In a sense the equations } (2.9)-(2.11) \text{ contain the non-linear part of problem } (2.3)-(2.6) \text{ and the linear problem } (2.7) \text{ reflects the geometric part.}
\end{align*}
\]

\footnote{The constant temperature on \( \Gamma_1 \) is taken as the zero value of an empirical scale of the temperature. The same is true for the concentration.}
Theorem 2.2. Let \((U_1(z), U_2(z), \gamma_1, \gamma_2)\) be a solution of (2.9)-(2.11) and \(z(x)\) the solution of (2.7). Define

\begin{equation}
(2.12) \quad u_1(x) = U_1(z(x)), \quad u_2(x) = U_2(z(x)).
\end{equation}

Then \((u_1(x), u_2(x))\) is a solution of the problem (2.3)-(2.6). Vice-versa, let \((u_1(x), u_2(x))\) be a functional solution of (2.3)-(2.6) and \(U_1(z), U_2(z)\) the two functions entering in the Definition 2.1. Then two constants \(\gamma_1\) and \(\gamma_2\) exist such that (2.9)-(2.11) holds.

Proof. \(u_1 = u_2 = 0\) on \(\Gamma_1\), \(u_1 = u_1^*\) on \(\Gamma_3\) and \(u_2 = u_2^*\) on \(\Gamma_3\). Moreover, \(\frac{\partial u_1}{\partial n} = U_1 \frac{\partial z}{\partial n} = 0\) on \(\Gamma_2\) and, similarly, \(\frac{\partial u_2}{\partial n} = 0\) on \(\Gamma_2\). On the other hand, \(\nabla u_1 = U_1'(z) \nabla z, \nabla u_2 = U_2'(z) \nabla z\). Substituting in the left hand side of (2.3) we have, in view of (2.7) and (2.12),

\[ \nabla \cdot \left[a_{11}(u_1(x), u_2(x)) \nabla u_1 + a_{12}(u_1(x), u_2(x)) \nabla u_2\right] = \nabla \left[a_{11}(U_1(z(x)), U_2(z(x))) U_1'(z(x)) + a_{12}(U_1(z(x)), U_2(z(x))) U_2'(z(x))\right] \cdot \nabla z. \]

From (2.7) we have by the maximum principle \[3\], \(0 \leq z(x) \leq 1\). On the other hand, for all \(z \in [0,1]\) (2.9) is true. Hence

\[ \nabla \cdot \left[a_{11}(u_1(x), u_2(x)) \nabla u_1 + a_{12}(u_1(x), u_2(x)) \nabla u_2\right] = 0. \]

In the same way we prove (2.5). Let now \((u_1(x), u_2(x))\) be a functional solution of (2.3)-(2.6). Let \(U_1(z), U_2(z)\) and \(z(x)\) be the functions entering in the definition of functional solutions. We claim that there exist two constants \(\gamma_1\) and \(\gamma_2\) such that (2.9)-(2.11) hold. (2.11) follows immediately from the definitions involved. To prove (2.9), let us define for \(z \in [0,1]\) the function

\begin{equation}
(2.13) \quad \theta_1(z) = \int_0^z [a_{11}(U_1(t), U_2(t)) U_1'(t) + a_{12}(U_1(t), U_2(t)) U_2'(t)] dt.
\end{equation}

We have, if \(z\) is a function of \(x\),

\[ \nabla \theta_1(z(x)) = [a_{11}(U_1(z(x)), U_2(z(x))) U_1'(z(x)) + a_{12}(U_1(z(x)), U_2(z(x))) U_2'(z(x))] \nabla z. \]

Hence we obtain, by (2.7) and (2.3)

\[ \Delta \theta_1(z(x)) = 0 \quad \text{in } \Omega. \]

If we define \(\gamma_1 = \theta_1(1), \theta_1(z(x))\) solves the problem

\[ \Delta \theta_1(z(x)) = 0 \quad \text{in } \Omega \]

\[ \theta_1(z(x)) = 0 \quad \text{on } \Gamma_1, \quad \theta_1(z(x)) = \gamma_1 \quad \text{on } \Gamma_3 \]

\[ \frac{\partial \theta_1(z(x))}{\partial n} = \theta'(z(x)) \frac{\partial z}{\partial n} = 0 \quad \text{on } \Gamma_2. \]

Thus we have

\begin{equation}
(2.14) \quad \theta_1(z(x)) = \gamma_1 z(x) \quad \text{in } \Omega.
\end{equation}
Let $\tilde{z} \in [0,1]$. A point $\tilde{x}$ in $\Omega$ certainly exists such that $z(\tilde{x}) = \tilde{z}$. Thus from (2.14) we conclude that for all $z \in [0,1]$

$$\theta_1(z) = \gamma_1 z.$$

From (2.13) we have

$$\gamma_1 z = \int_0^z [a_{11}(U_1(t), U_2(t))U_1'(t) + a_{12}(U_1(t), U_2(t))U_2'(t)] dt.$$

Therefore

$$\gamma_1 = a_{11}(U_1(z), U_2(z))U_1'(z) + a_{12}(U_1(z), U_2(z))U_2'(z).$$

In the same way we find (2.10).

3. “Small” and “Large” Functional Solutions

In this Section we give a theorem of existence and uniqueness of small functional solutions of problem (2.3)-(2.6) and a theorem of existence for solutions not necessarily small. We will find the small solutions with the corresponding small solutions of the two point problem

\begin{align}
(3.1) & 
\frac{dU_1}{dz} + a_{12}(U_1(z), U_2(z)) \frac{dU_2}{dz} = \gamma_1 \\
(3.2) & 
\frac{dU_2}{dz} + a_{22}(U_1(z), U_2(z)) \frac{dU_1}{dz} = \gamma_2 \\
(3.3) & 
U_1(0) = 0, \quad U_1(1) = u_1^*, \quad U_2(0) = 0, \quad U_2(1) = u_2^*.
\end{align}

We wish to prove that if $(u_1^*)^2 + (u_2^*)^2$ is sufficiently small the problem (3.1)-(3.3) has one and only one solution under the sole assumption

$$a_{11}(0,0)a_{22}(0,0) - a_{12}(0,0)a_{21}(0,0) \neq 0.$$ 

To this end we use the inverse function theorem in Banach space which we quote below for the sake of completeness [1].

**Theorem 3.1.** Let $X$ and $Y$ be Banach spaces and $F(X) \in C^1(X,Y)$ a mapping from $X$ to $Y$. Assume $y^* = F(x^*)$, $x^* \in X$, $y^* \in Y$ and assume the Frechet’s differential $F'(x^*)$ globally invertible as an application from $X$ to $Y$. Then there exist neighborhoods $U$ of $x^*$ and $V$ of $y^*$ such that $F : U \to V$ is an homeomorphism. Moreover $F^{-1}$ exists and $F^{-1} \in C^1(V,X)$ for all $y \in V$.

To use this Theorem we define the spaces

$$X = \left(C^1([0,1])\right)^2 \times \mathbb{R}^2, \quad Y = \left(C^0([0,1])\right)^2 \times \mathbb{R}^2 \times \mathbb{R}^2$$

and the mapping $F : X \to Y$

$$F((U_1, U_2), (\gamma_1, \gamma_2)) = \left((a_{11}(U_1, U_2)U_1' + a_{12}(U_1, U_2)U_2' - \gamma_1, a_{21}(U_1, U_2)U_1' + a_{22}(U_1, U_2)U_2' - \gamma_2, (U_1(0), U_2(0)), (U_1(1), U_2(1)))\right),$$

where $a_{ij} : \mathbb{R}^2 \to \mathbb{R}$ are the coefficients of the differential equation. We will prove that $F$ is a mapping from $X$ to $Y$ and that $F^{-1}$ exists and $F^{-1} \in C^1(Y,X)$ for all $y \in Y$. 

**Proof.** In order to prove Theorem 3.1, we begin by defining the spaces $X$ and $Y$ as above. We then define the mapping $F : X \to Y$ by

$$F((U_1, U_2), (\gamma_1, \gamma_2)) = \left((a_{11}(U_1, U_2)U_1' + a_{12}(U_1, U_2)U_2' - \gamma_1, a_{21}(U_1, U_2)U_1' + a_{22}(U_1, U_2)U_2' - \gamma_2, (U_1(0), U_2(0)), (U_1(1), U_2(1)))\right),$$

where $a_{ij} : \mathbb{R}^2 \to \mathbb{R}$ are the coefficients of the differential equation. We will prove that $F$ is a mapping from $X$ to $Y$ and that $F^{-1}$ exists and $F^{-1} \in C^1(Y,X)$ for all $y \in Y$.
where \((U_1(z), U_2(z)) \in (C^1([0, 1])^2 \) and \((\gamma_1, \gamma_2) \in \mathbb{R}^2\). For \(x^* = ((0, 0), (0, 0)) \in X\) and \(y^* = ((0, 0), (0, 0), (0, 0)) \in Y\), we have \(F(x^*) = y^*\). The differential of \(F\) computed in \(x^*\) and evaluated in \(((U_1, U_2), (\Gamma_1, \Gamma_2)) \in X\) is

\[
F'(x^*)[[(U_1, U_2), (\Gamma_1, \Gamma_2)] = \\
(\frac{d}{dx}(a_{11}(0, 0)\frac{dU_1'(z)}{dz} + a_{12}(0, 0)\frac{dU_2'(z)}{dz} - \Gamma_1, a_{21}(0, 0)\frac{dU_1'(z)}{dz} + a_{22}(0, 0)\frac{dU_2'(z)}{dz} - \Gamma_2)), (U_1(0), U_2(0)), (U_1(1), U_2(1))].
\]

We claim that for every \(f = ((G_1(z), G_2(z)), (\eta_1, \eta_2), (\xi_1, \xi_2)) \in Y\) with \(G_1(z), G_2(z) \in C^0([0, 1]), (\eta_1, \eta_2) \in \mathbb{R}^2\) and \((\xi_1, \xi_2) \in \mathbb{R}^2\) the equation

\[
F'(x^*)[[(U_1, U_2), (\Gamma_1, \Gamma_2)] = f
\]

has one and only one solution. In components \((3.5)\) can be rewritten

\[
a_{11}(0, 0)\frac{dU_1'(z)}{dz} + a_{12}(0, 0)\frac{dU_2'(z)}{dz} - \Gamma_1 = G_1(z)
\]

\[
a_{21}(0, 0)\frac{dU_1'(z)}{dz} + a_{22}(0, 0)\frac{dU_2'(z)}{dz} - \Gamma_2 = G_2(z)
\]

\[
U_1(0) = \eta_1, \ U_2(0) = \eta_2
\]

\[
U_1(1) = \xi_1, \ U_2(1) = \xi_2.
\]

By \((3.6), (3.7)\) we can solve \((3.6), (3.7)\) with respect to \(U_1'(z), U_2'(z)\). We obtain

\[
U_1'(z) = \frac{1}{D}\left[\Gamma_1a_{22}(0, 0) - \Gamma_2a_{12}(0, 0) + a_{22}G_1(z) - a_{12}G_2(z)\right]
\]

\[
U_2'(z) = \frac{1}{D}\left[\Gamma_2a_{11}(0, 0) - \Gamma_1a_{21}(0, 0) + a_{11}G_2(z) - a_{21}G_1(z)\right],
\]

where \(D = a_{11}(0, 0)a_{22}(0, 0) - a_{12}(0, 0)a_{21}(0, 0)\). In view of \((3.8)\) we have

\[
U_1(z) = \frac{1}{D}\left[\left(\Gamma_1a_{22}(0, 0) - \Gamma_2a_{12}(0, 0)\right)z + a_{22}\int_0^z G_1(t)dt - a_{12}\int_0^z G_2(t)dt\right] + \eta_1
\]

\[
U_2(z) = \frac{1}{D}\left[\left(\Gamma_2a_{11}(0, 0) - \Gamma_1a_{21}(0, 0)\right)z + a_{11}\int_0^z G_2(t)dt - a_{21}\int_0^z G_1(t)dt\right] + \eta_2.
\]

The conditions \((3.9)\) become

\[
(3.10) \quad \xi_1 = \frac{1}{D}\left[\Gamma_1a_{22}(0, 0) - \Gamma_2a_{12}(0, 0) + a_{22}\int_0^1 G_1(t)dt - a_{12}\int_0^1 G_2(t)dt\right] + \eta_1
\]

\[
(3.11) \quad \xi_2 = \frac{1}{D}\left[\Gamma_2a_{11}(0, 0) - \Gamma_1a_{21}(0, 0) + a_{11}\int_0^1 G_2(t)dt - a_{21}\int_0^1 G_1(t)dt\right] + \eta_2.
\]

By \((3.10), (3.11)\) the linear system \((3.10), (3.11)\) can be solved with respect to \(\Gamma_1, \Gamma_2\). Hence the inverse function theorem is applicable. Moreover, not only the two point problem \((2.9)-(2.11)\) has one and only one solution if \((u_1')^2 + (u_2')^2\) is sufficiently
small, but the same is true for the boundary value problem (2.3)-(2.6) in the class of functional solutions.

A general question implied in the point of view of functional solution concerns when every classical solution is also a functional solution, i.e. if $C_F = C$. The answer is certainly positive for the small solutions. For, we can apply the inverse function theorem 3.1 directly to the problem (2.3)-(2.6) and prove that there is a unique small solution. Another example in which $C_F = C$ is given in Section 4.

We prove now a theorem of existence for the problem (2.9)-(2.11) which, in turn, will imply the existence of functional solutions for (2.3)-(2.6).

**Theorem 3.2.** Let us assume $a_{ij}(U_1, U_2) = a_{ji}(U_1, U_2)$ and, for all $\xi = (\xi_1, \xi_2) \in \mathbb{R}^2$,

$$M|\xi|^2 \geq \sum_{ij=1}^2 a_{ij}(U_1, U_2)\xi_i\xi_j \geq m|\xi|^2$$

where $M > 0$ and $m > 0$ are two constants not depending on $(U_1, U_2)$. Then the problem

$$A(U)U' = \gamma, \quad A = (a_{ij}(U)), \quad U = (U_1, U_2), \quad U' = (U'_1, U'_2), \quad \gamma = (\gamma_1, \gamma_2)$$

has at least one solution.

**Proof.** By (3.12) the matrix $A$ is invertible. Thus we can rewrite the system (3.13), (3.14) as follows

$$U'(z) = (A^{-1}U(z))\gamma, \quad U(0) = (0, 0), \quad U(1) = u^*, \quad u^* = (u^*_1, u^*_2)$$

Let $(U(z), \gamma)$ be any solution of (3.15). Integrating (3.15) from 0 to 1 we have

$$u^* = \left(\int_0^1 A^{-1}U(t)dt\right)\gamma.$$

We wish to solve (3.16) with respect to $\gamma$. To this end we study the invertibility of the matrix

$$\int_0^1 A^{-1}U(t)dt.$$

Let $\lambda_m(U)$ and $\lambda_M(U)$ be the eigenvalues of $A(U)$. By (3.12) we have

$$0 < m \leq \lambda_m(U(z)) \leq \lambda_M(U(z)) \leq M.$$

Denote by $e_{ij}(U)$ the elements of $A^{-1}(U)$. By (3.12) we have, for all $\xi \in \mathbb{R}^2$,

$$\sum_{ij=1}^2 e_{ij}(U)\xi_i\xi_j \geq \frac{|\xi|^2}{\lambda_M(U)} \geq \frac{|\xi|^2}{M}.$$
Therefore
\[ \sum_{ij=1}^{2} \left( \int_{0}^{1} e_{ij}(U(t))dt \right) \xi_i \xi_j \geq \frac{\|\xi\|^2}{M}. \]
Thus \( \int_{0}^{1} A^{-1}(U(t))dt \) is invertible and we obtain \( \gamma \) as a vector functionally dependent on \( U(z) \) i.e.
\[ \gamma[U] = \left( \int_{0}^{1} A^{-1}(U(t))dt \right)^{-1} u^*. \]
Hence the problem (3.13), (3.14) can be rewritten as
\[ \text{(3.18)} \quad U(z) = \left( \int_{0}^{z} A^{-1}(U(t))dt \right) \left( \int_{0}^{1} A^{-1}(U(t))dt \right)^{-1} u^*. \]
To prove that (3.18) has at least one solution we use the Schauder’s fixed point theorem. Since \( m \) and \( M \) do not depend on \( U(z) \), \( \gamma[U] \) is also bounded by a constant \( C \). On the other hand, also the norm of the matrix
\[ \int_{0}^{z} A^{-1}(U(t))dt, \quad z \in [0, 1] \]
can be majorized by a constant \( C_1 \) depending only on the data. Hence we have the a priori estimate
\[ \|U(z)\|_{C^0([0,1])} \leq C_2. \]
By (3.15) also \( U'(z) \) is a priori bounded in the \( C^0([0,1]) \)-norm. Let
\[ B = \{ U(z); U(z) \in C^0([0,1]), U(0) = 0, U(z) = u^*, \|U\|_{C^0([0,1])} \leq C_2 \}. \]
\( B \) is closed, bounded and convex subset of \( C^0([0,1]) \). We define in \( B \) the operator \( T[U] \)
\[ T[U](z) = \left( \int_{0}^{z} A^{-1}(U(t))dt \right) \left( \int_{0}^{1} A^{-1}(U(t))dt \right)^{-1} u^*. \]
We have \( T(B) \subseteq B \). Moreover, if \( U \in B \), we have \( \|T[U]'(z)\|_{C^0([0,1])} \leq C_3 \). Thus by Arzela’s theorem \( T \) is a compact operator. We conclude that \( T \) has at least a fixed point which gives a solution of the problem (3.13)-(3.14). \( \square \)

4. Functional solutions for a fluid motion obeying the Darcy’s law

Let \( \Omega, \Gamma_1, \Gamma_2 \) and \( \Gamma_3 \) be as in Section 2 and 3. We treat here the case of a macroscopic and molecular motion of an incompressible fluid occurring in the porous medium \( \Omega \). The motion obeys the Darcy’s law [2]
\[ (4.1) \quad \mathbf{v} = -K \nabla p, \]
where \( p \) is the pressure and \( \mathbf{v} \) the velocity. For the heat and mass flow densities \( q_h \) and \( q_m \) we have, taking into account the Soret and Dofour effects [7],
\[ q_h = a_{11} \nabla u_1 + a_{12} \nabla u_2 + u_1 \mathbf{v}, \quad q_m = a_{21} \nabla u_1 + a_{22} \nabla u_2 + u_2 \mathbf{v}, \]
where \( u_1(x), u_2(x) \) are the temperature and concentration and the \( a_{ij} \) are assumed to be given functions of \( u_1, u_2 \) and \( p \). From the conditions
\[
\nabla \cdot q_h = 0, \quad \nabla \cdot q_m = 0, \quad \nabla \cdot \nu = 0,
\]
using (4.1), we arrive at the problem
\[
(4.2) \quad \nabla \cdot [a_{11}(u_1, u_2, p)\nabla u_1 + a_{12}(u_1, u_2, p)\nabla u_2 + u_1 K(u_1, u_2, p)\nabla p] = 0 \quad \text{in } \Omega
\]
\[
(4.3) \quad u_1 = 0 \quad \text{on } \Gamma_1, \quad \frac{\partial u_1}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad u_1 = u_1^* \quad \text{on } \Gamma_3
\]
\[
(4.4) \quad \nabla \cdot [a_{21}(u_1, u_2, p)\nabla u_1 + a_{22}(u_1, u_2, p)\nabla u_2 + u_2 K(u_1, u_2, p)\nabla p] = 0 \quad \text{in } \Omega
\]
\[
(4.5) \quad u_2 = 0 \quad \text{on } \Gamma_1, \quad \frac{\partial u_2}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad u_2 = u_2^* \quad \text{on } \Gamma_3
\]
\[
(4.6) \quad \nabla \cdot (K(u_1, u_2, p)\nabla p) = 0
\]
\[
(4.7) \quad p = 0 \quad \text{on } \Gamma_1, \quad \frac{\partial p}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad p = p^* \quad \text{on } \Gamma_3.
\]
The problem (4.2)-(4.7) is a special case of the following more general problem [4, 5]
\[
(4.8) \quad \nabla \cdot \left[ \sum_{j=1}^{n} a_{ij}(u_1, u_{n}, p)\nabla u_j + b_i(u_1, ..., u_n, p)\nabla p \right] = 0 \quad \text{in } \Omega, \quad i = 1, ..., n
\]
\[
(4.9) \quad \nabla \cdot \left[ b_{n+1}(u_1, ..., u_n, p)\nabla p \right] = 0 \quad \text{in } \Omega
\]
\[
(4.10) \quad u_i = 0 \quad \text{on } \Gamma_1, \quad \frac{\partial u_i}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad u_i = u_i^* \quad \text{on } \Gamma_3, \quad i = 1, ..., n
\]
\[
(4.11) \quad p = 0 \quad \text{on } \Gamma_1, \quad \frac{\partial p}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad p = p^* \quad \text{on } \Gamma_3,
\]
where now \( \Omega \) is an open and bounded subset of \( \mathbb{R}^N \) and \( \Gamma_1, \Gamma_2 \) and \( \Gamma_3 \) are defined as in the case of Section 2. Moreover, \( u_i^*, p^* \) are given constants. To treat the problem (4.8)-(4.11) from the point of view of functional solutions we assume, in this section, a perspective slightly different from that of Section 2. There the equation and the boundary conditions (2.8) determining the “pivot” \( z(x) \) were artificially added to the problem. Now we take as “pivot” the pressure \( p \) i.e. one of the unknown of the problem (4.8)-(4.11). Again with the goal to separate the geometric part of the problem from the nonlinear part. To this end we give the following new definition.
Definition 4.1. A solution \((u_1(x),...,u_n(x),p(x))\) of problem (4.8)-(4.11) is termed “functional” if \(n\) functions \(U_1(p),...,U_n(p)\), each of class \(C^1(0,p^*])\), exist such that
\[ u_i(x) = U_i(p(x)), \quad i = 1..n. \]

Clearly, the set \(\mathcal{C}_F\) of functional solutions is a subset of the set \(\mathcal{C}\) of all classical solutions. It is unclear to the writer if the vice-versa is also true. The two point problem associated with (4.8)-(4.11) is
\[
\sum_{j=1}^{n} a_{ij}(U_1,...,U_n,p) \frac{dU_j}{dp} + b_i(U_1,...,U_n,p) = \gamma_i b_{n+1}(U_1,...,U_n,p), \quad i = 1..n
\]

and
\[
U_i(0) = 0, \quad U_i(p^*) = u_i^*. \]

The following theorem relates the solutions of the boundary problem (4.8)-(4.11) to the solutions of the two-point problem (4.12), (4.13). For the proof we refer to [4].

Theorem 4.2. Let \(a(U_1,...,U_n,p), b_i(U_1,...,U_n,p)\) and \(b_{n+1}(U_1,...,U_n,p)\) belong to \(C^0([0,N] \times \mathbb{R}^1)\) and
\[
b_{n+1}(U_1,...U_n,p) \geq b_0 \geq 0 \quad \text{for all} \quad (U_1,...,U_n) \in \mathbb{R}^N, \quad \text{and for all} \quad p \in \mathbb{R}^1.
\]

Then to every solution \((U_1(p),...,U_n(p)), (\gamma_1,...,\gamma_n)\) of the problem (4.12), (4.13) there corresponds a solution of the problem (4.8)-(4.11) belonging to \(\mathcal{C}_F\). Vice-versa for every functional solutions of (4.8)-(4.11) we have a solution of the two point problem (4.12), (4.13).

We have also

Theorem 4.3. Let the same assumptions of Theorem 4.2 hold for \(a(U_1,...,U_n,p), b_i(U_1,...,U_n,p)\) and \(b_{n+1}(U_1,...,U_n,p)\). Then every functional solution of problem (4.8)-(4.11) can be expressed in terms of the solution \(U_i(p)\) of the corresponding two point problem (4.12), (4.13) and of the solution \(z(x)\) of the mixed problem for the laplacian
\[
\Delta z = 0 \quad \text{in} \quad \Omega, \quad z = 0 \quad \text{on} \quad \Gamma_1, \quad \frac{\partial z}{\partial n} = 0 \quad \text{on} \quad \Gamma_2, \quad z = 1 \quad \text{on} \quad \Gamma_3.
\]

Proof. Let \((u_1(x),...,u_n(x),p(x)) = (U_1(p(x)),...,U_n(p(x)),p(x))\) be a functional solution of (4.8)-(4.11). We have by (4.9)
\[
\nabla \cdot [b_{n+1}(U_1(p(x)),...,U_n(p(x)),p(x))\nabla p] = 0 \quad \text{in} \quad \Omega
\]

and
\[
p = 0 \quad \text{on} \quad \Gamma_1, \quad \frac{\partial p}{\partial n} = 0 \quad \text{on} \quad \Gamma_2, \quad p = p^* \quad \text{on} \quad \Gamma_3, \quad i = 1,...,n.
\]

The problem (4.16), (4.17) can be solved with the aid of the Kirchhoff’s transformation. More precisely, let us define the function
\[
\eta = \Theta(p) \quad \text{where} \quad \Theta(p) = \int_0^p b_{n+1}(U_1(t),...,U_n(t),t)dt.
\]
Since $\nabla \eta = b_{n+1}(U_1(p(x)), \ldots, U_n(p(x)), p(x))^\top \nabla p$, $\eta(x)$ is a solution of the linear problem

$$\Delta \eta = 0 \text{ in } \Omega, \quad \eta = 0 \text{ on } \Gamma_1, \quad \frac{\partial \eta}{\partial n} = 0 \text{ on } \Gamma_2, \quad \eta = \eta^* \text{ on } \Gamma_3,$$

where $\eta^* = \Theta(p^*)$.

$\eta(x)$ is immediately obtained in terms of $z(x)$. For, in view of the uniqueness which holds for the problem (4.15), we have

$$\eta(x) = \eta^* z(x). \quad (4.18)$$

By (4.14) $\Theta(p)$ maps one-to-one $[0, p^*]$ onto $[0, \eta^*]$. Therefore, by (4.18) we have

$$p(x) = \Theta(\eta(x)) = \Theta(\eta^* z(x)). \quad (4.19)$$

Thus the functional solution $(u_1(x), \ldots, u_n(x), p(x)) = (U_1(p(x)), \ldots, U_n(p(x)), p(x))$ is fully determined.

The question if $\mathcal{C}_F = \mathcal{C}$ can be settled in the following special case of problem (4.8)-(4.11):

$$\nabla \cdot (a(u, p) \nabla u) = 0 \quad \text{in } \Omega \quad (4.20)$$

$$\nabla \cdot (a(u, p) \nabla p) = 0 \quad \text{in } \Omega \quad (4.21)$$

$$u = 0 \text{ on } \Gamma_1, \quad \frac{\partial u}{\partial n} = 0 \text{ on } \Gamma_2, \quad u = u^* \text{ on } \Gamma_3 \quad (4.22)$$

$$p = 0 \text{ on } \Gamma_1, \quad \frac{\partial p}{\partial n} = 0 \text{ on } \Gamma_2, \quad p = p^* \text{ on } \Gamma_3. \quad (4.23)$$

**Theorem 4.4.** Assume $a(u, p) \in C^0(\mathbb{R}^2)$ and

$$a(u, p) \geq \alpha > 0. \quad (4.24)$$

The problem (4.20)-(4.23) has one and only one classical solution which is also a functional solution. Therefore, in this case $\mathcal{C}_F = \mathcal{C}$.

**Proof.** Let $(u(x), p(x))$ be a classical solution of (4.20)-(4.23). Define

$$\zeta(x) = u(x) - \frac{u^*}{p^*} p(x).$$

We claim that $\zeta(x) = 0$ in $\Omega$. We have by (4.20) and (4.21)

$$\nabla \cdot (a(u, p) \nabla \zeta) = \nabla \cdot (a(u, p) \nabla u) - \frac{u^*}{p^*} \nabla \cdot (a(u, p) \nabla p) = 0 \quad (4.25)$$

and

$$\zeta = 0 \text{ on } \Gamma_1, \quad \frac{\partial \zeta}{\partial n} = 0 \text{ on } \Gamma_2, \quad \zeta = 0 \text{ on } \Gamma_3. \quad (4.26)$$
Multiplying (4.25) by \( \zeta(x) \), integrating by parts over \( \Omega \) and taking into account the boundary condition (4.26) we obtain
\[
\int_{\Omega} a(u, p)|\nabla \zeta|^2 dx = 0.
\]
Hence, by (4.24) we have \( \zeta(x) = 0 \) in \( \Omega \) and \( u(x) = \frac{u^*}{p^*} p(x) \). Thus \( (u(x), p(x)) \) is the only solution of (4.21)-(4.23) and is a functional solution with
\[
U(p) = \frac{u^*}{p^*} p.
\]

We note that we may compute the solution of problem (4.20)-(4.23) using Theorem 4.2. In this simple situation the two point problem (4.12), (4.13) reduces to
\[
\frac{dU}{dp} = \gamma, \quad U(0) = 0, \quad U(p^*) = u^*
\]
whose solution is precisely (4.27).

The problem (4.28)-(4.33) can have more than one functional solution as in the following example:

(4.28) \[
\nabla \cdot (\nabla u_1 - u_2 \nabla p) = 0 \quad \text{in } \Omega
\]

(4.29) \[
\nabla \cdot (\nabla u_2 - u_1 \nabla p) = 0 \quad \text{in } \Omega
\]

(4.30) \[
\nabla \cdot (\nabla p) = 0 \quad \text{in } \Omega
\]

(4.31) \[
u_1 = 0, \quad u_2 = 0, \quad p = 0 \quad \text{on } \Gamma_1
\]

(4.32) \[
\frac{\partial u_1}{\partial n} = 0, \quad \frac{\partial u_2}{\partial n} = 0, \quad \frac{\partial p}{\partial n} = 0 \quad \text{on } \Gamma_2
\]

(4.33) \[
u_1 = 0, \quad u_2 = 0, \quad p = 0 \quad \text{on } \Gamma_3.
\]

According to Theorem 4.2 the corresponding two point problem is

(4.34) \[
\frac{dU_1}{dp} = \gamma_1 + U_2, \quad U_1(0) = 0, \quad U_1(p^*) = 0
\]

(4.35) \[
\frac{dU_2}{dp} = \gamma_2 - U_2, \quad U_2(0) = 0, \quad U_2(p^*) = 0
\]
which can easily be solved. We find
\[
U_1(p) = \gamma_1 \sin p + \gamma_2 (1 - \cos p), \quad U_2(p) = \gamma_1 (\cos p - 1) + \gamma_2 \sin p,
\]
where \((\gamma_1, \gamma_2)\) is the solution of the linear system

\[
\begin{align*}
\gamma_1 \sin p^* + \gamma_2 (1 - \cos p^*) &= 0 \\
\gamma_1 (\cos p^* - 1) + \gamma_2 \sin p^* &= 0.
\end{align*}
\]

If \(1 - \cos p^* \neq 0\) the problem \((4.34), (4.35)\) has only the trivial solution \(U_1(p) = 0, \ U_2(p) = 0\), \(\gamma_1 = 0, \ \gamma_2 = 0\) and, correspondingly, for the problem \((4.28) - (4.33)\) we have \(u_1(x) = 0, \ u_2(x) = 0, \ p(x) = 0\). On the other hand, if \(1 - \cos p^* = 0\) we have for \((4.28) - (4.33)\) and \((4.34), (4.35)\) an infinite number of solutions which are easily computed.

To show a case of problem \((4.8) - (4.11)\) for which we have uniqueness of functional solutions we use the following

**Theorem 4.5.** Let \(F(U, p)\) be measurable with respect to \(p\) and continuous with respect to \(U\) in the rectangle \(R = \{(p, U); \ \leq p \leq A, \ 0 \leq U \leq B\}\). Assume that there exist two functions \(q(p)\) and \(r(p)\) such that \(r(p) \geq 0\), \(\int_0^A r(t) dt > 0\).

Then the problem

\[
(4.36) \quad \frac{dU}{dp}(p) = \gamma F(U(p), p), \quad U(0) = 0, \quad U(A) = 0
\]

has at least one solution absolutely continuous in \([0, A]\). Moreover, if \(F(U, p)\) satisfies a Lipschitz condition in \(R\) with respect to \(U\) the solution of \((4.36)\) is unique.

For the proof of Theorem 4.5 and for the related topics which are closely connected to the present work we refer to [11], [12], [3], [6], [10] and to the book [9] page 105. We apply the above Theorem to prove

**Theorem 4.6.** If \(a(u, p) \in C^0(R), \ b(u, p) \in C^0(R), \ a(u, p) > 0\) in \(R\), \(b(u, p) > 0\) in \(R\) and \(\frac{b(u, p)}{a(u, p)}\) is uniformly Lipschitz with respect to \(u\) in \(R\) then the problem

\[
\begin{align*}
(4.37) \quad \nabla \cdot (a(u, p)\nabla u) &= 0 \quad \text{in } \Omega \\
(4.38) \quad \nabla \cdot (b(u, p)\nabla p) &= 0 \quad \text{in } \Omega \\
(4.39) \quad u &= 0 \quad \text{on } \Gamma_1, \quad \frac{\partial u}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad u = u^* \quad \text{on } \Gamma_3 \\
(4.40) \quad p &= 0 \quad \text{on } \Gamma_1, \quad \frac{\partial p}{\partial n} = 0 \quad \text{on } \Gamma_2, \quad p = p^* \quad \text{on } \Gamma_3
\end{align*}
\]

has one and only one functional solution.
Proof. The two point problem associated with (4.37)-(4.40) is

\begin{equation}
\frac{dP}{du} = \gamma \frac{b(u, P)}{a(u, P)}
\end{equation}

(4.42)

\[ U(0) = 0, \quad U(p^*) = u^*. \]

The Theorem 4.5 is applicable to the two-point problem (4.41), (4.42) if we define \( F(u, p) = \frac{b(u, p)}{a(u, p)} \). We conclude that problem (4.41)-(4.42) has one and only one solution and by Theorem 4.2 the same is true for the problem (4.37)-(4.40) in the class of functional solutions \( \mathcal{C}_F \). \( \square \)

Note that in (4.37)-(4.40) we can equivalently take as pivot \( p \) or \( u \). In this second case the relevant two point problem becomes

\begin{equation}
\frac{dP}{du} = \gamma \frac{a(u, P)}{b(u, P)}
\end{equation}

(4.43)

\[ P(0) = 0, \quad P(u^*) = p^*. \]
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