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We show that the integrable Lindblad superoperators found recently can be used to build integrable nonunitary quantum circuits with two-site gates by demonstrating that the $\hat{R}$-matrices are completely positive and trace preserving. Using the bond-site transformation, we obtain the corresponding integrable nonunitary quantum circuits with three-site gates. When restricted to the diagonals of the density matrix, these quantum models reduce to integrable classical cellular automata. This approach may pave the way for a systematic construction of integrable nonunitary quantum circuits.

I. INTRODUCTION

Nonequilibrium quantum dynamics has been a focus of attention in theoretical and experimental physics in the recent years. Compared to their equilibrium counterparts, nonequilibrium systems are more challenging to describe due to the explicit time-dependence of their evolution. That generally involves coherent superposition of a large number of energy eigenstates, and not only their statistical mixture. One key question has to do with the ways an interacting quantum system reaches $[1, 2]$ (or evades $[3]$) thermodynamic equilibrium. Significant progress $[4–11]$ has been achieved in understanding of the thermalization both in continuous and discrete models, especially in one-dimensional (1D) quantum systems. Some advanced numerical methods have been developed $[12–15]$, yet they remain limited in accessible system sizes and evolution times. A number of analytical results have been obtained, especially in integrable systems where an extensive number of conserved quantities strongly constrain the dynamics $[16–18]$. There, the generalized hydrodynamics approach, originally introduced to study inhomogeneous quantum quenches in integrable many-body systems, has been very fruitful $[8–11]$. Exact analytical results have been obtained recently in systems including the Lieb-Liniger model $[19]$ and the folded XXZ model $[20–22]$.

Typically, integrating time evolution involves discretization of time, with the small time step ensuring that only small changes in the state of the system during a time step occur. However, discretizing time, without assuming smallness of the time step, can also be useful for modeling physical systems. Thus obtained quantum cellular automata (QCA) are locality-preserving maps that act in discrete space and time $[23, 24]$, and can be regarded as a special kind of tensor network $[15, 24]$. The focus of this paper are QCA that are constant-depth quantum circuits, which consist of layers of gates acting on a lattice of qubits $[15, 23]$. Several exact results have already been obtained in such quantum circuits, including random quantum circuits $[25–27]$, dual unitary circuits $[28–32]$ and the Rule 54 quantum cellular automaton (QCA54)$[33–36]$. The first two types are generically chaotic while QCA54 is integrable $[33, 37–39]$. In QCA54, relaxation dynamics and entanglement dynamics after a quantum quench from some initial states can be computed explicitly $[34–36]$.

Integrable circuits can be constructed by using $\hat{R}$-matrices that satisfy the Yang-Baxter equation (YBE) as the local gates (Fig. 1). Depending on the properties of the $\hat{R}$-matrix, there are three possible cases: (i) classical stochastic cellular automata (SCA) if $\hat{R}$ is stochastic; (ii) unitary QCA if $\hat{R}$ is unitary; (iii) nonunitary QCA if $\hat{R}$ is completely positive and trace preserving (CPTP). Most of the previous work focused on the first and the second case, while integrable nonunitary QCA are less studied.

Nonunitary quantum circuits $[23, 24, 40]$, especially unitary-projective ones $[41–47]$, are important not only because they correspond to discrete-time versions of open quantum systems, but also since they can represent gate-based quantum computing and can be used to study error-mitigation algorithms in near-term quantum devices. One example of an integrable nonunitary QCA was recently obtained by trotterizing the Hubbard model with imaginary interaction strength $[48, 49]$. Such examples are highly nontrivial to build, which leaves a question whether there is a systematic way to construct integrable nonunitary quantum circuits.

In this paper, we construct several more examples of integrable nonunitary quantum circuits by making use of the recent developments in the systematic construction of Yang-Baxter (YB) integrable Lindblad superoperators in the continuous-time case $[50, 51]$. The procedure is based on finding $\hat{R}$-matrices that satisfy the YBE, such that their derivatives at special points correspond to integrable Lindblad superoperators. What we demonstrate here is that thus obtained $\hat{R}$-matrices not only yield continuous modes, but can also be used as the building blocks of discrete-time nonunitary quantum circuits. In combination with the approach of Ref. $[51]$ this may pave the way for a more systematic construction of nonunitary integrable quantum circuits.

The rest of the paper is organized as follows: In Section
II. INTEGRABLE QUANTUM CIRCUITS WITH TWO-SITE GATES

A. Integrability structure

In this section, we review the integrability structure of (two-site) translationally invariant quantum circuits with two-site gates [49, 53]. It is based on the standard quantum inverse-scattering method [16–18]. The central idea is to find a family of mutually commuting transfer matrices obtained from an \( \check{R} \)-matrix that satisfies the braid YBE [17].

Assume that we have an \( \check{R} \)-matrix, parametrized by \( u \) and \( v \), acting on two adjacent sites with local Hilbert space dimension \( d \) each and that the \( \check{R} \)-matrix satisfies the braid YBE [17]:

\[
\check{R}_{23}(u,v)\check{R}_{12}(u,w)\check{R}_{23}(v,w) = \check{R}_{12}(v,w)\check{R}_{23}(u,w)\check{R}_{12}(u,v).
\]

(1)

We let it act on each pair of sites \( 2j-1 \) and \( 2j \) denoted by \((2j-1, 2j)\) with \( j \in \{1, 2, ..., L/2\} \) of a lattice of even length \( L \) (Fig. 1). We take periodic boundary conditions, namely, we identify \( L + 1 \sim 1 \). Then we let it act on all pairs \((2j, 2j+1)\) of sites for \( j \in \{1, 2, ..., L/2\} \). The combination of the actions is given by

\[
\mathcal{V}(u_1, u_2) = \prod_{j=1}^{L/2} \check{R}_{2j,2j+1}(u_1, u_2) \prod_{j=1}^{L/2} \check{R}_{2j-1,2j}(u_1, u_2),
\]

(2)

which is called the Floquet operator. Then we repeat the action. In this way, we construct a brickwork type Floquet quantum circuit with period 2. If we take \( d \) for a closed system, then \( \check{R} \) is 4 by 4. If we are to study open systems, it is natural to use the density matrix formalism. Namely, the Floquet operator \( \mathcal{V} \) acts on density matrix \( \rho \). After vectorizing \( \rho \),

\[
\rho = \sum_i \rho_{ij} |i\rangle \langle j|,
\]

the local dimension becomes \( d \to d^2 \), and thus \( \check{R} \) is 16 by 16. In this section, we impose the regularity condition

\[
\check{R}(u, u) = \mathbb{1},
\]

(3)

or equivalently,

\[
R(u, u) \equiv P \check{R}(u, u) = P,
\]

(4)

where \( P \) is the permutation operator between two spaces defined by \( P|j\rangle = |j\rangle |i\rangle \), which is also called the SWAP gate. It describes the trivial exchange process of the scattering of two particles [17]. This condition, together with the YBE, implies [37] the inversion property,

\[
\check{R}_{12}(u, v)\check{R}_{12}(v, u) = \mathbb{1}.
\]

(5)

To show that the circuit is YB integrable, we follow Ref. [49] and define a staggered transfer matrix:

\[
T(u) = \text{Tr}_a[R_{aL}(u, u_1)R_{aL-1}(u_2) ... R_{a2}(u_1)R_{a1}(u_2)]
\]

(6)

where \( a \) can be interpreted as an auxiliary space to take trace over. Then the YBE leads to \( [T(u), T(v)] = 0 \) for any \( u \) and \( v \).

The regularity property and the inversion property then imply

\[
T(u_1) = P_{12}P_{13}...P_{1L}\check{R}_{12}(u_1, u_2)\check{R}_{34}(u_1, u_2) ... \check{R}_{L-1L}(u_1, u_2)
\]

\[
= U\check{R}_{12}(u_1, u_2)\check{R}_{34}(u_1, u_2) ... \check{R}_{L-1L}(u_1, u_2),
\]

(7)

and

\[
T(u_2) = P_{12}P_{13}...P_{1L}\check{R}_{23}(u_1, u_2)\check{R}_{45}(u_1, u_2) ... \check{R}_{L1}(u_1, u_2)
\]

\[
= U\check{R}_{23}(u_1, u_2)\check{R}_{45}(u_1, u_2) ... \check{R}_{L1}(u_1, u_2),
\]

(8)
where $U = P_{12}P_{13}\ldots P_{1L}$ is a one-site shift. We have used the identity $O_{ab}P_{ac} = P_{ac}O_{cb}$ (for $b \neq c$) and $\text{Tr}_a P_{a1} = 1$. Thus,

$$\mathcal{V}(u_1, u_2) = T(u_2)^{-1}T(u_1)$$

and it commutes with $T(u)$ for any $u$. The commuting charges are given by

$$Q^+_n = \frac{d^n}{du^n} \ln T(u)|_{u=u_1}, \quad Q^-_n = \frac{d^n}{du^n} \ln T(u)|_{u=u_2}. \quad (10)$$

**B. Integrable Lindblad Superoperators**

Quantum circuits that we discussed may be regarded as coming from trotterization of corresponding lattice models. If an open continuum system is in contact with a Markovian environment whose dynamics is much faster than the internal one, the equation of motion is approximately given by the Lindbladian master equation

$$\dot{\rho} = \mathcal{L}\rho = i[\rho, H] + \sum_a l_a \rho l_a^\dagger - \frac{1}{2} \{l_a^\dagger l_a, \rho\}, \quad (11)$$

where $\rho$ is the density operator, $\mathcal{L}$ is the Lindbladian and $l_a$ are jump operators. For a lattice system, $\mathcal{L} = \sum_i \mathcal{L}_{i,i+1}$.

A recent study [51] constructed many new examples of integrable Lindblad superoperators following Ref. [54, 55]. We briefly summarize their approach. In terms of the vectorized density matrix, $\rho \in \mathcal{H}^{(1)} \otimes \mathcal{H}^{(2)}$, the Lindbladian density for a system with one family of jump operators has the explicit form

$$\mathcal{L}_{i,i+1}(u) = -i h^{(1)}_{i,i+1}(u) + i h^{(2)s}_{i,i+1}(u) + l^{(1)}_{i,i+1}(u) l^{(2)s}_{i,i+1}(u) - \frac{1}{2} l^{(1)}_{i,i+1}(u) l^{(1)}_{i,i+1}(u) - \frac{1}{2} l^{(2)s}_{i,i+1}(u) l^{(2)s}_{i,i+1}(u). \quad (12)$$

Here, $\mathcal{H}^{(1)}$ is the Hilbert space of two qubits and $\mathcal{H}^{(2)}$ is its canonical dual space; $h^{(s)}$ and $l^{(s)}$ act on the $s$-th Hilbert space. $^*$ denotes the complex conjugate and $T$ the transpose. The dependence on the spectral parameter $u$ will be used in the following.

To construct integrable $\mathcal{L}$, we use ansätze for $\mathcal{L}$ of the form in Eq.(12) and its associated $\tilde{R}$ satisfying

$$\tilde{R}(u, u) = 1, \quad \mathcal{L}_{i,i+1}(u) = \partial_u \tilde{R}_{i,i+1}(v, u)|_{v\rightarrow u}. \quad (13)$$

Let $Q_n$ be the $n$-site conserved charge, in particular, $Q_2 = \mathcal{L}$. Higher charges are generated by

$$Q_{n+1}(u) = [B(u), Q_n(u)], \quad n > 1, \quad (14)$$

where the boost operator $B(u) := \partial_u + \sum_{i=\infty}^{i=-\infty} i \mathcal{L}_{i,i+1}(u)$. This expression is defined for infinite chains but reduces to finite chains consistently. Then impose the condition

$$[Q_2(u), Q_3(u)] = 0 \quad (15)$$
on the ansatz and solve the following equations obtained from the YBE:

$$[R_{12} R_{23}, \mathcal{L}_{12}(u)] = \dot{R}_{12} R_{23} - R_{12} \dot{R}_{23}; \quad (16a)$$

$$[R_{12} R_{13}, \mathcal{L}_{13}(v)] = \dot{R}_{12} R_{13} - R_{12} \dot{R}_{13}. \quad (16b)$$

In the first equation $R_{ij} = R_{ij}(u, v)$ and $\dot{R}$ is the derivative taken with respect to the first variable at $v = u$. In the second equation, $R_{ij} = R_{ij}(v, v)$ and the derivative is taken with respect to the second variable at $v = u$. Combining Eqs.(13), (14) and (16), we can obtain $\mathcal{L}$ and $\dot{R}$. In the end, we can check if the $\dot{R}$-matrix obtained this way satisfies the YBE (Eq.(1)).

Note that there are some degrees of freedom in $h$ and $l$ that keep $\mathcal{L}_{i,i+1}(u)$ invariant [51], thus yielding the same $\dot{R}$. However, different $\mathcal{L}_{i,i+1}(u)$ may give rise to $\dot{R}$-matrices that are still equivalent via local basis transformations, reparameterizations, normalizations, discrete transformations, and twists. See Ref.[54, 55] for more information. In order to qualify as integrable non-unitary (open) quantum circuits, the $\dot{R}$-matrix has to be a quantum channel or, equivalently, satisfy CPTP [56].

**C. CPTP**

To show that an $\dot{R}$-matrix is CPTP, we can use the Choi-Jamiolkowski representation [49] of $\dot{R}$ and define the Choi matrix $D^\gamma_{\alpha \beta \gamma \delta} = \text{Tr}_\phi \rho \dot{R}$. Here, the first two (upper/lower) indices of $\dot{R}$ are associated with the first site (after vectorization ($|i\rangle\langle j| \rightarrow |i| j\rangle$)) while the last two associated with the second site. Each index can take two values. Consequently, $\dot{R}$ is trace-preserving if and only if $D^\gamma_{\alpha \beta \gamma \delta} = D^\alpha_{\alpha \beta \gamma \delta}$ if and only if $D^\gamma_{\alpha \beta \gamma \delta}$ is non-negative. Additionally, $\dot{R}$ is unital if and only if $D^\gamma_{\alpha \beta \gamma \delta} = D^\gamma_{\beta \beta \gamma \delta}$ if and only if $\dot{R}$ is completely positive.

It is easy to check explicitly that all $\dot{R}$-matrices of all five cases in Ref. [51] are CPTP. Additionally,

$$\text{tr}(D(u)) = \text{tr}(D(0)) = 4. \quad (17)$$

Hence, it has at most rank 2 and the two non-vanishing eigenvalues satisfy

$$\lambda_1 + \lambda_2 = 4, \quad (18)$$

and $\lambda_1, \lambda_2 \geq 0$ for $u \geq 0$. Since $\dot{R}$ is CPTP, we have a Kraus representation [56] of $\phi = D^\gamma_{\alpha \beta \gamma \delta}$.

$$\phi = K_0 \otimes K_0^\dagger + K_1 \otimes K_1^\dagger, \quad (19)$$

which satisfies

$$K_0^\dagger K_0 + K_1^\dagger K_1 = 1, \quad (20)$$

where $K_0 = D^\gamma_{\alpha \beta \gamma \delta}$ and $K_1 = D^\alpha_{\alpha \beta \gamma \delta}$.
where $\dagger$ represents a Hermitian conjugate. It acts on $\rho$ as
\[ \phi[\rho] = K_0 \rho K_0^\dagger + K_1 \rho K_1^\dagger. \] (21)

$\dot{R}$ is unital if
\[ K_0 K_0^\dagger + K_1 K_1^\dagger = \mathbb{1}. \] (22)

Thus, we can use these $\dot{R}$-matrices to construct integrable nonunitary quantum circuits. Note that the CPTP property of $\dot{R}$ holds for all $u \geq 0$. However, when $u \to 0$, the quantum circuits reduce to the continuous systems described by the Lindbladian master equation (Eq.(11)). Indeed, in a closed system with $d = 2$, the $u \to 0$ limit of the quantum circuit described in Subsection II A reduces to $\lim_{N \to \infty} \mathcal{V}(u/N)^N \to \exp(iuH)$, where $H$ can be interpreted as the hermitian Hamiltonian [53]. Similarly, in the open system, when we take $u \to 0$, $\lim_{N \to \infty} \mathcal{V}(u/N)^N \to \exp(u\mathcal{L})$. The quantum circuit reduces to a system with continuous ‘time’ $u$ [53].

In general, if there are more than one family of jump operators, the expansion of the Kraus operators around $u = 0$ is [57]
\[
K_0(u) = I + (-iH - \frac{1}{2} \sum_{a > 0} l^a_{l_a})u + O(u^2), \quad (23a)
\]
\[
K_a(u) = \sqrt{u}l_a + O(u). \quad (23b)
\]

In the following we show that the five $\dot{R}(u)$-matrices in Ref.[51] constructed using integrable Lindblad superoperators are CTPM. Indeed, it would be interesting to see if all $\dot{R}$-matrices constructed in this way are always CTPM; so far we have not been able to demonstrate that. In principle, we can also run the argument in reverse: If we have a YBE solution $\dot{R}(u)$ that has the CPTP property, it can be used to obtain a corresponding integrable Lindblad superoperator.

D. Examples

We list all five cases in Ref. [51]. We can classify them into two categories. The first category includes Model B1 and Model B2 where two limiting cases ($u \to 0$ and $u \to \infty$) are both unitary. The rest (Model A1, Model A2, and Model B3) do not have this property.

1. Model B1

The $(16 \times 16)$ $R$-matrix we use is obtained from that given in Ref. [51] by rescaling it by a factor $e^u/(u + 1)$. $h = 0$ and
\[
l = \begin{pmatrix}
\tau & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & \kappa
\end{pmatrix},
\] (24)

where $\tau = \pm 1$ and $\kappa = \pm 1$. For $\tau = \kappa = 1$,
\[
\dot{R}(u) = \frac{1 + uP}{u + 1},
\] (25)

where $P$ is the permutation matrix. This is the $R$-matrix of the $SU(4)$ invariant chain if $u$ is taken to be purely imaginary. It is easy to see that $\dot{R} = PR$ satisfies the inversion property Eq.(5).

In this case, the $R$-matrix is both CPTP and unital. The non-trivial eigenvalues of the Choi matrix $D$ are
\[
\lambda_{\pm} = 2 \pm 2\sqrt{\frac{u^2 - (\frac{3\tau - \kappa}{2})u + 1}{u + 1}}.
\] (26)

The Kraus operators are
\[
K_0(u) = \sqrt{\frac{1}{u + 1}}1_{4 \times 4}, K_1(u) = \sqrt{\frac{u}{u + 1}}\begin{pmatrix} 1 & 0 & 0 & 0 \\
0 & 0 & \tau & 0 \\
0 & \tau & 0 & 0 \\
0 & 0 & 0 & \kappa \tau \end{pmatrix}.
\] (27)

The action on $\rho$ is
\[
\phi[\rho] = K_0 \rho K_0 + K_1 \rho K_1.
\] (28)

It is easy to check that $K_0^\dagger K_0 + K_1^\dagger K_1 = \mathbb{1}$. When $u = 0$, $K_0(0) = \mathbb{1}$ and $K_1(0) = 0$. When $u \to \infty$,
\[
K_0(\infty) = 0, \quad K_1(\infty) = \begin{pmatrix} 1 & 0 & 0 & 0 \\
0 & 0 & \tau & 0 \\
0 & \tau & 0 & 0 \\
0 & 0 & 0 & \kappa \tau \end{pmatrix}.
\] (29)

Thus, the trivial unitary quantum circuit $\dot{R} = \mathbb{1}$ is connected to the unitary circuit $U = K_1(\infty)$ by tuning $u$ from 0 to $\infty$. For $\tau \kappa = 1$, $K_1(\infty)$ corresponds to the XXZ model with $\Delta = \pm 1$. In this case, $K_1(\infty)$ will not generate entanglement for any (pure) product states, which is not true for the other two cases. For $\tau \kappa = -1$, it corresponds to the XX model with a specific $h_z$. For all four cases, $K_1(\infty)$ is dual-unitary, and it belongs to the noninteracting case described in Ref. [28].

That $\dot{R}$ is unital implies that the maximally mixed state is a steady state. It is the quantum version of the bi-stochastic classical map [31]. The conserved charges can be obtained as in Ref.[53].

2. Model B2

This case includes the XX model with dephasing noise (which corresponds to the Hubbard model with imaginary coupling) discussed in Ref. [49] as the special case ($\phi = \pi/2$ in the following discussion). $h$ and $l$, respectively, are given below:

\[
h = 2 \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & 0 & e^{i\phi} & 0 \\
e^{-i\phi} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \end{pmatrix},
\] (30a)
\[
\begin{align*}
\frac{l}{\eta} = & 
\begin{pmatrix}
\cosh(2u) & 0 & 0 & 0 \\
0 & 1 & \text{i}e^{i\phi} \sinh(2u) & 0 \\
0 & -\text{i}e^{-i\phi} \sinh(2u) & -1 & 0 \\
0 & 0 & 0 & -\cosh(2u)
\end{pmatrix}, \\
\eta(u) = & \sqrt{\frac{w^2}{w^2 \sinh^2(2u) + 1}}.
\end{align*}
\] (30b)

where
\[
\eta(u) = \sqrt{\frac{w^2}{w^2 \sinh^2(2u) + 1}}. 
\] (31)

Define
\[
\tilde{G}(u) = \frac{1}{a} \begin{pmatrix}
a & 0 & 0 & 0 \\
0 & c & 0 & -\text{i}be^{i\phi} \\
0 & -\text{i}be^{-i\phi} & c & 0 \\
0 & 0 & 0 & a
\end{pmatrix}, 
\] (32)

where
\[
a = \cosh(u), \quad b = \sinh(u), \quad c = 1. 
\] (33)

Also, take the matrix \(e^\delta_\alpha\) whose matrix element is \((e^\delta_\alpha)_\beta^\gamma = \delta_{\beta,\gamma} \delta_{\alpha,\alpha'},\) and
\[
\begin{align*}
\tilde{R}_\lambda &= \tilde{G}^{\alpha\gamma}(\lambda) e^\delta_\alpha \otimes \mathbb{I}_2 \otimes e^\delta_\gamma \otimes \mathbb{I}_2, \\
\tilde{r}_\lambda &= \tilde{G}^{\alpha\gamma}(\lambda) \mathbb{I}_2 \otimes e^\delta_\alpha \otimes \mathbb{I}_2 \otimes e^\delta_\gamma.
\end{align*}
\] (34a) (34b)

Define \(\tilde{r} = \tilde{r}_1 \tilde{r}_\lambda^*\) and then the \(\tilde{R}\)-matrix can take the form
\[
\tilde{R}(u, v) = \beta \tilde{r}(u - v) + \alpha \tilde{r}(u + v)(\sigma^z \otimes \sigma^z \otimes \mathbb{I}_4),
\] (35)

where
\[
\begin{align*}
\beta &= \frac{\cosh(u - v) \cosh(\xi - \eta)}{(\cosh(u - v) \cosh(\xi - \eta) + \cosh(u + v) \sinh(\xi - \eta))}, \\
\alpha &= 1 - \beta, \quad \text{and}
\end{align*}
\] (36)

\[
\frac{\sinh(2\xi)}{\sinh(2u)} = \frac{\sinh(2\eta)}{\sinh(2v)} = w, \quad u \geq v.
\] (37)

The inversion condition, Eq.(5), is satisfied. \(\tilde{R}(u, v)\) is not of difference form and it is unital and CPTP. In particular, the nonvanishing eigenvalues of its Choi matrix are \(4\alpha\) and \(4\beta\). The Kraus operators are given by
\[
\begin{align*}
K_0 &= \sqrt{\beta} \tilde{G}(u - v), \quad K_1 = \sqrt{\alpha} \tilde{G}(u + v)(\sigma^z \otimes \mathbb{I}_4). 
\end{align*}
\] (38)

When \(u = v\), \(\xi = \eta\), \(\beta = 1\) and \(\alpha = 0\). \(K_0(0) = \mathbb{I}\) and \(K_1(0) = 0\). When \(u \to \infty\), \(\alpha = 1\) and \(\beta = 0\). Then
\[
\begin{align*}
K_0(\infty) &= 0, \quad K_1(\infty) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & -\text{i}e^{i\phi} & 0 \\
0 & \text{i}e^{-i\phi} & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}.
\end{align*}
\] (39)

Note that when \(\phi = \pi/2\) this is same as Eq.(29) for \(\tau = -1\) and \(\kappa = -1\). Both limiting cases are unitary. The integrability of the circuit is also demonstrated numerically in Ref.[49] by examining the spectral statistics.

The Kraus operators are given by
\[
\begin{align*}
\tilde{r}_\Lambda &= \frac{1}{2} \frac{1}{w^2} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & e^{i\phi} & 0 \\
0 & e^{-i\phi} & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \\
l &= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & e^{i\phi} & 0 \\
0 & e^{-i\phi} & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\end{align*}
\] (40)

The entries of the \(R\)-matrix are given in Ref. [51]. \(\tilde{R}\) is CPTP and satisfies the inversion condition, but is not unital in this case since Eq.(22) is not satisfied. The two nonvanishing eigenvalues of the Choi matrix are \(\lambda_{\pm} = 2 \pm \sqrt{1 + 2e^{-2u} + e^{-3u}}\). Thus \(\lambda_{\pm} \geq 0\) when \(u \geq 0\). The Kraus operators are given by
\[
\begin{align*}
K_0 &= e^{-u/2} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & e^{-u/2} & 0 & 0 \\
0 & 0 & e^{u/2} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \\
K_1 &= \sqrt{1 - e^{-u}} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & e^{-u/2} & 0 & 0 \\
0 & 0 & e^{u/2} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\end{align*}
\] (41a) (41b)

The phases of \(K_0\) and \(K_1\) are irrelevant.

4. Model A2

Here, \(h\) and \(l\) are given by
\[
\begin{align*}
h &= \frac{\tau}{2} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & i & 0 \\
0 & -i & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \\
l &= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & \tau & 1 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\end{align*}
\] (42)

where \(\tau = \pm 1\). The entries of the \(R\)-matrix of the Choi matrix are given in Ref. [51]. \(\tilde{R}\) is CPTP and satisfies the inversion condition, but is not unital in this case since Eq.(22) is not satisfied. The two nonvanishing eigenvalues are \(\lambda_{\pm} = 2 \pm 2e^{-3u/2}\) and \(\lambda_{\pm} \geq 0\) for \(u \geq 0\). The
Kraus operators are given by
\[
K_0 = e^{-u}\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & e^{u/2} & 0 & 0 \\
0 & 0 & e^{u/2} & 0 \\
0 & 0 & 0 & e^u
\end{pmatrix},
\]
(43a)
\[
K_1 = \sqrt{e^u - 1} e^{-u}\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & \tau & e^{u/2} & 0
\end{pmatrix}.
\]
(43b)
\[\hat{R}\] is not unital in this case since Eq. (22) is not satisfied.

5. Model B3

\[
h \text{ and } l \text{ are given by}
\]
\[
h = \frac{1}{2} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & e^{i\phi} & 0 \\
0 & e^{-i\phi} & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]
(44a)
\[
l = \frac{1}{\sqrt{2}} \begin{pmatrix}
\gamma & 0 & i(\gamma - 1)e^{i\phi} & 0 \\
0 & 0 & -1 & 0 \\
0 & i(\gamma + 1)e^{-i\phi} & 0 & \gamma \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]
(44b)
\[\gamma \geq 0.\]

The entries of the \(R\)-matrix of the Choi matrix are given in Ref. [51] [59]. \(\hat{R}\) is CPTP and satisfies the inversion condition, but is not unital for generic \(\gamma\) in this case since Eq. (22) is not satisfied. The Kraus operators are given by

\[
K_0 = \frac{1}{\eta} \begin{pmatrix}
\eta & 0 & i(1 - \gamma)\sinh(\alpha)e^{-i\phi} & 0 \\
0 & 1 & 0 & 0 \\
i(1 + \gamma)\sinh(\alpha)e^{-i\phi} & 0 & \eta & 0 \\
0 & 0 & 0 & \eta
\end{pmatrix},
\]
(45a)
\[
K_1 = \frac{\xi}{\eta} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -e^{-\alpha}(1 - \gamma) & i(1 - \gamma)e^{i\phi} & 0 \\
i(1 + \gamma)e^{i\phi} & 0 & e^{\alpha}(1 + \gamma) & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]
(45b)
\[\text{where } \alpha = (\gamma^2 + 1)u/2, \eta = \gamma \sinh(\alpha) + \cosh(\alpha), \text{ and } \xi = \sqrt{\gamma \sinh(\alpha)(1 + 2\gamma \sinh(\alpha))}.\]

III. INTEGRABLE QUANTUM CIRCUITS WITH THREE-SITE GATES

In the previous section we showed how two-site \(\hat{R}\) matrices that appear in the integrable Lindbladian construction can be repurposed to build nonunitary quantum circuits. In this section, we extend this construction to integrable three-site nonunitary gates and circuits by taking advantage of bond-site transformations.

A. Bond-site transformation

A bond-site transformation (BST) maps a relative orientation of a pair of spin to a single spin value. We discuss BST following Ref. [37]. For a 1D spin chain, we choose the computational basis \(|s_1, s_2, ..., s_L\rangle\) where \(s_i = \pm 1\). For each pair of neighboring spins, define a state \(s_i s_{i+1}\) on the bond. More concretely, if two neighboring sites are in the same state, then \(s_i s_{i+1} = 1\); if two neighbor sites are in different states, then \(s_i s_{i+1} = -1\). Thus, the state \(s_i s_{i+1} = -1\) can be interpreted as the existence of a domain wall. Note that this is a two-to-one correspondence: states related by a global spin reflection are mapped to the same state on the bond. If open boundary conditions are imposed on the original spin chain and one of the boundary states is fixed, the states on the bonds after the BST are in one-to-one correspondence to the rest of the states. If periodic boundary conditions are taken, the mapping is two-to-one, and the bond states are constrained by \(s_1 s_2 \cdots s_L = 1\). Note that, similar to the Jordan-Wigner transformation [60], a BST is nonlocal because a domain wall is nonlocal in the original basis. Moreover, an entangled state can be mapped to an unentangled one. For example, the Greenberger–Horne–Zeilinger state \((|\uparrow\rangle_{\otimes L} + |\downarrow\rangle_{\otimes L})/\sqrt{2}\) is mapped to a product state.

On the operator level, an \((l + 1)\)-site operator may be mapped to an \(l\)-site operator after a BST. In particular, three-site operators that commute with the global spin reflection \((\Sigma_1^z \otimes \Sigma_2^z \otimes \Sigma_3^z)\) are in one-to-one correspondence with a two-site operators that commute with \(\sigma^z \otimes \sigma^z\).

They are listed below:
\[
\sigma^z \otimes \sigma^z \leftrightarrow \mathbb{I} \otimes \Sigma^z \otimes \mathbb{I}, \quad \sigma^y \otimes \sigma^y \leftrightarrow -\Sigma^z \otimes \Sigma^z \otimes \Sigma^y,
\]
\[
\sigma^z \otimes \sigma^z \leftrightarrow \Sigma^z \otimes \mathbb{I} \otimes \Sigma^z, \quad \sigma^y \otimes \sigma^y \leftrightarrow \Sigma^z \otimes \Sigma^y \otimes \mathbb{I},
\]
\[
\sigma^z \otimes \sigma^y \leftrightarrow \mathbb{I} \otimes \Sigma^y \otimes \Sigma^z, \quad \mathbb{I} \otimes \sigma^y \leftrightarrow -\mathbb{I} \otimes \Sigma^z \otimes \Sigma^y.
\]
(46)
Consequently, general operators of the following form

\[ \hat{R} = h_1 \mathbb{1} \otimes \mathbb{1} + \frac{h_2}{2} (\sigma^z \otimes \mathbb{1} - \mathbb{1} \otimes \sigma^z) + h_5 \sigma^+ \otimes \sigma^- + h_4 \sigma^- \otimes \sigma^+ + \frac{h_5}{2} (\sigma^z \otimes \mathbb{1} + \mathbb{1} \otimes \sigma^z) + h_6 \sigma^z \otimes \sigma^z + h_7 \sigma^- \otimes \sigma^- + h_8 \sigma^+ \otimes \sigma^+. \]  

(47)
can all be mapped to three-site operators. Note that this is the general form of the ansatz used in Ref. [55]. After a BST, the corresponding three-site operator \( \hat{G} \) satisfies

\[ [\hat{G}_{123}, \hat{G}_{345}] = 0, \]  

(48)
since the operator acting on the common site (3) is either \( \mathbb{1} \) or \( \Sigma^z \).

Since we want to consider open quantum systems, we need to generalize the transformation to mixed density matrices. The vectorized density matrix, \( |\rho\rangle \), is generated by \( |s_1',\ldots,s_a'\rangle|s_1,\ldots,s_a\rangle \). In particular, the basis states upon which the two-site gate \( \hat{R} \) discussed in the previous section acts are generated by \( |s_1', s_2'\rangle|s_1, s_2\rangle \). Since we constructed \( \hat{R} \) using the Lindbladian of the form in Eq.(12), if both \( h \) and \( l \) commute with \( \sigma^z \otimes \sigma^z \), the action of \( \hat{R} \) on \( |s_1', s_2'\rangle|s_1, s_2\rangle \) may preserve the product of \( s_1' s_2' \) and \( s_1 s_2 \), separately. If this is the case, \( |s_1', s_2'\rangle \) and \( |s_1, s_2\rangle \) can separately be mapped to \( |s_1, s_2, s_3\rangle \) and \( |s_1, s_2, s_3\rangle \). There are four states corresponding to each \( |s_1', s_2'\rangle|s_1, s_2\rangle \) and the (64-dim) Hilbert space separates into four sectors. Moreover, \( \hat{R} \) can be regarded as a linear operator within each of the sectors. The corresponding three-site gate \( \hat{G} \) then also preserves each sector. Thus, \( \hat{G} \) is equal to the direct sum of four copies of \( \hat{R} \) when acting on the (64-dim) vectorized density operator, which, by linearity, implies that

\[ \hat{R}_{23}(u_1, u_2) \hat{R}_{12}(u_2, u_3) \hat{R}_{23}(u_2, u_3) = \hat{R}_{12}(u_2, u_3) \hat{R}_{23}(u_1, u_3) \hat{R}_{12}(u_2, u_3). \]  

(49)

leads to

\[ \hat{G}_{234}(u_1, u_2) \hat{G}_{123}(u_1, u_3) \hat{G}_{234}(u_2, u_3) = \hat{G}_{123}(u_2, u_3) \hat{G}_{234}(u_1, u_3) \hat{G}_{123}(u_1, u_2). \]  

(50)

Also, if two-site (Kraus) operators \( K_i \) satisfy \( K_i^\dagger K_0 + K_0^\dagger K_i = \mathbb{1} \), the corresponding three-site operators \( \hat{K}_i = K_i \otimes K_1 \) satisfy \( \hat{K}_0^\dagger \hat{K}_0 + \hat{K}_1^\dagger \hat{K}_1 = \mathbb{1} \).

**B. Integrability structure**

Since the BST is nonlocal, it is not obvious whether all local charges of a circuit with two-site gates are mapped to local charges of the corresponding circuit with three-site gates. To show that this is indeed the case, and thus the latter is integrable, we follow Ref. [37].

We have already seen that if the two-site gate \( \hat{R} \) satisfies the YBE (Eq.(49)) the corresponding three-site gate \( \hat{G} \) satisfies Eq.(48), Eq.(50), \( \hat{G}_{123}(v, v) = \mathbb{1} \), and

\[ [\hat{G}_{123}(u, v) \hat{G}_{123}(v, u)] = 0. \]  

(51)

Define \( \hat{L}_{123}(u) = \hat{G}_{123}(u, 0) \) and

\[ \hat{R}_{12,34}(u, v) = \hat{L}_{234}(u) \hat{G}_{123}(u, v) \hat{L}_{234}(v)^{-1}. \]  

(52)

Thus defined four-site \( \hat{R} \) then satisfies

\[ \hat{R}_{34,56}(u_1, u_2) \hat{R}_{12,34}(u_1, u_3) \hat{R}_{34,56}(u_2, u_3) = \hat{R}_{12,34}(u_2, u_3) \hat{R}_{34,56}(u_1, u_3) \hat{R}_{12,34}(u_1, u_2), \]  

(53)

and we can construct a transfer matrix

\[ T(u) = Tr_{a,b}[\hat{R}_{(1,2),(a,b)}(v, u) \hat{R}_{(3,4),(a,b)}(v, u) \ldots \hat{R}_{(L-3, L-2),(a,b)}(v, u) \hat{R}_{(L-1, L),(a,b)}(v, u)], \]  

(54)

where \( (a, b) \) denote the “auxiliary space” and \( R_{(a,b),(c,d)} = P_{(a,b),(c,d)} \hat{R}_{(a,b),(c,d)} (P \) is the permutation operator). Regarding each pair of indices as a single index, we can follow the derivation Section II A to show that \( T(v) = U^{-2} \), where \( U \) is the one-site translation operator, and

\[ [T(u), T(u')] = 0. \]  

(55)

Moreover, by Eq.(52), \( \hat{R}_{12,34}(u, 0) = \hat{L}_{234}(u) \hat{L}_{123}(u) \). Then

\[ T(0) = Tr_{a,b}[L_{1,2,a} L_{1,2,a} L_{3,4,a} L_{3,4,a} \ldots L_{L-1, L,a} L_{L-1, L,a}], \]  

(56)

Define

\[ \mathcal{V}(v, u) = T(v)^{-1} T(u), \]  

(57)

then the Floquet operator (Fig.2) corresponds to

\[ \mathcal{V}(v, 0) = \prod_{j=1}^{L/2} \hat{L}_{2j-1,2j}(v) \prod_{j=1}^{L/2} \hat{L}_{2j-1,2j}(v) \]  

(58)
The operator $\mathcal{V}(v, u)$ leads to local conserved charges, the first being

$$Q_4 = \frac{d}{du} \mathcal{V}(v, u)|_{u=v}. \quad (59)$$

It is a sum of four-site operators. Higher derivatives yield higher conserved charges. Therefore, we conclude that, if the BST is applicable to an integrable Floquet quantum circuit with two-site gates as discussed above, the corresponding circuit with three-site gates is also integrable. In particular, all five models discussed in the last section can be mapped to integrable circuits with nonunitary three-site gates.

### C. Example

Let us discuss the simplest example: Model B1 with $\tau \kappa = 1$. Both Kraus operators of Model B1 are special cases of a general $\hat{R}$-matrix of the zero-field eight-vertex (ZFEV) model:

$$\hat{R} = \begin{pmatrix} a & 0 & 0 & d \\ 0 & c & b & 0 \\ 0 & b & c & 0 \\ d & 0 & 0 & a \end{pmatrix}, \quad (60)$$

where $a, b, c, d$ are usually functions of spectral parameters $u$ and $v$. The $\hat{R}$-matrix can also be written as

$$\hat{R} = \frac{1}{2} (a + c) \mathbb{I} \otimes \mathbb{I} + \frac{1}{2} (b + d) \sigma^z \otimes \sigma^x + \frac{1}{2} (b - d) \sigma^y \otimes \sigma^y + \frac{1}{2} (a - c) \sigma^z \otimes \sigma^z, \quad (61)$$

which after a BST yields

$$\hat{G} = \frac{1}{2} (a + d \Sigma_2^z) (1 + \Sigma_1^z \Sigma_3^z) + \frac{1}{2} (c + b \Sigma_2^z) (1 - \Sigma_1^z \Sigma_3^z). \quad (62)$$

Similarly, the Kraus operators of Model B1 ($\tau \kappa = 1$) are mapped to $K_0 = 1/\sqrt{u + 1}$ and

$$K_1 = \sqrt{\frac{u}{u + 1}} \left[ \frac{1}{2} (1 + \Sigma_1^z \Sigma_3^z) + \frac{1}{2} \Sigma_2^z (1 - \Sigma_1^z \Sigma_3^z) \right]. \quad (63)$$

Their action on the transformed $\rho$ is similar to Eq.(28). In the limit $u \to \infty$, the action is unitary with $K_1$ the same as RCA150 (see Appendix A). Other cases in Ref. [51] can be described similarly.

### IV. CLASSICAL SCA

In a standard cellular automaton [61], each site has one classical bit and it is updated according to a rule that takes the values of itself and its neighbors as the input [23]. If the update rule is reversible, i.e., each output state has only one predecessor, it is also called a reversible cellular automaton; otherwise, it is irreversible. Classical SCA can be obtained from QCA by constraining the density matrix $\rho$ to be diagonal, $\rho = \text{diag}(\rho_{1\uparrow}, \rho_{1\downarrow}, \rho_{2\uparrow}, \rho_{2\downarrow})$. That the restricted $\hat{R}$ is stochastic (i.e., it maps a probability distribution to another) is guaranteed by the CPTP property of the original $\hat{R}$. (A unital $\hat{R}$ reduces to a bi-stochastic matrix [31].) Preservation of the diagonal space leads to classical (discrete) flows of probabilities $P(s_1, s_2, \ldots, s_L) = (s_1, s_2, \ldots, s_L | \rho | s_1, s_2, \ldots, s_L)$ and the continuum limit of the five circuits with two-site classical gates is described Ref.[51]. As an example, Model B1 with $\tau \kappa = 1$, for finite $u$ yields

$$\text{diag}(\rho_{1\uparrow}, \rho_{1\downarrow}, \rho_{2\uparrow}, \rho_{2\downarrow}) \to \text{diag}(\rho_{1\uparrow}, \frac{\rho_{1\downarrow} + u \rho_{2\uparrow}}{u + 1}, \frac{\rho_{2\uparrow} + u \rho_{2\downarrow}}{u + 1}, \rho_{1\downarrow}). \quad (64)$$

The corresponding transition matrix after a BST can be expressed as

$$\hat{G}(u) = \frac{1}{2} (1 + \Sigma_1^z \Sigma_3^z) + \frac{1}{2} \frac{1 + u \Sigma_2^z}{u + 1} (1 - \Sigma_1^z \Sigma_3^z). \quad (65)$$

These integrable models are a subset of larger integrable family: ZFEV model (cf. Appendix B). Indeed, the application of a BST to the integrable chains Eq.(61) yields Eq.(62). The coefficients are given in Eq.(B7). For $u \geq 0$ and $v \geq 0$, they are all nonnegative and $a + d = b + c = 1$. They correspond to the ZFEV model with

$$\Delta = \frac{a^2 + b^2 - c^2 - d^2}{2(ab + cd)} = \text{sech}(2v),$$

$$\Gamma = \frac{ab - cd}{ab + cd} = \text{sech}(2v). \quad (66)$$

Since $\text{sech}(2v) \leq 1$, the ground state of the ZFEV model is always in the disordered phase or on its critical boundaries [16]. In particular, RCA150 corresponds to $v = 0$ after a BST, i.e., it always sits on a critical line. For a recent analysis, see Ref.[62]. For the ZFEV model, there are many symmetries which preserve the integrability [16]. In particular, $a \leftrightarrow d$ and $b \leftrightarrow c$ maps RCA150 to RCA105. Note that in Ref.[37], RCA150 and RCA105 were embedded into two different families of integrable quantum models. This is because the regularity condition was imposed. We show in Appendix C that the regularity condition can be relaxed without breaking the integrability and it corresponds exactly to the $a \leftrightarrow d$ and $b \leftrightarrow c$ symmetry. The transition matrix is mapped to

$$\hat{G}(u) = \frac{1}{2} (1 - \Sigma_1^z \Sigma_3^z) + \frac{1}{2} \frac{1 + u \Sigma_2^z}{u + 1} (1 + \Sigma_1^z \Sigma_3^z). \quad (67)$$

Thus, we can see that some integrable SCA can be embedded into a family of integrable nonunitary QCA. In particular, RCA150 (and RCA105) can be embedded into families of integrable SCA, unitary QCA [37], and nonunitary QCA.
V. CONCLUSION AND OUTLOOK

We have constructed several two-site translationally invariant integrable nonunitary quantum circuits using the $R$-matrices that appeared in constructing integrable Lindblad superoperators in the continuous case in Ref. [51]. The trotterized Hubbard model with imaginary interaction strength [49] is one special case of our construction. We showed that these $R$-matrices generate integrable open systems by demonstrating that they are CPTP, and thus represent a valid quantum channel. By applying the BST, integrable quantum circuits with three-site gates can also be constructed. Among them, the classical RCA150 (and RCA105) can be embedded into an integrable family describing quantum open systems. The classical discrete flows on the diagonal of density matrices of the entire family of Model B1 can be embedded into the well-known integrable ZFEV model with parameter restricted such that its ground state is always in the disordered phase (and its boundary critical lines). Since the BST is a special case of the more general Clifford transformations [63], other descendant integrable nonunitary quantum circuits can be similarly derived.

In general, if we can find CPTP solutions to the YBE, we can use them directly to build integrable nonunitary quantum circuits. No Markovian approximation would be needed. Since we can regard the $R$-matrices of Model B1 and of Model B2 as those obtained from their unitary analogs via some analytical continuation, a closer look at the analytical continuation of known unitary solutions of YBE may help find other CPTP solutions.

Our work points to a possible systematic way to obtain CPTP solutions to the YBE. Since all $R$-matrices of the five models in Ref.[51] are CPTP, a natural direction is to verify whether all $R$-matrices that can be constructed using the Lindbladian approach of Ref. [51] satisfy this property. In particular, if we use an ansatz of the form $\hat{R}(u) = 1 + \sum_{n=1}^{\infty} v_n(L) u^n$ where $v_n(L)$ is a polynomial of degree $n$ in $L$ [54], the trace-preserving property of $\hat{R}$ is automatically guaranteed since $\mathrm{Tr}[\mathcal{L}(\cdot)] = 0$. Then it is sufficient to show that $\hat{R}$ is completely positive.

A natural extension of the result in Ref.[51] to multiple families of jump operators may also lead to extension of the results in this paper to more general integrable open quantum circuits. In particular, it would be interesting to know if there is any connection to the results in this paper to more general integrable open quantum circuits. In particular, it would be interesting to know if there is any connection to more general integrable non-unitary quantum circuits by applying the spacetime duality to integrable unitary quantum circuits [45]. All we need to do is relax the inversion property (Eq.(5)) and regularity condition (Eq.(3)), which can be easily done. We will leave it for future work.

We have only proved the integrability of the open quantum circuits constructed. How the extensive number of conserved charges dictate the thermalization in integrable nonunitary quantum circuits is an important question. Explicit computation of time correlation functions can be challenging since the gates are no longer unitary. It would be interesting to see if the Bethe ansatz approach can yield useful information about the complex spectrum of the circuits [50] and, moreover, how dominant complex eigenvalues controls the long-time dynamics [66]. We may draw some inspirations from solutions to integrable systems with boundary drives [53]. Numerical study of spectral statistics as in Ref.[49] may provide another perspective. It is also helpful to compute dynamical entanglement-related qualities, such as entanglement spread, entanglement negativity, of the models. It will certainly give us a better understanding of irreversible/nonunitary QCA [23, 24, 40].
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Appendix A: RCA150 and RCA105

RCA150 and RCA105 are two 3-to-1 cellular automata that preserve the spin reflection symmetry [37, 52, 62]. They belong to the category of “exclusive one-spin facilitated” Fredrickson-Andersen (XOR-FA) models [67]. Suppose that we are given three initial spins, $s_1, s_2, s_3 = \pm 1(\uparrow/\downarrow)$. We can determine $s_4$ (the final state of $s_1$) following the update rule.

The update rule of RCA150 is given as follows: the central spin $s_1$ is flipped if its neighboring two spins, $s_2$ and $s_3$, are different or stay the same if they are equal. RCA105 is exactly the opposite: $s_4 = s_1$ if $s_2 \neq s_3$ and
$s_4 = -s_1$ if $s_2 = s_3$. RCA150 and RCA105 are not completely independent [37]. Indeed, let $V_i^{(150)}$ and $V_i^{(105)}$ be the product of update operators on the odd ($i = 1$) or even ($i = 2$) sublattice, respectively. It is easy to see that

$$V_i^{(105)} = X_i V_i^{(150)} V_i, \quad i = 1, 2, \quad (A1)$$

where

$$X_i = \prod_{j=1}^{L/2} \sigma_{2j+1}^x, \quad i = 1, 2. \quad (A2)$$

Thus,

$$V^{(105)} = V_1^{(150)} V_2^{(150)} = X_1 V_1^{(150)} X_2 V_2^{(150)}$$

$$= X V_1^{(150)} V_2^{(150)} = X V^{(150)}. \quad (A3)$$

$X = X_1 X_2$. $X V^{(150)}$ can serve as the new update rule. Moreover, it is found in Ref. [37] that the conserved classical charge of RCA150 and RCA105 have the same form.

In Ref. [37], RCA150 and RCA105 were embedded into two different models, respectively, and some sign differences were found. It turns out to be a result of imposing the regularity condition. We will show in Appendix C that the regularity condition on $\hat{R}$ is not necessary for a quantum circuit to be integrable and that, by relaxing the regularity condition, we may construct more integrable quantum circuits. In particular, RCA150 and RCA105 are related by a symmetry of the ZFEV model.

Appendix B: The ZFEV model as a SCA

In this Appendix, we illustrate the relation between the classical SCA discussed in Section IV and the celebrated ZFEV model [16].

Let us first consider a 2D generalized Ising model on a square lattice with interactions in a unit cell given in Fig. (3). It includes two spin-spin interactions, $J_1$ and $J_2$, and a 4-spin interaction, $K$. After absorbing $kT$ into the coupling constants, we can write the Boltzmann distribution of spins as a product of

$$E(s_4 | s_3, s_2, s_1) = \exp[-(J_2 s_1 s_4 + J_1 s_2 s_3 + K s_1 s_2 s_3 s_4 + C)] \quad (B1)$$

where $C$ is a normalization constant and the product is taken over all unit cells. We used the notation $E(s_4 | s_3, s_2, s_1)$ because the Ising model has an alternative interpretation as a 3-to-1 SCA as in Appendix A; namely, $s_1$ evolves into $s_4$ with a probability proportional to $E(s_4 | s_3, s_2, s_1)$, provided $s_2$ and $s_3$ are given. To be more specific, use the basis $\{s_2, s_3, s_1\}$ and $\{s_2, s_3, s_4\}$ for the input and the output of the SCA and denote

$$A = \begin{pmatrix} a & d \\ b & c \end{pmatrix}, \quad B = \begin{pmatrix} c & b \\ d & a \end{pmatrix} \quad (B2)$$

For $P$ to be a probability matrix, the following conditions must be satisfied:

$$C = \frac{1}{2} \left[ \ln(e^{J_2 + K} + e^{-J_2 - K}) + \ln(e^{-J_2 + K} + e^{J_2 - K}) \right], \quad (B4)$$

and

$$J_1 = \frac{1}{2} \left[ \ln(e^{J_2 + K} + e^{-J_2 - K}) - \ln(e^{-J_2 + K} + e^{J_2 - K}) \right] \quad (B5)$$

Define

$$\tanh(u) = \exp(-2|J_2|), \quad \tanh(v) = \exp(-2|K|) \quad (B6)$$

and then

$$b = \frac{\tanh(u)}{1 + \tanh(u) \tanh(v)} \quad c = \frac{\tanh(v)}{1 + \tanh(u) \tanh(v)}$$

$$a = \frac{1}{1 + \tanh(u) \tanh(v)} \quad d = \frac{\tanh(u) \tanh(v)}{1 + \tanh(u) \tanh(v)} \quad (B7)$$

The map between the generalized Ising model and (two copies of) the ZFEV model is discussed in Ref. [16]. Indeed, define

$$\alpha_{ij} = s_{ij} s_{i,j+1}, \quad \mu_{ij} = s_{ij} s_{i+1,j} \quad (B8)$$

where $i, j$ represents the coordinate of a site on the lattice. (Note that this transformation is exactly the classical version of the BST discussed in Section III A.) Then the total energy (up to a constant) is

$$E = \sum_i \sum_j J_2 \alpha_{i+1,j} \mu_{ij} + J_1 \alpha_{ij} \mu_{ij} + K \alpha_{ij} \alpha_{i+1,j} \quad (B9)$$

FIG. 3. Couplings in a unit cell. $J_1$ and $J_2$ are the horizontal and vertical 2-spin interactions, respectively. $K$ is a 4-spin interaction.
with the constraint
\[ \mu_{ij} \alpha_{ij} \alpha_{i+1,j} \mu_{i+1,j+1} = 1. \] (B10)

Thus, each term corresponds to the Boltzmann weight of the vertex
\[ \begin{array}{c|c}
\mu & \beta \\
\hline 
\alpha & \nu \\
\end{array} \]
which can be written as
\[ w(\mu, \alpha; \beta, \nu) = \exp[-(J_2 \alpha \mu + J_1 \beta \mu + K \alpha \beta)] \] (B11)
with \( \mu \alpha \beta \nu = 1 \), and energies being
\[ \begin{align*}
\epsilon_1 &= \epsilon_2 = J_1 + J_2 + K, \\
\epsilon_3 &= \epsilon_4 = -J_1 - J_2 + K, \\
\epsilon_5 &= \epsilon_6 = -J_1 + J_2 - K, \\
\epsilon_7 &= \epsilon_8 = J_1 - J_2 - K.
\end{align*} \] (B12)

Hence, the classical SCA with \( a, b, c, d \) given above can be mapped to a ZFEV model (up to the boundary condition).

The \( \hat{R} \)-matrix of the ZFEV model has the form
\[ \hat{R} = \begin{pmatrix} a & 0 & 0 & d \\ 0 & c & b & 0 \\ 0 & b & c & 0 \\ d & 0 & 0 & a \end{pmatrix}, \] (B13)
and the family of commuting transfer matrices only depend on
\[ \Delta = \frac{a^2 + b^2 - c^2 - d^2}{2(ab + cd)} \quad \text{and} \quad \Gamma = \frac{ab - cd}{ab + cd}. \] (B14)

One parametrization is given by
\[ \begin{align*}
a &= \frac{\text{sn}(u + v)}{\text{sn}(u) + \text{sn}(v)}, \\
b &= \frac{\text{sn}(u)}{\text{sn}(u) + \text{sn}(v)}, \\
c &= \frac{\text{sn}(v)}{\text{sn}(u) + \text{sn}(v)}, \\
d &= \frac{k \text{sn}(v) \text{sn}(u) \text{sn}(u + v)}{\text{sn}(u) + \text{sn}(v)},
\end{align*} \] (B15)

where \( \text{sn}(u) = \text{sn}(u; k) \) is a Jacobi elliptic function and \( k \in [0, 1] \). For \( k = 0 \), \( \text{sn}(u) = \sin(u) \); for \( k = 1 \), \( \text{sn}(u) = \tanh(u) \). To associate the ZFEV model to a SCA, we impose the condition \( a + d = b + c = 1 \). For \( k = 0 \), we can take \( u = \eta \nu \) and let \( v \rightarrow 0 \).

Then
\[ a = 1, \quad b = \frac{\eta}{\eta + 1}, \quad c = \frac{1}{\eta + 1}, \quad d = 0. \] (B16)

For \( k = 1 \), \( a, b, c, d \) take the form in Eq. (B7).

Since \( a + d = b + c = 1 \) and thus \( |\Delta| = |\Gamma| \leq 1 \), the ZFEV model is always in the disordered phase (and/or on the critical lines) \[16\]. The ZFEV model has many symmetries in terms of \( a, b, c, d \). In particular, \( a \leftrightarrow d \) and \( b \leftrightarrow c \) does not breaking the integrability: \( \hat{R} \equiv (\sigma^x \otimes \sigma^x) \hat{R} \) still satisfies (the “RLL” relation \[10, 37\]) \( R_{23}(u') R_{12}(u) R_{23}(u) = R_{12}(u') R_{23}(u') R_{12}(u') \) for some \( u'' = u'(u', u') \). In the following appendix, we will show that it simply requires a relaxation of the regularity condition (Eq. (3)). There is also a duality in the ZFEV model that will map the system to an ordered phase \[16\]. However, the transition matrix is not always well-defined under such a transformation.

### Appendix C: Relaxing the regularity condition

We have shown in Section II A that the quantum circuit constructed from
\[ \mathcal{V}(\lambda_1, \lambda_2) = \prod_{j=1}^{L/2} \hat{R}_{2j,2j+1}(\lambda_1, \lambda_2) \prod_{j=1}^{L/2} \hat{R}_{2j-1,2j}(\lambda_1, \lambda_2) \] (C1)
is integrable if \( \hat{R} \) satisfies the YBE (Eq.(50)) and the inversion property (Eq.(5)). Let \( [U_i \otimes U_j, \hat{R}_{ij}] = 0 \) and \( U_i^2 = 1 \). Define \( \hat{R}'_{ij} \equiv (U_i \otimes U_j) \hat{R}_{ij} \).

Then
\[ \mathcal{V}'(\lambda_1, \lambda_2) = \prod_{j=1}^{L/2} \hat{R}'_{2j,2j+1}(\lambda_1, \lambda_2) \prod_{j=1}^{L/2} \hat{R}'_{2j-1,2j}(\lambda_1, \lambda_2) = \mathcal{V}(\lambda_1, \lambda_2). \] (C2)

This identity is illustrated in Fig. 4. Thus integrability is still guaranteed regardless of whether \( \hat{R}' \) satisfies the YBE.

Take \( d = 2 \), \( U = \sigma^x \) and \( \hat{R} \)-matrix of the ZFEV model (Eq.(B13)). It is easy to see that \( [\sigma^x \otimes \sigma^x, \hat{R}] = 0 \), so

![FIG. 4. Floquet operator \( \mathcal{V}' \) with insertion of operators \( U \) at each site after application of \( \hat{R} \) is equivalent to \( \mathcal{V} \) if \( [U \otimes U, \hat{R}] = 0 \) and \( U^2 = 1 \).](image-url)
FIG. 5. Floquet quantum circuit with update rule $V'(v,0)$.

The magenta dot represents $\sigma^x$.

Eq. (C1) holds after we multiply $\hat{R}$ by $\sigma^x \otimes \sigma^x$ from left and integrability is preserved. In fact, it amounts to $a \leftrightarrow d$ and $b \leftrightarrow c$, and $\hat{R}' = (\sigma^x \otimes \sigma^x)\hat{R}$ still satisfies the YBE (more specifically, the “RLL” relation [10, 37]). For a quantum spin chain with unitary $\hat{R}$, this requires us to relax the regularity condition because now $\hat{R}(u,u) = \sigma^x \otimes \sigma^x$

After applying the BST, we have

$$V'(v,0) = \prod_{j=1}^{L/2} \hat{L}_{2j,2j+1}(v) \prod_{j=1}^{L/2} \hat{L}_{2j-1,2j+1}(v) = X \prod_{j=1}^{L/2} \hat{L}_{2j,2j+1}(v) \prod_{j=1}^{L/2} \hat{L}_{2j-1,2j+1}(v) = XV(v,0).$$

(C3)

where $X = \prod \sigma^x$. This relation is illustrated in Fig. 5. The quantum circuit is integrable because $[X, T(u)] = 0$ which implies that $V'(v,0)$ commutes with $T(u)$ for any spectral parameter $u$. Note that this is exactly the relation between RCA150 and RCA105 as in Eq.(A3). Thus, it is more natural to embed RCA105 into an integrable family by relaxing the regularity condition. It is consistent with the observation in Ref.[37] that the first nontrivial conserved classical charge of RCA150 and of RCA105 are the same. Moreover, there is no sign twist as in Ref.[37] for the corresponding quantum models.
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