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ABSTRACT: We consider free higher derivative theories of scalars and Dirac fermions in the presence of a boundary in general dimension. We establish a method for finding consistent conformal boundary conditions in these theories by removing certain boundary primaries from the spectrum. A rich set of renormalization group flows between various conformal boundary conditions is revealed, triggered by deformations quadratic in the boundary primaries. We compute the free energy of these theories on a hemisphere, and show that the boundary $a$-theorem is generally violated along boundary flows as a consequence of bulk non-unitarity. We further characterize the boundary theory by computing the two-point function of the displacement operator.
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1 Introduction

The higher derivative scalar field theory with action

$$\int d^4x \phi \Box^2 \phi$$  \hspace{1cm} (1.1)

has a dubious reputation among relativistic quantum field theorists. For a metric with Lorentzian signature, a $\partial_t^4$ time derivative in the Lagrangian indicates the presence of ghosts and the Ostrogradski instability. If we think of $\Box^2 \phi = 0$ governing just the spatial degrees of freedom, then we are forced to treat time differently and sacrifice the sacred cow of Lorentz invariance. Even in a purely Euclidean context, if we insist on conformal symmetry, then the scaling dimension of $\phi$ is below the unitarity bound, making the theory non-unitary.
Yet the equation of motion $\Box^2 \phi = 0$ in a Euclidean context is of enormous practical interest. It was shown about two hundred years ago that this equation for $d = 2$ governs small deformations of thin plates [1–3]. Since then it has played an important role in the engineering community where to this day it is discussed in textbooks [4–6]. (The $d = 1$ case governs the deformation of beams.)

Our interest in the theory (1.1) is more formal. It and its bosonic and fermionic cousins, $\int d^d x \phi \Box^k \phi$ and $\int d^d x \bar{\psi} \gamma^{2k+1} \psi$, for $k$ a positive integer provide nontrivial yet tractable examples of Conformal Field Theories (CFTs) where we can try to classify the set of conformal boundary conditions and the Renormalization Group (RG) flows between them. Issues with ghosts, instabilities, and non-unitarity we are able for the most part to ignore. That the $\Box^2 \phi = 0$ theory has an engineering application will give our results in this case an interesting physical interpretation, as we will see.

As a warm-up, let us try to establish under what boundary conditions the operator $\Box^2$ is symmetric with respect to the inner product (1.1). For an elliptic problem, we should try to enforce two boundary conditions along each edge. For simplicity, we will consider here a single, flat edge along the plane $x^a = 0$. Two obvious possibilities are to set $\Phi^{(0)} \equiv \phi|_{\text{bry}} = 0$ and $\Phi^{(1)} \equiv \partial_n \phi|_{\text{bry}} = 0$ along the edge. The boundary conditions for higher powers of the normal derivative are more ambiguous however. We are free to consider the homogeneously scaling combinations

$$\Phi^{(2)} \equiv \partial_n^2 \phi + \nu \Box \phi \Big|_{\text{bry}} \quad \text{and} \quad \Phi^{(3)} \equiv \partial_n^3 \phi + \mu \partial_n \Box \phi \Big|_{\text{bry}}$$

with arbitrary coefficients $\mu$ and $\nu$ and still have boundary conditions compatible with the residual rotational and translational invariance of the problem.

If we integrate by parts several times, we find that

$$\int d^d x \phi' \Box^2 \phi = \int d^{d-1} x \left( \phi^{(0)} \phi^{(3)} - \phi^{(3)} \phi^{(0)} - \phi^{(1)} \phi^{(2)} + \phi^{(2)} \phi^{(1)} \right) + (2 - \mu - \nu)(\phi^{(0)} \Box \phi^{(1)} - \phi^{(1)} \Box \phi^{(0)}) .$$

There are three pairs of boundary conditions which will eliminate the boundary terms,

$$DD : \Phi^{(0)} = 0, \quad \Phi^{(1)} = 0,$$

$$DN : \Phi^{(0)} = 0, \quad \Phi^{(2)} = 0,$$

$$ND : \Phi^{(1)} = 0, \quad \Phi^{(3)} = 0,$$

The flow of a viscous incompressible fluid on a plane is described by the biharmonic equation [7]. We should also mention the semi-flexible polymers which are governed by a one dimensional biharmonic equation of motion [8]. There is further extensive literature on Lifshitz theories, which involve a $\Box^2$ kinetic term in some directions and a $\Box$ kinetic term in others (see e.g. refs. [9–11] for a discussion of Lifshitz theories with a boundary).
and a fourth which works only if $\mu + \nu = 2$,
\[ NN : \Phi^{(2)} = 0, \quad \Phi^{(3)} = 0. \] (1.7)

The $DD$, $DN$, and $NN$ boundary conditions were identified over a hundred years ago by Kirchoff and others as important in the description of the equilibrium configuration of a thin plate [12–14]. The condition $DD$ describes a clamped edge, i.e. a plate embedded in a wall such that not only its position is fixed but the horizontal angle at which it protrudes as well. An edge that is free and simply supported, for example by a wedge support underneath, is described by $DN$. Finally the boundary condition $NN$ (along with the constraint $\mu + \nu = 2$) describes a free and unsupported edge. The textbook derivations of these boundary conditions often rely on a free body diagram of the edge along with corresponding forces and torques, and not on abstract properties of the operator $\Box^2$.

The coefficient $\nu$ for the plate is Poisson’s ratio: the distance a material is compressed divided by the distance it expands laterally. In an isotropic, two parameter model of elasticity, it is determined by the bulk modulus $K$ and shear modulus $\sigma$ [6]:
\[ \nu = \frac{1}{2} \frac{3K - 2\sigma}{3K + \sigma}. \] (1.8)

The bulk modulus $K$ determines the energy change of a material under compression while $\sigma$ gives the same for shear deformations. For thermodynamic stability, both must be positive semi-definite, which in turn means Poisson’s ratio is bounded between $-1$ (for $K = 0$) and $\frac{1}{2}$ (for $\sigma = 0$). Liquids, which are incompressible and offer little if any resistance to shear forces, have $\nu = \frac{1}{2}$. Materials with negative Poisson’s ratio are sometimes called auxetic materials. We will see later that the theory is scale invariant for any $\nu$, but the requirement of conformal invariance forces us to choose $\nu = -1$ for our boundary conditions. Such materials are shape invariant under compression and have a stress-tensor with a vanishing trace.\footnote{The labeling convention $DD$, $DN$, etc. is our own. We will explain the reason for our choice of the letters $N$ and $D$ in section 3.}

It is interesting that we land on the same boundary conditions through the requirement that $\Box^2$ be a symmetric operator. In the text, we will impose a stronger requirement, that these $\Phi^{(i)}$ be primary operators with respect to the boundary conformal group. This requirement will allow us to systematically analyze not just the $\Box^2 \phi$ theory but all of the $\Box^k \phi$ theories as well as their fermionic cousins $\bar{\theta}^{2k+1} \psi$. Moreover, the requirement of conformal invariance will fix the coefficients in the boundary conditions uniquely, choosing $\nu = -1$ in the $\Box^2 \phi$ case.

In addition to material science, our work has a connection to results in conformal geometry [16, 17]. A natural curved space generalization of $\Box^2$ is the Paneitz operator [18, 19]. The Paneitz operator $\triangle_4$ is a fourth order differential operator which has the property that, under Weyl transformations of the metric, $g_{\mu \nu} \to \Omega^2 g_{\mu \nu}$, it transforms covariantly
\[ \Omega^{-\frac{d-2}{2}} \triangle_4 (g) \phi = \triangle_4 (\Omega^2 g) \Omega^{-\frac{d+2}{2}} \phi. \] (1.9)
More generally, $\Box^k$ is promoted in curved space to a GJMS operator $\triangle_{2k}$ [20], and there is a similar promotion of $\partial^{2k+1}$ to the spinor GJMS operator $\hat{\triangle}_{2k+1}$ [21–23]. The case $\triangle_2 = \Box + \frac{d^2-2}{4(d-1)}R$ gives the familiar equation of motion for the conformally coupled scalar. The rule (1.9) guarantees that the curved space generalization of (1.1) is Weyl invariant. In flat space, we can then expect a residual conformal invariance — the set of diffeomorphisms that leave the metric invariant up to Weyl rescaling.

The relation between our theories and the GJMS operators leads to an interesting discussion about the stress-energy tensor [24, 25]. Being careful about the higher derivative terms, the usual Noether procedure for translational symmetry can be used on our $\Box^k \phi$ and $\partial^{2k+1} \psi$ theories to derive a stress tensor. However, this stress tensor is not traceless nor in fact a primary with respect to the conformal group. However, it can be “improved” in a unique way to have these properties.\(^4\) There is a corresponding stress tensor that can be derived by varying the curved space action, involving the GJMS operators, with respect to the metric. A conjecture of [24, 25] is that the “improved” stress tensor and the stress tensor that comes from the curved space action are generically the same.\(^5\)

As we have already stated, our interest here is in these conformal theories in the presence of a boundary. In studying the conditions under which $\triangle_4$ and $\triangle_6$ are symmetric operators, Case and Luo [16, 17] characterized boundary differential operators $B^3_i$, $i = 0, 1, 2, 3$ and $B^5_i$, $i = 0, 1, \ldots, 5$, respectively. The $B^3_i$ in the flat space limit become perhaps not surprisingly precisely our $\Phi^{(i)}$. The $B^5_i$ also match our results for the $\Box^3 \phi$ theory, as we will see later. To our knowledge, explicit formulae for the higher order $\triangle_k$ are not yet available but see refs. [31, 32].

**Results.** The work is dense with many new results about these $\Box^k \phi$ and $\partial^{2k+1} \psi$ theories, and it is useful to tabulate the highlights:

- For the $\Box^k \phi$ theory, there are $2k$ boundary primary operators that one can construct from a single $\phi$ and derivatives. We label them $\Phi^{(k,q)}$ where $q = 0, 1, \ldots, 2k-1$. There is a natural pairing among the boundary primaries, $(\Phi^{(k,q)}, \Phi^{(k,2k-q-1)})$. Conformal boundary conditions consist of choosing one member of each pair to set to zero.

- For the $\partial^{2k+1} \psi$ theory, there are $4k + 2$ boundary primaries that one can construct from a single $\psi$ field, derivatives and gamma matrices. We label them $\Psi^{(k,q)}_\pm$ where now $q = 0, 1, \ldots, 2k$. There is a similar natural pairing that now also involves the chirality with respect to the gamma matrix in the normal direction $\gamma_n$:

$$
(\Psi^{(k,q)}_+, \Psi^{(k,2k-q)}_-).
$$

In this case, conformal boundary conditions consist of setting either $\Psi^{(k,q)}_+$ or $\Psi^{(k,2k-q)}_-$ to zero for each pair.

\(^4\)An extension of the usual Noether procedure that yields the improved stress tensor is described in [26].

\(^5\)In fact, there is an obstruction to the construction of this stress tensor for the scalar theory which can occur in $d = 2k$, $2k-2$, $2k-4$, \ldots. The stress tensor for the $\Box^3 \phi$ theory in $d = 2$ cannot be made traceless, which has given rise to a lengthy discussion in the literature about scale vs. conformally invariant theories of elasticity [27–30].
In the case of the $\Box^2 \phi$ theory, we explicitly show that the generators of the conformal symmetry group are time independent given the boundary conditions. For the $DD$, $ND$, and $DN$ cases, we find the usual Cardy boundary condition that the normal-tangential component of the stress tensor must vanish, $T^{\alpha \beta}|_{\text{bry}} = 0$ [33]. The $NN$ case is more subtle, as it requires a boundary contribution to the stress tensor in order to maintain conformal symmetry.

We characterize flows between the different boundary conditions. These flows are caused by adding a term quadratic in the (nonzero) boundary primaries to the boundary action. In the case that such a term has scaling dimension less than $d - 1$ (i.e. relevant in the language of the RG) both fields are set to zero at the infrared (IR) fixed point of the flow.

We compute the $\langle \phi \phi \rangle$ and $\langle \psi \psi \rangle$ two-point functions for the $\Box^k \phi$ and $\partial^{2k+1} \psi$ theories, respectively.

Boundary Conformal Field Theories (BCFTs) come with a protected scalar operator of dimension $d$, the displacement operator, which is sourced by deformations of the location of the boundary. We compute the displacement two point function for the $\Box^2 \phi$ theory, the $\Box^3 \phi$ theory and the $\partial^3 \psi$ theory with all possible conformal boundary conditions.

The strength of this two point function is related to an anomalous contribution to the trace of the stress tensor. The cases $d = 3$ [34, 35], 4 [36] and 5 [37, 38] have been worked out in full details, while in [37] such a relation has been discussed perturbatively for any even-dimensional boundary or defect.

We compute the free energy on a hemisphere for our theories. The curved space requires promoting the $\Box^k$ and $\partial^{2k+1}$ operators to their GJMS generalizations, but the GJMS operators on the sphere are sufficiently simple [39] that we are able to extract the free energy. While for unitary theories this quantity is expected to be monotonic under RG flow [40–43], our theories are non-unitary and are not ordered by this quantity, as we see explicitly.

We discuss a duality that can be constructed from a pair of our $\Box^k \phi$ theories with conjugate boundary conditions. By adding the boundary marginal operator

$$g \Phi_R^{(k,q)} \Phi_L^{(k,2k-q-1)}$$

with a large coefficient $g$, we can tune to a related theory where the boundary conditions of these two theories, for this particular pair of primaries, are swapped. The theory is dual to the theory with swapped boundary conditions and deformation $\frac{1}{2} \Phi_L^{(k,q)} \Phi_R^{(k,2k-q-1)}$. The duality is a generalization of an effect discussed by Witten [44] in an AdS/CFT context.

An outline of this work is as follows. Section 2 sets up some conventions and provides further details about the definition of our $\Box^k \phi$ and $\partial^{2k+1} \psi$ theories. Section 3 is
the heart of the work, providing a derivation of the boundary primaries, the corresponding set of conformal boundary conditions, and a discussion of the flows between them. The compatibility of our boundary conditions with the Cardy condition \( T^a_a = 0 \) is also discussed. Then in section 4, we compute the hemisphere free energy and the displacement two-point function (along with a brief derivation of the \( \langle \phi \phi \rangle \) and \( \langle \psi \overline{\psi} \rangle \) two-point functions in these theories). Section 5 is a brief discussion of a curious duality involving a pair of our boundary theories with conjugate boundary conditions. A concluding section 6 mentions some future directions, in particular the problems of quantum gravity, interactions and low dimensions.

There are two appendices. Appendix A contains additional details about the higher derivative scalar theories. Appendix A.1 derives the form of the \( k \phi \) propagator without assuming conformal symmetry. The constraints imposed on this propagator by demanding boundary conformal symmetry are explored in appendix A.2. Finally, the effect of a relevant boundary deformation on the form of the two-point function is computed in appendix A.3. Appendix B discusses the regularization scheme independent constant term in the hemisphere free energy in the odd dimensional cases.

2 Background

2.1 Boundaries in CFTs

In this subsection, we review some of the basic aspects of boundaries in CFTs that will be useful in the following sections. We begin by introducing the notation and conventions that we will use throughout unless otherwise noted in exceptional cases. The background geometry \( \mathcal{M} \) on which we define our theories will typically be a \( d \)-dimensional Minkowski spacetime \( \mathcal{M} = \mathbb{R}^{d-1,1} \). We choose coordinates \( x^\mu \) and mostly plus signature metric \( \eta = \text{diag}(-1, +1, \ldots, +1) \) such that the line element is

\[
ds^2 = \eta_{\mu\nu} dx^\mu dx^\nu ,
\]

where the spacetime indices \( \mu, \nu \) run from \( 0, \ldots, d-1 \) and \( x^0 = t \).

As written, the space has no boundary, but one can be suitably introduced by the specification and embedding of a boundary hypersurface. The boundary hypersurface takes a single spatial coordinate \( x^n \) to be valued on the half-line \( \mathbb{R}_{\geq 0} \) such that the induced geometry on the boundary manifold \( \mathbb{R}^{d-2,1} \) is simply the pullback of the bulk geometry to the boundary by the hypersurface embedding \( x^n = 0 \). That is, we take as a coordinatization of \( \partial \mathcal{M} = \mathbb{R}^{d-2,1} \) to be \( x^a \) where the boundary spacetime indices \( a, b \) run from \( 0, \ldots, d-2 \). The boundary metric and line element are \( \eta_{ab} \) and

\[
ds^2 = \eta_{ab} dx^a dx^b .
\]

In order to distinguish bulk and boundary, we will denote quantities tangential to the boundary by a \( || \) subscript, e.g. \( f(x||) \) is a function solely of \( x^a \) coordinates.
2.2 Higher derivative free CFTs

We start with a manifold $\mathcal{M}$ in $d$ dimensions, a metric $g_{\mu\nu}$ on $\mathcal{M}$, and a scalar field $\phi(x)$. We envision a quadratic action for $\phi(x)$ that is invariant both under diffeomorphisms and Weyl transformations. Moreover, we assume that the Weyl transformations act on both the metric, $g_{\mu\nu} \rightarrow \Omega(x)^2 g_{\mu\nu}$, and on the scalar field, $\phi(x) \rightarrow \Omega^{-\frac{d}{2} + k} \phi(x)$, where $k \in \mathbb{N}$ and $\Omega(x)$ is a real function:

$$ S_{\phi,\Delta}^{(k)} = -\frac{1}{2} \int d^d x \sqrt{|g|} \phi \Delta_{2k} \phi. \quad (2.3) $$

This action requires the existence of a special scalar differential operator $\Delta_{2k}$ with the property that $
abla \rightarrow \Omega^{-\frac{d}{2} - k} \nabla \Omega^{\frac{d}{2} - k}$ under Weyl transformations. These operators are the GJMS operators [20].

While the precise form of these operators, written out in terms of curvatures and covariant derivatives, can be complicated, special cases can be very simple to write down. The special case that will occupy most of this paper is flat space, where the GJMS operator reduces to an integer power of the Laplacian, $\Delta_{2k}|_{\text{flat space}} = \Box^k$:

$$ S_{\phi,\Box}^{(k)} = \frac{(-1)^k}{2} \int d^d x \sqrt{|g|} \phi \Box^k \phi. \quad (2.4) $$

We have introduced a sign to guarantee that the expression is positive definite. Up to boundary terms, an alternative formulation of this action makes the positivity clear,

$$ S_{\phi,\text{sym}}^{(k)} = \frac{1}{2} \int d^d x \partial_{\mu_1} \ldots \partial_{\mu_k} \phi \partial^{\mu_1} \ldots \partial^{\mu_k} \phi, \quad (2.5) $$

where we have further assumed the Minkowski metric $\eta$.\(^6\)

As a consequence of the invariance of eq. (2.3) under diffeomorphism and Weyl transformations, the flat space action eq. (2.4) has a residual invariance under the conformal group, i.e. the set of diffeomorphisms that leave the metric invariant up to Weyl transformations. As a consequence, this family (2.4) of free scalar field theories forms a nice set of examples of CFTs. Unfortunately, for all cases $k > 1$, they are also known to have certain pathologies. For example, when written in a Hamiltonian formulation, the Hamiltonian is linear in one or more conjugate momenta and hence unbounded below [45], as we remind the reader in section 6. This phenomenon is dubbed the Ostrogradsky instability. Furthermore, the dimension of the scalar field $\Delta = \frac{d}{2} - k$ is less than the unitarity bound $\frac{d}{2} - 1$ on scalar representations of the conformal group [46]. Hence these theories are non-unitary.

While these issues form a backdrop to the discussion here, we offer no solutions, instead focusing on the task of understanding how to preserve conformal symmetry in the presence of a flat boundary.

\(^6\)We stress that in this case one would need to add additional boundary terms to ensure the theory preserves the maximum possible amount of spacetime symmetries in the presence of a flat edge, i.e. the subgroup $\mathrm{SO}(d-1,2)$ of the bulk conformal group $\mathrm{SO}(d,2)$. These additional terms would bring the action eq. (2.5) back to eq. (2.4). For this reason, in the rest of the paper we find it convenient to work with the action eq. (2.4).
A similar construction can be made for fermions using the spinor GJMS operator [21–23]:

$$S^{(k)}_{\psi, \Delta} = i \int d^d x |e| \bar{\psi} \mathcal{D}_{2k+1} \psi ,$$

(2.6)

where $e$ denotes the determinant of an orthonormal frame and the Dirac adjoint is $\bar{\psi} = \psi^\dagger \gamma_0$. In flat space in Minkowski coordinates and for a stationary frame, this action can be written in the symmetric form

$$S^{(k)}_{\psi, \text{sym}} = \frac{i}{2} \int d^d x \left( \bar{\psi} \mathcal{D}_{2k+1} \psi - \frac{1}{i} \bar{\psi} \mathcal{D}_{2k+1} \psi \right),$$

(2.7)

where $\mathcal{D}_{2k+1}$ contains $2k + 1$ powers of the Dirac operator $\partial = \gamma^\mu \partial_\mu$ and $\set{\gamma^\mu, \gamma^\nu} = 2\eta^{\mu\nu}$. Similar issues with unitarity are present in the fermionic theory, which we shall largely ignore, again focusing on the task of understanding conformal boundary conditions for spinors.

3 Boundary primaries and conformal boundary conditions

In this section, we identify a simple class of boundary conformal primaries in free BCFTs. We consider two examples: higher derivative theories of scalars and fermions. We then show how these boundary primaries in higher derivative theories can be used to construct boundary conditions consistent with a conserved boundary conformal symmetry.

3.1 Boundary conformal primaries

To begin, we recall the form of the bulk $d$-dimensional conformal algebra for generators of dilatations $D$, translations $P_\mu$, Lorentz rotations $M_{\mu\nu}$, and special conformal transformations $K_\mu$:

$$[D, P_\mu] = iP_\mu, \quad [D, K_\mu] = -iK_\mu, \quad [P_\mu, M_{\nu\lambda}] = i\eta_{\mu\lambda}P_\nu - i\eta_{\mu\nu}P_\lambda, \quad [K_\mu, M_{\nu\lambda}] = i\eta_{\mu\lambda}K_\nu - i\eta_{\mu\nu}K_\lambda, \quad [M_{\mu\nu}, M_{\lambda\rho}] = i\eta_{\mu\lambda}M_{\nu\rho} - i\eta_{\nu\lambda}M_{\mu\rho} - i\eta_{\mu\rho}M_{\nu\lambda} + i\eta_{\nu\rho}M_{\mu\lambda}.$$  

(3.1)

Commutators not given are zero. These generators together generate the group SO($d$, 2) in Lorentzian signature. For a given bulk primary state $|O_I \rangle \equiv O_I(0)|\Omega \rangle$ formed by the action of the bulk primary operator $O_I(x)$ on the vacuum state, the action of the conformal generators must satisfy the following properties

$$D|O_I \rangle = i\Delta |O_I \rangle , \quad M_{\mu\nu}|O_I \rangle = -(M_{\mu\nu})_J^I |O_J \rangle , \quad K_\mu|O_I \rangle = 0 .$$

(3.2)

The introduction of a boundary breaks this group at least to SO($d-1$, 2), the conformal group of the boundary. Starting with the bulk generators (3.2), we lose $K_\mu$, $P_\mu$, and $M_{\mu\nu}$ from the symmetry algebra. The conformal multiplet generated by the $P_\mu$ acting on a
primary $O_I$ will decompose into a tower of boundary multiplets. From $O_I$, we can form new boundary primary operators of the schematic form $(P_n^j + \ldots)|O_I\rangle$, each of which is annihilated by all of the $K_a$ but not necessarily by $K_n$. The precise form of the corrections we now explicate in the case of a scalar and spinor $O_I$.

A key lemma in the construction of the boundary primaries is found by repeated use of eqs. (3.1) and (3.2). One can inductively prove that the action of $K_\mu$ on a bulk descendant of the primary state $|O_I\rangle$ takes the form

$$K_\mu P_{\nu_1} \ldots P_{\nu_q} |O_I\rangle = 2 \prod_{i=1}^q P_{\nu_i} \sum_{j=1}^q \left( \frac{1}{P_{\nu_j}} (i M_{\mu \nu_j} - (\Delta + q - 1) \eta_{\mu \nu_j}) + \sum_{l=j+1}^q \frac{\eta_{\mu \nu_l} P_\mu}{P_{\nu_j} P_{\nu_l}} \right) |O_I\rangle.$$

(3.3)

As a first example, let us consider building boundary primary states in a bulk theory of free scalars where the bulk primary states $|\phi\rangle$ have $\Delta = d - 2k$ and obey $M_{\mu \nu} |\phi\rangle = 0$ for all $\mu, \nu$. We denote by $|\Phi^{(k,q)}\rangle$ the boundary primary state that is constructed from the level $q$ descendants of $|\phi\rangle$. By inspection of eq. (3.3), we can easily pick out combinations of bulk descendants of scalar primary states that will give boundary primaries at the first few levels

$$|\Phi^{(k,0)}\rangle = |\phi\rangle,$$

$$|\Phi^{(k,1)}\rangle = P_n |\phi\rangle,$$

$$|\Phi^{(k,2)}\rangle = \left( P_n^2 - \frac{1}{2k - 3} P_a P_a \right) |\phi\rangle.$$

(3.4)

It is worth noting that for $k = 1$, $\Phi^{(1,2)} = \Box \phi$, which is the equation of motion. In other words, for the usual free scalar theory, there are only two nontrivial boundary primaries, $\Phi^{(1,0)}$ and $\Phi^{(1,1)}$. The operators $\Phi^{(1,q)}$ for $q \geq 2$ are redundant, i.e. they vanish on the equations of motion. We will see momentarily that more generally, there are exactly $2k$ boundary primaries. Another interesting case is $k = \frac{3}{2}$ which corresponds to a scalar operator of dimension $\frac{d-3}{2}$, which saturates the unitarity bound of a $d - 1$ dimensional theory.\footnote{While we are mainly interested in theories with integer $k$, the argument in this subsection depends purely on representation theory of the conformal group. Hence we are free to set $k$ and correspondingly $\Delta$ to any real or indeed complex value.}

We expect such an operator to be in the kernel of the boundary Laplacian, $P_a P^a$. It is perhaps not surprising then that the boundary primary $\Phi^{(\frac{3}{2},2)}$ corresponds to this null state $P_a P^a |\phi\rangle$.

Lorentz invariance suggests the following ansatz generalizing the result (3.4)

$$|\Phi^{(k,q)}\rangle = \sum_{j=0}^{\left[ \frac{q}{2} \right]} \alpha_j^{(k,q)} P_\parallel^j P_n^{q-2j} |\phi\rangle,$$

(3.5)

where $P_\parallel^2 = P_a P_a$. Before computing the $\alpha_j^{(k,q)}$, we make some general observations about these candidate boundary primaries.
• By orthogonality, we expect to find only one boundary primary for a given \((k,q)\) pair. Indeed, the primary at level \(q\) depends on \([\frac{q}{2}] + 1\) coefficients and must have a vanishing two-point function with all the boundary primaries of \(P_n\) degree less than \(q\). If the \(P_n\) degrees of two boundary primaries have different parity, then their two-point function automatically vanishes on the boundary.\(^9\) There will be \([\frac{q}{2}]\) boundary primaries of smaller degree and the same parity. Insisting that our level \(q\) primary is orthogonal to all of them, one can fix the coefficients in eq. (3.5) up to an over-all normalization. We are thus left with a single boundary primary for each level.

• By using the equation of motion \(\Box^k \phi = 0\), we can reduce the \(P_n\) degree of a boundary primary below \(2k\). Thus we expect all \(\Phi^{(k,q)}\) boundary primaries with \(q \geq 2k\) to be redundant.

Taken together, these two observations imply that there will be exactly \(2k\) boundary primaries of the form (3.5), one for each \(q = 0, 1, \ldots, 2k - 1\).

The goal then is to determine the coefficients \(\alpha^{(k,q)}_j\) such that \(K_a|\Phi^{(k,q)}\rangle = 0\). A special case of (3.3) useful in computing the \(\alpha^{(k,q)}_j\) is

\[
K_a P_{n}^{2l} P_{m}^{2n} |\phi\rangle = \left( 2l(2k - 2m - 2l - 1)P_n^2 + m(m - 1)P_n^2 \right) P_a P_{n}^{2(l-1)} P_{m}^{n-2} |\phi\rangle. \tag{3.6}
\]

Solving \(K_a|\Phi^{(k,q)}\rangle = 0\) gives a recursion relation for the coefficients

\[
\frac{\alpha^{(k,q)}_j}{\alpha^{(k,q)}_{j-1}} = -\frac{(2j - q - 2)(2j - q - 1)}{2j(2k + 2j - 2q - 1)} \tag{3.7}
\]

with, choosing a convenient overall normalization, initial data \(\alpha^{(k,q)}_0 = 1\). The solution to eq. (3.7) is easily found,

\[
\alpha^{(k,q)}_j = (-1)^j \frac{q!}{2^j j!(q - 2j)!} \frac{(2k - 2q - 1)!!}{(2k + 2j - 2q - 1)!!}, \tag{3.8}
\]

which determines the coefficients in eq. (3.5) such that \(|\Phi^{(k,q)}\rangle\) is a boundary primary. As expected, we find just one solution for each \((k,q)\) pair.

Given the ability to employ the equation of motion, the special case \(\Phi^{(k,2k)}\) is worth a closer look. In this case, the coefficients \(\alpha^{(k,q)}_j\) reduce to the binomial distribution

\[
\alpha^{(k,2k)}_j = \binom{k}{j}, \tag{3.9}
\]

and the corresponding operator \(\Phi^{(k,2k)} = \Box^k \phi\) is the equation of motion for the scalar field. In other words \(\Phi^{(k,2k)}\) is redundant and therefore null. More generally, all further \(\Phi^{(k,q)}\) with \(q = 2k + i\) for \(i \geq 0\) can be written as \(\Box^k\) times a polynomial in \(P_n\) and \(P_a^2\),

\[
|\Phi^{(k,2k+i)}\rangle = \sum_{j=0}^{[\frac{i}{2}]} \frac{(2j - 1)!!(2k - 2j + 2i - 1)!!}{(2k + 2i - 1)!!} \binom{i}{2j} P_{n}^{j} P_{m}^{i-2j} |\phi\rangle, \tag{3.10}
\]

such that these operators are also null.

\(^9\)This can be seen by taking appropriate derivatives of the bulk two-point function \(\langle \phi \phi \rangle\) in a near-boundary expansion.
We can also consider, as a concrete example, the theory of higher derivative free fermions (2.7), whose primary states $|\psi\rangle$ have dimension $\Delta = \frac{d-1}{2} - k$. For this theory, the analysis is changed slightly as compared to the bulk higher derivative scalar since the bulk spinor primaries $|\psi\rangle$ live in non-trivial irreducible representations (irreps) of the bulk Spin group and thus are not annihilated by the conformal generator\(^{10}\)

$$M_{\mu\nu} = -\frac{i}{2} \gamma_{\mu\nu}.$$  

(3.11)

Further in the presence of a boundary, care must be taken as the bulk spinor primary does not live in an irrep of the boundary Spin group. Indeed, we can decompose the bulk $2\lfloor \frac{d}{2} \rfloor$-dimensional Dirac spinor into boundary $2\lfloor \frac{d}{2} \rfloor - 1$ spinors, which are eigenfunctions of $\gamma_n$. In other words, under the action of the boundary projector $\Pi_{\pm} = \frac{1}{2}(I \pm \gamma_n)$, the boundary primary states $|\psi_\pm\rangle = \Pi_\pm |\psi\rangle$ live in irreps of the boundary Spin group.

In starting the search for a general expression for boundary spinor primaries $|\Psi^{(k,q)}\rangle$, a modification to eq. (3.5) needs to be made, where we can contract a free index on $P_a$ not just with another $P_a$ but also with $\gamma^a$. The first few primaries take the form

$$|\Psi^{(k,0)}\rangle = |\psi\rangle,$$

$$|\Psi^{(k,1)}\rangle = \left( P_n \gamma^n - \frac{1}{2k-1} P_a \gamma^a \right) |\psi\rangle,$$

$$|\Psi^{(k,2)}\rangle = \left( P_n^2 + \frac{2}{2k-3} P_a P_n \gamma^n \gamma^a - \frac{1}{2k-3} P^2_\parallel \right) |\psi\rangle,$$

(3.12)

which then also need to be projected onto irreps of the boundary Spin group by appropriate use of $\Pi_{\pm}$. As $\Pi_{\pm}$ does not commute with $\gamma^a$, the projection requires that the terms in a near boundary expansion of $\psi$ have alternating chirality with respect to $\gamma_n$. If the boundary limit of $\psi$ has positive chirality, then $\partial_n \psi$ must have negative chirality, $\partial_n^2 \psi$ has again positive chirality and so on.

As a consistency check, we can examine these boundary primaries for $k = 0$, where we expect only $\Psi^{(0,0)}$ to be nontrivial. Indeed we find $\Psi^{(0,1)}$ reduces to the Dirac operator acting on $|\psi\rangle$. Furthermore $\Psi^{(0,2)}$ becomes $3P_n^2 - 2P_n \gamma^n \gamma^a + P^2_\parallel$ acting on $|\psi\rangle$ which factors as $(3P_n + P_\parallel)(P_n + P_\parallel)$, with the Dirac operator to the right. Thus it is also null. The $k = \frac{1}{2}$ case is also interesting, as the dimension of $\psi$ saturates the unitarity bounds for a theory in $d - 1$ dimensions. Indeed, $\Psi^{(\frac{1}{2},1)}$ becomes the $d - 1$ dimensional Dirac operator acting on $\psi$ in this case.

The computation of the most general boundary spinor primary states constructed from level $q$ descendants of bulk spinor primary states follows the logic of the derivation of eq. (3.8) for the case of higher derivative scalars, and so we will quote the result without

\(^{10}\)We point out an important relative sign. These generators will give rise to the commutation relations (3.1). However, in applying these generators to a state, we need to include the extra minus sign that appears in (3.2).
reproducing the steps:

$$|\Psi^{(k,q)}⟩ = \left( \sum_{j=0}^{\lfloor \frac{k}{2} \rfloor} \alpha_j^{(k,q)} P^{2j}_n P^{q-2j}_n + (-1)^q \sum_{i=0}^{\frac{q-2i}{2}} \frac{(q-2i)\alpha_i^{(k,q)}}{2k+2i-2q+1} P_a P^{2i}_n P^{q-2i-1}_n \gamma_\alpha \gamma_n \right) \gamma_\gamma |\psi⟩ .$$

(3.13)

Again, we must project this object using $\Pi_\pm$. Generalizing the discussion above for $k = 0$, note that at level $q = 2k+1$, the differential operator acting on $|\psi⟩$ can be rewritten as the kinetic operator, $\partial_{2k+1}$. Hence, there exists a redundant state in the boundary spectrum precisely at $q = 2k+1$ for all $k$. Indeed, analogous to the scalar case, we claim that for all $q \geq 2k+1$, $\Psi^{(k,q)}$ can be written as a polynomial in $P_n$, $P_a$, $\gamma_n$ and $\gamma_a$ multiplied by $\partial_{2k+1}$ acting on $\psi$ and is thus redundant. In other words, only $\Pi_\pm |\Psi^{(k,q)}⟩$ for $q = 0, 1, \ldots, 2k$ are nontrivial boundary states.

### 3.2 Conformal boundary conditions

The standard lore of conformal boundary conditions in general dimensions is that in order to preserve conformal symmetry at the boundary, the generalized Cardy condition, $T^{\alpha\beta}|_{\partial M} = 0$, necessarily holds. In this subsection, we consider the examples of higher derivative free CFTs introduced above and explore a different definition of conformal boundary conditions. We define conformal boundary conditions in terms of a set of boundary primaries $\{\mathcal{O}_I\}$ that annihilate the vacuum, $\mathcal{O}_I|\Omega⟩ = 0$, and satisfy the variational principle.

It turns out that these definitions of conformal boundary condition may be different. While we do not have good expressions for $T^{\alpha\beta}$ in general, in the case of the $\Box^2 \phi$ theory we can check that the condition $T^{\alpha\beta}|_{\partial M} = 0$ is too restrictive.

**Higher derivative scalar BCFT.** We begin with the higher derivative scalar CFT in eq. (2.4). Varying with respect to $\phi$ generates a boundary term

$$\delta S^{(k)}_{\phi,\Box} = \ldots + \frac{(-1)^k}{2} \sum_{j=0}^{2k-2k-1-\frac{1}{2}} \sum_{l=0}^{l(k-l)!} \frac{1}{l(k-l)!} \int d^{d-1}x || \partial_n^j \Box^l \phi || \partial_n^{2k-2l-j-1} \phi , \quad (3.14)$$

where the terms in $\ldots$ are bulk variations that automatically vanish on-shell. Moving forward, we will drop these bulk terms that vanish using the equations of motion.

To illustrate how the boundary variation in eq. (3.14) is built out of boundary conformal primary operators, let us first consider the case of $k = 2$ and then return to generic $k$. The boundary variation takes a fairly simple form

$$\delta S^{(2)}_{\phi,\Box} = \frac{1}{2} \int d^{d-1}x || \phi (\partial_n^3 \Box \phi + 2 \partial_n \Box || \partial_n \Box \phi ) - (\partial_n^3 \phi + 2 \partial_n \Box || \partial_n \Box \phi ) \delta \phi + \partial_n^3 \phi \partial_n \delta \phi - \partial_n \phi \partial_n^3 \delta \phi .$$

(3.15)

Recalling the form of the boundary conformal primary states in eq. (3.5), we can write the corresponding boundary conformal primary operator $\Phi^{(k,q)}$, i.e. $|\Phi^{(k,q)}⟩ \equiv i^q \Phi^{(k,q)}|\Omega⟩$, and
find that for $k = 2$ the boundary conformal primaries up to $q = 3$ are
\begin{equation}
\phi^{(2,0)} = \phi, \\
\phi^{(2,1)} = \partial_n \phi, \\
\phi^{(2,2)} = \left(\partial_n^2 - \nabla^2\right)\phi, \\
\phi^{(2,3)} = \left(\partial_n^3 + 3\partial_n \nabla\right)\phi.
\end{equation}

After a bit of rearranging, eq. (3.15) can be written as
\begin{equation}
\delta S_{\phi, \Box}^{(2)} = \frac{1}{2} \int d^{d-1}x || \left( \phi^{(2,0)} \delta \phi^{(2,3)} - \phi^{(2,1)} \delta \phi^{(2,2)} + \phi^{(2,2)} \delta \phi^{(2,1)} - \phi^{(2,3)} \delta \phi^{(2,0)} \right).
\end{equation}

This form is quite suggestive as it is an integral over an alternating sum of the variation of a boundary primary $\Phi^{(2,q)}$ multiplied by $\Phi^{(2,3-q)}$. Note that the boundary primaries $\Phi^{(k,q)}$ and $\Phi^{(2,2k-q-1)}$ have conformal dimensions $\Delta = \frac{d-2k+2q}{2}$ and $\tilde{\Delta} = \frac{d+2k-2q-2}{2}$, respectively. These obey the relation $\tilde{\Delta} = d - 1 - \Delta$, just like a primary operator and its shadow operator. Since the conformal symmetry preserved by the flat boundary is $\text{SO}(d-1,2)$, we will sometimes refer to $\Phi^{(k,2k-q-1)}$ as the shadow of $\Phi^{(k,q)}$.

By computing the boundary variation for other low values of $k$, which we will not reproduce here, we are then led to the following ansatz for the boundary variation for generic $k$:
\begin{equation}
\delta S_{\phi, \Box}^{(k)} = \frac{(-1)^k}{2} \int d^{d-1}x || \sum_{j=0}^{2k-1} (-1)^j \phi^{(k,j)} \delta \phi^{(k,2k-j-1)}
\end{equation}
\begin{equation}
= \frac{(-1)^k}{2} \int d^{d-1}x || \sum_{j=0}^{k-1} (-1)^j \left( \phi^{(k,j)} \delta \phi^{(k,2k-j-1)} - \delta \phi^{(k,j)} \phi^{(k,2k-j-1)} \right).
\end{equation}

To prove that this is indeed the correct expression for the boundary variation, we need to compare to eq. (3.14), and so it is helpful to recast eq. (3.18) in terms of derivatives of $\phi$ and $\delta \phi$. Using the form of the primaries in eq. (3.5), one can expand the product $\phi^{(k,j)} \phi^{(k,2k-j-1)}$,
\begin{equation}
\sum_{j=0}^{2k-1} (-1)^j \phi^{(k,j)} \phi^{(k,2k-j-1)} = \sum_{j=0}^{2k-1} \sum_{l=0}^{k-1} (-1)^j \beta^{(k,j)}_l \partial_n^l \phi^2 \partial_n^{2k-2l-1} \phi.
\end{equation}

Re-ordering the sums, one can identify $\beta^{(k,j)}_l$ as a quadratic expression in the $\alpha^{(k,j)}_i$ and check that indeed
\begin{equation}
\beta^{(k,j)}_l = \sum_{i=0}^{k-1} \alpha^{(k,j+2l)}_i \alpha^{(k,2k-2l-j-1)}_i = \frac{k!}{l!(k-l)!},
\end{equation}
as required in order that eq. (3.14) agree with eq. (3.18). Thus, for the scalar higher derivative CFT, solving the boundary variational problem is equivalent to a vanishing condition on the boundary action built as a sum of products of relevant boundary primaries and their shadows.
Given a boundary term in the variation of the action of the form

$$\frac{1}{2} \int d^{d-1}x_\parallel \left( \Phi^{(k,j)} \delta \Phi^{(k,2k-j-1)} - \delta \Phi^{(k,j)} \Phi^{(k,2k-j-1)} \right),$$

we can mutate it into a more canonical form by adding the purely marginal boundary correction to the original action

$$S_{\text{bry}} = -\frac{1}{2} \int d^{d-1}x_\parallel \Phi^{(k,j)} \Phi^{(k,2k-j-1)},$$

which will cancel one of the original terms leaving

$$-\int d^{d-1}x_\parallel \delta \Phi^{(k,j)} \Phi^{(k,2k-j-1)}.$$  \hspace{1cm} (3.23)

Assuming $j < k$, we can make an analogy between this term and the $\delta \phi \partial_n \phi$ boundary term that shows up in the standard variational analysis of a free scalar field. We can apply either Dirichlet $\delta \phi = 0$ boundary conditions or Neumann $\partial_n \phi = 0$ boundary conditions. By extension, we make the same definition here, Dirichlet for $\delta \Phi^{(k,j)} = 0$ and Neumann for $\Phi^{(k,2k-j-1)} = 0$, assuming that $j < k$, so that $\Phi^{(k,2k-j-1)}$ will involve more $\partial_n$ derivatives in its definition than $\Phi^{(k,j)}$. The usual Dirichlet condition where $\Phi^{(k,j)}$ is set equal to a generically nonzero constant is not possible, as it introduces a scale. The only possible scale invariant Dirichlet conditions are $\Phi^{(k,j)} = 0$ and infinity. We rule out the case $\Phi^{(k,j)} \to \infty$ in order to have finite field configurations.

The variational principle leads us then naturally to consider the following set of conformally invariant boundary conditions. We have a $k$-tuple of pairs of boundary primaries

$$\left( (\Phi^{(k,0)}, \Phi^{(k,2k-1)}), (\Phi^{(k,1)}, \Phi^{(k,2k-2)}), \ldots, (\Phi^{(k,k-1)}, \Phi^{(k,k)}) \right).$$ \hspace{1cm} (3.24)

For each pair, we can set either $\Phi^{(k,j)} = 0$, which we call Dirichlet ($D$), or its shadow involving a larger number $\partial_n$ derivatives to zero, $\Phi^{(k,2k-j-1)} = 0$, which we call Neumann ($N$). In the $k = 1$ case, we recover the usual $D$ and $N$ cases. For $k = 2$, there are four possibilities, $DD, ND, DN$, and $NN$, and so on for larger $k$.

These boundary conditions are manifestly conformally invariant because they are constructed from the boundary primaries, which have the appropriate transformation laws under the boundary conformal group. Note that a more general boundary condition constructed from a linear combination of these boundary primaries would necessarily introduce a scale, e.g. $\Phi^{(k,0)} + \alpha \Phi^{(k,1)} = 0$ introduces a scale through $\alpha$.

In our discussion of boundary conditions, we added the particular marginal boundary action eq. (3.22) for each pair of operators $(\Phi^{(k,j)}, \Phi^{(k,2k-j-1)})$. The particular choice of over-all sign in eq. (3.22) ensured that the first term in eq. (3.21) cancels in the boundary variation of the action. Adding a boundary action with the opposite over-all sign, i.e. $-S_{\text{bry}}$, one instead removes the second term. With the latter choice, a Dirichlet boundary condition for $\Phi^{(k,j)} = 0$ with $j < k$ can be obtained as a free boundary condition, where $\delta \Phi^{(k,2k-j-1)}$ is left arbitrary and its coefficient in the variational argument is interpreted as an equation of motion for the field. Thus, by suitably choosing the sign of the boundary
terms for each pair in eq. (3.24), one can arrange for an arbitrary $X_0 X_1 \cdots X_{k-1}$ type boundary condition, where $X_i \in \{N,D\}$, to emerge from boundary equations of motion.

As an additional remark, we notice that had we started our discussion with the symmetric action in eq. (2.5) instead of eq. (2.4), we would have found a different set of boundary conditions, some of them not conformally (even though scale) invariant. This is due to the fact that the action eq. (2.5) does not preserve the full $\text{SO}(d-1,2)$. To elucidate this fact, let us consider for simplicity the case $k = 2$. The difference between the two actions is a boundary term that may be written as

$$S_{\phi,\text{sym}}^{(k=2)} = S_{\phi,\text{sym}}^{(k=2)} - \frac{1}{2} \int d^{d-1}x_\parallel \left[ \Phi^{(2,0)} \Phi^{(2,3)} - \Phi^{(2,1)} \Phi^{(2,2)} - 2 \Phi^{(2,1)} \right].$$

While the first two terms preserve the boundary conformal group, the last one breaks it unless either $\phi(0,x_\parallel) = 0$ or $\partial_\parallel \phi(0,x_\parallel) = 0$.

A beautiful aspect of this system is that it allows for a variety of boundary RG flows. Whenever there is a Neumann boundary condition $\Phi^{(k,2k-j-1)} = 0$, there is a corresponding relevant boundary operator that can be added to the action, namely $c \int d^{d-1}x_\parallel (\Phi^{(k,j)})^2$ where $c$ is a coupling constant with positive mass dimension. The variational principle leads to the boundary equation of motion $\Phi^{(k,2k-j-1)} = c \Phi^{(k,j)}$. Because of its positive mass dimension, $c$ effectively becomes infinite at low energies and the system is driven to the corresponding Dirichlet boundary condition $\Phi^{(k,j)} = 0$ through the flow.

A nice way to visualize this flow is in terms of a $k$-dimensional hypercube. We place the various choices $X_0 X_1 \cdots X_{k-1}$ of boundary condition at the corners of the cube and join them by edges corresponding to the relevant operators that induce the boundary RG flow. The cases $k = 2$ and $k = 3$ are shown in figure 1.

One could ask about a more general quadratic boundary deformation $c \Phi^{(k,q)} \Phi^{(k,q')}$, for $q \neq q'$. The first comment is that we must select $q$ and $q'$ such that neither the boundary conditions $\Phi^{(k,q)} = 0$ nor $\Phi^{(k,q')} = 0$ apply. If they do, $\Phi^{(k,q)} \Phi^{(k,q')}$ is an example of a redundant operator, i.e. one that vanishes by the (boundary) equations of motion.
We still need to consider the remaining cases where neither $\Phi^{(k,q)}$ nor $\Phi^{(k,q')}$ are used as a boundary condition. Two of the boundary equations of motion will be modified by the additions $c \Phi^{(k,q)}$ and $c \Phi^{(k,q')}$, which in the limit $c \to \pm \infty$ classically should set both of these fields to zero at a critical point. By adding such boundary deformations and tuning $c$ to be large, we can now additionally move along the diagonals of the faces of the hypercube. Furthermore, we can move in either direction along the edges or diagonals, toward the IR or toward the UV, depending on the mass dimension of $c$.

**Higher derivative fermion BCFT.** We will be less thorough in our analysis of the higher derivative fermion theories and limit our analysis to the theory in $d$ dimensions which satisfies the Dirac-type equation $\overline{\theta} \psi = 0$. In particular, we consider the action

$$S = \frac{i}{2} \int d^d x \left( \overline{\psi} \theta \psi + \overline{\psi} \gamma^\alpha \theta \psi \right).$$

(3.26)

As in the higher derivative scalar theory, a remarkable simplification happens when we write the variation of the action in terms of the fermion boundary primaries (3.12). The bulk part of the variation leads to the Dirac-type equation of motion $\overline{\theta} \psi = 0$ while the boundary contribution can be written in the form

$$\delta S|_{\text{bry}} = \frac{i}{2} \int_{x_n=0} d^{d-1} x \left( + \overline{\Psi}^{(1,0)} \gamma_0 \delta \Psi^{(1,2)} - \delta \overline{\Psi}^{(1,0)} \gamma_0 \Psi^{(1,2)} \\
+ \overline{\Psi}^{(1,1)} \gamma_0 \delta \Psi^{(1,1)} - \delta \overline{\Psi}^{(1,1)} \gamma_0 \Psi^{(1,1)} \\
+ \overline{\Psi}^{(1,2)} \gamma_0 \delta \Psi^{(1,0)} - \delta \overline{\Psi}^{(1,2)} \gamma_0 \Psi^{(1,0)} \right),$$

(3.27)

where $\Psi^{(k,q)} = (\Psi^{(k,q)})^\dagger \gamma_0$. This expression requires some further processing, because setting all the $\Psi^{(k,q)}$ to zero is too strong a boundary condition. It is useful to decompose the boundary primaries into eigenvectors with respect to the $\gamma_n$ matrix, which reduces them to representations of the boundary spin group. We have $\Psi^{(k,q)} = \Psi^{(k,q)}_+ + \Psi^{(k,q)}_-$ where $\gamma_n \Psi^{(k,q)}_\pm = \pm \Psi^{(k,q)}_\pm$. As we work in Lorentzian signature and $\overline{\psi}$ involves a $\gamma^0$ matrix, the nonvanishing inner products are $\overline{\Psi}^{(k,q)}_\pm \Psi^{(k,q')}_\mp$.

If we study the contribution $\overline{\Psi}^{(k,q)}_- \delta \Psi^{(k,2k-q)}_- = - \delta \overline{\Psi}^{(k,q)}_+ \Psi^{(k,2k-q)}_+$ to $\delta S|_{\text{bry}}$, we find we can add a boundary contribution to the original action of the form

$$S_{\text{bry}} = \pm \frac{i}{2} \int d^{d-1} x \overline{\Psi}^{(k,q)}_+ \Psi^{(k,2k-q)}_-,$$

(3.28)

which will leave either $\overline{\Psi}^{(k,q)}_+ \delta \Psi^{(k,2k-q)}_- or - \delta \overline{\Psi}^{(k,q)}_+ \Psi^{(k,2k-q)}_-$ on the boundary. Depending on the choice of sign, then, we obtain either the free boundary condition $\overline{\Psi}^{(k,q)}_+ = 0$ or the
free boundary condition $\Psi^{(k,2k-q)} = 0$. In fact a reality constraint on the action means that if we add $\overline{\Psi}^{(k,q)}\Psi^{(k,2k-q)}$ to the action, we also must add $\overline{\Psi}^{(k,2k-q)}\Psi^{(k,q)}$. This reality constraint in turn means that if we set $\Psi^{(k,q)} = 0$ as a boundary condition, then we must also set $\overline{\Psi}^{(k,q)} = 0$, which is consistent with the definition of the Dirac adjoint.

While we have only presented the analysis for the $\theta^3\psi$ theory, a similar story holds true for the original Dirac fermion $\theta\psi = 0$, and we believe these boundary conditions will satisfy the variational principle for all $\theta^{2k+1}\psi = 0$ theories.

Similar to the $NDN\cdots$ notation for the higher derivative scalar theory, we can introduce a notation for the fermion boundary conditions, $+--\cdots$, where the sign indicates which $\gamma_n$ chirality of the boundary primary we set to zero. For the $k=0$ theory, we have $\pm$ boundary conditions which corresponds to setting $\Psi^{(0,0)}_+ = 0$ or $\Psi^{(0,0)}_- = 0$. For the $k=1$ theory, we have instead eight boundary conditions corresponding to the three pairs of boundary primaries $(\Psi^{(1,0)}_+, \Psi^{(1,2)}_-)$, $(\Psi^{(1,2)}_+, \Psi^{(1,0)}_-)$, and $(\Psi^{(1,1)}_+, \Psi^{(1,1)}_-)$. For example, $+--$ would correspond to setting

\[
\Psi^{(1,0)}_+ = 0, \quad \Psi^{(1,2)}_+ = 0, \quad \Psi^{(1,1)}_- = 0.
\]

Again similar to the scalar story, there are a variety of marginal, relevant and irrelevant boundary perturbations we can add to the theory to induce a flow between the boundary conditions. Generically, given a set of boundary conditions, if $\overline{\Psi}^{(k,q)}\Psi^{(k,q')}$ is nonzero, then we anticipate that adding

\[
c \int d^{d-1}x \left( \overline{\Psi}^{(k,q)}_+ \Psi^{(k,q')}_- + \overline{\Psi}^{(k,q)}_- \Psi^{(k,q')}_+ \right)
\]

to the boundary in the limit $c \to \infty$ will change the boundary conditions to $\Psi^{(k,q)}_+ = 0$, and $\Psi^{(k,q')}_- = 0$.\footnote{It would be interesting to think about how the story is further enriched by the possibility of a $\gamma_5$ matrix in even $d$. In particular, it is known that a $\gamma_5$ matrix allows for a family of boundary conditions in the single derivative Dirac fermion case, $(1 + e^{i\beta\gamma_5})\psi = 0$ where $\beta \in \mathbb{R}$. We leave this story for the future.}

In the case of the $\theta^3\psi = 0$ theory, the eight boundary conditions break up into four groups related by these types of boundary flows. The two cases $+++$ and $---$ are isolated. There is no possible boundary mass term to write down because such a boundary mass must involve a primary of each $\gamma_n$ chirality, $+$ and $-$.\footnote{It would be interesting to think about how the story is further enriched by the possibility of a $\gamma_5$ matrix in even $d$. In particular, it is known that a $\gamma_5$ matrix allows for a family of boundary conditions in the single derivative Dirac fermion case, $(1 + e^{i\beta\gamma_5})\psi = 0$ where $\beta \in \mathbb{R}$. We leave this story for the future.}

Then we have the group $+++$, $+++$, and $---$ which are related by deformations, as is the group $++-\cdots$, $---\cdots$, and $++--\cdots$. For example, if we examine the first group, we can flow from $+++$ to $+++\cdots$ by adding $\overline{\Psi}^{(1,1)}_+ \Psi^{(1,0)}_+$ + c.c. Alternately, we can flow from $+++\cdots$ to $++-\cdots$ by adding $\overline{\Psi}^{(1,0)}_- \Psi^{(1,1)}_+$ + c.c. Finally, we can flow from $+++\cdots$ to $+++\cdots$ by adding $\overline{\Psi}^{(1,0)}_- \Psi^{(1,1)}_- + c.c$. The flows are pictured in figure 2.

The results for the $k=0$ and $k=1$ theories obey a pattern that we conjecture the $\theta^{2k+1}$ theory will follow. From the boundary contribution to the variation, we find a vanishing condition for pairs of boundary spinor primaries that we order in a similar manner as above, i.e.

$$(\Psi^{(k,0)}_+ \Psi^{(k,2k)}_-), (\Psi^{(k,2k)}_+ \Psi^{(k,0)}_-), (\Psi^{(k,1)}_+ \Psi^{(k,2k-1)}_-), \ldots, (\Psi^{(k,k)}_+ \Psi^{(k,k)}_-).$$
Figure 2. The RG flows triggered by relevant boundary deformations in the $\partial^3\psi$ theory.

We can easily see that we have $2^{2k+1}$ conformal boundary conditions. Among all of the boundary conditions there will always be two isolated boundary conditions for any $k \geq 0$:

$$\begin{align*}
\frac{+\ldots+}{2k+1} \quad \text{and} \quad \frac{\ldots-}{2k+1}.
\end{align*}$$

The rest of the boundary conditions can be grouped into sets that are connected by RG flows induced by deformations of the form of eq. (3.30). However, note that eq. (3.30) clearly does not change the relative number of +’s and −’s of the boundary condition along the flow. Thus, we find that, in addition to the two isolated boundary conditions, there are $2k$ directed graphs. The vertices of a given graph have the same number of +’s and −’s and the edges correspond to relevant boundary deformations.

3.3 A puzzle with $T^a$

Cardy’s conformal boundary condition was that $T^a|_{\text{bry}} = 0 \ [33]$. The condition is ambiguous because the stress tensor can be “improved”. However, in our case, there appears to be an unambiguous choice of stress tensor, as discussed in refs. [24, 25]. The claim of ref. [24] is that there should be a unique stress tensor that is a primary operator with respect to the generators of the conformal group, both for the higher derivative scalar and fermion theories. Moreover, this stress tensor agrees with what one could derive starting from the Weyl invariant curved space generalization of these higher derivative theories and the corresponding GJMS operator generalization of $\Box^k$ (and its equivalent for the Dirac operator). This stress tensor is conserved, traceless, and annihilated by the special conformal generators $K^\mu$.

Given a stress tensor, the candidate generators of the conformal group can be written simply as integrals over codimension one spatial slices. For convenience, we choose the slice $t = 0$:

$$\begin{align*}
P^a &= \int_{t=0} d^{d-1}x T^a_t + \int_{t,x_n=0} d^{d-2}x \tau^a_t, \\
D &= \int_{t=0} d^{d-1}x x_\mu T^\mu_t + \int_{t,x_n=0} d^{d-2}x x_\alpha \tau^a_t, \\
K^a &= \int_{t=0} d^{d-1}x \left(2x^a x_\nu - x^2 \delta^a_\nu\right) T^\nu_t + \int_{t,x_n=0} d^{d-2}x \left(2x^a x_b - x^2 \delta^a_b\right) \tau^b_t.
\end{align*}$$

(3.31)
For reasons that will become clear, we allow for a purely boundary contribution to the stress tensor $\tau_{ab}$ that we assume to be traceless and symmetric although not conserved. We can then ask when are these generators independent of time? Running through the usual manipulations for the conservation of a current, we find a residual term on the boundary $x_n = 0$:

$$
\frac{dP^a}{dt} = \int_{t,x_n=0} d^{d-2}x \left[ T^{na} + \partial_t \tau^{at} \right], \\
\frac{dD}{dt} = \int_{t,x_n=0} d^{d-2}x \left[ x_a T^{an} + \partial_t (x_a \tau^{at}) \right], \\
\frac{dK^a}{dt} = \int_{t,x_n=0} d^{d-2}x \left[ (2x^a x_b - x^2 \delta^a_b) T^{bn} + \partial_t (2x^a x_b - x^2 \delta^a_b) \tau^{bt} \right].
$$

(3.32)

The simplest solution is to set $T^{an} = 0$ on the boundary and also to remove $\tau^{ab}$. However, there is a possibility of a more complicated solution. Namely, suppose $T^{an} = -\partial_b \tau^{ab}$ on the boundary. Then tracelessness and symmetry of $\tau^{ab}$ mean that we can commute $\partial_b$ through $x_a$ in the case of the dilatation operator and through $(2x^a x_b - x^2 \delta^a_b)$ for special conformal transformations. The total time derivative drops out of the integral, leaving a total divergence in the remaining spatial directions, and the integral in each case will vanish.

Let us look at the $\Box^2 \phi = 0$ theory. The unique stress tensor is\(^{13}\)

$$
T_{na} = \frac{1}{2(d-1)} \left[ (d-4) \Box \Box \partial_a \partial_b \phi + d(\partial_a \partial_b \phi)(\partial^2 \phi) - (d-2)(\partial_a \phi) \partial_b \phi + (d-4) \phi \partial^2 \phi \right] \\
- (d+2)(\partial_a \Box \phi)(\partial_b \phi) - (d+2) \partial^2 \phi (\partial_a \phi) + 4(\partial_a \partial_b \partial^2 \phi)(\partial_b \phi) - \frac{4d}{d-2}(\partial_a \partial^2 \phi)(\partial_b \partial_b \phi) \\
+ \frac{d(d+2)}{d-2}(\partial_a \partial_b \phi)(\Box \phi) - (d+2)(\partial_a \phi)(\Box \partial_b \phi) \right].
$$

(3.33)

When written in terms of the boundary primaries, this becomes

$$
T_{na} = \frac{1}{2(d-1)} \left[ -(d + 2) \Phi^{(2,3)} \partial_a \Phi^{(2,0)} + (d - 4) \Phi^{(2,0)} \partial_a \Phi^{(2,3)} \\
- d \Phi^{(2,2)} \partial_a \Phi^{(2,1)} + (d - 2) \Phi^{(2,1)} \partial_a \Phi^{(2,2)} \right] - \partial^b \tau_{ba}.
$$

(3.34)

There is some ambiguity in how to isolate $\tau_{ab}$, but if one insists that it is both symmetric and traceless, then it takes the unique form

$$
\tau_{ab} = \frac{1}{d-2} \left[ d \Phi^{(2,1)} \partial_a \partial_b \Phi^{(2,0)} + (d - 4) \Phi^{(2,0)} \partial_a \partial_b \Phi^{(2,1)} \\
- d \partial_a \Phi^{(2,1)} \partial_b \Phi^{(2,0)} - d \partial_a \Phi^{(2,0)} \partial_b \Phi^{(2,1)} \right] \\
- \frac{\delta_{ab}}{(d-1)(d-2)} \left[ d \Phi^{(2,1)} \Box \Phi^{(2,0)} + (d - 4) \Phi^{(2,0)} \Box \Phi^{(2,1)} \right] - 2d \partial^c \Phi^{(2,1)} \partial_c \Phi^{(2,0)} \right].
$$

(3.35)

Note that $\tau_{ab}$ is not divergence-free, $\partial^b \tau_{ab} \neq 0$.

\(^{13}\)For the special case $d = 2$, this improved stress tensor is ill-defined. The unimproved stress tensor from Noether’s theorem is finite, but cannot be made traceless [28, 29].
While the $ND$, $DN$, and $DD$ boundary conditions are clearly compatible with the vanishing of $T^{na}$ on the boundary, the $NN$ boundary condition is not. The $\Phi^{(2,0)}\Phi^{(2,1)}$ dependent terms will not vanish in this case. These terms can be combined into an object $\tau_{ab}$ that is symmetric, traceless, and has the right scaling dimension to be a boundary stress tensor. However, it is not conserved.

In order to better characterize $\tau_{ab}$, we compute the boundary three-point function $\langle \tau_{ab}(y)\Phi^{(2,0)}(y)\Phi^{(2,1)}(z) \rangle$. Conformal invariance restricts the form of the correlation function [48]:

$$\langle \tau_{ab}(x)\Phi^{(2,0)}(y)\Phi^{(2,1)}(z) \rangle = c_{\tau 01} \frac{|y| - |z|^2}{|x| - |y| |x| - |z|^2} \left( \hat{V}_a \hat{V}_b - \frac{1}{d - 1} \delta_{ab} \right), \quad (3.36)$$

where

$$V^a = \frac{y^a - x^a}{|y| - |x|^2} - \frac{z^a - x^a}{|z| - |x|^2}, \quad (3.37)$$

and the hat indicates unit normalization, $\hat{V}^a = V^a / |V|$. For this theory, we find, using Wick’s theorem and the $NN$ Green’s function derived later in section 4.2, that

$$c_{\tau 01} = 2d(4 - d)2^d \kappa^2, \quad (3.38)$$

where $\kappa$ fixes the normalization of the $\langle \phi \phi \rangle$ two-point function.\(^{14}\)

Another interesting quantity is the two point function

$$\langle \tau_{ab}(x)\tau_{cd}(0) \rangle = \frac{c_{\tau \tau}}{|x|^2} \left( \frac{1}{2} (I^a(x)I^b(x)) + I^a(x)I^b(x) - \frac{1}{d} \delta^a \delta^b \delta^{cd} \right). \quad (3.39)$$

We are using the so-called inversion tensor $I^{ab}(x) = \delta^{ab} - 2 \frac{x^a x^b}{|x|^2}$. In our case, we find

$$c_{\tau \tau} = \frac{2^{d+4} \kappa^2 d(d - 1)(d - 4)}{d - 2}. \quad (3.40)$$

This two-point function takes the same form no matter if $\tau^{ab}$ is conserved or not. Thus we find that $\partial_\mu \langle \tau_{ab}(x)\tau_{cd}(0) \rangle = 0$, which has the curious consequence that $\langle T^{na}(x)T^{nb}(0) \rangle$ evaluated on the boundary will also vanish.

Normally, for a conserved stress tensor, there would be a Ward identity that relates $\langle \tau_{ab}\Phi^{(2,0)}\Phi^{(2,1)} \rangle$ to $\langle \Phi^{(2,0)}\Phi^{(2,1)} \rangle$. In particular, the coefficient $c_{\tau 01}$ we computed above would be proportional to the normalization of $\langle \Phi^{(2,0)}(y)\Phi^{(2,1)}(z) \rangle$. Thus if $\langle \Phi^{(2,0)}\Phi^{(2,1)} \rangle$ vanishes, as indeed happens in this case because the two operators are primaries of different dimension, then so should the three point function. However, this Ward identity argument fails because $\tau_{ab}$ is not conserved and does not generate translations on its own.

We conclude this section by considering the case of more general boundary conditions, namely the ones corresponding to setting the boundary operators

$$\tilde{\Phi}^{(2,2)} = (\partial_\mu^2 + \nu \Box) \phi, \quad \tilde{\Phi}^{(2,3)} = (\partial_\mu^3 + \mu \partial_\mu \Box) \phi \quad (3.41)$$

\(^{14}\)Our calculation assumed $d \neq 2$ or 4. Note these cases are special in part because the Green’s functions will have logarithmic behavior.
to zero. Note that these are not boundary primaries unless $\nu = -1$ and $\mu = 3$. We can repeat the analysis above by requiring that the boundary stress tensor is symmetric. Dropping the tildes for convenience, this gives

$$
\tau_{ab} = \frac{1}{2(d-2)} \left[ a_1 (\partial_a \partial_b \Phi^{(2,0)}) \Phi^{(2,1)} + a_2 \Phi^{(2,0)} \partial_a \partial_b \Phi^{(2,1)} + a_3 \delta_{ab} \Phi^{(2,0)} \partial_c \Phi^{(2,1)} \right] + \frac{\delta_{ab}}{d-1} \left( a_4 \Phi^{(2,0)} \square \Phi^{(2,1)} + a_5 \square \Phi^{(2,0)} \Phi^{(2,1)} + a_6 \partial_c \Phi^{(2,0)} \partial^c \Phi^{(2,1)} \right),
$$

where

$$
a_1 = \frac{(d-2)(2\nu + \gamma - \nu d + d + 2)}{d-1}, \quad a_2 = \frac{-4\nu - 2\gamma + d(4\nu + \gamma - \nu d + d - 8) + 4}{d-1},
$$

$$
a_3 = \frac{2\gamma(d-2) - 2d(-\nu(d-2) + d + 2)}{d-1}, \quad a_4 = 2(-2\nu + \gamma + 2) - d(-2\nu + \gamma - 2),
$$

$$
a_5 = -\gamma(d-2), \quad a_6 = 4\nu + 4\gamma + 2d(-\nu - \gamma + 3) + 4,
$$

(3.42)

(3.43)

(3.44)

We find that the condition eq. (3.44) is necessary for $T_{na}$ to be written in the form of eq. (3.34). In particular, if eq. (3.44) is not satisfied then translational invariance along the boundary is lost. Without further requirement we also see that the boundary stress tensor is not uniquely fixed but depends on an undetermined coefficient $\gamma$. Nicely, even though the trace of $\tau_{ab}$ is not vanishing for generic $\nu$, it is a total divergence. Indeed, we may write

$$
\tau^a_{\mu} = -\partial^a j_a,
$$

(3.45)

where

$$
j_a = b_1 \Phi^{(2,0)} \partial_a \Phi^{(2,1)}, \quad b_1 = \frac{d(-\nu + \gamma - 3) - 2\gamma}{2(d-1)}, \quad b_2 = \frac{-d(-\nu - \gamma + 1) + 2\nu + 2\gamma + 2}{2(d-1)}.
$$

(3.46)

This means that the boundary conditions with $\nu \neq -1$ are scale invariant but not conformal. More precisely, we can add a boundary integral over $j^t$ to the definition of $D$ in eq. (3.31) to guarantee that $dD/dt = 0$. The minimal condition to have a conformal boundary is that $j_a$ can be written as a total divergence, in which case a similar alteration can be made to the definition of $K^a$ to ensure that $dK^a/dt = 0$. However imposing $j^a = \partial^a j$ can be accomplished if and only if $b_1 = b_2$, implying $\nu = -1$ in agreement with the discussion above. Finally, if the latter condition is satisfied, then $\tau_{ab}$ can be improved to be traceless. This last condition requires $b_1 = b_2 = 0$, which uniquely fixes $\tau_{ab}$ giving $\gamma = 2d/(d-2)$.

4 Characterizing higher derivative BCFTs

In this section, we employ some of the lessons learned from our analysis of boundary conformal primaries in higher derivative free theories to characterize the boundary theory. To that end, we study two particularly important quantities: the boundary free energy on HS$^d$ and the two-point function of the displacement operator in flat space. As a prelude to the computation of the displacement two-point function, this section also contains a derivation of the $\langle \phi \phi \rangle$ and $\langle \psi \bar{\psi} \rangle$ correlators in our higher derivative theories.
4.1 Hemisphere free energy

In this section, our main focus will be the study of the boundary free energy, \( F_\partial \), of higher derivative CFTs placed on the hemisphere \( \text{HS}^d \). In odd \( d \), \( F_\partial \) is directly related to the boundary A-type Weyl anomaly, and so provides crucial data for characterizing the boundary theory. Moreover, it has been shown in unitary CFTs in both \( d = 3 \) and \( d = 5 \) that the boundary ‘\( a \)-theorem’ holds [41, 42, 49].

In the following subsections, we will first compute \( F_\partial \) for the generalized Dirichlet \((\text{DND} \cdots)\) and Neumann \((\text{NDN} \cdots)\) boundary conditions, and then we will compute the variation in \( F_\partial \) generated by relevant deformations triggered by boundary primaries. The technique we use to compute the change in \( F_\partial \) due to the boundary deformations was first employed for double trace deformations in AdS/CFT [50, 51], and because of conformal symmetry the result is very similar as well [52]. Finally, we will repeat the same analysis for higher-derivative free fermion theories. Our discussion will employ standard results for the spectrum of GJMS-type operators on \( \text{S}^d \) [39]. Our results overlap to some extent with work of Dowker [53–56]. We will make the points of overlap clearer below.

Our emphasis in the text is on the logarithmic divergence in \( F_\partial \) in odd \( d \). In appendix B, we extend the analysis to the regularization independent constant term that appears in even dimensional theories. This constant term is also believed to be monotonic under RG flow for unitary theories [40, 43].

As we will see, an interesting upshot is to show explicitly that for bulk non-unitary CFTs the boundary \( a \)-theorem does not necessarily hold, both for the coefficient of the logarithmic term in odd dimensional cases and the constant term in even dimensional ones. The violation presumably occurs because these theories are non-unitary.

Scalars on \( \text{HS}^d \). We begin by computing \( F_\partial \) for higher derivative scalars. Our background geometry is taken to be the round metric on \( \text{HS}^d \) with line element

\[
ds^2_d = R^2(d\theta^2_d + \sin^2 \theta_d ds^2_{d-1}),
\]

where for notational simplicity we will call \( \theta_d = \theta \) and take \( \theta \in [0, \frac{\pi}{2}] \) such that the boundary is located at \( \theta = \frac{\pi}{2} \). When extending to the round metric on \( \text{S}^d \), \( \theta \in [0, \pi] \). The quantity \( R \) fixes the radius of the sphere. Often we will set it to one.

Because \( \text{HS}^d \) is curved, we use the action eq. (2.4) to start our spectral analysis. Since \( F_\partial \) must be independent of marginal boundary deformations, the boundary terms of the form eq. (3.22) will play no role here. Recall that the general form of the spherical scalar GJMS operator on the unit \( d \)-sphere is given by [39]

\[
\Delta_{2k} = \prod_{j=\frac{d}{2}}^{\frac{d+k-1}{2}} (-\Box_d + j(d - 1 - j)),
\]

where the Laplace operator \( \Box_d \) on \( \text{S}^d \) with the round metric as in eq. (4.1) with \( R = 1 \) takes the form

\[
\Box_d = \partial^2_\theta + (d - 1) \cot \theta \partial_\theta + \frac{1}{\sin^2 \theta} \Box_{d-1} - \frac{d(d - 2)}{4}.
\]
Notice that the form eq. (4.2) implies that the scalar spherical harmonic eigenfunctions of \( \Box_d \) are also eigenfunctions of \( \Delta_{2k} \).

Performing the spectral analysis of \( \Delta_{2k} \) on \( \text{HS}^d \) requires a bit of care as the choice of boundary conditions applied at \( \theta = \pi/2 \) can change the allowed eigenvalues, their degeneracies, or even their form. Indeed, obtaining the spectrum of the GJMS operator for generic boundary condition is complicated.

A great simplification arises if we focus only on generalized Neumann (\( NDN \cdots \)) or generalized Dirichlet (\( DND \cdots \)) boundary conditions. In these cases, some of the eigenfunctions are removed from the spectrum. The remaining ones keep the same form that they had on the sphere, and the eigenvalues are the same.\(^{15}\) To see why, first recall that the solution of the eigenvalue problem for the ordinary Laplacian \( \Box_d \) on \( S^d \) is the generalized spherical harmonics \( Y_\ell^k(\vec{\theta}) \) labelled by the angular quantum numbers \( \ell = (\ell_1, \ldots, \ell_{d-1}, \ell_d) \) with \( |\ell_1| \leq \ell_2 \leq \ldots \leq \ell_d \) and \( \vec{\theta} = (\theta_1, \ldots, \theta_{d-1}, \theta) \). For notational convenience, we will relabel \( \ell_d = \ell \) and \( \ell_{d-1} = m \). In \( d \)-dimensions the eigenvalues \( \Box_d Y_\ell^k(\vec{\theta}) = -\ell(\ell+d-1)Y_\ell^k(\vec{\theta}) \) for given \( \ell \) have degeneracy

\[
\deg(\ell) = \left( \frac{d + \ell - 1}{d-1} \right) + \left( \frac{d + \ell - 2}{d-1} \right) = \frac{(d+2\ell-1)\Gamma(d+\ell+1)\Gamma(d+\ell-1)}{\Gamma(d)\Gamma(1+\ell)}.
\]

(4.4)

In order to see how the degeneracies are lifted when imposing boundary conditions, it is useful introduce the ‘parity’ operators \( P_\theta : \theta \rightarrow \pi-\theta \). The set of spherical harmonics can then be refined according to parity eigenvalue \( P_\theta Y_\ell^k(\vec{\theta}) = (-1)^{\ell-m}Y_\ell^k(\vec{\theta}) \), which suggests a decomposition into parity even modes with \( \ell - m \in 2\mathbb{Z} \) and parity odd modes with \( \ell - m \in 2\mathbb{Z} + 1 \). Clearly for the spectrum of \( \Box_d \), the parity odd modes will be those that satisfy Dirichlet boundary conditions due to vanishing at \( \theta = \pi/2 \) by construction, and the parity even modes obey Neumann boundary conditions. Hence, the degeneracy of a mode with given \( \ell \) is lifted according to the boundary conditions applied; for Neumann and Dirichlet boundary conditions, respectively,

\[
\deg^{(N)}(\ell) = \left( \frac{d + \ell - 1}{d-1} \right), \quad \deg^{(D)}(\ell) = \left( \frac{d + \ell - 2}{d-1} \right).
\]

(4.5)

Returning to the spectral problem for \( \Delta_{2k} \) on \( \text{HS}^d \), it is easy to see that spherical harmonics corresponding to Neumann or Dirichlet conditions for \( k = 1 \) also satisfy the generalized Neumann or Dirichlet conditions for generic \( k \). Thus, we can simply use the degeneracy reported in eq. (4.5), while from eq. (4.2) the eigenvalues can be read off easily and with a bit of algebra put into the form

\[
\lambda_\ell = \prod_{j=0}^{k-1} \left( -\left( \ell + \frac{d-1}{2} \right)^2 + \left( j + \frac{1}{2} \right)^2 \right).
\]

(4.6)

\(^{15}\)In general on a curved space, we anticipate that our \( \Phi^{(k,q)} \) boundary primaries should get additional contributions from curvature terms, as in e.g. [16]. In the particular case of a hemisphere, simplifications should arise because the extrinsic curvature vanishes. There can nevertheless be intrinsic curvature terms which we have not worked out in general. When we say \( N \) and \( D \) in this section, we implicitly assume our \( \Phi^{(k,q)} \) can and have been improved by these curvature terms.
We are now in a position to compute the boundary contribution to the hemisphere free energy for higher derivative scalars. We can formally write the hemisphere free energy as

$$F^{(X)}_{HS^d} = -\log Z^{(X)} = \frac{1}{2} \sum_{\ell=0}^{\infty} \deg^{(X)}(\ell) \log \lambda_\ell + c,$$

(4.7)

where $Z^{(X)}$ is the partition function with boundary conditions $(X) = (N)$ or $(D).$ There are a variety of regularization schemes for isolating the anomalous part of $F^{\partial}_{HS^d}$. Here we take advantage of the fact that $\deg^{(D)}(\ell + 1) = \deg^{(N)}(\ell)$ to write the difference

$$F^{(N)}_{HS^d} - F^{(D)}_{HS^d} \equiv \Delta F^{(ND)}_{\partial}$$

in the form

$$\Delta F^{(ND)}_{\partial} = -\frac{1}{2} \sum_{\ell=0}^{\infty} \left( \frac{d + \ell - 1}{d - 1} \right) \log \frac{\ell + \frac{d}{2} + k}{\ell + \frac{d}{2} - k}. \quad (4.8)$$

The anomalous part of $\Delta F^{(ND)}_{\partial}$ for odd $d$ is the log-divergent part. Its coefficient can be isolated by computing a large $\ell$ expansion of the summand. For example, in the case $d = 3$, the summand can be expanded as

$$\frac{1}{4} (\ell + 1)(\ell + 2) \log \frac{\ell + 3 + k}{\ell + \frac{3}{2} - k} = \frac{k \ell}{2} + \frac{3k}{4} + \frac{4k^3 - 3k}{24 \ell} + O(\ell^{-2}).$$

(4.9)

The $O(\ell^{-1})$ term in this expansion allows us to read off the coefficient of the log

$$\Delta F^{(ND)}_{\partial} \bigg|_{\log} = \frac{k(4k^2 - 3)}{24}. \quad (4.10)$$

For $k = 1$, the two theories are related by a relevant boundary mass deformation, and the sign is consistent with the $a$-theorem in 3d BCFTs [41]. Ref. [41] also considered this particular example and computed the value $\frac{1}{24}$, in agreement with eq. (4.10). The more general result for arbitrary $k$ can be found in table (12) of [54], where it is related to the determinant of a Dirac type GJMS operator.

It will be useful to introduce a notation that tracks the value of $k$ and $d$ for this anomaly coefficient:

$$f^{ND}(d, k) \equiv \Delta F^{(ND)}_{\partial} \bigg|_{\log}, \quad (4.11)$$

Repeating the same procedure for odd $d$ up to $d = 11$, we find the results for the boundary anomaly reported in table 1. The results in the $k = 1$ and $d = 5$ case also match the literature [38, 42]. The result for $f^{ND}(d, k)$ for odd $d$ can be expressed as an integral over a polynomial:

$$f^{ND}(d, k) = \frac{1}{(d - 1)!} \int_0^k \frac{\Gamma\left(x + \frac{d}{2}\right)}{\Gamma\left(x - \frac{d}{2} + 1\right)} dx = \frac{1}{(d - 1)!} \int_0^k \prod_{j=1}^{d-1} \left(x - \frac{d}{2} + j\right) dx. \quad (4.12)$$

---

16 For simplicity in the notation, in this section we will call the generalized Neumann and Dirichlet boundary condition as $N$ and $D$, respectively.

17 The number is typically reported as the coefficient of the logarithm of a short-distance cut-off (see for example [37]). Here we naturally find the coefficient of the logarithm of a large angular momentum cut-off, and so we include an extra minus sign.
The integrand has zeros at half integer values of \( k \) which in turn means \( F^{(ND)}(d,k) \) has local maxima and minima at these values.\(^{18}\)

Before moving on to consider the full space of conformal boundary conditions, it is useful to give a second interpretation to the quantity \( \Delta F^{(ND)} \) that we just computed. Instead of comparing the free energy of the generalized Neumann case with the free energy of the Dirichlet or Neumann case on the hemisphere with the total free energy on the sphere [40]. The idea is to regularize the free energy on the hemisphere by subtracting half of the Dirichlet or Neumann case on the hemisphere with the total free energy on the sphere [40].

Instead of comparing the free energy of the generalized Neumann case with the free energy of the Dirichlet case, we could have instead compared the free energy of the Dirichlet case with the free energy of the Neumann case on the sphere. For example, we could consider \( F^{(X)}_{\text{HS}^d} - \frac{1}{2} F_{\text{S}^d} \). In fact, through the diagonalization of \( \Box^{2k} \) that we just carried out, it is clear that \( F_{\text{S}^d} = F^{(N)}_{\text{HS}^d} + F^{(D)}_{\text{HS}^d} \). Thus we have that this quantity regularized in comparison to the sphere is not independent of the quantity we just computed:

\[
F^{(N)}_{\text{HS}^d} - \frac{1}{2} F_{\text{S}^d} = \frac{1}{2} \Delta F^{(ND)} = - F^{(D)}_{\text{HS}^d} + \frac{1}{2} F_{\text{S}^d} .
\] (4.13)

The space of conformal boundary conditions is much richer than simply fully Neumann and Dirichlet for \( k > 1 \), and we would like to explore the change in boundary free energy between fixed points connected by flows triggered by any of the relevant boundary primary operators found in the previous section. We will restrict ourselves in the following to considering only quadratic deformations of the form

\[
S_c = c \int d^{d-1}x \parallel \Phi^{(k,q)} \Phi^{(k,q)} ,
\] (4.14)

where \( \Phi^{(k,q)} \) is a boundary primary like those found in the previous section.\(^{19}\) Employing a Hubbard-Stratonovich transformation, we introduce an auxiliary field \( \sigma \) and rewrite the

\[\text{Table 1. } \Delta F^{(ND)}|_{\log} \text{ for scalars with } \triangle_{2k} \text{ GJMS kinetic operator on } \text{HS}^d \text{ for various odd } d \text{ and } k.\]
deformed theory as

\[ Z[c] = \frac{1}{Z_\sigma} \int D\sigma D\phi \exp \left\{ -S_0 - \frac{1}{16c} \int d^{d-1}x_{\parallel} \sigma^{2} - \frac{i}{2} \int d^{d-1}x_{\parallel} \sigma \Phi^{(k,q)} \right\} \]

\[ = \frac{Z[0]}{Z_\sigma} \int D\sigma e^{-\frac{1}{16c} \int d^{d-1}x_{\parallel} \sigma^{2}} \left\langle e^{-\frac{i}{2} \int d^{d-1}x_{\parallel} \sigma \Phi^{(k,q)}} \right\rangle_0 , \]

where \( \left\langle \ldots \right\rangle_0 \) denotes the correlation function being computed in the undeformed path integral, \( Z[0] \), and we defined

\[ Z_\sigma \equiv \int D\sigma e^{-\frac{1}{16c} \int d^{d-1}x_{\parallel} \sigma^{2}} , \]  

(4.15)

with the \( \sigma \)-integration parallel to the real axis. Since the operator \( \Phi^{(k,q)} \) is linear in \( \phi \), the expectation value can be computed using Wick’s theorem

\[ \left\langle e^{-\frac{i}{2} \int d^{d-1}x_{\parallel} \sigma \Phi^{(k,q)}} \right\rangle_0 = \]

\[ = \sum_{j=0}^{\infty} (-1)^j \frac{(2j - 1)!!}{(2j)!! 4^j} \left( \int d^{d-1}x_{\parallel} d^{d-1}y_{\parallel} \sigma(x_{\parallel}) \left\langle \Phi^{(k,q)}(x_{\parallel})\Phi^{(k,q)}(y_{\parallel}) \right\rangle_0 \sigma(y_{\parallel}) \right)^j \]

\[ = \exp \left\{ -\frac{1}{8} \int d^{d-1}x_{\parallel} d^{d-1}y_{\parallel} \sigma(x_{\parallel}) \left\langle \Phi^{(k,q)}(x_{\parallel})\Phi^{(k,q)}(y_{\parallel}) \right\rangle_0 \sigma(y_{\parallel}) \right\} . \]

(4.17)

Integrating out \( \sigma \), we arrive at

\[ \frac{Z[c]}{Z[0]} = \frac{1}{\sqrt{\det(2c G^{(k,q)} + 1)}} , \]

(4.18)

where we defined

\[ G^{(k,q)}(x_{\parallel}, y_{\parallel}) \equiv \left\langle \Phi^{(k,q)}(x_{\parallel})\Phi^{(k,q)}(y_{\parallel}) \right\rangle_0 . \]

(4.19)

Thus the variation in the hemisphere free energy is given by

\[ \Delta F_\partial = \frac{1}{2} \text{Tr} \log \left( 2c G^{(k,q)}(x_{\parallel}, y_{\parallel}) + 1 \right) , \]

(4.20)

where the UV boundary condition is taken to be Neumann with respect to the \( \Phi^{(k,q)} \) primary and the IR fixed point will be Dirichlet. For relevant deformations, such that the coupling \( c \) has positive mass dimension \( 2(k - q) - 1 > 0 \), the IR limit corresponds to sending \( c \) to infinity. In this limit, we can neglect the contribution of the identity in eq. (4.20) and interpret the scale set by \( c \) as the UV cutoff of the IR theory.

In the IR limit, and this point will be crucial for us, \( \Delta F_\partial \) depends on \( k \) and \( q \) only through the conformal dimension of \( \Phi^{(k,q)} \) which is the quantity \( \Delta = \frac{d-2k+2q}{2} \). Indeed, by conformal invariance, the two-point function \( G^{(k,q)} \) can in general be written

\[ G^{(k,q)}(x_{\parallel}, y_{\parallel}) = \frac{1}{R^{2\Delta} s^{2\Delta}(x_{\parallel}, y_{\parallel})} , \]

(4.21)

where \( s(x_{\parallel}, y_{\parallel}) \) is the invariant distance on the boundary \( S^{d-1} \) of unit radius. Similar to the \( f^{ND}(d, k) \) notation we introduced above, let us introduce now also

\[ \Delta F_\partial|_{\log} = f(d, k - q) . \]

(4.22)
Thus the free energy difference from a $\Phi^{(k+1,q+1)}$ deformation is the same as that caused by a $\Phi^{(k,q)}$ deformation.

Now if we start with generalized Neumann boundary conditions $NDN \cdots$ and add all the possible relevant deformations, we should end up in the same place that we would if we started with generalized Dirichlet boundary conditions $DND \cdots$ and again added all the possible relevant deformations, namely the $DDD \cdots$ case. This physical expectation means that

$$f_{\text{ND}}(d,k) = \frac{\lfloor \frac{k}{2} \rfloor - 1}{d(k-2j-1)} - \sum_{j=0}^{\lfloor \frac{k}{2} \rfloor - 1} f(d,k-2j-1) = \sum_{q=1}^{k} (-1)^{k-q} f(d,q), \quad (4.23)$$

where the first and second sums are the contributions from all flows starting with generalized Neumann and generalized Dirichlet boundary conditions, respectively. (A related expression appears as (16) of [56].) We learn from this short computation that we do not need to evaluate $\text{Tr} \log G^{(k,q)}(x||, y||)$. The hard work in computing the $f_{\text{ND}}(d,k)$ is enough to extract the $f(d,k-q)$. We just need to add the neighboring $f_{\text{ND}}$:

$$f(d,k) = f_{\text{ND}}(d,k) + f_{\text{ND}}(d,k-1). \quad (4.24)$$

It is possible to compute $\text{Tr} \log G^{(k,q)}(x||, y||)$ directly using the methods of ref. [50]. We have checked that the answer is the same, but prefer the derivation here as it avoids many technical details.

The expression (4.23) is curious, especially given its relation to the intrinsic Euler density on the boundary when $d$ is odd through the trace anomaly. The alternating sum is reminiscent of the Euler characteristic, which can be expressed as an alternating sum over the Betti numbers. Of course the boundary topology of the hemisphere is trivial, but the result is suggestive that some kind of topology can be associated to this space of RG flows for which the quantity $f_{\text{ND}}(d,k)$ is an invariant.

From the $f_{\text{ND}}(d,k)$ in eq. (4.12), we find for $\kappa_q = k-q$ the following closed form expression as an integral over a polynomial:

$$f(d,\kappa_q) = \frac{1}{(d-1)!} \int_{\frac{1}{2}}^{\frac{1}{2}} \frac{(2x-1)\Gamma \left( x + \frac{d}{2} - 1 \right)}{\Gamma \left( x - \frac{d}{2} + 1 \right)} dx. \quad (4.25)$$

Closely related expressions appear in [50] and [52]. That we are able to compute the change in free energy purely from the dimension of a boundary two-point function means that the change is independent to some extent of the theory under consideration. Ref. [50] considers a massive scalar in anti-de Sitter space subject to the Klein-Gordon equation, while ref. [52] considers a Weyl equivalent set-up on a hemisphere. Even though neither consider a higher derivative theory, the change in the hemisphere free energy is computed in a similar way.

As a concrete example, the results of the deformation of the boundary theory by the boundary scalar mass term, i.e. the $q = 0$ case, for general $k$ are contained in table 2. Since non-zero $q$ enters as a shift $k \rightarrow k-q$, the effect on table 2 by adding a $q > 0$ deformation is to shift the $k^{th}$ column to the $(k+q)^{th}$ column.
Lastly in this subsection, we note that the results in tables 1 and 2 imply that the boundary $a$-theorem \cite{41,42,49} can be violated for general $k$. Explicitly the integrated boundary A-type Weyl anomaly is captured by $\Delta F_\partial|_{\log}$. Consider the scalar theory in $d = 5$ where $\Delta F_\partial|_{\log} = -4a$. Starting with conformal boundary conditions in the UV and following the flow triggered by eq. (4.14) to some IR conformal boundary condition, the boundary $a$-theorem $a_{\text{UV}} - a_{\text{IR}} \geq 0$ implies $\Delta F_\partial|_{\log} \leq 0$, which when $q = 0$ is only satisfied for $k = 1$. This demonstrates that the boundary $a$-theorem does not necessarily hold when the bulk theory is non-unitary.

**Fermions on $\text{HS}^d$.** We follow the same logic that we used for the higher derivative scalar theory, applied now to a higher derivative theory of free Dirac fermions on $\text{HS}^d$. We first calculate the free energy associated with the boundary conditions that allow eigenspinors of the Dirac operator to be eigenspinors of the higher derivative theory. Then we calculate the free energy for more general boundary conditions by computing how the free energy changes under a quadratic boundary deformation.

Similar to what happens for the scalar on the sphere, eigenspinors of the Dirac operator are also eigenspinors of the spinor GJMS operator $\Delta_{2k+1}$. Our first task is to identify what boundary conditions these eigenspinors can satisfy on the hemisphere. There will in general be eigenspinors on the hemisphere that satisfy more general boundary conditions and that do not descend from eigenspinors on the sphere, but we will have to compute their free energy from the quadratic deformations we consider later.

Our first claim is that, given a collection of eigenspinors with the same eigenvalue with respect to $\Delta_1$, the degenerate set divide up into two equal parts, one of which satisfies $\Pi_+ \psi_+ = 0$ and the other satisfies $\Pi_- \psi_- = 0$. As these eigenspinors are dealt with at length in the literature, we leave a detailed justification of this claim to the references (see e.g. \cite{52}).

Our next claim is that taking a normal derivative will flip the boundary chirality of the eigenspinor. If $\psi_+$ is annihilated by $\Pi_+$ on the equator, then $\partial_n \psi_+$ will be annihilated by $\Pi_-$ and so on. This claim follows by applying the Dirac operator on $\psi_\pm$ at the equator and noting that $\Pi_\pm \gamma_a = \gamma_a \Pi_\mp$. In general, we expect $\Pi_\pm (\partial_n)^{2j} \psi_\pm = 0$ and $\Pi_\mp (\partial_n)^{2j+1} \psi_\pm = 0$. In the notation developed in section 3, we expect a $\psi_+$ eigenspinor will satisfy $++---+++\cdots$ boundary conditions while $\psi_-$ will satisfy the opposite $---++---+++\cdots$ boundary conditions.

---

| $d = 3$ | $k = 1$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ | $k = 7$ |
|---|---|---|---|---|---|---|---|
| $d = 5$ | $\frac{1}{24}$ | $\frac{9}{8}$ | $\frac{125}{24}$ | $\frac{343}{24}$ | $\frac{243}{8}$ | $\frac{1331}{24}$ | $\frac{2197}{24}$ |
| $d = 7$ | $\frac{17}{367680}$ | $\frac{21}{464486400}$ | $\frac{23}{5734400}$ | $\frac{25}{66355200}$ | $\frac{27}{858639}$ | $\frac{29}{164386400}$ | $\frac{31}{164386400}$ |
| $d = 9$ | $\frac{1143}{364386400}$ | $\frac{25175}{5734400}$ | $\frac{1718381}{66355200}$ | $\frac{7489989}{7489989}$ | $\frac{5864733391}{464486400}$ | $\frac{32976945833}{464486400}$ | $\frac{32976945833}{464486400}$ |

**Table 2.** $\Delta F_\partial|_{\log}$ for scalars with $\triangle_{2k}$ GJMS kinetic operator on $\text{HS}^d$ for various odd $d$ and $k$ with boundary scalar mass deformation ($q = 0$).
Similar to the notation we introduced for the scalars, let $F^{(\pm)}_{\text{HS}^d}$ describe the hemisphere free energy for these boundary conditions $\ldots + - + - - - + \ldots$ and $- + - + - + + + \ldots$. From the construction above, we can draw two conclusions about these quantities. Firstly, since the eigenvalues and degeneracies for both boundary conditions are the same, $F^{(+)}_{\text{HS}^d} = F^{(-)}_{\text{HS}^d}$. Secondly, together these two sets of eigenspinors diagonalize $\mathcal{D}_{2k+1}$ on the sphere, which implies $F^{(+)}_{\text{HS}^d} + F^{(-)}_{\text{HS}^d} = F_{S^d}$. Thus, the regularized hemisphere free energy associated with the $(+)$ and $(-)$ boundary conditions must therefore vanish:

$$\Delta F^{(\pm)}_\partial = F^{(+)}_{\text{HS}^d} - F^{(-)}_{\text{HS}^d} = 2 \left( F^{(+)}_{\text{HS}^d} - \frac{1}{2} F_{S^d} \right) = 0. \tag{4.26}$$

For any $k$, we can again use a Hubbard-Stratonovich transformation to study the flow triggered by a boundary deformation quadratic in the boundary spinor primaries found in section 3.2. That is, we add to the action in eq. (2.6) the deformation

$$S_{\text{def}} = c \int d^{d-1} x_\parallel \left( i \bar{\Psi}_\mp^{(k,q)} \Psi_\mp^{(k,q') \dagger} + \text{c.c.} \right). \tag{4.27}$$

Introducing auxiliary boundary spinors $\bar{\eta}_\pm$, $\eta_\mp$, we can write the deformed theory as

$$Z[h] = \frac{Z[0]}{Z_\eta} \int D\eta D\psi \exp \left[ \int dx \left( i \bar{\eta}_\pm \eta_\mp + i h' \bar{\eta}_\mp \Psi_\mp^{(k,q)} + i h \bar{\Psi}_\mp^{(k,q)} \eta_\mp + \text{c.c.} \right) \right], \tag{4.28}$$

where $Z[0]$ is the path integral in the undeformed theory, we define

$$Z_\eta = \int D\eta_\mp D\bar{\eta}_\pm e^{-i \int dx \bar{\eta}_\pm \eta_\mp}, \tag{4.29}$$

and $c = hh'$. The couplings $h$ and $h'$ have mass dimension $\frac{d-1}{2} - \Delta_q$ and $\frac{d-1}{2} - \Delta_{q'}$, where $\Delta_q$ and $\Delta_{q'}$ are the conformal dimensions of $\Psi_\mp^{(k,q)}$ and $\Psi_\mp^{(k,q')}$. To relieve the notation, as all integrals here are over the parallel directions, we will suppress the $\parallel$ subscript and also write $\int d^{d-1} x_\parallel$ and $\int dx$. Integrating over $\psi$ and $\bar{\psi}$ introduces an expectation value of the exponential function:

$$Z[h] = \frac{Z[0]}{Z_\eta} \int D\eta \left\langle \exp \left[ \int dx \left( i \bar{\eta}_\pm \eta_\mp + i h' \bar{\eta}_\mp \Psi_\mp^{(k,q)} + i h \bar{\Psi}_\mp^{(k,q)} \eta_\mp + \text{c.c.} \right) \right] \right\rangle_0. \tag{4.30}$$

We can bring the expectation value into the exponent by expanding out the original exponential and using Wick’s Theorem:

$$Z[h] = \frac{Z[0]}{Z_\eta} \int D\eta \exp \left[ \int dx \, dy \left( i \bar{\eta}_\pm (x) \delta(x-y) \eta_\mp (y) + i \bar{\eta}_\mp (x) \delta(x-y) \eta_\pm (y) \right) + \frac{h}{2} \bar{\eta}_\pm (x) \bar{\Psi}_\mp^{(k,q')} (x) \Psi_\mp^{(k,q')} (y) \eta_\mp (y) - \frac{h}{2} \bar{\eta}_\mp (x) \bar{\Psi}_\mp^{(k,q)} (x) \Psi_\mp^{(k,q)} (y) \eta_\mp (y) \right]. \tag{4.31}$$

This integral has a Gaussian form with an exponent

$$\left( \begin{array}{c} \bar{\eta}_\pm \\ \eta_\mp \end{array} \right) \left( \begin{array}{cc} - h^{2} \Theta_\pm^{(k,q')} & i \\ i & - h^{2} \Theta_\mp^{(k,q)} \end{array} \right) \left( \begin{array}{c} \bar{\eta}_\pm \\ \eta_\mp \end{array} \right). \tag{4.32}$$
where the boundary Green’s function
\[ \Phi^{(k,q)}_{\pm}(x,y) = \left\langle \bar{\Psi}^{(k,q)}_{\pm}(x) \Psi^{(k,q)}_{\pm}(y) \right\rangle. \] (4.33)
The change in the boundary sphere free energy is given by the determinant of this \( 2 \times 2 \) matrix:
\[ \Delta F_\partial = -\text{Tr} \log \left( 1 + c^2 \Phi^{(k,q')}_{\pm}(x,y) \Phi^{(k,q)}_{\pm}(x,y) \right), \] (4.34)
which we will now analyze in the large \( c \) limit.

The spectrum of the fermionic operator \( \Phi^{(k,q)}_{\pm}(x_\parallel, y_\parallel) \) can be found by expanding on the basis of spinor spherical harmonics. The eigenvalues of \( \Phi^{(k,q)}_{\pm} \) on the unit \( S^{d-1} \) are (up to \( \ell \) independent factors) [51]
\[ \lambda^{(k,q)}(\ell) \propto \frac{\Gamma(\ell + \Delta_q + \frac{1}{2})}{\Gamma(\ell + d - \Delta_q - \frac{1}{2})}. \] (4.35)
The eigenvalue degeneracies are
\[ \text{deg}_\Phi(\ell) = 2^{\left\lfloor \frac{d-1}{2} \right\rfloor} \frac{\Gamma(\ell + d - 1)}{\Gamma(\ell + 1)\Gamma(d - 1)}. \] (4.36)
In the large \( c \) limit, the anomalous part of the boundary free energy is then read off from the log-divergent part of
\[ \Delta F_\partial = -\sum_{\ell=0}^{\infty} \text{deg}_\Phi(\ell) \left( \log \left( h^2 \lambda^{(k,q)}(\ell) \right) + \log \left( h'^2 \lambda^{(k,q')}(\ell) \right) \right). \] (4.37)

Let us consider just the \( (k,q) \) term for simplicity; adding back in the \( (k,q') \) contribution is trivial. Using generalized zeta function regularization, we first note that \( h^2 \) has dimension \( d - 1 - 2\Delta_q \), and we rewrite the log
\[ -\sum_{\ell=0}^{\infty} \text{deg}_\Phi(\ell) \log(\mu^{d-1-2\Delta_q} \lambda^{(k,q)}(\ell)) = \frac{d}{ds} \sum_{\ell=0}^{\infty} \text{deg}_\Phi(\ell) (\mu^{d-1-2\Delta_q} \lambda^{(k,q)}(\ell))^{-s} \bigg|_{s=0}, \] (4.38)
where \( \mu \) is a mass scale. The part of the sum contributing to the anomaly is then the coefficient of the log \( \mu \) term
\[ -\sum_{\ell=0}^{\infty} \text{deg}_\Phi(\ell) (\mu^{d-1-2\Delta_q} \lambda^{(k,q)}(\ell)) \bigg|_{s=0} = (d - 2\Delta_q - 1) \zeta_{\lambda^{(k,q)}}(0) \log \mu, \] (4.39)
where we define the generalized zeta function
\[ \zeta_{\lambda^{(k,q)}}(s) \equiv \sum_{\ell=0}^{\infty} \text{deg}_\Phi(\ell) \left( \frac{\Gamma(\ell + \Delta_q + \frac{1}{2})}{\Gamma(\ell + d - \Delta_q - \frac{1}{2})} \right)^{-s}. \] (4.40)
whose value at \( s = 0 \) can be thought of as the regularized number of eigenvalues. Combining everything together, the anomalous part of the change in the boundary free energy is
\[ \Delta F_\partial|_{\log} = 2 \sum_{\ell=0}^{\infty} \text{deg}_\Phi(\ell)(k-q) \left( \frac{\Gamma(\ell + \frac{d}{2} - k + q)}{\Gamma(\ell + \frac{d}{2} + k - q)} \right)^{-s} \bigg|_{s=0} + 2 \sum_{\ell=0}^{\infty} \text{deg}_\Phi(\ell)(k-q') \left( \frac{\Gamma(\ell + \frac{d}{2} - k + q')}{\Gamma(\ell + \frac{d}{2} + k - q')} \right)^{-s} \bigg|_{s=0}, \] (4.41)
where we set \( \Delta_q = (d - 2k - 1)/2 + q \).
condition, i.e. we have the explicit value for the boundary sphere free energy for the flows in figure 2 should commute. Further, since the values of \( F_\Delta \) for \( k = 0 \) are exactly double the values for \( k = 1 \). This should be expected because the diagrams of the flows in figure 2 should commute. Further, since we have the explicit value for the boundary sphere free energy for the \( \pm \pm \pm \) boundary condition, i.e. \( \Delta F_\Delta^{(+)} = 0 \), the values in table 4 (up to sign) give the boundary sphere free

| \( k \) | \( d = 3 \) | \( d = 5 \) | \( d = 7 \) | \( d = 9 \) |
|-------|-----|-----|-----|-----|
| \( k = \frac{1}{2} \) | \(-\frac{1}{3}\) | \(-\frac{191}{30}\) | \(-\frac{2197}{27859}\) | \(-\frac{113400}{115400}\) |
| \( k = 1 \) | \(\frac{1}{3}\) | \(-\frac{367}{130}\) | \(-\frac{7257600}{9223}\) | \(-\frac{1370}{200}\) |
| \( k = \frac{3}{2} \) | \(3\) | \(-\frac{103}{15120}\) | \(-\frac{15120}{518400}\) | \(-\frac{8603}{89600}\) |
| \( k = 2 \) | \(\frac{26}{3}\) | \(-\frac{95}{111}\) | \(-\frac{3780}{1111}\) | \(-\frac{425}{180}\) |
| \( k = \frac{5}{2} \) | \(\frac{55}{3}\) | \(-\frac{741}{1120}\) | \(-\frac{1111}{5257}\) | \(-\frac{9257}{16200}\) |
| \( k = 3 \) | \(33\) | \(-\frac{4277}{530}\) | \(-\frac{5257}{7560}\) | \(-\frac{8183}{1814400}\) |
| \( k = \frac{7}{2} \) | \(\frac{161}{3}\) | \(-\frac{9223}{95}\) | \(-\frac{295627}{244}\) | \(-\frac{3194621}{1814400}\) |
| \( k = 4 \) | \(\frac{244}{3}\) | \(-\frac{90}{90}\) | \(-\frac{1814400}{1814400}\) | \(-\frac{7560}{7560}\) |

\textbf{Table 3.} \( \Delta F_\Delta \) for the boundary RG flow in the \( \Delta_{2k+1} \) theory induced by the \( \Psi^{(1,0)} \) \( \bar{\Psi}^{(1,0)} \) type deformation.

We still need to regularize the sums to compute the boundary anomaly. We fix the scheme where we first separate out the \( \ell = 0 \) modes, expand in large \( \ell \), perform the sum, and then take the \( s \rightarrow 0 \) limit. The terms that contribute to the anomaly are those that diverge in the large \( \ell \) limit (see appendix C of ref. [58]). Noting that the \( k \)-dependent part of the sum scales as

\[
\Gamma(\ell + \frac{d}{2} - k + q) \sim \ell^{-2k+2q}(1 + O(\ell^{-1})),
\]

we can easily read off the anomalous part of \( \Delta F_\delta \).

In order to illustrate the method, let us consider \( k = 1 \), \( d = 3 \) with \( q = q' = 0 \), where

\[
\Delta F_\delta_{\log} = 2^{\frac{d+1}{2}} \left( 1 + \sum_{\ell=1}^{\infty} (\ell + 1)\ell^{2s} \left( 1 + \frac{2}{\ell} + \frac{3}{4\ell^2} \right)^s \right) \bigg|_{s \rightarrow 0}.
\]

For convenience in taking the large \( \ell \) limit, we have factored out \( \ell^{2(k-q)s} \) and \( \ell^{2(k-q')s} \) from the \( (\ldots)^s \) terms. Expanding in large \( \ell \) to \( O(\ell^{-d}) \)

\[
\left( 1 + \frac{2}{\ell} + \frac{3}{4\ell^2} \right)^s = 1 + \frac{2s}{\ell} + \frac{s(8s-5)}{4\ell^2} + \frac{s(s-1)(8s-7)}{6\ell^3} + \ldots
\]

Inserting this expansion back into the sum over \( \ell \) and taking the \( s \rightarrow 0 \) limit, we find

\[
\Delta F_\delta_{\log} = \frac{1}{3}.
\]

Comparing with our results for the scalar, we find the following general expression for the free energy difference in odd \( d \), where we denote \( \kappa_q = k - q \):

\[
\Delta F_\delta_{\log} = 2^{-\frac{d+1}{2}} \left( f^{ND}(d, \kappa_q) + f^{ND}(d, \kappa_q') \right).
\]

As a concrete example, the values for \( \Delta F_\delta_{\log} \) for \( q = q' = 0 \) and \( q = 0 \), \( q' = 1 \), have been compiled in tables 3 and 4, respectively, up to \( d = 9 \) and \( k = 4 \). Note that, for \( k = 1 \) the values of \( \Delta F_\delta_{\log} \) for \( q = q' = 0 \) are exactly double the values for \( q = 0 \), \( q' = 1 \). This should be expected because the diagrams of the flows in figure 2 should commute. Further, since we have the explicit value for the boundary sphere free energy for the \( \pm \pm \pm \) boundary condition, i.e. \( \Delta F_\Delta^{(+)} = 0 \), the values in table 4 (up to sign) give the boundary sphere free
Table 4. $\Delta F_0|_{\log}$ for the boundary RG flow in the $\bar{f}_{2k+1}$ theory induced by the $\Psi^{(1,0)}_{\pm}\Psi^{(1,1)}_{\mp}$ type deformation.

| $k$   | $d = 3$ | $k = \frac{3}{2}$ | $k = 2$ | $k = \frac{5}{2}$ | $k = 3$ | $k = \frac{7}{2}$ | $k = 4$ |
|-------|---------|-------------------|---------|-------------------|---------|-------------------|---------|
|       | $\frac{1}{6}$ | $\frac{4}{3}$     | $\frac{9}{2}$ | $\frac{32}{3}$    | $\frac{125}{6}$ | $36$              | $\frac{343}{6}$ |
| $d = 5$ | $-\frac{17}{72}$ | $-\frac{4}{5}$    | $\frac{8}{5}$   | $\frac{112}{35}$  | $\frac{1357}{144}$ | $\frac{132}{5}$  | $\frac{43561}{220}$ |
| $d = 7$ | $\frac{367}{60480}$ | $\frac{4}{139}$  | $-\frac{13}{448}$ | $\frac{128}{545}$  | $\frac{5575}{1296}$ | $\frac{164}{35}$  | $\frac{34643}{1728}$ |
| $d = 9$ | $-\frac{27859}{14315200}$ | $-\frac{92}{14475}$ | $\frac{1143}{172800}$ | $\frac{416}{14175}$ | $-\frac{25175}{580608}$ | $\frac{36}{175}$  | $\frac{1718341}{2073600}$ |

energy for $\pm \mp \pm$ and $\pm \mp \mp$ boundary conditions, and not just the difference. Additionally, as is obvious from eq. (4.41) at $k = 0$, $\Delta F_0|_{\log} = 0$ follows from the $q = q' = 0$ boundary deformation being marginal. As was the case for the higher derivative scalar theory, we also see that in $d = 5$ the boundary $a$-theorem can be violated in $k > 0$ fermionic theories along flows with generic $q$ and $q'$.

4.2 Two-point functions

We would like to compute the possible $\langle \phi(x)\phi(x') \rangle$ and $\langle \psi(x)\overline{\psi}(x') \rangle$ two-point functions in the $\Box^k\phi$ and $\Box^{2k+1}\psi$ theories that are compatible with boundary conformal symmetry. We will start with the scalar case.

Boundary conformal symmetry means the two point function should have the form

$$\langle \phi(x)\phi(x') \rangle = \frac{f(\xi)}{(4x_nx'_n)^\frac{d}{2} - k}, \text{ where } \xi = \frac{(x - x')^2}{4x_nx'_n}$$

(4.47)

is the conformally invariant cross-ratio. The Green’s function has the property that

$$(-\Box)^k \langle \phi(x)\phi(x') \rangle = \delta^{(d)}(x - x').$$

(4.48)

In terms of $f(\xi)$ and $\xi$, this partial differential equation boils down to a $2k$-order ordinary differential equation. For example, in the $k = 1$ and $k = 2$ cases, the differential equations are

$$k = 1: \xi(1 + \xi) f''(\xi) + \frac{d}{2}(1 + 2\xi) f'(\xi) + \frac{d(d - 2)}{4} f(\xi) = 0,$$

(4.49)

$$k = 2: \xi^2(1 + \xi)^2 f^{(3)}(\xi) + (d + 2)(1 + \xi)(1 + 2\xi) f^{(3)}(\xi) + \frac{d(d + 2)}{4}(1 + 6\xi(1 + \xi)) f''(\xi) + \frac{d(d - 4)}{4}(1 + 2\xi) f'(\xi) + \frac{d(d - 4)(d^2 - 4)}{16} f(\xi) = 0.$$

(4.50)

This differential equation in general has the $2k$ solutions

$$f(\xi) = \sum_{j=0}^{k-1} \left( \frac{c_j}{\xi^\frac{d}{2} - k + j} + \frac{b_j}{(1 + \xi)^{\frac{d}{2} - k + j}} \right).$$

(4.51)

Note the $d = 2k, 2k - 2, 2k - 4, \ldots$ cases are special: the solutions become degenerate and one needs to introduce logarithms.
To check that $\Box^k \langle \phi(x)\phi(x') \rangle = 0$ away from the coincident limit, it is useful to perform a Fourier transform. The Fourier transformed version of the two point function has the structure

$$\int d^{d-1}x_|| \langle \phi(x)\phi(x') \rangle e^{-ip||x||} = \sum_{j=0}^{k-1} (x_n x'_n)^j \left( c_j e^{p|x_n-x'_n|} + b_j e^{-p(x_n+x'_n)} \right), \quad (4.52)$$

where the coefficients $b_j$ and $c_j$ are proportional to $b_j$ and $c_j$, respectively, and $p = |p||$. Indeed, the Fourier transformed Laplacian $(-p^2 + \partial^2_n)$ acting once on each term in this sum will reduce the $x_n$ degree by one. Thus any polynomial in $x_n$ of degree less than $k$ will be annihilated by $\Box^k$.

A moment’s consideration reveals that the $\delta^{(d)}(x-x')$ in the definition of the Green’s function can come only from the $c_0$ term in eq. (4.51). The remaining $c_j$ will lead to different singular behavior in the coincident limit, and so we can safely set them to zero. The $(1 + \xi)$ type terms on the other hand have singularities only in the nonphysical region, where $x_n + x'_n < 0$, and so we keep them.

While $c_0$ is fixed by the normalization of the Dirac delta in (4.48), the remaining $b_j$, $j = 0, \ldots, k - 1$, must be fixed by boundary conditions at $x_n = 0$. We have then in general a $k$-dimensional family of boundary conditions. The variational principle will pick out two special values for each $b_j$. Concretely, if we impose a boundary condition by setting certain boundary conformal primary to zero, then an appropriate combination of derivatives of the two-point function must vanish in the boundary limit. This fixes all the $b_j$ uniquely. For example, in the $k = 2$ case, we find

$$DN : f(\xi) = \kappa \left( \frac{1}{\xi^{\frac{d+2}{2}}} - \frac{1}{(1 + \xi)^{\frac{d+2}{2}}} \right); \quad (4.53a)$$

$$ND : f(\xi) = \kappa \left( \frac{1}{\xi^{\frac{d+2}{2}}} + \frac{1}{(1 + \xi)^{\frac{d+2}{2}}} \right); \quad (4.53b)$$

$$DD : f(\xi) = \kappa \left( \frac{1}{\xi^{\frac{d+2}{2}}} - \frac{d-4}{2} \frac{1}{(1 + \xi)^{\frac{d+2}{2}}} - \frac{1}{(1 + \xi)^{\frac{d+4}{2}}} \right); \quad (4.53c)$$

$$NN : f(\xi) = \kappa \left( \frac{1}{\xi^{\frac{d+2}{2}}} + \frac{d-4}{2} \frac{1}{(1 + \xi)^{\frac{d+2}{2}}} + \frac{1}{(1 + \xi)^{\frac{d+4}{2}}} \right); \quad (4.53d)$$

where the normalization $\kappa = \Gamma \left( \frac{d}{2} - k \right) / 2^{2k+\frac{d}{2}} \Gamma(k)$ is chosen to guarantee eq. (4.48).

The fermion two-point function is more intricate to construct. The constraint of boundary conformal invariance means that [59]

$$\langle \psi(x)\bar{\psi}(x') \rangle = \frac{\gamma\mu(x-x')^\mu f(\xi) + \gamma_n \gamma\mu(x'-\tilde{x})^\mu g(\xi)}{(4x_n x'_n)^{\Delta + \frac{d}{2}}}, \quad (4.54)$$

where $\Delta = \frac{d-1}{2} - k$ and $\tilde{x} = (-x_n, x||)$, in contrast with $x = (x_n, x||)$. Sparing the reader
the details, we find that

\begin{align}
    f(\xi) &= \sum_{j=0}^{k-1} \left( \frac{a_j}{\xi^2 - k + j} + \frac{b_j}{(1 + \xi)^{\frac{d-2}{2}}} \right) + \frac{a_k}{\xi^2}, \\
    g(\xi) &= \sum_{j=0}^{k-1} \left( \frac{c_j}{\xi^2 - k + j} + \frac{d_j}{(1 + \xi)^{\frac{d-2}{2}}} \right) + \frac{d_k}{(1 + \xi)^{\frac{d-2}{2}}}.
\end{align}

The boundary condition in the coincident limit means we need to set \( a_j \) and \( c_j \) all to zero, except for \( a_0 \). The remaining \( b_j \) and \( d_j \) are then set from the boundary conditions at \( x_n = 0 \).

In the case of the \( k = 1 \) theory, there are eight possible Green’s functions to match with the eight conformal boundary conditions. The general Green’s function in this case will take the form eq. (4.54) with

\begin{align}
    f(\xi) &= \kappa \left( \frac{1}{\xi^2 - 1} + \frac{b_0}{(1 + \xi)^{\frac{d-2}{2}}} \right), \\
    g(\xi) &= \kappa \left( \frac{d_1}{(1 + \xi)^{\frac{d-2}{2}}} + \frac{d_1}{(1 + \xi)^{\frac{d-2}{2}}} \right).
\end{align}

The values of the constants \( b_0, d_0, \) and \( d_1 \) are given in table 5. As discussed earlier, the \( \pm \pm \) theories are isolated, while the others are connected by RG flows as shown in figure 2.

### 4.3 Displacement operator two-point function

In this subsection, we consider one of the basic observables that can be used to characterize the boundary theory in a BCFT: the two-point function of the displacement operator. The displacement operator is defined as \( \mathcal{D} \equiv T_{nm}|_{\partial M} \). Thus, utilizing the form of the bulk energy-momentum tensor for \( d \)-dimensional higher derivative free CFTs, we compute \( \langle \mathcal{D} \mathcal{D} \rangle \) for the higher derivative scalars and fermions. We focus on the cases \( k = 2 \) and \( k = 3 \) for the scalars and \( k = 1 \) for the fermions. (The scalar \( k = 1 \) and fermion \( k = 0 \) cases are well known [60].) The coefficient of \( \langle \mathcal{D} \mathcal{D} \rangle \) is related to a boundary Weyl anomaly in the special cases of \( d = 3 \) [34, 36] and \( d = 5 \) [37].

|   | \( b_0 \) | \( d_0 \) | \( d_1 \) |
|---|---|---|---|
| \( \pm \pm \pm \pm \) | \(-4 + \frac{4}{d} \) | \( + \left( \frac{3}{d} - \frac{4}{d} \right) \) | \( + \left( \frac{d-2}{d} \right)^2 \) |
| \( + \pm \pm \) | \(-1 \) | \( 0 \) | \( + \frac{d-2}{2} \) |
| \( \pm \pm \mp \mp \) | \( 0 \) | \( ±1 \) | \( 0 \) |
| \( -\pm \pm \) | \( 1 \) | \( + \frac{4(d-1)}{2d-2} \) | \( + \frac{(d-2)^2}{2(d-2)} \) |

Table 5. The coefficients for specifying the fermion Green’s function eq. (4.56) in the \( \phi^3 \psi \) theory for the eight different possible conformal boundary conditions.
\( \langle DD \rangle \) for the \( \Box^k \phi \) theory. The two-point function of the displacement operator is fixed by conformal invariance and reads

\[
\langle D(x)D(0) \rangle = \frac{c_{DD}}{|x||^2}. \tag{4.57}
\]

For the \( \Box^2 \) theory, \( T_{nn} \) may be written as \([24, 25]\)

\[
T_{nn} = \frac{1}{d-1} \left( \partial_\rho \phi \partial^\rho \Box \phi + 2 \partial_\rho \phi \partial^\rho \partial^\rho \phi - (d+2) \partial_\rho \Box \partial_\rho \phi + \frac{d-4}{2} \partial_\rho \Box \phi \phi \right. \\
+ \left. \frac{1}{d-2} \left( \frac{d(d+2)}{2} \Box \partial_\rho \partial_\rho \phi + \frac{d+2}{2} \Box \phi \Box \phi + 2 \partial_\rho \partial_\sigma \Box \partial_\rho \partial_\sigma \phi - 2d \partial_\rho \partial_\rho \partial_\rho \partial_\rho \phi \right) \right). \tag{4.58}
\]

The two-point function of the displacement operator can be easily computed by using Wick’s theorem and the form of the propagators in eq. (4.53). We find the same result for the \( DN \) and \( ND \) boundary conditions, namely

\[
c_{DD} = -16(d-4)^2(d-2)(d+4) \kappa^2, \tag{4.59}
\]

while for \( DD \) and \( NN \) we get

\[
c_{DD} = 32(d-4)^2(d-2)^2 \kappa^2. \tag{4.60}
\]

Note that for the \( DN \) and \( ND \) cases \( c_{DD} \) is negative, while for the \( DD \) and \( NN \) it is positive. Unitarity would guarantee that \( c_{DD} \) is always positive.

Still using Wick contractions and the explicit form of \( T_{nn} \) for the \( \Box^3 \) theory \([24, 25]\), we calculate

\[
c_{DD} = 384(d-6)^2(d-4)(d-2)(d+4)(d+6) \kappa^2 \tag{4.61}
\]

for \( DND \) and \( NDN \) boundary conditions. For the \( \Box^k \phi \) theory with boundary conditions \( DND \cdots \) and \( NDN \cdots \), the pattern of (4.59) and (4.61) suggests

\[
c_{DD} = 2^{k^2+k-1}k(d-2k)^2(1-\frac{1}{d})_{k-1}(\frac{1}{2}d+2)_{k-1} \kappa^2, \tag{4.62}
\]

where \((a)_{x}\) is the Pochhammer symbol. We were led to this result through comparison with the coefficient of the stress tensor two-point function, which has been computed for general \( d \) \([25]\). Note this result naively seems to vanish in \( d = 2(k-n) \) dimensions for \( n \) a non-negative integer. In fact, with our choice of normalization for \( \kappa \) — below eq. (4.53) — \( c_{DD} \) is finite in \( d = 2k \) and diverges when \( n \) is positive. The corresponding divergence in \( \kappa \) in these cases correlates with the appearance of logarithms in the propagator. These theories are all non-unitary cousins of the scalar field in two dimensions.

We would like to give a couple of additional results in the \( d = 5 \) and \( k = 2 \) case. In the appendix, we derive the \( \langle \phi \phi \rangle \) two-point function for general scale invariant boundary conditions eq. (A.16). A special case of that boundary condition is consistent with having a symmetric \( \Box^2 \) operator. Even though the boundary generically breaks conformal invariance in these cases, our philosophy is to continue to use the bulk stress tensor (4.58) because
locally, at sufficient distance from the boundary, the conformal invariance should be restored. We then use Wick’s theorem to compute \( c_{DD} \) from these more general expressions for \( \langle \phi \phi \rangle \). From the propagator eq. \((4.16)\), we find

\[
c_{DD} = - \frac{3(-8a^2 + 9ab + 16ac - 6b^2 - 12bc + c^2 + 9)}{32\pi^4}.
\]  

(4.63)

Specializing to the boundary conditions in the introduction,

\[
\partial_*^2 \phi + \nu \partial^2 \phi = 0, \quad \partial_*^2 \phi + (2 - \nu) \partial^2 \partial_n \phi = 0,
\]  

(4.64)

the displacement two-point function becomes

\[
c_{DD} = -\frac{3 + 3\nu(88 + \nu(86 + 3(-16 + \nu)))}{8\pi^4(\nu - 1)^2(3 + \nu)^2}.
\]  

(4.65)

For \( \nu = -1 \), we match the \( NN \) case for \( d = 5 \) \((4.60)\), as expected. Also, for \( \nu \to \infty \), we match the \( DD \) case as well. We do not have a physical expectation for why this expression diverges at \( \nu = 1 \) and \( \nu = -3 \) although one should note that the underlying \( \langle \phi \phi \rangle \) correlator diverges for these values.

**\langle DD \rangle for the \( \phi^3 \psi \) theory.** In this section, we consider the \( k = 1 \) free fermion theory with generic boundary conditions leaving \( b_0, d_0, \) and \( d_1 \) unspecified, and compute \( c_{DD} \). The symmetric, conserved, off-shell stress tensor for this theory on flat space can be found in ref. [24], which we won’t reproduce in complete detail here. In order to compute the displacement operator two-point function, we only need the form of \( T_{nn} \), which after a bit of massaging becomes

\[
T_{nn} = \frac{(d + 1)(\Box \bar{\psi} \Gamma_n \partial_n \psi - \partial_n \bar{\psi} \Gamma_n \Box \psi)}{2(d - 1)} + \frac{d(\partial_a \bar{\psi} \Gamma^a \Box \psi - \Box \bar{\psi} \Gamma^a \partial_a \psi)}{(d - 1)(d - 2)} + \frac{(d - 3)(\Box \bar{\psi} \partial_a \bar{\psi} \Gamma^a - \bar{\psi} \Gamma^a \partial_a \bar{\psi})}{2(d - 1)}
\]  

\[
- \frac{(d^2 - 3d + 4)(\partial_a \bar{\psi} \Gamma^a \partial_n \bar{\psi} - \partial_n \bar{\psi} \Gamma^a \partial_a \bar{\psi})}{(d - 1)(d - 2)} + \frac{(d + 3)(\partial^2 \bar{\psi} \Gamma_n \partial_n \partial_a \psi - \partial_a \partial^2 \bar{\psi} \Gamma_n \partial_n \psi)}{2(d - 1)}
\]  

\[
- \frac{(d^2 - 3d + 6)(\partial_a \bar{\psi} \Gamma^a \partial_a \partial_n \psi - \partial_n \bar{\psi} \Gamma^a \partial_a \partial_n \psi)}{2(d - 1)(d - 2)} + \frac{2(\partial_a \partial_n \bar{\psi} \Gamma^a \partial^2 \psi - \partial_a \bar{\psi} \Gamma^a \partial_a \partial^2 \psi)}{(d - 1)(d - 2)}
\]  

\[
+ \frac{1}{2}(\partial_n \bar{\psi} \Gamma^a \partial_a \psi + \partial_n \bar{\psi} \Gamma^a \partial_a \bar{\psi} - \bar{\psi} \Gamma^a \partial_n \partial_a \psi - \bar{\psi} \Gamma^a \partial_n \partial_n \psi).
\]  

(4.66)

The details of the computation of the two-point function are straightforward and not particularly interesting. We use Wick’s theorem with the propagator eq. \((4.54)\) in combination with a point splitting procedure. Leaving the boundary conditions unspecified, the final result for the coefficient in \( \langle DD \rangle \) is

\[
c_{DD} = -\frac{2 \frac{d - 2}{d - 2} \Gamma^2 \left(\frac{d}{2}\right)}{(d - 2)^2 \pi^d} \left(d^4 \left(6b_0^2 + d_0^2 + 1\right) - d^2 \left(18b_0^2 + d_0^2 - 4d_0d_1 + 1\right) + 4d \left(3b_0^2 - 5d_0^2 - 11d_0d_1 - 9d_1^2 - 5\right) + 36 \left(d_0^2 + 2d_0d_1 + d_1^2 + 1\right)\right).
\]  

(4.67)
\begin{table}
\centering
\begin{tabular}{c|c}
\hline
\pm\pm\pm & \(-(d-1)(41d-70)/(d-2)\) \\
\hline
\pm\pm\mp & \(d-9\)
\\
\hline
\pm\mp\pm & \(- (d^2 + d - 18)/(d-2)\)
\\
\pm\mp\mp & \(- (39d^4 - 97d^3 - 58d^2 + 180d - 72)/(d-2)(3d-2)^2\)
\\
-\pm\pm & \\
\hline
\end{tabular}
\caption{For the corresponding conformal boundary condition in the left column, we report the values of \(\pi^{d}[c_{DD}/(2^{(d-5)/2}\Gamma^2(d/2))\) for the \(\bar{\partial}^3 \bar{\psi}\) theory in the right column.}
\end{table}

The results for the conformal boundary conditions in table 5 are displayed in table 6. Note that, as with the scalars, \(c_{DD}\) does not have definite sign for all conformal boundary conditions, which again signals an absence of unitarity in the two-point function.

5 A curious duality

In this section we discuss a duality involving a pair of identical higher derivative theories. For simplicity, we will focus on the scalar case. A closely related duality for (two derivative) massive scalars in anti-de Sitter space was pointed out first to our knowledge in a work by Witten [44]. The connection to BCFT was later emphasized by one of us in ref. [61] and also in ref. [62]. The duality we discuss below generalizes to the \(\bar{\partial}^{2k+1} \psi\) theories as well.

Let us consider a pair of \(\nabla^k \phi\) theories in the presence of a boundary at \(x_n = 0\). We will assume that for one of the scalars, the boundary condition for a particular boundary primary is \(\Phi^{(k,q)}_{D} = 0\). Call that scalar \(\phi_D\). For the other scalar, we then insist on the conjugate boundary condition \(\Phi^{(k,2k-q)}_{N} = 0\). We call that scalar \(\phi_N\). From our analysis in section 3, we know that there will be a piece in the variation of the boundary action that looks like

\[
\delta S_q = \int d^{d-1}x \left[ \delta \Phi^{(k,q)}_N \Phi^{(k,2k-q)}_N - \Phi^{(k,q)}_D \delta \Phi^{(k,2k-q)}_D \right].
\]

(5.1)

Allowing the variations to be arbitrary, we deduce the corresponding boundary equations of motion \(\Phi^{(k,2k-q)}_N = 0\) and \(\Phi^{(k,q)}_D = 0\).

Given this starting point, we can consider the exactly marginal boundary deformation

\[
S_{\text{def}} = g \int d^{d-1}x \Phi^{(k,q)}_N \Phi^{(k,2k-q)}_D.
\]

(5.2)

(Note that if we try to construct a marginal deformation using \(\Phi^{(k,q)}_D\) or \(\Phi^{(k,2k-q)}_N\), it will vanish by the boundary equations of motion and hence is redundant.) The variation now takes the more complicated form

\[
\delta S_q + \delta S_{\text{def}} = \int d^{d-1}x \left[ \delta \Phi^{(k,q)}_N (\Phi^{(k,2k-q)}_N + g\Phi^{(k,2k-q)}_D) + \delta \Phi^{(k,2k-q)}_D (-\Phi^{(k,q)}_D + g\Phi^{(k,q)}_N) \right].
\]

(5.3)

In the limit \(g \to \infty\), this deformation will act to switch the boundary conditions on this pair of boundary primaries: \(\Phi^{(k,2k-q)}_N = 0 \to \Phi^{(k,q)}_N = 0\) and \(\Phi^{(k,q)}_D = 0 \to \Phi^{(k,2k-q)}_D = 0\). Neumann becomes Dirichlet and Dirichlet becomes Neumann.
To make precise the duality we have in mind, let us start from the $g \to \infty$ limit, where this original boundary condition is flipped, and ask how to get back to the original theory. For this conjugate theory, from our earlier analysis, we have the following boundary contributions to the variation of the action:

$$\delta \tilde{S}_q = \int d^{d-1}x \parallel \left[ -\Phi_N^{(k,q)} \delta \Phi_N^{(k,2k-q)} + \delta \Phi_D^{(k,q)} \Phi_D^{(k,2k-q)} \right].$$ \hfill (5.4)

To this action, we add instead

$$\tilde{S}_{\text{def}} = \tilde{g} \int d^{d-1}x \parallel \Phi_D^{(k,q)} \Phi_N^{(k,2k-q)},$$ \hfill (5.5)

and the variation now is

$$\delta \tilde{S}_q + \delta \tilde{S}_{\text{def}} = \int d^{d-1}x \parallel \left[ \delta \Phi_N^{(2k-q,q)} (-\Phi_N^{(k,q)} + \tilde{g} \Phi_D^{(k,q)}) + \delta \Phi_D^{(k,q)} (\Phi_D^{(k,2k-q)} + \tilde{g} \Phi_N^{(k,2k-q)}) \right].$$ \hfill (5.6)

In other words, we find exactly the same boundary equations of motion as before, provided we identify $g = \tilde{g}^{-1}$. This is the duality we have in mind. We have a pair of theories with conjugate boundary conditions on one of the boundary primaries. The conjugate nature allows for an exactly marginal deformation which can then be used to swap this pair of boundary conditions. We claim the two theories can be identified under this quadratic marginal deformation, provided one sets $g = \tilde{g}^{-1}$.

These pairs of conjugate scalar fields can arise very naturally in certain circumstances. Consider a $\Box^k \phi$ theory with no boundary and introduce a trivial interface at $x_n = 0$. The interface divides the fields into $\phi_R$ living on the right side, with $x_n > 0$, and $\phi_L$ fields living on the left side, with $x_n < 0$. To ensure the interface is trivial, we must have continuity of the field and its derivatives at the interface

$$\tilde{\phi}_L|x_n=0 = \phi_R|x_n=0, \quad \partial_n \tilde{\phi}_L|x_n=0 = \partial_n \phi_R|x_n=0, \quad \partial^2_n \tilde{\phi}_L|x_n=0 = \partial^2_n \phi_R|x_n=0, \quad \text{etc.}$$

Having split the field in this way, we are free invoke the folding trick and place both fields on the same side of the trivial interface, $x_n > 0$, converting an interface theory into a boundary theory, $\phi_L(-x_n) = \tilde{\phi}_L(x_n)$ and $\phi_R(x_n) = \tilde{\phi}_R(x_n)$. When we fold, the $x_n$ direction for the fields on the left is inverted, which will flip the sign of the $\partial_n$ derivatives, and the matching conditions become

$$\phi_R|x_n=0 = \phi_L|x_n=0, \quad \partial_n \phi_R|x_n=0 = -\partial_n \phi_L|x_n=0, \quad \partial^2_n \phi_R|x_n=0 = \partial^2_n \phi_L|x_n=0, \quad \text{etc.}$$

This complicated looking set of relations can be simplified in a surprising way by considering the following linear combinations of the fields:

$$\phi_D = \frac{1}{\sqrt{2}} (\phi_R - \phi_L), \quad \phi_N = \frac{1}{\sqrt{2}} (\phi_R + \phi_L).$$ \hfill (5.7)

The square root factor is to keep the same normalization of the two point function in the coincident limit. We have used the subscript $D$ to emphasize that $\phi_D|x_n=0 = 0$ satisfies a Dirichlet condition and $N$ to emphasize that $\partial_n \phi_N|x_n=0 = 0$ satisfies a Neumann
condition. More precisely, in earlier notation, $\phi_D$ will have a $DND\cdots$ type boundary condition while $\phi_N$ will have a $NDN\cdots$ boundary condition. We are thus left with a pair of scalars with conjugate boundary conditions for which one can construct marginal boundary deformations of the form of eq. (5.2).

6 Outlook

This work provides a careful look at a class of free BCFTs. We were able to characterize the conformal boundary conditions for the $\Box^k \phi$ and $\partial^{2k+1} \psi$ theories and the flows between them. We also computed the hemisphere free energy and the displacement operator two-point function. We conclude by mentioning some future directions: higher derivative theories of gravity, interactions, and the peculiar nature of these theories in small, integer numbers of dimensions.

Quantum gravity. The analysis of theories that are more than quadratic in time derivatives is an important challenge in the context of quantum gravity. String theories, while leading to Einstein gravity at low energy scales, naturally produce higher derivative corrections to Einstein’s equations that become important at high scales. Alternate quantum gravity scenarios, such as conformal gravity or brane worlds, are faced with similar higher derivative issues.

Our biharmonic theory $\Box^2 \phi$ features prominently as a toy model in discussions of conformal gravity and brane worlds (see [63, 64] and references therein). Decomposing this biharmonic theory into momentum modes parallel to the boundary and treating the normal direction to the boundary as time, the Lagrangian becomes closely related to that of the Pais-Uhlenbeck oscillator [65],

$$L = \dot{z}^2 - (\omega_1^2 + \omega_2^2)z^2 + \omega_1^2 \omega_2^2 z^2,$$

(6.1)
in the case where the frequencies are degenerate, $\omega_1 = \omega_2$. The non-degenerate case is already a challenging example to give a quantum mechanical interpretation, as it naively has an unbounded Hamiltonian, with eigenenergies $E_{nm} = \left(n + \frac{1}{2}\right) \omega_1 - \left(m + \frac{1}{2}\right) \omega_2$ for $m$ and $n$ positive integers. The $m$ dependent sign can be flipped but at the price of rendering the corresponding eigenfunctions non-normalizable. The degenerate case requires special treatment, as the canonical transformation employed to rewrite the Hamiltonian as a pair of harmonic oscillators becomes singular when $\omega_1 = \omega_2$.

The authors of refs. [63, 64] do not appear to agree on how to make sense of (6.1). Ref. [63] invokes the machinery of PT symmetric quantum mechanics, changing the norm of the Hilbert space and the reality properties of $z$ to both flip the sign of $m$ in $E_{nm}$ while simultaneously keeping the eigenfunctions normalizable. Ref. [64], critical of what they perceive as an overly radical reframing of the original physics problem in [63], instead stresses that for a free theory, there is nothing wrong with negative energies per se. The issues will come later with interactions. At least classically, ref. [64] provides some evidence that within a certain regime of parameter space these higher derivative theories can have stable
dynamics. Given tunneling, whether this stable behavior persists quantum mechanically is an open question.

A complementary line of work is ref. [58] where the authors study $\Box^k \phi$ theories more generally (but without boundaries). Their motivation is again quantum gravity, but from a holographic perspective. As quantum gravity in anti-de Sitter space can be defined through a unitary CFT living on its boundary, there is hope that de Sitter space can be defined similarly. An important difference however is that any such CFT is likely to be non-unitary. These $\Box^k \phi$ are some of the simplest non-unitary CFTs and so they are perhaps a good place to start an investigation into de Sitter holography.\footnote{See [66] for another recent use of the $\Box^2 \phi = 0$ equation in the context of cosmology.}

Against this backdrop, one of our motivations for a boundary approach to these higher derivative theories is a perhaps naive hope that the instabilities can be cured through boundary conditions. For example ref. [67] argues that the ghosts of conformal gravity can be eliminated and familiar black hole solutions obtained in de Sitter space if appropriate Neumann boundary conditions are chosen. In our simpler case, the boundary primaries $\Phi^{(2,2)}$ and $\Phi^{(2,3)}$ for the biharmonic theory can be cast as canonically conjugate momenta to the fields $\phi$ and $\partial_\mu \phi$. Indeed, as we saw in the introduction, there is some flexibility in how we define $\Phi^{(2,2)}$ and $\Phi^{(2,3)}$, parametrized by the Poisson ratio $\nu$. Only in the case $\nu = -1$ do we recover full conformal symmetry while elasticity theory bounds the Poisson ratio $-1 \leq \nu \leq \frac{1}{2}$. This flexibility in defining the conjugate momenta is absent in the discussions of [63, 64], and we wonder if restoring this Lorentzian version of Poisson’s ratio will lead to a better physical interpretation of the biharmonic theory.

To see how this flexibility emerges, let us review the Hamiltonian formalism for the $\Box^2 \phi$ theory and its corresponding Ostrogradski instability. We start with the Lagrangian density

$$ L_0 = \frac{1}{2} (\Box \phi)^2 = \frac{1}{2} (\ddot{\phi}^2 - 2(\partial^2_\mu \phi)\ddot{\phi} + (\partial^2_\mu \phi)^2) , \tag{6.2} $$

where we have defined $\dot{\phi} \equiv \partial_t \phi$. Using a Lagrange multiplier, we introduce a new field $\chi$ which on-shell will be identified with $\dot{\phi}$:

$$ L = \frac{1}{2} \left( \dot{\chi}^2 - 2\chi(\partial^2_\mu \phi) + (\partial^2_\mu \phi)^2 \right) + \lambda(\chi - \dot{\phi}) + \alpha \partial_t (\chi \partial^2_\mu \phi) , \tag{6.3} $$

where we have left ourselves the freedom of adding a total derivative with a free parameter $\alpha$. We can identify two canonical momenta

$$ P_\chi \equiv \frac{\partial L}{\partial \dot{\chi}} = \dot{\chi} + (\alpha - 1)\partial^2_\mu \phi , \quad P_\phi \equiv \frac{\partial L}{\partial \dot{\phi}} = -\lambda + \alpha \partial^2_\mu \chi . \tag{6.4} $$

An Euler Lagrange equation $\ddot{\chi} - \partial^2_\mu \dot{\phi} = \lambda$ along with the constraint $\chi = \dot{\phi}$ can be used to re-express the canonical momenta:

$$ P_\chi = \ddot{\phi} + (\alpha - 1)\partial^2_\mu \phi , \quad P_\phi = -\dddot{\phi} + (\alpha + 1)\partial^2_\mu \dot{\phi} . \tag{6.5} $$
Up to a minus sign from a factor of $g_{tt}$, these are precisely the boundary conditions we identified in the introduction from insisting that $\Box^2$ be a symmetric operator. The choice which leads to conformal boundary conditions is $\alpha = 2$, and the Poisson ratio can be identified as $\nu = 1 - \alpha$. The choice $\alpha = 0$ made by refs. [63, 64] is curiously outside the physical range for the Poisson ratio although the significance of this fact, if any, in this Lorentzian setting remains to be determined.

The Hamiltonian density takes the form

$$\mathcal{H} = P_\phi \dot{\phi} + P_\chi \dot{\chi} - \mathcal{L}$$

$$= \frac{1}{2} P_\chi^2 + (1 - \alpha) P_\chi \partial_\parallel^2 \phi + P_\phi \chi + \frac{1}{2} \alpha (\alpha - 2) (\partial_\parallel^2 \phi)^2 - \alpha \chi \partial_\parallel^2 \chi . \quad (6.6)$$

The Ostrogradski instability is the fact that the Hamiltonian is linear in $P_\phi$ and thus unbounded below. Note that choosing $\alpha = 2$ or zero means the Hamiltonian is at most quadratic in spatial derivatives.

**Interactions.** We should also make some comments about interactions. With an unbounded spectrum, the worry is that interactions between the modes can easily lead to runaway behavior while conserving energy. At least classically, however, these systems can be stable. For example, the degenerate Pais-Uhlenbeck oscillator

$$L = \ddot{z}^2 - 2 \omega^2 z^2 + \omega_4 z^4 - \frac{1}{2} \alpha z^4 \quad (6.7)$$

with a quartic interaction was studied in ref. [68] using numerics. For $\alpha > 0$, initial conditions in the neighborhood of $z(0) = \dot{z}(0) = \ddot{z}(0) = \dddot{z}(0) = 0$ lead to stable time evolution.

In the Euclidean context, interactions in the presence of boundaries will likely lead to a further proliferation in the types of allowed conformal boundary conditions. We know for the $\Box \phi$ theory that a quartic interaction $\phi^4$ can produce so-called extraordinary boundary conditions [47]. The classically marginal $\phi^4$ interaction in four dimensions supports a scaling solution $\phi \sim x_n^{-1}$. In the language of boundary critical phenomena, as one decreases the temperature, the surface orders before the bulk, and then at the bulk critical point, there is already a one-point function for the scalar field $\langle \phi \rangle \sim x_n^{-1}$ supported by the interaction. In de Sitter and anti-de Sitter space, the Weyl factor cancels against the $x_n^{-\Delta}$ behavior of the one point function; the extraordinary transition gets mapped to a state with a constant one-point function in curved space-time.

It will be interesting to investigate these interactions in more detail. A finger counting exercise reveals that classically marginal interactions support $\phi \sim x_n^{-\Delta}$ behavior in a variety of other cases as well. For example, for the $\Box^2 \phi$ theory a $\phi^{10}$ interaction in $d = 5$, $\phi^6$ in $d = 6$, $\phi^4$ in $d = 8$, and $\phi^3$ in $d = 12$ all support this type of near boundary behavior. More general types of interactions that involve derivatives of the scalar field as well, in particular so called shift-symmetric theories [69] invariant under $\phi \rightarrow \phi + \text{constant}$, may lead to novel surface behavior. The generalization of Liouville theory in two dimensions to higher dimensions may also be an interesting way to add interactions to these systems with boundaries [70].
Low dimensions. A final topic which requires a few closing remarks is the peculiar behavior that emerges in these theories in low numbers of dimensions. While we emphasized in the introduction the connection between the biharmonic theory and deformations of a thin plate, the $d = 2$ dimensional case does not have a traceless stress tensor. We did not actually show in this case how conformal symmetry can be realized. Ref. [58] discusses some of the exotic features of this theory in the absence of a boundary — that the single trace Hilbert space is finite dimensional and that the theory has comparatively few primary operators and nonzero correlation functions. The underlying issue is that the two point function of the primary operator $\langle \phi(x)\phi(0) \rangle \sim x^2$ is a monomial. As a result, there are only a few nonzero two-point functions in the associated conformal multiplet; acting thrice with momentum kills the correlation function. The emphasis in our work was on higher dimensional theories where the correlation functions die off rather than grow with distance and these truncation issues do not occur. It would be interesting to revisit these low dimensional theories, the interplay between scale and conformal invariance, and how a boundary does or does not affect the correlation functions and operator spectrum.
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A Details on higher-derivative scalars with boundaries

In this appendix we present a momentum space derivation of the two-point function for the $\Box^k \phi$ theories that complements the real space derivation presented in the text. By going to momentum space, we are able to derive more general two-point functions that break conformal invariance but preserve dilatations. We also provide a detailed discussion of the two-point function along the boundary RG flows of section 3.2.

A.1 Propagator

The bulk propagator in the absence of a boundary can be easily found by using the momentum-space representation, namely

$$
\langle \phi(x)\phi(y) \rangle \equiv G(x, y) = \int \frac{d^d p}{(2\pi)^d} \frac{e^{i p \cdot (x-y)}}{p^{2k}} = \frac{\Gamma \left( \frac{d-2k}{2} \right)}{2^{2k} \pi^{d/2} \Gamma(k)} \frac{1}{|x-y|^{d-2k}}. \quad (A.1)
$$
In the presence of a boundary, we can find the propagator by solving

\[ (-\partial^2)^k G(x_\parallel, z_1, z_2) = \delta^{d-1}(x_\parallel) \delta(z_1 - z_2) \]  

(A.2)

for the Green’s function, where in this appendix we set \( x_n \equiv z \) for convenience. Due to translational invariance along the parallel directions to the boundary we can write

\[ G(x_\parallel, z_1, z_2) = \int \frac{d^{d-1}p_\parallel}{(2\pi)^{d-1}} f(p_\parallel, z_1, z_2) e^{ip_\parallel \cdot x_\parallel}, \]

(A.3)

and by plugging this form into the differential equation we obtain

\[ \left( p_\parallel^2 - \partial_{z_1}^2 \right)^k f(p_\parallel, z_1, z_2) = \delta(z_1 - z_2). \]

(A.4)

First of all, we study the homogeneous equation, whose general solution reads

\[ f(p_\parallel, z_1, z_2) = \sum_{l=0}^{k-1} \left[ A_l(z_2) z_1^l e^{-p_\parallel z_1} + B_l(z_2) z_1^l e^{+p_\parallel z_1} \right], \]

where by a slight abuse of notation we write \( p_\parallel = |p_\parallel|. \)

Next we have to consider the two regions \( z_1 > z_2 \) and \( z_1 < z_2 \) separately. We call the coefficients of the former region \( A_{>,l} \) and \( B_{>,l} \) while the one of the latter \( A_{<,l} \) and \( B_{<,l} \). Let us first focus on the region \( z_1 > z_2 \). In this case regularity at infinity forces \( B_{>,l} = 0 \). In contrast, for the region \( z_1 < z_2 \) there are no conditions so far. Thus,

\[ f(p_\parallel, z_1, z_2) = \begin{cases} \sum_{l=0}^{k-1} A_{>,l}(z_2) z_1^l e^{-p_\parallel z_1}, & z_1 > z_2, \\ \sum_{l=0}^{k-1} A_{<,l}(z_2) z_1^l e^{-p_\parallel z_1} + B_{<,l}(z_2) z_1^l e^{+p_\parallel z_1}, & z_1 < z_2. \end{cases} \]

(A.5)

To solve the inhomogeneous equation we will need to require continuity up to the \((2k - 2)\)-th derivative on \( z_1 \), while there will be a discontinuity in the \((2k - 1)\)-th one. Thus, we impose

\[ \partial_i^l f \bigg|_{z_1 = z_2}^+ = \partial_i^l f \bigg|_{z_1 = z_2}^-, \quad i = 0, \ldots, 2k - 2, \]

(A.7)

and

\[ \partial_1^{2k-1} f \bigg|_{z_1 = z_2}^+ - \partial_1^{2k-1} f \bigg|_{z_1 = z_2}^- = (-1)^k. \]

(A.8)

To be concrete, we first specialize to \( k = 2 \). In that case, the solution to the above algebraic system reads

\[ A_{<,0}(z_2) = A_{>,0}(z_2) + \frac{p_\parallel z_2 - 1}{4p_\parallel^2} e^{p_\parallel z_2}, \quad A_{<,1}(z_2) = A_{>,1}(z_2) - \frac{e^{p_\parallel z_2}}{4p_\parallel^2}, \]

\[ B_{<,0}(z_2) = \frac{p_\parallel z_2 + 1}{4p_\parallel^2} e^{-p_\parallel z_2}, \quad B_{<,1}(z_2) = -\frac{e^{-p_\parallel z_2}}{4p_\parallel^2}, \]

(A.9)

which implies

\[ f(p_\parallel, z_1, z_2) = \]

\[ \begin{cases} A_{<,0}(z_2) e^{-p_\parallel z_1} - \frac{p_\parallel z_2 - 1}{4p_\parallel^2} e^{p_\parallel(z_2 - z_1)} + A_{<,1}(z_2) e^{-p_\parallel z_1} z_1 + \frac{e^{p_\parallel(z_2 - z_1)}}{4p_\parallel^2} z_1, & z_1 > z_2, \\ A_{<,0}(z_2) e^{-p_\parallel z_1} + A_{<,1}(z_2) e^{-p_\parallel z_1} z_1 + \frac{p_\parallel z_2 + 1}{4p_\parallel^2} e^{-p_\parallel(z_2 - z_1)} - \frac{e^{-p_\parallel(z_2 - z_1)}}{4p_\parallel^2} z_1, & z_1 < z_2. \end{cases} \]

(A.10)
At this point we impose symmetry under the exchange \( z_1 \leftrightarrow z_2 \). This leads to the equation

\[
A_{<,0}(z_2)e^{-p||z_1} + A_{<,1}(z_2)e^{-p||z_1} = A_{<,0}(z_1)e^{-p||z_2} + A_{<,1}(z_1)e^{-p||z_2},
\]

with general solution

\[
A_{<,0}(z_2) = \frac{a + c p||z_2}{p||} e^{-p||z_2}, \quad A_{<,1}(z_2) = \frac{b p||z_2 + c}{p||} e^{-p||z_2}.
\]

Thus, the final result is

\[
f(p||, z_1, z_2) = \frac{p|||z_1 - z_2| + 1}{4p||} e^{-p|||z_1 - z_2|} + \frac{a + c p|||z_1 + z_2| + b p||^2 z_1 z_2}{4p||} e^{-p|||z_1 + z_2|}.\]

Repeating the same analysis for \( k = 3 \), we instead obtain

\[
f(p||, z_1, z_2) = e^{-p|||z_1 - z_2|} \frac{p|||z_1 - z_2| + 3}{16p||^5} + e^{-p|||z_1 + z_2|} \frac{a + b p|||z_1 + z_2| + c p||^2 (z_1^2 + z_2^2) + d p||^4 z_1 z_2 + e p||^6 z_1 z_2}{p||}.
\]

Generalizing to arbitrary \( k \), we find

\[
f(p||, z_1, z_2) = \frac{|z_1 - z_2|^{k-\frac{3}{2}} K_{\frac{k}{2}-k}(p|||z_1 - z_2|)}{2^{k-1} \sqrt{\pi} \Gamma(k)p||^{k-\frac{5}{2}}} + e^{-p|||z_1 + z_2|} \left[ \sum_{i,j=0}^{k-1} a_{ij} p||^{i+j} z_1^i z_2^j \right],
\]

where \( a_{ij} \) is a \( k \times k \) symmetric matrix. We stress that up to now the only requirement is that the bulk equation of motion eq. (A.2) is satisfied. In particular, we did not require either conformal or scale invariant boundary conditions.

If we impose scale invariance, then the coefficients \( a_{ij} \) are pure numbers independent of the momentum \( p|| \). As an example we consider the case \( k = 2 \) and \( d = 5 \), where going back to position space gives the propagator

\[
G(x, y) = \frac{1}{16\pi^2} \frac{1}{|x - y|} + \frac{a|x - \bar{y}|^3 + b x_n y_n (|x - \bar{y}| + x_n + y_n) + c (x_n + y_n)|x - \bar{y}|^2}{16\pi^2|x - \bar{y}|^3 (|x - \bar{y}| + x_n + y_n)}.
\]

While this Green’s function is scale invariant, it does not in general respect conformal symmetry, as we will show in the next subsection. The conformal boundary conditions in the main part of the text correspond to the following assignments for \( a, b, \) and \( c \):

\[
\begin{array}{c|ccc}
  & a & b & c \\
\hline
DD & -1 & -2 & -1 \\
DN & -1 & 0 & 1 \\
ND & 1 & 0 & 1 \\
\end{array}
\]

(A.17)
For the scale but not necessarily conformally invariant generalized NN boundary condition discussed around eq. (3.41), we find in terms of $\nu$

$$NN : \quad a = -\frac{5 + 2\nu + \nu^2}{(\nu - 1)(\nu + 3)}, \quad b = -\frac{2(\nu - 1)}{\nu + 3}, \quad c = -\frac{\nu - 1}{\nu + 3}, \quad (A.18)$$

where the conformal choice is $\nu = -1$. Evidently this Green’s function is not well defined for $\nu = -3$ and $\nu = 1$.

### A.2 Constraint due to conformal symmetry

In this section we discuss the constraints of conformal symmetry on the boundary conditions from the point of view of the propagator. A convenient way to proceed is by employing the Ward identity associated with the special conformal transformation, which reads

$$\sum_{j=1}^{n} \left( 2\Delta_j x_j^\mu + 2x_j^\mu x_j^\nu - x_j^2 \frac{\partial}{\partial x_j^\nu} \right) (\mathcal{O}_1(x_1)\mathcal{O}_2(x_2)\ldots\mathcal{O}_n(x_n)) = 0. \quad (A.19)$$

In the presence of a boundary, only the generators along the parallel directions are preserved. In momentum space, the Ward identity for the two-point function $\mathcal{O}_1 = \mathcal{O}_2 = \mathcal{O}$ becomes

$$\left[ 2(\Delta - d + 1) \frac{\partial}{\partial p_a} - 2p_b \frac{\partial}{\partial p_b} \frac{\partial}{\partial p_a} + p^a \frac{\partial}{\partial p^b} \frac{\partial}{\partial p^a} + 2z_1 \frac{\partial}{\partial p_{1a}} \frac{\partial}{\partial z_1} - z_1^2 p^a + z_2^2 p^a \right] f(p, z_1, z_2) = 0, \quad (A.20)$$

where for simplicity we drop the subscripts and write $p^a \equiv p^a_{\parallel}$, and $a, b = 0, \ldots, d - 2$ run over the preserved special conformal generators, which are along the directions parallel to the boundary. The discussion here is an adaptation of [71] to the case with a boundary. The above equation implies

$$\sum_{i,j=0}^{k-1} a_{ij} \left[ A_{ij} z_1^{i+1} z_2^{j+1} + B_i |p| z_1^i z_2^j - B_j |p| z_1^i z_2^{j+1} \right] = 0, \quad (A.21)$$

where we defined

$$A_{ij} \equiv (i - j)(1 + i + j - 2k), \quad B_i \equiv 2(k - i - 1). \quad (A.22)$$

Since $z_1, z_2$ can assume any positive value, we need to set to zero all the possible combinations of $z_1^{i} z_2^{j}$. This gives the following conditions

$$\begin{align*}
(a_{10} - a_{00})(k - 1) &= 0, \quad (A.23a) \\
\sum_{i} a_{i0} A_{i0} + a_{i-1,0} B_{i-1} &= 0, \quad i \in (2, k - 1), \quad (A.23b) \\
\sum_{i,j} a_{ij} A_{ij} + a_{i-1,j} B_{i-1} - a_{i,j-1} B_{j-1} &= 0, \quad i, j \in (1, k - 1). \quad (A.23c)
\end{align*}$$

We note that the first two equations impose $k - 1$ conditions, while the last one corresponding to a $(k - 1) \times (k - 1)$ antisymmetric matrix gives $(k - 1)(k - 2)/2$ conditions. Thus,
we got \((k - 1)k/2\) conditions in total. Finally, since the \(a_{ij}\) matrix contains \(k(k + 1)/2\) free coefficients, we see that conformal invariance leaves us with precisely \(k\) undetermined constants.

Now we discuss some specific cases:

- For \(k = 1\), there are no conditions. Indeed, the first one disappears due to the combination \(k - 1\), while the other ones are absent. Thus, we are left with one free coefficient.

- For \(k = 2\) there is only the first condition, which gives \(a_{10} = a_{00}\) (or \(a = c\) in the notation of eq. (A.13)), in agreement with what we found in the section 4.2.

- For \(k = 3\) we get \(a_{10} - a_{00} = 0, a_{10} - 3a_{20} = 0,\) and \(a_{12} + 2a_{02} - a_{11} = 0\). In terms of the coefficient of the propagator eq. (A.14) those are \(a = b, b = 3c,\) and \(2c + g - e = 0\).

As an example, we write down the propagator for \(k = 2\) and generic \(d\), which we used in the main text to compute the two-point function of the displacement operator. It reads

\[
G(x_\parallel, z_1, z_2) = \frac{\Gamma(d-4)}{16\pi^{d/2}} \left[ \frac{1}{|x - y|^{d-4}} + \frac{a}{|x - \tilde{y}|^{d-4}} + (d - 4)b \frac{z_1 z_2}{|x - \tilde{y}|^{d-2}} \right] \tag{A.24}
\]

where we defined \(\xi = \frac{(x - y)^2}{4z_1 z_2}\).

\(ND\) and \(DN\) boundary conditions correspond to \(a = +1\) and \(a = -1\), respectively, and \(b = 0\). \(NN\) and \(DD\) correspond to \(a = \pm 1, b = \pm 2\).

### A.3 RG flows and two-point functions

Here, we consider a BCFT containing the boundary primary of level \((k, q)\). When \(0 \leq q < 2k - 1\), the quadratic boundary deformation

\[
S^{(q)} = c \int d^{d-1}x_\parallel \Phi^{(k,q)} \Phi^{(k,q)} \tag{A.25}
\]

is relevant, and we expect it to trigger an RG flow from the Neumann-type boundary condition \(\Phi^{(k,2k-q-1)} = 0\) to the Dirichlet-type boundary condition \(\Phi^{(k,q)} = 0\). Since the deformation is quadratic, we can solve the theory exactly, obtaining the propagator and other interesting correlators analytically for any value of the coupling \(c\).

For simplicity we normalize the boundary primary fields such that

\[
\langle \Phi^{(k,q)}(x) \Phi^{(k,q')}(0) \rangle_0 = \frac{\delta_{q,q'}}{|x|^{d-2(k-q)}} \tag{A.26}
\]

and

\[
\langle \phi(x) \Phi^{(k,q)}(0) \rangle_0 = \frac{C_{k,q}}{z^{-q} \left(x^2 + z^2\right)^{d-2(k-q)/2}}. \tag{A.27}
\]
where $\langle \cdot \rangle_0$ indicates that the correlation functions are computed in the undeformed theory, i.e. for $c = 0$. To obtain the propagator of the deformed theory, we expand the exponential in the path-integral corresponding to the deformation and successively apply Wick’s theorem as in ref. [72]. We obtain

$$
\langle \phi(x)\phi(0) \rangle_c = \langle \phi(x)\phi(0) \rangle_0 + \sum_{n=1}^{\infty} (-c)^n \int \prod_{i=1}^{n} d^{d-1}x_i \frac{\langle \phi(x)\Phi(k,q)(x_i) \rangle_0 \langle \Phi(k,q)(x_i)\phi(0) \rangle_0}{\prod_{j=1}^{n-1}|x_i - x_{i+1}|^{d-2(k-q)}}.
$$

(A.28)

At this point we find it convenient to go to Fourier space, namely

$$
\frac{1}{|x||^{d-2(k-q)}} = A \int \frac{d^{d-1}p_\parallel}{(2\pi)^{d-1}} \frac{e^{ip_\parallel \cdot x}}{|p_\parallel|^{2(k-q)-1}}, \quad A = \frac{4^{k-q}\pi^{d-1}}{2\Gamma\left(\frac{d}{2} - k + q\right)},
$$

(A.29)

and

$$
\frac{1}{(x_\parallel^2 + z^2)^{d-2(k-q)/2}} = \int \frac{d^{d-1}p_\parallel}{(2\pi)^{d-1}} \frac{e^{ip_\parallel \cdot x}}{|p_\parallel|^{2(k-q)-1}} g\left(|p_\parallel|, z\right),
$$

(A.30)

with

$$
g\left(|p_\parallel|, z\right) = \frac{2\pi d-1}{\Gamma\left(\frac{d}{2} - k + q\right)} 2|p_\parallel|z^{k-q-\frac{1}{2}} K_{k-q-\frac{1}{2}}\left(|p_\parallel|z\right).
$$

(A.31)

In Fourier space the integrals and the sum in eq. (A.28) can be performed giving

$$
\langle \phi(x_1)\phi(0, z_2) \rangle_c = \langle \phi(x_1)\phi(0, z_2) \rangle_0 - \frac{c^2 k,q}{8\pi} \int \frac{d^{d-1}P_\parallel}{(2\pi)^{d-1}} e^{iP_\parallel \cdot x} \frac{c_1^2}{|P_\parallel|^{2(k-q)-1}} \frac{1}{|P_\parallel|^{2(k-q)-1}} g\left(|P_\parallel| z_1\right) g\left(|P_\parallel| z_2\right).
$$

(A.32)

This is the general result valid for any $k$, $q$, and $c$.

As an example, let us consider the case $k = 2$ with $NN$ boundary condition and the deformation corresponding to $(k, q) = (2, 0)$. In this case we find $C_{2,0}^2 = 8\pi^{d/2}/\Gamma(d/2 - 2)$ and $A = 4\pi^{d/2}/\Gamma\left(\frac{d}{2} - 2\right)$. Thus, we find

$$
\langle \phi(x_1)\phi(0, z_2) \rangle_c = \langle \phi(x_1)\phi(0, z_2) \rangle_0 - \frac{8\pi^2}{\Gamma\left(\frac{d}{2} - 2\right)} \int \frac{d^{d-1}P_\parallel}{(2\pi)^{d-1}} e^{iP_\parallel \cdot x} \frac{c_1^2}{|P_\parallel|^{3}} \frac{1}{|P_\parallel|^{3}} g\left(|P_\parallel| z_1\right) g\left(|P_\parallel| z_2\right).
$$

(A.33)

The interesting limit is $c \to +\infty$, where the theory is expected to become conformal. Indeed, it is easy to see that we obtain

$$
\langle \phi(x_1)\phi(0, z_2) \rangle_c = -\frac{1}{16\pi^{d/2}} \frac{\Gamma\left(\frac{d-4}{2}\right)}{|x - y|^{d-4}} - \int \frac{d^{d-1}P_\parallel}{(2\pi)^{d-1}} e^{iP_\parallel \cdot x} \frac{1}{2|P_\parallel|^{3}} e^{-|P_\parallel| |z_1 + z_2|},
$$

(A.34)

which is exactly the propagator in the $DN$ case, as expected.
Another interesting correlator is the two-point function of the boundary primary labeled by \((k, q)\). By repeating the above procedure one finds

\[
\langle \Phi^{(k, q)}(x_\parallel) \Phi^{(k, q)}(0) \rangle_c = A \int \frac{d^{d-1}p_\parallel}{(2\pi)^{d-1}} \frac{e^{i[p_\parallel \cdot x_\parallel]} c^{[p_\parallel \cdot x_\parallel]} + Ac}{|p_\parallel|^{2(k-q)-1} + Ac}. \tag{A.35}
\]

The claim is that at short distances we recover the unperturbed two-point function corresponding to the level \((k, q)\), while at large separations we expect to find the power-law behavior of the conjugate field with level \((k, 2k - q - 1)\). If we consider the endpoint of the flow, where we have the nonzero operator \(\Phi^{(k, 2k - q - 1)}\), we can walk back up the flow a little ways by introducing the irrelevant deformation \(c^{-1} \Phi^{(k, 2k - q - 1)} \Phi^{(k, 2k - q - 1)}\) to the Lagrangian. As we saw in section 3, this deformation leads to the boundary equation of motion \(\Phi^{(k, q)} + c^{-1} \Phi^{(k, 2k - q - 1)} = 0\). This boundary equation of motion lets us read off the perturbative result in the large \(c\) limit

\[
\langle \Phi^{(k, q)}(x_\parallel) \Phi^{(k, q)}(0) \rangle \sim c^{-2} \langle \Phi^{(k, 2k - q - 1)}(x_\parallel) \Phi^{(k, 2k - q - 1)}(0) \rangle, \tag{A.36}
\]

which we will now demonstrate explicitly using (A.35).

Firstly, we take advantage of the spherical symmetry of the boundary and rewrite the Hankel transform

\[
\langle \Phi^{(k, q)}(x_\parallel) \Phi^{(k, q)}(0) \rangle_c \propto \frac{1}{|x_\parallel|^{d-\nu} \frac{|p_\parallel|^{\frac{d-1}{2}}}{|p_\parallel|^{2(k-q)-1} + Ac} J_{\frac{d-1}{2}} \left( |p_\parallel| |x_\parallel| \right). \tag{A.37}
\]

Expanding the rational part of the integrand for small \(|p_\parallel|\),

\[
\frac{|p_\parallel|^{\frac{d-1}{2}}}{|p_\parallel|^{2(k-q)-1} + Ac} = \frac{1}{Ac} \left( |p_\parallel|^{\frac{d-1}{2}} - \frac{|p_\parallel|^{\frac{d-2}{2} + 2(k-q)}}{Ac} + \ldots \right),
\]

we can employ the following standard integral

\[
\int_0^\infty dt t^\mu J_{\nu}(tx) = \frac{2^\nu \Gamma \left( \frac{1+\mu+\nu}{2} \right)}{x^{1+\mu} \Gamma \left( \frac{1-\mu+\nu}{2} \right)}. \tag{A.38}
\]

Integrating \(|p_\parallel|^{\frac{d-1}{2}}\) against the Bessel function gives a contact term that we ignore, but the second term in the expansion gives the result of interest:

\[
\langle \Phi^{(k, q)}(x_\parallel) \Phi^{(k, q)}(0) \rangle_c \sim \frac{1}{c^2} \frac{1}{|x_\parallel|^{d+2(k-q)-1}}, \tag{A.39}
\]

where we are ignoring overall constant factors and subleading contributions at large separations. Note that if the power of \(p_\parallel\) in the denominator of the integrand in eq. (A.37) were an even positive number, then the integral eq. (A.38) would vanish due to a pole in the \(\Gamma\)-function in the denominator. This is consistent with the asymptotic behaviour of the usual scalar propagator \((p^2 + m^2)^{-1}\), which, being exponentially decreasing in real space, cannot be obtained by a perturbative expansion.
Table 7. The constant term in $\Delta F_\partial^{(ND)}$ for the $\Box^k \phi$ theories for the first few values of $k$ and $d$. The $d = 4, k = 1$ result appears in [40, 73]. The $d = 6, k = 1$ result is (14) of [55].

| $d$  | $k$ = 1 | $k$ = 2 | $k$ = 3 |
|------|---------|---------|---------|
| 4    | $\frac{\zeta(3)}{8\pi^2}$ | $\frac{5\pi^2\zeta(3) - 3\zeta(5)}{48\pi^4}$ | $\frac{56\pi^4\zeta(3) + 70\pi^2\zeta(5) - 15\zeta(7)}{2880\pi^6}$ |
| 6    | $\frac{9\pi^2(3) + 3\zeta(5))}{576\pi^6}$ | $\frac{22\pi^4\zeta(3) + 60\pi^2\zeta(5) - 45\zeta(7)}{2880\pi^6}$ |
| 8    | $\frac{8\pi^4\zeta(3) + 30\pi^2\zeta(5) + 45\zeta(7)}{5760\pi^6}$ | $\frac{-22\pi^4\zeta(3) + 60\pi^2\zeta(5) - 45\zeta(7)}{2880\pi^6}$ |

B The constant term in $\Delta F_\partial$

In the text, we emphasized the coefficient of the logarithmic divergence in $\Delta F_\partial$ that occurs in odd bulk dimensions $d$. This coefficient has been important because of its connection to boundary contributions to the anomaly in the trace of the stress tensor. In even dimensions, there is a constant term which is also believed to be regularization independent and should obey a similar monotonicity condition, at least for unitary theories [40]. Isolating this term is more involved than the procedures used in the text to compute the coefficient of the logarithmic divergence. Here, we use zeta function regularization to compute $\Delta F_\partial^{(ND)}$ for the $\Box^k \phi$ theories.

A general integral formula for this constant term is available as eq. (24) of [53]. We content ourselves here to reproduce a few specific cases (see table 7). Our method fails to produce a finite result when $k \geq \frac{d}{2}$. This bound is interesting because it corresponds to theories where there is an obstruction to writing a stress tensor that is also a conformal primary [24].

We will illustrate how to compute $\Delta F_\partial^{(ND)}$ for the $\Box \phi$ theory in $d = 4$, which recovers a result in [40, 73]. The remaining values in table 7 follow from analogous if more involved calculations. The starting point is the sum (4.8) in the special case $k = 1$ and $d = 4$:

$$\Delta F_\partial^{(ND)} = -\frac{1}{12} \sum_{\ell=0}^{\infty} (\ell + 1)(\ell + 2)(\ell + 3) \log \frac{\ell + 3}{\ell + 1}. $$

We regularize the logarithm using zeta functions:

$$\Delta F_\partial^{(ND)} = \frac{1}{12} \frac{d}{ds} \sum_{\ell=0}^{\infty} (\ell + 1)(\ell + 2)(\ell + 3) \left[ \frac{1}{(\ell + 3)^s} - \frac{1}{(\ell + 1)^s} \right]_{s=0}. $$

Evaluating the sum then gives

$$\Delta F_\partial^{(ND)} = \frac{\zeta(3)}{8\pi^2}. $$

The positive sign here is consistent with the monotonicity of this quantity proposed in ref. [40]. That the sign alternates as we move from column to column is in contradiction with a monotonic behavior under RG flow. Presumably this failure of monotonicity is correlated with the loss of unitarity for the $k > 1$ theories.
Following a similar strategy to what is in the text, we could then in principle go further and determine the change $\Delta F_{\partial}$ induced by a relevant boundary deformation and also similar data for the fermionic $\partial^{2k+1} \psi$ theories. While we include this appendix to illustrate the control we have over these theories, as it is not clear to us yet what lessons to extract from this data, we will leave these further tasks as an exercise for the reader.
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