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Abstract: The popularity of online shopping is growing day by day. In financial year 2021, over 40 billion digital transactions worth more than a quadrillion Indian rupees were recorded across the country. As the number of credit card users rise world-wide, the opportunities for attackers to steal credit card details and subsequently, commit fraud are also increasing. Since humans tend to exhibit specific behavioristic profiles, every cardholder can be represented by a set of patterns containing information about the typical purchase category, the time since the last purchase, the amount of money spent etc. So these frauds can be detected through various algorithms mainly random forest and logistic regression. To enhance the boost and build model with much more efficiency adaboost is also added.
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I. INTRODUCTION

Due to the growing age of internet, wide set of people started utilizing the services of various products through Internet. With this growing demand in the market for online services, the chances of data theft and fraud have been increasing eventually. The Credit card fraud is vital among them as credit card transaction has become the most convenient way of transaction, whether online or offline. Financial fraud of this type can greatly affect corporate, organizational and government sectors of a country. So detection of such fraud involves monitoring the activities of population of users In order to estimate or avoid such objectionable behavior. This type of problem is particularly challenging as it is characterized by various factors such as fraudulent Behavior and class imbalance. So, this is a problem which demands attention from various fields of Computer science communities especially from the field of data science and machine learning. When a fraud detection system is implemented in a real world massive stream of payment transactions are quickly scanned by automatic tools that determines which transactions to be authorized. Machine learning algorithms such as random forest and logistic regression are then employed to analyze these authorized transactions and report suspicious ones. So, these reports are then provided to data analysts who cumulate fraudulent transactions and card holder’s information to banking professionals. They check and confirm with the users and feedback report is then provided back to the model to eventually improve fraud detection performance over time.

II. LITERATURE REVIEW

Many researches are conducted for credit card fraud detection. Numerous literatures have been published and are ready for public usage. According to the journal entitled Fraud detection using machine learning, it was mentioned that dataset has a class imbalanced which must be essentially considered while choosing algorithms. A Comparative analysis of Various Credit card fraud detection took this issue further and suggested to improves boosting efficiency, which is one one the reasons why we also added adaboost. Also according to survey published by international journal related to Collating ml algorithms is very much essential as well.

III. METHODOLOGY

In this paper we propose to use random forest and logistic regression to detect the anomalous activities and identify the fraudulent transaction.

The basic rough architecture diagram can be represented with the following figure.
It begins with the collection of historical or raw data. The dataset for the proposed model is taken from Kaggle, a data analysis website which provides datasets. The model procedure continues to follow a series of Data preprocessing steps.

A few very important data preprocessing steps include:
- Importing libraries
- Importing the dataset
- Handling the missing data
- Encoding the categorical Data
- Splitting the dataset into test and train data
- Feature scaling.

The historical data is then structured into an organized data and passed on to the model. The model picks up the corresponding dataset, performing statistical building and applying algorithms to train the model. The trained model is tested again test data set and is then deployed. The corresponding algorithms used inside the proposed are stated as below:

A. **Random Forest**
   This algorithm works with the help of decision trees by splitting dataset into n nodes.
   ```python
   Import numpy as np
   Import pandas as pd
   from sklearn.ensemble import RandomForestClassifier
   from sklearn.metrics import confusion_matrix, accuracy_score
   classifier = RandomForestClassifier(n_estimators = 641, random_state=0)
   classifier.fit(x_train, y_train)
   y_pred = classifier.predict(x_test)
   n_errors = (y_pred != y_test).sum()
   cm = confusion_matrix(y_test, y_pred)
   sns.heatmap(cm, annot=True)
   print(accuracy_score(y_test, y_pred))
   ```

B. **Logistic Regression**
   The pseudocode for this algorithm is written as:
   ```python
   Import numpy as np
   Import pandas as pd
   From sklearn.linear_model import LogisticRegression
   Lr_model = LogisticRegression()
   Lr_model.fit(x_train, y_train)
   Lr_pred_train=Lr_model.predict(xtrain)
   Lr_pred_test =Lr_model.predict(xtest)
   ```

1) **Implementation**
   The idea to identify fraudulent transaction based on identifying specific behavioral profiles is difficult to implement as it requires the cooperation from bank’s, which aren’t willing to share Information due to market competition, also due to legal reasons and protection of data. SO we researched few papers and gathered information on effective implementation of the fraud detection system. In order to maximize time efficiency and overhead charges, we can include a new parameter like a c-code combination of first three digits of password and phone number of user.
IV. RESULTS

After preprocessing of data set we have applied different machine learning models to the data set to predict the fraud anomalies in credit card.

The following are the classification report which includes precision score, recall and f1-score.

The final result is critically reviewed with the help of a confusion matrix.

V. CONCLUSION

The online frauds are prevalent all across the world. The increasing fraud activities could damage our economy. This paper focused on how effectively we can minimize the chances of credit card fraud with the help of machine learning algorithms.

While the algorithm does reach over 85.6% its precision remains only at 28% when a tenth of the data set is taken into consideration. However, when the entire dataset is fed into the algorithm, the precision rises to 33%. This high percentage of accuracy is to be expected due to the huge imbalance between the number of valid and number of genuine transactions.
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