Smart data preprocessing method for remote vehicle diagnostics to increase data compression efficiency
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Abstract

The increasing number of functions in modern vehicle leads to an exponential increase in software complexity. The validity and reliability of all components must be ensured, making the use of appropriate vehicle diagnostics systems indispensable. The purpose of such systems is to collect and process data about the vehicle. To find issues during vehicle development, the OEMs will usually have a development fleet of thousands of vehicles. The challenge for diagnostic systems is to detect issues during these tests, as well as collecting as much data as possible about the circumstances that led to the fault. A single-vehicle produces hundreds of gigabytes of data per month. The required data bandwidth cannot be fulfilled by current mobile network subscriptions as well as WIFI or cable-based infrastructure. This limits the amount of data that can be collected during field tests and hinders big data analysis like AI training or validation. Hence a software solution for data reduction is necessary. The authors present a method for data handling that drastically reduces the amount of data consumption and optimizes the transfer delay between a remote-diagnostic systems and the cloud. Using a pipeline of data preprocessing as well as an established compression algorithm, the amount of transmitted data is reduced by a factor of nearly ten. This method will allow to collect more data in field testing and improve the understanding of issues during vehicle development.
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1 Introduction

Today’s vehicles are becoming increasingly complex. The customer of current vehicles expects a broad field of features and customization to choose from. This leads to an acceleration of the development cycle of new vehicles, which brings new challenges for original equipment manufacturers (OEMs). One of the new challenges is to achieve reliability and safety for each possible product variation.

A modern vehicle has drastically more software code as it incorporates many more computation units than its predecessor [1]. Extensive field testing can be used to ensure reliability. If any faulty behavior is detected, a detailed error report is generated and sent to the responsible developer, who then can find a solution. However, there may be a significant time delay between the error occurrence and the effect getting noticeable, which makes finding the root cause difficult. Intensive data collection can help the developer to find the error more quickly. If data is lost, it is possible to miss failure events which would then have to be reproduced in a costly manner.

In addition, it is desirable to always collect data during initial testing. Even if no error is currently detected, the data can later be used for reference if defects in the product start to become noticeable. Furthermore, the data is required for training of artificial intelligence (AI) based applications, as they need several hundred thousand of virtual driving kilometers to achieve reliability [2]. Therefore, test driving data without error occurrences serve as valuable reference material for AI training.
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It is crucial not to lose valuable vehicle testing data during transmission from the vehicle to the data backends. However, transmitting data in field conditions is non-trivial. Current technology includes data loggers that may use WIFI or mobile internet to upload the data that has been collected during driving. Both technologies depend on infrastructure, which shows varying quality depending on the location. For Germany, the median connection speed in the upload direction is currently 8 Mbit/s [3], which is the fourth-highest value globally (see Fig. 1). This number includes mobile internet as well as other technologies like cable-based internet. The usable bandwidth for a moving vehicle is expected to be worse due to mobile station handover [4] and variation in the quality of service in remote locations [5, 6]. Common protocols like HTTP or MQTT, which are necessary for actual data upload, add overhead and further reduce the usable bandwidth.

The data generated within the vehicle is roughly two to ten Mbit/s and easily exceeds 100 Mbit/s for autonomous vehicles [7]. This means that with further advances in vehicle automation, the generated data within a vehicle will not be transmitted in real-time using the current infrastructure. The use of external storage devices may only mitigate the problem of local data connection issues for a short time. The data must still be transferred via the internet using static infrastructure or mobile data connections at some point. Even uploading the data during still-stands like overnight can be insufficient if the available bandwidth is many times lower than the data generation bandwidth, as it would be expected based on the average upload speed currently available.

The amount of data being collected within vehicles will increase in the future. The available internet bandwidth will most likely not increase at the same rate. Data loss may be acceptable for some application right now. However, due to the increased amount of data in the future, a suitable data upload method will become more and more obligatory. Many efforts have been made to incorporate compression into the data loop for better usage of the upload data bandwidth [8–10]. However, the authors are not aware of any method that focuses on the use of well-established compression algorithms as a backbone for data uploads.

Unlike other methods, specific optimization is done to the data format of vehicle bus communication, prior to using a well-established compression algorithm. A preprocessor of data structure prior to a compression stage has proven effective in other fields of research [11, 12] and increases the efficiency of compression algorithms significantly. Different preprocessing techniques are presented and evaluated, based on their benefit on the overall compression rate of the vehicle communication data when compressed using the popular LZMA2 compression algorithm.

The presented method improves the compression rate for vehicle communication data. State-of-the-art and general-purpose compression algorithms like LZMA2 and DEFLATE are able to achieve a factor of roughly six at best, which can be increased through the presented method to a factor of nearly ten. Further improvements of the compression rate can be expected through the usage of more preprocessing techniques as well as finding better compression algorithms.
2 Background and related work

As the vehicle data are collected during field testing, it is not feasible for the vehicle developer to be present during testing. Therefore, a diagnostic system is incorporated into the vehicle that continuously collects and processes the data that is generated within the vehicle.

There are methods in the literature that reduce the amount of data being uploaded by filtering off specific information [13, 14], or by use of time slices around an event of interest, like a detected error. However, the reduced amount of data does not give the developer a full picture and may miss information that is essential for the diagnosis of the error.

Another drawback of such methods is that errors may be discovered during test driving, which cannot be diagnosed by the developer because the filters have not been setup to detect them yet. As time progresses, these errors are noticed by the developer and filters are updated to detect and diagnose the error, but new test driving must be carried out to gather the necessary information. For example, a faulty motor control unit may wear down the engine sooner than expected and therefore lead to an engine breakdown a few thousand kilometers later. Tracking down the root cause, in this case, may be difficult if there is only data available during or just before the engine breakdown.

Another motivation for continuously monitoring the vehicle state is to train or to validate artificial intelligence (AI). As AI needs training data to learn how to behave during normal operation, it is indispensable to have hundreds of thousands of driving kilometers for the AI to process. In addition, capturing the whole vehicle data during the operation of the vehicle makes it possible to justify decisions that the AI has made in a particular situation.

2.1 In-vehicle data flow

The different electronic control units (ECUs) of a vehicle usually communicate through data buses. These buses have a cost advantage when it comes to wiring the connecting lines through the vehicle. At the same time, they make it possible to intercept the communication using a diagnostic device and therefore monitor or record the ongoing vehicle communication, see Fig. 2.

This bus communication transports basically all information that is necessary to determine the current state of the system—sensor values, state variables or control requests are exchanged multiple times per second between the ECUs. Common bus technology being used in modern vehicles is the controller area bus flexible data rate (CAN-FD) or the Automotive Ethernet. In this paper, only the CAN-FD bus is considered, however, the method will work in principle for Automotive Ethernet as well.

Any data that is sent through a digital medium must be encoded. This step is usually taken place within the ECU at the time that it intends to send a message on the bus. The actual data is sampled, translated using specific rules such that the communication partner can decode the information, and finally packed into the final CAN-FD message. Multiple signals may be packed into one CAN-FD frame to reduce the impact of the message overhead.

A commonly used standard to describe the encoding of bus messages is called SAE J1939 database can—or DBC for short [15]. It defines so-called signals, which bundle into signal groups, which together form a single CAN-FD message. A DBC file may describe the whole communication of a data bus, or even describe multiple busses.

---

**Fig. 2** Data flows within the vehicle and into a diagnostic system. The blocks represent different ECUs, the arrows indicate either point-to-point or bus communication. From [7]
2.2 Data congestion due to insufficient infrastructure

To specify the necessary performance of the presented method, it is assumed that the vehicle is connected to a cloud server primarily via mobile internet. Also, the operation of the vehicle is assumed to be eight hours of continuous driving during the day, while at the other time during the day, the vehicle is shut off. This will stop most of the data-generating components in the vehicle.

It is very likely that the diagnostic system will not be able to be still powered on to upload further data, as not to drain the starter battery [16]. On the other hand, if an overnight charging infrastructure is present, it can be assumed that the diagnostic system can transmit data during the night as well.

Therefore, there are two cases considered to determine whether data congestion is likely to happen. In the first case, all upload happens during driving hours via mobile internet, where a constant upload speed of 8 Mbit/s (German average) is assumed. This is a best-case assumption, as the actual speed will most likely be lower as argued before. In Fig. 3, you can see how a diagnostic system may have to cope with mobile access interruptions, as well as the varying quality of service if there is no static infrastructure present. The mobile internet case better represents driving that is carried out by customers, as these will most likely not connect their vehicle to WIFI or similar infrastructure during non-driving hours. However, this case could also represent test driving carried out by OEMs in remote locations like Scandinavia or Africa.

The second case is when an overnight charging infrastructure can be used to upload data at non-driving hours. The same overall upload speed is assumed, as the average upload speed of 8 Mbit/s incorporates stationary as well as mobile internet. This may not hold true for all infrastructures, as there is faster internet bandwidth available for cable-based internet. However, it can be argued that the usable bandwidth might be shared between multiple vehicles during charging.

In any case, this calculation should rather give a rough estimation. For both cases, it is assumed that the data is generated by a vehicle with a low automation level, which is equipped with five high-speed CAN bus systems. Each bus has a connection speed of 500 Kbits/s, so the overall data generation bandwidth is assumed to be up to 2.5 Mbit/s.

Although not considered in this paper, a second calculation is carried out, this time for a vehicle with automated driving capabilities. The vehicle is therefore assumed to have an Automotive Ethernet (AE) primary data bus with a data generation bandwidth of up to 100 Mbit/s.

Data congestion during the day arises when the daily upload bandwidth usage $U_{\text{daily}}$ is greater than one. This would mean that during the day, more data is generated than uploaded:

$$B_{\text{Generation}} = \text{Data generation bandwidth} \cdot \text{drive time}$$
$$B_{\text{upload}} = \text{data upload bandwidth} \cdot \text{available upload time}$$
$$U_{\text{daily}} = \frac{B_{\text{Generation}}}{B_{\text{upload}}}$$

This calculation assumes full usage of the available data generation bandwidth as well as data upload bandwidth. The data busses in actual vehicles will not be used up to full bandwidth and on the other hand, data upload will also not take place with all the available bandwidth due to protocol overhead. However, this will be neglected for this rough approximation.

As can be seen in Table 1, for low automation level vehicles, there is still headroom as the daily usage is less than one, even if there is no overnight charging infrastructure present. When looking at the automated driving vehicle case with Automotive Ethernet, the usage is roughly four to twelve. This means that without further methods, for

| Case                        | Infrastructure       |
|-----------------------------|----------------------|
| Low automation level vehicle | 0.1                  |
| Automated driving vehicle   | 4.2                  |

Fig. 3 The model for the diagnostic infrastructure includes the vehicle, the diagnostic system, the mobile internet access point, the cloud as central data storage, and the end-user accessing said data via the cloud servers.
automated driving vehicles it is infeasible to upload the data generated during the day within one day, meaning that data congestion is unavoidable. The infrastructure will certainly improve, but it is unlikely that it will catch up the speed with that vehicle automation and therefore in-vehicle data generation increase.

If data congestion is of no concern as there is either sufficient data storage available or if the infrastructure is greatly above average, the calculation will be too pessimistic. Nevertheless, it is desirable to be independent from hardware or infrastructure limitations as these drive up the cost of testing.

2.3 Current data transfer algorithms

There are numerous ways how to store recordings of vehicle data communication. In this paper, the focus is on CAN-FD communication only. The Linux Kernel incorporates the Socketcan library as a gateway towards a CAN-FD network [17]. A straightforward approach for uploading the vehicle communication is to store all received frames in the Socketcan native data format, bundling them into a block of frames, storing them in a file and then uploading said file. Therefore, the Socketcan protocol serves as a baseline for the comparison. One FD Frame as used in Socketcan takes up to 76 bytes per frame (see [18] for documentation of the format).

To complement the Socketcan messages, the exact time of arrival of each message is captured for the exact reconstruction of events. Signals are usually sent at a constant rate [19]. The start time of the cycle of each ECU is however different on every power cycle of the vehicle, and small inaccuracies in the ECU’s internal clock make for a drift of the cycle over time. Therefore, a timestamp for every message is stored with that message.

This baseline Socketcan encoding can be compressed by different approaches. There are two common approaches in literature: either by using common compression algorithms on a “per-message” basis [10, 20] or by exploiting common patterns of the messages being recorded [9]. These methods are lossless in that they can fully restore the original data. So-called “lossy compression” is also possible, for example by reducing the quality of measurements, but outside the scope of this paper.

For relevant compression algorithms, both Deflate as well as LZMA2 were considered. Both are general-purpose compression algorithms that are commonly used in many applications [21]. They both can effectively compress files that are generated in the mentioned Socketcan data format.

The standardized ASAM MDF4 format provides a different yet promising approach. It takes additional information about the raw communication and translates this into an alternate representation in the format of signals. These signals correspond to information bits that ECUs exchange on the vehicle bus. They can either take on physical information like temperatures or pressures, but also communicate control signals. The method that is presented in this paper tries to improve on this method.

3 Data compression preprocessing method

As proposed by other authors [8, 22], the data should first be preprocessed and then compressed before being transmitted via the mobile internet. The backend server collects the data, decompresses and finally reconstructs the original communication trace.

LZMA2 is used as the main compression algorithm, as it is well-documented, freely available and has outstanding compression capabilities [11, 21]. The primary compression mechanism of LZMA2 is run-length encoding, which in principle tries to find similarities and patterns within a series of bytes. It then stores the data in a less redundant representation. The effectiveness of the compression strongly depends on the data being compressed. For example, written language can be compressed well as there is redundancy and repeating patterns. Binary data like digital measurements are already present in a compact machine-readable format and therefore are harder to compress.

The preprocessing of the data is motivated through examining the data structure and trying to exploit certain patterns. ECUs are exchanging data via the bus, so the recording vastly consists of signals being transmitted as specified in the respective DBC definition from the vehicle manufacturer. Therefore, large parts of the communication are physical measurements or control signals. These signals are not random, and they can be compressed efficiently. Also, the timing information can be predictable in some circumstances, since signals are often sent at a predefined rate. Therefore, the time delta between two signal communications is almost constant.

Similarly, to the approach of the ASAM MDF4 data format, if a significant portion of the signals are known to the algorithm, it is possible to decode raw messages that may otherwise seem random, by the transformation of the data into their respective physical signal representation and storing them accordingly.

As shown in Fig. 4, there are certain message frames on the data bus that cannot be decoded using the DBC standard. Currently, these are handled separately and stored in an unaltered format in the same result file. The algorithm samples a predetermined amount of data over time and generates result files every few seconds.

The decoded part of the result file is further pre-processed to increase compression performance. Finally, all processed
data it is passed to the LZMA2 algorithm, which creates a compressed file for transmission to the backend.

### 3.1 Preprocessing

There are three techniques being used to increase the effectiveness of compression. The first one has already been mentioned. It is the technique of *Signal Transformation* (ST), which transforms the binary bus communication into meaningful signals.

The second technique takes advantage of the fact that the bus signals are transmitted in an absolute manner (according to the DBC standard), meaning that each encoded value $v_{encoded}$ can directly be translated into its decoded actual value using this formula:

$$v_{decoded} = v_{encoded} \cdot a + b$$  \hspace{1cm} (2)

The signal $v_{encoded}$ is transmitted as an unsigned integer of a fixed bit length, for example as 32-bit integer. However, if the value only slightly changes in each transmission, it is still transmitted with the full fixed bit length. Certain patterns like monotonically increasing or decreasing signals can be made more obvious to the LZMA2 algorithm. For this, they are transformed from absolute into relative format by storing and subtracting $v_{abs}^{-1}$, the predecessor value:

$$v_{relative} = v_{abs} - v_{abs}^{-1}$$  \hspace{1cm} (3)

The relative value must be stored as an unsigned integer in order to contain negative values as well. This technique is called *Differential Transform* (DT) since consecutive signals are stored relative to their predecessors. As an example, the absolute signal time series of \{1, 2, 3, 4, 3, 2, 1\} after the DT becomes the relative series \{+1, +1, +1, +1, −1, −1, −1\}, making the pattern much easier to detect.

The last technique being used is data alignment. The LZMA2 algorithm primarily works on byte patterns, but on the other hand DBC standard allows for signals of arbitrary bit length. Signals are padded with zeros until their bit length is divisible by eight. The technique is therefore called *Bit Padding* (BP). For example, if the signal time series of \{1, 1, 1, etc.\} is encoded in a three-bit number, its binary representation would be \{001, 001, 001, etc.\}. However, if this continuous bit string \{001001001 etc.\} is translated into a file before being passed to LZMA2, it is grouped into tuples of eight bits (one byte) and becomes \{00100100, 100100010, 01001000, etc.\}. As the LZMA2 algorithm primarily looks for byte patterns, this repeating bit pattern is harder to detect. By using BP on the values, the repeating pattern of \{00,00,00,00,00,00,00,00,00,00,00\}, etc.) becomes obvious again.

### 3.2 Results

The proposed method was evaluated on real vehicle communication during driving in an urban environment. The test drive consisted of several accelerations and stops, cruising periods and less than 30 s of still-stand. As vehicle, a mid-class, current production hybrid vehicle was retrofitted with an outside CAN-FD interface and the complete communication on the main powertrain bus was recorded for five minutes of continuous driving. Afterwards, the whole data file of 607,585 frames with a file size of 11.6 Mb in the *Socketcan* data format was compressed using state of the art compression as well as the proposed method.

The primary comparison metric used is the compression ratio, it is defined as following:
A higher value is better; for example, a compression ratio of five means that the necessary bandwidth to transmit the data is reduced to one fifth. For the proposed algorithm, two scenarios are considered: one where all possible signals on the communication bus are known (best) and one where there is no information about any signals (worst).

As seen in Fig. 5, conventional compression can achieve a compression rate of roughly factor six at most, while the proposed method in the optimal case can reach up to a factor of nearly ten. The “Per-message” compressions are disregarded here as their nominal average-case compression rate is lower than that of the deflate algorithm, which has the lowest compression rate in this comparison [9, 10, 20].

In the worst-case scenario, meaning that the presented method has no information about the signals on the communication bus, the method has a nearly identical compression rate as the LZMA2 base algorithm of roughly six. In the best-case scenario, the individual contributions of the three described preprocessing techniques are summarized in Fig. 6. The ST technique can boost the base compression ratio by +25.7%. When ST has been done, the compression rate can further be increased by an additional +18.6% using the DT. PB only marginally increases compression rates by +1.3% when used alone or by +1.1% in conjunction with DT. With all techniques applied, the compression ratio could be improved by over 50%.

Similar results could be expected for other vehicle data scenarios, as long as the communication is taking place primarily through the exchange of physical signals. The overall compression ratio depends on the type of information that is exchanged, so usually data from the powertrain bus has a better compression ratio than data from for example the media bus. Additional factors are the file size of the data to be compressed. Larger files generally speaking have a higher compression ratio due to a higher probability of internal data redundancy.

As an evaluation of the overall performance of the algorithm, the individual parts of the final compressed file have been analyzed to calculate the compression rate of each component. This analysis is carried out for the two components timing information and signal information. The timing information carries the timestamp in microseconds, at which the individual message arrived. The signal information describes the payload of the message in the formerly described transformed manner. Both together can

Compression ratio = \frac{\text{raw size}}{\text{compressed size}} \quad (4)

![Graph: Compression Rate (CR) Comparison](image)

![Graph: Influence of Preprocessing Techniques on Compression Rate (CR)](image)
be used to fully recover the original recording of the bus communication.

Figure 7 shows that the timing information takes up six times more space after compression compared to signal information, although both being at parity before compression. If the timing information could be discarded, for example, if the chronological order of the communication is of no interest, the theoretical compression rate would be nearly a factor of twenty.

4 Conclusions

The results of the proposed preprocessing for the LZMA2 compression algorithm look promising in the case that signal information is provided. This information may be provided by the OEM in the DBC data format. As this is sensitive information for an OEM, the signals may be anonymized by stripping off ECU and signal names from the DBC file, as well as randomizing certain conversion values as these do not affect the compression performance. There is however the possibility for reverse engineering the DBC files [23]. Improvements to the effectiveness of the preprocessing algorithm will be made in the future. As seen in this paper, the preprocessing drastically reduced the amount of storage space necessary for the raw data being transferred on the data busses. However, the timing information of the data messages, which is necessary to chronologically reconstruct the communication, cannot be compressed as efficiently. This leads to the conclusion that the timing information is currently not being stored in an optimal data format for compression and that further improvements can be made specifically on this part.

It can be concluded that significant improvements to the state-of-the-art compression algorithms can be made if signal information is incorporated into a preprocessor for the LZMA2 compression. The compression rate could be increased by +50% when compared to using LZMA2 without preprocessing and is almost double that of the comparable MF4 algorithm.

This presented result depends on several factors: file size of the raw data, the vehicle network architecture, whether the vehicle is currently driving or at standstill. Some factors, like the file size, can be changed dynamically to find an optimum. Other factors, like the vehicle network architecture, need to be further investigated. Statistical data on this subject is still sparse, but it appears as if the compression ratio gains that are achievable by the presented method are consistent across different vehicle architectures. These effects will be investigated in future research.

5 Outlook

Through the advent of automotive Ethernet, the peak bus speed will increase more than ten-fold, while on the other hand, the average upload bandwidth is not likely to increase at the same rate as massive infrastructure investments would have to be made. Therefore, in the future application, especially in automated driving, state-of-the-art compression will not be enough for mobile transmission of vehicle communication data.

The presented method still cannot fully provide the compression ratio to a level where high bandwidth communication like Automotive Ethernet can be transmitted with mobile internet alone. Intermediate storages are still necessary to cope with a large amount of data, which could be mitigated.

![Fig. 7 The proposed compression algorithm can compress signals significantly better than timing information](image-url)
by higher compression ratios through better compression methods. Alternatively, through the usage of static infrastructure like WIFI, this issue could be mitigated to some extent.

With further improvements to the method, it will be possible to remove the requirements on static infrastructure to be present during certain times, as these not only require storage hardware, but also introduce lag between data generation and data availability in the backend. This could reduce cost on diagnostic hardware as well as speed up the data analysis in the backend. The proposed method could allow data analysis tools in the backend to react to data anomalies within seconds, given that the diagnostic system has a decent mobile connection at that time.

However, the method still lacks sufficient compression ratios for future applications. Further development will take place in understanding the complex relationship between the data format and the achievable compression ratios. Ideas for future research include the exploitation of the periodic nature of most signals, which could if properly detected by the underlying compression algorithm greatly enhance the compression ratio for timing information.

Another field of further investigation will be the feasibility of the real-time data upload under the constraints of mobile internet. This research must include the factors that network downtime, upload interruption and time-variant upload speed impose on the system. In an actual data upload scenario, spurious interruptions to the data connection will worsen the achieved upload speed. Special care must be taken in order not to waste upload bandwidth by having to re-upload large chunks of data.

Therefore, it is necessary to further improve the methods being used for data collection and handling. Better data upload will enable the automotive industry to keep collecting as much data as possible to deliver safe and reliable vehicles to their customers.
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