Abstract

We develop a class of mixed-integer formulations for disjunctive constraints intermediate to the big-M and convex hull formulations in terms of relaxation strength. The main idea is to capture the best of both the big-M and convex hull formulations: a computationally light formulation with a tight relaxation. The “P-split” formulations are based on a lifted transformation that splits convex additively separable constraints into P partitions and forms the convex hull of the linearized and partitioned disjunction. The “P-split” formulations are derived for disjunctive constraints with convex constraints within each disjunct, and we generalize the results for the case with nonconvex constraints within the disjuncts. We analyze the continuous relaxation of the P-split formulations and show that, under certain assumptions, the formulations form a hierarchy starting from a big-M equivalent and converging to the convex hull. The goal of the P-split formulations is to form strong approximations of the convex hull through a computationally simpler formulation. We computationally compare the P-split formulations against big-M and convex hull formulations on 344 test instances. The test problems include K-means clustering, semi-supervised clustering, P_ball problems, and optimization over trained ReLU neural networks. The computational results show promising potential of the P-split formulations. For many of the test problems, P-split formulations are solved with a similar number of explored nodes as the convex hull formulation, while reducing the solution time by an order of magnitude and outperforming big-M both in time and number of explored nodes.
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1 Introduction

Many optimization problems have a clear disjunctive structure, where one decision leads to some constraints and another decision results in another set of constraints. In fact, any convex mixed-integer program (MIP), whether linear or convex nonlinear, can be viewed as a disjunctive program with the single disjunctive constraint that the solution must be within at least one convex set out of a collection of convex sets, i.e.,
within the union of the convex sets [9]. Disjunctive constraints are in general nonconvex, as the union of convex sets is not a convex set itself unless the sets exactly overlap. Handling these nonconvex disjunctive constraints is a fundamental question in MIP. Disjunctive programming was pioneered by Balas [4, 5, 6, 8] and generalized by Grossmann and coworkers [26, 41, 53, 55, 62]. In general, disjunctive programming offers an alternative view of MIP that may be valuable for analyzing problems, creating strong extended formulations [8], and deriving cutting planes [10, 37, 65]. However, the best encoding of a disjunctive program, or disjunctive constraint(s), as an MIP is an open question.

The classic alternatives for expressing a disjunctive constraint as a MIP, the big-M and convex hull formulations, come with well-known trade-offs between relaxation strength and problem size. Convex hull formulations [8, 14, 19, 29, 35, 61] provide a sharp formulation [67] for a single disjunction, i.e., the continuous relaxation provides the best possible lower bound. The convex hull of a disjunction is often represented by an extended formulation [9, 15, 22, 26, 27, 30, 67] which introduces multiple copies of each variable in the disjunction. Extended formulations are also called “perspective” or “multiple-choice” formulations. On the other hand, big-M formulations only introduce one binary variable for each disjunct, resulting in smaller problems in terms of both number of variables and constraints. The big-M formulation also preserves the constraint expressions, whereas the extended convex hull builds upon the perspective function, which can result in numerically more challenging constraints. In general, big-M formulations provide weaker continuous relaxations than the convex hull and may require a solver to explore significantly more nodes in a branch-and-bound tree [21, 67]. But the computationally simpler subproblems of the big-M formulation can offset the larger number of explored nodes. Anderson et al. [2] mention a folklore observation that extended convex hull formulations tend to perform worse than expected. The observation is supported by past numerical results [2, 38, 63, 66], as well as this paper.

This paper introduces a new class of formulations for encoding disjunctive constraints in a MIP framework, which we term $P$-split formulations. The $P$-split formulations lie between the big-M and convex hull in terms of relaxation strength and attempt to combine the best of both worlds: a tight, yet computationally light, formulation. The main idea behind the $P$-split formulations is to perform a lifting transformation, partitioning the constraints of each disjunct to both linearize the disjunction and reduce the number of variables in the disjunction. Forming the convex hull of the resulting linear disjunctions results in a smaller problem, while retaining some key features of the convex hull. We call the formulations $P$-split, since the constraints are ‘split’ into $P$ parts. Efficient convex hull formulations have been actively researched [7, 22, 34, 57, 63, 68, 70, 69], and several techniques for deriving the convex hull of MIPs have been presented [6, 39, 43, 55, 59]. The motivation behind the $P$-split formulations is different: the goal is not to obtain a formulation whose continuous relaxation forms the convex hull of the disjunction. Instead, the $P$-split formulations provide a straightforward framework for generating a class of formulations whose relaxations approximate the convex hull (for a general class of disjunctive constraints) using a smaller, computationally more tractable, problem formulation. A hierarchy of $P$-split formulations can be obtained by adjusting $P$, where larger $P$ values result in stronger relaxations at the cost of increased problem size. Our computational results show that intermediate $P$-split formulations can offer a significant advantage over both the big-M and convex hull formulations. The $P$-split formulations are particularly well-suited for problems with many variables in the constraints of each disjunct, but with only a few constraints per disjunct. Problems with such a structure include, e.g., machine learning applications such as clustering [46, 49] and optimizing over trained neural networks [28, 33, 50, 52].

Related work includes research on deriving formulations stronger than big-M without introducing auxiliary variables, such as improved big-M [64], hybrid formulations [67], and formulations based on the Cayley embedding [68]. Some formulations also build upon specific problems structures such as, indicator constraints [15, 30] and constraints with multiple right-hand sides [34]. A detailed overview of alternative formulations is given in the review paper [67].

This paper builds on our recent conference paper [38] and offers a significant extension both in the fundamental theory and computational analysis. Specifically, we generalize the results of [38] to problems with multiple constraints per disjunct and nonconvex constraints, we generalize and refine the mathematical proofs, we provide a comprehensive analysis of the relaxation strength, we identify circumstances where a $P$-split formulation cannot recover the convex hull of the disjunctive constraint, we include extended...
computational tests, and we overall provide a more complete discussion of theoretical and practical details. The main result presented in [38], that \( P \)-split formulations form a hierarchy in terms of relaxation strength, was only shown for a two-term disjunction with a single constraint per disjunct. The formulations for this case are now a Pyomo.GDP [20]\(^2\) plugin. This work extends \( P \)-split formulations to general disjunctions with multiple constraints and/or disjunctive terms. We discuss how the formulation can be strengthened with locally valid bounds, i.e., additional linear inequality constraints, and give implementation guidelines for the resulting formulations. We expand the numerical study from 12 to 344 instances [38].

In this paper, Section 2 presents the background and assumptions upon which the \( P \)-split formulations are built. Section 3 introduces the \( P \)-split formulations for the case with a single constraint per disjunct, which simplifies the derivations and analysis. Section 4 covers the general case, together with properties of the \( P \)-split relaxations and how they compare to the big-M and convex hull relaxations. Section 4 also presents linking constraints that can be used to further strengthen the formulations for disjuncts with multiple constraints, along with conditions for avoiding redundant linking constraints. Section 5 shows that the \( P \)-split framework can directly be applied to disjunctive constraints with separable nonconvex constraint functions if used in conjunction with convex underestimators, and generalizes the main results from Section 4. Section 6 describes some computational considerations. Section 7 presents a numerical comparison of the formulations, using instances with both linear and nonlinear disjunctions.

## 2 Background

We consider mixed-integer (nonlinear), or MI(N)LP, problems with disjunctions

\[
\bigvee_{l \in D} \left[ g_k(x) \leq b_k \quad \forall k \in C_l \right] \quad \forall l \in D
\]

where \( \mathcal{X} \subset \mathbb{R}^n \) is a convex compact set, \( D \) contains the disjunct indices, and \( C_l \) the constraint indices in disjunct \( l \). This paper focuses on modeling Disjunction (1), which is embedded in a larger MINLP. So, forming the convex hull of (1) may not recover the convex hull of the entire mixed-integer problem. To derive the \( P \)-split formulations, we make the following assumptions.

**Assumption 1.** The functions \( g_k : \mathbb{R}^n \to \mathbb{R} \) are convex additively separable functions, i.e., \( g_k(x) = \sum_{i=1}^n h_{i,k}(x_i) \) where \( h_{i,k} : \mathbb{R} \to \mathbb{R} \) are convex functions, and each disjunct is non-empty.

**Assumption 2.** All functions \( g_k \) are bounded over \( \mathcal{X} \).

**Assumption 3.** \( P \)-split formulations are implemented with a minimal number of auxiliary variables; see Remark 1 for more details.

**Assumption 4.** Each disjunct contains (significantly) fewer constraints than the number of variables in the disjunction, i.e., \( |C_l| \ll n \), \( \forall l \in D \).

Assumptions 1–4 ensure certain properties of the resulting \( P \)-split formulations and simplify the derivation. Applications satisfying Assumptions 1–4 include clustering [49, 56], mixed-integer classification [42, 54], optimization over trained neural networks [2, 16, 18, 25, 58, 50, 66], and coverage optimization [32].

Assumptions 1–4 are sufficient to apply a \( P \)-split formulation but not necessary. For example, Assumption 4 is technically not needed, but rather characterizes favorable problem structures. Assumption 1 simplifies our derivations, but it can be relaxed because the formulations do not require the constraint functions to be fully separable. Constraints that are partially additively separable (see Definition 1 below) would suffice. Likewise, Section 5 shows that \( P \)-split formulations can be applied to non-convex additively separable functions in conjunction with convex underestimators.

**Definition 1.** [36] A function \( g : \mathbb{R}^n \to \mathbb{R} \) is convex partially additively separable, if it can be written as \( g(x) = \sum_{i \in M} h_i(y_i) \), where each function \( h_i \) is convex, and the vectors \( y_i \) contain strict subsets of the components in \( x \).
3 Formulations between convex hull and big-M

This section constructs the $P$-split formulations and analyzes the strength of the resulting continuous relaxations. For simplicity, this section considers disjunctions with one constraint per disjunct, i.e., $|C_l| = 1$, $\forall l \in D$. Section 4 extends the results to multiple constraints per disjunct. The key idea is to partition the variables into $P$ sets, with the corresponding index sets $I_1, \ldots, I_P$, to lift the disjunction into higher dimensional space in a disaggregated form. Based on the variable partitioning, we introduce $P \times |D|$ auxiliary variables $\alpha^l_s \in \mathbb{R}$ along with the constraints

$$
\sum_{i \in I_s} h_{i,l}(x_i) \leq \alpha^l_s \quad \forall s \in \{1, \ldots, P\}, \forall l \in D.
$$

(2)

The partitioning must be chosen such that all variables are included in exactly one partitioning, i.e., $I_1 \cup \cdots \cup I_P = \{1, \ldots, n\}$ and $I_i \cap I_j = \emptyset, i \neq j$. Section 5 discusses partitioning strategies. If $\sum_{i \in I_s} h_{i,l}(x_i)$ is affine for any $s \in \{1, \ldots, P\}$, then (2) can be strengthened to an equality constraint without losing convexity. Auxiliary variables $\alpha^l_s$ and Constraints (2) allow us to reformulate Disjunction (1) into a disaggregated form

$$
\bigvee_{l \in D} \left[ g_l(x) \leq b_l \right] \quad x \in X \quad \rightarrow \quad \bigvee_{l \in D} \left[ \sum_{i \in I_s} h_{i,l}(x_i) \leq \alpha^l_s \right].
$$

(3)

Reformulation (3) splits the constraint in the disjunction into $P$ parts.

Remark 1. If the same (or scaled) sum of functions $\sum_{i \in I_s} h_{i,l}(x_i)$ factor appears in multiple disjuncts, then it can be constrained by a single $\alpha$ variable across those disjuncts. Introducing unnecessary $\alpha$ variables can produce weaker relaxations: this is an observation familiar in the interval arithmetic and factorable programming literature [47, 71]. Assumption 3 states that we introduce the fewest $\alpha$ variables for the given variable partitioning.

By Assumption 2 (boundedness), we define bounds on the auxiliary variables

$$
\alpha^l_s := \min_{x \in X} \sum_{i \in I_s} h_{i,l}(x_i), \quad \bar{\alpha}^l_s := \max_{x \in X} \sum_{i \in I_s} h_{i,l}(x_i).
$$

(4)

The $P$-split formulations do not require tight bounds, but weak bounds produce weaker relaxations. Note that stronger bounds could obtained by optimizing over the disjunctive constraint and not over the superset $X$. We use the bounds as defined in (4), as these are in general computationally more tractable.

The two formulations of the disjunction in (3) have the same feasible set in the $x$-variable space. Next, we relax the disjunction by defining all constraints containing the $x$ variables as global constraints. With the auxiliary variable bounds, the disjunction becomes

$$
\bigvee_{l \in D} \left[ \sum_{s=1}^{P} \alpha^l_s \leq b_l \right] \quad q^l_s \leq \alpha^l_s \leq \bar{\alpha}^l_s \quad \forall s \in \{1, \ldots, P\}, \forall l \in D
$$

(5)

\[ \sum_{i \in I_s} h_{i,l}(x_i) \leq \alpha^l_s \quad \forall s \in \{1, \ldots, P\}, \forall l \in D \]

$x \in X, \alpha^l \in \mathbb{R}^P$. 

(5)
Definition 2. Formulation (5) is a $P$-split representation of Disjunction (1).

Reformulating Disjunction (1) into the $P$-split representation effectively linearizes the disjunction. Linearizing the disjunction allows us avoid the numerical difficulties related to division by zero arising from forming the convex hull of a general nonlinear disjunction [57]. The drawback of this linearization is that the continuous relaxation of resulting formulations may not be as tight as possible when projected to the $x$-space, i.e., may not be sharp. Section 3.1 analyzes the strength of the continuous relaxation.

Lemma 1. The feasible set of $P$-split representation (5) projected onto the $x$-space is equal to the feasible set of Disjunction (1).

Proof. A variable combination $\bar{x}, \bar{\alpha}^1, \ldots, \bar{\alpha}^{|D|}$ that is feasible for (5) must also satisfy $g_l(\bar{x}) \leq b_l$ for at least one $l \in D$, i.e., satisfy the original disjunction in (3). Similarly, for an $\bar{x}$ satisfying the constraints of the original disjunction in (3) we can trivially find $\alpha$ variables such that all the constraints in (5) are satisfied.

Using the extended formulation [8] to represent the convex hull of the disjunction in (5) results in the $P$-split formulation

$$
\alpha^l_s = \sum_{d \in D} \nu_d^{\alpha^l_s} \quad \forall s \in \{1, \ldots, P\}, \forall l \in D
$$

$$
\sum_{s=1}^P \nu_d^{\alpha^l_s} \leq b_l \lambda_l \quad \forall l \in D
$$

$$
\alpha^l_s \lambda_d \leq \nu_d^{\alpha^l_s} \leq \bar{\alpha}^l_s \lambda_d \quad \forall s \in \{1, \ldots, P\}, \forall l, d \in D
$$

(P-split)

$$
\sum_{l \in D} h_i(x_l) \leq \alpha^l_s \quad \forall s \in \{1, \ldots, P\}, \forall l \in D
$$

$$
\sum_{l \in D} \lambda_l = 1, \quad \lambda \in \{0, 1\}^{|D|}
$$

$$
x \in X, \alpha^l \in \mathbb{R}^P, \nu^{\alpha^l_s} \in \mathbb{R}^{|D|} \quad \forall s \in \{1, \ldots, P\}, \forall l \in D,
$$

which form convex MIP constraints. To clarify our terminology, $P$ can be assigned an integer value: a 3-split formulation is a formulation ($P$-split) where the constraints of the original disjunction are split into three parts ($P = 3$). Assuming the original disjunction is part of a larger optimization problem that may contain multiple disjunctions, we enforce integrality of the $\lambda$-variables even if we obtain the convex hull of the disjunction. Proposition 1 shows the correctness of the ($P$-split) formulation of the original disjunction.

Proposition 1. The feasible set projected onto the $x$-space of formulation ($P$-split) is equal to the feasible set of the original disjunction in (3).

Proof. Omitted as it trivially follows from Lemma 1 and basic properties of the extended convex hull formulation [8].

Proposition 1 states that the ($P$-split) formulation is correct for integer feasible solutions, but it does not provide any insight on the strength of its continuous relaxation. The following subsections further analyze the properties of the ($P$-split) formulation and its relation to the big-M and convex hull formulations.

Remark 2. If each $\alpha$ variable appears only in one disjunct, the ($P$-split) formulation introduces $P \cdot (|D|^2 + |D|)$ continuous and $|D|$ binary variables. Unlike the extended convex hull formulation, the number of “auxiliary” variables is independent of $n$, i.e., the number of variables in the original disjunction. Section 7 presents applications where $|D| << n$ and the ($P$-split) formulation is significantly smaller than the extended convex hull formulation. For disjunctions with general nonlinearities, ($P$-split) formulations may be simpler as they avoid the perspective function.
3.1 Properties of $P$-split formulations and their continuous relaxations

This section studies the continuous relaxations of $P$-split formulations, and how they compare to convex hull and big-M formulations. Theorem 1 shows that continuous relaxations of the 1-split formulation and the big-M formulation have the same feasible set in the $x$ space. Theorem 2 proves that introducing an additional split, i.e., $(P + 1)$-split, results in a formulation with an equally tight or tighter continuous relaxation than that of the $P$-split. Section 4 shows that, in some circumstances, we can construct the convex hull of a disjunction with a $P$-split formulation. This section only considers one constraint per disjunct; Section 4 addresses multiple constraints per disjunct.

**Theorem 1.** The 1-split formulation is equivalent to the big-M formulation in the sense that their continuous relaxations have the same set of feasible $x$ variables.

**Proof.** The first disaggregated variables $\alpha^l_i$ can directly be eliminated by substituting in $\nu^l_i = \alpha^l_i - \sum_{d \in D \setminus l} \alpha^d_i \lambda_d$. We project out the remaining disaggregated variables $\nu^l_i$ from the 1-split formulation using Fourier-Motzkin elimination. We eliminate trivially redundant constraints, e.g., $q^l \lambda_d \leq \alpha^l \lambda_d$, resulting in

$$\alpha^l_i \leq b_l \lambda_i + \sum_{d \in D \setminus l} \alpha^d_i \lambda_d \quad \forall l \in D$$

(6)

$$\sum_{i=1}^n h_{i,l}(x_i) \leq \alpha^l \quad \forall l \in D$$

(7)

$$\sum_{l \in D} \lambda_l = 1, \quad \lambda \in \{0,1\}^{|D|}, \quad x \in \mathcal{X}, \quad \alpha^l \in \mathbb{R} \quad \forall l \in D.$$

The auxiliary variables $\alpha^l_i$ can be eliminated by combining the first and second constraints in (6). Note that the smallest valid big-M coefficients are $M^l = \alpha^l - b_l$, and by introducing this notation we can write (6) as

$$\sum_{i=1}^n h_{i,l}(x_i) \leq b_l + M^l(1 - \lambda_l) \quad \forall l \in D$$

(7)

$$\sum_{l \in D} \lambda_l = 1, \quad \lambda \in \{0,1\}^{|D|}, \quad x \in \mathcal{X}.$$

Thus, projecting out the auxiliary and disaggregated variables in the 1-split formulation leaves us with the big-M formulation. \hfill \square

By Theorem 1, the 1-split formulation is an alternative form of the classical big-M formulation. But the 1-split formulation introduces $|D|^2 + |D|$ new variables, so there is no advantage of the 1-split formulation compared to the big-M formulation.

To obtain a strict relation between different $P$-split relaxations, we assume that bounds on the auxiliary variables are additive, as discussed in Definition 3.

**Definition 3.** We say that the upper and lower bounds for the functions $h_i$, originating from the constraint $\sum_{i=1}^n h_i(x_i) \leq 0$, are additive over $\mathcal{X}$ if

$$\min_{x \in \mathcal{X}} \left( \sum_{i \in I_{x_1}} h_i(x_i) + \sum_{i \in I_{x_2}} h_i(x_i) \right) = \min_{x \in \mathcal{X}} \sum_{i \in I_{x_1}} h_i(x_i) + \min_{x \in \mathcal{X}} \sum_{i \in I_{x_2}} h_i(x_i)$$

$$\max_{x \in \mathcal{X}} \left( \sum_{i \in I_{x_1}} h_i(x_i) + \sum_{i \in I_{x_2}} h_i(x_i) \right) = \max_{x \in \mathcal{X}} \sum_{i \in I_{x_1}} h_i(x_i) + \max_{x \in \mathcal{X}} \sum_{i \in I_{x_2}} h_i(x_i),$$

(8)

hold for all valid split partitionings, i.e., $\forall I_{x_1}, I_{x_2} \subset \{1, \ldots, n\} \mid I_{x_1} \cap I_{x_2} = \emptyset$. 

---
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The simplest case with additive bounds is when $\mathcal{X}$ is an $n$-dimensional box, or when the bounds are calculated with interval arithmetic. Note we only use the additive bound property to derive a strict relation between different $P$-split formulations: it is not required by the $P$-split formulations. Tighter valid bounds result in an overall stronger continuous relaxation. Assuming that the bounds $\alpha^l$ and $\bar{\alpha}^l$ are additive, Theorem 2 shows that increasing the number of splits $P$ results in a formulation with an equally tight or tighter continuous relaxation.

**Theorem 2.** For a disjunction with additive bounds, a $(P+1)$-split formulation, obtained by splitting one of the variable groups in a $P$-split formulation, is always as tight or tighter than the corresponding $P$-split formulation.

**Proof.** W.I.O.G., we assume that the $(P+1)$-split formulation is obtained by splitting the first group of variables $I_1$ in the $P$-split formulation into subsets $I_a$ and $I_b$, i.e., $I_a \cup I_b = I_1$ and $I_a \cap I_b = \emptyset$. The $(P+1)$-formulation can be written

$$\alpha^l = \sum_{d \in \mathcal{D}} \nu^l_d \quad \forall s \in \{a, b, 2, 3, \ldots, P\}, \forall l \in \mathcal{D} \quad (9)$$

$$\nu^l_a + \nu^l_b + \sum_{s=2}^{P} \nu^l_s \leq b_l \lambda_l \quad \forall l \in \mathcal{D} \quad (10)$$

$$\alpha^l \lambda_d \leq \nu^l_d \leq \bar{\alpha}^l \lambda_d \quad \forall s \in \{a, b, 2, 3, \ldots, P\}, \forall l, d \in \mathcal{D} \quad (11)$$

$$\sum_{i \in I_a} h_{i,l}(x_i) \leq \alpha^l_s \quad \forall s \in \{a, b, 2, 3, \ldots, P\}, \forall l \in \mathcal{D} \quad (12)$$

$$\sum_{l \in \mathcal{D}} \lambda_l = 1, \quad \lambda \in \{0, 1\}^{\mathcal{D}} \quad (13)$$

$$x \in \mathcal{X}, \alpha^l \in \mathbb{R}^{P+1}, \nu^l_s \in \mathbb{R}^{|\mathcal{D}|} \quad \forall s \in \{a, b, 2, 3, \ldots, P\}, \forall l \in \mathcal{D}. \quad (14)$$

Since the bounds are additive (Definition 3), we have $\alpha^l_a + \alpha^l_b = \alpha^l$ and $\alpha^l_a + \bar{\alpha}^l_b = \bar{\alpha}^l$. Aggregating the first two constraints in (11), i.e., $s = \{a, b\}$, results in

$$\alpha^l_a \lambda_d \leq \nu^l_d + \nu^l_b \leq \bar{\alpha}^l \lambda_d \quad \forall l, d \in \mathcal{D}. \quad (15)$$

Replacing the two summed constraints with (15) results in a relaxation. Similarly, we can aggregate the first two constraints in (9) and (12), respectively, into

$$\alpha^l_a + \alpha^l_b = \sum_{d \in \mathcal{D}} (\nu^l_d + \nu^l_d) \quad \forall l \in \mathcal{D} \quad (16)$$

$$\sum_{i \in I_a} h_{i,l}(x_i) + \sum_{i \in I_b} h_{i,l}(x_i) \leq \alpha^l_a + \alpha^l_b \quad \forall l \in \mathcal{D}. \quad (17)$$

which again relaxes the constraints. We can now relax the $(P+1)$-split formulation, by using the aggregated constraints in (15), (16), and (17). Furthermore, if we substitute $\alpha^l_1 = \alpha^l_a + \alpha^l_b \forall l \in \mathcal{D}$ and $\nu^l_d = \nu^l_d + \nu^l_d \forall l, d \in \mathcal{D}$, then we recover the constraints of the original $P$-split formulation corresponding to $I_1$. Thus, by relaxing the $(P+1)$-formulation through constraint aggregation, we obtain the original $P$-split formulation.

The proof of Theorem 2 shows that the main difference between the $(P+1)$-split and $P$-split formulations is the disaggregation of the constraints in (15), (16), and (17). Corollary 1 shows that the $(P+1)$-split formulation can be strictly tighter.

**Corollary 1.** A $(P+1)$-split formulation, obtained by splitting one of the variable groups in a $P$-split formulation can be strictly tighter.
Appendix A provides an illustrative example where increasing \( P \) results in a strictly tighter formulation.

### 3.1.1 Special case: 2-term disjunctions

So far, we have considered disjunctions with an arbitrary number of disjuncts. But 2-term disjunctions, or disjunctions with two disjuncts, are of special interest. Indicator constraints, which either hold or are relaxed depending on a binary variable, can be modeled as a 2-term disjunction \[13, 15\]. Indicator constraints arise in classification \[17\] and chance constraints \[44\]. For a 2-term disjunction, Theorem 3 projects out the auxiliary variables to obtain a non-extended formulation.

**Theorem 3.** For a two-term disjunction, the \( P \)-split formulation has the following non-extended realization

\[
\begin{align*}
\sum_{j \in S_p} \left( \sum_{i \in I_j} h_{i,1}(x_i) \right) & \leq \left( b_1 - \sum_{s \in S \setminus S_p} a_s^1 \right) \lambda_1 + \sum_{s \in S_p} \bar{a}_s^1 \lambda_2 \quad \forall S_p \subset S \\
\sum_{j \in S_p} \left( \sum_{i \in I_j} h_{i,2}(x_i) \right) & \leq \left( b_2 - \sum_{s \in S \setminus S_p} a_s^2 \right) \lambda_2 + \sum_{s \in S_p} \bar{a}_s^2 \lambda_1 \quad \forall S_p \subset S
\end{align*}
\]

(18)

where \( S = \{1, 2, \ldots, P\} \) and the sets \( I_j \) contain the indices for the variable partitionings for the \( P \)-split formulation \[38\].

**Proof.** We prove the theorem by projecting out all the auxiliary variables from (\( P \)-split). First, we use the equality constraints for the disaggregated variables \( \alpha_s^l = \nu_1^{a,s_l} + \nu_2^{a,s_l} \) to eliminate the variables \( \nu_1^{a,s_l} \), resulting in

\[
\begin{align*}
\sum_{s=1}^{P} \left( \alpha_s^1 - \nu_2^{a,s_l} \right) & \leq b_1 \lambda_1 \\
\sum_{s=1}^{P} \nu_2^{a,s_l} & \leq b_2 \lambda_2 \\
\alpha_s^1 \lambda_1 & \leq \alpha_s^1 - \nu_2^{a,s_l} \leq \bar{a}_s^1 \lambda_1 \quad \forall s \in \{1, 2, \ldots, P\}, \forall l \in \{1, 2\} \\
\alpha_s^1 \lambda_2 & \leq \nu_2^{a,s_l} \leq \bar{a}_s^1 \lambda_2 \quad \forall s \in \{1, 2, \ldots, P\}, \forall l \in \{1, 2\} \\
\sum_{i \in I_s} h_{i,l}(x_i) & \leq \alpha_s^l \quad \forall s \in \{1, 2, \ldots, P\}, \forall l \in \{1, 2\} \\
\lambda_1 + \lambda_2 & = 1, \quad \lambda \in \{0, 1\}^2 \\
x & \in \mathcal{X}, \alpha_l^l \in \mathbb{R}^P, \nu_s^{a,s_l} \in \mathbb{R}^P \quad \forall l \in \{1, 2\}, \forall s \in \{1, 2, \ldots, P\}.
\end{align*}
\]

(19)–(25)

By Fourier-Motzkin elimination, we can also project out the \( \nu_2^{a,s_l} \) variables. Combining the constraints in (21) and (22) only results in trivially redundant constraints, e.g., \( \alpha_s^l \leq \bar{a}_s^1 (\lambda_1 + \lambda_2) \). We eliminate the first variable \( \nu_2^{a,s_l} \) by combining (19) with (21)–(22) which results in the two new constraints

\[
\begin{align*}
\sum_{s=1}^{P} \left( \alpha_s^1 - \nu_2^{a,s_l} \right) & \leq b_1 \lambda_1 - \alpha_1^1 \lambda_1, \\
\sum_{s=1}^{P} \nu_2^{a,s_l} & \leq b_2 \lambda_2
\end{align*}
\]

(19a)
\[
\sum_{s=2}^{P} (\alpha_s^1 - \nu_s^1) + \alpha_1^1 \leq b_1 \lambda_1 + \bar{\alpha}_1^1 \lambda_2. \quad (19b)
\]

Eliminating the next variable is done by repeating the procedure of combining the new constraints \((19a)\)–\((19b)\) with the corresponding inequalities in \((21)\)–\((22)\). Each elimination step doubles the number of constraints originating from inequality \((19)\). Eliminating all the variables \(\nu_s^\alpha\) results in the set of constraints

\[
\sum_{s \in S_p} \alpha_s^1 \leq \left( b_1 - \sum_{s \in S_1 \setminus S_p} \alpha_s^1 \right) \lambda_1 + \sum_{s \in S_p} \bar{\alpha}_s^1 \lambda_2 \quad \forall S_p \subset S. \quad (26)
\]

The \(\alpha_s^1\) variables can be eliminated by combining \((23)\) and \((26)\), leaving us with the first set of constraints in \((18)\). The variables \(\nu_s^\alpha_2\) and \(\alpha_s^2\) are eliminated by same steps, resulting in the second set of constraints in \((18)\). \(\square\)

Corollary 2 shows how Theorem 3 gives insight into relaxation strength. Corollary 2 is covered by Theorem 2, but the proof offers an alternative interpretation.

**Corollary 2.** For a two-term disjunction with additive bounds, the feasible set of the continuous relaxation of any \((P+1)\)-split formulation, formed by splitting one variable group in a \(P\)-split formulation, is contained within the feasible set of continuous relaxation of the original \(P\)-split formulation.

**Proof.** Theorem 3 shows that all the constraints in the non-extended realization of a \(P\)-split formulation are contained in the \((P+1)\)-split formulation, assuming additive bounds. The non-extended \((P+1)\)-split formulation contains some additional valid inequalities that are not in the \(P\)-split formulation. Theorem 3 realizes any \(P\)-split formulation for a two-term disjunction in the same variable space as the big-M formulation, and the constraints could be implemented as cutting planes. But the number of constraints in \((18)\) grows exponentially with the number of splits, so an efficient cutting plane implementation would require an efficient cut-selection technique. Such techniques are not considered in this paper.

**3.1.2 Illustrative example**

To illustrate the difference in relaxation strength between \(P\)-split formulations with different numbers of splits, consider the disjunctive feasible set defined

\[
\begin{cases}
\sum_{i=1}^{4} x_i^2 \leq 1 \\
x \in [-4, 4]^4
\end{cases}
\quad \vee \quad
\begin{cases}
\sum_{i=1}^{4} -x_i \leq -12 \leq 1 \\
x \in [-4, 4]^4
\end{cases}.
\quad (ex-1)
\]

For the disjunction, we form 1-split, 2-split, and 4-split formulations, and plot their continuous relaxations. For the 2-split formulation, we use the variable partitioning \(\{x_1, x_2\}\) and \(\{x_3, x_4\}\). With 1- and 4-split formulations, the partitioning is unique. We use the tightest globally valid bounds for all the split variables (see Appendix A). Figure 1 shows the feasible sets of the continuous relaxations of the resulting \(P\)-split formulations projected onto \(x_1, x_2\). Figure 6 in Appendix A plots the relaxations with weaker additive bounds and shows that the advantage over big-M remains.

Figure 1 illustrates the relaxations tightening with increasing number of splits \(P\). Since we used the tightest valid bounds, the 1-split is equivalent to the tightest big-M formulation with individual big-M coefficients. For \((ex-1)\), the tightest valid bounds for the \(\alpha\)-variables are not additive. Therefore, the relaxations do not form a hierarchy, i.e., the continuously relaxed 2-split (4-split) formulation is not strictly tighter than the 1-split (2-split). However, in \((ex-1)\), increasing the number of splits leads to volumetrically tighter relaxations.
4 Disjuncts with multiple constraints

This section studies the general case of Disjunction (1) with multiple constraints per disjunct. By Assumption 4, there are far fewer constraints than variables in each disjunct. Without this structure, the $P$-split formulations are inadvisable: the number of new auxiliary variables may exceed the number of variables in a convex hull formulation. By treating each constraint of each disjunct individually, we can split each constraint by introducing a unique set of $\alpha$-variables. We thus need a triple index $\alpha_{s}^{l,k}$, where $k$ indexes the different constraints of the disjuncts. By the same procedure used for the single constraint case, we obtain

$$
\alpha_{s}^{l,k} = \sum_{d \in D} \nu_{d}^{l,k} \quad \forall s \in \{1, \ldots, P\}, \forall l \in D, \forall k \in C_l
$$

$$
\sum_{s=1}^{P} \nu_{l}^{s,k} \leq b_{l,k} \lambda_l \quad \forall l \in D, \forall k \in C_l
$$

$$
\alpha_{s}^{l,k} \lambda_d \leq \nu_{d}^{l,k} \leq \bar{\alpha}_{s}^{l,k} \lambda_d \quad \forall s \in \{1, \ldots, P\}, \forall l, d \in D, \forall k \in C_l
$$

$$
\sum_{i \in I_s} h_{i,k}(x_i) \leq \alpha_{s}^{l,k} \quad \forall s \in \{1, \ldots, P\}, \forall l \in D, \forall k \in C_l \quad (P\text{-split})
$$

$$
\sum_{l \in D} \lambda_l = 1, \quad \lambda \in \{0, 1\}^{D_l}
$$

$$
x \in \mathcal{X}, \alpha_{s}^{l,k} \in \mathbb{R}^P, \nu_{d}^{l,k} \in \mathbb{R}^{D_l} \quad \forall s \in \{1, \ldots, P\}, \forall l \in D, \forall k \in C_l.
$$

Proposition 1, and the intermediate results leading up to Proposition 1, trivially extend to multiple constraints per disjunct. Therefore, formulation ($P$-split$^*$) gives an exact representation of the original disjunction (1) for integer feasible solutions. Theorem 4 formalizes two of the main properties of formulation ($P$-split$^*$)

**Theorem 4.** The 1-split formulation in ($P$-split$^*$) is equivalent to the big-M formulation. Further splitting one group of variables in a $P$-split formulation, to form a $(P + 1)$-split formulation, results in an as tight or tighter continuous relaxation if the bounds on the split variables are additive (see Definition 3).

**Proof.** Note ($P$-split$^*$) has the same structure as ($P$-split), except that there are individual sets of $\alpha$-variables and constraints originating from the multiple constraints of the disjuncts. As in Theorem 1, we perform Fourier-Motzkin elimination to project out all of the auxiliary variables $\alpha_{s}^{l,k}$ and disaggregated variables $\nu_{d}^{l,k}$, obtaining
\[
\sum_{i=1}^{n} h_{i,k}(x_i) \leq b_{i,k} + M^{l,k}(1 - \lambda_l) \quad \forall k \in C_l, \forall l \in D_k
\]

\[
\sum_{l \in D} \lambda_l = 1, \quad \lambda \in \{0, 1\}^{|D|}, \quad x \in \mathcal{X}.
\]

As in Theorem 2, we relax the \((P + 1)\)-formulation by aggregating the constraints of two of the split variables to obtain the \(P\)-formulation.

The main idea behind the \(P\)-split formulations is to obtain compact approximations of the convex hull with a stronger relaxation than big-M. However, it is interesting to understand the circumstances under which we can recover the true convex hull of the disjunction by a \(P\)-split formulation. Theorem 5 gives sufficient conditions for a \(P\)-split formulation to form the convex hull.

**Theorem 5.** If all \(h_{i,k}\) are affine and \(\mathcal{X}\) is a bounded box defined by upper and lower bounds on all variables, a continuous relaxation of the \(n\)-split formulation (all constraints are split for each variable) results in the convex hull of the disjunction.

**Proof.** Here, the original disjunction can be written as

\[
\bigvee_{l \in D} \left[ A^l x \leq b_l \right],
\]

where each disjunct is bounded. W.l.o.g., no column in all matrices \(A^l\) comprises all zeros. As we only have linear constraints in the disjuncts, we never need to introduce more than \(n\) auxiliary variables, see Remark 1. Furthermore, the mapping between the \(\alpha\) and \(x\) variables is given by a linear transformation. The \(n\)-split representation (i.e., \(P = n\)) can then be written as

\[
\bigvee_{l \in D} \left[ H^l \alpha \leq b_l \right]
\]

\[
\alpha = \Gamma x, \quad \alpha \in \mathbb{R}^n,
\]

where \(H^l \alpha \leq b_l\) includes the bound constraints \(\underline{\alpha} \leq \alpha \leq \bar{\alpha}\). In (29) the constraint \(x \in \mathcal{X}\) is redundant as the bound constraints on the \(x\) variables are perfectly captured by the bound constraints on the \(\alpha\) variables through \(\alpha = \Gamma x\). The \(n\)-split formulation is the extended convex hull formulation of (29). The matrix \(\Gamma\) is invertible, as it can be diagonalized by applying a permutation (reordering the \(\alpha\)-variables). Therefore, we have a bijective mapping between the \(x\) and \(\alpha\) variable spaces (only true for a full \(n\)-split). The linear transformations preserve an exact representation of the feasible sets, i.e.,

\[
H^l \alpha \leq b_l \iff A^l \Gamma^{-1} \alpha \leq b_l, \quad A^l x \leq b_l \iff H^l \Gamma x \leq b_l.
\]

For any point \(z\) in the convex hull of (29) \(\exists \alpha^1, \alpha^2, \ldots, \alpha^{|D|}\) and \(\lambda \in \mathbb{R}^{|D|}_+: \)

\[
z = \sum_{l=1}^{|D|} \lambda_l \alpha^l, \quad \sum_{l=1}^{|D|} \lambda_l = 1, \quad H^l \alpha^l \leq b_l \quad \forall l \in D.
\]

Applying the reverse mapping \(\Gamma^{-1}\) to the convex combination of points in (31) gives

\[
\Gamma^{-1} z = \sum_{l=1}^{|D|} \lambda_l \Gamma^{-1} \bar{\alpha}^l.
\]

By construction, \(A^l \Gamma^{-1} \bar{\alpha}^l \leq b_l \quad \forall l \in D\). The point \(\Gamma^{-1} z\) is a convex combination of points that all satisfy the constraints of one of the disjuncts in (28), i.e., it belongs to the convex hull of (28). The same technique shows that any point in the convex hull of disjunction (28) also belongs to that of disjunction (29).
For a disjunction with nonlinear constraints and P-split formulations with \( P < n \), the proof breaks, as the mapping between the \( x \) and \( \alpha \) spaces is not bijective. The convex hull of a nonlinear disjunction can, therefore, typically not be obtained through a P-split formulation. However, as illustrated by example (ex-1) P-split formulations can form good approximations of the convex hull.

Remark 3. Theorem 5 is merely of theoretical interest. To construct the convex hull of a linear disjunction, the extended convex hull formulation [8] should be directly applied. In this case, there is no advantage of the P-split formulation.

Corollary 3. For disjunctions where the constraint functions have additive bounds and \( \mathcal{X} \) is a box defined by bounds on all variables, the continuous relaxations of P-split formulations form a hierarchy. The relaxations start from the big-M relaxation (\( P = 1 \)) with each additional split resulting in an as tight or tighter relaxation, and with only linear constraints it converges to the convex hull relaxation (\( P = n \)).

Proof. By Theorem 4, 1-split and big-M have the same continuous relaxation in the \( x \)-space. Each additional split results in an as tight or tighter relaxation. The equivalence to the convex hull is given by Theorem 5.

The natural follow-up question to Theorem 5 is whether a P-split formulation can form the convex hull of a disjunction with convex constraints if \( \mathcal{X} \) is a box. Theorem 6 shows that, in general, that is not the case. To simplify the theorem, we first introduce a simple definition of a disjunctive variable property.

Definition 4. We say that the disjunctive constraint (1) is \textit{fully disjoint} if the intersection of any two disjuncts of the constraint is empty.

Theorem 6. For a disjunctive constraint that is fully disjoint, with additive bounds and constraint functions that are strictly convex, a P-split formulation cannot form the true convex hull of the disjunctive constraint.

Proof. It is sufficient only to consider the n-split formulation, as the additive-bound property ensures the n-split has the strongest relaxation by Theorem 4. First, we pick two points \( x^1 \) and \( x^2 \) from two different disjuncts such that they are both extreme points of the disjuncts and that the entire line segment connecting \( x^1 \) and \( x^2 \) lies on the boundary of the convex hull of the disjunctive constraint. We will refer to the disjuncts as “1” and “2”. We map these points onto the P-split representation of the disjunctive constraint (with \( P = n \)) by selecting

\[
\alpha_{1,k}^1 = h_{i,k}(x_1^i) \quad \forall i \in \{1, \ldots, n\}, \forall k \in C_1, C_2
\]
\[
\alpha_{1,k}^2 = h_{i,k}(x_2^i) \quad \forall i \in \{1, \ldots, n\}, \forall k \in C_1, C_2.
\]

and we aggregate these variables into the vectors \( \alpha^1 \) and \( \alpha^2 \). By construction the points \((x^1, \alpha^1)\) and \((x^2, \alpha^2)\) are extreme points of the n-split representation of the disjunctive constraint. Now, consider the point in the middle of the line segment connecting the two points given by \((x^3, \alpha^3)\) = \((0.5(x^1 + x^2), 0.5(\alpha^1 + \alpha^2))\). As the functions \(h_{i,k}\) are strictly convex, we get

\[
h_{i,k}(x^3_i) < \alpha_{i,k}^3 \quad \forall i \in \{1, \ldots, n\}, \forall k \in C_1, C_2.
\]

which follows directly from Jensen’s inequality. Thus, \( \exists \delta > 0 \) and a ball \( B_\delta = \{ x \in \mathbb{R}^n : \| x - x^3 \| \leq \delta \} \) such that

\[
h_{i,k}(x_i) \leq \alpha_{i,k}^3 \quad \forall x_i \in B_\delta, \forall i \in \{1, \ldots, n\}, \forall k \in C_1, C_2.
\]

Note that the point \( \alpha^3 \) is within the feasible set of the P-split formulation, as it is a convex combination of two points that are both feasible for one disjunct each in the P-split representation. By construction, \( x^3 \) lies on a facet of the convex hull of the disjunctive constraint. However, there is a small neighborhood around \( x^3 \) defined by \( B_\delta \) that will be feasible for the P-split formulation.

From Theorem 6, we cannot expect a P-split formulation to exactly form the convex hull of disjunctive constraints with convex nonlinear functions, and this is not the goal of the P-split framework. Instead, the P-split framework offers a set of alternative formulations with a stronger continuous relaxation than big-M and computationally simpler formulations than the convex hull formulation.
4.1 Strengthening the relaxation by linking constraints

Unless at least one $\alpha$ variable can be used in multiple constraints in the disjunct, there are no direct connections between the constraints within the disjuncts. When relations among $\alpha$ variables do exist, omitting connections between $\alpha$-variables of different constraints can result in a formulation with a weaker continuous relaxation (note the formulations are still correct for any integer feasible solution). Similar observations are made in the reformulation-linearization technique literature [48, 60]. With fewer splits, i.e., the case desirable for practical implementations, it becomes more unlikely that the same $\alpha$ variable can be used in multiple constraints. We ask: how can $P$-split formulations be strengthened by introducing direct connections between constraints of the disjuncts?

For disjunctions with multiple constraints per disjunct, it can be possible to strengthen the $P$-split formulations with linking constraints. Linking constraints are derived from the upper and lower bounds obtained by combining two (or more) of the $\alpha$-variables from different constraints within the same disjunct

$$LB_X(\rho_1\alpha_s^{l,k} + \rho_2\alpha_s^{l,j}) \leq \rho_1\alpha_s^{l,k} + \rho_2\alpha_s^{l,j} \leq UB_X(\rho_1\alpha_s^{l,k} + \rho_2\alpha_s^{l,j}), \quad (33)$$

with $\rho_1, \rho_2 \in \{-1, 1\}$, $k, j \in C_l$, and $LB_X()$ and $UB_X()$ are, respectively, the lower and upper bounds of the expressions over $X$. Note the similarity to Belotti (2013) [12]. To limit the number of possible linking constraints, we only consider weighting factors $\rho_1, \rho_2 = \pm 1$. Linking constraints (33) can be included in the disjuncts, and they appear in the $P$-split formulation as

$$\rho_1\alpha_s^{l,k} + \rho_2\alpha_s^{l,j} \leq UB_X(\rho_1\alpha_s^{l,k} + \rho_2\alpha_s^{l,j})\lambda_d, \quad (34)$$

$$\rho_1\alpha_s^{l,k} + \rho_2\alpha_s^{l,j} \geq LB_X(\rho_1\alpha_s^{l,k} + \rho_2\alpha_s^{l,j})\lambda_d.$$ 

The number of possible linking constraints grows rapidly with the number of constraints per disjunct. Therefore, it is important to identify which combinations of $\alpha$ variables produce redundant linking constraints and which ones can be useful. Proposition 2 provides a criterion for identifying redundant combinations.

**Proposition 2.** Any combination of auxiliary variables $\alpha_s^{l,k}$ and $\alpha_s^{l,j}$ such that

$$LB_X(\rho_1\alpha_s^{l,k} + \rho_2\alpha_s^{l,j}) = LB_X(\rho_1\alpha_s^{l,k}) + LB_X(\rho_2\alpha_s^{l,j}),$$

$$UB_X(\rho_1\alpha_s^{l,k} + \rho_2\alpha_s^{l,j}) = UB_X(\rho_1\alpha_s^{l,k}) + UB_X(\rho_2\alpha_s^{l,j}), \quad (35)$$

results in a redundant linking constraint.

**Proof.** For any combination such that (35) hold, the resulting linking constraint can be obtained by aggregating the corresponding bound constraints.

Proposition 2 suggests two rules for selecting combinations of linking constraints:

1. Only combinations such that that corresponding partitioning of the $x$ variables overlap can result in a non-redundant linking constraint.
2. For the simple case of linear disjunctions over a box domain $X$, only combinations such that at least one pair of the $x$-variables in the expressions representing the $\alpha$-variables have different signs can result in non-redundant linking constraints.

4.1.1 Illustrative example

A simple example illustrates how linking constraints can affect the continuous relaxation of a $P$-split formulation. Consider the disjunctive constraint

$$\begin{bmatrix} x_1 + x_2 + x_3 + x_4 \leq 1.5 \\ 1.5x_1 - 1.2x_2 + x_3 - x_4 \leq -1 \\ x \in [0, 5]^4 \end{bmatrix} \lor \begin{bmatrix} -1x_1 - 2x_2 - x_3 - 2x_4 \leq -26 \\ -2x_1 + x_2 + x_3 - 0.5x_4 \leq -1 \\ x \in [0, 5]^4 \end{bmatrix}. \quad (ex-2)$$
We form a 2-split formulation, using the variable partitioning \( \{x_1, x_2\} \) and \( \{x_3, x_4\} \), and the tightest valid big-M formulation with individual M-coefficients for each constraint. To this 2-split formulation, we also add the above linking constraints. We only consider linking constraints between the \( \alpha \)-variables within each disjunct, which results in 16 linking constraints. Figure 2 depicts the continuous relaxation of the 2-split formulation with and without the linking constraints: the linking constraints result in a significantly tighter relaxation.

The simple example (ex-2) shows that linking constraints can significantly strengthen a P-split formulation for a disjunction with multiple constraints per disjunct. Even with the selection rules, the number of non-redundant linking can increase significantly with both \( P \) and the number of constraints per disjunct. Fortunately, the number of potential linking constraints is independent of the number of variables in the original disjunction. For a moderate number of splits and constraints per disjunct, it can be favorable to include all linking constraints that satisfy the two non-redundant criteria suggested by Proposition 2. Otherwise, a possible heuristic selection rule could be to greedily select the linking constraints with the largest deviations between the combined and separate upper/lower bounds of the \( \alpha \)-variables. More advanced strategies for selecting linking constraints are beyond the scope of this paper.

5 Beyond convex disjuncts

So far we have assumed that all constraints \( h_{i,k} \) are convex. But, the P-split framework together with convex underestimators can directly be applied to disjunctive constraints with nonconvexities within the disjuncts to form a valid relaxation. We prove that the main properties of the P-split formulations still hold with nonconvex constraint functions if we limit the variables to a bounded box \( B \), defined by the variables’ upper and lower bounds, instead of a more general convex set \( X \).

Given a disjunctive constraint where some of the functions \( h_{i,k} \) are nonconvex, a natural approach is to first convexify the constraints of each disjunct to obtain

\[
\bigvee_{i \in D} \left[ \text{conv}_{B} \left( \sum_{i=1}^{n} h_{i,k}(x_i) \right) \leq b_{i,k} \quad \forall k \in C_l \right],
\]

where \( \text{conv}_{B}(f) \) denotes the convex envelope of function \( f \) over the box \( B \). First convexifying the constraints of each disjunct and then convexifying the disjunctive constraint makes sense, especially from a computational point of view. An important justification for this approach is stated in the following proposition, where \( \text{convh}(\cdot) \) denotes the convex hull operator.
Proposition 3. If \( \left\{ \mathcal{B} \bigcap_{k \in \mathcal{C}_l} \operatorname{convenv} \left( \sum_{i=1}^{n} h_{ik}(x_i) \right) \leq b_{l,k} \right\} = \left\{ \operatorname{convh}(\mathcal{B} \bigcap_{k \in \mathcal{C}_l} \sum_{i=1}^{n} h_{ik}(x_i) \leq b_{l,k}) \right\} \) for all \( l \in \mathcal{D} \), then
\[
\operatorname{convh} \left( \bigvee_{l \in \mathcal{D}} \left[ \operatorname{convenv} \left( \sum_{i=1}^{n} h_{ik}(x_i) \leq b_{l,k} \ \forall k \in \mathcal{C}_l \right) \right] \right) = \operatorname{convh} \left( \bigvee_{l \in \mathcal{D}} \left[ \sum_{i=1}^{n} h_{ik}(x_i) \leq b_{l,k} \ \forall k \in \mathcal{C}_l \right] \right).
\]

Proof. Follows trivially from the fact that the convex hull operator on a set does not introduce any new extreme points.

However, taking the convex hull of the convexified disjunctive constraint (36) is not guaranteed to give the convex hull of the original disjunctive constraint, because, in general \( \{ \operatorname{convh} (g(x) \leq 0 \cap \mathcal{B}) \} \subset \{ \operatorname{convenv} (g(x) \leq 0) \} \). Therefore, the sequential convexification can result in a further relaxation that needs to be handled by another technique, such as spatial branching, to guarantee a correct solution.

To construct and analyze the resulting \( P \)-split formulation we need a property of the convex envelope which is formally stated in the following proposition.

Proposition 4. \( (\text{Theorem IV.8, Horst and Tuy [31]}) \) The convex envelope of a separable function over a box domain can be decomposed into sum of convex envelopes,
\[
\operatorname{convenv} \left( \sum_{i=1}^{n} h_{ik}(x_i) \right) = \sum_{i=1}^{n} \operatorname{convenv} (h_{ik}(x_i)).
\]

An important consequence of Proposition 4 is that we can take the convex envelopes from any partitioning of the summed components and obtain an equally strong convex underestimator overall. Thus, we can consider the constraints of each disjunct in (36) to be convex and fully separable and deal with them as in the previous section.

To form a \( P \)-split formulation we take the convex envelope of the partial sum defined by the split partitionings \( I_s \), and the constraints in the disjuncts will then be partitioned according to
\[
\operatorname{convenv} \left( \sum_{i \in I_s} h_{i,k}(x_i) \right) \leq \alpha_{s,k}^{l,k}, \quad (37)
\]
\[
\sum_{s=1}^{P} \alpha_{s,k}^{l,k} \leq b_{l,k}. \quad (38)
\]

The only difference in the resulting \( P \)-split formulation is that we replace the constraints on line 4 in \( (P\text{-split}^*) \) with (37). Corollary 4 shows that the relaxation strength properties for the \( P \)-split formulations also hold when applied to the disjunctive constraint (36).

Corollary 4. A 1-split formulation is equivalent to the big-M formulation when applied to (36). Furthermore, splitting one group of variables in a \( P \)-split formulation, to form a \((P+1)\)-split formulation, results in an as tight or tighter continuous relaxation if the bounds on the \( \alpha \)-variables are additive.

Proof. From Proposition 4, it is clear that the convex envelopes can be formed separately on any partitioning of the constraints without affecting the relaxation strength. The rest of the proof follows trivially from Theorem 4.
Under specific circumstances, it is possible to obtain the convex hull of the disjunctive constraint (36) through a $P$-split formulation. This is summarized in the following corollary.

**Corollary 5.** If \( \text{conv}\left( \bigcap_{k \in C_i} \text{B} \right) \sum_{i=1}^{n} h_{ik}(x_i) \) is given by affine functions and

\[
\left\{ \bigcap_{k \in C_i} \text{B} \sum_{i=1}^{n} h_{ik}(x_i) \leq b_{l,k} \right\} = \left\{ \text{convh}(\bigcap_{k \in C_i} \sum_{i=1}^{n} h_{ik}(x_i) \leq b_{l,k}) \right\},
\]

then a continuous relaxation of the $n$-split formulation forms the convex hull of (36).

**Proof.** As the intersection of the resulting linear constraints in each disjunct \( \text{conv}\left( \sum_{i=1}^{n} h_{ik}(x_i) \right) \leq b_{l,k} \) forms the convex hull of the feasible set of each disjunct, the proof follows directly from Theorem 5.

Finally, a practical comment about the case with non-convex constraints in the disjuncts. If a $P$-split formulation is used in conjunction with a global MINLP solver based on convex/concave underestimators, then the “convex” formulation ($P$-split*) can be directly given to the solver, as the solver will handle the convex relaxation in (37) on its own, and all the properties mentioned above hold.

### 6 Computational considerations and further enhancements

The previous sections describe the general framework for generating $P$-split formulations. This section focuses on more specific implementation details, such as how to partition the original variables into the partitioning sets $I_1, \ldots, I_P$. These details may have a significant impact on the computational performance.

If the problem is close to symmetric with respect to all variables of a disjunctive constraint, i.e., similar range and coefficients/expressions for all variables, then there is no reason to believe that one partitioning should have a computational advantage over another. But, for some problems, certain variables can have a much stronger impact on the constraints of the disjuncts. For example, weights on the inputs to ReLU neural networks may differ by orders of magnitude. Our conference paper focusing on neural networks [66] investigates several partitioning strategies. The strategy of partitioning the variables into sets of equal size and grouping variables with similar coefficients into the same partitioning was computationally favorable, and was also motivated based on a theoretical analysis of the resulting continuous relaxation [66]. This partitioning strategy is also available in our open-source code OMLT [18] for neural networks. Variables can also be partitioned into sets of unequal size, but without prior information that a small subset of variables are more important, it is unlikely that such a strategy would be favorable.

Bounds on the auxiliary variables are important in the $P$-split formulation, but for simplicity and general applicability we have only considered globally valid bounds. The bounds $\bar{\alpha}_s^i$ and $\bar{\alpha}_s^j$ in (4) are simply defined as upper and lower bounds of the individual expressions over the convex set $X$. As such, the bounds $\bar{\alpha}_s^i$ and $\bar{\alpha}_s^j$ do not account for dependencies among the auxiliary variables introduced by the constraints of the disjuncts. It would be possible to utilize different bounds for the $\alpha$-variables in each disjunct. Such bounds could potentially be significantly tighter, as they must only be valid within the specific disjuncts; however, practically obtaining such bounds for the auxiliary variables becomes a non-trivial task. These tighter bounds can be obtained through optimization-based bounds tightening (OBBT), but unless the disjunct is linear, some of the OBBT problems will be nonconvex. For disjunctions with only linear constraints, and for small $P$, it may be favorable to perform OBBT on the auxiliary variables to capture dependencies and obtain stronger local bounds. Note that locally valid bounds on the auxiliary variables can be directly included in the $P$-split formulation, without any extra constraints, and should always be used if readily available.

Our numerical comparisons do not include locally valid bounds on the $\alpha$-variables, as such bounds are typically not easily obtainable and could give the $P$-split formulations an unfair advantage. But to illustrate the potential, we have determined locally valid bounds for all the $\alpha$-variables for (ex-1) and used them in the $P$-split formulation. Figure 3 shows how the tighter locally valid bounds strengthen the continuous
relaxation notably for both the 2-split and 4-split formulations. Due to the nonlinear constraints in the disjunct, we cannot recover the true convex hull of the disjunction in (ex-1) through a $P$-split formulation. But the 4-split with locally valid bounds is a good approximation of the convex hull.

7 Numerical comparison

The previous sections compare the $P$-split formulations against the big-M and convex hull in terms of relaxation strength. But the computational performance of a formulation also depends on complexity of its continuous relaxation. To test and compare the formulations, we apply the $P$-split, big-M, and convex hull formulations to a set of 344 test problems. We consider three challenging classes of problems matching Assumptions 1–4. The $P$-split framework applies to general disjunctions with nonlinear constraints, but we limit the numerical comparison to disjuncts with linear or convex quadratic constraints i.e., problems where the convex hull of the disjunction is representable by a polyhedron or (rotated) second-order cone constraints [14]. This ensures that the convex hull formulation can be directly solved by software such as Gurobi for comparison. This highlights a computational advantage of the $P$-split formulations: they avoid some numerical difficulties typically associated with the convex-hull formulation of nonlinear disjunctions [57] by linearizing the constraints of the disjunction.

7.1 Test instances

We first briefly describe the problems used in the numerical tests. These specific problem classes allow us to construct non-trivial, but feasible, optimization problems of varying dimensionality and difficulty.

7.1.1 P-ball problems

The P_ball problems are challenging disjunctive test problems [37] which assign $P$-points to $n$-dimensional unit balls such that the total $\ell_1$ distance between all points is minimized and only one point is assigned to each unit ball. The combinatorial difficulty depends on the numbers of balls and points, and the numerical difficulties increase with the dimensionality of the balls. Higher dimensionality leads to more nonlinear terms, and the upper bounds on the $\alpha$-variables, including the big-M coefficients, increase with the number of variables. The disjunctive structure arises from assigning each point to a ball, and each disjunct contains a convex quadratic constraint. By introducing auxiliary variables for the differences between the points and the centers, we express the convex hull by second-order cone constraints [14] in a form suitable for Gurobi. Bounds on the auxiliary variables in the $P$-split formulation are obtained using the same technique for deriving big-M coefficients in [37], but in the subspace corresponding to the auxiliary $\alpha$-variable. For
Figure 4: Optimal sparse input features for numbers 0 and 3 with different $\ell_1$-constraints on the input, along with two sample images. The NN has two hidden layers with 50 nodes in each, and is available: github.com/cog-imperial/PartitionedFormulations_NN.

these problems, it is possible to obtain tight bounds on the auxiliary variables (and tight big-M coefficients) by simply analyzing closed form expressions. Table 1 gives specific details on the P_ball problems used in the numerical comparison.

### 7.1.2 Finding optimal sparse input features of ReLU-NNs

Mixed-integer programming has been used for optimizing over trained neural networks (NNs) to quantify extreme outputs, compress networks, and solve verification problems [2, 16, 58]. We refer the reader to Huchette et al. [33] for an overview of applications and methods. These optimization problems are difficult due to a potentially weak continuous relaxation [2], and intermediate formulations between big-M and convex hull show promising results [66]. This paper uses a similar framework to identify optimal sparse input features (OSIF) [72]. The goal is to determine a sparse input that maximizes the prediction of a certain output. We consider NNs trained on the MNIST data set [40]. The goal is then to maximize the probability of the input being classified as a specific number by coloring a limited number of input-image pixels, with the number of pixels limited by the $\ell_1$-norm. Figure 4 illustrates optimal sparse input features for a NN with varying $\ell_1$-norm.

The disjunction in the optimization problems arises from encoding the switching behavior of the ReLU nodes. Each ReLU node can be represented by a disjunction

$$
\begin{bmatrix}
y = w^\top x + b \\
w^\top x + b \geq 0
\end{bmatrix} \lor
\begin{bmatrix}
y = 0 \\
w^\top x + b \leq 0
\end{bmatrix},
$$

where $x$ is the input vector, $b$ the bias, $w$ contains the weights, and $y$ is the output of the node. For more details of mixed-integer ReLU-NN encodings, see [2, 66].

Our numerical tests use NNs with two hidden layers, with either 50 or 75 nodes per layer, trained to classify handwritten digits from the MNIST data set. The networks were implemented and trained using the Adadelta solver in PyTorch [51]. Default hyperparameter values were used, except for the learning rate, which was set to 1. For each NN, we optimize the input for each classification category, resulting in ten optimization problems per network (classes for digits 0 through 9). For the numerical tests, we limit the $\ell_1$-norm of the input to be less than 5/10, which is mainly to keep the problems solvable within a reasonable time limit. We derive variable bounds with interval arithmetic and partition the variables using
the Tsay et al. [66] strategy based on node weights. Table 1 gives details on the OSIF problems used in the numerical comparison.

7.1.3 K-means clustering

K-means clustering [45] is a classical problem in data analysis and machine learning that is known to be NP-hard [1]. The goal is to partition data points into clusters such that the variance within each cluster is minimized. Using the Papageorgiou and Trespalacios [49] convex disjunctive programming formulation

\[
\begin{align*}
\min_{r \in \mathbb{R}^L, x_j \in \mathbb{R}^n} & \quad \sum_{i=1}^{L} r_i \\
\text{s.t.} & \quad \bigvee_{j \in K} \left[ \left\| x^j - d_i \right\|_2 \leq r_i \right] \\
& \quad r_i \leq \max_{l \in \{1, \ldots, L\}} \left\| d^i - d^l \right\|_2 \forall i \in \{1, \ldots, L\},
\end{align*}
\]

(39)

where \(x^j\) are the cluster centers, \(\{d^i\}_{i=1}^{L}\) are \(n\)-dimensional data points, and \(K = \{1, 2, \ldots, k\}\). For generating test instances, we used the G2 data set [23, 24] and the MNIST data set. The G2 data set contains clustered data of different dimensionality: we randomly selected a fixed number of data points to generate our test instances. For MNIST, each data point represents an image of a handwritten number with 784 pixels. For the MNIST-based problems, we select the first images of each class ranging from 0 to the number of clusters.

For both the big-M and \(P\)-split formulations, we used the tightest globally valid bounds. The lower bounds are trivial, and the tightest upper bounds for the auxiliary variables in the \(P\)-split formulations are given by the largest squared Euclidean distance between any two data points in the subspace corresponding to the auxiliary variable. For the convex hull formulation, we introduce auxiliary variables for the differences \((x - d)\) to express the convex hull of the disjunctions by rotated second-order cone constraints [14]. For these problems, the \(n\)-split formulation and the convex hull formulation have an equal number of variables, but different types of constraints. Table 1 gives specific details.

| name     | data points | data dimension | number of clusters |
|----------|-------------|----------------|-------------------|
| Cluster_g1 | 20          | 32             | 2                 |
| Cluster_g2 | 25          | 32             | 2                 |
| Cluster_g3 | 20          | 16             | 3                 |
| Cluster_m1 | 5           | 784            | 5                 |
| Cluster_m2 | 8           | 784            | 2                 |
| Cluster_m3 | 10          | 784            | 2                 |
| P_ball_1   | 8           | 5              | 32                |
| P_ball_2   | 8           | 4              | 48                |
| NN1_OSIF   | 784         | [50, 50]       | \(\|\cdot\|_1 \leq 5\) |
| NN2_OSIF   | 784         | [50, 50]       | \(\|\cdot\|_1 \leq 10\) |
| NN3_OSIF   | 784         | [75, 75]       | \(\|\cdot\|_1 \leq 5\) |
| NN4_OSIF   | 784         | [75, 75]       | \(\|\cdot\|_1 \leq 10\) |

Table 1: Details of the clustering, P_ball, and neural network problems. For the clustering and P_ball problems we randomly generated 15 instances of each class. The clustering problems with a "_g" in the name originate from the G2 data set, and the ones with an "_m" from MNIST. For each NN architecture, we trained 5 different NNs, and we optimize each of the 10 classifications individually, giving 50 instances of each class. This forms a test set with 320 optimization problems.
7.1.4 Semi-supervised K-means clustering

To test the impact of multiple constraints per disjunct, we also consider a modified version of the K-means clustering problem. Instead of assigning individual points to clusters, we assign groups of points to clusters. These problems arise in, e.g., semi-supervised clustering [3, 11] where we have known subsets of points in which all points have the same label. See figure Figure 5 for an illustration of this semi-supervised clustering task. For simplicity, we assume that we have \( L \) such subsets that each contains \( m \) points. Similar to the K-means clustering problem (39), this semi-supervised clustering problem can be formulated as

\[
\min_{r \in \mathbb{R}^L, x \in \mathbb{R}^n} \sum_{i=1}^{L} r_i \left( \sum_{j \in K_i} \| x^j - d^i \|_2^2 \leq r_i \right) \quad \forall i \in \{1, 2, \ldots, L\},
\]

where \( d^1, \ldots, d^k \) are \( n \)-dimensional data points belonging to the same group, \( x^j \) are the cluster centers, and \( K = \{1, 2, \ldots, k\} \) contains the index of each group, i.e., each assigned label. Here we only consider the cases where \( L > |K| \), otherwise, there is a trivial solution to the clustering.

We generate a few problem instances using the MNIST data set [40], and vary the number of data points (images) in each group. We randomly select the data, but such that the data points in each group have the same label and that the number of different labels among the groups matches the desired number of clusters. The characteristics of the instances are shown in Table 2. The main purpose of these instances is to test the impact of the number of constraints per disjunct on the performance of \( P \)-split formulations; therefore, the number of groups and clusters is kept constant. We generate 3 different instances of each type by randomly selecting two labels and data points with these labels from MNIST.

| name         | data points per group | # groups | # clusters | # data dimension |
|--------------|-----------------------|----------|------------|-----------------|
| Semi_cluster_1 | 1                     | 6        | 2          | 784             |
| Semi_cluster_2 | 2                     | 6        | 2          | 784             |
| Semi_cluster_3 | 3                     | 6        | 2          | 784             |
| Semi_cluster_4 | 4                     | 6        | 2          | 784             |
| Semi_cluster_5 | 5                     | 6        | 2          | 784             |
| Semi_cluster_6 | 6                     | 6        | 2          | 784             |
| Semi_cluster_7 | 7                     | 6        | 2          | 784             |
| Semi_cluster_8 | 8                     | 6        | 2          | 784             |

Table 2: Details of semi-supervised K-means clustering test instances.
7.1.5 Computational setup

We modeled all the formulations using Gurobi’s Python interface and solved them using Gurobi. The computational performance of the formulations depends on both the tightness of the continuous relaxation and the computational complexity of the subproblems. To minimize the variations caused by heuristics in Gurobi, we used parameter settings $\text{MIPFocus} = 3$, $\text{Cuts} = 1$, and $\text{MIQCPMethod} = 1$ for all problems. We found that using $\text{PreMIQCPForm} = 2$ drastically improves the performance of the extended convex hull formulations for the clustering and $P$-ball problems. However, it resulted in worse performance for the other formulations and, therefore, we only used it with the convex hull. Since the NN problems only contain linear constraints, they are only affected by the $\text{MIPFocus}$ and $\text{Cuts}$ parameters. We applied a time limit of 1800s for all problems. Default parameters were used for all other settings and we have used Gurobi version 9. All the clustering and $P$-ball problems were solved on a laptop with an i9 9980HK processor and 32GB RAM. The NN problems were solved on desktop computers with i7 8700K processors and 16GB RAM.

As described in Section 6, different variable partitionings can lead to differences in the $P$-split formulations. For the clustering, semi-supervised clustering, and $P$-ball problems, we partitioned the variables based on their ordered indices and used the smallest valid M-coefficients and tight globally valid bounds for the $\alpha$-variables. For these problems, the variables are “symmetric” in the sense that they have a similar role in the optimization problem and there are no groups of variables that are clearly more important. In such circumstances, the partitioning strategy is likely less important, and initial tests indeed showed little variation from other partitioning strategies. For the NN problems, we obtained bounds using interval arithmetic and used the equal size partitioning strategy [66]. For the NN problems, the partitioning strategy is more important as there are variables that play a more prominent role.

7.2 Computational results

Table 3 summarizes the computational results by showing the average time and average number of explored nodes to solve the problems with big-M, $P$-split, and the convex hull formulations. For the tasks of optimizing the NNs, we did not include the convex hull or $n$-split formulations as these were computationally intractable. Even for the smallest NNs, the $n$-split and convex hull formulations became difficult to handle (it took over 5 minutes to get past the root node). The result that the convex hull formulation for NNs can be computationally inefficient, or even intractable, aligns well with prior observations [2].

The results show that the $P$-split formulations can have a computational advantage over both the classical big-M formulation and the convex hull formulation. The advantage comes from the continuous relaxation being tighter than the relaxation obtained by big-M, while the subproblems remain computationally cheaper than those originating from the convex hull. The results support the hypothesis that $P$-split formulations can well-approximate the convex hull, as the number of explored nodes are similar with both types of formulations for many of the problems. For several of the problem classes, there is a clear trade-off where the intermediate $P$-split formulations, that are not as tight as possible but with fewer variables and constraints, result in the best computational performance. For the different classes of problems, the optimal value of $P$ varies. However, the various $P$-split formulations perform well overall, and for some classes all the $P$-split formulations we tested outperform both big-M and convex hull formulations.

For the NNs, the smaller $P$-split formulations tend to result in the best computational performance, which can be explained by the size of the problems and their structure. Even for the smallest NNs, we end up with 100 disjunctive constraints and for 50 of these we have 784 variables participating in each disjunctive constraint. Furthermore, the disjunctive constraints appear in a sequential fashion, i.e., the outputs of the nodes in the first layer forms the input to the second layer. Combined with the fact that tight bounds cannot easily be determined for variables associated with the second layer, we can end up with a weak continuous relaxation even if we use the convex hull of each disjunctive constraint. Therefore, the smaller $P$-split formulations, i.e., $P = 2, 3, 4$, can have an advantage as the relaxation is tighter than big-M while the subproblems remain of similar size.

The results for the clustering problems are also interesting. The $P$-split formulations seem particularly well-suited for this class of problems and clearly outperform both the convex hull and big-M formulations.
in terms of computational time. For these problems, the \( n \)-split formulation, \( i.e., |I_s| = 1 \), has the same number of variables as the extended convex hull formulation. But, as these problems have nonlinear constraints in the disjuncts, the \( n \)-split formulation will not necessarily be as strong as the convex hull. However, as the \( n \)-split formulation effectively linearizes the disjunctions, we end up with simpler constraints. Specifically, to express the convex hull, we need rotated second-order cone constraints, while the \( n \)-split formulation is represented through linear and convex quadratic constraints.

Next, we run the test problems presented in Table 2 with a similar set-up to investigate the performance of \( P \)-split formulations with varying number of constraints per disjunct. Here we exclude the big-M formulation, as it was clear that it would time out on the majority of the instances. The results are presented in Table 4. The results show similar benefits of the \( P \)-split formulations, even as the number of constraints per disjunct increases. The convex hull formulations result in fewer explored nodes due to having a stronger continuous relaxation, but as mentioned, this comes at the cost of a computationally more expensive problem formulation. Overall, increasing the number of constraints per disjuncts leads to more difficult problems with more constraints and variables in both the \( P \)-split and convex hull formulations. Nevertheless, as the number of constraints increases, we still observe a clear advantage of the intermediate \( P \)-split formulations.

Overall, the \( P \)-split formulations perform well for the clustering, semi-supervised clustering, and \( P \_ball \) problems. For these problems, there is a clear advantage of using an intermediate formulation, and a few variables per partition seems to be the best choice. There is some variation in the choice of \( P \) that results in the best performance in terms of computational time, but overall we obtain a good performance with both 2, 3, and 4 variables per partition. As expected, the number of explored nodes decreases with the number of splits as we get stronger relaxations, and for the \( n \)-split formulations (with only one variable per partition), we are close to the convex hull in terms of the number of nodes explored to solve the problems.
Table 3: Average time (seconds) and number of explored nodes for solved problems. If more than half of the problems in a class timed out, we report the average remaining gap instead of number of nodes. For the clustering and P-ball problems, the results are grouped according to the number of variables in each split category, and the results for the NNs are grouped based on the number of splits. The shaded cells indicate settings where the P-split formulations outperformed both the big-M and convex hull formulations in terms of solution time. Average times and numbers of nodes for NN problems are computed only for problems solved by all formulations.
Table 4: Average time (seconds) and number of explored nodes for solved problems with $P$-split formulations and convex hull (CH) formulation. If more than half of the problems in a class time out, we report the average remaining gap instead of the number of nodes. Instead of the number of splits, we list the number of variables in each split partitioning, $|I_s|$. As 784 is not divisible by 3, it is not possible to partition the expressions perfectly into groups of 3. Instead we have one partitioning with only one variable and 261 partitionings with 3 variables. The number in the instance name gives the number of constraints per disjoint.

| Semi_cluster | Number of variables | $P$-split | $P$-split | $P$-split | $P$-split | CH |
|--------------|---------------------|-----------|-----------|-----------|-----------|----|
| time         | $|I_s| = 8$          | $|I_s| = 4$ | $|I_s| \approx 3$ | $|I_s| = 2$ | $|I_s| = 1$ |
| # nodes      |                     |           |           |           |           |    |
| Semi_cluster_1 | 5.5                 | 5.5       | **5.4**   | 7.8       | 16        | 131|
|              | 701                 | 220       | 117       | 83        | 57        | 58 |
| Semi_cluster_2 | 61                  | **28**    | **28**    | 38        | 53        | 1418 |
|              | 861                 | 340       | 240       | 139       | 92        | 70 |
| Semi_cluster_3 | 257                 | **102**   | 110       | 71        | 209       | 1795 |
|              | 781                 | 217       | 192       | 159       | 92        | 43 |
| Semi_cluster_4 | 565                 | 289       | **173**   | 199       | 310       | >1800 |
|              | 763                 | 257       | 188       | 146       | **95**    | 70%  |
| Semi_cluster_5 | 843                 | 420       | **393**   | **199**   | 597       | >1800 |
|              | 625                 | 244       | 179       | 167       | **103**   | 76%  |
| Semi_cluster_6 | 1270                | 685       | 598       | **371**   | 1139      | >1800 |
|              | 717                 | 240       | 204       | 163       | **129**   | 85%  |
| Semi_cluster_7 | >1800               | 529       | **435**   | 467       | 1233      | >1800 |
|              | 22%                 | 276       | 199       | 177       | **108**   | 92%  |
| Semi_cluster_8 | 1691                | 991       | 634       | **469**   | 1493      | >1800 |
|              | 574                 | 220       | 208       | 167       | **108**   | 94%  |

8 Conclusions

We presented $P$-split formulations, a framework for generating a class of mixed-integer formulations of disjunctive constraints. The continuous relaxations of $P$-split formulations are between the relaxations of the big-M and convex hull formulations. We proved that the strength of the $P$-split formulations depends on the number of splits $P$, and that increasing $P$ results in formulations with stronger continuous relaxations. Furthermore, we showed, under some circumstances, the $P$-split formulations converge to an one with equally strong relaxation as the convex hull. The numbers of variables and constraints introduced by $P$-split formulations depend on the numbers of splits and disjunctive terms, rather than on the number of variables present in the disjunctive constraint. The number of splits $P$ is thus a parameter that can be selected to balance the tradeoff between relaxation strength and size of the resulting optimization model.

The numerical results show a great potential of the $P$-split formulations, by providing a good approximation of the convex hull through a computationally simpler problem. For several of the test problems, the intermediate formulations result in a similar number of explored nodes as the convex hull formulation, while reducing the total solution time by an order of magnitude. It is worth mentioning that problems in the computational experiments all have the desired structure described in Assumptions 1–4. Without this structure, the $P$-split formulations do not necessarily have an advantage over either the big-M or convex hull formulation. But for problems with a suitable structure, they offer a valuable alternative.
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Appendix A

In Section 3, we omitted some details on the illustrative example (ex-1). To make the comparison as fair as possible, we have determined the tightest possible bounds for all the split variables without considering interactions between the split variables. Since the 1-split is equivalent to the big-M formulation, these bounds also give us the smallest valid big-M coefficients.

By considering both the box constraints and the fact that one of the constraints in the two disjunctions must hold, we can derive stronger valid bounds. For a 1-split formulation the bounds are

\[
\alpha_1^\bar{=} = 0, \quad \bar{\alpha}_1^\bar{=} = 4 \cdot 4^2, \\
\alpha_2^\bar{=} = -4 \cdot 4, \quad \bar{\alpha}_2^\bar{=} = 4 \cdot \sqrt{1/4}. \quad (41)
\]

Due to symmetry, the bounds for any balanced 2-split formulation, i.e., with the same number of variables in each split, are

\[
\alpha_s^1 = 0, \quad \bar{\alpha}_s^1 = 2 \cdot 4^2, \quad \forall s \in \{1, 2\}, \\
\alpha_s^2 = -2 \cdot 4, \quad \bar{\alpha}_s^2 = 2 \cdot \sqrt{1/2}, \quad \forall s \in \{1, 2\}. \quad (42)
\]

Finally, for a 4-split formulation the bounds are

\[
\alpha_s^1 = 0, \quad \bar{\alpha}_s^1 = 4^2, \quad \forall s \in \{1, 2, 3, 4\}, \\
\alpha_s^2 = -4, \quad \bar{\alpha}_s^2 = 1, \quad \forall s \in \{1, 2, 3, 4\}. \quad (43)
\]

Note these bounds on the \(\alpha_s^2\) variables are not additive (Definition 3).

In practice, we are often not able to obtain the tightest bounds without running, a potentially expensive, optimization-based bounds tightening procedure. Therefore, an interesting question is: how are the \(P\)-split formulations affected by weaker bounds? By observing that \(-1 \leq x_i, \quad \forall i \in \{1, 2, 3, 4\}\), we can derive the following bounds with simple interval arithmetic

\[
\alpha_s^1 = 0, \quad \bar{\alpha}_s^1 = (0.5P^2 - 3.5P + 7) \cdot 4^2, \quad \forall s \in \{1, \ldots, P\}, \\
\alpha_s^2 = -(0.5P^2 - 3.5P + 7) \cdot 4, \quad \bar{\alpha}_s^2 = (0.5P^2 - 3.5P + 7), \quad \forall s \in \{1, \ldots, P\}, \quad (44)
\]

where \(P \in \{1, 2, 4\}\) is the number of splits. Using these bounds in the \(P\)-split formulations results in the relaxations shown in Figure 6. The bounds in (44) are additive, and, as shown in the figure, each split results in a strictly tighter relaxation. Compared to Figure 1, we observe that the weaker bounds result in overall weaker relaxations, but the hierarchical nature of the \(P\)-split formulations remains.

![Figure 6: The dark regions show the feasible set of (ex-1) in the \(x_1, x_2\) space. The light grey areas show the continuously relaxed feasible set of the \(P\)-split formulations with the bounds in (44).](image-url)