The emergence of expanding space–time and intersecting D-branes from classical solutions in the Lorentzian type IIB matrix model
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Abstract

The type IIB matrix model is a promising candidate for a nonperturbative formulation of superstring theory. As such, it is expected to explain the origin of space–time and matter at the same time. This has been partially demonstrated by the previous Monte Carlo studies on the Lorentzian version of the model, which suggested the emergence of (3+1)-dimensional expanding space–time. Here we investigate the same model by solving numerically the classical equation of motion, which is expected to be valid at late times since the action becomes large due to the expansion of space. Many solutions are obtained by the gradient descent method starting from random matrix configurations, assuming a quasi-direct-product structure for the (3+1)-dimensions and the extra 6 dimensions. We find that these solutions generally admit the emergence of expanding space–time and a block-diagonal structure in the extra dimensions, the latter being important for the emergence of intersecting D-branes. For solutions corresponding to D-branes with appropriate dimensionality, the Dirac operator is shown to acquire a zero mode in the limit of infinite matrix size.
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1 Introduction

Superstring theory has been investigated intensively as a unified theory including quantum gravity. However, in its perturbative formulation that has been established so far, there exist tremendously many stable vacua corresponding to various space–time dimensionality, gauge groups and matter contents. Also, it is known that the cosmic singularity at the beginning of the Universe cannot be resolved within perturbative superstring theory \[1-4\]. In order to address these issues, nonperturbative formulation is clearly needed, and the matrix models \[5-7\] have been proposed as its candidates.

In this paper, we focus on the type IIB matrix model \[6\], which is distinctive in that not only space but also time emerges dynamically from the matrix degrees of freedom. Indeed, it was shown by Monte Carlo simulation that (3+1)-dimensional expanding space–time appears from the Lorentzian version of the model \[8\]. The time scale that has been probed by the simulation is typically of the order of the Planck scale. This line of research has been continued in Refs. \[9-14\], whereas the Euclidean version has been investigated in Refs. \[15,16\] and references therein.

In order to probe the space–time at later times than the Planckian time, we need to increase the matrix size by many orders of magnitude, which is not feasible in numerical simulations. On the other hand, it is expected that the classical approximation is valid at late times because the action becomes large due to the expansion of space. Various classical solutions that allow cosmological interpretations have been found \[17-20\], and a systematic method for constructing classical solutions was also developed \[18\]. (See also Refs. \[21,22\] for related papers in this direction.) However, the class of solutions that has been constructed so far looks too simple to describe our real world.

In fact, solving the classical equation of motion in the type IIB matrix model is quite different from ordinary classical dynamics, in which one solves a differential equation with some initial conditions. This is because the notion of time does not exist from the outset in this model, and it should emerge dynamically from the matrix degrees of freedom. Here we propose a method based on the gradient descent method, which enables us to generate infinitely many classical solutions starting from random matrix configurations. In particular, we assume a “quasi” direct-product structure for the (3+1) dimensions and the extra 6 dimensions, which is the most general structure compatible with the (3+1)-dimensional Lorentz symmetry \[24\]. Our ultimate goal is to determine the solution that describes our real world by identifying a specific solution that appears from the dominant configurations obtained by numerical simulations. We consider that some, if not all, of the qualitative features of such a solution should be captured by the solutions generated by our method.
In typical solutions, we find that the (3+1)-dimensional space–time exhibits an expanding behavior with a smooth structure. This is in sharp contrast to the situation with the previous Monte Carlo studies of the Lorentzian type IIB matrix model [13], where it was found that the 3-dimensional expanding space is described essentially by the Pauli matrices. This singular structure has been attributed to the approximation used to avoid the sign problem in the Monte Carlo simulation. Indeed a clear departure from the Pauli-matrix structure has been observed in Ref. [14], where the sign problem was treated correctly by the complex Langevin method for a simpler bosonic Lorentzian model. Based on this observation, it has been conjectured that a smooth (3+1)-dimensional expanding space–time should emerge dynamically from the Lorentzian type IIB matrix model in the large-$N$ limit. Our results for the classical solutions support this conjecture.

Another issue we would like to address in this paper concerns how the Standard Model particles emerge from the type IIB matrix model at low energy. In fact, Refs. [25–27] discussed matrix configurations representing intersecting D-branes that can accommodate Standard Model fermions although it was not clear whether such configurations can be realized as classical solutions. Here we find that a slight extension of the simple direct-product structure, which we refer to as the “quasi” direct-product structure above, naturally realizes classical solutions with a block-diagonal structure in the extra dimensions, which corresponds to intersecting D-branes. By choosing the dimensionality of the intersecting D-branes appropriately, we observe a trend that the Dirac operator acquires a zero mode in the large-$N$ limit. We also confirm that the wave function of the zero mode is localized at a point, which is consistent with the picture of intersecting D-branes.

In this scenario, the Dirac zero modes appear in pairs with opposite chirality. As simple ways to obtain chiral fermions from classical solutions in the type IIB matrix model, one can either compactify the model on a noncommutative torus [28,29] or one can replace the matrices by operators [30] assuming $N = \infty$. However, it is still an open question whether the original type IIB matrix model can give rise to chiral fermions at low energy starting from finite $N$ and taking the large-$N$ limit.

The rest of this paper is organized as follows. In Sect. 2, we explain how we generate classical solutions of the type IIB matrix model assuming a quasi-direct-product structure for the (3+1) dimensions and the extra 6 dimensions. In Sect. 3, we investigate the space–time structure in the (3+1) dimensions and show that the expanding behavior with a smooth structure appears in typical solutions. In Sect. 4, we show that the block-diagonal structure in the extra dimensions that appears naturally in typical solutions can be viewed as a realization of intersecting D-
branes. In particular, we show that the Dirac zero modes appear with localized wave functions when the dimensionality of the D-branes is chosen appropriately. Section 5 is devoted to a summary and discussions.

2 Generating classical solutions

In this section, after a brief review of the type IIB matrix model, we explain how we generate its classical solutions numerically.

2.1 The type IIB matrix model and its classical solutions

The action of the type IIB matrix model is given as \[ S = S_b + S_f, \] (2.1)

where \( A_M \) \((M = 0, \ldots, 9)\) and \( \Psi_\alpha \) \((\alpha = 1, \ldots, 16)\) are \( N \times N \) traceless Hermitian matrices, while \( \Gamma^M \) and \( C \) are the gamma matrices and the charge conjugation matrix in 10 dimensions after the Weyl projection. The indices \( M \) and \( N \) are raised and lowered by using the metric \( \eta = \text{diag}(-1, 1, \ldots, 1) \). The action is invariant under the SO(9,1) transformation, where \( A^M \) and \( \Psi_\alpha \) transform as a Lorentz vector and a Majorana–Weyl spinor, respectively. The action is also invariant under the SU(\( N \)) transformation

\[ A_M \mapsto UA_MU^\dagger, \quad \Psi_\alpha \mapsto U\Psi_\alpha U^\dagger, \] (2.4)

where \( U \in \text{SU}(N) \). The Euclidean version can be defined by the replacement \( A_0 = iA_{10} \), where \( A_{10} \) is Hermitian, but here we stick to the Lorentzian version given above. In order to make the Lorentzian model well-defined, we impose the constraints

\[ \frac{1}{N} \text{Tr}(A_0)^2 = \kappa, \quad \frac{1}{N} \text{Tr}(A_I)^2 = 1 \quad (I = 1, \ldots, 9), \] (2.5)

which correspond to the IR cutoffs introduced in Ref. [8].

At late times, we expect that the classical approximation is valid due to the expansion of space. We therefore solve the classical equation of motion of this model, which reads

\[ [A^M, [A_M, A_0]] - \xi A_0 = 0, \quad [A^M, [A_M, A_I]] - \zeta A_I = 0, \] (2.6)

\[ ^1\text{Strictly speaking, the IR cutoffs introduced in Ref. [8] take the form of inequalities unlike Eq. (2.5). This is not a big difference, however, since the inequalities are actually saturated in numerical simulations for entropic reasons.} \]
where $\xi$ and $\zeta$ are the Lagrange multipliers corresponding to the constraints \((2.5)\). Note here that if $\xi = \zeta = 0$, classical solutions are always simultaneously diagonalizable, as is proved in Appendix A of Ref. [20]. Thus the existence of the constraints \((2.5)\) is crucial in obtaining nontrivial solutions.

In this paper we search for solutions with a quasi-direct-product structure for the \((3+1)\) dimensions and the extra 6 dimensions \([24]\) given as

$$A_{\mu} = X_{\mu} \otimes M \quad (\mu = 0, 1, 2, 3), \quad A_a = 1 \otimes Y_a \quad (a = 4, \ldots, 9),$$

\((2.7)\)

where the $N_X \times N_X$ Hermitian matrices $X_{\mu}$ represent the structure in the \((3+1)\) dimensions, and the $N_Y \times N_Y$ Hermitian matrices $Y_a$ represent the structure in the extra 6 dimensions with $N = N_X N_Y$. This structure is actually compatible with the SO(3,1) symmetry

$$UA_{\mu} U^\dagger = O_{\mu}^\nu A_{\nu}, \quad UA_a U^\dagger = A_a,$$

\((2.8)\)

where $U = g \otimes 1 \in \text{SU}(N)$, $g \in \text{SU}(N_X)$ and $O_{\mu}^\nu \in \text{SO}(3,1)$ if $X_{\mu}$ satisfy $gX_{\mu}g^\dagger = O_{\mu}^\nu X_{\nu}$. Note that the $N_Y \times N_Y$ Hermitian matrix $M$ does not have to be $M = 1$, which would correspond to the direct-product structure. We will see that the matrix $M \neq 1$ plays an important role in making $Y_a$ block-diagonal, which will be interpreted later as dynamical generation of intersecting D-branes.

### 2.2 The algorithm

Since time does not exist \textit{a priori} in the type IIB matrix model, solving the classical equation of motion \((2.6)\) requires some method other than just solving differential equations unlike in ordinary classical dynamics. Here we define a “potential”

$$V = \text{Tr} \left( [A^M, [A^M, A^0]] - \xi A^0 \right)^2 + \text{Tr} \left( [A^M, [A^M, A^I]] - \zeta A^I \right)^2,$$

\((2.9)\)

which takes the minimum $V = 0$ if and only if $A^M$ solves the classical equation of motion \((2.6)\).

By minimizing $V$ using the gradient descent method starting from random configurations, we can generate classical solutions. Within our ansatz \((2.7)\), the constraints \((2.5)\) reduce to

$$\frac{1}{N_X} \text{Tr} (X_0)^2 = \kappa , \quad \frac{1}{N_Y} \text{Tr} M^2 = 1 ,$$

\((2.10)\)

$$\frac{1}{N_X} \sum_{i=1}^3 \text{Tr} (X_i)^2 + \frac{1}{N_Y} \sum_{a=4}^9 \text{Tr} (Y_a)^2 = 1 ,$$

\((2.11)\)

where Eq. \((2.10)\) is chosen by using the redundancy under the rescaling $X_{\mu} \mapsto sX_{\mu}$ and $M \mapsto s^{-1}M$, which leaves $A_{\mu} = X_{\mu} \otimes M$ unaltered.
The initial configuration is prepared by generating Gaussian variables for each element of \( X_\mu \), \( Y_a \) and \( M \) in Eq. (2.7). Since the equation of motion (2.6) is invariant under rescaling 

\[
A_M \rightarrow sA_M \ , \quad \xi \rightarrow s^2 \xi \ , \quad \zeta \rightarrow s^2 \zeta \ ,
\]  

(2.12)

we make this rescaling at each step of the algorithm in such a way that the second equation of (2.5) is satisfied. The algorithm proceeds by updating \( X_\mu \), \( Y_a \) and \( M \) with the increment

\[
\delta X_\mu = -\epsilon \frac{\partial V}{\partial X_\mu^*} \ , \quad \delta Y_a = -\epsilon \frac{\partial V}{\partial Y_a^*} \
\delta M = -\epsilon \frac{\partial V}{\partial M^*} \ ,
\]  

(2.13)

where the stepsize \( \epsilon \) is taken to be small enough to make sure that \( V \) decreases at each step. We repeat Eqs. (2.12) and (2.13) until \( V \) becomes as small as \( O(10^{-4}) \). The first equation of Eq. (2.10) is not imposed on configurations during this procedure, and we use it only to determine the value of \( \kappa \) after a classical solution is found. In this way, we can obtain infinitely many solutions with some \( \kappa \) depending on the initial random configuration and the initial values of \( \xi \) and \( \zeta \).

### 2.3 Typical solutions

In typical solutions generated by our algorithm, it turns out that the matrices \( M \) and \( Y_a \) take the form

\[
M = \sqrt{\frac{N_Y}{N_Y - n_0}} \begin{pmatrix} -1_{n_-} & 0_{n_0} & 1_{n_+} \end{pmatrix} \ , \quad Y_a = \begin{pmatrix} Y_a^{(-)} & Y_a^{(0)} & Y_a^{(+)} \end{pmatrix}
\]  

(2.14)

up to the SU\((N_Y)\) symmetry and \( N_Y = n_- + n_0 + n_+ \). This implies that

\[
\frac{N_Y - n_0}{N_Y} M^3 = M \ , \quad [M,Y_a] = 0 .
\]  

(2.15)

Plugging Eq. (2.15) into the equation of motion (2.6) with the ansatz (2.7), we find that \( X_\mu \) and \( Y_a \) decouple as

\[
[X_\nu, [X_\nu, X_0]] - \xi X_0 = 0 , \\
[X_\nu, [X_\nu, X_i]] - \zeta X_i = 0 \quad (i = 1, 2, 3) , \\
[Y_a^0, [Y_b, Y_a]] - \zeta Y_a = 0 \quad (a = 4, \ldots, 9) .
\]  

(2.16)  

(2.17)

In this work, we set the parameters \( \xi \) and \( \zeta \) to be equal in order to respect the SO\((3,1)\) symmetry and take them to be positive. Note that once we impose this condition on the initial

\[\text{The coefficient } N_Y/(N_Y - n_0) \text{ for } M \text{ is simply due to the chosen normalization } (1/N_Y)\text{Tr}M^2 = 1.\]
values of $\xi$ and $\zeta$, it is satisfied automatically at each step. The value of $\kappa$ turns out to be close to $1/3$ as far as we use the same Gaussian distribution for all the elements of $X_\mu$, $Y_a$ and $M$ in the initial configuration. A solution that belongs to the above class (2.14) is obtained without being trapped in a local minimum when the value of the parameter $\zeta$ lies within the range

$$0.1 \lesssim \zeta \lesssim 0.5 \ . \quad (2.18)$$

3 Space-time structure in the (3+1) dimensions

Using the method described in the previous section, we obtain classical solutions of the type IIB matrix model within the ansatz (2.7). By generating the initial configurations randomly, we can obtain as many solutions as we wish satisfying (2.15)–(2.17). In this section, we focus on the matrices $X_\mu$ in Eq. (2.7), which represent the structure of the (3+1)-dimensional space–time.

3.1 Band-diagonal structure

Using the SU($N$) symmetry (2.4) with $U = g \otimes 1$, $g \in$ SU($N_X$), we can choose a basis in which $X_0$ is diagonal with its elements arranged in ascending order. In Fig. 1, we show the eigenvalues $\alpha_p$ ($p = 1, \ldots, N_X$) of $X_0$ for a typical solution with $N_X = 64$. We find that the eigenvalues are almost uniformly distributed, which suggests that we can define a continuous time in the $N_X \to \infty$ limit.

In the basis that makes $X_0$ diagonal, the spatial matrices $X_i$ ($i = 1, 2, 3$) are not diagonal.

Figure 1: The eigenvalues $\alpha_p$ ($p = 1, \ldots, N_X$) of $X_0$ are plotted against the label $p$ in the ascending order for a typical solution with $N_X = 64$. 

\[ 
\begin{array}{c}
\text{Figure 1: The eigenvalues } \alpha_p \text{ } (p = 1, \ldots, N_X) \text{ of } X_0 \text{ are plotted against the label } p \text{ in the ascending order for a typical solution with } N_X = 64. \\
\end{array} \]
The quantity $\Delta_{pq}$ defined by Eq. (3.1) is plotted against the labels $p$ and $q$ for the typical solution with $N_X = 64$. In general, but they actually turn out to be band-diagonal. In order to see it, we plot

$$\Delta_{pq} = \sum_{i=1}^{3} |(X_i)_{pq}|^2$$

for the same solution in Fig. 2. We find that $\Delta_{pq}$ becomes very small for $|p - q| \geq n$ with some integer $n$, which is $n \sim 10$ for the configuration in Fig. 2. The band-diagonal structure guarantees the locality of time, which enables us to extract the time evolution as we discuss in the next section.

The uniform distribution of $\alpha_p$ and the band-diagonal structure in $X_i$ are common features of the solutions we obtain. They are actually shared also by the dominant configurations generated by previous Monte Carlo studies [9–12]. As we mentioned below (2.6), the classical solutions are strictly diagonal for $\xi = \zeta = 0$. Therefore, the band-diagonal structure may be viewed as a deviation from the diagonal matrix due to finite $\xi$ and $\zeta$.

### 3.2 Extracting the time evolution

Next we discuss how we extract the time evolution from a given classical solution. The band-diagonal structure discussed in the previous section plays a crucial role here.

Let us define an $n \times n$ block $\bar{X}_i(t)$ by

$$(\bar{X}_i(t))_{rs} = (X_i)_{k+r,k+s} \quad (r, s = 1, 2, \ldots, n),$$

where $k = 0, 1, \ldots, N_X - n$ and the argument $t$ represents the time defined by

$$t = \frac{1}{n} \sum_{r=1}^{n} \alpha_{k+r}.$$
Figure 3: The extent of space $R^2(t)$ is plotted against $t$ for the typical solution with $N_X = 64$ and the block size $n = 10$.

This block matrix $\bar{X}_i(t)$ represents the space structure at time $t$, from which one can obtain the time evolution of the 3-dimensional space.

For instance, we define the extent of space at $t$ by

$$R^2(t) = \frac{1}{n} \sum_{i=1}^{3} \text{tr} \left( \bar{X}_i(t) \right)^2,$$  \hspace{1cm} (3.4)

where the symbol “tr” represents the trace over an $n \times n$ matrix. In Fig. 3 we plot $R^2(t)$ for the typical solution discussed in Sect. 3.1. We find that $R^2(t)$ is roughly symmetric under $t \mapsto -t$ reflecting the symmetry of the model under $A_0 \mapsto -A_0$. In particular, an expanding behavior is seen at $t > 0$, which is consistent with the results of simulations [14] at late time.

Next we define a $3 \times 3$ real symmetric tensor

$$T_{ij}(t) = \frac{1}{n} \text{tr} \left( \bar{X}_i(t) \bar{X}_j(t) \right),$$  \hspace{1cm} (3.5)

whose eigenvalues $\lambda_i(t)$, which we order as $\lambda_1(t) \leq \lambda_2(t) \leq \lambda_3(t)$, represent how the 3-dimensional space extends in each direction. Note that they are related to the extent of space $R^2(t)$ as

$$R^2(t) = \sum_{i=1}^{3} \lambda_i(t).$$  \hspace{1cm} (3.6)

In Fig. 4 we plot the eigenvalues $\lambda_i(t)$ for the typical solution discussed above. The three eigenvalues $\lambda_i(t)$ turn out to be roughly equal at each time. We have also confirmed that the three eigenvalues tend to come closer to each other as one increases the matrix size $N_X$, suggesting that the SO(3) symmetry is recovered in the limit of infinite matrix size.
Figure 4: The eigenvalues $\lambda_i(t)$ of $T_{ij}(t)$ ($i,j = 1,2,3$) are plotted against $t$ for the typical solution with $N_X = 64$ and the block size $n = 10$.

Figure 5: The eigenvalues of $Q(t)$ are plotted against $t$ for the typical solution with $N_X = 64$. There are ten of them reflecting the chosen block size $n = 10$. 
In order to probe the structure of the 3-dimensional space emerging from the classical solutions in more detail, we define an \( n \times n \) matrix
\[
Q(t) = \sum_{i=1}^{3} \bar{X}_i(t)^2,
\]
whose eigenvalues \( q_r(t) \) represent the radial distribution of the points which describe the 3-dimensional space. Note that the eigenvalues \( q_r(t) \) are related to the extent of space \( R^2(t) \) as
\[
R^2(t) = \frac{1}{n} \sum_{r=1}^{n} q_r(t) .
\]

In Fig. 5, we plot the eigenvalues of \( Q(t) \) for the same typical solution discussed above. We find that they are densely distributed at each time and that all the eigenvalues are growing with time in the \( t > 0 \) region. This is in sharp contrast to the results for the configurations obtained by the previous Monte Carlo studies of the Lorentzian type IIB matrix model \cite{13}, where only two of the eigenvalues grow with time, while the others remain small and constant. As we mentioned in the Introduction, the latter behavior is interpreted as a consequence of the approximation used in the Monte Carlo studies to avoid the sign problem. Our results for the classical solutions suggest the emergence of smooth \((3+1)\)-dimensional expanding space–time in the large-\( N \) limit.

4 The emergence of intersecting D-branes

In this section we discuss how chiral zero modes appear from the type IIB matrix model. A general discussion on the Dirac equation implies that it is necessary to have zero modes in the 6-dimensional Dirac operator. In fact, we show that the block-diagonal structure \( (2.14) \) of the typical solutions can be regarded as the emergence of intersecting D-branes. Indeed we find that zero modes appear in the limit of infinite matrix size if the dimensionality of the branes is chosen appropriately.

4.1 The Dirac equation

From the fermionic action \( (2.3) \) of the type IIB matrix model, one obtains the 10-dimensional Dirac equation
\[
\Gamma^M \left[ A_M, \Psi \right] = 0 ,
\]
where \( \Psi \) satisfies the Weyl condition
\[
\Gamma_\chi \Psi = \Psi
\]
with the chirality operator $\Gamma_\chi$ in 10 dimensions. Here we decompose the 10-dimensional gamma matrices $\Gamma^M$ as

$$\Gamma^\mu = \rho^\mu \otimes 1 , \quad \Gamma^a = \rho_\chi \otimes \gamma^a ,$$  \hspace{1cm} (4.3)

where $\rho^\mu$ and $\gamma^a$ are the 4-dimensional and 6-dimensional gamma matrices, respectively. Note that the chirality operator $\Gamma_\chi$ is also decomposed as

$$\Gamma_\chi = \rho_\chi \otimes \gamma_\chi ,$$  \hspace{1cm} (4.4)

where $\rho_\chi$ and $\gamma_\chi$ are the chirality operators in 4 and 6 dimensions, respectively.

Suppose $\Psi$ is chiral in 4 dimensions, meaning

$$\left( \rho_\chi \otimes 1 \right) \Psi = \pm \Psi .$$  \hspace{1cm} (4.5)

Due to the chirality (4.2) in 10 dimensions, Eq. (4.5) implies

$$\left( 1 \otimes \gamma_\chi \right) \Psi = \pm \Psi ;$$  \hspace{1cm} (4.6)

i.e., $\Psi$ is chiral also in 6 dimensions.

Let us next decompose Eq. (4.1) into two terms as

$$\Gamma^\mu \left[ A_\mu , \Psi \right] + \Gamma^a \left[ A_a , \Psi \right] = 0 .$$  \hspace{1cm} (4.7)

Note that the first term and the second term have opposite chirality in 4 dimensions as well as in 6 dimensions, which implies that each term has to vanish separately. Thus, in order to obtain chiral fermions in four dimensions, we need to have Dirac zero modes in 6 dimensions; i.e.,

$$\Gamma^a \left[ A_a , \Psi \right] = 0 .$$  \hspace{1cm} (4.8)

Let us now consider that $A_M$ is a classical solution with the quasi-direct-product structure (2.7). Since $A_a = 1 \otimes Y_a$, the general solution to Eq. (4.8) can be obtained by decomposing $\Psi$ as

$$\Psi = \psi^{(4d)} \otimes \psi^{(6d)} ,$$  \hspace{1cm} (4.9)

where the 4-dimensional and 6-dimensional gamma matrices act only on $\psi^{(4d)}$ and $\psi^{(6d)}$, respectively. Thus, in order to satisfy Eq. (4.8), we only need to require

$$\gamma^a \left[ Y_a , \psi^{(6d)}_a \right] = 0 .$$  \hspace{1cm} (4.10)
4.2 Dirac zero modes from intersecting D-branes

When the configuration of $Y_a$ takes the block-diagonal form (2.14), the eigenvalue problem associated with the Dirac operator on the left-hand side of Eq. (4.10) reduces to that for each block matrix of $\psi^{(6d)}$. Note that the diagonal blocks of $Y_a$ can be interpreted as D-branes, whereas an off-diagonal block of $\psi^{(6d)}$ can be interpreted as the open string ending on the corresponding two D-branes. When the two D-branes intersect with each other at a point, the length of the open string can become zero as it comes close to the intersecting point, and therefore a chiral zero mode appears there. In what follows, we confirm that this indeed happens for the typical solutions.

For that purpose, it suffices to consider the solutions of (2.17) with a block-diagonal structure

$$Y_a = \begin{pmatrix} Y_a^{(1)} \\ Y_a^{(2)} \end{pmatrix},$$

where the block matrices $Y_a^{(1)}$ and $Y_a^{(2)}$ have to satisfy (2.17) with the same $\zeta$, which we set to $\zeta = 1$ without loss of generality. We denote the size of the block matrices $Y_a^{(1)}$ and $Y_a^{(2)}$ as $N_Y^{(1)}$ and $N_Y^{(2)}$, respectively.

Corresponding to the block-diagonal structure (4.11) of $Y_a$, we focus on the off-diagonal block $\varphi$ in

$$\psi^{(6d)} = \begin{pmatrix} \varphi \end{pmatrix},$$

for which the eigenvalue problem reduces to

$$\gamma_{\alpha\beta} \left[ Y_a^{(1)} \varphi - \varphi Y_a^{(2)} \right] = \lambda \varphi,$$

where $\varphi$ ($\alpha = 1, \ldots, 8$) are the eigenvectors. The eigenvalue $\lambda$ corresponds to the mass in the (3+1) dimensions as one can see from Eq. (4.7).

We obtain numerically the eigenvalue spectrum of the Dirac operator for various pairs of classical solutions $Y_a^{(1)}$ and $Y_a^{(2)}$ to see in which case we obtain zero modes in the limit of infinite matrix size. Also, we look into the structure of the eigenvectors $\varphi$, which we call the “wave functions” in what follows, and see whether it is localized as is expected from the picture of intersecting D-branes.

Since the Dirac operator under consideration anti-commutes with $\gamma_\lambda$, the eigenvalues $\lambda$ and $-\lambda$ appear in pairs. If $\varphi$ is an eigenvector corresponding to the eigenvalue $\lambda$, then $\gamma_\lambda \varphi$ is an eigenvector corresponding to the eigenvalue $-\lambda$. For the zero modes corresponding to $\lambda = 0$,
one can choose them to have definite chirality $\gamma \varphi = \pm \varphi$. In order to see the localization of the zero modes, we need to consider the right-handed and left-handed components separately, which can be extracted as

$$
\varphi_{Ra} = \frac{1 + \gamma \varphi_\alpha}{2}, \quad \varphi_{La} = \frac{1 - \gamma \varphi_\alpha}{2}.
$$

(4.14)

Furthermore, we should take into account that the classical solution of the form Eq. (4.11) has symmetry under

$$
Y_a \mapsto g Y_a g^\dagger,
$$

(4.15)

where the $g \in \text{SU}(N_Y)$ is block-diagonal

$$
g = \begin{pmatrix} g^{(1)} & 0 \\ 0 & g^{(2)} \end{pmatrix}
$$

(4.16)

with $g^{(1)} \in \text{SU}(N_Y^{(1)})$ and $g^{(2)} \in \text{SU}(N_Y^{(2)})$, which preserves the structure (4.11). Under this transformation, the wave functions of the corresponding Dirac operator transform as

$$
\varphi_\alpha \mapsto g^{(1)} \varphi_\alpha g^{(2)\dagger}.
$$

(4.17)

We choose $g^{(1)}$ and $g^{(2)}$ in (4.17) in such a way that $\varphi_{R1}$ is diagonal with positive elements in the descending order. This is nothing but the singular value decomposition of $\varphi_{R1}$, where the diagonal elements correspond to the singular values.

In what follows, we change the index $a$ of $Y_a$ from $a = 4, \ldots, 9$ to $a = 1, \ldots, 6$. From the picture of the intersecting D-branes, we expect the emergence of Dirac zero modes when the two branes intersect at a point. This requires generically that the dimensionality of the branes adds up to six. If the sum of the dimensionality is less than six, the two branes do not intersect, and if the sum is more than six, the two branes intersect but not at a point. In order to specify the dimensionality of the brane, say to $d$, we set $6 - d$ components of $Y_a$ to zero. Under these conditions, we generate 3d and 4d solutions of (2.17) with $\zeta = 1$ numerically, and use them as the block matrices in (4.11) in the following analysis. The adopted algorithm is the same as the one described in Sect. 2 except that only the $Y_a$ matrices are involved in our calculation here in order to reduce the computational cost.

The 2d solutions, on the other hand, can be constructed analytically by defining $Z$ as

$$
[Y_1, Y_2] = iZ,
$$

(4.18)

so that we can reduce (2.17) with $\zeta = 1$ to

$$
[Y_2, Z] = iY_1, \quad [Z, Y_1] = iY_2.
$$

(4.19)
Figure 6: The ratio $\mu_0/\mu_1$ with the “3d–3d” ansatz is plotted against $1/N_Y^{(1)}$ for $N_Y^{(1)} = N_Y^{(2)} = 32, 40, 48, 56$ and $64$. The dashed line represents a fit to the quadratic function $a + b/N_Y^{(1)} + c/(N_Y^{(1)})^2$ of $1/N_Y^{(1)}$ with $a = -0.04(7)$, $b = 34(6)$ and $c = -5(1) \times 10^2$.

Eqs. (4.18) and (4.19) imply

$$Y_1 = L_1, \quad Y_2 = L_2, \quad Z = L_3,$$

where $L_i \ (i = 1, 2, 3)$ are some representation of the SU(2) algebra. Here we restrict ourselves to the irreducible representation without loss of generality, since the Dirac spectrum for the reducible representation simply becomes the sum of those for the irreducible representations which the reducible representation decomposes to. The above construction suggests that the 2d brane is something like a “fuzzy disk”, which can be obtained by projecting a fuzzy sphere on to a plane. More precisely, it should be regarded as two coinciding fuzzy disks corresponding to the two hemispheres of the fuzzy sphere.

4.3 The cases with intersection at a point

“3d–3d” ansatz For the first brane $Y_a^{(1)}$, we set $Y_4^{(1)} = Y_5^{(1)} = Y_6^{(1)} = 0$, and for the second brane $Y_a^{(2)}$, we set $Y_1^{(2)} = Y_2^{(2)} = Y_3^{(2)} = 0$. We use four 3d solutions for each of them. Thus we consider $4 \times 4 = 16$ backgrounds with matrix sizes $N_Y^{(1)} = N_Y^{(2)} = 32, 40, 48, 56$ and $64$, on which we solve the eigenvalue problem (4.13).

We obtain the smallest absolute value $|\lambda|$ of the eigenvalues for each of the 16 cases and denote the average as $\mu_0$. Similarly, we denote as $\mu_1$ the average of the second smallest absolute value $|\lambda|$. Since the normalization of the solutions is somewhat arbitrary for different matrix sizes, we take the ratio $\mu_0/\mu_1$ and plot it against $1/N_Y^{(1)}$ in Fig. 6. The fit to the quadratic function of $1/N_Y^{(1)}$ suggests that zero modes appear in the $N_Y^{(1)} \to \infty$ limit.
Figure 7: The wave functions $|\langle \varphi_{R1} \rangle_{pq}|^2$ and $|\langle \varphi_{L5} \rangle_{pq}|^2$ ($p = 1, \ldots, N_Y^{(1)}$, $q = 1, \ldots, N_Y^{(2)}$) with the “3d–3d” ansatz are plotted for $N_Y^{(1)} = N_Y^{(2)} = 64$.

Next we consider the wave function corresponding to the lowest eigenvalue for one of the 16 cases with $N_Y^{(1)} = N_Y^{(2)} = 64$. We calculate $|\langle \varphi_{Ra} \rangle_{pq}|^2$ for each $\alpha$ and find that the wave function almost vanishes except for the spinor component $\alpha = 1$. Similarly, we calculate $|\langle \varphi_{La} \rangle_{pq}|^2$ for each $\alpha$, and find that the wave function almost vanishes except for the spinor component $\alpha = 5$. In Fig. 7, we plot $|\langle \varphi_{R1} \rangle_{pq}|^2$ and $|\langle \varphi_{L5} \rangle_{pq}|^2$, the component of the wave functions that has nonzero elements. We find that the wave functions are localized at the (1, 1) element. These results are consistent with the picture that the left-handed and right-handed zero modes appear from the intersecting D-branes.

“2d–4d” ansatz For the first brane $Y_a^{(1)}$, we set $Y_3^{(1)} = Y_4^{(1)} = Y_5^{(1)} = Y_6^{(1)} = 0$ and use the analytic solution corresponding to the irreducible representation of the SU(2) algebra with $N_Y^{(1)} = 24, 28, 32$ and 36. For the second brane $Y_a^{(2)}$, we set $Y_1^{(2)} = Y_2^{(2)} = 0$ and use 16 4d solutions obtained with $N_Y^{(2)} = (N_Y^{(1)})^2/16$. Thus we consider 16 backgrounds, on which we solve the eigenvalue problem (4.13). In the present case, the eigenvalues turn out to have two-fold degeneracy, which may be understood from the fact that the 2d brane is actually something like two coinciding fuzzy disks. (See Eq. (4.20) and the lines below.) In Fig. 8, we plot the ratio $\mu_0/\mu_1$ against $1/N_Y^{(1)}$. The fit to the quadratic function of $1/N_Y^{(1)}$ suggests that zero modes appear in the $N_Y^{(1)} \to \infty$ limit.

Next we consider the wave function corresponding to one of the 2 lowest eigenvalues for one of the 16 cases with $N_Y^{(1)} = N_Y^{(2)} = 64$. We calculate $|\langle \varphi_{Ra} \rangle_{pq}|^2$ for each $\alpha$ and find that the

3The chosen matrix size $N_Y^{(2)}$ for the 4d brane is motivated by the fact that the degrees of freedom on a lattice with a linear extent $L$ grow as $L^2$ and $L^4$ for 2d and 4d cases, respectively. The factor of 1/16 in $N_Y^{(2)} = (N_Y^{(1)})^2/16$ is introduced to avoid having too large $N_Y^{(2)}$ to perform explicit calculations.

4The situation with the other lowest eigenvalue is qualitatively the same. The same comment applies also
Figure 8: The ratio $\mu_0/\mu_1$ with the "2d–4d" ansatz is plotted against $1/N_Y^{(1)}$ for $N_Y^{(1)} = 24, 28, 32$ and $36$ with $N_Y^{(2)} = (N_Y^{(1)})^2/16$. The dashed line is a fit to $a + b/N_Y^{(1)} + c/(N_Y^{(1)})^2$ with $a = -0.01(16)$, $b = 13(9)$ and $c = -1.3(1.3) \times 10^2$.

Figure 9: The wave functions $|\varphi_{R1}^{pq}|^2$ and $|\varphi_{L5}^{pq}|^2$ ($p = 1, \ldots, N_Y^{(1)}$, $q = 1, \ldots, N_Y^{(2)}$) with the "2d–4d" ansatz are plotted for $N_Y^{(1)} = 36$ and $N_Y^{(2)} = 81$.

The wave function almost vanishes except for the spinor component $\alpha = 1$. Similarly, we calculate $|\varphi_{L\alpha}^{pq}|^2$ for each $\alpha$, and find that the wave function almost vanishes except for the spinor component $\alpha = 5$. In Fig. 9, we plot $|\varphi_{R1}^{pq}|^2$ and $|\varphi_{L5}^{pq}|^2$; the component of the wave functions that has nonzero elements. We find that the wave functions are localized at the $(1,1)$ element although the localization is not as sharp as in the "3d-3d" case. These results are consistent with the picture that the left-handed and right-handed zero modes appear from the intersecting D-branes.

### 4.4 The cases without intersection

To the case with the "2d–3d" ansatz below.
Figure 10: The ratio $\mu_0/\mu_1$ with the “2d–3d” ansatz is plotted against $1/N_Y^{(1)}$ for $N_Y^{(1)} = N_Y^{(2)} = 32$, $48$ and $64$.

“2d–3d” ansatz For the first brane $Y_a^{(1)}$, we set $Y_3^{(1)} = Y_4^{(1)} = Y_5^{(1)} = Y_6^{(1)} = 0$ and use the analytic solution corresponding to the irreducible representation of the SU(2) algebra with $N_Y^{(1)} = 32$, $48$ and $64$. For the second brane $Y_a^{(2)}$, we set $Y_1^{(2)} = Y_2^{(2)} = Y_3^{(2)} = 0$ and use $16$ 3d solutions obtained with $N_Y^{(2)} = N_Y^{(1)}$. Thus we consider $16$ backgrounds, on which we solve the eigenvalue problem (4.13).

As in the “2d–4d” case discussed above, we have two-fold degeneracy in the eigenvalue spectrum. In Fig. [10] we plot the ratio $\mu_0/\mu_1$ against $1/N_Y^{(1)}$ for $N_Y^{(1)} = N_Y^{(2)} = 32$, $48$ and $64$. We find that it does not converge to 0 in the $N_Y^{(1)} \to \infty$ limit, which implies that we do not obtain zero modes in this case.

Next we consider the wave function corresponding to one of the 2 lowest eigenvalues for one of the $16$ cases with $N_Y^{(1)} = N_Y^{(2)} = 64$. We calculate $|(\varphi_{R\alpha})_{pq}|^2$ for each $\alpha$ and find that the wave function almost vanishes except for the spinor components $\alpha = 1, 2, 5, 6$. Similarly, we calculate $|(\varphi_{L\alpha})_{pq}|^2$ for each $\alpha$, and find that the wave function almost vanishes except for the spinor components $\alpha = 1, 2, 5, 6$. In Fig. [11] we plot $|(\varphi_{R\alpha})_{pq}|^2$ and $|(\varphi_{L\alpha})_{pq}|^2$ for $\alpha = 1, 2, 5, 6$, the components of the wave functions that have nonzero elements. We find that $\varphi_{R\alpha}$ is localized at the $(1, 1)$ element for $\alpha = 1, 2$ and at the $(1, 2)$ element for $\alpha = 5, 6$, while $\varphi_{L\alpha}$ is localized at the $(1, 2)$ element for $\alpha = 1, 2$ and at the $(1, 1)$ element for $\alpha = 5, 6$. These results are consistent with the picture that the 2d brane and the 3d brane do not intersect, but the points on each brane separated by the minimum distance are uniquely determined.

4.5 The cases with intersection but not at a point
Figure 11: The spinor components $\alpha = 1, 2, 5, 6$ of the wave functions $|(\varphi R_\alpha)_{pq}|^2$ and $|(\varphi L_\alpha)_{pq}|^2$ ($p = 1, \ldots, N^{(1)}_Y$, $q = 1, \ldots, N^{(2)}_Y$) with the "2d–3d" ansatz are plotted for $N^{(1)}_Y = N^{(2)}_Y = 64$. 
Figure 12: The ratio $\mu_0/\mu_1$ with the “3d–4d” ansatz is plotted against $1/N_Y^{(1)}$ for $N_Y^{(1)} = N_Y^{(2)} = 32, 48$ and 64.

In Fig. 12, we plot the ratio $\mu_0/\mu_1$ against $1/N_Y^{(1)}$ for $N_Y^{(1)} = N_Y^{(2)} = 32, 48$ and 64. They do not converge to 0 in the $N_Y^{(1)} \to \infty$ limit, which implies that we do not obtain zero modes in this case.

Next we consider the wave function corresponding to the lowest eigenvalue for one of the 16 cases with $N_Y^{(1)} = 64$. We calculate $|(\varphi_{R\alpha})_{pq}|^2$ for each $\alpha$ and find that the wave function almost vanishes except for the spinor component $\alpha = 1$. Similarly, we calculate $|(\varphi_{L\alpha})_{pq}|^2$ for each $\alpha$, and find that the wave function almost vanishes except for the spinor component $\alpha = 5$. 

"3d–4d" ansatz For the first brane $Y^{(1)}_a$, we set $Y^{(1)}_4 = Y^{(1)}_5 = Y^{(1)}_6 = 0$ and use 4 3d solutions, while for the second brane $Y^{(2)}_a$, we set $Y^{(2)}_1 = Y^{(2)}_2 = 0$ and use 4 4d solutions. Thus we consider $4 \times 4 = 16$ backgrounds with the matrix size $N_Y^{(1)} = N_Y^{(2)} = 32, 48$ and 64, on which we solve the eigenvalue problem (4.13).

The wave functions $|(\varphi_{R1})_{pq}|^2$ and $|(\varphi_{L5})_{pq}|^2$ ($p = 1, \ldots, N_Y^{(1)}$, $q = 1, \ldots, N_Y^{(2)}$) with the “3d–4d” ansatz are plotted for $N_Y^{(1)} = N_Y^{(2)} = 64$.

"3d–4d" ansatz For the first brane $Y^{(1)}_a$, we set $Y^{(1)}_4 = Y^{(1)}_5 = Y^{(1)}_6 = 0$ and use 4 3d solutions, while for the second brane $Y^{(2)}_a$, we set $Y^{(2)}_1 = Y^{(2)}_2 = 0$ and use 4 4d solutions. Thus we consider $4 \times 4 = 16$ backgrounds with the matrix size $N_Y^{(1)} = N_Y^{(2)} = 32, 48$ and 64, on which we solve the eigenvalue problem (4.13).

In Fig. 12, we plot the ratio $\mu_0/\mu_1$ against $1/N_Y^{(1)}$ for $N_Y^{(1)} = N_Y^{(2)} = 32, 48$ and 64. They do not converge to 0 in the $N_Y^{(1)} \to \infty$ limit, which implies that we do not obtain zero modes in this case.
In Fig. 13, we plot $|\langle \varphi_{R1} \rangle_{pq}|^2$ and $|\langle \varphi_{L5} \rangle_{pq}|^2$, the component of the wave functions that have nonzero elements. We find that the wave functions are not localized but have a long tail along the diagonal line. These results are consistent with the picture that the intersection does not occur at a point. The zero modes do not appear, and the wave functions corresponding to the lowest eigenvalue do not localize. Similar behaviors are observed for the “4d–4d” ansatz.

5 Summary and discussions

In this paper, we have proposed a numerical method which enables us to solve the classical equation of motion of the type IIB matrix model. In particular, we impose a quasi-direct-product structure (2.7), which is the most general ansatz compatible with the SO(3,1) Lorentz invariance. Based on the solutions obtained in this way, we have investigated the space–time structure in the (3+1) dimensions and the structure in the extra 6 dimensions.

First, we have focused on the (3+1)-dimensional space–time structure, which is represented by $X^\mu$ in Eq. (2.7). When $X^0$ is diagonalized, $X^i$ become band-diagonal, which enables us to extract the time evolution. We find that the 3-dimensional space expands with time, and moreover it is smooth unlike the singular structure observed by simulations with an approximation to avoid the sign problem [13]. Our results support the conjecture in Ref. [14] that the singular structure is caused by the approximation and that a smooth space–time should emerge in the $N \to \infty$ limit if the sign problem is treated properly.

Next, we have focused on the structure in the extra dimensions. In fact, the existence of the matrix $M \neq 1$ in the quasi-direct-product structure (2.7) realizes naturally the appearance of intersecting D-branes represented by a block-diagonal structure in the extra dimensions. In order to confirm this picture, we have investigated the eigenvalue spectrum of the Dirac operator for two intersecting D-branes with various dimensionality. In the “3d–3d” and “2d–4d” cases, our solutions give rise to Dirac zero modes in the limit of infinite matrix size. We have also found that the wave functions corresponding to the lowest eigenvalue are localized at a point, which is consistent with the picture that the zero modes appear from the intersection point. It should be emphasized that the zero modes were obtained for classical solutions of the type IIB matrix model unlike the previous studies [24,25,27,29], where the configurations that give rise to zero modes are constructed by hand. In the other cases in which the intersection either does not occur or occurs but not at a point, we do not obtain zero modes.

We consider that it is worth while to extend the present studies to larger matrix size. By obtaining $X^\mu$ with larger $N_X$, we can determine how the space expands with time for a longer time period. In particular, it would be interesting to see whether the expansion is exponential or
obeys a power law possibly depending on time. It is also important to investigate whether the 3-dimensional space becomes uniform and SO(3) symmetric. By obtaining $Y_a$ with larger $N_Y$, we should be able to see the emergence of zero modes more explicitly. It would be also interesting to identify the zero modes in the fluctuation of the matrices $Y_a$ around the classical solution, which would correspond to the Higgs particles. Then we can calculate the Yukawa couplings from the overlap of the wave functions of the Dirac zero modes and the Higgs particles. Based on the information obtained in this way at the Planck scale, we may use the renormalization group to see whether the Standard Model appears at low energy. One of the most important issues to be addressed is whether one can obtain chiral fermions. We hope to report on the progress in these directions in the near future.

**Acknowledgements**

The authors would like to thank H. Kawai and H. Steinacker for valuable discussions. Computation was carried out on PC clusters at KEK and XC40 at YITP in Kyoto University. This work was supported by computational time granted from the Greek Research & Technology Network (GRNET) in the National HPC facility -ARIS- under project ID LIKKKT. A.T. was supported in part by Grant-in-Aid for Scientific Research (No. 18K03614) from Japan Society for the Promotion of Science. K.H. is supported by Grant-in-Aid for JSPS Fellows (No. 19J10002).

**References**

[1] A. Lawrence, *On the instability of 3-D null singularities*, JHEP 11 (2002) 019 [hep-th/0205288].

[2] H. Liu, G.W. Moore and N. Seiberg, *Strings in time dependent orbifolds*, JHEP 10 (2002) 031 [hep-th/0206182].

[3] G.T. Horowitz and J. Polchinski, *Instability of space - like and null orbifold singularities*, Phys. Rev. D66 (2002) 103512 [hep-th/0206228].

[4] M. Berkooz, B. Craps, D. Kutasov and G. Rajesh, *Comments on cosmological singularities in string theory*, JHEP 03 (2003) 031 [hep-th/0212215].

[5] T. Banks, W. Fischler, S.H. Shenker and L. Susskind, *M theory as a matrix model: A Conjecture*, Phys. Rev. D55 (1997) 5112 [hep-th/9610043].
[6] N. Ishibashi, H. Kawai, Y. Kitazawa and A. Tsuchiya, A large N reduced model as superstring, *Nucl. Phys.* B498 (1997) 467 [hep-th/9612115].

[7] R. Dijkgraaf, E.P. Verlinde and H.L. Verlinde, Matrix string theory, *Nucl. Phys.* B500 (1997) 43 [hep-th/9703030].

[8] S.W. Kim, J. Nishimura and A. Tsuchiya, Expanding (3+1)-dimensional universe from a Lorentzian matrix model for superstring theory in (9+1)-dimensions, *Phys. Rev. Lett.* 108 (2012) 011601 [arXiv:1108.1540].

[9] Y. Ito, S.W. Kim, Y. Koizuka, J. Nishimura and A. Tsuchiya, A renormalization group method for studying the early universe in the Lorentzian IIB matrix model, *PTEP* 2014 (2014) 083B01 [arXiv:1312.5415].

[10] Y. Ito, J. Nishimura and A. Tsuchiya, Power-law expansion of the Universe from the bosonic Lorentzian type IIB matrix model, *JHEP* 11 (2015) 070 [arXiv:1506.04795].

[11] Y. Ito, J. Nishimura and A. Tsuchiya, Universality and the dynamical space-time dimensionality in the Lorentzian type IIB matrix model, *JHEP* 03 (2017) 143 [arXiv:1701.07783].

[12] T. Azuma, Y. Ito, J. Nishimura and A. Tsuchiya, A new method for probing the late-time dynamics in the Lorentzian type IIB matrix model, *PTEP* 2017 (2017) 083B03 [arXiv:1705.07812].

[13] T. Aoki, M. Hirasawa, Y. Ito, J. Nishimura and A. Tsuchiya, On the structure of the emergent 3d expanding space in the Lorentzian type IIB matrix model, *PTEP* 2019 (2019) 093B03 [arXiv:1904.05914].

[14] J. Nishimura and A. Tsuchiya, Complex Langevin analysis of the space-time structure in the Lorentzian type IIB matrix model, *JHEP* 06 (2019) 077 [arXiv:1904.05919].

[15] K.N. Anagnostopoulos, T. Azuma and J. Nishimura, Monte Carlo studies of the spontaneous rotational symmetry breaking in dimensionally reduced super Yang-Mills models, *JHEP* 11 (2013) 009 [arXiv:1306.6135].

[16] K.N. Anagnostopoulos, T. Azuma, Y. Ito, J. Nishimura and S.K. Papadoudis, Complex Langevin analysis of the spontaneous symmetry breaking in dimensionally reduced super Yang-Mills models, *JHEP* 02 (2018) 151 [arXiv:1712.07562].
[17] S.W. Kim, J. Nishimura and A. Tsuchiya, *Expanding universe as a classical solution in the Lorentzian matrix model for nonperturbative superstring theory*, Phys. Rev. D86 (2012) 027901 [arXiv:1110.4803].

[18] S.W. Kim, J. Nishimura and A. Tsuchiya, *Late time behaviors of the expanding universe in the IIB matrix model*, JHEP 10 (2012) 147 [arXiv:1208.0711].

[19] A. Chaney, L. Lu and A. Stern, *Matrix model approach to cosmology*, Phys. Rev. D93 (2016) 064074 [arXiv:1511.06816].

[20] H.C. Steinacker, *Cosmological space-times with resolved Big Bang in Yang-Mills matrix models*, JHEP 02 (2018) 033 [arXiv:1709.10480].

[21] H.C. Steinacker, *Higher-spin kinematics & no ghosts on quantum space-time in Yang-Mills matrix models*, [arXiv:1910.00839].

[22] H.C. Steinacker, *On the quantum structure of space-time, gravity, and higher spin*, [arXiv:1911.03162].

[23] G. Manolakos, P. Manousselis and G. Zoupanos, *Gauge theories on fuzzy spaces and gravity*, [arXiv:1911.04483].

[24] J. Nishimura and A. Tsuchiya, *Realizing chiral fermions in the type IIB matrix model at finite N*, JHEP 12 (2013) 002 [arXiv:1305.5547].

[25] A. Chatzistavrakidis, H. Steinacker and G. Zoupanos, *Intersecting branes and a standard model realization in matrix models*, JHEP 09 (2011) 115 [arXiv:1107.0265].

[26] H.C. Steinacker and J. Zahn, *An extended standard model and its Higgs geometry from the matrix model*, PTEP 2014 (2014) 083B03 [arXiv:1401.2020].

[27] H. Aoki, J. Nishimura and A. Tsuchiya, *Realizing three generations of the Standard Model fermions in the type IIB matrix model*, JHEP 05 (2014) 131 [arXiv:1401.7848].

[28] H. Aoki, J. Nishimura and Y. Susaki, *Finite-matrix formulation of gauge theories on a non-commutative torus with twisted boundary conditions*, JHEP 04 (2009) 055 [arXiv:0810.5234].

[29] H. Aoki, *Chiral fermions and the standard model from the matrix model compactified on a torus*, Prog. Theor. Phys. 125 (2011) 521 [arXiv:1011.1015].
[30] M. Honda, *Matrix model and Yukawa couplings on the noncommutative torus*, JHEP 04 (2019) 079 [arXiv:1901.0095v3].