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1 Noise frequency at which leakage out of the cat manifold is possible

Suppose the oscillator couples to the environment with a general operator,

\[ \hat{O} = \sum_{m,n} \chi_{m,n}(t) e^{i\omega_{n-m} t} \hat{a}^\dagger \hat{a}^m \hat{a}^n + \text{h.c.} \]  

(S1)

which is written in a frame rotating at the resonance frequency \( \omega_r \) of the oscillator. In the interaction picture of \( \hat{H}_0(\phi) = -K \hat{a}^\dagger \hat{a}^2 + P(\hat{a}^\dagger e^{2i\phi} + \hat{a}^2 e^{-2i\phi}) \),

\[ \hat{O} = \sum_{m,n} \chi_{m,n}(t) e^{i\omega_{n-m} t} e^{i\hat{H}_0 t} \hat{a}^\dagger \hat{a}^m \hat{a}^n e^{-i\hat{H}_0 t} + \text{h.c} \]  

(S2)

If the oscillator started in one of the cat states, then the rate of leakage to the \( p \textsuperscript{th} \) excited state is,

\[ \langle \psi_{e,p}^\pm | \hat{O} | \mathcal{C}_\alpha^\pm \rangle = \sum_{m,n} \chi_{m,n}(t) e^{i\omega_{n-m} t} e^{-i(E_n - E_{e,p}^\pm) t} \langle \psi_{e,p}^\pm | \hat{a}^m \hat{a}^n | \mathcal{C}_\alpha^\pm \rangle + \sum_{m,n} \chi_{m,n}(t) e^{i\omega_{n-m} t} e^{-i(E_n - E_{e,p}^\pm) t} \langle \psi_{e,p}^\pm | \hat{a}^n \hat{a}^m | \mathcal{C}_\alpha^\pm \rangle \]  

(S3)

Clearly \( \langle \psi_{e,p}^\pm | \hat{O} | \mathcal{C}_\alpha^\pm \rangle \) can be resonant when the spectral density of \( \chi_{m,n}(t) \) is non-zero at \( \omega_r (m - n) - (E_n - E_{e,p}^\pm) \) or \( \omega_r (n - m) - (E_n - E_{e,p}^\pm) \). To elaborate with an example, if \( m = 1, n = 0 \) and \( \alpha \) is large so that \( E_0 - E_{e,1}^+ \sim E_0 - E_{e,1}^- \sim 4K \alpha^2 \) then the resonant transition to the first excited manifold happens when the frequency of noise at \( \omega_r - 4K \alpha^2 \) is non-zero.

2 White frequency noise

Coupling with a white dephasing channel leads to the Lindbladian master equation,

\[ \dot{\hat{\rho}} = -i[\hat{H}_0(\phi), \hat{\rho}] + \kappa_\phi \mathcal{D}[\hat{a}^\dagger \hat{a}] \hat{\rho}. \]  

(S4)

In the above expression, \( \kappa_\phi \) is the dephasing rate. Following the approach used in the manuscript to analyze the effect of white thermal noise, we describe the dynamics of the oscillator in the quantum-jump formalism. In this approach, evolution under a non-Hermitian Hamiltonian \( \hat{H} = \hat{H}_0(\phi) - i\kappa_\phi \hat{a}^\dagger \hat{a}^\dagger \hat{a}^\dagger \hat{a} / 2 \) is interrupted by stochastic quantum jumps corresponding to the operators \( \hat{a}^\dagger \hat{a} \). Again, for \( \kappa_\phi \ll |\Delta \omega_{\text{gap}}| \), the leading order effect of the non-Hermitian terms in \( \hat{H} \) is to broaden the linewidths of the eigenstates of the oscillator. Action of \( \hat{a}^\dagger \hat{a} \) on a state in the cat subspace causes leakage to \( \mathcal{C}_{\perp} \). In the limit of large \( \alpha, \hat{a}^\dagger \hat{a} |\mathcal{C}_\alpha^\pm \rangle \sim \alpha^2 |\mathcal{C}_\alpha^\pm \rangle + \alpha |\psi_{e,1}^\pm \rangle \) (note that the parity does not change). Therefore, a dephasing event excites the first excited subspace at rate \( \sim \kappa_\phi \alpha^2 \). As we saw in the last section, if a two-photon dissipation channel is introduced
Figure S1: **Noise channel of the cat-qubit in the presence of white frequency noise.** (A,B,C) Natural logarithm of the coefficients of the error channel of an idle cat qubit in the presence of white dephasing noise and two-photon dissipation. As expected the amount of non-phase errors decreases exponentially with $\alpha^2$. The parameters for the simulations are $\kappa_\phi = K/1000$ and $\kappa_{2ph} = K/10$. The coefficients are evaluated at $t = 50/K$. (D,E) Natural logarithm of the amount of leakage, $\log[1 - \text{Tr}[\mathcal{E}(\hat{I})]]$ in the presence of white dephasing noise without two-photon dissipation (red solid line in (D)) and with it (blue solid line in (E)). As expected, the two-photon dissipation autonomously corrects for leakage. The dashed black line shows the leakage predicted by the theoretical expressions for the rates of out-of-subspace excitations ($\sim \kappa_\phi \alpha^2$) and correction due to two-photon loss $\sim 4 \kappa_{2ph} \alpha^2$. These expression are only approximations which become more and more exact as $\alpha$ increases.
then the leakage will be corrected at a rate $4\kappa_{2\text{ph}}\alpha^2$. As a result, leakage errors are suppressed by $\sim \kappa_\phi/4\kappa_{2\text{ph}}$.

Observe that both dephasing and two-photon loss events cause transitions within the same parity subspace. Therefore, two-photon loss immediately after a dephasing event does not result in phase-flips. As a result, no phase-flips are introduced but bit-flips can arise because of the energy difference between the states $|\psi_{e,1}^\pm\rangle$. However, the energy difference and consequently the probability of a bit-flip, decreases exponentially with $\alpha^2$ and the noise bias is preserved. The analysis above is confirmed by numerically simulating the master equation,

$$\dot{\rho} = -i[\hat{H}_0(\phi_0), \rho] + \kappa_\phi \mathcal{D}[\hat{a}^\dagger \hat{a}]\rho + \kappa_{2\text{ph}} \mathcal{D}[\hat{a}^2]\rho.$$ (S5)

The dissipation rates $\kappa_{2\text{ph}}$ and $\kappa_\phi$ are fixed, while $\alpha$ is varied by changing $\hat{H}_0(\phi)$ where

$$\hat{H}_0(\phi_0) = -K\hat{a}^\dagger \hat{a}^2 + P(\hat{a}^2 e^{2i\phi_0} + \text{h.c.}),$$ (S6)

$$2\phi_0 = \tan^{-1}(\kappa_{2\text{ph}}/2K), \quad P = \alpha^2 \sqrt{K^2 + \kappa_{2\text{ph}}^2/4}. \quad (S7)$$

The error channel is of the form

$$\mathcal{E}(\rho) = \lambda_{II} \hat{I} \hat{\rho} \hat{I} + \lambda_{IX} \hat{I} \hat{\rho} \hat{X} + \lambda_{IX}^* \hat{X} \hat{\rho} \hat{I} + \lambda_{XX} \hat{X} \hat{\rho} \hat{X}.$$ (S8)

Figure S1(A,B,C) shows the numerically evaluated coefficients $\lambda_{II}$, $\lambda_{IX}$, and $\lambda_{XX}$ at time $t = 50/K$ for $\kappa_\phi = K/1000$ and $\kappa_{2\text{ph}} = K/10$. All other coefficients cause a change in parity and hence are zero. As expected for large $\alpha$, the bit-flips and consequently $|\lambda_{IX}|$ and $\lambda_{XX}$ decrease exponentially with $\alpha^2$. Figure S1(D,E) shows the amount of leakage $1 - \text{Tr}[\mathcal{E}(\hat{I})]$ with and without the two-photon dissipation. When $\alpha \to 0$, the cat states $|\psi_0^\pm\rangle$ are the vacuum and single-photon Fock state respectively. In this case, frequency jumps do not cause any leakage because the vacuum and single-photon Fock states are eigenstates of $\hat{a}^\dagger \hat{a}$. Therefore, in the limit of small $\alpha$, the leakage and consequently $|\lambda_{IX}|$ and $\lambda_{XX}$ increase as $\alpha$ increases. Once $\alpha$ becomes sufficiently large, the exponential suppression of bit-flips with increase in $\alpha$ begins. The behavior in the limits of small and large $\alpha$ explains the trend in $|\lambda_{IX}|$ and $\lambda_{XX}$ (and hence also $\lambda_{II}$) shown in Fig. S1(A,B,C). Figure S1(D,E) shows the numerically and theoretically estimated leakage. The theoretical estimation uses the expression $\kappa_\phi \alpha^2$ for the rate of leakage and $4\kappa_{2\text{ph}}\alpha^2$ for the rate of autonomous correction. We find that the theoretically predicted leakage is a good approximation for the numerically simulated leakage.

3 Threshold for imperfect rotation

In this section, we will first provide a qualitative estimate for the threshold of rotation error $\Delta_{\text{th}} \sim 0.5$ in the CX gate. We then provide a numerical estimate for the threshold which is in good agreement with the qualitative result.
Figure S2: **Threshold for imperfect rotation.** (A) The meta potential of the Hamiltonian on the two-photon driven nonlinear oscillator, \( f(x, y) = -K(x^2 + y^2)^2 + 2K\alpha^2(x^2 - y^2) \). The dark lines are the lines of equi-potential \( f(x, y) = \text{const.} \) or the trajectories along which a classical particle moves. Since the nonlinearity is negative, the motion of the particle is clockwise. The trajectories for which \( f(x, y) < 0 \) are closed around \( \pm\alpha \), while they are delocalized for \( f(x, y) \geq 0 \). At equilibrium the particle is at one of the two semiclassical stable points \( (x, y) = (\pm\alpha, 0) \), shown in grey circles. A rotation error with \( \Delta = \pi/3 \) places the particle on the first delocalized path \( f(x, y) = 0 \).

(B) \( \langle \hat{Z} \rangle \) as a function of the rotation error \( \Delta \) for different \( \alpha \) at \( t = 2/\kappa_2^2 \) for \( \kappa_2 = K/100 \). The initial state of the oscillator is rotated by \( \Delta \), that is \( \hat{Z} \rightarrow e^{i\Delta a_+ a} e^{-i\Delta a_+ a} \). Two photon dissipation is added to refocus the rotated state back into the cat basis. Non-dephasing errors can be introduced during this correction process which would decrease \( \langle \hat{Z} \rangle \). However, as expected from analytics, the numerical simulations show a thresholding behavior. That is, the \( \hat{Z} \) decreases less rapidly for larger \( \alpha \) for small \( \Delta \). The plot suggests a thresholding behaviour around \( \Delta \sim 0.5 \).

To begin with, consider a single cat-qubit in a two-photon driven nonlinear oscillator. We work in the limit of large \( \alpha \), so that the computational states \( |0, 1\rangle \) are well approximated by the coherent states \( |\pm\alpha\rangle \). Now suppose that the oscillator is initialized in a coherent state \( e^{i\Delta a_+ a} |\alpha\rangle = |e^{i\Delta} \alpha\rangle \) or \( e^{i\Delta a_+ a} |-\alpha\rangle = |-e^{i\Delta} \alpha\rangle \). These are not computational states, but as we have seen before, addition of two-photon dissipation will bring them back into the computational basis. Our task is to find the threshold \( \Delta_{\text{th}} \) so that for \( \Delta < \Delta_{\text{th}} \) the initial state \( e^{i\Delta a_+ a} |\alpha\rangle \) evolves preferably to \( |\alpha\rangle \) instead of \( |-\alpha\rangle \), while the state \( e^{i\Delta a_+ a} |-\alpha\rangle \) evolves (exponentially) preferably to \( |-\alpha\rangle \) instead of \( |\alpha\rangle \). Consequently, for \( \Delta < \Delta_{\text{th}} \) phase-flips will be exponentially suppressed. It is reasonable to assume that the threshold obtained in this manner is identical to that for the rotation error in the CX gate.

Consider the master equation of such an oscillator in the presence of two-photon dissipation,

\[
\dot{\rho} = -i[\hat{H}_0(\phi_0), \rho] + \kappa_{\text{ph}}^2 \hat{D}[a^2] \rho.
\]  
(S9)
Using $\langle \hat{a} \rangle = x + iy$, in the semiclassical approximation

\begin{align*}
\dot{x} &= 2K y [\alpha^2 + (x^2 + y^2)] - \kappa_2 x [\alpha^2 - (x^2 + y^2)] \\
\dot{y} &= 2K x [\alpha^2 - (x^2 + y^2)] + \kappa_2 y [\alpha^2 + (x^2 + y^2)].
\end{align*}

(S10)

The equations of motion have the form of a particle moving on a metapotential or phase-space potential. For $K \gg \kappa_2$, the metapotential is $f(x, y) = -K (x^2 + y^2)^2 + 2K \alpha^2 (x^2 - y^2)$, which is an inverted double well in the phase-space with peaks at $\pm \alpha$ (41,42). Figure S2(A) shows the contour plot of the metapotential. In semiclassical approximation, these contours are the trajectories along which a particle moves (clockwise because the nonlinearity is attractive.) The trajectories corresponding to $f(x, y) < 0$ are closed around $\pm \alpha$ and for $f(x, y) \geq 0$ they are delocalized. The state of the oscillator $|e^{i\Delta} \alpha \rangle$ or $| - e^{i\Delta} \alpha \rangle$ is equivalent to the particle being at $(x_0, y_0) = (\alpha \cos(\Delta), \alpha \sin(\Delta))$ or $(x_0, y_0) = (-\alpha \cos(\Delta), -\alpha \sin(\Delta))$ in the semiclassical approximation. If $\Delta$ is small, then $(x_0, y_0)$ lies on one of the closed trajectories around $\pm \alpha$. Whereas, for large $\Delta$, $(x_0, y_0)$ lies on one of the delocalized trajectories. If the semiclassical trajectory is closed, then under the influence of quantum fluctuations and two-photon jumps, the initial states $|\pm e^{i\Delta} \alpha \rangle$ evolve preferably to $| \pm \alpha \rangle$ respectively. However, if the phase-space path is delocalized, then the initial states $| \pm e^{i\Delta} \alpha \rangle$ will evolve equally likely to either $| \alpha \rangle$ or $| - \alpha \rangle$. The threshold $\Delta_{\text{th}}$ is then the rotation angle such that $\alpha e^{i\Delta}$ lies on the first of delocalized trajectory $f(x, y) = 0$. Thus, solving the equation $f(\alpha \cos(\Delta), \alpha \sin(\Delta)) = 0$ gives the threshold $\Delta_{\text{th}} = \pi/6 \sim 0.52$. This semiclassical estimate of the threshold is valid in the regime $K \gg \kappa_2$. In the opposite regime $\kappa_2 \gg K$ the threshold is $\sim \pi/2$ (17). In the intermediate regime where $\kappa_2$ and $K$ are of similar magnitudes, we expect the threshold to be between $\pi/6$ and $\pi/2$.

To justify this simple analysis we numerically simulate the master equation,

\[ \dot{\rho} = -i[\hat{H}(\phi_0), \rho] + \kappa_2 D[\hat{a}^2] \rho \quad \text{(S11)} \]

with $\hat{H}(\phi_0) = -K \hat{a}^\dagger \hat{a}^2 + P(\hat{a}^\dagger e^{2i\phi_0} + \hat{a}^2 e^{-2i\phi_0})$, $P = \alpha^2 \sqrt{K^2 + \kappa_2^2}/4$ and $2\phi_0 = \tan^{-1}(\kappa_2/2K)$. The input state at $t = 0$ is $\exp(i\Delta \hat{a}^\dagger \hat{a}) \hat{Z} \exp(-i\Delta \hat{a}^\dagger \hat{a})$, where $\hat{Z}$ is the Pauli operator $\hat{Z} = |0\rangle \langle 0| - |1\rangle \langle 1| = |C^+\rangle \langle C^-| + |C^-\rangle \langle C^+|$. From the simulations we estimate $\langle \hat{Z} \rangle$ at time $t = 2/\kappa_2$, $\kappa_2 = K/100$ for different $\alpha$ and $\Delta$. As shown in Figure S2(B), the dependence of $\langle \hat{Z} \rangle$ as a function of $\Delta$ for different $\alpha$ suggests a thresholding behaviour around $\Delta \sim 0.5$. The figure shows that the numerical result does agree qualitatively with the analytic prediction. The large Hilbert space size limits the numerical simulations for larger $\alpha$.

4 Geometric and topological phases during the CX gate

As described in the main text, the rotation of cat states in phase space along a closed loop gives rise to both geometric and topological phase. The topological phase arises simply because the state $|C^-\rangle$ is $2\pi$ periodic in the phase of $\beta$, while the state $|C^+\rangle$ has the periodicity of $\pi$. The
geometric or Berry phase (43) depends only on the path in the phase space. The difference in this phase for the two cat states is related to the mean particle number difference. Near $β = 0$ the state $|C^+_β\rangle$ becomes the vacuum and the state $|C^-_β\rangle$ becomes the single-photon Fock state, so that the photon number difference is 1. However for large $β$, the mean photon numbers for the two cat states become exponentially close. In phase space where $x = (β + β^*)/2$ and $y = (β − β^*)/2$, the Berry phase for the states $|C^+_α\rangle$ can be defined using the corresponding Berry connection as (44,45),

$$
\Phi^± = \int A^±_x dx + A^±_y dy
$$

where,

$$
A^±_x = \frac{1}{2} \left( \frac{1±e^{-2(x^2+y^2)}}{1±e^{-2(x^2+y^2)}} \right) y, \quad A^±_y = \frac{1}{2} \left( \frac{1±e^{-2(x^2+y^2)}}{1±e^{-2(x^2+y^2)}} \right) x
$$

The corresponding Berry curvatures are,

$$
Ω^± = \frac{∂A^±_y}{∂x} − \frac{∂A^±_x}{∂y} = \frac{1±e^{-2(x^2+y^2)}}{1±e^{-2(x^2+y^2)}} \mp \frac{4(x^2 + y^2)e^{-2(x^2+y^2)}}{(1±e^{-2(x^2+y^2)})^2}
$$

The Berry curvature and connection can be thought of as a magnetic flux and an electromagnetic vector potential respectively. The difference in the Berry curvature or flux $Ω^+ − Ω^−$ is small near the origin and at large $x, y$ or $|β|^2$. The difference in Berry connection or vector potential is large near the origin and decreases exponentially away from it. Therefore, as long as the $|β|^2$ is large enough so that the closed path in phase space is not too close to the origin, then the geometric phase difference between the $|C^+_α\rangle$ and $|C^-_α\rangle$ will be exponentially small. In this case, topology is the only source of phase difference between the $|C^+_α\rangle$ and $|C^-_α\rangle$ state. Consequently, for the topological implementation of the CX gate, the size of the cat state must be large.

5 Impossibility of universal set of bias-preserving gates at the level of physical qubits

Consider physical qubits with a biased noise channel such that dephasing errors are dominant over non-dephasing fault. Suppose that the set of gates $(U_1, U_2, ..., U_k)$ are universal and preserve the bias. This set of operations can be single- or multi-qubit gates. Since each $U_i$ preserves the bias, $U_iZ_m = f(Z_1, Z_2, ...)U_i$, where $Z_m$ is the Pauli matrix for the $m^{th}$ qubit and $f(Z)$ is some function of $Z$-matrices of some number of qubits. Since $(U_1, U_2, ..., U_k)$ is a set of universal gates, it should be possible to construct a Hadamard gate on the $m^{th}$ qubit, $H = Π_i U_i$. If this were true, then $HZ_m = (Π_iU_i)Z_m = f'(Z_1, Z_2, ...)Π_iU_i = f'(Z_1, Z_2, ...)H$. However, we know that $HZ_m = X_mH \neq f'(Z_1, Z_2, ...)H$ for any function $f'$. Clearly, this a contradiction showing that it is not possible to have a universal set of bias-preserving gates to begin with.
6 Clifford gadgets for the second-level encoding

The $C_1$ protected $C_2$ Clifford gadgets are $\{\overline{CX}, \overline{P}_{|+\rangle}, \overline{P}_{|0\rangle}, \overline{M}_Z, \overline{M}_X\}$. The $\overline{CX}$ gadget has been discussed in the main text. The rest of the gadgets are similar to ref. (8). The scheme for non-destructive measurement $\overline{M}_Z$ is shown in Fig. S3(A). The ancilla is prepared in state $|+\rangle$ and $CZ$ gates are implemented between the ancilla and each qubit in the repetition code. Finally, the ancilla is measured along the $X$-axis. For fault-tolerance measurement with ancilla is repeated $r$ times and $Z_L$ is determined by a majority vote on the measurement outcome. Figure S3(B) shows the gadget $\overline{M}_X$. The non-destructive measurement of $Z_L$ is carried out by performing transversal measurement of $Z$ on each qubit in the repetition code. For measuring $Z$ on each qubit, a $CX$ gate is realized between the qubit and an ancilla prepared in $|+\rangle$. The ancilla is then measured along $X$. For fault-tolerance, each $Z$ measurement is repeated $r$ times and taking the majority of the outcome. The state $|+\rangle_L$ can be prepared transversally by preparing each cat qubit in the $|C^+\rangle_\alpha$ state. The preparation $|0\rangle_L$ proceeds by first preparing $|+\rangle_L$ and then performing non-destructive measurement of $Z_L$.

7 Bias-preserving CCX using only three-wave mixing

One can generalize the $CX$ Hamiltonian, given in the main text, to a Hamiltonian for a controlled-controlled-NOT (CCX) gate—also known as a Toffoli gate—by adding a term to stabilize the second control oscillator and adapting the terms $(\beta \pm \hat{a}_c)/2\beta$ (and their conjugates) to more involved expressions

$$\frac{\beta - \hat{a}_c}{2\beta} \to \frac{1}{4} \left( 1 - \frac{\hat{a}_{c1}}{\beta} - \frac{\hat{a}_{c2}}{\gamma} + \frac{\hat{a}_{c1}\hat{a}_{c2}}{\beta\gamma} \right),$$
$$\frac{\beta + \hat{a}_c}{2\beta} \to \frac{1}{4} \left( 3 + \frac{\hat{a}_{c1}}{\beta} + \frac{\hat{a}_{c2}}{\gamma} - \frac{\hat{a}_{c1}\hat{a}_{c2}}{\beta\gamma} \right).$$

Figure S3: Fault-tolerant gadgets for non-destructive measurements (A) $\overline{M}_Z$ and (B) $\overline{M}_X$. 
where $\hat{a}_{c1}$ and $\hat{a}_{c2}$ are the annihilation operators for the two control oscillators, with stabilized subspaces defined by the coherent-state amplitudes $\beta$ and $\gamma$. This direct implementation of a CCX is undesirable, though, because it requires interaction terms that are quartic in the creation and annihilation operators arising from the cross terms between the above expressions and the two-photon drive of the target oscillator. We instead propose to implement a CCX in a less direct manner that only requires interaction terms cubic in the creation and annihilation operator. We accomplish this through the use of an ancillary oscillator and a three-body entangling gate that only requires cubic interaction terms and using the ancillary oscillator as the control for a final CX.

The three-body gate we propose is the controlled-controlled displacement (CCD) gate. The Hamiltonian for the gate is

$$
\hat{H}_{CCD}(t) = -K \left( \hat{a}_{c1}^{\dagger^2} - \beta^2 \right) \left( \hat{a}_{c1}^2 - \beta^2 \right) - K \left( \hat{a}_{c2}^{\dagger^2} - \gamma^2 \right) \left( \hat{a}_{c2}^2 - \gamma^2 \right) - K \left( \hat{a}_{c1}^{\dagger^2} - \alpha(t)^2 \right) \left( \hat{a}_{c2}^2 - \alpha(t)^2 \right)
$$

$$
- \delta \left[ \hat{a}_t^{\dagger} - \alpha(t) \right] \frac{1}{2} \left( 1 + \frac{\hat{a}_{c1}^{\dagger} + \hat{a}_{c2}^{\dagger}}{\beta} + \frac{\hat{a}_{c1} + \hat{a}_{c2}}{\gamma} - \frac{\hat{a}_{c1}^{\dagger}\hat{a}_{c2}^{\dagger}}{\beta\gamma} \right) \left[ \hat{a}_t - \alpha(t) \right] \frac{1}{2} \left( 1 + \frac{\hat{a}_{c1} + \hat{a}_{c2}}{\beta} + \frac{\hat{a}_{c1}^{\dagger}\hat{a}_{c2}^{\dagger}}{\beta\gamma} \right)
$$

$$
+ i\dot{\alpha}(t) \left( \hat{a}_t^{\dagger} - \hat{a}_t \right) \frac{1}{2} \left( 1 + \frac{\hat{a}_{c1}^{\dagger} + \hat{a}_{c1}}{2\beta} + \frac{\hat{a}_{c2} + \hat{a}_{c2}^{\dagger}}{2\gamma} - \frac{(\hat{a}_{c1}^{\dagger}\hat{a}_{c2}^{\dagger} + \hat{a}_{c1}\hat{a}_{c2}^{\dagger})}{2\beta\gamma} \right),
$$

(S17)

where $\alpha(t)$ adiabatically transitions from $\alpha(0) = 0$ at the beginning of the gate to $\alpha(T) = \alpha$ by the end of the gate.

This gate displaces the target oscillator from vacuum at $t = 0$ to $| -\alpha \rangle \approx |1 \rangle$ at $t = T$ if both control oscillators are in $|1 \rangle$, otherwise it displaces the target to $|\alpha \rangle$. By applying this gate from two controls to an ancilla prepared in vacuum, applying a CX from the ancilla to the ultimate target, and unentangling the ancilla by applying the inverse of the displacement gate (see Fig S4), an effective CCX is applied from the two controls to the ultimate target without the need for any quartic interaction terms.
In the computational subspace the gate effects the isometry

\[
\text{CCD} : |00\rangle \mapsto |000\rangle \quad \text{(S18)}
\]

\[
|01\rangle \mapsto |001\rangle \quad \text{(S19)}
\]

\[
|10\rangle \mapsto |010\rangle \quad \text{(S20)}
\]

\[
|11\rangle \mapsto |111\rangle \quad \text{(S21)}
\]

To show that the evolution given by Eq. (S17) results in a bias-preserving CCD, we perform simulations equivalent to those described for the CX gate. A Schrödinger-equation simulation of the three oscillators, with \( \alpha = \beta = \gamma = 2, \delta = K/2, \alpha(t) = t/T, \) and \( T = 10/K, \) yields an average-gate infidelity with the ideal CCD gate of \( 1.42 \times 10^{-5}. \)

To simulate the master equation evolution in the presence of loss, we simplify the bath for the two control oscillators such that the spectral density of its thermal photons are narrow, allowing us to approximate them as qubits with effective Lindblad operators given by Eq. (11) and Eq. (12) in the main text. The target oscillator is simulated as evolving in the presence of a thermal bath with a white-noise spectrum.

Using the same Hamiltonian parameters as for the Schrödinger-equation simulation and setting the error-channel parameters to \( \kappa = K/4000 \) and \( n_{\text{th}} = 1\% \) yields an average-gate fidelity of 98\%. The leakage due to thermal photons in this case is \( \sim 1.5 \times 10^{-5}, \) and the bias is \( \eta_{\text{CCD}} \sim 2500. \) We also simulate adding two-photon dissipation for the gate time \( T \) after the gate has completed, with \( \kappa_2 = K/5, \) as a means of reducing the leakage. In this case, the leakage is reduced by almost an order of magnitude \( \sim 2 \times 10^{-6}, \) at the cost of reducing the average-gate fidelity to 96\% and the bias to \( \eta_{\text{CCD}} \sim 2300. \)

In calculating leakage and bias for the CCD gate there are some subtleties due to the isometric nature of the gate. The process matrix is most naturally constructed as a map from operators on the domain of the gate (the subspace of inputs to the gate) to operators on the range of the gate (the subspace spanned by all outputs of the gate), restricted to the computational subspace of the oscillators. For all processes, the coefficient for the mapping from identity on the domain to identity on the codomain (the vector space the gate maps into, which can generally be larger than the range) tells how much of the trace is preserved when restricting to the computational subspace. For unitaries, this is the same as the coefficient mapping from identity on the domain to identity on the range, since the range equals the codomain. For isometries, this is not the case, and the coefficient mapping identity on the domain to identity on the range does not capture how much trace is retained in the computational subspace. In the particular case of the CCD gate, when restricting to the computational subspaces of the oscillators, the range is the 4-dimensional subspace spanned by \( \{|000\rangle, |001\rangle, |010\rangle, |111\rangle\}, \) while the codomain is the 8-dimensional subspace spanned by all 3-bit strings. Errors in the gate implementation can map input operators into operators with support outside of the range but still within the codomain, and we must be careful to not count these errors as leakage. It is important then to explicitly take the image of the computational-identity input in the whole oscillator space and project on the computational subspace (the codomain) in order to properly account for how much trace is preserved, and therefore how much leakage occurs.
The bias calculation is complicated because one does not probe all inputs to a 3-qubit error channel. This is because the states in the range of an ideal CCD cannot distinguish between certain distinct error processes in the computational subspace. It is cumbersome to express the indistinguishable error processes for the CCD gate, so for clarity consider the simpler CD gate

\[
\text{CD} : |0\rangle \mapsto |00\rangle \\
|1\rangle \mapsto |11\rangle.
\]

This gate is also an isometry, mapping to a range that is a 2-dimensional subspace of a 4-dimensional codomain. The range consists of states of the form \(c_0|00\rangle + c_1|11\rangle\). Because of the symmetry of these states, \(IZ\) and \(ZI\) errors have exactly the same effect, so as far as the CD gate is concerned these error processes are equivalent. To characterize the inequivalent errors in our implementation, it is useful to look at the images of errors on the input states. For the CD gate, a \(Z\) error on the input has the same effect as either an \(IZ\) or a \(ZI\) error on the output. So for the CD gate, one can determine the probability of a dephasing-type error occurring on the output by computing the probability of a dephasing error occurring at the input. This ensures that a \(ZZ\) error on the output is correctly ignored, since on the range \(ZZ\) acts like the identity.

Similarly, for the CCD gate, one determines that the probability of a dephasing error occurring on the output is equal to the probability of a \(IZ\), \(ZI\), or \(ZZ\) error occurring on the input. The probability of other errors occurring is the probability of staying in the computational subspace, minus the probability of the \(II\) action and the dephasing errors. The bias is then calculated as the ratio of these two probabilities.

8 Magic-state preparation

In this section, we extend the analysis in (10) for the preparation of magic states \(\overline{P}_i\) and \(\overline{P}_T\). The gadget for magic state preparation is shown in Fig. S5 (A). The gadget consists of two repetition code blocks initialized in the state \(|+\rangle_L\). The non-Clifford operation in this gadget is the transversal application of \(ZZ(\theta)\) gates between the physical qubits in block 1 and block 2. The transversally applied \(ZZ(\theta)\) gates do not preserve the codespace and this operation is not equivalent to a logical \(ZZ(\theta)\) gate. Following this step, a \(\overline{M}_Z\) measurement is performed on block 1, followed by \(\overline{M}_X\) measurement which disentangles block 1 from block 2. Finally, error correction is performed on block 2 to map it into the codespace. We will now elaborate how this gadget leads to a deterministic preparation of \(|i\rangle_L\) state and probabilistic preparation of \(|T\rangle_L\) with appropriate choice of \(\theta\).

After blocks 1 and 2 are each prepared in the \(|+\rangle_L = |+\rangle^\otimes n\) state, the pairwise \(ZZ(\theta)\) gates entangles them. The state after the application of this operation is

\[
|\psi\rangle = [|0\rangle|\theta\rangle + \hat{X}|\theta\rangle|0\rangle]^{\otimes n},
\]

where \(|\theta\rangle = \cos(\theta/2)|+\rangle + i\sin(\theta/2)|-\rangle\). The \(\overline{M}_Z\) measurement on block 1 projects it in a state with even or odd number of \(|1\rangle\) depending on the measurement outcome \(\overline{M}_Z = 1\) or
The state of the system after the $\mathcal{M}_Z$ measurement is

$$|\psi\rangle_{\mathcal{M}_Z=1} = \sum_{|a|\text{= even}} \bigotimes_{i=1}^{n} (\hat{X}\hat{X})^{a_i}|0\rangle|\theta\rangle$$

$$|\psi\rangle_{\mathcal{M}_Z=-1} = \sum_{|a|\text{= odd}} \bigotimes_{i=1}^{n} (\hat{X}\hat{X})^{a_i}|0\rangle|\theta\rangle,$$

where $a_i \in \{0,1\}$. To give an example, if $n = 3$, $|\psi\rangle_{\mathcal{M}_Z=1} = |000\rangle_1 \otimes |\theta\theta\rangle_2 + |011\rangle_1 \otimes \hat{I}\hat{X}\hat{X}|\theta\theta\rangle_2 + |101\rangle_1 \otimes \hat{X}\hat{I}\hat{X}|\theta\theta\rangle_2 + |110\rangle_1 \otimes \hat{I}\hat{X}\hat{X}|\theta\theta\rangle_2$ and $|\psi\rangle_{\mathcal{M}_Z=-1} = |111\rangle_1 \otimes \hat{X}\hat{X}\hat{X}|\theta\theta\rangle_2 + |100\rangle_1 \otimes \hat{X}\hat{I}\hat{I}|\theta\theta\rangle_2 + |010\rangle_1 \otimes \hat{I}\hat{X}\hat{I}|\theta\theta\rangle_2 + |001\rangle_1 \otimes \hat{I}\hat{I}\hat{X}|\theta\theta\rangle_2$. Here the subscripts 1 and 2 denote the blocks 1 and 2 respectively. Next, an $\mathcal{M}_X$ measurement is performed on block 1. That is, each qubit in block 1 is measured along the $\hat{X}$ axis and is projected onto either the $|C^+_\alpha\rangle$ or $|C^-\alpha\rangle$ state. If $b_i = \pm 1$ represents the result of the measurement on the $i^{th}$ qubit, then the state of the qubits in block 2 is

$$|\psi\rangle_b^{\mathcal{M}_Z=1} = \sum_{|a|\text{= even}} \bigotimes_{i=1}^{n} (b_i\hat{X})^{a_i}|\theta\rangle = A_b^1|\theta\rangle^\otimes n$$

$$|\psi\rangle_b^{\mathcal{M}_Z=-1} = \sum_{|a|\text{= odd}} \bigotimes_{i=1}^{n} (b_i\hat{X})^{a_i}|\theta\rangle = A_b^{-1}|\theta\rangle^\otimes n.$$
Here $A_b^{±1} = \sum_{|a|=\text{even/odd}} \bigotimes_{i=1}^n (b_i \hat{X})^{a_i}$ and $A_b^{-1} = \hat{X}^\otimes n A_b^1 = \hat{X}_L A_b^1$. Consequently, the state of block 2 when the result of the $\mathcal{M}_Z$ measurement is $-1$ differs from that when the measurement result is $1$ simply by $\hat{X}_L$. Therefore, for fault-tolerance, this measurement is repeated $r_{x,L}$ times and a majority vote is taken over the measurement outcomes. The above expressions can be simplified to

$$\left| \psi \right>_{b}^{\mathcal{M}_Z=1} = \left[ \cos \left( \frac{\theta}{2} \right) \right]^s \left[ i \sin \left( \frac{\theta}{2} \right) \right]^n \bigotimes_{i=1}^n |C_{\alpha}^{\text{sgn}(b_i)}\rangle$$

$$+ \left[ i \sin \left( \frac{\theta}{2} \right) \right]^s \left[ \cos \left( \frac{\theta}{2} \right) \right]^n \bigotimes_{i=1}^n |C_{\alpha}^{\text{sgn}(b_i)}\rangle$$

$$\left| \psi \right>_{b}^{\mathcal{M}_Z=-1} = \hat{X}_L |\psi\rangle_{b}^{\mathcal{M}_Z=1},$$

(S28)

where $s$ is the number of $+1$ in $b$. The above expressions show that block 2 is in a superposition of qubit states which are completely correlated and completely anti-correlated to the qubit states in block 1. To elaborate with an example, for $n = 3$ if the $\mathcal{M}_Z$ measurement yields 1 and if the $\mathcal{M}_\hat{X}$ measurement yields $b = 1, 1, 1$ or $b = -1, -1, -1$ then the state of the qubits in block 2 is $\cos(\theta/3)|C_{\alpha}^{+}\rangle|C_{\alpha}^{-}\rangle|C_{\alpha}^{-}\rangle + (i \sin(\theta/3))[|C_{\alpha}^{+}\rangle|C_{\alpha}^{-}\rangle|C_{\alpha}^{+}\rangle]$. If the $\mathcal{M}_\hat{X}$ measurement yields $b = 1, 1, -1$ or $b = -1, -1, 1$ then the state of the qubits in block 2 is $\cos(\theta/2)i \sin(\theta/2)|C_{\alpha}^{+}\rangle|C_{\alpha}^{-}\rangle|C_{\alpha}^{+}\rangle + (i \sin(\theta/2))^2 \cos(\theta/2)|C_{\alpha}^{-}\rangle|C_{\alpha}^{+}\rangle|C_{\alpha}^{-}\rangle$. Finally, the error-correction step on block 2 using the gadget, shown in Fig.(4) in the main text, projects block 2 back into the codespace,

$$\left| \psi \right>_{b}^{\mathcal{M}_Z=1} = \hat{Z}_{L}^{H[s-(n+1)/2]} \times$$

$$\left\{ \left[ \cos \left( \frac{\theta}{2} \right) \right]^s \left[ i \sin \left( \frac{\theta}{2} \right) \right]^n |+\rangle_L + \left[ i \sin \left( \frac{\theta}{2} \right) \right]^s \left[ \cos \left( \frac{\theta}{2} \right) \right]^n |\rangle_L \right\}$$

(S30)

$$\left| \psi \right>_{b}^{\mathcal{M}_Z=-1} = \hat{X}_L |\psi\rangle_{b}^{\mathcal{M}_Z=1},$$

(S31)

where $H[s-(n+1)/2]$ is the heaviside step function. The above expression shows that the resulting code state depends on the choice of $\theta$ and the intermediate measurement results. Using $\theta = \pi/2$, the state $|i\rangle_L$ is prepared (up to correctable Pauli rotations) irrespective of the measurement outcome. Moreover, if we find that if the error syndromes obtained from the measurement of the stabilizer generators do not agree with the $\mathcal{M}_Z$ measurement on block 1, then we reject the state on block 2. Using $\theta = \pi/4$, the state $|T\rangle_L$ is prepared (up to correctable Pauli rotations) only when $n-s = s \pm 1$ or $s = (n \pm 1)/2$. Out of all the $2^n$ possible measurement results, the number of outputs that result in the correct state is $\left( \frac{n}{n+1} \right) + \left( \frac{n}{n+1} \right)$. Therefore, the probability of successful $|T\rangle_L$ state preparation is, $p_{\text{success}} = 2^{1-n} \left( \frac{n}{n+1} \right)$. For example, with $n = 9$ or $n = 21$, $p_{\text{success}} = 0.49$ or $0.34$ respectively. The probability of success decreases with
increasing $n$ because the $ZZ(\theta)^\otimes n$ gates do not preserve the codespace. Next, we will examine the probability of logical error in the preparation of the states.

A Upper bound on the probability of a logical non-dephasing error

A logical non-dephasing fault in block 2 can be due to a physical non-dephasing error during the $2nr$ CX gates in the error correction gadget or during any of the $n ZZ(\theta)$ gates. Moreover, a faulty $\overline{M}_Z$ measurement also leads to a non-dephasing error (see Eq. (S31)). This can happen due to a non-dephasing error in any of the $n ZZ(\theta)$ gates or any of the $nr_{z,L}$ CZ gates. It can also result if a majority $m = (r_{z,L} + 1)/2$ of the measurements are faulty (either due to dephasing faults in any one of the $n$ CZ gates or the preparation and measurement of the ancilla.) Therefore, the probability of a logical non-dephasing error is upper bounded by

$$\varepsilon_{x,L} \leq (2nr + 2n + nr_{z,L})\varepsilon + \left(\frac{r_{z,L}}{r_{z,L} + 1}\right)(n\varepsilon + 2\varepsilon)^{(r_{z,L}+1)/2}.$$  

(S32)

B Upper bound on the probability of $\hat{Z}_{L}$ error

A logical dephasing error in block 2 could result from the failure of the error-correction block to detect any error. This happens if there is a phase-flip error on all the $n$ qubits in block 2. Each qubit $i$ in block 2 can undergo a phase-flip during any one of the $2r$ CX gates, the $ZZ(\theta)$ gate, preparation and when the $i^{th}$ qubit in block 1 undergoes a phase flip. In block 1, a phase error on a qubit can occur during preparation, measurement, $ZZ(\theta)$ gate and any one of the $r_{z,L}$ CZ gates. Additionally, a bit-flip error in the ancilla for $\overline{M}_Z$ measurement can also introduce correlated phase-flip errors in block 1, which then propagates to block 2. To estimate the upper bound, we assume that a non-dephasing fault in any of the $nr_{z,L}$ CZ gates results in undetectable error in block 2. Therefore, the probability of a $\hat{Z}_{L}$ error in block 2 due to failure of the error-correction gadget is

$$\varepsilon_{x,L}^{(1)} \leq ((2r + 2)\varepsilon + (r_{z,L} + 3)\varepsilon)^n + nr_{z,L}\frac{\varepsilon}{\eta} 
\leq (2r\varepsilon + r_{z,L}\varepsilon + 5\varepsilon)^n + nr_{z,L}\frac{\varepsilon}{\eta}.$$  

(S33)

In addition, correlated phase errors in block 1 and block 2 is another source of fault. Recall that if the error syndromes obtained from the measurement of the stabilizer generators do not agree with the $\overline{M}_Z$ measurement on block 1 then the state is rejected. Correlated phase errors in the $i^{th}$ qubit in blocks 1 and 2, would however be missed, leading to an incorrect preparation of the magic state. Such correlated errors could occur during the $n ZZ(\theta)$ gates (probability $\varepsilon_{zz}$) or due to independent errors $\varepsilon^2$ occurring during preparation, measurement, $ZZ(\theta)$ gates or $r_{z,L}$ CZ gates in the $\overline{M}_Z$ measurement. Therefore, the probability of an $\varepsilon_{z,L}^{(2)}$ error due to correlated
phase errors is

\[ \varepsilon_{z,L}^{(2)} \leq n \varepsilon_{zz} + n(r_{z,L} \varepsilon + 3 \varepsilon)(2r \varepsilon + 2 \varepsilon). \]  

(S34)

A final source of fault is the correlated errors in block 2 and stabilizer measurements themselves. If a qubit in block 2 undergoes a phase-flip and if the stabilizers are measured correctly, then a comparison between block 1 and 2 will reveal this error and the state can be discarded. However, if the two stabilizer generators involving that qubit are measured incorrectly, then the error in block 2 will be missed. An upper bound on the probability for this fault path is

\[ \varepsilon_{z,L}^{(3)} \leq n(2r \varepsilon + r_{z,L} \varepsilon + 5 \varepsilon) \left( \left( \frac{r}{r+1} \right) \left( 4 \varepsilon \frac{r+1}{2} \right) \right)^2. \]  

(S35)

Finally, the total probability of a \( \varepsilon_{z,L} \) error is obtained by combining Eq. (S33), Eq. (S34) and Eq. (S35),

\[ \varepsilon_{z,L} \leq nr_{z,L} \frac{\varepsilon}{\eta} + (2r \varepsilon + r_{z,L} \varepsilon + 5 \varepsilon)^n + n \varepsilon_{zz} + n(r_{z,L} \varepsilon + 3 \varepsilon)(2r \varepsilon + 2 \varepsilon) \]

\[ + n(2r \varepsilon + r_{z,L} \varepsilon + 5 \varepsilon) \left( \left( \frac{r}{r+1} \right) \left( 4 \varepsilon \frac{r+1}{2} \right) \right)^2. \]  

(S36)

We can now compare the expressions for the logical error rates in Eq. (S32) and Eq. (S36) to those in (10). Recall that the only difference in the preparation schemes described here is the error correction gadget based on stabilizer measurements using CX gates. This does not affect the leading order sourced of error, which is correlated phase-flips in block 1 and 2 (\( \propto \varepsilon_{zz}, \varepsilon^2 \)). The main difference is due to the contribution of correlated errors in block 2 and syndrome measurements (Eq. (S35)) to a logical \( \hat{Z}_L \) error. In contrast, faults due to measurement errors in the error-correction gadget used in Ref. (10) contribute to a logical \( \hat{X}_L \) error and are of higher order (see Eq. (17) in (10)). Figure S5(B) shows the logical error rates computed here and that from Ref. (10) for \( n = r = r_{z,L} = 3 \). As expected, the probability of non-dephasing error with the CX based error-correction is slightly lower than in Ref. (10), while the probability of dephasing errors is similar. In the previous section, we found that for \( \eta = 10^4, \varepsilon = 0.0043, \) and \( n = 19, \varepsilon_{cat} = 0.67 \times 10^{-3} \), which is the accuracy threshold for a CSS code. According to Eq. (S36) and Eq. (S32), the logical error probability in the preparation of the magic states when \( \eta = 10^4, \varepsilon = 0.0043, \) and \( n = 19 \) is 0.016, which is lower than the threshold for state distillation (1,46).
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