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Abstract

This paper proposes a novel neural machine reading model for open-domain question answering at scale. Existing machine comprehension models typically assume that a short piece of relevant text containing answers is already identified and given to the models, from which the models are designed to extract answers. This assumption, however, is not realistic for building a large-scale open-domain question answering system which requires both deep text understanding and identifying relevant text from corpus simultaneously.

In this paper, we introduce Neural Comprehensive Ranker (NCR) that integrates both passage ranking and answer extraction in one single framework. A Q&A system based on this framework allows users to issue an open-domain question without needing to provide a piece of text that must contain the answer. Experiments show that the unified NCR is able to outperform the states-of-the-art in both retrieval of relevant text and answer extraction.

1 Introduction

An overview of our question answering system.

Figure 1: An Overview of Our Question Answering System
2 Neural Comprehensive Ranker

2.1 Model

The overall architecture of our Neural Comprehensive Ranker is illustrated in Figure 2. The model consists of seven layers:

1. **Word Embedding Layer** embeds each word into a fixed-length dense vector.
2. **Character Embedding Layer** maps each word into a fixed-length embedding using character-level CNNs [2].
3. **Contextual Encoding Layer** embeds each word with its surrounding context using bi-directional LSTM [1]. This layer enables the model to capture the sequential information of questions and paragraphs.
4. **Attention Layer** attends a paragraph to a given question, which produces a vector of question-aware features for each word in the paragraph.
5. **Contextual Attended Encoding Layer** models the sequential information of a paragraph at the attention level using another bi-directional LSTM, so that the context can be captured after attention.
6. **Answer Output Layer** produces the start and end indices of the answer span in a paragraph for a given question.
7. **Relevance Output Layer** produces the probability of a paragraph being relevant to a given question to which an answer can be found in this paragraph.

2.1.1 Word Embedding Layer

Let \( q = \{v_1, v_2, \ldots, v_M\} \) and \( p = \{x_1, x_2, \ldots, x_N\} \) denote the words in a given question \( q \) and a paragraph \( p \), respectively. The word embedding layer encodes each word, \( v_i \) or \( x_i \), into a high-dimensional embedding space. We use the pre-trained 100-dimensional GloVe word vectors [3] to initialize the word-level embedding.

2.1.2 Character Embedding Layer

The character embedding layer also embeds each word into a dense vector. In particular, we feed all characters of a word into a Convolutional Neural Network (CNN) with max-pooling to obtain a feature vector for the word.
We then compute the attended question matrix in light of each paragraph word as:

\[ e = [e_1, e_2, \ldots, e_{K-l+1}]^\top, \]

where each \( e_i \in e \) is given by

\[ e_i = f(W_e \cdot c_{i:i+l-1} + b_e), \]

where \( W_e \) is a trainable parametric matrix, and \( b_e \) is a bias scalar. \( c_i \) is the embedding of the \( i \)th character in a word, and \( c_{i:i+l-1} \) denotes the concatenation of \( l \) character embeddings \( c_i, c_{i+1}, \ldots, c_{i+l-1} \) in a sliding window of size \( l \). A max-pooling then operates over \( e \) to generate one feature \( \tilde{e} \) in the feature vector of the word:

\[ \tilde{e} = f_{\text{maxPool}}(e) = \max\{e_i \in e\}. \]

In our experiments, we set the sliding windows size \( l \) to 5 with 100 filters, which gives a 100-dimensional feature vector for each word.

We represent each word in a question and a paragraph as the concatenation of the character-level embedding (1).

\[ Q \]

The contextual encoding layer aims to encode each word with its surrounding context to model word semantics richer than embedding \( Q \).

2.1.3 Contextual Encoding Layer

The contextual encoding layer takes as input the embedding matrices \( Q \) and \( P \) for a question and a paragraph, respectively. It computes a hidden state \( h \) at each time step, LSTM takes as input the current word embedding (2).

\[ h_i = f(LSTM(e_i, h_{i-1})). \]

The contextual encoding layer computes the affinity matrix \( S \) (3).

\[ S_{i,j} = w_a^\top [Q^{b;i;j}; P^{b;i;j}; Q^{b}); o P^{b});], \]

where \( Q^{b;i;j} \) is the \( i \)th column of the question embedding matrix \( Q^b \), \( P^{b;i;j} \) is the \( j \)th column of the paragraph embedding matrix \( P^b \), \( w_a \in \mathbb{R}^{J} \) is a trainable weight vector, \( o \) is element-wise product, and \( [:] \) is vector concatenation across row.

The affinity matrix is normalized to produce the attention weights \( A \) across the question for each word in the paragraph:

\[ A_{i,j} = \text{softmax}(S_{i,j}). \]

We then compute the attended question matrix in light of each paragraph word as:

\[ X = Q^b A. \]

Each column of \( X \), corresponding to a paragraph word, indicates the sum of question vectors weighted by the relevance between individual question words and the paragraph word.
2.1.5 Contextual Attended Encoding Layer

The contextual attended encoding layer is used to model sequential interactions in the context of a paragraph conditioned on a given question. It differs from the contextual encoding layer which encodes contextual information independent of the question at the level of word embedding. The contextual attended encoding layer takes as input the question-aware representation of the paragraph $X$ from the attention layer, and produces a matrix $Z \in \mathbb{R}^{I \times N}$, which is passed onto the next two output layers to predict relevance and an answer. In this layer, like the contextual encoding layer, we place another bi-directional LSTM, and concatenate the outputs from the two directions which gives the representation $Z$. Each column of $Z$ captures the surrounding context of the word at the attended level.

2.1.6 Answer Output Layer

Given the QA task of finding a sub-phrase of a relevant paragraph to answer a given question, the answer output layer predicts the start and the end indices of the answer span in the paragraph. To this end, we place two fully-connected layers on top of each column of $Z$, and use softmax activation to obtain the probabilities of every word being the start and the end of the answer span, respectively:

$$p_{\text{start}} = \text{softmax}(w_s ^\top Z + b_s),$$
$$p_{\text{end}} = \text{softmax}(w_e ^\top Z + b_e),$$

where $w_s \in \mathbb{R}^I$ and $w_e \in \mathbb{R}^I$ are trainable weight vectors for the start and the end of the answer span, respectively. $b_s$ and $b_e$ are corresponding bias scalars.

2.1.7 Relevance Output Layer

The relevance output layer is used to identify whether a paragraph contains a sub-phrase that answers a given question. In this layer, we first place an average pooling layer to aggregate the word vectors $Z$ produced by the contextual attended encoding layer into a single paragraph vector $v \in \mathbb{R}^I$:

$$v = f_{\text{AvgPool}}(Z).$$

A fully-connected layer is then placed on top of the vector $v$ of every paragraph to be evaluated:

$$\gamma = w_r ^\top v + b_r,$$

where $w_r \in \mathbb{R}^I$ is a trainable weight vector, and $b_r$ is a bias scalar. Finally, we compute softmax activation on $\gamma$s over all the paragraphs to be evaluated, which results in the probability that each of the paragraphs contains an answer to a given question.

2.2 Training

Given a QA training dataset $D$, our learning objective is to set the parameters $\theta$ of NCR so as to maximize the likelihood of all data samples from the training set. There are two types of data samples:

1. $(q, p)$ pairs indicating paragraph $p$ is relevant to question $q$ to which an answer can thus be found in $p$.
2. a (START, END) pair for each $(q, p)$ indicating the indices of start and end of the answer span in paragraph $p$ for a given question $q$.

Let $p(r = 1|q, p; \theta)$ denote the probability that paragraph $p$ is relevant to question $q$. Correspondingly, $p(r = 0|q, p; \theta) = 1 - p(r = 1|q, p)$ will be the probability of $p$ being irrelevant to $q$. Also, we denote by $p(\text{START}|q, p; \theta)$ the probability that the answer span starts with the index START, and by $p(\text{END}|q, p; \theta)$ the probability of END being the end index of the answer span. As a result, the optimization objective is formally given by:

$$\theta^* = \arg \max_{\theta} \prod_{(q,p) \in D} p(r = 1|q, p; \theta) \prod_{(q,p) \notin D} p(r = 0|q, p; \theta) \times \prod_{(\text{START}, \text{END}) \in D} p(\text{START}|q, p; \theta)p(\text{END}|q, p; \theta).$$
where the first two multiplications reflect the likelihood of relevance and irrelevance, and the third multiplication reflects the likelihood of all answer spans.

As described before, we model the relevance probability by a sigmoid function: \( p(r = 1|q,p;\theta) = \sigma(p,q;\theta) \). To avoid a trivial solution to the maximization of the relevance likelihood, we need to present the model with irrelevant samples captured by \( p(r = 0|q,p;\theta) = 1 - \sigma(p,q;\theta) \). The irrelevant samples are obtained by generating random \((q,p)\) pairs, assuming they are all incorrectly mapped. The answer span probability, on the other hand, is modeled by a softmax function. The probabilities of all answer spans in the training dataset \( D \) are multiplied together as the answer span likelihood to be maximized.

The training loss for NCR is thus equivalently given by the negative sum of the log likelihoods over all data samples:

\[
L(\theta) = -\sum_{(q,p) \in D} \log(p(r = 1|q,p;\theta)) - \sum_{(q,p) \notin D} \log(p(r = 0|q,p;\theta))
- \sum_{(\text{START,END}) \in D} \log(p(\text{START}|q,p;\theta)) + \log(p(\text{END}|q,p;\theta))
\]  (9)

Training the NCR model is achieved by finding the parameters \( \theta \) so as to minimize the loss function given in Equation (9).
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