Differentiation Between Organic and Non-Organic Apples Using Diffraction Grating and Image Processing—A Cost-Effective Approach
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Abstract: As the expectation for higher quality of life increases, consumers have higher demands for quality food. Food authentication is the technical means of ensuring food is what it says it is. A popular approach to food authentication is based on spectroscopy, which has been widely used for identifying and quantifying the chemical components of an object. This approach is non-destructive and effective but expensive. This paper presents a computer vision-based sensor system for food authentication, i.e., differentiating organic from non-organic apples. This sensor system consists of low-cost hardware and pattern recognition software. We use a flashlight to illuminate apples and capture their images through a diffraction grating. These diffraction images are then converted into a data matrix for classification by pattern recognition algorithms, including $k$-nearest neighbors ($k$-NN), support vector machine (SVM) and three partial least squares discriminant analysis (PLS-DA)-based methods. We carry out experiments on a reasonable collection of apple samples and employ a proper pre-processing, resulting in a highest classification accuracy of 94%. Our studies conclude that this sensor system has the potential to provide a viable solution to empower consumers in food authentication.
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1. Introduction

Food authentication is a process to analyze the composition of food to ensure the food is “what it says on the tin”. It is increasingly needed in many areas of science, agriculture and business for various reasons, including the growing demand for high-quality food products. Classical chemistry analyzes materials through chemical reactions that mostly occur in the liquid phase, which is generally expensive, time consuming and requires professional laboratory techniques for food authentication. This approach is therefore unsuitable for routine authentication in consumer markets and unable to effectively control food fraud, such as organic food mislabeling and mixing.

In last decade, there has been a growing trend towards fast and non-destructive approaches for food authentication. A popular approach is to differentiate one food type from another by using spectroscopic techniques such as near-infrared (NIR), Fourier-transform infrared (FTIR) and nuclear magnetic resonance (NMR) with the aid of chemometrics (chemical pattern recognition) [1–3]. It studies the interaction between material and electromagnetic radiation as a function of light intensity over wavelength or frequency. Then the specific chemical compositions or physical properties of the material can be revealed by means of chemometrics analysis. This approach has been investigated in many food
quality studies, including identifying varieties [4], pesticide residues [5] and transgenics [6]. However, to our knowledge, such an approach is seldomly used to detect organic products which have higher value than non-organic ones, but are less distinctive in surface morphology and easier to adulterate. Recent studies attempted to use portable NIR spectroscopy for differentiating organic foods from non-organic ones, such as apples [7,8] and milk [9]. These studies have demonstrated that portable spectroscopy together with chemometrics is a potential alternative to laboratory-based spectroscopy due to its classification efficiency. Nevertheless, this alternative method remains difficult to apply in consumer markets. On one hand, the miniaturization and field portability of instrumentation generally lowers the fingerprint data quality due to the non-ideal sampling conditions such as stray light, detector-based and chemical-based effects [10]. As a result, nonlinear variations might be introduced into spectral data, degrading the performance of linear classification models [11,12]. On the other hand, the cost of using a portable spectroscopic sensor for differentiating organic food drastically exceeds the expectation of consumers. For example, the portable NIR spectrometer used in [7] costs over ten thousand British pounds while the price of a smaller-sized SCIO spectrometer [13] is still almost 300 US dollars. Therefore, low-cost sensors which can provide comparably effective performance to portable spectroscopy are desired and will have huge potentials in application for food authentication.

Many pattern recognition algorithms have been applied in chemometrics for discovering the connection between sensory food data and their corresponding chemical components or physical properties [1,14]. Among these algorithms, k-NN, SVM and PLS-DA have been frequently used as baseline methods due to their simplicity and easy implementation. Specifically, PLS-DA is practically suitable for modelling ill-conditioned problems in spectral data, such as small samples, high dimensionality and multicollinearity. However, it suffers from performance degradation under nonlinear conditions [11,15]. Recent studies attempt to modify PLS algorithm for handling nonlinear data by using kernel and locally weighted approaches [15,16]. Kernel PLS (KPLS) maps the original data into Hilbert feature space and constructs a linear PLS model. According to the Covers theorem, the nonlinear relationship among variables in the original data space becomes linear in the feature space after such mapping [17]. Therefore, KPLS can effectively capture the nonlinearity and improve the prediction performance. However, it is not possible to directly see the contribution of each variable with respect to the prediction model [15]. Furthermore, kernel methods are prone to overfitting if the dataset has a limited number of samples [11]. Another approach combines locally weighted regression (LWR) [18] and PLS, namely LW-PLS [16]. It fills the gap that the regression coefficients of LWR are unstable and inefficient to compute under ill conditions. LW-PLS is a Just-In-Time (JIT) method which builds a local regression model based on the distances between training samples and a query. This model can enlarge the contribution of neighboring samples for the query and reduce global nonlinearity. It has been reported that LW-PLS is superior to the conventional PLS in developing soft-sensors [19,20].

In this paper, we present a low-cost sensor system based on computer vision techniques for authentication purposes, i.e., differentiating organic apples from non-organic ones. This sensor system consists of simple components (the hardware costs less than 3 US dollars on top of a smartphone) which are consumer-friendly and do not require expert knowledge to operate. It aims to provide rapid and non-destructive analysis that can effectively reveal the relationship between food data and its categorical information. In particular, the apple data acquired by our sensor system exhibits strong nonlinearity when the categorical information is based on organic and non-organic. We use LW-PLS method to improve the modelling performance and achieve classification capability that is comparable to portable NIR spectrometers in differentiating organic apples from non-organic ones.

The remainder of the paper is organized as follows: Section 2 introduces the sensor system and image data acquisition process. The image data analysis is presented in Section 3. Section 4 presents the experimental results and discussion. Conclusions are drawn in Section 5.
2. Measurements

2.1. Sensor System

The proposed sensor system aims to acquire image data from certain objects, i.e., organic and non-organic apples, by coupling low-cost measurements with computer vision techniques. Using a simple flashlight to illuminate an apple, a diffraction image is generated and captured by a diffraction grating sheet and camera, respectively. Then we apply a series of computer vision techniques, including image pre-processing, segmentation and rainbow generation to convert the diffraction image into a sample vector for analysis. The overall sensor system is shown in Figure 1.

![Figure 1. The overall sensor system for data acquisition.](image)

2.2. Diffraction Grating and Image Acquisition

Diffraction gratings are an essential optical component in many fields such as spectroscopy, lasers techniques and optical communication. When polychromatic light reflects from or passes through a diffraction grating, it disperses into several rays travelling in different directions and each ray contains a unique wavelength or color. If we use a flashlight to illuminate an apple, spectra are generated on both sides of the apple which are severely dispersive (see Figure 2a). Diffraction grating can equidistantly slit a spectrum by wavelengths and produce rainbow color spectrum (also called rainbow, shown in Figure 2b) if a wide spectrum light source is being used. As different chemical elements (or compounds) have unique spectra which differ in the composition of the spectral lines, it is possible to detect the presence of a specific element by analyzing the intensity of a spectral line. In this paper, we choose a 60 × 40 nm diffraction grating sheet (less than 3 US dollars) as the experimental object. According to Figure 2c, rainbow images of an apple are generated via the diffraction grating sheet and their color spectra are symmetrically distributed.

To reduce the influence of ambient light and produce images of high quality, the experiment was conducted in a dark environment. There is no surface contamination or damage in each apple and no surface preparation was carried out prior to image acquisition. We place a flashlight 20 cm away from the apple and set diffraction grating sheet right behind the flashlight, which can ensure that the light source is effectively focused on the apple surface. After generating rainbow images, a smartphone is used to photograph the whole experimental environment.
2.3. Rainbow Images Segmentation

2.3.1. The Proposed Framework

To capture a single rainbow image, the background needs to be removed. Image segmentation is the process of detecting objects or interesting areas from input image which plays a key role in object recognition. We propose a framework which can efficiently extract one rainbow image, as shown in Figure 3. We use pre-segmentation techniques to pre-process the image, including grayscale processing and mathematical morphology. Then we apply median filter to denoise the image. By using OSTU (Nobuyuki Otsu) method [21], a single rainbow image is extracted from the original image and converted into color histogram vectors in RGB color space. Figure 4 shows the original and processed images by the above procedures.

![Diagram](image)

**Figure 3.** The proposed framework for extracting rainbow image.
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Figure 4. (a) The original image; (b) gray scale processed image; (c) binary image; (d) the resulted image.

2.3.2. Image Denoising

Digital images are generally affected by noise from the imaging instrument and the external environment during digitization and transmission. In this paper, we use the median filter for image denoising. The main idea of median filtering is to replace the value of a point in a digital image or digital sequence with the median of neighboring points. As a result, the surrounding pixel values are close to their real value and the isolated noise points are eliminated. The median filtering is especially useful for denoising which can efficiently preserve edges [22]. After image denoising, to retain the maximum information of color, we used the hue, saturation and value (HSV) color model, which is close to human visualization for preliminary processing the rainbow image.

2.3.3. The OSTU Method

The OSTU method [21] is an automatic image segmentation algorithm which find a threshold that minimizes the weighted within-class variance. In this paper, we use the OSTU method to distinguish a rainbow image from background due to its simplicity and effectiveness. It firstly converts input images to grayscale images and count the number of gray levels \( K < 255 \). Then pixels are divided into background class \( C_1 \) and object class \( C_2 \) by a threshold \( T \); \( C_1 \) and \( C_2 \) are within the interval of \([1, T]\) and \([T + 1, K]\), respectively. We define the total number of pixels as \( L \) and the probability of appearance grayscale level as \( \mu \), the algorithm is summarized as follows:

Calculate probability appears of \( C_1 \):

\[
\omega_1(T) = P_1 = \sum_{i=0}^{T-1} p_i, \tag{1}
\]

Calculate probability appears of \( C_2 \):

\[
\omega_2(T) = P_2 = \sum_{i=0}^{K-1} p_i = 1 - P_1, \tag{2}
\]

Calculate the average grey level of \( C_1 \):

\[
\mu_1(T) = \sum_{i=0}^{T-1} i \cdot P_i = \frac{\sum_{i=0}^{T-1} i \cdot p_i}{\omega_1(T)}, \tag{3}
\]
Calculate the average grey level of C2:

$$\mu_2(T) = \sum_{i=0}^{l-1} i \cdot \frac{P(i)}{C_2} = \sum_{i=0}^{l-1} i \cdot p_i / \omega_2(T),$$

(4)

Calculate the sum of the average grey level:

$$\mu = \omega_1(T) \cdot \mu_1(T) + \omega_2(T) \cdot \mu_2(T),$$

(5)

Calculate the interclass variance:

$$g(T) = \omega_1(T) \cdot (\mu_1(T) - \mu)^2 + \omega_2(T) \cdot (\mu_2(T) - \mu)^2,$$

(6)

Calculate:

$$g(T) = \omega_1(T) \cdot \omega_2(T) \cdot (\mu_1(T) - \mu_2(T))^2.$$  

(7)

The optimal threshold $T$ can be obtained when $g(T)$ achieves the maximum value.

Figure 5 shows two apples from different classes (organic vs. non-organic) and their rainbow images. Basically, the two apples cannot be visually identified by their physical appearance. If we compare the extracted rainbow images, it is still difficult to tell the difference between the organic and non-organic apples merely based on the radiance or the rainbow size, because specific distinctions may be caused by instrumental and experimental artifacts. In order to differentiate organic apples from non-organic ones precisely, we convert each rainbow image into a sample vector for further analysis.

![Figure 5. (a) Non-organic (left) and organic apple (right); (b) The rainbow image of an organic apple; (c) The rainbow image of a non-organic apple.](image)

2.4. Feature Vector Representation

Here, we convert the obtained rainbow images to feature vectors in red, green, and blue (RGB) color space in order for representing color information. The RGB color space generally uses the
Superimpositions of three primary colors to form a diversity of colors. Specifically, it can be represented as a unit cube in 3-dimensional Cartesian coordinate system, where colors are linearly combined by three primary colors of different ratios [23]. This can be represented as:

\[ F = W_1 \cdot R + W_2 \cdot G + W_3 \cdot B, \]  

where \( F \) is a certain color, \( W_1, W_2 \) and \( W_3 \) is the ratio of red, green and blue color luminance, respectively. In this work, we set the value of \( W_1, W_2 \) and \( W_3 \), respectively to 0.2, 0.7 and 0.1 by trial and error.

As each rainbow image (100 by 100 pixels) is comprised of RGB color channels, three image matrices can be transformed into a data matrix according to (8). We calculate the mean of each row and obtain a 1-by-100 feature vector. The framework of converting rainbow image into feature vectors and the obtained raw data are shown in Figures 6 and 7a, respectively.

**Figure 6.** The framework of converting the rainbow image into the image feature vector in RGB color histogram.
3. Data Analysis

3.1. The Nonlinear Problem

From Figure 7a, samples from different apple species present an intuitive distinction within variables ranging from 40 to 60, which shows the three species can be visually identified via the above procedures. However, if we aim to classify these samples as organic or non-organic, this figure can barely provide enough distinctions and the classification decision requires further data analysis. To obtain an overview of the distinctions of species and types, raw apple data were subjected to principal component analysis (PCA), as shown in Figure 8. Different species of apple are well separated while organic and non-organic samples are nonlinearly distributed. We attempt to discover high-performance classification rules for differentiating organic apples from non-organic ones by using a pattern recognition framework.

Figure 7. The raw (a) and pre-processed (b) apple data. Data in cyan and magenta color represents non-organic and organic samples, respectively. Sample 1–50, 51–100 and 101–150 belongs to Gala, Pink lady and Braeburn species respectively.

Figure 8. Score plots of the first two dimensions of PCA of apple data: (a) Braeburn, Gala and Pink lady species; (b) Non-organic and organic types.
3.2. Pattern Recognition Framework

The pattern recognition framework for the classification of organic and non-organic apple data consists mainly of pre-processing, modelling, validation and classification procedures, as shown in Figure 9. It firstly applies pre-process techniques to reduce noise effects and unwanted variations existed in raw data which are caused by instrumental and experimental artifacts. A suitable pre-processing can decrease the error rate and complexity of classification models. Detailed information about pre-processing apple data will be provided in Section 4. Modelling procedure then uses classification algorithms to reveal the relationship between training data and their corresponding classes. To achieve the highest classification accuracy possible, the parameter(s) of a classifier requires to be optimized in validation procedure. Finally, the optimal model is selected to classify testing data.

![Figure 9. A pattern recognition framework for classifying organic and non-organic apple data.](image)

3.3. Classifiers

Five classification algorithms, namely, $k$-NN, SVM, PLS-DA, KPLS-DA and LW-PLS classifier (LW-PLSC) were applied to classify raw and pre-processed apple data. Among these algorithms, $k$-NN and PLS-DA are baseline methods commonly used in pattern recognition and chemometrics which yield simple and effective models and are computation efficient. SVM, KPLS-DA and LW-PLSC are comparably complex in modelling and generally provide better prediction performance under nonlinear conditions. These algorithms are summarized in the following sections.
3.3.1. k-Nearest Neighbors (k-NN)

The k-NN classification algorithm is a popular method which classifies a query depending on the classes of its neighboring samples. If most of the k closest samples belongs to a certain class, the query will be assigned to this class. Specifically, k-NN directly assigns the query to the class of its nearest neighbor when k equals to 1. The k-NN method is theoretically simple but will degrade in performance under high-dimensional condition if the metric is based on Euclidean distance [24].

3.3.2. Support Vector Machine (SVM)

The SVM classifier aims to find an optimal hyperplane which correctly separates the samples of the different classes while maximizing the shortest distances from the hyperplane to the nearest samples for each class [25]. It can be extended to nonlinear classification by mapping the input data into feature space via kernel functions.

3.3.3. Partial Least Squares Discriminant Analysis (PLS-DA)

PLS regression is a standard method for processing chemical data which assumes the investigated system is driven by a set of underlying latent variables (LVs, also called latent vectors, score vectors, or components). It extracts LVs by projecting both X and Y onto a subspace such that the pairwise covariance between the LVs of X and Y is maximized. To ensure the mutual orthogonality of the LVs, this procedure is iteratively carried out by using deflation scheme which subtracts from X and Y the information explained by their rank-one approximations based on score vectors. PLS-DA is the classification use of PLS regression by transforming categorical responses into numerical responses using dummy matrix coding [26].

3.3.4. Kernel Partial Least Squares Discriminant Analysis (KPLS-DA)

KPLS-DA maps the original data X into Hilbert feature space F (φ: Rd → F):

$$K_{ij} = k(x_i, x_j) = \langle \varphi(x_i), \varphi(x_j) \rangle = \varphi(x_i)^\top \varphi(x_j)$$

(9)

and then constructs a PLS-DA model for classification. The mapping procedure is performed by kernel function which calculates the similarity between two sample vectors. In this paper, we use the Gaussian kernel due to its efficiency which is defined as:

$$K_{ij} = e^{-\frac{||x_i-x_j||^2}{2\sigma^2}}$$

(10)

where σ is Gaussian width of the kernel function.

3.3.5. Locally Weighted Partial Least Squares Classifier (LW-PLSC)

LW-PLS is a JIT method proposed in our recent work for modelling nonlinear data, which extends LW-PLS to the classification use. For a given query, it respectively enlarges and lessens the influence of neighboring and remote samples towards a PLS-DA model. As a result, the global nonlinearity can be lessened. Two parameters of LW-PLS, localization parameter φ and LVs controls sample weights and model complexity, respectively.

3.4. Performance Evaluation

We firstly partition the apple data into training and testing sets by using DUPLEX splitting [27] with the ratio of 2:1. DUPLEX splitting maintains the same diversity in both sets, so that the data in each set follows the statistical distribution of the overall data [28]. Then leave-one-out cross validation is implemented to obtain the optimal parameter(s) of each algorithm and the validation accuracy. With the selected optimal parameter(s), each algorithm constructs a classification model on training set
and use it to predict samples from testing set. The classification results are finally evaluated by overall accuracy and per-class accuracy.

4. Results and Discussion

4.1. Data Pre-Processing

As the image data collected by our sensor system is a new type of data, to the best of our knowledge, there is no report in the literature about how to pre-process such data. We adopt typical pre-processing techniques used in spectroscopy and signal processing to improve the classification performance as well as the simplicity of models, including smoothing, baseline correction and normalization. The basic requirement of pre-processing is that it should decrease or maintain the model complexity without significant loss of useful information. By checking these techniques and their combinations, only Savitzky-Golay smoothing [29] (fitted by a polynomial of degree two and a 33-point moving window) can best improve the validation performance of five algorithms. Figure 7b shows the effects of smoothed data. The validation accuracy of smoothed data drastically exceeds that of raw data, as shown in Table 1.

Table 1. The overall and per class classification accuracy (%) of the different algorithms on apple data.

| Training    | Testing        | Parameters     |
|-------------|----------------|----------------|
|             | Raw | Pre-Processed | Overall | Non-Organic | Organic |           |
| k-NN        | 72  | 91            | 84      | 75          | 90      | NN: 1     |
| SVM         | 80  | 89            | 92      | 92.7        | 86.7    | C: 4      |
| PLS-DA      | 70  | 74            | 52      | 36.4        | 64.3    | LVs: 8    |
| KPLS-DA     | 88  | 91            | 92      | 81.8        | 100     | LVs: 9, σ: 100 |
| LW-PLSC     | 87  | 94            | 94      | 89.5        | 96.8    | LVs: 2, ϕ: 15 |

4.2. Parameter Optimization and Classification Performance

The optimal parameters of five algorithms are set by leave-one-out cross validation on training set. The number of nearest neighbors in k-NN is chosen from 1 to 49 with an interval of 2, while the number of LVs in PLS-based methods does not exceed 10 in case of overfitting. We set the value of penalty parameter in SVM from 1 to 8 and select Pearson VII kernel function (PUK). A grid search approach is used in KPLS-DA (LV * σ) and LW-PLSC (LV * ϕ). The σ in KPLS-DA is adjusting from 10^{-3} to 10^{3} on a logarithmic scale, while the ϕ in LW-PLSC is varying from 0.1 to 25.

Here, we demonstrate the grid search of the optimal number of LVs and ϕ for LW-PLSC, which is depicted in Figure 10a, as a mesh plot. LW-PLSC obtains the peak validation accuracy when the number of LVs and ϕ equals to 2 and 15, respectively. We further graphically present three PLS-based algorithms with varying LVs in Figure 10b by fixing other parameters (σ in KPLS-DA and ϕ in LW-PLSC) to their optimal values. LW-PLSC drastically outperforms PLS-DA for each LV and achieves the highest accuracy of 94% by selecting only 2 LVs. This demonstrates locally weighted modelling has low complexity and is efficient in capturing the data nonlinearity. KPLS-DA can also provide a comparable result to LW-PLSC but uses 7 more LVs. The validation results of five algorithms and their corresponding optimal parameters are provided in Table 1. Both k-NN and SVM obtain around 90% validation accuracy.

The overall classification accuracy and per-class accuracy on testing set are shown in Table 1. LW-PLSC achieves the highest overall accuracy of 94% among five algorithms, while SVM and KPLS-DA present the same performance at 92%. PLS-DA yields the least precise result due to the nonlinear distribution of data. By looking at the classification accuracy of each class, SVM achieves the best result of 92.7% for identifying the non-organic class, whereas KPLS-DA achieves the best result of 100% for identifying the organic class. LW-PLC obtains comparably balanced accuracies for every class so it achieves the best overall accuracy of 94%.
Acknowledgments:
The sensor system can effectively acquire rainbow images from food samples, which are converted into non-standard spectral data. To overcome the instrumental and experimental artifacts in such non-standard spectral data and to address the inherent nonlinearity problem in such data, appropriate and effective pre-processing and locally weighted modelling are adopted. Experiments show that the proposed sensor system has achieved a highest classification accuracy of 94% for identifying and distinguishing between organic and non-organic apples, demonstrating the potential of the new sensor system as a rapid, non-destructive and low-cost solution for food authentication. In our future work, we will optimize the hardware components and test the sensor system on a variety of foods.

Author Contributions: J.N. conceived and performed the experiment; S.W. and J.N. wrote the paper; S.W. and J.N. analyzed the data; W.H. suggested the framework of the sensor system and revised the manuscript; G.G. gave some advice to complete the research work; and L.Y. provided assistance in sampling.

Acknowledgments: This work is supported by Fujian science and technology department project (No. JK2017007), Natural Science Foundation of Fujian Province, China (No. 2018J01776) and the National Natural Science Foundation of China under Grant No. 61672157.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Moncayo, S.; Manzoor, S.; Navarro-Villoslada, F.; Caceres, J.O. Evaluation of supervised chemometric methods for sample classification by Laser Induced Breakdown Spectroscopy. Chemom. Intell. Lab. Syst. 2015, 146, 354–364. [CrossRef]
2. Laghi, L.; Picone, G.; Capozzi, F. Nuclear magnetic resonance for foodomics beyond food analysis. TrAC Trends Anal. Chem. 2014, 59, 93–102. [CrossRef]
3. Nicolaï, B.M.; Beullens, K.; Bobelyn, E.; Peirs, A.; Saeys, W.; Theron, K.I.; Lammertyn, J. Nondestructive measurement of fruit and vegetable quality by means of NIR spectroscopy: A review. Postharvest Biol. Technol. 2007, 46, 99–118. [CrossRef]
4. Wu, X.; Zhu, J.; Wu, B.; Sun, J.; Dai, C. Discrimination of tea varieties using FTIR spectroscopy and allied Gustafson-Kessel clustering. Comput. Electron. Agric. 2018, 147, 64–69. [CrossRef]
5. González-Martín, M.I.; Revilla, I.; Vivar-Quintana, A.M.; Betances Salcedo, E.V. Pesticide residues in propolis from Spain and Chile. An approach using near infrared spectroscopy. *Talanta* 2017, 165, 533–539. [CrossRef] [PubMed]

6. Alishahi, A.; Farahmand, H.; Prieto, N.; Cozzolino, D. Identification of transgenic foods using NIR spectroscopy: A review. *Spectrochim. Acta Part A Mol. Biomol. Spectrosc.* 2010, 75, 1–7. [CrossRef] [PubMed]

7. Song, W.; Wang, H.; Maguire, P.; Nibouche, O. Differentiation of Organic and Non-Organic Apples Using Near Infrared Reflectance Spectroscopy—A Pattern Recognition Approach. In Proceedings of the 2016 IEEE Sensors, Orlando, FL, USA, 30 October–3 November 2016; pp. 1–3. [CrossRef]

8. Song, W.; Wang, H.; Maguire, P.; Nibouche, O. Nearest clusters based partial least squares discriminant analysis for the classification of spectral data. *Anal. Chim. Acta* 2018, 1009, 27–38. [CrossRef] [PubMed]

9. Liu, N.; Parra, H.A.; Pustjens, A.; Hettinga, K.; Mongondry, P.; van Ruth, S.M. Evaluation of portable near-infrared spectroscopy for organic milk authentication. *Talanta* 2018, 184, 128–135. [CrossRef] [PubMed]

10. Centner, V.; De Noord, O.E.; Massart, D.L. Detection of nonlinearity in multivariate calibration. *Anal. Chim. Acta* 1998, 376, 153–168. [CrossRef]

11. Despagne, F.; Luc Massart, D.; Chabot, P. Development of a robust calibration model for nonlinear in-line process data. *Anal. Chem.* 2000, 72, 1657–1665. [CrossRef] [PubMed]

12. Araújo, S.R.; Wetterlind, J.; Dematté, J.A.M.; Stenberg, B. Improving the prediction performance of a large tropical vis-NIR spectroscopic soil library from Brazil by clustering into smaller subsets or use of data mining calibration techniques. *Eur. J. Soil Sci.* 2014, 65, 718–729. [CrossRef]

13. SCiO—The World’s First Pocket Sized Molecular Sensor. Available online: https://www.consumerphysics.com/ [accessed on 15 April 2018].

14. Gere, A.; Danner, L.; de Antoni, N.; Kovács, S.; Dürrschmid, K.; Sipos, L. Visual attention accompanying food decision process: An alternative approach to choose the best models. *Food Qual. Prefer.* 2016, 51, 1–7. [CrossRef]

15. Postma, G.J.; Krooshof, P.W.T.; Buydens, L.M.C. Opening the kernel of kernel partial least squares and support vector machines. *Anal. Chim. Acta* 2011, 705, 123–134. [CrossRef] [PubMed]

16. Kim, S.; Kano, M.; Nakagawa, H.; Hasebe, S. Estimation of active pharmaceutical ingredients content using locally weighted partial least squares and statistical wavelength selection. *Int. J. Pharm.* 2011, 421, 269–274. [CrossRef] [PubMed]

17. Rosipal, R.; Trejo, L.J. Kernel partial least squares regression in reproducing kernel hilbert space. *J. Mach. Learn. Res.* 2002, 2, 97–123. [CrossRef]

18. Cleveland, W.S.; Devlin, S.J. Locally weighted regression: An approach to regression analysis by local fitting. *J. Am. Stat. Assoc.* 1988, 83, 596–610. [CrossRef]

19. Zhang, X.; Kano, M.; Li, Y. Locally weighted kernel partial least squares regression based on sparse nonlinear features for virtual sensing of nonlinear time-varying processes. *Comput. Chem. Eng.* 2017, 104, 164–171. [CrossRef]

20. Otsu, N. A Threshold Selection Method from Gray-Level Histograms. *IEEE Trans. Syst. Man Cybern.* 1979, 9, 62–66. [CrossRef]

21. Narendra, P.M. A Separable Median Filter for Image Noise Smoothing. *IEEE Trans. Pattern Anal. Mach. Intell.* 1981, PAMI-3, 20–29. [CrossRef] [PubMed]

22. Soleimanizadeh, S.; Mohamad, D.; Saba, T.; Rehman, A. Recognition of Partially Occluded Objects Based on the Three Different Color Spaces (RGB, YCbCr, HSV). *3D Res.* 2015, 6, 22. [CrossRef]

23. Beyer, K.; Goldstein, J.; Ramakrishnan, R.; Shaft, U. When Is “Nearest Neighbor” Meaningful? Database Theory—ICDT’99. In *Database Theory—ICDT’99*; Springer: New York, NY, USA, 1999; Volume 1540, pp. 217–235. ISBN 978-3-54-065452-0.

24. Vapnik, V.N. *The Nature of Statistical Learning Theory*; Springer: Berlin, Germany, 1995; Volume 8, p. 188.

25. Barker, M.; Rayens, W. Partial least squares for discrimination. *J. Chemom.* 2003, 17, 166–173. [CrossRef]
27. Snee, R.D. Validation of Regression Models: Methods and Examples. Technometrics 1977, 19, 415–428. [CrossRef]

28. Westad, F.; Marini, F. Validation of chemometric models—A tutorial. Anal. Chim. Acta 2015, 893, 14–24. [CrossRef] [PubMed]

29. Savitzky, A.; Golay, M.J.E. Smoothing and Differentiation of Data by Simplified Least Squares Procedures. Anal. Chem. 1964, 36, 1627–1639. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).