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Abstract

This paper aims to explore the feasibility of the spectrum sharing between the communication and radar system. We investigate the full-duplex (FD) joint radar and communication multi-antenna system in which a node labeled ComRad with a dual communication and radar capability is communicating with a downlink and an uplink users, as well as detecting the target of interest simultaneously. Considering a full interference scenario and imperfect channel state information (CSI), the fundamental performance limits of the FD JRC system are analyzed. In particular, we first obtain the downlink rate when the radar signals act as interference. Then, viewing the uplink channel and radar return channel as a multiple access channel, we propose an alternative successive interference cancellation scheme, based on which the achievable uplink communication rate is obtained. For the radar operation, we first derive the general expression of the estimation rate, which quantifies how much information is obtained about the target in terms of the direction, the range and the velocity. Considering the uniform linear antenna array and linear frequency modulated radar signals, we further obtain the exact closed-form estimation rate. Numerical simulations reveal that the joint manner of the communication and radar operations achieves larger rate regions compared to that of working independently.
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I. INTRODUCTION

The development of the wireless communication technologies has to envisage the challenging problem of satisfying ever-changing services with explosive data traffic [1], which incurs heavy
pressure on the spectrum requirement. The spectrum deficit of international mobile telecommu-
nications to satisfy the ever-increasing demands becomes a major concern of the industry
and academia [2]. As a promising solution, the joint radar and communication systems have
been proposed to share the radar frequency bands with the communication system, by which
the spectrum pressure of the communication systems can be alleviated. On the other hand, the
emerging platforms, such as unmanned aerial vehicles (UAVs) and smart cars, require both
communication and radar detection operations for safety purpose. In addition, the joint design
of the radar and communication could bring advantages of lower hardware cost, saving space
and higher energy and spectrum efficiency [3].

A. Related Works

Recently, lots of efforts have been made along the line from independent working to the joint
working of the radar and communication systems. To facilitate the spectrum sharing between
the radar and communication system, [4]–[9] contributed to the methods designed to alleviate
the interference effects. From the radar performance aspect, [4] proposed three design methods
based on the null-space projection of the radar waveform to mitigate the interference of the radar
waveform to the cellular communication system while sharing the same frequency band. In [5],
the coexistence of multiple-input multiple-output (MIMO) cellular system and MIMO radar was
studied, where the precoders are jointly designed for both system to ensure the radar probability
of detection and quality of service of cellular users. Further contribution [6] investigated the
joint design of a MIMO radar with co-located antennas and a MIMO communication system
aiming at maximizing the signal-to-interference-plus-noise ratio at the radar receiver. Moreover,
[7], [8] studied the beamforming of the downlink communication waveform under the radar
detection probability maximization and transmit power minimization criteria, respectively. The
performance limit of the coexistence system was analyzed in [9], where the radar station needs
to obtain the decoded communication signals and the communication station needs to obtain the
target’s estimated information to perform the interference cancellation procedures.

Although the above works have made great progress on the coexistence system design, the
radar signals and the communication signals still act as interference and degrade the performance
of each other. In addition, since the radar and communication stations are deployed separately and
work independently, the exchange of system information, such as the channel state information
(CSI) and waveform information, incurs significant system overhead and therefore deteriorates the system performance.

With the emerging of newly developing applications, such as self-driving cars and UAVs, further contributions have considered the dual-function systems where the radar and communication operations are performed simultaneously sharing the same frequency band and infrastructure \([10]\). While working together, the radar and communication waveform can be jointly designed with the CSI, beamforming schemes, and transmission power shared inherently. Early researches \([11]–[13]\) have exploited the performance limit from the information theory aspect of a single-antenna joint radar and communication system. To unify the radar and communication performance metric, the concept of estimation information rate based on the mutual information reduction during estimation procedure has been proposed to evaluate how much information can be obtained about the target within a unit time. Based on the water-filling algorithm, the optimal bandwidth allocation schemes were also proposed to allocate the whole bandwidth, one part of which is for the dual functions while the other is only for communication or radar operation \([11]\), \([12]\). More generally, the information theory based capacity-distortion region was derived for joint sensing and communication system where the channel state was estimated at the transmitter by means of generalized feedback \([14]\). However, with a single antenna, the radar can only obtain the distance and velocity information of targets, whereas the direction information is ignored. In order to obtain the location and status of targets, both direction information and velocity information are needed leading to the equipment of multiple antennas at the radar node \([15]\), \([16]\).

For the multi-antenna dual-function system, the beamforming schemes have been investigated for the separated scenario and shared scenario \([17]\). In the separated scenario, radar and communication use different antennas and independent waveforms. Whereas in the shared scenario, radar and the communication share the same antennas and use the identical waveform, i.e., the communication waveform is used for radar probing simultaneously. Accordingly, an extended Kalman filtering framework was employed to enhance the sensing accuracy of predictive beamforming in vehicle-to-infrastructure(V2I) scenario \([18]\). Targeting on the dual-functional waveform design for the multi-antenna system, \([19]–[21]\) proposed to use the orthogonal frequency division multiplexing (OFDM) signals acting as the dual functions taking its advantages of robustness against multi-path fading and simple synchronization properties. Furthermore, the novel waveform based on the IEEE 802.11ad protocol was designed for a full-duplex (FD) source
transmitter which serves for both radar and communication system \cite{22}, \cite{23}.

In addition, \cite{24} has illustrated that simultaneous transmit-and-receive operation is the key enabler for future JRC systems, which leads to communication and radar signals interfering with each other in FD mode. It was claimed that the FD technology could potentially double the spectral efficiency compared with half-duplex counterpart, as it enables simultaneous transmission and reception \cite{25}. However, the non-orthogonal operation incurs heavy interference. This motivates us to carry out the study on the feasibility of the FD JRC system from the theoretical aspect. Note that, the above-mentioned works focus on multi-antenna dual-function system operating in half-duplex mode. However, for FD multi-antenna JRC systems, the potential performance is likely to be enhanced when interference is handled properly. To the best of our knowledge, the fundamental performance analysis for the FD multi-antenna JRC system, where the performance of radar and communication is jointly enhanced, has not been investigated in the literature.

B. The Contribution of This Work

In this paper, we investigated the performance bound of a full-duplex multi-antenna joint radar and communication system where a node called ComRad equipped with multiple antennas is performing both the radar and communication operations within the same frequency band. For the radar operation, the ComRad sends one stream of probing signals and detects the target according to the radar return signals. For the communication operation, the ComRad is sending signals to a downlink communication node (DCN) and receiving signals from an uplink communication node (UCN) simultaneously. By utilizing the term of estimation rate, we unify the radar and communication performance metric which enable us to accurately quantify the trade-off between both functions.

The main contributions of this paper are illustrated in the following:

- For the joint radar and communication system, we propose a receiver processing structure, based on which the receiver can decode the communication information and estimate targets’ information. To be specific, the ComRad suppresses the self-interference and radar return signals to decode the uplink communication information, which is then subtracted from the original received signals to extract targets’ information of interest. This structure captures the convenience of information sharing in a full-duplex system while considering practical implementations, i.e., the imperfect self-interference cancellation and channel estimation.
Based on the proposed structure, we study the communication performance based on the maximum ratio transmission (MRT) and maximum ratio combing (MRC) reception beamforming. The uplink and downlink communication rate is obtained considering interference from radar return signals, full-duplex self-interference, and radar probing signals. In particular, we derive the theoretical limit of the uplink communication rate when radar return is not fully suppressed in the received signal due to estimation error. Taking into account these practical limitations gives us a thorough evaluation of communication performance under the full-duplex system structure.

Further, we analyze the performance of radar operations based on the estimation information rate under the effect of communication interference incurred by imperfect cancellation. To get an accurate status of the target, we focus on the distance, direction, and velocity estimation under general signal waveform expressions. The special case of linearly frequency modulated (LFM) waveform with uniform linear antenna array under Gaussian distribution interference is considered, and the exact closed-form estimation rates on distance, direction, and velocity are obtained.

Finally, we present the numerical results to demonstrate the joint radar and communication system rate regions. Our results reveal the trade-off between radar estimation rate and communication rate, as well as the non-negligible impact of the imperfect channel estimations and interference cancellations. The superiorities of the proposed receiver structure are presented by comparing with the joint rate regions under different receiver structures. We demonstrate the feasibility of spectrum sharing of the radar and communication working in full-duplex mode.

C. Outline of This Paper

The remainder of this paper is organized as follows. Section II illustrate the joint system model, including the signal model and channel state information (CSI) requirements. In Section III, the downlink and uplink communication rates are derived. Section IV presents the radar estimation information rate bounds. Section V demonstrates the numerical simulation results and Section VI concludes this paper.
II. SYSTEM MODEL

The considered multi-antenna FD communication and radar system is depicted in Fig. 1, where the ComRad is receiving uplink signals from the UCN and transmitting downlink signals to the DCN, as well as sending and receiving radar probing signals to detect the target of interest. We assume that the ComRad is equipped with $M$ and $N$ omnidirectional antennas [26] for transmitting and receiving, respectively. We consider a simple joint system, where the communication operation, including both the uplink and downlink, and the radar operation are sharing the same frequency band. The communication signals and radar signals are acting as interference to each other. Without loss of generality, we consider the line-of-sight (LoS) channel between the ComRad and the target. Whereas for the communication operation, we consider the Rayleigh distributed non-line-of-sight (NLoS) channel between the communication ends. In this paper, we consider the quasi-static channel, indicating that the communication channel vectors and target parameters are either fixed or change so slightly that they are viewed as constant with each coherent processing interval (CPI) [22].

Noted that we consider a case with only one uplink and downlink communication node to investigate the feasibility of joint radar and communication in full-duplex mode for simplicity and without generality. The derivation and conclusion obtained in single user case are also applicable to multi-user cases when users get access to the network without interference, such as time...
division multiple access and frequency division multiple access. If inter-user interference exists, techniques such as beamforming design, waveform design or interference mitigation methods are in need to alleviate the inter-user interference. However, the methodology is also applicable after considering these interference mitigation methods. As we aim to investigate the trade-off between the radar and communication operations in this paper, the system design to alleviate inter-user interference is out of scope of this paper.

A. Signal Model

The signals received at the DCN after co-channel interference cancellation is given by

\[ y_{dl}(t) = h_d^T w_d x_d(t) + h_d^T s(t) + z_d(t) \] (1)

where \( x_d(t) \) and \( s(t) \) denotes the downlink signal and radar probing signals with transmission power \( P_{dl} \) and \( P_{rad} \), respectively. \( w_d \) denotes the downlink beamforming vector. In this paper, we consider the maximum ratio transmission (MRT). \( h_d \) stands for the downlink frequency-flat independent and identically distributed (i.i.d.) Rayleigh fading channel vector with zero mean and covariance matrix \( \Omega_{dl} I_M \), and finally \( z_d(t) \) is the Gaussian noise with zero mean and variance \( \sigma^2 + K_{co} P_{ul} \) including thermal noise and residual co-channel noise, where \( K_{co} \) and \( P_{ul} \) denote the co-channel interference suppression level and uplink communication power, respectively.

The uplink signal and the radar return signal at the ComRad receiver are given by

\[ y_{com-rad}(t) = y_{rad}(t) + y_{ul}(t) + y_{self}(t) + y_{boun}(t) + z_r(t), \] (2)

where \( y_{rad}(t) \) and \( y_{ul}(t) = h_u x_u(t) \) denotes the echo of radar probing signal and received uplink signals, respectively. \( x_u(t) \) stands for the transmitted uplink signal and \( h_u \) represents the uplink frequency-flat i.i.d. Rayleigh fading channel vector with zero mean and covariance matrix \( \Omega_{ul} I_N \). \( y_{self}(t) \) and \( y_{boun}(t) \) denote the self-interference incurred by the FD mode and the downlink communication signals reflected by the targets, respectively. And finally, \( z_r(t) \) is the Gaussian thermal noise vector at the ComRad with zero mean and variance \( \sigma^2_0 \) of each entry.

The radar return signal reflected by targets of interest can be further expressed by

\[ y_{rad}(t) = \sum_{k=1}^{K_1} \alpha_k a(\theta_k) \sum_{i=1}^{M} s_i(t - \tau_k) \exp(j \omega_k t), \] (3)

\(^1\)The interference from the UCN to the DCN is assumed to be partly cancelled using the methods in [27] via wireless side-channels and the residual co-channel interference is modeled as Gaussian noise and its variance is proportional to uplink communication power.
where $K_t$ represents the number of the far apart targets meaning they can be estimated independently [11], [28]. $\alpha_k$ denotes the complex combined path loss and target reflection factor [11]. $a(\theta_k)$ denotes the antenna steering vector at the direction $\theta_k$. $\exp(j\omega_k t)$ characterizes the Doppler frequency shift effect. $s_i(t)$ denotes the radar probing signals transmitted by the $i$-th antenna element. Here, we assume that the radar waveforms transmitted by different antenna elements are orthogonal to each other, i.e., $\text{Cov}[s(t)] = \frac{P_{\text{rad}}}{M} I_M$. In addition, by assuming that the transmit antenna elements meets the orthogonality conditions [29], the received signals can be expressed as the sum of different waveforms. $\tau_k$ characterizes the transmission time delay between the ComRad and the $k$-th target. It is noted that the parameters $\theta_k$, $\tau_k$ and $\omega_k$ of the targets are of interest to be estimated in this paper.

The self-interference signal and downlink signals reflected by the targets can be expressed as

$$y_{\text{self}}(t) = H_{\text{self}}[w_d x_d(t) + s(t)]$$

$$y_{\text{boun}}(t) = H_{\text{boun}} w_d x_d(t)$$

where $H_{\text{self}}$, $H_{\text{boun}} \in \mathbb{C}^{N \times M}$ denote the channel matrix of self-interference channel and downlink communication bouncing channel, respectively.

For clarity, although both interference are transmitted from the Tx antennas to the Rx antennas, they are fundamentally different. The bouncing interference is with a large delay which is comparable at symbol level while the delay of self-interference is negligible. Thus, they have to be cancelled separately with different methods.

**B. CSI Requirements**

It is noted that in the considered joint radar and communication system, there are multiple interference links described in the following.

- **Communication downlink**: The downlink communication signals are interfered by 1) the omnidirectional radar probing signals and 2) the uplink communication signals.
- **Communication uplink**: The uplink communication signals are interfered by 1) the radar return signals and 2) self-interference incurred by the FD mode.
- **Radar return signals**: The radar return signals are interfered by 1) the uplink communication signals from the UCN and 2) the self-interference incurred by the FD mode.
To correctly decode the desired communication signals and improve the radar estimation accuracy, the CSI of $h_d$ and $h_u$ are needed. The estimated $\hat{h}_d$ and $\hat{h}_u$ are described as

$$h_d = \rho_1 \bar{h}_d + (\sqrt{1 - \rho_1^2}) \varepsilon_1,$$

$$h_u = \rho_2 \bar{h}_u + (\sqrt{1 - \rho_2^2}) \varepsilon_2,$$

where $\rho_1 \in (0, 1)$ and $\rho_2 \in (0, 1)$ denote the correlation coefficients between the true value and the estimated value of the CSI \cite{30}. The entries of $\bar{h}_d$ and $\bar{h}_u$ are complex Gaussian random variables with zero mean and variances $\Omega_{dl}$ and $\Omega_{ul}$, respectively. $\varepsilon_1$ and $\varepsilon_2$ denote the independent complex Gaussian estimation errors with zero mean and variances $\Omega_{dl}$ and $\Omega_{ul}$, respectively.

III. PERFORMANCE OF THE COMMUNICATION OPERATIONS

In this section, we first derive the downlink communication rate. For the uplink, we propose an alternating-SIC scheme, based on which we then obtain the uplink communication rate.

A. Downlink Communication Rate

Considering the imperfect channel estimation, the received signals at the DCN are re-written as

$$y_{dl}(t) = \rho_1 w_d^T \bar{h}_d x_d(t) + \rho_1 \bar{h}_d^T s(t) + (\sqrt{1 - \rho_1^2}) w_d^T \varepsilon_1 x_d(t) + (\sqrt{1 - \rho_1^2}) \varepsilon_1^T s(t) + z_d(t).$$

Since the radar probing signals are deterministic sequence and the $\bar{h}_d$ is known, the DCN can eliminate the radar interference $\rho_1 \bar{h}_d s(t)$ prior to the communication decoding. For the downlink beamforming, we adopt the MRT beamformer. Hence, we have $w_d^T = \frac{\bar{h}_d^T}{||\bar{h}_d||_2}$. The remained signals are given by

$$\hat{y}_{dl}(t) = \rho_1 \frac{\bar{h}_d^T}{||\bar{h}_d||_2} \bar{h}_d x_d(t) + (\sqrt{1 - \rho_1^2}) \frac{\bar{h}_d^T}{||\bar{h}_d||_2} \varepsilon_1 x_d(t) + (\sqrt{1 - \rho_1^2}) \varepsilon_1^T s(t) + z_d(t).$$

Based on the signal expressed in (9), the downlink communication rate is given by

$$R_{dl} = f_B \mathbb{E} \left\{ \log_2 \left( 1 + \frac{\rho_1^2 \sum_{i=1}^M |h_d(i)|^2 P_{dl}}{I_{dl} + I_{rad} + I_{ul} + \sigma_z^2} \right) \right\}$$

$$\leq f_B \log_2 \left\{ 1 + \mathbb{E} \left( \frac{\rho_1^2 \sum_{i=1}^M |h_d(i)|^2 P_{dl}}{I_{dl} + I_{rad} + I_{ul} + \sigma_z^2} \right) \right\}$$
\[ f_B \log_2 \left( 1 + \frac{\rho_1^2 M P_{dl} \Omega_{dl}}{I_{dl}^{d} + I_{rad}^{r} + I_{ul}^{u} + \sigma_z^2} \right) \]  

(10)

where (a) is achieved by using the Jensen’s inequality \[31\]. \( I_{dl}^{d} = (1 - \rho_1^2) \Omega_{dl} P_{dl} \)  
\( I_{rad}^{r} = (1 - \rho_1^2) \Omega_{dl} P_{rad} \) and 
\( I_{ul}^{u} = K_{co} P_{ul} \) characterize the residual downlink signals, radar signals and uplink signals acting as interference to the downlink decoding, respectively, due to the imperfect channel estimation and interference cancellation.

**B. Uplink Communication Rate**

From the expression (2), we note that the radar return signals and uplink communication signals are received simultaneously. According to [11], the radar signals and the uplink signals can be viewed as MAC signals. However, different from the traditional MAC, where signals of all the uplink streams are unknown, in the communication-radar MAC, the transmitted radar waveform is known at the receiver. Hence, to improve the uplink decoding performance, an SIC scheme is proposed and shown in the following diagram.

---

**The key steps of the proposed alternative-SIC scheme are explained as**

1) **Interference suppression**: In this step, the ComRad first suppress the self-interference \( y_{self}(t) \) incurred by the FD mode \[32\] and the return of the downlink signals \( y_{boun}(t) \) reflected by the target \[33\], since these two parts degrades both the radar and communication performance. The remained signals are denoted by \( y'_{com-rad}(t) \). Then, the ComRad suppress the radar return signals \( y_{rad}(t) \) from \( y'_{com-rad}(t) \) \[34\]. The remained signals are denoted by \( y_{ul}(t) \).
2) Communication signals decoding: Based on $\hat{y}_{ul}(t)$, we perform the MRC receiver beamforming and we have $\hat{y}'_{ul}(t)$, which is used for uplink communication signals decoding. In this step, we consider the perfect decoding.

3) Communication signals subtraction: After the desired uplink signals have been extracted, the ComRad could subtract $y_{ul}(t)$ from $y'_{com-rad}(t)$. The remained signal is denoted by $\hat{y}_{rad}(t)$.

4) Radar estimation: After the uplink signals subtraction, the ComRad performs the radar estimation using $\hat{y}_{rad}(t)$ and extracts the target’s information.

After the interference cancellation step,

$$\hat{y}_{ul}(t) = (\rho_1 \bar{h}_u + (\sqrt{1-\rho_1^2}) \xi_1)x_u(t) + \bar{y}_{boun}(t) + \bar{y}_{self}(t) + \bar{y}_{rad}(t) + z_r(t), \quad \text{(11)}$$

where $\bar{y}_{self}(t)$, $\bar{y}_{boun}(t)$, and $\bar{y}_{rad}(t)$ denote the residual self-interference (RSI), residual downlink communication signals reflected by the target, and residual radar return signals, respectively.

As the transmitted radar waveform and downlink communication signal is already known to the ComRad, with the estimated self-interference channel $H_{self}$ and communication bouncing channel $H_{boun}$, the ComRad can subtract the self-interference and bouncing communication signal. The residual interference after cancellation of ComRad can be expressed as

$$\bar{y}_{self}(t) = H_{self} \bar{x}_{self}(t) \quad \text{(12)}$$
$$\bar{y}_{boun}(t) = H_{boun} \bar{x}_{boun}(t) \quad \text{(13)}$$

where $\bar{x}_{self}(t)$ and $\bar{x}_{boun}(t)$ represent the residual self-interference signals and and bouncing signals after cancellation at the ComRad.

According to the experiment characterization of the residual self-interference after interference suppression [32], $\bar{y}_{self}$ can be modeled as additional Gaussian noise and subject to $\bar{y}_{self} \sim \mathcal{CN}(0, K_{self}(P_{dl} + P_{rad})I_N)$, i.e. the variance of the noise is proportional to the sum of downlink transmission power $P_{dl}$ and radar transmission power $P_{rad}$, where $K_{self}$ denotes the self-interference cancellation capability [35]. Similarly, as the residual bouncing interference $\bar{y}_{boun}$ inherits the statistical randomness of communication bouncing signal that carries downlink communication symbols and unknown radar parameters, we modeled is as Gaussian [33] with variance $K_{boun} P_{dl} I_N$, which have shown a good match to the statistical distribution of the residual interference from the simulation [33]. Here, $K_{boun}$ characterizes the bouncing interference suppression level.
We note that $K_{self}$ and $K_{boun}$ are empirical values between one and zero, which are dependent on the RSI suppression schemes and downlink bouncing signal cancellation schemes used by the ComRad, respectively. The interference cancellation scheme with higher suppression level results in smaller $K_{self}$ and $K_{boun}$.

In the following, we derive the theoretical limit on the power of residual radar return signal when radar parameter is estimated. By defining $\hat{h}_{rad,k}$ as the estimated radar channel between the $k$th target and the ComRad, and $S_k(t - \hat{\tau}, \hat{\omega}) = \sum_{i=1}^{M} s_i(t - \hat{\tau}_k) \exp(j \hat{\omega}_k t)$ as the estimated signal reflected by the $k$th target, the residual radar return signals can be expressed as

$$y_{rad}(t) = \sum_{k=1}^{K_t} a_k(t) \sum_{i=1}^{M} s_i(t - \tau_k) \exp(j \omega_k t) - \sum_{k=1}^{K_t} \hat{h}_{rad,k} S_k(t - \hat{\tau}, \hat{\omega}_k)$$

(14)

In order to evaluate the achievable performance limit of the radar return signal suppression process, we apply the first order Taylor series expansion to approximate the residual signal which can be rewritten into

$$y_{rad}(t) \approx \sum_{k=1}^{K_t} h_{rad,k} \left( (\tau - \hat{\tau}_k) \frac{\partial S_k(t - \hat{\tau}, \hat{\omega}_k)}{\partial \tau_k} + (\omega - \hat{\omega}_k) \frac{\partial S_k(t - \hat{\tau}, \hat{\omega}_k)}{\partial \omega_k} \right) + \sum_{k=1}^{K_t} \mu_k S_k(t - \hat{\tau}, \hat{\omega}_k)$$

(15)

We have $h_{rad,k} = \hat{h}_{rad,k} + \mu_k$, where $\mu_k \in \mathbb{C}^{M \times 1}$ denotes the unbiased radar channel estimator error matrix whose best-case variance is given by the Cramér-Rao bound (CRLB). The variance of $i$-th element of $\mu_k$ can be expressed as [36]

$$\mathbb{E}[\mu_{k,i}] \geq \frac{M \sigma_0^2}{\delta T_c f_B P_{rad}}$$

(16)

where $\delta$, $T_c$ and $f_B$ denote duty factor, coherent processing interval and bandwidth of the radar signal respectively. Then, we obtain $I_{ad}^{rad}$ as the impact of the interfering residual radar signal after suppression to the uplink signal at the top of next page in [17].

where (a) is achieved since the variance of the unbiased estimated parameter of the $k$th target $\mathbb{E}[(\tau - \hat{\tau})^2]$, $\mathbb{E}[(\omega - \hat{\omega})^2]$ and $\mathbb{E}[(\tau - \hat{\tau})(\omega - \hat{\omega})]$ is bounded by $C(\tau_k, \tau_k)$, $C(\omega_k, \omega_k)$ and $C(\tau_k, \omega_k)$ which is the Cramér-Rao bound (CRB) defined in Theorem 1 in the next section. We further define $P_I = K_{rad} P_{rad}$ indicating that the residual radar signal is proportional to radar power by a factor $K_{rad}$, we obtain that the theoretical limit on suppression level of the radar return signal

$$K_{rad}^* = M \sum_{k=1}^{K_t} \left( \frac{4 \pi^2 B_{rms}^2 C(\tau_k, \tau_k) + \mathbb{E}[t^2 S_k^2] C(\omega_k, \omega_k)}{\delta T_c f_B P_{rad}} \right)$$

(18)
It is noted that the theoretical limit on radar signal suppression level \( K_{rad}^* \) is dependent on the choice of radar signal type \( s(t) \).

Subsequently, with the MRC beamformer, we have
\[
\begin{align*}
\hat{y}_{ul} &= \rho_1 \frac{\hat{h}_u^\dagger}{||\hat{h}_u||_2} \hat{h}_ux_u(t) + (\sqrt{1 - \rho_1^2}) \frac{\hat{h}_u^\dagger}{||\hat{h}_u||_2} \xi_1x_u(t) \\
&\quad + \frac{\hat{h}_u^\dagger}{||\hat{h}_u||_2} [y_{rad}(t) + y_{boun}(t) + y_{self}(t) + z(t)].
\end{align*}
\]

Based on the signals expressed in (19), the uplink communication rate is given by
\[
R_{ul} = \mathbb{E} \left\{ f_B \log_2 \left( 1 + \frac{\rho_1^2 \sum_{i=1}^N |\hat{h}_u(i)|^2 P_{ul}}{I_{ul}^u + I_{ul}^{dl} + I_{ul}^{rad} + \sigma_u^2} \right) \right\}
\]
\[
\leq f_B \log_2 \left( 1 + \mathbb{E} \left\{ \frac{\rho_1^2 \sum_{i=1}^N |\hat{h}_u(i)|^2 P_{ul}}{I_{ul}^u + I_{ul}^{dl} + I_{ul}^{rad} + \sigma_u^2} \right\} \right)
\]
\[
= f_B \log_2 \left( 1 + \frac{\rho_1^2 N P_{ul} \Omega_{ul}}{I_{ul}^u + I_{ul}^{dl} + I_{ul}^{rad} + \sigma_u^2} \right),
\]
\label{20}
\]
where (b) is achieved by using the Jensen’s inequality \([31]\). \( I_{ul}^u = (1 - \rho_1^2) \Omega_{ul} P_{ul} \), \( I_{ul}^{dl} = (K_{self} + K_{boun}) P_{dl} \) and \( I_{ul}^{rad} = (K_{self} + K_{rad}) P_{rad} \) characterize the impacts of the residual co-channel uplink signals, downlink signals and radar signal acting as interference to the uplink decoding, respectively. \( K_{rad} \), \( K_{self} \) and \( K_{boun} \) characterize suppression level of the radar signals, self-interference and bounces of the downlink signals, respectively.

It is noted that the residual interference after suppression are modeled as complex Gaussian random variables due to the imperfect cancellation. The corresponding uplink then given by substituting (17) into (20), which is the achievable uplink communication rate of the proposed alternative-SIC scheme.
IV. PERFORMANCE OF THE RADAR OPERATION

To unify the performance metric of the joint radar and communication system, the estimation rate, which is analogous to the communication rate for communication operation, is derived to evaluate the performance of the radar operations [28]. Different from the traditional performance metrics of radar system, i.e., the mean-square error (MSE) [29], the estimation rate is a measure of how much information about the target is obtained within unit time period. Since the radar targets are assumed to be far apart, the system sum estimation rate can be viewed as the sum of each target’s estimation rate [11]. In the following, we derive the estimation rate for the $k$-th target.

The estimation rate can be calculated by

$$R_{est} = \frac{1}{T_c} \log(1 + \frac{\sigma^2_{dyn}}{\text{CRB}_{est}})$$  \hspace{1cm} (21)

where $T_c$ is the duration of each CPI. $\sigma^2_{dyn}$ is the variance of the target’s unknown dynamic process under Gaussian assumption. CRB$_{est}$ is the Cramér-Rao bound, which is the lower bound of the MSE of all unbiased estimators [29], of the estimated parameter.

After the uplink signals being extracted, the ComRad can subtract the received uplink signal $y_{ul}$ from $y'_{com-rad}(t)$. Hence, $\hat{y}_{rad}(t)$ is given by

$$\hat{y}_{rad}(t) = \alpha_k a(\theta_k) \exp(j\omega_k t) \sum_{i=1}^{M} s_i(t - \tau_k) + \sqrt{1 - \rho_1^2} \varepsilon_1 x_u(t) + \bar{y}_{self}(t) + \bar{y}_{boun}(t) + z(t).$$  \hspace{1cm} (22)

After sampling and stacking all the samples into one vector, we have

$$\hat{y}_{rad} = [\hat{y}_{rad}[1], ..., \hat{y}_{rad}[L]]$$

$$= \hat{y}'_{rad} + \hat{z}$$

$$= \alpha_k \cdot y'_{rad} \otimes a(\theta_k) + \hat{z},$$  \hspace{1cm} (23)

where $\hat{y}_{rad}[l]$ denotes the $l$-th sample of $\hat{y}_{rad}(t)$ and it is given by

$$\hat{y}_{rad}[l] = \alpha_k a(\theta_k) \exp(j\omega_k l\Delta t) \sum_{i=1}^{M} s_i(l\Delta t - \tau_k)$$

$$+ \sqrt{1 - \rho_1^2} \varepsilon_1 x_u(l\Delta t) + \bar{y}_{self}(l\Delta t)$$

$$+ \bar{y}_{boun}(l\Delta t) + z(l\Delta t).$$  \hspace{1cm} (24)
\( \hat{y}'_{\text{rad}} \) is given by

\[
\hat{y}'_{\text{rad}} = \left[ \alpha_k a^T(\theta_k) \exp(j\omega_k \Delta t) \sum_{i=1}^{M} s_i(\Delta t - \tau_k), \ldots, \\
\alpha_k a^T(\theta_k) \exp(j\omega_k L \Delta t) \sum_{i=1}^{M} s_i(L \Delta t - \tau_k) \right]^T.
\]  

(25)

\( y'_{\text{rad}} \) is given by

\[
y'_{\text{rad}} = \left[ \exp(j\omega_k \Delta t) \sum_{i=1}^{M} s_i(\Delta t - \tau_k), \ldots, \\
\exp(j\omega_k L \Delta t) \sum_{i=1}^{M} s_i(L \Delta t - \tau_k) \right]^T.
\]  

(26)

\( \hat{z} \) denotes the combined interference and noise. It is given by

\[
\hat{z} = \left[ \sqrt{1 - \rho_1^2} e_{\text{self}}^T(\Delta t) + \bar{y}_{\text{self}}(\Delta t) + \bar{y}_{\text{boun}}(L \Delta t) \right]
\]

\[
+ \left[ \sqrt{1 - \rho_1^2} e_{\text{self}}^T(L \Delta t) + \bar{y}_{\text{self}}(L \Delta t) + \bar{y}_{\text{boun}}(L \Delta t) \right]^T.
\]  

(27)

Based on the sampled signals in (23), to obtain the Cramér-Rao bounds on direction, range and velocity estimation, we first need to obtain the Fisher information matrix (FIM), which is the inverse of the CRB matrix, on the \( \theta_k, \tau_k \) and \( \omega_k \). For the complex baseband signals, according to Eq. (15.52) in [37], the FIM can be calculated by

\[
F = 2 \cdot \text{Re}\{d^*(\chi) (\Gamma^{-1} \otimes \Lambda^{-1}) d^T(\chi)\}
\]  

(28)

where

\[
d(\chi) = \left[ d_{\alpha_k}^T(\chi), d_{\theta_k}^T(\chi), d_{\tau_k}^T(\chi), d_{\omega_k}^T(\chi) \right]^T
\]

\[
\begin{bmatrix}
\partial \hat{y}'_{\text{rad}} / \partial \alpha_k, \\
\partial \hat{y}'_{\text{rad}} / \partial \theta_k, \\
\partial \hat{y}'_{\text{rad}} / \partial \tau_k, \\
\partial \hat{y}'_{\text{rad}} / \partial \omega_k
\end{bmatrix}^T
\]  

(29)

\( \chi = [\alpha_k, \theta_k, \tau_k, \omega_k]^T \) denotes the vector of all the unknown parameters. \( \Gamma \) and \( \Lambda \) denote the temporal and spatial domain covariance matrices of the combined noise and residual interference, respectively. They are given by

\[
\Gamma = \begin{bmatrix}
\bar{\sigma}_{t1,1}^2 & \cdots & \bar{\sigma}_{t1,N}^2 \\
\vdots & \ddots & \vdots \\
\bar{\sigma}_{tN,1}^2 & \cdots & \bar{\sigma}_{tN,N}^2
\end{bmatrix}, \quad \Lambda = \begin{bmatrix}
\bar{\sigma}_{s1,1}^2 & \cdots & \bar{\sigma}_{s1,N}^2 \\
\vdots & \ddots & \vdots \\
\bar{\sigma}_{sN,1}^2 & \cdots & \bar{\sigma}_{sN,N}^2
\end{bmatrix}
\]  

(30)
\[ \alpha_k = \text{Re}\{\alpha_k\} + j\text{Im}\{\alpha_k\} \] compose of the real part and imaginary part. Then, we have

\[
d_{\alpha_k}(\chi) = \left[ \frac{\partial \hat{y}'_{\text{rad}}}{\partial \text{Re}\{\alpha_k\}}, \frac{\partial \hat{y}'_{\text{rad}}}{\partial \text{Im}\{\alpha_k\}} \right]^T
\]

\[ = [[1, j] \otimes \hat{y}'_{\text{rad}} \otimes a(\theta_k)]^T \tag{31} \]

\[
d_{\theta_k}(\chi) = \left[ \alpha_k \cdot \hat{y}'_{\text{rad}} \otimes \frac{\partial a(\theta_k)}{\partial \theta_k} \right]^T \tag{32} \]

\[
d_{\tau_k}(\chi) = \left[ \alpha_k \cdot \frac{\partial \hat{y}'_{\text{rad}}}{\partial \tau_k} \otimes a(\theta_k) \right]^T \tag{33} \]

\[
d_{\omega_k}(\chi) = \left[ \alpha_k \cdot \frac{\partial \hat{y}'_{\text{rad}}}{\partial \omega_k} \otimes a(\theta_k) \right]^T \tag{34} \]

where \( \otimes \) denotes the Kronecker product. By further analysis, we can obtain the general radar estimation rate on the direction, range and velocity estimation of the target.

**Theorem 1.** The radar estimation rates of the direction \( \theta_k \), range \( d_1 \) and velocity \( v_1 \) are given by

\[
R_{\theta_k} = \frac{1}{T_c} \log_2 (1 + \frac{\sigma^2_{\theta_k}}{C(\theta_k, \theta_k)}), \tag{35} \]

\[
R_{d_k} = \frac{1}{T_c} \log_2 (1 + \frac{4 \sigma^2_{\tau_k}}{c_0^2} \cdot \frac{\sigma^2_{\tau_k}}{C(\tau_k, \tau_k)}), \tag{36} \]

\[
R_{v_k} = \frac{1}{T_c} \log_2 (1 + \frac{4 \omega^2 c}{c_0^2} \cdot \frac{\sigma^2_{\omega_k}}{C(\omega_k, \omega_k)}), \tag{37} \]

respectively, where \( c_0 \) denotes the waveform propagation speed, \( \omega_c \) denotes the carrier angular frequency.

\[
C(\theta_k, \theta_k) = \frac{\left[ \frac{\partial a^\dagger(\theta_k)}{\partial \theta_k} \Pi^\dagger_{\Lambda} \frac{\partial a(\theta_k)}{\partial \theta_k} \right]^{-1}}{2 |\alpha_k|^2 \hat{y}'_{\text{rad}} \Gamma^{-1} y_{\text{rad}}}, \tag{38} \]

where

\[
\Pi^\dagger_{\Lambda} = \Lambda^{-1} - \frac{\Lambda^{-1} a^\dagger(\theta_k) a(\theta_k) \Lambda^{-1} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)}{a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)}. \tag{39} \]

\( C(\tau_k, \tau_k) \) and \( C(\omega_k, \omega_k) \) are given by

\[
\text{CRB}(\tau_k, \omega_k) = \begin{bmatrix}
C(\tau_k, \tau_k) & C(\tau_k, \omega_k) \\
C(\tau_k, \omega_k)^T & C(\omega_k, \omega_k)
\end{bmatrix}
\]
where $CRB_{\tau_k, \omega_k}$ denotes the reduced CRB on $\tau_k$ and $\omega_k$. $F'$ denotes the reduced FIM on $\tau_k$ and $\omega_k$ and

\[
F'(\tau_k, \tau_k) = 2|\alpha_k|^2 a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k) \cdot \left( \frac{\partial y_{\text{rad}}^\dagger}{\partial \tau_k} \Pi_1^\dagger \frac{\partial y_{\text{rad}}}{\partial \tau_k} \right),
\]

\[
F'(\tau_k, \omega_k) = 2|\alpha_k|^2 a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k) \cdot \left( \frac{\partial y_{\text{rad}}^\dagger}{\partial \tau_k} \Pi_1^\dagger \frac{\partial y_{\text{rad}}}{\partial \omega_k} \right),
\]

\[
F'(\omega_k, \omega_k) = 2|\alpha_k|^2 a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k) \cdot \left( \frac{\partial y_{\text{rad}}^\dagger}{\partial \omega_k} \Pi_1^\dagger \frac{\partial y_{\text{rad}}}{\partial \omega_k} \right),
\]

where

\[
\Pi_1^\dagger = \Gamma^{-1} - \frac{\Gamma^{-1} y_{\text{rad}} y_{\text{rad}}^\dagger \Gamma^{-1} \Gamma^{-1} y_{\text{rad}}^\dagger y_{\text{rad}} \Gamma^{-1}}{y_{\text{rad}}^\dagger \Gamma^{-1} y_{\text{rad}}}.
\]

Proof. See Appendix A.

Here, it is noted that off-diagonal entries of the $CRB_{\tau_k, \omega_k}$ do not equal to zero. The reason is that during the estimation procedures, the estimation of $\tau_k$ and $\omega_k$ cannot be decoupled, i.e., the value of estimated $\tau_k$ affects the value of estimated $\omega_k$ \[^{[38]}\]. Hence, the estimation rate of the range $d_1$ and the velocity $v_1$ appear in pair-wise. However, the direction estimation is independent of the range and velocity estimations, i.e., the estimated $\theta_k$ will not change no matter $\tau_k$ and $\omega_k$ are known or not.

Next, we consider the following special case.

Special case 1:

1) The combined noise and residual interference $\hat{z}$ is complex Gaussian distributed with covariance $\text{Cov}[\hat{z}] = [(1 - \rho_1^2)\Omega_{ul} P_{ul} + K_{self} P_{dl} + \sigma_z^2] I_{L \times N}$, i.e.,

\[
\Gamma = \begin{bmatrix}
\tilde{\sigma}_{t,0}^2 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \tilde{\sigma}_{t,0}^2 \\
\end{bmatrix}, \quad \Lambda = \begin{bmatrix}
\tilde{\sigma}_{s,0}^2 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \tilde{\sigma}_{s,0}^2 \\
\end{bmatrix},
\]

$\tilde{\sigma}_{t,0}^2 \times \tilde{\sigma}_{s,0}^2 = [(1 - \rho_1^2)\Omega_{ul} P_{ul} + K_{self} P_{dl} + \sigma_z^2]$.

2) The receiver antenna array is uniformly placed with half waveform length, i.e., $a(\theta_k) = [1, e^{j\pi \sin(\theta_k)}, \ldots, e^{j(N-1)\pi \sin(\theta_k)}]^T$.
Theorem 2. The estimation rate of the direction $\theta_k$, range $d_1$ and velocity $v_1$ under the special case $1$ is given by (35), (36) and (37), respectively, where

$$C(\theta_k, \theta_k) = \frac{6 \left[ (1 - \rho_2^2) \Omega_{ul} P_{ul} + (K_{self} + K_{boun}) P_{dl} + \sigma_z^2 \right]}{|\alpha_k|^2 N(N^2 - 1) f_B T_c P_{rad} \pi^2 \cos^2(\theta_k)},$$

and $C(\tau_k, \tau_k)$ and $C(\omega_k, \omega_k)$ are given by (40), where

$$F'(\tau_k, \omega_k) = \frac{2N|\alpha_k|^2}{(1 - \rho_2^2) \Omega_{ul} P_{ul} + (K_{self} + K_{boun}) P_{dl} + \sigma_z^2} \times \left[ \left( \frac{1}{\Delta t} \sum_{i=1}^{M} \int_{0}^{T_c} \left| \frac{\partial s_i(t)}{\partial t} \right|^2 dt \right) \right. \\
- \frac{1}{\xi_r} \left( \frac{1}{\Delta t} \sum_{i=1}^{M} \int_{0}^{T_c} \frac{\partial s_i(t)}{\partial t} s_i(t) dt \right) \left( \frac{1}{\Delta t} \sum_{i=1}^{M} \int_{0}^{T_c} \left| s_i(t) \right|^2 dt \right),$$

$$F'(\omega_k, \omega_k) = \frac{2N|\alpha_k|^2}{(1 - \rho_2^2) \Omega_{ul} P_{ul} + (K_{self} + K_{boun}) P_{dl} + \sigma_z^2} \times \left[ \left( \frac{1}{\Delta t} \sum_{i=1}^{M} \int_{0}^{T_c} \left| s_i(t) \right|^2 dt \right) \right. \\
- \frac{1}{\xi_r} \left( \frac{1}{\Delta t} \sum_{i=1}^{M} \int_{0}^{T_c} \left| s_i(t) \right|^2 dt \right)^2, \quad (48)$$

where $\xi_r = f_B T_c \delta P_{rad}$.

Proof. Substituting $\Lambda, \Gamma$ into (40) and extending $\hat{y}'_{rad}$, and after simplification, Theorem 2 can be easily obtained.

Here, we get the exact closed-form estimation rate on the direction estimation of $\theta_k$. However, no closed-form expressions are obtained for the time delay $\tau_k$ and Doppler shift $\omega_k$. It is noted
that the estimation rate $R_{\theta_k}$ of the direction $\theta_k$ is related to the power of the received radar return signals and unrelated to the specific signal forms. However, the estimation rates $R_{\tau_k}$ and $R_{\omega_k}$ of $\tau_k$ and $\omega_k$ are determined by the specific signal forms, implying that the obtained estimation rates can serve as metric for the radar waveform design. To gain some more insights on the joint radar and communication system, we consider the specific case 2 based on the specific case 1.

**Special case 2:** The radar operation adopts the code division orthogonal linear frequency modulated (LFM) signals with duty factor $\delta$ [39], [40]. The LFM radar signals are denoted as

$$s_i(t) = \sqrt{P_{\text{rad}}} M^{K-1} \sum_{k=0}^{K-1} s'_i(t - kT_R)$$

(50)

where $T_R$ is the pulse repetition interval. $K$ denotes the number of the radar pulses with each CPI. $s'_i(t)$ denotes the radar waveform emitted by the $i$-th antenna, it is given by

$$s'_i(t) = \exp \left[ j2\pi f_B T_0 \left(t - \frac{1}{2} T_0 \right)^2 + j\pi b_i(t) \right] \cdot \text{Rect}_{T_0}(t)$$

(51)

where $b_i(t), i \in \{1, ..., M\}$ denotes the code sequence to achieve orthogonality between different radar signal waveforms [40]. $\text{Rect}_{T_0}(t)$ denotes the rectangular window function between $[0, T_0]$, i.e.,

$$\text{Rect}_{T_0}(t) = \begin{cases} 
1, & t \in [0, T_0] \\
0, & \text{else} 
\end{cases}$$

(52)

With the above radar signals, we can obtain the exact closed-form estimation rate.

**Theorem 3.** The exact closed-form estimation rates of the range $d_1$ and velocity $v_1$ under the special case 1 and special case 2 are given by (36) and (37), respectively, where

$$C(\tau_k, \tau_k) = \frac{\bar{\sigma}_z^2}{2N |\alpha_k|^2 \delta T_C P_{\text{rad}} f_B} \cdot \frac{3[(K^2 - 1) T_R^2 + T_0^2]}{\pi^2[(K^2 - 1) T_R^2 - 3T_0^2]},$$

(53)

$$C(\omega_k, \omega_k) = \frac{\bar{\sigma}_z^2}{2N |\alpha_k|^2 \delta T_C P_{\text{rad}} f_B} \cdot \frac{12}{(K^2 - 1) T_R^2 - 3T_0^2},$$

(54)

**Proof.** Please refer to Appendix B.

□

V. NUMERICAL RESULTS

In the numerical simulations, for the radar operation, we focus on the line-of-sight channel. However, for the communication operation, we consider the non-line-of-sight Rayleigh fading...
environment. Taking the large scale fading and shadowing effects into account, we consider the following specific channel model [41], [42],

\[
h_k = \frac{10^{\beta_k/10}}{1 + (d_k/d_0)^l} \cdot \tilde{h}_k, \quad k \in \{d, u\}
\]

(55)

where \(10^{\beta_k/10}\) characterize the shadowing effects in log-normal distribution with standard deviation \(\sigma_s\) dB, i.e., \(\beta_w \sim N(0, \sigma_s^2)\) which is normal distribution in dB. \(d_k\) denotes the distance of the corresponding link. \(d_0\) denotes the reference distance. \(l\) is the path loss exponent. \(\tilde{h}_k\) characterizes the small fading, which is standard unit complex distributed, i.e., \(\tilde{h}_k \sim CN(0, 1)\).

Hence, we have the variance of the estimated channel as

\[
\Omega_{dl} = \mathbb{E} \left\{ \frac{10^{\beta_d/10}}{1 + (d_d/d_0)^l} \right\},
\]

(56)

\[
\Omega_{ul} = \mathbb{E} \left\{ \frac{10^{\beta_u/10}}{1 + (d_u/d_0)^l} \right\},
\]

(57)

In the numerical simulation, the parameters are defaulted as follows (unless specified otherwise). For the large-scale fading parameters, we set \(\beta_k = 8\) dB, \(d_0 = 200\) m, \(l = 3.8\), and \(d_d = d_u = 500\) m. For the channel estimation, we set \(\rho_k = 0.95\). For the system parameters, the numbers of antennas are set as \(M = 32\), \(N = 64\), the maximum transmission powers are set as \(P_{rad} = 20\) dBm, \(P_{dl} = 23\) dBm, \(P_{ul} = 23\) dBm, assuming the interference can be suppressed to the noise level, i.e., \(K_{self} = -23\) dB, \(K_{rad} = -20\) dB, and \(K_{boun} = -23\) dB, \(K_{co} = -23\) dB, the variance of the noise \(\sigma_0^2 = 1\), the shared bandwidth is set as \(f_B = 5\) MHz, the radar pulse relevant parameters are set as \(T_C = 50\) ms, \(T_R = 1\) ms, \(\delta = 0.1\), \(T_0 = 100\) us referring to [11], [22], [43].

To investigate the feasibility of full-duplex joint radar and communication system under the impact of imperfect interference cancellation, the performance regions of the joint system in terms of DL and UL communication rate and radar estimation rate are needed. We obtain the bound of the achievable region by setting the transmission power of one of the links to maximum (unless noted otherwise, it is set to values above), and then increasing the power of the other link. It is noted that the system performance is always within the bounded region as long as either of the transmission powers is not maximum.

In Fig. [3] we demonstrate the downlink and uplink communication rate regions under the effects of the different radar interference cases, where the exact value of radar interference suppression level \(^{\text{\textquoteleft\textprime} K_{rad} = K^*_{rad} \text{\textquoteleft\textprime}}\) with appro" is calculated by the closed-form theoretical limit in [18] and \(^{\text{\textquoteleft\textprime} K_{rad} = K^*_{rad} \text{\textquoteleft\textprime}}\) w/o appro" is simulated without approximation made in [15]. By setting
the transmission power of one communication link to be 20 dBm and increasing power of the other from 0 to 20 dBm, we can obtain the bounds of the communication region. It is found that the level of the radar interference limits the communication rate regions. However, when the radar signals can be suppressed to the noise level, e.g., $K_{rad} = -30$ dB, the communication operation almost achieves the same rate regions compared to that of achievable perfect radar cancellation reaching Cramér-Rao bound, i.e., the case $K_{rad} = K_{rad}^*$. Note that the achievable value of radar interference suppression level $K_{rad}$ is always larger than $K_{rad}^*$. As can be seen, the bound of simulated suppression level without approximation, i.e. $K_{rad} = K_{rad}^*$ w/o appro, is always lower than the theoretical one which result from the overestimation of interference suppression capability when the approximation of residual signal is adopted. Moreover, the discrete Monte Carlo simulations match with theoretical evaluations, therefore the tightness of Jensen’s inequality is demonstrated. This result reveals that sharing the spectrum of the radar system to the communication system introduce significant communication rate regions though the radar signals act as interferences.

Fig. 4 presents the joint downlink communication and radar estimation rate regions with different channel estimation accuracies and different RSI regimes. This figure reveals that the joint rate regions are limited by the accuracy of the channel estimation as well as the self-interference cancellation capability. However, it is observed that the RSI only has slight impacts
Fig. 4. Downlink communication rate and direction estimation rate region.

on the joint rate regions, for example, when self-interference is cancelled by -17 dB, the rate region is almost the same compared to that with perfect self-interference cancellation.

Fig. 5. Uplink communication rate and direction estimation rate region.

In fig. 5 we compare the performance of the proposed alternative-SIC scheme in terms of
joint uplink and estimation rate regions with other benchmark methods, i.e. traditional SIC scheme, time division multiple access (TDMA) and frequency division multiple access (FDMA) schemes. With the traditional SIC scheme, the ComRad first decodes communication signals, then subtracts the communication signals and estimates the radar targets or in reverse order. With the alternative-SIC scheme, the ComRad first suppress the radar interference with known waveform information, then decode the communication signals and subtract the communication waveform, finally estimates the targets’ parameters. For the TDMA scheme, the duration is divided into two parts, one part is only for communication while the other is only for the radar operation. For the FDMA scheme, the whole system bandwidth is divided into two sub-bands, one sub-band is only for communication while the other is only for radar operation. It is noted that compared to the orthogonal schemes, i.e., TDMA and FDMA, the joint schemes achieve larger rate regions, which reveals the potential on the rate regions of the spectrum sharing between the radar system and communication system. In addition, compared to the traditional SIC scheme, the proposed alternative-SIC scheme could further enlarge the rate regions with the gains depending on the interference cancellation capability.

Fig. 6 and Fig. 7 illustrate the joint rate regions in terms of the uplink rate and radar estimation rate on range and velocity, respectively, under the proposed alternative-SIC, traditional SIC, TDMA and FDMA schemes. It is noted that for the orthogonal working manner, the FDMA
manner is not guaranteed to achieve larger rate region compared to the TDMA scheme. In addition, we note the advantages of the joint working manner compared to the isolating scheme in terms of the joint rate regions. Both figures demonstrates the tradeoff between the uplink communication rate and radar estimation rate, i.e., the communication operation can achieve significant rate performance at the slight cost of the radar estimation performance while working jointly. The results indicate that under certain radar estimation constraint, the spectrum sharing between radar and communication is feasible and gainful.

In Fig. 8 and Fig. 9, we show the variation of the amount of the information about the target obtained within each CPI and within unit time, i.e., 1 second, with regarding to the duration of CPI, respectively. Different from the communication system where the duration of time slots do not affect the estimation rate, the estimation accuracy in radar system is related to the duration of CPI. Fig. 8 demonstrates that the amount of information obtained about the target increases with the duration of CPI at different speed, which is consistent with our intuition that the more snapshots of the radar signals used for estimation, the higher accuracy can be achieved. However, as shown in Fig. 9, the increase of the duration of CPI does not guarantee the increase of the estimation rate within unit time. Interestingly, for the velocity, the estimation rate firstly increases, after reaching the maximum value and finally decreases with the duration of the CPI. For the
range and direction, the estimation rates always decrease with the duration of each CPI.

We interpret this as the fundamental difference between velocity estimation and range and direction estimation. Unlike range and direction, which are estimated by instantaneous received signal, velocity is estimated by the observation of signal frequency offset in a small time interval.
which results from doppler effect. This small time interval is helpful to resolve the doppler effect which transfers more velocity information. Thus, a small rise in duration of CPI increases the velocity estimation rate, but a long CPI incurs inefficiency.

VI. CONCLUSION

In this paper, the joint FD communication and radar multi-antenna system was studied. To facilitate the dual functions of the ComRad, a receiver structure based on the alternative-SIC scheme was proposed by viewing the uplink channel and radar return channel as MAC. Based on the proposed structure, the uplink and downlink communication rate was derived under the MRT/MRC beamforming scheme considering self-interference and imperfect channel estimation. The achievable suppression level of the radar return signal as the interference to uplink communication was derived. For the radar operations, the estimation information rates in terms of the distance, direction and velocity estimations were obtained for both the general case and the special case with uniform linear antenna array and LFM chirp radar signals. By the joint rate regions, the interaction between the radar operation and the communication operation were demonstrated. The numerical simulation results showed that sharing the radar frequency bands to the communication operation bring significant transmission capacity while the radar performance can be guaranteed even if communication signals act as interference.

APPENDIX A

PROOF OF THEOREM 1

To obtain the CRB on \( \theta_k, \tau_k \) and \( \omega_k \), we have to obtain the FIM first, which is given by

\[
\text{FIM} = \begin{bmatrix}
F(\alpha_k, \alpha_k) & F(\alpha_k, \theta_k) & F(\alpha_k, \tau_k) & F(\alpha_k, \omega_k) \\
F(\alpha_k, \theta_k)^T & F(\theta_k, \theta_k) & F(\theta_k, \tau_k) & F(\theta_k, \omega_k) \\
F(\alpha_k, \tau_k)^T & F(\theta_k, \tau_k)^T & F(\tau_k, \tau_k) & F(\tau_k, \omega_k) \\
F(\alpha_k, \omega_k)^T & F(\theta_k, \omega_k)^T & F(\tau_k, \omega_k)^T & F(\omega_k, \omega_k)
\end{bmatrix}
\]

where

\[
F(\alpha_k, \alpha_k) = 2 \cdot \hat{y}_{\text{rad}}^\dagger \Gamma^{-1} \hat{y}_{\text{rad}} \cdot a(\theta_k)^\dagger \Lambda^{-1} a(\theta_k) \cdot I_2
\]

(58)

\[
F(\alpha_k, \theta_k) = 2 \cdot \text{Re}\left\{[1, -j] \alpha_k y_{\text{rad}}^\dagger \Gamma^{-1} y_{\text{rad}} \right\}^T \\
\times a(\theta_k)^\dagger \Lambda^{-1} \frac{\partial a(\theta_k)}{\partial \theta_k}
\]

(60)
Hence, the CRB matrix of \( \theta \)

\[
F(\alpha_k, \tau_k) = 2 \cdot \text{Re} \left\{ \left[ 1, -j |\alpha_k| y_{rad}^T \Gamma^{-1} \frac{\partial y_{rad}}{\partial \tau_k} \right] \right\}^T \times a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k) \}
\]

\[ (61) \]

\[
F(\alpha_k, \omega_k) = 2 \cdot \text{Re} \left\{ \left[ 1, -j |\alpha_k| y_{rad}^T \Gamma^{-1} \frac{\partial y_{rad}}{\partial \omega_k} \right] \right\}^T \times a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k) \}
\]

\[ (62) \]

\[
F(\theta_k, \phi_1, \phi_2) = 2 \cdot |\alpha_k|^2 y_{rad}^T \frac{\partial y_{rad}}{\partial \phi_1} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)
\]

\[ (63) \]

\[
F(\theta_k, \phi_1) = 2 \cdot \text{Re} \left\{ |\alpha_k|^2 y_{rad}^T \frac{\partial y_{rad}}{\partial \phi_1} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k) \right\}
\]

\[ (64) \]

\[
F(\theta_k, \phi_2) = 2 \cdot \text{Re} \left\{ |\alpha_k|^2 y_{rad}^T \frac{\partial y_{rad}}{\partial \phi_2} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k) \right\}
\]

\[ (65) \]

\[
F(\tau_k, \phi_1, \phi_2) = 2 \cdot |\alpha_k|^2 y_{rad}^T \frac{\partial y_{rad}}{\partial \tau_k} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)
\]

\[ (66) \]

\[
F(\tau_k, \phi_1) = 2 \cdot \text{Re} \left\{ |\alpha_k|^2 y_{rad}^T \frac{\partial y_{rad}}{\partial \tau_k} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k) \right\}
\]

\[ (67) \]

\[
F(\tau_k, \phi_2) = 2 \cdot \text{Re} \left\{ |\alpha_k|^2 y_{rad}^T \frac{\partial y_{rad}}{\partial \tau_k} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k) \right\}
\]

\[ (68) \]

In this paper, we focus on the parameter estimation in terms of the range, direction and velocity of the target. Hence, the CRB matrix of \( \theta_k, \phi_1 \) and \( \phi_2 \) is given by

\[
\text{CRB} = \begin{bmatrix}
C(\theta_k, \theta_k) & C(\theta_k, \tau_k) & C(\theta_k, \omega_k) \\
C(\theta_k, \tau_k)^T & C(\tau_k, \tau_k) & C(\tau_k, \omega_k) \\
C(\theta_k, \omega_k)^T & C(\tau_k, \omega_k)^T & C(\omega_k, \omega_k)
\end{bmatrix}
\]

\[ (69) \]

By calculating the reduced CRB matrix, we can obtain that

\[
C(\theta_k, \tau_k) = 0,
\]

\[ (70) \]

\[
C(\theta_k, \omega_k) = 0,
\]

\[ (71) \]
\[
C(\theta_k, \theta_k) = \left[ F(\theta_k, \theta_k) - \frac{A_{\alpha_k \theta_k} \cdot A_{\alpha_k \theta_k}}{2(y_{rad})^2 y_{rad} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)} \right]^{-1}
\]  
(72)

\[
CRB_{\tau_k, \omega_k} = \begin{bmatrix}
C(\tau_k, \tau_k) & C(\tau_k, \omega_k) \\
C(\tau_k, \omega_k)^T & C(\omega_k, \omega_k)
\end{bmatrix}^{-1}
\]
\[
= \begin{bmatrix}
F'(\tau_k, \tau_k) & F'(\tau_k, \omega_k) \\
F'(\tau_k, \omega_k)^T & F'(\omega_k, \omega_k)
\end{bmatrix}^{-1}
\]  
(73)

where \( F' \) denotes the reduced FIM on \( \tau_k \) and \( \omega_k \).

\[
F'(\tau_k, \tau_k) = F(\tau_k, \tau_k) - \frac{A_{\alpha_k \tau_k} \cdot A_{\alpha_k \tau_k}}{2y_{rad} \Gamma^{-1} y_{rad} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)}
\]  
(74)

\[
F'(\tau_k, \omega_k) = F(\tau_k, \omega_k) - \frac{\text{Re}\{A_{\alpha_k \tau_k} \cdot A_{\alpha_k \omega_k}\}}{2y_{rad} \Gamma^{-1} y_{rad} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)}
\]  
(75)

\[
F'(\omega_k, \omega_k) = F(\omega_k, \omega_k) - \frac{A_{\alpha_k \omega_k} \cdot A_{\alpha_k \omega_k}}{2y_{rad} \Gamma^{-1} y_{rad} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)}
\]  
(76)

where

\[
A_{\alpha_k \theta_k} = 2\alpha_k y_{rad} \Gamma^{-1} y_{rad} a^\dagger(\theta_k) \Lambda^{-1} \frac{\partial a(\theta_k)}{\partial \theta_k}
\]  
(77)

\[
A_{\alpha_k \tau_k} = 2\alpha_k y_{rad} \Gamma^{-1} \frac{\partial y_{rad}}{\partial \tau_k} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)
\]  
(78)

\[
A_{\alpha_k \omega_k} = 2\alpha_k y_{rad} \Gamma^{-1} \frac{\partial y_{rad}}{\partial \omega_k} a^\dagger(\theta_k) \Lambda^{-1} a(\theta_k)
\]  
(79)

By further simplification, we have Theorem 1.

**APPENDIX B**

**PROOF OF THEOREM 2**

Based on the LFM signals expressed in (51), we derive the exact \( F'(\tau_k, \tau_k) \), \( F'(\tau_k, \omega_k) \) and \( F'(\omega_k, \omega_k) \), based on which the CRB can be obtained,

\[
F'(\tau_k, \tau_k) = \frac{2N|\alpha_k|^2}{\sigma_x^2} \cdot f_B \frac{P_{rad}}{M} \sum_{i=1}^{M} \int_{-T_c/2}^{T_c/2} |\frac{\partial s_i(t)}{\partial t}|^2 dt
\]
\[
= \frac{2N|\alpha_k|^2}{\sigma_x^2} \cdot f_B \frac{P_{rad}}{M} \sum_{i=1}^{M} \int_{-T_c/2}^{T_c/2} \frac{4\pi^2 \delta T_c}{T_c} f^2 |s_i(f)|^2 df
\]
\[
= \frac{2N|\alpha_k|^2}{\sigma_x^2} \cdot \frac{P_{rad} f_B^3 \pi \delta T_c}{3}
\]  
(80)
\[
F'(\tau_k, \omega_k) = \frac{2N|\alpha_k|^2}{\sigma^2} \cdot \text{Im} \left\{ f_B \frac{P_{rad}}{M} \int_{0}^{kT_R + T_0} \frac{4\pi f_B j}{T_0} \left[ t(t-kT_R - \frac{1}{2} T_0) \right] dt \right\} \\
= \frac{2N|\alpha_k|^2}{\sigma^2} \cdot \text{Im} \left\{- \frac{P_{rad} f_B^2 \delta T_0 T_c j}{3} \right\}
\]

\[
F'(\omega_k, \omega_k) = \frac{2N|\alpha_k|^2}{\sigma^2} \cdot \left[ f_B \frac{P_{rad}}{M} \sum_{i=1}^{M} \sum_{k=0}^{K-1} \int_{kT_R}^{kT_R + T_0} t^2 dt \right] \\
- \frac{1}{\xi} \left( f_B \frac{P_{rad}}{M} \sum_{i=1}^{M} \sum_{k=0}^{K-1} \int_{kT_R}^{kT_R + T_0} t dt \right) \\
= \frac{2N|\alpha_k|^2}{\sigma^2} \cdot f_B P_{rad} \left[ \sum_{k=0}^{K-1} 3kT_R^2 T_0^2 + \frac{3k^2T_R^2T_0 + T_0^3}{3} \right] \\
- \left( \sum_{k=0}^{K-1} kT_R T_0 + \frac{1}{2} kT_R^2 \right)^2 \\
= \frac{2N|\alpha_k|^2}{\sigma^2} \cdot \frac{P_{rad} f_B T_c}{12} \left[ (\frac{2T_c^2}{T_0^2} - 1) T_R^2 + T_0^2 \right]
\]

Substituting \(F'(\tau_k, \tau_k), F'(\tau_k, \omega_k)\) and \(F'(\omega_k, \omega_k)\) into (73), we can have that

\[
\text{CRB}(\tau_k, \tau_k) = \frac{\bar{\sigma}^2}{2N|\alpha_k|^2 P_{rad} f_B \delta T_C} \cdot \frac{3[(K^2 - 1)T_R^2 + T_0^2]}{f_B^2 \pi^2 [(K^2 - 1)]T_R^2 - 3T_0^2}
\]

\[
\text{CRB}(\omega_k, \omega_k) = \frac{\bar{\sigma}^2}{2N|\alpha_k|^2 P_{rad} f_B \delta T_C} \cdot \frac{12}{(K^2 - 1)T_R^2 - 3T_0^2}
\]
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