An autonomous petrological database for geodynamic simulations of magmatic systems
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SUMMARY

Self-consistent modelling of magmatic systems is challenging as the melt continuously changes its chemical composition upon crystallization, which may affect the mechanical behaviour of the system. Melt extraction and subsequent crystallization create new rocks while depleting the source region. As the chemistry of the source rocks changes locally due to melt extraction, new calculations of the stable phase assemblages are required to track the rock evolution and the accompanied change in density. As a consequence, a large number of isochemical sections of stable phase assemblages are required to study the evolution of magmatic systems in detail. As the state-of-the-art melting diagrams may depend on nine oxides as well as pressure and temperature, this is a 10-D computational problem. Since computing a single isochemical section (as a function of pressure and temperature) may take several hours, computing new sections of stable phase assemblages during an ongoing geodynamic simulation is currently computationally intractable. One strategy to avoid this problem is to pre-compute these stable phase assemblages and to create a comprehensive database as a hyperdimensional phase diagram, which contains all bulk compositions that may emerge during petro-thermomechanical simulations. Establishing such a database would require repeating geodynamic simulations many times while collecting all requested compositions that may occur during a typical simulation and continuously updating the database until no additional compositions are required. Here, we describe an alternative method that is better suited for implementation on large-scale parallel computers. Our method uses the entries of an existing preliminary database to estimate future required chemical compositions. Bulk compositions are determined within boundaries that are defined manually or through principal component analysis in a parameter space consisting of clustered database entries. We have implemented both methods within a massively parallel computational framework while utilizing the Gibbs free energy minimization program Perple_X. Results show that our autonomous approach increases the resolution of the thermodynamic database in compositional regions that are most likely required for geodynamic models of magmatic systems.
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1 INTRODUCTION

The chemical evolution of magmatic systems within the continental crust is complex as their compositions change locally upon melt extraction. Phase transitions caused by a change in pressure and/or temperature can be easily tracked by computing the stable phase assemblages for specific bulk compositions (BCs) over the entire possible $P$–$T$ range. Yet, the effect of melt extraction on the local rock chemistry is more difficult to handle. Depending on the amount of extracted melt, the remaining residuum has different chemical and mineralogical compositions. For each of the modified chemical systems, new rock properties (density, solid and liquid fractions and their compositions) must be calculated by minimizing the Gibbs free energy. Thermodynamic melting models have evolved massively in recent years such that it has now become feasible to realistically simulate melting and crystallization processes (e.g. Ghiorso & Sack 1995; Ghiorso et al. 2002; Gualda et al. 2012; White et al. 2014; Jennings & Holland 2015; Green et al. 2016; Holland et al. 2018).

Thermodynamic processes can be integrated into a thermomechanical model in different ways. Stable phase assemblages can be pre-computed for relevant BCs and $P$–$T$ ranges (e.g. Rüpke et al. 2004; Kaus et al. 2005; Yamato et al. 2007; Gerya & Melík 2011;...
Magni et al. 2014; Rummel et al. 2018), or phase relations can be determined on the fly during an ongoing geodynamic simulation (e.g. Hebert et al. 2009; Tirone et al. 2009; Duesterhoeft et al. 2014; Oliveira et al. 2017; Riel et al. 2018). In case the stable phase assemblages are pre-computed as isochemical sections, they are normally limited by their compositional ranges, as they are only estimated to define stable phases and seismic velocities (e.g. Nakagawa et al. 2009; Faccenda & Dal Zilio 2017) or to investigate the influence of water release in subduction zones (e.g. Rüpke et al. 2004; Magni et al. 2014). However, to fully understand magmatic processes, including the feedback between chemistry and thermomechanics is crucial. It requires a detailed consideration of the compositional evolution, which can be modelled with a large thermodynamic database that contains a few thousand up to several ten thousands of isochemical sections describing the stable phase assemblages. Recently, Rummel et al. (2018) showed that physical processes such as the melting source of a mantle plume can be better understood when the chemistry of extracted melt is taken into account during a geodynamic simulation. This result also demonstrated that it is practical to track the evolving chemical composition, even though only a limited database consisting of 625 isochemical sections for different BCs was used.

Existing melting models (e.g. Ghiorso & Sack 1995; Green et al. 2016; Holland et al. 2018) allow phase equilibrium calculations for a broad compositional range and are used normally only in a simplified manner. Implementing them as part of a thermomechanical simulation of a magmatic system is an important future step towards creating predictive models of magmatic systems. Several software packages exist to compute such stable phase assemblages, for example, MELTS/pMELTS/ryholite-MELTS (Ghiorso & Sack 1995; Ghiorsio et al. 2002; Guadal et al. 2012), THERMOCALC (Powell & Holland 1988), THERIAK-DOMINO (de Capitani & Petrakakis 2010) or Perple X (Connolly 2005, 2009).

We use Perple X in this study and created an MPI-parallel (Gropp et al. 1999) framework that invokes multiple Perple X sessions simultaneously. In this manner, many thousands of isochemical sections for the different BCs can be computed within a few days depending on the size of the parallel computer available. Perple X is suitable for such an automated computational framework, as it calculates the stable phase assemblages without much manual interaction and prior knowledge about stable phases by minimizing the Gibbs free energy (Connolly 2017).

Here, we present a method that enlarges a database of isochemical sections of stable phase assemblages in an automated way based on an initially small database constructed from requests of geodynamic forward models. Different sampling techniques are presented along with their suitability to estimate rock compositions that will emerge during geodynamic simulations. Differences between the required BCs and available ones in the database are investigated while enlarging the size of the database. We apply machine learning methods for dimensionality reduction such that compositional trends become visible on a lower dimensional map. Groups of similar BCs are extracted to which different sampling techniques are applied. The success of a reasonable enlargement of a database is dependent on the sampling method and whether a pre-subdivision of the sampling space is executed.

We distinguish here three different kinds of BCs: (1) initial BCs are those used in the preliminary (initial) database, (2) new BCs are created with the autonomous approach and (3) requested BCs are those requested during geodynamic forward models. The new BCs are compared with the requested BCs to evaluate their quality.

2 METHODS

2.1 Modelling magmatic systems with petro-thermomechanical models

The chemical evolution of magmatic systems is a multifaceted process, which is associated with many melt extraction events. This process not only changes the chemical and mineralogical evolution but may also have a feedback on the thermomechanical behaviour of the dynamic system. In addition to the purely kinematic evolution of the magmatic system, which can be studied using, for example, Rcrust (Mayne et al. 2016), Perple X (Connolly 2009) or MELTS (Ghiorso & Sack 1995), we present here the integration of such models into a thermomechanical simulation such that the interaction between the chemistry and the mechanics of the system can be studied. In the following, we briefly describe the thermomechanical model that we employ in this study and provide a detailed description of the coupling with petrological approximations to model the compositional evolution of magmatic systems.

The petrological modelling approach is integrated in the thermomechanical simulation code MVEP2 (Kaus 2010; Thielmann & Kaus 2012; Rummel et al. 2018). MVEP2 employs finite elements to discretize the model domain and solves the conservation equations of mass, momentum and energy of slowly creeping fluids on geological timescales. The rheology is handled with constitutive relationships that define the visco-elasto-plastic deformation behaviour of rocks. To model diking, the numerical approach is combined with a semi-analytical fracture opening algorithm that is described in Rummel et al. (2020) where the modelling results are presented in more detail. The first dike formation is triggered by basaltic magma from the mantle that is injected as sills into the crust or uppermost mantle. The dike formation and thus the amount of extracted melt depends on the stress field above the partially molten or crystallized source. We employ a marker-in-cell technique to track rock properties during the geodynamic simulation. These markers play a central role in our approach as we also use them as tracers of the mineralogical and chemical evolution of the magmatic system. In our approximation, the chemical system is restricted to nine oxides, that is, SiO2–TiO2–Al2O3–FeO–MgO–CaO–Na2O–K2O–H2O, from which diverse mineral and melt compositions can be formed. Free water that is not stored in minerals is removed from the system. We use the Holland & Powell (2011) internally consistent thermodynamic data for endmembers and the activity–composition models for solid-solution phases are given in Supporting Information Table A1 (see Supporting Information Data A) including the melting model for metabasic rocks from Green et al. (2016). The system is buffered along the quartz–fayalite–magnetite oxygen buffer. We neglect the change of the redox state due to melt extraction and assume a homogeneously distributed redox state evolution with pressure and temperature independent of the local BC.

The information about the local petrological composition is tracked by assigning an individual isochemical section of stable phase assemblages to each marker employed in the geodynamic simulation. Our model has a lateral extent of 50 km and is 40 km deep, which is resolved with 400 and 350 finite elements, respectively. We start the simulation with ~1.3 million markers, but the number increases during the simulations as new dikes/sills are generated, to ensure that the spatial evolution of rock and melt chemistry is tracked with sufficient accuracy. We neglect reaction kinetics and
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assume thermodynamic equilibrium. However, despite these simplifications, an immense thermodynamic database is required to cover all possible liquid and residuum compositions generated in the evolving magmatic system. The high number of requested isochemical sections as a consequence of only one newly generated dike can be illustrated with the following example. As the local chemical composition changes due to melt extraction, the chemistry of the system is split into a liquid part forming a dike and into a residuum part. The dike is described by only one isochemical section (with an average liquid chemistry), assuming homogeneous mixing of all melt prior to extraction. However, the remaining residuum chemistry changes strongly depending on the local amount and composition of extracted melt. Due to the different rock depletion stages, the number of isochemical sections with distinguishable BCs can be high. Our tests show that a few thousands of these sections of stable phase assemblages are required for a typical complete simulation.

The isochemical sections are computed with Perple_X (Perple_X 6.7.9; Connolly 2005, 2009) and are evaluated for discrete \( P-T \) conditions (257 \( \times \) 257 points) for the given ranges and describe how solid and liquid oxide compositions as well as densities, melt fractions and stable mineral assemblages will evolve. With a pressure range of 0.1–3000 MPa and a temperature range of 290–1900 K, thermodynamic properties are determined every 11.7 MPa and 6.3 K for a specific BC. At this resolution, the computation time is reasonable (~10 hr on average) and all phase boundaries are resolved with a sufficient precision. The thermodynamic data files employed are provided in the Supporting Information.

In general, there are two different strategies to combine geo-dynamic simulations of magma migration with thermodynamic properties which can be computed for a whole \( P-T \) section (on which we focus here) or for specific \( P-T \) conditions. We call the first method the dynamic method (1) in which a new isochemical section of stable phase assemblages (or alternatively the stable phase assemblage for a specific \( P-T \) condition) is computed on the fly during an ongoing simulation. The geo-dynamic simulation pauses while thermodynamic calculations are performed. The alternative approach is the static method (2) in which a look-up table with existing stable phase assemblages for different BCs is used. Here, an isochemical section that is acceptably similar to the requested one is used to immediately continue with the geo-dynamic simulation after updating the new phase properties on the marker.

(1) In the dynamic method, the computation of isochemical sections of stable phase assemblages is performed during an ongoing geo-dynamic simulation through which the number of required sections is reduced to a minimum. After each melt extraction event, the residuum or melt compositions can be directly used to compute new sections of stable phase assemblages, provided they do not exist yet in the database. The thermodynamic properties are directly updated on the marker, from which melt is extracted, and the chemical system develops based on this specifically updated isochemical section. The disadvantage of this method is that the respective geo-dynamic simulation has to pause until all necessary sections are computed. This pause massively increases the computation time for each geo-dynamical time step as the computation of an individual section may take several hours. From a computational perspective, the process is a sequential task, which is hard to parallelize with a multiprocessor architecture, because the workload can differ a lot due to a different number of newly requested compositions. For example, a single isochemical section request would force all other tasks to wait.

(2) For the static method, a database of existing isochemical sections is used to estimate the future rock evolution after each melt extraction event. Here, the most similar section of stable phase assemblages in terms of bulk chemistry is used and replaces the previously associated section of the marker. As a similarity measure, we use the Euclidean distance in space spanned by the components of bulk chemistry. Clearly, the closer the query is to the existing database entries, the more accurate the model becomes. For this reason, we store all requested residuum and melt compositions during a geo-dynamic simulation and compute new sections of stable phase assemblages separately from the simulations. The advantage is that the job can efficiently be performed in parallel depending on the size of the computer available. In our case, we use 256 tasks in parallel and compute \( \sim\)1000 isochemical sections in 3–4 d. However, it was initially unclear how many different sections are required for a typical simulation, and what the error is that is made by employing sections with the approximate, but not the exactly correct, chemical composition during the simulations. The obvious advantage of this approach is that the computation time for all sections is reduced to a minimum. The disadvantage, however, is that the respective geo-dynamic simulation has to be repeated many times until the differences between the requested compositions and BCs of the database become negligible. In principle, such a database can become large, such that technical issues arise when loading the full database during a geo-dynamic simulation, as well as problems with storing the data. We note that there are techniques to compress the rock properties without losing much in accuracy (Afonso et al. 2015), which we have not explored here.

Here, we investigate the second strategy. An interpolation between the results of the different isochemical sections is theoretically possible, in case the BCs are well distributed over that part of the parameter space that is most likely required for the geo-dynamic simulations. In the following, we show how such a database can be established and efficiently enlarged with an autonomous approach.

### 2.2 Establishing the database

From a computer science point of view, we deal with a parameter space that is spanned by nine oxides, bounded by upper and lower limits, respectively. There is the additional requirement that the oxide concentrations of each BC must add up to exactly 100 wt per cent, effectively reducing the parameter space to an 8-D manifold to which all BCs in the database (called here ‘initial BCs’) are restricted. We assume that the parameter space is discretized and only compositions with offsets of \( \Delta_{\text{ox}} = 0.1 \) wt per cent can be realized. Thus, each composition differs from each other at least by 0.1 wt per cent in one of its oxides. Although this limitation dramatically reduces the possible number of petrological compositions, it would be inefficient to establish the database by randomly creating new BCs between the maximum and minimum concentrations of the respective oxides while respecting the constraints. Instead, we make use of expert knowledge, which provides good initial guesses about the interesting regions of the oxide space or about BCs most likely being required by future simulations. As a starting point, we compute five initial isochemical sections of stable phase assemblages representing the upper, middle and lower crusts as well as the mantle...
and the mafic basaltic intrusion. Using these initial sections, we perform a series of iterative geodynamic simulations (see Section 2.1). As soon as a melt extraction event occurs, the existing phase assemblages cannot sufficiently describe the future rock evolution and new isochemical sections are requested. We compute the sections with the requested BCs and repeat the simulation to produce additional composition requests from the evolving magmatic system. To further improve our initial guess, we vary the configurations of the simulations by changing tectonic boundary conditions, intrusion depths and temperatures of magma influx from the mantle, geothermal gradients and other properties. With this strategy, we created an initial database with thousands of isochemical sections that ideally cover the possible oxide concentration limits of requested BCs in our petro-thermomechanical models. This procedure may already result in a relatively fine-mesh sampling space producing similar compositions, especially in regions that are preferentially requested from the initial geodynamic models. Theoretically, one could further improve the database with more simulations and new requests that result from them. Such an improvement of the database is necessary for simulations that cannot describe the variations in melt and residuum chemistry with a sufficient accuracy. However, such a sampling requires significant manual interaction. In the following, we describe our approach to enlarge the database in a more autonomous manner.

2.3 Enlarging the database

To further enlarge the database in an autonomous manner, we make use of our initial guesses and guide the sampling of new BCs with the location of the initial BCs from the database. Visualizing the BCs along different oxides illustrates that existing BCs are correlated with each other, visible as they gather in smaller clouds or align along mostly nonlinear pathways that usually split up in multiple branches (Fig. 1). Such a distribution of initial BCs means that the approach of uniformly sampling the entire initial BC space between their extreme concentrations (Fig. 1a) is unsuitable to create exclusively new BCs that are similar in chemistry to the initial BCs and thus potentially requested. A robust method for linearly correlated data is the principal component analysis (PCA; Hotelling 1933). A large number of approaches exist for nonlinear data, including manifold learning and nonlinear PCA and kernel-PCA methods. By using PCA (PCA-CS, Section 2.3.2) or by constraining the oxide space manually (M-CS, Section 2.3.3), the sampling space for new BCs is reduced (Fig. 1b). However, even though corners are already neglected, in which no initial BCs are located, the sampling space is still relatively large and new BCs can be created between compositional branches of initial BCs. To further reduce the sampling space, a combination of robust dimensionality reduction techniques can be used by applying PCA or manually constrained boundaries to individual compositional clusters (Section 2.3.1) in the mapping space (Fig. 1c).

2.3.1 Simplifying the parameter space with t-SNE and DBSCAN

In order to deal with the complex BC relationships, we break down the distributions in smaller fractions of similar compositions using a combination of a dimensionality reduction technique and a clustering algorithm. We first apply the Barnes–Hut t-SNE (Van Der Maaten 2014) to map the high-dimensional data to a lower dimensional manifold such that clusters of similar BCs become visible. To quantitatively distinguish those clusters, a method is required that

Figure 1. Three different ways to sample the parameter space of initial BCs (black points; 17,088 in total), shown for the oxide combination Al2O3 versus CaO. The sampling space is marked with red boxes. (a) The rectangular sampling space is defined by the extreme oxide concentrations of initial BCs. An oversampling of low-probability regions (corners) would be the consequence. (b) Manually constrained sampling (M-CS) and PCA-constrained sampling (PCA-CS) are used to reduce the sampling space. Larger deviations from the initial data set are allowed for new samples (BCs). (c) Applying M-CS and PCA-CS on smaller compositional subgroups (clusters) further reduces the sampling space, but does not allow new BCs to be chemically dissimilar to the initial BCs.
utilizes the coordinates of the data points to find densely distributed regions and thus clusters. For this purpose, the clustering technique ‘density-based spatial clustering of applications with noise’ (DBSCAN; Ester et al. 1996) is applied. Both algorithms, Barnes–Hut t-SNE and DBSCAN, are briefly described below.

The Barnes–Hut t-SNE is based on the previously developed algorithms, stochastic neighbour embedding (SNE; Hinton & Roweis 2003) and t-distributed stochastic neighbour embedding (t-SNE; Maaten & Hinton 2008). It is different compared to the previous t-SNE version as it includes the Barnes–Hut algorithm (Barnes & Hut 1986) that massively accelerates the t-SNE procedure (Van Der Maaten 2014), which is necessary to analyse large data sets. In general, t-SNE projects high-dimensional data (in our case 8 dimensions) on a 2-D map (Fig. 2a), such that each data point (BC) has a 2-D representation. Nearby points correspond to similar BCs and distant points correspond to dissimilar BCs. t-SNE reduces the dimensionality while preserving the essential structures (local and global ones such as clusters at multiple scales) of the high-dimensional data in the low-dimensional map (Maaten & Hinton 2008). The Barnes–Hut t-SNE algorithm is available as MATLAB library (http://lvdmaaten.github.io/tsne/), which we employ in this study with default values.

In a second step, we identify clusters (Fig. 2a) by applying DBSCAN to the projected data of the 2-D map space. Each cluster is characterized by specific BCs that are chemically similar and distinguishable to those of other clusters. However, especially at the margin of a dense region, compositions of neighbouring clusters may be more similar than compositions located far away in the same cluster. DBSCAN is a density-based data clustering algorithm where clusters are defined as dense regions that contain a certain number of core points. Core points are data points that have a minimum number of neighbours within a pre-defined ‘neighbourhood’ distance. The clusters also contain points that are not defined as core points but locate within the neighbourhood distance of a core point. All other points are classified as noise. We employed DBSCAN to the initial data set with default values (minimum number of neighbours is 15 and ‘neighbourhood’ distance is 3). Using these values, our starting initial data set was separated into groups that can describe the individual compositional branches of BCs in the sampling space (see cluster distribution in Fig. 2b). However, with an increasing size of the database, the usage of such default values may result in a merging of several clusters, if the compositions change gradually rather than having distinguishable properties (cluster 27, Supporting Information Fig. D1, Data D). If this gradual change is the case, the default values have to be adjusted to split the big cluster into smaller ones. Furthermore, the information about the size of each cluster can be used such that more BCs are produced for clusters which have a wider distribution in the parameter space.

In comparison to k-means (Steinhaus 1956; MacQueen et al. 1967), DBSCAN has the advantage that the number of clusters do not have to be defined in advance, but the chosen input values control indirectly the numbers of clusters (see above). In this study, we employ a MATLAB implementation of DBSCAN that is available at http://yarpiz.com/255/ypml110-dbscan-clustering. As a result, we now deal with small fractions of the BC ensemble of the initial database that align on lower dimensional manifolds in a much less complex manner. This structure allows us to adapt simplified models of the local distribution and to make estimations about requested BCs from geodynamic simulations. We employ two different approaches to which we will refer to as PCA-constrained sampling (PCA-CS, Section 2.3.2) and manually constrained sampling (M-CS, Section 2.3.3).

2.3.2 PCA-constrained sampling

For each individual cluster, we determine the principal components and use them to parametrize the spatial distribution (Fig. 3). Based on the parametrization with the eigenvectors, we perform a guided sampling, which is why we focus on the sampling on a region that is interesting in the sense that the determined BCs likely become relevant for future geodynamic simulations. In the following four steps, we explain the details of the algorithm:

1. Find the principal components, that is, eigenvalues and eigenvectors, of the individual cluster distribution.
2. In the coordinate system of the principal components, we determine the centre of mass and the extreme values along each component that define the ranges for each axis.
3. We draw new samples by selecting new BCs:
   a) either from a uniform distribution between the defined ranges (uniform PCA-CS)
   b) or from a normal distribution that is centred in the centre of mass and the standard deviation observed along the current dimension (normal PCA-CS)
   c) or from a normal distribution that is centred in the range along the current dimension (normal-centring PCA-CS).
4. The samples are transformed back into the original BC coordinate system. As the sum of all oxides has to be 100 wt per cent to represent a BC, we repeat the sampling procedure until this requirement is fulfilled and a desired number of new BCs is reached.

2.3.3 Manually constrained sampling

Sometimes a linear description of the distribution within a cluster may not be appropriate and PCA might not be a good choice to parametrize the distribution. We, therefore, present an alternative approach that requires a less intuitive guidance but may result in a more accurate representation of the distribution. We consider the marginal distributions of all oxide combinations independently and determine polynomial fits and use them to define boundaries for a guided sampling. The exact procedure is presented below in steps 1–3 and illustrated in Fig. 4. For simplicity, we use ‘Ox1’ and ‘Ox2’ to describe the two components of an oxide combination.

1. For each oxide combination, polynomial regression is performed and depending on the coefficients of determination, a first- or a second-degree polynomial is used. To set boundaries for the guided sampling, we translate this function along the coordinate axes until all initial BCs are included in the interval (Fig. 4).
2. Starting from SiO2 as Ox1, a second oxide (Ox2) is randomly chosen. The behaviour of the polynomial fit is crucial to determine the oxide concentrations and two different cases must be considered.

Case 1: Both boundary lines have the same x-coordinates. Within their horizontal range, a concentration for Ox1 is randomly determined (x, Case 1, Fig. 4). The resulting range in the vertical direction, between both boundary lines (y1 and y2, Case 1, Fig. 4), is used to determine a random concentration for Ox2 (blue star, Case 1, Fig. 4).

Case 2: The boundary lines have different x-coordinates (e.g. for a banana-like shape, Case 2, Fig. 4). The axes are flipped to get the same x-coordinates for both boundary lines. Within their vertical
range, a concentration for Ox1 is randomly determined (y, Case 2, Fig. 4). The resulting range in the horizontal direction, between both boundary lines (x1 and x2, Case 2, Fig. 4), is used to determine a random concentration for Ox2 (red star, Case 2, Fig. 4). For Case 2, several exception rules must be considered to determine the Ox2 concentration, examples are shown in Fig. 4 at the bottom.

(3) It is ensured that the newly determined oxide concentrations are within the boundaries of other oxide combinations that include one of these oxides. If other oxide concentrations were already determined before, they have to be considered as well in the determination of the new oxide concentrations. The sum of all oxides has to be 100 wt per cent to represent a BC. The sampling procedure is repeated until this requirement is fulfilled and a desired number of new BCs is reached.

A further reduction of the parameter space is in principle possible, if the upper and lower boundaries do not have to cover necessarily all initial BCs and if the new oxide concentrations are determined along a normal rather than along an uniform distribution. This adjustment may avoid a possible oversampling of low-probability regions (Afonso et al. 2013).

All compositions obtained from PCA-CS and MCS are rounded on one decimal place and are used as input compositions in PerpleX. Thus, isochemical sections in the database are distinguishable from each other in their BCs at least with 0.1 wt per cent (accuracy of an oxide concentration).

3 RESULTS

3.1 Different sampling approaches in comparison

The sampling can be done by applying the different sampling techniques (M-CS or PCA-CS) either to the non-clustered initial BCs or to the clustered initial BC data set (results from both approaches are presented below). Depending on which of the different sampling techniques is used, newly created BCs can be similar or dissimilar to already existing compositions of the database and are distributed in the full parameter space of the initial data set ensemble or only in parts of it.

The manually constrained boundaries include all initial BCs (grey points, Fig. 5) without weighting the single compositions. Consequently, it results in a relatively large parameter subspace to emplace new BCs (‘M-CS’, Fig. 5). We obtain similarly distributed scattering of new BCs for uniform sampling along principal components using the uniform PCA-CS method (‘Uniform PCA-CS’, Fig. 5).

For nonlinearly distributed initial BCs, M-CS may cover the initial distribution more precisely, as it allows nonlinear boundaries (e.g. CaO versus Al2O3, cluster 11, Supporting Information Fig. B1, Data B). In contrast, defining oxide concentrations with a normal (Gaussian) distribution along each principal component (‘Normal PCA-CS’, Fig. 5) concentrates new BCs in the centre of mass of the initial BCs. Sampling with the normal-centring PCA-CS focuses the normal distribution in the centre of the range between minimum and maximum concentrations of initial BCs. Its sampling is therefore strongly affected by outliers (FeO versus MgO, cluster 11, Supporting Information Fig. B1, Data B). Outliers may also become crucial for the M-CS and the uniform PCA-CS method. The M-CS method.
defines its ranges by shifting the polynomial fit through the initial data upwards and downwards by the same amount. This amount is determined by the maximum distance between the polynomial fit and the extreme values. If far located data points only exist in one direction of the polynomial fit (i.e. only above the parametrization, FeO versus MgO, cluster 11, Supporting Information Fig. B1, Data B), the sampling space is large compared to other sampling methods and may include regions without the support of initial BCs. The uniform PCA-CS constrains the sampling range of new BCs to minimal and maximal initial concentrations. Thus, if only one outlier of an initial BC exists (e.g. in FeO versus MgO, cluster 11, Supporting Information Fig. B1, Data B), all new oxide concentrations are sampled uniformly between this outlier and the centre of mass that limits the range towards the other extremum (Supporting Information Fig. B1, Data B). The influence of the outliers on the new BCs is smaller for the normal PCA-CS. Here, we use a normal distribution along the respective principal component to sample a new BC, which implies a low impact of distant samples. This impact is especially notable for cases in which only a few initial data points are located far away from the centre of mass. The normal PCA-CS method is maybe the most suitable one to determine new BCs that are similar to already existing compositions (initial BCs).

The choice of the most suitable sampling method to enlarge a database of stable phase assemblages with new BCs used in Perple_X is dependent on the model expectation. If the requested compositions of the initial database consider all relevant processes that may occur in the geodynamic models, it can also be expected that future composition requests are similar. In contrast, if processes are not considered (e.g. crustal partial melting), the results can be different and a much wider parameter space is required to account for such processes. We avoid this problem by taking into account a wide spectrum of different processes in the models whose composition requests were used for the initial database. Generally for the non-clustered case (Fig. 5), if new BCs should be similar to initial BCs, a PCA-CS method, in which the concentrations are determined along a normal distribution, is most suitable. However, large parts of the parameter space are not well (or not at all) sampled with new BCs. In this case, the sampling is not explorative. In other cases, where all initial BCs are considered to be equally important, weighted sampling is not appropriate. Here, M-CS or uniform PCA-CS are better choices, as they sample the parameter space without weighting but within ranges. However, the sampling space is branched in our case (Fig. 1) and therefore all sampling approaches can produce compositions that are dissimilar to the initial data set. One can avoid this behaviour by subdividing the sampling space into smaller units using a clustering algorithm (Barnes–Hut t-SNE and DBSCAN). Each of the clusters can be treated independently in terms of sampling (Supporting Information Fig. B1, Data B) and represents a different compositional branch (Fig. 1c). This procedure allows the overall sampling to be similar for all methods applied (M-CS and PCA-CS; Fig. 6) and the disadvantages of the respective sampling methods become negligible. New BCs are well located around the initial BCs in the parameter space (Fig. 6) and thus existing branches of initial BCs are covered and still maintained by the new BCs.

A combination of the sampling approaches may result in a more complete database to cover the required chemical parameter space for geodynamic models of magmatic systems. Thus, the sampling guided through the location of non-clustered initial BCs with M-CS or uniform PCA-CS produces new BCs with a wider range in

---

**Figure 3.** Finding new BCs using principal component analysis (PCA). Red lines are two eigenvectors (principal components), which are orthogonal to each other and cover the full parameter space of initial compositions from the database. New oxide concentrations are determined by using different random number generators (uniform, normal or normal centring) along the eigenvectors within their variances (eigenvalues).
chemistry as of those available in the initial database. This may increase the probability that even requested BCs from geodynamic simulations with an unusual chemistry can roughly be explained by the isochemical sections of the enlarged database. For most of the requested BCs, the initial database may already broadly cover the field of all relevant compositions such that new BCs can be created based on the clustered initial BC ensemble to improve the results. This procedure refines the sampling space such that differences between existing compositions decrease.

3.2 Evaluation of new BCs

In the previous section, we demonstrated several sampling approaches to produce BCs that may be requested by future simulations. To quantitatively evaluate the success of various sampling methods, we now define a similarity index as follows:

$$D_{\text{min},i} = \min_{j=1,\ldots,N_2} \left( \sum_{\text{ox}=1}^{9} (\text{BC}_{i,\text{ox}} - \text{BC}_{j,\text{ox}})^2 \right), i = 1, \ldots, N_1,$$

where ‘\text{ox}’ represents the respective oxide and $N_1, N_2$ is the number of either initial BCs from the database or new BCs created with the sampling approaches.

Our similarity index $D_{\text{min}}$ is a distance-based measure with units of wt per cent and denotes the Euclidean distance between every new BC and its closest neighbour among all initial BCs. This calculation is executed in both directions by either starting from the new BCs of the sampling or from the initial BCs (Table 1). In addition to the minimal Euclidean distances ($D_{\text{min}}$), the average $D_{\text{min}}$ ($\overline{D_{\text{min}}}$) is also computed for each sampling method. The $\overline{D_{\text{min}}}$ indicates the most
suitable sampling technique to locate new BCs close to initial BCs in the parameter space: the smaller $D_{\text{min}}$, the more similar new BCs are to already existing compositions (see Table 1).

Without using the clustering algorithm, many of the new BCs are located far away from the neighbouring initial BCs, especially for the M-CS and the uniform PCA-CS (see $D_{\text{min}}$, Table 1). These two methods also have the largest standard deviation of their minimal Euclidean distances indicating a large scattering of their data. Defining new compositions within clusters of the initial data ensemble strongly improves the result, as $D_{\text{min}}$ is reduced by at least a factor of four. With a clustering applied prior to sampling, all methods produce equally well distributed new BCs that are similar in chemistry to the initial BCs. PCA-CS in combination with a normal distribution slightly outperforms the other methods. Starting from an enlarged database (27,049 instead of 17,088 BCs) produces nearly the same results, although $D_{\text{min}}$ decreases moderately.

4 DISCUSSION

Ideally, we would like to enlarge the database such that no additional isochemical sections of stable phase assemblages are required to describe the chemical evolution of magmatic systems in geodynamic models. We have presented several approaches to create and enlarge a petrological database. Whether or not a new section of stable phase assemblages is required depends on the geodynamic model in which new compositions are formed due to melt extraction. In these models, each petrological composition is described by an isochemical section with the closest BC. If a suitable section is not available, it must be computed. Consequently, after computing the missing sections of stable phase assemblages, the geodynamic simulation has to be repeated until no further sections are required. In the following, we discuss the extent to which our independently enlarged database helps to avoid such time-consuming repetitions and how the database can be applied to geodynamic simulations of magmatic systems.
Figure 6. New BCs generated with different sampling methods. Highlighted are new BCs created in the two clusters 1 and 11 (Fig. 2 and Supporting Information Fig. B1, Data B). 17,088 initial BCs are used for the clustering and are shown as grey points. 5078 of them are in cluster 1 and 226 of them are in cluster 11; the rest are allocated to other clusters (not highlighted). Sampling results from the M-CS are shown with green points, from the uniform PCA-CS with turquoise, from normal PCA-CS with pink and new BCs determined with the normal-centring PCA-CS are shown as yellow points. For each cluster and sampling method, ~150 new BCs are computed. The compositions are shown for two oxide combinations (CaO versus Al₂O₃ and FeO versus MgO); for the whole oxide range, see Supporting Information Figs E5–E8 in Supporting Information Data E.

Table 1. Minimal Euclidean distances ($D_{\text{min}}$) computed between new BCs obtained from the sampling and initial BCs from the database. Presented are the average $D_{\text{min}}$ ($\overline{D_{\text{min}}}$) and the standard deviation ($\sigma_{D_{\text{min}}}$). Sampling is applied to the non-clustered initial BCs (top) or to the clustered initial BC data set (bottom). $D_{\text{min}}$ are computed from the newly created to the initial BCs (left), and from the initial to the newly created BCs (right). 1350 new BCs are used from each sampling method. The number of initial BCs is 17,088.

|                     | M-CS/PCA-CS to initial BCs | Initial BCs to M-CS/PCA-CS |
|---------------------|-----------------------------|-----------------------------|
|                     | $\overline{D_{\text{min}}}$ | $\sigma_{D_{\text{min}}}$ | $\overline{D_{\text{min}}}$ | $\sigma_{D_{\text{min}}}$ |
| Without clustering  |                             |                             |                             |                             |
| M-CS                | 8.24                        | 2.73                        | 5.53                        | 1.22                        |
| Uniform PCA-CS      | 9.94                        | 4.21                        | 5.00                        | 1.51                        |
| Normal PCA-CS       | 3.08                        | 1.17                        | 2.59                        | 1.70                        |
| Normal-centring PCA-CS | 3.63                      | 1.48                        | 3.89                        | 2.16                        |
| With clustering     |                             |                             |                             |                             |
| M-CS                | 1.29                        | 1.30                        | 1.76                        | 1.41                        |
| Uniform PCA-CS      | 1.50                        | 1.52                        | 1.80                        | 1.40                        |
| Normal PCA-CS       | 0.72                        | 0.69                        | 1.28                        | 1.38                        |
| Normal-centring PCA-CS | 0.97                      | 0.88                        | 1.57                        | 1.38                        |

4.1 New samples and their relevance

The estimation of required BCs is tested by comparing the requested compositions during a geodynamic simulation with compositions obtained from the different sampling approaches. With an automatic improvement of the sampling density, the likelihood is increased that future requested compositions can be explained by the new samples. The sampling is based on either the non-clustered initial BCs or the compositional clusters to demonstrate the importance of the clustering algorithm. The minimal Euclidean distances ($D_{\text{min}}$) are computed (eq. 1) between new BCs created with the sampling...
methods and those requested from geodynamic simulations. For the respective geodynamic simulations, the number of available isochemical sections is equal to the number of initial BCs (17 088) used to determine new BCs with one of the sampling approaches. The requested compositions exclusively represent BCs that are not used already in the database.

The \( D_{\text{min}} \) between requested BCs and BCs created in the clustered sampling space indicate that all sampling methods are equally well suited to determine new compositions that are similar in chemistry to those requested in the geodynamic simulations (Table 2). The large \( D_{\text{min}} \) values between BCs created in the non-clustered sampling space and those requested during geodynamic simulations (Table 2) result from the fact that new BCs are determined within the whole range of initial BCs. Not all of these initial BCs are relevant for the current geodynamic simulation. Consequently, new composition requests are most likely never distributed over the full parameter space of initial BCs.

### 4.2 Evolution of requested BCs with an increasing number of available isochemical sections of stable phase assemblages

To ensure that the existing sections of stable phase assemblages cover the range in BCs required for geodynamic simulations, we investigate the evolution of requested compositions. These compositions have been requested during geodynamic simulations which have used a database consisting of either 17 088 or 27 049 isochemical sections. Only if the differences between requested and available sections of stable phase assemblages are insignificant, the chemical evolution of magmatic systems can be tracked in detail. To quantify these differences, the \( D_{\text{min}} \) and the maximum \( D_{\text{max}} \) are computed between the requested and the existing BCs in the database. The maximum \( D_{\text{max}} \) specifies the maximum Euclidean distance that any requested composition can have to the closest already existing composition in the database. Rocks are tracked during geodynamic simulations only by the isochemical sections with the closest BCs, such that differences between requested and available sections become smaller as the database gets larger. Both the \( D_{\text{min}} \) and the maximum \( D_{\text{max}} \) decrease by 50 per cent if the database is enlarged from 17 088 to 27 049 sections. With the enlarged database, a \( D_{\text{min}} \) of 0.58 is reached, which seems to be good enough for our geodynamic simulations given the possible thermodynamic and geodynamic inaccuracies and uncertainties caused by, for example, interpolation, resolution and calibration. In case the initial rock composition changes in the geodynamic model, for example, to a more hydrous one, this database may become insufficient and further isochemical sections of stable phase assemblages are required.

The number of required isochemical sections and the degree of accuracy with which rock properties have to be tracked in geodynamic models can strongly vary depending on the problem that is addressed. Thus, if one is mostly interested in estimating the different rock types, larger differences between requested and available sections of stable phase assemblages may be acceptable (with \( D_{\text{min}} \) of a few wt per cent). For other problems, this accuracy may not be sufficient, especially if elements with low weight per cent affect the mineral assemblage. Here, we suggest that \( D_{\text{min}} \) should not be larger than 1 wt per cent on average. However, two aspects must be kept in mind: (i) the Euclidean distance represents a sum of all distances between the respective oxides which may compensate each other and (ii) the Euclidean distance considers all oxides equally. Oxides with a high concentration (e.g. SiO\(_2\)) can have a major contribution to the Euclidean distance, but its change in concentration may not have a big influence on the phase stability. Thus, differences in rock properties between requested and available isochemical sections can be small, although the Euclidean distances are relatively large. Whereas, small changes in concentration for oxides that have a low concentration can have a big effect.

### 4.3 Applicability of the database

The applicability of the database is demonstrated using a TAS (total alkali-silica) diagram for plutonic rocks (Fig. 7). The 27 049 BCs of the database cover nearly all of the relevant igneous rock types, and especially along magma differentiation trends their density is high (Fig. 7). Melt is extracted in our geodynamic models (Fig. 8) from a source that is basaltic in composition (gabbro) to form higher differentiated rocks such as monzonite, quartz monzonite or granite (Fig. 7). The related cumulates form a reverse trend towards lower SiO\(_2\) concentrations (peridotitegabbro or even more depleted). The BCs of the database originate either from requested compositions of the geodynamic simulations or from our autonomous approach, and are well located on liquid lines of descent of natural igneous rock suites (green arrows, Fig. 7). The liquid line of descent describes the way the liquid composition changes as crystallization proceeds. This comparison demonstrates that the database is suitable to model magmatic processes with a high precision, while even small changes within the same rock type can be tracked. Repeating geodynamic simulations with this enlarged database consisting of 27 049 BCs, indicates that the newly requested compositions are almost perfectly explained by the existing ones in the database (red and black symbols, Fig. 7). Therefore, although the number of newly requested compositions is high (>10 000), they are not required to extend the database, as the compositional evolution can be tracked already with sufficient precision. Applying the autonomous approach to this database shows that most of the new BCs have similar compositions like the ones in the database, with a wider scattering for a few samples (Fig. 7). Comparing them with requested compositions indicates that approximately 50 per cent of the new BCs may be irrelevant for the current geodynamic forward models, as requested BCs occur in a much narrower range (Fig. 7). Thus, applying the sampling approaches generates new BCs that were potentially relevant in older geodynamic simulations, but not all of them in the current ones which were based on 27 049 BCs in the database. This effect results from the fact that the database was initially constructed with requested compositions which were mostly not based on sufficiently accurate sections of stable phase assemblages. With the enlargement of the database, the differences between requested and available isochemical sections have been decreased. Therefore, one could guide the sampling through the location of the requested BCs to focus the sampling on the more relevant part of the oxide parameter space, but it would strongly limit the compositional range of future composition requests.

The pre-computation of stable phase assemblages enables us to model the evolution of phase properties in magmatic systems over geologically relevant timescales. The large database allows us to investigate different kinds of magmatic processes, for example, mantle melting, fractional crystallization, crustal assimilation or even magma mixing. Even if not all isochemical sections from the database were finally required in our models, they might be useful for other thermomechanical models that are taking chemical processes into account. An example geodynamic simulation that
Table 2. Minimal Euclidean distances ($D_{\text{min}}$) computed between new BCs obtained from the sampling and requested BCs from geodynamic simulations. Presented are the average $D_{\text{min}}$ ($\overline{D_{\text{min}}}$) and the standard deviation ($\sigma_{D_{\text{min}}}$). Sampling is applied to the non-clustered initial BCs (top) or to the clustered initial BC data set (bottom). $D_{\text{min}}$ are computed from the requested to the newly created BCs (left) and from the newly created to the requested BCs (right). 1350 new BCs are used from each sampling method. The requested compositions consist of 5900 BCs.

| Sampling Method                | $\overline{D_{\text{min}}}$ | $\sigma_{D_{\text{min}}}$ | $\overline{D_{\text{min}}}$ | $\sigma_{D_{\text{min}}}$ |
|-------------------------------|-----------------------------|---------------------------|-----------------------------|---------------------------|
|                               | Without clustering          |                           | With clustering              |                           |
| M-CS                          | 5.79                        | 1.00                      | 11.28                       | 3.93                      |
| Uniform PCA-CS                | 5.47                        | 1.44                      | 12.88                       | 5.33                      |
| Normal PCA-CS                 | 2.65                        | 1.70                      | 4.03                        | 1.53                      |
| Normal-centring PCA-CS        | 4.17                        | 2.11                      | 6.81                        | 3.49                      |
|                               |                            |                           |                            |                           |
| M-CS                          | 2.93                        | 1.53                      | 3.70                        | 2.89                      |
| Uniform PCA-CS                | 3.02                        | 1.47                      | 3.86                        | 2.92                      |
| Normal PCA-CS                 | 2.57                        | 1.61                      | 3.25                        | 2.47                      |
| Normal-centring PCA-CS        | 2.98                        | 1.51                      | 3.39                        | 2.53                      |

Figure 7. BCs requested, from the database, or newly created ones shown on a TAS diagram (normalized without water) for plutonic rocks (after Middlemost 1994). 27,049 BCs of the database (black points), requested BCs from geodynamic simulations that use this database (red diamonds; 13,029 in total) and (new) BCs from the sampling approaches (purple diamonds; 9,148 in total). 1: Foidolite; 2: Foid Gabbro; 3: Foid Monzodiorite; 4: Foid Monzosyenite; 5: Foid Syenite; 6: Peridotgabbro; 7: Monzogabbro; 8: Monzodiorite; 9: Monzonite; 10: Syenite; 11: Quartz Monzonite; 12: Gabbro; 13: Gabbric Diorite; 14: Diorite; 15: Granodiorite; 16: Granite; 17: Quartzolite. Liquid lines of descent are presented as green arrows for different typical igneous rock suites after Middlemost (1994).
tracks the interaction between mechanical and chemical processes by using the stable phase assemblages of the database, is shown in Fig. 8, more results and information are provided in Rummel et al. (2020). In this model, basal sills are injected in the crust and trigger dike formation. The extraction of melt via tensile fractures is creating a heterogeneous system forming diverse rock types and locally changing cumulate/residuum chemistry. Melt that is extracted from already existing dikes evolves towards highly differentiated rocks. These highly evolved rocks are also produced in the model by partial melting of host rocks forming a parallel differentiation trend to the magmatic products originated from the basal sills (Fig. 8). Due to the large database, these different rock types
Figure 9. Distribution of rock units in the oxide parameter space and their correlation to compositional clusters. (a) BCs of different rock units (see the legend in Fig. 8) for CaO and MgO versus SiO₂ concentration. (b) Cluster distribution created with Barnes–Hut t-SNE and DBSCAN. Each colour represents a different cluster of similar BCs. Clusters are presented in (c) on the 2-D projection of the Barnes–Hut t-SNE.

types and variations within can be tracked in detail (Fig. 8, TAS diagram).

4.4 Distribution of different rock units in the oxide parameter space

To visualize the magmatic evolution in the geodynamic model, we differentiate different rock units based on their genesis and/or location rather than their primary composition and assume that they are fully crystallized (a rock unit is defined here as, e.g. dike, sill, host rock or residuum, see Fig. 8). They are mostly distinguishable regarding their oxide concentrations and thus they are assignable to different compositional branches (Fig. 9). We can take advantage of this effect and can refine the sampling only for specific rock units for which a higher precision is desired. Applying the clustering algorithm (Section 2.3.1) to the different BCs shows that the resulting clusters or a collection of them are able to reflect the different rock units. The results demonstrate the advantage of using individual clusters of the entire ensemble, as it allows to sample specific rock units (Fig. 9).

5 CONCLUSION

An efficient method to generate a database of stable phase assemblages is crucial to investigate the chemical evolution of magmatic systems in petro-thermomechanical models. To establish such a comprehensive database, bulk compositions (BCs) must be collected to compute sections of stable phase assemblages for each chemical composition. To avoid such a collection exclusively from geodynamic simulations, a new approach is developed that creates new BCs automatically. BCs are determined using either M-CS (manually-constrained sampling) or PCA-CS (principal component analysis-constrained sampling). M-CS and uniform PCA-CS create new BCs that are uniformly distributed over the sampling space considering its extreme oxide concentrations from the initial database that was constructed by a series of iterative geodynamic simulations. Both sampling approaches are strongly affected by outliers of the initial BC ensemble. PCA-CS with a normal distribution locates
most of the new BCs in the centre of mass of initial BCs and thus gives less weight to the marginal parameter space. To better focus the sampling on individual compositional branches of the initial data set, the whole sampling space is split into smaller fractions of similar compositions (clusters). This split is done by applying the methods Barnes–Hut t-SNE in combination with DBSCAN. BCs that are requested during geodynamic simulations are shown to be well covered by BCs determined with the sampling approaches. New sections of stable phase assemblages for specific rock types can be produced if the sampling is guided by the clusters.

The database is able to track the chemical evolution in magmatic systems in detail over geologically relevant timescales. Produced igneous rocks vary between peridotgabbro (or even more depleted) for cumulates/residuum and highly differentiated rocks like syenite, quartz monzonite or granite for dikes.

ACKNOWLEDGEMENTS

We would like to thank the ZDV at the University of Mainz to provide us computational time on MOGON I cluster to run Perple_X in parallel. We would like to thank the reviewers Mohit Melwani Daswani and James Connolly for the useful comments which strongly improved the paper.

FUNDING

Funding was provided by the VAMOS Research Center, University of Mainz (Germany) and by the ERC Consolidator Grant MAGMA (project #771143).

REFERENCES

Afonso, J.C., Fullera, J., Griffins, W., Yang, Y., Jones, A., D Connolly, J. & O’Reilly, S., 2013. 3-D multiobservable probabilistic inversion for the compositional and thermal structure of the lithosphere and upper mantle: A priori petrological information and geophysical observables, J. geophys. Res. 118(5), 2586–2617.

Afonso, J.C., Zlotnik, S. & Diez, P., 2015. An efficient and general approach for implementing thermodynamic phase equilibria information in geophysical and geodynamic studies, Geochem. Geophys. Geosyst., 16(10), 3767–3777.

Barnes, J. & Hut, P., 1986. A hierarchical O(N log N) force-calculation algorithm, Nature, 324(6096), 446–449.

Connolly, J.A.D., 2009. The geodynamic equation of state: what and how, Geothermics, 38(5), 346–363.

Connolly, J.A.D., 2017. A primer in Gibbs energy minimization for geochemists, Petrol., 25(5), 526–534.

de Capitani, C. & Petrakakis, K., 2010. The computation of equilibrium assemblage diagrams with Theriaik/Domino software, Am. Mineral., 95(7), 1006–1016.

Duisterhoeffe, E., Quinteros, J., Oberhaensli, R., Bousquet, R. & de Capitani, C., 2014. Relative impact of mantle densification and eclogitization of slabs on subduction dynamics: a numerical thermodynamic/thermokinematic investigation of metamorphic density evolution, Tectonophysics, 637, 20–29.

Ester, M., Kriegel, H.-P., Sander, J. & Xu, X., 1996. A density-based algorithm for discovering clusters in large spatial databases with noise, in KDD’96: Proceedings of the Second International Conference on Knowledge Discovery and Data Mining, pp. 226–231, Portland, Oregon.

Faccenda, M. & Dal Zilio, L., 2017. The role of solid–solid phase transitions in mantle convection, Lithos, 268, 198–224.

Gerya, T.V. & Meilick, F., 2011. Geodynamic regimes of subduction under an active margin: effects of rheological weakening by fluids and melts, J. Metamorphic Geol., 29(1), 7–31.

Ghiorso, M.S. & Sack, R.O., 1995. Chemical mass transfer in magmatic processes IV. A revised and internally consistent thermodynamic model for the interpolation and extrapolation of liquid–solid equilibria in magmatic systems at elevated temperatures and pressures, Contrib. Mineral. Petrol., 119(2–3), 197–212.

Ghiorso, M.S., Hirschmann, M.M., Reiners, P.W. & Kress, V.C., III, 2002. The pMELTS: a revision of MELTS for improved calculation of phase relations and major element partitioning related to partial melting of the mantle to 3 GPa, Geochem. Geophys. Geosyst., 3(5), 1–35.

Green, E., White, R., Diener, J., Powell, R., Holland, T. & Palin, R., 2016. Activity–composition relations for the calculation of partial melting equilibria in metabasic rocks, J. Metamorphic Geol., 34(9), 845–869.

Gropp, W.D., Gropp, W., Lusk, E. & Skjellum, A., 1999. Using MPI: Portable Parallel Programming with the Message-Passing Interface, Vol. 1, MIT Press.

Gualda, G.A., Ghiorso, M.S., Lemons, R.V. & Carley, T.L., 2012. Rhyolite-MELTS: a modified calibration of MELTS optimized for silica-rich, fluid-bearing magmatic systems, J. Petrol., 53(5), 875–890.

Hebert, L.B., Antoshchekina, P., Asimow, P. & Gurnis, M., 2009. Emergence of a low-viscosity channel in subduction zones through the coupling of mantle flow and thermodynamics, Earth planet. Sci. Lett., 278(3–4), 243–256.

Hinton, G.E. & Roweis, S.T., 2003. Stochastic neighbor embedding, in Advances in Neural Information Processing Systems, pp. 857–864.

Holland, T.J.B. & Powell, R., 2011. An improved and extended internally consistent thermodynamic dataset for phases of petrological interest, involving a new equation of state for solids, J. Metamorphic Geol., 29(3), 333–383.

Holland, T.J.B., Green, E.C. & Powell, R., 2018. Melting of peridotites through to granites: a simple thermodynamic model in the system KNCF-MASHTOCr, J. Petrol., 59(5), 881–900.

Hotelling, H., 1933. Analysis of a complex of statistical variables into principal components, J. Educ. Psychol., 24(6), 417.

Jennings, E.S. & Holland, T., 2015. A simple thermodynamic model for melting of peridotite in the system NCFMASOCr, J. Petrol., 56(5), 869–892.

Kaus, B.J., 2010. Factors that control the angle of shear bands in geodynamic numerical models of brittle deformation, Tectonophysics, 484(1), 36–47.

Kaus, B.J., Connolly, J.A., Podladchikov, Y.Y. & Schmalholz, S.M., 2005. Effect of mineral phase transitions on sedimentary basin subsidence and uplift, Earth planet. Sci. Lett., 233(1–2), 213–228.

van der Maaten, L. & Hinton, G., 2008. Visualizing data using t-SNE, J. Mach. Learn. Res., 9, 2579–2605.

MacQueen, J. et al., 1967. Some methods for classification and analysis of multivariate observations, in Proceedings of the Fifth Berkeley Symposium on Mathematical Statistics and Probability, Vol. 1, pp. 281–297, Oakland, CA, USA.

Magni, V., Bouilhol, P. & van Hunen, J., 2014. Deep water recycling through plate tectonics, Geochem. Geophys. Geosyst., 15(11), 4203–4216.

Mayne, M.J., Moyen, J.-F., Stevens, G. & Kaislanemi, L., 2016. Rcrust: a tool for calculating path-dependent open system processes and application to melt loss, J. Metamorphic Geol., 34(7), 663–682.

Middlemost, E.A., 1994. Naming minerals in the magma/igneous rock system, Earth-Sci. Rev., 37(3–4), 215–224.

Nakagawa, T., Tackley, P.J., Deschamps, F. & Connolly, J.A., 2009. Incorporating self-consistently calculated mineral physics into thermochemical mantle convection simulations in a 3-D spherical shell and its influence on seismic anomalies in Earth’s mantle, Geochem. Geophys. Geosyst., 10(3), doi:10.1029/2008GC002280.

Oliveira, B., Afonso, J.C., Zlotnik, S. & Diez, P., 2017. Numerical modelling of multiphase multicomponent reactive transport in the Earth’s interior, Geophys. J. Int., 212(1), 345–388.

Powell, R. & Holland, T., 1988. An internally consistent dataset with uncertainties and correlations: 3. Applications to geobarometry, worked
examples and a computer program, *J. Metamorphic Geol.*, 6(2), 173–204.

Riel, N., Bouilhol, P., van Hunen, J., Cornet, J., Magni, V., Grigorova, V. & Velic, M., 2018. Interaction between mantle-derived magma and lower arc crust: quantitative reactive melt flow modelling using STyxs, *Geol. Soc. Lond., Spec. Publ.*, 478, 65–87.

Rummel, L., Kaus, B.J., White, R.W., Mertz, D.F., Yang, J. & Baumann, T.S., 2018. Coupled petrological-geodynamical modelling of a compositionally heterogeneous mantle plume, *Tectonophysics*, 723, 242–260.

Rummel, L., Kaus, B.J., Baumann, T.S., White, R.W. & Riel, N., 2020. Insights into the compositional evolution of crustal magmatic systems from coupled petrological-geodynamical models, *J. Petrol.*, doi:10.1093/petrology/ega029.

Rüpke, L.H., Morgan, J.P., Hort, M. & Connolly, J.A., 2004. Serpentine and the subduction zone water cycle, *Earth planet. Sci. Lett.*, 223(1–2), 17–34.

Steinhaus, H., 1956. Sur la division des corp materiels en parties, *Bull. Acad. Pol. Sci.*, 4(12), 801–804.

Thielmann, M. & Kaus, B.J., 2012. Shear heating induced lithospheric-scale localization: Does it result in subduction? *Earth planet. Sci. Lett.*, 359, 1–13.

Tirone, M., Ganguly, J. & Morgan, J., 2009. Modeling petrological geo-dynamics in the Earth’s mantle, *Geochem. Geophys. Geosyst.*, 10(4), doi:10.1029/2008GC002168.

van der Maaten, L., 2014. Accelerating t-SNE using tree-based algorithms, *J. Mach. Learn. Res.*, 15(1), 3221–3245.

White, R., Powell, R., Holland, T., Johnson, T. & Green, E., 2014. New mineral activity–composition relations for thermodynamic calculations in metapelitic systems, *J. Metamorphic Geol.*, 32(3), 261–286.

Yamato, P., Agard, P., Burov, E., Le Pourhiet, L., Jolivet, L. & Tiberi, C., 2007. Burial and exhumation in a subduction wedge: mutual constraints from thermomechanical modeling and natural P-T-t data (Schistes Lustrés, western Alps), *J. geophys. Res.*, 112(B7), doi:10.1029/2006JB004441.

### SUPPORTING INFORMATION

Supplementary data are available at *GJI* online.

**Figure B1.** New BCs generated with different sampling methods, shown for two different clusters (cluster 1 and cluster 11, Figs 2 and 6). The initial BCs of the respective clusters are shown as grey points. 8457 initial BCs are used for the clustering. 5078 of them are not clustered here. Oxides are given in wt per cent. The frequency distribution of points is shown as histogram plots for each oxide. This figure is an extension of Fig. 5.

**Figure E1.** Around 1350 new BCs are created between manually constrained boundaries (white lines). The initial data (grey points, 17 088 BCs) are not clustered here. Oxides are given in wt per cent. The frequency distribution of points is shown as histogram plots for each oxide. This figure is an extension of Fig. 5.

**Figure E2.** Around 1350 new BCs are randomly determined using the uniform PCA-CS. The initial data (grey points, 17 088 BCs) are not clustered here. Oxides are given in wt per cent. The frequency distribution of points is shown as histogram plots for each oxide. This figure is an extension of Fig. 5.

**Figure E3.** Around 1350 new BCs are randomly determined using the normal PCA-CS. The initial data (grey points, 17 088 BCs) are not clustered here. Oxides are given in wt per cent. The frequency distribution of points is shown as histogram plots for each oxide. This figure is an extension of Fig. 5.

**Figure E4.** Around 1350 new BCs are randomly determined using the normal-centring PCA-CS. The initial data (grey points, 17 088 BCs) are not clustered here. Oxides are given in wt per cent. The frequency distribution of points is shown as histogram plots for each oxide. This figure is an extension of Fig. 5.

**Figure E5.** Around 150 new BCs are generated for cluster 11 (Fig. 2 and Supporting Information Fig. B1, Data B) and are highlighted here, 17 088 initial BCs are used for the clustering (grey points), 226 of them are in cluster 11, the rest are allocated to other clusters (not highlighted). New oxide concentrations are randomly created (green points) within the manually constrained boundaries (white lines). The lines are the shifted polynomial fitting line through the initial data (here, second degree polynomial) and are limited to the maximum and minimum concentrations of the initial BCs. Oxides are given in wt per cent. The frequency distribution of points is shown as histogram plots for each oxide. This figure is an extension of Fig. 6.
Figure E6. Around 150 new BCs are generated for cluster 11 (Fig. 2 and Supporting Information Fig. B1, Data B) and are highlighted here. 17088 initial BCs are used for the clustering (grey points), 226 of them are in cluster 11, the rest are allocated to other clusters (not highlighted). New oxide concentrations are randomly created using uniform PCA-CS. Oxides are given in wt per cent. The frequency distribution of points is shown as histogram plots for each oxide. This figure is an extension of Fig. 6.

Figure E7. Around 150 new BCs are generated for cluster 11 (Fig. 2 and Supporting Information Fig. B1, Data B) and are highlighted here. 17088 initial BCs are used for the clustering (grey points), 226 of them are in cluster 11, the rest is allocated to other clusters (not highlighted). New oxide concentrations are randomly created using normal PCA-CS. Oxides are given in wt per cent. The frequency distribution of points is shown as histogram plots for each oxide. This figure is an extension of Fig. 6.

Figure E8. Around 150 new BCs are generated for cluster 11 (Fig. 2 and Supporting Information Fig. B1, Data B) and are highlighted here. 17088 initial BCs are used for the clustering (grey points), 226 of them are in cluster 11, the rest are allocated to other clusters (not highlighted). New oxide concentrations are randomly created using normal-centring PCA-CS. Oxides are given in wt per cent. The frequency distribution of points is shown as histogram plots for each oxide. This figure is an extension of Fig. 6.

Figure E9. Requested BCs are shown for two sets of geodynamic simulations (each of them consists of seven simulations). ~10000 requested BCs from both the first set of runs (orange points) and from the second set of runs (yellow points). Grey points indicate the initial BCs of the database. The compositions are shown for all SiO₂ oxide combinations. Oxides are given in wt per cent. This figure is an extension of Supporting Information Fig. C1 (Supporting Information Data C).

Figure E10. Melt extraction conditions of requested BCs from geodynamic simulations, for all SiO₂ oxide combinations. For each liquid (extracted melt) or solid composition (remaining residual material), the conditions are stored at which their compositions are stable, with pressure, temperature and stable melt fraction. The rock units declaring the origin of the requested compositions (crustal host rocks, dikes or basaltic sills) are shown. ‘Dike 1’ represents the first generation of dikes (or their respective cumulates), from which a second generation (‘Dike 2’) can form. ‘a’ defines dikes originating from the crustal host rocks, and ‘b’ those originating from basaltic injected sills. The information about the type of the composition (liquid or solid fraction) is provided in the last column. Oxides are given in wt per cent. This figure is an extension of Supporting Information Fig. C1 (Supporting Information Data C).

Table A1. Excluded and solution phases (with activity–composition models and references) used in Perple_X 6.7.9 (Connolly 2005, 2009).
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