Machine Learning Method of Image Processing and Embedding of Flowers using Pattern Recognition
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Abstract: This research paper is attempted to identify the pattern of two types of images using machine learning methods of cluster analysis. These two different images were collected from various web domains with different pixels and under the head of flowers. The flowers are basic colours of RGB with size of different Kilo Bytes(KB). The python based data mining software generate image Width, Height and Sizes. The image embedding method of machine learning methods widget generate the database from n_0, n_0,n_1,n_2,...,n_2047. The cosine distance indentifies the similar pair of images with help of their coordinates of these two types of images. Subsequently, the distance measure is to identify the similar clusters of images using various clustering algorithms. In addition, the clustered images to visualize using image viewer widget. The images associated with each cluster are displayed separated from other clusters.
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1. INTRODUCTION

Image processing is very interest and informative analytical tool for pattern recognition of and data base like bio medical images, inscription and many other fields. An image is nothing more than a two dimensional signal. It is defined by the mathematical function \( f(x, y) \) where \( x \) and \( y \) are the two co-ordinates horizontally and vertically. The value of \( f(x, y) \) at any point gives the pixel value at that point of an image. Image segmentation can be defined as the classification of all the picture elements or pixels in an image into different clusters that exhibit similar features. Segmentation involves partitioning an image into groups of pixels which are homogeneous with respect to some criterion [1]. Different groups must not intersect each other and adjacent groups must be heterogeneous. The groups are called segments. Image segmentation is considered as an important basic operation for meaningful analysis and interpretation of image acquired. It is a critical and essential component of an image analysis and or pattern recognition system, and is one of the most difficult tasks in image processing, which determines the quality of the final segmentation. Researchers have extensively worked over this fundamental problem and proposed various methods for image processing.

2. REVIEW OF LITERATURE

Many researchers are used for images to identify the dimensionality reductions, similarities between other images, etc. High-dimensional data can be converted to low-dimensional codes by training a multilayer neural network with a small central layer to reconstruct high-dimensional input vectors. G. E. Hinton, et.al. [2] used Gradient descent for fine-tuning the weights in such “auto encoder” networks, but this works well only if the initial weights are close to a good solution. The author describe an effective way of initializing the weights that allows deep auto encoder networks to learn low-dimensional codes that work much better than Principal Components Analysis (PCA) as a tool to reduce the dimensionality of data.

Segmentation is one of the most important steps in the analysis of digital images [3, 4]. It consists of dividing an image into non-overlapping regions based on similarity of their spectral and/or spatial characteristics (texture, size, shape, etc.). The most common approach to the segmentation of satellite
images is based on data clustering algorithms [5]. Clustering methods can be divided into two major groups: hierarchical and non-hierarchical. Non-hierarchical algorithms provide fixed clustering of data and hierarchical algorithms yield a system of embedded clusters corresponding to different hierarchical levels. Hierarchical representation is convenient in interpreting results in the cases where information on the various levels of the cluster structure is required, as well as in situations where the exact number of desired clusters is unknown.

Traditional methods of hierarchical clustering have some disadvantages. For example, the single linkage procedure is susceptible to the so-called chain effect, and the complete and average linkage methods usually work well only with spherical clusters. Furthermore, these methods do not allow separating overlapping clusters [6]. Another serious drawback of these methods is their high computational complexity, which does not allow them to be used for large data arrays such as multispectral images. The ensemble approach has recently been widely used to improve the stability and performance of clustering [7–11]. However, methods based on hierarchical ensemble clustering have been the subject of only few papers [12]. Furthermore, the algorithms used in them are also computationally time consuming. The main objectives of this research paper to identify the groups of flowers are same group or different group using various cluster analysis with cosine distance measure.

3. DATABASE

The database of flowers was collected from various World Wide Web with more than three categories of flowers. The image formats are .jpeg and .png format etc.. Image processing generates the data automatically. The machine learning methods automatically generate the flowers height width and size (KB). These three parameters are used for subsequent analysis like, cluster analysis, image embedding, image viewer, image grid and machine learning methods.

4. METHODOLOGIES

4.1 Hierarchical Clustering Methods

Hierarchical clustering techniques proceeded by either a series of successive mergers or series of successive divisions. The following are the step is the agglomerative hierarchical clustering algorithm for grouping N objects or images or variables. [13]

Step 1: Starts with N clusters, each containing a single entity and $N \times N$ symmetric of distances and its is denoted by $D = \{d_{ik}\}$

Step 2: To identify the distance matrix for the nearest pair of clusters. Let the distance between most similar clusters $X$ and $Y$ be $d_{xy}$.

Step 3: Merge clusters $X$ and $Y$, Label the newly formed cluster $(XY)$. Update the entire in the distance matrix by (a) deleting the rows and columns corresponding the cluster $X$ and $Y$ and (b) adding row and column giving the distances between the cluster $(XY)$ and the remaining clusters.

Step 4: Repeats steps 2 and 3 a total of $N - 1$. (Figure 1.)

![Figure 1. Flow Chart Agglomerative Approach](image-url)
4.2 Average Linkage Method

Step 1: Average linkage treats the distance between two clusters as the average distance between all pairs of images where one number of a pair belongs to each other.

Step 2: Again, the input to the average linkage algorithm may be distances or similarities, and the model can be used to group images or objects or variables.

Step 3: Step 3 of the above general algorithm in the distance between $(X,Y)$ and any other cluster $W$ are computed by

$$d_{(x,y)} = \frac{\sum_i \sum_k d_{ik}}{N_{xy}N_{w}}$$

Where $d_{ik}$ is the distance $i$ in the cluster between $(X,Y)$ and the object $k$ in the cluster $W$ and $N_{xy}$ and $N_w$ are the number of items in clusters $(X,Y)$ and $W$ respectively.

4.3 Weighted Average Linkage Method

Step 1: This method is also known as the Weighted Pair Group Method Average (WPCMA).

Step 2: The distance between two clusters is defined as the average of the distance between all pairs of data points, each of which comes from a different group.

Step 3: The difference is that the distances between the newly formed cluster and the rest are weighted based on the number of data points in each cluster. When two clusters $C_i$ and $C_j$ are merged, the distance to a third cluster $C_l$ can be recomputed as:

$$D(C_l(C_i,C_j)) = \frac{n_i}{n_i+n_j} D(C_i + C_j) + \frac{n_j}{n_i+n_j} D(C_l,C_j)$$

4.4 Ward’s Method

Ward’s method is considered hierarchical clustering procedures based on minimizing the loss of information from joining two groups.

Step 1: This method is usually implemented with loss of information taken to be an increase in an error sum of squares criterion. ESS, first for a given cluster $k$, let $ESS_k$ be the sum the squared deviations of every item in the cluster from the cluster mean (centroid).

Step 2: If there are currently $k$, clusters defines $ESS$ as the sum the $ESS_k$ or $ESS = ESS_1 + ESS_2 + ESS_3 + \cdots + ESS_k$.

Step 3: At each step in the analysis, the union of every possible pair of clusters is considered, and the two clusters whose combination results in the smallest increase in $ESS$ are joined.

Step 4: Initially, each cluster consists of a single item, and, if there are $N$ items, $ESS_k = 0, k = 1,2,\ldots,N$, so $ESS = 0$.

Step 5: At the other extreme, when all the clusters are combined in a single group of $N$ terms, the value of $ESS$ is given by

$$ESS = \sum_{j=1}^{N} (x_j - \bar{x})^T (x_j - \bar{x})$$

Where, $x_j$ is the multivariate measurement associated with the $j$th item and $\bar{x}$ is the mean of all the items. The results of Ward’s method can be displayed as a dendrogram.

4.5 Cosine Distance Similarity

Cosine similarity is computed using the following formula:

$$\text{Similarity}(X,Y) = \frac{X \cdot Y}{\|X\| \cdot \|Y\|} = \frac{\sum_{i=1}^{n} X_i \cdot Y_i}{\sqrt{\sum_{i=1}^{n} X_i^2} \cdot \sqrt{\sum_{i=1}^{n} Y_i^2}}$$

Values range between -1 and 1, where -1 is perfectly dissimilar and 1 is perfectly similar.

The above formula contains both procedures and functions to calculate similarity between sets of data. The function is best used when calculating the similarity between small numbers of sets. The procedures parallelize the computation and are therefore more appropriate for computing similarities on bigger datasets.
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4.6 Image processing Model developing Algorithm

Step 1: The two types of images (flowers) were collected from various URL and given a input data matrix.

Step 2: selected images are .jpeg, and png format with various sizes in KB (Kilo Bytes).

Step 3: the images are put in a single folder and give as an input data to file widget

Step 4: the file widget connected to data table and image embedding widget. The image embedding calculated the cosine distance table.

Step 5: Based on Image embedding widget is to joint with distance widget and data table widget.

Step 6: the distance widget connect to hierarchical cluster analysis.

Step 7: the cluster analysis widget joint with image view widget. (Figure 2)

Figure2. Workflow for Image Processing

Image embedding widget is the most important for the entire image analytics. A classification and regressions task requires data in the form of numbers and there isn’t a good way to perform such tasks with images unless, the researcher represents it in the form of numbers. This is where Embedding widget works by converting it to vectors of numbers. This widget is reads images and uploads them to a remote server or evaluates them locally (folder).

Table1. Embedding Image Data Table Size, Width and Height

| origin_type | image_name  | image_analysis_final/Lotus image | size  | width | height |
|-------------|-------------|----------------------------------|-------|-------|--------|
| 1           | Lotus (1)   | Lotus (1).jpg                    | 11113 | 299   | 168    |
| 2           | Lotus (12)  | Lotus (12).jpg                   | 9874  | 275   | 183    |
| 3           | Lotus (13)  | Lotus (13).jpg                   | 7885  | 275   | 183    |
| 4           | Lotus (14)  | Lotus (14).jpg                   | 8365  | 259   | 194    |
| 5           | Lotus (15)  | Lotus (15).jpg                   | 344429| 3264  | 1632   |
| 6           | Lotus (17)  | Lotus (17).jpg                   | 45125 | 700   | 467    |
| 7           | Lotus (18)  | Lotus (18).jpg                   | 11461 | 299   | 168    |
| 8           | Lotus (2)   | Lotus (2).jpg                    | 8033  | 275   | 183    |
| 9           | Lotus (3)   | Lotus (3).jpg                    | 7779  | 280   | 180    |
| 10          | Lotus (6)   | Lotus (6).jpg                    | 5744  | 310   | 163    |
| 11          | Lotus (9)   | Lotus (9).jpg                    | 34294 | 852   | 480    |
| 12          | New Image   | New Image.jpg                    | 10494 | 244   | 207    |
| 13          | New Image   | New Image.jpg                    | 13196 | 322   | 300    |
| 14          | Rose (12)   | Rose (12).jpg                    | 7980  | 225   | 225    |
| 15          | Rose (13)   | Rose (13).jpg                    | 7885  | 195   | 256    |
| 16          | Rose (21)   | Rose (21).jpg                    | 8186  | 226   | 223    |
| 17          | Rose (22)   | Rose (22).jpg                    | 5902  | 233   | 216    |
| 18          | Rose (23)   | Rose (23).jpg                    | 6116  | 262   | 193    |
| 19          | Rose (24)   | Rose (24).jpg                    | 7669  | 275   | 183    |
| 20          | Rose (30)   | Rose (30).jpg                    | 9485  | 179   | 281    |
| 21          | Rose (31)   | Rose (31).jpg                    | 9194  | 275   | 183    |
| 22          | Rose (32)   | Rose (32).jpg                    | 6625  | 300   | 168    |
| 23          | Rose (34)   | Rose (34).jpg                    | 5625  | 210   | 210    |
| 24          | Rose (35)   | Rose (35).jpg                    | 5845  | 276   | 183    |
5. RESULT AND DISCUSSION

5.1 Proposed Image processing algorithm

Step 1: Input images generate data automatically using machine learning methods of Data mining.

Step 2: Five parameters are generated like image name, image URL, height width and size in data Table 1.

Step 3: Embedding widget is generated the data matrix up to \( n_0, n_1, n_2, \ldots n_{2047} \). (Table 2)

Step 4: Embedding widget connected to cosine distance method. The cosine distance method is most familiar and widely used image analysis and it will identify the distance from various pair of images similarity and clustered together.

Step 5: Cluster formed in various statistical methods like Average, Complete, Weighted Average and Ward’s method.

Step 6: All the methods generate natural cluster and is represented in dendrogram.

Step 7: Finally, the selected clusters are indentified and labelled as \( c_1 \) and \( c_2 \) are visualized their image with the help of image view widget.

The image processing minimum distance results is showed in the following figure 3. The diagonal elements are highlighted in dark blue colours and the values are zero. The cosine distance matrixes of two categories of images are in table 3. The cosines values are closure to ones are in the dark green and dark yellow colours. The lesser values are shaded in light green and yellow colours, In the subsequent results are interpreted separately in the following sections.

Image processing of data mining tools are given interesting results. All the methods are well separated in dendogram and image views. Initially, in this research paper used just 10 +10 images after that to
check a images for two categories and they are associated with their own cluster. The cosine distance give a good results between 0 to 1, it's indicate the similarity within the images are good. The two type images are separated in two colours in various distance model dendogram. The two types of images are well clustered and are labelled as C1 and C2.

Figure 3. Distance Map of the Images

Table 2. Distance Matrix of the Images

| 0.177 | 0.225 | 0.238 | 0.238 | 0.238 | 0.219 | 0.224 | 0.241 | 0.219 | 0.219 | 0.225 | 0.225 | 0.238 | 0.238 | 0.238 | 0.238 |
| 0.235 | 0.306 | 0.226 | 0.226 | 0.226 | 0.216 | 0.216 | 0.216 | 0.216 | 0.216 | 0.216 | 0.216 | 0.216 | 0.216 | 0.216 | 0.216 |
| 0.235 | 0.256 | 0.232 | 0.232 | 0.232 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 |
| 0.235 | 0.232 | 0.222 | 0.222 | 0.222 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 | 0.211 |
| 0.226 | 0.232 | 0.255 | 0.255 | 0.255 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 |
| 0.219 | 0.232 | 0.255 | 0.255 | 0.255 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 |
| 0.219 | 0.232 | 0.255 | 0.255 | 0.255 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |
| 0.191 | 0.238 | 0.285 | 0.315 | 0.315 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 | 0.291 |

5.2 Average Linkage Method

This method shows that results in the following dendogram (Figure 4) and their images are viewed in figure 5. Average linkage method split into two categories without any overlapping. The test image also clustered in their respective groups.
5.3 Weighted Linkage Method

The weighted linkage method shows that results in the following figure 6 and their images are viewed in figure 7. This method split into two categories without any overlapping. The test image also clustered in their respective groups.
5.4 Complete Linkage Method

Complete linkage method shows that results in the following dendogram (Figure 8) and their images are viewed in figure 9. Complete linkage method split into two categories without any overlapping. The test image also clustered in their respective groups.
5.5 Complete Linkage Method

Finally the Ward’s method shows that results in the following dendogram (Figure.10) and their images are viewed in figure 11. Wards method split into two categories without any overlapping. The test image also clustered in their respective groups.

![Dendrogram for Complete Ward’s Method](image1)

![Cluster Image View for Ward’s Method](image2)

6. CONCLUSION

In this research paper is started off with installing image analytics tools which provides us with a few new widgets. Then, the databases of flowers load the images via the Import Images widget. The image embedding widget calculated the vectors. The cosine similarity measure achieved pairs of image distance result using various data mining methods and produced dendogram. The images are to view via the Image Viewer widget. And, also learned to use the Image Embedding widget convert the
images to vector of numbers. The Cosine Distances widget to calculate various methods of hierarchical clustering methods and it’s showed a dendogram of the cluster. Finally, test it out with a sample flour images. All the methods of clustering techniques achieved natural clusters.
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