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Abstract
Inspired by Hilberg’s hypothesis, which states that mutual information between blocks for natural language grows like a power law, we seek for links between power-law growth rate of algorithmic mutual information and of some estimator of the unifilar order, i.e., the number of hidden states in the generating stationary ergodic source in its minimal unifilar hidden Markov representation. We consider an order estimator which returns the smallest order for which the maximum likelihood is larger than a weakly penalized universal probability. This order estimator is intractable and follows the ideas by Merhav, Gutman, and Ziv (1989) and by Ziv and Merhav (1992) but in its exact form seems overlooked despite attractive theoretical properties. In particular, we can prove both strong consistency of this order estimator and an upper bound of algorithmic mutual information in terms of it. Using both results, we show that all (also uncomputable) sources of a finite unifilar order exhibit sub-power-law growth of algorithmic mutual information and of the unifilar order estimator. In contrast, we also exhibit an example of unifilar processes of a countably infinite order and an algorithmically random oracle, for which the mentioned two quantities grow as a power law with the same exponent. We also relate our results to natural language research.
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1 Introduction

Let $K(w)$ be the prefix-free Kolmogorov complexity and let $J(u; w) := K(u) + K(w) - K(u, w)$ be the algorithmic mutual information for strings $u$ and $w$ [1, 2, 3] in contrast to Shannon entropy $H(X)$ and mutual information $I(X; Y) := H(X) + H(Y) - H(X,Y)$ for random variables $X$ and $Y$. Although Kolmogorov complexity is in general uncomputable, there is a hypothesis stemming from the paper by Hilberg [4], see also [5, 6, 7, 8], that the algorithmic mutual information $J(x_1^n; x_{n+1}^2n)$ between two blocks of a text in natural language grows roughly like a power of the block length,

$$J(x_1^n; x_{n+1}^2n) \propto n^\beta, \quad \beta > 0. \quad (1)$$

(Notation $x_j^k$ denotes string $x_jx_{j+1}...x_k$.) When extrapolated to infinite texts $(x_i)_{i \in \mathbb{Z}}$ and assuming that a computable probability model for natural language exists (which need not be obvious), Hilberg’s hypothesis implies that the respective excess entropy of the computable model, i.e., the Shannon mutual information between the infinite past and future [8], is infinite. Consequently, natural language could not be optimally modeled by computable finite-state hidden Markov processes, since they have finite excess entropy by the data-processing inequality. Recent progress of neural language models, such as much publicized GPT-2 [9] and GPT-3 [10], corroborates this suboptimality of finite-state language models. As for Hilberg’s hypothesis, quite suggestive upper bounds for the power-law growth of mutual information and some partial evidence for divergent excess entropy can be also provided by recent large scale computational experiments [11, 12, 13, 14].

We have been interested in Hilberg’s hypothesis long before the advent of these computational experiments and, over years, we have formulated a mathematical explanation thereof that links abstract semantics, ergodic decomposition, algorithmic randomness, and information theory [15, 16, 17]—for the most detailed exposition see book [18]. This paper subscribes to this research line making further connections and solving an open problem stated in book [18]. The aims are fourfold:

- The main goal of the present paper is to derive an upper bound for algorithmic mutual information in terms of a strongly consistent estimator of the unifilar order, i.e., the number of hidden states in the generating source in its minimal unifilar hidden Markov representation. What is interesting, this bound holds true not only for sources of a finite unifilar order but also for other stationary ergodic sources, where the estimator diverges to infinity or the process distribution is uncomputable. A similar bound for algorithmic mutual information but in terms of a probably inconsistent estimator of the Markov order, i.e., the minimal length of a sufficient context in the generating source, was derived in [17]. Another upper bound for mutual information in terms of the number of distinct non-terminals in the shortest grammar-based compression [19, 20, 21] was demonstrated in [16] and linked there to Herdan-Heaps’ law of power-law growth of vocabulary for natural language [22, 23, 24, 25].

- The unifilar order estimator which we apply is a modification of estimators of the Markov order and the hidden Markov order proposed by
Merhav, Gutman, and Ziv [26] and by Ziv and Merhav [27] respectively. As in [26, 27], the estimator returns the smallest order for which the maximum likelihood is larger than a penalized universal probability. But what is interesting, our penalty is sublinear rather than linear which results in both no underestimation and no overestimation, whereas the estimators of [26, 27] tend to underestimate. In the literature of Markov order estimation [26, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38] this kind of sublinear penalty can be traced in [31, 33, 37], whereas it seems to have been overlooked in the literature of hidden Markov order estimation [39, 27, 40, 41, 42, 43, 44, 45, 46, 47] although most of these papers entertain quite similar ideas and prove strong consistency of related estimators. Thus, proving strong consistency of our unifilar order estimator is another goal of this paper. This turns out to be the most technically complex achievement thereof since we apply theory of asymptotically mean stationary channels [48, 49, 50]. Since our estimator requires computing exact maximum likelihood and normalized maximum likelihood, it is intractable and impractical. We discuss it only because it has the desired theoretical property of being both strongly consistent and bounding algorithmic mutual information from above. Some practical estimators of the hidden Markov order can be found in [45, 47].

• The third goal of the paper is to exhibit clear examples of processes for which algorithmic mutual information and the unifilar order estimator grow slower than a power law (first class) or at least as fast as a power law (second class). By the consistency of the unifilar order estimator and the upper bound for algorithmic mutual information, all (also uncomputable) sources of a finite unifilar order belong to the first class. In contrast, in the second class we can find all perigraphic processes defined in [17]. The defining property of perigraphic processes is that they describe a fixed algorithmically random infinite sequence effectively at a power-law rate. As a corollary of our separation, the classes of finite-state hidden Markov processes and of perigraphic processes are disjoint, which solves one of open problems stated in the conclusion of our book [18].

• Looking for simple examples of perigraphic processes, we find them in the class of sources of a countably infinite unifilar order. Our examples are called Oracle processes. The Oracle processes introduced in this paper constitute an encoding of perigraphic Santa Fe processes introduced in [51, 16] into a finite alphabet but much simpler than discussed in [52] and additionally satisfying the condition of unifilarity. In a nutshell, Oracle processes repeatedly emit random binary strings $y$, which uniquely represent natural numbers $\phi(y)$, followed by a comma symbol and by the corresponding bit $z_{\phi(y)}$ read off from an algorithmically random sequence $(z_k)_{k \in \mathbb{N}}$. These processes can achieve an arbitrarily large rate of power-law growth of algorithmic mutual information. We also show that our unifilar order estimator grows at the same rate for these sources, so in this case the bounds for algorithmic mutual information are tight.

Showing that finite-state hidden Markov processes cannot be perigraphic sheds another beam of light onto the old discussion of inadequacy of finite-state models in theoretical linguistics started by Skinner and Chomsky [53, 54, 55,
Chomsky’s idea was that context-free syntax of natural language is incompatible with finite-state models advocated by Skinner. In contrast, our idea is that human language serves for efficient description of a potentially unboundedly complex reality in a repetitive way, therefore a reasonable ergodic language model should be perigraphic. Whereas context-free syntax does not seem directly related to process being perigraphic, yet not only Hilberg’s hypothesis but also Herdan-Heaps’ law of power-law growth of vocabulary [22, 23, 24, 25] would be a corollary of the latter property [16, 19, 20, 21].

The topics discussed in this paper have also connections with standard topics in information theory such as universal codes and distributions in the style of Ryabko [58, 59], normalized maximum likelihood [60, 61], and asymptotically mean stationary sources and channels [48, 49, 50]. Consequently, there may be natural extensions of presented ideas to model selection for other finite-parameter families [61] but we decidedly focus on the unifilar hidden Markov family. To be honest, the present paper provides constructions analogical to our preprint [62], which discussed a strongly consistent estimator of the Markov order and its links with mutual information. That manuscript was rejected in peer review as not novel enough. Whereas the guiding ideas are similar in both papers, the negative review inspired a few simplifying generalizations, a few more technical steps, and a few more overt comments in this paper.

This paper adopts a linear progression of exposition, without appendices. The first three further sections are short and discuss preliminaries. Section 2 sets up familiar concepts: the unifilar hidden Markov family, respective (normalized) maximum likelihood, and the Ryabko mixture. Section 3 names several obvious bounds for these, including a uniform bound for statistical complexity. Section 4 proves universality of the respective Ryabko mixture, which seems also of a preliminary character. In contrast, Section 5 contains a novel proof of strong consistency of the unifilar order estimator. Section 6 discusses lower and upper bounds for power-law growth of mutual information. Section 7 contains the definition of Oracle processes and a few calculations for them. Throughout the paper, \( \ln x \) denotes the natural logarithm, in contrast to the binary logarithm \( \log_x \).

2 Basic entities

The goal of this section is to introduce familiar concepts such as the unifilar hidden Markov family, respective (normalized) maximum likelihood, and the Ryabko mixture—recast in our notation. To begin, we will consider a family of unifilar hidden Markov chains where the number \( k = 1, 2, 3, \ldots \) of hidden states is finite and the emitted symbols belong to a fixed finite alphabet \( \mathbb{X} \). Unifilarity means that the hidden Markov chain is deterministic in the automata sense, i.e., the next hidden state is a fixed function of the previous hidden state and the previous emitted symbol. That is, for a given sequence of symbols \( x^n \) and states \( y^n \), we consider a family of unifilar hidden Markov distributions

\[
P(x^n, y^n | k, \pi, \tau, \varepsilon) := \pi(y_1)\varepsilon(x_1 | y_1) \prod_{i=2}^{n} 1\{ y_i = \tau(y_{i-1}, x_{i-1}) \} \varepsilon(x_i | y_i),
\]

where \( \pi : \{1, \ldots, k\} \to [0, 1] \) with \( \sum_{y} \pi(y) = 1 \) is the initial hidden state distribution, \( \tau : \{1, \ldots, k\} \times \mathbb{X} \to \{1, \ldots, k\} \) is the transition table, and \( \varepsilon : \mathbb{X} \times \{1, \ldots, k\} \to \)
with \( \sum_x \epsilon(x|y) = 1 \) is the emission matrix. Since so defined probabilities are prequential, i.e.,
\[
\sum_{x_{n+1}, y_{n+1}} P(x_{n+1}, y_{n+1} | k, \pi, \tau, \epsilon) = P(x_n, y_n | k, \pi, \tau, \epsilon),
\]
we can consider a joint stochastic process \((X_i, Y_i)_{i \in \mathbb{N}}\) distributed according to
\[
P(X^n = x_n, Y^n = y_n) = P(x_n, y_n | k, \pi, \tau, \epsilon).
\]
This process is stationary and extendable to a stationary process \((X_i, Y_i)_{i \in \mathbb{Z}}\) if
\[
\sum \pi(y_1) \epsilon(x_1|y_1) 1\{y_2 = \tau(y_1, x_1)\} = \pi(y_2).
\]
In any case, we define the marginal distribution
\[
P(x^n_1 | k, \pi, \tau, \epsilon) := \sum_{y_1} P(x_n, y_n | k, \pi, \tau, \epsilon)
\]
and the conditional distribution
\[
P(x^n_1 | k, y_1, \tau, \epsilon) := \frac{1}{\pi(y_1)} \sum_{y_2} P(x_1, y_1 | k, \pi, \tau, \epsilon).
\]

Subsequently, we define three distributions of the shape well-known in the minimum description length theory [61]: the maximum likelihood (ML)
\[
\hat{P}(x^n_1 | k) := \max_{y, \tau, \epsilon} P(x_n | k, y, \tau, \epsilon),
\]
the normalized maximum likelihood (NML) in the spirit of Shtarkov [60]
\[
P(x^n_1 | k) := \frac{\hat{P}(x^n_1 | k)}{\sum_{x^n_1 \in X^n} \hat{P}(x^n_1 | k)} \leq \hat{P}(x^n_1 | k),
\]
and the Bayesian mixture in the spirit of Ryabko [58, 59]
\[
P(x^n_1) := \sum_{k=1}^{\infty} w_k P(x^n_1 | k), \quad w_k := \frac{1}{k} - \frac{1}{k+1}.
\]

We notice that the maximum likelihood \(\hat{P}(x^n_1 | k)\), the normalized maximum likelihood \(P(x^n_1 | k)\), and the Ryabko mixture \(P(x^n_1)\) are not prequential. Moreover, the maximum likelihood satisfies \(\hat{P}(x^n_1 | k) = 1\) for \(k \geq n\), since having as many hidden states as the string length we can put \(\pi(1) = 1, \tau(i, x_i) = i + 1\), and \(\epsilon(x_i | i) = 1\). Consequently, the normalized maximum likelihood equals \(P(x^n_1 | k) = |X|^n\) for \(k \geq n\) and the Ryabko mixture \(P(x^n_1)\) is a computable function of \(x^n_1\) since the defining infinite series can be truncated. We stress that the maximum likelihood, the normalized maximum likelihood, and the Ryabko mixture are computable in the sense of computability theory, which will suffice for our needs of bounding algorithmic mutual information, but they are computationally intractable since we need to perform exhaustive search over all transition tables \(\tau\) combined with summation over exponentially growing domains \(X^n\).
3 Simple bounds

In this section, we will continue preliminaries and we will discuss some simple inequalities satisfied by the maximum likelihood, the normalized likelihood, and the Ryabko mixture. The proofs of these facts can be easily reconstructed or found in book [61]. Let us introduce the maximizer

$$G(x^n_1) := \arg \max_{k \geq 1} P(x^n_1 | k).$$

As explained in [61], we observe the sandwich bound for the Ryabko mixture

$$- \log \mathbb{P}(x^n_1 | G(x^n_1)) \leq - \log \mathbb{P}(x^n_1) \leq - \log \mathbb{P}(x^n_1 | k) - \log \omega_k.$$  \hspace{1cm} (12)

Moreover, it is easy to see that the maximum log-likelihood is subadditive,

$$- \log \hat{P}(x^n_1 | k) - \log \hat{P}(x^{n+m}_1 | k) + \log \hat{P}(x^{n+m}_1 | k) \leq 0.$$  \hspace{1cm} (13)

The above property probably was not discussed in [61]. It follows by the particular form of family (2) and will be used for the upper bound of algorithmic mutual information in Section 6.

Subsequently, like in [61], we introduce the statistical complexity of the unifilar hidden Markov family

$$C(n | k) := - \log \mathbb{P}(x^n_1 | k) + \log \hat{P}(x^n_1 | k) = \log \sum_{x^n \in \mathcal{X}^n} \hat{P}(x^n_1 | k) \leq n \log | \mathcal{X} |.$$  \hspace{1cm} (14)

It is a rule of thumb that the statistical complexity of a distribution family with exactly \(k\) real parameters is roughly \(k \log n\) and there exist more exact expressions assuming some particular conditions [61]. Here we only need a very rough bound for \(C(n | k)\) but assuming that we have not only a real-parameter emission matrix \(\varepsilon\) but also an integer-parameter transition table \(\tau\). Let us denote the set of distinct maximum likelihood parameters

$$\mathcal{P}_{k,n} := \{(y, \tau, \varepsilon) : \exists x \in \mathcal{X}^n \mathbb{P}(x^n_1 | k, y, \tau, \varepsilon) = \hat{P}(x^n_1 | k)\}.$$  \hspace{1cm} (15)

As explained in [61], we can bound

$$C(n | k) = \log \left( \sum_{x^n \in \mathcal{X}^n} \hat{P}(x^n_1 | k) \right) \leq \log | \mathcal{P}_{k,n} |.$$  \hspace{1cm} (16)

Given fixed \((y, \tau)\), likelihood \(\mathbb{P}(x^n_1 | k, y, \tau, \varepsilon)\) is maximized for the empirical distribution

$$\varepsilon(b | a) = \frac{\sum_{i=1}^{n} \mathbf{1}\{ (y_i, x_i) = (a, b) \}}{\sum_{i=1}^{n} \mathbf{1}\{ y_i = a \}},$$  \hspace{1cm} (17)

where \(y_1 = y\) and \(y_i = \tau(y_{i-1}, x_{i-1})\) for \(i \geq 2\). Since there are \(k \cdot k^{k | \mathcal{X}|}\) possible values of pairs \((y, \tau)\) and given \((y, \tau)\) there are less than \((n + 1)^{k | \mathcal{X}|}\) distinct empirical distributions \(\varepsilon\), we can bound the statistical complexity of the unifilar hidden Markov family as

$$C(n | k) \leq \log | \mathcal{P}_{k,n} | \leq \log \left( k^{k | \mathcal{X}|+1} (n + 1)^{k | \mathcal{X}|} \right) \leq |\mathcal{X}| \log[k(n + 1)].$$  \hspace{1cm} (18)

We can observe a small correction up to the mentioned rule of thumb.
4 Universality

The last relatively preliminary fact that we will present is universality of the Ryabko mixture. For distribution families that contain Markov chain distributions of all orders and whose statistical complexity of each order \( k \) grows sublinearly with the sample size \( n \), the Ryabko mixture is a universal distribution by a reasoning following the ideas of papers [58, 59]. It turns out that this is the case for the unifilar hidden Markov family. For completeness, we will present the full reasoning but we do not claim originality of idea. Also, as we have mentioned, this particular Ryabko mixture is computable in the sense of computability theory but it is intractable and highly impractical as a universal compression procedure. We need it only for further theoretical applications.

Let \( H(X) := \mathbb{E}_P[-\log P(X)] \) be the entropy of random variable \( X \) and let \( H(X|Y) := \mathbb{E}_P[-\log P(X|Y)] \) be the conditional entropy of \( X \) given random variable \( Y \). Let \((X_i)_{i \in \mathbb{Z}}\) be a stationary ergodic process over alphabet \( \mathbb{X} \). We denote the conditional entropies

\[
h^P_k := H(X_0|X_{-1}^{-k}) = \mathbb{E}_P[-\log P(X_0|X_{-1}^{-k})] \tag{19}
\]

and the entropy rate

\[
h^P := \lim_{n \to \infty} \frac{H(X^n)}{n} = \inf_{k \geq 1} h^P_k = H(X_0|X_{-\infty}^{-1}). \tag{20}
\]

The following theorem states universality of the Ryabko mixture.

**Theorem 1** For a stationary ergodic process \((X_i)_{i \in \mathbb{Z}}\) over alphabet \( \mathbb{X} \),

\[
\lim_{n \to \infty} \frac{1}{n} \left[ -\log \mathbb{P}(X^n) \right] = h^P \text{ P-a.s.}, \tag{21}
\]

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}_P[-\log \mathbb{P}(X^n)] = h^P. \tag{22}
\]

**Proof:** Letting \( \tau(x^n_k, x_{k+1}) = x^{k+1}_2 \) and \( \varepsilon(x_{k+1}|x^n_1) = P(X_{k+1} = x_{k+1}|X^n_1 = x^n_1) \), we obtain the conditional probability bound

\[
\hat{\mathbb{P}}(X^n_1|X^n_k) \geq \mathbb{P}(X^n_1|X^n_k, X^n_{-k+1}, \tau, \varepsilon) = \prod_{i=1}^{n} P(X_i|X^{i-1}_{-k}). \tag{23}
\]

Hence by the upper bound (18) for the statistical complexity and the Birkhoff ergodic theorem, we obtain

\[
\limsup_{n \to \infty} \frac{1}{n} \left[ -\log \mathbb{P}(X^n_1|X^n_k) \right] = \limsup_{n \to \infty} \frac{1}{n} \left[ -\log \hat{\mathbb{P}}(X^n_1|X^n_k) + C(n) |X^n_k| \right] \leq h^P \text{ P-a.s.} \tag{24}
\]

Thus by the upper bound in (12) and the Barron lemma [63, Theorem 3.1], we obtain (21). Noticing that \( \mathbb{P}(X^n_1) \geq w_n \mathbb{P}(X^n_1|n) = w_n |X^n|^{-n} \), we hence obtain (22) by dominated convergence. \( \square \)
5 Order estimation

We are moving on to more difficult reasonings. In this section, we will construct a simple unifilar order estimator and we will prove that it is strongly consistent and asymptotically unbiased. The estimator is intractable but it leads to simple bounds for algorithmic mutual information to be discussed in Section 6. To prove its strong consistency we will apply universality of the Ryabko mixture demonstrated in Section 4.

Let \((X_i)_{i \in \mathbb{Z}}\) be a stationary ergodic process over alphabet \(X\) as before. We define the unifilar order of the process as

\[
M^P := \inf \left\{ k : \exists \pi, \tau, \epsilon \forall n \geq 1, x^n \mathbb{P}(X^n_1 = x^n_1) = \mathbb{P}(x^n_1 | k, \pi, \tau, \epsilon) \right\}
\]

(25)

with the convention that the infimum of the empty set is infinite. Subsequently, we will consider a unifilar order estimator which is a certain modification of estimators of the Markov order and the hidden Markov order proposed by Merhav, Gutman, and Ziv [26] and by Ziv and Merhav [27] respectively. The idea of [26, 27] is that the estimator returns the smallest order for which the maximum likelihood is larger than a penalized universal probability. Consequently, we will define the unifilar order estimator

\[
M(x^n_1) := \min \left\{ k : \hat{\mathbb{P}}(x^n_1 | k) \geq w_n \mathbb{P}(x^n_1) \right\}, \quad w_n := \frac{1}{n} - \frac{1}{n + 1}.
\]

(26)

We can see that the estimator is nicely bounded by \(M(x^n_1) \leq n\) since \(\hat{\mathbb{P}}(x^n_1 | k) = 1\) for \(k \geq n\). In contrast to the hidden Markov order estimator by Ziv and Merhav, we use much smaller penalty \(-\log w_n = o(n)\), whereas penalty \(-\log w_n = \lambda n\) was used in [27]. As we will see, our choice of \(w_n\) results in strong consistency whereas the estimator by [27] suffered from underestimation.

In the literature of Markov order estimation [26, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38], a kind of sublinear penalty \(-\log w_n = o(n)\) in estimators resembling (26) can be traced in [31, 33, 37], whereas it seems overlooked in variants of estimator (26) in the literature of hidden Markov order estimation [39, 27, 40, 41, 42, 43, 44, 45, 46, 47] although majority of these papers treat quite similar ideas and prove strong consistency of related estimators. Penalty \(-\log w_n = o(n)\) was also considered in the rejected paper [62] for Markov order estimation. In this case, minus logarithm of maximum likelihood equals the empirical conditional entropy and can be quickly computed.

In contrast, the unifilar order estimator (26) is computable in the sense of computability theory but it is intractable since it applies exact maximum likelihood and normalized maximum likelihood. We will need it as is for the next section since it yields the most elegant upper bound for the algorithmic mutual information. Ignoring the question of obtaining this bound for a while, we note that we can make the estimator somewhat computationally simpler while preserving strong consistency if we replace universal distribution \(\mathbb{P}(x^n_1)\) with a simpler universal compression procedure such as the Lempel-Ziv code [64]. This idea was proposed by Merhav, Gutman, and Ziv [26] and by Ziv and Merhav [27] themselves. This substitution, however, breaks the simple upper bound for mutual information while not solving the problem of computing the exact maximum likelihood, which requires combinatorial optimization over all transition tables \(\tau\). In contrast, some practical estimators of the hidden Markov order can be found in [45, 47].
The following theorem states strong consistency of the unifilar order estimator. The proof technique for the impossibility of overestimation can be considered to be transferred from Markov order estimation proof ideas such as [33, 37]. We suppose that the proof of the impossibility of underestimation is more original. Since we apply a result about asymptotically mean stationary channels by Kieffer and Rahe [50], we suspected that Kieffer [41] might have used a similar technique in the context of hidden Markov order estimation but we did not find it there.

**Theorem 2** For a stationary ergodic process \((X_i)_{i \in \mathbb{Z}}\) over alphabet \(X\),

\[
\lim_{n \to \infty} M(X^n_1) = M^P \text{ P-a.s.} \tag{27}
\]

and we have the overestimation bound

\[
P \left( M(X^n_1) > M^P \right) \leq w_n. \tag{28}
\]

**Proof:** Our proof is split into impossibility of overestimation and of underestimation. The bound for the overestimation probability is received by inequality

\[
\hat{P}(X^n_1 | M^P) \geq P(X^n_1 | Y_1),
\]

where \(Y_1\) is the hidden state emitting \(X_1\), and by the Barron lemma [63, Theorem 3.1]. Hence

\[
P \left( M(X^n_1) > M^P \right) \leq P \left( \frac{w_n \hat{P}(X^n_1)}{P(X^n_1 | Y_1)} > 1 \right) \leq w_n. \tag{28}
\]

Since \(\sum_{n=1}^{\infty} w_n = 1\), the impossibility of overestimation follows by the Borel-Cantelli lemma.

Now, we demonstrate the impossibility of underestimation, which is much more difficult to see. Since the Ryabko mixture was shown to be universal in the sense of (21) and the penalty is \(-\log w_n = o(n)\), it is sufficient to show that

\[
\liminf_{n \to \infty} \frac{1}{n} \left[ -\log \hat{P}(X^n_1 | k) \right] > h^P \text{ P-a.s. for } k < M^P. \tag{29}
\]

Our reasoning will go by showing that the left hand side of the above inequality equals almost surely a sort of conditional entropy \(h^P_{[k]}\) which is strictly greater than \(h^P\) if \(k < M^P\).

We observe first that for any finite set \(M\),

\[
\lim_{n \to \infty} \inf_{M \in \mathcal{M}} a_{nm} = \min_{m \in M} \liminf_{n \to \infty} a_{nm}. \tag{30}
\]

It is so since we can take sufficiently large \(n\) on both sides to interchange the infinums. In our case, the set of pairs \((y, \tau)\) for a fixed \(k\) is finite. Hence

\[
\liminf_{n \to \infty} \min_{y, \tau, \varepsilon} \frac{1}{n} \left[ -\log \hat{P}(X^n_1 | k, y, \tau, \varepsilon) \right] = \min_{y, \tau} \liminf_{n \to \infty} \varepsilon \left[ -\log \hat{P}(X^n_1 | k, y, \tau, \varepsilon) \right]. \tag{31}
\]

Now we will apply technically quite a difficult but beautiful result by Kieffer and Rahe [50], which says that an ergodic Markov channel applied to an ergodic asymptotically mean stationary process yields a jointly ergodic asymptotically mean stationary process. Denote \(Y_1^y := y \in \{1, \ldots, k\}\) and \(Y^y_{i+1} := \ldots \)
\( \tau(Y_t^{y,\tau}, X_i) \). We can see that the distribution of \((Y_t^{y,\tau})_{i \in \mathbb{N}} \) given \((X_1)_{i \in \mathbb{N}} \) is an ergodic Markov channel, whereas \((X_i)_{i \in \mathbb{N}} \) is stationary ergodic. Thus, process \((X_i, Y_t^{y,\tau})_{i \in \mathbb{N}} \) is asymptotically mean stationary ergodic. Let process \((X_i, Y_t^{y,\tau})_{i \in \mathbb{N}} \) be distributed according to the stationary mean of \((X_i, Y_t^{y,\tau})_{i \in \mathbb{N}} \).

Since \((X_i)_{i \in \mathbb{N}} \) is stationary, we can assume without loss of generality that \((X_i)_{i \in \mathbb{N}} = (X_1)_{i \in \mathbb{N}} \). Moreover, by definition of the stationary mean, recursion \( \dot{Y}_{i+1}^{y,\tau} = \tau(Y_t^{y,\tau}, X_i) \) holds by recursion \( Y_t^{y,\tau} = \tau(Y_t^{y,\tau}, X_i) \). (Notice, however, that we cannot assume \( Y_t^{y,\tau} = \sigma_{y,\tau}(X_{\tau-1}^{\infty}) \) since there is a simple counterexample: a periodic process \((Y_t^{y,\tau})_{i \in \mathbb{N}} \) with a constant process \((X_i)_{i \in \mathbb{N}} \).

The beauty of asymptotically mean stationary processes lies in the fact that we have a generalization of the Birkhoff ergodic theorem [48]. The claim is that the Cesàro averages converge almost surely to expectations with respect to the stationary mean. Hence, by the application of the Birkhoff ergodic theorem to empirical counts in the most likely distribution \( \varepsilon \) given \((y, \tau) \), we obtain

\[
\min_{\varepsilon} \lim_{n \to \infty} \inf \frac{1}{n} \left[ \log p(X_1^n | k, y, \tau, \varepsilon) \right] = \min_{\varepsilon} \lim_{n \to \infty} \inf \frac{1}{n} \sum_{i=1}^{n} \left[ \log p(X_i | Y_i^{y,\tau}) \right] = h^P_{[k]} := \min_{\varepsilon} \mathbb{E}_P \left[ - \log p(X_n | \tilde{Y}_i^{y,\tau}) \right] \quad \text{P-a.s.} \tag{32}
\]

Let \( y \) and \( \tau \) be some minimizing parameters and let us abbreviate \( \tilde{Y}_i := Y_i^{y,\tau} \). What happens if \( h^P_{[k]} := H(X_i | \tilde{Y}_i) = h^P \)? Since \( \tilde{Y}_{i+1} = \tau(\tilde{Y}_i, X_i) \), we can write

\[
H(X_i | \tilde{Y}_i) = H(X_i | X_i^{1-1}, \tilde{Y}_i) = I(X_i; X_i^{1-1}, \tilde{Y}_i^{j-1}) \). \tag{33}
\]

Hence by stationarity of \((X_i, \tilde{Y}_i^{y,\tau})_{i \in \mathbb{Z}} \),

\[
\sum_{i=1}^{n} H(X_i | \tilde{Y}_i) = H(X_i^n | \tilde{Y}_1) + \sum_{i=0}^{n-1} I(X_j; X_j^{1-1}, \tilde{Y}_j^{j-1}) \). \tag{34}
\]

Dividing by \( n \) and letting \( n \to \infty \) yields

\[
h^P_{[k]} := H(X_i | \tilde{Y}_i) = h^P + I(X_j; X_j^{1-1}, \tilde{Y}_j^{j-1}) \), \tag{35}
\]

where we freely apply Shannon information measures for arbitrary, also infinite \( \sigma \)-fields, whose properties were described in [65, 66]. That is, if \( h^P_{[k]} = h^P \) then \( I(X_i; X_i^{1-1}, \tilde{Y}_j^{j-1} | \tilde{Y}_j) = 0 \). Since also \( \tilde{Y}_{i+1} = \tau(\tilde{Y}_i, X_i) \) then \((X_i)_{i \in \mathbb{N}} \) is a unifilar hidden Markov process with \( \leq k \) hidden states distributed according to \( \tilde{Y}_i \). Consequently, we have \( M^P \leq k \). \( \square \)

The above result implies that the estimator is asymptotically unbiased, which we will need in the next section.

**Theorem 3** For a stationary ergodic process \((X_i)_{i \in \mathbb{Z}} \) over alphabet \( \mathcal{X} \),

\[
\lim_{n \to \infty} \mathbb{E}_P M(X^n_1) = M^P. \tag{36}
\]

**Proof:** By \( M(x^n_1) \leq n \) and by the overestimation bound in Theorem 2 we have

\[
\mathbb{E}_P M(X^n_1) \leq M^P + n P(M(x^n_1) > M^P) = M^P + \frac{1}{n+1}. \tag{37}
\]
On the other hand, by the Fatou lemma,
\[ \lambda P = \mathbb{E}_P \liminf_{n \to \infty} \mathbb{M}(X^n_1) \leq \liminf_{n \to \infty} \mathbb{E}_P \mathbb{M}(X^n_1). \] (38)
Hence the claim follows. \( \square \)

6 Mutual information

In this section, we will present the culmination of this paper, namely, various bounds for the asymptotic power-law growth of algorithmic mutual information and related quantities such as the hidden Markov order estimator introduced in the previous section. For this aim we will apply the basic bounds presented in Section 3, universality of the Ryabko mixture from Section 4, and strong consistency of the hidden Markov order estimator from Section 5.

For the sake of further considerations concerning the power-law growth of various quantities, let us introduce so called Hilberg exponents
\[ \tilde{\text{hilb}}_{n \to \infty}s(n) := \limsup_{n \to \infty} \frac{\log \max \{1, s(n)\}}{\log n}. \] (39)
for real functions \( s(n) \) of natural numbers, cf. [67, 17, 18], where we gradually approached the above definition. The Hilberg exponents capture the asymptotic power-law growth of the respective functions, such as \( \tilde{\text{hilb}}_{n \to \infty} n^\beta = \beta \) for \( \beta \geq 0 \).

We will begin with a strengthening of a simple observation from [17, 18]. Our improvement is also very simple and it consists in replacing condition \( J(n) \geq -C \) with \( S(n) - ns \geq -C \) as sufficient for equality of the respective Hilberg exponents. It is curious that we have not noticed this earlier.

**Theorem 4 (cf. [17, 18])** For a function \( \mathcal{S} : \mathbb{N} \to \mathbb{R} \), define \( J(n) := 2\mathcal{S}(n) - \mathcal{S}(2n) \). If \( \lim_{n \to \infty} \mathcal{S}(n)/n = s \) for a \( s \in \mathbb{R} \) then
\[ \tilde{\text{hilb}}_{n \to \infty}(\mathcal{S}(n) - ns) \leq \tilde{\text{hilb}}_{n \to \infty}\mathcal{J}(n) \] (40)
with an equality if \( \mathcal{S}(n) - ns \geq -C \) for all but finitely many \( n \) and some \( C > 0 \).

**Proof:** Write \( \delta = \tilde{\text{hilb}}_{n \to \infty} \mathcal{J}(n) \). The proof of \( \tilde{\text{hilb}}_{n \to \infty}(\mathcal{S}(n) - ns) \leq \delta \) can be found in [17, 18]. Now assume that \( \mathcal{S}(n) - ns \geq -C \) for all but finitely many \( n \). We have then
\[ \mathcal{S}(n) - ns = \frac{\mathcal{J}(n)}{2} + \frac{\mathcal{S}(2n) - 2ns}{2} \geq \frac{\mathcal{J}(n) - C}{2} \] (41)
for sufficiently large \( n \). Hence \( \delta \leq \tilde{\text{hilb}}_{n \to \infty}(\mathcal{S}(n) - ns) \). Thus we obtain the equality in (40). \( \square \)

Let \((X_i)_{i \in \mathbb{Z}}\) be a stationary ergodic process over alphabet \( X \). As discussed in [8, 18], we can equivalently define the excess entropy
\[ E^P := \lim_{n \to \infty} [H(X^n_1) - nh^P] = \lim_{n \to \infty} I(X^n_1; X^{2n}_{n+1}). \] (42)
By the data-processing inequality for the Shannon mutual information, we obtain \( E^P \leq \log \lambda P \). That is, the excess entropy is finite for finite-state
hidden Markov processes (also non-unifilar ones). In the next turn, we may ask how fast the defining expressions diverge to infinity. By Theorem 4 and
\[ I(X_1^n; X_{2n}^{2n+1}) = 2H(X_1^n) - H(X_{2n}^{2n+1}) \] from stationarity, we can define the Hilberg exponent
\[ \beta_1^P := \text{hilb} \lim_{n \to \infty} \left[ H(X_1^n) - nh^P \right] = \text{hilb} \lim_{n \to \infty} I(X_1^n; X_{2n}^{2n+1}) \leq 1. \] (43)

Let us compare this result with Kolmogorov complexity and algorithmic mutual information. By the theorem of Brudno [68], the prefix-free Kolmogorov complexity is the length of a universal code,
\[ \lim_{n \to \infty} K(X_1^n) = h^P \text{ P-a.s.}, \] (44)
\[ \lim_{n \to \infty} \frac{E_P K(X_1^n)}{n} = h^P. \] (45)

Since \( E_P K(X_1^n) \geq H(X_1^n) \) by the prefix-free property, Theorem 4 yields
\[ \beta_1^P \leq \beta_2^P := \text{hilb} \lim_{n \to \infty} E_P \left[ K(X_1^n) - nh^P \right] = \text{hilb} \lim_{n \to \infty} E_P J(X_1^n; X_{2n}^{2n+1}) \leq 1. \] (46)

Similarly, by universality of the Ryabko mixture proved in Theorem 1 and inequality
\[ K(x_1^n) \leq -\log P(X_1^n) - \log w_n + K(P) \] (47)
from computability of the Ryabko mixture and Shannon-Fano coding, we obtain
\[ \beta_1^P \leq \beta_2^P \leq \beta_3^P := \text{hilb} \lim_{n \to \infty} E_P \left[ -\log P(X_1^n) - nh^P \right] \]
\[ = \text{hilb} \lim_{n \to \infty} E_P \left[ -\log P(X_1^n) - \log P(X_{2n}^{2n+1}) + \log P(X_2^n) \right] \leq 1. \] (48)

The above bounds besides the second equality in (48) (stated as inequality in [17]) were observed in the context of universal coding in [17]. Consequently in [17], we have bounded Hilberg exponents \( \beta_1^P, \beta_2^P, \) and \( \beta_3^P \) in terms of so called theorems about facts and words. These mathematical propositions state that under some formalization, the number of independent binary facts predictable from a finite text is roughly less than the mutual information between two halves of the text and this is roughly less than the number of distinct words detectable in the text. Namely, the theorems about facts and words take form of inequalities
\[ \text{hilb} \lim_{n \to \infty} E_P U(X_1^n) \leq \beta_1^P \leq \text{hilb} \lim_{n \to \infty} E_P V(X_1^n), \] (49)
where \( U(x_1^n) \) is approximately the number of independent binary facts effectively predictable from a fixed text \( x_1^n \) and \( V(x_1^n) \) is approximately the number of distinct words detectable in a fixed text \( x_1^n \). On a conceptual level, one may suppose that inequalities (49) are echoing to a certain extent inequalities between mutual information and the common information functions by Gács and Körner [69] and by Wyner [70]. The exact formulation of the theorems about facts and words rests on a few particular modeling assumptions and allows for some freedom with respect to the definition of \( U(x_1^n) \) and \( V(x_1^n) \), cf. [16, 17].
Whereas $V(x^n)$ can be actually taken as a number of entities that resemble orthographic words in the ordinary sense, cf. [16, 19, 20, 21], we can look for other possibilities. Following [17] and [62], where $V(x^n)$ was taken as the number of distinct substrings of the length of a Markov order estimator (inconsistent in [17] and strongly consistent in [62]), we can suspect that one can also take $V(x^n)$ to be a hidden Markov order estimator. This is exactly the case. The following reasoning squeezes to a triviality our earlier ideas for proving the right inequality in (49), cf. [16, 17].

**Theorem 5** For a stationary process $(X_i)_{i\in\mathbb{Z}}$ over alphabet $\mathbb{X}$,

$$
\beta^P_1 \leq \beta^P_3 := \lim_{n\to\infty} \exp E_P M(X^n_1).
$$

**Proof:** Denoting $k := M(X^{2n}_1) \leq 2n$, we observe by (12) and (13) that

\[
- \log \mathbb{P}(X^n_1) - \log \mathbb{P}(X^{2n}_n) + \log \mathbb{P}(X^n_1) \\
\leq - \log \mathbb{P}(X^n_1[k]) - \log \mathbb{P}(X^{2n}_n[k]) - 2 \log w_k + \log \hat{\mathbb{P}}(X^{2n}_n[k]) - \log w_{2n} \\
\leq 2C(n)k - 2 \log w_k - \log w_{2n} - \log \mathbb{P}(X^n_1[k]) - \log \hat{\mathbb{P}}(X^{2n}_n[k]) + \log \hat{\mathbb{P}}(X^{2n}_n[k]) \\
\leq 2C(n)k - 2 \log w_k - \log w_{2n}.
\]

(51)

Hence by (18) we obtain

$$
\beta^P_3 \leq \lim_{n\to\infty} \exp E_P C(n|\mathbb{M}(X^{2n}_1)) \leq \lim_{n\to\infty} \exp E_P M(X^n_1).
$$

(52)

\[
\Box
\]

By Theorems 3 and 5, for processes of a finite unifilar order, we have not only $\beta^P_1 = 0$ but also $\beta^P_2 = \beta^P_3 = \beta^P_3 = 0$. Equality $\beta^P_2 = 0$ carries over also to non-unifilar finite-state hidden Markov processes by the data-processing inequality for algorithmic mutual information.

Consequently, we can ask whether there exist processes such that $\beta^P_2$, $\beta^P_3$, and $\beta^P_3$ are arbitrarily close to 1. The answer is given by a particular form of inequalities (49). We have the following proposition.

**Theorem 6** ([17]) Consider an arbitrary computable function $g : \mathbb{N} \times \mathbb{X}^* \to \{0, 1, 2\}$ and an arbitrary fixed algorithmically random binary sequence $z = (z_k)_{k\in\mathbb{N}}$ (in the Martin-Löf sense), i.e., we have $K(z^n_1) \geq n - c$ for a certain constant $c$. Define

$$
U_g(x^n_1|z) := \min \{k \geq 1 : g(k, x^n_1) \neq z_k\}.
$$

(53)

For a stationary process $(X_i)_{i\in\mathbb{Z}}$ over alphabet $\mathbb{X}$,

$$
\beta^P_{g,z} := \lim_{n\to\infty} \exp E_P U_g(X^n_1|z) \leq \beta^P_2.
$$

(54)

The guiding intuition is behind this result is that sequence $z = (z_k)_{k\in\mathbb{N}}$ is the abstract pool of independent binary “facts” $z_k$ and $U_g(x^n_1|z) - 1$ is the number of initial facts that can be correctly predicted given text $x^n_1$ using an effective prediction procedure. From this point of view, quantity $U_g(x^n_1|z) - 1$ can be seen as an approximation of the common information by Gács and Körner which was demonstrated to be not greater than the mutual information in [69].

Let us entertain this definition.
Definition 1 ([17]) A stationary process \((X_i)_{i \in \mathbb{Z}}\) is called perigraphic if inequality \(\beta_{g,z}^P > 0\) holds for Hilberg exponent (54) given some computable function \(g: \mathbb{N} \times X \to \{0, 1, 2\}\) and some algorithmically random binary sequence \(z = (z_k)_{k \in \mathbb{N}}\).

By Theorems 3, 5, and 6, the class of finite-state hidden Markov processes and the class of perigraphic processes are disjoint, which solves an important open problem stated in the conclusion of book [18].

The motivating idea of this open problem was that human language serves for efficient description of a potentially unboundedly complex reality in a repetitive way. If we equate the complex reality with an infinite algorithmically random sequence, then a reasonable statistical language model should be perigraphic.

We wanted to show that for that reason, a reasonable language model cannot be a finite-state hidden Markov process, which is a different cause against finite-state models than context-free syntax postulated by Chomsky [54, 55, 56].

As shown in [17], perigraphic processes have uncomputable distributions and they look as typical ergodic components of some strongly non-ergodic processes.

In the next section, however, we will show that some perigraphic processes lie quite low in the hierarchy of stochastic processes since there are simple perigraphic unifilar processes with a countably infinite number of hidden states, which we call Oracle processes. In particular, Oracle processes do not exhibit hierarchical context-free structures. For processes that exhibit context-free hierarchical structures and are possibly perigraphic (we have not proved it), we refer to [71, 18].

7 Oracle processes

In this section we will construct some simple unifilar processes, called Oracle processes, which are perigraphic. Necessarily, these processes have a countably infinite number of hidden states. We will show that for these processes \(\beta_{g,z}^P = \beta_{2}^P = \beta_{4}^P = \beta_{M}^P = \beta\), where \(\beta\) is an arbitrary number in range \((0, 1)\). That is, the bounds given by Theorems 5 and 6 for the power-law growth of the number of predictable facts, of algorithmic mutual information, and of the unifilar order estimator are tight also in this case. This tightness seems quite a new result in our little theory of perigraphic processes.

To begin, let us recall that given a fixed algorithmically random binary sequence \(z = (z_k)_{k \in \mathbb{N}}\) such as the typical result of unbiased coin-flip or the binary expansion of Chaitin constant \(\Omega = (\Omega_k)_{k \in \mathbb{N}}\) [2], we can construct a very simple example of a perigraphic process, called the Santa Fe process [51, 17].

The Santa Fe process \((X_i)_{i \in \mathbb{Z}}\) is a process over a countably infinite alphabet and it consists of pairs

\[X_i = (K_i, z_{K_i}),\]

where \(K_i\) is a IID process taking values in natural numbers according to Zipf’s law \(P(K_i = k) \propto k^{-\alpha}, \alpha > 1\). It can be easily shown that in this case \(\beta_{g,z}^P = 1/\alpha\) for quite an obvious choice of predictor \(g(k, x^n_i)\) that simply reads off value \(z_k\) from pair \((k, z_k)\) if it appears in block \(x^n_i\) and returns 2 otherwise [17, 18].

A similar perigraphic process over a finite alphabet can be constructed through stationary variable-length coding of the Santa Fe process [72, 52, 18] or more
directly, as a unifilar process with a countably infinite number of hidden states to be introduced in this paper under the name of Oracle processes.

First, we will generalize the concept of a unifilar process to a countable set of hidden states. In particular, the set of hidden states can be exemplified as the set of natural numbers \( \mathbb{N} \) or as the set of strings \( X^* \).

**Definition 2** A possibly non-stationary process \( (X_i)_{i \in \mathbb{N}} \) over an alphabet \( X \) is called unifilar with respect to a process \( (Y_i)_{i \in \mathbb{N}} \) if \( (Y_i)_{i \in \mathbb{N}} \) is a homogeneous first order Markov process over a countable alphabet \( \mathbb{Y} \) such that

1. \( P(Y_1 = y_1) = \pi(y_1) \),
2. \( P(X_i = x_i|Y_i = y_i, X_{i-1} = x_{i-1}) = \varepsilon(x_i|y_i) \),
3. \( Y_{i+1} = \tau(Y_i, X_i) \)

for certain functions \( \pi : \mathbb{Y} \to [0, 1] \), \( \varepsilon : X \times \mathbb{Y} \to [0, 1] \), and \( \tau : \mathbb{Y} \times X \to \mathbb{Y} \).

The following Oracle(\( \theta \)) process is the Santa Fe process in disguise. The idea is that we first emit some random string \( y2 \) uniquely representing the natural number \( \phi(y) \) and then we emit the corresponding bit \( z_{\phi(y)} \) read off from the oracle being an algorithmically random sequence \( z = (z_k)_{k \in \mathbb{N}} \). Once this bit is emitted, we repeat the procedure ad infinitum.

**Definition 3** Let \( \psi : \mathbb{N} \to \{0,1\}^* \) where \( \psi(k) \) is the binary expansion of number \( k \) stripped of the initial digit 1: \( \psi(1) = \lambda \), \( \psi(2) = 0 \), \( \psi(3) = 1 \), \( \psi(4) = 00 \), ... Let \( \phi = \psi^{-1} \) be the inverse function. Let \( z = (z_k)_{k \in \mathbb{N}} \) be an algorithmically random binary sequence. Oracle(\( \theta \)) process with parameter \( \theta \in [0,1] \) is the unifilar process defined by:

- \( X = \{0,1,2\} \),
- \( \mathbb{Y} = \{a,b\} \times \{0,1\}^* \),
- \( \varepsilon(x|ay) = \theta/2 \) and \( \tau(ay,x) = ayx \) for \( x \in \{0,1\} \) and \( y \in \{0,1\}^* \),
- \( \varepsilon(2|ay) = (1-\theta) \) and \( \tau(ay,2) = by \) for \( y \in \{0,1\}^* \),
- \( \varepsilon(z_{\phi(y)}|by) = 1 \) and \( \tau(by,z_{\phi(y)}) = a \) for \( y \in \{0,1\}^* \).

Since we have not discussed the Oracle processes before, as a warm-up, let us compute the stationary distribution and the entropy rate of an Oracle process. There exists a simple expression for the entropy rate of a unifilar process.

**Theorem 7** ([73, 74, 75]) The entropy rate of a process \( (X_i)_{i \in \mathbb{N}} \) unifilar with respect to a stationary process \( (Y_i)_{i \in \mathbb{N}} \) with entropy \( H(Y_i) = -\sum_{y \in \mathbb{Y}} \pi(y) \log \pi(y) < \infty \) equals

\[
H^P = \sum_{y \in \mathbb{Y}} \pi(y) \left[ -\sum_{x \in X} \varepsilon(x|y) \log \varepsilon(x|y) \right]. \tag{56}
\]

The entropy rate of a non-unifilar hidden Markov processes is much more difficult to compute [76, 77, 78, 79].

Knowing that Oracle processes are unifilar, we state the following.
**Theorem 8** The entropy rate of the stationary Oracle(θ) process equals

\[ h^P = \frac{h(\theta) + \theta}{2 - \theta}, \]  

(57)

where \( h(\theta) := -\theta \log \theta - (1 - \theta) \log(1 - \theta) \).

**Proof:** Using equation (5), we can easily determine the stationary distribution as \( \pi(ay) = \pi(a) \left( \frac{\theta}{2} \right)^{|y|} \), \( \pi(by) = \pi(ay)(1 - \theta) \), and \( \pi(a) = (1 - \theta)/(2 - \theta) \). Hence

\[
H(Y_i) = - \sum_{y \in \{a,b\} \times \{0,1\}} \pi(y) \log \pi(y) \\
= \sum_{y \in \{0,1\}} \left[ -(2 - \theta)\pi(ay) \log \pi(ay) - (1 - \theta)\pi(ay) \log(1 - \theta) \right] \\
= \frac{1 - \theta}{2 - \theta} \sum_{k=0}^{\infty} \left[ -(2 - \theta)\theta^k k \log \frac{\theta(1 - \theta)}{2(2 - \theta)} - (1 - \theta)\theta^k \log(1 - \theta) \right] \\
= \frac{(1 - \theta)}{(2 - \theta)} \left[ (2 - \theta)\theta \log \frac{\theta(1 - \theta)}{2(2 - \theta)} - \log(1 - \theta) \right] \\
= \frac{(2 - \theta)\theta [ -\log \theta + 1 + \log(2 - \theta) - \log(1 - \theta)]}{(1 - \theta)(2 - \theta)}. \]  

(58)

Since this entropy is finite, we can compute the entropy rate by Theorem 7 as

\[
h^P = \sum_{y \in \{0,1\}} \pi(ay) \left[ -\theta \log \frac{\theta}{2} - (1 - \theta) \log(1 - \theta) \right] \\
= \pi(a) \sum_{n=0}^{\infty} \theta^n \left[ h(\theta) + \theta \right] = \frac{h(\theta) + \theta}{2 - \theta}. \]  

(59)

□

Now let us proceed to the main result of this section, i.e., computing Hilberg exponents \( \beta_{g,z}^P, \beta_2^P, \beta_3^P, \) and \( \beta_M^P \) for Oracle processes and showing that they are equal and arbitrarily large. To determine Hilberg exponent \( \beta_{g,z} \), we will use quite an obvious predictor

\[
g(k, x^n) := \begin{cases} 
0 & \text{if } 2^k \phi(k)20 \sqsupseteq x^n \quad \text{and} \quad 2^k \phi(k)21 \sqsupset x^n, \\
1 & \text{if } 2^k \phi(k)21 \sqsupseteq x^n \quad \text{and} \quad 2^k \phi(k)20 \sqsupset x^n, \\
2 & \text{else.} 
\end{cases} 
\]  

(60)

In the above definition, symbol ‘\( \sqsupset \)’ matches any symbol.

**Theorem 9** For predictor (60) and the stationary Oracle(θ) process,

\[
\beta_{g,z}^P = \beta_2^P = \beta_3^P = \beta_M^P = \beta := \frac{1}{1 - \log \theta}. \]  

(61)

**Proof:** By Theorems 5 and 6, it suffices to show \( \beta_{g,z} \geq \beta \) and \( \beta_M^P \leq \beta \). The proof of \( \beta_{g,z} \geq \beta \) will apply techniques developed in [17] for Santa Fe processes. The proof of \( \beta_M^P \leq \beta \) will use some ideas from [52] derived also for Santa Fe processes.
processes. For both goals of the proof, we will apply random variables \( N_n \geq 0 \), \( Z_i \in \{0,1\} \), and \( W_i \in \{0,1\}^* \) constructed through parsing
\[
X_1^{N_n} = W_0Z_0W_1Z_1W_2Z_2\ldots W_nZ_n.
\]
(62)

Obviously \( Z_i = z_{\theta(W_i)} \) for the Oracle(\( \theta \)) process. In contrast, by the strong Markov property, random variables \((W_i)_{i \in \mathbb{N}}\) form an IID process, where
\[
P(W_i = y) = (1 - \theta) \left( \frac{\theta}{2} \right)^{|y|}.
\]
(63)

Since \( N_n = \sum_{i=0}^{n} (|W_i| + 2) \) and \((W_i)_{i \in \mathbb{N}}\) is an IID process then by the Hoeffding inequality \([80]\) probabilities \( P(N_n < [\alpha n]) \) and \( P(N_n > [\alpha n]) \) vanish exponentially fast for \( \alpha \)'s respectively less or greater than \( E_P |W_i| + 2 \). We can evaluate for \( i \geq 1 \) that
\[
E_P |W_i| = (1 - \theta) \sum_{y \in \{0,1\}^*} |y| \left( \frac{\theta}{2} \right)^{|y|} = (1 - \theta) \sum_{n=0}^{\infty} n\theta^n = \frac{\theta}{1 - \theta}.
\]
(64)

Hence \( n \leq \frac{E_P N_n}{E_P |W_i|} \leq (n + 1) \). Observe now that \( U_g(X_1^{N_n}|z) \leq n \). Thus
\[
E_P U_g(X_1^{N_n}|z) \leq E_P U_g(X_1^{[\alpha n]}|z) + nP(N_n > [\alpha n]).
\]
(65)

Similarly, \( \mathbb{M}(X_1^{[\alpha n]}) \leq [\alpha n] \). Thus
\[
E_P \mathbb{M}(X_1^{[\alpha n]}) \leq E_P \mathbb{M}(X_1^{N_n}) + [\alpha n] P(N_n < [\alpha n]).
\]
(66)

Hence we obtain
\[
\text{hllb} E_P U_g(X_1^{N_n}|z) \leq \text{hllb} E_P U_g(X_1^n|z) = \beta_{g,z}^P,
\]
(67)

\[
\beta_{g}^P = \text{hllb} E_P \mathbb{M}(X_1^n) \leq \text{hllb} E_P \mathbb{M}(X_1^{N_n}).
\]
(68)

Define now
\[
U_n := \min \{ k \geq 1 : \psi(k) \notin \{ W_i \}_{i=1}^n \}.
\]
(69)

\[
M_n := |W_0| + 2 + \sum_{y \in \{0,1\}^*} \{ |y| + 2 \} 1 \{ y \in \{ W_i \}_{i=1}^n \}.
\]
(70)

We see that \( U_g(X_1^{N_n}|z) = U_n \). Since \( U_n \) is a non-decreasing function of \( n \), we have
\[
\text{hllb} U_n \leq \text{hllb} E_P U_n \leq \beta_{g,z}^P P\text{-almost surely}.
\]
(71)

by Theorem A9 from [17], see also [67, 18]. On the other hand, we see that \( \mathbb{P}(X_1^{N_n}|M_n) \geq \mathbb{P}(X_1^{N_n}|Y_1) \), where \( Y_1 \) is the hidden state emitting \( X_1 \). It is so since we can express probability \( P(X_1^{N_n}|Y_1) \) as probability of a unifilar process with \( M_n \) hidden states. Thus, by the Barron lemma [63, Theorem 3.1], we obtain
\[
P \left( \mathbb{M}(X_1^{N_n}) > M_n \right) \leq P \left( \mathbb{P}(X_1^{N_n}|M_n) < w_{N_n} \mathbb{P}(X_1^{N_n}) \right)
\leq P \left( \frac{w_{N_n} \mathbb{P}(X_1^{N_n})}{\mathbb{P}(X_1^{N_n}|Y_1)} > 1 \right) \leq E_P w_{N_n}.
\]
(72)
In consequence, by the Hoeffding bound for $N_n$, we obtain
\[ \beta^{\text{P}} \leq \text{hilt} \quad \text{E} \quad \text{M}(X_n) \leq \text{hilt} \quad \text{E} \quad M_n. \] (73)

To finish the proof, it suffices to show
\[ \text{hilt} \quad U_n \geq \beta \quad \text{hilt} \quad \text{E} \quad M_n \quad P \text{-almost surely.} \] (74)

To accomplish the left inequality in (74), we observe
\[
P(U_n < 2^m) \leq \sum_{k=0}^{2^m-1} P(\psi(k) \notin \{W_i\}_{i=1}^n) = \sum_{y \in \{0,1\}^m} P(y \notin \{W_i\}_{i=1}^n)
\]
\[
= \sum_{k=0}^{m} 2^k \left( 1 - (1 - \theta) \left( \frac{\theta}{2} \right)^k \right) \leq 2^m \left( 1 - (1 - \theta) \left( \frac{\theta}{2} \right)^m \right)
\]
\[
\leq 2^m \exp \left( -(1 - \theta) m \right) = 2^m \exp \left( -(1 - \theta) n 2^{-m/\beta} \right). \]
(75)

Putting $m_n = \beta(1 - \epsilon) \log n$ for an arbitrary $\epsilon > 0$, we obtain
\[
\sum_{n=1}^{\infty} P(U_n < 2^{m_n}) \leq \sum_{n=1}^{\infty} n^{\beta(1-\epsilon)} \exp(-(1 - \theta)m) < \infty. \]
(76)

Hence by the Borel-Cantelli lemma
\[ \beta \leq \text{hilt} \quad U_n \quad P \text{-almost surely.} \] (77)

To accomplish the right inequality in (74), we notice
\[
\text{E} \quad M_n - \frac{2 - \theta}{1 - \theta} = \sum_{y \in \{0,1\}^m} (|y| + 2) P(y \notin \{W_i\}_{i=1}^n)
\]
\[
= \sum_{k=0}^{\infty} (k + 2) 2^k \left( 1 - (1 - \theta) \left( \frac{\theta}{2} \right)^k \right)^n
\]
\[
\leq \sum_{k=0}^{\infty} (k + 2) 2^k \left( 1 - 2^{k/\beta} \right)^n. \]
(78)

Hence, adapting the computations from the proof of Proposition 1 by [52], we obtain up to a small constant
\[
\text{E} \quad M_n \leq \int_0^{\infty} (k + 2) 2^k \left( 1 - \left( 1 - 2^{-k/\beta} \right)^n \right) dk
\]
\[
= \frac{1}{\ln 2} \int_1^{\infty} (\log p + 2) \left( 1 - (1 - p^{-1/\beta})^n \right) dp \quad \{p := 2^k\}
\]
\[
= \frac{\beta^2}{\ln 2} \int_0^{1} (1 - u)(\log(1 - u^{1/n}) - 2)du \quad \{u := (1 - p^{-1/\beta})^n\}
\]
\[
= \frac{\beta^2 n^2}{\ln 2} \int_0^{1} f_n(u)du + \frac{\beta^2 n^2}{\ln 2} \int_0^{1} g_n(u)du, \]
(79)
where we denote functions
\[ f_n(u) := \frac{(1 - u)}{u^{1-1/n}[1 - u^{1/n}]} \beta + 1, \quad g_n(u) := f_n(u) \log[n(1 - u^{1/n})]^{-1}. \] (80)

These functions tend to limits
\[ \lim_{n \to \infty} f_n(u) = f(u) := \frac{(1 - u)}{u(-\ln u)^\beta + 1}, \quad \lim_{n \to \infty} g_n(u) = g(u) := f(u) \log(-\ln u)^{-1}. \] (81)

We notice upper bounds \( f_n(u) \leq f(u) \) and \( g_n(u) \leq g_1(u) \) for \( u \in (0, 1) \). Moreover, functions \( f(u) \) and \( g_1(u) \) are integrable on \( u \in (0, 1) \). Indeed putting \( t := -\ln u \) and integrating by parts yields
\[ \int_0^1 f(u)du = -\int_0^\infty (1 - e^{-t}) t^{-\beta}dt = (1 - e^{-t})(-\beta)^{-1}/0 + \int_0^\infty e^{-t}\beta^{-1}t^{-\beta}dt = \beta^{-1}\Gamma(1 - \beta), \] (82)

whereas putting \( t = 1 - u \) and integrating by parts yields
\[ \int_0^1 g_1(u)du = -\int_0^1 \log t t^{-\beta}dt = -(\log t)(1 - \beta)^{-1}t^{-\beta}/0 + \int_0^1 (1 - \beta)^{-1}t^{-\beta}dt = (1 - \beta)^{-2}. \] (83)

Hence we derive
\[ \text{hilb}_{n \to \infty} \mathbb{E}_P M_n \leq \beta. \] (84)

This completes the proof. \( \square \)

As we can see by the above theorem, Oracle processes can have arbitrary large Hilberg exponents \( \beta_P^x = \beta_P^y = \beta_P^z \in (0, 1) \). In particular, the hidden Markov order estimator can diverge as a power law even for so simple unifilar processes and it diverges at the slowest possible rate prescribed by the bounds in Theorems 5 and 6. That is, these bounds can be non-trivially tight.
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