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Abstract

This article develops a novel operational semantics for probabilistic control-flow graphs (pCFGs) of probabilistic imperative programs with random assignment and “observe” (or conditioning) statements. The semantics transforms probability distributions (on stores) as control moves from one node to another in pCFGs. We relate this semantics to a standard, expectation-transforming, denotational semantics of structured probabilistic imperative programs, by translating structured programs into (unstructured) pCFGs, and proving adequacy of the translation. This shows that the operational semantics can be used without loss of information, and is faithful to the “intended” semantics and hence can be used to reason about, for example, the correctness of transformations (as we do in a companion article).

1 Introduction

We consider structured, probabilistic imperative programs that contain random assignments and “observe” (or conditioning) statements, in addition to usual control structures (sequences, branches, and loops). The recent works of Gordon et al. [5] and Hur et al. [6] present denotational semantics of such structured programs. This semantics transforms expectation functions: given a statement $S$ and an expectation function $F'$ that gives the expected return value for a store after execution of $S$, the semantics yields an expectation function $F$ that takes a store before execution of $S$, and gives its expected return value.

In a companion article [3] we consider (unstructured) probabilistic control flow graphs (pCFGs) of imperative programs: our aim there is to extend classical notions of program dependence to give a semantic foundation for the slicing of probabilistic programs represented as pCFGs. To this end, we develop a novel operational semantics of pCFGs that transforms a probability distribution at a node (say $v$) into a probability distribution at node (say $v'$), so as to model what happens when control moves from $v$ to $v'$ in the pCFG.

A natural question is: how are the two semantics related? To wit, consider the translation of a structured probabilistic program into a pCFG. Are the semantics of the source and target programs adequately related? This article answers the question in the affirmative.

The implications of adequacy are at least twofold. First it shows that no information is lost by using the operational semantics: the expectation of the initial store of a structured program can always be retrieved from the probability distribution computed by the operational semantics of the program’s CFG. Secondly, for deterministic programs the two semantics coincide: if the program terminates (that is, the operational semantics computes a probability distribution that is 1 for the final store) then the expected return value of the initial store of the structured program coincides with the actual return value in the final store; if the program loops (that is, the operational semantics computes the probability distribution 0), then the expected
return value of the initial store of the structured program is also 0.

The authors presented a preliminary version of the operational semantics in [2] where it was used to reason about the correctness of slicing probabilistic programs. However, in that work, the semantics was not explicitly expressed as a fixed point of a functional, and no comparison was made to the semantics of a structured language.

2 The Probabilistic Control-Flow Graph Language

In this section we define our language for expressing probabilistic programs using pCFGs. First we present the syntax (Section 2.1) and next the semantics (Section 2.2).

As illustrating examples, we shall use the pCFGs depicted in Figure 1. Both make use of a random distribution \( \psi_4 \) that distributes evenly over \( \{0, 1, 2, 3\} \) in that \( \psi_4(0) = \psi_4(1) = \psi_4(2) = \psi_4(3) = \frac{1}{4} \) whereas \( \psi_4(i) = 0 \) for \( i \notin \{0, 1, 2, 3\} \).

The pCFG \( G_1 \) on the left uses \( \psi_4 \) to randomly assign values to first \( x \) and next \( y \); if the sum of those values is at least 5 then \( x \) is returned, otherwise the execution is ignored. The only possible return values are 2 and 3, with 3 twice as likely as 2, since an \( x \)-value of 3 will be accepted when \( y \) is 2 or 3, whereas an \( x \)-value of 2 will be accepted only when \( y \) is 3.

The pCFG \( G_2 \) on the right uses \( \psi_4 \) to randomly assign a value to \( x \), whereas \( y \) is assigned 0; if \( x \) is 0 or 1 then \( x \) is returned but otherwise the assignment in node 5 is repeated as long as \( y \) is less than 3. Depending on what \( A \) is, this may go on forever (if \( A \) is say 1) or terminate after a bounded number of steps (if \( A \) is say \( y+1 \)); if \( A \) is a random expression that may or may not assume a value \( \geq 3 \) then the cycle between nodes 4 and 5 may iterate an unbounded number of times, but will terminate with probability 1.

2.1 Syntax

This section describes the kind of control flow graphs that we consider; special emphasis is on the notion of postdomination. We use Figure 1 to motivate our approach.

A node \( v \in V \) can be labeled (the label is called \( \text{Lab}(v) \)) with an assignment \( x := E \) (\( x \) a program variable and \( E \) an arithmetic expression), with a random assignment \( x := \text{Random}(\psi) \) with \( \psi \) a probability distribution (which we assume contains no program variables though it would be straightforward to allow it as in Hur et al. [6]), with a conditioning \( \text{Observe}(B) \) (\( B \) is a boolean expression), or (though not part of these examples) with \( \text{Skip} \); a node of the abovementioned kinds has exactly one outgoing edge. Also, there are branching nodes with two outgoing edges. (If \( v \) has an outgoing edge to \( v' \) we say that \( v' \) is a successor of \( v \); a branching node has a \emph{true}-successor and a \emph{false}-successor.) Finally, there is a special node \( \text{Start} \) (which is numbered 1 in the examples) from which there is a path to all other nodes, and a unique \( \text{End} \) node with
no outgoing edges (if it has a label it will be of the form \texttt{Return}(x)) to which there is a path from all other nodes.

**Definition 2.1 (Deterministic pCFG)** We say that a pCFG is deterministic if it has no \texttt{Observe} nodes or random assignments.

### 2.1.1 Postdomination

Whereas the notion of domination has early been used to reason about the structure of general control-flow graphs [1], the dual notion of postdomination has been a crucial concept in standard work on dependences and slicing (such as [8, 4]), and will also play a key part in our development.

**Definition 2.2 (Postdomination)** We say that \(v_1\) postdominates \(v\), also written \((v, v_1) \in PD\), if \(v_1\) occurs on all paths from \(v\) to End; if also \(v_1 \neq v\), \(v_1\) is a proper postdominator of \(v\).

It is easy to see that the relation “postdominates” is reflexive, transitive, and antisymmetric.

**Lemma 2.3** For given \(v\), let \(\prec\) be an ordering among proper postdominators of \(v\), by stipulating that \(v_1 \prec v_2\) iff in all acyclic paths from \(v\) to End, \(v_1\) occurs strictly before \(v_2\). Then \(\prec\) is transitive, antisymmetric, and total. Also, if \(v_1 \prec v_2\) then for all paths from \(v\) to End it is the case that the first occurrence of \(v_1\) is before the first occurrence of \(v_2\).

**Proof:** The first two properties are obvious.

We next show that \(\prec\) is total. Assume, to get a contradiction, that there exists an acyclic path \(\pi_1\) from \(v\) to End that contains \(v_1\) strictly before \(v_2\), and also an acyclic path \(\pi_2\) from \(v\) to End that contains \(v_2\) strictly before \(v_1\). But then the concatenation of the prefix of \(\pi_1\) that ends with \(v_1\), and the suffix of \(\pi_2\) that starts with \(v_1\), is a path from \(v\) to End that avoids \(v_2\), yielding a contradiction as \(v_2\) postdominates \(v\).

Finally, assume that \(v_1 \prec v_2\), and that \(\pi\) is a path from \(v\) to End; to get a contradiction, assume that there is a prefix \(\pi_1\) of \(\pi\) that ends with \(v_2\) but does not contain \(v_1\). Since there exists an acyclic path from \(v\) to End, we infer from \(v_1 \prec v_2\) that there is an acyclic path \(\pi_2\) from \(v_2\) that does not contain \(v_1\). But the concatenation of \(\pi_1\) and \(\pi_2\) is a path from \(v\) to End that does not contain \(v_1\), which contradicts \(v_1\) being a proper postdominator of \(v\).

We say that \(v_1\) is the \textbf{first proper postdominator} of \(v\) if whenever \(v_2\) is another proper postdominator of \(v\) then all paths from \(v\) to \(v_2\) contain \(v_1\).

**Lemma 2.4** For any \(v\) with \(v \neq \text{End}\), there is a unique first proper postdominator of \(v\).

**Proof:** This follows from Lemma 2.3 since the set of proper postdominators is non-empty (will at least contain End).

**Definition 2.5** For \(v \neq \text{End}\), we write \(1PPD(v)\) for the unique first proper postdominator of \(v\).

In Figure 1(right), \(1PPD(1) = 2\) (while also nodes 3 and 6 are proper postdominators of 1) and \(1PPD(3) = 6\).

### 2.1.2 Nodes that Induce Cycles

In order to inductively define functions on pairs in PD, we need to define a measure on such pairs:

**Definition 2.6 (LAP)** For \((v, v') \in PD\), we define \(\text{LAP}(v, v')\) as the maximum length of an acyclic path from \(v\) to \(v'\). (The length of a path is the number of edges.)

Thus \(\text{LAP}(v, v) = 0\) for all nodes \(v\). As expected, we have:

**Lemma 2.7** If \((v, v_1) \in PD\) and \((v_1, v_2) \in PD\) (and thus \((v, v_2) \in PD\)) then \(\text{LAP}(v, v_2) = \text{LAP}(v, v_1) + \text{LAP}(v_1, v_2)\).

**Proof:** If \(v = v_1\) or \(v_1 = v_2\), the claim is obvious; we can thus assume that \(v_1\) and \(v_2\) are proper postdominators
of \( v \) and that \( v_1 \prec v_2 \) in the total ordering among those so by Lemma 2.3 we see that \( v_1 \) will occur before \( v_2 \) in all paths from \( v \) to End.

First consider an acyclic path \( \pi \) from \( v \) to \( v_2 \). We have argued that \( \pi \) will contain \( v_1 \), and hence \( \pi \) is the concatenation of an acyclic path from \( v \) to \( v_1 \), thus of length \( \leq \text{LAP}(v, v_1) \), and an acyclic path from \( v_1 \) to \( v_2 \), thus of length \( \leq \text{LAP}(v_1, v_2) \). Thus the length of \( \pi \) is at most \( \text{LAP}(v, v_1) + \text{LAP}(v_1, v_2) \); as \( \pi \) was an arbitrary acyclic path from \( v \) to \( v_2 \), this shows \( \leq \).

To show \( \geq \), let \( \pi_1 \) be an acyclic path from \( v \) to \( v_1 \) of length \( \text{LAP}(v, v_1) \), and \( \pi_2 \) be an acyclic path from \( v_1 \) to \( v_2 \) of length \( \text{LAP}(v_1, v_2) \). Let \( \pi \) be the concatenation of \( \pi_1 \) and \( \pi_2 \); \( \pi \) is an acyclic path from \( v \) to \( v_2 \) since if \( v' \neq v_1 \) occurs in both paths then there is a path from \( v \) to \( v_2 \) that avoids \( v_1 \) which is a contradiction. As \( \pi \) is of length \( \text{LAP}(v, v_1) + \text{LAP}(v_1, v_2) \), this shows \( \geq \). \( \square \)

To reason about cycles, it is useful to pinpoint the kind of nodes that cause cycles:

**Definition 2.8 (Cycle-inducing)** A node \( v \) is cycle-inducing if with \( v' = 1\text{PPD}(v) \) there exists a successor \( v_i \) of \( v \) such that \( \text{LAP}(v_i, v') \geq \text{LAP}(v, v') \).

Note that if \( v \) is cycle-inducing then must be a branching node (since if \( v \) has only one successor then that successor is \( v' \)).

**Example 2.9** In Figure 1(right), there are two branching nodes, 3 and 4, both having node 6 as their first proper postdominator. Node 4 is cycle-inducing, since 5 is a successor of 4 with \( \text{LAP}(5, 6) = 2 > 1 = \text{LAP}(4, 6) \). On the other hand, node 3 is not cycle-inducing, since \( \text{LAP}(3, 6) = 2 \) which is strictly greater than \( \text{LAP}(4, 6) (= 1) \) and \( \text{LAP}(6, 6) (= 0) \).

**Lemma 2.10** If \( v \) is cycle-inducing then there exists a cycle that contains \( v \) but not \( 1\text{PPD}(v) \).

*Proof:* With \( v' = 1\text{PPD}(v) \), by assumption there exists a successor \( v_i \) of \( v \) such that \( \text{LAP}(v_i, v') \geq \text{LAP}(v, v') \); observe that \( v' \) is a postdominator of \( v_i \). Let \( \pi \) be an acyclic path from \( v_i \) to \( v' \) with length \( \text{LAP}(v_i, v') \); then the path \( v \pi \) is a path from \( v \) to \( v' \) that is longer than \( \text{LAP}(v_i, v') \), and thus also longer than \( \text{LAP}(v, v') \). This shows that \( v \pi \) cannot be acyclic; hence \( v \in \pi \) and thus \( v \pi \) contains a cycle involving \( v \) but not \( v' \). \( \square \)

**Lemma 2.11** All cycles will contain at least one node which is cycle-inducing.

*Proof:* Let a cycle \( \pi \) be given. For each \( v \in \pi \), define \( f(v) \) as \( \text{LAP}(v, \text{End}) \). For a node \( v \) that has only one successor, \( v_1 \), it holds that \( f(v_1) < f(v) \) (since by Lemma 2.7 we have \( f(v) = \text{LAP}(v, v_1) + f(v_1) = 1 + f(v_1) \)). Thus \( \pi \) must contain a branching node \( v_0 \) with a successor \( v_i \) such that \( f(v_i) \geq f(v_0) \). But with \( v' = 1\text{PPD}(v_0) \) we then have (by Lemma 2.7)

\[
\text{LAP}(v_i, v') = f(v_i) - f(v') \geq f(v_0) - f(v') = \text{LAP}(v_0, v')
\]

which shows that \( v_0 \) is cycle inducing. \( \square \)

### 2.2 Semantics

In this section we shall define the meaning of the pCFGs introduced in Section 2.1 in terms of an operational semantics that manipulates distributions which as described in Section 2.2.1 assign probabilities to stores. In Section 2.2.3 we shall explore the structure of distributions, and operators on such, using basic concepts from domain theory as summarized in Section 2.2.2. In Section 2.2.4 we shall define the semantics of traversing one edge of a pCFG; based on that, in Section 2.2.5 we shall present a functional the fixed point of which provides the meaning of a pCFG. In Section 2.2.6 we shall illustrate the semantics on the pCFGs from Figure 1.
2.2.1 Stores and Distributions

Let \( \mathcal{U} \) be the universe of variables. A store \( s \in \mathcal{F} \) is a mapping from \( \mathcal{U} \) to \( \mathbb{Z} \). We write \( s[x \mapsto z] \) for the store \( s' \) that is like \( s \) except \( s'(x) = z \). We assume that there is a function \( [\cdot] \) such that \( [E]s \) is the integer result of evaluating \( E \) in store \( s \) and \( [B]s \) is the boolean result of evaluating \( B \) in store \( s \) (the free variables of \( E \) and \( B \) must be in \( \text{dom}(s) \)).

A distribution \( D \in \mathcal{D} \) is a mapping from \( \mathcal{F} \) to non-negative reals. We shall often expect that \( D \) is bounded, that is \( \sum D \leq 1 \) where \( \sum D \) is a shorthand for \( \sum_{s \in \mathcal{F}} D(s) \). Thanks to our assumption that values are integers, and since \( \mathcal{U} \) can be assumed finite, \( \mathcal{F} \) is a countable set and thus \( \sum D \) is well-defined even without measure theory. We define \( D_1 + D_2 \) by stipulating \( (D_1 + D_2)(s) = D_1(s) + D_2(s) \) (if \( \sum D_1 + \sum D_2 \leq 1 \) then \( D_1 + D_2 \) is bounded), and for \( c \geq 0 \) we define \( cD \) by stipulating \( (cD)(s) = cD(s) \) (if \( D \) is bounded and \( c \leq 1 \) then \( cD \) is bounded); we write \( D = 0 \) when \( D(s) = 0 \) for all \( s \). We say that \( D \) is concentrated if there exists \( s_0 \in \mathcal{F} \) such that \( D(s) = 0 \) for all \( s \) with \( s \neq s_0 \); for that \( s_0 \), we say that \( D \) is concentrated on \( s_0 \). (Thus the distribution 0 is concentrated on everything.)

2.2.2 Basic Domain Theory

To prepare for our development, we shall now recall some key notions of domain theory, as presented in, e.g., [9,10].

Let \( (X, \preceq) \) be a partially ordered set. A chain \( \{x_k \mid k \} \) in \( X \) is a mapping from the natural numbers into \( X \) such that if \( i < j \) then \( x_i \preceq x_j \). The chain has a least upper bound \( x \in X \), if \( x_k \preceq x \) for all \( k \), and also if \( x_k \preceq y \) for all \( k \) then \( x \preceq y \). (The least upper bound is also called limit and written \( \lim_{k \to \infty} x_k \).) Finally, say that \( (X, \preceq) \) is a complete partial order (cpo) if every chain \( \{x_k \mid k \} \) in \( X \) has a least upper bound. We say that a cpo is a pointed cpo if there exists a least element (also called bottom), that is an element \( \bot \) such that \( \bot \preceq x \) for all \( x \in X \).

A function \( f \) from a cpo \( X \) to a cpo \( Y \) is continuous if for each chain \( \{x_k \mid k \} \) in \( X \) the following holds: \( \{f(x_k) \mid k \} \) is a chain in \( Y \), and \( \lim_{k \to \infty} f(x_k) = f(\lim_{k \to \infty} x_k) \). We let \( X \to Y \) denote the set of continuous functions from \( X \) to \( Y \). A continuous function \( f \) is also monotone, that is \( f(x_1) \preceq f(x_2) \) when \( x_1 \preceq x_2 \) (for then \( x_1, x_2, x_3, \ldots \) is a chain and by continuity thus \( f(x_2) \) is the least upper bound of \( f(x_1), f(x_2) \) implying \( f(x_1) \preceq f(x_2) \)). For a function \( f \), and for each \( k \geq 0 \) define \( f^k \) by stipulating \( f^0(x) = x \), and \( f^{k+1}(x) = f(f^k(x)) \) for \( k \geq 0 \). For a function \( f \) from a cpo \( Y \) into itself, a fixed point of \( f \) is an element \( y \in Y \) such that \( f(y) = y \).

**Lemma 2.12** Let \( f \) be a continuous function on a pointed cpo \( X \). Then \( \{f^k(\bot) \mid k \} \) is a chain, and \( \lim_{k \to \infty} f^k(\bot) \) is the least fixed point of \( f \).

**Proof:** From \( \bot \preceq f(\bot) \) we use monotonicity of \( f \) to infer that \( f^k(\bot) \preceq f^{k+1}(\bot) \) for all \( k \) so \( \{f^k(\bot) \mid k \} \) is indeed a chain. With \( x = \lim_{k \to \infty} f^k(\bot) \) we see by continuity of \( f \) that \( x \) is indeed a fixed point of \( f \): \( f(x) = \lim_{k \to \infty} f^{k+1}(\bot) = x \). And if \( y \) is also a fixed point, we have \( \bot \preceq y \) and by monotonicity of \( f \) thus \( f^k(\bot) \preceq f^k(y) = y \) for all \( k \), from which we infer \( \bot \preceq y \). \( \square \)

**Lemma 2.13** Let \( X \) and \( Y \) be cpos. Then \( X \to Y \) is a cpo (and pointed if \( Y \) is), with ordering and limit defined pointwise: \( f_1 \preceq f_2 \) iff \( f_1(x) \preceq f_2(x) \) for all \( x \in X \), and \( f = \lim_{k \to \infty} f_k \) if \( f \) is such that \( f(x) = \lim_{k \to \infty} f_k(x) \) for all \( x \in X \).

**Proof:** For a chain \( \{k \mid f_k \} \subseteq X \to Y \), \( f \) as defined in the lemma text is clearly a least upper bound, provided
we can show that $f$ is continuous. But if $\{x_k \mid k\}$ is a chain in $X$ then

\[
 f(\lim_{k \to \infty} x_k) = \lim_{m \to \infty} f_m(\lim_{k \to \infty} x_k) = \lim_{m \to \infty} \lim_{k \to \infty} f_m(x_k) = \lim_{k \to \infty} \lim_{m \to \infty} f_m(x_k)
\]

If $Y$ has a bottom element $\bot$ then $\lambda x. \bot$ is the bottom element in $X \to_c Y$.

\[ \square \]

2.2.3 Relating to Domain Theory

The set of real numbers in $[0..1]$ form a pointed cpo with the usual ordering, as $0$ is the bottom element and the supremum operator yields the least upper bound of a chain. Hence also the set $\mathbb{D}$ of distributions form a pointed cpo, with ordering defined pointwise ($D_1 \preceq D_2$ iff $D_1(s) \leq D_2(s)$ for all stores $s$), with $0$ the bottom element, and the least upper bound defined pointwise.

**Lemma 2.14** The set $\mathbb{D} \to_c \mathbb{D}$ is a pointed cpo, as is the set $\mathbb{PD} \to_c \mathbb{D} \to_c \mathbb{D}$ where $\mathbb{PD}$ is considered a discrete cpo.

**Proof:** This follows from Lemma 2.13 \[ \square \]

Observe that the ordering $\preceq$ on $\mathbb{PD} \to_c \mathbb{D} \to_c \mathbb{D}$ is determined as follows: $h_1 \preceq h_2$ iff for all $(v, v') \in \mathbb{PD}$, all $D \in \mathbb{D}$, and all $s \in \mathcal{D}$, it holds that $h_1(v, v')(D)(s) \leq h_2(v, v')(D)(s)$. Also, the least element $0$ is given as $\lambda (v_1, v_2). \lambda D. \lambda s. 0$.

The following result is often convenient; in particular, it shows that if each distribution in a chain $\{D_k \mid k\}$ is bounded then also the least upper bound is a bounded distribution.

**Lemma 2.15** Assume that $\{D_k \mid k\}$ is a chain of distributions (not necessarily bounded). With $S$ a (countable) set of stores, we have

\[
 \lim_{k \to \infty} \sum_{s \in S} D_k(s) = \sum_{s \in S} (\lim_{k \to \infty} D_k)(s).
\]

**Proof:** Let $D' = \lim_{k \to \infty} D_k$. From $D_k \preceq D'$ we get that $\sum_{s \in S} D'(s)$ is an upper bound for $\{\sum_{s \in S} D_k(s) \mid k\}$; as $\lim_{k \to \infty} \sum_{s \in S} D_k(s)$ is the least upper bound, we get

\[
 \lim_{k \to \infty} \sum_{s \in S} D_k(s) \leq \sum_{s \in S} D'(s).
\]

To establish that equality holds, we shall assume $\lim_{k \to \infty} \sum_{s \in S} D_k(s) < \sum_{s \in S} D'(s)$ so as to get a contradiction. Then there exists $\varepsilon > 0$ such that $\lim_{k \to \infty} \sum_{s \in S} D_k(s) + \varepsilon < \sum_{s \in S} D'(s)$. We infer that there exists a finite set $S_0$ with $S_0 \subseteq S$ such that $\lim_{k \to \infty} \sum_{s \in S_0} D_k(s) + \varepsilon < \sum_{s \in S_0} D'(s)$. For each $s \in S_0$ there exists $K_s$ such that $D_k(s) > D'(s) - \varepsilon/|S_0|$ for $k \geq K_s$, and thus there exists $K$ (the maximum element of the finite set $\{K_s \mid s \in S_0\}$) such that for each $s \in S_0$, and each $k \geq K$, $D_k(s) + \varepsilon/|S_0| > D'(s)$. But then we get

\[
 \sum_{s \in S_0} D'(s) < \sum_{s \in S_0} (D_k(s) + \varepsilon/|S_0|) = \sum_{s \in S_0} D_k(s) + \varepsilon \leq \lim_{k \to \infty} \sum_{s \in S} D_k(s) + \varepsilon
\]

which yields the desired contradiction. \[ \square \]

When developing the semantics, we shall define a number of functions with functionality $\mathbb{D} \to \mathbb{D}$. Each such function $f$ typically has a number of useful properties, such as being

- **continuous** (and hence monotone), as defined above;
Proof: 

- **additive**: \( f(D_1 + D_2) = f(D_1) + f(D_2) \) for all distributions \( D_1, D_2 \) (this reflects that a distribution is not more than the sum of its components);
- **multiplicative**: \( f(cD) = cf(D) \) for all distributions \( D \) and all real \( c \geq 0 \);
- **non-increasing**: \( \sum f(D) \leq \sum D \) for all distributions \( D \) (this reflects that distribution may disappear, due to

Observe nodes or infinite loops, but cannot be created *ex nihilo*).

In addition, some functions will even be

- **sum-preserving**: \( \sum f(D) = \sum D \) for all distributions \( D \);
- **deterministic**: \( f(D) \) is concentrated for all concentrated distributions \( D \).

The semantic function for an **Observe** node is not sum-preserving (unless the condition is always true), and neither is the semantic function for a loop that has a non-zero probability of non-termination; the semantic function for a random assignment is not deterministic (unless the random distribution is concentrated on one value).

### 2.2.4 One-Step Semantics

We now define the semantics of traveling one edge in the pCFG.

**Observe and branching nodes** For such nodes, distributions are pruned; to model that, for a boolean expression \( B \) we define \( \text{select}_B(D) \) by letting \( \text{select}_B(D) = D' \) where

\[
D'(s) = \begin{cases} 
D(s) & \text{if } \llbracket B \rrbracket(s) \\
0 & \text{otherwise}
\end{cases}
\]

It is then straightforward to establish that

**Lemma 2.16** For all \( B \), \( \text{select}_B \) is continuous, additive, multiplicative, non-increasing, and deterministic; also, for all \( D \) we have

\[ \text{select}_B(D) + \text{select}_{\neg B}(D) = D. \]

**Assignments** For a variable \( x \) and an expression \( E \), we define \( \text{assign}_{x:=E}(D) \) by letting \( \text{assign}_{x:=E}(D) \) be a distribution \( D' \) such that for each \( s' \in \mathcal{F} \),

\[
D'(s') = \sum_{s \in \mathcal{F} \mid s' = s[x \mapsto \llbracket E \rrbracket(s)]} D(s).
\]

That is, the “new” probability of a store \( s' \) is the sum of the “old” probabilities of the stores that become like \( s' \) after the assignment (this will happen for a store \( s \) iff \( s' = s[x \mapsto \llbracket E \rrbracket(s)] \)).

**Lemma 2.17** Each \( \text{assign}_{x:=E} \) is continuous, additive, multiplicative, non-increasing, sum-preserving, and deterministic.

**Proof:** Additivity and multiplicativity are trivial, and if \( D \) is concentrated on \( s_0 \) then \( \text{assign}_{x:=E}(D) \) is concentrated on \( s_0[x \mapsto \llbracket E \rrbracket(s_0)] \). We are left with two non-trivial tasks.

To prove that \( \text{assign}_{x:=E} \) is sum-preservation, and hence non-increasing, we have the calculation

\[
\sum D' = \sum_{s' \in \mathcal{F}} D'(s') = \sum_{s' \in \mathcal{F}} \left( \sum_{s \in \mathcal{F} \mid s' = s[x \mapsto \llbracket E \rrbracket(s)]} D(s) \right) = \sum_{s \in \mathcal{F}, s' \in \mathcal{F} \mid s' = s[x \mapsto \llbracket E \rrbracket(s)]} D(s) = \sum_{s \in \mathcal{F}} D(s) = \sum D.
\]
To prove that \(\text{assign}_{x \leftarrow E}\) is continuous, let \(\{D_k \mid k\}\) be a chain; with \(D'_k = \text{assign}_{x \leftarrow E}(D_k)\), also \(\{D'_k \mid k\}\) is a chain since \(\text{assign}_{x \leftarrow E}\) is obviously monotone. With \(D = \lim_{k \to \infty} D_k\) and \(D' = \lim_{k \to \infty} D'_k\), our goal is to prove that \(D' = \text{assign}_{x \leftarrow E}(D)\). But this follows since by Lemma 2.15 for each \(s'\) we have the calculation

\[
D'(s') = \lim_{k \to \infty} D'_k(s') = \lim_{k \to \infty} \sum_{s \in \mathcal{F} \mid s' = s[x \leftarrow x]} D_k(s) = \sum_{s \in \mathcal{F} \mid s' = s[x \leftarrow x]} \lim_{k \to \infty} D_k(s) = \sum_{s \in \mathcal{F} \mid s' = s[x \leftarrow x]} D(s).
\]

**Random Assignments**

For a variable \(x\) and a random distribution \(\psi\), we define \(\text{assign}_{x \leftarrow \psi}(D)\) by letting \(\text{assign}_{x \leftarrow \psi}(D)\) be a distribution \(D'\) such that for each \(s' \in \mathcal{F}\),

\[
D'(s') = \psi(s'(x)) \left( \sum_{s \in \mathcal{F} \mid s' = s[x \leftarrow x]} D(s) \right).
\]

**Lemma 2.18**

Each \(\text{assign}_{x \leftarrow E}\) is continuous, additive, multiplicative, non-increasing, and sum-preserving.

**Proof:** Additivity and multiplicitivity are trivial. To prove that \(\text{assign}_{x \leftarrow E}\) is sum-preserving, and hence non-increasing, we have the calculation (using that \(\sum_{z \in \mathbb{Z}} \psi(z) = 1\))

\[
\sum_{s' \in \mathcal{F}} D'(s') = \sum_{s' \in \mathcal{F}} \psi(s'(x)) \left( \sum_{s \in \mathcal{F} \mid s' = s[x \leftarrow x]} D(s) \right) = \sum_{s \in \mathcal{F}, s' \in \mathcal{F} \mid s' = s[x \leftarrow x]} \psi(s'(x)) D(s) = \sum_{s \in \mathcal{F}, s' \in \mathcal{F} \mid s' = s[x \leftarrow z]} \psi(z) D(s).
\]

To prove that \(\text{assign}_{x \leftarrow E}\) is continuous, let \(\{D_k \mid k\}\) be a chain; with \(D'_k = \text{assign}_{x \leftarrow E}(D_k)\), also \(\{D'_k \mid k\}\) is a chain since \(\text{assign}_{x \leftarrow E}\) is obviously monotone. With \(D = \lim_{k \to \infty} D_k\) and \(D' = \lim_{k \to \infty} D'_k\), our goal is to prove that \(D' = \text{assign}_{x \leftarrow E}(D)\). But this follows since by Lemma 2.15 for each \(s'\) we have the calculation

\[
D'(s') = \lim_{k \to \infty} D'_k(s') = \lim_{k \to \infty} \left( \psi(s'(x)) \sum_{s \in \mathcal{F} \mid s' = s[x \leftarrow x]} D_k(s) \right) = \psi(s'(x)) \left( \lim_{k \to \infty} \sum_{s \in \mathcal{F} \mid s' = s[x \leftarrow x]} D_k(s) \right) = \psi(s'(x)) \left( \sum_{s \in \mathcal{F} \mid s' = s[x \leftarrow x]} D(s) \right).
\]

### 2.2.5 Semantics as a Fixed-Point

Having expressed the semantics of a single edge, we shall now express the semantics of a full pCFG. Our goal is to compute “modification functions” to express how a distribution is modified as “control” moves
from Start to End. To accomplish this, we shall solve a more general problem: for each \((v, v') \in \text{PD}\), state how a given distribution is modified as “control” moves from \(v\) to \(v'\) along paths that may contain multiple branches and even loops but which do not contain \(v'\) until the end.

We would have liked to have a definition of the modification function that is inductive in \(\text{LAP}(v, v')\), but this is not possible due to cycle-inducing nodes (cf. Definition 2.8). For such nodes, the semantics cannot be expressed by recursive calls on the successors, but the semantics of (at least) one of the successors will have to be provided as an argument. This motivates that our main semantic function be a functional \(\mathcal{H}\) that transforms a modification function into another modification function, with the desired meaning being the fixed point (cf. Lemma 2.12) of this functional. The functional \(\mathcal{H}\) operates on \(\text{PD} \to \kappa \Rightarrow \Rightarrow \kappa\) but we shall first define it for \(\text{PD} \to \Rightarrow \Rightarrow \kappa\):

**Definition 2.19** (\(\mathcal{H}\)) The functionality of \(\mathcal{H}\) is given by

\[ \mathcal{H} : (\text{PD} \to \Rightarrow \Rightarrow \kappa) \to (\text{PD} \to \Rightarrow \Rightarrow \kappa) \]

where, given

\[ h_0 : \text{PD} \to \Rightarrow \Rightarrow \kappa \]

we define

\[ h = \mathcal{H}(h_0) : \text{PD} \to \Rightarrow \Rightarrow \kappa \]

by letting \(h(v, v')\), written \(h^{(v,v')}\), be stipulated by the following rules that are inductive in \(\text{LAP}(v, v')\):

1. if \(v' = v\) then \(h^{(v,v')}(D) = D\);
2. otherwise, if \(v' \neq v''\) with \(v'' = 1\text{PPD}(v)\) then

\[ h^{(v,v')}(D) = h^{(v'',v')}((h^{(v'',v'')}(D))) \]

(this is well-defined by Lemma 2.7);

3. otherwise, that is if \(v' = 1\text{PPD}(v)\):
   a) if \(\text{Lab}(v) = \text{Skip}\) then \(h^{(v,v')}(D) = D\);
   b) if \(\text{Lab}(v)\) is of the form \(x := E\) then \(h^{(v,v')}(D) = \text{assign}_{x=E}(D)\);
   c) if \(\text{Lab}(v)\) is of the form \(x := \text{Random}(\psi)\) then \(h^{(v,v')}(D) = \text{rassign}_{x=\psi}(D)\);
   d) if \(\text{Lab}(v)\) is of the form \(\text{Observe}(B)\) then \(h^{(v,v')}(D) = \text{select}_B(D)\);
   e) otherwise, that is if \(v\) is a branching node with condition \(B\), we compute \(h^{(v,v')}\) as follows:

   with \(v_1\) the true-successor of \(v\) and \(v_2\) the false-successor of \(v\), let \(D_1 = \text{select}_B(D)\) and \(D_2 = \text{select}_B(D)\); then let \(h^{(v,v')}(D) = D'_1 + D'_2\), where for each \(i \in \{1, 2\}, D'_i\) is given as
   - if \(\text{LAP}(v_i, v') < \text{LAP}(v, v')\) then \(D'_i = h^{(v_i,v')}(D'_i)\);
   - if \(\text{LAP}(v_i, v') \geq \text{LAP}(v, v')\) (and thus \(v\) is cycle-inducing) then \(D'_i = h^{(v,v')}(D_i)\).

**Lemma 2.20** \(\mathcal{H}\) maps from \(\text{PD} \to \kappa \Rightarrow \Rightarrow \kappa\) to itself (with \(\text{PD}\) considered a discrete cpo).

**Proof:** We first show that if \(h_0^{(v,v')}\) is continuous for all \((v, v') \in \text{PD}\) then with \(h = \mathcal{H}(h_0)\), then \(h^{(v,v')}\) is continuous for all \((v, v') \in \text{PD}\). But this follows by an easy induction in \(\text{LAP}(v, v')\), using Lemmas 2.16, 2.17 and 2.18 and the fact that the composition of two continuous functions is continuous.

Thus \(\mathcal{H}\) is a mapping from \(\text{PD} \to \Rightarrow \Rightarrow \kappa\) to itself. The claim now follows since all functions from the discrete cpo \(\text{PD}\) are continuous, as a chain in \(\text{PD}\) can contain only one element.

**Lemma 2.21** The functional \(\mathcal{H}\) is continuous on \(\text{PD} \to \kappa \Rightarrow \Rightarrow \kappa\).

**Proof:** Consider a chain \(\{g_k : k\}\), so as to prove that \(\mathcal{H}_X(\lim_{k \to \infty} g_k) = \lim_{k \to \infty} \mathcal{H}_X(g_k)\). For all \((v, v') \in \text{PD}\) and all \(D\) in \(\kappa\), we must thus prove

\[ \mathcal{H}_X(\lim_{k \to \infty} g_k)(v, v')(D) = \lim_{k \to \infty} \mathcal{H}_X(g_k)(v, v')(D) \]
and shall do so by induction in LAP(v, v'), with a case analysis in Definition 2.19. We consider some typical cases:

- If Lab(v) is of the form x := E then both sides evaluate to assign_{x:=E}(D).
- If v' \neq v''$ where v'' = 1PPD(v) then we have the calculation

\[
\mathcal{H}(\lim_{k \to \infty} g_k)(v, v')(D) = \mathcal{H}(\lim_{k \to \infty} g_k)(v'', v')(\mathcal{H}(\lim_{k \to \infty} g_k)(v, v'')(D))
\]

\[
= (\lim_{k \to \infty} \mathcal{H}(g_k)(v'', v'))(\lim_{k \to \infty} \mathcal{H}(g_k)(v, v'')(D))
\]

\[
= \lim_{k \to \infty} \mathcal{H}(g_k)(v, v')(D)
\]

where the second equality follows from the induction hypothesis, and the third equality from continuity of $\mathcal{H}(g_k)(v'', v')$ (Lemma 2.20).

- If v is a branching node with condition B, true-successor $v_1$, and false-successor $v_2$, where LAP($v_1, v'$) $\geq$ LAP($v, v'$) and LAP($v_2, v'$) $<$ LAP($v, v'$) (other cases are similar), with $D_1 = \text{select}_D(g)$ and $D_2 = \text{select}_{\neg B}(D)$ we have the calculation (where the second equality follows from the induction hypothesis):

\[
\mathcal{H}(\lim_{k \to \infty} g_k)(v, v')(D) = \lim_{k \to \infty} g_k(v_1, v')(D_1) + \mathcal{H}(\lim_{k \to \infty} g_k)(v_2, v')(D_2)
\]

\[
= \lim_{k \to \infty} (g_k(v_1, v')(D_1) + \mathcal{H}(g_k)(v_2, v')(D_2))
\]

\[
= \lim_{k \to \infty} \mathcal{H}(g_k)(v, v')(D).
\]

**Proposition 2.22** The functional $\mathcal{H}$ has a least fixed point (belonging to $\text{PD} \rightarrow c (\mathcal{D} \rightarrow c \mathcal{D})$), called $\text{fix}(\mathcal{H})$, and given as $\lim_{k \to \infty} \mathcal{H}^k(0)$, that is the limit of the chain \{ $\mathcal{H}^k(0)$ | $k$ \} (where $\mathcal{H}^k(0)$ denotes $k$ applications of $\mathcal{H}$ to the modification function that maps all distributions to 0).

**Proof:** This follows from Lemma 2.12, using Lemmas 2.21 and 2.14. 

We can now define the meaning of a pCFG:

**Definition 2.23 (Meaning of Probabilistic Control Flow Graph)** Given a pCFG, we define its meaning $\omega$ as $\omega = \text{fix}(\mathcal{H})$. That is, $\omega = \lim_{k \to \infty} \omega_k$ where $\omega_k = \mathcal{H}^k(0)$ (thus $\omega_0 = 0$).

Thus for all $k > 0$ we have $\omega_k = \mathcal{H}(\omega_{k-1})$. Intuitively speaking, $\omega_k$ is the meaning of the pCFG assuming that control is allowed to loop, that is move “backwards”, at most $k - 1$ times.

**Lemma 2.24** For each $(v, v') \in \text{PD}$, and each $k \geq 0$, it holds that $\omega_k(v, v')$ is additive, multiplicative and non-increasing; it is even deterministic if the pCGF is deterministic.

**Proof:** We do induction in $k$, with the case $k = 0$ trivial as the function 0 is obviously additive, multiplicative and non-increasing, and deterministic.

For the inductive step, we have to prove that the functional $\mathcal{H}$ preserves the property of being additive, multiplicative, non-increasing, and (if the pCFG is deterministic) being deterministic. But that is an easy induction in LAP(v, v'), using Lemmas 2.16, 2.17 and 2.18. 

**Lemma 2.25** For each $(v, v') \in \text{PD}$, it holds that $\omega^{(v, v')}$ is additive, multiplicative and non-increasing; it is even deterministic if the pCFG is deterministic.

**Proof:** The claim follows from Lemma 2.24 and the fact that when $f = \lim_{k \to \infty} f_k$ then

- if each $f_k$ is additive then $f$ is additive, since $f(D_1 + D_2) = \lim_{k \to \infty} f_k(D_1 + D_2) = \lim_{k \to \infty} (f_k(D_1) + f_k(D_2)) = \lim_{k \to \infty} f_k(D_1) + \lim_{k \to \infty} f_k(D_2) = f(D_1) + f(D_2)$;
- if each $f_k$ is multiplicative then $f$ is multiplicative, since $f(cD) = \lim_{k \to \infty} f_k(cD) = \lim_{k \to \infty} cf_k(D) = cf(D)$;
1: $x := \text{Random}(\psi_4)$
2: $y := \text{Random}(\psi_4)$
3: Observe($x + y \geq 5$)
4: Return($x$)

1: $x := \text{Random}(\psi_4)$
2: $y := 0$
3: $x \geq 2$
4: $y < 3$
5: $y := A$
6: Return($x$)

Figure 2: The pCFGs $G_1$ and $G_2$ (copied from Figure 1).

- if each $f_k$ is non-increasing then $f$ is non-increasing, since (by Lemma 2.15) $\sum f(D) = \sum \lim_{k \to \infty} f_k(D) = \lim_{k \to \infty} \sum f_k(D) \leq \lim_{k \to \infty} \sum D = \sum D$;
- if each $f_k$ is deterministic then $f$ is deterministic: to see this, let concentrated $D$ be given; we must prove that $f(D)$ is concentrated. If $f(D) = 0$, the claim is obvious. Otherwise, there exists $m$ and $s_0 \in \mathcal{F}$ such that $f_m(D)(s_0) > 0$. As $\{f_k \mid k\}$ is a chain, we infer that for all $n \geq m$ we have $f_n(D)(s_0) > 0$, which as each $f_n$ is deterministic implies that for all $s \in \mathcal{F}$ with $s \neq s_0$ we have $f_n(D)(s) = 0$, and thus the desired $f(D)(s) = 0$.

\[ \square \]

2.2.6 Examples

We now illustrate our semantics on the pCFGs from Figure 1 (which for the reader’s convenience we have copied into Figure 2); for both pCFGs, we assume that $\psi = \{x, y\}$.

Analyzing $G_1$. Given an arbitrary distribution $D$ with $\sum D = 1$, let $D_1 = \omega^{(1,2)}(D)$, and let $D_2 = \omega^{(1,3)}(D) = \omega^{(2,3)}(D_1)$. We now have the calculation

\[
D_2(s_2) = \psi_4(s_2(y)) \left( \sum_{s_1 \in \mathcal{F} \mid s_2 = s_1[y \rightarrow s_2(y)]} D_1(s_1) \right)
\]

\[
= \psi_4(s_2(y)) \left( \sum_{s_1 \in \mathcal{F} \mid s_2 = s_1[y \rightarrow s_2(y)]} \psi_4(s_1(x)) \left( \sum_{s \in \mathcal{F} \mid s_1 = x[s \rightarrow s_1]} D(s) \right) \right)
\]

\[
= \psi_4(s_2(y)) \psi_4(s_2(x)) \left( \sum_{s, s_1 \in \mathcal{F} \mid s_2 = s[x \rightarrow s_2(x)] \cup y \rightarrow s_2(y), s_1 = s[y \rightarrow s_2(x)]} D(s) \right)
\]

\[
= \psi_4(s_2(y)) \psi_4(s_2(x)) \left( \sum_{s \in \mathcal{F} \mid s_2 = s[x \rightarrow s_2(x)] \cup y \rightarrow s_2(y)]} D(s) \right)
\]

\[
= \psi_4(s_2(y)) \psi_4(s_2(x)) \left( \sum_{s \in \mathcal{F}} D(s) \right) = \psi_4(s_2(y)) \psi_4(s_2(x))
\]

from which we conclude that $D_2(\{x \mapsto i, y \mapsto j\}) = \frac{1}{10}$ for $i, j \in \{0..3\}$, and $D_2(s) = 0$ otherwise.
Observe that if \( j \) then \( D \). Similarly, for \( y \):

\[
D'(\{x \mapsto 2, \ y \mapsto 3\}) = D'(\{x \mapsto 3, \ y \mapsto 2\}) = D'(\{x \mapsto 3, \ y \mapsto 3\}) = \frac{1}{16} \ (0 \text{ otherwise}).
\]

**Analyzing** \( G_2 \) We restrict our attention to \( \omega^{(4,6)} \), in particular when applied to a generic concentrated distribution \( D'_{i,j} \) defined by stipulating

\[
D'_{i,j}(s) = \begin{cases} r & \text{if } s = \{x \mapsto i, \ y \mapsto j\} \\ 0 & \text{otherwise} \end{cases}
\]

(Observe that when control first reaches node 4, the distribution is \( D_{4,0} + D_{4,0} \) since \( y \) is zero, and for \( x \), only the values 2 and 3 lead to node 4 while the values 0 and 1 do not.) Before looking at the various possibilities for the assignment at node 5, let us do some general reasoning.

Clause 2 in Definition 2.19 (and the definition of \( \omega_0 \)) gives us

\[
\forall k \geq 0, \forall D \in \text{Dist} : \omega_k^{(5,6)}(D) = \omega_k^{(4,6)}(\omega_k^{(5,4)}(D)). \quad (1)
\]

Observe that if \( j \geq 3 \) then select \( y < 3(D'_{i,j}) = 0 \) and select \( y < 3(D'_{i,j}) = D'_{i,j} \), whereas if \( j < 3 \) then select \( y < 3(D'_{i,j}) = 0 \) and select \( y < 3(D'_{i,j}) = D'_{i,j} \).

Since \( \text{LAP}(5,6) > \text{LAP}(4,6) \), clause 2 in Definition 2.19 (substituting \( \omega_{k-1} \) for \( h_0 \)) gives us for \( j < 3 \) and \( k \geq 1 \):

\[
\omega_k^{(4,6)}(D'_{i,j}) = \omega_{k-1}^{(5,6)}(D'_{i,j}) + \omega_k^{(6,6)}(0) = \omega_{k-1}^{(5,6)}(D'_{i,j}) \text{ and thus}
\]

\[
\forall j < 3, \forall k \geq 1 : \omega_k^{(4,6)}(D'_{i,j}) = \omega_{k-1}^{(5,6)}(D'_{i,j}). \quad (2)
\]

Similarly, for \( j \geq 3 \) and \( k \geq 1 \) we have \( \omega_k^{(4,6)}(D'_{i,j}) = \omega_{k-1}^{(5,6)}(0) + \omega_k^{(6,6)}(D'_{i,j}) = 0 + D'_{i,j} \); thus

\[
\forall j \geq 3, \forall k \geq 1 : \omega_k^{(4,6)}(D'_{i,j}) = D'_{i,j}. \quad (3)
\]

We now look at the various cases for the assignment at node 5 (always assuming \( i \in \{0..3\} \)).

\( y := 1 \) For all \( k \geq 1 \), and all \( j < 3 \), we have \( \omega_k^{(5,4)}(D'_{i,j}) = D'_{i,j+1} \) and by (1) thus \( \omega_k^{(5,6)}(D'_{i,j}) = \omega_k^{(4,6)}(D'_{i,j}) \) (which also holds for \( k \geq 0 \)). Thus from (2) we get that \( \omega_k^{(4,6)}(D'_{i,j}) = \omega_{k-1}^{(4,6)}(D'_{i,j+1}) \) for all \( k \geq 1 \) and \( j < 3 \). As \( \omega_0 = 0 \), we see by induction that \( \omega_k^{(4,6)}(D'_{i,j}) = 0 \) for all \( k \geq 0 \) and \( j < 3 \), and for all \( j < 3 \) we thus have

\[
\omega^{(4,6)}(D'_{i,j}) = 0
\]

which confirms that from node 4 the probability of termination is zero (actually termination is impossible) and that certainly \( \omega^{(4,6)} \) is not sum-preserving.

\( y := y + 1 \) For all \( k \geq 1 \), and all \( j < 3 \), we have \( \omega_k^{(5,4)}(D'_{i,j}) = D'_{i,j+1} \) and by (1) thus \( \omega_k^{(5,6)}(D'_{i,j}) = \omega_k^{(4,6)}(D'_{i,j}) \) (which also holds for \( k \geq 0 \)). Thus from (2) we get that \( \omega_k^{(4,6)}(D'_{i,j}) = \omega_{k-1}^{(4,6)}(D'_{i,j+1}) \) for all \( k \geq 1 \) and \( j < 3 \). We infer by (3) that for all \( j < 3 \), and all \( k > 3 - j \),

\[
\omega_k^{(4,6)}(D'_{i,j}) = \omega_{k-(3-j)}^{(4,6)}(D'_{i,3}) = D'_{i,3}
\]

and thus we infer that for all \( j < 3 \) we have

\[
\omega^{(4,6)}(D'_{i,j}) = D'_{i,3}
\]

which confirms that when \( y < 3 \) the loop terminates with \( y = 3 \).
The Structured Probabilistic Language

For all \( k \geq 1 \), and all \( j < 3 \), with \( s' \) with \( s'(x) = i \) and \( s'(y) \in \{0..3\} \) we have

\[
\omega_k^{(5,4)}(D'_{i,j})(s') = \psi_i(s'(y)) \sum_{s \in \mathcal{F} \mid s = x[s' \rightarrow s'(y)]} D'_{i,j}(s) = 0.25 \cdot r = 0.25 \cdot \sum_{q=0,1,2,3} D'_{i,q}(s')
\]

from which we infer that

\[
\omega_k^{(5,4)}(D'_{i,j}) = 0.25 \cdot \sum_{q=0,1,2,3} D'_{i,q}
\]

and by \((1)\), together with the fact (Lemma 2.24) that \( \omega_k^{(4,6)} \) is additive and multiplicative, thus

\[
\omega_k^{(5,6)}(D'_{i,j}) = 0.25 \cdot \sum_{q=0,1,2,3} (\omega_k^{(4,6)}(D'_{i,q}))
\]

(which also holds for \( k \geq 0 \)) so from \((2)\) we get that

\[
\forall k \geq 1, j < 3 : \omega_k^{(4,6)}(D'_{i,j}) = 0.25 \cdot \left( \sum_{q=0,1,2,3} \omega_{k-1}^{(4,6)}(D'_{i,q}) \right).
\]

One can easily prove by induction in \( k \) that if \( j_1 < 3 \) and \( j_2 < 3 \) then \( \omega_k^{(4,6)}(D'_{i,j_1}) = \omega_k^{(4,6)}(D'_{i,j_2}) \) so if we define \( D_k = \omega_k^{(4,6)}(D'_{i,0}) \) we have \( \omega_k^{(4,6)}(D'_{i,j}) = D_k \) for all \( j < 3 \). We now establish

\[
l_{k \rightarrow \infty} D_k = D'_{i,3}
\]

which will demonstrate that a loop from node 4 will terminate, with \( y = 3 \), with probability 1.

To show \((5)\), observe that \((4)\) together with \((3)\) makes it easy to prove by induction that \( D_k(s) = 0 = D'_{i,3}(s) \) for all \( k \geq 0 \) when \( s \not\notin \{x \rightarrow i, y \rightarrow 3\} \), and also gives the recurrences

\[
\begin{align*}
D_0(s_3) &= 0 \\
D_1(s_3) &= 0 \\
D_k(s_3) &= 0.75 \cdot D_{k-1}(s_3) + 0.25 \cdot r \text{ for } k \geq 2
\end{align*}
\]

when \( s_3 = \{x \rightarrow i, y \rightarrow 3\} \). We must prove that \( l_{k \rightarrow \infty} D_k(s_3) = r \) (as \( D'_{i,3}(s_3) = r \)) but this follows, with \( a = 0.75 \) and \( b = 0.25 \), from a general result:

**Lemma 2.26** If \( \{x_i \mid i\} \) is a sequence of non-negative reals, satisfying \( x_0 = x_1 = 0 \) and \( x_k = ax_{k-1} + br \) for \( k > 1 \) where \( a, b, r \) are non-negative reals with \( b > 0 \) and \( a + b = 1 \), then \( l_{i \rightarrow \infty} x_i = r \).

**Proof:** Observe that: (i) \( \{x_i \mid i\} \) is a chain (as can be seen by induction since \( x_0 = x_1 \leq x_2 \) and if \( x_k \leq x_{k+1} \) then \( x_{k+1} \leq x_{k+2} \)); (ii) \( x_i \leq r \) for all \( i \) since if \( x_k > r \) for some \( k \) then \( x_{k+1} = ax_k + br = (1-b)x_k + br = x_k + b(r-x_k) < x_k \) which contradicts \( \{x_i \mid i\} \) being a chain; (iii) thus \( l_{i \rightarrow \infty} x_i < \infty \) and since \( l_{i \rightarrow \infty} x_i = a \cdot l_{i \rightarrow \infty} x_i + br \) we get \( b \cdot l_{i \rightarrow \infty} x_i = (1-a)l_{i \rightarrow \infty} x_i = br \) from which we infer the desired \( l_{i \rightarrow \infty} x_i = r \). \( \square \)

### 3 The Structured Probabilistic Language

We now present the language for probabilistic programs used in, e.g., \([5, 6]\). This language is structured (unlike the pCFG-based language presented in Section 2), that is a program is built compositionally from constructs that combine basic constructs.
3.1 Syntax

A program is a statement followed by the return of an expression, where a statement $S$ is defined by the BNF in Figure 3 (the syntactic details differ slightly from what is presented in [5,6]). That is, a structured statement $S$ is either skip, an assignment $x := E$, a random assignment $x := \text{Random} (\psi)$, a conditioning statement $\text{Observe} (B)$, a sequential composition $S_1 \ ; \ S_2$, a conditional if $B$ then $S_1$ else $S_2$, or a while loop while $B$ do $S$.

3.2 Translation to pCFG Language

We now present a translation $\mathcal{T}$ from probabilistic structured programs (Section 3.1) to pCFGs (Section 2.1). Recall that a pCFG has a special node Start from which there is a path to all other nodes, and a unique End node with no outgoing edges (if it has a label it will be of the form Return$(x)$) to which there is a path from all other nodes.

Definition 3.1 (Translation from Structured Statements to pCFGs) For a structured statement $S$, we define a pCFG $\mathcal{T} (S)$ whose End node has no label, by structural induction in $S$:

- if $S$ is of the form skip, or $x := E$, or $x := \text{Random} (\psi)$, or $\text{Observe} (B)$, then $\mathcal{T} (S)$ is a pCFG with 2 nodes: Start with label as $S$, and End with no label; there is an edge from the Start node to the End node.

- if $S$ is of the form $S_1 \ ; \ S_2$, we inductively construct a pCFG $\mathcal{T} (S_1)$ with Start node $v_1$ and unlabeled End node $v'_1$, and a pCFG $\mathcal{T} (S_2)$ with Start node $v_2$ and unlabeled End node $v'_2$. The pCFG $\mathcal{T} (S_1 \ ; \ S_2)$ is then constructed by taking the union of $\mathcal{T} (S_1)$ and $\mathcal{T} (S_2)$ (which must have disjoint node sets), and augmenting the result as follows:
  1. let the Start node be $v_1$;
  2. let the End node be $v'_2$;
  3. give $v'_1$ the label Skip, and add an edge from $v'_1$ to $v_2$.

- if $S$ is of the form if $B$ then $S_1$ else $S_2$, we inductively construct a pCFG $\mathcal{T} (S_1)$ with Start node $v_1$ and unlabeled End node $v'_1$, and a pCFG $\mathcal{T} (S_2)$ with Start node $v_2$ and unlabeled End node $v'_2$. The pCFG $\mathcal{T} (\text{if} \ B \ \text{then} \ S_1 \ \text{else} \ S_2)$ is then constructed by taking the union of $\mathcal{T} (S_1)$ and $\mathcal{T} (S_2)$ (which must have disjoint node sets), and augmenting the result as follows:
  1. let the Start node be a fresh branching node $v$ with condition $B$, true-successor $v_1$, and false-
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Example 3.4 Let the structured program $P$ be given by

$$P_2 \triangledown x := \text{Random}(\psi_4); y := 0; \text{if } x \geq 2 \text{ then while } y < 3 \text{ do } y := A \text{ else skip } \text{return}(x)$$

It is easy to see that $T(P_2)$ can be simplified (by compression of edges from nodes labeled Skip) into a pCFG that is isomorphic to $G_2$ depicted in Figure 4(right).

For a given pCFG $G$, there may not exist a structured program $P$ such that $G$ is isomorphic to a simplification of $T(P)$. A necessary condition is that $G$ is “reducible”.

3.3 Semantics

We now present, following [5, 6], the semantics of the structured language. The semantics manipulates “expectation functions” where an expectation function $F$ is a function from stores to non-negative reals; we can think of $F(s)$ as the expected return value for store $s$. The semantics of a statement $S$, written $[S]$, is a transformation of expectation functions; with $[S]F' = F$, one should think of $F'$ as taking a store after $S$ and giving its expected return value, and $F$ as taking a store before $S$ and giving its expected return value.

In Figure 4 we define $[S]$ by a definition inductive in $S$. Let us explain a few cases:

- the expected return value for a store before an assignment $x := E$ equals the expected return value for the updated store;
- the expected return value for a store before a random assignment $x := \text{Random}(\psi)$ can be found by taking the weighted average of the expected return values for the possible updated stores;
- the expected return value for a store before a conditioning statement $\text{Observe}(B)$ is 0 if $B$ is not true;
- the semantics of a while loop $\text{while } B \text{ do } S$ can be found as the limit of the semantics of the $k$th iteration, $\text{while } B \text{ do}_k S$, which is defined inductively in $k$ as follows:

\[
\text{while } B \text{ do}_0 S = \text{Observe}(\text{false})
\]

\[
\text{while } B \text{ do}_{k+1} S = \text{if } B \text{ then } (S; \text{while } B \text{ do}_k S) \text{ else skip}
\]
Given a failure function $F$ for all $F$ that map stores into non-negative reals, and all stores $s$, we have $\perp$ of initial store is irrelevant. This motivates the following definition \cite{5} of the normalized fail conditioning statements count as zero; such runs should rather not be taken into account at all. This
\begin{align}
F & = [\text{skip}]F' \quad \text{iff} \quad F = F' \\
F & = [\text{x := E}]F' \quad \text{iff} \quad F(s) = F'(s[x \mapsto [E]s]) \text{ for all } s \\
F & = [\text{x := Random(\psi)}]F' \quad \text{iff} \quad F(s) = \sum_{z \in \mathbb{Z}} \psi(z)F'(s[x \mapsto z]) \text{ for all } s \\
F & = [\text{Observe(B)}]F' \quad \text{iff} \quad F(s) = F'(s) \text{ for all } s \text{ with } [B]s \\
F & = [S_1 ; S_2]F' \quad \text{iff} \quad F = [S_1]([S_2]F') \\
F & = [\text{if } B \text{ then } S_1 \text{ else } S_2]F' \quad \text{iff} \quad F(s) = [S_1](F')(s) \text{ for all } s \text{ with } [B]s \\
F & = [\text{while } B \text{ do } S]F' \quad \text{iff} \quad F(s) = \lim_{k \to \infty} F_k(s) \text{ for all } s \\
& \quad \text{where } F_0(s) = 0 \\
& \quad \text{and } F_{k+1}(s) = [S](F_k(s)) \text{ if } [B]s \\
& \quad \text{and } F_{k+1}(s) = F'(s) \text{ otherwise}
\end{align}

Figure 4: The semantics of a structured probabilistic statement.

Example 3.5 Consider the statement $S_1$ given by (cf. Example \[3.3\])

$S_1 \equiv x := \text{Random}(\psi_4); \ y := \text{Random}(\psi_4); \ \text{Observe}(x + y \geq 5)$.

For all $F$ that map stores into non-negative reals, and all stores $s$, we have

\begin{align}
[S_1]F & = [x := \text{Random}(\psi_4); \ y := \text{Random}(\psi_4); \ \text{Observe}(x + y \geq 5)]F \ s \\
& = \sum_{q \in [0.3]} \frac{1}{4}([y := \text{Random}(\psi_4); \ \text{Observe}(x + y \geq 5)]F \ s[x \mapsto q]) \\
& = \sum_{q \in [0.3]} \frac{1}{4} \left( \sum_{q' \in [0.3]} \frac{1}{4}([\text{Observe}(x + y \geq 5)]F \ s[x \mapsto q][y \mapsto q']) \right) \\
& = \frac{1}{16} \left( F(s[x \mapsto 2][y \mapsto 3]) + F(s[x \mapsto 3][y \mapsto 2]) + F(s[x \mapsto 3][y \mapsto 3]) \right).
\end{align}

For a program $P = S \text{ return}(E)$, the expectation function at the end will map $s$ into $[E]s$, and thus the expectation function at the beginning appears to be given as $[S][\lambda s. [E]s]$. But this assumes that runs that fail conditioning statements count as zero; such runs should rather not be taken into account at all. This motivates the following definition $\llbracket S \rrbracket$ of the normalized semantics of a structured program:

\begin{equation}
\llbracket S \text{ return}(E) \rrbracket = \frac{\llbracket S \rrbracket(\lambda s. [E]s)(\perp)}{\llbracket S \rrbracket(\lambda s. 1)(\perp)}
\end{equation}

where $\perp$ is an “initial store” (if we demand that all variables are defined before they are used then the choice of initial store is irrelevant).
To illustrate this definition, let us look at \( P_1 \) as defined in Example 3.3. Here \( P_1 = S_1 \text{return}(x) \) with \( S_1 \) defined as in Example 3.5 and from that example we see (since \( \llbracket x \rrbracket s = s(x) \)) that
\[
\llbracket S_1 \rrbracket (\lambda s. \llbracket x \rrbracket s)(\bot) = \frac{1}{16}(2 + 3 + 3) = \frac{8}{16}
\]
\[
\llbracket S_1 \rrbracket (\lambda s.1)(\bot) = \frac{1}{16}(1 + 1 + 1) = \frac{3}{16}
\]
and hence we see by (6) that
\[
\llbracket P_1 \rrbracket = \frac{\llbracket S_1 \rrbracket (\lambda s.\llbracket x \rrbracket s)(\bot)}{\llbracket S_1 \rrbracket (\lambda s.1)(\bot)} = \frac{8}{3}.
\]
This makes sense: if \( P_1 \) terminates then \( x + y \geq 5 \) which holds in 3 cases; in two cases, \( x = 3 \) whereas in one case, \( x = 2 \), for a weighted average of \( 2 \frac{2}{3} \).

4 Adequacy Result for the Two Semantics

To motivate how the semantics in Section 3.3 relates to the semantics in Section 2.2, consider \( S_1 \) as defined in Example 3.5. Then, cf. Example 3.3, \( T(S_1) \) is the pCFG \( G_1 \) depicted in Figure 1(left), except that node 4 is unlabeled.

In Example 3.5 we saw that if \( F = \llbracket S_1 \rrbracket F' \) for some \( F' \) then for all stores \( s \) we have
\[
F(s) = \frac{1}{16} \left( F'(s[x \mapsto 2][y \mapsto 3]) + F'(s[x \mapsto 3][y \mapsto 2]) + F'(s[x \mapsto 3][y \mapsto 3]) \right).
\]
In Section 2.2.6 we saw that if \( D' = \omega^{(1,4)}(D) \) for some \( D \) with \( \sum D = 1 \) then
\[
D'(s) = \begin{cases} \frac{1}{16} & \text{if } s \in \{x \mapsto 2, y \mapsto 3\}, \{x \mapsto 3, y \mapsto 2\}, \{x \mapsto 3, y \mapsto 3\} \\ 0 & \text{otherwise.} \end{cases}
\]
We now observe that (with the first equality due to \( F(s) \) not depending on \( s \) as \( U = \{x,y\} \))
\[
\sum_{s \in \mathcal{S}} F(s)D(s) = F(s) \sum_{s \in \mathcal{S}} D(s) = F(s)
\]
\[
= \frac{1}{16} F'\{x \mapsto 2, y \mapsto 3\} + \frac{1}{16} F'\{x \mapsto 3, y \mapsto 2\} + \frac{1}{16} F'\{x \mapsto 3, y \mapsto 3\}
\]
\[
= \sum_{s \in \mathcal{S}} F'(s)D'(s).
\]
And this is indeed an instance of the general result relating the two semantics:

**Theorem 1 (adequacy)** Let \( S \) be a structured statement, and let the pCFG \( \mathcal{T}(S) \) have Start node \( v \), and (unlabeled) End node \( v' \), and meaning \( \omega \) (cf. Definition 2.23).

If \( \llbracket S \rrbracket F' = F \) and \( \omega^{(v,v')}(D) = D' \) then
\[
\sum_{s \in \mathcal{S}} F(s)D(s) = \sum_{s \in \mathcal{S}} F'(s)D'(s).
\]
This result shows that we do not lose any information by using the semantics in Section 2.2 in that for any structured statement \( S \), and any expectation function \( F' \), we can retrieve \( F = \llbracket S \rrbracket F' \) from \( \omega \) for given \( s_0 \in \mathcal{F} \), define \( D_0 \) such that \( D_0(s_0) = 1 \) but \( D_0(s) = 0 \) otherwise; with \( D'_0 = \omega^{(v,v')}(D_0) \) we then have

\[
F(s_0) = \sum_{s \in \mathcal{F}} F(s)D_0(s) = \sum_{s \in \mathcal{F}} F'(s)D'_0(s).
\]

(7)

If the statement \( S \) (and thus also the pCFG \( \mathcal{F}(S) \)) is deterministic, that is it contains no random assignments or conditioning (cf. Definition 2.1), then by Lemma 2.25 we see that \( \omega^{(v,v')} \) is deterministic (cf. Section 2.2.3) and thus there will be some \( s_0' \in \mathcal{F} \) such that \( D'_0 \) is concentrated on \( s_0' \). Then (7) gives the equation

\[
F(s_0) = F'(s_0')D'_0(s_0').
\]

Since it is easy to see (as when proving Lemma 2.25) that for a pCFG without random assignments, if \( D \) maps into integers then also \( f(D) \) will map into integers, there are two possibilities:

- \( D'_0(s_0') = 0 \), which will happen if the program loops when run on input store \( s_0 \); in that case, \( F(s_0) = 0 \) which reflects that then the expected return value for \( s_0 \) is zero.
- \( D'_0(s_0') = 1 \), which will happen if the program terminates on \( s_0 \); in that case, \( F(s_0) = F'(s_0') \) which reflects that then the expected return value for the initial store equals the actual return value in the final store.

**Proof of Theorem 1**

We do structural induction in \( S \), with a case analysis.

- The case with \( S = \text{skip} \) is trivial, as then \( F = F' \) and \( D' = D \).
- For the case \( S = x := E \), the claim follows from the calculation

\[
\sum_{s' \in \mathcal{F}} F'(s')D'(s') = \sum_{s' \in \mathcal{F}} F'(s') \left( \sum_{s \in \mathcal{F}} \sum_{s' = x \rightarrow [E]s} D(s) \right) = \sum_{s \in \mathcal{F}} F'(s')D(s).
\]

- For the case \( S = x := \text{Random}(\psi) \), the claim follows from the calculation

\[
\sum_{s' \in \mathcal{F}} F'(s')D'(s') = \sum_{s' \in \mathcal{F}} F'(s') \left( \psi(s'(x)) \sum_{s \in \mathcal{F}} \sum_{s' = x \rightarrow s'(x)} D(s) \right) = \sum_{s \in \mathcal{F}} \sum_{s' = x \rightarrow z} F'(s')\psi(s'(x))D(s) = \sum_{s \in \mathcal{F}} \sum_{s' = x \rightarrow z} F'(s[x \rightarrow z])\psi(z)D(s).
\]

- For the case \( S = \text{Observe}(B) \), the claim follows from the calculation

\[
\sum_{s \in \mathcal{F}} F'(s)D'(s) = \sum_{s \in \mathcal{F}} F'(s)\text{select}_B(D)(s) = \sum_{s \in \mathcal{F}} F'(s)D(s).
\]

18
To handle the composite cases, we need to ensure that the equation $\omega(v, v') = \omega(v, v'); \omega(v', v')$ (and similarly for $\omega_k$) holds for all $(v, v'), (v'', v') \in PD$. (Here “;” denotes function composition: $(f; g)(x) = g(f(x))$.) Observe that from case 2 in Definition 2.19 we know only that the equation holds when $v'' = 1PPD(v)$.

**Lemma 4.1** Given a pCFG, let $H$ be given as in Definition 2.19. For all $(v, v_1), (v_1, v_2) \in PD$, and for all $h_0 \in PD \rightarrow D \rightarrow D$, with $h = H(h_0)$ we have

$$h(v, v_2) = h(v, v_1); h(v_1, v_2).$$

**Proof:** The claim is by induction in LAP$(v, v_1)$. If $v_1 = v$, the claim is obvious (as then $h(v, v_1)$ is the identity); if $v_1 = 1PPD(v)$, the equality follows from the definition of $H$.

So assume that with $v_0 = 1PPD(v)$ we have $v_1 \neq v$ and $v_1 \neq v_0$. By Lemma 2.7, LAP$(v_0, v_1) <$ LAP$(v, v_1)$. Inductively, we thus have $h(v_0, v_2) = h(v_0, v_1); h(v_1, v_2)$ which gives us the desired result:

$$h(v, v_2) = h(v, v_1); h(v_1, v_2) = h(v_0, v_1); h(v_1, v_2) = h(v, v_1); h(v_1, v_2).$$

**Lemma 4.2** Given a pCFG, let $\omega$ be as in Definition 2.23. For all $(v, v_1), (v_1, v_2) \in PD$:

$$\omega(v, v_2) = \omega(v, v_1); \omega(v_1, v_2).$$

**Proof:** This follows from Lemma 4.1 since $\omega = H(\omega)$.

We now resume the proof of Theorem 1 giving the 3 composite cases. In each of them, we exploit that if a pCFG $G_1$ with $\text{Start}$ node $v_1$ and unlabeled End node $v'_1$ is a subgraph of a pCFG $G$, where in $G$, $v'_1$ has been labeled and an outgoing edge added, then $\omega(v, v'_1) = \omega(v, v_1)$ where $\omega$ is the meaning (cf. Definition 2.23) of $G$, and $\omega_1$ is the meaning of $G_1$. This follows since Definition 2.19 does not make use of the label of $v'$ when defining $h(v, v')$.

- For the case $S = S_1; S_2$, recall that the pCFG $G = \mathcal{T}(S)$, with $\text{Start}$ node $v$ and End node $v'$, is constructed by taking the union of $\mathcal{T}(S_1)$, with $\text{Start}$ node $v$ and End node $v'_1$, and $\mathcal{T}(S_2)$, with $\text{Start}$ node $v_2$ and End node $v'$, and then giving $v'_1$ the label $\text{Skip}$, and adding an edge from $v'_1$ to $v_2$. In $G$ it is thus the case that $v'$ postdominates $v_2$, $v_2 = 1PPD(v'_1)$, and $v'_1$ postdominates $v$. Hence we infer, by Lemma 4.2, that there exists $D''$ such that

$$D'' = \omega(v, v'_1)(D) \quad \text{and} \quad D = \omega(v_2, v')(D'').$$

From Figure 4, we see that there exists $F''$ such that $F'' = [[S_2]]F'$ and $F = [[S_1]]F''$. By applying the induction hypothesis to first $S_2$ and next $S_1$, we get the desired

$$\sum_{s \in \mathcal{F}} F'(s)D'(s) = \sum_{s \in \mathcal{F}} F''(s)D''(s) = \sum_{s \in \mathcal{F}} F(s)D(s).$$

- For the case $S = \text{if} B \text{ then } S_1 \text{ else } S_2$, recall that the pCFG $G = \mathcal{T}(S)$ is constructed by taking the union of $\mathcal{T}(S_1)$, with $\text{Start}$ node $v_1$ and End node $v'_1$, and $\mathcal{T}(S_2)$, with $\text{Start}$ node $v_2$ and End node $v'_2$, and then letting the $\text{Start}$ node $v$ be a branching node with condition $B$ and true-successor $v_1$ and false-successor $v_2$, and for each of $v'_1$ and $v'_2$ give it the label $\text{Skip}$, and add an edge to the End node $v'$. In $G$ it is thus the case that $v' = 1PPD(v)$.

Hence, with $D_1 = \text{select}_B(D)$ and $D_2 = \text{select}_{\neg B}(D)$, and with $D'_1 = \omega(v, v'_1)(D_1)$ and $D'_2 = \omega(v_2, v'_2)(D_2)$, by Lemma 4.2 we have the calculation

$$D' = \omega(v, v')(D) = \omega(v, v')(D_1) + \omega(v_2, v')(D_2) = \omega(v, v'_1)(D_1) + \omega(v_2, v'_2)(D_2) = D'_1 + D'_2.$$
From Figure 4 we see that \( F(s) = \llbracket S_1 \rrbracket (F')(s) \) if \( \llbracket B \rrbracket \) holds, and \( F(s) = \llbracket S_2 \rrbracket (F')(s) \) otherwise. By applying the induction hypothesis to \( S_1 \) and \( S_2 \), the claim now follows from the calculation

\[
\sum_{s \in \mathcal{F}} F'(s)D'(s) = \sum_{s \in \mathcal{F}} F'(s)D_1'(s) + \sum_{s \in \mathcal{F}} F'(s)D_2'(s)
\]

\[
= \sum_{s \in \mathcal{F}} (\llbracket S_1 \rrbracket (F')(s) \cdot D_1(s)) + \sum_{s \in \mathcal{F}} (\llbracket S_2 \rrbracket (F')(s) \cdot D_2(s))
\]

\[
= \sum_{s \in \mathcal{F}} F(s)D(s) + \sum_{s \in \mathcal{F}} F(s)D(s) = \sum_{s \in \mathcal{F}} F(s)D(s).
\]

• For the case \( S = \textbf{while } B \textbf{ do } S_1 \), recall that the pCFG \( G = \mathcal{T}(S) \), with \texttt{Start} node \( v \) and \texttt{End} node \( v' \), is constructed by augmenting \( \mathcal{T}(S) \), with \texttt{Start} node \( v_1 \) and \texttt{End} node \( v'_1 \), as follows: let \( v \) be a branching node with condition \( B \) and \texttt{true}-successor \( v_1 \) and \texttt{false}-successor \( v' \), and add an edge from \( v'_1 \) (now labeled \texttt{Skip}) to \( v \). In \( G \) it is thus the case that \( v' = 1PPD(v) \), and that \( v \) postdominates \( v'_1 \) which postdominates \( v_1 \); moreover, \( \text{LAP}(v, v') = 1 < \text{LAP}(v_1, v') \). For each \( k \geq 0 \) we thus have the calculation

\[
\omega_{k+1}^{(v,v')}(D) = \omega_{k+1}^{(v',v')}(\text{select}_{B}(D)) + \omega_k^{(v'_1,v')}\left(\text{select}_{B}(D)\right)
\]

\[
= \text{select}_{B}(D) + \omega_k^{(v,v')}\left(\text{select}_{B}(D)\right).
\]

where the first equality follows by clause \texttt{Se} in Definition \ref{def:3} and where the second equality is obvious if \( k = 0 \) and otherwise follows by Lemma \ref{lem:4.1}(since \( \omega_k^{(v'_1,v')} \) is the identity).

For our proof, it is convenient to define a chain \( \{g_k \mid k \} \) of functions in \( D \rightarrow_c D \) by stipulating

\[
g_0(D) = 0
\]

\[
g_{k+1}(D) = \text{select}_{B}(D) + g_k(\omega_k^{(v_1,v'_1)}\left(\text{select}_{B}(D)\right)).
\]

Observe that for all \( k \), and all \( D \), we have

\[
\omega_k^{(v,v')}(D) \leq g_k(D).
\]

This is trivial for \( k = 0 \), and for the inductive step we have

\[
\omega_{k+1}^{(v,v')}(D) = \text{select}_{B}(D) + \omega_k^{(v,v')}\left(\text{select}_{B}(D)\right)
\]

\[
\leq \text{select}_{B}(D) + g_k(\omega_k^{(v_1,v'_1)}\left(\text{select}_{B}(D)\right))
\]

\[
= \omega_{k+1}(D).
\]

For all \( k \), and all \( D \), we also have

\[
g_k(D) \leq \lim_{k \rightarrow \infty} \omega_k^{(v,v')}(D).
\]

(9)

For \( k = 0 \) this is obvious, and for the inductive step we have

\[
g_{k+1}(D) = \text{select}_{B}(D) + g_k(\omega_k^{(v_1,v'_1)}\left(\text{select}_{B}(D)\right))
\]

\[
= \text{select}_{B}(D) + g_k(\lim_{k \rightarrow \infty} \omega_k^{(v_1,v'_1)}\left(\text{select}_{B}(D)\right))
\]

\[
\leq \text{select}_{B}(D) + \lim_{k \rightarrow \infty} \omega_k^{(v'_1,v')}\left(\text{select}_{B}(D)\right)
\]

\[
= \lim_{k \rightarrow \infty} \omega_k^{(v'_1,v')}\left(\text{select}_{B}(D)\right)
\]

\[
= \lim_{k \rightarrow \infty} \omega_{k+1}^{(v,v')}(D).
\]
From (8) and (9) we see that for all \( k \), and all \( D \), we have
\[
\omega_k^{(v^1,v^1)}(D) \leq g_k(D) \leq \lim_{k \to \infty} \omega_k^{(v^1,v^1)}(D)
\]
from which we infer that
\[
\text{for all } D : \lim_{k \to \infty} g_k(D) = \lim_{k \to \infty} \omega_k^{(v^1,v^1)}(D) \quad \text{(10)}
\]

The virtue of working on \( g_k \) rather than on \( \omega_k \) is that we can then prove the following result:

\[
\text{for all } k \text{ and } D, \quad \sum_{s \in \mathcal{F}} F_k(s) \cdot D(s) = \sum_{s \in \mathcal{F}} F'(s) \cdot g_k(D)(s) \quad \text{(11)}
\]

where in Figure 4 we defined \( F_k \) as follows:

\[
\begin{align*}
F_0(s) & = 0 \\
F_{k+1}(s) & = [S_1](F_k)(s) \text{ if } [B]s \\
F_{k+1}(s) & = F'(s) \text{ otherwise.}
\end{align*}
\]

The proof of (11) is by induction in \( k \), where the base case \( k = 0 \) is obvious as \( F_0 = 0 = g_0(D) \). For the inductive step, we have the calculation

\[
\sum_{s \in \mathcal{F}} F_{k+1}(s) \cdot D(s) = \sum_{s \in \mathcal{F}} [S_1](F_k)(s) \cdot D(s) + \sum_{s \in \mathcal{F}} F'(s) \cdot D(s)
\]

where the 3rd equality comes from applying the outer (structural) induction hypothesis to \( S_1 \) while the 4th equality comes from the inner induction hypothesis (in \( k \)).

Since \( F(s) = \lim_{k \to \infty} F_k(s) \) (by Figure 4), the desired claim now follows from

\[
\sum_{s \in \mathcal{F}} F(s)D(s) = \sum_{s \in \mathcal{F}} \lim_{k \to \infty} F_k(s)D(s) = \lim_{k \to \infty} \sum_{s \in \mathcal{F}} F_k(s)D(s) = \lim_{k \to \infty} \sum_{s \in \mathcal{F}} F'(s)g_k(D)(s) = \sum_{s \in \mathcal{F}} F'(s)\lim_{k \to \infty} \omega_k^{(v^1,v^1)}(D) = \sum_{s \in \mathcal{F}} F'(s)D'(s).
\]
5 Conclusion and Related Work

We have considered control flow graphs for probabilistic imperative programs, and developed a fixed-point based operational semantics (which in a companion paper [3] we have used to reason about the correctness of slicing such graphs).

We have stated and proved an adequacy result that shows that for control flow graphs that are translations of programs in a structured probabilistic language, our semantics is suitably related to that language’s denotational semantics as presented in Gordon et al. [5] and Hur et al. [6] (augmenting, in particular to handle conditioning, early work by Kozen [7]). In future work on probabilistic imperative programs, one thus has the freedom to choose the semantics that best fits the given purpose.
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