Alternating Deep Low-Rank Approach for Exponential Function Reconstruction and Its Biomedical Magnetic Resonance Applications
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Abstract—Undersampling can accelerate the signal acquisition but at the cost of bringing in artifacts. Removing these artifacts is a fundamental problem in signal processing and this task is also called signal reconstruction. Through modeling signals as the superimposed exponential functions, deep learning has achieved fast and high-fidelity signal reconstruction by training a mapping from the undersampled exponentials to the fully sampled ones. However, the mismatch, such as the sampling rate of undersampling, the organ and the contrast of imaging, between the training and target data will heavily compromise the reconstruction. To address this issue, we propose Alternating Deep Low-Rank (ADLR), which combines deep learning solvers and classic optimization solvers. Experiments on the reconstruction of synthetic and realistic biomedical magnetic resonance signals demonstrate that ADLR can effectively mitigate the mismatch issue and achieve lower reconstruction errors than state-of-the-art methods.

Index Terms—Low-rank, optimization, deep learning, exponential function, biomedical magnetic resonance

I. Introduction

A. Applications of Exponential Functions

In many signals processing, signals can be expressed by the exponential function in many scenarios, such as radar [1], sonar [2], analog-to-digital converter [3], single event-related potentials in the brain [4] and signal from magnetic resonance (MR) [5-7]. As one of the most valuable modern biomedical tools, the MR technology can analyze protein characteristics [5, 7-12], anatomical structure [13-16] and the spatial distribution of cellular metabolites [17, 18]. Bloch equation describes the generation mechanism of MR signals, which can be expressed
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by exponential functions [5, 6]. Thus, utilizing the characteristic of exponentials is important in the applications of biomedical MR [5, 8-10, 14, 19, 20].

In general, the \( n \)th sampled data point of the MR signals \( x \in \mathbb{C}^N \), with a sampling interval \( \Delta t \), can be approximately expressed by the superposition of \( G \) exponential components [7]:

\[
x(n\Delta t) = \sum_{g=1}^{G} (A_g e^{i\phi_g}) e^{-\frac{n\Delta t}{\tau_g}} e^{i2\pi f_g n\Delta t},
\]

where the indices of sampled signals and exponential components are respectively denoted by \( n = 0, 1, 2, \ldots, N-1 \) and \( g = 1, 2, 3, \ldots, G \). In addition to the amplitude \( A_g \) and the damping factor \( \tau_g \) being the positive numbers, the range of normalized frequency \( f_g \) is from 0 to 1 and the initial phase \( \phi_g \) is from 0 to \( 2\pi \).

B. Challenges in Signal Reconstruction

Undersampling can accelerate the MR signal acquisition but at the cost of leading to artifacts, which is an important issue in biomedical applications [5], such as fast nuclear MR (NMR) spectroscopy [8-10, 19-22] and fast MR imaging (MRI) [13-16]. The undersampled signal \( y \in \mathbb{C}^M \) with \( M < N \) sampling points is modeled as \( y = \mathcal{U} x + n \), where \( \mathcal{U} \) is an undersampling operator with a sampling rate \( M \) over \( N \), and \( n \in \mathbb{C}^M \) denotes Gaussian noise. Due to \( M < N \), the reconstruction of the original \( x \) is relatively hard due to the underdetermined system of equations. A powerful way is to introduce some priors, such as sparsity [21, 22] or low rank [9, 23], to constrain the solution.

The sparsity prior is introduced to minimize the number of nonzero values in the MR signals. With slight or no damping, the signal of narrow spectral peaks can be recovered faithfully by compressed sensing [21, 22]. However, the sparsity in the frequency domain is not satisfied well if spectral peaks are broad when the damping decay is fast, which raises challenges in practical applications [9, 23, 24].

To break the limitation of broad spectral peaks in the reconstruction of MR signals, the number of exponential functions can be minimized according to the low-rank prior [9, 10, 17, 23, 25]. The time-domain signals can construct one Hankel matrix, whose rank is the same as the number of exponential components [11]. Given the number of exponential components is less than the matrix size, the matrix would be low rank and this property has been used to faithfully reconstruct undersampled MR signals [8-10]. However, the constraint of low rank is usually realized by minimizing the sum of matrix singular values, resulting in slow computation because singular value decomposition (SVD) [26] costs much
time. Thus, LRHMF [8] utilizes the SVD-free algorithm [27] to reduce the reconstruction time in each iteration. Nevertheless, too many iterations in LRHMF still lead to a relatively long reconstruction time [19].

C. Deep Learning Approaches

Deep learning [28-30] is a prominent technology that offers the appealing advantage of powerful learning ability and high computation speed. DLNMR [19] and FID-Net[31] show the potential of deep learning to reconstruct MR signals and is applied to fast NMR spectroscopy. According to Eq.(1), neural networks can be trained by MR signals composed purely of exponentials [5]. Moreover, the introduction of the low-rank prior constrains the network through the unrolling design of LRHMF [20], which is called deep Hankel matrix factorization (DHMF). It decreases the reconstruction error for weak spectral peaks and improves the interpretability of deep learning.

Notably, deep learning is trained on the dataset of the MR signals that share some same properties, such as the sampling rate, the number of peaks and the length of signals. For deep learning, the nature of training aims to learn how to get the best performance of the training dataset. When target MR signals have some properties that are different from the training set, called the mismatch between target and training signals, the quality of some properties that are different from the training set, called the mismatched sampling rate as an example (Fig. 1), DHMF decreases the reconstruction error for low-rank property LRHMF [20], which is trained with the number of entries in the anti-diagonal of matrix \( \Omega \). It decreases the reconstruction error for weak spectral peaks and improves the interpretability of deep learning.

Moreover, for MR reconstruction, the Hankel operator with virtual coils [14, 33] transforms a vector of length \( N_1+N_2-1 \) to a matrix \( X \) of size \( N_1 \times N_2 \):

\[
H: x \in \mathbb{C}^{N_1+N_2-1} \rightarrow X \in \mathbb{C}^{N_1 \times N_2} \text{ and } X_{ij} = x_{i+j-1}.
\]

The operator \( H^* \) maps a matrix \( X \) to a vector \( x \) with the relationship \( H^*(HX) = x \) as follows:

\[
H^*: X \in \mathbb{C}^{N_1 \times N_2} \rightarrow x \in \mathbb{C}^{N_1+N_2-1}, x_{i+j-1} = \frac{\sum_{t+j-(\mathcal{O}o)_{ij}} x_{t+j-1}}{\sum_{t+j-(\mathcal{O}o)_{ij}}},
\]

where \( o \in \mathbb{C}^{N_1+N_2-1} \) is a vector of ones and \( \sum_{t+j-(\mathcal{O}o)_{ij}} \) is the number of entries in the anti-diagonal of matrix \( \mathcal{O}o \).

Similarly, for MRI reconstruction, the Hankel operator with virtual coils [14, 33] transforms a matrix \( X \) to another matrix \( Y \).

\[
H_{\text{VC}}: X \in \mathbb{C}^{N_1 \times N_2} \rightarrow Y \in \mathbb{C}^{N_1 \times N_2 \times N_3}.
\]

\[
H_{\text{VC}} X = \begin{bmatrix} HX_{1,1}, \ldots, HX_{1,N_3}, \ldots, HX_{N_1,1} \end{bmatrix},
\]

where \( H(X_{ij}) \) with the superscript \( \dagger \) denotes the flipping and conjugate of the vector \( X_{i,j} \) in the \( j \)-th column of matrix \( X \) along the center. The corresponding operator \( H_{\text{VC}}^* \) is defined:

\[
H_{\text{VC}}^* Y = \begin{bmatrix} H^*(Y_1)_{1,1}^\dagger, \ldots, H^*(Y_{1,N_3})_{1,1}^\dagger, \ldots, H^*(Y_{N_1,N_3})_{1,1}^\dagger \end{bmatrix},
\]

where \( Y_i \) denotes the submatrix from the \( (i-1) \times N_2+1 \)-th to the \( i \times N_2 \)-th column of the matrix.

Fig. 1. Reconstructed spectra with mismatch in sampling rates. (a) Noise-free full sampled spectrum. Reconstructed spectra with sampling rate of 25% by (b) LRHMF, (c) DHMF trained by dataset with sampling rate of 25%. (d-e) are the same as (b-c) except for reconstructed spectra with sampling rate of 50%.

In brief, the paper’s main contribution includes:

1. To improve the robustness of the reconstruction of either deep learning, an alternating structure of deep learning solvers and optimization solvers based on the low-rank property is proposed.

2. Without retraining, the proposed method achieves a lower reconstruction error of biological nuclear magnetic resonance spectroscopy under different sampling rates or medical magnetic resonance imaging of different organs and image contrasts than the state-of-the-art methods.
B. Low-Rank Hankel Matrix Reconstruction

The minimization of the nuclear norm of Hankel matrix $\mathcal{H}x$ is introduced into Low-rank Hankel matrix (LRHM) [9] to reconstruct exponential function $x$:

$$\min_{\mathcal{H}x} \sqrt{\frac{1}{2}} \| \mathcal{H}x \|^2_F + \frac{1}{2} \| y - \mathcal{L}x \|^2_F, \quad (6)$$

where parameter $\lambda (>0)$ trades off the nuclear norm and the alignment with the sampled data $y$. Time-consuming SVD is commonly used to compute the nuclear norm, defined as the summation of the singular values. For the reduction of reconstruction times, the matrix factorization [27] $X = PKQ^T$ is applied in LRHMF [8] and computes the Frobenius norm instead of the nuclear norm:

$$\|X\|_F = \min_{X = PKQ^T} \frac{1}{\sqrt{PQ}} (\|P\|^2_F + \|Q\|^2_F) s.t. \mathcal{H}x = PKQ^T. \quad (7)$$

Then, Eq. (6) is reformulated and solved by alternating direction method of multipliers (ADMM) [34]:

$$\min_{X = PKQ^T} \frac{1}{\sqrt{PQ}} (\|P\|^2_F + \|Q\|^2_F) + \frac{1}{2} \| y - \mathcal{L}x \|^2_F \quad (8)$$

C. Solver with Low-Rank Hankel Matrix

Recently, inspired by deep learning, DHMF [20] unrolls the optimization solver of LRHMF to convolutional neural networks. It consists of several iteration blocks and each block utilizes the densely connected convolutional network [35] as the backbone. As the exponential function proceeds through these blocks, the distribution of singular values approximates that of the full sampling gradually. In the final block, DHMF provides exponential functions with high fidelity and low rank.

However, DHMF fails to reconstruct exponential signals when mismatches occur, especially when the sampling rate of tested signals is higher than that of the training dataset. It is unacceptable that more sampling data provide more valuable information but bring bigger reconstruction errors. Thus, a robust deep-learning method is worth researching.

III. THE PROPOSED METHOD

In this section, the structure of ADLR is described. Moreover, using MR signals synthesized by exponentials, the intermediate variables in each iteration block are analyzed for network interpretability.

A. Structure for Exponential Functions

1) Solver with Low-Rank Hankel Matrix

Unlike LRHMF solving Eq. (8), the penalty function model [36] is adopted instead of the widely-used augmented Lagrange model. The latter model has four variables due to the added Lagrange multiplier, while the former has only three variables to solve:

$$\min_{X = PKQ^T} \frac{1}{\sqrt{PQ}} (\|P\|^2_F + \|Q\|^2_F) + \frac{1}{2} \| y - \mathcal{L}x \|^2_F \| \mathcal{H}x - PKQ^T \|_F^2 \quad (9)$$

where $\beta > 0$ is a penalty coefficient. The detailed introduction of the solver is described in supplementary material S5. The solver in the $k^{th}$ iteration is as follows:

$$\begin{cases} \mathbf{p}^{k+1} = \beta \mathcal{H}x^k + \mathbf{Q}^k (\mathbf{Q}^k)^H (\mathbf{Q}^k)^H \mathbf{p}^{k+1} - \mathbf{p}^{k+1} \\ \mathbf{Q}^{k+1} = \beta (\mathcal{H}x^k)^H \mathbf{p}^{k+1} + (\mathbf{Q}^k)^H \mathbf{p}^{k+1} \end{cases} \quad (10)$$

2) Alternating Deep Low-Rank Approach

To accelerate the reconstruction procedure of exponential function $x \in \mathbb{C}^{2N+1}$ and increase the reconstruction ability with noise, deep learning is inserted between each optimization solver in Eq. (10). The intermediate variables $\mathbf{P}$, $\mathbf{Q}$ and $\mathbf{x}$ are updated alternately by deep learning and optimization solver with the low-rank prior (Fig. 2(a)).

To match the updated variables in Eq. (10), deep learning (Fig. 2(b)) imitates the iteration step to learn mappings between variables, which consists of the updating module $P$, the updating module $Q$ and the data consistency module. These three modules and one optimization solver are referred to as one
block of the proposed ADLR of the total K blocks. The detailed structures in the kth block, where deep learning updates the three variables marked as $P_{DL}^{k+1}, Q_{DL}^{k+1}, x_{DL}^{k+1}$ and optimization solver updates the other three variables marked as $P^{k+1}, Q^{k+1}, x^{k+1}$, are described as follows:

1) Updation Module $P$ and $Q$: The two modules for updating variable $P_{DL}^{k+1}$ and $Q_{DL}^{k+1}$ are the same structure, except for the input and output. Taking the updating module $P$ as an example, one densely connected convolutional network [35], including 2D convolutional layers, the rectified linear unit [37] and batch normalization [38], is selected as the backbone and learns the mapping $P$ from the input variables $3\times Q^k Q^k$ and $Q^k$ to output variable $P_{DL}^{k+1}$. The initial value of variable $P$ and $Q$ is generated by SVD with $x^{\dagger} = U^\dagger y$, $U, \Sigma, V = \text{SVD}(Hx^\dagger)$, $P^0 = U\Sigma^{0.5}$, $Q^0 = V\Sigma^{0.5}$. The low-rank prior in exponential functions, only the first few columns of variable $P^0$ and $Q^0$, denoted as $P^0 \in \mathbb{C}^{n \times r}$ and $Q^0 \in \mathbb{C}^{n \times r}$, respectively, are inputted into the updating module $P$.

The variables $P^k$ and $P_{DL}^k$ in all the K blocks are the intermediate values of the solved variable $P$, the variable set $\delta P = \{P^0, P_{DL}^1, P_{DL}^2, \ldots \}$ if $k \geq 2$ else $\delta P = \{P^0\}$, called historical information of $P_{DL}^{k+1}$, is added to the input of modules. Similar to DHMF [20], Fourier transform and inverse Fourier transform are applied before and after the densely connected network. Residual connections [39] are employed to improve the learning ability of modules (Fig. 2(c)). Finally, the mapping $P$ of the updating module $P$ in the kth block can be expressed as:

$$P_{DL}^{k+1} = P(\mathbb{H}x^{k+1}Q^k, \delta P_k) + P^k.$$  \hspace{1cm} (11)

Different from the updating module $P$, the input of the updating module $Q$ in kth block includes $H(\mathbb{H}x^k)H^T P_{DL}^k$, $P_{DL}^k$ and the other three variables marked as $Q^k \in \mathbb{C}^{n \times r}$ and $Q^k \in \mathbb{C}^{n \times r}$. The historical set is $\delta Q = \{Q^0, Q_{DL}^1, Q_{DL}^2, \ldots \}$ if $k \geq 2$ else $\delta Q = \{Q^0\}$, and the output is $Q_{DL}^{k+1}$:

$$Q_{DL}^{k+1} = Q((Hx^k)H^T P_{DL}^k, \delta P_k) + Q^k.$$  \hspace{1cm} (12)

2) Data Consistency Module: The output $x_{DL}^{k+1}$ of the module is calculated without the learnable convolutional network:

$x_{DL}^{k+1} = \{y_{DL}^{k+1} \in T \cup \mathbb{H}^T \mathbb{H}^T (P_{DL}^{k+1} Q_{DL}^{k+1})\}. \hspace{1cm} (13)$

Equation (13) can be re-formulated as:

$$(x_{DL}^{k+1})_n = S(U^\dagger y, x_{DL}^{k+1}, y_{DL}^{k+1}) = \begin{cases} \frac{\mathbb{V}^{T}(U^\dagger y)}{\mathbb{V}}(x_{DL}^{k+1})_n, & \text{if } n \in \Omega, \\ x_{DL}^{k+1}, & \text{if } n \notin \Omega \end{cases}$$  \hspace{1cm} (14)

where $x_{DL}^{k+1} = \mathbb{H}^T (P_{DL}^{k+1} Q_{DL}^{k+1})$ is the reconstructed signal before data consistency, $y_{DL}^{k+1}$ is a learnable parameter that balances the reliability between $x_{DL}^{k+1}$ and sampling signal $U^\dagger y$ in the set $\Omega$ of sampling position. This module forces the output $x_{DL}^{k+1}$ to be aligned to the undersampled signal [19, 20].

3) Optimization Solver: To match the output variables of the above three modules and explicitly introduce the low-rank property, the solver in Eq. (10) follows the deep learning of ADLR and generates the output variable $P^{k+1}, Q^{k+1}, x^{k+1}$ of the kth iteration block with the learnable parameter $\beta^k$. The regularization parameter $\beta^k$ is also learnable during updating variables $P$ and $Q$, denoted as $\beta_P^k$ and $\beta_Q^k$ respectively.

Thus, the whole procedure of ADLR in kth iteration block is expressed as:

$$\begin{align*}
P_{DL}^{k+1} &= P(Hx^k Q^k, \delta P_k) + P^k, \\
Q_{DL}^{k+1} &= Q((Hx^k)^T P_{DL}^k, \delta Q_k) + Q^k, \\
x_{DL}^{k+1} &= S(U^\dagger y, \mathbb{H}^T (P_{DL}^k Q_{DL}^k)) + Q^k.
\end{align*}$$  \hspace{1cm} (15)

3) Loss Function and Hyperparameter

As a common differentiable metric to compute the difference between the reconstructed and the full sampling, the mean squared error (MSE) is selected as the loss function in the ADLR. Considering the data consistency module forcing the fidelity of the reconstructed signal in sampling positions without learning, it weakens the ability of the direct guide by fully sampled signals for the learned signal $H^T(P_{DL}^{k+1} Q_{DL}^{k+1})$ before data consistency module. For effective guidance to learnable parameters $\Theta$, the MSE between $H^T(P_{DL}^{k+1} Q_{DL}^{k+1})$ and fully sampled signal $x$ is added. Thus, the loss function for variables in the optimization solver of the kth block is defined as $L(\Theta)^k = \|x^{k+1} - x\|^2 + a[H^T(P_{DL}^{k+1} Q_{DL}^{k+1}) - x]^2$, where the trade-off parameter $a$ is set as $10^{-2}$ to balance the guidance of loss before and after data consistency module. Similarly, the loss function of deep learning solvers in the kth block is defined as $L(\Theta)^k = \|x_{DL}^{k+1} - x\|^2 + c[H^T(P_{DL}^{k+1} Q_{DL}^{k+1}) - x_{DL}^{k+1}]^2$. In a word, the whole loss function $L(\Theta)$ with all the learnable parameters $\Theta$ in the K blocks is written as:

$$L(\Theta) = \sum_{k=1}^{K} L(\Theta)^k + L(\Theta)^k.$$  \hspace{1cm} (16)

The proposed ADLR has 10 blocks in total and each densely connected convolutional network in the block consists of 6 layers. Except for the last layer with 2 filters to output the real and imaginary parts of complex signals, each layer includes 12 filters with kernel size $3 \times 3$. The parameter $R$ is usually twice the maximum rank (10) of fully sampled signals, which explicitly constrains the property of signals with low rank.

Under a batch size of 40, all the learnable parameters, including convolutional kernels and all the regularization parameters $\lambda, \beta$, are updated by Adam optimizer [40]. The learning rate is initially set to $10^{-3}$ and decrease by the multiplicative factor of $10^{-0.5}$ when the reconstruction error in the validation set stops decreasing. The error is defined as the relative $\ell_2$ norm error (RLNE) between the fully sampled signal $x$ and the reconstructed signal $\hat{x}$:

$$\text{RLNE}(x, \hat{x}) = \frac{\|x - \hat{x}\|_2}{\|x\|_2}.$$  \hspace{1cm} (17)

Once the learning rate reaches to $10^{-4.5}$, the training procedure is terminated.

B. Structure for MRI

For a multi-coils 2D MRI k-space signal $\mathcal{K} \in \mathbb{C}^{A \times 2\times c}$, where $A$, $Z$ and $C$ denote the length of frequency encoding, phase encoding and number of coils, respectively, inspired by 1D
scheme [13], the whole signal is split into $A$ rows of k-space signal $K \in \mathbb{C}^{2 \times A}$ by inverse Fourier transform on frequency encoding dimension. Owing to the low rankness originated from the correlation between coils [13, 14, 41], similar to Eq. (9), the Hankel form $H_{\text{vc}}$ of k-space signal $K$ with virtual coil [33] is utilized in the reconstruction problem of multi-coils MRI from the undersampled k-space signal $Y$:

$$
\min_{K, P, Q} \frac{1}{2} \|Y - \text{vec}(H_{\text{vc}} \text{vec}(PQ))\|_F^2 + \frac{\alpha}{2} \|K\|_n + \frac{\beta}{2} \|P\|_F^2 + \frac{\gamma}{2} \|Q\|_F^2
$$

where $\text{vec}$ means vectorization of the matrix.

The detailed structure of ADLR for MRI reconstruction (Fig. 3) in the $k$th block is expressed as follows:

$$
P^{k+1} = \frac{1}{\beta} \left( H_{\text{vc}} K^{k+1}_{DL} \right)^{H} \left( \left( H_{\text{vc}} K^{k+1}_{DL} \right)^{H} P^{k+1} + I \right)^{-1} P^{k+1},
$$

$$
Q^{k+1} = \frac{1}{\beta} \left( H_{\text{vc}} K^{k+1}_{DL} \right)^{H} \left( \left( H_{\text{vc}} K^{k+1}_{DL} \right)^{H} Q^{k+1} + I \right)^{-1} Q^{k+1},
$$

$$
K^{k+1}_{DL} = S \left( \text{vec}^{*} Y, H_{\text{vc}} \left( P^{k}_{DL} \right)^{H} H_{\text{vc}}^{H} \right)
$$

Initial values of variables $P$ and $Q$ are generated by SVD that $X^{1} = U^{1} \Sigma^{1} V^{1}$, $P^{1} = U^{1} \Sigma^{0.5}$, $Q^{1} = V^{1} \Sigma^{0.5}$ and the first $R$ columns are selected, denoted as $P^{1} \in \mathbb{C}^{A \times R}$, $Q^{1} \in \mathbb{C}^{A \times R}$. Here, $R$ is set as 40 due to the higher rank of MRI k-space data than NMR spectra.

Considering that magnitude images are widely used in clinical diagnosis, the Frobenius norm of error of the square root of the sum of squares between fully sampled and reconstructed multi-coil signals is added to the loss function. To save the memory in training, we reduce the batch size and the number $K$ of iteration blocks to 32 and 5, respectively.

For simplicity, the structure of ADLR for MRI is still denoted as ADLR.

(a) ADLR for MRI

(b) Deep learning

(c) P/Q updating module

Fig. 3. The overview of ADLR for MRI image reconstruction. (a) The structure of ADLR of $K$ subsequent iteration blocks. The detailed structure in (b) the deep learning solver, and (c) the updating modules $P$ and $Q$.

C. Network Interpretability

To illustrate the performance of the network of the ADLR, the MR signal is synthesized by an exponential function with five peaks according to Eq. (1), whose generation parameters are listed in supplementary material S1. Besides, the RLNE and the nuclear norm of the reconstructed signal $x$ in all 10 blocks are analyzed (Fig. 3).

For the noisy synthetic exponential with Gaussian noise of standard deviation 0.03, the deep learning solvers reconstruct the signal with a lower RLNE but a higher rank than their input signal in some blocks (Fig. 4(a)). On the contrary, the optimization solvers can effectively reduce the rank of signals, close to the true rank 5 (of noise-free fully sampled signal). As the signal passed by more sequential blocks, the solution with low RLNE is gradually obtained, which reflects the high fidelity of the reconstructed spectra, especially for the peak of low intensity (Fig. 4(b-d)). In the last block, the reconstructed signal achieves a low reconstruction error with low-rank property, almost the same as the noise-free full sampling.

The $P$ and $Q$ modules in deep learning solvers are not consistent with optimization solvers but the difference enlarges the model capacity in the reconstruction of noisy signals. In the deep learning solver, the reconstructed signal is expected to be low RLNE. Besides, due to the loss function that minimizes the reconstruction errors of each solver, the variables $P$ and $Q$ are expected to achieve a reconstructed signal close to the noiseless full sampling after a low-rank optimization solver. The signal of deep learning solvers does not focus on low rank and even increases the rank (Fig. 4(a)). In the optimization solver, the Frobenius norms of the variables $P$ and $Q$ are minimized.

According to $\|X\| = \min_{P, Q} \frac{1}{2} \|P\|^2 + \|Q\|^2$ s.t. $X = PQ^H$, it leads to a reduction in the nuclear norm of the reconstructed
signals (Fig. 5), which is a convex relaxation of the matrix rank [42]. Thus, the optimization solver compensates for the disadvantage that deep learning solvers increase the rank.

D. Synthetic Exponential Function Reconstructions

To demonstrate the robust reconstruction ability of ADLR, the signal in Fig. 3 is undersampled with different sampling patterns and sampling rates from 10% to 50%. Gaussian noise of standard deviation 0.03 is additive. The optimization-based compressed sensing (CS) [22], LRHMF, and deep-learning-based FID-Net [31] and DHMF are compared. The regularization parameters of optimization methods are chosen according to the lowest RLNE. The deep learning methods are trained only once with exponentials at a sampling rate of 25%, whose detailed training scheme is described in Section IV.A.

At the sampling rate of 50%, CS fails to reconstruct the signal (Fig. 6(b)) because the sparsity of decaying exponentials in the frequency domain is not satisfied well. FID-Net can recover the high-intensity peaks but not the low-intensity ones whose intensity is less than 0.04 (Fig. 6(d)). Intuitively, more sampled data provide more information for the reconstructed signal and can decrease reconstruction error. However, DHMF [20] fails to reconstruct the exponential signal with a sampling rate of 50% when trained in the dataset with a sampling rate of 25% (Fig. 6(e)). For comparison, ADLR can still effectively reconstruct the signal, especially the low-intensity peak (Fig. 6(f)). The result is similar to that obtained from optimization-based LRHMF [8] (Fig. 6(c)) and indicates ADLR can reconstruct the signal well when sampling rates mismatch.

Furthermore, the RLNEs of each spectral peak are also calculated. The separation points of adjacent peaks is determined by the minimum between them in the noise-free full sampling. Under 100 resamplings at a sampling rate of 50% (Fig. 7(b)), the proposed ADLR achieves the lowest mean RLNE of all peaks in all methods. For the whole signals, ADLR still achieves the lowest mean RLNE under multiple sampling rates from 20% to 50% (Fig. 7(a)). Besides, the RLNE of DHMF increases after the sampling rate reaches 35% but ADLR not.

IV. EXPERIMENTAL RESULTS

Here, we describe the training scheme and reconstruction experiments of NMR spectroscopy and multi-coils MRI with mismatches, respectively.

A. NMR Spectroscopy Reconstructions

1) Reconstruction scheme for NMR

![Fig. 8. The schematic diagram of reconstructing the undersampled 2D NMR spectroscopy. (a) Undersampling operator in the indirect dimension. (b) Reconstructing the NMR spectrum row by row.](image)

![Fig. 7. Mean and standard deviation of reconstruction errors of synthetic spectra. (a) RLNEs of spectra reconstructed from 10% to 50% data. (b) RLNEs of each peak of spectra reconstructed from 50% data. The RLNE of the 1st peak of DHMF is large (1.2±2.3) and not shown. RLNEs are computed over 100 sampling trials and shifted along X axis for visual convenience.](image)

Biological NMR spectroscopy is one of the important analysis devices for modern chemistry [43], biology [44] and life science [18]. For the 2D NMR spectroscopy, the two dimensions are named direct dimension and indirect dimension. Time-domain signals along with the direct dimension can be represented by the summation of damped exponential components [7]. Owing to the sampling mechanism of NMR spectroscopy (Fig. 8), the undersampling operator only occurs in the indirect dimension. As a result, reconstructing 2D NMR spectroscopy can be represented as the reconstruction of 1D exponential functions row by row.

2) Training Dataset

The total 40000 fully sampled exponential functions $x$ of length 255 with sampling interval $\Delta t=1$ are simulated (Fig. 9) for the training of ADLR according to Eq. (1). To test the robustness to noise, the additive Gaussian noise $n$ with standard deviation $\sigma$ selected uniformly from 0 to 0.04 is employed. All the generation parameters are listed in Table I.

To train the ADLR for reconstruction, the undersampled signal $y$ is obtained from the exponential function $x$ by Poisson-gap sampling scheme $U[45]$ defined as $y=Ux+n$. To rich the diversity of undersampled signals and increase the robustness for various sampling positions, all the sampling operators $U$ with the same sampling rate are different in sampling position. In the end, 40000 pairs of training data $(y_t, U_t x_t)$ are generated, where $t=1,2,3,\ldots,4000$ means the $t$-th sampling trial. Here, 90% (36000) of data pairs are selected...
to update learnable parameters and the others 10% (4000) are employed to evaluate the performance of learned parameters and pick the optimal hyperparameters.

### Table 1: Parameter of the Training Dataset

| Parameters                  | Minimum | Increment | Maximum |
|-----------------------------|---------|-----------|---------|
| Number of peak $G$          | 1       | 1         | 10      |
| Frequency $f_x$             | 0.00    | 2.2×10^{-16} | 1.00    |
| Phase $\phi_x$              | 0.00    | 8.8×10^{-16} | 2π      |
| Amplitude $A_x$             | 0.05    | 2.2×10^{-16} | 1.00    |
| Decay factor $r_x$          | 10.00   | 2.8×10^{-14} | 179.20  |
| Standard deviation $\sigma$ | 0.00    | 6.9×10^{-15} | 0.04    |

Fig. 9. Spectra of the synthetic exponentials in the training dataset. (a) the synthetic exponential with 5 peaks; (b) the synthetic exponential with 10 peaks.

3) Reconstruction Experiments

Due to the limited size of memory in NMR spectrometers, it is hard to load massive different weights of models in a spectrometer for spectrum reconstruction at different sampling rates. Thus, the deep learning method should have the ability to reconstruct spectra successfully, similar to the optimization-based methods, e.g. LRHMF, especially when the sampling rate is higher than that in training. To evaluate the robustness of reconstructing NMR spectra at different sampling rates, all reconstruction methods for exponential functions are compared.

As an example, the 2D $^1$H-$^{15}$N TROSY spectra of Ubiquitin are reconstructed from 25% and 50% of the fully sampled data by retrospective undersampling (Fig. 10). To evaluate the quality of reconstruction, considering the peak regions of fully sampled NMR spectra are focused and other regions mainly contain noise, the square of Pearson correlation coefficient $r^2$ between the peak intensities of the full sampling and the reconstructed spectrum, instead of RLNE, measures the reconstruction quality:

$$r^2(c,d) = \frac{\sum_{i=1}^{M} (c_i - \bar{c})(d_i - \bar{d})}{\sqrt{\sum_{i=1}^{M} (c_i - \bar{c})^2 \sum_{i=1}^{M} (d_i - \bar{d})^2}},$$

where $c$ and $d$ are the total intensity of $M$ peaks of fully sampled and reconstructed spectra. $\bar{c}$ and $\bar{d}$ are their corresponding mean of intensities. The closer to 1 $r^2$ is, the better reconstruction performance is.

When the sampling rates of training and reconstruction match both at 25%, all the compared methods achieve a high correlation ($r^2 > 0.99$) except for CS. However, LRHMF generates weak artifacts (black circle in Fig. 10(c)) and FID-Net loses the low-intensity peaks (black arrow in Fig. 10(d)). As the sampling rate of the reconstructed spectra increases to 50%, all methods but DHMF achieve a higher correlation coefficient $r^2$ since DHMF generates strong artifacts (the black circle in Fig. 10(j)). The phenomenon indicates that ADLR can provide the faithfully reconstructed spectrum when sampling rates mismatch. To show the robustness, the other three 2D spectra, i.e. HSQC spectra of Cytosolic CD79b, Gb1 and Ubiquitin, are reconstructed with only part of the fully sampled data. The detailed experiment setups and results are described in supplementary material S2.

B. MRI Image Reconstructions

As the typical applications of biomedical MR, MRI is a noninvasive and essential tool that visualizes the structures and physiological parameters of organs[46]. However, for deep learning, differences between images of scanned organs, such as the knee and brain, seriously influence the reconstruction quality when the methods trained by the data of one organ reconstruct the data of other organs. Here, ADLR can still effectively alleviate the performance drop in the case mentioned above.

Fig. 10. Reconstructions of 2D $^1$H-$^{15}$N TROSY spectrum of Ubiquitin under the match and mismatch sampling rates. (a) The fully sampled spectrum. The spectra reconstructed by CS, LRHMF, FID-Net, DHMF and ADLR from (b-f) 25% data and (g-k) 50% data, respectively.

$$r^2(c,d) = \frac{\sum_{i=1}^{M} (c_i - \bar{c})(d_i - \bar{d})}{\sqrt{\sum_{i=1}^{M} (c_i - \bar{c})^2 \sum_{i=1}^{M} (d_i - \bar{d})^2}},$$

where $c$ and $d$ are the total intensity of $M$ peaks of fully sampled and reconstructed spectra. $\bar{c}$ and $\bar{d}$ are their corresponding mean of intensities. The closer to 1 $r^2$ is, the better reconstruction performance is.
1) Training Dataset

Fig. 11. Magnitude images of the MRI images in the training dataset. (a) and (b) are the 1st and 11th knee MRI images, respectively.

Three multi-coil MRI datasets are used to evaluate the reconstruction robustness of ADLR under different sections and organs, including one coronal and one sagittal proton density weighted (PDw) knee dataset of 15 coils from an open repository [47] and another axial T2 weighted (T2w) brain dataset of 16 coils from the fastMRI [48].

The coronal knee dataset consists of 331 slices from 16 subjects where 273 slices from 13 subjects are used for training (Fig. 11) and the other 58 slices from 3 subjects for test. Similarly, the sagittal knee dataset consists of 245 slices from 16 subjects where 192 slices from 12 subjects are used for training and the other 53 slices from 4 subjects for test. The brain dataset consists of 37 subjects with 10 slices, where 30 subjects are selected for training and 7 subjects for testing.

To save memory and reduce the computation complexity, the number of coils in three datasets is compressed to 4 coils by GCC [49]. Besides, the image size of the coronal, sagittal knee and axial brain datasets are center-cropped to 320×314, 320×368 and 320×314, respectively. All the fully sampled MRI data are retrospectively undersampled. For decreasing the sensitivity of changes in data acquisition, different 1D Cartesian undersampling patterns are employed with a sampling rate of 25%. In the training procedure, 1D scheme [13] is adopted for memory efficiency and robustness, where the MRI data is separated into 90% as the training dataset and 10% as the validation set.

2) Reconstruction Experiments

To evaluate the robustness of trained ADLR for different organs when reconstructing the multi-coil MRI data, three low-rank-based methods P-LORAKS [50], HDSLR [51] and ODLS [13] are compared. To show the benefit of the optimization solver, the ADLR with only deep learning, denoted as ADLR-D, is also compared. P-LORAKS is based on the optimization and its regularization parameters are chosen according to the lowest reconstruction error (RLNE). The other methods are based on deep learning and trained only once with a coronal PDw knee at a sampling rate of 25%.

When reconstructing the matched coronal knee image and similar sagittal knee image to the training dataset, compared with other methods, the proposed ADLR produces the fewest artifacts and lowest RLNE (Fig. 12(g)–(n)). When reconstructing the seriously mismatched axial T2w brain images, due to the lack of robustness, deep-learning methods, HDSLR, ODLS and ADLR-D achieve the high RLNE (>0.12). On the contrary, ADLR achieves the RLNE about 0.10 and produces few artifacts (Fig. 12(u)), as the result of the introduction of data-independent optimization solvers.

To further demonstrate the robustness of ADLR under mismatched reconstruction, methods are trained by the matched dataset. In all methods, ADLR shows the lowest mean of RNLE for all data whether the training and test data are matched or not (Table II). For datasets of sagittal PDw knee (or axial T2w brain), compared to the match reconstruction, the RLNEs of HDSLR, ODLS and ADLR-D in the mismatched reconstruction are increased by 18.78% (or 46.12%), 11.65% (or 35.06%) and 14.96% (or 11.16%), respectively. Notably, ADLR only increasing by 4.91% (or 5.21%) indicates that the alternating combination of the deep learning and the optimization solver can alleviate the deteriorated reconstruction.

Fig. 12. Reconstruction images of three datasets. (a) The fully sampled images of coronal PDw knee and reconstructed images by (c) P-LORAKS, (d) HDSLR, (e) ODLS, (f) ADLR-D and (g) ADLR with (b) the sampling pattern of 25% data. (h–n) and (o–u) are magnitude images of the full sampling, the corresponding sampling pattern and reconstructed images of sagittal PDw knee and axial T2w brain.
quality due to the mismatched properties between the training and test dataset.

| TABLE II |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| RLNEs (×10⁻²) of Reconstruction with Match and Mismatch |
| [Mean/Standard Deviation (Decrement of Performance)] |
|                  | P-LORAKS | HDSLRL | ODLS | ADLR-D | ADLR |
| Coronal knee     | 9.64±1.13 | 11.05±1.65 | 9.61±1.29 | 9.38±1.14 | 8.37±1.10 |
| Sagittal knee    | 8.21±0.82 | 10.24±1.19 (18.78%) | 8.82±1.17 (11.65%) | 9.10±0.95 (14.96%) | 7.84±1.02 (49.1%) |
| PDw knee         | 12.79±1.65 | 16.94±1.87 (46.12%) | 16.04±2.40 (35.06%) | 13.28±1.95 (35.06%) | 11.50±1.38 (51.2%) |

Note: The methods reconstruct MRI signals from 25% data. The A→B means the method is trained by dataset A and reconstructs dataset B. The mean and standard deviation are computed over all the reconstructed data. For the dataset B to reconstruct, the percentages in bracket represent the decrement of reconstruction performance, which is computed by the increment of mean of RLNEs under mismatched dataset A divided by the mean of RLNEs under matched dataset B. Here, all the datasets A are from coronal PDw knee. The lowest means of RLNEs are bold faced.

V. DISCUSSIONS

In this section, we first show the advantage of the alternating structure in ADLR. Then, reconstruction experiments of multi-coil MRI data with different organs and imaging parameters are carried out through a simple modification of ADLR. Besides, the computation time is also compared.

A. Sequence of Deep Learning and Optimization Solver

To analyze the significance of optimization solvers in ADLR and the alternating structure between deep learning and optimization solvers, three variants of ADLR are trained by the same dataset with a sampling rate of 25%. One is ADLR-D which only includes deep learning. The other two are 10 optimization solvers followed by 10 deep learning structures marked as ADLR-OD, and 10 deep learning structures followed by 10 optimization solvers marked as ADLR-DO.

Because of the different intensities of reconstructed signals, the signals are normalized by their respective nuclear norm. Due to the existence of noise in the signal, we redefine the rank of the signal as the number of singular values greater than 10⁻¹¹.

Under a matched sampling rate of 25%, all methods achieve a low reconstruction error (RLNE<0.05). The proposed ADLR obtains rank 6, which is the closest to the true rank 5 (of noise-free fully sampled signal) than other variants (Fig. 13(a-d)). Under a mismatched but a higher sampling rate of 50%, ADLR achieves the lowest RLNE and true rank (Fig. 13(e-f)). However, even with such a higher sampling rate, other variants unexpectedly increase the reconstruction error (Comparing Fig. 13(a-c) with Fig. 13(e-g)). This observation may be explained by their much higher rank than the true rank 5.

The order of optimization and deep learning solvers is important. If the sampling rates of the training and target data are mismatched, solely deep learning (ADLR-D) leads to a much higher reconstruction error and the rank of the solution is much higher than the true one (Comparing Fig. 13(e) and (a)). With several steps of the optimization solver as the initialization (ADLR-OD), the reconstruction error and rank can be reduced (Fig. 13(b) and (f)). But this reduction is marginal when the sampling rate is mismatched since deep learning solvers are hard to adapt to the unseen sampling rate. Thus, the reconstruction error and rank by ADLR-OD is still high in this case. On the contrary, even under the mismatched sampling rate, initializing with deep learning solvers followed by successively optimization solvers (ADLR-DO) enable significant reductions of reconstruction error and rank (Fig. 13(g)). This observation implies that the optimization solver has a very strong ability to improve the robustness since it is generally optimal for the current target data (rather than the averaged optimum for the whole trained database in deep learning).

Compared to the variants, although the deep learning solver of ADLR suffers from mismatched data, fortunately, the subsequent data-independent optimization solver can immediately alleviate the mismatch. Moreover, due to the loss function that minimizes the reconstruction errors of each solver, the deep learning solvers are forced to provide the appropriate initial value of the next optimization solver. Compared with the continuous structure of variants, the alternating structure can alleviate the accumulation of errors from the mismatched data (Fig. 13(h)), leading to the smallest reconstruction error and closest rank to the true one.

B. Robustness of Different Noise Levels and Types

The additive noise, such as under Gaussian distribution and the uniform distribution, can be effectively reduced by ADLR. In the Gaussian noise experiment (Fig. 14(a)), the mean of the
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**Fig. 13.** The rank and RLNE of intermediate signals reconstructed by the ADLR and its three variants. The true rank of the noise-free full sampling is 5 and the added Gaussian noise standard deviation is 0.03. (a) ADLR-D, (b) ADLR-OD, (c) ADLR-DO, and (d) ADLR with the matched sampling rate of 25%. (e-h) The corresponding RLNE and rank under a mismatched sampling rate of 50%.
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**Fig. 14.** The mean and standard deviation of reconstruction error of synthetic exponentials with noise of (a) Gaussian distribution and (b) uniform distribution. Under each noise level, a plot is shifted a little bit for better visualization.
noise is 0 and the standard deviation varies from 0.01 to 0.05. For the uniform distribution noise (Fig. 14(b)), the mean of noise is also 0 and the maximum amplitude varies from 0.02 to 0.10. Compared with the traditional optimization method LRHMFF, the ADLR trained on the dataset with a sampling rate of 25% can achieve the lower RLNE in all the tested cases under both the sampling rates of 25% and 50%.

C. Robustness of Algorithm Parameters

In the proposed ADLR, all regularization parameters \( y_{DL}^k, y^k, \beta^k, \beta_Q^k \) are learnable, whose initial value is set as 10, 10\(^2\), 10\(^2\) and 10\(^4\) respectively. The learned values are listed in Tables III and IV for exponential functions and MRI reconstruction. The main non-learnable parameters include the number \( K \) of iteration blocks, the number \( L \) of layers in each deep learning solver and the weight \( \alpha \) in the loss function. Under \( K \) from 8 to 12, \( L \) from 3 to 7 and \( \alpha \) from 0 to 10\(^2\), all RLNEs achieve about 0.025 from 25% data. Thus, these three parameters are set as 10, 6 and 10\(^2\) respectively (the black arrows in Fig. 15). Due to the larger size 224 \times 4 of multi-coil MRI k-space signals than the length 255 of exponential functions in training, the number \( K \) of iteration blocks is reduced to 5 for MRI reconstruction and the other non-learnable parameters are the same. The parameters of compared methods are listed in supplementary material S3.

| TABLE III | LEARNED REGULARIZATION PARAMETERS OF ADLR FOR THE SYNTHETIC EXPONENTIAL FUNCTIONS AND NMR SPECTROSCOPY |
|-----------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|
| \( K \text{th block} \) | \( y_{DL}^k \) | \( y^k \) | \( \beta^k \) | \( \beta_Q^k \) | \( \beta_Q^{40} \) |
|-----------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|
| 1         | \( 5.2 \times 10^5 \)                           | \( 1.9 \times 10^4 \)                           | \( 96.0 \)                                      | \( 87.6 \)                                       | \( 4.0 \times 10^9 \) |
| 2         | \( 6.7 \times 10^4 \)                           | \( 1.3 \times 10^4 \)                           | \( 98.4 \)                                      | \( 90.7 \)                                       | \( 2.3 \times 10^9 \) |
| 3         | \( 6.7 \times 10^4 \)                           | \( 1.6 \times 10^3 \)                           | \( 98.5 \)                                      | \( 95.7 \)                                       | \( 2.0 \times 10^9 \) |
| 4         | \( 3.7 \times 10^4 \)                           | \( 5.4 \times 10^3 \)                           | \( 99.5 \)                                      | \( 99.0 \)                                       | \( 1.2 \times 10^9 \) |
| 5         | \( 4.4 \times 10^3 \)                           | \( 2.6 \times 10^3 \)                           | \( 99.0 \)                                      | \( 101.2 \)                                      | \( 4.6 \times 10^9 \) |

| TABLE IV | LEARNED REGULARIZATION PARAMETERS OF ADLR FOR THE MULTI-COIL MRI IMAGES |
|-----------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|
| \( K \text{th block} \) | \( y_{DL}^k \) | \( y^k \) | \( \beta^k \) | \( \beta_Q^k \) | \( \beta_Q^{40} \) |
|-----------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|
| 1         | \( 1.4 \times 10^5 \)                           | \( 1.1 \times 10^4 \)                           | \( 99.2 \)                                      | \( 102.7 \)                                      | \( 7.7 \times 10^4 \) |
| 2         | \( 4.1 \times 10^5 \)                           | \( 9.2 \times 10^3 \)                           | \( 98.5 \)                                      | \( 108.7 \)                                      | \( 2.0 \times 10^4 \) |
| 3         | \( 3.2 \times 10^5 \)                           | \( 8.9 \times 10^2 \)                           | \( 99.4 \)                                      | \( 107.6 \)                                      | \( 9.5 \times 10^2 \) |
| 4         | \( 7.7 \times 10^4 \)                           | \( 1.0 \times 10^2 \)                           | \( 100.0 \)                                     | \( 109.3 \)                                      | \( 1.0 \times 10^2 \) |
| 5         | \( 6.4 \times 10^3 \)                           | \( 1.0 \times 10^2 \)                           | \( 98.4 \)                                      | \( 109.3 \)                                      | \( 3.4 \times 10^2 \) |

D. Training Strategy

During training, the loss function consists of all values of \( \mathcal{L}(\Theta)_D \) and \( \mathcal{L}(\Theta)_K \) in each deep learning solver and optimization solver, which is a kind of greedy strategy. Compared with the non-greedy strategy that the loss only includes the loss \( \mathcal{L}(\Theta)_K \) in the last solver, the greedy strategy can provide a lower reconstruction error.

To better understand, the loss of ADLR is redefined by introducing the weights of loss in each solver:

\[
\mathcal{L}(\Theta) = \sum_{k=1}^{K} w_{DL}^k \mathcal{L}(\Theta)_D^k + w^k \mathcal{L}(\Theta)_K^k,
\]

where \( w_{DL}^k \) and \( w^k \) denote the \( k \text{th} \) weight of the deep learning solver and the optimization solver respectively. The loss of the greedy strategy is defined when all weights of all solvers \( \{w_{DL}^k, w^k\}_{k=1, \ldots, K} \) are set to one, and the loss of non-greedy strategy is defined when only the weight of the last solver \( w^k \) is set to one and other weights are zero.

The greedy strategy forces the decrement of loss of each solver (Fig. 16(a)). In contrast, the non-greedy strategy does not effectively decrease the losses before the last solver (Fig. 16(b)), which are at least two orders of magnitude higher than the losses of the greedy strategy. Due to the iterative structure of ADLR, the results of the solver depend on the results of the previous solver. The high losses represent the high deviations of the outputs from the ground truth, thus ultimately leading to the high RLNE of the reconstructed signals.

E. Computation Platform and Time

All the experiments are performed on the computer server whose CPU is a 10-core 3.5GHz Intel i9 9900X with 128-GB RAM and GPU cards are 3 NVIDIA RTX 2080Ti. All deep-learning-based methods are trained and reconstruct signals in one GPU card by using Python 3 and TensorFlow as the backend. The parallel computation by 10 cores is carried out in MATLAB to maximally increase the reconstruction speed of optimization-based methods.

As the deep learning methods are trained, the introduction of optimization solvers slightly increases the training time during each epoch, i.e. the training dataset is iterated once, but fewer epochs are needed to converge than the methods without optimization solvers. The total training time of FID-Net, DHMF and ADLR for exponential functions is about 18, 7 and 8 hours, respectively. Similarly, that of HDSL, ADLR-D and ADLR for a coronal knee MRI dataset is 1, 11.5 and 9 hours. During reconstruction, applying the optimization solver in each iteration increases the computation time. However, ADLR is very fast (less than 0.35 seconds) for a signal of size 100 \times 255, due to the adopted fast matrix factorization algorithm [8] and
Figs. 17. The mean and standard deviation of reconstruction error and reconstruction time with different numbers of optimization solvers. The size of the reconstructed synthetic signal is $100 \times 255$.

powerful NVIDIA RTX 2080Ti GPU card. In return, the benefit is the improved robustness to sampling rates, achieving the lowest RLNE at a match sampling rate of 25% and a mismatch sampling rate of 50% (Fig. 17).

For reconstruction of NMR spectra (Table V), compared with CS and FID-Net whose reconstruction times are less than 1 second, ADLR costs time similar to DHMF and computes 10 times faster than LRHMF which needs great amounts of iteration. Besides, ADLR-D and ADLR can reconstruct the multi-coil MRI data in seconds (Table VI), faster than P-LORAKS but slower than other deep learning methods HDSL and ODLS.

| Table V | RECONSTRUCTION TIME (SECOND) OF SPECTRA BY DIFFERENT METHODS |
|---------|-------------------------------------------------------------|
| Protein | Type  | Size     | CS   | FID-Net | LRHMF | DHMF | ADLR |
| Gb1     | HSQC  | 1466×169 | 0.74 | 0.44    | 22.45 | 2.09 | 2.35 |
| Cytosolic CD79b | HSQC | 116×255 | 0.59 | 0.06    | 3.58  | 0.30 | 0.39 |
| Ubiquitin | HSQC  | 576×97  | 0.51 | 0.12    | 4.68  | 0.40 | 0.50 |
| Ubiquitin | TROSY | 512×127 | 0.40 | 0.12    | 5.67  | 0.48 | 0.59 |

Note: The reconstruction time is averaged over four retrospective undersampling with sampling rate of 25%.

| Table VI | RECONSTRUCTION TIME (SECOND) OF 4-COIL MRI BY DIFFERENT METHODS |
|----------|-------------------------------------------------------------|
| Organ | Plane | Size     | P-LORAKS | HDSL | RODLS | ADLR-D | ADLR |
| Knee | Coronal | 320×314 | 29.15   | 0.12  | 0.10  | 2.45   | 2.70 |
| Knee | Sagittal | 320×368 | 225.19  | 0.10  | 0.11  | 3.62   | 3.94 |
| Brain | Axial | 320×314 | 83.55   | 0.12  | 0.10  | 2.61   | 2.88 |

Note: The reconstruction time is averaged over all the slices in the corresponding test dataset with sampling rate of 25%.

The gap between the reconstruction speeds is mainly caused by the Hankel form of signals and lots of 2D convolutions in the complicated structure. Thus, the combination of efficient optimization solvers and lightweight deep learning structures is the next step in future work. Compared to the Hankel matrix, which increases the dimension of signals and leads to increased computation time, a small Hankel matrix constructed by sliding window [52] effectively increases the speed without obviously sacrificing the quality of reconstruction. In addition, due to the redundancy of exponential signals, signals can be factorized into subspaces and then reconstructed in low dimensions. This strategy has been evidenced to significantly save the computation in magnetic resonance spectroscopy and imaging [25, 53, 54]. To further improve efficiency, lightweight deep learning structures can be obtained by network pruning [55], knowledge distillation [56], and neural architecture search [57].

VI. CONCLUSION

In this work, for exponential function and biomedical signal reconstruction, we proposed a new approach, alternating deep low-rank (ADLR), which utilizes the optimization solver and deep learning alternately to solve the low-rank model. The analysis of intermediate variables of reconstructing magnetic resonance signals synthesized by exponentials indicates the successful utilization of the low-rank property.

Experimental results on biomedical signals show that the trained ADLR can faithfully reconstruct nuclear magnetic resonance spectra when the sampling rates mismatch between training and test dataset, or reconstruct magnetic resonance imaging signals of different organs. These performances indicate that the proposed ADLR can effectively alleviate the drop in reconstruction quality due to the mismatches of attributes of the dataset.
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S1. Parameters of Synthetic Exponential Functions

| Peaks ID | Parameters | 1   | 2   | 3   | 4   | 5   |
|----------|------------|-----|-----|-----|-----|-----|
|          | Amplitude(α) | 0.300 | 0.475 | 0.650 | 0.825 | 1.000 |
|          | Damping factor(τ) | 50 | 75 | 100 | 125 | 150 |
|          | Phase(φ) | 0.4π | 0.8π | 1.2π | 1.6π | 2.0π |
|          | Frequency(f) | 0.165 | 0.333 | 0.498 | 0.667 | 0.831 |
|          | Standard deviation of noise (σ) | 0.03 |

| Peaks ID | Parameters | 1   | 2   | 3   | 4   | 5   |
|----------|------------|-----|-----|-----|-----|-----|
|          | Amplitude(α) | 0.100 | 0.325 | 0.550 | 0.775 | 1.000 |
|          | Damping factor(τ) | 50 | 75 | 100 | 125 | 150 |
|          | Phase(φ) | 0.4π | 0.8π | 1.2π | 1.6π | 2.0π |
|          | Frequency(f) | 0.165 | 0.333 | 0.498 | 0.667 | 0.831 |
|          | Standard deviation of noise (σ) | 0.03 |

S2. Experiment Setups of NMR Spectra

S2.1 Experiments Setup

Four 2D NMR spectra were used in our reconstruction experiments. The detailed experiments setup of spectra are described as follows:

The 2D 1H-13N HSQC spectrum (Fig. 6(a)) of GB1 was the data courtesy of Drs. Luke Arbogast and Frank Delaglio at National Institute of Standards and Technology, Institute for Bioscience and Biotechnology Research, USA. The sample was 2 mM U-15N, 20%-13C GB1 in 25 mM PO4, pH 7.0 with 150 mM NaCl and 5% D2O. Data was collected using a phase-cycle selected HSQC at 298 K on a Bruker Advance 600 MHz spectrometer using a room temp HCN TXI probe, equipped with a z-axis gradient system. The fully sampled spectrum to be reconstructed consists of 1466×169 complex points, the direct dimension (1H) has 1466 data points while the indirect dimension (13N) has 169 data points.

The 2D 1H-15N HSQC spectrum (Fig. S1(a)) of cytosolic CD79b protein was described in our previous work[S1]. In brief, the spectrum was acquired for 300 μM 13N-15C labeled sample of cytosolic CD79b in 20 mM sodium phosphate buffer, pH 6.7 at 25 °C on 800 MHz Bruker AVANCE III HD spectrometer equipped with 3 mm TCI cryoprobe. The fully sampled spectrum to be reconstructed consists of 116×255 complex points, the direct dimension (1H) has 116 data points while the indirect dimension (15N) has 255 data points.

The 2D 1H-15N HSQC spectrum (Fig. S2(a)) of Ubiquitin was acquired from ubiquitin sample at 298.2K temperature on an 800 MHz Bruker spectrometer and was described in the previous paper[S2]. The fully sampled spectrum to be reconstructed consists of 576×97 complex points, the direct dimension (1H) has 576 data points while the indirect dimension (15N) has 97 data points.

The 2D 1H-15N best-TROSY spectrum (Fig. S3(a)) of ubiquitin was acquired at 298.2K temperature on an 800 MHz Bruker spectrometer and was described in the previous paper[S2]. The fully sampled spectrum to be reconstructed consists of 512×127 complex points, the direct dimension (1H) has 512 data points while the indirect dimension (15N) has 127 data points. undersampling retrospective with sampling rates of 25% and 50%.

S2.2 Reconstructed Spectra

To demonstrate the robustness of the trained ADLR model with sampling rates mismatch, the other three 2D spectra (Fig. S2-S4) are undersampling retrospectively with sampling rates of 25% and 50%. The state-of-the-art method CS[S3], LRHMF[S4] based on optimization, and FID-Net[S5], DHMF[S6] based on deep learning are compared. Consistent with the result in the main
text, trained DHMF cannot reconstruct the spectra with higher sampling rates stably, such as bringing more artifacts (Fig. S3(f)) and even failing to reconstruct (Fig. S1(f)). In some cases, CS obtains a poor reconstruction of the NMR spectra (Fig. S1(b)). FID-Net loses the low-intensity peaks (Fig. S1(d)) and generates some artifacts (Fig. S2(d)). On the contrary, the LRHMF and proposed ADLR can still reconstruct NMR spectra with high Pearson correlation ($r^2>$0.99) at a sampling rate of 50%.

Fig. S1. The reconstructions of 2D $^1$H-$^{15}$N HSQC spectrum of cytosolic CD79b protein under the sampling rate mismatch. (a) The fully sampling. The CS, LRHMF, FID-Net, DHMF and ADLR trained with sampling rate 25% reconstruct the spectrum from (b-f) 25% data and (g-k) 50% data, respectively.

Fig. S2. The reconstructions of 2D $^1$H-$^{15}$N HSQC spectrum of Gb1 under the sampling rate mismatch. (a) The fully sampling. The CS, LRHMF, FID-Net, DHMF and ADLR trained with sampling rate 25% reconstruct the spectrum from (b-f) 25% data and (g-k) 50% data, respectively.
Fig. S3. The reconstructions of 2D $^1$H-$^{15}$N HSQC spectrum of Ubiquitin under the sampling rate mismatch. (a) The fully sampling. The CS, LRHMF, FID-Net, DHMF and ADLR trained with sampling rate 25% reconstruct the spectrum from (b) 25% data and (c) 50% data, respectively.

S3. Effect of Different Parameters

In the proposed ADLR, all regularization parameters are learnable, whose initial values and learned values are listed in Tables S3 and S4 for exponential functions and MRI reconstruction. The main non-learnable parameters include the number $K$ of iteration blocks, the number $L$ of layers in each deep learning solver and the weight $\alpha$ in the loss function. Under $K$ from 8 to 12, $L$ from 3 to 7 and $\alpha$ from 0 to $10^{-2}$, all RLEs achieve about 0.025 from 25% data. Thus, these three parameters are set as 10, 6 and $10^{-2}$ respectively (the black arrows in Fig. S4). Due to the larger size 224x4 of multi-coil MRI k-space signals than the length 255 of exponential functions in training, the number of iteration blocks is reduced to 5 for MRI reconstruction and the other non-learnable parameters are the same.

For the reconstruction of synthetic exponential functions and NMR spectroscopy, FID-Net [S5] is the end-to-end model without regularization parameters, and the solved model of CS [S3] and LRHMF [S4] are defined:

\[
\text{CS: } \min_{x} \frac{1}{2} \| y - \Psi(x) \|_2^2 + \lambda \| \mathcal{F} x \|_1, \quad (S1)
\]

\[
\text{LRHMF: } \min_{x, p, q, d} \frac{1}{2} (\| P \|_2^2 + \| Q \|_2^2) + \frac{1}{2} \| y - \Psi(x) \|_2^2 + \frac{\beta}{2} \| \mathcal{F} x - \Psi \|_F^2 + <D, \mathcal{F} x - \Psi >. \quad (S2)
\]

Table S3 Regularization parameters of methods for the reconstruction of synthetic exponential functions and NMR spectroscopy

| Sampling rates | 10% | 15% | 20% | 25% | 30% | 35% | 40% | 45% | 50% |
|----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| CS $\lambda$   | 0.17| 0.10| 0.08| 0.05| 0.05| 0.05| 0.05| 0.04| 0.03|
| LRHMF $\lambda/\beta$ | $10^{6.9/1}$ | $10^{7.9/1}$ | $10^{8.5/1}$ | $10^{8.5/1}$ | $10^{8.5/1}$ | $10^{8.5/1}$ | $10^{8.5/1}$ | $10^{8.5/1}$ | $10^{8.5/1}$ |

| $4^{th}$ block | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| ADLR Initial values $\gamma_{Dk}^{k}$ | $10^4$ | $10^4$ | $10^4$ | $10^4$ | $10^4$ | $10^4$ | $10^4$ | $10^4$ | $10^4$ | $10^4$ |
| $\alpha_{P}$ | $5.2 \times 10^5$ | $6.7 \times 10^5$ | $6.7 \times 10^5$ | $3.7 \times 10^5$ | $4.4 \times 10^5$ | $4.0 \times 10^5$ | $2.3 \times 10^5$ | $2.0 \times 10^5$ | $1.2 \times 10^5$ | $4.6 \times 10^4$ |
| ADLR Learned values $\gamma_{Dk}^{k}$ | $1.9 \times 10^5$ | $1.3 \times 10^5$ | $1.6 \times 10^5$ | $5.4 \times 10^4$ | $2.6 \times 10^4$ | $1.4 \times 10^4$ | $1.1 \times 10^4$ | $9.2 \times 10^3$ | $8.9 \times 10^2$ | $9.5 \times 10^2$ |
| $\beta_{P}$ | 96.0 | 98.4 | 98.5 | 99.5 | 99.0 | 99.2 | 98.5 | 99.4 | 100.0 | 98.4 |
| $\beta_{Q}$ | 87.6 | 97.0 | 98.9 | 95.7 | 102.1 | 102.7 | 105.7 | 105.0 | 107.6 | 109.3 |

Fig. S4. Reconstruction error of ADLR under sampling rates of 25% and 50% with different (a) numbers $K$ of blocks, (c) numbers $L$ of layers and (c) weights $\alpha$ in the loss function.
For the reconstruction of multi-coil MRI images, we implement the P-LORAKS algorithm [S7] using the publicly available Matlab code package: https://mr.usc.edu/download/LORAKS2/. Besides, the regularization parameters of the deep-learning-based ODLS [S8] and HDSLs [S9] are set according to the corresponding paper.

### Table S4 Regularization parameters of methods for the reconstruction of multi-coil MRI images

| Dataset                  | Coronal PDw knee | Sagittal PDw knee | Axial T2w brain |
|--------------------------|------------------|-------------------|-----------------|
| P-LORAKS                 |                  |                   |                 |
| Lambda                   | $10^{-3.0}$      | $10^{-4.0}$       | $10^{-5.0}$     |
| Rank                     | 50               | 110               | 80              |
| R                        | 3                | 3                 | 4               |

| ADLR | $k^{th}$ block | 1 | 2 | 3 | 4 | 5 |
|------|----------------|---|---|---|---|---|
| Initial values | $\gamma^D_k$ | $10^4$ | | | | |
| | $\gamma^E$ | $10^4$ | | | | |
| | $\beta_k^E$ | 100.0 | | | | |
| Learned values | $\gamma^D_k$ | $1.4\times10^5$ | $4.1\times10^5$ | $3.2\times10^5$ | $7.7\times10^3$ | $6.4\times10^4$ |
| | $\gamma^E$ | $2.1\times10^5$ | $1.1\times10^5$ | $2.4\times10^5$ | $2.0\times10^5$ | $3.4\times10^5$ |
| | $\beta_k^E$ | 92.3 | 100.5 | 101.9 | 103.0 | 98.1 |
| | $\beta_k^D$ | 75.7 | 75.4 | 77.7 | 79.2 | 86.0 |

### S4. Measure the Mismatch between the Target and the Training Signals

The 1-Wasserstein distance [S10], defined as the minimum cost of transport from one distribution to another, is adopted to measure the mismatch between the target and training signals. Details are provided below:

The target and training signals are represented by probability mass functions $p(x)$ and $q(x)$ of all corresponding undersampling signals $x$. Except for zeros at undersampled positions, the other values are uniformly spaced in 100 intervals according to the range of magnitude values of synthetic exponentials and in vivo $k$-space signals. The logarithmic function is used firstly due to the large range of values in $k$-space signals.

The 1-Wasserstein distance of the probability mass functions $p(x)$ and $q(x)$ is defined as:

$$W(p(x), q(x)) = \text{minimize} \langle T, C \rangle$$

subject to $\sum_{i=1}^{101} T_{ij} = p(x)_j \quad \forall j = \{ 1, \ldots, 101 \}$,

$$\sum_{i=1}^{101} T_{ij} = q(x)_i \quad \forall i = \{ 1, \ldots, 101 \},$$

$$T_{ij} \geq 0 \quad \forall i = \{ 1, \ldots, 101 \} \text{ and } \forall j = \{ 1, \ldots, 101 \}. \quad (S3)$$

where $C$ is the cost matrix defined as $C_{ij} = 0$ if $i = j$, otherwise $C_{ij} = 1$, and $T$ is the joint probability mass function with the marginal distributions $p(x)$ and $q(x)$.

For the training dataset of synthetic exponentials at a sampling rate of 25% (Table S5), the target signals with the matched sampling rate achieve the lowest Wasserstein distance among sampling rates from 10% to 50%. For the training dataset of coronal PDw knee image (Table S6), the target signals of the axial T2w brain achieve the highest distance due to the mismatch of the organ and imaging contrast.

### TABLE S5

| Sampling rates of target signals | 10% | 15% | 20% | 25% | 30% | 35% | 40% | 45% | 50% |
|---------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Distance to training            | 0.158 | 0.120 | 0.079 | **0.058** | 0.099 | 0.135 | 0.185 | 0.231 | 0.280 |

### TABLE S6

The 1-Wasserstein distance between the target signals of different MRI image datasets and training signals of coronal PDw knee

| MRI images Dataset of target signals | Coronal PDw knee | Sagittal PDw knee | Axial T2w brain |
|--------------------------------------|------------------|-------------------|-----------------|
| Distance to training                 | **0.016**        | 0.018             | 0.046           |
S5. Reconstruction of MRI Images

![Reconstructed images of three MRI datasets. The fully sampled images of (a) coronal PDw knee, (g) sagittal PDw knee, and (m) axial T2w brain and corresponding 1D Cartesian sampling patterns with a sampling rate of 25%. (b-f)(h-l)(n-r) The corresponding reconstructed images and error maps (5x5) by P-LORAKS, HDSLR, ODLS, ADLR-D, and ADLR.]

S5. Comparison with DHMF

The optimization solvers effectively constrain variables P and Q obtained by deep learning solvers. As the visualization of the variables P and Q illustrate, the ADLR provides the variables similar visually to the full sampling (Fig. S6(a-d)). Noticeably, variable Q contains some noise-like column vectors (Fig. S6(b)) but does not significantly affect the reconstruction result due to the small magnitudes of corresponding vectors of P (Fig. S6(a)). Besides, the subsequent low-rank optimization solver is independent of the data. Thus, when reconstructing the mismatched signals, the reconstruction performance of the deep learning solver drops but the optimization solver still works effectively, leading to the high generalization ability.

As a comparison, the reconstructed signal from DHMF is close to the full sampling (Fig. S6(h)), apparently similar to ADLR. However, without the constraint of optimization solvers, the variables P and Q in DHMF contain plenty of noise-like column vectors (Fig. S6(e-g)). In the absence of the correction of the following optimization solvers, DHMF has a low generalization ability for mismatched sampling rates.
Fig. S6. The outputted variables of the 10th deep learning solver in the frequency domain. The 20 column vectors of variable (a) \( P \), (b) \( Q \), and (c) the product of corresponding column vectors after inverse Hankel operation in ADLR. (d) The summation of vectors of (c). (e-h) The corresponding vectors in DHMF.

### S5. Introduction of Optimization Solver

For the constrained problem of reconstructing the signal \( x \) from the undersampled signal \( y \) under the undersampling operator \( \mathcal{U} \):

\[
\min_{x, P, Q} \frac{1}{2} \| \mathcal{F} P x \|_2^2 + \frac{\lambda}{2} \| \mathcal{F} Q y \|_2^2 \quad \text{s.t.} \quad \mathcal{F} P x = \mathcal{F} y, \tag{S4}
\]

we utilize the penalty function model [S11] and convert Eq. (S4) to the unconstrained problem:

\[
\min_{x, P, Q} \frac{1}{2} \| \mathcal{F} P x \|_2^2 + \frac{\lambda}{2} \| \mathcal{F} Q y \|_2^2 \quad \text{s.t.} \quad \mathcal{F} P x = \mathcal{F} y, \tag{S5}
\]

where \( \beta > 0 \) is the penalty coefficient and \( \lambda \) is the trade-off parameter between sampled signals and reconstructed signals. The minimization of Eq. (S5) can be solved by successively minimizing three sub-problems in the iterative scheme as follows:

1. **Update \( P \) and \( Q \)**
   
   To update the variable \( P \), we fix the value of the variables \( Q^k \) and \( x^k \), and the sub-problem (S6) can be rewritten below:

   \[
P^{k+1} = \arg \min_{P} \frac{1}{2} \| \mathcal{F} P x^k - \mathcal{F} y \|_2^2 + \frac{\beta}{2} \| P \|_F^2,
\]

   (S9)

   This is a least squares problem and the solution is:

   \[
P^{k+1} = \beta \mathcal{H} x^k Q^k \left( \mathcal{H} x^k Q^k \right)^{-1}.
\]

   (S10)

   Similar to the update of the variable \( P \), \( Q \) is solved with the fixed variables \( P^{k+1} \) and \( x^k \) according to the following equation:

   \[
   Q^{k+1} = \arg \min_{Q} \frac{1}{2} \| \mathcal{F} P^{k+1} x^k - \mathcal{F} y \|_2^2 + \frac{\beta}{2} \| Q \|_F^2,
\]

   (S11)

   \[
   Q^{k+1} = \beta \mathcal{H} x^k \left( \mathcal{H} x^k \right)^{-1} P^{k+1} \left( \mathcal{H} x^k \right)^{-1}.
\]

   (S12)

2. **Update \( x \)**
   
   For the fixed \( P^{k+1} \) and \( Q^{k+1} \), the sub-problem (S8) can be rewritten as:

   \[
x^{k+1} = \arg \min_{x} \frac{1}{2} \| \mathcal{F} P^{k+1} x - \mathcal{F} Q^{k+1} \|_2^2.
\]

   (S13)

   The solution is:

   \[
x^{k+1} = (\mathcal{H} x^{k+1} \mathcal{H} + \lambda u^u u^u)^{-1}(\lambda u^u y + \beta \mathcal{H} x^{k+1} (Q^{k+1})^H).
\]

   (S14)

   Finally, the whole optimization solver can be written as:

   \[
   \begin{cases}
   P^{k+1} = \beta \mathcal{H} x^k Q^k \left( \mathcal{H} x^k Q^k \right)^{-1} \\
   Q^{k+1} = \beta \mathcal{H} x^k \left( \mathcal{H} x^k \right)^{-1} P^{k+1} \left( \mathcal{H} x^k \right)^{-1} \\
   x^{k+1} = (\mathcal{H} x^{k+1} \mathcal{H} + \lambda u^u u^u)^{-1}(\lambda u^u y + \beta \mathcal{H} x^{k+1} (Q^{k+1})^H)
   \end{cases}
\]

   (S15)

Here, the penalty function model is adopted instead of the widely-used augmented Lagrange model because the former has only three sub-problems to solve, while the latter has four sub-problems due to the added Lagrange multiplier. Besides, all regularization parameters, i.e. \( \lambda \) and \( \beta \), are learnable.
S6. Effect of Changing the Learning Rate

A large learning rate leads to large increments in the updated weights, which is a possible reason why the RLNE of the validation dataset does not decrease steadily (epochs 35 to 52 in Fig. S7(b)). In comparison, at the end of the training, the reduced learning rate can alleviate the oscillation of the RLNE of the validation dataset and achieve a lower RLNE steadily (Fig. S7(a)).

Fig. S7. The RLNEs of the training and validation dataset with (a) the reduced learning rate and (b) the constant learning rate over the epoch.
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