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Abstract—Coded distributed computing introduced by Li et al. in 2015 is an efficient approach to trade computing power to reduce the communication load in general distributed computing frameworks such as MapReduce. In particular, Li et al. show that increasing the computation load in the Map phase by a factor of $r$ can create coded multicasting opportunities to reduce the communication load in the Reduce phase by the same factor. However, there are two major limitations in practice. First, it requires an exponentially large number of input files (data hatches) when the number of computing nodes gets large. Second, it forces every $s$ computing nodes to compute one Map function, which leads to a large number of Map functions required to achieve the promised gain. In this paper, we make an attempt to overcome these two limitations by proposing a novel coded distributed computing approach based on a combinatorial design. We demonstrate that when the number of computing nodes becomes large, 1) the proposed approach requires an exponentially less number of input files; 2) the required number of Map functions is also reduced exponentially. Meanwhile, the resulting computation-communication trade-off maintains the multiplicative gain compared to conventional uncoded unicast and achieves the information-theoretic lower bound asymmetrically for some system parameters.

I. INTRODUCTION

Coded distributed computing introduced in [1] is an efficient approach to reduce the communication load in the distributed computing framework such as MapReduce [2]. In this type of distributed computing networks, in order to compute the output functions, the computation is decomposed into “Map” and “Reduce” phases. First, each computing node computes intermediate values using the local input data files according to the designed Map functions, then computed intermediate values are exchanged among the computing nodes in order to obtain the final output functions for each node using their designed Reduce functions. The operation of exchanging intermediate values is called “data shuffling” or “Shuffle phase”, which appears to limit the performance of distributed computing applications due to the amount of transmitted traffic load [1].

In [1], by formulating and characterizing a fundamental tradeoff between “computation load” in the Map phase and “communication load” in the Shuffle phase, Li et al. demonstrated that these two quantities are inversely proportional to each other. This means that if each Map function is computed $r$ times, each of which is at a carefully chosen node, then the communication load in the Shuffle phase can be reduced by the same factor. This multiplicative gain in the Shuffle phase is achieved by the so-called “coded distributed computing”, which leverages the coding opportunities created in the Map phase by strategically placing the input files in all computing nodes. Note that one implicit assumption in this paper is that each computing node computes all possible intermediate values using their local files regardless whether these intermediate values will be used or not. In addition, there are two limitations of the proposed coded distributed computing scheme in [1]. First, it requires an exponentially large number of input files when the number of computing nodes gets large. Second, it forces every $s$ computing nodes to compute one Map function, which leads to the requirement of a large number of Map functions, and hence a large number of output functions, in order to achieve the promised gain.

Some other aspects of coded distributed computing have been investigated in the literature. In [3], Ezzeldin et al. revisited the computation-communication tradeoff by computing only necessary intermediate values in each node. A lower bound on the corresponding computation load was derived and a heuristic scheme, which achieves the lower bound under some parameter regimes, was proposed. In [4], Song et al. considered the case where each computing node has access to a random subset of the input files and the system is asymmetric, which means that not all output functions depend on the entire data sets and we can decide which node computes which functions. The corresponding communication load was characterized. Interestingly, under some system parameters, no Shuffle phase is needed. In [5], Kiamari et al. studied the scenario where different nodes can have different storage or computing capabilities. The proposed achievable scheme achieves the information-theoretical optimality of the minimum communication load in a system of $3$ nodes.

Contributions: In this paper, we consider the similar system configuration as in [1] and propose a novel coded distributed computing approach based on a combinatorial design, which addresses the two limitations of the scheme proposed in [1] as follows. First, the proposed approach requires an exponentially less number of input files compared to that in [1] for large $r$. Second, the required number of Map functions is also reduced exponentially when $s$ goes large. Meanwhile, the resulting computation-communication trade-off maintains the multiplicative gain compared to conventional uncoded unicast and is close to the optimal trade-off proposed in [1]. In addi-
tion, our proposed scheme achieves the information theoretic lower bound asymmetrically for some system parameters.

II. NETWORK MODEL AND PROBLEM FORMULATION

The network model is adopted from [1]. We consider a distributed computing network where a set of $K$ nodes, labeled as $\{1, \ldots , K\}$, has the goal of computing $Q$ output functions and computing any one function requires access to $N$ input files. The $N$ input files, $\{w_1, \ldots , w_N\}$, are assumed to be of equal size $B$ bits. The set of $Q$ output functions is $\{f_1, \ldots , f_Q\}$ and each node $k \in \{1, \ldots , K\}$ is assigned to compute a set of output functions. We define $W_k \subseteq \{1, \ldots , Q\}$ as the indices of the output functions node $k$ is responsible for computing. The result of output function $i \in \{1, \ldots , Q\}$ is $u_i = f_i (w_1, \ldots , w_N)$.

Alternatively, the output function can be computed by use of “Map” and “Reduce” functions such that $u_i = h_i(g_{i,1}(w_1), \ldots , g_{i,N}(w_N))$ where for every output function $i$ there exists a set of $N$ Map functions $\{g_{i,1}, \ldots , g_{i,N}\}$ and one Reduce function $h_i$. Furthermore, we define the output of the Map function, $v_{i,j} = g_{i,j}(w_j)$, as the intermediate value resulting from performing the Map function for output function $i$ on files $w_j$. There are a total of $QN$ intermediate values and we assume that each has a length of $T$ bits.

The MapReduce distributed computing structure allows nodes to compute output functions without having access to all $N$ files. Instead, each node has access to $M$ out of the $N$ files and we define the set of files available to node $k$ as $M_k \subseteq \{w_1, \ldots , w_N\}$. Collectively the nodes use the Map functions to compute every intermediate value in the Map phase. Then, in the Shuffle phase, nodes multicast the computed intermediate values amongst one another via a shared link. The Shuffle phase is necessary so that each node can receive necessary intermediate values that it could not compute itself. Finally, in the Reduce phase, nodes use the Reduce functions with the appropriate intermediate values as inputs to compute the assigned output functions.

This distributed computing network designs yield two important parameters: the computation load, $r$, and the communication load, $L$. The computation load is defined as the average number of times each intermediate value is computed among all nodes. In other words, the computation load is the number of intermediate values computed in the Map phase normalized by the total number of unique intermediate values, $QN$. The communication load is defined as the amount of traffic load (in bits) among all nodes in the Shuffle phase normalized by $QNT$. We define the computation-communication function as

$$L^*(r) \triangleq \inf\{L : (r, L) \text{ is feasible}\}. \quad (1)$$

Throughout this paper, we consider a few different design options. We enforce one of the following assumptions: 1) each computing node only computes the necessary intermediate values as in [2]; 2) each computing node computes all possible intermediate values. Furthermore, in this paper, we first discuss the design scenario when all of the $Q$ output functions are computed exactly once and $|W_i \cap W_j| = 0$ for $i \neq j$. We then expand our model such that output functions are computed at multiple nodes. We define $s$ as the number of nodes which calculate each output function.

III. HYPERCUBE COMPUTING APPROACH ($s = 1$)

In this section, we consider the case when $s = 1$. Every output function is calculated exactly once in the Reduce phase. Let $Q = \eta_2 K$, where $\eta_2 \in \mathbb{Z}^+$, such that every node $k$ computes a set $\eta_2$ distinct functions. We construct a hypercube lattice of dimension $d$ with the length of each side $x$ to describe the file availability among all nodes (see Fig. [1]). Each lattice point represents a set of $\eta_1$ files, where $\eta_1 \in \mathbb{Z}^+$, and nodes have a set of files available to them represented by a “hyperplane” of lattice points. When $s = 1$, we show that the requirement on the number of files is $N = \eta_2 x^d$. We first present an example when $d = 3$. In this case, the “hypercube” becomes a “cube” (see Fig. [1]).

A. An Example (3-Dimension)

To illustrate our idea, we consider a $(d = 3)$-dimensional hypercube (cube in this case) where each dimension is $x = 3$ lattice points in length. There are $K = x^d = 9$ nodes and let node $i$ compute the function $i$, $W_i = \{i\}$. There are a total of $Q = 9$ functions ($\eta_2 = 1$), each of which is computed exactly once. The 9 computing nodes are split into $d = 3$ groups of size $x = 3$ where $K_1 = \{1, 2, 3\}$, $K_2 = \{4, 5, 6\}$ and $K_3 = \{7, 8, 9\}$. We consider $N = 27$ ($\eta_1 = 1$) files where each file is locally available to exactly 3 nodes, one node from each set. This is analogous to defining a point in a 3-dimensional space for which the value of each dimension defines a node that has that file locally available as shown in Fig. [1]. For example, the files locally available to nodes 3, 5, and 9 ($M_3$, $M_5$, and $M_9$) are depicted by the green, red and blue planes respectively. In fact, fixing one dimension and varying the rest dimensions define a set of files available to a node. Since $w_{26}$ is locally available to nodes $\{3, 5, 9\}$, we denote the node set $\{3, 5, 9\}$ as $\mathcal{T}_{26}$.

In the Map phase, each node computes the intermediate values from locally available files for the function it needs to compute. For example, node 5 has the file set $M_5 = \{w_2, w_5, w_8, w_{11}, w_{14}, w_{17}, w_{20}, w_{23}, w_{26}\}$ and will compute $\{v_{5,j} : w_j \in M_5\}$ for use in calculation of function output $u_5$. Furthermore, for every $w_j \in M_5$, node 5 computes every intermediate value, $v_{i,j}$, such that $i \notin K_2$ and node $i$ does not have $w_j$ locally available, $w_j \notin M_i$. The motivation for this criteria is, first, node 5 does not form multicasting groups with other nodes (nodes 4 and 6) aligned along the same dimension. Second, there is no need to compute an intermediate value for a node that can compute it itself. Every other node computes intermediate values based on a similar approach.

We use the example of node set $\mathcal{T}_{26}$ to explain the Shuffle phase. We consider the 3 sets of intermediate values for which each intermediate value is requested by 1 node and computed

1In Fig. [1] node 4 and 6 caches the files from the two planes parallel to the red plane, which represents the files cached by node 5.
Nodes are split into \( d \) disjoint sets each of \( x \) nodes denoted by \( \{ \mathcal{K}_1, \ldots, \mathcal{K}_x \} \) where \( K = xd \) where \( x, d \in \mathbb{Z}^+ \). To define file availability, consider all node sets \( \{ T_k : |T_k \cap \mathcal{K}_i| = 1 \ \forall \ i \in \{ 1, \ldots, d \} \} \). There are \( x^d \) such sets which will be denoted as \( \{ T_1, \ldots, T_{x^d} \} \). The \( N \) files are split into \( x^d \) disjoint sets labeled as \( \{ B_{1}, \ldots, B_{x^d} \} \) and file set \( B_1 \) is available only to nodes of set \( T_1 \). These file sets are of size \( \eta_i \in \mathbb{Z}^+ \) and \( N = x^d \eta_1 \). Furthermore, define \( \mathcal{M}_k = \{ B_i : k \in T_i \} \), which is the set of files available to node \( k \). The Map, Shuffle and Reduce phases are defined as follows:

- **Map Phase:** Each node \( k \in \{ 1, \ldots, K \} \) computes:
  1. every intermediate value, \( v_{i,j} \), such that \( i \in \mathcal{W}_k \) and \( w_j \in \mathcal{M}_k \)
  2. every intermediate value, \( v_{i,j} \), such that \( w_j \in \mathcal{M}_k \) and \( i \in \{ \mathcal{W}_z : w_j \notin \mathcal{M}_z, z \in \{ 1, \ldots, K \} \setminus \mathcal{K}_p \} \) where \( \mathcal{K}_p = \{ K_i : k = K_i, i \in \{ 1, \ldots, d \} \} \).

- **Shuffle Phase:** For all \( n \in \{ 1, \ldots, x^d \} \) and for all nodes \( z \in T_n \) consider the set of intermediate values

\[
\mathcal{V}^{(z)}_{\mathcal{T}_n \setminus z} = \{ v_{i,j} : i \in \mathcal{W}_z, w_j \in \bigcap_{k \in \mathcal{T}_n \setminus z} \mathcal{M}_k \}
\]  

which are requested only by node \( z \) and computed at nodes \( \mathcal{T}_n \setminus z \). Furthermore, \( \mathcal{V}^{(z)}_{\mathcal{T}_n \setminus z} \) is split into \( d-1 \) disjoint sets of equal size denoted by

\[
\mathcal{V}^{(z)}_{\mathcal{T}_n \setminus z} = \{ v_{i,j} : i \in \mathcal{W}_z, w_j \in \bigcap_{k \in \mathcal{T}_n \setminus z} \mathcal{M}_k \}
\]

where \( \sigma_1, \ldots, \sigma_{d-1} \) = \( T_n \setminus z \). Each node \( k \in T_n \) multicasts

\[
\bigcup_{z \in \mathcal{T}_n \setminus k} \mathcal{V}^{(z)}_{\mathcal{T}_n \setminus z}
\]

- **Reduce Phase:** For all \( k \in \{ 1, \ldots, K \} \), node \( k \) computes all output values \( u_q \) such that \( q \in \mathcal{W}_k \).

### C. Achievable Computation and Communication Load

In this section we derive the computation and communication load for the proposed scheme utilizing a hypercube with an arbitrary number of dimensions and size of each dimension. We derive these values in two scenarios. First, as has been discussed so far, we consider the case when nodes compute a subset of the \( Q \) intermediate values for any given file and only necessary intermediate values are computed. In addition, we also consider the case when a node will compute all possible intermediate values and demonstrate that a small modification to the scheme of section [III-B] accommodates this assumption.

The following theorem evaluates the computation and communication load for the hypercube scheme when only necessary intermediate values are computed.

**Theorem 1:** Let \( K, Q, N, M \) be the number of nodes, number of functions, number of files and number of files available to each node, respectively. For some \( x, d, \eta_1, \eta_2 \in \mathbb{Z}^+ \) such that \( d \geq 2 \), \( K = xd \), \( N = \eta_1 x^d \) and \( Q = \eta_2 xd \), the following computation and communication load pair is achievable:

\[
r_{hc} = \frac{1 + (d-1)(x-1)}{x}, \quad L_{hc} = \frac{x - 1}{x(d-1)}.
\]
From this theorem, we can observe that when \( x \gg 1 \),
\( \frac{L_{hc}}{d-1} \approx \frac{1}{r_{hc}} \). This means that the communication load is inversely proportional to the computation load, which is also shown in [1].

We extend this scheme to accommodate the assumption that each node computes all possible intermediate values.

**Corollary 1:** Let \( K, Q, N, M \) be the number of nodes, number of functions, number of files, and number of files available to each node, respectively. For some \( x, d, \eta_1, \eta_2 \in \mathbb{Z}^+ \) such that \( d \geq 2 \), \( K = xd \), \( N = \eta_1 x^d \), \( Q = \eta_2 xd \) and assuming every node computes all possible intermediate values from available files, the following computation and communication load pair is achievable:

\[
\begin{align*}
\gamma_{hc}' &= d, \\
L_{hc}' &= \frac{x-1}{x(d-1)}.
\end{align*}
\]

By using Corollary 1, we obtain \( L_{hc}' = \frac{x-1}{r_{hc}x} \).

**IV. HYPERCUBE COMPUTING APPROACH (s = d)**

The work in this section is motivated by the fact that distributed computing systems generally perform multiple rounds of Map Reduce computations. The results from the \( Q \) output functions become the input files for the next round. To have consecutive Map Reduce algorithms which take advantage of the computation-communication load trade-off, it is important that each function is computed at multiple nodes. We define \( s \) as the number of times each function is computed. Alternatively, \( s \) can be defined by the number of nodes which compute any given output function. To implement consecutive rounds of Map Reduce using the hypercube method, we construct the network by using hypercube not only to define the input files that each node has, but also to define the output functions each node is responsible for computing. Thus, in the following Map Reduce round, the hypercube approach can be used again. In this section, we describe how to use the hypercube computing approach such that \( s = d \).

**A. An Example (2-Dimensional)**

For simplicity, we consider a \((d = 2)\)-dimensional hypercube (plane) where each side is \( x = 3 \) lattice points in length. There are \( K = 6 \) nodes and nodes \( 1, 2 \) and \( 3 \) are aligned along one dimension and nodes \( 4, 5 \) and \( 6 \) are aligned along the other dimension as shown in Fig. 2(a). Each lattice point represents an input file as well as an output function. The files available to a node and the output functions computed by a node are determined by a line of lattice points that a node is aligned with. For example, node 1 has the input files \( w_1 \) and \( w_2 \) and node 1 is responsible for computing the output functions \( \phi_1 \) and \( \phi_2 \). While \( \phi_1 \) is computed at both nodes 1 and 4, it can be seen that similar to the case when \( s = 1 \) where files are assigned to \( d \) nodes based on the hypercube lattice, now output functions are assigned to \( d \) nodes. In this example, \( s = d = 2 \), which is the number of dimensions in the hypercube.

**Fig. 2.** An example of the proposed scheme in a distributed computing network with \( K = 6, s = d = 2 \), and \( N = Q = 9 \). Each point on the lattice represents both a file and a computing function. Each node has a set of files represented by a line. \( C_j(\cdot) \) represent random independent linear combinations.

Note that since different intermediate values may be computed different times, the Map and Shuffle phases can be defined by three rounds where nodes compute intermediate values requested by 0, 1, or 2 nodes, respectively. We define an intermediate value requested by \( 0 \) nodes as an intermediate value for which the nodes that need it can compute it locally. For example, \( v_{2,2} \) is considered an intermediate value which is requested by 0 nodes. Nodes 1 and 5 are the only nodes that need to compute \( u_2 \) and need \( v_{2,2} \). However, it is clear that both nodes 1 and 5 also have access to the file \( w_2 \) and can compute this intermediate value themselves. Hence, \( v_{2,2} \) does not need to be transmitted in the Shuffle phase. This example, any intermediate value \( v_i, 1 \leq i \leq 9 \) is an intermediate value requested by 0 nodes.

Next, we consider intermediate values requested by a 1 node such as \( v_{2,5} \) and \( v_{2,8} \). Nodes 1 and 5 are the only nodes that need \( v_{2,5} \) and \( v_{2,8} \). However, node 5 can compute these intermediate values itself, while node 1 does not have access to \( w_5 \) and \( w_8 \). The opposite is true of intermediate values \( v_{2,1} \) and \( v_{2,3} \). Nodes 1 and 5 can unicast these intermediate values to each other in the Shuffle phase. All of the intermediate values requested by 1 node can be found by considering all pairs of nodes such that there is 1 node aligned along each dimension. For each pair, there exists an output function that is computed by the nodes of this pair and not computed by any other nodes. Furthermore, each node has access to 2 files that the other node does not, therefore, each node of the pair computes 2 intermediate values that are only requested by the other node of the pair.

In the last round, we consider intermediate values which are requested by 2 nodes such as \( v_{9,9} \). Both nodes 2 and 5 compute output function 5 (\( u_5 \)). However, neither has access to \( w_9 \). We can recognize that \( w_9 \) is available to two nodes which are nodes 3 and 6. Importantly, we also observe that both nodes 3 and 6 request \( v_{9,5} \) which can be computed at nodes 2 and 5. Among these four nodes we also see that \( v_{8,6} \) is requested by nodes 2 and 6 and can be computed by nodes 3 and 5 and the opposite is true for \( v_{8,6} \). These observations are summarized in Fig. 2(b) and the lattice points which represent these input
files and input functions are highlighted in Fig. 2(a). In order to transmit, each intermediate value can be split into 3 packets and each node requests 6 packets and has the other 6 locally computed. Each node transmits 2 random linear combinations of its locally available packets as shown in Fig. 2(c). As a result, each node will receive 6 equations, together with what it has it can solve for the 6 unknowns. Overall, this round consists of considering all groups of 4 nodes such that there are 2 nodes aligned along each dimension.

In this example, we observe that \( Q = N = x^d = 9 \) and therefore the total number of unique intermediate values is \( QN = x^{2d} = 81 \). It can be computed that \( r_{hc} = \frac{14}{15} \) and \( L_{hc} = \frac{20}{27} \). While if each user computes all possible intermediate values, by using the approach in [1], we obtain that \( L^* = \frac{14}{15} \). However, our approach only requires \( N = 9 \) files and \( Q = 9 \) functions, while the approach in [1] requires \( N = 15 \) files and \( Q = 15 \) functions.

**B. Achievable Computation and Communication Load**

The following theorem evaluates the computation and communication load for the hypercube scheme when only necessary intermediate values are computed.

**Theorem 2:** Let \( K, Q, N, M, s \) be the number of nodes, number of functions, number of files, number of files available to each node, and number of nodes which compute each function, respectively. For some \( x, d, \eta_1, \eta_2 \in \mathbb{Z}^+ \) such that \( d \geq 2, s = d, K = xd, N = \eta_1 x^d \) and \( Q = \eta_2 x^d \), the following computation and communication load pair is achievable:

\[
r_{hc} = \frac{d(x^d - x + 1)}{x^d},
\]

\[
L_{hc} = \frac{d(x - 1)}{x^d(d - 1)} + \frac{1}{x^d} \sum_{\gamma=2}^{d} \binom{d}{\gamma} x^{(d-\gamma)} \gamma^2 \gamma^{(\gamma - 1)} \frac{2^{-2\gamma} - 1}{2 \gamma - 1}. \tag{9}
\]

Using the similar approach of Corollary 1, it can be observed that when each node computes all possible intermediate values, (8) becomes \( r_{hc} = d \) and (9) stays unchanged.

**V. PERFORMANCE ANALYSIS AND DISCUSSION**

In order to do the fair comparison, we assume that each node computes all possible intermediate values.

**A. The requirement of \( N \) and \( Q \)**

In this section, our goal is to compute the minimum required \( N \) and \( Q \) of the proposed scheme and the optimal scheme in [1]. By our construction, it can be seen that the minimum requirements of \( N \) and \( Q \) are \( (\frac{K}{r})^s \) and \( (\frac{K}{r})^s \) respectively. While the minimum requirements of \( N \) and \( Q \) in [1] are \( (\frac{K}{s})^s \) and \( (\frac{K}{s})^s \). Hence, it can be observed that the proposed approach reduces the required numbers of both \( N \) and \( Q \) exponentially as a function of \( r \) and \( s \).

**B. Optimality**

Although the required \( N \) and \( Q \) are reduced significantly, we can still guarantee the performance of the proposed approach in terms of computation-communication function. If each node computes all possible intermediate values, then optimal computation-communication function is given by [1]

\[
L^*(r, s) = \sum_{\ell = \max(r + 1, s)}^{\min(s + r, K)} \ell \binom{K}{\ell} \binom{r}{\ell - 1} \binom{s}{\ell - r} r^{-\ell} s^{r - \ell} . \tag{10}
\]

When \( s = 1 \), the optimality of the proposed approach is given by the following corollary.

**Corollary 2:** When \( s = 1 \) and under the assumption in Theorem 1, \( L_{hc} \) achieves information theoretic optimality when \( r \to \infty \).

When \( s \geq 2 \), the relation between (10) and (9) is not obvious due to their complicated formats. From Fig. 3, it can be observed that first the communication load of the proposed scheme has a multiplicative gain compared to conventional uncoded unicast (\( L(r) = (1 - \frac{r}{K}) \)); second, the communication load of the proposed scheme is close to that in [1] especially when \( s = r \) is relatively small. In addition, we can also prove the asymptotic optimality of the proposed scheme when \( s = 2 \).

**Corollary 3:** When \( s = 2 \) and under the assumption in Theorem 2, \( L_{hc} \) achieves information theoretic optimality when \( K \to \infty \).
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