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Abstract—Current deep reinforcement learning (DRL) algorithms utilize randomness in simulation environments to assume complete coverage in the state space. However, particularly in high dimensions, relying on randomness may lead to gaps in coverage of the trained DRL neural network model, which in turn may lead to drastic and often fatal real-world situations. To the best of the author’s knowledge, the assessment of coverage for DRL is lacking in current research literature. Therefore, in this paper, a novel measure, Approximate Pseudo-Coverage (APC), is proposed for assessing the coverage in DRL applications. We propose to calculate APC by projecting the high dimensional state space onto a lower dimensional manifold and quantifying the occupied space. Furthermore, we utilize an exploitation strategy for coverage maximization using Rapidly-Exploring Random Tree (RRT). The efficacy of the assessment and the acceleration of coverage is demonstrated on standard tasks such as Cartpole, highway-env.

Index Terms—coverage assessment, assurance, dimensionality reduction, coverage maximization

I. INTRODUCTION

Sequential decision making is an essential component of robotics, utilizing a sequence of actions (chosen from a set of possible actions) to navigate an uncertain environment to best achieve a goal. Reinforcement learning [1] has been proposed to provide a formal approach to solve the sequential decision making problem where an agent chooses actions so as to maximize the cumulative rewards. Over the last decade, deep reinforcement learning (DRL), which combines RL with deep neural networks, has been applied successfully to various applications with continuous state space and discrete/continuous action space. The wide-ranging applications where DRL has been successfully applied include board games (e.g., Go [2] and Chess [3]), video games (e.g., Atari games [4]), and complex robotics control tasks (e.g., [5]).

Currently DRL tasks utilize reward per episode as the common metric for measuring the performance of the model and completion of the training process. However, there is an inherent assumption placed on the simulation, which generates samples for the training, to be able to sample uniformly from the entire sample space and provide adequate coverage at the end of the training process. Coverage has been defined as the measure of how much of the Design and Verification Environment (DVE) has been covered via testing [6]. There is extensive literature on coverage driven verification (CDV) for functional verification of hardware designs [7]. Coverage testing for assurance of machine learning models has been explored by transforming high-dimensional data into a lower dimensional manifold in [8]. CDV has also been applied successfully to Deep Neural Networks (DNN) by developing four different dataset quality measures and measuring the quality of most common test datasets on popular DNN models [9]. However, to the best of the author’s knowledge, there has been no research conducted exploring coverage testing in the context of DRL. Assessment of coverage appears to be an important factor which can influence the acceptance of the DRL model in a real-world setting.

Coverage testing in traditional development relies on functional requirements or model-based techniques, which are, by their very nature, deterministic and provides a tractable solution. Assessment of coverage is complicated in DRL for three primary reasons:

- Data for training a DRL is generated by the simulation environment during the training process which can make coverage testing difficult
- There is no explicit model (or functional requirements) in model-free DRL to rely on in order to do exhaustive coverage testing
- The DRL tasks are often characterized by a high dimensional continuous state space which suffers from the “curse of dimensionality” [10] and makes calculation of coverage problematic

Since DRL tasks involve high-dimensional state space, reducing the dimensionality of the state space by projecting the state samples to a lower dimensional manifold makes the computation of coverage tractable. In this paper, we reduce the state space to two dimensions using t-distributed Stochastic Neighbor Embedding (t-SNE) [11]. Thus, we get a pseudo measure of coverage where more is inherently better without equating it to actual coverage. Even after reducing the dimensionality to two, the simulation environment generates a lot of samples during the training process and computing the exact area of these samples is often a complex problem. Therefore, we implement an over-approximation of the coverage by utilizing an occupancy grid-like approach [12]. Using a fine grained 2-D grid, we apply a voting process of whether a particular point falls within a grid cell. We then calculate the ratio of number of occupied grid-cells (non-zero grids)
to the total number of grid-cells. We refer this measure to Approximate Pseudo-Coverage (APC).

For coverage maximization, we note the following two observations:

- Currently, the simulation environments for DRL are blind to the training process and thus, are not adaptive with the changes in the training process. Our hypothesis is that providing a feedback to the simulation environment would help in maximizing the coverage.
- The starting state has a large impact on the evolution of the episode [13]. Searching for unexplored areas of the state space can provide a maximization in coverage. Also, small perturbations of high scoring start states can help us in maximizing rewards as well.

With these observations in mind, we introduce an exploration-exploitation strategy for determining the start state for each episode. Using an epsilon-greedy policy, we explore using a Rapidly Exploring Random Tree (RRT) [14] to efficiently search high-dimensional non-convex spaces and exploit using a small random perturbation of highest scoring start state.

The paper is organized as follows: Section II provides a background on deep RL and coverage testing, Section III details the coverage assessment and maximization procedure, Section IV presents the results of the proposed procedure on standard tasks and Section V gives the discussions and conclusions.

II. BACKGROUND

A. Coverage testing

Coverage is defined as a measure of completeness of set of tests for checking a model of a design. In coverage based verification, the planning of coverage is performed before the start of the verification process [15]. Each measurable task is known as a coverage task and together, they form a coverage model [16]. Pseudorandom generation techniques are used in test generators in CDV [7]. CDV uses functional requirements or models to create this test suite. In model-based test generation, a model is explored or traversed to obtain abstract tests, i.e. tests at the same level of abstraction as the model [17].

There are different kinds of coverage which can be broadly classified into two categories, normal coverage and pseudo-coverage [6]. These constitute:

- Normal coverage - This refers to exact coverage testing where achieving 100% explains the completeness of the tests for DVE. There are two kinds of coverage testing which fall in this category:
  - Implementation coverage - measuring which lines of code have been executed or how many state bits have been toggled
  - Functional coverage - user defined metric intended to investigate to which extent the functionality of a given design under test (DUT) has been verified
- Pseudo-coverage - This type of coverage testing relies on measures where more coverage implies better without having a exact upper limit. Examples include:
  - Novelty coverage - measures if a new sample is sufficiently far from the current samples
  - Criticality coverage - measures the closeness of the samples from the terminal state

Coverage in the context of machine learning models is not a thoroughly studied problem. With deep learning algorithms being increasingly used in safety critical applications, assessing and accelerating coverage for such applications is of paramount importance.

B. Deep Reinforcement Learning

The central idea behind reinforcement learning (RL) is to learn the sequence of actions that an agent takes to maximize the cumulative reward. In an RL task, for any given state \( s_t \in S \), the exact action is not properly defined a priori and the agent needs to randomly choose actions \( a_t \) from a set of actions, \( A \), to find the optimal action at that state based on the q-value of action \( Q(s_t, a_t) \). The mathematical formulation governing this process is known as Markov Decision Process (MDP), where the next state is completely defined by the current state and action (Markov property) and choice of an action leads to a scalar reward [1].

The RL problem is exactly defined and solved for a discrete state space. However, for a continuous state-space problem, function approximators have to be utilized to learn the value function and/or policy function. Deep neural networks being universal function approximators, can be used to learn such functions. The problem that appears then is that exact convergence is not known and thus, practitioners have to resort to using reward per episode as the common metric to assess if the training is complete.

III. METHODOLOGY

A. Coverage assessment

The goal of coverage assessment is to find the gaps in coverage of test data for the model under test. The pseudo-code for the coverage assessment algorithm is given in Algorithm 1. The first issue in getting a true coverage estimate is that the state space in DRL applications is inherently high-dimensional. For an efficient computation of coverage, we need to reduce the dimensionality of the samples from the simulation. The preliminary requirement in such a dimensionality reduction is that the local neighborhood be preserved i.e. similar points in the high dimensional space should appear close by in the low-dimensional embedding. In this paper, we utilize t-SNE, a nonlinear dimensionality reduction technique proposed by [11] which embeds data from a high-dimensional setting onto a two or three dimensional space. t-SNE constructs a probability distribution over pairs of high-dimensional samples such that neighboring points are assigned higher probability while distant points are assigned lower probability. Then, a low-dimensional embedding is chosen such that the Kullback-Leibler divergence (KL divergence) is minimized with the high-dimensional probability distribution.

The other issue in developing a coverage assessment technique for DRL is that the data is generated using a simulation
concurrently with the training process. The extents of the coverage are, thus, unknown a priori. We create a buffer for storing the state samples and after a certain ‘k’ number of episodes, create a two-dimensional t-SNE embedding from the samples. The pseudo-coverage for the training process until the current episode can then be defined as the area covered by these embedded state samples. There are different approximations for calculation of area of scatter samples. A common one is estimating convex hulls of the sampled points. However, for points not in a single cluster, the calculation of convex hulls is complex and not completely necessary. In this paper, we utilize an over-approximation using a regularly spaced 2-D grid. The idea of the evenly spaced grid is similar to occupancy grid mapping [12] where the non-zero grid-cells represent the coverage of the embedded states. Based on the current extent of the embedded states, we create a grid with a user-defined cell size. The cell size is an important parameter, where there is a trade-off between granularity and computation. The voting process calculates the histogram of the 2-D points and returns the non-zero grid-cells. The buffer is reset and the process is repeated for the next ‘k’ episodes with the non-zero grid-cells being added to the previous count. APC is calculated as the ratio of non-zero grid-cells to the total number of grid-cells.

Algorithm 1: Coverage assessment

Result: Approximate Pseudo-Coverage

\[
\text{APC} = \frac{\text{count(NonzeroGrids)}}{\text{count(grids)}};
\]

B. Coverage maximization

While the process of executing more and more episodes would continue to increase the coverage asymptotically, it might take a long time to fill the gaps in coverage, esp. for high-dimensional state space problems. Coverage maximization automates this process leading to faster coverage attainment. The idea behind maximizing coverage is to generate a feedback loop to the simulation, creating an adaptive process. We detail the procedure for coverage maximization in Algorithm 2. In order to balance exploration of the unknown initial states with the exploitation of known high-scoring initial states, we implement an epsilon-greedy policy for determination of initial states.

In the beginning of the training process, we want to find unique initial states which are in the neighborhood of the known initial states. We implement a RRT structure to find these unique initial states. RRT is designed to efficiently search non-convex, high-dimensional spaces such that the tree is constructed by biasing the exploration towards unexplored portions of the space [18]. The idea is to cover the entire state space efficiently without any coverage gaps.

For the exploitation phase, we want to explore the vicinity of high-scoring initial states. We utilize an idea from neuroevolution [19] where the best performing agent (described as parent) is mutated by applying a small Gaussian noise to the initial state. Therefore, we pick the highest scoring initial state (or select randomly from equally highest scoring states) and perturb the state by a small amount. This provides adequate coverage around the potentially high-scoring initial states.

\[
\text{Algorithm 2: Coverage Maximization}
\]

Result: initStatesList

initialize epsilon ← 1;
initialize epsilonDecay ← 0.998;
initialize rrt ← beginNode;
initialize initStatesList ← Empty;
while training do
\begin{align*}
\text{if random} & \leq \text{epsilon} \text{ then} \\
\text{initStateCandidate} & \leftarrow \text{Random(stateSize)}; \\
\text{neighborNode} & \leftarrow \text{GetNeighborNode(initStateCandidate)}; \\
\text{newNode} & \leftarrow \text{CreateNode(neighborNode, rrtDist)}; \\
\text{rrt} & \leftarrow \text{Append(newNode)}; \\
\text{else} & \\
\text{maxInitState} & \leftarrow \text{Max(initStatesList)}; \\
\text{initState} & \leftarrow \text{Perturb(maxInitState)}; \\
\text{initStatesList} & \leftarrow \text{Append(initState)}; \\
\text{epsilon} & \leftarrow \text{epsilon} \times \text{epsilonDecay};
\end{align*}

IV. RESULTS

The coverage assessment and maximization technique is validated in two example environments: Cartpole [20] and highway driving [21].

A. Cartpole

The cartpole environment [20], also known as the inverted pendulum problem, is a well-known problem in RL whereby a pole is attached to a cart. The pole is unstable and the only way to keep it upright is by moving the cart horizontally left or right by one unit. The episode ends when the pole is more
than $15^\circ$ from vertical, or the cart moves more than $2.4$ units from the center. The state vector is composed of the position of the cartpole, the angle of the cartpole, and their derivatives. The default reward is the amount of time the pole is upright
in a given episode (time limit of 500 timesteps). Due to the nature of the continuous state space, it is impossible to visit every state and action pair during training or to know when the training is complete. OpenAI judges the training to be complete when the agent gets an average of 475 (out of a possible 500) or above for 100 consecutive episodes.

Deep Q-network (DQN) has been proposed by [22] which provided the first algorithm which stably combines deep neural networks with RL to solve continuous state discrete action problems. DQN uses a neural network that gives the Q-values for every action and uses a buffer to store old states and actions to sample from which helps to stabilize training. The cartpole environment is solved using the DQN approach.

In order to provide an intuition of the pseudo-coverage for the state samples, we plot the embedded state samples colored by the q-value corresponding to the first action at every 100 episodes in Figure 1. The figure shows that even at 600 episodes, there are gaps in the embedded state space which leads to gaps in coverage. Also, we find that in the initial episodes, the state samples form sparse non-convex clusters finding the area of which is a costly and time-consuming problem. The over-approximation using a grid provides an inexpensive solution while keeping over-approximation bounded.

Correspondingly, we utilize coverage maximization to determine the initial state samples keeping the random seed constant for both implementations. We use the position and orientation of the cartpole as an abstraction of the model in the RRT structure. This makes the computations efficient while still allowing for sufficient exploration of the state space. The embedded state samples for the environment with coverage maximization is shown in Figure 2. Visually, we can see that the space utilization using coverage maximization strategy is higher than normal starting from the early episodes and by 400 episode mark, there are almost no gaps present in the embedded state samples. This provides a visual confirmation that coverage maximization does bias the system to fill gaps in the coverage. To get some statistics on the efficacy of the coverage, we run the original implementation and the proposed implementation 50 times. The mean and standard deviation of the APC and the reward per episode is given in Figure 3. We observe that the proposed method is effective in increasing the coverage by 19.5% and the reward per episode by 42.3% at the end of 1000 episodes.

B. Highway driving

We implement an environment for simulated highway driving and tactical decision making provided by [21]. We choose this environment as a representative example of high dimensional environment with a lot of variability. The environment is built on top of OpenAI gym environment and features an easy-to-use abstraction layer for training DRL to navigate an autonomous vehicle through traffic. Figure 4 shows the layout of the simulation environment. The green rectangle denotes the ego-vehicle while the blue rectangles denote the other vehicles. The obstacle vehicles are capable of changing lanes with each vehicle making independent lane-change decisions at every instant. The ego-vehicle motion is described by kinematic bicycle model [23]. The longitudinal motion of the other vehicles are governed by the Intelligent Driver model [24] while the lane change decisions are governed by the MOBIL model [25].

The state space is $V \times F$ array comprised of $F$ features for $V$ vehicles. The features included are $S = \{\text{presence}, x, y, vx, vy\}$. The action space $A$ is discrete with $A = \{\text{left-lane, idle, right-lane, faster, slower}\}$. The reward function is composed of a velocity term and a collision term:

$$R(s, a) = a \times \frac{v - v_{min}}{v_{max} - v_{min}} - b \times \text{collision}$$  

(1)
where $v, v_{max}$ and $v_{min}$ are the current speed, maximum speed and minimum speed respectively and $a$ and $b$ are coefficients of the velocity and collision penalty terms respectively.

We calculate the coverage metric in a similar fashion to the previous example. Since the initial placement of the vehicles is the most important factor in randomization of the simulation, for constructing the RRT structure, we utilize the longitudinal and lateral positions as abstractions of the entire space for the $V$ vehicles.

In Figure 5(a) and (b), we provide the coverage metrics and reward for a run of the environment with and without the proposed implementation. The plots show that for a high-dimensional state space DRL problem, our proposed approach is able to increase the coverage while simultaneously maximizing the cumulative reward per episode.

V. CONCLUSIONS

In this work, we studied the necessity of utilizing coverage as a metric for training of DRL tasks. We proposed a new metric to review the quality of the sampled states for high-dimensional state space. For the two standard tasks, we provided the pseudo-measure of coverage by transforming the state space samples into a 2-D grid and then voting on the occupied grids. We also proposed using a feedback loop from the training process to the simulation environment and forcing the simulation environment to explore efficiently in the bounds of the state space, both of which led to substantial improvements for the training process. Thus, we utilized RRT for exploration of unexplored initial states and perturbing high-scoring initial state for exploitation to search for higher reward states.

For future work, we would like to extend the coverage estimation towards providing convergence guarantees for DRL tasks based on the proposed coverage metric.
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