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Abstract: Earthquake disasters can cause enormous social and economic damage, and therefore the sustainability of infrastructure requires the mitigation of earthquake consequences. In seismic design of infrastructures, it is essential to estimate the response of the site during earthquake. Geotechnical engineers have developed quantitative methods for analyzing the seismic ground response. This study proposes a multilayer perceptron (MLP) model to evaluate the seismic response of the surface based on the seismic motion at the bedrock (or 100 m level), and compares its performance with that of a conventional model. A total of 6 sites, with 100 earthquake events at each site, were selected from the Kiban Kyoshin Network (KiK-net) and used as datasets. The acceleration response spectra were calculated from the predicted and measured (baseline) acceleration histories and compared. The proposed MLP model predicted the magnitudes of response and the natural periods where the response amplifies closely with the measured ground motions (baseline). The MLP model outperformed the conventional model for seismic ground response analysis. However, the proposed model did not perform as well for earthquakes whose response spectra exceed 2 g due to a deficiency in large earthquake measurements in the training datasets.
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1. Introduction

Earthquake disasters can cause enormous social and economic damage \cite{1,2}, and therefore the sustainability of infrastructure requires the mitigation of earthquake consequences. Disaster mitigation should consider the seismic performance of structures in response to earthquakes. The bedrock motion may be remarkably amplified on the ground surface \cite{3}. Geotechnical engineers have developed quantitative methods for analyzing the seismic ground response. Seismic ground response analysis refers to the evaluation of acceleration response on the surface based on the characteristics of the soil deposits and the bedrock motions.

Deep learning based on artificial neural networks allows computational models composed of multiple processing layers to learn representations of data with multiple levels of abstraction \cite{4}. Developments in deep learning have opened up new possibilities in the domain of civil engineering \cite{5-7}. Cury and Crémona \cite{8} suggested a multilayer perceptron (MLP)-based damage classification scheme for a beam-type structure. Kao and Loh \cite{9} used MLP to present a monitoring method for dam inspection, estimating the long-term deformation of the dam. The MLP model is given the information extracted from the water level and temperature distribution of the dam body. Suresh et al. \cite{10} carried out active control of a base-isolated building with MLP. They approximated the nonlinear control law of the active controller and applied appropriate force from the controller to the building to reduce the vibration response using MLP. Arangio and Beck \cite{11} achieved damage detection, localization, and quantification for bridge structures by incorporating...
Bayesian inference with MLP. Razavi et al. [12] fit the load-deflection curve of a carbon fiber-reinforced polymer reinforced concrete slab using MLP. Derkevorikian et al. [13] predicted the relative displacement and velocity time history by incorporating MLP and ordinary differential equation (ODE) solver, in which MLP was used to detect damage by modeling the soil-structure interaction. Rih-Teng and Mohammad [14] developed a convolution neural networks (CNN)-based model to estimate the structural dynamic response of a linear single-degree-of-freedom (SDOF) system, a nonlinear SDOF system, and a full-scale 3-story multidegree-of-freedom (MDOF) steel frame.

This study proposes a multilayer perceptron (MLP) model to evaluate the seismic response of the surface based on the seismic motion at the bedrock (or 100 m level) and compares its performance with that of a conventional physical model. The acceleration histories at the surface and bedrock stored in the Japanese database Kiban Kyoshin Network (KiK-net) were used as datasets. A total of 6 sites were selected, and 100 earthquake events at each site were fabricated and used for the MLP model. The spectral accelerations were calculated from the predicted and measured (baseline) acceleration histories and compared. The seismic motion at the surface was evaluated based on the software for conventional seismic response analysis, SHAKE2000 [15], and its results were also compared with the results of the MLP model.

2. Analytical Methods and Dataset
2.1. Earthquake Dataset

Over 90% of earthquakes worldwide occur in the circum-Pacific orogenic zone, known as the Ring of Fire [16]. In Japan, since the Kobe Earthquake in 1995, the National Research Institute for Earth Science and Disaster Prevention (NIED) has implemented seismometers in boreholes and on the ground surface to record earthquakes throughout the nation. The measured acceleration histories and the information of the sites and earthquake events are presented in the strong-motion seismograph network Kiban Kyoshin Network (KiK-net). From KiK-net, a total of six sites where sufficient data about the earthquakes were available were selected (Figure 1). FKSH17 and FKSH18 represent Kawamata and Miharu in Fukushima, IBRH11 and IBRH13 represent Iwase and Takahagi in Ibaraki, and IWTH21 and IWTH23 represent Yamada and Kamaishi in Iwateken.

Figure 1. Six stations selected.

For modeling, 100 sets of acceleration histories measured at the surface and 100 m depth beneath the surface were selected, with 50 earthquake events measured in two directions, east–west and north–south, providing 100 sets of ground motion accelerations in each site. These 100 sets of acceleration histories can be classified as input data (100 ground motions on the surface) and output data (corresponding 100 ground motions at the bedrock). For input data, the velocity and displacement histories were generated from the acceleration
histories at 100 m depth using the software Seismo Signal 2016 [17]. Then, the acceleration, velocity, and displacement histories at 100 m depth were taken as input data in the MLP model. As output data of the model, the acceleration histories at the surface were employed. Out of 100 sets of seismic motion data, 80 datasets from 40 events were used for training (training dataset), and 20 datasets from 10 events for testing (testing dataset).

Figure 2 shows the shear wave velocity \( (V_s) \) profiles of the selected sites measured by downhole tests and brief classifications of the soil layers. The black triangles in the figure denote the installation locations of the seismometers.

![Figure 2. Soil profiles and shear wave velocities at the sites.](image_url)
In the seismic design, the ground stratum can be classified based on the shear wave velocity profile up to 30 m (100 ft) depth beneath the ground [18]. The average shear velocity ($V_{s,30}$) is used for the classification and is calculated from Equation (1). The natural period of the soil deposit can theoretically be obtained from Equation (2) when the profile of shear wave velocity is available. The values of average shear velocities and natural periods for six sites are presented in Table 1. The table also includes the depths of the bedrock where the shear wave velocity ($V_s$) exceeds 1000 and 2000 m/s, respectively.

$$V_{s,30} = \frac{30}{\sum_{i=1}^{n} \frac{H_i}{V_{si}}}$$  \hspace{1cm} (1)

$$T_G = 4 \sum_{i=1}^{n} \frac{H_i}{V_{si}}$$  \hspace{1cm} (2)

where $V_{s,30}$ is the shear wave velocity of the strata from the surface up to 30 m below the surface, $T_G$ is the natural period (s), $n$ is the number of strata from the surface up to 30 m below the surface, $H_i$ is the thickness of stratum $i$ (m), and $V_{si}$ is the shear wave velocity of stratum $i$ (m/s). It is noted that the natural period can also be evaluated from the field measurements. For example, Nakamura [19] showed that the fundamental resonance frequency, which corresponds to the lowest amplification frequency, can be successfully determined by the horizontal-to-vertical spectral-ratio (HVSR) method, especially when a sharp velocity contrast is present at depth.

| Station | $V_{s,30}$ (m/s) | $T_G$ (s) | Depth where $V_s$ is over 1000 m/s (m) | Depth where $V_s$ is over 2000 m/s (m) |
|---------|-----------------|---------|---------------------------------|---------------------------------|
| FKSH17  | 544.0           | 0.22    | 6                               | 30                              |
| FKSH18  | 307.2           | 0.39    | 30                              | 48                              |
| IBRH11  | 242.5           | 0.49    | 30                              | 30                              |
| IBRH13  | 335.4           | 0.36    | 34                              | 44                              |
| JWTH21  | 521.1           | 0.23    | 20                              | 40                              |
| JWTH23  | 922.9           | 0.13    | 10                              | 30                              |

Based on the National Earthquake Hazard Reduction Program (NEHRP), the sites where $V_{s,30}$ ranges from 180 to 360 m/s are classified as stiff soil. The sites where $V_{s,30}$ ranges from 360 to 760 m/s are classified as soft rock, and those with $V_{s,30}$ over 760 m/s are classified as rock.

2.2. Multilayer Perceptron (MLP) Model

Multilayer perceptron (MLP) is one of the neural network models using the back-propagation training algorithm with the basic form including input, hidden, and output layers [20]. As researchers have recently suggested various architectures to improve MLP performance [21–23], it can deal with datasets with high nonlinearity and has been used widely in the civil engineering field.

We modeled the MLP to evaluate the seismic motion at the surface through the bedrock motion (or the motion measured beneath the surface at 100 m depth). Figure 3 presents the schematic of MLP process for the seismic ground response. In the modeling, single hidden layer with 100 neurons was implemented through MLP. Mean squared error (MSE) was applied as the loss function, and the Adam [24] optimizer and rectified linear units (Relu) [25] activation function are employed in the analyses.
Seismic ground response analysis is used to predict the free-field movement on the ground surface during an earthquake [26]. The flow of the seismic ground response analysis is shown in Figure 4. It requires the following input data: the shear moduli of soils at low level of strain, the normalized shear modulus, damping curves as a function of strain, and the earthquake motions at the bedrock or at a certain depth.

![Figure 3. Schematic of MLP process for the seismic ground response analysis.](image)

2.3. Conventional Model

We used a computer program SHAKE2000, a conventional physical model for seismic ground response analysis. SHAKE2000 computes the response in a system of homogeneous, viscous-elastic layers of infinite horizontal extent subjected to vertically traveling shear waves. It is based on the continuous solution to the wave-equation adapted for use with transient motions through the Fast Fourier Transform algorithm. The nonlinearity of the shear modulus and damping is taken into consideration for using equivalent linear soil properties with an iterative procedure to obtain values for modulus and damping compatible with the effective strains in each layer [27].

KiK-net provides the profile information of the ground with the types of strata, classified as top soil, sandy gravel, clayey gravel, and granite. The nonlinear dynamic properties of each soil are employed from the proposals in previous literature as shown in Table 2. For the top soil, the mean values of normalized shear modulus and damping ratio curves proposed for sands by Seed and Idriss [28] were taken. For both sandy and clayey gravels, the mean values proposed for gravel by Seed et al. [29] were implemented. The mean values of rocks by Schnabel [30] were used for granite. The shear modulus reduction and damping curves employed are shown in Figure 5.

![Figure 4. Flow of seismic ground response analysis.](image)
Table 2. Description, normalized shear modulus and damping ratio curves.

| Description                  | Assumed Type of Soil                  | Normalized Shear Modulus and Damping Ratio Curves |
|------------------------------|--------------------------------------|--------------------------------------------------|
| Top soil                     | Sand (Mean)                          | Seed and Idriss, 1970                            |
| Sandy & Clayey Gravel        | Gravel (Mean)                        | Seed et al., 1986                               |
| Granite                      | Rock (Mean)                          | Schnabel, 1973                                  |

![Graph](image1)

(a) Normalized shear modulus reduction curves; (b) Damping ratio curves.

Figure 5. Dynamic soil properties: (a) normalized shear modulus reduction curves; (b) damping ratio curves.

3. Seismic Responses from MLP and Conventional Models

3.1. Acceleration Histories

Examples of the ground motion time histories on the surface measured at stations IBRH11, IBRH13, and IBRH20 and estimated by the MLP model are plotted in Figure 6. The measured and predicted ground motion time histories seem to have similar characteristics.

![Graph](image2)

(a) IBRH11

(b) IBRH13

(c) IWTH21

Figure 6. Earthquake acceleration measurements and acceleration predictions by MLP.
As a way to conveniently compare the predictions with the measurements and understand the implications of the seismic waves, acceleration response spectra are evaluated from acceleration histories and compared in the following section.

3.2. Response Spectrum

The response spectrum provides a convenient means to summarize the peak response of all possible linear single-degree-of-freedom systems to a particular component of ground motion. It is plotted with the peak value of a response quantity as a function of the natural vibration period of the system. It could be a practical approach to apply knowledge of structural dynamics to the design of structures and development of lateral force requirements in building codes [31].

The acceleration response spectra were generated from the acceleration time histories measured and estimated based on MLP and SHAKE2000. The results of 20 response spectra from 10 earthquake events are plotted and compared in Figures 7–12 to investigate the applicability of the MLP model for predicting the ground motion response. In the figures, a number on the left upper side in each graph represents the number of earthquake. EW and NS on the right upper side represent a directions of earthquake events measurement, east–west and north–south.

**Figure 7.** Measured, predicted, and computed response spectra at FKSH17 for east–west and north–south directions.
Figure 8. Measured, predicted, and computed response spectra at FKSH18 for east–west and north–south directions.

Figure 9. Measured, predicted, and computed response spectra at IBRH11 for east–west and north–south directions.
Figure 10. Measured, predicted, and computed response spectra at IBRH13 for east–west and north–south directions.

Figure 11. Measured, predicted, and computed response spectra at IWTH21 for east–west and north–south directions.
For the site FKSH17 (Kayamata), the MLP model predicts both the magnitudes of response and the natural periods in which the response amplifies (peaks) very closely with the baseline (measured), with a few exceptions. For example, for the sixth earthquake event whose response spectrum exceeds 2g at most, the MLP model overestimates the response spectrum for the natural periods below 0.3 s. SHAKE2000 tends to overestimate overall the response spectra for all the earthquakes in the site. For the site FKSH18 (Miharu), the MLP model accurately traces the natural periods when the response spectra amplify, although it does not match the magnitudes of response as well as it did in FKSH17. Especially for the sixth earthquake event, it overestimates the motion throughout the natural periods. SHAKE2000 performs as well as the MLP model in this site. In some cases, such as the first and fourth earthquake events, SHAKE2000 predicts even better than the MLP model. It is difficult to say one model is better than the other for this site. For the site IBRH11 (Iwase), both the proposed MLP model and SHAKE2000 match the amplifications of response and the periods where the response amplifies close to the baseline. For the site IBRH13 (Takahagi), while the MLP model shows a similar performance to what it did for IBRH11, SHAKE2000 overestimates the ground response for most earthquakes. For the site IWTH21 (Yamada), the MLP model matches both the magnitudes of response and the natural periods in which the response amplifies closely to the measured response, except for the sixth and seventh earthquakes who have large response spectrum magnitudes. SHAKE2000 especially overestimated the ground response for the most ground responses in the site. For the site IWTH23 (Kamaishi), the MLP model basically matches baselines, with some exceptions—the sixth, seventh, and eighth earthquakes. SHAKE2000 overpredicts for all earthquakes.

Consequently, the MLP model estimates the seismic motions on the surface based on the motions at the bedrock (or 100 m). It, however, tends to overpredict the response when the value of response spectrum at the surface reaches about 2 g. The response spectrum of 2 g is induced by earthquakes with huge magnitude, and earthquakes of this scale are not
common in the dataset used for the training of the MLP. As such, the MLP model presented in this study does not present good accuracy for strong earthquakes. When the MLP model is compared with SHAKE2000, the MLP performs better than SHAKE2000 overall. It is, however, noted that the results of SHAKE2000 are dependent on the dynamic properties of the ground employed for the analyses.

3.3. Prediction Errors

The discrepancy between the response spectra of the models and the baseline of each ground motion was quantified as an error, as presented in Equation (3), for each site.

\[
\text{Error} = S_{\text{measured}} - S_{\text{predicted}}
\]  

(3)

where \(S_{\text{measured}}\) is the spectral acceleration of the measurement, and \(S_{\text{predicted}}\) is the spectral acceleration of the prediction from the MLP or SHAKE2000 model. An average of 20 errors in each station (average error) was calculated with Equation (4):

\[
\text{Average Error} = \frac{1}{n} \sqrt{\sum_{i=1}^{n} (Error_i)^2}
\]  

(4)

where \(n\) is the number of ground motions in each station.

The errors and the average errors of MLP and SHAKE2000 predictions for the six sites are plotted in Figures 13 and 14. In the figures, the thin lines represent errors for 20 individual earthquake measurements, and the thick lines the average of errors for 20 earthquake measurements. For the site FKSH17, the errors are higher for the natural periods between 0.1 and 0.3 s than for other periods. The errors from SHAKE2000 are much higher than those from MLP for this site. For the site FKSH18, both models produced higher errors for the natural periods from 0.1 to 0.5 s. Errors from a large earthquake event caused the most of the average errors (for this site, the sixth earthquake). For the sites in Ibarakiken, IBRH11 and IBRH13, both models generated low errors throughout the natural period except for the sixth earthquake. For the site IWTH21, the average errors of the MLP model are low over all the periods as it matches the baseline closely. The average errors of SHAKE2000 seem higher, as it overestimated the response of the ground. For the site IWTH23, the MLP model has larger average errors than SHAKE2000 especially for the periods from 0.06 to 0.1 s. SHAKE2000 outperformed the MLP model in this site.

Even though the results varied a little from site to site, overall, the MLP model produced smaller errors than SHAKE2000. Figure 15 presents and summarizes the total errors of predictions for all sites by MLP and SHAKE2000. The thin lines represent the average errors of the earthquake predictions for each site by Equation (4); the thick lines global error of all six sites (all the thin lines) by Equation (5).

\[
\text{Global Error} = \frac{1}{n} \sqrt{\sum_{i=1}^{n} (\text{Average Error}_i)^2}
\]  

(5)

where \(n\) is the number of the sites. The thick blue colored lines are for MLP and the thick red for SHAKE2000.
than SHAKE2000 especially for the periods from 0.06 to 0.1 s. SHAKE2000 outperformed the MLP model in this site.

Figure 13. Errors in the ground motions by the MLP model.
Even though the results varied a little from site to site, overall, the MLP model produced smaller errors than SHAKE2000. Figure 15 presents and summarizes the total errors of predictions for all sites by MLP and SHAKE2000. The thin lines represent the average errors of the earthquake predictions for each site by Equation (4); the thick lines global errors of all six sites (all the thin lines) by Equation (5).

Figure 14. Errors in the ground motions by SHAKE2000.
Global Error = \frac{1}{n} \sum_{i=1}^{n} |\text{Error}_i|

(5)

where \( n \) is the number of sites.

The thick blue colored lines are for MLP and the thick red for SHAKE2000.

As shown in Figure 15, the total average errors of the MLP model particularly stand out for the periods from 0.06 to 0.1 s and from 0.3 to 0.5 s. The high average errors for the period between 0.06 and 0.1 s are due to the errors of the site IWTH23, and the errors for the period between 0.3 and 0.5 s are due to those of IBRH11. The average errors of SHAKE2000 are emphasized in the period between 0.1 and 0.3 s by the earthquake measurements from Fukushimaken (FKSH17, FKSH18) and Iwateken (IWTH21, IWTH23).

Throughout the periods, the MLP model outperformed SHAKE2000 in predicting the seismic response on the surface based on the ground motion in the bedrock.

4. Conclusions

This study proposes an MLP-based model to evaluate the seismic response of the surface based on the ground motion at bedrock (or 100 m depth) level, and compares its performance with that of a conventional physical model SHAKE2000. A total of 6 sites in Japan were selected, and 100 ground motions at each site were used for the models. The acceleration response spectra were calculated from the predicted and measured (baseline) acceleration histories for comparison.

The proposed MLP model predicted the magnitudes of response and the natural periods where the response amplifies closely with the measured ground motions (baseline). The proposed model did not perform as well for earthquakes whose response spectra exceed about 2 g due to a deficiency in large earthquake measurements in the training datasets.

The MLP model outperformed the conventional model for seismic ground response analysis, with a few exceptions. It is noted that the seismic ground response analysis by...
SHAKE2000 was conducted based on the dynamic soil properties widely used in practice. The results of conventional seismic ground response rely greatly on the input properties.

The proposed MLP model incorporates the input and output seismic motions with no soil properties, and therefore it is only applicable for certain sites where the earthquake measurements are available. As a subsequent development, authors aim to implement information of soil layers into the deep learning model so that it can also evaluate the surface ground motion for sites where only the soil information is known.
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