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Abstract—In plug-and-play (PnP) regularization, the knowledge of the forward model is combined with a powerful denoiser to obtain state-of-the-art image reconstructions. This is typically done by taking a proximal algorithm such as FISTA or ADMM, and formally replacing the proximal map associated with a regularizer by nonlocal means, BM3D or a CNN denoiser. Each iterate of the resulting PnP algorithm involves some kind of inversion of the forward model followed by denoiser-induced regularization. A natural question in this regard is that of optimality, namely, do the PnP iterations minimize some $f + g$, where $f$ is a loss function associated with the forward model and $g$ is a regularizer? This has a straightforward solution if the denoiser can be expressed as a proximal map, as was shown to be the case for a class of linear symmetric denoisers. However, this result excludes kernel denoisers such as nonlocal means that are inherently non-symmetric. In this paper, we prove that a broader class of linear denoisers (including symmetric denoisers and kernel denoisers) can be expressed as a proximal map of some convex regularizer $g$. An algorithmic implication of this result for non-symmetric denoisers is that it necessitates appropriate modifications in the PnP updates to ensure convergence to a minimum of $f + g$. Apart from the convergence guarantee, the modified PnP algorithms are shown to produce good restorations.
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I. INTRODUCTION

In COMPUTATIONAL imaging, we are faced with the problem of reconstructing an unknown image $\xi \in \mathbb{R}^n$ (ground-truth) from partial and noisy measurements $b \in \mathbb{R}^m$ [1]–[3]. This includes restoration tasks such as denoising, inpainting, deblurring, superresolution [3], [4], and reconstruction modalities such as electron tomography, magnetic resonance imaging, single-photon imaging, inverse scattering, etc. [5]–[7]. The forward model in many of the above applications has the form $b = \mathbf{A}\xi + \mathbf{w}$, where $\mathbf{A} \in \mathbb{R}^{m \times n}$ represents linear measurements and $\mathbf{w}$ is white Gaussian noise [2].

The standard regularization framework for image reconstruction involves a data-fidelity (loss) function $f : \mathbb{R}^n \to \mathbb{R}$ and a regularizer $g : \mathbb{R}^n \to \mathbb{R}$; $f$ is derived from the forward model, while $g$ is typically derived from Bayesian or sparsity-promoting priors [3]. In this setup, the reconstruction is given by the solution of the following optimization problem:

$$\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) + g(x).
\end{align*}$$

(1)

It is well-known that (1) corresponds to the maximum-a-posteriori (MAP) estimate of $\xi$ given $b$, where the likelihood of $b$ is proportional to $\exp(-f(x))$ and the prior distribution on $x$ is proportional to $\exp(-g(x))$. The regularizer $g$ plays the role of a prior (or bias) on the class of natural images and in effect forces the reconstruction to resemble the ground-truth [8]. There has been extensive research on the design of image regularizers and efficient numerical solvers for (1). Some popular regularizers include sparsity-promoting functions such as total variation (TV) and wavelet regularizers [9]–[11], and low-rank regularizers such as weighted nuclear and Schatten norms of local image features [12]–[15]. The regularizers in [12]–[14] are however nonconvex; we solely focus on convex regularizers in this work.

A. Plug-and-Play Regularization

In the past few years, the plug-and-play (PnP) method [16]–[20] has caught the attention of the imaging community, whereby powerful denoisers are leveraged for image regularization. This is achieved by taking a proximal algorithm for solving (1) such as FISTA or ADMM [21], [22] and replacing the proximal map $\text{prox}_g : \mathbb{R}^n \to \mathbb{R}^n$ of $g$,

$$\begin{align*}
\text{prox}_g(y) := \arg\min_{x \in \mathbb{R}^n} & \quad \frac{1}{2}\|x - y\|^2_2 + g(x),
\end{align*}$$

(2)

with a Gaussian denoiser. The resulting algorithms are called PnP-FISTA, PnP-ADMM, etc., depending on the parent proximal algorithm. PnP is motivated by the connection between Gaussian denoising and the proximal map; in particular, note that (2) amounts to the MAP denoising of $y$ given $b = \xi + \mathbf{w}$, where $\mathbf{w}$ is white Gaussian noise [8], [23]. The idea behind PnP is to leverage superior denoisers such as nonlocal means (NLM) [24], BM3D [25], and DnCNN [26] for regularization, despite the limitation that they cannot be conceived as MAP estimators. PnP algorithms have been shown to produce state-of-the-art results in several imaging applications including tomography, deblurring, superresolution, and compressive imaging [16]–[20], [27]–[32].

B. Motivation

While PnP regularization works surprisingly well in practice, it is not a priori clear why PnP iterations should converge...
at all and whether the final reconstruction is optimal in some sense. It is not obvious if sophisticated denoisers such as NLM, BM3D, or DnCNN can be expressed as a proximal map. In fact, PnP-ADMM can in principle fail to converge even for a simple linear denoiser; see Appendix C. Understanding the optimality and theoretical convergence of PnP regularization is thus an active research area [16], [18], [20], [27], [31]–[35]. The question of optimality, and subsequently convergence, was positively resolved for a class of linear symmetric denoisers in [16], [32]. Till date, these are the only results on the optimality of PnP algorithms. We numerically validate our convergence results in Section V. We conclude with a summary of our findings in Section VII. Some technical proofs and discussions are deferred to the Appendix.

E. Notation

The Euclidean norm is denoted as $\|\cdot\|_2$. We use $\mathbb{S}^n_+$ (respectively, $\mathbb{S}^n_{++}$) to denote the set of $n \times n$ symmetric positive semidefinite (respectively, symmetric positive definite) matrices. For $\mathbf{H} \in \mathbb{S}^n_{++}$, we denote its symmetric square-root by $\mathbf{H}^{\frac{1}{2}}$. If $\mathbf{A} \in \mathbb{R}^{n \times n}$ has real eigenvalues $\lambda_1 \geq \cdots \geq \lambda_n$, we let $\lambda_{\max}(\mathbf{A}) = \lambda_1$ and $\lambda_{\min}(\mathbf{A}) = \lambda_n$. We denote the identity matrix (of appropriate size) by $\mathbf{I}$. We use $\mathcal{R}(\mathbf{A})$ and $\mathcal{N}(\mathbf{A})$ to denote the range space and the null space of $\mathbf{A}$. We use $\mathcal{R}$ to denote the extended real line $[-\infty, \infty]$. For $g : \mathbb{R}^n \to \mathbb{R}$, the domain of $g$ is

$$\text{dom}(g) := \{x \in \mathbb{R}^n : -\infty < g(x) < \infty\}.$$ 

We denote the gradient, with respect to the Euclidean inner product, of a differentiable function $f : \mathbb{R}^n \to \mathbb{R}$ by $\nabla f$. We use $\mathcal{I}_C$ to denote the indicator function of a set $C \subseteq \mathbb{R}^n$; more specifically, $\mathcal{I}_C : \mathbb{R}^n \to \mathbb{R}$ is given by

$$\mathcal{I}_C(x) := \begin{cases} 0 & \text{if } x \in C, \\ \infty & \text{if } x \notin C. \end{cases}$$

II. BACKGROUND

A. Optimization Preliminaries

In this subsection, we succinctly recall some necessary preliminaries from optimization theory; see [22], [39]–[41] for more details. We denote the optimal value of (1) by $p^* \in \mathbb{R}$; in other words,

$$p^* := \inf_{x \in \mathbb{R}^n} f(x) + g(x).$$

A point $x^* \in \mathbb{R}^n$ is said to be a minimizer of (1) if $p^*$ is finite and $f(x^*) + g(x^*) = p^*$. The optimization problem given by (1) can be equivalently written as follows:

$$\begin{array}{c}
\text{minimize} & f(x) + g(z) \\
\text{subject to} & x = z.
\end{array}$$

(4)

Note that the optimal value of (4) is also $p^*$. The Lagrangian, $\mathcal{L} : (\mathbb{R}^n \times \mathbb{R}^n) \times \mathbb{R}^n \to \mathbb{R}$, associated with (4) is given by

$$\mathcal{L}(x, z, \nu) := f(x) + g(z) + \nu^T (x - z).$$

(5)

A point $(x^*, z^*, \nu^*)$ is said to be a saddle point of the Lagrangian $\mathcal{L}$ if for all $(x, z, \nu) \in (\mathbb{R}^n \times \mathbb{R}^n) \times \mathbb{R}^n$,

$$\mathcal{L}(x^*, z^*, \nu^*) \leq \mathcal{L}(x, z^*, \nu^*) \leq \mathcal{L}(x^*, z^*, \nu).$$

Note that if $(x^*, z^*, \nu^*)$ is a saddle point of the Lagrangian given by (5), then $(x^*, z^*)$ is a minimizer of (4).

Definition 2.1: A function $g : \mathbb{R}^n \to \mathbb{R}$ is said to be closed, proper and convex if its epigraph,

$$\text{epi}(g) := \{(x, t) \in \mathbb{R}^n \times \mathbb{R} : g(x) \leq t\} \subseteq \mathbb{R}^{n+1},$$
is a closed nonempty convex set and \( g(x) > -\infty, \forall x \in \mathbb{R}^n \).

**Remark 2.2:** If \( g: \mathbb{R}^n \to \mathbb{R} \) is a closed proper convex function, then \( \text{prox}_{g/\rho} : \mathbb{R}^n \to \mathbb{R}^n \) given by (2) is well-defined; see e.g., [22, Sec. 1.1] and [39, Th. 2.26].

**Definition 2.3:** We say that \( f: \mathbb{R}^n \to \mathbb{R} \) is \( \rho \)-smooth, where \( \rho > 0 \), if it is differentiable and

\[
\| \nabla f(x) - \nabla f(y) \|_2 \leq \rho \| x - y \|_2 \quad \forall x, y \in \mathbb{R}^n.
\]

Note that if \( f \) is \( \rho \)-smooth, then it is \( \varepsilon \)-smooth for all \( \varepsilon \geq \rho \).

### B. FISTA and ADMM

We briefly discuss two commonly used proximal algorithms for solving (1): FISTA (Fast Iterative Shrinkage-Thresholding Algorithm) and ADMM (Alternating Direction Method of Multipliers); see [21], [41]–[44] for more details.

The FISTA update \((y_k, x_k) \to (y_{k+1}, x_{k+1})\), where \( k = 1, 2, \ldots \), for (1) is as follows:

\[
t_{k+1} = \frac{1}{2} \left( 1 + \sqrt{1 + 4t_k^2} \right),
\]

\[
y_{k+1} = x_k + \frac{t_{k+1} - 1}{t_{k+1}} (x_k - x_{k-1}),
\]

\[
x_{k+1} = \text{prox}_{g/\rho} \left( y_{k+1} - \rho^{-1} \nabla f(y_{k+1}) \right),
\]

where \( t_1 = 1 \), \( x_1 = \text{prox}_{g/\rho} (x_0 - \rho^{-1} \nabla f(x_0)) \), \( x_0 \) is an arbitrary initial point, and \( \rho > 0 \) is the step-size. We state a standard result on FISTA (see [21, Sec. 2 and Th. 4.4]) for ease of reference later in this paper.

**Theorem 2.4 ([21]):** Suppose the following assumptions hold:

(i) \( f: \mathbb{R}^n \to \mathbb{R} \) is convex and \( \rho \)-smooth.

(ii) \( g: \mathbb{R}^n \to \mathbb{R} \) is of the form \( g = h + i_C \), where \( h: \mathbb{R}^n \to \mathbb{R} \) is convex, \( C \) is a nonempty closed convex set, and \( i_C \) is given by (3).

(iii) Problem (1) has a minimizer \( x^* \).

Then the FISTA iterates (6a)-(6c) satisfy the following:

\[
f(x_k) + g(x_k) \leq p^* + O(1/k^2).
\]

**Remark 2.5:** If the \( t \)-update step (6a) is altered to \( t_{k+1} = 1 + k/a \), where \( a > 2 \), then as explained in [42, Sec. 3], the iterates of this altered FISTA also satisfy the inequality in Theorem 2.4. Moreover, by [42, Th. 4.1], the corresponding sequence \((x_k)_{k \in \mathbb{N}}\) converges to a minimizer of (1).

The ADMM update \((x_k, z_k, \nu_k) \to (x_{k+1}, z_{k+1}, \nu_{k+1})\), where \( k = 1, 2, \ldots \), for (4) is as follows:

\[
x_{k+1} = \text{prox}_{f/\rho} (z_k - \rho^{-1} \nu_k),
\]

\[
z_{k+1} = \text{prox}_{g/\rho} \left( x_{k+1} + \rho^{-1} \nu_k \right),
\]

\[
\nu_{k+1} = \nu_k + \rho (x_{k+1} - z_{k+1}),
\]

where \( z_0, \nu_0 \) are arbitrary initial points, and \( \rho > 0 \) is the penalty parameter. The following theorem combines and restates [43, Th. 8] and [44, Th. 4.1]; it is a standard result on the convergence of ADMM for problems of the form (4).

**Theorem 2.6 ([43], [44]):** Suppose \( f \) and \( g \) in (4) are closed proper convex functions, and the Lagrangian given by (5) has a saddle point. Then for arbitrary \( \rho > 0 \) and \( z_1, \nu_1 \in \mathbb{R}^n \), the ADMM iterates (7a)-(7c) converge to a saddle point of the Lagrangian; furthermore, \( \lim_{k \to \infty} \left( f(x_k) + g(z_k) \right) = p^* \).

PnP-FISTA and PnP-ADMM are obtained by formally replacing \( \text{prox}_{g/\rho} \) in FISTA and ADMM (steps (6c) and (7b)) with a denoiser \( D \). PnP-FISTA was first introduced in [19], while PnP-ADMM was introduced in [23]. Note that PnP-FISTA is simpler to implement; however, it requires \( f \) to be \( \rho \)-smooth. On the other hand, PnP-ADMM is more powerful and it allows \( f \) to be non-smooth; however, the \( x \)-update step given by (7a) can be expensive to implement.

### C. Prior Work on PnP Regularization

As mentioned earlier, it is not known if complex denoisers such as BM3D and DnCNN can be expressed as a proximal map. The optimality question thus remains open for such denoisers. Thus, it is the next best is to understand sequential convergence of the PnP iterations [20], [33], [34]. In this regard, some assumptions are typically imposed on the denoiser, e.g., boundedness [33], Lipschitz continuity [20], or linearity [34].

In [18], [27], [31], the authors establish subsequences and residue convergence under some assumptions on the denoiser.

The optimality of PnP regularization was originally investigated in [16] for a class of linear denoisers that are (among other things) symmetric positive semidefinite. Specifically, it was shown that each denoiser in this class is the proximal map of a closed proper convex positive semidefinite. Specifically, it was shown that each denoiser in this class is the proximal map of a closed proper convex positive semidefinite. Specifically, it was shown that each denoiser in this class is the proximal map of a closed proper convex positive semidefinite.
A function $h : \mathbb{X} \to \mathbb{R}$ is the proximal map of some closed proper convex function $\Phi : \mathbb{X} \to \mathbb{R}$ if and only if the following conditions are satisfied:

(i) There exists a convex function $\Psi : \mathbb{X} \to \mathbb{R}$ such that $h(y) \in \partial \Psi(y)$ for all $y \in \mathbb{X}$.

(ii) $h$ is non-expansive, i.e., $\|h(x) - h(y)\|_X \leq \|x - y\|_X$ for all $x, y \in \mathbb{X}$.

III. Linear Denoisers in PnP Algorithms

We begin with an overview of linear denoisers and their use in PnP algorithms. Popular denoisers such as BM3D and DnCNN are typically nonlinear and difficult to analyze. Understanding how linear denoisers behave with PnP algorithms is a first step towards unraveling sophisticated nonlinear denoisers. As discussed next, there are denoisers that are exactly or approximately linear, and they perform quite well in practice.

A linear denoiser $D : \mathbb{R}^n \to \mathbb{R}^n$ is one that can be expressed as a linear transform, i.e., given an input image $x \in \mathbb{R}^n$,

$$D(x) = Wx$$

for some $W \in \mathbb{R}^{n \times n}$. Examples include the box filter, the Gaussian filter, and the Wiener filter. These classical filters denoise an image by replacing each pixel by a weighted average of its neighbors [1]. For more recent examples of linear denoisers, see [32], [46]–[48]. We next discuss a special family of denoisers called kernel denoisers.

A. Kernel Denoisers

In the box and Gaussian filters, $W$ is fixed (up to a choice of parameters) and does not depend on the input. To improve the denoising performance, the weights can be adapted from pixel to pixel. Indeed, in modern denoisers such as NLM, the weights are derived from the input image [24], [36], [46]. As far as the input-output relationship is concerned, such a denoiser is no longer linear; rather, it can be represented as $D(x) = Wx$, where $W$ depends on $x$. For denoising purposes, the components of $W$ should be nonnegative, and the sum of every row of $W$ should be 1. One way to achieve this is as follows. We choose a kernel function $\kappa$ that measures the affinity between two pixels using some local features. The pairwise kernel values (usually a subset of pairwise products are used) are collected in a kernel matrix $K \in \mathbb{R}^{n \times n}$. Typically, $\kappa$ is chosen so that $K$ has the following properties [36], [46]:

(i) $K$ is nonnegative and symmetric positive semidefinite.

(ii) The row-sums of $K$ are positive.

The row-sums are collected in a diagonal matrix $D$ (we call $D$ the normalization matrix) and the weight matrix is given by

$$W = D^{-1}K.$$  \hspace{1cm} (9)

Though $K \in \mathbb{S}_+^n$ and $D \in \mathbb{S}_+^{n \times n}$, note that $W$ given by (9) is generally non-symmetric. We refer to denoisers of the form (9) as kernel denoisers; this includes the bilateral filter, NLM, and LARK [36].

Since $W$ depends on $x$, a kernel denoiser is nonlinear. However, by effectively removing the dependence of $W$ on $x$, we can turn it into a linear filter. One approach is to use a surrogate image $y$ (e.g., a prefiltered version of $x$) to compute $W$, whereby $D(x) = W(y)x$ becomes linear in $x$ [36]. A different approach [16] that is specifically geared towards PnP algorithms is as follows. We treat $W$ as a kernel filter in the first $j \sim 10$ iterations, and for the rest of the iterations, we fix $W$ to be the weight matrix at the end of the $j$-th iteration. This allows one to exploit the adaptability of kernel filters in the first $j$ iterations, before turning it into a linear denoiser for the remaining iterations. An important point to note here is that the filter is linear except for a finite number of iterations, which can be ignored in the convergence analysis. This approach was adopted in [34], [37] to analyze PnP convergence. In this paper, we consider kernel denoisers to be linear in the above sense. Henceforth, for notational convenience, we use $W$ to denote a linear denoiser given by (8).

A closely related class of linear denoisers is the so-called $2W - W^2$ filters [46]. As the name suggests, a denoiser in this class is of the form $D(x) = (2W - W^2)x$, where $W = D^{-1}K$ is a kernel denoiser. As discussed in [46], the function $2W - W^2$ exhibits good denoising properties, although its edge-preserving properties are somewhat different from those of $W$.

B. PnP using Symmetric Denoisers

If $W \in \mathbb{S}_+^n$ and $\lambda_{\max}(W) \leq 1$, it is known that $W$ is the proximal map of a closed proper convex regularizer [16], [32]. The precise result [32, Th. 2] is stated next. Note that if $W \in \mathbb{S}_+^n$ and $\text{rank}(W) = r$, then it has a condensed eigenvalue decomposition $W = V_r \Lambda_r V_r^\top$, where $\Lambda_r \in \mathbb{R}^{r \times r}$ is a diagonal matrix containing the positive eigenvalues of $W$, and $V_r \in \mathbb{R}^{n \times r}$ is the matrix whose columns are the corresponding orthonormal eigenvectors.

\textbf{Theorem 3.1 ([32])}: Suppose $W \in \mathbb{S}_+^n$ and $\lambda_{\max}(W) \in (0, 1]$. Let $V_r, \Lambda_r, V_r^\top$ be a condensed eigenvalue decomposition of $W$. Then $W : \mathbb{R}^n \to \mathbb{R}^n$ is the proximal map of a closed proper convex function $\Phi : \mathbb{R}^n \to \mathbb{R}$ given by

$$\Phi(x) := i_{\mathcal{R}(W)}(x) + \frac{1}{2} x^\top V_r (\Lambda_r^{-1} - I) V_r^\top x,$$  \hspace{1cm} (10)

where $i_{\mathcal{R}(W)}$ is the indicator function of $\mathcal{R}(W) \subseteq \mathbb{R}^n$.

Examples of denoisers that satisfy the conditions in Theorem 3.1 are the GMM-based denoiser in [32], [49], the dictionary-based denoiser in [48], and the DSG-NLM denoiser [16]; the latter is a symmetric approximation of NLM. However, since $W$ is generally non-symmetric for kernel denoisers, Theorem 3.1 does not subsume kernel denoisers.

\textbf{Remark 3.2}: For PnP-ADMM using a symmetric $W$ that satisfies the conditions in Theorem 3.1, the convergence properties in Theorem 2.6 hold. A natural question is whether we can expect this result to hold under similar conditions for non-symmetric $W$. A counterexample is provided in Appendix-C; we construct a non-symmetric $W$ whose eigenvalues are nonnegative and $\lambda_{\max}(W) \in (0, 1]$, but PnP-ADMM does not exhibit the convergence in Theorem 2.6.

IV. Which Linear Denoisers are Proximal Maps?

In this section, we state our main result on linear denoisers, which gives a different characterization for a linear denoiser to be a \textit{scaled} proximal map.
A. Scaled Proximal Maps

We briefly discuss below the concept of scaled proximal maps; see [50] and [51] for more details. Note that given $H \in S_{+}^{n}$, we can associate the following inner product and norm on $R^{n}$:

\[ \langle x, y \rangle_{H} := x^{T}Hy \quad \text{and} \quad \|x\|_{H} := \sqrt{x^{T}HXx}. \] (11)

**Definition 4.1:** Let $g: R^{n} \rightarrow R$ be closed, proper and convex. The scaled proximal map of $g$, with respect to $H \in S_{+}^{n}$, is defined as follows:

\[ \operatorname{prox}_{g, \|\cdot\|_{H}}(y) := \arg\min_{x \in R^{n}} \left\{ \frac{1}{2} \|x - y\|_{H}^{2} + g(x) \right\}. \] (12)

We refer to this as the $H$-scaled proximal map of $g$, where $H \in S_{+}^{n}$ is called the scaling matrix. Note that when $H = I$, we recover the standard proximal map of $g$, which we henceforth denote by $\operatorname{prox}_{g, \|\cdot\|_{2}}$.

**Remark 4.2:** The notion of the $H$-scaled proximal map is the same as that of the proximal map in the Hilbert space $(R^{n}, \langle \cdot, \cdot \rangle_{H})$, as discussed in Section II-D.

B. Linear Denoisers as Scaled Proximal Maps

The following theorem is one of the main results of this paper. It gives a necessary and sufficient condition for a linear denoiser to be the scaled proximal map of a closed proper convex function having some specific form.

**Theorem 4.3:** The following statements are equivalent.

(i) $W$ is the scaled proximal map, w.r.t. some $H \in S_{+}^{n}$, of a closed proper convex function $\Phi: R^{n} \rightarrow R$ having the following form (up to a constant):

\[ \Phi(x) := i_{R(W)}(x) + \frac{1}{2}x^{T}Px, \quad (P \in S_{+}^{m}). \] (13)

(ii) $W$ is similar to some $M \in S_{+}^{n}$ and $\lambda_{\max}(W) \leq 1$.

**Proof:** (ii) $\Rightarrow$ (i): As $W$ is similar to some $M \in S_{+}^{n}$ and $\lambda_{\max}(W) \leq 1$, we have $\lambda_{\max}(W) \in [0, 1]$. If $\lambda_{\max}(W) = 0$, then $W = 0$. Note that $W = 0$ is the standard proximal map of a closed proper convex function $\Phi: R^{n} \rightarrow R$ of the form given by (13), where $P \in S_{+}^{m}$ can be arbitrary. Next, we consider the case where $\lambda_{\max}(W) \in (0, 1]$.

Let $\text{rank}(W) = r$. Since $W$ is similar to some $M \in S_{+}^{n}$ and $\lambda_{\max}(W) \in (0, 1]$, it has an eigenvalue decomposition given by $W = \Lambda V \Lambda V^{-1}$, where $\Lambda \in S_{+}^{n}$ is a diagonal matrix whose first $r$ diagonal entries are in $(0, 1]$ and the remaining entries are 0. Let $\Lambda_{r} \in S_{+}^{r}$ be the $(r \times r)$ principal submatrix of $\Lambda$. Let $U \in R^{n \times r}$ and $U^{T} \in R^{r \times n}$ be the matrices consisting of the first $r$ columns of $V$ and the first $r$ rows of $V^{-1}$, respectively. Thus, $U \Lambda_{r} U^{T}$ is a condensed eigenvalue decomposition of $W$. Let $\Phi: R^{n} \rightarrow R$ be given by

\[ \Phi(x) := i_{R(W)}(x) + \frac{1}{2}x^{T}(U^{T})(\Lambda_{r}^{-1} - I)U^{T}x. \] (14)

Since the diagonal entries of $\Lambda_{r}$ belong to $(0, 1]$, we have $(\Lambda_{r}^{-1} - I) \in S_{+}^{r}$; and hence, $(U^{T})(\Lambda_{r}^{-1} - I)U \in S_{+}^{n}$. Thus, $\Phi$ is a closed proper convex function of the form (13).

Let $H := (V V^{T})^{-1} \in S_{+}^{n}$. It follows from Definition 4.1 and (14) that for all $y \in R^{n}$,

\[ \operatorname{prox}_{g, \|\cdot\|_{H}}(y) = \arg\min_{x \in R(W)} \|x - y\|_{H}^{2} + x^{T}Px, \] (15)

where $P := (U^{T})^{T}(\Lambda_{r}^{-1} - I)U^{T}$. Note that for an arbitrary $x \in R(W)$, there exists a unique $z \in R^{r}$ such that $x = Uz$. Consequently, using the fact that $U^{T}U = I \in R^{r \times r}$, we can rewrite (15) as follows:

\[ \operatorname{prox}_{g, \|\cdot\|_{H}}(y) = U \left( \arg\min_{z \in R^{r}} g(z) \right) \quad \forall y \in R^{n}. \] (16)

where $\alpha_{g}(z) := \|Uz - y\|_{H}^{2} + z^{T}(\Lambda_{r}^{-1} - I)z$.

As $H = (VV^{T})^{-1}$, using the definitions of $U$ and $U^{T}$, we can conclude that $U^{T}U = I$. Thus, $U^{T}HU = I$. Therefore, for an arbitrary $y \in R^{n}$, we have

\[ \alpha_{g}(z) = z^{T}(\Lambda_{r}^{-1} - 1)z - 2z^{T}U^{T}U^{T}y + y^{T}Hy \quad \forall z \in R^{r}. \] (17)

As $\alpha_{g}: R^{r} \rightarrow R$ is a strictly convex quadratic function, it follows from (16) and (17) that

\[ \operatorname{prox}_{g, \|\cdot\|_{H}}(y) = U(A, U^{T}y) = Wy \quad \forall y \in R^{n}. \] (18)

If $W = 0$, then it obviously satisfies the given condition.

We next consider the case $W \neq 0$. Let $\text{rank}(W) = r$ and $Q \in R^{r \times r}$ be a matrix whose columns form a basis of $R(W)$. For an arbitrary $x \in R(W)$, there exists a unique $z \in R^{r}$ such that $x = Qz$. Thus, we can rewrite (18) as follows:

\[ Wy = Q \left( \arg\min_{z \in R^{r}} \beta_{g}(z) \right) \quad \forall y \in R^{n}, \] (19)

where $\beta_{g}(z) := \|z^{T}(H + P)Qz - 2z^{T}Q^{T}Hy + y^{T}Hy\|_{L^{2}}$. Let $R := Q^{T}(H + P)Q$, as $(H + P) \in S_{+}^{n}$ and $Q \in R^{r \times r}$ has full column rank, we have $R \in S_{+}^{n}$. Thus, $\beta_{g}$ is a strictly convex quadratic function. Now, it follows from (19) and the definition of $\beta_{g}$ that

\[ Wy = Q(R^{-1}Q^{T}H_{y}) \quad \forall y \in R^{n}. \] (20)

Let $S := Q^{-1}Q^{T} \in S_{+}^{r}$; thus, $W = SH$.

Note that $W = SH = H^{-\frac{1}{2}}(H^{2}SH^{2})H^\frac{1}{2}$. Therefore, $W$ is similar to $H^{2}SH^{2} \in S_{+}^{r}$. Furthermore, using Theorem 2.7, we can conclude that $W$ is non-expansive with respect to $\|\cdot\|_{H}$. In other words, $\|Wy\|_{H} \leq \|y\|_{H}$ for all $y \in R^{n}$. Therefore, $\lambda_{\max}(W) \leq 1$.

**Remark 4.4:** Theorem 4.3 can be viewed as a special case of Theorem 2.7 for linear functions. However, for this special case, unlike the existential statement in Theorem 2.7, we have provided the expression of a closed proper convex function $\Phi: R^{n} \rightarrow R$ corresponding to a linear proximal map $W$. To better understand the connection between Theorem 4.3 and Theorem 2.7, consider $\Psi: R^{n} \rightarrow R$ given by

\[ \Psi(y) := \frac{1}{2}y^{T}HWy = \frac{1}{2}y^{T}(W, Wy)_{H}, \] (20)

where $W$ and $H$ are as given in Theorem 4.3. It follows from the proof of Theorem 4.3 that $W \in R^{n \times n}$ can be written as $W = SH$, where $S \in S_{+}^{n}$. Therefore, $HW = HSH \in S_{+}^{n}$;
and hence, $\Psi$ given by (20) is a convex function. Furthermore, note that for all $x, y \in \mathbb{R}^n$,
\[
\nabla \Psi(y)^\top x = y^\top W^\top H x = (Wy, x)_H.
\]
It follows from the first-order condition for convex functions and (21) that for all $y, z \in \mathbb{R}^n$,
\[
\Psi(z) \geq \Psi(y) + \nabla \Psi(y)^\top (z - y) = \Psi(y) + (Wy, z - y)_H.
\]
Therefore, in the Hilbert space $(\mathbb{R}^n, \langle \cdot, \cdot \rangle_H)$, we can conclude that $Wy \in \partial \Psi(y)$; in fact, since $\Psi$ is differentiable, we have $\partial \Psi(y) = \{Wy\}$ for all $y \in \mathbb{R}^n$. Thus, as explained in Remark 4.2, the appropriate Hilbert space in the context of Theorem 4.3 is $(\mathbb{R}^n, \langle \cdot, \cdot \rangle_H)$.

**Remark 4.5:** It follows from the proof of Theorem 4.3 that:

(i) The pair $(H, P)$ in the statement of Theorem 4.3 can be replaced by $(cH, cP)$, where $c > 0$.

(ii) When $W \in S^n_{++}$, we have $H = I$; consequently, Theorem 4.3 subsumes Theorem 3.1.

**Corollary 4.6:** Let $W = D^{-1/2}MD^{1/2}$ be a kernel denoiser, where $K \in S^n_{++}$ is a kernel matrix and $D \in S^n_{++}$ is the corresponding normalization matrix. Then $W$ is the $D$-scaled proximal map of a closed proper convex function.

**Proof:** Note that $W = D^{-1/2}MD^{1/2}$, where $M := D^{-2}KD^{-2} \in S^n_{++}$. By construction, $\|W\|_\infty = 1$, where $\|W\|_\infty$ is the induced $\infty$-norm (see [52, Sec. 2.1]) of $W$. Thus, $\lambda_{\text{max}}(W) \leq \|W\|_\infty = 1$; and hence $W$ satisfies the equivalent condition given in Theorem 4.3. Now, let $G$ be an orthogonal matrix of eigenvectors of $M$. Note that the columns of $V := D^{-1/2}G$ are eigenvectors of $W$. It follows from the proof of Theorem 4.3 that $(VV^\top)^{-1} = D$ is the desired scaling matrix $H$ in Theorem 4.3.

Note that $2W - W^2$ filters, where $W = D^{-1/2}K$, also satisfy the equivalent condition in Theorem 4.3. Moreover, the scaling matrix for such a filter is $D$.

**V. Scaled PnP Algorithms**

Consider a linear denoiser which satisfies the equivalent condition in Theorem 4.3. We validate in Appendix-C that for a standard PnP proximal algorithm using such a denoiser, the convergence properties of the parent proximal algorithm need not hold. In this section, we resolve this issue by providing some modifications to PnP-FISTA and PnP-ADMM. We call these modified algorithms, which are coherent with the notion of scaled proximal maps, as scaled PnP-FISTA and scaled PnP-ADMM, respectively. We show that the scaled PnP algorithms, when used with a linear denoiser $W$ that is proximable in the sense of Theorem 4.3, inherit the convergence properties of their parent proximal algorithms. Note that the discussion in this section has a natural counterpart for any PnP proximal algorithm; see among others [50], [51], [53] for a discussion on proximal algorithms based on scaled proximal maps.

The update $(y_k, x_k) \rightarrow (y_{k+1}, x_{k+1})$, where $k = 1, 2, \ldots$, for scaled PnP-FISTA is defined as follows:
\[
t_{k+1} = \frac{1}{2} \left( 1 + \sqrt{1 + 4t_k^2} \right),
\]
\[
y_{k+1} = x_k + t_{k+1}^{-1}(x_k - x_{k-1}),
\]
\[
x_{k+1} = D(y_{k+1} - \rho^{-1}H^{-1}\nabla f(y_{k+1})),
\]
where $t_1 = 1, x_1 = D(x_0 - \rho^{-1}H^{-1}f(x_0))$, $x_0$ is arbitrary and $H \in S^n_{++}$. We say $f: \mathbb{R}^n \rightarrow \mathbb{R}$ is $\rho$-smooth with respect to $H \in S^n_{++}$ if it is differentiable and for all $x, y \in \mathbb{R}^n$,
\[
\|H^{-1}\nabla f(x) - H^{-1}\nabla f(y)\|_H \leq \rho \|x - y\|_H.
\]
Note that when $H = I$, we get Definition 2.3. The following theorem asserts the objective convergence, under conditions similar to Theorem 2.4, of the scaled PnP-FISTA algorithm which uses an appropriate linear denoiser.

**Theorem 5.1:** Let $D$ be a linear denoiser given by (8), where $W$ satisfies the equivalent condition given in Theorem 4.3; let $\Phi$ and $H$ be as given in Theorem 4.3. Suppose the following conditions hold:

(i) $f: \mathbb{R}^n \rightarrow \mathbb{R}$ is convex and $\rho$-smooth w.r.t. $H \in S^n_{++}$.

(ii) Problem (1), with $g := \rho \Phi$, has a minimizer $x^*$.

Then the iterates (22a) - (22c) of scaled PnP-FISTA satisfy
\[
f(x_k) + g(x_k) \leq p^* + O(1/k^2),
\]
where $p^*$ is the optimal value of (1).

**Proof:** See Appendix-A.

**Remark 5.2:** It follows from Remark 2.5 that if (22a) is altered to $t_{k+1} = 1 + k/a$, where $a > 2$, then Theorem 5.1 can be strengthened to additionally conclude the convergence of the sequence $(x_k)_{k \in \mathbb{N}}$ to a minimizer of (1); its proof follows on similar lines.

**Remark 5.3:** For a general linear denoiser satisfying the equivalent condition given in Theorem 4.3, the $x$-update step given by (22c) can be numerically challenging as it involves computing $H^{-1}\nabla f(y_{k+1})$. However, for kernel denoisers, where $H = D$, this simply reduces to elementwise division.

The update $(x_k, z_k, \nu_k) \rightarrow (x_{k+1}, z_{k+1}, \nu_{k+1})$, where $k = 1, 2, \ldots$, for scaled PnP-ADMM is defined as follows:
\[
x_{k+1} = \text{prox}_{f/p\|\cdot\|_H}(z_k - \rho^{-1}\nu_k),
\]
\[
z_{k+1} = D(x_{k+1} + \rho^{-1}\nu_k),
\]
\[
\nu_{k+1} = \nu_k + \rho(x_{k+1} - z_{k+1}),
\]
where $z_1, \nu_1$ are arbitrary initial points, $\rho > 0$ is the penalty parameter, $H \in S^n_{++}$. For $H \in S^n_{++}$, the H-scaled Lagrangian (denoted by $L_H$) of the problem (4) is defined as follows (see [54, Sec. 2.1]):
\[
L_H(x, z, \nu) := f(x) + g(z) + \langle \nu, x - z \rangle_H.
\]
Similar to the case of standard Lagrangian, if $(x^*, z^*, \nu^*)$ is a saddle point of $L_H$, then $(x^*, z^*)$ is a minimizer of (4).

The following theorem guarantees, under conditions similar to Theorem 2.6, the convergence of the scaled PnP-ADMM algorithm which uses an appropriate linear denoiser.
Theorem 5.4: Let \( D \) be a linear denoiser given by (8), where \( W \) satisfies the equivalent condition given in Theorem 4.3; let \( \Phi \) and \( H \) be as given in Theorem 4.3. Let \( \rho > 0 \) be the penalty parameter in (25a). Suppose for the problem (4), with \( g := \rho \Phi \), the following conditions hold:

(i) \( f \) is a closed proper convex function.

(ii) \( \mathcal{L}_H \) given by (26) has a saddle point.

Then for arbitrary \( z_1, \nu_1 \in \mathbb{R}^n \), the iterates (25a)-(25c) of scaled PnP-ADMM converge to a saddle point of \( \mathcal{L}_H \); furthermore, \( \lim_{k \to \infty} (f(x_k) + g(z_k)) = p^* \).

Proof: See Appendix-B.

Remark 5.5: The conditions in Theorem 5.4 are mild. In particular, the saddle point condition, which is equivalent to strong duality, holds in many image restoration problems; we refer readers to [16, Appendix A] for a detailed discussion.

Note that when \( H = I \), scaled PnP-FISTA (scaled PnP-ADMM) reduces to standard PnP-FISTA (standard PnP-ADMM).

VI. NUMERICAL RESULTS

In this section, we numerically validate the convergence results in Theorems 5.1 and 5.4 for two restoration applications, image inpainting and image deblurring. The forward model for both applications is given by \( b = Az + w \), where \( A \) is a linear degradation determined by the application, and \( w \) is white Gaussian noise. Accordingly, the loss function is given by \( f(x) := \frac{1}{2}||Ax - b||^2_2 \).

We use NLM as the denoiser in the scaled PnP algorithms. Ideally, NLM denoises a pixel by taking the weighted average of all other pixels in the image, where the weights are determined by a Gaussian function applied to patch affinities [24]. However, in order to reduce computations, the practical implementation of NLM typically uses only a neighborhood around each pixel for averaging. Note that this no longer ensures the positive semidefiniteness of the kernel matrix \( K \); fortunately, this issue can be resolved as explained below (see [16] for more details). If the neighborhood pixels are spatially weighted by a locally supported hat function (rather than a box function) centered on the current pixel, then the resulting \( K \) is positive semidefinite [16, Appendix B]. In other words, one can use the following kernel function to construct \( K \in \mathbb{S}^m_+ \):

\[
\kappa(i,j) = \eta(|i-j|)\varphi(P_k - P_j),
\]

where \( \eta \) is the two-dimensional hat function with width equal to the neighborhood size, \( P_k \) denotes a patch around pixel \( i \), and \( \varphi \) is a multivariate Gaussian function with a fixed variance.

Consequently, Corollary 4.6 also applies to the above practical implementation of NLM.

To gain insight into the behavior of scaled PnP algorithms, we compare their convergence behavior with their standard PnP counterparts. We use the symmetric DSG-NLM denoiser (which is derived from NLM) in the standard PnP algorithms. Recall from [16] that DSG-NLM is the proximal map of a convex function. Thus, for standard PnP-FISTA and standard PnP-ADMM, both using DSG-NLM, the convergence properties in Theorems 2.4 and 2.6, respectively, hold.

For our experiments, we use a neighborhood of size \( 11 \times 11 \) and a patch size of \( 7 \times 7 \) in both NLM and DSG-NLM. Both the denoisers are implemented using fast filtering algorithms [37], [55]. Though this is not the primary aim of the experiments, additionally show that the restoration quality of scaled PnP algorithms is comparable to (and at times better than) their standard PnP counterparts. Moreover, scaled PnP algorithms have faster runtimes. We use a dataset of twenty images to evaluate the performance of the two algorithms. The 20-image set consists of the standard Set12 dataset \(^1\) (containing 12 images), along with eight commonly used test images\(^2\) shown in Fig. 1. All the images are resized to \( 512 \times 512 \).

Note that in some of our results (see Fig. 2(e) and Fig. 4(e)) we evaluate the objective value \( f + g \) in each iteration. This requires evaluating \( \Phi \) from (13). Since \( \Phi \) is defined in terms of an eigendecomposition of \( W \), which is computationally difficult due to its huge size, it is not obvious how \( \Phi \) can be efficiently evaluated. We explain how this can be done in Appendix-D. The Matlab code of our implementation is available at [56].

A. Image Inpainting

In image inpainting, \( A \in \mathbb{R}^{m \times n} \) is obtained by selecting \( m < n \) rows of \( I \in \mathbb{R}^{n \times n} \). To estimate the ground-truth image, we use standard PnP-ADMM and scaled PnP-ADMM. We set \( \nu_1 = 0 \) and \( z_1 \) to be the image obtained by applying a median filter to \( A^\top b \) [31]. The denoiser \( W \) is calculated from \( z_1 \) and kept fixed in subsequent iterations. It follows from Definition 4.1 and (25a) that in scaled PnP-ADMM,

\[
x_{k+1} = (A^\top A + \rho H)^{-1}(A^\top b + \rho H(z_k - \rho^{-1}\nu_k)).
\]

Since \( A^\top A \) and \( H \) are diagonal, the inversion in (27) reduces to elementwise division.

\(^1\)Available at: https://github.com/czn/DnCNN/tree/master/testsets/Set12.
\(^2\)Downloaded from: http://imageprocessingplace.com/root_files_V3/image_databases.htm.
(b) Observation. (c) S-PnP-ADMM. (d) PnP-ADMM.

Fig. 2. Example of image inpainting for the peppers image. (c) and (d): Restored images obtained using scaled PnP-ADMM (S-PnP-ADMM) and standard PnP-ADMM, respectively ($\rho = 1$ in both cases). The respective PSNRs w.r.t. the ground-truth image are 29.04 dB and 27.98 dB. (e): Plots of the objective values, $f(x_k) + g(z_k)$ vs $k$. (f): Plots of the residual values on a log scale, $\log \|x_k - z_k\|_2$ vs $k$.

TABLE I

| $\sigma_w$ | $m/n$ | 0.3  | 0.5  | 0.7  |
|------------|-------|------|------|------|
| 10/255     |       | 28.29/27.80 | 30.36/30.03 | 31.96/29.68 |
| 20/255     |       | 27.35/26.83 | 28.88/27.32 | 29.85/28.86 |
| 30/255     |       | 26.23/25.40 | 27.51/26.16 | 28.47/27.26 |

(a) NLM. (b) TV. (c) DnCNN.

Fig. 3. Restored images using three PnP methods: (a) Scaled PnP-ADMM using NLM denoiser (same as in Fig. 2(c)); (b) Standard PnP-ADMM with TV denoiser; (c) Standard PnP-ADMM with DnCNN denoiser. The PSNRs are (a) 29.04 dB, (b) 27.87 dB, and (c) 30.00 dB. The input image is the same as in Fig. 2.

In Fig. 2, we show inpainting results for the peppers image, where $m/n = 0.5$ (i.e., 50% missing pixels) and the standard deviation of noise is $\sigma_w = 20/255$. From Fig. 2(e) and Fig. 2(f), note that $f(x_k) + g(z_k)$ in scaled PnP-ADMM attains a stable value, whereas $\|x_k - z_k\|_2$ decays to 0. These observations agree with Theorem 5.4. We also plot the respective quantities for standard PnP-ADMM; observe that the objective value of standard PnP-ADMM increases before attaining a stable value. Note that in ADMM, the iterates are not guaranteed to be in the feasible set; hence, it is possible for $f(x_k) + g(z_k)$ to take values less than the optimal value. Also, note that the optimal values are different for the two algorithms since they use different regularizers. In terms of PSNR (see the caption of Fig. 2) and visual quality, it is observed that the restored image is better for scaled PnP-ADMM.

We repeat the above experiment for $m/n \in \{0.3, 0.5, 0.7\}$ and $\sigma_w \in \{10/255, 20/255, 30/255\}$ on the twenty images described earlier. The average PSNRs across all images are reported in Table I (the internal parameters were tuned to obtain the best PSNR).

We have observed that in practice, the iterates of scaled PnP-ADMM typically stabilize in about 30 to 50 iterations; this observation is consistent with Theorem 5.4. Moreover, our observation is that scaled PnP-ADMM generally yields higher PSNRs than standard PnP-ADMM for this application. Another advantage of using scaled PnP-ADMM is the reduced computational cost per iteration. Indeed, it is known that the cost of DSG-NLM is about three times that of NLM [37]. This is reflected in the average per-iteration runtimes (in Matlab) of scaled PnP-ADMM and standard PnP-ADMM, which are 2.5 s and 7.0 s, respectively, on our system (2 GHz processor with 8 cores, 8 GB memory).

For completeness, we also compare the restoration quality of the image in Fig. 2(c) with standard PnP-ADMM using a couple of nonlinear denoisers – total variation (TV) denoising and DnCNN. The restored images obtained using all three methods are shown in Fig. 3, where the input image is the same as that in Fig. 2. Note that out of the three denoisers, TV yields the lowest PSNR, whereas DnCNN yields the highest PSNR. This trend is also seen in the average PSNR values over the 20 test images for the problem settings in question ($m/n = 0.5$, $\sigma_w = 20/255$) – 28.88 dB, 27.19 dB and 29.18 dB for NLM, TV and DnCNN, respectively. Indeed, this is not surprising since it is well-known that in PnP algorithms, DnCNN (and other deep denoisers) empirically perform better than traditional denoisers such as NLM.

### B. Image Deblurring

In image deblurring, $A \in \mathbb{R}^{n \times n}$ is a circulant blur matrix that convolves the input image with a known Point Spread Function (PSF). We use standard PnP-FISTA and scaled PnP-FISTA to estimate the ground-truth image. Note that $f$ is $\epsilon$-smooth (see Definition 2.3), where $\epsilon$ is the largest eigenvalue of $A^\top A$; it can be computed using the discrete Fourier transform. Furthermore, it is not difficult to show that $f$ is $\rho$-smooth with respect to $H \in S_m^{n \times n}$ (see (23)), where $\rho = \epsilon \|H^{-1}\|_2$ and $\|H^{-1}\|_2$ is the spectral norm of $H^{-1}$. This way one can determine a value for $\rho$ for standard PnP-FISTA and scaled PnP-FISTA. We set $x_0 = b$ and freeze $W$ after 5 iterations (as discussed in Section III-A).

In Fig. 4, we show results for the house image, where $A$ is an operator that performs motion blurring using a $11 \times 11$ PSF, and $\sigma_w = 10/255$. The plot in Fig. 4(e) shows the evolution of $f(x_k)$ with $k$. As stated in Theorem 5.1, the objective function seems to converge to the optimal value. Note that the objective function is well-defined once $W$ is fixed, i.e., for $k \geq 6$. For comparison, notice that the objective value of standard PnP-FISTA also stabilizes. Moreover, as evident from Fig. 4(f), the successive difference $\|x_{k+1} - x_k\|_2$ decays to 0 in both the versions (standard and scaled) of PnP-FISTA. The PSNRs of
the output images of the two algorithms are similar (see the caption of Fig. 4); however, the output of scaled PnP-FISTA is smoother than that of standard PnP-FISTA. In fact, we have observed that this is usually the case with most experiments.

We repeat the experiment for three choices of PSFs – box PSF (9 × 9), Gaussian PSF (variance 2²) and motion blurring PSF (as above); we vary the noise standard deviation σ_u over {5/255, 10/255, 15/255}. In Table II, we report average PSNRs across the twenty images in our dataset. We observed that standard PnP-FISTA yields slightly better results in terms of PSNR; but for high noise level (σ_u = 15/255), the PSNRs of the two PnP algorithms are similar. As before, due to the lower computational cost of NLM, scaled PnP-FISTA is faster (2.0 s per iteration) than standard PnP-FISTA (5.5 s).

VII. CONCLUSION

We provided a useful characterization for a linear denoiser to be a scaled proximal map, where the associated scaling matrix is naturally induced by the denoiser. This subsumes existing results on symmetric positive semidefinite denoisers; importantly, it also applies to non-symmetric kernel denoisers. In keeping with this result, we introduced certain modifications in PnP-FISTA and PnP-ADMM. We proved that the modified PnP algorithms (scaled PnP-FISTA and scaled PnP-ADMM), when used with the denoiser in question, essentially minimize in PnP-FISTA and PnP-ADMM. We proved that the modified existing results on symmetric positive semidefinite denoisers; (f) Observation.

APPENDIX

The following lemma is used in the proofs of Theorem 5.1 and Theorem 5.4.

Lemma A.1: Let g: \( \mathbb{R}^n \rightarrow \mathbb{R} \) be a closed proper convex function, \( H \in \mathbb{S}^n_{++} \) and \( \gamma := g \circ H^{-\frac{1}{2}} \). Then

\[
\text{prox}_{g,H}\left( y \right) = H^{-\frac{1}{2}} \text{prox}_{\gamma,H}\left( H^{\frac{1}{2}} y \right) \quad \forall y \in \mathbb{R}^n.
\]

Proof: Take an arbitrary \( y \in \mathbb{R}^n \); let \( x^* = \text{prox}_{g,H}(y) \). It follows from Definition 4.1 that for all \( x \in \mathbb{R}^n \),

\[
\frac{1}{2} \| x^* - y \|^2_H + g(x^*) \leq \frac{1}{2} \| x - y \|^2_H + g(x).
\]  

Note that \( g = \gamma \circ H^{\frac{1}{2}} \); also, note that for \( u \in \mathbb{R}^n \), we have \( \| u \|^2_H = \| H^{\frac{1}{2}} u \|^2 \). Therefore, using the change of variable \( z = H^{\frac{1}{2}} x \), we can rewrite (28) as follows: for all \( z \in \mathbb{R}^n \),

\[
\frac{1}{2} \| H^{\frac{1}{2}} x^* - H^{\frac{1}{2}} y \|^2_H + \gamma(z) \leq \frac{1}{2} \| z - H^{\frac{1}{2}} y \|^2_H + \gamma(z).
\]

As a result, \( H^{\frac{1}{2}} x^* = \text{prox}_{\gamma,H}(H^{\frac{1}{2}} y) \). Therefore,

\[
\text{prox}_{g,H}(y) = H^{-\frac{1}{2}} \text{prox}_{\gamma,H}(H^{\frac{1}{2}} y) \quad \forall y \in \mathbb{R}^n.
\]

A. Proof of Theorem 5.1

Proof: By Theorem 4.3, we have \( D = \text{prox}_{\Phi,\| \cdot \|_H} \), where \( \Phi: \mathbb{R}^n \rightarrow \mathbb{R} \) is a closed proper convex function given by (13). Furthermore, since \( g = \rho \Phi \), the updates (22a) - (22c) in scaled PnP-FISTA can be written as follows:

\[
t_{k+1} = \frac{1}{2} \left( 1 + \sqrt{1+4\rho^2} \right), \quad (29a)
\]

\[
y_{k+1} = x_k + \frac{t_k - 1}{t_{k+1}} (x_k - x_{k-1}), \quad (29b)
\]

\[
x_{k+1} = \text{prox}_{g,H}(y_{k+1} - \rho^{-1} H^{-1} \nabla f(y_{k+1})). \quad (29c)
\]

Let \( \beta := g \circ H^{-\frac{1}{2}} \) and \( \gamma := g \circ H^{-\frac{1}{2}} \). Note that as \( \rho > 0 \), it follows from (13) and the definitions of functions \( g \) and \( \gamma \) that \( \gamma: \mathbb{R}^n \rightarrow \mathbb{R} \) is of the form \( \gamma = \alpha + i_C \), where \( \alpha: \mathbb{R}^n \rightarrow \mathbb{R} \) is a convex quadratic function, and \( i_C \) is the indicator function of \( C = \{ H^{\frac{1}{2}} x : x \in \mathcal{R}(W) \} \).

Next, we show that \( \beta: \mathbb{R}^n \rightarrow \mathbb{R} \) is convex and \( \rho \)-smooth. As \( f \) is a differentiable convex function, it follows from the definition of \( \beta \) that it is a differentiable convex function; moreover, by the chain rule,

\[
\nabla \beta(v) = H^{-\frac{1}{2}} \nabla f(H^{-\frac{1}{2}} v) \quad \forall v \in \mathbb{R}^n.
\]  

Table II: Image Deblurring: Average PSNRs (in dB) of scaled/standard PnP-FISTA across twenty images.

| PSF       | Box     | Gaussian | Motion |
|-----------|---------|----------|--------|
| σ_u \(\text{/}255\) | 27.19/27.72 | 28.98/29.62 | 27.31/27.82 |
| 10/255    | 26.53/26.84 | 27.93/28.60 | 26.57/27.06 |
| 15/255    | 26.00/26.36 | 27.33/27.38 | 26.07/26.01 |
Recall that for $u \in \mathbb{R}^n$, we have $\|u\|_2 = \|H^{-\frac{1}{2}}u\|_H$. Now, since $f$ is $\rho$-smooth with respect to $H \in \mathbb{S}^n_{++}$, it follows from (23) and (30) that for all $v_1, v_2 \in \mathbb{R}^n$,

$$\|\nabla \beta(v_1) - \nabla \beta(v_2)\|_2 \leq \rho \|v_1 - v_2\|_2.$$ 

Now, consider the following convex program:

$$\min_{u \in \mathbb{R}^n} \beta(u) + \gamma(u). \quad (31)$$

It follows from the definition of functions $\beta$ and $\gamma$ that the optimal values of (31) and (1) are equal. Furthermore, $x^*$ is a minimizer of (1) if and only if $u^* = H^\frac{1}{2}x^*$ is a minimizer of (31). Note that problem (31) satisfies the conditions given in Theorem 2.4.

Using Lemma A.1 and (30), we can rewrite (29a) - (29c) as

$$t_{k+1} = \frac{1}{2} \left( 1 + \sqrt{1 + 4t_k^2} \right), \quad (32a)$$

$$v_{k+1} = u_k + \frac{t_{k+1} - t_k}{t_{k+1}} (u_k - u_{k-1}), \quad (32b)$$

$$u_{k+1} = \text{prox}_{\rho \|\cdot\|_2} (v_{k+1} + \rho^{-1} \nabla \beta(v_{k+1})), \quad (32c)$$

where $u_k = H^\frac{1}{2}z_k$ and $v_k = H^\frac{1}{2}y_k$ for $k \in \mathbb{N}$. By applying Theorem 2.4 to (31), we can conclude that the iterates (32a) - (32c) satisfy the following:

$$\beta(u_k) + \gamma(u_k) \leq p^* + O(1/k^2),$$

whereby (24) follows immediately.

**B. Proof of Theorem 5.4**

**Proof:** By Theorem 4.3, we have $D = \text{prox}_{\rho \|\cdot\|_H}$, where $\Phi: \mathbb{R}^n \to \mathbb{R}$ is a closed proper convex function given by (13). Furthermore, since $g = \rho \Phi$, the updates (25a) - (25c) in scaled PnP-ADMM can be written as follows:

$$x_{k+1} = \text{prox}_{\rho \|\cdot\|_H} (z_k - \rho^{-1} \nu_k), \quad (33a)$$

$$z_{k+1} = \text{prox}_{\rho \|\cdot\|_H} (x_{k+1} + \rho^{-1} \nu_k), \quad (33b)$$

$$\nu_{k+1} = \nu_k + \rho (x_{k+1} - z_{k+1}). \quad (33c)$$

Let $\beta := f \circ H^{-\frac{1}{2}}$ and $\gamma := g \circ H^{-\frac{1}{2}}$; note that $\beta$ and $\gamma$ are closed proper convex functions. Now, consider the following convex program:

$$\min_{\tilde{x}} \beta(\tilde{x}) + \gamma(\tilde{x})$$

subject to $\tilde{x} = \tilde{z}$.

Let $\mathcal{L}$ be the Lagrangian of (34), i.e.,

$$\mathcal{L}(\tilde{x}, \tilde{z}, \tilde{\nu}) := \beta(\tilde{x}) + \gamma(\tilde{z}) + \tilde{\nu}^T (\tilde{x} - \tilde{z}).$$

It follows from the definitions of $\beta$ and $\gamma$ that the optimal values of (34) and (4) are equal. Furthermore, $(x^*, z^*, \nu^*)$ is a saddle point of $\mathcal{L}_H$ given by (26) if and only if $(H^\frac{1}{2}x^*, H^\frac{1}{2}z^*, H^\frac{1}{2}\nu^*)$ is a saddle point of $\mathcal{L}$.

Using Lemma A.1, we can rewrite (33a) - (33c) as follows:

$$\tilde{x}_{k+1} = \text{prox}_{\rho \|\cdot\|_H} (\tilde{z}_k - \rho^{-1} \tilde{\nu}_k), \quad (35a)$$

$$\tilde{z}_{k+1} = \text{prox}_{\rho \|\cdot\|_H} (\tilde{x}_{k+1} + \rho^{-1} \tilde{\nu}_k), \quad (35b)$$

$$\tilde{\nu}_{k+1} = \nu_k + \rho (\tilde{x}_{k+1} - \tilde{z}_{k+1}), \quad (35c)$$

where $\tilde{x}_k = H^\frac{1}{2} x_k$, $\tilde{z}_k = H^\frac{1}{2} z_k$ and $\tilde{\nu}_k = H^\frac{1}{2} \nu_k$ for $k \in \mathbb{N}$. On applying Theorem 2.6 to (34), we can conclude that for arbitrary $\tilde{z}_1, \tilde{v}_1 \in \mathbb{R}^n$, the iterates (35a)-(35c) converge to a saddle point of $\mathcal{L}_H$, and $\lim_{k \to \infty} (\beta(\tilde{x}_k) + \gamma(\tilde{z}_k)) = p^*$. Consequently, the iterates (33a)-(33c) converge to a saddle point of $\mathcal{L}_H$, and $\lim_{k \to \infty} (f(x_k) + g(z_k)) = p^*$.

---

**C. Divergence of Standard PnP-ADMM**

The following example shows that standard PnP-ADMM with a kernel denoiser can fail to converge (in the sense of Theorem 2.6); note that the convergence of iterates in Theorem 2.6 imply that $\lim_{k \to \infty} (x_k - z_k) = 0$. This example substantiates the necessity of the algorithmic modifications introduced in Section V.

**Example A.2:** Let $a^T = [0.8295 \; -0.5586]$, $b = 1$, and $f: \mathbb{R}^2 \to \mathbb{R}$ be given by $f(x) := \frac{1}{2} \|a^T x - b\|^2$. Note that $f$ is a closed proper convex function. Let $W = D^{-1} K$, where

$$D = \begin{bmatrix} \lambda_{	ext{max}}(W) & 0.1102 & 0.2014 \\ 0 & 0.5788 & 0.2014 & 0.3774 \end{bmatrix} \in \mathbb{S}^2_+.$$ 

By construction, $W$ is of the form given in Corollary 4.6. Therefore, it follows from the proof of Corollary 4.6 that $W$ is similar to $D^{-\frac{1}{2}} \text{̂} K D^{-\frac{1}{2}} \in \mathbb{S}^2_+$ and $\lambda_{	ext{max}}(W) \leq 1$; in fact, $\lambda_{	ext{max}}(W) = 1$. Furthermore, $W$ is the $D$-scaled map of a closed proper convex function $\Phi$ of the form (13).

Consider the standard PnP-ADMM algorithm with $D = W$ and $\rho = 1$. Let $C = I + aa^T$, and

$$R = \begin{bmatrix} W & I - W \\ I - W & C^{-1} I - C^{-1} \end{bmatrix}, \quad d = b C^{-1} a.$$ 

Let $u_k = [z_k \; \nu_k]^T$. For the PnP-ADMM iterates, obtained from (7a)-(7c), we can write

$$u_{k+1} = RS^T u_k + d, \quad (36a)$$

$$x_{k+1} - z_{k+1} = T u_k + q, \quad (36b)$$

where $T = \begin{bmatrix} I - W & -W C^{-1} - WC^{-1} \end{bmatrix}$ and $q = b (I - W) C^{-1} a$. Let $u_1 = 0$; thus, it follows from (36a) that for $k = 2, 3, \ldots$, we have

$$u_k = \sum_{j=0}^{k-2} (RS^T)^j d, \quad (37)$$

The following assertions are not difficult to verify:

(i) $RS^T \in \mathbb{R}^{4 \times 4}$ is diagonalizable over $\mathbb{R}$, and its dominant eigenvalue is greater than 1.

(ii) $d$ has a nonzero component along an eigenvector $v_1$ corresponding to the dominant eigenvalue of $RS^T$.

(iii) $v_1 \notin \mathcal{N}(T)$. 

As a result, it follows from an analysis similar to the power method (see [52, Sec. 5.3]) that
\[
\lim_{j \to \infty} \|T(RS^j)d\|_2 = \infty.
\]
Consequently, it follows from (36b) and (37) that the residual sequence \((x_k - z_k)_{k \in \mathbb{N}}\) diverges; see Table III for a numerical validation of this conclusion.

### Table III

| \(k\) | \(k = 1\) | \(k = 200\) | \(k = 400\) | \(k = 600\) | \(k = 800\) | \(k = 1000\) |
|-------|---------|---------|---------|---------|---------|---------|
| \(\|x_k - z_k\|_2\) | 0.6743 | -0.1045 | 3.7808 | 7.6662 | 11.5515 | 15.4369 |

### D. Computation of \(\Phi\)

To compute the objective value in the \(k\)-th iteration of the scaled PnP algorithms, we need to evaluate \(\Phi(u_k)\), where \(u_k = x_k\) in scaled PnP-FISTA and \(u_k = z_k\) in scaled PnP-ADMM. We see from (22c) and (25b) that for both the algorithms, \(u_k\) is given by \(u_k = Wq_k\) for some (known) \(q_k\).

In particular, since \(u_k \in \mathcal{R}(W)\), it follows from (13) that
\[
\Phi(u_k) = \frac{1}{2} u_k^T P u_k = \frac{1}{2} q_k^T (W^TW) q_k.
\]

Now, recall the matrices \(V\) and \(A_r\) defined in the proof of Theorem 4.3. By writing \(W, P\) and \(H\) in terms of \(V\) and \(A_r\), it is not difficult to verify that
\[
W^TW = (I - W)^TWH.
\]

It follows from (38) and (39) that
\[
\Phi(u_k) = \frac{1}{2} (q_k - u_k)^T H u_k.
\]
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