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Abstract

We study the spectrum of the spin-boson Hamiltonian with two bosons for arbitrary coupling $\alpha > 0$ in the case when the dispersion relation of the free field is a bounded function. We derive an explicit description of the essential spectrum which consists of the so-called two and three-particle branches that can be separated by a gap if the coupling is sufficiently large. It turns out, that depending on the location of the coupling constant and the energy level of the atom (with respect to certain constants depending on the maximal and the minimal values of the boson energy) as well as the validity or the violation of the infrared regularity type conditions, the essential spectrum is either a single finite interval or a disjoint union of at most six finite intervals. The corresponding critical values of the coupling constant are determined explicitly and the asymptotic lengths of the possible gaps are given when $\alpha$ approaches to the respective critical value. Under minimal smoothness and regularity conditions on the boson dispersion relation and the coupling function, we show that discrete eigenvalues can never accumulate at the edges of the two-particle branch. Moreover, we show the absence of the discrete eigenvalue accumulation at the edges of the three-particle branch in the infrared regular case.

1 Introduction

The spin-boson Hamiltonian is the energy operator of a quantum mechanical model describing a two-level system which is linearly coupled to the quantized field of bosons. It is formally given by the expression

$$H = \varepsilon \sigma_z \otimes I + I \otimes \int_{\mathbb{R}^d} \omega(k) a^*(k)a(k) \, dk + \alpha \sigma_x \otimes \int_{\mathbb{R}^d} (\lambda(k) a^*(k) + \overline{\lambda(k)} a(k)) \, dk$$

(1)

and acts on the Hilbert space

$$\mathcal{H} = C^2 \otimes F_s(L^2(\mathbb{R}^d)),$$

(2)

where $F_s(L^2(\mathbb{R}^d))$ is the symmetric (bosonic) Fock space over $\mathbb{R}^d$. In (1), $a^*(k)$ and $a(k)$ are the boson creation and annihilation operators,

$$\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$

are the Pauli (spin) matrices, the constants $\varepsilon > 0$ and $-\varepsilon$ are the energy levels of the atom corresponding to its excited and ground states, respectively, $\omega(k)$ is the boson dispersion, $\alpha > 0$ is the coupling constant and $\lambda(k)$ is the coupling function.

For the photon case, spectral and scattering properties of the full spin-boson Hamiltonian as well as of its finite photon approximations have been investigated extensively and as a by-product sophisticated
techniques have been developed. The corresponding literature is enormous and we limit ourselves to citing [34, 35, 24, 33, 21, 12, 11, 10, 15, 22, 19, 5, 4, 21, 15, 31, 9, 13] (and the related work [38, 37, 39, 40]). In these studies, the dispersion of the free field is taken to be either the relativistic dispersion $\omega(k) = \sqrt{k^2 + m^2}$ or its limiting cases $\omega(k) = |k|$, $\omega(k) = \frac{k^2}{2m}$, and sometimes as a general unbounded and almost everywhere continuous function preserving all the features of these physical photon dispersion relations.

In general, the dispersion relation $\omega : \mathbb{R}^d \to [0, \infty)$ and the coupling function $\lambda : \mathbb{R}^d \to \mathbb{C}$ are fixed by the physics of the problem. In view of different applications of the spin-boson Hamiltonian, one likes to consider them as free parameter functions and impose only some general conditions such as

$$\lambda \in L^2(\mathbb{R}^d), \quad \frac{\lambda}{\sqrt{\omega - \omega_0}} \in L^2(\mathbb{R}^d),$$

where

$$\omega_0 := \inf_{k \in \mathbb{R}^d} \omega(k).$$

We note that the first condition in (3) is the minimal assumption on the coupling function from the spectral theory viewpoint as it is needed to guarantee the closability of the energy operator. To the best of our knowledge, almost every study on the spectrum of the spin-boson model in the up-to-date literature assumes at least (3) or its strengthened version where the second condition in (3) is replaced by

$$\frac{\lambda}{\omega - \omega_0} \in L^2(\mathbb{R}^d),$$

which is known as the infrared regularity condition (cf. [22, 14]). The recent work [25] studies the problem of the explicit description of the essential spectrum and the finiteness of the discrete spectrum for the spin-boson model with two photons for arbitrary coupling where the only requirement on the coupling function was its square integrability, whereas the photon dispersion relation was assumed to be a continuous (almost everywhere) and unbounded function.

Motivated by solid state physics applications of the spin-boson Hamiltonian and related finite volume approximation problems (cf. [7]), in this paper we undertake the spectral analysis of the spin-boson Hamiltonian with two bosons for arbitrary coupling and bounded dispersion relation. The corresponding truncated spin-boson Hamiltonian is obtained from the full spin-boson Hamiltonian by the compression onto the subspace of two bosons which is given by the tensor product of $\mathbb{C}^2$ and the truncated Fock space

$$\mathcal{F}_2^s := \mathbb{C} \oplus L^2(\mathbb{R}^d) \oplus L^2(\mathbb{R}^d \times \mathbb{R}^d).$$

Here $L^2(\mathbb{R}^d \times \mathbb{R}^d)$ stands for the subspace of the Hilbert space $L^2(\mathbb{R}^d \times \mathbb{R}^d)$ consisting of symmetric functions and equipped with the $1/2$-inner product of the latter. For $f = (f_0^{(s)}, f_1^{(s)}, f_2^{(s)}) \in \mathbb{C}^2 \otimes \mathcal{F}_2^s$, where $s = \pm$ is a discrete variable, the Hamiltonian of our system is given by the formal expression

$$H_\sigma f = \sigma \epsilon f_0^{(s)} + \alpha \int_{\mathbb{R}^d} \lambda(q)f_1^{(-s)}(q) \, dq,$$

$$H_\sigma f_1^{(s)}(k) = (\sigma \epsilon + \omega(k))f_1^{(s)}(k) + \alpha \lambda(k)f_0^{(-s)} + \alpha \int_{\mathbb{R}^d} f_2^{(-s)}(k, q) \lambda(q) \, dq,$$

$$H_\sigma f_2^{(s)}(k_1, k_2) = (\sigma \epsilon + \omega(k_1) + \omega(k_2))f_2^{(s)}(k_1, k_2) + \alpha \lambda(k_1)f_1^{(-s)}(k_2) + \alpha \lambda(k_2)f_1^{(-s)}(k_1).$$

Throughout the paper we assume that the parameter $\epsilon > 0$ is fixed, the dispersion relation $\omega \geq 0$ is a non-constant, bounded, continuous function (although almost everywhere continuity will be enough in our analysis) and the coupling function $\lambda$ is not identically zero and $\lambda \in L^2(\mathbb{R}^d)$. If $\lambda$ is identically zero on $\mathbb{R}^d$, then the bosons do not couple to the atom and the description of the spectrum becomes straightforward.

The case of constant dispersion relation was considered in [21] where it was possible to make the spectral analysis very explicit. The spatial dimension, $d \geq 1$, plays no particular role in our analysis and is left arbitrary. We make the notation

$$\omega_1 := \sup_{k \in \mathbb{R}^d} \omega(k).$$

*We note that one has $\omega(k) \equiv 1$ for the (original) Fröhlich polaron, cf. [35, 36]
The goal of this paper is to give an explicit description of the essential spectrum, analyse its structure and study the finiteness of the discrete eigenvalues in the gaps as well as outside of the essential spectrum for all values of the coupling constant. Our strategy is based on reducing the problem to the spectral analysis of a family of self-adjoint $2 \times 2$ operator matrices

$$
\mathcal{A} := \begin{pmatrix} A & B \\ C & D \end{pmatrix}
$$

(9)

depending on two parameters $\gamma \in \mathbb{R}$ and $\alpha > 0$ which act on the Hilbert space

$$
\mathcal{H} := L^2(\mathbb{R}^d) \oplus L^2_2(\mathbb{R}^d \times \mathbb{R}^d).
$$

(10)

For $f \in L^2(\mathbb{R}^d)$ and $g \in L^2_2(\mathbb{R}^d \times \mathbb{R}^d)$, the operator entries of $\mathcal{A}$ are formally defined by the relations

$$
\begin{align*}
(Af)(k) &= (-\gamma + \omega(k))f(k), \\
(Bg)(k) &= \alpha \int g(k, q)\lambda(q) \, dq, \\
(Cf)(k, q) &= \alpha \lambda(k) f(q) + \alpha \lambda(q)f(k), \\
(Dg)(k, q) &= (\gamma + \omega(k) + \omega(q))g(k, q).
\end{align*}
$$

(11)

The methods we employ to achieve the aforementioned results are direct and quite simple. We particularly benefit from block operator matrix techniques involving Schur complements and the corresponding Frobenius-Schur factorizations combined with the standard perturbation theory. It turns out that the essential spectrum of the reduced operator matrix $\mathcal{A}$ consists of the union of the interval $[2\omega_0 + \gamma, 2\omega_1 + \gamma]$ (i.e. the spectrum of $D$) with an additional branch corresponding to the essential spectrum of a non-linear pencil of multiplication operators in $L^2(\mathbb{R}^d)$ which represents the Schur complement of $D - z$ in the operator matrix $\mathcal{A} - z$ in the Calkin algebra (Theorem 2.4). Depending on the location of the parameters $\alpha > 0$ and $\varepsilon$ (with respect to certain constants formed out of $\omega_0$ and $\omega_1$) as well as the validity or the violation of the second condition in (8) and its natural counterpart

$$
\frac{\lambda}{\sqrt{\omega_1 - \omega}} \in L^2(\mathbb{R}^d),
$$

(12)

this additional branch consists of a single finite interval which can be in either side of $[2\omega_0 + \gamma, 2\omega_1 + \gamma]$, or two finite intervals, one in each side of the latter. The corresponding critical values of the coupling constant, the transitions at which open a new gap in the essential spectrum, are found explicitly and the asymptotic lengths of the possible gaps are determined when $\alpha$ approaches to the respective critical value (see Theorem 2.2). Inspired by the splitting trick we have developed in the recent work [25], it is shown that no edge of the essential spectrum other than $2\omega_0 + \gamma$ and $2\omega_1 + \gamma$ can be an accumulation point of the discrete spectrum (Theorem 2.3). The absence of the discrete eigenvalue accumulation at the points $2\omega_0 + \gamma$ and $2\omega_1 + \gamma$ can also be guaranteed whenever the infrared regularity condition (8) and its natural counterpart

$$
\frac{\lambda}{\omega_1 - \omega} \in L^2(\mathbb{R}^d)
$$

(13)

(or their weaker version, in the case when these points are not the top or the bottom of the essential spectrum) are satisfied (Theorem 2.4). Finally, in Theorem 3.1 we deduce the spectral properties of the Hamiltonian (7) from the spectral information for the operator matrix $\mathcal{A}$ with $\gamma = \varepsilon$ and $\gamma = -\varepsilon$.

In spite of being self-adjoint and bounded, the operator matrix $\mathcal{A}$ in (11) is, up to our knowledge, not covered by any of the currently existing abstract results such as [8, 3, 35, 32, 34] and requires an individual analysis. This is mainly due to the non-compactness of partial-integral operators and the fact that both diagonal entries have empty discrete spectrum. Although in our setting the underlying domain is the whole Euclidean space $\mathbb{R}^d$, our results can be trivially translated into the setting with bounded underlying domains $\Omega \subset \mathbb{R}^d$ such as the torus $T^d$. To achieve this, it suffices to replace the parameter functions $\omega$ and $\lambda$ with their cut-offs $\chi_\Omega \omega$ and $\chi_\Omega \lambda$. In this sense our results generalize and clarify the main results of [40, 42] in several respects. The splitting trick that we employ to show the absence of the eigenvalue accumulation at the edges of the two-particle branch (Theorem 2.3) is a modification of the similar trick developed in our recent work [25]. Though inspired by it, our splitting trick is quite different from the well known splitting trick of Schrödinger operator theory (cf. [18, 30, 11, 17, 2, 27]). It is based on a “special decomposition” of a “special portion” of the Birman-Schwinger type kernel. Unlike our approach, the classical splitting trick in our setting would require some additional regularity on the parameter functions.
Throughout the paper we adopt the following notations. For a self-adjoint operator $T$ acting in a Hilbert space and an interval $(a, b) \subset \mathbb{R} \setminus \sigma_{\text{ess}}(T)$, we denote by $N((a, b); T)$ the dimension of the spectral subspace of $T$ corresponding to the interval $(a, b)$ which coincides with the number of the discrete eigenvalues of $T$ in the interval $(a, b)$ (counted with multiplicities). The integrals with no indication of the limits imply the integration over the whole space $\mathbb{R}^d$ or $\mathbb{R}^d \times \mathbb{R}^d$.

## 2 Spectral properties of the reduced operator matrix

### 2.1 Preliminaries

Since $\lambda \in L^2(\mathbb{R}^d)$, it follows that $B : L^2_2(\mathbb{R}^d \times \mathbb{R}^d) \to L^2(\mathbb{R}^d)$ is an everywhere defined bounded operator with the adjoint $B^* = C$. Hence, the operator matrix $A : \mathcal{H} \to \mathcal{H}$ is everywhere defined and self-adjoint (cf. [29, Theorem V.4.3]). Note that $D : L^2_2(\mathbb{R}^d \times \mathbb{R}^d) \to L^2_2(\mathbb{R}^d \times \mathbb{R}^d)$ is an everywhere defined self-adjoint operator with the spectrum

$$\sigma(D) = [2\omega_0 + \gamma, 2\omega_1 + \gamma],$$

where $\omega_0$ and $\omega_1$ are defined by [4] and [8].

As it was mentioned in Introduction, our approach to study the spectrum of the $2 \times 2$ operator matrix $A$ is based on the so-called Schur complements and the corresponding Frobenius-Schur factorization, cf. [19]. For $z \in \rho(D)$, the Schur complement of $D - z$ in the operator matrix $A - z$ is given by

$$S(z) := A - z - B(D - z)^{-1}B^*, \quad \text{Dom}(S(z)) := L^2(\mathbb{R}).$$

Simple calculations yield the representation

$$S(z) = \Delta(z) - K(z),$$

where $\Delta(z) : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ is the maximal operator of multiplication by the function

$$\Delta(k; z) := \omega(k) - \gamma - z - \alpha^2 \int \frac{|\lambda(q)|^2 dq}{\omega(k) + \omega(q) + \gamma - z},$$

and $K(z) : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ is everywhere defined integral operator with the kernel

$$p(k, q; z) := \frac{\alpha^2 \lambda(k) \lambda(q)}{\omega(k) + \omega(q) + \gamma - z}.$$ 

Since $B(D - z)^{-1} : L^2_2(\mathbb{R}^d \times \mathbb{R}^d) \to L^2(\mathbb{R}^d)$ is an everywhere defined bounded operator, the following Frobenius-Schur factorization holds

$$A - z = \begin{pmatrix} I & B(D - z)^{-1} \\ 0 & I \end{pmatrix} \begin{pmatrix} S(z) & 0 \\ 0 & (D - z)^{-1} \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix}.$$ 

In view this factorization, we can reduce the study of the essential spectrum of the operator matrix $A$ to that of the non-linear pencil $S$. More precisely, we have

$$\sigma_{\text{ess}}(A) \cap \rho(D) = \sigma_{\text{ess}}(S) \cap \rho(D).$$

Moreover, we have the following crucial result the proof of which is similar to that of [25, Lemma 3] and follows from the factorization [18].

**Lemma 2.1.** If $z \in \rho(D)$ satisfies $N((\infty, 0); S(z)) < \infty$, then there exists $\delta > 0$ such that

$$\sigma_{\text{disc}}(A) \cap (z - \delta, z) = \emptyset.$$

Similarly, if $z \in \rho(D)$ satisfies $N((\infty, 0); -S(z)) < \infty$, then there exists $\delta > 0$ such that

$$\sigma_{\text{disc}}(A) \cap (z + \delta, z + \delta) = \emptyset.$$
Remark 2.1. For each \( z \in \rho(D) \), the operators \( S(z) : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) and \( \Delta(z) : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) are bounded and self-adjoint on \( H_1 \). Moreover, the integral operator \( K(z) : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) is self-adjoint and of Hilbert-Schmidt class since its kernel \( p(\cdot, \cdot ; z) \) satisfies

\[
\| p(\cdot, \cdot ; z) \|_{L^2(\mathbb{R}^d \times \mathbb{R}^d)} \leq \frac{2\alpha^2\| \lambda \|^2_{L^2(\mathbb{R}^d)}}{\text{dist}(z, \sigma(D))} < \infty.
\]

(22)

The rest of this subsection is devoted to the analysis of possible zeros of the continuous function

\[
\Phi(z) = -\gamma - z - \alpha^2 \int \frac{|\lambda(q)|^2 dq}{\omega(q) + \gamma - z}, \quad z \in (-\infty, \omega_0 + \gamma) \cup (\omega_1 + \gamma, \infty).
\]

(23)

It is easy to see that \( \Phi \) is strictly decreasing and

\[
\lim_{z \downarrow -\infty} \Phi(z) = +\infty, \quad \lim_{z \uparrow +\infty} \Phi(z) = -\infty.
\]

(24)

Moreover, the monotone convergence theorem guarantees the existence of the (possibly improper) limits

\[
\lim_{z \uparrow \omega_0 + \gamma} \Phi(z) =: \Phi(\omega_0 + \gamma), \quad \lim_{z \uparrow \omega_1 + \gamma} \Phi(z) =: \Phi(\omega_1 + \gamma).
\]

(25)

If the condition

\[
\frac{\lambda}{\sqrt{\omega - \omega_0}} \in L^2(\mathbb{R}^d)
\]

(26)

is satisfied, then the first limit in (25) is finite for all \( \alpha > 0 \) and is given by

\[
\Phi(\omega_0 + \gamma) := -2\gamma - \omega_0 - \alpha^2 \int \frac{|\lambda(q)|^2 dq}{\omega(q) - \omega_0}
\]

(27)

We distinguish the two cases:

- **Either** \( \gamma \geq -\frac{\omega_0}{2} \) and \( \alpha > 0 \) is arbitrary, or \( \gamma < -\frac{\omega_0}{2} \) and \( \alpha > \alpha_1 \), where

\[
\alpha_1 := \alpha_1(\gamma) := \frac{\sqrt{-2\gamma - \omega_0}}{\| \lambda \|_{L^2(\mathbb{R}^d)}}.
\]

(28)

In this case, we have \( \Phi(\omega_0 + \gamma) < 0 \). Hence, the first relation in (24) and the monotonicity imply that the continuous function \( \Phi \) has a unique zero – denoted by \( E := E(\alpha, \gamma) \) – in the interval \((-\infty, \omega_0 + \gamma)\).

- **The case** \( \gamma < -\frac{\omega_0}{2} \) and \( 0 < \alpha \leq \alpha_1 \). In this case, we have \( \Phi(\omega_0 + \gamma) \geq 0 \). Hence, the first relation in (24) and the monotonicity imply that the continuous function \( \Phi \) does not vanish in the interval \((-\infty, \omega_0 + \gamma)\).

If (26) does not hold, then the first limit in (25) is negative infinity for all \( \alpha > 0 \). Hence, the first relation in (24) and the monotonicity imply that the continuous function \( \Phi \) has a unique zero (again denoted by) \( E := E(\gamma, \alpha) \) in the interval \((-\infty, \omega_0 + \gamma)\) for all \( \alpha > 0 \).

Similarly, if the condition

\[
\frac{\lambda}{\sqrt{\omega_1 - \omega}} \in L^2(\mathbb{R}^d)
\]

(29)

is satisfied, then the second limit in (25) is finite for all \( \alpha > 0 \) and is given by

\[
\Phi(\omega_1 + \gamma) := -2\gamma - \omega_1 + \alpha^2 \int \frac{|\lambda(q)|^2 dq}{\omega_1 - \omega(q)}
\]

(30)

We again distinguish the two cases:

- **Either** \( \gamma \leq -\frac{\omega_1}{2} \) and \( \alpha > 0 \) is arbitrary, or \( \gamma > -\frac{\omega_1}{2} \) and \( \alpha > \alpha_3 \), where

\[
\alpha_3 := \alpha_3(\gamma) := \frac{\sqrt{\omega_1 + 2\gamma}}{\| \lambda \|_{L^2(\mathbb{R}^d)}}.
\]

(31)

In this case, we have \( \Phi(\omega_1 + \gamma) > 0 \). Hence, the second relation in (24) and the monotonicity imply that the continuous function \( \Phi \) has a unique zero – denoted by \( F := F(\gamma, \alpha) \) – in the interval \((\omega_1 + \gamma, \infty)\).
If (29) does not hold, then the second limit in (25) is positive infinity for all $\alpha > 0$. Hence, the second relation in (24) and the monotonicity imply that the continuous function $\Phi$ does not vanish in the interval $(\omega_1 + \gamma, \infty)$.

In addition to (25) and (31), we will also be dealing with the following particular values of the coupling constant

$$
\alpha_2 := \alpha_2(\gamma) := \frac{\omega_1 - \gamma}{\sqrt{\omega_1 - \gamma} + \omega_1}, \quad \alpha_4 := \alpha_4(\gamma) := \frac{\omega_1 + \gamma}{\sqrt{\omega_1 + \gamma} - \omega_1}
$$

whenever $\gamma \leq \frac{\omega_1}{2} - \omega_0$ and $\gamma \geq \frac{\omega_1}{2} - \omega_1$, respectively. Since the denominators of both fractions in (32) lie between $\frac{1}{\sqrt{2(\omega_1 - \omega_0)}} \|\lambda\|_{L^2(\mathbb{R}^d)}$ and $\frac{1}{\sqrt{\omega_1 - \omega_0}} \|\lambda\|_{L^2(\mathbb{R}^d)}$, the quantities in (32) are well-defined.

### 2.2 Essential spectrum of the reduced operator matrix

The following theorem provides an explicit description of the essential spectrum of the self-adjoint operator matrix $A$ corresponding to $[01] - [11]$. The structure of the essential spectrum depends on the location of the parameters $\alpha > 0$ and $\gamma \in \mathbb{R}$ as well as the violation of the conditions (20) and (29).

**Theorem 2.1.** Let the coupling constant $\alpha > 0$ be arbitrary.

(i) Suppose that both of (20) and (29) are violated.

(a) If $\gamma \in (-\infty, \frac{\omega_1}{2} - \omega_1)$, then

$$
\sigma_{\text{ess}}(A) = \left\{ \begin{array}{ll}
\omega_0 + E, 2\omega_1 + \gamma \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (0, \alpha_2], \\
[\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_2, \infty).
\end{array} \right.
$$

(b) If $\gamma \in \left(\frac{\omega_1}{2} - \omega_1, \frac{\omega_1}{2} - \omega_0\right)$, then

$$
\sigma_{\text{ess}}(A) = \left\{ \begin{array}{ll}
[\omega_0 + E, \omega_1 + E] & \text{if } \alpha \in (0, \alpha_2], \\
[\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (\alpha_2, \alpha_4], \\
[\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty).
\end{array} \right.
$$

(c) If $\gamma \in \left(\frac{\omega_1}{2} - \omega_0, \infty\right)$, then

$$
\sigma_{\text{ess}}(A) = \left\{ \begin{array}{ll}
\omega_0 + E, \omega_1 + E \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (0, \alpha_4], \\
[\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty).
\end{array} \right.
$$

(ii) Suppose that (29) is satisfied but (20) is violated.

(a) If $\gamma \in (-\infty, \frac{\omega_1}{2} - \omega_1)$, then

$$
\sigma_{\text{ess}}(A) = \left\{ \begin{array}{ll}
[2\omega_0 + \gamma, \omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (0, \alpha_1], \\
[\omega_0 + E, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_1, \alpha_2], \\
[\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_2, \alpha_4], \\
[\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty).
\end{array} \right.
$$

(b) If $\gamma \in \left(\frac{\omega_1}{2} - \omega_1, -\frac{\omega_1}{2}\right)$, then

$$
\sigma_{\text{ess}}(A) = \left\{ \begin{array}{ll}
[2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (0, \alpha_1], \\
[\omega_0 + E, \omega_1 + F] & \text{if } \alpha \in (\alpha_1, \alpha_2], \\
[\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (\alpha_2, \alpha_4], \\
[\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty).
\end{array} \right.
$$
If \( \gamma \in \left(-\frac{\omega_0}{2}, \omega_1\right], \) then
\[
\sigma_{\text{ess}}(A) = \begin{cases} 
\left[\omega_0 + E, \omega_1 + F\right] & \text{if } \alpha \in (0, \alpha_2], \\
\left[\omega_0 + E, \omega_1 + F\right] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (\alpha_2, \alpha_4], \\
\left[\omega_0 + E, \omega_1 + F\right] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty). 
\end{cases}
\]

If \( \gamma \in \left(\frac{\omega_1}{2}, -\omega_0, \infty\right), \) then
\[
\sigma_{\text{ess}}(A) = \begin{cases} 
\left[\omega_0 + E, \omega_1 + E\right] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (0, \alpha_4], \\
\left[\omega_0 + E, \omega_1 + E\right] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty). 
\end{cases}
\]

(iii) Suppose that (26) is violated but (24) is satisfied.

(a) If \( \gamma \in \left(-\infty, \frac{\omega_1}{2}, -\omega_1\right], \) then
\[
\sigma_{\text{ess}}(A) = \begin{cases} 
\left[\omega_0 + E, 2\omega_1 + \gamma\right] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (0, \alpha_2], \\
\left[\omega_0 + E, \omega_1 + F\right] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (\alpha_2, \alpha_4], \\
\left[\omega_0 + E, \omega_1 + F\right] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty). 
\end{cases}
\]

(b) If \( \gamma \in \left(\frac{\omega_1}{2}, -\omega_1, -\omega_0, \infty\right), \) then
\[
\sigma_{\text{ess}}(A) = \begin{cases} 
\left[\omega_0 + E, \omega_1 + \gamma\right] \cup [2\omega_0 + \gamma, \omega_1 + \gamma] & \text{if } \alpha \in (0, \alpha_2], \\
\left[\omega_0 + E, \omega_1 + F\right] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (\alpha_2, \alpha_4], \\
\left[\omega_0 + E, \omega_1 + F\right] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty). 
\end{cases}
\]

(iv) Suppose that both of (26) and (24) are satisfied.

(a) If \( \gamma \in \left(-\infty, \frac{\omega_0}{2}, -\omega_1\right], \) then
\[
\sigma_{\text{ess}}(A) = \begin{cases} 
[2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (0, \alpha_1], \\
[\omega_0 + E, \omega_1 + \gamma] & \text{if } \alpha \in (\alpha_1, \alpha_2], \\
[\omega_0 + E, \omega_1 + F] & \text{if } \alpha \in (\alpha_2, \infty). 
\end{cases}
\]

(b) If \( \gamma \in \left(\frac{\omega_1}{2}, -\omega_1, -\omega_0, \infty\right), \) then
\[
\sigma_{\text{ess}}(A) = \begin{cases} 
[2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (0, \alpha_1], \\
[\omega_0 + E, \omega_1 + F] & \text{if } \alpha \in (\alpha_1, \alpha_2], \\
[\omega_0 + E, \omega_1 + F] & \text{if } \alpha \in (\alpha_2, \alpha_4], \\
[\omega_0 + E, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty). 
\end{cases}
\]
(c) If $\gamma \in \left( -\frac{\omega_0}{2}, -\frac{\omega_0}{2} \right]$, then

$$\sigma_{\text{ess}}(A) = \begin{cases} [2\omega_0 + \gamma, 2\omega_1 + \gamma] & \text{if } \alpha \in (0, \alpha_1), \\ [\omega_0 + E, 2\omega_1 + \gamma] & \text{if } \alpha \in (\alpha_1, \alpha_2), \\ [\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] & \text{if } \alpha \in (\alpha_2, \alpha_3), \\ [\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (\alpha_3, \alpha_4), \\ [\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty). \end{cases}$$

(d) If $\gamma \in \left( -\frac{\omega_1}{2}, -\omega_1 \right]$, then

$$\sigma_{\text{ess}}(A) = \begin{cases} [\omega_0 + E, 2\omega_1 + \gamma] & \text{if } \alpha \in (0, \alpha_2), \\ [\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] & \text{if } \alpha \in (\alpha_2, \alpha_3), \\ [\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (\alpha_3, \alpha_4), \\ [\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty). \end{cases}$$

(e) If $\gamma \in \left( \frac{\omega_1}{2} - \omega_1, \infty \right)$, then

$$\sigma_{\text{ess}}(A) = \begin{cases} [\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] & \text{if } \alpha \in (0, \alpha_3), \\ [\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, \omega_1 + F] & \text{if } \alpha \in (\alpha_3, \alpha_4), \\ [\omega_0 + E, \omega_1 + E] \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup [\omega_0 + F, \omega_1 + F] & \text{if } \alpha \in (\alpha_4, \infty). \end{cases}$$

Proof. Let $z_0 \in (2\omega_0 + \gamma, 2\omega_1 + \gamma)$ be arbitrary. Then $z_0 = 2\omega(k_0) + \gamma$ for some $k_0 \in \mathbb{R}^d$. Further, let $\varphi \in C^\infty(\mathbb{R}^d)$ be an arbitrary function supported in the annulus $\{k \in \mathbb{R}^d : 0.5 \leq \|k\| < 1\}$ and such that $\|\varphi\|_{L^2(\mathbb{R}^d)} = 1$. It follows that the orthonormal system $\{\Psi_n\}_{n \in \mathbb{N}} := \{(0, \psi_n)^T\}_{n \in \mathbb{N}}$, where

$$\psi_n(k, q) := 2^{n+\frac{d+1}{2}} \varphi(2^n (k - k_0)) \varphi(2^n (q - k_0)), \quad k, q \in \mathbb{R}^d,$$

is a singular sequence for the operator matrix $A - z_0$. Hence, as in [25], we get the inclusion

$$[2\omega_0 + \gamma, 2\omega_1 + \gamma] \subset \sigma_{\text{ess}}(A).$$

Since $[2\omega_0 + \gamma, 2\omega_1 + \gamma] = \sigma(D)$, we can use the Frobenius-Schur factorization [13] to describe $\sigma_{\text{ess}}(A) \cap \rho(D)$, see [19]. In fact, as in the proof of [23 Theorem 1], a simple perturbation argument yields

$$\sigma_{\text{ess}}(A) = [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup \{z \notin [2\omega_0 + \gamma, 2\omega_1 + \gamma] : 0 \in \sigma_{\text{ess}}(\Delta(z))\}.$$  

Since $\Phi$ is strictly decreasing on its domain of definition, we have

$$\inf_{k \in \mathbb{R}^d} \Delta(k; z) = \Phi(z - \omega_0), \quad \sup_{k \in \mathbb{R}^d} \Delta(k; z) = \Phi(z - \omega_1)$$

for all $z \in (-\infty, 2\omega_0 + \gamma) \cup (2\omega_1 + \gamma, \infty)$. This and the continuity of $\Delta(\cdot, \cdot)$ in the second variable imply that

$$\sigma_{\text{ess}}(A) = \Sigma_1 \cup [2\omega_0 + \gamma, 2\omega_1 + \gamma] \cup \Sigma_2,$$

where

$$\Sigma_1 := \{z < 2\omega_0 + \gamma : \Phi(z - \omega_0) \leq 0 \leq \Phi(z - \omega_1)\}$$

and

$$\Sigma_2 := \{z > 2\omega_1 + \gamma : \Phi(z - \omega_0) \leq 0 \leq \Phi(z - \omega_1)\}.$$  

On the other hand, by the monotonicity of the continuous function $\Phi$, we easily obtain

$$\Sigma_1 = \begin{cases} \emptyset & \text{if } \Phi(\omega_0 + \gamma) \geq 0, \\ [\omega_0 + E, 2\omega_0 + \gamma] & \text{if } \Phi(\omega_0 + \gamma) < 0 \text{ and } \Phi(2\omega_0 - \omega_1 + \gamma) \geq 0, \\ [\omega_0 + E, \omega_1 + E] & \text{if } \Phi(2\omega_0 - \omega_1 + \gamma) < 0 \\ \end{cases}$$

and

$$\Sigma_2 = \begin{cases} \emptyset & \text{if } \Phi(2\omega_0 - \omega_1 + \gamma) \geq 0, \\ [\omega_0 + E, 2\omega_0 - \omega_1 + \gamma] & \text{if } \Phi(2\omega_0 - \omega_1 + \gamma) < 0 \text{ and } \Phi(\omega_0 + \gamma) \geq 0, \\ [\omega_0 + E, \omega_1 + E] & \text{if } \Phi(\omega_0 + \gamma) < 0 \text{ and } \Phi(2\omega_0 - \omega_1 + \gamma) \geq 0. \\ \end{cases}$$
and similarly,

\[
\Sigma_2 = \begin{cases} 
\emptyset & \text{if } \Phi(\omega_1 + \gamma) \leq 0, \\
(2\omega_1 + \gamma, \omega_1 + F] & \text{if } \Phi(\omega_1 + \gamma) > 0 \text{ and } \Phi(2\omega_1 - \omega_0 + \gamma) \leq 0, \\
[\omega_0 + F, \omega_1 + F] & \text{if } \Phi(2\omega_1 - \omega_0 + \gamma) > 0.
\end{cases}
\] (41)

Now elementary analyses of the signs of \(\Phi(\omega_0 + \gamma), \Phi(\omega_1 + \gamma), \Phi(2\omega_0 - \omega_1 + \gamma)\) and \(\Phi(2\omega_1 - \omega_0 + \gamma)\) in terms of the parameters \(\alpha\) and \(\gamma\) together with (37) complete the proof. \(\square\)

**Theorem 2.2.** For each fixed \(\gamma \in \mathbb{R}\), the following asymptotic expansions hold

\[
E(\alpha) = 2\omega_0 - \omega_1 + \gamma - \frac{2(\omega_1 + \omega_0 - 2\gamma)}{\alpha_2 + \alpha_2^3\|\alpha - \alpha_2\|^2_{L^2(\mathbb{R}^d)}}(\alpha - \alpha_2), \quad \alpha \downarrow \alpha_2,
\]

\[
F(\alpha) = 2\omega_1 - \omega_0 + \gamma + \frac{2(\omega_1 + \omega_0 + 2\gamma)}{\alpha_4 + \alpha_4^3\|\alpha - \alpha_4\|^2_{L^2(\mathbb{R}^d)}}(\alpha - \alpha_4), \quad \alpha \uparrow \alpha_4,
\]

provided that \(\gamma \leq \frac{\omega_1}{2} - \omega_0\) and \(\gamma \geq \frac{\omega_1}{2} - \omega_1\), respectively.

**Proof.** First of all, we note that the quantities involved in the denominators of the second terms in the asymptotic expansions (42) are well-defined as a consequence of the simple estimate

\[
\max\left\{\frac{\lambda}{\omega_1 - \omega_1 - 2\omega_0}, \frac{\lambda}{\omega_1 - \omega_0 - \omega}\right\}_{L^2(\mathbb{R}^d)} \leq (\omega_1 - \omega_0)^{-1}\|\lambda\|_{L^2(\mathbb{R}^d)}.
\]

We derive the first asymptotic expansion only. The second one can be derived similarly. To this end, let us consider the function

\[
\psi(x, y) = -\gamma - y - x^2 \int \frac{|\lambda(q)|^2 dq}{\omega(q) + \gamma - y}
\]

for \((x, y) \in [\alpha_2, \infty) \times (-\infty, \omega_0 + \gamma]\). We have \(\psi(\alpha_2, 2\omega_0 - \omega_1 + \gamma) = 0\) and

\[
\frac{\partial \psi}{\partial y}(\alpha_2, 2\omega_0 - \omega_1 + \gamma) = -1 - \alpha_2^2 \int \frac{|\lambda(q)|^2 dq}{(\omega(q) - 2\omega_0 + \omega_1)^2} \leq -1.
\]

Hence, the implicit function theorem yields the existence of a constant \(\delta > 0\) and a unique continuously differentiable function \(\hat{E} : [\alpha_2, \alpha_2 + \delta) \to \mathbb{R}\) such that

\[
\hat{E}(\alpha_2) = 2\omega_0 - \omega_1 + \gamma
\]

and \(\psi(\alpha, \hat{E}(\alpha)) = 0\) for all \(\alpha \in [\alpha_2, \alpha_2 + \delta]\). Moreover, we have

\[
\hat{E}'(\alpha_2 + 0) = \frac{2(\omega_1 - 2\omega_0 - 2\gamma)}{\alpha_2 + \alpha_2^3\|\alpha - \alpha_2\|^2_{L^2(\mathbb{R}^d)}}.
\]

On the other hand, \(\Phi(\hat{E}(\alpha)) = 0\) for all \(\alpha \in [\alpha_2, \alpha_2 + \delta]\) and, since \(E(\alpha)\) is the unique zero of the function \(\Phi\) in the interval \((-\infty, \omega_0 + \gamma)\) for all \(\alpha \geq \alpha_2\), we conclude that \(E(\alpha) = \hat{E}(\alpha)\) for all \(\alpha \in [\alpha_2, \alpha_2 + \delta]\). This implies that \(E : [\alpha_2, \alpha_2 + \delta) \to \mathbb{R}\) is continuously differentiable and the desired asymptotic expansion follows from (45) and (46). \(\square\)

### 2.3 Discrete spectrum of the reduced operator matrix

**Theorem 2.3.** Let the coupling constant \(\alpha > 0\) be arbitrary. Then none of \(\omega_0 + E, \omega_1 + E, \omega_0 + F\) and \(\omega_1 + F\) can be an accumulation point of the discrete spectrum of the operator matrix \(A\).

**Proof.** The proof in the case when \(\omega_0 + E\) is the bottom (resp. \(\omega_1 + F\) is the top) of the essential spectrum is completely analogous to that of [23, Theorem 1ii)]. Here we give a proof of the absence of the discrete eigenvalue accumulation at \(\omega_1 + E\) from the right only. The proof of of the absence of the discrete eigenvalue accumulation at \(\omega_1 + F\) from the left is analogous. To this end, let \(\omega_1 + E\) be an edge of the essential spectrum.
so that \((\omega_1 + E; 2\omega_0 + \gamma)\) is an essential spectral gap (see Theorem 2.1). Let \(z \in [\omega_1 + E; 2\omega_0 + \gamma)\) be fixed for a moment. Since \([\omega_1 + E; 2\omega_0 + \gamma) \subset \rho(D)\), the integral operator \(K(z): L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)\) is well-defined and compact (see Remark 2.1). Consider the decomposition

\[
\frac{1}{\omega(k_1) + \omega(k_2) + \gamma - z} = \Psi_1(k_1, k_2; z) + \Psi_2(k_1, k_2; z),
\]

where

\[
\Psi_1(k_1, k_2; z) := \frac{1}{\omega(k_1) + \omega(k_2) + \gamma - z} + \frac{1}{\omega(k_2) + \omega_1 + \gamma - z} - \frac{1}{2\omega_1 + \gamma - z}
\]

and

\[
\Psi_2(k_1, k_2; z) := \frac{1}{\omega(k_1) + \omega(k_2) + \gamma - z} - \Psi_1(k_1, k_2; z), \quad k_1, k_2 \in \mathbb{R}^d.
\]

Let us denote by \(K_1(z)\) and \(K_2(z)\) the integral operators in \(L^2(\mathbb{R}^d)\) whose kernels are respectively the functions \((k_1, k_2) \mapsto \alpha^2 \lambda(k_1) \lambda(k_2) \Psi_1(k_1, k_2; z)\) and \((k_1, k_2) \mapsto \alpha^2 \lambda(k_1) \lambda(k_2) \Psi_2(k_1, k_2; z)\) so that we have the corresponding decomposition

\[
K(z) = K_1(z) + K_2(z).
\]

Since each summand in (48) is uniformly bounded by the constant \(\frac{1}{\omega(k_1) + \omega(k_2) + \gamma - z}\), we infer from the first condition in (3) that \(K_1(z)\) is a well-defined rank-two operator in \(L^2(\mathbb{R}^d)\). In fact, the range of \(K_1(z)\) coincides with the subspace of \(L^2(\mathbb{R}^d)\) spanned by the functions \(\lambda\) and \(\frac{1}{\omega(k_1) + \omega(k_2) + \gamma - z}\). Therefore, using [15] and [11] Theorem IX.3.3, we obtain

\[
N((-\infty, 0); -S(z)) = N((-\infty, 0); -\Delta(z) + K(z))
\]

\[
= N((-\infty, 0); -\Delta(z) + K_1(z) + K_2(z))
\]

\[
\leq N((-\infty, 0); -\Delta(z) + K_2(z)) + 2.
\]

Hence, in view of Lemma 2.4 it suffices to show that

\[
N((-\infty, 0); -\Delta(\omega_1 + E) + K_2(\omega_1 + E)) < \infty.
\]

Let \(\Omega\) denote the complement of the level set of \(\omega\) corresponding to \(\omega_1\), that is, \(\Omega := \{k \in \mathbb{R}^d : \omega(k) \neq \omega_1\}\). In view of our hypothesis on the dispersion relation \(\omega\), it is clear that \(\Omega\) is an open subset of \(\mathbb{R}^d\) with positive Lebesgue measure. For \(z \in [\omega_1 + E; 2\omega_0 + \gamma)\), we denote by \(\Delta_\Omega(z)\) and \(K_{2, \Omega}(z)\) the restrictions of the operators \(\Delta(z)\) and \(K_2(z)\) to \(L^2(\Omega)\), respectively. Further, we denote by \(\Delta_\Omega(\cdot ; z)\) the restriction of the function \(\Delta(\cdot ; z)\) to \(\Omega\) so that \(\Delta_\Omega(z)\) is the operator of multiplication by the function \(\Delta_\Omega(\cdot ; z)\) in \(L^2(\Omega)\). Since \(E\) is a zero of \(\Phi\), by expressing \(-\Delta(k; \omega_1 + E)\) as \(-\Delta(k; \omega_1 + E) + \Phi(E)\) and doing some elementary calculations, we get the identity

\[
-\Delta(k; \omega_1 + E) = (\omega_1 - \omega(k)) \left(1 + \alpha^2 \int \frac{|\lambda(q)|^2 \, dq}{(\omega(q) + \gamma - E)(\omega(k) + \omega(q) + \gamma - \omega_1 - E)}\right).
\]

This implies that

\[
-\Delta_\Omega(k; \omega_1 + E) \geq \omega_1 - \omega(k) > 0 \quad \text{for all} \quad k \in \Omega
\]

and that \(\Delta(\cdot ; \omega_1 + E) \equiv 0\) on the level set of \(\omega\) corresponding to \(\omega_1\). So the restriction of \(\Delta(\omega_1 + E)\) to \(L^2(\mathbb{R}^d \setminus \Omega)\) is the zero operator. Moreover, it is easy to see from [18]-[19] that the restriction of \(K_2(\omega_1 + E)\) to \(L^2(\mathbb{R}^d \setminus \Omega)\) is the zero operator, too. That is why (52) is equivalent to

\[
N((-\infty, 0); -\Delta_\Omega(\omega_1 + E) + K_{2, \Omega}(\omega_1 + E)) < \infty.
\]

To show the latter, first we recall the monotonicity of the function \(\Phi\) in the interval \((\omega_1 + E; 2\omega_0 + \gamma)\). For all \(z \in (\omega_1 + E; 2\omega_0 + \gamma)\), this implies that

\[
\sup_{k \in \Omega} \Delta_\Omega(k; z) \leq \sup_{k \in \mathbb{R}^d} \Delta(k; z) = \Phi(z - \omega_1) < \Phi(E) = 0.
\]
Hence, the multiplication operator $-\Delta_{\Omega}(z)$ is positive for all $z \in (\omega_1 + E, 2\omega_0 + \gamma)$. Since the integral operator $K_{2,\Omega}(z) : L^2(\Omega) \to L^2(\Omega)$ is well-defined and Hilbert-Schmidt, it follows that the operator

$$T(z) := (-\Delta_{\Omega}(z))^{-1/2} K_{2,\Omega}(z) (-\Delta_{\Omega}(z))^{-1/2}$$

is also well-defined and Hilbert-Schmidt for all $z \in (\omega_1 + E, 2\omega_0 + \gamma)$.

Next, let us define $T(\omega_1 + E)$ to be the integral operator in $L^2(\Omega)$ with the kernel

$$\Theta(k_1, k_2) := \frac{a^2 \lambda(k_1) \lambda(k_2) \Psi_2(k_1, k_2; \omega_1 + E)}{\sqrt{-\Delta_{\Omega}(k_1; \omega_1 + E) \sqrt{-\Delta_{\Omega}(k_2; \omega_1 + E)}}}, \quad k_1, k_2 \in \Omega.$$  

(57)

Let $k_1, k_2 \in \Omega$ be fixed for a moment and let $a = \omega(k_1) - \omega_1, b = \omega(k_2) - \omega_1$ and $c = \omega_1 + \gamma - E$. Then it follows that $0 < a + b + c \leq 2c, \min\{a + c, b + c\} \geq \omega_0 + \gamma - E, a + b + c \geq 2\omega_0 + \gamma - \omega_1 - E$ and $\sqrt{ab} \leq \frac{a + b}{2} \leq \omega_1 - \omega_0$. Therefore, we get

$$0 \leq \Psi_2(k_1, k_2; \omega_1 + E) = \frac{1}{a + b + c} - \frac{1}{a + c} - \frac{1}{b + c} + \frac{1}{c} \leq \frac{\sqrt{ab}(-a - b)}{(a + c)(b + c)(a + b + c)} \leq \frac{2(\omega_1 - \omega_0)\sqrt{\omega_1 - \omega(k_1)}\sqrt{\omega_1 - \omega(k_2)}}{(\omega_0 + \gamma - E)^2(\omega_0 + \gamma - \omega_1 - E)}.$$  

(58)

Combining (55) and (53), we thus obtain the pointwise estimate

$$|\Theta(k_1, k_2)| \leq \frac{2(\omega_1 - \omega_0)\lambda(k_1)\lambda(k_2)}{(\omega_0 + \gamma - E)^2(2\omega_0 + \gamma - \omega_1 - E)}, \quad k_1, k_2 \in \Omega.$$  

(59)

Thus we infer from the first condition in (53) that $\Theta \in L^2(\Omega \times \Omega)$. Therefore, $T(\omega_1 + E) : L^2(\Omega) \to L^2(\Omega)$ is a Hilbert-Schmidt operator and the Lebesgue’s dominated convergence theorem guarantees the right-continuity (with respect to the operator norm) of the operator function $T$ at $\omega_1 + E$. This observation and the Weyl inequality (cf. [11, Chapter IX])

$$N((-\infty, -1) ; T(z)) \leq N((-\infty, -0.5) ; T(\omega_1 + E)) + N((-\infty, -0.5) ; -T(\omega_1 + E) + T(z)),$$

(60)

together with the right-continuity (with respect to the operator norm) of the operator functions $\Delta_{\Omega}$ and $K_{2,\Omega}$ yield

$$N((-\infty, 0) ; -\Delta_{\Omega}(\omega_1 + E) + K_{2,\Omega}(\omega_1 + E)) = \lim_{z \to \omega_1 + E} N((-\infty, 0) ; -\Delta_{\Omega}(z) + K_{2,\Omega}(z)) = \lim_{z \to \omega_1 + E} N((-\infty, -1) ; T(z)) \leq N((-\infty, -0.5) ; T(\omega_1 + E)).$$

(61)

However, $N((-\infty, -0.5) ; T(\omega_1 + E))$ must be a finite number because of the compactness of the operator $T(\omega_1 + E)$, thus justifying (54). \hfill \Box

**Theorem 2.4.** Let the coupling constant $\alpha > 0$ be arbitrary.

i) If $2\omega_0 + \gamma$ (resp. $2\omega_1 + \gamma$) is the bottom (resp. top) of the essential spectrum, then it can not be an accumulation point of the discrete spectrum of the operator matrix $A$ provided that

$$\frac{\lambda}{\omega - \omega_0} \in L^2(\mathbb{R}^d) \quad \text{(resp.} \quad \frac{\lambda}{\omega_1 - \omega} \in L^2(\mathbb{R}^d)\text{)}.$$  

(62)

ii) If $2\omega_0 + \gamma$ (resp. $2\omega_1 + \gamma$) is an edge but not bottom (resp. top) of the essential spectrum, then it can not be an accumulation point of the discrete spectrum of the operator matrix $A$ provided that

$$\frac{\lambda}{\sqrt{\omega - \omega_0}(\omega_1 - \omega)} \in L^2(\mathbb{R}^d).$$

(63)
we have
\[ \Phi(\omega_1 + \gamma) \leq \Phi(\omega_1 + \gamma) \]
and consequently,
\[ - \Delta(\omega_1 + \gamma) \geq \omega_1 - \omega(k), \quad k \in \mathbb{R}^d. \]
By the monotonicity of the function \( \Phi \) in the interval \((\omega_1 + \gamma, \infty)\), we get
\[ \sup_{k \in \mathbb{R}^d} \Delta(k; z) = \Phi(z - \omega) < \Phi(\omega_1 + \gamma) \leq 0 \]
for all \( z \in (\omega_1 + \gamma, \infty) \). Hence, the multiplication operator \(-\Delta(z)\): \( L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) is positive for all \( z \in (\omega_1 + \gamma, \infty) \). Since the integral operator \( K(z): L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) is well-defined and Hilbert-Schmidt, it follows that the operator
\[ T(z) := (-\Delta(z))^{-1/2} K(z) (-\Delta(z))^{-1/2} \]
is also well-defined and Hilbert-Schmidt for all \( z \in (\omega_1 + \gamma, \infty) \).

Next, we define \( T(\omega_1 + \gamma) \) to be the integral operator in \( L^2(\mathbb{R}^d) \) with the kernel
\[ \Theta(k_1, k_2) := \frac{\alpha^2 \lambda(k_1) \lambda(k_2)}{\sqrt{-\Delta(k_1; 2\omega_1 + \gamma) \omega(k_1) + \omega(k_2) - 2\omega_1} \sqrt{-\Delta(k_2; 2\omega_1 + \gamma)}} \]
Using (65) and the elementary mean-inequality
\[ \frac{1}{2} (2\omega_1 - \omega(k_1) - \omega(k_2)) \geq \sqrt{(\omega_1 - \omega(k_1))(\omega_1 - \omega(k_2))}, \]
we can estimate the kernel in (65) as follows
\[ |\Theta(k_1, k_2)| \leq \frac{\alpha^2}{2} \frac{|\lambda(k_1)|}{\omega_1 - \omega(k_1)} \frac{|\lambda(k_2)|}{\omega_1 - \omega(k_2)}, \quad k_1, k_2 \in \mathbb{R}^d. \]
In view of the second condition in (62), we thus conclude that \( \Theta \in L^2(\mathbb{R}^d \times \mathbb{R}^d) \) with
\[ \|\Theta\|_{L^2(\mathbb{R}^d \times \mathbb{R}^d)} \leq \frac{\alpha^2}{2} \frac{\lambda}{\|\omega - \omega\|^2_{L^2(\mathbb{R}^d)}} < \infty. \]
Therefore, \( T(\omega_1 + \gamma): L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) is a Hilbert-Schmidt operator and the Lebesgue’s dominated convergence theorem guarantees the right-continuity (with respect to the operator norm) of the operator function \( T \) at \( 2\omega_1 + \gamma \). This observation and the Weyl inequality (see [11] Chapter IX)
\[ N((-\infty, -1); T(z)) \leq N((-\infty, -0.5); T(2\omega_1 + \gamma)) + N((-\infty, -0.5); -T(2\omega_1 + \gamma) + T(z)) \]
(72)
together with the right-continuity (with respect to the operator norm) of the operator functions \( \Delta \) and \( K \) yield
\[ N((-\infty, 0); -S(2\omega_1 + \gamma)) = N((-\infty, 0); -\Delta(2\omega_1 + \gamma) + K(2\omega_1 + \gamma)) \]
\[ = \lim_{\omega \to 2\omega_1 + \gamma} N((-\infty, 0); -\Delta(z) + K(z)) \]
\[ = \lim_{\omega \to 2\omega_1 + \gamma} N((-\infty, -1); T(z)) \]
\[ \leq N((-\infty, -0.5); T(2\omega_1 + \gamma)). \]
However, $N((−∞, −0.5); T(2ω_1 + γ))$ must be a finite number because of the compactness of the operator $T(2ω_1 + γ)$. Now Lemma 2.1 finishes the proof.

ii) Here we give a sketch of the proof of the claim about the absence of the discrete eigenvalue accumulation at $2ω_1 + γ$ from the right. The other claim can be justified analogously. Let the parameters $α$ and $γ$ be such that $2ω_1 + γ$ is an edge but not the top of the essential spectrum. Then, we have $Φ(2ω_1 − ω_0 + γ) ≥ 0$ (that is, $α ∈ (0, α_2]$, see Theorem 2.1). Hence, we easily obtain

$$\Delta(k; 2ω_1 + γ) ≥ \Delta(k; 2ω_1 + γ) − Φ(2ω_1 − ω_0 + γ)$$

$$(1 + α^2 \int \frac{|λ(q)|^2 dq}{(2ω_1 − ω_0 − λ(q))(2ω_1 − ω(k) − λ(q))})$$

and consequently,

$$\Delta(k; 2ω_1 + γ) ≤ ω(k) − ω_0, \quad k ∈ ℝ^d.$$  \hspace{1cm} (75)

By the monotonicity of the function $Φ$ in the interval $(2ω_1 + γ, ω_0 + F)$, we have

$$\inf_{k ∈ ℝ^d} \Delta(k; z) = Φ(z − ω_0) > Φ(F) = 0$$

for all $z ∈ (2ω_1 + γ, ω_0 + F)$. Hence, the multiplication operator $Δ(z): L^2(ℝ^d) → L^2(ℝ^d)$ is positive for all $z ∈ (2ω_1 + γ, ω_0 + F)$. Since the integral operator $K: L^2(ℝ^d) → L^2(ℝ^d)$ is well-defined and Hilbert-Schmidt, it follows that the operator

$$T(z) := (Δ(z))^{-1/2} K(z)(Δ(z))^{-1/2}$$

is also well-defined and Hilbert-Schmidt for all $z ∈ (2ω_1 + γ, ω_0 + F)$. Next, we define $T(2ω_1 + γ)$ to be the integral operator in $L^2(ℝ^d)$ with the kernel

$$Θ(k_1, k_2) := \frac{α^2 λ(k_1)λ(k_2)}{√Δ(k_1; 2ω_1 + γ)(ω(k_1) + ω(k_2) − 2ω_1)√Δ(k_2; 2ω_1 + γ)}.$$  \hspace{1cm} (78)

Using (68) and (69), we get the pointwise estimate

$$|Θ(k_1, k_2)| ≤ \frac{α^2}{2} \frac{|λ(k_1)|}{√(ω(k_1) − ω_0)(ω_1 − ω(k_1))} \frac{|λ(k_2)|}{√(ω(k_2) − ω_0)(ω_1 − ω(k_2))}.$$  \hspace{1cm} (79)

It thus follows from the condition (63) that $Θ ∈ L^2(ℝ^d × ℝ^d)$ with

$$\|Θ\|_{L^2(ℝ^d × ℝ^d)} ≤ \frac{α^2}{2} \left|\frac{λ}{√(ω − m)(M − ω)}\right|^2 < ∞.$$  \hspace{1cm} (80)

Therefore, $T(2ω_1 + γ): L^2(ℝ^d) → L^2(ℝ^d)$ is a Hilbert-Schmidt operator and the Lebesgue’s dominated convergence theorem guarantees the right-continuity (with respect to the operator norm) of the operator function $T$ at $2ω_1 + γ$. The rest of the proof is completely analogous to that of part i) and follows by applying Weyl’s inequality together with Lemma 2.1.

**Remark 2.2.**  
(i) What we really need in the proof of Theorem 2.4 is the square-integrability of

$$λ(k_1) \sqrt{ω(k_1) − ω_0} \frac{1}{ω(k_1) + ω(k_2) − 2ω_1} \frac{λ(k_2)}{√(ω(k_2) − ω_0)}$$

over $ℝ^d × ℝ^d$. This requirement is weaker than the condition (63).

(ii) The conditions in (62) are stronger versions of the conditions in (20) and (26). For instance, if the first condition in (62) holds, then the Cauchy-Schwarz inequality yields

$$\left|\frac{λ}{√(ω − ω_0)}\right|^2 \leq \|λ\|_{L^2(ℝ^d)} \left|\frac{λ}{ω − ω_0}\right| \left|\frac{λ}{ω_0}\right|.$$  \hspace{1cm} (82)

(iii) The way we employ the Weyl inequality in the proofs of Theorems 2.3 and 2.4 is inspired by [33, 26].
Corollary 2.1. Let the coupling constant $\alpha > 0$ be arbitrary. Assume that both of the following conditions are satisfied
\[
\frac{\lambda}{\omega_1 - \omega} \in L^2(\mathbb{R}^d), \quad \frac{\lambda}{\omega - \omega_0} \in L^2(\mathbb{R}^d).
\]
Then the discrete spectrum of the operator matrix $A$ is finite.

Proof. If \((83)\) holds, then the Cauchy-Schwarz inequality yields
\[
\left\| \frac{\lambda}{\sqrt{(\omega_1 - \omega)(\omega - \omega_0)}} \right\|_{L^2(\mathbb{R}^d)}^2 \leq \left\| \frac{\lambda}{\omega_1 - \omega} \right\|_{L^2(\mathbb{R}^d)} \left\| \frac{\lambda}{\omega - \omega_0} \right\|_{L^2(\mathbb{R}^d)} < \infty.
\]
Hence, Theorems \ref{thm2.1} and \ref{thm2.3} imply the finiteness of the discrete spectrum of $A$ in all cases.

3 Spectrum of the spin-boson Hamiltonian with two bosons

Since $\omega$ is bounded, the natural domain of the unperturbed operator $H_0$ coincides with $\mathcal{C}^2 \otimes \mathcal{F}^2_s$. The first condition in \((83)\) implies the boundedness of the perturbation $H_\alpha - H_0$ and thus the expression for $H_\alpha$ given in \(\ref{eq:2.1}\) generates a self-adjoint operator in the Hilbert space $\mathcal{C}^2 \otimes \mathcal{F}^2_s$ with the maximal domain (cf. \cite[Theorem V.4.3]{[29]}). For notational convenience, we denote the corresponding self-adjoint operator again by $H_\alpha$ and describe its spectrum in the sequel.

We denote by $A_{\alpha}^{(+)}$ and $A_{\alpha}^{(-)}$ the operator matrices of the form \((11)\) corresponding to $\gamma = \varepsilon$ and $\gamma = -\varepsilon$, respectively. As a simple consequence of Theorems \ref{thm2.1} \ref{thm2.3} and \ref{thm2.4} the next result describes the essential spectrum as well as the finiteness of the discrete spectrum of the energy operator $H_\alpha$.

Theorem 3.1. Let the coupling constant $\alpha > 0$ be arbitrary.

(i) Then the essential spectrum of $H_\alpha$ is given by
\[
\sigma_{\text{ess}}(H_\alpha) = \sigma_{\text{ess}}(A_{\alpha}^{(+)}) \cup \sigma_{\text{ess}}(A_{\alpha}^{(-)})
\]
with $\sigma_{\text{ess}}(A_{\alpha}^{(+)})$ explicitly determined from Theorem \ref{thm2.1}.

(ii) Every edge of the essential spectrum of $H_\alpha$ other than $2\omega_0 \pm \varepsilon$ and $2\omega_1 \pm \varepsilon$ can not be an accumulation point of the discrete spectrum of $H_\alpha$.

(iii) If $2\omega_0 \pm \varepsilon$ (resp. $2\omega_1 \pm \varepsilon$) is the bottom (resp. top) of the essential spectrum of $A_{\alpha}^{(\pm)}$, then it can not be an accumulation point of the discrete spectrum of $H_\alpha$ provided that
\[
\frac{\lambda}{\omega - \omega_0} \in L^2(\mathbb{R}^d) \quad \text{resp.} \quad \frac{\lambda}{\omega_1 - \omega} \in L^2(\mathbb{R}^d).
\]

(iv) If any of $2\omega_0 \pm \varepsilon$ (resp. $2\omega_1 \pm \varepsilon$) is an edge but not the bottom (resp. top) of the essential spectrum of $A_{\alpha}^{(\pm)}$, then it can not be an accumulation point of the discrete spectrum of $H_\alpha$ provided that
\[
\frac{\lambda}{\sqrt{(\omega - \omega_0)(\omega_1 - \omega)}} \in L^2(\mathbb{R}^d).
\]

Proof. Consider the unitary transformation $U: \mathcal{C}^2 \otimes \mathcal{F}^2_s \to \mathcal{F}^2_s \otimes \mathcal{F}^2_s$, defined by
\[
U: \left( \begin{pmatrix} f_0^{(+)} \\ f_0^{(-)} \\ f_1^{(+)} \\ f_1^{(-)} \end{pmatrix}, \begin{pmatrix} f_2^{(+)} \\ f_2^{(-)} \end{pmatrix} \right) \mapsto \left( \begin{pmatrix} f_0^{(+)} \\ f_1^{(+)} \\ f_2^{(+)} \end{pmatrix}, \begin{pmatrix} f_0^{(-)} \\ f_1^{(-)} \\ f_2^{(-)} \end{pmatrix} \right).
\]

By means of this unitary transformation we can block-diagonalize the Hamiltonian $H_\alpha$ in \(\ref{eq:2.1}\). In fact, it is not difficult to check that
\[
U^* H_\alpha U = \text{diag} \{ P^* A_{\alpha}^{(+)} P, P^* A_{\alpha}^{(-)} P \} + \text{operator of rank at most 4},
\]

\[\text{cf. [29]}\]
where \( P: \mathcal{F}_2^2 \to \mathcal{H}_1 \oplus \mathcal{H}_2 \) is the projection operator onto the last two components in the Hilbert space \( \mathcal{F}_2^2 \), \( A^{(+)}_\alpha \) and \( A^{(-)}_\alpha \) are the operator matrices of the form (11) with \( \gamma = \varepsilon \) and \( \gamma = -\varepsilon \), respectively. Since the essential spectrum as well as the finiteness of the discrete spectrum of self-adjoint operators are invariant with respect to finite-rank perturbations (cf. [11, Chapter 9]), it follows from (55) that the essential spectrum of \( H_\alpha \) is given by (54), whereas

\[
\sigma_{\text{disc}}(H_\alpha) \subset \sigma_{\text{disc}}(A^{(+)}_\alpha) \cup \sigma_{\text{disc}}(A^{(-)}_\alpha). \tag{89}
\]

The claims on the discrete spectrum immediately follow from Theorems 2.3 and 2.4 applied for the operator matrices \( A^{(\pm)}_\alpha \).

**Remark 3.1.**

(i) It is easy to check that none of \( 2\omega_0 \pm \varepsilon \) can ever be the bottom of the essential spectrum of \( H_\alpha \). Hence, discrete eigenvalues of \( H_\alpha \) can never accumulate to the bottom of the essential spectrum of \( H_\alpha \) from the left. The top of the essential spectrum of \( H_\alpha \) can never be \( 2\omega_1 \pm \varepsilon \) whenever (29) is not satisfied. Consequently, discrete eigenvalues of \( H_\alpha \) can never accumulate to the top of the essential spectrum of \( H_\alpha \) from the right whenever (29) is violated.

(ii) It follows from Corollary 2.1 that the discrete spectrum of \( H_\alpha \) is always finite whenever the infrared regularity conditions (85) are satisfied. We believe that, at least for certain values of the spatial dimension \( d \geq 1 \), conditions of type (85)-(86) are necessary to guarantee the finiteness of the discrete spectrum near the corresponding edges of the essential spectrum. In fact, the violation of a infrared regularity condition is equivalent to the fact that the corresponding edge of the essential spectrum of the two-boson system is a resonance state and in this case we expect an effect analogous to the Efimov effect from the spectral theory of the standard three-body Schrödinger operators, cf. [28, 45, 48, 4].
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