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Abstract
We study the correlated stochastic knapsack problem of a submodular target function, with optional additional constraints. We utilize the multilinear extension of submodular function, and bundle it with an adaptation of the relaxed linear constraints from Ma [Mathematics of Operations Research, Volume 43(3), 2018] on correlated stochastic knapsack problem. The relaxation is then solved by the stochastic continuous greedy algorithm, and rounded by a novel method to fit the contention resolution scheme (Feldman et al. [FOCS 2011]). We obtain a pseudo-polynomial time $(1 - 1/\sqrt{e})/2 \approx 0.1967$ approximation algorithm with or without those additional constraints, eliminating the need of a key assumption and improving on the $(1 - 1/4\sqrt{e})/2 \approx 0.1106$ approximation by Fukunaga et al. [AAAI 2019].
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1 Introduction

The knapsack problem is one of the most celebrated frameworks to model profit maximization with limited resources. Though well understood in its basic form, many new variants were proposed to model and target more complicated problems. One line of variants take
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randomness into consideration. Such randomness may appear on item sizes only, on item profits only, or on both in a correlated fashion. A significant body of work \cite{4, 10, 22, 25, 26} connects knapsack problem with the field of stochastic optimization, greatly broadening the spectrum of knapsack problems while introducing various challenges for theoretical analysis. Another line of variants model diminishing returns in the profit, leading to the field of submodular optimization \cite{27, 14, 6, 7, 12, 13}, which enjoys tremendous popularity both in theory and in practice. The two lines of work are connected together into stochastic submodular optimization, another fruitful field \cite{32, 1}. In this work, we follow this line, and consider a correlated stochastic knapsack problem with a submodular target function. We arrived at this problem when modeling the spot scheduling problem in Yang et al. \cite{29} (see details in the full version \cite{30}). A slight variant of the final problem was first proposed in Fukumaga et al. \cite{16}, trying to model “performance-dependent costs of items” in stochastic submodular optimization. This problem turns out to be a very powerful framework that applies to several other real world applications, like recommendation systems \cite{32, 1}, and batch-mode active learning \cite{23}.

1.1 Formal Problem Statement

There are \( n \) items, each takes a random size \( i \in \mathbb{N} \) with probability \( p_i(\text{size}_i) \), and gets a reward that corresponds to its size. In other words, for each item \( i \), there is a reward function \( R_i : \mathbb{N} \rightarrow [M] \), such that \( r_i = R_i(\text{size}_i) \). (For simplicity, we define \([n]\) to be the set \( \{0, 1, 2, \ldots, n\} \), and \( M \) a positive integer that upper bounds the maximum reward.) We assume each \( R_i \) to be non-decreasing, i.e., the larger an item, the more reward it deserves. We are given a budget \( B \in \mathbb{N} \) for the total size of items, and wish to extract as much profit as possible. The total profit is a lattice-submodular function\(^1\) \( f : [M]^n \rightarrow \mathbb{R}^+ \) on the rewards of included items, and we wish to maximize its expectation\(^2\).

Items are put in the knapsack one by one. As soon as an item is put in the knapsack, its reward and size are revealed. We halt when the knapsack overflows (not collecting the last item’s reward), and proceed to add another item otherwise. We consider adaptive policies, i.e., we can choose an item to include, observe its realized size, and make further decisions based on the realized size. At first, only the reward function and the size distribution of items are known. When the policy includes an item \( i \), its size \( \text{size}_i \) is realized, and so is its reward \( r_i = R_i(\text{size}_i) \). In this work, we only consider adaptive policies without cancellation, i.e., the policy can make its decision based on all the realizations it has seen so far, and the inclusion of an item is irrevocable.

For a vector \( q \in [M]^n \), let \( \text{Pr}_\gamma[q] \) denote the probability that we get outcome \( q \) when running policy \( \gamma \). Note this probability is with respect to the randomness both in the state of items and in the policy \( \gamma \). Let \( f_{\text{avg}}(\gamma) \) denote \( \sum_{q \in [M]^n} \text{Pr}_\gamma[q] f(q) \), i.e., the average objective value obtained by \( \gamma \). Our aim is to find a policy \( \gamma \) that maximizes \( f_{\text{avg}}(\gamma) \). We say \( \gamma \) is an \( \alpha \)-approximation policy if \( f_{\text{avg}}(\gamma) \geq \alpha f_{\text{avg}}(\gamma^*) \) for any policy \( \gamma^* \).

In addition to all the above, we further require that the chosen set of items \( S \) be an independent set of a partition matroid\(^3\) \( \mathcal{I} = \{I_k\}_{k \in [K]} \). This is without loss of generality as we can put each item in a separate partition, and every subset of items is valid. The

---

1 See definition of partition matroid, submodular and lattice-submodular in Section 3.
2 Let \( S \subseteq [n] \), we sample a vector \( q \in [M]^n \) as follows. Each component \( q(i) \) is sampled independently. For \( i \in S \), \( \text{Pr}[r_i = R_i(s)] = p_i(s) \); for \( i \notin S \), \( r_i = 0 \) with probability 1. Denote this distribution as \( q_S \). Then the objective is to select a (random) set \( S \subseteq \mathcal{I} \) of items that maximizes \( \mathbb{E}_{q_S} [f(\theta)] \) subject to \( \sum_{i \in S} \text{size}_i \leq B \).
3 See definition of partition matroid, submodular and lattice-submodular in Section 3.
additional constraint allows us to impose conflicts between items, which is needed for the modeling in Yang et al. [29]. More importantly, it is also crucial if we are to allow the attempt to include an item that could possibly overflow the knapsack, a case unsolved and left as open problem in Fukunaga et al. [16] (see details in Section 1.3). This partition matroid is also used to ensure the correctness of our approach based on a time-indexed LP.

1.2 Our Contributions

We present a pseudo-polynomial time algorithm for the correlated stochastic knapsack problem with a submodular target function. It computes an adaptive policy for this problem which is guaranteed to achieve \( (1 - \frac{1}{\sqrt{e}})/2 \approx 0.1967 \) of the optimal solution on expectation. It improves on the \( (1 - 1/4\sqrt{e})/2 \approx 0.1106 \) approximation algorithm from Fukunaga et al. [16]. Furthermore, we eliminate one key assumption in Fukunaga et al. [16] which does not allow the inclusion of any item which could possible overflow the budget.

1.3 Eliminating An Assumption in Previous Work

In Fukunaga et al. [16], the authors considered a slightly different problem. They made two assumptions, and we managed to eliminate one of them. The first assumption states that larger size means larger reward for every particular job. This assumption is reasonable for general problems and remains crucial in our analysis. The second assumption states that we will never select an item which could overflow the budget, given the realization of selected items\(^4\). However, for many cases, selecting such an item is a desirable choice since additional value is obtained with high probability. If we are unlucky and the size goes beyond the remaining budget, we either receive a partial value, or do not get any value at all.

1.4 Our Techniques

If the target function is linearly additive, this problem becomes the correlated stochastic knapsack problem. For this problem, Gupta et al. [22] gave an \( 1/8 \) approximation algorithm for adaptive policies based on LP relaxation. The approximation ratio was improved to \( 1/(2 + \epsilon) \) by Ma [26], via a different time indexed LP formulation and a more sophisticated rounding scheme. Fukunaga et al. [16] extends the \( 1/8 \) approximation algorithm, and achieve a \( (1 - 1/4\sqrt{e})/2 \) approximation for a case with submodular target function. This is achieved via a combination of the stochastic continuous greedy algorithm [2] (for getting a fractional solution), and the contention resolution scheme [13] (for rounding). A natural idea for improvement is to take ingredients from the \( 1/(2 + \epsilon) \) algorithm by Ma [26]. While the LP can be easily adapted, its rounding exhibits complicated dependencies that can be hard to analyze. We also have no luck with a direct application of the contention resolution scheme [8, 12, 13], a powerful technique in submodular optimization. The difficulties come in two folds. First, the original scheme is based on FKG inequality, which requires an independently rounded solution (possibly invalid) to start with. Any attempt to enforce our partition matroid at this step will break the whole scheme. This invalid solution is later fixed by ignoring some items from the rounded solution, and we need a way to impose the additional partition matroid constraint. Second, the ignoring step needs a critical “monotone”

\(^4\) For example, suppose we are left with a remaining budget of 20 at some time, and all items have a 0.001 probability of size 21. What this assumption suggests is that none of the items are allowed to be selected.
property. At a high level, the property says that the more items you choose, the lower the probability every other items will be selected (See Section 5.1 for a rigorous definition). While this may seem trivially true for any reasonable algorithm, it is not. In particular, it does not hold for Ma’s algorithm [26], due to its complicated dependencies. The first difficulty is not hard: if we happen to pick two items from the same partition, we just throw the later one out. Unfortunately, this makes the second obstacle even harder. The second obstacle is overcome by designing a brand-new rounding scheme which allows the direct analysis on the correlated probability of events. In order to achieve the aforementioned monotone property, we insert phantom items to block some “time slots” even when no item is there to conflict with. Such phantom items may be of independent interest for other applications of the contention resolution scheme. This alternate way of achieving monotonicity simultaneously free our analysis from one assumption mentioned in Section 1.3, which was needed in Fukunaga et al. [16] in their proof of the monotone property. A factor of \((1 − 1/\sqrt{e})\) is lost for the continuous optimization part, and another factor of 2 is lost for rounding, leading to our \((1 − 1/\sqrt{e})/2 \approx 0.1967\) approximation algorithm.

2 Other Related Works

Stochastic Knapsack Problem. The stochastic version of the knapsack problem has long been studied. Kleinberg et al. [24], and Goel and Indyk [19] consider the stochastic version to maximize profit that will overflow the budget with probability at most \(p\). However, they assume deterministic profits and special size distributions. Dean et al. [11] relax the limit on size and allow arbitrary distributions for item sizes. They investigate the gap between non-adaptive policies (the order of items to insert is fixed) and adaptive policies (allowed to make dynamic decision based on the realized size of items) and give a polynomial-time non-adaptive algorithm that approximates the optimal adaptive policy within a factor of \(1/4\) in expectation. They also give an adaptive policy that approximates within a factor of \(1/(3 + \epsilon)\) for any constant \(\epsilon > 0\). Bhalgat et al. [4] improves on this and give a bi-criteria \((1 − \epsilon)\) algorithm by relaxing the budget by \((1 + \epsilon)\). Dean et al. [10] show that if correlation between size and reward is allowed, the problem would be PSPACE-hard. Gupta et al. [22] considered the case where the size and reward of an item can be arbitrarily correlated, and give an \(1/8\) approximation. Li and Yuan [25] improved on this and get a \((1/(2 + \epsilon))\) approximation with correlations and cancellation when \(\epsilon\) fraction of extra space is allowed. This was further improved by Ma [26], who gets the same approximation ratio but without the budget augmentation requirement.

Submodular Maximization. Nemhauser et al. [27] studied the problem of maximizing a monotone submodular function subject to a cardinality constraint and gave the standard greedy \((1 − 1/e)\)-approximation algorithm. For the case with a matroid constraint, Fisher et al. [14] showed that the standard greedy algorithm gives a \(1/2\)-approximation. This was improved to \((1 − 1/e)\) by Calinescu et al. [6], via the continuous greedy algorithm, which was originally developed by Calinescu et al. [5] for the submodular welfare problem. In this algorithm, the target function is relaxed via an exponential multilinear-extension. Though exponential, this version can be approximately solved to arbitrary precision in polynomial time. The fractional solution is then rounded via pipage rounding [5, 6, 28] or other rounding schemes [7]. In order to generalize the problem for other constraints and non-monotone submodular functions, a general rounding framework contention resolution scheme was proposed [6, 12, 13]. In this framework, the rounding step happens in two phases, an
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3 Preliminary

We start with some notations. The description of the spot scheduling problem can be found in the full version [30], together with its modeling and reduction to the problem we consider. In Section 3.1, we explain how we reduce and manage to eliminate one critical assumption in the previous work by Fukunaga et al. [16].

Given two $d$ dimensional vectors $u, v \in [n]^d$, we write $u \leq v$ if the inequality holds coordinate wise, i.e. $\forall i \in [d], u(i) \leq v(i)$. Similarly, $u \lor v$ and $u \land v$ are defined coordinate wise: $(u \lor v)(i) = \max\{u(i), v(i)\}$, $(u \land v)(i) = \min\{u(i), v(i)\}$. Given two elements $x, y \in [n]^d$, $x \leq y$ if for every $i \in [d], x(i) \leq y(i)$.

A function $f : 2^I \to \mathbb{R}$ is submodular if for every $A, B \subseteq [d]$, $f(A \cup B) + f(A \cap B) \leq f(A) + f(B)$. An equivalent definition is that for every $A \subseteq B \subseteq [d]$ and $v \in [d]$, $f(A \cup \{v\}) - f(A) \geq f(B \cup \{v\}) - f(B)$. This definition is generalized to a domain of $[n]^d$, where function $f : [n]^d \to \mathbb{R}^+$ is called lattice-submodular if $f(u) + f(v) \geq f(u \lor v) + f(u \land v)$ holds for all $u, v \in [n]^d$. Note that the lattice-submodularity does not imply the property called DR-submodularity, which is the diminishing marginal returns along the direction of $\chi_i$ for each $i \in I$, where $\chi_i \in \{0, 1\}^n$, and only the $i$-th coordinate is 1. That is, $f(u + \chi_i) - f(u) = f(v + \chi_i) - f(v)$ does not necessarily hold for all $u, v \in [n]^d$ such that $u \leq v$ and $i \in [d]$ even if $f$ is lattice-submodular. Function $f : [n]^d \to \mathbb{R}^+$ is called monotone if $f(u) \leq f(v)$ for all $u \leq v$.

3.1 Reduction and Eliminating an Assumption

In order to eliminate the second assumption mentioned in Section 1.3, we introduce the notion of a “size cap”. For each item $i$ and a size cap $b$, we define an item $(i, b)$, where $p_{(i,b)}(s) = \pi_i(s)$ when $s < b$; $p_{(i,b)}(s) = \sum_{s' \geq b} \pi_i(s')$ when $s = b$; and 0 otherwise. The new reward function is exactly $R_{(i,b)}(\cdot)$.

We will be using a time-indexed LP formulation following Ma [26]. Instead of making a decision at each time step, we do it at each remaining size level. When there is enough room, we take item $i$ itself into consideration. If the remaining size $b$ is small, we are not able to get more reward for an item than when it has a size of $b$. Therefore, instead of trying to include
the original item $i$, we include item $(i, b)$, which is item $i$ with size cap $b$. Obviously, we can include each item at most once. To achieve this, we impose a partition matroid $\{I_i\}_{i \in [K]}$ on the items, where $I_i = \{(i, b)\forall b\}$. For the remainder of this paper, we view each $(i, b)$ as an item, and the conflict between them is captured by the partition matroid.

## 4 Continuous Optimization Phase

Like most submodular maximization problems, our algorithms consists of two phases, a continuous optimization phase and a rounding phase. In this section, we describe the former.

### 4.1 Target Function

Given a lattice-submodular function $f : [M]^n \rightarrow \mathbb{R}^+$ and a distribution $q_S$ of elements in set $S \subseteq [n]$, we define a set-submodular function $\tilde{f} : 2^n \rightarrow \mathbb{R}_+$, where $\tilde{f}(S) := \mathbb{E}_{r \sim q_S}[f(r)]$. This $\tilde{f}$ is guaranteed to be a monotone set-submodular function (See proof in [2]). Suppose the final selected (random) set is $S$, the value we are interested in would be $\mathbb{E}[\tilde{f}(S)]$. Let $\tilde{x}$ be a vector, where $\tilde{x}(i)$ denotes the probability that item $i$ is in $S$. Using the well-established multi-linear extension, we define $\hat{F} : 2^n \rightarrow \mathbb{R}^+$, where $\hat{F}(\tilde{x}) = \sum_{S \subseteq [n]} \prod_{i \in S} \tilde{x}(i) \prod_{i \notin S} (1 - \tilde{x}(i)) \tilde{f}(S)$. This is the target function we are maximizing. Evaluating the function $\hat{F}$ can take exponential time, but it can be approximated within a multiplicative factor of $(1 + \epsilon)$ for any constant $\epsilon > 0$. For simplicity, we assume $\hat{F}(\tilde{x})$ can be evaluated exactly in this paper, which is standard in the literature (e.g. see [6]).

### 4.2 Stochastic Knapsack Exponential Constraints

The exponential and polynomial constraints on $\tilde{x}$ are adapted from Ma [26]. A group of exponential sized constraints describes the problem exactly. They are then relaxed to have a polynomial size, losing a factor of 2. For ease of notation, we follow Ma [26] and view an stochastic item $i$ as an equivalent Markovian bandit, a special one that can force us to keep pulling it for a certain period of time. We use state $u_i(k, s)$ to indicate that arm $i$ has been pulled $k$ times, and the corresponding item has size $s$. From its initial state $p_i$, a single pull would decide the size $s$ of this job, and move to state $u_i(1, s)$ respectively. We are then forced to keep pulling this arm (we will be using arm and item interchangeably) for the next $s - 1$ steps, and the last of such pulls moves us to its termination state $\emptyset$, and we can pull a new arm. Denote the probability of moving from state $u$ to state $v$ with $p_{u,v}$.  After the first pull of item $i$, it moves to state $u_i(1, s)$ (having size $s$) with probability $p_{p_i,u_i(1,s)} = p_i(s)$. Therefore, if $k < s$, a pull will transit it to state $u_i(k+1,s)$ with probability $p_{u_i(k,s),u_i(k+1,s)} = 1$. Otherwise, when $k = s$, transit to state $\emptyset$, with probability $p_{u_i(s),\emptyset} = 1$, and we are allowed to pull a new arm.

Let $\pi$ be a vector representing a joint state/node, where $\pi_i$ denotes the state on item $i$. Let $S_i = \{u_i(s,s)\} \cup \{p_i, \emptyset\}$ for all $i \in [n]$, the set of all states for arm $i$, and $S = S_1 \times \cdots \times S_n$, the set of all possible (maybe invalid) joint states. Let $S' = \{\pi \in S | \pi_i \neq j, \pi_i \notin \{p_i, \emptyset\}, \pi_j \notin \{p_j, \emptyset\}\}$, the set of states where at least two arms are in the middle of processing at the same time, and $S'' = \{\pi \in S | \pi_i \neq p_i \land \pi_j \neq p_j, i,j \in I_k\}$ for some $k$, the set of states where some conflicting arms (due to the partition matroid) have been started. Define $S := S \setminus (S' \cup S'')$, which is the set of all valid states. Let $I(\pi) = \{i | \pi_i \neq \emptyset\}$, the set of arms that could be played from state $\pi$. Let $\pi^u$ denote the joint node where the component corresponding to $u$ is replaced by $u$ (note $u$ can correspond to only one component). Let $y_{\pi,t}$
be the probability that we are at state \( \pi \) at time \( t \), and \( z_{\pi,i,t} \) the probability that we pulled arm \( i \) at time \( t \), when the current state was \( \pi \). Recall \( B \) is the total budget, we have the following basic constraints.

\[
\sum_{i \in I(\pi)} z_{\pi,i,t} \leq y_{\pi,t} \quad \pi \in \mathcal{S}, t \in [B] \\
\phantom{=} \quad z_{\pi,i,t} = y_{\pi,t} \quad \pi \in \mathcal{S}, i : \pi_i \in S_i \setminus \{ \rho_i, \emptyset \}, t \in [B] \\
\phantom{=} \quad z_{\pi,i,t} \geq 0 \quad \pi \in \mathcal{S}, i \in [n], t \in [B] 
\]

Let \( \mathcal{A}_i = \{ \pi \in \mathcal{S} : \pi_i \notin \{ \rho_i, \emptyset \} \} \), the joint node when arm \( i \) is in the middle of processing. Note \( \mathcal{A}_i \) and \( \mathcal{A}_j \) are disjoint for \( i \neq j \). We call arm \( i \) the active arm. Let \( \mathcal{A} = \bigcup_{i \in [n]} \mathcal{A}_i \), the set of all states where some arm is active. For a state \( \pi \in \mathcal{S} \), let \( \mathcal{P}(\pi) \) denote the subset of \( \mathcal{S} \) that would transit to \( \pi \) with no play, which could happen when some arms turned inactive automatically: if \( \pi \notin \mathcal{A} \), then \( \mathcal{P}(\pi) = \{ \pi \} \cup (\bigcup_{i \notin I(\pi)} \{ \pi_u | u \in S_i \setminus \{ \rho_i \} \}) \); if \( \pi \in \mathcal{A} \), then \( \mathcal{P}(\pi) = \emptyset \). Suppose \( u \) corresponds to coordinate \( i \), define \( \text{Par}(u) = \{ v \in S_i : p_{v,u} > 0 \} \), the nodes that have a positive probability of transitioning to \( u \). Then \( y \)-variables are updated as follows:

\[
y_{(1, \ldots, n), 0} = 1 \\
y_{(1, \ldots, n), 0} = 0 \\
y_{\pi,t} = \sum_{\pi' \in \mathcal{P}(\pi)} \left( y_{\pi',t-1} - \sum_{i \in I(\pi')} z_{\pi',i,t-1} \right) \\
\quad \pi \in \mathcal{S} \setminus \{ (1, \ldots, n) \} \\
y_{\pi,t} = \sum_{u \in \text{Par}(\pi_i)} z_{\pi^u,i,t-1} \cdot p_{u,\pi_i} \\
\quad t > 0, i \in [n], \pi \in \mathcal{A}_i, \pi_i \in \{ u_i(1,1) \}
\]

Equation (6) updates \( y_{\pi,t} \) for \( \pi \notin \mathcal{A} \), i.e. joint nodes with no active arms. Such a joint node \( \pi \) can only come from a no-play from a joint node in \( \mathcal{P}(\pi) \). Equations (7) and (8) update \( y_{\pi,t} \) for \( \pi \in \mathcal{A} \). To get to the joint node \( \pi \), we must have played arm \( i \) in previous step(s). In Equation (7), we consider the case if \( \pi_i \) is one of \( u_i(1,1) \)'. We were at \( \rho_i \) right before, so it is possible that in the last step, we switched to \( \pi^{\rho_i} \) from some joint node in \( \mathcal{P}(\pi^{\rho_i}) \) without playing an arm. In Equation (8), we consider other cases, in which arm \( i \) was played at time \( t-1 \). These equations guarantee that at each time step, \( y_{\pi,t} \) form a distribution, i.e. \( \sum_{\pi \in \mathcal{S}} y_{\pi,t} = 1 \). Combining this with Equation (1), we get \( \sum_{\pi \in \mathcal{S}} \sum_{i \in I(\pi)} z_{\pi,i,t} \leq 1, \forall t \in [B] \). Equations (1)-(8) form the exponential constraints. We also need to relate these constraints with \( \bar{x} \) (recall \( \bar{x}(i) \) is the probability that item \( i \) is included): \( \bar{x}(i) = \sum_{t} \sum_{u \in \mathcal{S}_i} \sum_{\pi \in \mathcal{S}_i} z_{\pi,i,t} \), which is the last missing piece for our exponential program, denoted as \( \expP \).

### 4.3 Stochastic Knapsack Polynomial Constraints

Obviously, we cannot solve this exponential program directly in polynomial time. In order to solve it, we relax the exponential program by disassemble the joint distribution of items. Let \( s_{u,t} \) be the probability that arm \( i \) is on node \( u \) at the beginning of time \( t \). Let \( x_{u,t} \) be the probability that we pull an arm on node \( u \) at time \( t \). Suppose \( \mathcal{S} = \bigcup S_i \), we have the following constraints between \( x_{u,t} \) and \( s_{u,t} \).

\[
x_{u,t} \leq s_{u,t} \quad \text{for } u \in \mathcal{S}, t \in [B] \\
x_{u,t} = s_{u,t} \quad \text{for } u \in \bigcup_{i \in [n]} S_i \setminus \{ \rho_i, \emptyset \}, t \in [B] \\
x_{u,t} \geq 0 \quad \text{for } u \in \mathcal{S}, t \in [B] \\
\sum_{u \in \mathcal{S}} x_{u,t} \leq 1 \quad \text{for } t \in [B]
\]
We also need constraints (13) for the partition matroid of arms (recall $\mathcal{I}_k$ is a partition), and the state transition constraints (14)–(16).

\[
\sum_{t \in \mathcal{I}_k} s_{\rho_i,0} \leq 1, \quad \forall \mathcal{I}_k \quad \sum_{t \in \mathcal{I}_k} s_{\rho_i,0} \geq 0, \quad i \in [n] \\
s_{\rho_i,0} = 0 \\
s_{\rho_i,t} = s_{\rho_i,t-1} - x_{\rho_i,t-1} \\
s_{\rho_i,t} = \sum_{v \in \mathcal{P}(u)} x_{\rho_i,t-1} \cdot p_{\rho_i,v} \\
t > 0, i \in [n] \\
t > 0, u \in \mathcal{S} \setminus \{\rho_1, \ldots, \rho_n\}
\]

Relating these constraints with $\bar{x}$: $\bar{x}(i) = \sum_t \sum_{u \in \mathcal{S}_i} x_{u,t}$, we get the polynomial program $\text{PolyP}$. For any program $P \in \{\text{PolyP}, \text{ExpP}\}$, let $OPT_P$ denote its optimal value.

### 4.4 Relating between the Exponential and the Polynomial Constraints

This was given in Ma [26], and we re-state for completeness without proof. The direction from $\text{ExpP}$ to $\text{PolyP}$ is trivial.

**Theorem 1** (reformation of Lemma 2.3 from Ma [26]). \textit{Given a feasible solution $\{z_{\pi,i,t}, \{y_{\pi,t}\}\}$ to $\text{ExpP}$, we can construct a solution to $\text{PolyP}$ with the same objective value by setting $x_{u,t} = \sum_{\pi \in \mathcal{S}: \pi_{i,u} = z_{\pi,i,t}} \sum_{\pi \in \mathcal{S}: \pi_{i,u} = y_{\pi,t}}$ for all $i \in [n]$, $u \in [0,1]$, $t \in B$. Thus, the feasible region of $\text{PolyP}$ is a projection of that of $\text{ExpP}$ onto a subspace and $\text{OPTExp} \leq \text{OPTPolyP}$.}

For the other direction, we construct a solution $\{z_{\pi,i,t}, y_{\pi,t}\}$ of $\text{ExpP}$ from a solution $\{x_{u,t}, s_{u,t}\}$ of $\text{PolyP}$, which obtains half its objective value. It will satisfy

\[
\sum_{\pi \in \mathcal{S}} z_{\pi,i,t} = \frac{x_{i,u}}{2} \quad i \in [n], u \in \mathcal{S}_i, t \in [B].
\]

We define specific $\{z_{\pi,i,t}, y_{\pi,t}\}$ over $B$ iterations. On iteration $t$:

- Compute $y_{\pi,t}$ for all $\pi \in \mathcal{S}$.
- Define $\tilde{y}_{\pi,t} = y_{\pi,t}$ if $\pi \notin \mathcal{A}$, and $\tilde{y}_{\pi,t} = y_{\pi,t} - \sum_{a \in A} z_{\pi,a,t}$ if $\pi \in \mathcal{A}$, for some $i \in [n]$ (if $\pi \in \mathcal{A}$, then $\{z_{\pi,i,t}: a \in A\}$ is already set in a previous iteration).
- For all $i \in [n]$, define $f_{i,t} = \sum_{\pi \in \mathcal{S}: \pi_{i,u} = \tilde{y}_{\pi,t}}$.
- For all $i \in [n]$, $\pi \in \mathcal{S}$ such that $\tilde{z}_i = \tilde{y}_{\pi,t}$, and $u \in \mathcal{A}$, set $z_{\pi,i,t} = f_{i,t} \cdot \frac{1}{\tilde{y}_{\pi,t}}$.
- For all $i \in [n]$, $\pi \in \mathcal{S}$ such that $\tilde{z}_i = \tilde{y}_{\pi,t}$, and $u \in \mathcal{A}$, set $z_{\pi,i,t} = f_{i,t} \cdot \frac{1}{\tilde{y}_{\pi,t}}$.
- For all $i \in [n]$, $u \in \mathcal{S}_i \setminus \{\rho_i\}$, $\pi \in \mathcal{S}$ such that $\pi_i = u$, and $a \in \mathcal{A}$, set $z_{\pi,i,t+\text{depth}(u)} = g_{\pi,i,t} \cdot (x_{u,t+\text{depth}(u)})/x_{\rho_i,t}$.

### 4.5 Solve the Continuous Optimization Problem

In order to solve $\text{PolyP}$, we follow Fukunaga et al. [16] and use the Stochastic Continuous Greedy algorithm. This algorithm maximizes the multi-linear extension $G$ of a monotone set-submodular function $g$ over a solvable downward-closed polytope. A polytope $\mathcal{P} \subseteq [0,1]^N$ is considered solvable if we can find an algorithm to optimize linear functions over it, and downward-closed if $x \in \mathcal{P}$ and $0 \leq y \leq x$ imply $y \in \mathcal{P}$. In our case, $\mathcal{P}$ is solvable due to its linearity, and that solving a linear program falls in polynomial time. Note $\mathcal{P}$ is down-monotone. The algorithm involves a controlling parameter called \textit{stopping time}. For a stopping time $0 < b \leq 1$, the algorithm outputs a solution $x$ such that $x/b \in \mathcal{P}$, while $G(x) \geq (1 - e^{-b} - O(n^3 \delta)) \max y \in \mathcal{Q} G(y)$, where $n$ is the size of the set over which $g$ is defined and $\delta$ is the step size used in the algorithm. Here $\mathcal{P}$ is assumed to include the characteristic vector of every singleton set.
The probability is based only on the randomness of the stochastic continuous greedy algorithm with stopping time \( b = 1/2 \in (0, 1) \) and step size \( \delta = o(|I|^{-3}) \) is applied to program PolyP, then the algorithm outputs a solution \( x \in bP \) such that \( F(x) \geq (1 - e^{-b} - o(1))f_{\text{avg}}(\pi^*) \approx 0.3935f_{\text{avg}}(\pi^*) \) for any adaptive policy \( \pi^* \).

5 Rounding Phase

Now that we have a fractional solution \( x \), we proceed to round it to an integral policy (notice the fractional solution has already been scaled by a factor of 2). We need a variant of the contention resolution scheme that was introduced as a general framework for designing rounding algorithms that maximizes expected submodular functions ([8, 12, 13]). The variant is an extension from a set submodular function to a lattice-submodular function, first introduced in Fukunaga et al. [16]. We include its definition here for self-containment.

5.1 Contention Resolution Scheme

A contention resolution scheme (CRS) accepts a pairwise independently rounded solution which may violate some constraints, and fixes it without losing too much on expectation. Let \( f : [B]^n \rightarrow \mathbb{R}_+ \) be a monotone lattice-submodular function and the probability distribution \( q_i : [B] \rightarrow [0, 1] \) on \( [B] \) be given for each \( i \in \{1, \ldots, n\} \). We write \( v \sim q \) if \( v \in [B]^n \) is a random vector such that, for each \( i \in \{1, \ldots, n\} \), the corresponding component \( v(i) \) is determined independently as \( j \in [B] \) with probability \( q_i(j) \). This is the independently rounded solution we feed into a CRS. Let \( \mathcal{F} \subseteq [B]^n \) be a downward-closed subset of \([B]^n\), and let \( \alpha \in [0, 1] \). We have the following definition for a \( \alpha \)-CRS, its monotonicity, and one key property.

- **Definition 3 (\( \alpha \)-Contention Resolution Scheme (\( \alpha \)-CRS)).** A mapping \( \psi : [B]^n \rightarrow \mathcal{F} \) is an \( \alpha \)-CRS with respect to \( q \) if it satisfies:
  1. \( \psi(v(i)) \in \{v(i), 0\} \) for each \( i \in [n] \);
  2. if \( v \sim q \), then \( \Pr[\psi(v)(i) = j|v(i) = j] \geq \alpha \) holds for all \( i \in I \) and \( j \in B \). The probability is based on randomness both in \( v \) and in \( \psi \) when \( \psi \) is randomized.

- **Definition 4 (monotone \( \alpha \)-CRS).** An \( \alpha \)-CRS \( \psi \) is considered monotone, if, for each \( u, v \in [B]^n \) such that \( u(i) = v(i) \) and \( u \leq v \), \( \Pr[\psi(u)(i) = u(i)] \geq \Pr[\psi(v)(i) = v(i)] \) holds. The probability is based only on the randomness of \( \psi \).

- **Lemma 5 (Theorem 4 from Fukunaga et al. [16]).** If \( \psi \) is a monotone \( \alpha \)-CRS with respect to \( q \), then \( E_{v \sim q}[f(\psi(v))] \geq \alpha E_{v \sim q}[f(v)] \).

5.2 Rounding Algorithm

To fit in the contention resolution scheme, we need to first round everything independently. This means for each pair \((i, t)\), item \( i \) is scheduled at time \( t \) with probability \( x_{p_{\rho}, t} \). Now we have a set \( R' = \{(i, t)\} \) of proposed item time pairs. We sort the set according to \( t \), and include the items one by one. Intuitively, for a pair \((i, t)\), we will only include item \( i \) if time \( t \) is available and does not invalidate the solution, i.e. each item is scheduled at most once, and at most one item from each partition. After including it in our solution, we get its realized size, and mark the corresponding time slots unavailable.

The main problem of this naive approach is that it does not exhibit monotonicity, which is a subtle but critical requirement for a CRS. To fix it, we schedule **phantom item** \( i \) even when we cannot fit it. We **simulate** its inclusion, and sample its **size** should it be included. We
also mark those time slots corresponding to this *phantom item* unavailable, even when they
are actually unoccupied. This seemingly wasteful step ensures that the rounding scheme is
monotone. The final rounding algorithm is described in Algorithm 1.

#### Algorithm 1 Rounding Algorithm.

1. **foreach pair** \((i, t)\) **do**
2. | Sample \((i, t)\) with probability \(x_{p_i,t}\), and gets \(\emptyset\) otherwise;
3. | **if** *not get* \(\emptyset\) **then** \(I \leftarrow I \cup \{(i, t)\}\);
4. | Sort \(I\) according to a non-decreasing ordering of \(t\), break ties uniformly at random;
5. | \(C = 0, S = \emptyset\), mark all times slots available;
6. | **for** \((i, t) \in I\) **do**
7. | | **if** time slot \(t\) is available and item \(i\) does not violate constraints then
8. | | | Include item \(i\) and observe \(s_i\);
9. | | **else**
10. | | | Mark time slots from \(t\) to \(t + s_i\) unavailable;

The remaining of this section is devoted to proving the following theorem, which combined
with Theorem 2 leads to our main result.

> **Theorem 6.** Let \(\pi\) denote Algorithm 1, and \(x\) denote the solution we get from \(\text{PolyP}\). Then \(f_{\text{avg}}(\pi) \geq \bar{F}(\bar{x})/2\).

To prove Theorem 6, we define two mappings \(\sigma(\cdot)\) and \(\omega(\cdot)\), where the first corresponds
(roughly) to the step that maps \(x\) to \(I\) in Algorithm 1, and \(\omega(\cdot)\) corresponds to the mapping
(CRS) from set \(I\) to the final output. The mapping \(\sigma(\bar{x})\) receives a real vector \(\bar{x} \in [0, 1]^n\)
and returns a random vector \(v \in [B]^n\). From each partition \(I_k\), we pick at most one \(i\),
each \(i \in I_k\) is picked with probability \(\bar{x}(i)\). If it is picked, the \(i\)-th component \(v(i)\)
individually takes value \(j\) with probability \(p_i(j)\), and 0 otherwise, which happens with probability
\(1 - \sum_j p_i(j)\). This captures the construction of set \(I\) (only the item part, note
\(\Pr[\sigma(\bar{x})(i) > 0] = \Pr[\exists t, s.t. (i, t) \in I]\)), together with the random outcome of the item. The
mapping \(\omega(\cdot)\) maps \(v \in [B]^n\) to \(w \in [B]^n\). To mimic Algorithm 1, we first assign time
value \(v(i)\) to each component \(v(i)\), according to \(x_{p_i,t}\). Based on \(t(i)\), we form a precedence
ordering \(\prec\) between \(i\) after random tie breaking (a random tie breaking is crucial). Then,
we set \(\omega(v)(i) = 0\) if there exists a component \(j \prec i\) such that \(t(j) \leq t(i) < t(j) + v(i)\), and
\(w(v)(i) = v(i)\) otherwise. We can observe that given input \(x\), Algorithm 1 outputs exactly
\(\omega(\sigma(x))\) if the random realized sizes of items are the same. In order to prove Theorem 6,
we need the following two lemmas. The first, whose proof in Fukunaga [16], corresponding to
the independent rounding step, and the second corresponding to the CRS step.

> **Lemma 7.** \(\mathbb{E}[f(\sigma(x))] \geq \bar{F}(\bar{x})\) holds for any \(x \in P\).

> **Lemma 8.** \(\omega\) is a 1/2-CRS with respect to \(\bar{x}\).

> **Lemma 9.** The 1/2-CRS \(\omega\) is monotone.

Lemma 7 is trivially true by the definition of \(\bar{F}(\bar{x})\), which is the common starting point
of contention resolution scheme. We first prove \(\omega\) is a 1/2-CRS.
Proof of Lemma 8. Recall there are two properties needed for an $\alpha$-CRS. The first property is obviously correct due to the definition of $\omega(\cdot)$. The second property needs to prove $\Pr[\omega(v)(i) = j|v(i) = j] \geq 1/2$. In the language of the rounding algorithm, let $\text{Drop}_{i,t}$ denote the event (with respect to the randomness in $\omega$ and $v$) that we drop the pair $(i, t)$. It is the same as proving

$$\Pr[\text{Drop}_{j,t} | \text{item } i \text{ is selected at time } t] \leq \frac{1}{2}.$$ 

Due to the way we round the solution, item $i$ may be included more than once (at different times), and more than one item from the same partition may be included. Consider an item $j$ at time $t'$ (maybe the same as $i$) that could affect the pruning of item $i$ at time $t$. Define $(j, t') \prec (i, t)$ if $t' < t$, or $t' = t$ and $j < i$. It is clear that $(j, t')$ will affect $(i, t)$ if and only if $(j, t') \prec (i, t)$. We slightly abuse notation, and let $\text{Drop}_{j,t}(i)$ denote the probability that item $j$ can cause the drop out of item $i$ if a copy of it is scheduled at time $t$. Note this does not depend on whether item $i$ is scheduled on $t$ or not. We have:

- **Lemma 10.**

  $$\text{Drop}_{j,t}(j) \leq \frac{1}{2} \sum_{u \in \{\emptyset\} \cup \{u_j(\ast, \ast)\}} x_{u,t} + \frac{1}{2} x_{\rho_j,t}.$$  

Proof of Lemma 10. There are two cases and we bound the probability of dropping in each case.

**Case 1.** $j$ belongs to the same partition as $i$.

**Case 2.** $j$ belongs to a different partition.

For the first case, the probability that it makes $(i, t)$ invalid is

$$\text{Drop}_{i,t}(j) \leq \frac{1}{2}(s_{\rho_j,0} - s_{\rho_j,t}) + \Pr[\text{item } j \text{ is considered before } i] \cdot \frac{1}{2} x_{\rho_j,t} \leq \frac{1}{2} \sum_{u \in \{\emptyset\} \cup \{u_j(\ast, \ast)\}} x_{u,t} + \frac{1}{2} x_{\rho_j,t}.$$  

The first term is the probability that at least one item $j$ is scheduled before time $t$. Note this is actually an union bound due to our independent rounding. The second term is the probability that it is scheduled at time $t$, but will invalidate $i$ since $j \prec i$. The second equality comes from the fact that if item $j$ is scheduled some time before $t$, then it must be at some state at time $t$ that is not the starting state $\rho_j$. In other words, either the end state $\emptyset_j$ or some transient state $u_j(\ast, \ast)$.

For the second case, fix $j$, it can only drop $i$ if it marked time slot $t$ unavailable. The probability is

$$\text{Drop}_{i,t}(j) \leq \frac{1}{2} \sum_{t' = 1}^{t-1} x_{\rho_j,t'} \cdot Pr[\text{size}_j \geq t - t'] + \Pr[\text{item } j \text{ is considered before } i] \cdot \frac{1}{2} x_{\rho_j,t} \leq \frac{1}{2} \sum_{t' = 1}^{t-1} x_{\rho_j,t'} \cdot Pr[\text{size}_j \geq t - t'] + \frac{1}{2} x_{\rho_j,t}.$$  

The first term is a summation of all the possible starting point of job $j$, times the probability that it will mark time slot $t$ unavailable. Note this is also a union bound since there can be more than one copy of item $j$ due to independent rounding. The second term is the probability that item $j$ is also scheduled at time $t$, but is considered before $i$, i.e. $j \prec i$, which marks time slot $t$ unavailable for $i$. We focus on the first term,
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\[ \sum_{t'=1}^{t-1} x_{\rho_j,t'} \cdot \Pr[\text{size}_j \geq t - t'] = \sum_{t'=1}^{t-1} \sum_{\tau=t-t'}^{B-t} x_{\rho_j,t'} \cdot \Pr[\text{size}_j = \tau] = \sum_{t'=1}^{t-1} \sum_{\tau=t-t'}^{B-t} x_{u_j(1,\tau),t'+1} = \sum_{t'=1}^{t-1} \sum_{\tau=t-t'}^{B-t} x_{u_j(t-\tau),\tau} \leq \sum_{u \in \{\emptyset\} \cup \{u_{j(s,s)}\}} x_{u,t}. \]

The last inequality holds because the index set of the summation on the left is a subset of that on the right.

Therefore, the total probability that item \( i \) is blocked by any item is upper bounded by the union bound:

\[ \text{Drop}_{i,t} = \sum_{j} \text{Drop}_{i,t}(j) \leq \frac{1}{2} \sum_{j} \sum_{u \in \{\emptyset\} \cup \{u_{j(s,s)}\}} x_{u,t} + \frac{1}{2} \sum_{j} x_{\rho_j,t} \leq \frac{1}{2} \left( 1 - \sum_{j} x_{\rho_j,t} \right) + \frac{1}{2} \sum_{j} x_{\rho_j,t} = \frac{1}{2}. \]

Lastly, we show \( \omega \) is monotone in the full version [30]. With everything ready, we can now prove Theorem 6, which combined with Theorem 2 leads to the main claim.

Proof of Theorem 6. The output \( r \) of Algorithm 1 satisfies \( \mathbb{E}[f(r)] = \mathbb{E}[f(\omega(\sigma(x)))] \), and its feasibility is guaranteed by the algorithm. By Lemma 8 and Lemma 9, \( \omega \) is a monotone 1/2-CRS with respect to \( q \), where \( q \) is the probability defined in Lemma 8. Moreover, \( \sigma(x) \sim q \) holds. By Lemma 5, \( \mathbb{E}[f(\omega(\sigma(x)))] \geq \mathbb{E}[f(\sigma(x))]/2 \). Using Lemma 7, we get \( f_{avg}(\pi) = \mathbb{E}[f(r)] = \mathbb{E}[f(\omega(\sigma(x)))] \geq \mathbb{E}[f(\sigma(x))]/2 \geq F(\pi)/2 \).

6 Conclusion

We consider the well studied correlated stochastic knapsack problem, generalizing its target function with submodularity to capture diminishing returns. An extra partition matroid constraint is added to generalize it and resolve an open question raised in a previous work to eliminate an assumption. We also make improvement on the approximation ratio. There is still a gap of 2 comparing to the variant with linear target function and we leave it as an open problem to close the gap.
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