Dissipation and energy gap
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The effect of anharmonicity (coupling) in the field theory generally result in dissipation of plane waves. It has been appreciated that anharmonicity and ensuing dissipation of plane waves can be accompanied by the emergence of the gapped momentum state. Here, we show that the same effect can lead to a gapped energy state and a dispersion relation where the frequency (energy) gap emerges explicitly. We discuss several notable properties of gapped energy and momentum states and connections between them.

The subject of quantum field theory is rooted in a harmonic paradigm [1] represented by the Lagrangian as

\[ L = \frac{1}{2} \left( \sum_a p_a^2 - \sum_{a,b} k_{ab} q_a q_b - \sum_{a,b,c} g_{abc} q_a q_b q_c - \cdots \right) \]

(1)

where \( q \) are displacements corresponding to field variables in the field theory.

The first two terms correspond to harmonic theory and plane wave solutions. The remaining terms are due to anharmonic effects resulting in scattering, interaction and production of particles. Perturbation theory can be used when the anharmonic terms are small. A problem arises when anharmonic effects are large and coupling is strong as in many important cases. For example, the ability of liquids to flow is represented by large anharmonic terms. As a result, a first-principles theory of liquids involves a large number of coupled anharmonic oscillators and becomes exponentially complex [2].

Despite the absence of a small parameter in liquids, progress in liquid physics is made by introducing a property characterising the anharmonic potential, the liquid relaxation time \( \tau \). \( \tau \) is related to liquid viscosity by Maxwell relation and quantifies the time between molecular jumps in the liquid [3] due to anharmonicity. As recently reviewed [2, 4], this process leads to wave dissipation with decay time set by \( \tau \) and, importantly, modifies the transverse phonon dispersion relation which acquires a gap in \( k \) (momentum) space, resulting in a gapped momentum state (GMS).

We note that the effect of any anharmonicity is generally to introduce dissipation of plane waves given by the first two terms in Eq. (1) [2]. Indeed, the plane waves are eigenstates of the harmonic crystal and do not decay. However, they are not eigenstates of the total Lagrangian (these eigenstates are generally unknown). Therefore, plane waves decay, or dissipate, in a theory given by (1). This is a generic effect unrelated to the type or strength of the anharmonic terms (coupling). The above strong anharmonicity in the liquid state is a subset of this effect and is related to a multi-valley potential landscape giving rise to molecular jumps [2].

Here, we show that the strong anharmonicity and ensuing dissipation can be accompanied by a gapped energy state emerging at a classical level, with a dispersion relation with the energy gap emerging explicitly. In this picture, gaps in momentum and energy emerge on equal footing as an accompanying effect of dissipation due to strong anharmonicity of interaction in Eq. (1). We discuss important connections between gapped energy and momentum states.

We note that our discussion does not involve dissipation or change of the total energy of the system related to (1). The total energy, either constant in an isolated system or fluctuating if connected to a thermal reservoir, does not decay. The decaying object are the plane waves because they are not eigenstates in a coupled system as discussed above, and it is this dissipation that we discuss here. This has important consequences for the quantum theory because, for example, canonical quantization involves non-decaying plane waves.

We start by recalling the origin of GMS as this is important for the subsequent discussion of the energy gap. The GMS emerges in several areas of physics, including liquids, supercritical fluids, plasma, Sine-Gordon model, relativistic hydrodynamics and holographic models [1]. In liquid physics, the GMS emerges as a solution of the equation for the shear velocity field \( v \) [2, 1]:

\[ c^2 \frac{\partial^2 v}{\partial x^2} = \frac{\partial^2 v}{\partial t^2} + \frac{1}{\tau} \frac{\partial v}{\partial t} \]

(2)

where \( c \) is the transverse speed of sound in the solid.

The last term in Eq. (2) results in dissipation and represents the reduction of the problem of liquid theory by introducing liquid relaxation time [2]. Eq. (2) is related to strong anharmonicity in Eq. (1) where the multi-valley potential enables large particle jumps with liquid relaxation time independent of \( k \). Weak anharmonicity in Eq. (1), corresponding to an anharmonic solid without particle jumps, also results in wave dissipation, however in this case the \( k \)-gap is small and unimportant because the phonon lifetime increases at small \( k \). Eq. (2) therefore represents a subset of dynamical equations describing dissipation of plane waves; the more general case is given by Eq. (1).
Eq. (2) is a simplified form of the equation written by Frenkel [2] who used the Maxwell idea that liquids are capable of both elastic and viscous response and are viscoelastic [5]. Frenkel modified [3] the Navier-Stokes equation by treating viscosity as an operator which includes an elastic response according to the Maxwell proposal, resulting in Eq. (2) [2]. The same equation follows from modifying the elastic constitutive relation by generalizing the shear modulus to include the viscous response [6].

Eq. (2) has the form of the “telegraph” or “Telegraphist’s” equation, the term attributed to Poincare [7]. It was derived by Heaviside [8] and earlier by Kirchhoff in 1857 [9]. It is a surprising fact that despite the long history of the telegraph equation, its different dispersion relations and their properties are not commonly discussed [9–12].

We discuss the dispersion relation for plane waves rather than for full solutions of (1), as (a) the full solutions are generally unknown and (b) plane-wave excitations are of central importance in field theory including quantization, field operators and their use in treating interactions and scattering. Seeking the solution of (2) as $v \propto \exp (i(kx - \omega t))$ gives

$$\omega^2 + \frac{\omega i}{\tau} - c^2 k^2 = 0$$

(3)

The full solution of (2) depends on initial and boundary conditions. Considering real $k$ and complex $\omega$ gives decay in time. A model example corresponding to these boundary conditions is a propagating wave set up in an elastic rod which is then immersed in a viscous liquid. The wave does not vary with distance but decays in time until the wave oscillations cease. Apart from the model example, this case corresponds to phonon decay in liquids [6, 13]. In this case, the GMS emerges explicitly; the solution of (3) is

$$\omega = -\frac{i}{2\tau} \pm \sqrt{c^2 k^2 - \frac{1}{4\tau^2}}$$

(4)

giving time decay and dissipation of transverse waves as

$$v \propto \exp \left(-\frac{t}{2\tau}\right) \exp (i(kx - \omega_r t))$$

(5)

where

$$\omega_r = \sqrt{c^2 k^2 - \frac{1}{4\tau^2}}$$

(6)

is real if $k$ is larger than the threshold value $k_g$ given by

$$k_g = \frac{1}{2c \tau}$$

(7)

Eqs. (6) and (7) describe the gapped momentum state. It is observed in high-temperature liquids and supercritical fluids, and $k_g$ is found to decrease with $\tau$ and increase with temperature [13] in accordance with (7).

The dispersion relation (DR) (6) showing the GMS is shown in Fig. 1. We recognize that GMS is not commonly discussed despite the long history of the telegraph equation [7–12], as compared to two other DRs: gapless phonon or photon DR and the DR of a massive particle.

In (6), the decay time and decay rate are $4\tau$ and $\Gamma = 2\tau$. If, as is often assumed, the crossover between propagating and non-propagating modes is given by the equality between the decay time and inverse frequency, $\omega \Gamma = 1$, the propagating waves conditionally correspond to $k > \frac{1}{\sqrt{2} c \tau}$ from (6), or $k > k_g \sqrt{2}$ [1]. According to (6), this gives propagating modes above the frequency

$$\omega = \frac{1}{2\tau}$$

(8)

Similar result for propagating shear waves in liquids was obtained by Frenkel [8] by analysing the complex shear modulus derived from Maxwell’s viscoelastic relation, which is the basis for (2). We will later see that the frequency gap arises explicitly in the dispersion relation in a different model of wave dissipation.

Microscopically, the gap in $k$-space can be related to a finite propagation length of waves in a liquid: if $\tau$ is the time during which stress (e.g. shear stress) relaxes, $c\tau$ gives the shear wave propagation length. Therefore, the condition $k > k_g = \frac{1}{2c\tau}$ approximately corresponds to propagating waves with wavelengths shorter than the propagation length.

Our last observation regarding GMS which will become useful later is that common discussions consider complex $k$ and real $\omega$, corresponding to decay in space (see, e.g., Refs. [9, 13]). A model example of this is different from the first case and corresponds the boundary condition where a wave is induced from one end of an elastic rod immersed in a viscous liquid. Using complex $k$ and real $\omega$ in Eq. (6) and accompanying decay in space corresponds to the propagation of electromagnetic waves in a conductor and gives the skin effect (see, e.g., Ref. [13]). In this case, the wave persists at all times but decays with distance. Notably, the DR in this case is different from (6). (This may come as surprising, given that it follows from the same Eq. (2) or (3), yet it was noted that different dispersion relations can originate from the same equation depending on boundary conditions [15] and experimental setup [16].) The GMS due to dissipation emerges in this case implicitly. Indeed, the solution of (3) is $k = k_1 + ik_2$, where

$$k_1 = \frac{\omega}{c \sqrt{2}} \left( \sqrt{1 + \left(\frac{1}{\omega \Gamma} \right)^2} + 1 \right)^{1/2}$$

(9)
and

$$k_2 = \frac{\omega}{c \sqrt{2}} \left( \sqrt{1 + \left( \frac{1}{\omega \tau} \right)^2} - 1 \right)^{\frac{1}{2}}$$

resulting in $v \propto e^{-k_2 x} e^{i(k_1 x - \omega t)}$.

The DR (9) is gapless, which is easier to see if its written as $\omega = \frac{c^2 k^2}{\sqrt{4c^2 k^2 + \omega^2 \tau}}$. In the propagating regime $\omega \tau \gg 1$, $k_1 = \frac{\omega}{c}$ and $k_2 = \frac{1}{2\tau}$, giving space-decaying field as

$$v \propto e^{-\frac{x}{2\tau}} e^{i(k_1 x - \omega t)}$$

For distances smaller than $c\tau$, the wave propagation in Eq. (11) proceeds as in the absence of dissipation. However, the $k$-gap emerges implicitly because (11) implies the decay range $2c\tau$ and hence no propagating plane waves with $k < \frac{1}{2\tau}$, or below $k_2$ in (7).

We now discuss how the energy gap emerges in the DR explicitly. We recall that Eq. (2) describes the dynamics of liquids in the Maxwell-Frenkel viscoelastic theory. The same equation can be derived in a simple model which we will later use to discuss the energy gap. The model is an elastic rod undergoing vibrations (e.g., longitudinal vibrations) in the presence of a dissipative force. Applying the balance of forces to the element of the rod with length $\Delta x$ gives

$$\rho S \Delta x \frac{\partial^2 u}{\partial t^2} = SL(\epsilon(x + \Delta x) - \epsilon(x)) + F_d$$

where $u$ is displacement, $\rho$ is density, $S$ is cross-section area, $L$ is the modulus of elasticity, $\epsilon = \frac{\partial u}{\partial x}$ is strain and $F_d$ is a dissipative force.

If dissipation is due to, for example, motion in a viscous liquid, $F_d \propto -\Delta x \frac{\partial u}{\partial t}$. Then, Eq. (12) becomes

$$\frac{\partial^2 u}{\partial t^2} = c^2 \frac{\partial^2 u}{\partial x^2} - \frac{1}{\tau} \frac{\partial u}{\partial t}$$

where the factor $\frac{1}{\tau}$ includes the proportionality coefficient between $F_d$ and $\frac{\partial u}{\partial t}$ and where we used $L = \rho c^2$.

Eq. (13) is the same as our starting equation (2) which gives the GMS.

We now observe that although invoking the usual friction force $F_d \propto -\frac{\partial u}{\partial t}$ is a common way to discuss dissipation in the field of mathematical physics and partial differential equations [9, 10], it is not the only possibility to obtain dissipation. Another way of achieving decay and dissipation is to consider $F_d$ due to an external source or field which is proportional to the space rather than time derivative of $u$, or strain: $F_d \propto \frac{\partial u}{\partial x}$, where the axis $x$ is along the displacement $u$. Then, Eq. (12) becomes

$$\frac{\partial^2 u}{\partial t^2} = c^2 \frac{\partial^2 u}{\partial x^2} + \frac{c}{\tau} \frac{\partial u}{\partial x}$$

where the factor $\frac{c}{\tau}$ includes the proportionality coefficient between $F_d$ and $\frac{\partial u}{\partial x}$ and we keep the same parameter $\tau$ for simplicity.

The spectrum of (14) has the energy gap. This is most easily seen by using the standard transformation eliminating the first derivatives in hyperbolic equations [9, 10]. Using $u = \phi \exp \left( -\frac{x}{2\tau} \right)$ in (14) gives the Klein-Gordon equation

$$c^2 \frac{\partial^2 \phi}{\partial x^2} = \frac{\partial^2 \phi}{\partial t^2} + \frac{\phi}{4\tau^2}$$

with the spectrum

$$\omega^2 = c^2 k^2 + \frac{1}{4\tau^2}$$

and the energy (frequency) gap $\omega_g = \frac{1}{2\tau}$.

The solution to (14) can then be written in the form of space-decaying field as

$$u \propto \exp \left( -\frac{x}{2\tau} \right) \exp \left( i(kx - \omega t) \right)$$
We note that the first derivative in the telegraph equation (13) yielding GMS can be eliminated using a similar transformation: setting \( u = \phi \exp \left( -\frac{t}{2\tau} \right) \) in (13) gives the Klein-Gordon equation with the negative squared mass \(-\frac{1}{4\tau^2}\):

\[
\frac{c^2}{\omega^2} \frac{\partial^2 \phi}{\partial x^2} = \frac{\partial^2 \phi}{\partial t^2} - \frac{\phi}{4\tau^2}
\]

and the same spectrum as in (6).

Although Eqs. (13) and (18) are related, they describe different physical systems and effects. Eq. (13) is based on physics of real systems such as liquids and describes dissipation in these systems with ensuing GMS. On the other hand, Eq. (18) is used to describe a hypothetical tachyon [18] or instability not present in equilibrium systems discussed here.

Similarly, although Eqs. (14) and (15) are related, the physical difference is that we don’t assume massive particles from the outset: our picture is based on the dissipation of plane waves generically related to the anharmonicity (coupling) of the interaction potential as in the case of GMS in Eq. (13), with dissipation represented by an external force in Eq. (14).

The gapped energy state (GES) can also be seen by considering the interaction potential between particles due to the scalar field \( u \) in (14). The propagator corresponding to Eq. (14) is \( \frac{\omega^2 - c^2 k^2 + i\nu}{\omega^2 - c^2 k^2 + i\nu} \). Its spatial Fourier transform in one-dimensional example is

\[
D(\omega, r) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ikr}}{\omega^2 - c^2 k^2 + i\nu} dk
\]

Evaluating the integral gives

\[
D(\omega, r) = e^{-r/\sqrt{4\pi\nu}} \frac{\sin(k_r r)}{k_r}
\]

where \( k_r = \frac{1}{\nu} \sqrt{\omega^2 - \frac{1}{4\pi^2}} \).

\( D(\omega, r) \) in (20) exponentially decreases with distance, in contrast to the photon propagator \( D(\omega, r) = -e^{i\omega r}/r \) in three-dimensional case (17) and has the form of the correlator with the energy (mass) gap. Short-range interaction in Eq. (20) and the mass gap in Eq. (16) are related to the essence of Yukawa potential. The difference here is that we don’t assume the massive particles from the outset as mentioned earlier.

The same result for the energy gap can be found by seeking the solution of (14) in the form \( u = v_0 \exp(i(kx - \omega t)) \) as before and solving the resulting quadratic equation for real \( \omega \) and complex \( k \) as in the case of the space-decaying field and skin effect [9] (see discussion before Eq. (9)).

Eqs. (10)-(17) is the main result of this paper. It shows that the gapped energy state (10) can emerge as an accompanying result of dissipation of plane waves (17), which, in turn, is generically related to the anharmonicity of the interaction potential (1), as discussed earlier. This suggests that the spectra in Fig. 1 could be part of the same and more general mechanism generating both GMS and GES depending on the type of the external force.

If both types of external forces given by first derivatives in Eqs. (13) and (14) are present, the equation of motion can be written as

\[
\frac{\partial^2 u}{\partial t^2} = c^2 \frac{\partial^2 u}{\partial x^2} - \alpha_1 \frac{1}{\tau} \frac{\partial u}{\partial t} + \alpha_2 \frac{c}{\tau} \frac{\partial u}{\partial x}
\]

where \( \alpha_1 \) and \( \alpha_2 \) are positive constants.

Eliminating both first derivatives using the standard transformation \( u = \phi \exp(-\frac{\alpha_1 t}{2\tau}) \exp(-\frac{\alpha_2 x}{2\tau}) \) [9] [10] gives

\[
\frac{c^2}{\omega^2} \frac{\partial^2 \phi}{\partial x^2} = \frac{\partial^2 \phi}{\partial t^2} + (\alpha_2^2 - \alpha_1^2) \frac{\phi}{4\tau^2}
\]

We observe that GMS and GES compete. \( \alpha_1 < \alpha_2 \), \( \alpha_1 > \alpha_2 \) and \( \alpha_1 = \alpha_2 \) correspond to GES, GMS and gapless state, respectively. For \( \alpha_1 < \alpha_2 \), the energy (mass) gap in (22) depends on the GMS contribution.

The properties of the external force \( F_\delta \propto \frac{\partial u}{\partial x} \) in Eq. (14) can now be discussed by comparing its sign to that of velocity \( v = \frac{\partial \phi}{\partial x} \). Taking the real part of (17), \( F_\delta \) and \( v \) can be written as

\[
F_\delta \propto \frac{c}{2\tau} \frac{\partial u}{\partial x} = -\frac{c\omega}{\tau} e^{-\frac{r}{\sqrt{4\pi\nu}}} \sin(kx - \omega t + \delta)
\]

\[
\tan \delta = \frac{1}{2\tau k} = \frac{\omega}{ck} \sin(kx - \omega t)
\]

\[
v = v_0 e^{-\frac{r}{\sqrt{4\pi\nu}}} \sin(kx - \omega t)
\]

where \( v_0 \) is the initial velocity and the angle \( \delta \) defines the phase shift between \( F_\delta \) and \( v \).

For large \( k \), \( k \gg \frac{1}{\sqrt{4\pi\nu}} \) (\( \omega_\delta \) is close to 0), \( \delta = 0 \), and \( F_\delta \propto -v \), as is the case for the usual friction force. For an arbitrary \( \delta \), \( F_\delta \) and \( v \) have opposite signs when \( 0 < \psi < \pi - \delta \) and \( \pi < \psi < 2\pi - \delta \), where \( \psi = kx - \omega t \).

This gives the range of \( \psi \) of \( 2\pi - 2\delta \) or \( 1 - \frac{\delta}{\pi} \) in terms of the fraction of \( 2\pi \). Accordingly, \( F_\delta \) and \( v \) have the same sign during the fraction \( \frac{\pi}{2} \). For \( k \) corresponding to the propagation range \( 2\tau \) in Eq. (17), \( \delta = \frac{\pi}{2} \) from Eq. (23), and \( F_\delta \) and \( v \) have the opposite and same signs during fractions \( \frac{\pi}{2} \) and \( \frac{\pi}{4} \), respectively. These fractions become equal for \( k \ll \frac{1}{\sqrt{4\pi\nu}} \) and \( \delta = \frac{\pi}{2} \), although waves with these \( k \) are not propagating because their wavelengths are longer than the propagation range according to (23). Therefore, Eq. (14) can be interpreted as a vibration of the rod induced at different \( \omega \) and \( k \) in a slowly moving medium,
with the result that (a) the medium opposes the motion of the rod locally and at short wavelengths with the usual friction force \( F_d \propto -v \), and (b) the medium alternates between opposing and speeding up the motion of the rod at longer wavelengths, with larger \( \delta \) corresponding to the larger range of \( k \) at which the medium speeds up the motion. According to Eq. (23), the energy (mass) gap \( \omega_g \) grows with \( \delta \) and hence increases with the range of \( k \) at which the medium speeds up the motion of the rod.

We make two further remarks regarding the energy gap. First, the GES is analogous to the mass gap whose emergence in strongly-interacting field theories has been of interest. In the Higgs mechanism, the gauge field acquires mass by interacting with the anharmonic Higgs field. In our picture, the energy gap can emerge as an accompanying effect of the dissipation due to the anharmonicity or self-interaction of the field itself. In interesting similarity to the GMS (6), the Higgs potential also involves the negative mass squared.

Second, the dissipation of fields in Eqs. (5) and (17) is related to the sign of the dissipative terms with first derivatives in Eqs. (2) or (13) and (14). Reversing the sign in these terms does not affect the DR with \( k \)-gap (6) and energy gap (16) but results in fields (5) and (17) increasing with time and distance, respectively. The nature of this increase is revealed in the Lagrangian formulation of dissipation necessitating two fields (6) and (19). The Lagrangian describing the GMS is

\[
L = \frac{\partial \phi_1}{\partial t} \frac{\partial \phi_2}{\partial t} - c^2 \frac{\partial^2 \phi_1}{\partial x^2} \frac{\partial \phi_2}{\partial x} + \frac{1}{2\tau} \left( \phi_1 \frac{\partial \phi_2}{\partial t} - \phi_2 \frac{\partial \phi_1}{\partial t} \right) \tag{24}
\]

resulting in \( c^2 \frac{\partial^2 \phi_1}{\partial x^2} = \frac{\partial^2 \phi_1}{\partial t^2} + \frac{1}{\tau} \frac{\partial \phi_1}{\partial t} \) and \( c^2 \frac{\partial^2 \phi_2}{\partial x^2} = \frac{\partial^2 \phi_2}{\partial t^2} - \frac{1}{\tau} \frac{\partial \phi_2}{\partial t} \), where the first equation is identical to (2) and the second equation gives the solution growing in time. Both fields correspond to loss and gain systems (20). The role of the gain system in the Lagrangian formulation is to absorb the energy of the dissipating (loss) system. The Hamiltonian of the composite system is finite and bound from below (6) and (19). We note that Schwinger-Keldysh approach is generally used to discuss dissipation in the quantum field theory (see, e.g., Ref. (21)). We have recently shown (19) that (24) is consistent with the Schwinger-Keldysh approach.

The Lagrangian describing the GES can be written similarly to (24):

\[
L = \frac{\partial \phi_1}{\partial t} \frac{\partial \phi_2}{\partial t} - c^2 \frac{\partial^2 \phi_1}{\partial x^2} \frac{\partial \phi_2}{\partial x} + c \left( \phi_1 \frac{\partial \phi_2}{\partial x} - \phi_2 \frac{\partial \phi_1}{\partial x} \right) \tag{25}
\]

and gives the same equation for \( \phi_2 \) as (14). The equation for \( \phi_1 \) represents the gain system. The Hamiltonian of the composite system is finite and bound from below, as in the case of (24).

In summary, we have shown the energy gap can accompany the dissipation of fields due to anharmonicity and emerge explicitly in the dispersion relation. It would be interesting to understand what specific features of the anharmonic terms in (1) promote the gaps in energy and momentum and to extend the proposed theory to other fields including vector gauge fields.
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