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1. Introduction

The controlled differential equation with delay (briefly, delay-controlled equation) is a mathematical model of such a controlled dynamical system whose behavior depends on the prehistory of the system state at a given moment of time. Such mathematical models arise in different areas of natural sciences and economics [1–4]. To illustrate this, below, we will consider the simplest model of economic growth. Let \( p(t) \) be a quantity of a product produced at the moment \( t \), expressed in money units. The fundamental principle of the economic growth has the form

\[
p(t) = a(t) + i(t),
\]

where \( a(t) \) is a quantity of money for various requirements and \( i(t) \) is a quantity-induced investment. We consider the case where the functions \( a(t) \) and \( i(t) \) have the form

\[
a(t) = u_1(t)p(t)
\]

and

\[
i(t) = u_2(t)p(t - \tau) + \alpha p(t),
\]

where \( u_i(t) \in (0, 1), i = 1, 2, \) are control functions, \( \alpha > 0 \) is a given number and \( \tau > 0 \) is the so-called delay parameter. The Formula (3) shows that the value of investment at the moment \( t \) depends on the quantity of money at the moment \( t - \tau \) (in the past) and on the velocity (production current) at the moment \( t \). From Formulas (1)–(3), we get the delay-controlled equation

\[
p(t) = \frac{1 - u_1(t)}{\alpha} p(t) - \frac{u_2(t)}{\alpha} p(t - \tau).
\]
In the present paper, an analytic relation in the left neighborhood of the moment \( t_1 \) is found between the solution of the original Cauchy problem

\[
x(t) = f(t, x(t), x(t - \tau_0), u_0(t)), \quad t \in [t_0, t_1], \quad x(t) \in \mathbb{R}^n, \tag{4}
\]

and the solution of the corresponding perturbed (with respect to delay \( \tau_0 \), initial vector \( x_{00} \), initial function \( q_0(t) \) and control function \( u_0(t) \)) problem. The condition (5) is called the discontinuous initial condition because, in general, \( x(t_0) \neq q_0(t_0) \). Discontinuity at the initial moment may be related to the instant change in the dynamical process (changes in investment, environment, etc.). We note that such an analytic relation plays an important role in proving the necessary conditions of optimality [4–9]. Besides, such a relation allows one to analytically obtain an approximate solution of the perturbed equation in the left neighborhood of the endpoint of the main interval (see (17)).

The local representation formulas of solutions for the perturbed equations with the discontinuous initial condition for various classes of variations in terms of a parameter \( \varepsilon > 0 \) are given: in [10] for a controlled equation; in [7,9], for an equation without control. In this paper, the main novelty is the effects of the discontinuous initial condition (5) and delay perturbation detected in the local representation formula of a solution (see (9)). We note that, in this paper, the main formula is proved without a parameter \( \varepsilon > 0 \). The formula obtained here is proved by the scheme given in [7,9], and it is essentially different from with the formula provided in [11] for the Equation (4) with the initial condition

\[
x(t) = q_0(t), \quad t \in [t_0 - \tau_0, t_0]. \tag{6}
\]

Condition (6) is called the continuous initial condition because \( x(t_0) = q_0(t_0) \) is always true.

The paper is organized as follows. In Section 2, the main theorem on the representation of solution of the perturbed equation is formulated; the effects of the discontinuous initial condition and perturbation of the initial date are analyzed; the form of equation in variations is detected; the mentioned equation is concretized for the economic growth model; two ways finding an approximate solution are analyzed; the form of equation in variations is detected; the linear equations. The main Theorem is proved in Section 4. Section 5 deals with the conclusion.

2. Formulation of the Main Result

Let \( I = [t_0, t_1] \) be a finite interval and let \( 0 < \tau_1 < \tau_2 \) be given numbers; suppose that \( O \subset \mathbb{R}^n \) and \( U \subset \mathbb{R}^r \) are open sets. Let the \( n \)-dimensional function \( f(t, x, y, u) \) be continuous on \( I \times O^2 \times U \) and continuously differentiable with respect to \( x, y \) and \( u \). Let \( \Phi \) be a set of continuously differentiable initial functions \( \varphi : I_1 = [\hat{t}, t_1] \to O \), where \( \hat{t} = t_0 - \tau_2 \), and let \( \Omega \) be a set of measurable control functions \( u(t), t \in I \) satisfying the conditions: the set \( \text{cl} u(I) \subset U \) and is compact in \( \mathbb{R}^r \).

To each element \( \mu = (\tau, x_0, \varphi, u) \in \Lambda = [\tau_1, \tau_2] \times O \times \Phi \times \Omega \), we assign the delay-controlled equation

\[
x(t) = f(t, x(t), x(t - \tau), u(t)), \quad t \in I \tag{7}
\]

with the discontinuous initial condition

\[
x(t) = \varphi(t), \quad t \in [\hat{t}, t_0), \quad x(t_0) = x_0. \tag{8}
\]

**Definition 1.** Let \( \mu = (\tau, x_0, \varphi, u) \in \Lambda \). A function \( x(t) = x(t; \mu) \in O, t \in I_1, \) is called the solution of Equation (7) with the initial condition (8) or a solution corresponding to the element \( \mu \) and defined on the interval \( I_1 \), if \( x(t) \) satisfies condition (8) and is absolutely continuous on the interval \( I_1 \), and it satisfies Equation (7) almost everywhere (a.e.) on \( I \).
It is clear that the solution \( x(t) = x(t; \mu), t \in I_1 \), in general, at the point \( t_0 \), is discontinuous. Let us introduce notations

\[
|\mu| = |\tau| + |x_0| + \|\varphi\|_1 + \|u\|, \quad \Lambda_{\varepsilon}(\mu_0) = \left\{ \mu \in \Lambda : |\mu - \mu_0| \leq \varepsilon \right\},
\]

where

\[
\|\varphi\|_1 = \sup \left\{ |\varphi(t)| + |\dot{\varphi}(t)| : t \in I_1 \right\}, \quad \|u\| = \sup \left\{ |u(t)| : t \in I_1 \right\},
\]

\( \varepsilon > 0 \) is a fixed number and \( \mu_0 = (\tau_0, x_{00}, \varphi_0, u_0) \in \Lambda \) is a fixed element; furthermore,

\[
\delta \tau = \tau - \tau_0, \quad \delta x_0 = x_0 - x_{00}, \quad \delta \varphi(t) = \varphi(t) - \varphi_0(t), \quad \delta u(t) = u(t) - u_0(t),
\]

\[
\delta \mu = \mu - \mu_0 = (\delta \tau, \delta x_0, \delta \varphi, \delta u), \quad |\delta \mu| = |\delta \tau| + |\delta x_0| + \|\delta \varphi\|_1 + \|\delta u\|.
\]

Let \( x(t; \mu_0) \) be the solution corresponding with the element \( \mu_0 \in \Lambda \) and defined on the interval \( I_1 \). Then, there exists a number \( \varepsilon_1 > 0 \) such that, to each element \( \mu \in \Lambda_{\varepsilon_1}(\mu_0) \) a corresponding solution \( x(t; \mu) \) is defined on the interval \( [t_1 - \delta, t_1] \) (see Lemma 1 in Section 3).

**Theorem 1.** Let \( x_0(t) := x(t; \mu_0) \) be the solution corresponding to the element \( \mu_0 = (\tau_0, x_{00}, \varphi_0, u_0) \in \Lambda \) and defined on the interval \( I_1 \), with \( \tau_0 < t_1 \). Let \( \delta > 0 \) and \( \varepsilon_2 \in (0, \varepsilon_1) \) be numbers, such that \( \tau_0 + \varepsilon_2 < t_1 - \delta \). Let the function \( u_0(t) \) be continuous at the point \( t_0 + \tau_0 \). Then, for arbitrary \( \mu \in \Lambda_{\varepsilon_2}(\mu_0) \) on the interval \( [t_1 - \delta, t_1] \), the following representation holds

\[
x(t; \mu) = x_0(t) + \sum_{S} o(t; \delta \mu), \quad (9)
\]

\[
\delta x(t; \delta \mu) = \left[ Y(t_0 + \tau_0; t) \dot{\delta} x_0 + \int_{t_0 - \tau_0}^{t_0} \left( Y(s + \tau_0; t) f_y[s + \tau_0] \delta \varphi(s) ds \right) \right] \delta \tau
\]

\[
- \left[ \left( Y(t_0 + \tau_0; t) \dot{f} + \int_{t_0}^{t} \left( Y(s; t) f_y[s] \dot{\delta} x_0(s - \tau_0) ds \right) \right) \delta \tau \right]
\]

\[
+ \int_{t_0}^{t} \left( Y(s; t) f_u[s] \delta u(s) ds \right), \quad (10)
\]

and

\[
\lim_{|\delta \mu| \to 0} |o(t; \delta \mu)| / |\delta \mu| = 0 \text{ uniformly for } t \in [t_1 - \delta, t_1].
\]

Here,

\[
\dot{f} = f(t_0 + \tau_0, x_0(t_0 + \tau_0), x_{00}, u_0(t_0 + \tau_0)) - f(t_0 + \tau_0, x_0(t_0 + \tau_0), \varphi_0(t_0), u_0(t_0 + \tau_0)).
\]

\[
f_y[s] = f_y(s, x_0(s), x_0(s - \tau_0), u_0(s)), \quad f_u[s] = f_u(s, x_0(s), x_0(s - \tau_0), u_0(s));
\]

\( Y(s; t) \) is the \( n \times n \)-matrix function satisfying the equation

\[
Y_s(s; t) = -Y(s; t) f_x[s] - Y(s + \tau_0; t) f_y[s + \tau_0], \quad s \in [t_0, t] \quad (11)
\]

and the condition

\[
Y(s; t) = \begin{cases} E, & \text{for } s = t, \\ \Theta, & \text{for } s > t; \end{cases} \quad (12)
\]

\( f_x[s] = f_x(s, x_0(s), x_0(s - \tau_0), u_0(s)), \quad E \) is the identity matrix and \( \Theta \) is the zero matrix.

Some Comments
The function \( \delta x(t; \delta \mu) \) is called the first variation of the solution \( x_0(t) \) on the interval \([t_1 - \delta, t_1]\). The expression (10) is called the variation formula of a solution. The term “variation formula of solution” was introduced by R. V. Gamkrelidze and proved in [6] for ODEs without control.

The expression (10) is called the variation formula of \( x_0(t) \). The term “variation formula of \( x \) in Formula (10) is the effect of perturbations of the initial vector \( x_0 \) and the initial function \( \varphi_0(t) \).

The added

\[
Y(t_0; t) \delta x_0 + \int_{t_0 - \tau_0}^{t_0} Y(s + \tau_0; t) f_y[s + \tau_0] \delta \varphi(s) ds
\]

in Formula (10) is the effect of perturbations of the initial vector \( x_0 \) and the initial function \( \varphi_0(t) \).

The expression

\[
- \left\{ Y(t_0 + \tau_0; t) f + \int_{t_0}^{t} Y(s; t) f_y[s] \dot{x}_0(s - \tau_0) ds \right\} \delta \tau
\]

in Formula (10) is the effect of perturbation of the delay \( \tau_0 \). Here, \( Y(t_0 + \tau_0; t) f \) is the effect of the discontinuity of the initial condition (8). If we have the continuous initial condition (6), i.e., \( \varphi_0(t_0) = x_0 \) then \( f = 0 \).

The expression

\[
\int_{t_0}^{t} Y(s; t) f_u[s] \delta u(s) ds
\]

in Formula (10) is the effect of perturbation of the control function \( u_0(t) \).

It is clear that

\[
\delta x(t; \delta \mu) = \delta x_1(t; \delta \mu) + \delta x_2(t; \delta \mu),
\]

where

\[
\delta x_1(t; \delta \mu) = Y(t_0; t) \delta x_0 + \int_{t_0 - \tau_0}^{t_0} Y(s + \tau_0; t) f_y[s + \tau_0] \delta \varphi(s) ds
\]

\[
- \left[ \int_{t_0}^{t} Y(s; t) f_y[s] \dot{x}_0(s - \tau_0) ds \right] \delta \tau + \int_{t_0}^{t} Y(s; t) f_u[s] \delta u(s) ds
\]

and

\[
\delta x_2(t; \delta \mu) = - Y(t_0 + \tau_0; t) f \delta \tau.
\]

On the basis of the Cauchy Formula (see [9], p. 31) for the representation of the solutions of the linear delay equation, we conclude that the function

\[
\delta x_1(t) = \begin{cases} 
\delta \varphi(t), & t \in [\hat{t}, t_0), \\
\delta x_0, & t = t_0, \\
\delta x_1(t; \delta \mu), & t \in (t_0, t_1]
\end{cases}
\]

is a solution of the equation

\[
\delta x(t) = f_x[t] \delta x(t) + f_y[t] \delta x(t - \tau_0) - f_y[t] \dot{x}_0(t - \tau_0) \delta \tau
\]

\[
+ f_u[t] \delta u(t), \quad t \in I
\]

with the initial condition

\[
\delta x(t) = \delta \varphi(t), \quad t \in [\hat{t}, t_0), \delta x(t_0) = \delta x_0.
\]

(13) is called the equation in “variations”.

The function

\[
\delta x_2(t) = \begin{cases} 
0, & t \in [\hat{t}, t_0 + \tau_0), \\
- \int \delta \tau, & t = t_0 + \tau_0, \\
\delta x_2(t; \delta \mu), & t \in (t_0 + \tau_0, t_1]
\end{cases}
\]
We note that $\delta$ with the initial condition (16), respectively.

For example, for the economical model (see the Introduction)

$$p(t) = \frac{1 - u_{10}(t)}{a} p(t) - \frac{u_{20}(t)}{a} p(t - \tau_0), t \in I$$

with the initial condition

$$p(t) = q_0(t), t \in [\hat{t}, t_0], p(t_0) = p_{00}$$

the corresponding equations in “variations” and the initial conditions have the form

$$\begin{cases}
\delta p(t) = \frac{1 - u_{10}(t)}{a} \delta p(t) - \frac{u_{20}(t)}{a} \delta p(t - \tau_0) + \frac{u_{20}(t)}{a} \rho_0(t - \tau_0) \delta \tau - \frac{p_0(t)}{a} \delta u_1(t) \\
- \frac{p_0(t - \tau_0)}{a} \delta u_2(t), t \in I; \delta p(t) = \delta q(t), t \in [\hat{t}, t_0], \delta p(t_0) = \delta p_0
\end{cases}$$

and

$$\begin{cases}
\delta p(t) = \frac{1 - u_{10}(t)}{a} \delta p(t) - \frac{u_{20}(t)}{a} \delta p(t - \tau_0), t \in (t_0 + \tau_0, t_1], \\
\delta p(t) = 0, t \in [\hat{t}, t_0 + \tau_0], \delta p(t_0 + \tau_0) = \frac{u_{20}(t_0 + \tau_0)}{a} \left( p_{00} - q_0(t_0) \right) \delta \tau.
\end{cases}$$

Formula (9) allows us to obtain an approximate solution of the perturbed equation in the analytical form on the interval $[t_1 - \delta, t_1]$. In fact, for a small $|\delta \mu|$ from (9), it follows

$$x(t; \mu) \approx x_0(t) + \delta x(t; \delta \mu), t \in [t_1 - \delta, t_1].$$  \hspace{1cm} (17)

We note that $\delta x(t; \delta \mu)$ can be calculated by two ways: first, (see (10)–(12)) find the matrix function $Y(\xi; t)$; second, find the solutions of Equations (13) and (15) with the initial conditions (14) and (16), respectively.

### 3. Auxiliary Assertions

**Lemma 1** ([9] (p. 18)). Let $x_0(t) = x(t; \mu_0)$ be the solution corresponding to the element $\mu_0 = (\tau_0, x_{00}, \varphi_0, u_0) \in \Lambda$, defined on the interval $I_1$. Then, there is a number $\varepsilon_1 > 0$ such that, to each element $\mu = (\tau, x_0, \varphi, u) \in \Lambda_{\varepsilon_1}(\mu_0)$ a corresponding solution $x(t) = x(t; \mu)$ is defined on the interval $I_1$ with $x(t) \in K_1$ and $u(t) \in U_1$, where $K_1 \subset \mathcal{O}$ is a compact set containing a neighborhood of the set $x_0(I_1)$ and $U_1 \subset \mathcal{U}$ is a compact set containing a neighborhood of the set $cu_0(I_1)$.

Lemma 1 allows one to introduce the increment of the solution $x_0(t), \ t \in I_1$

$$\Delta x(t) := \Delta x(t; \delta \mu) := x(t; \mu) - x_0(t), \ t \in I_1, \ \mu \in \Lambda_{\varepsilon_1}(\mu_0), \ \delta \mu = \mu - \mu_0.$$  

**Lemma 2.** For arbitrary $\mu \in \Lambda_{\varepsilon_1}(\mu_0)$ the following inequality holds

$$\sup_{t \in I_1} |\Delta x(t)| \leq O(\delta \mu).$$  \hspace{1cm} (18)
where
\[
\lim_{|\delta \mu| \to 0} O(\delta \mu)/|\delta \mu| < \infty.
\]

The Lemma 2 without principle changes can be proved analogously to Lemma 2 (see [11]).

4. Proof of Theorem 1

Let \( \epsilon_2 \in (0, \epsilon_1) \) and \( \delta > 0 \) be numbers such that \( t_0 + \tau_0 + \epsilon_2 < t_1 - \delta \). For \( \forall \mu \in \Lambda_{\epsilon_2}(\mu_0) = \{ \mu \in \Lambda : |\mu - \mu_0| \leq \epsilon_2 \} \) we have

\[
t_0 + \tau = t_0 + \tau_0 + \tau - \tau_0 \leq t_0 + \tau_0 + \epsilon_2 < t_1 - \delta.
\]

(19)
The function \( \Delta x(t) = x(t) - x_0(t) \) satisfies the equation

\[
\Delta x(t) = f_x[t] \Delta x(t) + f_y[t] \Delta x(t - \tau_0) + f_u[t] \delta u(t) + r(t; \delta \mu)
\]

(20)
on the interval \( I \) and the initial condition

\[
\Delta x(t) = \delta \varphi(t), t \in [\hat{t}, t_0], \; \Delta x(t_0) = \delta x_0.
\]

Here

\[
\begin{align*}
& r(t; \delta \mu) := a(t; \delta \mu) - f_x[t] \Delta x(t) - f_y[t] \Delta x(t - \tau_0) - f_u[t] \delta u(t), \\
& a(t; \delta \mu) = f(t, x_0(t) + \Delta x(t), x_0(t - \tau) + \Delta x(t - \tau), u(t)) - f[t] \\
& f[t] = f(t, x_0(t), x_0(t - \tau_0), u_0(t)).
\end{align*}
\]

By using the Cauchy formula, one can represent the solution of Equation (20) in the form

\[
\Delta x(t) = Y(t_0; t) \delta x_0 + \int_{t_0}^{t} Y(s; \tau_0; t) f_y[s; \tau_0] \delta \varphi(s) ds + \int_{t_0}^{t} Y(s; t) f_u[s] \delta u(s) ds + R(t; \delta \mu),
\]

(22)

where \( Y(s; t) \) is the \( n \times n \)-matrix function satisfying Equation (11) and the condition (12), and

\[
R(t; \delta \mu) = \int_{t_0}^{t} Y(s; t) r(s; \delta \mu) ds.
\]

Let \( s_1 = \min\{t_0 + \tau, t_0 + \tau_0\} \), \( s_2 = \max\{t_0 + \tau, t_0 + \tau_0\} \). It is clear that \( s_2 < t_1 - \delta \) (see (19)). Therefore, for \( t \in [t_1 - \delta, t_1] \) we have

\[
R(t; \delta \mu) = \sum_{i=1}^{3} R_i(t; \delta \mu),
\]

where

\[
R_1(t; \delta \mu) = \int_{t_0}^{s_1} Y(s; t) r(s; \delta \mu) ds, \quad R_2(t; \delta \mu) = \int_{s_1}^{s_2} Y(s; t) r(s; \delta \mu) ds,
\]

\[
R_3(t; \delta \mu) = \int_{s_2}^{t} Y(s; t) r(s; \delta \mu) ds.
\]

We introduce the notations:

\[
\begin{align*}
f[t; \theta, \delta \mu] &= f(t, x_0(t) + \theta \Delta x(t), x_0(t - \tau_0) + \theta x_0(t - \tau) - x_0(t - \tau_0) + \Delta x(t - \tau)), \\
u_0(t) + \theta \delta u(t)) \sigma(t; \theta, \delta \mu) &= f_x[t; \theta, \delta \mu] - f_x[t], \rho(t; \theta, \delta \mu) &= f_y[t; \theta, \delta \mu] - f_y[t],
\end{align*}
\]

\[
v(t; \theta, \delta \mu) = f_u[t; \theta, \delta \mu] - f_u[t].
\]
It is easy to see that
\[
a(t; \delta \mu) = \int_0^1 \frac{d}{d\theta} f[t; \theta, \delta \mu]d\theta = \int_0^1 \left\{ f_x[t; \theta, \delta \mu] \Delta x(t) + f_y[t; \theta, \delta \mu] [x_0(t - \tau) - x_0(t - \tau_0)] + \Delta x(t - \tau) + f_a[t; \theta, \delta \mu] \delta u(t) \right\} d\theta = \left[ \int_0^1 \sigma(t; \theta, \delta \mu) d\theta \right] \Delta x(t) + \left[ \int_0^1 \rho(t; \theta, \delta \mu) d\theta \right] \delta u(t) + f_a[t; \theta] \Delta x(t) + f_a[t] \delta u(t) = \sigma_1(t; \delta \mu) \Delta x(t) + \rho_1(t; \delta \mu) \delta u(t) + f_a[t; \theta] \delta u(t) + f_a[t] \Delta x(t) + f_y[t] \delta u(t),
\]
where
\[
\sigma_1(t; \delta \mu) = \int_0^1 \sigma(t; \theta, \delta \mu) d\theta, \quad \rho_1(t; \delta \mu) = \int_0^1 \rho(t; \theta, \delta \mu) d\theta, \quad v_1(t; \delta \mu) = \int_0^1 v(t; \theta, \delta \mu) d\theta.
\]
Taking into account the last relation, we have
\[
R_1(t; \delta \mu) = \sum_{i=1}^5 R_{1i}(t; \delta \mu),
\]
where
\[
R_{11}(t; \delta \mu) = \int_{t_0}^{s_1} Y(s; t) \sigma_3(s; \delta \mu) \Delta x(s) ds,
\]
\[
R_{12}(t; \delta \mu) = \int_{t_0}^{s_1} Y(s; t) \rho_1(s; \delta \mu) [x_0(s - \tau) - x_0(s - \tau_0)] ds,
\]
\[
R_{13}(t; \delta \mu) = \int_{t_0}^{s_1} Y(s; t) f_y[s] [x_0(s - \tau) - x_0(s - \tau_0)] ds,
\]
\[
R_{14}(t; \delta \mu) = \int_{t_0}^{s_1} Y(s; t) f_y[s] [\Delta x(s - \tau) - \Delta x(s - \tau_0)] ds,
\]
\[
R_{15}(t; \delta \mu) = \int_{t_0}^{s_1} Y(s; t) v_1(s; \delta \mu) \delta u(s) ds.
\]
The function \( \varphi_0(s), s \in I_1 \), is continuously differentiable, therefore, for each fixed point \( s \in I \), we obtain
\[
\varphi_0(s - \tau) - \varphi_0(s - \tau_0) = \int_{s}^{s-\delta \tau} \varphi_0(\xi - \tau_0) d\xi = -\varphi_0(s - \tau_0) \delta \tau + \gamma(s; \delta \tau), \tag{23}
\]
where
\[
\lim_{|\delta \tau| \to 0} \frac{\gamma(s; \delta \tau)}{|\delta \tau|} = 0. \tag{24}
\]
From (23) it follows that
\[
|\varphi_0(s - \tau) - \varphi_0(s - \tau_0)| \leq O(\delta \mu)
\]
and
\[
|\gamma(s; \delta \tau)|/|\delta \tau| \leq \text{const} \quad \forall s \in I. \tag{25}
\]
For \( s \in [t_0, s_1] \) we have \( s - \tau < t_0 \) and \( s - \tau_0 < t_0 \). Therefore,
\[
|x_0(s - \tau) - x_0(s - \tau_0)| = |\varphi_0(s - \tau) - \varphi_0(s - \tau_0)| \leq O(\delta \mu)
\]
and
\[ |\Delta x(s - \tau) - \Delta x(s - t_0)| = |\delta \varphi(s - \tau) - \delta \varphi(s - t_0)| \]
\[ \leq \left| \int_{s-t_0}^{s-\tau} |\delta \varphi(\xi)| d\xi \right| \leq |\delta \mu| |\delta \tau| = o(\delta \mu). \quad (26) \]

According to (18), (23), (25), (26) for the expressions \( R_{1i}(t; \delta \mu), i = 1, \ldots, 5 \) we have
\[ |R_{11}(t; \delta \mu)| \leq \|Y\|O(\delta \mu)\sigma_2(\delta \mu), \text{where } \sigma_2(\delta \mu) = \int Y(s; \delta \mu) ds; |R_{12}(t; \delta \mu)| \]
\[ |R_{12}(t; \delta \mu)| \leq \|Y\|O(\delta \mu)\rho_2(\delta \mu), \text{where } \rho_2(\delta \mu) = \int |\rho_1(s; \delta \mu)| ds; |R_{13}(t; \delta \mu)| \]
\[ = -\left[ \int_{t_0}^{t_1} Y(s; t) f_y[s] \varphi_0(s - t_0) ds \right] \delta \tau + \gamma_1(t; \delta \mu); |R_{14}(t; \delta \mu)| \leq o(\delta \mu), \]
\[ |R_{15}(t; \delta \mu)| \leq \|Y\|O(\delta \mu)\nu_2(\delta \mu), \text{where } \nu_2(\delta \mu) = \int |\nu_1(s; \delta \mu)| ds, \]
where
\[ \|Y\| = \sup \{|Y(s; t)| : (s, t) \in I^2\}, \quad \gamma_1(t; \delta \tau) = \int_{t_0}^{t_1} Y(s; t) f_y[s] \gamma(s; \delta \tau) ds. \]

Obviously,
\[ |\gamma_1(t; \delta \tau)| / |\delta \mu| \leq \|Y\| \int_{t_0}^{t_1} |f_y[s]| |\gamma(s; \delta \tau)| / |\delta \mu| ds \leq \|Y\| \int_{t_0}^{t_1} |f_y[s]| |\gamma(s; \delta \tau)| / |\delta \mu| ds. \]

By the Lebesgue theorem on the passage to the limit under the integral sign, we have
\[ \lim_{|\delta \mu| \to 0} \sigma_2(\delta \mu) = 0, \quad \lim_{|\delta \mu| \to 0} \rho_2(\delta \mu) = 0, \quad \lim_{|\delta \mu| \to 0} \nu_2(\delta \mu) = 0, \]
(see (24)). Then, for \( t \in [t_1 - \delta, t_1] \) we have
\[ R_{1i}(t; \delta \mu) = o(t; \delta \mu), i = 1, 2, 4, 5, \]
\[ R_{13}(t; \delta \mu) = -\left[ \int_{t_0}^{t_1} Y(s; t) f_y[s] \varphi_0(s - t_0) ds \right] \delta \tau + o(t; \delta \mu) \]
\[ = -\left[ \int_{t_0}^{t_1} Y(s; t) f_y[s] \varphi_0(s - t_0) ds \right] \delta \tau + o(t; \delta \mu). \]

Thus,
\[ R_1(t; \delta \mu) = -\left[ \int_{t_0}^{t_1} Y(s; t) f_y[s] \varphi_0(s - t_0) ds \right] \delta \tau + o(t; \delta \mu) \quad (28) \]
(see (27)).

Now, we transform the expression
\[ R_2(t; \delta \mu) = \theta_1(t; \delta \mu) + \theta_2(t; \delta \mu), \]
where
\[ \theta_1(t; \delta \mu) = \int_{s_1}^{s_2} Y(s; t) a(s; \delta \mu) ds, \quad \theta_2(t; \delta \mu) = -\int_{s_1}^{s_2} Y(s; t) \left[ f_x[s] \Delta x(s) \right. \]
\[ + f_y[s] \Delta x(s - t_0) + f_u[s] \delta u(s) \left. \right] ds. \]
It is clear that
\[ |\theta_2(t;\delta\mu)| \leq O(\delta\mu)\|Y\| \int_{s_1}^{s_2} \left[ |f_3(s)| + |f_y(s)| + |f_u(s)| \right] ds = o(\delta\mu) \]
(see (18)). Next, let \( s_1 = t_0 + \tau \) and \( s_2 = t_0 + \tau_0 \), then for \( s \in (t_0 + \tau, t_0 + \tau_0) \), we have \( s - \tau > t_0 \) and \( s - \tau_0 < t_0 \), i.e.,
\[ a(s;\delta\mu) = f(s, x_0(s) + \Delta x(s), x_0(s - \tau) + \Delta x(s - \tau), u_0(s) + \delta u(s)) \]
(see (21)). For \( |\delta\mu| \to 0 \), we have \( s \to t_0 + \tau_0 \) and \( s - \tau \to t_0 + \tau, s - \tau_0 \to t_0 - \). Thus, using the continuity of the function \( u_0(t) \) at the point \( t_0 + \tau_0 \), in this case, we obtain
\[ \lim_{|\delta\mu| \to 0} a(s;\delta\mu) = \hat{f}. \]
It is easy to see that
\[ \theta_1(t;\delta\mu) = -Y(t_0 + \tau_0; t)\hat{f}\tau + h_1(t;\delta\mu) + h_2(t;\delta\mu), \]
where
\[ h_1(t;\delta\mu) = \int_{t_0 + \tau}^{t_0 + \tau_0} [Y(s; t) - Y(t_0 + \tau_0; t)]\hat{f} ds \]
\[ h_2(t;\delta\mu) = \int_{t_0 + \tau}^{t_0 + \tau_0} Y(s; t)|a(s;\delta\mu) - \hat{f}| ds. \]
The matrix function \( Y(s; t) \) is continuous on the set \( \Pi = \{(s, t); s \in [t_0, t_0 + \tau] \land t \in [t - \delta, t_1]\} \) by Lemma 2.6 (see [9], p. 32). Thus, the function \( Y(s; t) \) is uniformly continuous on \( \Pi \), therefore
\[ h_3(t) = \sup_{s \in [t_0 + \tau, t_0 + \tau_0]} |Y(s; t) - Y(t_0 + \tau_0; t)| \to 0 \quad \text{for} \quad |\delta\mu| \to 0, \]
uniformly for \( t \in [t_1 - \delta, t_1] \). We have
\[ |h_1(t;\delta\mu)| \leq h_3(t)|\delta\tau| \leq |\delta\mu|h_3(t) = o(t;\delta\mu) \]
and
\[ |h_2(t;\delta\mu)| \leq \|Y\| \sup_{s \in [t_0 + \tau, t_0 + \tau_0]} |a(s;\delta\mu) - \hat{f}| |\delta\tau| \leq o(\delta\mu). \]
Thus, in this case
\[ R_2(t;\delta\mu) = -Y(t_0 + \tau_0; t)\hat{f}\tau + o(t;\delta\mu). \]
Let \( s_1 = t_0 + \tau_0 \) and \( s_2 = t_0 + \tau \). For this case, the last formula can be proved in an analogous manner with the insignificant changes. It is clear that
\[ - \left[ \int_{s_1}^{s_2} Y(s; t)f_y[s]\hat{x}_0(s - \tau_0)ds \right]\delta\tau = o(t;\delta\mu). \]
Consequently, for \( R_2(t;\delta\mu) \) we obtain
\[ R_2(t;\delta\mu) = -\left[ Y(t_0 + \tau_0; t)\hat{f}\tau + \int_{s_1}^{s_2} Y(s; t)f_y[s]\hat{x}_0(s - \tau_0)ds \right]\delta\tau \]
\[ + o(t;\delta\mu) \quad (29) \]
Similarly to the transformation of the expression \( R_1(t; \delta \mu) \), the expression \( R_3(t; \delta \mu) \) can be presented in the following form

\[ R_3(t; \delta \mu) = \sum_{i=1}^{5} R_{3i}(t; \delta \mu), \]

where

\[ R_{31}(t; \delta \mu) = \int_{t_2}^{t} Y(s; t)\sigma_1(s; \delta \mu)\Delta x(s)ds, \]

\[ R_{32}(t; \delta \mu) = \int_{t_2}^{t} Y(s; t)\rho_1(s; \delta \mu)[\Delta x(s) - \Delta x(s - \tau)]ds, \]

\[ R_{33}(t; \delta \mu) = \int_{t_2}^{t} Y(s; t)\rho_1(s; \delta \mu)[\Delta x(s - \tau) - \Delta x(s - \tau_0)]ds, \]

\[ R_{34}(t; \delta \mu) = \int_{t_2}^{t} Y(s; t)\rho_1(s; \delta \mu)[\Delta x(s - \tau) - \Delta x(s - \tau_0)]ds, \]

\[ R_{35}(t; \delta \mu) = \int_{t_2}^{t} Y(s; t)\nu_1(s; \delta \mu)\delta u(s)ds. \]

The function \( x_0(s), s \in I \), is absolutely continuous, therefore, for each fixed Lebesgue point \( s \in (t_0 + \tau_0, t_1) \) of the function \( \dot{x}(\zeta - \tau_0), \quad \zeta \in (t_0 + \tau_0, t_1) \), we obtain

\[ x_0(s - \tau) - x_0(s - \tau_0) = \int_{s}^{s - \delta \tau} x_0(\zeta - \tau_0)d\zeta = -\dot{x}_0(s - \tau_0)\delta \tau \]

\[ + \phi(s; \delta \tau), \quad (30) \]

where

\[ \lim_{|\delta \tau| \to 0} \phi(s; \delta \tau)/|\delta \tau| = 0. \quad (31) \]

From the boundedness of the function \( \dot{x}_0(s), s \in I \) and (30), it follows that

\[ |x_0(s - \tau) - x_0(s - \tau_0)| \leq O(\delta \mu) \quad (32) \]

and

\[ |\phi(s; \delta \tau)|/|\delta \tau| \leq \text{const} \quad (33) \]

a.e. on \( I \).

We note that for the compact sets \( K_1 \subset O \) and \( U_1 \subset U \), there exists a number \( L > 0 \) such that

\[ |f(t, x_1, y_1, u_1) - f(t, x_2, y_2, u_2)| \leq L \left( |x_1 - x_2| + |y_1 - y_2| + |u_1 - u_2| \right) \]

for any \( t \in I, (x_i, y_i) \in K_1^2, i = 1, 2 \), and \( (u_1, u_2) \in U_1^2 \), (see [9], p. 29). Furthermore,

\[ |\Delta x(s - \tau) - \Delta x(s - \tau_0)| \leq \left| \int_{s - \tau_0}^{s - \tau} |\Delta x(\zeta)|d\zeta \right| \leq \left| \int_{s - \tau_0}^{s - \tau} |a(\zeta; \delta \mu)|d\zeta \right| \]

\[ \leq L \left| \int_{s - \tau_0}^{s - \tau} \left[ |\Delta x(s)| + |x_0(s - \tau) - x_0(s - \tau_0)| + |\Delta x(s - \tau)| + |\delta u(s)| \right]ds \right| \]

\[ \leq LO(\delta \mu)|\delta \tau| \leq LO(\delta \mu)|\delta \mu| = o(\delta \mu) \quad (34) \]

(see (18), (32)). According to (32), (34), for the expressions \( R_{3i}(t; \delta \mu), i = 1, \ldots, 5 \), we have

\[ |R_{31}(t; \delta \mu)| \leq |Y||O(\delta \mu)\sigma_2(\delta \mu)|; \quad |R_{32}(t; \delta \mu)| \leq |Y||O(\delta \mu)\rho_2(\delta \mu)|; \]
where
\[ q_1(t;\delta\tau) = \int_{s_2}^{t} Y(s; t) f_y[s] \varrho(s; \delta\tau) ds. \]
Obviously,
\[ |q_1(t;\delta\tau)|/|\delta\mu| \leq \|Y\| \int_{t_0+\delta t}^{t_1} |f_y[s]| |\varrho(s;\delta\tau)|/|\delta\mu| ds \]
\[ \leq \|Y\| \int_{t_0+\delta t}^{t_1} |f_y[s]| |\varrho(s;\delta\tau)|/|\delta\tau| ds = o(\delta\mu) \]

(see (31) and (33)). Thus,
\[ R_3(t;\delta\mu) = -\left[ \int_{s_2}^{t} Y(s; t) f_y[s] \hat{x}_0(s - \tau_0) ds \right] \delta\tau + o(t; \delta\mu). \]  

(35)

On the basis of (28), (29) and (35), we obtain
\[ R(t;\delta\mu) = -\left[ Y(t_0 + \tau_0; t) \dot{f} \delta\tau + \int_{t_0}^{t} Y(s; t) f_y[s] \hat{x}_0(s - \tau_0) ds \right] \delta\tau \]
\[ + o(t; \delta\mu) \]  

(36)

From (22), by virtue of (36), we obtain (9), where \( \delta x(t; \delta\mu) \) has the form (10).

5. Conclusions

The Formulas (9) and (10) allow one to find analytical relations between solutions of the initial and the perturbed equations, which is important to construct an approximate solution of the perturbed Equation (see (17)) and to obtain equations in “variations” (see (13) and (15)); Two ways of finding an approximate solution are given. Besides, these formulas can be used to prove the necessary optimality conditions for the delay optimization problem with the discontinuous initial condition. Future work will consider controlled equations with several delays in the phase coordinates and controls.
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