Data Quality and Reliability Assessment of Wearable EMG and IMU Sensor for Construction Activity Recognition
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Abstract: The workforce shortage is one of the significant problems in the construction industry. To overcome the challenges due to workforce shortage, various researchers have proposed wearable sensor-based systems in the area of construction safety and health. Although sensors provide rich and detailed information, not all sensors can be used for construction applications. This study evaluates the data quality and reliability of forearm electromyography (EMG) and inertial measurement unit (IMU) of armband sensors for construction activity classification. To achieve the proposed objective, the forearm EMG and IMU data collected from eight participants while performing construction activities such as screwing, wrenching, lifting, and carrying on two different days were used to analyze the data quality and reliability for activity recognition through seven different experiments. The results of these experiments show that the armband sensor data quality is comparable to the conventional EMG and IMU sensors with excellent relative and absolute reliability between trials for all the five activities. The activity classification results were highly reliable, with minimal change in classification accuracies for both the days. Moreover, the results conclude that the combined EMG and IMU models classify activities with higher accuracies compared to individual sensor models.
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1. Introduction

The construction industry is one of the leading industries in the world, which spends $10 trillion on construction-related goods and services every year [1]. However, the construction industry is facing a massive workforce shortage of skilled craft workers [2]. More than 8 out of 10 construction firms report having a hard time finding qualified workers. One of the significant causes of workforce shortage is the premature retirement of skilled craft workers due to safety and health issues. Due to a lack of proper safety training and monitoring systems, the construction workforce is exposed to various fatal and non-fatal injuries such as work-related musculoskeletal disorders (WMSDs). To overcome these challenges, various researchers have proposed wearable sensor-based systems in the area of construction safety and health [3–8]. Various applications in the area of safety and health involve preventing musculoskeletal disorders, fall prevention, mental and physical workload assessment, and fatigue monitoring [3–8]. All these applications can be categorized as a classification problem since they involve identifying different postures, classifying different physical and mental workloads,
or detecting different motions or gestures using the sensor data. Moreover, classifying workers’ activity helps in monitoring and managing the productivity, safety, and quality of work [9].

In the construction domain, the wearable sensor-based activity recognition models have gained increased attention due to low-cost, ease of use, high accuracy, and non-intrusiveness. Most of the previous studies have used accelerometers and gyroscopes embedded in smartphones to recognize construction workers’ activity [10–13]. A study by Cezar [14] used an accelerometer and gyroscope embedded in the smartphone placed on the dominant hand to recognize hammering, sawing, sweeping, and drilling activities with an accuracy of 91% using quadratic discriminant analysis (QDA) algorithm. Lim, et al. [15] and Akhavian and Behzadan [16] have developed artificial neural network (ANN) based models for identifying falls and manual material handling activities with an accuracy of 94% and 90.74% using the smartphone placed in the hip pocket and upper arm respectively. The ironwork activities recognition models developed by [17] and [9] using support vector machine (SVM) and decision trees (DT) were able to recognize activities with 94.83% and 92.98% accuracy. Even though these smartphone sensors-based models have achieved considerable accuracy, there are practical implementation challenges. In order to overcome the smartphone challenges, inertial measurement unit (IMU), sensor-based activity recognition models have been proposed for various construction applications such as work sampling [18–20] and fall detection [21]. The wearable IMU sensor-based models have used various machine learning algorithms such as DT, random forest, and SVM to recognize ironwork [18], fall detection [19], and bricklaying [20] with an accuracy of 90.4%, 93.90%, and 88.1% respectively. However, the current activity classification methods are that they are limited to a fewer number of activities involving either upper body or lower body, use of multiple sensors, and do not consider activities with multiple intensities. Moreover, none of these studies have discussed the reliability of sensor data and classification results. Therefore, there is a necessity for low-cost, easy to use, and non-obstructive sensors that can provide reliable data for complex construction activity classification.

Despite the fact that sensors provide rich and detailed information, not all sensors can be used for construction applications due to the dynamic nature of construction work [3]. It was recommended that multisensory data fusion, which was applied in other domains, provides an opportunity for enhancing the accuracy of activity classification [6,22]. The sensor for construction applications should be simple and easy to wear, unobtrusive, affordable, and wireless. Moreover, the sensor should provide reliable data and involve minimal or no preprocessing for noise removal. Therefore, it is essential to identify a suitable and reliable sensor for construction activity classification, which helps in developing construction workers’ safety and health monitoring systems to prevent work-related injuries such as WMSDs, which is one of the significant reasons for the workforce shortage.

The armband sensor is an affordable, non-invasive, lightweight, and wireless wearable armband sensor that is available off-the-shelf to collect workers’ forearm electromyography (EMG) and inertial measurement unit (IMU) data [23]. Many researchers have used these signal data for different applications in various domains. To the best of the authors’ knowledge, none of the studies in the construction domain have explored the use of armbands and a combination of EMG and IMU data for construction applications. Furthermore, investigating muscle activity and kinematic signals provides an understanding of workers’ physiological responses to workload. Furthermore, the signals facilitate activity analysis and workers’ behavior towards the work. In order to choose a wearable sensor for any construction applications specifically for activity classification, it is essential to investigate the data quality and reliability because the muscle activity and motion sensor signals from the forearm may inevitably be contaminated due to noise signals and artifacts that originate at the skin-electrode interface or due to external sources. A reduction in the noise and artifact contamination is required as well as preservation of the required information from the signals. Moreover, the sensor should provide consistent and reliable signals for activity throughout the data collection process. Therefore, the objective of this study is to assess the data quality and reliability of forearm EMG and IMU data for
construction activity classification by following the guidelines, recommendations, and methods for
data quality and reliability assessment proposed by previous studies on sensor [24–29].

In order to achieve the proposed objective, the whole study is divided into seven experiments.
The first three experiments involve evaluating the data quality, understanding the effect of armband
position on data quality, and reliability of forearm EMG and IMU data. Later, four experiments involve
building and evaluating activity classification models, assessing the reliability of classification results,
understanding the effect of lifting weights on classification results, and evaluating the classification
performance of different sensor combinations. The results of these experiments answer various
questions such as noise level in armband signal data, drift in the IMU sensor data, quality of EMG
and IMU data for at-rest and in-motion activities, the effect of armband position on signal quality,
the accuracy of construction activity classification using EMG and IMU, reliability of sensor data and
classification results, effect of lifting weights on classification accuracy, and classification performance
of different sensor combinations. It was hypothesized that the armband sensor provides reliable EMG
and IMU data and activity classification results. The answers to the above questions establish the
reliability and applicability of forearm EMG and IMU data for construction activity classification.

2. Materials and Methods

2.1. Participants

Eight healthy college male students voluntarily participated in all the experiments. The participants’
ages ranged from 24 to 28 years (mean ± SD: 26.13 ± 1.55 years), height ranged from 1.65 to 1.83 m
(1.74 ± 0.06 m), and weight ranged from 62.60 to 100 kg (81.35 ± 12.44 kg). All the participants were
right-handed, healthy, and had no musculoskeletal disorders at the time of experiments. All the
procedures involving human participants were approved by the Louisiana State University Institutional
Review Board (IRB #: IRBAM-20-0112). The purpose of the research was demonstrated to all the
participants before the start of the experiment, and their signatures were obtained on the informed
consent forms. The sample size required to assess the reliability of the sensor using the intraclass
correlation (ICC) was determined using the tables from Bujang and Baharum [30]. An ICC score greater
than or equal to 0.75 indicates excellent reliability [31,32]. At least seven participants are required to
achieve a minimum of 0.75 ICC scores with two assessments per subject at a 0.05 significance level and
a power of 0.80 [30].

2.2. Measurements and Instrumentation

A forearm based wearable armband sensor (Myo armband) developed by Thalmic Labs Inc. was
used to collect the EMG and IMU data. Myo armband sensor is a non-intrusive wearable sensor
that consists of eight dry surface EMG sensors and a 9-axes IMU sensor (3-axes gyroscope, 3-axes
accelerometer, and 3-axes magnetometer). The sensor weighs approximately 93 g [23]. The data from
the sensor is transmitted to the computer or cloud storage via Bluetooth Low Energy (BLE) wireless
connection. The raw EMG and IMU data can be assessed through the Myo software development
kit (SDK). The Myo SDK was used to acquire real-time forearm EMG and IMU data at a frequency of
200 Hz and 50 Hz, respectively. The device goes into an idle state if there is no activity for more than
30 s. The configuration of Myo armband electrodes is shown in Figure 1a, where the electrode with the
LED light and Myo logo is channel-4, followed by channel-3 in clockwise direction and channel-5 in
counter-clockwise direction. Moreover, Figure 1a shows the direction of x, y, and z of the IMU sensor.
The armband was worn on the thickest part of the forearm, as shown in Figure 1b with the channel-4
in the line of the index finger, and the blue marker was in the lower forearm for the experiments unless
otherwise stated [33]. After wearing the armband sensor, the participant calibrates their motion by
performing predefined gestures such as finger spread, wave-in, wave-out, and relaxed state gestures
by connecting with Thalmic Labs’ Myo Connect manager [34].
The eight EMG sensors capture the electrical impulses generated by the forearm muscles, which are returned as an 8-bit array, in other words, each EMG sensor outputs an integer value between \(-128\) and \(127\) representing muscle activation levels. The armband sensor captures the muscle activity of various forearm muscles such as the brachioradialis, flexor digitorum superficialis, medial epicondyle of humerus, palmaris longus, flexor carpi ulnaris, flexor carpi radialis, and pronator teres [35]. Whereas, the IMU unit captures the motion of the forearm by measuring acceleration, angular velocity, and orientation along the x, y, and z axes. It was ensured that the armband was always synced with the application and calibrated throughout the experiments.

High-precision conventional wearable EMG and IMU sensors such as FREEEMG (BTS Bioengineering Corp., Quincy, MA, USA) and YEI 3-Space IMU sensor (Yost Engineering Inc., Portsmouth, OH, USA) respectively, were used to compare the armband sensor data quality. The conventional sensor measures the acceleration and gyroscope in units of g and radians/s, respectively. In comparison, the conventional EMG sensor measures muscle activity in millivolts (mV). Besides, the conventional IMU sensor was calibrated using a gradient descent calibration procedure and no preprocessing was performed on any of the sensor data before data quality calculations.

To assess the reliability of the armband sensor data, features such as absolute acceleration, absolute angular velocity, and mean absolute value of EMGsum (sum of EMG values) were calculated from raw data [36]. These sensor features are widely used in activity/gesture/motion recognition applications [33,36–42]. The acceleration along x, y, and z axes were used to compute the absolute acceleration or magnitude of the acceleration vector (Acc) at any given timestamp (t) using Equation (1) [31,43,44]. Similarly, the angular velocity along the three axes provided by the gyroscope sensor was used to calculate the absolute gyroscope angular velocity or magnitude of gyroscope vector (Gyro) at any given timestamp (t) using Equation (2) [31,44–46]. For simplicity, the angular velocity along the axes was represented as Gyro in Equation (2). Using the eight EMG values, a new feature EMGsum was calculated by summing up all the eight EMG values at any timestamp (t) [47,48]. Further, the mean absolute value (MAV) of EMGsum was evaluated using Equation (3), which was later used for reliability assessment [33,37,38]. For each trial, an average of acceleration magnitude, an average of gyroscope magnitude, and MAV of EMGsum was computed to assess the trial-to-trial (intra-day) reliability of the sensor. Whereas in the case of day-to-day (inter-day) reliability test, the mean values of three trials of each day were used for ICC analysis.

\[
Acc(t) = \sqrt[2]{\text{Acc}(t)_x^2 + \text{Acc}(t)_y^2 + \text{Acc}(t)_z^2}
\]  
(1)

\[
\text{Gyro}(t) = \sqrt[2]{\text{Gyro}(t)_x^2 + \text{Gyro}(t)_y^2 + \text{Gyro}(t)_z^2}
\]  
(2)

![Figure 1. (a) Myo armband electrode location and (b) Myo armband placement on the forearm.](image-url)
2.3. General Procedures of the Study

This study consists of seven experiments, including (a) evaluating the forearm EMG and IMU data quality for “at-rest” and “in-motion” activities (Experiment I); (b) investigating the effect of armband sensor position on EMG and IMU data (Experiment II); (c) assessing the reliability of forearm EMG and IMU data obtained while performing construction activities (Experiment III); (d) classification model building, performance evaluation, and classifier comparison (Experiment IV); (e) investigating the reliability of results obtained from classification models using EMG and IMU data while performing construction activities on different days (Experiment V); (f) investigating the effect of lifting weight on forearm EMG and IMU data and activity classification results (Experiment VI); and (g) comparison of activity classification performance for different sensor combinations. The activities performed by the participants are standardized across all the experiments. The “at-rest” activities include the armband lying stationary on the floor or placed on the arm of a person sitting still with arm resting on a desk. Whereas, the “in-motion” activities include screwing at elbow height at a frequency of 1 turn/6 s, wrenching while kneeling at a frequency of 1 turn/6 s, lifting a 25 lbs sandbag from elbow to shoulder height at a frequency of 1 lift/6 s, and carrying a 25 lbs sandbag on the shoulder with the dominant hand at the bottom of the sandbag for 30 s. Activities were designed in such a way that they represent a wide range of construction activities involving forearm (lifting), wrist (screwing and wrenching), and whole-body (carrying). Moreover, these activities represent controlled natural motions such as repeated motion (lifting), impulsive motion (screwing or wrenching), and free motion (carrying). All the activities were performed for 30 s (i.e., each trial of activity was 30 s). Each participant performed three trials for an activity on a testing day. There were two testing periods (i.e., Day-1 and Day-2) where participants performed all five activities (i.e., stationary on the body, screwing, wrenching, lifting, and carrying) on both days. Therefore, each participant performed a total of 15 activities (3 trials × 5 activities) in one day. There was no gap between the testing periods. The activities were randomized for all the participants for both days. Before the start of the experiment, all the participants were given enough time to familiarize themselves with the tools to eliminate systematic bias, which occurs due to learning effects [49]. The participants were asked to warm up their bodies before the start of the session, and enough rest was provided between the trials to prevent injuries and fatigue [50]. Once the armband was worn on the body and synced with the computer, a two minute settling time was considered before the start of the experiment to prevent the rotational drift. In order to test the reliability using the test-retest approach, all the activities were performed in an indoor environment under control conditions unless stated otherwise. The eight participants’ EMG, accelerometer, and gyroscope data were recorded and stored for all five activities for both the days. The data were processed and analyzed accordingly based on the experiment requirements. The seven experiments mentioned above are further explained in the following sections and broadly divided into three categories: data quality assessment, data reliability assessment, and activity classification performance evaluation.

2.3.1. Data Quality Assessment

Experiment I—Evaluating the Forearm EMG and IMU Data Quality for “At-Rest” and “In-Motion” Activities

The wearable sensor data is highly susceptible to various confounding factors that affect the quality of data. In this experiment, the data quality of EMG, acceleration, and gyroscope measurements were assessed by evaluating the signal-to-noise ratio (SNR) and compared to a conventional sensor. Furthermore, the influence of confounding factors (communication devices, another sensor, power tools, and smartwatches) and environments (indoor and outdoor) on the data quality were studied.
in this experiment. Firstly, the data quality was determined for the armband sensor and compared with the conventional sensors for at-rest and in-motion activities. In order to compare the data quality of the armband sensor, the conventional sensors were placed along with the armband sensor while performing activities, as shown in Figure 2. Each in-motion activity was performed three times by all eight participants. The average SNR value was used for the comparison. The influence of various confounding factors and environmental conditions on the armband sensor data quality was assessed when Myo was lying on the floor by computing SNR values for three trials. Inter-device data quality was assessed using two armbands lying on the floor at the same time to check if the data is consistent across different devices under the same conditions. All the at-rest activities were conducted three times, and the average value was considered to represent the influence of confounding factors, environment, and inter-device variability on the data quality.

Figure 2. Position of conventional (a) inertial measurement unit IMU and (b) electromyography (EMG) along with armband sensor.

Experiment II—Investigating the Effect of Armband Sensor Position on EMG and IMU Data

In order to explore the effect of sensor position on the EMG and IMU data, a lifting activity was performed for three different sensor positions as shown in Figure 3. The standard position refers to wearing an armband with sensor-4 in the direction of the index finger. Whereas the rotated and slid positions refer to rotating the armband in an anticlockwise direction (sensor-5 in the direction of the index finger) and sliding the armband downwards with respect to the standard position, respectively. A qualitative analysis was performed on the root mean square value of EMG and the absolute magnitude of IMU data collected while performing lifting activity with three sensor positions.

Figure 3. Three armband sensor positions to test the effect of sensor position on data quality: (a) rotated, (b) standard, and (c) slid down.

The sensor data quality was assessed by evaluating the noise level in the data using the signal-to-noise ratio (SNR). The SNR value of a signal is the ratio of the power of the signal to the power of the noise [51]. Alternatively, it is defined as the ratio of the mean of the measurements (μ) to the standard deviation of the measurements (σ) as shown in Equation (4). Where mean and standard deviation (SD) of measurements represent the power of signal and power of noise in the measurements. The signal power of acceleration and gyroscope measurements were determined as mean values of absolute magnitude. Whereas, the mean value of the EMG measurements was calculated as mean-absolute-value (MAV) [25,52].

\[
\text{SNR} = \frac{\mu}{\sigma}
\]  

Equation (4)
2.3.2. Data Reliability Assessment

Experiment III—Assessing the Reliability of Forearm EMG and IMU Data Obtained While Performing Construction Activities

The EMG and IMU data collected from eight participants while performing construction activities on two different days were assessed for reliability. In this experiment, the raw EMG and IMU data collected from eight participants were processed to calculate the mean absolute value (MAV) of EMG, absolute acceleration (Acc), and absolute gyroscope (Gyro) for each trial of both the days (Day-1 and Day-2). The MAV, Acc, and Gyro values of each trial were used to assess trial-to-trial reliability for both the days. Further, the MAV, Acc, and Gyro values of all the three trials were averaged for an activity for a participant for each day to evaluate reliability between days. The relative reliability was assessed using the intraclass correlation coefficient, and absolute reliability was evaluated using standard error of measurement (SEM) and smallest detectable difference (SDD).

All statistical analyses were performed using IBM SPSS statistical package version 25 (Armonk, NY, USA). The trial-to-trial and day-to-day reliability were assessed on the accelerometer, gyroscope, and electromyography measurements obtained while performing five construction activities on two different testing periods (i.e., Day-1 and Day-2). Moreover, the assessment of the trial-to-trial and day-to-day reliability measures intradevice reliability. The reliability was assessed between the trials and between the days using test-retest reliability, which consists of relative and absolute reliability [31,53]. The relative reliability refers to the magnitude of the correlation of repeated measurements, which was evaluated using the intraclass correlation coefficient (ICC) [31,32]. The relative reliability was expressed using ICC form (3, k), which includes a two-way mixed effect model, mean of k measurement type, and a definition of a relationship as absolute agreement [54,55]. Moreover, the ICC form (3, k) considers both systematic and random errors and uses the mean value of the repeated measurements as evaluation scores [31]. Based on the ICC score, the strength of relative reliability can be interpreted as excellent (if ICC score is higher than 0.75), good (if ICC score is between 0.59 and 0.75), fair (if ICC score is between 0.48 and 0.58), and poor (if ICC score is less than 0.40) [31,32,54–57].

Whereas the absolute reliability refers to variability in the repeated measurements of an individual [31,32]. The absolute reliability was evaluated by estimating the standard measurement error (SEM). SEM estimates how the repeated measures of an individual on the same device tend to distribute around true value [31]. SEM is estimated as defined in Equation (5), where SD is the standard deviation of the measurements of a test and retest of all participants, and ICC is the average trial-to-trial or day-to-day test-retest relative reliability [31,32,56,58,59]. The SEM% was used to compare the absolute test-retest reliabilities of different scenarios, which was evaluated using Equation (6), where the SEM score is represented as a percentage of SEM divided by the mean of test and retest measurements. The SEM% value below 10% indicates excellent absolute test-retest reliability. Moreover, the smallest detectable difference (SDD) was calculated from SEM at a 95% confidence interval using Equation (7), which is the smallest change in the measurement that is required to be considered as a real change in the measurement but not due to error [31,32,56]. Similar to SEM%, the SDD score is expressed as a percentage of the mean of measurements (SDD%), which is computed using Equation (8) [31,32,56].

Before performing the parametric reliability testing, a nonparametric Kolmogorov–Smirnov test was performed to verify the normality of the data.

\[
SEM = SD \sqrt{1-ICC} \tag{5}
\]

\[
SEM\% = \frac{SD \sqrt{1-ICC}}{Mean} \times 100 \tag{6}
\]

\[
SDD = 1.96 \times \sqrt{2} \times SEM \tag{7}
\]

\[
SDD\% = \frac{1.96 \times \sqrt{2} \times SEM}{Mean} \times 100 \tag{8}
\]
2.3.3. Activity Classification, Performance Evaluation, and Classification Reliability

Experiment IV—Classification Model Building, Performance Evaluation, and Classifier Comparison

The data obtained from the armband sensor worn by the eight participants performing five activities on two different days (Day-1 and Day-2) was used to build machine learning (ML) based classifiers for respective days. A typical machine learning methodology, which includes data preparation, model building, model training, hyperparameter tuning, and model evaluation, was used to develop ML classifiers for activity classification, which was implemented using the PyCatet classification module in Google Colab. Firstly, the dataset was prepared using the raw acceleration\(^{\text{a_x, a_y, a_z}}\), gyroscope\(^{\text{g_x, g_y, g_z}}\), and EMG (8-channel) features for both the days. The 8-channel EMG data were downsampled by converting 8-bit to 32-bit to match the frequency of accelerometer and gyroscope data. Therefore, the final dataset for each day consists of 38 (3-acceleration, 3-gyroscope, and 32-EMG) input features. Further, the data were manually labeled for five different activities (i.e., stationary on the body, screwing, wrenching, lifting, and carrying). Once the datasets were prepared, the labeled data was used to build the machine learning (ML) based classifier models using the default classifier settings. Besides, the hyperparameters of the model were tuned by optimizing the model accuracy to obtain a finely tuned model. The ten most common ML-based classifier models such as random forest, J48 decision trees, support vector machine (SVM), naïve Bayes, k-nearest neighbors (KNN), logistic, multi-layer perceptron (MLP), linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), and gradient boosting (Xgboost) were built using each day dataset. Additionally, 10-fold cross-validation was performed to evaluate the performance of the classifiers. In the cross-validation technique, the dataset is randomly shuffled and divided into ten groups. Each unique group is considered as a holdout or test dataset, and the remaining nine groups are used for model training. Once the model has been fitted on the training dataset, the model is evaluated on the test set. The evaluation score is retained, and the model is discarded. This process is repeated for each unique group. The performance of the trained ML classifier was evaluated using metrics such as accuracy, recall, precision, F1 score, kappa, and confusion matrix. The performance of different classifiers was compared to determine the best performing classifier for each dataset.

Experiment V—Investigating the Reliability of Results Obtained from Classification Models Using EMG and IMU Data While Performing Construction Activities on Different Days

The reliability of results obtained from the classification models using Day-1 and Day-2 datasets was investigated. The best classifier obtained in Experiment III was further used to run ten iterations on each dataset. The accuracies of the classifier on the Day-1 dataset were compared to accuracies of the same classifier on the Day-2 dataset using paired \(t\)-test at 0.05 significance level.

Experiment VI—Investigating the Effect of Lifting Weight on Forearm EMG and IMU Data and Activity Classification

Detecting different weights is useful for many construction applications. This experiment investigates if the weight affects forearm EMG and IMU data and activity classification. For this experiment, an activity of lifting three different weights (10 lbs, 25 lbs, 50 lbs) with three trials from four participants was considered. The raw data with 38 features (acceleration-3, gyroscope-3, and EMG-32) was manually labeled for three activities (Lift10, Lift25, and Lift50). The ML-based classification models such as random forest, J48 decision trees, support vector machine (SVM), naïve Bayes, k-nearest neighbors (KNN), logistic, multi-layer perceptron (MLP), linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), and gradient boosting (Xgboost) were built using the raw data and evaluated using 10-fold cross-validation technique. The best classifier results were analyzed for three different classes to check if the sensor data could classify different weights.
Experiment VII—Comparison of Activity Classification Performance for Different Sensor Combinations

This experiment focuses on comparing the performance of various ML-based classifier models built using different sensor feature combinations such as EMG + IMU, IMU alone, and EMG alone. For this analysis, two datasets were considered, namely, controlled and uncontrolled activity datasets. The controlled activity dataset was prepared by combining the Day-1 and Day-2 data of five controlled activities, namely screwing, wrenching, lifting, and carrying. Whereas the uncontrolled dataset was prepared by collecting forearm armband data from the participants while performing nine construction activities at varied intensities and pace such as walking at random speed (walk), carrying (10 lbs, 25 lbs, and 50 lbs), lifting (10 lbs, 25 lbs, and 50 lbs), and screwing (at elbow height, kneeling, and overhead). Both the datasets consist of 38 features (3-acceleration, 3-gyroscope, and 32-EMG).

Once the datasets were prepared, the ML-based classifiers were built with different sensor feature combinations. As explained in Experiment IV, the ten most used ML-based classifier models were built for three sensor data combinations for both datasets. The finely tuned ML-based classifiers were evaluated using 10-fold cross-validation, and the accuracy of the classifiers was combined across all the sensor feature combinations for both the datasets.

The classification involves identifying a set of classes using the input features. The performance of a classification algorithm is evaluated using metrics such as accuracy, recall, precision, F1 score, and kappa. In order to define these metrics, one needs to understand the terms true positives (TP), true negative (TN), false positive (FP), and false-negative (FN). The classification accuracy is the ratio of correct predictions (TP + TN) to the total number of predictions (TP + TN + FP + FN). Precision measures the number of correct positive predictions, which is the ratio of true positives to total positive predictions (TP + FP). In contrast, recall is the measure of the number of correct positive predictions out of all the positive predictions, which are the ratio of true positives to true positives (TP) and false-negatives (FN). F1 score is the weighted average of precision and recall, as shown in Equation (9) [60]. Cohen’s kappa value measures the agreement between the predicted and actual labels. Apart from these metrics, the performance of the classifier on individual classes was assessed by using a confusion matrix.

F1 Score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (9)

3. Results

3.1. Forearm EMG and IMU Data Quality for “At-Rest” and “In-Motion” Activities

Firstly, the EMG and IMU data quality of the armband sensors were compared with conventional EMG (FREEEMG) and IMU (Yost) using standard deviation and signal to noise ratio. Table 1 shows the standard deviation (noise level) and SNR (signal quality) for accelerometer, gyroscope, and EMG for both conventional and armband sensor for at-rest and in-motion activities. The at-rest activities include stationary on the body for the EMG and stationary on the floor for IMU. For at-rest and in-motion activities, the noise levels in acceleration and gyroscope data of the armband sensor are comparable to a conventional sensor. The SNR values are higher in the case of armband acceleration data compared to the conventional sensor for both at-rest and in-motion activities. Whereas, the SNR values of gyroscope and EMG armband data are comparable to conventional sensors (Table 1). However, the signal quality measured as SNR is better in armband data compared to conventional sensors for both EMG and IMU (Table 1). Secondly, the noise level and data quality were compared between the indoor and outdoor environments. The results show that the noise level slightly increased in case of gyroscope \((SD_{\text{Indoor}} = 0.121, \text{and } SD_{\text{Outdoor}} = 0.138)\) and EMG \((SD_{\text{Indoor}} = 3.006, \text{and } SD_{\text{Outdoor}} = 2.974)\) data for outdoor environment (Table 2). However, the signal quality is comparably the same for both the environments (Table 2). Thirdly, two different armband sensors under same conditions have similar noise level and data quality for acceleration \((SD_1 = 0.002, \text{SNR}_1 = 514.120; SD_2 = 0.002, \text{SNR}_2 = 515.192)\),
gyroscope ($SD_1 = 0.121, SNR_1 = 1.325; SD_2 = 0.138, SNR_2 = 1.469$) and EMG ($SD_1 = 3.006, SNR_1 = 0.865; SD_2 = 2.947, SNR_2 = 0.881$) data (Table 3). The acceleration, gyroscope, and EMG data of stationary on the body were assessed for potential confounding factors, as shown in Table 4. The results show that the noise level in the acceleration is almost similar for all the factors; however, slightly affected in the presence of a communication device (Table 4). The noise level in gyroscope and EMG data have slightly increased in the presence of other sensor and power tools, respectively. However, the data quality of gyroscope and EMG data is similar in the presence and absence of confounding factors (Table 4). Finally, the rotational drift was determined by observing the evolution of the yaw angle for the data collected during the stationary on the body and Myo lying on the floor. Figure 4 shows the evolution of a yaw angle for 80 s of a stationary experiment. The results indicated that there was $0.13 \, \text{deg/s}$ drift initially and it reached a steady orientation when the armband was stationary on the body (Figure 4a). Whereas in the case of armband lying on the floor, the yaw angle drifts at a rate of $0.17 \, \text{deg/s}$ before it reached steady orientation, as shown in Figure 4b. Besides, it can be observed that the rotational drift was reduced considerably when worn on the body compared to the armband lying on the floor. Furthermore, the drift was higher in the initial frames and reached steady orientation in a few seconds. Therefore, a settling time of two minutes was considered to prevent rotational drift.

Table 1. Comparison of EMG and IMU data quality of Myo armband and conventional sensors.

|                         | Accelerometer (Units of g) | Gyroscope (rad/s) | EMG |
|-------------------------|-----------------------------|-------------------|-----|
|                         | Myo | 0.00 | 514.12 | 0.00 | 340.64 | 0.00 | 1.32 |
|                         | Conv. | SD | SNR | SD | SNR | SD | SNR | SD | SNR |
| At-rest Activities |||||
| Screwing                | 0.02 | 0.03 | 35.30 | 0.31 | 0.52 | 0.43 | 4.39 | 0.78 | 0.02 | 0.67 |
| Wrenching               | 0.03 | 0.04 | 25.88 | 0.39 | 0.66 | 0.40 | 0.71 | 5.64 | 0.70 | 0.02 | 0.67 |
| Lifting                 | 0.13 | 0.15 | 6.96  | 0.95 | 0.90 | 0.89 | 19.50 | 0.49 | 0.07 | 0.41 |
| Carrying                | 0.06 | 0.07 | 15.35 | 0.45 | 1.22 | 0.50 | 11.25 | 0.70 | 0.01 | 0.66 |

Table 2. Comparison of EMG and IMU data quality between indoor and outdoor for at-rest activity.

|                | Indoor |       | Outdoor |       |       |       |
|----------------|--------|-------|---------|-------|-------|-------|
|                | Std. Dev. | SNR | Std. Dev. | SNR |       |       |
| Accelerometer  | 0.002  | 514.120 | 0.002  | 495.712 |       |       |
| Gyroscope      | 0.121  | 1.325  | 0.223  | 1.093  |       |       |
| EMG            | 3.006  | 0.865  | 3.389  | 0.846  |       |       |

Table 3. Comparison of EMG and IMU data quality between two armband sensors for at-rest activity.

|                | Myo-1 |       | Myo-2 |       |       |       |
|----------------|-------|-------|-------|-------|-------|-------|
|                | Std. Dev. | SNR | Std. Dev. | SNR |       |       |
| Accelerometer  | 0.002  | 514.120 | 0.002  | 515.192 |       |       |
| Gyroscope      | 0.121  | 1.325  | 0.138  | 1.469  |       |       |
| EMG            | 3.006  | 0.865  | 2.974  | 0.881  |       |       |
Table 4. Effect of confounding factors on data quality for at-rest activity.

|                      | Communication Device | Other Sensor | Power Tool | Smart Watch |
|----------------------|----------------------|--------------|------------|-------------|
|                      | Std. Dev.   | SNR         | Std. Dev.   | SNR         | Std. Dev.   | SNR         | Std. Dev.   | SNR         |
| Accelerometer        | 0.002      | 443.860     | 0.002      | 470.081     | 0.002      | 493.564     | 0.002      | 479.490     |
| Gyroscope            | 0.100      | 1.588       | 0.166      | 1.157       | 0.133      | 1.147       | 0.111      | 1.255       |
| EMG                  | 3.270      | 0.851       | 3.100      | 0.855       | 4.610      | 0.830       | 3.030      | 0.855       |

Figure 4. Evolution of yaw angle of armband sensor while (a) stationary on the body and (b) lying on the floor.

Further, a qualitative comparison was performed by inspecting the in-motion activity data from the armband and conventional sensors. The acceleration and EMG data of lifting activity of armband and conventional sensor were at the same time was plotted in Figures 5 and 6, respectively. In Figure 5, the acceleration magnitude was compared for both the sensors, and it is evident that the acceleration data pattern is similar to the conventional IMU sensor. In Figure 6, the root mean square (RMS) of EMG channel-4 was compared with conventional EMG RMS, which shows that they follow a similar trend. Moreover, the Myo armband can capture more detailed information compared to a single FREEEMG sensor.
3.2. Effect of Sensor Position on Forearm EMG and IMU Data

The effect of three sensor positions, such as "rotated," "standard," and "slid down" are compared for lifting activity. Figure 7a, b shows the acceleration and gyroscope magnitude for three

Figure 5. Acceleration magnitude while lifting using (a) conventional sensor and (b) armband sensor.

Figure 6. EMG RMS plots for lifting activity using (a) conventional EMG sensor and (b) armband sensor.
3.2. Effect of Sensor Position on Forearm EMG and IMU Data Quality

The effect of three sensor positions, such as “rotated,” “standard,” and “slid down” are compared for lifting activity. Figure 7a,b shows the acceleration and gyroscope magnitude for three positions, the range of magnitude and median is the same for all the three positions, and this shows that the IMU data of the forearm is almost the same irrespective of the armband position; whereas the RMS plots of EMG vary for different sensor positions, as shown in Figure 8. When the armband is rotated by one sensor, the channel-5 takes the position of channel-4, and channel-6 takes the position of channel-5. Similarly, the RMS plot of EMG-5 and EMG-6 in rotated positions are similar to the RMS plot of EMG-4 and EMG-5 in standard positions, respectively. Whereas the RMS plots in slid down position have a lower magnitude range compared to the standard position due to lesser contact with the muscle in slid position.

![Figure 7](image1.jpg)

**Figure 7.** Comparison of (a) acceleration and (b) gyroscope magnitude for three (rotated, standard, and slid) sensor positions.

![Figure 8](image2.jpg)

**Figure 8.** Comparison of RMS values of EMG-3, 4, 5, and 6 channels for three (rotated, standard, and slid) sensor positions.
3.3. Reliability of Forearm EMG and IMU Data of Construction Activities

The forearm acceleration, gyroscope, and EMG data from eight participants while performing construction activities such as screwing, wrenching, lifting, carrying, and at-rest was assessed for trial-to-trial and day-to-day reliability using the ICC test. Tables 5–7 summarize the test-retest reliability evaluation of accelerometer, gyroscope, and EMG measurements. For each activity, the mean and standard deviation of the measurements is the average of three trials (test mean (SD)) for each day. The average ICC value of three trials at a 95% confidence interval (CI), SEM%, and SDD% for all five activities for both days are shown in Tables 5–7. For acceleration measurements of both the days, the average ICC values range from 0.844 to 0.995 for all five activities (Table 5). Similarly, for gyroscope and EMG, the values range from 0.839 to 0.987 and 0.864 to 0.988, respectively (Tables 6 and 7). The results from Tables 5–7 indicate excellent relative reliability between trials of acceleration, gyroscope, and EMG measurements for all five activities for both days. Moreover, SEM% for all the activities for acceleration, gyroscope, and EMG measurements is below 10%, which indicates excellent absolute reliability between trials for both the days. The SDD% for all activities for both the days ranges from 0.098% to 0.669% for acceleration, 5.953% to 32.225% for gyroscope, and 6.709% to 29.130% for EMG.

The day-to-day reliability assessment for accelerometer measurements shows that the ICC value is greater than 0.75, and SEM% is below 10% for all the activities, which indicates an excellent relative and absolute reliability for all activities (Table 8). For gyroscope, the ICC values are greater than 0.75 except for lifting activity (ICC = 0.724), which indicates excellent relative reliability of gyroscope data except for lifting. Whereas for the absolute reliability, SEM% values are below 10% except for stationary on the body (SEM% = 11.36%) and screwing (SEM% = 16.322%) activity. For EMG measurements, the ICC values are greater than 0.75 for all the activities indicating excellent relative reliability. Whereas the SEM% is slightly above 10% except for lifting activity (SEM% = 7.75%). The SDD% values range from between 14.48% to 31.48% and 24.49% to 39.89% for gyroscope and EMG measurements, respectively. The higher SDD% values of gyroscope and EMG suggest that caution should be taken when using gyroscope and EMG measurements for activity recognition because the change in the measurements might be due to error. Therefore, later experiments investigate if the data quality and reliability of the armband data are sufficient to yield accurate and reliable activity classification results.

3.4. Validating the Classifier Performance on Day-1 and Day-2 Dataset

Tables 9 and 10 present the classification performance results of the classifiers built using Day-1 and Day-2 datasets. The performance of both classifiers was evaluated using overall accuracy, recall, precision, F1 score, and kappa, as shown in Tables 9 and 10. The best classification performance was obtained for random forest for both Day-1 (accuracy—96.48%) and Day-2 datasets (accuracy—96.48%). Further, the random forest classifier was used to assess performance between the classes using the confusion matrix and class report, as shown in Tables 11 and 12. The recall values above 90% for both the classifiers show that a specific activity can be predicted with less false positive values. The F1 score demonstrated high overall performance for stationary on the body, carrying, lifting, screwing, and with the lowest for wrenching (93.2% and 94.9%) for both the classifiers (Tables 11 and 12). Finally, the association between the actual activities and the predicted classes was measured with Cohen’s kappa coefficient, and the values indicate strong agreement with the reality in both Day-1 (95.6% ± 0.003) and Day-2 (96.73% ± 0.0019) classifiers (Tables 11 and 12).
### Table 5. Accelerometer trial-to-trial reliability.

|                      | Day-1                      | Day-2                      |
|----------------------|----------------------------|----------------------------|
|                      | Test Mean (SD)            | ICC (95% CI)               | SEM% | SDD% | Test Mean (SD)          | ICC (95% CI) | SEM% | SDD% |
| Stationary on the Body | 0.97 (0.0048)            | 0.961 (0.943–0.990)       | 0.100% | 0.285% | 0.97 (0.00504)          | 0.995 (0.993–0.998) | 0.035% | 0.098% |
| Screwing             | 0.98 (0.0099)            | 0.965 (0.952–0.979)       | 0.190% | 0.537% | 0.98 (0.00931)          | 0.991 (0.988–0.995) | 0.087% | 0.245% |
| Wrenching            | 0.99 (0.0127)            | 0.978 (0.964–0.985)       | 0.192% | 0.539% | 0.99 (0.01227)          | 0.980 (0.969–0.995) | 0.179% | 0.490% |
| Lifting              | 1.00 (0.0103)            | 0.959 (0.952–0.963)       | 0.212% | 0.585% | 0.99 (0.00673)          | 0.923 (0.892–0.962) | 0.203% | 0.524% |
| Carrying             | 1.01 (0.0073)            | 0.888 (0.868–0.900)       | 0.245% | 0.669% | 1.01 (0.00551)          | 0.844 (0.779–0.931) | 0.258% | 0.598% |

### Table 6. Gyroscope trial-to-trial reliability assessment.

|                      | Day-1                      | Day-2                      |
|----------------------|----------------------------|----------------------------|
|                      | Test Mean (SD)            | ICC (95% CI)               | SEM% | SDD% | Test Mean (SD)          | ICC (95% CI) | SEM% | SDD% |
| Stationary on the Body | 0.575 (0.155)            | 0.921 (0.840–0.966)       | 7.981% | 22.122% | 0.581 (0.168)          | 0.839 (0.757–0.924) | 11.626% | 32.225% |
| Screwing             | 9.448 (3.850)             | 0.987 (0.986–0.987)       | 4.706% | 13.043% | 7.316 (1.900)          | 0.893 (0.873–0.930) | 8.507% | 23.581% |
| Wrenching            | 14.243 (3.291)            | 0.967 (0.954–0.988)       | 4.176% | 11.577% | 14.239 (2.538)          | 0.885 (0.854–0.935) | 6.036% | 16.731% |
| Lifting              | 46.043 (5.164)            | 0.963 (0.948–0.979)       | 2.148% | 5.953% | 45.945 (3.897)          | 0.824 (0.759–0.873) | 3.562% | 9.874% |
| Carrying             | 30.804 (3.960)            | 0.899 (0.864–0.921)       | 4.092% | 11.344% | 24.838 (5.609)          | 0.919 (0.880–0.939) | 6.440% | 17.851% |

### Table 7. EMG trial-to-trial reliability assessment.

|                      | Day-1                      | Day-2                      |
|----------------------|----------------------------|----------------------------|
|                      | Test Mean (SD)            | ICC (95% CI)               | SEM% | SDD% | Test Mean (SD)          | ICC (95% CI) | SEM% | SDD% |
| Stationary on the Body | 10.183 (4.678)          | 0.981 (0.963–0.995)       | 6.332% | 17.552% | 7.80 (1.163)          | 0.864 (0.817–0.917) | 5.499% | 15.242% |
| Screwing             | 23.622 (8.206)            | 0.946 (0.914–0.992)       | 8.048% | 22.308% | 27.32 (7.602)          | 0.983 (0.973–0.990) | 3.628% | 10.056% |
| Wrenching            | 31.719 (11.066)           | 0.988 (0.985–0.989)       | 3.874% | 10.739% | 30.84 (11.966)          | 0.983 (0.977–0.988) | 5.108% | 14.159% |
| Lifting              | 40.497 (4.963)            | 0.961 (0.946–0.976)       | 2.420% | 6.709% | 40.65 (8.490)          | 0.948 (0.918–0.979) | 4.748% | 13.160% |
| Carrying             | 42.326 (16.037)           | 0.949 (0.937–0.962)       | 8.557% | 23.718% | 35.77 (10.282)         | 0.866 (0.806–0.914) | 10.509% | 29.130% |
### Table 8. Accelerometer, gyroscope, and EMG day-to-day reliability assessment.

|                  | Accelerometer       | Gyroscope          | EMG               |
|------------------|---------------------|--------------------|-------------------|
|                  | Day-1 vs. Day-2     | Day-1 vs. Day-2    | Day-1 vs. Day-2   |
|                  | ICC SEM% SDD%       | ICC SEM% SDD%      | ICC SEM% SDD%     |
| Stationary on the Body | 0.82 0.24% 0.57% | 0.80 11.36% 31.48% | 0.92 12.57% 34.83% |
| Screwing         | 0.86 0.40% 0.97%   | 0.80 16.32% 45.24% | 0.85 12.14% 33.65% |
| Wrenching        | 0.86 0.52% 1.26%   | 0.84 8.22% 22.79%  | 0.79 16.21% 44.92% |
| Lifting          | 0.86 0.35% 0.86%   | 0.72 5.22% 14.48%  | 0.82 7.75% 21.49%  |
| Carrying         | 0.88 0.24% 0.59%   | 0.78 6.94% 19.25%  | 0.85 14.39% 39.89% |

### Table 9. ML-based classifier performance on Day-1 dataset.

| Classifier  | Accuracy | Precision | F1 Score | Kappa     |
|-------------|----------|-----------|----------|-----------|
| Random Forest | 96.48% (0.0024) | 96.49% (0.0024) | 96.48% (0.0024) | 95.60% (0.0030) |
| J48         | 94.30% (0.0017) | 94.78% (0.0016) | 94.34% (0.0016) | 96.33% (0.0022) |
| SVM         | 58.85% (0.0084) | 58.01% (0.0172) | 54.31% (0.0163) | 48.44% (0.0105) |
| Naive Bayes | 70.45% (0.022) | 70.64% (0.0023) | 70.06% (0.0023) | 63.06% (0.0027) |
| KNN         | 79.43% (0.024) | 79.55% (0.0025) | 78.95% (0.0026) | 74.25% (0.0030) |
| Logistic    | 61.64% (0.0044) | 64.28% (0.0052) | 60.51% (0.0046) | 51.96% (0.0055) |
| MLP         | 94.81% (0.0029) | 94.80% (0.0028) | 94.80% (0.0028) | 93.51% (0.0036) |
| LDA         | 59.11% (0.0037) | 63.11% (0.0081) | 56.21% (0.0036) | 48.76% (0.0046) |
| QDA         | 75.23% (0.0028) | 75.45% (0.0032) | 74.86% (0.0031) | 69.03% (0.0035) |
| Xgboost     | 93.42% (0.0029) | 93.50% (0.0028) | 93.36% (0.0030) | 91.77% (0.0037) |

### Table 10. ML-based classifier performance on Day-2 dataset.

| Classifier  | Accuracy | Precision | F1 Score | Kappa     |
|-------------|----------|-----------|----------|-----------|
| Random Forest | 97.43% (0.0015) | 97.43% (0.0015) | 97.43% (0.0015) | 96.73% (0.0019) |
| J48         | 96.01% (0.0014) | 96.24% (0.0013) | 96.05% (0.0014) | 95.02% (0.0017) |
| SVM         | 66.50% (0.0069) | 66.03% (0.0061) | 63.69% (0.0090) | 58.03% (0.0087) |
| Naive Bayes | 73.27% (0.0036) | 73.81% (0.0034) | 72.93% (0.0034) | 66.61% (0.0046) |
| KNN         | 90.98% (0.0015) | 90.90% (0.0012) | 90.90% (0.0012) | 88.72% (0.0015) |
| Logistic    | 68.31% (0.0046) | 69.55% (0.0044) | 67.97% (0.0046) | 60.34% (0.0057) |
| MLP         | 97.13% (0.0019) | 97.13% (0.0018) | 97.13% (0.0018) | 96.41% (0.0023) |
| LDA         | 68.43% (0.0054) | 71.43% (0.0054) | 67.70% (0.0056) | 60.45% (0.0068) |
| QDA         | 76.32% (0.0035) | 77.00% (0.0033) | 75.79% (0.0033) | 70.42% (0.0043) |
| Xgboost     | 96.51% (0.0012) | 96.50% (0.0012) | 96.50% (0.0012) | 95.64% (0.0015) |

### Table 11. Confusion matrix and class report of random forest classifier on Day-1 dataset.

| True Class       | Stationary on the Body | Screwing | Wrenching | Lifting | Carrying |
|------------------|------------------------|----------|-----------|---------|----------|
| Predicted Class  | 8953                   | 27       | 2         | 0       | 0        |
| Stationary on the Body | 13                  | 8244     | 345       | 38      | 0        |
| Screwing         | 10                     | 409      | 8035      | 209     | 0        |
| Wrenching        | 1                      | 129      | 187       | 8131    | 97       |
| Lifting          | 0                      | 1        | 5         | 64      | 9598     |

| Overall Accuracy | 96.48% (0.0024) |
| Precision        | 99.70%          |
| Recall           | 99.70%          |
| F1 Score         | 99.70%          |
Table 12. Confusion matrix and class report of random forest classifier on Day-2 dataset.

| True Class       | Predicted Class           | Stationary on the Body | Screwing | Wrenching | Lifting | Carrying |
|------------------|---------------------------|------------------------|----------|-----------|---------|----------|
| Stationary on the Body | 11,857                    | 25                     | 0        | 0         | 0       | 0        |
| Screwing         | 14                        | 10,941                 | 210      | 75        | 0       | 0        |
| Wrenching        | 0                         | 368                    | 9949      | 220       | 0       | 0        |
| Lifting          | 0                         | 75                     | 247      | 11,184    | 59      | 0        |
| Carrying         | 0                         | 21                     | 32       | 47        | 11,653  | 0        |

Overall Accuracy: 96.33% (0.0022)

Overall Precision: 99.90% 95.70% 95.30% 97.00% 100%

Overall Recall: 99.80% 97.30% 94.40% 96.70% 99%

Overall F1 Score: 99.80% 96.50% 94.90% 96.90% 99%

3.5. Reliability of Classification Results

The classification results obtained using the classifiers of Day-1 and Day-2 were further analyzed for reliability using paired t-test on overall accuracy. A paired t-test ($p = 0.63$) at a significance level of 0.05 shows that their no significant difference between the accuracies of both the Day-1 and Day-2 classifier. The difference between the overall accuracy of Day-1 and Day-2 random forest classifier is 0.15%.

3.6. Effect of Lifting Weight on Classification Results

The ten most common classification algorithms’ performances were analyzed on the lifting different weights dataset. Table 13 shows the accuracy, recall, precision, F1 score, and kappa values of all the classifiers. The random forest classifier showed the best performance in classifying three different weights with an overall accuracy of 83.89%, recall value of 84.06%, and kappa value of 75.82%. The results indicate that using the forearm EMG and IMU data, the random forest classifier can classify all three weights at 83.89% accuracy. Further, the confusion matrix and class report show that the high overall performance for Lift10 (F1 score = 91%) activity followed by Lift25 (F1 score = 80%) and Lift50 (F1 score = 77%) (Table 14). The results confirm that the forearm EMG and IMU data can not only classify lifting activity but is also able to detect the weight. In addition, the correlation of raw features shows that the gyroscope and EMG features are highly correlated compared to accelerometer features (Figure 9). Therefore, it can be concluded that the gyroscope and EMG features provide an opportunity to classify different weights of lifting activity.

Table 13. Classifier performance on lifting different weights.

| Classifier | Accuracy       | Recall        | Precision     | F1 Score     | Kappa       |
|------------|----------------|---------------|---------------|--------------|-------------|
| Random Forest | 83.89% (0.0051) | 83.71% (0.0053) | 84.06% (0.0053) | 83.93% (0.0052) | 75.82% (0.0077) |
| J48        | 72.71% (0.0061) | 72.73% (0.0061) | 76.14% (0.0067) | 73.05% (0.0060) | 59.91% (0.0091) |
| SVM        | 54.31% (0.0079) | 53.43% (0.0082) | 53.26% (0.0163) | 48.94% (0.0134) | 31.00% (0.0123) |
| Naïve Bayes | 43.21% (0.0080) | 42.17% (0.0082) | 43.86% (0.0169) | 36.94% (0.0109) | 13.61% (0.0123) |
| KNN        | 65.07% (0.0040) | 64.47% (0.0003) | 64.98% (0.0014) | 63.91% (0.0001) | 47.45% (0.0006) |
| Logistic   | 56.70% (0.0054) | 55.96% (0.0055) | 54.78% (0.0072) | 53.57% (0.0062) | 34.70% (0.0082) |
| MLP        | 71.88% (0.0043) | 82.90% (0.0015) | 83.00% (0.0054) | 82.90% (0.0003) | 31.14% (0.0093) |
| LDA        | 55.07% (0.0054) | 54.35% (0.0056) | 53.08% (0.0071) | 52.15% (0.0060) | 32.31% (0.0082) |
| QDA        | 45.69% (0.0069) | 44.68% (0.0070) | 46.11% (0.0104) | 40.70% (0.0104) | 17.50% (0.0106) |
| Xgboost    | 75.84% (0.0070) | 75.58% (0.0072) | 75.91% (0.0074) | 75.81% (0.0072) | 63.73% (0.0106) |
Table 14. Confusion matrix and class report of random forest classifier on different lifting weights.

| True Class | Lift10 | Lift25 | Lift50 |
|------------|--------|--------|--------|
| Lift10     | 3622   | 221    | 242    |
| Lift25     | 94     | 3135   | 603    |
| Lift50     | 169    | 669    | 2894   |

Overall Accuracy 83.89% (0.0051)

Precision 93% 78% 77%
Recall 89% 82% 78%
F1 Score 91% 80% 77%

3.7. Comparison of Activity Classification Performance for Different Sensor Combinations

The comparison of overall accuracies for different sensor combinations is shown in Table 15. For the controlled dataset, the EMG + IMU and IMU alone are better compared to EMG. The classification accuracy is higher for EMG + IMU in the case of random forest, SVM, naïve Bayes, and MLP; whereas, the classification accuracy is higher for IMU alone in the case of KNN, logistic, LDA, QDA, and Xgboost. However, except for KNN and MLP, the accuracy is not significantly different for EMG + IMU and IMU alone; whereas for the uncontrolled activity dataset, the accuracy is significantly higher for EMG + IMU compared to IMU and EMG alone except in the case of KNN. For the KNN classifier, the IMU alone has higher accuracy compared to EMG + IMU. However, the highest classification accuracy (98.13%) for nine activities with various intensities was obtained for the EMG + IMU feature combination. The combination of EMG and IMU features yields higher accuracy compared to individual sensor data for complex activities.
Table 15. Overall classification accuracy for different sensor combinations for controlled and uncontrolled datasets.

| Classifier | Controlled Activity Dataset | Uncontrolled Activity Dataset |
|------------|-----------------------------|-------------------------------|
|            | EMG + IMU       | IMU          | EMG          | EMG + IMU       | IMU          | EMG          |
| Random Forest | 96.21%         | 94.65%       | 44.97%       | 98.13%         | 84.80%       | 47.60%       |
| J48         | 94.94%         | 95.33%       | 48.54%       | 96.55%         | 78.55%       | 30.83%       |
| SVM         | 73.23%         | 73.33%       | 21.21%       | 96.55%         | 48.39%       | 14.19%       |
| Naïve Bayes | 71.40%         | 69.39%       | 45.95%       | 82.52%         | 54.79%       | 23.05%       |
| KNN         | 86.16%         | 96.95%       | 45.58%       | 71.03%         | 84.62%       | 29.83%       |
| Logistic    | 64.65%         | 64.69%       | 18.86%       | 88.76%         | 45.63%       | 14.11%       |
| MLP         | 90.87%         | 81.99%       | 52.27%       | 90.82%         | 62.50%       | 37.51%       |
| LDA         | 62.78%         | 62.87%       | 18.87%       | 88.26%         | 26.57%       | 14.19%       |
| QDA         | 74.79%         | 75.73%       | 46.44%       | 62.33%         | 52.66%       | 29.24%       |
| Xgboost     | 41.53%         | 41.53%       | 27.51%       | 85.52%         | 21.72%       | 15.70%       |

4. Discussion

In this study, the data quality of low-cost forearm based wearable sensors were explored by comparing the standard deviation and signal to noise ratio of the armband sensor and the conventional sensor for at-rest and in-motion activities. The noise levels in the armband acceleration data (SD = 0.002) when lying on the floor are comparable to the high precision conventional IMU sensor (SD = 0.003), which is in agreement with the previous study (SD = 0.0019) [25]. Similarly, the noise levels in the acceleration and gyroscope data for in-motion activities are comparable to conventional sensors. Besides, the signal quality of armband sensor data is higher compared to the conventional sensor, which shows that the armband sensor is less sensitive compared to high precision and high-frequency sensors. Moreover, the data quality test in the presence of confounding factors also proves that the armband data is not affected much by the confounding factors, environment, and inter-device variability. Drift is one of the most common issues of IMU when used to estimate position and orientation [26]. The rotational drift of the armband sensor was assessed by observing the evolution of the yaw angle for at-rest activities. The yaw angle drifts at a rate of 0.17 deg/s before it reaches the steady orientation, which is in agreement with a previous study [61]. This experiment proves that the drift reduced when the Myo was worn on the body compared to lying on the floor. Moreover, the rotational drift was highest in the initial frames and reached a steady state in a few seconds. Similar to the other studies [25,62], the in-motion (i.e., lifting) activity data of the armband and the conventional sensor was visually compared since the quantitative comparison of both sensor signal data would not be appropriate. For the comparison of EMG and accelerometer signals, RMS and absolute magnitude plots were considered, as shown in Figures 5 and 6. The result shows that the armband data and conventional sensor both pick the same peaks and follow a similar trend for lifting activity. The qualitative assessment of armband sensor position on EMG and IMU data quality shows that accelerometer and gyroscope data is almost similar for three (rotated, standard, and slid down) sensor positions. A previous study [63] reported similar results where the classification accuracy using accelerometer data at different sensor positions made no significant difference. However, the EMG data for three armband positions are significantly different, which conforms with the fact that the IMU sensor captures the motion of the forearm, whereas the EMG signal depends on the muscle contact.

The study assessed the relative and absolute reliability of forearm EMG and IMU data of construction activities. The test-retest evaluation of accelerometer data indicated an excellent trial-to-trial (ICC = 0.844 to 0.995 and SEM% = 0.087% to 0.258%) and day-to-day (ICC = 0.824 to 0.881 and SEM% = 0.245% to 0.526%) relative and absolute reliability for all the activities as shown in Table 5. Whereas for the gyroscope data, an excellent relative reliability was observed for trial-to-trial (ICC = 0.824 to 0.987) and day-to-day (ICC = 0.801 to 0.844) except for lifting where ICC = 0.724 (Tables 6 and 7). The absolute reliability of gyroscope data for day-to-day was slightly greater than 10%.
The EMG data has shown excellent relative (ICC = 0.864 to 0.988) and absolute (SEM% = 2.420% to 10.509%) reliability between trials but the absolute reliability between the days (SEM% = 7.75% to 16.21%) is slightly greater than 10% (Table 8). Overall, the results show that armband sensor data (acceleration, gyroscope, and EMG) exhibited excellent relative reliability between trials and days, which indicates a strong correlation of the repeated measurements. Furthermore, the armband sensor data exhibited excellent absolute reliability between the trails and moderate absolute reliability between days, which is indicated with a slight increase in SEM% and SDD%. As shown in Equations (6) and (8), SEM% and SDD% are directly correlated to the ratio of SD and mean of the measurements. The higher SEM% and SDD% between days are due to the larger SD to mean ratio. Further investigation was performed to determine if the armband data obtained at this level of reliability is sufficient to yield accurate and reliable activity classification results.

The ML-based classification results using both days’ datasets show that the forearm EMG, acceleration, and gyroscope features are capable of classifying activities involving different body parts such as wrist, forearm, and whole-body and various motions such as repetitive motion, repeated impulsive motion, and free motion with high accuracy (Day-1 accuracy = 96.48% ± 0.0024 and Day-2 accuracy = 96.33% ± 0.0022). Furthermore, the overall classification accuracy of 98.13% achieved for nine uncontrolled activity datasets shows that the model is capable of recognizing activity with different intensities, which is one of the limitations of current construction activity recognition models [10,16,20]. The accuracy of proposed activity recognition models using EMG and IMU forearm data (Accuracy_{EMG + IMU} = 98.13%) is higher than previously published construction activity recognition models such as carpentry activities (91%) [14], fall identification (94%) [15], manual material handling activities (90.74%) [11], ironworker activities (94.83%, 92.98%) [9,17], and bricklaying activities (88.1%) [20].

Moreover, the reliability assessment of classification results using Day-1 and Day-2 classifiers showed that there exists excellent reliability of classification results using the forearm EMG and IMU features. Later, the forearm EMG and IMU data were used to classify different weights of lifting activity, which is useful for various construction applications. The results showed that the overall classification accuracy of three classes (Lift10, Lift25, and Lift50) is 83.89% (0.0051), which is higher than the accuracy obtained by Ho et al. [64] (77.1%) in classifying barbell weights from 20 to 70 lbs using forearm EMG features. Moreover, for three lifting weights, the gyroscope and EMG features are highly correlated, which contributed to higher classification accuracy. The comparison of classification performance for different sensor combinations on controlled (Accuracy_{EMG + IMU} = 96.21%, Accuracy_{IMU} = 94.65%, Accuracy_{EMG} = 44.97%) and uncontrolled (Accuracy_{EMG + IMU} = 98.21%, Accuracy_{IMU} = 84.80%, Accuracy_{EMG} = 47.60%) dataset showed that the highest accuracy is obtained in case of EMG + IMU which is in agreement with the previous studies on forearm gym activities (Accuracy_{EMG + IMU} = 71.6%, Accuracy_{IMU} = 67.8%, Accuracy_{EMG} = 20.7%) [38], forearm manufacturing activities (Accuracy_{EMG + IMU} = 87.4%, Accuracy_{IMU} = 85.0%, Accuracy_{EMG} = 50.7%) [41], and gym exercises (Accuracy_{EMG + IMU} = 84.2%, Accuracy_{IMU} = 77.7%, Accuracy_{EMG} = 85.2%) [47]. Further, the increase in classification accuracy due to combined features show that the gyroscope and EMG features obtained at higher SEM% and SDD% are suitable for activity classification. The fusion of forearm muscle activity (EMG) and kinematic (IMU) data have resulted in the highest classification accuracy for a greater number of complex activities with different intensities. The advantage of using an armband sensor is that both forearm muscle activity and motion data are obtained from the single device and avoids the use of multiple sensors that obstructs construction work.

Some of the limitations of the study worth mentioning are that the data quality of the sensor data was assessed only on at-rest activities. All the in-motion activities were performed in residential settings by participants with little to no construction experience. All the participants in this study were right-handed and male. In addition to acceleration, gyroscope, and EMG data, the armband sensor provides orientation quaternion and Euler angles of the forearm. However, the orientation angles were...
not assessed for reliability in this study. Moreover, one can consider performing validity assessment for forearm EMG and IMU data of armband sensor.

5. Conclusions

The current study assessed the data quality and reliability of forearm EMG and IMU data from a low-cost wearable sensor for activity classification. In order to achieve the objective, the whole study was divided into seven experiments. From the first experiment, the data was inferred that the armband sensor data is comparable to conventional EMG and IMU data. Moreover, there was a very minimal effect of environment, confounding factors (communication device, power tools, other sensors, and smartwatches), and inter-device variability. Secondly, a qualitative comparison was performed to understand the effect of armband position on forearm EMG and IMU data, and it was concluded that the armband position does not affect IMU data, but EMG data was affected due to the sensor position. Thirdly, the trial-to-trial and day-to-day reliability of acceleration, gyroscope, and EMG data were assessed for five construction activities. The results conclude that the forearm IMU and EMG data for all five activities have excellent relative and absolute reliability between the trials, and between the days except for EMG data between the days has SEM% slightly higher than 10%. Next, the EMG and IMU data for both days was used to build and evaluate building ML-based activity classification models. The most common classification models were compared for the performance on the Day-1 and Day-2 datasets. The random forest classification algorithm showed the best performance on both the datasets. The reliability test on the classification results of both the classifiers confirmed that the classification results are high reliability with minimal change inaccuracies for both the days. The effect of lifting weight on classification performance was assessed, which concluded that the forearm EMG and IMU data could classify three different weights. Further, it was observed that a strong correlation in gyroscope and EMG features exists compared to accelerometer data for three classes. Finally, the comparison of classification performance for different sensor combinations showed that the forearm muscle activity and motion data fusion yield higher classification accuracy for construction activities with various intensities. The armband data is highly reliable, and the scientific evaluation of the armband sensor builds trustworthiness among researchers, policymakers, stakeholders, and customers to use the sensor for various applications. The data quality and reliability assessment of armband sensors show that the quality of muscle and motion-sensing data is sufficient for various construction applications related to construction skill training, safety training, and monitoring. Moreover, the classification results of the study conclude that the forearm-based EMG and IMU data can be used to generate reliable construction activity, recognition models.

Author Contributions: S.S.B. designed the study, conducted measurements in healthy participants, analyzed the data, and drafted the manuscript. C.W. and F.A. supervised S.S.B. in conceptualization, experiment design, data analysis, and manuscript writing. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: Authors would like to acknowledge Sri Aditya Busam and Vamsi K V Pusapati for their help in conducting the experiments.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Wang, T. U.S. Construction Industry—Statistics & Facts. Available online: https://www.statista.com/topics/974/construction/ (accessed on 30 June 2020).
2. Kim, S.; Chang, S.; Castro-Lacouture, D. Dynamic modeling for analyzing impacts of skilled labor shortage on construction project management. J. Manag. Eng. 2020, 36, 04019035. [CrossRef]
3. Awolusi, I.; Marks, E.; Hallowell, M. Wearable technology for personalized construction safety monitoring and trending: Review of applicable devices. Autom. Constr. 2018, 85, 96–106. [CrossRef]
4. Aryal, A.; Ghahramani, A.; Becerik-Gerber, B. Monitoring fatigue in construction workers using physiological measurements. Autom. Constr. 2017, 82, 154–165. [CrossRef]
5. Häikiö, J.; Kallio, J.; Mäkelä, S.-M.; Keränen, J. IoT-based safety monitoring from the perspective of construction site workers. *Int. J. Occup. Environ. Saf.* 2020, 20, 5264 22 of 24. [CrossRef]

6. Ahn, C.R.; Lee, S.; Sun, C.; Jebelli, H.; Yang, K.; Choi, B. Wearable sensing technology applications in construction safety and health. *J. Constr. Eng. Manag.* 2019, 145, 03119007. [CrossRef]

7. Hwang, S.; Jebelli, H.; Choi, B.; Choi, M.; Lee, S. Measuring ‘workers’ emotional state during construction tasks using wearable EEG. *J. Constr. Eng. Manag.* 2018, 144, 04018050. [CrossRef]

8. Valero, E.; Sivanathan, A.; Bosché, F.; Abdel-Wahab, M. Analysis of construction trade worker body motions using a wearable and wireless motion sensor network. *Autom. Constr.* 2017, 83, 48–55. [CrossRef]

9. Zhang, M.; Chen, S.; Zhao, X.; Yang, Z. Research on construction ‘workers’ activity recognition based on smartphone. *Sensors* 2018, 18, 2667. [CrossRef]

10. Nath, N.D.; Akhavian, R.; Behzadan, A.H. Ergonomic analysis of construction worker’s body postures using wearable mobile sensors. *Appl. Ergon.* 2017, 62, 107–117. [CrossRef]

11. Akhavian, R.; Behzadan, A.H. Productivity analysis of construction worker activities using smartphone sensors. In Proceedings of the 16th International Conference on Computing in Civil and Building Engineering, Osaka, Japan, 6–8 July 2016.

12. Bayat, A.; Pomplun, M.; Tran, D.A. A study on human activity recognition using accelerometer data from smartphones. *Procedia Comput. Sci.* 2014, 34, 450–457. [CrossRef]

13. Kwapisz, J.R.; Weiss, G.M.; Moore, S.A. Activity recognition using cell phone accelerometers. *ACM SigKDD Explor. Newsl.* 2011, 12, 74–82. [CrossRef]

14. Cezar, G. Activity recognition in construction sites using 3D accelerometer and gyrometer. *Access. Oct.* 2012, 10, 2018.

15. Lim, T.-K.; Park, S.-M.; Lee, H.-C.; Lee, D.-E. Artificial neural network-based slip-trip classifier using smart sensor for construction workplace. *J. Constr. Eng. Manag.* 2016, 142, 04015065. [CrossRef]

16. Akhavian, R.; Behzadan, A.H. Coupling human activity recognition and wearable sensors for data-driven construction simulation. *ITcon* 2018, 23, 1–15.

17. Yang, Z.; Yuan, Y.; Zhang, M.; Zhao, X.; Tian, B. Assessment of construction ‘workers’ labor intensity based on wearable smartphone system. *J. Constr. Eng. Manag.* 2019, 145, 04019039. [CrossRef]

18. Joshua, L.; Varghese, K. Automated recognition of construction labour activity using accelerometers in field situations. *J. Constr. Eng. Manag.* 2019, 145, 04019039. [CrossRef]

19. Khan, S.H.; Sohail, M. Activity monitoring of workers using single wearable inertial sensor. In Proceedings of the 2013 International Conference on Open Source Systems and Technologies, Lahore, Pakistan, 16–18 December 2013; pp. 60–67.

20. Ryu, J.; Seo, J.; Jebelli, H.; Lee, S. Automated action recognition using an accelerometer-embedded wristband-type activity tracker. *J. Constr. Eng. Manag.* 2019, 145, 04018114. [CrossRef]

21. Yang, K.; Aria, S.; Ahn, C.R.; Stentz, T.L. Automated detection of near-miss fall incidents in iron workers using inertial measurement units. In Proceedings of the 2014 Construction Research Congress: Construction in a Global Network, Atlanta, GA, USA, 19–21 May 2014; pp. 935–944.

22. Chen, K.; Zhang, D.; Yao, L.; Guo, B.; Yu, Z.; Liu, Y. Deep learning for sensor-based human activity recognition: Overview, challenges and opportunities. *arXiv 2020*, arXiv:2001.07416.

23. Benalcázar, M.E.; Mutoche, C.; Zoa, J.A.; Jaramillo, A.G.; Anchundia, C.E.; Zambrano, P.; Segura, M.; Palacios, F.B.; Pérez, M. Real-time hand gesture recognition using the Myo armband and muscle activity detection. In Proceedings of the 2017 IEEE Second Ecuador Technical Chapters Meeting (ETCM), Salinas, Ecuador, 16–20 October 2017; pp. 1–6.

24. Düking, P.; Fuss, F.K.; Holmberg, H.-C.; Sperlich, B. Recommendations for assessment of the reliability, sensitivity, and validity of data provided by wearable sensors designed for monitoring physical activity. *JMIR mHealth uHealth* 2018, 6, e102. [CrossRef]

25. Nymoen, K.; Haugen, M.R.; Jensenius, A.R. Mumyo—evaluating and exploring the myo armband for musical interaction. In Proceedings of the International Conference on New Interfaces For Musical Expression, Baton Rouge, LA, USA, 31 May–3 June 2015.

26. Nymoen, K.; Voldsun, A.; Skogstad, S.A.; Jensenius, A.R.; Torrøsen, J. Comparing motion data from an iPod touch to a high-end optical infrared marker-based motion capture system. In Proceedings of the International Conference on New Interfaces For Musical Expression, Ann Arbor, MI, USA, 21–23 May 2012.
27. Jensenius, A.R.; Nymoen, K.; Skogstad, S.A.; Voldsund, A. A study of the noise-level in two infrared marker-based motion capture systems. In Proceedings of the 9th Sound and Music Computing Conference, Copenhagen, Denmark, 11–14 July 2012.

28. Skogstad, S.A.; Nymoen, K.; Høvin, M.E. Comparing inertial and optical mocap technologies for synthesis control. In Proceedings of the SMC 2011 8th Sound and Music Computing Conference “Creativity Rethinks Science”, Padova, Italy, 6–9 July 2011.

29. Vigliensoni, G.; Wanderley, M.M. A Quantitative Comparison of Position Trackers for the Development of a Touch-less Musical Interface. In Proceedings of the NIME, Ann Arbor, MI, USA, 21–23 May 2012.

30. Bujang, M.A.; Baharum, N. A simplified guide to determination of sample size requirements for estimating the value of intraclass correlation coefficient: A review. Arch. Orofac. Sci. 2017, 12, 1–11.

31. Zhang, W.; Regterschot, G.R.H.; Schaabova, H.; Baldus, H.; Zijlstra, W. Test-retest reliability of a pendant-worn sensor device in measuring chair rise performance in older persons. Sensors 2014, 14, 8705–8717. [CrossRef] [PubMed]

32. Šerbetar, I. Establishing some measures of absolute and relative reliability of a motor test. Croat. J. Educ. Hrvat. Časopis za Odgoj i Obrazovanje 2015, 17, 37–48.

33. Arief, Z.; Sulistijono, I.A.; Ardiansyah, R.A. Comparison of five time series EMG features extractions using Myo Armband. In Proceedings of the 2015 International Electronics Symposium (IES), Surabaya, Indonesia, 29–30 September 2015; pp. 11–14.

34. Chae, J.; Jin, Y.; Sung, Y.; Cho, K. Genetic algorithm-based motion estimation method using orientations and EMGs for robot controls. Sensors 2018, 18, 183. [CrossRef] [PubMed]

35. Visconti, P.; Gaetani, F.; Zappatore, G.; Primicieri, P. Technical features and functionalities of Myo armband: An overview on related literature and advanced applications of myoelectric armbands mainly focused on arm prostheses. Int. J. Smart Sens. Intell. Syst. 2018, 11, 1–25. [CrossRef]

36. De Pasquale, G.; Somà, A. Reliability testing procedure for MEMS IMUs applied to vibrating environments. Sensors 2010, 10, 456–474. [CrossRef]

37. Mendez, I.; Hansen, B.W.; Grabow, C.M.; Smedegaard, E.J.L.; Skogberg, N.B.; Uth, X.J.; Bruhn, A.; Geng, B.; Kamavuako, E.N. Evaluation of the Myo armband for the classification of hand motions. In Proceedings of the 2017 International Conference on Rehabilitation Robotics (ICORR), London, UK, 17–20 July 2017; pp. 1211–1214.

38. Koskimäki, H.; Siirtola, P.; Röning, J. Myogym: Introducing an open gym data set for activity recognition collected using myo armband. In Proceedings of the 2017 ACM International Joint Conference on Pervasive and Ubiquitous Computing and Proceedings of the 2017 ACM International Symposium on Wearable Computers, Maui, HI, USA, 11–15 September 2017; pp. 537–546.

39. He, S.; Yang, C.; Wang, M.; Cheng, L.; Hu, Z. Hand gesture recognition using MYO armband. In Proceedings of the 2017 Chinese Automation Congress (CAC), Jinan, China, 20–22 October 2017; pp. 4850–4855.

40. Frank, A.E.; Kubota, A.; Riek, L.D. Wearable activity recognition for robust human-robot teaming in safety-critical environments via hybrid neural networks. In Proceedings of the 2019 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Macau, China, 4–8 November 2019.

41. Tao, W.; Lai, Z.-H.; Leu, M.C.; Yin, Z. Worker activity recognition in smart manufacturing using IMU and sEMG signals with convolutional neural networks. Procedia Manuf. 2018, 26, 1159–1166. [CrossRef]

42. Kučeta, A.; Iqbal, T.; Shah, J.A.; Riek, L.D. Activity recognition in manufacturing: The roles of motion capture and sEMG signals with convolutional neural networks. Procedia Manuf. 2018, 26, 1159–1166. [CrossRef]

43. Janidarmian, M.; Roshan Fekr, A.; Radecka, K.; Zilic, Z. A comprehensive analysis on wearable acceleration sensors in human activity recognition. Sensors 2017, 17, 529. [CrossRef]

44. Murcia, H.; Triana, J. A Personal Activity Recognition System Based on Smart Devices. In Proceedings of the Workshop on Engineering Applications, Santa Marta, Colombia, 16–18 October 2019; pp. 487–499.

45. Stančin, S.; Tomášič, S. Angle estimation of simultaneous orthogonal rotations from 3D gyroscope measurements. Sensors 2011, 11, 8536–8549. [CrossRef]

46. Xu, Y.; Yang, C.; Liang, P.; Zhao, L.; Li, Z. Development of a hybrid motion capture method using MYO armband with application to teleoperation. In Proceedings of the 2016 IEEE International Conference on Mechatronics and Automation, Harbin, China, 7–10 August 2016; pp. 1179–1184.
47. Koskimaki, H.; Siirtola, P. Accelerometer vs. electromyogram in activity recognition. *Adv. Distrib. Comput. Artif. Intell. J.* 2016. [CrossRef]

48. Kim, H.J.; Lee, Y.S.; Kim, D. Arm motion estimation algorithm using MYO armband. In Proceedings of the 2017 First IEEE International Conference on Robotic Computing (IRC), Taichung, Taiwan, 10–12 April 2017; pp. 376–381.

49. Hopkins, W.G. Measures of reliability in sports medicine and science. *Sports Med.* 2000, 30, 1–15. [CrossRef]

50. Bangaru, S.S.; Wang, C.; Aghazadeh, F. Biomechanical Analysis of Manual Material Handling Tasks on Scaffold. In *Computing in Civil Engineering 2019: Data, Sensing, and Analytics*; American Society of Civil Engineers: Reston, VA, USA, 2019; pp. 572–579.

51. Muppalla, V.; Suraj, N.S.S.K.; Reddy, V.Y.S.; Suman, D. Performance evaluation of different denoising techniques for physiological signals. In Proceedings of the 2017 14th IEEE India Council International Conference (INDICON), Roorkee, India, 15–17 December 2017; pp. 1–6.

52. St-Amant, Y.; Rancourt, D.; Clancy, E.A. Influence of smoothing window length on electromyogram amplitude estimates. *IEEE Trans. Biomed. Eng.* 1998, 45, 795–799. [CrossRef] [PubMed]

53. Bruton, A.; Conway, J.H.; Holgate, S.T. Reliability: What is it, and how is it measured? *Physiotherapy* 2000, 86, 94–99. [CrossRef]

54. McGraw, K.O.; Wong, S.P. Forming inferences about some intraclass correlation coefficients. *Psychol. Methods* 1996, 1, 30. [CrossRef]

55. Koo, T.K.; Li, M.Y. A guideline of selecting and reporting intraclass correlation coefficients for reliability research. *J. Chiropr. Med.* 2016, 15, 155–163. [CrossRef]

56. Hsu, C.-Y.; Tsai, Y.-S.; Yau, C.-S.; Shie, H.-H.; Wu, C.-M. Test–retest reliability of an automated infrared-assisted trunk accelerometer-based gait analysis system. *Sensors* 2016, 16, 1156. [CrossRef]

57. Xi, Y.; Russell, J.; Zhang, Q.; Wang, Y.Y.; Zhang, J.; Zhao, W.H. Validity and Reliability of the Wristband Activity Monitor in Free-living Children Aged 10–17 Years. *Biomed. Environ. Sci.* 2019, 32, 812–822.

58. Regterschot, G.R.H.; Zhang, W.; Baldus, H.; Stevens, M.; Zijlstra, W. Test–retest reliability of sensor-based sit-to-stand measures in young and older adults. *Gait Posture* 2014, 40, 220–224. [CrossRef]

59. Guillén-Rogel, P.; Franco-Escudero, C.; Marín, P.J. Test–retest reliability of a smartphone app for measuring core stability for two dynamic exercises. *PeerJ* 2019, 7, e7485. [CrossRef]

60. Bangaru, S.S.; Wang, C.; Hassan, M.; Jeon, H.W.; Ayiluri, T. Estimation of the degree of hydration of concrete through automated machine learning based microstructure analysis–A study on effect of image magnification. *Adv. Eng. Inf.* 2019, 42, 100975. [CrossRef]

61. Hall, S.; Wild, F.; olde Scheper, T. Real-Time Auditory Biofeedback System for Learning a Novel Arm Trajectory: A Usability Study. In *Perspectives on Wearable Enhanced Learning (WELL)*; Springer: Berlin/Heidelberg, Germany, 2019; pp. 385–409.

62. Phinyomark, A.; Khushaba, R.N.; Scheme, E. Feature extraction and selection for myoelectric control based on wearable EMG sensors. *Sensors* 2018, 18, 1615. [CrossRef]

63. Kefer, K.; Holzmann, C.; Findling, R.D. Evaluating the Placement of Arm-Worn Devices for Recognizing Variations of Dynamic Hand Gestures. *J. Mob. Multimed.* 2017, 12, 225–242.

64. Ho, B.-J.; Liu, R.; Tseng, H.-Y.; Srivastava, M. Myobuddy: Detecting barbell weight using electromyogram sensors. In Proceedings of the 1st Workshop on Digital Biomarkers, Niagara Falls, NY, USA, 23 June 2017; pp. 27–32.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).