NeuralMagicEye: Learning to See and Understand the Scene Behind an Autostereogram
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Figure 1: We propose NeuralMagicEye, a neural network based method for solving autostereograms and understanding the scenes behind. Scan the recovered QR-code with your smartphone and check out for more details about how to view an autostereogram.

Abstract

An autostereogram, a.k.a. magic eye image, is a single-image stereogram that can create visual illusions of 3D scenes from 2D textures. This paper studies an interesting question that whether a deep CNN can be trained to recover the depth behind an autostereogram and understand its content. The key to the autostereogram magic lies in the stereopsis - to solve such a problem, a model has to learn to discover and estimate disparity from the quasi-periodic textures. We show that deep CNNs embedded with disparity convolution, a novel convolutional layer proposed in this paper that simulates stereopsis and encodes disparity, can nicely solve such a problem after being sufficiently trained on a large 3D object dataset in a self-supervised fashion. We refer to our method as “NeuralMagicEye”. Experiments show that our method can accurately recover the depth behind autostereograms with rich details and gradient smoothness. Experiments also show the completely different working mechanisms for autostereogram perception between neural networks and human eyes. We hope this research can help people with visual impairments and those who have trouble viewing autostereograms. Our code is available at https://jiupinjia.github.io/neuralmagiceye/.

1. Introduction

An autostereogram is a picture within a picture where a hidden scene will emerge in 3D when the image viewed correctly \cite{2,30,33}. Autostereograms are also called “magic eye images” - viewing autostereograms is like a brain teaser, some people may find it easy, but others may find it very hard even after considerable practice. The key to the magic of autostereograms lies in the stereopsis. Human brain processes depth information from complex mechanisms by matching each set of points in one eye’s view with the same set of points in the other eye’s view. Autostereograms became part of visual art and widely appear in posters and books after their great popularity in the 1990s \cite{5,30}. It also has attracted much attention for the research of psy-
chophysics and the understanding of the human vision in the past 30 years.

In this paper, we investigate a very interesting question that whether we can train a neural network to recover the hidden depth behind the autostereograms and understand their content. In computer vision and computer graphics, both stereo-vision [19] and autostereogram synthesis [28,30] are popular and widely studied topics. However, so far, the “inverse autostereogram” problem that we will talk about in this paper has rarely been studied. Recovering depth from an autostereogram, which requires detecting disparity from quasi-periodic textures, is totally different from those conventional pixel-wise image prediction tasks, such as image segmentation [5] and image super-resolution [4]. In conventional pixel-wise prediction tasks, the spatial correspondence in the convolution operation provides an important inductive prior. However, when it comes to predicting the disparity in autostereograms, the loss of spatial correspondences makes it difficult for us to directly apply standard CNNs for such a task.

The key to our method is called “disparity convolution”, a novel convolutional layer proposed in this paper, which simulates stereopsis by encoding the feature discrepancy between horizontally neighboring pixels. The disparity convolution can help re-introduce spatial correspondence to the autostereogram decoding process. One of our important conclusions is that deep CNNs with embedded disparity convolution are capable of solving such a problem and greatly improves the decoding accuracy. Another good property of our method is that our training is performed in a pure self-supervised learning fashion, without requiring any manual annotations. To build the self-supervised training loop, we introduce a graphic renderer and an autostereogram generator so that we can continuously generate a large number of autostereograms and the corresponding depth images on the fly. We train our model on ShapeNet [2], a large 3D object shape dataset, by minimizing the difference between the decoding output and the rendered depth map. Experiments show that after sufficient training under the proposed self-supervised framework, our method can accurately recover the hidden depth behind an autostereogram with rich details and gradient smoothness. When testing on the online autostereograms generated by different graphic engines and those with various degradations (e.g. image blurring, jpg compression, and overexposure), our method also shows very good generalization performance.

Our method also has some potential applications. One is that our method can be naturally applied to the retrieval of autostereograms, where traditional retrieval methods may fail in such cases since the image content (depth) is typically hidden in the textures and can not be perceived directly by those models. Another potential application is digital wa-

2. Related Work

The research on autostereograms has a long history and can be traced back to the 1960s [10]. Julesz et al. were the first to invent random-dot stereograms and discovered that the impression of depth could arise purely from stereopsis, without relying on other cues such as perspective or contours [9]. At the time, scientists believed that depth perception occurred in the eye itself, but now it is proved to be a complex neurological process [33]. In the 1990s, Tyler et al. described a way of combining the left and right eye random dots into one picture and invented “single eye random-dot stereograms” (later known as autostereograms) [30], which do not require the use of special equipment for viewing 3D effect. This new type of stereoscopic image then has attracted the attention of many researchers [21,22,27,28] and quickly became a popular form of visual art [5].

Despite the extensive research on the synthesis algorithm and applications of autostereograms, the recovery of the hidden depth information in an autostereogram is still a problem that has been rarely studied. Some early works show that self-organizing neural networks can discover disparity in random-dot stereograms [11,16], which suggests that neural networks may have great potential for solving this problem. Later, some correlation-based methods were proposed for the decoding of autostereogram in both spatial domain [11,12,24] and frequency domain [29]. However, the recovered depth image of these methods is often inaccurate and noisy. Some of these methods [24] require a manually defined depth searching range, and some others [6,29] can only extract the outline of the objects and cannot get their exact depth value. Different from all the above approaches, in this paper, we proposed to use deep neural networks to solve this problem and our results show clear advantages over the previous ones.

3. Methodology

Fig. 2 shows an overview of our method. A complete training pipeline of our method involves three basic modules: 1) a graphic renderer \( G_R \) that renders depth images from 3D object models; 2) an autostereogram generator \( G_A \) that encodes depth and synthesizes autostereograms; 3) a decoding network \( f \) that recovers the depth. In the following, we will first talk about some geometry basis of an autostereogram and then introduce how each module works in detail.
Figure 2: An overview of our method. Our method consists of a graphic renderer $G_R$, an autostereogram generator $G_A$, and a decoding network $f$. We train our method in a self-supervised way by minimizing the difference between its decoding outputs and the rendered depth.

Figure 3: The geometry behind an autostereogram and the principle of autostereogram generation.

3.1. Autostereogram geometry

The human eye can produce a 3D illusion on 2D patterns that repeats at a certain frequency. In an autostereogram, the depth information is encoded in a series of 2D quasi-periodic textures - when the texture is repeated at a higher frequency, that texture area will appear closer to the screen and vices versa [30, 33]. Fig. 3 shows the geometry basis of autostereograms.

Suppose we have a screen placed at the location $z_0$. We set the near-clipping plane and the far-clipping plane of the virtual object to the location $z_{near}$ and $z_{far}$. Within the range of $z_{near}$ to $z_{far}$, each point in the object’s surface can be represented as a normalized depth value $d$ ($0 \leq d \leq 1$). Through simple geometric calculation, we can establish an approximate relationship between the depth $d$ and disparity $s$ as follows:

$$s/s_{d=1} \approx (1 - \beta(1 - d)), \tag{1}$$

where $\beta = (z_{far} - z_{near})/(z_{far} - z_0)$ is a constant. $s_{d=1}$ is the disparity of the far-clipping plane on the screen, as well as the width of the background texture strips.

Given a depth image and a background stripe, to generate the autostereogram, we first tile the background stripes to fill the entire output image, then scan each pixel in the output image and shift it along the horizontal axis based on the required disparity in (1). To recover the depth image from an autostereogram, the most straightforward way is to set a small horizontal window for each pixel in the autostereogram and search for correspondence of row segments within a certain searching range. The shifting distance of the best matching window can be thus used to compute the normalized depth $d$ in the depth image. However, as shown in previous research [24], this method requires manually determining the searching range and may produce noisy and even wrong depth images.

3.2. Disparity convolution

In recent years, deep CNNs [7, 14, 26] have been extensively used in pixel-wise image prediction tasks, in which the spatial correspondence of the convolution operation provides important inductive priors for such tasks. However, in our method, the networks are trained to learn a mapping from pixels to the disparity. In this case, the spatial correspondence will be lost in most image regions. To address this problem, we propose “disparity convolution” by extending a standard convolution with a demodulation operation. The basic idea is to compute the discrepancy of each feature vector in the feature map with its horizontal neighbors and save the values to corresponding feature channels.

Fig. 4 shows an illustration of the proposed disparity convolution layer. Suppose we have a feature map $x$ with the size of $h \times w \times c$. For each pixel location $(i, j)$ and each channel $k$ in the feature map $x$, we compute the discrepancy between $x(i, j, k)$ and its horizontal neighbor pixel $x(i, j - s, k)$ with $s$-pixel distance. Then we compute a set of difference-maps by sum-up the discrepancy for each
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where \( u \) are the generated difference-maps with the size of \( h \times w \times m \). \( m \) is a pre-defined the distance-bound of horizontal neighbors (0 < \( m \leq w \)). We finally apply a standard convolution layer on \( u \) and produces the output feature map \( x' \) as the output of our disparity convolution layer.

To speed up computation, an equivalent but more efficient way of the above calculation is to first circularly shift the feature map along its horizontal axis and then make element-wise subtraction with its input, as shown in Fig. 4.

In PyTorch [23], this can be further speed-up by using the “Unfold” operation and broadcasting, without using any for-loops in the computation. Besides, another good property of the disparity convolution is that it will not introduce any additional parameters compared to a standard convolution layer.

3.3. Self-supervised training

We train our autostereogram decoding network under a self-supervised learning paradigm. Given a set of 3D object models (e.g. 3D meshes), we introduce a graphic ren-

der a depth image \( L_d = G_R(v|\gamma) \) by choosing from a set of random pose and view parameters \( \gamma \in \Gamma \), where \( \Gamma \) defines the feasible range of the parameters. We then build an autostereogram generator \( G_A \), which takes in the rendered depth and a random texture file, and generates an autostereogram image \( I_s = G_A(I_d) \).

For each \( I_s \), we feed it into the decoding network \( f \) and produce a decoding output \( f(I_s) \). Since both the depth image and the generated autostereogram are available during the rendering pipeline, we can use this data pair to effectively train the decoding network \( f \) and enforce its output to be similar to the ground truth \( I_d \). We train the network \( f \) with standard \( \ell_2 \) pixel regression losses and minimize the following objective function:

\[
\mathcal{L}_f = \mathbb{E}_{v,\gamma \in \Gamma} \{ \| f(I_s) - I_d \|^2 \} = \mathbb{E}_{v,\gamma \in \Gamma} \{ \| f(G_A(G_R(v|\gamma))) - G_R(v|\gamma) \|^2 \},
\]

where \( V \) is the dataset of 3D object models, on which our decoder \( f \) will be trained.

3.4. Implementation Details

**Network architecture.** We build our decoding network on top of two popular network architectures: resnet18 [7] and unet [25]. For both architectures, a disparity convolution layer and a ReLU layer are inserted at the input end of the networks. For the resnet18 backbone, we also build a 6-layer upsampling convolution network as its pixel-wise prediction head. For the unet backbone, we tested on different configuration versions with the input image size of 64x64, 128x128, 256x256 pixels respectively. We remove the activation layer from the output layer since in this way we observed a better convergence. In our disparity convolution layer, we set the max shifting distance to 1/4 of the height of the input image. We also tested other configurations such as layer normalization [8][31] and feature fusion [17], where more details will be given in our controlled experiment.

**Dataset and image synthesis.** We train our decoding network on “ShapeNetCore” [2], a large 3D shape dataset, which covers 55 common object categories with over 50,000 unique 3D models. We use Pyrender [20] to render 2D depth images of these 3D objects. We set the size of the viewport to 1024x1024 pixels and set yfov to 45°. We randomly split the dataset into a training set (90%) and a testing set (10%). We also collected 718 texture tiles online (585 for training and 133 for testing) for autostereogram generation. The generated autostereograms are resized to 64x64, 128x128, or 256x256 pixels for training depending on the choice of the network configuration.

**Training details.** We train our decoding network by using Adam optimizer [13]. We set the batch size to 32, learning rate to 2e-4, and betas to (0.9, 0.999). We set the max epoch number to 100 and reduce the learning rate to its 1/10 after 50 epochs. Data augmentation including random cropping, flipping, rotation, blurring, and jpeg compression are performed during the training to enhance the robustness of the decoding network.

4. Experimental Analysis

4.1. Decoding autostereograms

Fig. 5 shows some online autostereogram images generated by different autostereogram graphic engines and their decoding results by using our method. We compare our method with two open-source autostereogram decoding
methods [11, 29], and a free autostereogram decoding software [6]. Fig. 6 shows the comparison results.

In the comparison, we also test on the autostereograms generated from the MNIST dataset [15] where the digits are used as depth images. We train our network on MNIST for 10 epochs. Table 1 shows their decoding accuracy. We use PSNR and SSIM [32] as metrics of recovery accuracy. Both the decoding result and the ground truth depth are normalized to [0, 1] before the accuracy is computed. We can see our method produces much better results in terms of both visual quality and quantitative scores.

4.2. Robustness

To test the robustness of our decoding network, we apply different degradations to the autostereograms, including image blurring, jpeg compression, and overexposure. Fig. 7 shows the degraded input and the recovered depth. We can see that although many high-frequency details are lost after degradation, the depth can be still nicely recovered. This shows that the neural network has successfully learned to perform disparity prediction and information loss recovery at the same time. Besides, the results of overexposure show that our method is not sensitive to global intensity changes.

4.3. Digital watermarking

In this experiment, we investigate whether neural networks are capable of recovering depth from a carrier image in which the autostereogram is embedded as hidden watermarks. We first generate a set of autostereograms based on random characters and QR-codes. The pixel values in the character images and QR-codes are recorded as the depth value in the autostereograms. We then train our decoder on a set of superimposed images $I_w$. These images are generated as a linear combination of a background image carrier $I_b$ and an autostereogram $I_s$:

$$I_w = \alpha I_s + (1 - \alpha) I_b.$$  

(4)

We set $\alpha$ as a random number within [0.1, 0.9] during training and set $\alpha = 0.2$ during testing. It is worth noting that
Figure 7: Robustness test of our method on different types of image degradation: image blurring, jpg compression (OpenCV JPEG_QUALITY=20), and overexposure.

Figure 8: (a) Image carrier. (b) Superimposed images by combining the clean images in (a) and autostereograms in which some characters are encoded. (c) Decoding output from (b). Scan the QR-code with your smartphone and check out more details.

this task is very challenging since the depth is first encoded as disparities within the textures and then mixed with the image carrier. The decoder is thus trained to deal with a “double recovery” problem of the hidden depth information. Fig. 8 shows a group of clean images (image carrier), superimposed images, and their decoding outputs. We can see that although the autostereograms are barely visible in the superimposed images, the hidden information can be still clearly recovered by our decoder.

4.4. Autostereogram retrieval

Our method can be also applied to autostereogram retrieval. To complete such a task, the model has to learn to understand the semantics behind the autostereograms. We, therefore, build an autostereogram recognition network by replacing the upsampling convolution head in our decoding network with a fully connected layer to predict the class probability of the input. We test on two retrieval modes: retrieval by keywords and by query image. In the keyword retrieval mode, we iterate through all the autostereograms...
in the database (our testing set) and select the top-k matching results based on the prediction class probability. In the query image retrieval mode, the top-k matching results are selected by computing the feature distance between the query and the matching images. Fig. 9 shows the retrieval results of the above two modes. We can see although the top-k matching results have very different texture appearance, they share the same semantics in their depth images.

4.5. Controlled experiments

We designed a series of controlled experiments to comprehensively study the influence of different technical components in our method. These components include the use of our disparity convolution, layer normalization, and feature pyramid fusion. All the controlled experiments are conducted on both ShapeNet and MNIST dataset. We evaluate the recognition accuracy and pixel-level decoding accuracy of our networks with different architecture configurations, as shown in Table 2 and Table 3. Since we do not need a pixel-wise prediction head in our classification task, in Table 3, we only evaluate the resnet18 architecture with the disparity convolution and layer normalization. Some useful conclusions on each of these components can be drawn as follows.

Disparity convolution. Our experiments show that the disparity convolution plays a crucial role in both decoding and classification tasks. From row 6-9, 11-14 of Table 2 and row 2-5 of Table 3, we can see that when we remove the disparity convolution layers from our best models, we see a significant accuracy drop on both the decoding task (resnet PSNR -2.48 on ShapeNet, -7.57 on MNIST; unet PSNR -3.03 on ShapeNet, -5.18 on MNIST) and the classification task (resnet acc -18.75% on ShapeNet; -1.99% on MNIST). Besides, from row 2-5 of Table 2 we can see the integrating of the disparity convolution in some other sub-optimal models also brings noticeable improvement on their decoding/classification accuracy (resnet PSNR +2.71 on ShapeNet, +6.32 on MNIST). In Fig. 11, we plot the validation accuracy on different training epochs. We can see that the integration of the disparity convolution not only brings a higher accuracy but also a much faster convergence speed in both resnet and unet architectures.

Normalization. In this experiment, we first start from training a baseline model without using any layer normalization. Then we try two popular normalization methods - batch normalization [8] and instance normalization [31] and compare with the baselines. The impact on the resnet and unet architectures are both evaluated. From row 1, 2, 4, 10, 11, 13 of Table 2 and row 1, 2, 4 of Table 3 we can see that the layer normalization are important for both tasks. For example, batch normalization brings noticeable accuracy improvement on the decoding (resnet PSNR +1.76 on ShapeNet, +1.16 on MNIST; unet PSNR +0.37 on ShapeNet, +1.64 on MNIST) and classification tasks (resnet acc +2.93% on MNIST). Particularly, we notice that when there is no normalization used in the ShapeNet classification task, the model will not converge during the training. In Fig. 12, we show the validation accuracy w/ and w/o using layer normalization on different training epochs.

Feature fusion. In conventional pixel-wise prediction tasks, feature fusion between layers of different depth and resolutions are crucial for generating high-resolution outputs. The representatives of such an idea include the layer skip connection in the unet [25] and feature pyramid networks in the object detection networks [17]. From row 3, 5, 7, 9 of Table 2, we can see that the feature pyramid fusion can bring a minor accuracy improvement (resnet PSNR +0.49 on ShapeNet, +1.75 on MNIST) on our sub-optimal models. When testing on our baseline models (w/o disparity conv), the feature fusion can also bring similar improvement on the decoding accuracy (resnet PSNR +0.54 on ShapeNet, +0.5 on MNIST). These results suggest that in autostereogram decoding, although the spatial correspondences are much weaker than other image pixel prediction tasks, feature fusion can also slightly improve the accuracy of the decoding outputs. In Fig. 13, we show the validation accuracy (PSNR) w/ and w/o using feature fusion on different training epochs.

4.6. Neural autostereogram

We finally investigated an interesting question that given a depth image, what an “optimal autostereogram” should look like in the eyes of a decoding network. The study of this question may help us understand the working mechanism of neural networks for autostereogram perception. To generate the “optimal autostereogram”, we run gradient de-

---

1It should be noted that in Fig. 11, 12 and 13 the validation accuracy is computed on 128x128 images, while in Table 2 the final testing accuracy is computed on 512x512 images. That is why there is an accuracy gap between these two groups of results.
Table 2: Controlled experiments on the influence of each component in our decoding model, including the choice of different backbones, layer normalization, disparity convolution, and feature fusion. The scores are computed as the mean pixel accuracy of the decoding outputs on the autostereograms generated from two datasets (ShapeNet [2] and MNIST [15]).

| Configuration          | Backbone | Normalization | DisparityConv |FeatFusion | ShapeNet Decode | MNIST Decode |
|------------------------|----------|---------------|---------------|-----------|----------------|--------------|
|                        |          |               |               |           | PSNR | SSIM    | PSNR | SSIM   |
| Res18F                 | resnet18 | none          |               |           | 18.16 | 0.777   | 17.83 | 0.787  |
| Res18F (BN)            | resnet18 | batch         |               | ✓         | 19.92 | 0.841   | 18.99 | 0.808  |
| Stereo-Res18F (BN)     | resnet18 | batch         | ✓             |           | 22.63 | 0.900   | 25.31 | 0.919  |
| Res18F (IN)            | resnet18 | instance      |               | ✓         | 20.34 | 0.851   | 18.84 | 0.812  |
| Stereo-Res18F (IN)     | resnet18 | instance      | ✓             |           | 22.53 | 0.896   | 24.34 | 0.905  |
| Res18F (BN) + FF       | resnet18 | batch         | ✓             | ✓         | 20.46 | 0.863   | 19.49 | 0.802  |
| Stereo-Res18F (BN) + FF| resnet18 | batch         | ✓             | ✓         | 23.12 | 0.903   | 27.06 | 0.937  |
| Res18F (IN) + FF       | resnet18 | instance      | ✓             | ✓         | 20.69 | 0.865   | 20.08 | 0.825  |
| Stereo-Res18F (IN) + FF| resnet18 | instance      | ✓             | ✓         | 23.17 | 0.909   | 26.94 | 0.937  |
| UNet                   | unet128  | none          |               |           | 20.48 | 0.822   | 19.68 | 0.820  |
| UNet (BN)              | unet128  | batch         |               |           | 20.85 | 0.803   | 21.32 | 0.827  |
| Stereo-UNet (BN)       | unet128  | batch         | ✓             |           | 23.88 | 0.900   | 27.09 | 0.895  |
| UNet (IN)              | unet128  | instance      |               |           | 20.76 | 0.764   | 22.08 | 0.830  |
| Stereo-UNet (IN)       | unet128  | instance      | ✓             |           | 23.70 | 0.842   | 27.26 | 0.915  |

Table 3: Controlled experiments on the influence of each component in our recognition model, including the choice of different backbones, layer normalization, disparity convolution. The scores are computed as the classification accuracy on the autostereograms generated from two datasets (ShapeNet [2] and MNIST [15]). We also evaluate an upper-bound model (*Upperbound Res18) where the model is trained and tested directly on the depth images.

| Configuration          | Backbone | Normalization | DisparityConv | ShapeNet | MNIST |
|------------------------|----------|---------------|---------------|----------|-------|
|                        |          |               |               |          |       |
| Res18                  | resnet18 | none          |               | –        | 93.30%|
| Res18 (BN)             | resnet18 | batch         |               |          | 48.06%| 96.23%|
| Stereo-Res18 (BN)      | resnet18 | batch         | ✓             |          | 66.81%| 98.68%|
| Res18F (IN)            | resnet18 | instance      |               |          | 47.60%| 96.74%|
| Stereo-Res18 (IN)      | resnet18 | instance      | ✓             |          | 64.60%| 98.73%|
| *Upperbound (Res18)    | resnet18 | batch         | –             |          | 77.26%| 99.41%|

Figure 11: Validation accuracy on different training epochs with (Stereo-Res18F, Stereo-UNet) and without (Res18F, UNet) using disparity convolutions.

scent on the input end of our decoding network and minimize the difference between its output and the reference depth image. In Fig. 14(a), we show the generated “optimal autostereogram” on our unet decoding network. We named it “neural autostereogram”. In Fig. 14(b)-(c) we show the reference depth and the decoding output.

An interesting thing we observed during this experiment is that, although the decoding output of the network is already very similar to the target depth image, however, human eyes still cannot perceive the depth hidden in this neural autostereogram. Also, there are no clear periodic patterns in this image, which is very different from those autostereograms generated by using graphic engines. More surprisingly, when we feed this neural autostereogram to other decoding networks with very different architectures, we found that these networks can miraculously perceive the depth correctly. To confirm that it is not accidental, we also
tried different image initialization and smooth constraints but still have similar observations. Fig. 14 (d)-(f) show the decoding results on this image by using other different decoding networks. This experiment suggests that neural networks and the human eye may use completely different ways for stereogram perception. The mechanism and properties behind the neural autostereograms are still open questions and need further study.

5. Conclusion

We propose “NeuralMagicEye”, a deep neural network based method for perceiving and understanding the scenes behind autostereograms. We train our networks on a large 3D object dataset under a self-supervised learning fashion and the results show good robustness and much better decoding accuracy than other methods. We also show that the disparity convolution, a new form of convolution proposed in this paper, can greatly improve the autostereogram decoding accuracy of deep CNNs. Controlled experiments suggest the effectiveness of our design. Finally, we show that the way a neural network perceiving depth in an autostereogram is different from that of human eyes. The deeper mechanism behind this needs to be further explored.
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