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Past research has demonstrated that the explicit use of protected attributes in machine learning can improve both performance and fairness. Many machine learning algorithms, however, cannot directly process categorical attributes, such as country of birth or ethnicity. Because protected attributes frequently are categorical, they must be encoded as features that can be input to a chosen machine learning algorithm, e.g. support vector machines, gradient boosting decision trees or linear models. Thereby, encoding methods influence how and what the machine learning algorithm will learn, affecting model performance and fairness. This work compares the accuracy and fairness implications of the two most well-known encoding methods: one-hot encoding and target encoding. We distinguish between two types of induced bias that may arise from these encoding methods and may lead to unfair models. The first type, irreducible bias, is due to direct group category discrimination and the second type, reducible bias, is due to the large variance in statistically underrepresented groups. We investigate the interaction between categorical encodings and target encoding regularization methods that reduce unfairness. Furthermore, we consider the problem of intersectional unfairness that may arise when machine learning best practices improve performance measures by encoding several categorical attributes into a high-cardinality feature.
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1 INTRODUCTION

Anti-discrimination laws [3, 19, 20] prohibit the unfair treatment of individuals based on sensitive attributes (also referred to as protected attributes). The list of sensitive attributes varies per country, though these usually include gender, ethnicity, and religion [62]. Following such legal motivations along with societal expectations, many studies have looked into discrimination in machine learning and proposed various ways to promote fairness (e.g., [22, 44, 56, 65]). Handling sensitive attributes throughout the machine learning pipeline is central to establishing fairness. An early common practice was removing data on sensitive attributes altogether. This technique has been questioned because sensitive attributes may be required for avoiding discrimination in data-driven decision models [37, 83]. Therefore, later work [30, 45, 79, 80] has aimed at how to obtain fairer models given the presence of sensitive attributes, formalizing the problem as an optimization trade-off between model quality in terms of performance and some fairness objective.

Sensitive attributes often come as categorical data. For instance, roughly 75% of the famous COMPAS dataset [35] consists of categorical attributes, including most of the sensitive ones (see Section 5.1.1 for more details). Many machine learning algorithms require categorical attributes to be suitably encoded as numerical data. Different ways of encoding categorical attributes into numerical features [32, 46, 49] have been proposed and extensively studied in the literature along with statistical regularization methods since the mid-1950s [54]. This has resulted in various methods that encode categorical attributes as numerical data to make them usable by popular machine learning models, such as support vector machines, gradient-boosting decision trees, or linear models.

In this paper, we study the broader implications that encoding categorical sensitive attributes can have on model accuracy and fairness. Despite being a common machine learning practice, often within the data pre-processing step, the effects of categorical attribute encodings on fairness remain largely unexplored. For instance, prior works on fair machine learning [30, 79, 80] also use the encoding of protected categorical attributes without discussing its implications or the choices of encodings. We focus on the two most widely used encodings: one-hot encoding and target encoding [49, 54, 58, 73]. One-hot encoding, an unsupervised technique, produces orthogonal and equidistant vectors for each category [49, 52], thereby considering the categories to be equally independent of each other and other attributes. However, when dealing with high cardinality categorical variables, one-hot encoding suffers from a lack of scalability and sparsity issues due to the creation of many orthogonal dimensions (later discussed in Section 2 and 3). Target encoding [46, 49, 54] is a supervised technique that replaces a categorical attribute with the mean target value of each corresponding category. Thus, it can handle all categories together in one dimension.1

1Target encoding methods have become an industry standard for high-cardinality categorical data [28, 49, 54, 60] with algorithmic procedures being implemented in many open source packages [14, 73]. One of the most common is the Python package called category encoders (https://pypi.tech/project/category_encoders). It achieves up to 1 million downloads per month. Target encoding is the default encoding method in some high-performance open-source software implementations such as catboost [17, 29] that has reached a total download of 74 million.
The first problem of unfairness related to sensitive categorical attributes, which we call *irreducible bias*, is associated with the statistical differences between two highly populated groups: more data about the compared groups will not diminish this type of bias. The second problem arises because sampling from small groups may exhibit large variance leading to unfairness constituting *reducible bias*. Many datasets contain distributions of data that are imbalanced over different values of categorical attributes, often leading to performance degradation of the learned models (known as the *classes imbalance problem* [34]). Using encodings in such datasets may naturally introduce disparity per the observed class imbalance.

Moreover, when a dataset contains several sensitive categorical attributes, and these are merged to become one feature (a strategy often followed to improve model quality substantially [28]), encodings may create fine-grained, sparsely populated intersectional features [39, 40, 72] increasing the chance for both types of induced biases [23].

The effects of encodings on model quality and fairness under the interplay of different encoding and regularization techniques have not been studied in the literature. However, they affect very commonly used machine learning practices. For target encoding, we study two popular statistical regularization methods called *smoothing* and *Gaussian noise regularization*. These both regularization provide new avenues for analyzing the implications of categorical encodings on fairness. Through both a theoretical analysis as well as an empirical analysis using two real-world datasets, we find that suitable regularization can address unfairness arising from the target encodings with only marginal losses in accuracy.\(^2\)

In summary, we make the following contributions:

- We compare the best-known categorical feature encoding methods, one-hot encoding, and target encoding against learning without protected attribute(s) in terms of model performance and fairness.
- We study the relationship between the regularization of target encodings and fairness by evaluating smoothing and Gaussian noise, two common techniques used for regularization by data preprocessing.
- We provide evidence that creating intersectional features can worsen discrimination. We show that a regularized target encoder can retain the benefits of intersectional features without increasing unfair discrimination.
- We provide a theoretical analysis studying two types of induced biases, irreducible and reducible, that arise while encoding categorical protected attributes.

2 Background

2.1 Categorical attribute encoding

Handling categorical attributes is a common problem in machine learning, given that many algorithms use numerical data [49, 69]. There are many well-known methods for approaching this problem [4, 8, 9, 53, 70].

*One-hot encoding* (also known as dummy variables in the social sciences [74]) constructs orthogonal and equidistant vectors for each category. Given high cardinality categorical attributes, one-hot encoding suffers from shortcomings: (i) the dimension of the input space increases with the cardinality of the encoded variable, (ii) the derived features are rarely non-zero, and new and unseen categories cannot be handled [49, 68].

*Label/ordinal encoding* [6] uses a range of integers to represent different categorical values. These are assumed to have no true order and integers are assigned in the order of appearance of the categories. Label encoding suffers less from higher cardinalities of attribute values, but imposes an artificial random order on the categories, which may harm learning. This, in turn, obstructs the model to extract meaningful information from the categorical data.

Table 1. An illustrative example of one-hot and target encoding methods over the same data sample.

| Ethnic          | Encoding | Label |
|-----------------|----------|-------|
| African-American| 1        | 1     |
| Caucasian       | 1/3      | 1     |
| Caucasian       | 1/3      | 0     |
| Caucasian       | 1/3      | 0     |
| Hispanic        | 0        | 0     |

\(^{(a)}\) Unregularized Mean Target Encoding

| Ethnic          | African-American | Caucasian | Hispanic |
|-----------------|------------------|-----------|----------|
| African-American| 1                | 0         | 0        |
| Caucasian       | 0                | 1         | 0        |
| Caucasian       | 0                | 1         | 0        |
| Hispanic        | 0                | 0         | 1        |

\(^{(b)}\) One Hot Encoding

*Target encoding* replaces attribute categories by the mean target value\(^3\) of each corresponding category. Thus, the high cardinality problem is addressed, and categories are ordered in a meaningful manner [8, 46]. The main drawback of target encoding appears when the target values of a category with few samples are averaged. The model may overly rely on the resulting target value, potentially suffering from inherent variance in the small sample of data points from this category. To overcome this problem, several strategies introduce regularization terms in the target estimation [46, 49, 54].

In Table 1, we illustrate one-hot encoding and target encoding for the category ethnicity using a five person sample from the COMPAS dataset [35]. The problem of over-fitting is evident for the cases of *African-American* and *Hispanic* where their encoding is replaced directly with the target, creating a data leakage that can potentially cause reducible induced bias (cf. Section 5).

\(^3\)Throughout the paper, we assume a binary target feature with values \(\{0, 1\}\).
Even though early works that have studied preprocessing techniques for classification without discrimination [37] do not discuss the fairness effects of encoding categorical protected attributes. To the best of our knowledge, no previous work studies the different effects of regularization on target encodings nor the fairness implications of encoding categorical protected attributes.

2.2 Group Fairness

Various definitions of fairness in machine learning have been proposed (see, e.g., [2, 22, 44] for recent overviews). They can be categorized into notions of individual fairness and group fairness. While metrics of individual fairness judge whether similar individuals are treated similarly [18], metrics of group fairness measure the disparate treatment of groups, which are assembled according to shared categories of sensitive attributes of their individuals such as gender or race [64].

Different disparity metrics emphasize varying aspects of disparate treatment. For comprehensive understanding, we investigate the effects of encoding methods according to three common disparity metrics, i.e., equal opportunity, statistical disparity (demographic disparity) and average absolute odds (equalized odds). All three metrics indicate equal treatments of different groups by values close to zero and highly disparate treatments by values different from zero.

In this work, we distinguish and define two types of induced bias or discrimination that the encoding of categorical attributes introduces. Borrowing terminology used about different types of uncertainty [15, 26, 41], we use irreducible bias to refer to (direct) group discrimination arising from the categorization of groups into labels: more data about the compared groups do not reduce this type of bias. Reducible bias occurs due when the variance of categories with few instances cannot be well contained.

2.3 Addressing Intersectionality

It is a common trick for boosting model performance to concatenate multiple categorical variables and encode them into a single feature [28]. This feature engineering procedure, which includes target encoding, parallels a possible implementation of intersectionality when we concatenated two or more protected attributes. Intersectionality refers to when an individual that belongs to more than one protected group experiences discrimination at the intersection of these groups. It broadly refers to how different identities interact to produce a unique new form of discrimination [72]. Crenshaw [13], for example, studied how black women in the United States experience discrimination beyond being either black or women.

Although individuals often belong to multiple protected groups, intersectionality is largely understudied within algorithmic fairness. With some exceptions (e.g., [1, 24, 72, 76, 77]), most works assume the single binary protected attribute or disregard intersectionality entirely when handling multiple protected attributes [72], which is unrealistic and reductive. This is a pertinent issue as it is possible for individuals not to suffer from multiple discrimination but to suffer from intersectional discrimination [63, 75].

We address the intersectionality concerns linked to target encoding. On one hand, it can boost model performance; on the other hand, it can introduce new forms of discrimination. We add to this small but growing fairness literature by analyzing how target encoding can enable an implementation of intersectionality. In particular, we study how target encoding regularization can mitigate the potential biases induced by this feature engineering practice and compare it to the standard alternative of one-hot encoding.

3 FORMALIZATION AND REGULARIZATION OF TARGET ENCODING

Consider a categorical attribute \( Z \) with domain \( \text{dom}(Z) = \{z_1, \ldots, z_k\} \), a binary target attribute \( Y \) with \( \text{dom}(Y) = \{0, 1\} \), and the joint probability of \( P(Z, Y) \) over the population of interest. Target encoding replaces \( Z \) with a continuous attribute \( \bar{Z} \) with \( \text{dom}(\bar{Z}) \in [0, 1] \).

Values \( z_i \in \text{dom}(Z) \), for \( i = 1, \ldots, c \), are encoded to values \( \hat{z}_i \) in a supervised way, as the posterior probability of positives:

\[
\hat{z}_i = p_i \quad \text{where} \quad p_i = P(Y = 1 | Z = z_i)
\]

However, since \( P(\cdot) \) is typically unknown, an estimate of the posterior probability \( p_i \) is derived from a dataset \( D_{tr} \) (called the training set) of i.i.d. realizations of \( Z, Y \). Let \( n \) be the total number of observations, \( n_i \) the number of observations where \( Z = z_i \), and \( n_Y \) the number of observations where \( Y = 1 \) and \( n_{i,Y} \) the number of observations where \( Z = z_i \) and \( Y = 1 \). A candidate estimator consists of the observed fraction of positives among those with \( Z = z_i \), hence encoding:

\[
\hat{z}_i = \hat{p}_i \quad \text{where} \quad \hat{p}_i = \frac{n_{i,Y}}{n_i}
\]

Such an estimator is unbiased, namely \( E[\hat{p}_i] = p_i = P(Y = 1 | Z = z_i) \).

More precisely, by Hoeffding bounds [33], for any \( \epsilon > 0 \), \( P(|\hat{p}_i - p_i| \geq \epsilon) \leq 2e^{-2n_i\epsilon^2} \), which already points out the dependence of the estimate on the number of observations \( n_i \) of \( z_i \). Formally, the variance of the estimator \( \text{Var}[\hat{p}_i] = p_i(1 - p_i)/n_i \) is relatively large when \( n_i \) is small. Unregularized target encoding does not perform well on categories with little statistical mass [58] as it tends to overfit the training data, failing to generalize to new data. In the extreme case of only one observation, namely \( n_i = 1 \), it will replace the categorical value with the target of such an observation. Such an encoding will be unrepresentative of the category and introduces a sampling (or data collection) bias at the pre-processing stage. This type of bias is what we define as reducible bias and can be left unnoticed because extremely small categories do not significantly impact the overall loss of the problem but can still impact fairness metrics. To avoid overfitting, practitioners regularize using either (i) smoothing towards the global mean or (ii) Gaussian noise, which adds normal (Gaussian) distribution noise to training data to decrease overfitting. Other smoothing techniques can be found in the literature but are either minimal variations of those two techniques or less popular [73].

3.1 Smoothing regularization

Smoothing towards the global mean leads to the following target encoding:

\[
\hat{z}_i = \bar{p}_i \quad \text{where} \quad \bar{p}_i = \lambda(n_i) \frac{n_{i,Y}}{n_i} + (1 - \lambda(n_i)) \frac{n_Y}{n}
\]
Here, the proportion of positives among the observations with 
\( Z = z_i \) is interpolated with the proportion of positives among all 
observations. Formally, called \( \hat{p} = n_f / n \) an estimate of the prior 
probability \( p = P(Y = 1) \), we have \( \hat{p}_i = \lambda(n_i)\hat{p} + (1 - \lambda(n_i))\hat{p}_i \). The 
choice of the prior probability \( P(Y = 1) \) is natural because, lacking 
a sufficient number of observations for \( Z = z_i \), one resorts to the 
proportion of positives over the whole dataset of observations. 
The convex combination of the two estimators depends on \( \lambda(n_i) \in [0, 1] \). 
The function \( \lambda(\cdot) \) is assumed to increase with \( n_i \). Intuitively, the 
larger the number of observations with \( Z = z_i \), the more weight we 
give to the first estimator. Thus, the smoothed estimator is asymptoti-
cally unbiased. Conversely, the smaller the number of observations, 
the more weight we give to the prior probability estimator. There-
fore, the smoothed estimator has a small variance for small values 
of \( n_i \) — yet, it is biased towards the prior probability.

3.2 Gaussian noise regularization

Gaussian noise regularization adds normal (Gaussian) distribution 
noise into training data after encoding the categorical attribute as 
in (2). The intuition is to perturb the data to prevent overfitting the 
target encoded attribute values. During the prediction stage, testing 
data are encoded as in (2) with no perturbation. Formally, called \( z_{i,j} \) 
the \( j \)th occurrence of \( z_i \) in the training set, \( z_{i,j} \) is replaced by:

\[
\hat{z}_{i,j} = \hat{p}_{i,j} \quad \text{where} \quad \hat{p}_{i,j} = \frac{n_{i,Y}}{n_i} + e_{i,j} \quad e_{i,j} \sim \text{N}(0, \lambda^2) \quad (4)
\]

where the \( e_{i,j} \)'s are i.i.d. with mean 0 and standard deviation \( \lambda \). 
Typical values for \( \lambda \) are set between 0.05 and 0.6 [73].

4 THEORETICAL ANALYSIS

We present a theoretical analysis under a number of assumptions 
that make it reasonably simple. First, we assume that \( Z \) is the only 
predictive feature. Second, we consider a probabilistic binary clas-
sifier, which for an input \( \hat{Z} = \hat{z} \) outputs a score \( \hat{S}(\hat{z}) \in [0, 1] \), and 
a prediction \( \hat{Y}(\hat{z}) = 1 (\hat{S}(\hat{z}) > \frac{1}{2}) \). Third, the score is expected to 
approximate a Bayes optimal classifier, i.e., \( \hat{S}(\hat{z}) \approx P(Y = 1 | \hat{Z} = \hat{z}) \).

For notational convenience, we write \( a \approx b \) as a shorthand for 
\( a > \frac{1}{2} \Leftrightarrow b > \frac{1}{2} \), namely \( a \) and \( b \) are on the same side of the 
decision threshold \( \frac{1}{2} \). We write \( a \not\approx b \) when \( a \not\approx b \) does not hold.

The case of perfect target encoding. Under the (theoretical) 
assumption of knowing the true values \( p_i \)'s, the perfect target en-
coding would set \( \hat{z}_i = p_i \) as in (1). The score \( \hat{S}(\hat{z}_i) = p_i \) leads to the 
Bayes optimal classifier, hence maximizing AUC over the population 
and minimizing the classification error to the following:

\[
\sum_{i=1}^n P(Z = z_i) \cdot \min \{p_i, 1 - p_i\} \quad (5)
\]

Consider now the equal opportunity fairness metric, namely:

\[
P(\hat{Y} = 1 | Y = 1, \hat{Z} = \hat{z}_i) - P(\hat{Y} = 1 | Y = 1, \hat{Z} = \hat{z}_r) \quad (6)
\]

where \( \hat{z}_r \) is the encoding of the reference group in the 
protected attribute \( Z \). By definition of \( \hat{Y} \), \( \hat{Y}(\hat{z}_i) = 1 \) iff \( \hat{z}_i = p_i > \frac{1}{2} \), and 
analogously for \( r \). Therefore, when both \( p_i > \frac{1}{2} \) and \( p_r > \frac{1}{2} \):

\[
P(\hat{Y} = 1 | Y = 1, \hat{Z} = \hat{z}_i) = P(\hat{Y} = 1 | Y = 1, \hat{Z} = \hat{z}_r) = 1
\]

and then the difference is 0. A similar conclusion is obtained when 
both \( p_i \leq \frac{1}{2} \) and \( p_r \leq \frac{1}{2} \). However, when the probabilities \( p_i \) and \( p_r \) lie on different sides of the threshold (i.e., \( p_r \not\approx p_i \)), the 
equal opportunity metrics is non-zero (either -1 or 1). In other 
words, the classifier is fair only if the prediction for the reference 
group is the same as for the protected group. But this will impact on 
accuracy. In fact, assuming a constant prediction over the groups, 
say \( Y(\hat{z}_i) = 1 \), the classification error on the population becomes 
\( \sum_{i=1}^n P(Z = z_i) \cdot (1 - p_i) \), which is clearly larger than (5).

In summary, even in the case of perfect target encoding and a 
Bayes optimal classifier, there is a tension between error and fairness 
metrics optimization: the amount of unfairness is irreducible as we 
assumed to know the posterior probabilities \( p_i \)'s, unless we admit 
increasing the error by not using the protected feature \( Z \) in the 
classification problem.

The case of target encoding. Let us consider now the encoding 
using the (un-regularized) estimator \( \hat{p}_i = n_{i,Y} / n_i \), i.e., (2). The score 
\( \hat{S}(\hat{z}_i) = \hat{p}_i \) maximizes empirical AUC and minimizes the empirical 
error rate on the training set. When \( n_i \) is large, \( \hat{p}_i \approx p_i \) (since 
variance of the estimator is low), and then the contribution to the 
classification error (5) and to the AUC are approximately the same 
as in the case of perfect target encoding. Regarding the fairness 
metric, we can reasonably assume that \( n_i \) is large for the reference 
group, and then \( \hat{p}_i \approx p_i \). Therefore, the equal opportunity metric is 
unchanged w.r.t. the case of perfect target encoding.

When \( n_i \) is small, the estimate \( \hat{p}_i = n_{i,Y} / n_i \) can be arbitrarily 
distant from \( p_i \). The increment in classification error (5) is zero if 
\( p_i \approx \hat{p}_i \), and it is \( P(Z = z_i) \cdot |1 - 2p_i| \) otherwise. Also, the AUC 
will possibly be smaller due to wrong ranking of instances with 
\( Z = z_i \). The equal opportunity metric is, instead, independent of 
\( P(Z = z_i) \). Compared to the perfect target encoding case, its value is 
unchanged if \( p_i \approx \hat{p}_i \). Otherwise, it can either decrease (if \( p_r \approx \hat{p}_i \)) 
or increase (if \( p_r \not\approx \hat{p}_i \)).

In summary, the variability of the estimator \( \hat{p}_i \) for \( n_i \) small, neg-
avely impacts on the performance metrics, and it propagates to the 
the fairness metrics, unpredictably increasing or decreasing 
filtered to the perfect target encoding case. The increase in 
the fairness metrics is reducible bias, which can be corrected by 
increasing the number of observations of \( Z = z_i \).

The case of smoothing regularization. Let us consider now the 
target encoding with smoothing regularization (3). Let \( \hat{S}(\cdot) \) be the 
score function that minimizes the empirical error rate over the 
training set. When \( n_i \) is large, then \( \hat{p}_i \approx p_i \approx p_i \), and then we fall 
back to the same situation as for (perfect) target encoding.

When \( n_i \) is small, we have \( \hat{p}_i \approx n_{i,Y} / n_i \approx p_i \), and then instances 
of the training set for which \( Z = z_i \) are mapped close to \( \hat{Z} = \hat{p}_i \). 
This does not necessarily mean that the classification algorithm 
scores such instances as \( p - \) rather, it should score close to the mean 
true value of instances with \( \hat{Z} = \hat{p}_i \). Let us then be \( q \) such that 
\( \hat{S}(p) = q \). We fall back then to the reasoning for the target encoding 
case. The increment in classification error (5) is zero if \( p_i \approx q \), and 
\( P(Z = z_i) \cdot |1 - 2p_i| \) otherwise. Compared to the perfect target 
encoding case, the fairness metric value is unchanged if \( p_i \approx q \). 
Otherwise, it can either decrease (if \( p_r \approx q \)) or increase (if \( p_r \not\approx q \)).
In summary, the estimator \( \hat{p}_i \approx p \) for \( n_i \) small is stable, but nevertheless, it can affect the performance metrics (negatively) and the fairness metrics (increase or decrease). The increase in the fairness metrics is reducible bias. Notice that the magnitude of the impact depends on the choice of \( q \) by the machine learning algorithm under consideration, which, in principle, could be controlled for.

The case of Gaussian noise regularization. Let us now consider the Gaussian noise regularization (4). Its expectation is \( E[\hat{p}_{i,j}] = E[p_i] + E[\epsilon_{i,j}] = p_i \), hence the estimator is unbiased. Its variance is \( \text{Var}[\hat{p}_{i,j}] = \text{Var}[p_i] + \lambda^2 \). From this, we have that: (1) the variance is larger than in the case of target encoding, and, a fortiori, of the smoothing regularization; (2) the larger the regularization parameter \( \lambda \), the larger the variance. Let us consider a partition of the instances with \( Z = z_i \) based on whether \( \hat{p}_{i,j} \approx p_i \) holds or not.

For the subset \( \hat{p}_{i,j} \approx p_i \), there is no change in classification error, nor in the equal opportunity fairness metrics, when compared to the perfect target encoding case.

Consider instead the subset \( \hat{p}_{i,j} \not\approx p_i \). The increment in classification error (5) is \( \sum_j P(Z = z_i, Z = \tilde{z} \neq \hat{p}_{i,j}) \cdot |1 - 2p_i| \). For \( n_i \) small, this is lower than in the cases of target encoding and smoothing regularization. For \( n_i \) large, this is greater than in those two cases, where it is \( \approx 0 \). However, since \( \text{Var}[\hat{p}_{i,j}] = 0 \), this case only occurs for a large \( \lambda^2 \) that causes crossing the decision boundary, i.e., for which \( \hat{p}_{i,j} \not\approx p_i \). Compared to the perfect target encoding case, the fairness metric can either decrease (if \( p_r \approx \hat{p}_{i,j} \)) or increase (if \( p_r \not\approx \hat{p}_{i,j} \)). Again, for small \( n_i \)’s the impact is smaller than for target encoding and smoothing regularization, and for large \( n_i \)’s, this can only occur if \( \lambda^2 \) is large enough for crossing the decision boundary.

In summary, Gaussian noise regularization adds some controllable variability that impacts mainly on small \( n_i \)’s and for a subset of the data distribution for which a random perturbation may cross the decision boundary. If this happen, there is an increase in classification error, and some chance to increase/decrease the equal opportunity fairness metric. The increase in the fairness metrics is reducible bias.

The case of one-hot encoding. Consider a variant of one-hot encoding setting \( \bar{z}_i = 2^i \), i.e., mapping \( z_i \) into a binary number with the \( i \)-th digit set to 1 and all others set to 0. Such a variant keeps our assumption of one predictive feature only. The previous subsections on perfect target encoding and on target encoding could be repeated, almost unchanged, as they only require \( \tilde{S}(\bar{z}_i) = p_i \) and \( \tilde{S}(\bar{z}_i) = \bar{p}_i \) respectively, ignoring the form of the coding of \( \bar{z}_i \). We would therefore expect that the behavior of one-hot encoding and (unregularized) target encoding behave very similar. What can make a difference is that most machine learning algorithms treat one-hot encoding as a collection of i.i.d. features, ignoring their dependencies (i.e., that one and only one digit must be 1). This may lead to a greater classification error when compared to target encoding.

5 EXPERIMENTS

In this section, we study the implications of model accuracy and fairness when encoding categorical protected attributes. \( \text{(H1)} \) The first main hypothesis is that encoding the protected attribute helps to improve accuracy. \( \text{(H2)} \) The second main hypothesis is that fairness is worsened by encoding. To evaluate both \( \text{(H1)} \) and \( \text{(H2)} \) we compare two encoding methods, one-hot encoding and target encoding, versus not encoding the protected attribute. Our third hypothesis \( \text{(H3)} \) is that target encoding regularization can improve fairness without significantly impacting predictive performance, and we evaluate this by comparing two regularization techniques across various hyperparameters as part of the machine learning pipeline’s preprocessing step. Additionally, in the last section, we explore the effects of intersectional protected categorical attributes, which augment the previous three hypotheses.

5.1 Experimental Setup

5.1.1 Datasets: COMPAS and FolkTables. We choose two datasets that happen to exhibit high-cardinality sensitive categorical attributes in a binary classification problem: COMPAS [35] and FolkTables [16]. We report our method and findings on the COMPAS dataset in the main body of this paper and apply the same methodology on FolkTables, but report findings from the latter in the appendix. Overall, the findings are very similar in both datasets.

COMPAS is an acronym for Correctional Offender Management Profiling for Alternative Sanctions, which is an assistive software and support tool used to predict the risk that a criminal defendant will re-offend. The dataset provides a category-based evaluation labelled as high risk of recidivism, medium risk of recidivism, or low risk of recidivism. We convert this multi-class classification problem into binary classification by combining the medium risk and high risk of recidivism and comparing them to low risk of recidivism. The input used for the prediction of recidivism consists of 11 categorical attributes, including gender, custody status, legal status, assessment reason, agency, language, ethnicity, and marital status. The sensitive attribute that we consider is Ethnic for the single discrimination case, whose protected group we define as the most represented group: African-American (cf. Figure 4).

To study fairness related to intersectional attributes, we created the variable EthnicMarital, engineered by concatenating Ethnic and Marital status. This new attribute has a high cardinality of 46 distinct values (cf. Figure 4). The most predominant category is African-American Single, and it will be the protected group (cf. Figure 4) for the intersectional fairness case. To compare disparate treatment between groups we will make use of Caucasian Married as the reference group. It is worth noting that the contribution of the attributes to the model performance, based on attribute importance explanation mechanism [43, 47, 51, 59], is highly relevant. The available data is split into a 50/50 stratified train/test split, maintaining the ratio of each category between train and test set. In the Figure 4 of the appendix, we can see how the group distributions are unbalanced with two groups, African-American and Caucasian, that account for the +80% of the data. For the intersectional fairness case, the number of groups increases, making room for more distinct, disparate, and imbalanced groups [23].

5.1.2 Machine learning algorithms. Our experiments involve a logistic regression model, a neural network (Multi-layer Perceptron classifier), and a gradient-boosting decision tree. All models are trained on the training set. These three models provide examples of a model with large bias (the linear regression model), a highly
complex model (the MLP classifier), and the extensively used, state-of-the-art gradient-boosting decision tree [7, 25, 48, 61, 82].

5.1.3 Choice of metrics and models.

Model performance metrics. Previous work on fair machine learning has evaluated their experiments on COMPAS using accuracy as a performance metric [78–80], but given that we want to study effects of group imbalance, we consider accuracy to be a less informative measure of model performance. Area Under the Curve (AUC) measures the diagnostic ability of a binary classifier as its discrimination threshold is varied. AUC is less susceptible to class imbalance than accuracy or precision and also accepts soft probabilities predictions [32]. An AUC of 0.5 is equal to random predictions.

Fairness metrics. We use three different metrics \( i, r \) to judge fairness of classifier \( f \) on data \( X \) between groups indexed by \( i, r \) and we denote \( \hat{Y} = f(X) \) for simplicity:

- **Statistical Parity (Strong Demographic Parity):** The difference between favourable outcomes received by the protected group and reference group [12, 21, 38, 81]. DP ensures that a fair decision does not depend on the protected attribute regardless of the classification threshold used [11, 36]

\[
\text{DP}_{i,r} = d(P(\hat{Y} = 1 | Z = i), P(\hat{Y} = 1 | Z = r))
\]

(7)

where \( d(\cdot, \cdot) \) is a distance function. In this work, we use the Wasserstein distance as a measure between the two probabilistic distributions. The intuition behind Demographic Parity is that it states that the proportion of each segment of a protected attribute should receive a positive outcome at equal rates, a positive outcome is a preferred decision.

- **Equal opportunity fairness.** Following Hardt et al. [31]’s emphasis on ensuring fair opportunity instead of raw outcomes, we choose equal opportunity (EO) as a fairness notion and use the metric *disparate treatment* (difference between the true positive rates) to measure unfairness, which is estimated using the disparate treatment metric [78]. For simplicity, we refer to the interplay of these concepts as the *equal opportunity fairness (EOF)* metric. The value is the difference in the True Positive Rate (TPR) between the protected group and the reference group [50, 57])

\[
\text{TPR}_i = P(\hat{Y} = 1 | Y = 1, Z = i) \quad \text{EOF}_{i,r} = \text{TPR}_i - \text{TPR}_r
\]

(8)

A negative value in (8) is due to the worse ability of a Machine Learning model to find actual recidivists for the protected group \( i \) in comparison with the reference group \( j \).

- **Average Absolute Odds (Equalized Odds):** The sum of the absolute differences between the True Positive Rates and the False Positive Rates of the protected group plus the same ratio for the reference group.

\[
\text{FPR}_i = P(\hat{Y} = 1 | Y = 0, Z = i)
\]

\[
\text{AAO}_{i,r} = \frac{1}{2} (|\text{FPR}_i - \text{FPR}_r| + |\text{TPR}_i - \text{TPR}_r|)
\]

(10)

The intuition is that an AAO = 0 means the algorithm is fair because it results in the same False Positive Rate and True Positive Rate for the reference group as an protected group. If the algorithm causes a difference in either, then AAO ≠ 0. A deviation in each term contributes equally to AAO, then False Positives Rates might have different social implications than True Positives Rates [44, 66, 71].

All three metrics indicate better fairness between groups \( i, j \) by values closer to 0. We calculate the overall fairness \( \mathcal{L} \) of the model \( f \) on data of interest \( X \) given a fairness metrics \( \ell \), reference group \( i \) and other groups \( \{j | j \neq r \} \) as:

\[
\mathcal{L}(f, X, y, i, r) = \sum_{\ell \in \mathcal{L}} |\ell_r(f, X, y)|
\]

(11)

where each group \( i \) contributes equally to the overall metric, meaning these are not weighted by the number of individuals in each group.

5.2 Experimental results: encoding categorical protected attributes

In this section, we evaluate hypotheses (H1), (H2), and (H3). The trade-offs between fairness metrics and predictive performance metrics (AUC) are analyzed using two different encoding techniques (Section 2), with two different regularization techniques (Section 3) and two different estimators (Section 5.1.3). The ranges of the regularization hyperparameters are: \( \lambda \in [0, 5] \) for the width of the Gaussian noise regularization; \( m \in [0, 100000] \) for the additive smoothing using the \( m \)-probability estimate function \( \lambda(n_i) = n_i / (n_i + m) \) (see [46]). These hyperparameters will also be kept for the rest of the experiments for the COMPAS dataset.

Under *Gaussian noise regularization* (cf Figure 1 left images), evaluation supports our three hypotheses: (H1) predictive performance improves when encoding the categorical protected attributes. In all six experiments, the improvements reported are in the range of ~ 0.1 AUC. (H2) All the experiments exhibit fairness degradation up to one order of magnitude. (H3) We observe that within low regularization ranges of hyperparameters (lighter dots), fairness improves without compromising the predictive performance of the model. However, for higher levels of regularization (darker dots), fairness metrics have a plateau while predictive performance (AUC) keeps degrading. At the highest regularization penalty, target encoding often matches performance and fairness with “no encoding” while with no regularization matches “one hot encoding”. Later in this section, we discuss this in depth.

We find similar results in the case of *smoothing regularization* (cf Figure 1 right images). But not for our regularization hypothesis. While it should be for the linear regression and the neural networks, it does not work for the gradient-boosting decision trees, whose target encoding regularization effects are negligible on both fairness and model performance. These can be due to smoothing producing a shrinking effect where decision tree-based models are generally not affected by monotonic attribute transformations [10].

In Figure 2, we analyze the target encoding hyperparameter fairness-accuracy trade-off deeper. We can see that there is an optimal trade-off value around 0.3, where the equal opportunity fairness and demographic parity have dropped down toward the fairness plateau, and the model performance has only slightly decreased. The
predictive performances (AUC) of different groups have different negative slopes, ethnic groups as Asian or Native-American have a drastic drop in performance while groups as African-American have only a small performance decay. African-American represents the 44.4% of the data while Asian or Native-American do not even achieve a statistical representation of 1%.
groups. For visualization purposes, we choose the generalized linear model or the previous section and focus on the notion of Equal Opportunity Fairness since we have seen in the previous experimental section that the three fairness metrics exhibit the same behavior.

In Figure 3, we see how attribute concatenation creates intersectional attributes and boosts fairness violations. Validating our first hypothesis that fairness metrics increase just by the engineering of intersectional discrimination. Even when there is no-encoding the protected attributes (horizontal lines), the maximum fairness violation between groups is increased by an order of magnitude from 0.015 for Ethnic or 0.08 for Marital Status to 0.16 for the intersectional attribute of both. The increase of discrimination when engineering intersectional protected attributes align with the social findings presented originally back in 1958 when Kimberle Crenshaw [13] wrote her critique of the anti-discrimination doctrine, feminist theory, and anti-racist politics, to describe how different forms of oppression intersect and compound one another, increased discrimination for marginalized groups.

Our second hypothesis is validated as both encoding techniques achieve a higher equal opportunity violation than no-encoding of the protected attribute. Finally, we can see that fairness can be improved by regularizing the target encoding of protected attributes. This is not surprising, and, in general, attribute concatenation can worsen fairness both on the side of irreducible bias (because $p_i$ and $p_r$ become more distant) and on the side of reducible bias (because $n_1$ becomes smaller) as we have seen in the theoretical section.

6 CONCLUSION

In this work, we have focused on how the encoding of categorical attributes can reconcile model quality and fairness. We have provided theoretical and empirical evidence that encoding categorical attributes could induce two different types of bias: an irreducible bias, due to the learning of discriminant information between the protected and reference groups, and a reducible bias due to the large variance of samples found in small protected groups.

Through theory and experiments, we showed that the most used categorical encoding method in the fair machine learning literature, one-hot encoding, consistently discriminates more than target encoding. However, we found some promising results using target encoding. Target encoding regularization showed fairness improvements with the risk of a noticeable loss of model performance in the case of over-parametrization. We also found that the type of regularization chosen is relevant depending on the algorithm used. These results support our view that (regularized) target encoding can be useful for fair machine learning. Furthermore, we discussed how attribute engineering could boost the performance of machine learning algorithms but can lead to fairness violations increase, potentially due to both reducible and irreducible biases.

These experiments aim to motivate industry practitioners, where in many situations, the usage of the protected attribute is not strictly prohibited, and with slight changes in the encoding of the protected attribute, improvements in fairness can be achieved without any noticeable detriment to predictive performance.

Limitations and disclaimer: In this work, we have used two models, two encodings, two regularization techniques, and two
datasets. To make a large-scale comparison, we must choose a single scalar metric that accounts for the trade-off between model accuracy and model fairness. Also, encodings are more impactful when the protected attribute is related to the target variable. This work aims to show what are some of the implications of encoding protected attributes. At all times, it is important to understand that simply encoding categorical protected attributes may not necessarily lead to improved fairness metrics. We strongly advocate considering the effects of encoding regularization not only on predictive performance but also along the fairness axis. Using fair AI methods does not necessarily guarantee the fairness of AI-based complex socio-technical systems [42, 64, 67].
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We make our results open-source and reproducible: original data, data preparation routines, code repositories, and methods are all publicly available at https://github.com/nobias-project/FairEncoding. Note that throughout our work, we do not perform any hyperparameter tuning (except on the regularization); instead, we use default scikit-learn hyperparameters [55]. Our experiments were run on a four vCPU server with 15GB of RAM.
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APPENDIX: EXPERIMENT RESULTS

Data: Compas data overview

In Figure 4 we complement the experimental section on the main body of the paper by showing the distributions of the ethnic groups. There are two groups (African-American and Caucasian) that account for the 80% of the data, while there are less represented groups such as Asian or Arabic that have a less significant statistical weight. For the intersectional fairness case, the number of groups is increased to 46 distinct groups, making room for more distinct, disparate, and imbalanced groups[23].

Data: US Census Income

In this section, we provide experiments on the Adult Income data set\textsuperscript{4} derived from the US census data[16]. Foltokt's package provides access to data-sets derived from the US Census, facilitating the benchmarking of fair machine learning algorithms. We select the data from California in 2014 that covers 60,729 individuals including their race, that has 8 unique groups. Aiming to predict whether an individual's income is above 50,000. The data is split into a 50/50 train/test split, maintaining the ratio of each category between the train and test set.

Under Gaussian noise regularization\textsuperscript{5}, the logistic regression, we can validate our three hypotheses:

\textbf{H1} that predictive performance improves when encoding the categorical protected attributes, in this case, respect to the results for the logistic regression, we can validate our three hypotheses:

\textbf{H2} that fairness metrics are worsened by the encoding

\textbf{H3} that predictive performance improves when encoding the categorical protected attributes, in this case, respect to the results for the logistic regression, we can validate our three hypotheses:

\textbf{H4} that fairness metrics are worsened by the encoding
Table 2. Statistical distribution of the protected attribute Race on the US census dataset.

| Race          | Distribution | Ratio |
|---------------|--------------|-------|
| White         | 117209       | 0.66  |
| Asian         | 28817        | 0.16  |
| Other         | 20706        | 0.11  |
| Black         | 8435         | 0.05  |
| Native        | 1121         | 0.005 |
| Hawaiian      | 612          | 0.003 |
| American Indian| 379         | 0.002 |

Our last hypothesis (H3) is that through regularisation predictive performance can be improved without compromising the fairness of the model. We can observe that during the low regularization range of hyperparameters (lighter dots), there are high fairness violations with only a small improvement in predictive performance. On the other side, for high regularization (darker dots), fairness metrics have a smaller value. At the highest regularization penalty, target encoding often matches performance and fairness with “no encoding” while with no regularization matches “one hot encoding”.

Fig. 6. Comparing one-hot encoding and target encoding regularization (Gaussian noise and smoothing) for the Logistic Regression classifier over the test set of the US Income dataset. The Reference group is White. Coloured dots regard different regularization parameters: the darker the red, the higher the regularization. Different colours imply different fairness metrics. Crossed dots regards one-hot encoding, and starred dots not including the protected attribute in the data.

Fig. 7. Impact of the Gaussian noise regularization parameter $\lambda$ on performance and fairness metrics over the test set of the US income dataset using a Logistic Regression with L1 penalty. In the left image, the AUC of all the protected groups over the regularization hyperparameter. On the right, the equal opportunity fairness, demographic parity and average absolute odds variation throughout the regularization hyperparameter.

of the protected attribute, the differences between no-encoding versus one-hot encoding or non-regularized target encoding are substantial.