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Abstract

Due to the effectiveness of using machine learning in physics, it has been widely received increased attention in the literature. However, the notion of applying physics in machine learning has not been given much awareness to. This work is a hybrid of physics and machine learning where concepts of physics are used in machine learning. We propose the supervised Gravitational Dimensionality Reduction (GDR) algorithm where the data points of every class are moved to each other for reduction of intra-class variances and better separation of classes. For every data point, the other points are considered to be gravitational particles, such as stars, where the point is attracted to the points of its class by gravity. The data points are first projected onto a spacetime manifold using principal component analysis. We propose two variants of GDR – one with the Newtonian gravity and one with the Einstein’s general relativity. The former uses Newtonian gravity in a straight line between points but the latter moves data points along the geodesics of spacetime manifold. For GDR with relativity gravitation, we use both Schwarzschild and Minkowski metric tensors to cover both general relativity and special relativity. Our simulations show the effectiveness of GDR in discrimination of classes.

Keywords: dimensionality reduction, machine learning, manifold learning, Newtonian gravity, general relativity, Einstein’s field equations, Schwarzschild metric tensor, Minkowski metric tensor

1. Introduction

There are two ways to combine physics and machine learning – either using machine learning in physics or using physics in machine learning. The former has been noticed more in the literature because machine learning can be useful in different applications such as physics. However, the latter is more novel. Recently, some works have performed this fusion, focusing more on the hybrid of quantum mechanics and machine learning; they are referred to as quantum machine learning [1, 20, 2, 25, 23, 21]. Physics has also been used in metaheuristic optimization where Newtonian gravity has been used for movement of particles in evolutionary search. That method is called gravitational search algorithm, spanning a family of metaheuristic algorithms [17, 8, 4, 18]. There is another hybrid work in addition to quantum machine learning and gravitational search algorithm, which models Einstein field equations of general relativity [6, 14, 26] in a recurrent neural network [13].
Implementing theoretical physics in machine learning can reveal some insights about data patterns. In this paper, we propose Gravitational Dimensionality Reduction (GDR) as a hybrid of physics and machine learning, where physics’ concepts are used in machine learning. GDR can be used for dimensionality reduction and metric learning\(^1\) in machine learning. It is a supervised method and reduces the intra-class variances for better separation of classes of data. It has two variants – Newtonian gravitational algorithm and relativity gravitational algorithm – where Newtonian gravity and general relativity’s gravity are used respectively for pushing the instances of every class to each other.

The remaining of this paper is organized as follows. Section 2 reviews the necessary background on the concepts of physics – both Newtonian and relativity concepts – used in this paper. The proposed GDR algorithm is introduced in Section 3, where both Newtonian gravitational algorithm and relativity gravitational algorithm are explained. Simulations are provided in Section 4 for validation of the proposed algorithm. Finally, Section 5 concludes the paper and enumerates the possible future directions.

2. Background on Physics

2.1 Newtonian Gravity

Consider a gravitational particle, such as a planet or a star, with mass \(M\). Suppose there is another particle with a smaller mass \(m\) with distance \(r\) from the particle with mass \(M\). According to the Newtonian gravity, developed by Robert Hooke [12] and Issac Newton [16], the gravitational force between the two particles is:

\[
F = \frac{GMm}{r^2},
\]

where \(r\) is the distance of the two particles and \(G\) is the gravitational constant, i.e., \(G \approx 6.6743 \times 10^{-11} \text{m}^3\text{kg}^{-1}\text{s}^{-2}\).

2.2 Einstein’s General Relativity

2.2.1 EINSTEIN’S FIELD EQUATIONS

The Newtonian gravity breaks for high speed movements or high-density masses. Einstein’s general relativity [6, 14, 26], proposed by Albert Einstein, generalizes Newtonian gravity to more general cases. Einstein’s field equations are ten equations summarized into the following expression:

\[
G_{\mu \nu} + \Lambda g_{\mu \nu} = \kappa T_{\mu \nu},
\]

where \(g_{\mu \nu}\) is the metric tensor of the four-dimensional spacetime manifold, \(T_{\mu \nu}\) is the stress-energy tensor modeling all forms of energy (including momentum, flux, stress, and pressure), and \(\Lambda \approx 1.1056 \times 10^{-52} \text{m}^{-2}\) is the cosmological constant (responsible for expansion of universe). \(\kappa\) is Einstein’s gravitational constant:

\[
\kappa = \frac{8\pi G}{c^4},
\]

---

1. Note that (distance) metric learning is a concept in machine learning and dimensionality reduction and it should not be confused with the metric tensor in differential geometry and general relativity.
where $G$ is the gravitational constant, introduced before, and $c \approx 299,792,458 \text{ m s}^{-1}$ is the speed of light in vacuum. $G_{\mu\nu}$ is the Einstein tensor, defined as:

$$G_{\mu\nu} := R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu},$$

(4)

where $R_{\mu\nu}$ is the Ricci curvature tensor and $R$ is the scalar curvature.

Note that $\mu$ and $\nu$ can each take values from \{0, 1, 2, 3\} for the coordinates in the four-dimensional spacetime manifold. By convention, the coordinate 0 stands for time and coordinates \{1, 2, 3\} are used for the three-dimensional space. This results in $4 \times 4 = 16$ combinations of $\mu$ and $\nu$. However, as the metric tensor is usually chosen to be symmetric, six of these are redundant and, therefore, there are ten Einstein’s field equations for the spacetime.

The left-hand side of Eq. (2), which includes Eq. (4) is the curvature of spacetime manifold and its right-hand side, which is the stress-energy tensor, deals with mass and energy. Therefore, Einstein’s field equations relate spacetime curvature to mass and energy. Reading Eq. (2) from right to left says that “a mass tells a spacetime manifold how to curve” and reading it from left to right says that “a curved spacetime manifold tells a mass how to move”\(^2\).

### 2.2.2 Metric Tensor of Spacetime

A manifold, such as the spacetime manifold, can be totally described by its metric tensor because a tensor can be used to find the lengths of geodesics (shortest paths) between any two points on the manifold. In other words, a metric tensor is used for generalization of the Pythagorean theorem from flat spaces to curvy manifolds. If $ds$ denotes the infinitesimal distance between two close points on the manifold, we have:

$$(ds)^2 = \sum_\mu \sum_\nu g_{\mu\nu} \, dx^\mu \, dx^\nu,$$

(5)

where $dx^\mu$ and $dx^\nu$ are the infinitesimal movement in the directions of $\mu$ and $\nu$ coordinates, respectively, and $g_{\mu\nu}$ is the metric tensor for coordinates $\mu$ and $\nu$.

The Einstein’s field equations require differential geometry to be solved [19]. They can have various solutions based on the environment and situation of spacetime. Every solution of the Einstein’s field equations results in a metric tensor which describes the spacetime manifold. In the following, we introduce two most well-known metric tensors as the solutions of the Einstein’s field equations.

- **Minkowski Metric:** When there is no mass in the spacetime, meaning that the spacetime is flat, Einstein’s general relativity reduces to Einstein’s special relativity [5]. In this case, the Minkowski metric [15] is the solution to the Einstein’s field equations, where the metric is:

$$g = \begin{bmatrix} c^2 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix}.$$  

(6)

Note that $g_{\mu\nu}$ denotes one of the elements of the matrix of the metric tensor, depending on the value of $\mu$ and $\nu$.

---

2. This is a famous quote by John Wheeler.
The three-dimensional space manifold of the Minkowski metric can be considered in the 3D Cartesian coordinate system with coordinates $x$, $y$, and $z$. This means that the first row and column of metric is for time and the other rows and columns correspond to $x$, $y$, and $z$.

### Schwarzschild Metric

When there is an uncharged non-rotating gravitational particle (with mass $M$) in the spacetime, the solution to the Einstein’s field equations is the Schwarzschild metric [22]:

$$g = \begin{bmatrix}
1 - \frac{r_s}{r} & 0 & 0 & 0 \\
0 & -(1 - \frac{r_s}{r})^{-1} & 0 & 0 \\
0 & 0 & -r^2 & 0 \\
0 & 0 & 0 & -r^2 \sin^2 \theta
\end{bmatrix},$$

where $r$ and $\theta$ are the relative distance and the polar angle from the mass in the spherical coordinate system (assuming the mass is at the origin). $r_s$ is the Schwarzschild radius (also called the event horizon of black hole if the mass is a black hole), defined as:

$$r_s := \frac{2GM}{c^2}.$$

The three-dimensional space manifold of the Schwarzschild metric should be considered in the 3D spherical coordinate system with coordinates $r$ (the radial distance), $\theta \in [0, \pi]$ (the polar angle), and $\phi \in [0, 2\pi]$ (the azimuthal angle). This means that the first row and column of metric is for time and the other rows and columns correspond to $r$, $\theta$, and $\phi$. It is noteworthy that the Schwarzschild metric does not include any term with $\phi$ because the mass is assumed to be spherically symmetric and non-rotating.

### 3. Gravitational Dimensionality Reduction

The goal of the proposed GDR algorithm is to get a $d$-dimensional dataset $D \in \mathbb{R}^{d \times n}$, having sample size $n$, and transform it to $Y \in \mathbb{R}^{d \times n}$ in a way that the intra-class variances decrease for better separation of classes. Then, any dimensionality reduction method can be applied to $Y$ to have a reduced dimensionality of the transformed data. As $Y$ has better separated classes, it will expected to also have better separated classes after dimensionality reduction.

The GDR algorithm can be viewed in Algorithm 1. It has two variants – with Newtonian and relativity gravitation, shown in Algorithms 2 and 3, respectively. As can be seen in Algorithm 1, GDR has several steps explained in the following.

#### 3.1 Projection onto 3D Space Manifold

If relativity gravitation is used, we must work in the spacetime manifold because tensor metric is in the spacetime. For simplicity of calculations, we assume that time is frozen so that we work in the 3D space manifold. For this, we assume that the 3D space manifold is a 3D PCA subspace. We learn a 3D PCA subspace from the $d$-dimensional $D$ by solving the following eigenvalue problem [9]:

$$SU = U\Lambda,$$
where $S$ is the covariance matrix of $D$, $U$ is the matrix of eigenvectors of $S$, and $\Lambda$ is the matrix of eigenvalues of $S$ [10]. Truncating the matrix of eigenvectors, to have the vectors with top three eigenvalues, results in $U \in \mathbb{R}^{d \times 3}$ for the 3D PCA subspace. Projection of data $D$ onto the column-space of $U$ gives the data in the 3D space manifold:

$$\mathbb{R}^{3 \times n} \ni X = U^T D. \quad (10)$$

This projection onto the space manifold is optional for the Newtonian gravitation algorithm because Newtonian gravity can be performed in a Euclidean space with any dimensionality.

### 3.2 Sorting based on Density

In GDR algorithm, for every data point $x_j$ within a class we assume that other every data point $x_i$ within that class is a gravitational particle, such as a planet or a star, which attracts $x_j$ through gravitation. By this gravitation, $x_j$ moves in the space. This means that the order of processing matters in the algorithm as movement of a data point $x_j$ will affect movement of next points. This is because $x_j$ will also be considered as a gravitational particle for other data points.

To become robust to the order of processing, we sort the data points of every class based on their density in the class, from largest to smallest density (see line 8 in Algorithm 1). If a point is in a denser region of class, where there are more data points, it is a more important point for representation of class. We use the score of Local Outlier Factor (LOF) [3] for this sorting. The more the LOF score of a point, the less the density of that point. Refer to [3] for details of this score.

After sorting, on one hand, we start taking $x_j$ from the end of the list (the least important points) because $x_j$ is going to move and impact movements of next data points. On the other hand, we start taking $x_i$ from the start of list (the most important points) because $x_i$ is going to move $x_j$ so the point $x_j$ should be first impacted by more important points.

### 3.3 Newtonian Gravitation Algorithm

In the variant with Newtonian gravitation, the Newtonian gravity, i.e., Eq. (1), is used. We assume $M = m = G = 1$ for simplicity. The distance between $x_j$ from $x_i$ is calculated by the Euclidean distance:

$$r_{ij} = \|x_i - x_j\|_2. \quad (11)$$

We define the amount of movement of $x_j$ towards $x_i$ as:

$$\delta_{ij} := F \times r_{ij} \equiv \frac{1}{r_{ij}} \times r_{ij} = \frac{1}{r_{ij}}, \quad (12)$$

to have the gravitational force as the fraction of distance $r_{ij}$. The movement vector is then calculated as:

$$\delta_{ij} := \delta_{ij} (x_i - x_j), \quad (13)$$
to move $x_j$ to $x_i$. $\delta_{ij}$ is either three-dimensional or $d$-dimensional, depending on whether we are working in the 3D space manifold or the input space of data (recall that PCA projection is optional for the Newtonian gravitation algorithm). As line 12 in Algorithm 2 demonstrates, we perform this iteratively until convergence. This gradually moves the points of every class towards each other, reducing the intra-class variances.
3.4 Relativity Gravitation Algorithm

In the relativity gravitation variant of GDR, we use Algorithm 3 in line 12 of Algorithm 2. We use Eq. (12) for calculation of the amount of movement, \( \delta_{ij} \); however, we use the metric tensor of space manifold for direction of movement.

3.4.1 Using Schwarzschild Metric

If the Schwarzschild metric is used, we should calculate the radial distance and polar angle of \( x_j \) with respect to \( x_i \) in a spherical coordinate system because this metric is in the spherical coordinates. We center \( x_j \) using \( x_i \) to put \( x_i \) at the origin of the spherical coordinate system:

\[
\hat{x}_j = x_j - x_i.
\]  

(14)

Then, the radial distance \( r_{ij} \) is found by Eq. (11). Let \( \hat{x}^k_j \) denote the \( k \)-th coordinate of \( \hat{x}_j \). The polar coordinate \( \theta_{ij} \) is obtained by:

\[
\theta_{ij} = \arctan\left( \frac{\sqrt{(\hat{x}_1^j)^2 + (\hat{x}_2^j)^2}}{|\hat{x}_3^j|} \right).
\]

(15)

If \( \hat{x}_2^j < 0 \), then the polar angle is adjusted to \( \pi - \theta_{ij} \).

We calculate the space-related elements of the Schwarzschild metric, i.e., Eq. (7). Recall that the time was assumed to be frozen for simplicity so only the space-related elements are used. We ignore the negative signs of space-related elements of tensor\(^4\) in Eq. (7), but we will encounter the negative signs later. Assuming \( G = M = c = 1 \) for simplicity, the elements of tensor are:

\[
g_{rr} = (1 - \frac{2}{r_{ij}})^{-1},
\]

(16)

\[
g_{\theta\theta} = r_{ij}^2,
\]

(17)

\[
g_{\phi\phi} = r_{ij}^2 \sin^2(\theta_{ij}).
\]

(18)

Noticing that the metric tensor is diagonal, according to Eq. (5), we have:

\[
(ds)^2 = g_{rr} dr \, dr + g_{\theta\theta} d\theta \, d\theta + g_{\phi\phi} d\phi \, d\phi,
\]

(19)

where \( dr, d\theta, \) and \( d\phi \) denote infinitesimal distances along \( r, \theta, \) and \( \phi \), respectively.

We consider the squared movement amount \( (\delta_{ij})^2 \) to be a linear combination of movements along coordinates \( r, \theta, \) and \( \phi \):

\[
(\delta_{ij})^2 = \alpha_r \delta_{ij} + \alpha_\theta \delta_{ij} + \alpha_\phi \delta_{ij},
\]

(20)

where \( \alpha_r + \alpha_\theta + \alpha_\phi = 1 \) and \( \alpha_r, \alpha_\theta, \alpha_\phi \in [0, 1] \). Setting \( \delta_{ij}^2 = (ds)^2 \) and comparing Eqs. (19) and (20) can give the following:

\[
\delta_{ij}^1 = d_r = -\frac{\alpha_r \delta_{ij}}{g_{rr}}, \quad \delta_{ij}^2 = d_\theta = -\frac{\alpha_\theta \delta_{ij}}{g_{\theta\theta}}, \quad \delta_{ij}^3 = d_\phi = -\frac{\alpha_\phi \delta_{ij}}{g_{\phi\phi}},
\]

(21)

\( ^4 \) Note that in general relativity, the signs of time-related and space-related elements should be opposite so one can take the time element to be negative and the space elements to be positive.
where we have added back the negative signs that we had dropped before from the tensor metric. Putting these together gives the movement vector \( \delta_{ij} = [\delta_{ij}^r, \delta_{ij}^\theta, \delta_{ij}^\phi]^\top \) in the spherical coordinate system.

The centered \( \hat{x}_j \) is in the Cartesian coordinate system. We need to convert it to the spherical coordinate system to use the movement vector in that coordinate system. We have:

\[
\hat{x}_j^r = \sqrt{(\hat{x}_j^1)^2 + (\hat{x}_j^2)^2 + (\hat{x}_j^3)^2}, \\
\hat{x}_j^\theta = \arctan \left( \frac{\sqrt{(\hat{x}_j^1)^2 + (\hat{x}_j^2)^2}}{\hat{x}_j^3} \right), \\
\hat{x}_j^\phi = \arctan \left( \frac{\hat{x}_j^2}{\hat{x}_j^1} \right),
\]

where we move the data point as:

\[
\hat{x}_j \leftarrow [\hat{x}_j^r, \hat{x}_j^\theta, \hat{x}_j^\phi]^\top + \delta_{ij}.
\]

After this movement, we recalculate \( r_{ij} \) and \( \theta_{ij} \) between \( x_i \) and the moved \( \hat{x}_j \). The point’s representation should be converted back to the Cartesian coordinate system:

\[
\hat{x}_j^1 = r_{ij} \sin(\theta_{ij}) \cos(\phi_{ij}), \\
\hat{x}_j^2 = r_{ij} \sin(\theta_{ij}) \sin(\phi_{ij}), \\
\hat{x}_j^1 = r_{ij} \cos(\theta_{ij}).
\]

We add \( x_i \) back to the centered moved point \( \hat{x}_j \) to have \( x_j = \hat{x}_j + x_i \). This is performed iteratively until convergence. This moves the points of every class to each other to reduce the intra-class variances.

### 3.4.2 Using Minkowski Metric

If we use the Minkowski metric, i.e., Eq. (6), the space-related elements of tensor, with ignorance of the negative signs, are:

\[
g_{xx} = g_{yy} = g_{zz} = 1.
\]

We have:

\[
(ds)^2 = (\delta_{ij})^2 = g_{xx} dx \, dx + g_{yy} dy \, dy + g_{zz} dz \, dz,
\]

\[
(\delta_{ij})^2 = \alpha_x \delta_{ij} + \alpha_y \delta_{ij} + \alpha_z \delta_{ij},
\]

where \( \alpha_x + \alpha_y + \alpha_z = 1 \) and \( \alpha_x, \alpha_y, \alpha_z \in [0, 1] \). Comparing these and encountering back the negative signs give:

\[
\delta_{ij}^1 = d_x = -\sqrt{\frac{\alpha_x \delta_{ij}}{g_{xx}}}, \quad \delta_{ij}^2 = d_y = -\sqrt{\frac{\alpha_y \delta_{ij}}{g_{yy}}}, \quad \delta_{ij}^3 = d_z = -\sqrt{\frac{\alpha_z \delta_{ij}}{g_{zz}}}.
\]

Putting these together gives the movement vector \( \delta_{ij} = [\delta_{ij}^x, \delta_{ij}^y, \delta_{ij}^z]^\top \) in the Cartesian coordinate system. The movement of the point \( x_j \) is:

\[
x_j \leftarrow x_j + \delta_{ij}
\]
1 Procedure: GDR()
2 Input: Training data $D$
3 // Project onto the space manifold:
4 if work in space manifold then
5 \[ X = U^T D \]
6 else
7 \[ X = D \]
8 // Sort points based on density:
9 for $k$ from 1 to $\ell$ do
10 \[ X_k \leftarrow \text{Extract instances of class } k \]
11 \[ X_k \leftarrow \text{Sort}(X_k) \]
12 // Main iterative algorithm:
13 while not converged do
14 for $k$ from 1 to $\ell$ do
15 \[ X_k \leftarrow \text{Newtonian}(X_k) \text{ or Relativity}(X_k) \]
16 // Unsort points to original order:
17 for $k$ from 1 to $\ell$ do
18 \[ X_k \leftarrow \text{Unsort}(X_k) \]
19 $X \leftarrow \text{Put together instances of classes}$
20 // Reconstruct from the space manifold:
21 if work in space manifold then
22 \[ Y = UX \]
23 else
24 \[ Y = X \]
25 Return $Y$

Algorithm 1: GDR algorithm with Newtonian or relativity methods

3.5 Final Steps

Recall that the data points were sorted based on their density. After the iterative movements of data points, we unsort the data points to their original positions in the dataset to have the transformed $X$ finally. In this transformed data, the variance of every class has become much smaller so the classes have become more separated. If we were working in the 3D PCA subspace (i.e., the space manifold), we reconstruct the data to the $d$-dimensional input space by $\mathbb{R}^{d \times n} \ni Y = UX$. If we were working in the $d$-dimensional space in the Newtonian gravitational algorithm, we simply get $X$ as the transformed data $Y$.

The transformed data $Y$ in the $d$-dimensional input space has better separation of classes compared to $D$. If dimensionality reduction is required, it is possible to apply any other dimensionality reduction algorithm to the transformed data $Y$ to obtain features with less dimensionality and more discrimination of classes in the subspace.
Procedure: Newtonian()

Input: Training data $X$ (three-dimensional or $d$-dimensional)

$n \leftarrow \text{cardinality of } X$

for $j$ from $n$ to 1 do

$\delta_j \leftarrow 0$

for $i$ from 1 to $n$, where $i \neq j$ do

$r_{ij} \leftarrow \|x_i - x_j\|_2$

$\delta_{ij} \leftarrow \frac{1}{r_{ij}}$

$\delta_{ij} \leftarrow \delta_{ij} (x_i - x_j)$

$\delta_j \leftarrow \delta_j + \delta_{ij}$

$x_j \leftarrow x_j + \delta_j$

Return $X$

Algorithm 2: Newtonian gravitation algorithm

4. Simulations

For verification of the GDR algorithm, we performed experiments on the sklearn’s NIST digit dataset with ten classes of digits, sample size 1797, and dimensionality 64. The code of the GDR algorithm can be found in https://github.com/bghojogh/Gravitational-Dimensionality-Reduction.

4.1 Verification of GDR algorithm

Figure 1 displays the data $X$ in the 3D PCA subspace (i.e., the space manifold). The data in the PCA subspace are shown for six iterations of the GDR algorithm with Newtonian and relativity gravitation approaches. In the experiments of Fig. 1, the Schwarzschild metric and $\alpha_r = \alpha_\theta = \alpha_\phi = 0.33$ were used for the relativity gravitation approach. As the figure shows, the classes have been separated because of reduction in their variances in both Newtonian and relativity approaches.

Moreover, we show the two-dimensional t-SNE representation [24] of the $d$-dimensional data in this figure. At the end of every iteration, we also reconstructed data from the PCA subspace to the $d$-dimensional space and showed the t-SNE representation of modified data at every iteration. As the t-SNE representations show in Fig. 1, the classes of data have become more separated after each iteration.

4.2 Newtonian Approach in the Input Space

Figure 1 also depicts the GDR performance with Newtonian gravitation where data are not projected onto the PCA subspace. It is seen that the Newtonian method also works well in the $d$-dimensional input space.

4.3 Comparison of Newtonian and Relativity Approaches

The performances of the Newtonian and relativity gravitation algorithms are also compared in Fig. 1. This comparison shows that the relativity approach moves the data points much faster to one another.
Algorithm 3: Relativity gravitation algorithm

so it is a faster approach in terms of number of iterations. This makes sense because the relativity approach uses the geodesics (shortest paths on the manifold), rather than the straight movements, to move in the space.
4.4 GDR with Relativity Gravitation Using the Minkowski Metric

Figure 2 illustrates the performance of GDR algorithm with relativity gravitation using the Minkowski metric tensor and $\alpha_x = \alpha_y = \alpha_z = 0.33$. As can be seen in this figure, the Minkowski metric only performs well up to some point and not as well as the Schwarzschild metric. This is because the Minkowski assumes the space is flat and does not encounter the effect of mass of $x_i$ on $x_j$.

4.5 Comparison of Weights of Coordinates

Finally, we compare the performances of GDR algorithm with relativity gravitation approach, having various weights of coordinates. This compares the importance of movements along different spherical coordinates. We compare three extreme cases $\{\alpha_r = 1, \alpha_\theta = 0, \alpha_\phi = 0\}$, $\{\alpha_r = 0, \alpha_\theta = 1, \alpha_\phi = 0\}$, and $\{\alpha_r = 0, \alpha_\theta = 0, \alpha_\phi = 1\}$. The results demonstrate that the radial coordinate has the most important impact in movement. This is expected because movement in $r$ direction brings $x_j$ to $x_i$ fastest among the spherical coordinates. However, as was shown in Fig. 1, moving along all spherical coordinates in combination works very well for moving along the geodesic.
Figure 2: Performance of GDR algorithm with relativity gravitation using the Minkowski metric tensor.

Figure 3: Comparison of performance of GDR algorithm with relativity gravitation having (a) $\alpha_r = 1, \alpha_\theta = 0, \alpha_\phi = 0$ and (b) $\alpha_r = 0, \alpha_\theta = 1, \alpha_\phi = 0$, and (c) $\alpha_r = 0, \alpha_\theta = 0, \alpha_\phi = 1$. 
5. Conclusion and Future Directions

This work proposed the GDR algorithm as a hybrid of physics and machine learning where physics is used in machine learning and not vice versa. Two versions of GDR were proposed, using the Newtonian gravitation and the relativity gravitation. In GDR with relativity, both Schwarzschild and Minkowski metrics were used to have both general relativity and special relativity in GDR. The experiments demonstrated that GDR is effective in separation of classes. The proposed algorithms are hybrids of physics and machine learning. The effectiveness of these algorithms were demonstrated by extensive experimentation and comparisons done both quantitatively and qualitatively.

Several possible directions exist for future work. The proposed GDR algorithm is a supervised method. Developing an unsupervised version of algorithm is a possibility. Moreover, the current GDR algorithm does not support out-of-sample (test) data which are not used during training. Out-of-sample extension of GDR is also a possible future direction. Another possible future work is consideration of gravitational waves impacting the data points in the GDR algorithm. Finally, other metric tensors, such as the Friedmann-Lemaître-Robertson-Walker metric (used in cosmology), the Lemaître-Tolman metric (used for spherically symmetric dust), and the Gödel metric, can be used in GDR for developing the algorithm.
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