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Abstract—Graph-based representations play a key role in machine learning. The fundamental step in these representations is the association of a graph structure to a dataset. In this paper, we propose a method that aims at finding a block sparse representation of the graph signal leading to a modular graph whose Laplacian matrix admits the found dictionary as its eigenvectors. The role of sparsity here is to induce a band-limited representation or, equivalently, a modular structure of the graph. The proposed strategy is composed of two optimization steps: i) learning an orthonormal sparsifying transform from the data; ii) recovering the Laplacian, and then topology, from the transform. The first step is achieved through an iterative algorithm whose alternating intermediate solutions are expressed in closed form. The second step recovers the Laplacian matrix from the sparsifying transform through a convex optimization method. Numerical results corroborate the effectiveness of the proposed methods over both synthetic data and real brain data, used for inferring the brain functionality network through experiments conducted over patients affected by epilepsy.
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I. INTRODUCTION

In many machine learning applications, from brain functional analysis to gene regulatory networks or sensor networks, associating a graph-based representation to a dataset is a fundamental step to extract relevant information from the data, like detecting clusters or measuring node centrality. The graph underlying a given data-set can be real, as in the case of a sensor network, for example, or it can be just an abstract descriptor of pairwise similarities. There is a large amount of work aimed at learning the network topology from a set of observations [1]. Typically, the graph topology reflects correlations among signals defined over its vertices. However, looking only at correlations may fail to capture the causality relations existing among the data. Alternative approaches built on partial correlation [1], or Gaussian graphical models [2], [3] have been deeply investigated. The analysis of signal defined over graphs, or Graph Signal Processing (GSP) [4]–[7], has provided a further strong impulse to the discovery of new techniques for inferring the graph topology from a set of observations. Some GSP-based approaches make assumptions about the graph by enforcing properties such as sparsity and/or smoothness of the signals [8], [9], [10]. Specifically, Kalofolias in [8] proposed a Laplacian learning framework, for smooth graph signals, by reformulating the problem as a weight $\ell_1$-norm minimization with a log barrier penalty term on the node degrees. Recently, the problem of learning a sparse, unweighted, graph Laplacian from smooth graph signals has been modeled by Chepuri et al. as a rank ordering problem, where the Laplacian is expressed in terms of a sparse edge selection vector by assuming a priori knowledge of the graph sparsity level [2]. An alternative approach consists in defining joint properties between signals and underlying graph such that the signal representation is consistent with given statistical priors on latent variables [10], [11]. Under the assumption that the observed field is a Gaussian Markov Random Field (GMRF), whose precision matrix is the graph Laplacian, Dong et al. [10] proposed a graph learning method that favors signal representations that are smooth and consistent with the underlying statistical prior model. Recently, in [11] Egilmez et al. proposed a general framework where graph learning is formulated as the estimation of different types of graph Laplacian matrices by adopting as minimization metric the log-determinant Bregman divergence with an additional, sparsity promoting, $\ell_1$-regularization term. In [11] it is shown that such a problem corresponds to a maximum a posteriori parameter estimation of GMRFs whose precision matrices are graph Laplacians. In case of directed graphs, Mei et al. proposed algorithms for estimating the directed, weighted adjacency matrices describing the dependencies among time series generated by systems of interacting agents [12].

There are also some recent works that focus on learning the graph topology from signals that diffuse over a graph [13], [14], [15]. Segarra et al. developed efficient sparse graph recovery algorithms for identifying the graph shift operator (the adjacency matrix or the normalized graph Laplacian) given only the eigenvectors of the shift operator [13]. These bases are estimated from the eigenvectors of the sample covariance matrix of stationary graph signals resulting from diffusion dynamics on the graphs. Then the optimization strategy minimizes the shift-operator $\ell_1$-norm by imposing complete or partial knowledge of the eigenvectors of the empirical covariance matrix. In [14], Pasdeloup et al. formulated the graph-inference problem in a way similar to [13], albeit with a different matrix selection strategy, which aims at recovering a matrix modeling a diffusion process without imposing the structure of a valid Laplacian to this matrix. Recently, Thanou et al. proposed a graph learning strategy based on the assumption that the graph signals are generated from heat diffusion processes starting from a few nodes of the graphs, by enforcing sparsity of the graph signals in a
dictionary that is a concatenation of graph diffusion kernels at different scales \[15\]. The problem of jointly estimating the dictionary matrix and the graph topology from data has been recently tackled by Yankelevsky et al. by taking into account the underlying structure in both the signal and the manifold domains \[16\]. Specifically, two smoothness regularization terms are introduced to describe, respectively, the relations between the rows and the columns of the data matrix. This leads to a dual graph regularized formulation aimed at finding, jointly, the dictionary and the sparse data matrix. The graph Laplacian is then estimated by imposing smoothness of any signal represented over the estimated dictionary. Given the observed graph signal, the estimation of the Laplacian eigenvectors is conceptually equivalent to finding a sparsifying transform \[17\]. A dictionary learning method for sparse coding incorporating a graph Laplacian regularization term, which enables the exploitation of data-similarity, was developed in \[18\], while a dictionary learning method reinforcing group-graph structures was proposed in \[19\].

One of the key properties of the spectral representation of signals defined over a graph is that the representation depends on the graph topology. The Graph Fourier Transform (GFT), for example, is the projection of a signal onto the space spanned by the eigenvectors of the graph Laplacian matrix. The main idea underlying our work is to associate a graph topology to the data in order to make the observed signals band-limited over the inferred graph or, equivalently, to make their spectral representation sparse. Finding this sparse representation of a signal on a graph is instrumental to finding graph topologies that are associated a label to all vertices belonging to the same class or cluster. If we look at the labels as a signal defined over the vertices of a graph, we have a signal constant within each cluster and varying arbitrarily across different clusters. This is a typical band-limited signal over a graph. The proposed approach is composed of the following two main steps: i) learn the GFT basis and the sparse signal representation jointly from the observed dataset; ii) infer the graph weighted Laplacian, and then the graph topology, from the estimated Laplacian eigenvectors. A nice feature of the proposed approach is that the first step is solved through an alternating optimization algorithm whose single steps are solved in closed form. Furthermore, the second step is cast as a convex problem, so that it can be efficiently solved. With respect to previous works, we make no assumptions about the stationarity of the observed signal and we do not assume any diffusion process taking place on the graph.

Interestingly, we find theoretical conditions relating the sparsity of the graph that can be inferred and the bandwidth (sparsity level) of the signal.

To assess the performance of the proposed approaches, we consider both synthetic and real data. In the first case, we know the ground-truth graph and then we use it as a benchmark. In such a case, we also compare our methods with similar approaches, under different data models (e.g., band-limitedness, multivariate Gaussian random variables described by an inverse Laplacian covariance matrix, etc.). Then, we applied our methods to infer the brain functionality graph from electrocorticography (ECoG) seizure data collected in an epilepsy study \[11, 20\]. In such a case, the brain network is not directly observable and must be inferred by measurable ECoG signals. This represents an important application for the recently developed, graph-based learning methods \[21, 22\]. By exploiting such methods, the hope is to gain more insights about the unknown mechanisms underlying some neurological diseases such as, for example, epileptic seizures.

The rest of the paper is organized as follows. Section II introduces the graph signal models and the topology learning strategy. Section III describes the first step of our method designed to learn jointly, a subset of the GFT basis and the sparse signal. Two alternative algorithms to learn the Laplacian matrix from the estimated (incomplete) Fourier basis are then presented in Section IV. Theoretical conditions on graph identifiability are discussed in Section V. Numerical tests based on both synthetic and real data from an epilepsy study, are then presented in Section VI.

II. LEARNING TOPOLOGY FROM GRAPH SIGNALS

A. Graph signals model

We consider an undirected graph \(G = (\mathcal{V}, \mathcal{E})\) consisting of a set of \(N\) vertices (or nodes) \(\mathcal{V} = \{1, \ldots, N\}\) along with a set of edges \(\mathcal{E} = \{a_{ij}\}_{i,j \in \mathcal{V}}\) such that \(a_{ij} > 0\), if there is a link between node \(j\) and node \(i\), or \(a_{ij} = 0\), otherwise. We denote with \(|\mathcal{V}|\) the cardinality of \(\mathcal{V}\), i.e. the number of elements of \(\mathcal{V}\). Let \(A\) denote the \(N \times N\) adjacency, symmetric matrix with entries the edge weights \(a_{ij}\) for \(i, j = 1, \ldots, N\). The (unnormalized) graph Laplacian is defined as \(L := D - A\), where the degree matrix \(D\) is a diagonal matrix whose \(i\)th diagonal entry is \(d_i = \sum_j a_{ij}\). Since \(G\) is an undirected graph, the associated Laplacian matrix is symmetric and positive semidefinite and admits the eigendecomposition \(L = U \Lambda U^T\), where \(U\) collects all the eigenvectors \(\{u_i\}_{i=1}^N\) of \(L\), whereas \(\Lambda\) is a diagonal matrix containing the eigenvalues of \(L\). A signal \(y\) on a graph \(G\) is defined as a mapping from the vertex set to a complex vector of size \(N = |\mathcal{V}|\), i.e. \(y : \mathcal{V} \rightarrow \mathbb{C}\). For undirected graphs, the GFT \(\hat{y}\) of a graph signal \(y\) is defined as the projection of \(y\) onto the subspace spanned by the eigenvectors of the Laplacian matrix, see e.g. \[4, 6, 7\]:

\[
\hat{y} = U^T y.
\]

A band-limited graph signal is a signal whose GFT is sparse. Let us denote these signals as

\[
y = Us
\]

where \(s\) is a sparse vector. One of the main motivations for projecting the signal \(y\) onto the subspace spanned by the eigenvectors of \(L\), is that these eigenvectors encode some of the graph topological features \[23, 24\]. In particular, the eigenvectors associated to the smallest eigenvalues of \(L\) identify graph clusters \[23\]. Hence, a band-limited signal with support on the lowest indices is a signal that is smooth within
clusters, while it can vary arbitrarily across clusters. More formally, given a subset of indices \( K \subseteq \mathcal{V} \), we introduce the band-limiting operator \( \mathbf{B}_K = \mathbf{U} \mathbf{\Sigma}_K \mathbf{U}^T \), where \( \mathbf{\Sigma}_K \) is a diagonal matrix defined as \( \mathbf{\Sigma}_K = \text{Diag}(\mathbb{1}_K) \) and \( \mathbb{1}_K \) is the set indicator vector, whose \( i \)-th entry is equal to one if \( i \in K \), and zero otherwise.

Let us assume that \( s \in \mathbb{R}^N \) is a \(|K|\)-sparse vector, i.e., \( \| s \|_0 \leq K \), where the \( 0 \)-norm counts the number of nonzeros in \( s \) and \( K = |K| \). We say that \( y \) is a \( K \)-band-limited graph signal if \( \mathbf{B}_K y = y \), or, equivalently, if \( y = \mathbf{U} s \), where \( s \) is a \(|K|\)-sparse vector [25]. The observed signal \( y \in \mathbb{R}^N \) can be seen as a linear combination of columns from a dictionary \( \mathbf{U} \in \mathbb{R}^{N \times N} \). Collecting \( M \) vectors \( s_i \in \mathbb{R}^N \) in the matrix \( \mathbf{S} \in \mathbb{R}^{N \times M} \), we assume that the signals \( s_i \) share a common support. This implies that \( \mathbf{S} \) is a block-sparse matrix having entire rows as zeros or nonzeros. We define the set of \( K \)-block sparse signals [26, 27] as

\[
\mathcal{B}_K = \{ \mathbf{S} = [s_1, \ldots, s_M] \in \mathbb{R}^{N \times M} | \{ \mathbf{S}(i,:), \forall i \notin K \subseteq \mathcal{V}, \}
\]

where \( \mathbf{S}(i,:) \) denotes the \( i \)-th row of \( \mathbf{S} \). Hence, by introducing the matrix \( \mathbf{Y} \in \mathbb{R}^{N \times M} \) with columns the \( M \) observed vectors \( y_i \), we get the compact form \( \mathbf{Y} = \mathbf{U} \mathbf{S} \) where \( \mathbf{S} \in \mathcal{B}_K \).

**B. Problem formulation**

In this paper we propose a novel strategy to learn, jointly, the orthonormal transform matrix \( \mathbf{U} \), the sparse graph signal \( \mathbf{S} \) and the underlying graph topology \( \mathbf{L} \). Although the matrices \( \mathbf{U} \), \( \mathbf{S} \) and \( \mathbf{L} \) are not uniquely identified, we will devise an efficient algorithm to find optimal solutions that minimize the estimation error. Before formulating our problem, we introduce the space of valid combinatorial Laplacians, i.e.

\[
\mathcal{L} = \{ \mathbf{L} \in S^N_+ | \mathbf{L} \mathbf{1} = \mathbf{0}, L_{ij} = L_{ji} \leq 0, \forall i \neq j \}
\]

where \( S^N_+ \) is the set of real, symmetric and positive semidefinite matrices. In principle, our goal would be to find the solution of the following optimization problem

\[
\min_{\mathbf{L}, \mathbf{U}, \mathbf{A} \in \mathbb{R}^{N \times N}} \| \mathbf{Y} - \mathbf{US} \|_F^2 + f(\mathbf{L}, \mathbf{Y}, \mathbf{S}) \quad (P)
\]

subject to

\[
\begin{align}
& a) \quad \mathbf{U}^T \mathbf{U} = \mathbf{I}, \quad \mathbf{u}_1 = b1 \\
& b) \quad \mathbf{LU} = \mathbf{UA}, \quad \mathbf{L} \in \mathcal{L}, \quad \text{tr}(\mathbf{L}) = p \\
& c) \quad \mathbf{A} \succeq 0, \quad \Lambda_{ij} = \Lambda_{ji} = 0, \forall i \neq j \\
& d) \quad \mathbf{S} \in \mathcal{B}_K,
\end{align}
\]

where: the objective function is the sum of the data fitting error plus the function \( f(\mathbf{L}, \mathbf{Y}, \mathbf{S}) \) enabling, as we will see in Section IV, the recovering of a graph topology which reflects the smoothness of the observed graph signals; the constraint a) forces \( \mathbf{U} \) to be unitary and includes a vector proportional to the vector of all ones; b) constrains \( \mathbf{L} \) to possess the desired structure and imposes that \( \mathbf{U} \) and \( \mathbf{A} \) are its eigenvalues; the trace constraint, with \( p > 0 \), is used to avoid the trivial solution; c) forces \( \mathbf{L} \) to be positive semidefinite (and \( \mathbf{A} \) to be diagonal); finally, d) enforces the \( K \)-block sparsity of the signals. However, problem \( P \) is non-convex in both the objective function and the constraint set. To make the problem tractable, we devise a strategy that decouples \( P \) in two simpler optimization problems. The proposed strategy is rooted on two basic steps: i) first, given the observation matrix \( \mathbf{Y} \), learn the orthonormal transform matrix \( \mathbf{U} \) and the sparse signal matrix \( \mathbf{S} \) jointly, in order to minimize the fitting error \( \| \mathbf{Y} - \mathbf{US} \|_F^2 \), subject to a block-sparsity constraint; ii) second, given \( \mathbf{U} \), infer the graph Laplacian matrix \( \mathbf{L} \) that admits the column of \( \mathbf{U} \) as its eigenvectors. While the theoretical proof of convergence of this double-step approach is still an open question, the effectiveness of the proposed strategy has been corroborated by extensive numerical results over both simulated and real data. In the next sections, we will develop alternative, suboptimal algorithms to solve the proposed graph inference problem and we will present the numerical results.

**III. LEARNING FOURIER BASIS AND GRAPH SIGNALS JOINTLY**

In this section we describe the first step of the proposed graph recovering strategy, aimed at learning the pair of matrices \( (\mathbf{U}, \mathbf{S}) \) jointly, up to a multiplicative rotation matrix. Observe that, since \( \mathbf{U} \in \mathbb{R}^{N \times N} \) is full rank, if \( \mathbf{U} \) is known, recovering \( \mathbf{S} \) from \( \mathbf{Y} \) is easy. However, in our case, \( \mathbf{U} \) is unknown. Hence, recovering both \( \mathbf{S} \) and \( \mathbf{U} \) is a challenging task, which is prone to an identifiability problem. To solve this task, we use a method conceptually similar to sparsifying transform learning, assuming a unitary transform [28], with the only difference that we enforce block-sparsity and we impose, a priori, that one of the eigenvectors be a constant vector. More specifically, we set \( \mathbf{u}_1 = b1 \), with \( b = 1/\sqrt{\mathcal{N}} \).

Because of the unitary property of \( \mathbf{U} \), we can write \( \| \mathbf{Y} - \mathbf{US} \|_F^2 = \| \mathbf{U}^T \mathbf{Y} - \mathbf{S} \|_F^2 \). Our goal is to find the block-sparse columns \( \{ s_i \}_{i=1}^{M} \), and the Fourier basis orthonormal vectors \( \{ u_i \}_{i=1}^{\mathcal{N}} \), minimizing the sparsity error. Therefore, given the training matrix \( \mathbf{Y} \in \mathbb{R}^{N \times M} \), motivated by the original problem \( P \), we formulate the following optimization problem:

\[
\min_{\mathbf{U} \in \mathbb{R}^{N \times N}, \mathbf{S} \in \mathbb{R}^{N \times M}} \| \mathbf{U}^T \mathbf{Y} - \mathbf{S} \|_F^2 \\
\text{s.t.} \quad \mathbf{U}^T \mathbf{U} = \mathbf{I}, \quad \mathbf{u}_1 = b1 \quad (P_{U,S})
\]

where \( \Lambda \) is a \( \mathcal{N} \times \mathcal{N} \) matrix with its \( i \)-th diagonal entry being the \( i \)-th multiplicative rotation matrix: \( \Lambda = \text{Diag}(\mathbb{1}_K) \) and \( \mathbb{1}_K \) is the set indicator vector, whose \( i \)-th entry is equal to one if \( i \in K \), and zero otherwise.

**A. Alternating optimization algorithm**

The proposed approach to solve the above non-convex problem \( P_{U,S} \) alternates between the minimization ofthe
Algorithm 1: Learning Fourier basis and graph signals

Set \( U^0 \in \mathbb{R}^{N \times N}, U^0 \triangleright U^0 = I, U_1 = b1, k = 1 \)

Repeat
1. Find \( S^k \) as solution of \( S_k \) in (7):
   Compute the optimal point \( \hat{U}^k \) as in (9).
   \( k = k + 1 \)

until convergence

objective function with respect to \( S \) and \( U \) at each step \( k \), iteratively, as follows:

1. \( \hat{S}^k \triangleq \arg \min_{S \in \mathbb{R}^{N \times M}} \| (\hat{U}^{k-1})^T Y - S \|_F^2 \) \hspace{1cm} \hspace{1cm} (S_k)

2. \( \hat{U}^k \triangleq \arg \min_{U \in \mathbb{R}^{N \times N}} \| U^T Y - \hat{S}^k \|_F^2 \) \hspace{1cm} \hspace{1cm} (U_k)

The algorithm iterates until a termination criterion is met, within a prescribed accuracy, as summarized in Algorithm 1.

The interesting feature is that the two non-convex problems \( S_k \) and \( U_k \) admit closed-form solutions. Therefore, both steps of the above algorithm can be performed exactly, with a low computational cost, as follows.

1) Computation of the critical point \( \hat{S}^k \): To solve problem \( S_k \) we need to define the \((p, q)\)-mixed norm of the matrix \( S \) as

\[
\| S \|_{(p, q)} = \left( \sum_{i=1}^{N} \| S(i, :) \|_p^q \right)^{1/q}.
\]

When \( q = 0 \), \( \| S \|_{(p, 0)} \) simply counts the number of nonzero rows in \( S \), whereas for \( p = q = 2 \) we get \( \| S \|_{(2,2)} = \| S \|_F^2 \).

Hence, we reformulate problem \( S_k \) as in (26), to obtain the best block-sparse approximation of the matrix \( S \) as

\[
\mathop{\arg \min}_{S \in \mathbb{R}^{N \times M}} \| (\hat{U}^{k-1})^T Y - S \|_F^2 \hspace{1cm} \| S \|_{(2,2)} \leq K.
\]

where we force the rows of \( S \) to be \( K \)-block sparse. The solution of this problem is simply obtained by sorting the rows of \( (\hat{U}^{k-1})^T Y \) by their \( l_2 \)-norm and then selecting the rows with largest norms (26).

2) Computation of the critical point \( \hat{U}^k \): The optimal transform update for the transform matrix \( U^k \) is provided in the following proposition.

Proposition 1: Define \( \hat{Y}^k = Y S^k \) and \( \hat{Z}^k = [\hat{y}_2, \ldots, \hat{y}_N] \), where \( \hat{y}_i^2 \) represents the \( i \)th column of \( \hat{Y}^k \), and \( \hat{Z}_k^T = PZ^k \) with \( P = I - 11^T / N \). If \( r = \text{rank}(\hat{Z}_k^T) \), we have

\[
\hat{Z}_k^T = X \Sigma V^T = [X_1, X_s] \Sigma V^T
\]

where the \( N \times r \) matrix \( X_r \) contains as columns the \( r \) left-eigenvectors associated to the non-zero singular values of \( \hat{Z}_k^T \), \( X_s \) is an orthonormal \( N \times N - r \) matrix selected as belonging to the nullspace of the matrix \( B = [1^T, X_1^T] \), i.e., \( BX_s = 0 \). The optimal solution of the non-convex problem \( U_k \) is then

\[
\hat{U}^k = [1b \hspace{1cm} U^*]
\]

where \( U^* = X^-V^T \) and \( X^- \) is obtained by removing from \( X \) its last column.

Proof. See Appendix A.

Of course, the pair of matrices \( (U, S) \) solving (5) can only be found up to the multiplication by a unitary matrix \( W \) that preserves the sparsity of \( S \). In fact, \( US = UWW^T S : = US \) where \( W \) is a unitary matrix, i.e., \( WW^T = I \). In the next section, we will take into account the presence of this unknown rotation matrix in the recovery of the graph topology. Nevertheless, if the graph signals assume values in a discrete alphabet, it is possible to de-rotate the estimated transform \( U \) by using the adaptive, iterative algorithm developed in (29), based on the stochastic gradient approximation, as shown in Section VI.

IV. LEARNING THE GRAPH TOPOLOGY

In this section we propose a strategy aimed at identifying the topology of the graph by learning the Laplacian matrix \( L \) from the estimated transform matrix \( U \). Of course, if we would know the eigenvalue and eigenvector matrices of \( L \), we could find \( L \) by solving

\[
LU = UA.
\]

However, from the algorithm solving problem (5) we can only expect to find two matrices \( \hat{U} = UW \) and \( \hat{S} = W^T S \), where \( W \) is a unitary matrix that preserves the block-sparsity of \( S \). This means that, if we take the product \( \hat{L} \hat{U} \), we get

\[
\hat{L} \hat{U} = LCU.
\]

Furthermore, having supposed that the observed graph signals are \( K \)-bandlimited, with \( |K| = K \), we can only assume, from the first step of the algorithm, knowledge of the \( K \) columns of \( \hat{U} \) associated to the observed signal subspace. Under this setting, the constraint in (12) reduces to

\[
\hat{L}U_K = U_K C_k
\]

with \( C_k \in \mathbb{R}^{K \times K} \), \( C_k = \Phi^{-1} \Lambda_k \Phi \succeq 0 \), \( \Phi \) a unitary matrix and \( \Lambda_k \) the diagonal matrix obtained by selecting the set \( K \) of diagonal entries of \( \Lambda \).

For the sake of simplifying the optimization problem \( \mathcal{P} \), the graph learning problem can be formulated as follows

\[
\mathop{\min}_{L \in \mathcal{L}} \{ f(L, Y, \hat{S}) \hspace{1cm} \text{s.t.} \hspace{1cm} L \in \mathcal{L}, tr(L) = p \} \triangleq \lambda'(\hat{U}_K)
\]

with \( \mathcal{L} \) defined as in (4). Different choices for the objective function \( f(L, Y, \hat{S}) \) have been proposed in the literature, such as, for example: i) \( f(L) = ||L||_F \), as in (13), or ii) \( f(L, Y) = tr(YLY^T) + \mu ||L||_F \), as in (10). In the first case, the goal was to recover the sparsest graph, given the eigenvectors of the shift matrix, estimated via principal component analysis (PCA) of the sample covariance of graph signals diffused on the network. In the second case, the goal was to
minimize a linear combination of the \( l_2 \)-norm total variation of the observed signal \( Y \), measuring the signal smoothness, plus a Frobenius norm term, specifically added to control (through the coefficient \( \mu \geq 0 \)) the distribution of the off-diagonal entries of \( L \). Note that, because of the constraint on the Laplacian trace, setting \( \mu \) to large values penalizes large degrees and leads, in the limit, to dense graphs with constant degrees across the nodes.

In this paper, our goal is to infer a graph topology that gives rise to a band-limited signal, consistent with the observed signal. This inference is based on the joint estimation of the \(|K|\)-sparse signal vector \( s \), and the Laplacian eigenvectors \( L \). To this end, we propose two alternative choices for the objective function, leading to the following two algorithms.

### A. Total Variation based graph learning

The Total Variation Graph Learning (TV-GL) algorithm, is formulated as follows

\[
\begin{align*}
\min_{\mathbf{L} \in \mathbb{R}^{N \times N}, \mathbf{C}_K \in \mathbb{R}^{K \times K}} & \quad f_1(\mathbf{L}, \mathbf{Y}, \mu) \triangleq \text{TV}(\mathbf{L}, \mathbf{Y}) + \mu \| \mathbf{L} \|_F^2, \\
\text{s.t.} & \quad (\mathbf{L}, \mathbf{C}_K) \in \mathcal{X}(\hat{\mathbf{U}}_K)
\end{align*}
\]

where \( \text{TV}(\mathbf{L}, \mathbf{Y}) = \sum_{m=1}^{M} \sum_{i,j=1}^{N} |Y_{im} - Y_{jm}| \) represents the \( l_1 \)-norm total variation of the observed signal \( Y \) on the graph. Minimizing this \( l_1 \)-norm tends to disconnect nodes having distinct signal values and to connect nodes have similar values, whereas the Frobenius norm controls the sparsity of the off-diagonal entries of \( L \); the constraint on the Laplacian trace in \( \mathcal{X}(\hat{\mathbf{U}}_K) \) is instrumental to avoid the trivial solution by fixing the \( l_1 \)-norm of \( L \). Note that this constraint can be read as a sparsity constraint on \( L \), since \( \text{tr}(\mathbf{L}) = \| \mathbf{L} \|_1 \), and the \( l_1 \) norm represents the tightest relaxation of the \( l_0 \) norm. The coefficient \( \mu \) is used to control the graph sparsity: if \( \mu \) increases the Frobenius norm of \( L \) tends to decrease and, because of the trace constraint, this leads to a more uniform distribution of the off-diagonal entries so that the number of edges increases; on the contrary, as \( \mu \) goes to 0, the graph tends to be more and more sparse.

Problem \( P_{f_1} \) is convex since both feasible set and objective function are convex.

### B. Estimated-signal-aided graph learning

We propose now an alternative method, which we name Estimated-Signal-Aided Graph Learning (ESA-GL) algorithm. In this case the signals \( \hat{S} \) estimated in Algorithm 1 are used in the graph recovering method. To motivate this method, we begin observing that

\[
\text{tr}(\mathbf{Y}^T \mathbf{L} \mathbf{Y}) = \text{tr}(\mathbf{S}_K^T \mathbf{A}_K \mathbf{S}_K) = \text{tr}((\mathbf{S}_K^T \mathbf{C}_K \mathbf{S}_K)^T)
\]

where \( \mathbf{S}_K \) contains the rows with index in the support set of the graph signals, whereas \( \mathbf{S}_K = \mathbf{Y}_K^T \mathbf{S}_K \) are the graph signals estimated by Algorithm 1. Therefore, an alternative formula-

\[
\min_{\mathbf{L} \in \mathbb{R}^{N \times N}, \mathbf{C}_K \in \mathbb{R}^{K \times K}} f_2(\mathbf{L}, \mathbf{S}_K, \mu) \triangleq \text{tr}(\mathbf{S}_K^T \mathbf{C}_K \mathbf{S}_K) + \mu \| \mathbf{L} \|_F^2 \quad (P_{f_2})
\]

Also in this case the formulated problem is convex, so that it can be efficiently solved.

---

### V. LAPLACIAN IDENTIFIABILITY CONDITIONS

Before assessing the goodness of the proposed inference algorithms, in this section we investigate the conditions under which the Laplacian matrix can be recovered uniquely. Interestingly, the derivations lead to an interesting relation between the bandwidth of the signal and the sparsity of the graph. We start looking for the conditions under which the feasible set \( \mathcal{X}(\hat{\mathbf{U}}_K) \) of problems \( P_{f_1} \) and \( P_{f_2} \) reduces to a singleton. To derive closed form bounds for the identifiability conditions of the Laplacian matrix, we need to assume that the transform matrix is perfectly known, so that \( \hat{\mathbf{U}}_K = \mathbf{U}_K \). Even though these are ideal conditions because our proposed algorithms are only able to recover \( \hat{\mathbf{U}}_K \) up to a rotation, the closed forms provide a meaningful insight into the relation between graph sparsity and signal bandwidth. Furthermore, we remark that it is possible to recover the matrix \( \hat{\mathbf{U}}_K \) with no rotation in the case where the signal values belong to a known discrete set, by using the blind algorithm of [29], as shown in Section VI. Assume w.l.o.g. that the \( K \) eigenvectors of \( \mathbf{U}_K \) are sorted in increasing order of their corresponding eigenvalues so that \( 0 = \lambda_{K,1} \leq \lambda_{K,2} \leq \ldots \leq \lambda_{K,K} \) with \( \Lambda_K = \text{diag}(\lambda_K) \). As a consequence, the convex set \( \mathcal{X}(\hat{\mathbf{U}}_K) \) of problems \( P_{f_1} \) and \( P_{f_2} \), can be written as

\[
\mathcal{X}(\hat{\mathbf{U}}_K) \triangleq \left\{ \begin{array}{l}
\mathbf{L} \mathbf{U}_K = \mathbf{U}_K \Lambda_K \\
\mathbf{L} \mathbf{1} = \mathbf{0} \\
\Lambda_i = \mathbf{0}, \forall i \neq j \\
\lambda_{K,i} \geq 0, i = 2, \ldots, K - 1 \\
\text{tr}(\mathbf{L}) = p
\end{array} \right.
\]

where conditions b)–e) impose the desired Laplacian structure to \( \mathbf{L} \) and f) fixes its \( l_1 \)-norm by avoiding the trivial solution. For the sake of simplicity, we focus on the case where the subset \( K \) consists of the indices associated to the first \( K \) columns of \( \mathbf{U} \); otherwise one can follow similar arguments for any subsets of indices by properly rewriting conditions d) – e). As shown in Appendix C, we can reduce equations a)-c) and f) in (15) to the following compact form:

\[
\mathbf{F} \mathbf{x} = \mathbf{b}, \quad \mathbf{x} \in \mathbb{R}^{N(N-1)/2 + K - 1}_+
\]

where we defined \( \mathbf{x} \triangleq [-\mathbf{z}; \hat{\lambda}]; \mathbf{z} \triangleq \text{vech}(\mathbf{L}) \in \mathbb{R}^{N(N-1)/2}_+; \text{vech}(\mathbf{L}) \) the half-vectorization of \( \mathbf{L} \) obtained by vectorizing only the lower triangular part (except the diagonal entries) of \( \mathbf{L} \); \( \mathbb{R}_+ \) and \( \mathbb{R}_- \) the sets of, respectively, nonnegative and nonpositive real numbers; \( \hat{\lambda} \triangleq \{\lambda_{K,i}\}_{i \in K} \) where, assuming
the entries of \( \lambda_K \) in increasing order, the index set \( K^- \) is obtained by removing from \( K \) the first index corresponding to \( \lambda_{K,1} \); \( b = [0_{K,N}; p] \); and, finally, the coefficient matrix \( F \in \mathbb{R}^{m \times n} \), with \( m = KN + 1 \) and \( n = N(N - 1)/2 + K - 1 \) is defined in Appendix B equation (40).

Note that the rank \( q \) of the coefficient matrix \( F \in \mathbb{R}^{m \times n} \) is \( q \geq K - 1 \) and \( q \leq \min\{n, m\} \).

**Proposition 2:** Assume the set \( \mathcal{X}(U_K) \) to be feasible, then it holds:

- \( a) \) \( K - 1 \leq \text{rank}(F) \leq KN + 1 \) for \( K \leq N^2 - \frac{2}{N - 1} \) and \( K - 1 \leq \text{rank}(F) \leq (N - 1)/2 + K - 1 \) for \( K > N^2 - \frac{2}{N - 1} \);
- \( b) \) if \( \text{rank}(F) = KN + 1 \) and \( K = \frac{N^2 - 2}{N - 1} \), or \( \text{rank}(F) = N(N - 1)/2 + K - 1 \) and \( K > \frac{N^2 - 2}{N - 1} \), the set \( \mathcal{X}(U_K) \) is a singleton.

**Proof:** See Section A in Appendix C.

By using some properties about nonnegative solutions of underdetermined systems \([30]\), under the assumption of existence and uniqueness of solutions for the system \((16)\), we can derive the following condition relating graph sparsity and signal bandwidth \( K \).

**Proposition 3:** If the set \( \mathcal{X}(U_K) \) with \( K < \frac{N^2 - 2}{N - 1} \) is feasible and \( \{ x \mid Fx = FX_0, x \geq 0 \} \) is a singleton for any nonnegative \( s \)-sparse signal \( X_0 \), then \( \| A \|_{\infty} \frac{2s}{N} \leq K \geq 2s/N \) and \( \| A \|_{\infty} \leq K(N - 2) + 2c \) where \( c \) is the number of connected components in the graph.

**Proof:** See Section B in Appendix C.

Note that if we assume the graph to be disconnected, i.e. \( c > 1 \), the upper bound on the graph sparsity tends to increase to compensate for the connectivity loss.

**VI. Numerical Results**

In this section, we present some numerical results validating the effectiveness of the proposed graph-learning strategies for both synthetic and real-world graphs. In all numerical experiments we solved the proposed optimization problems by using the convex optimization package CVX \([31]\).

**Performance over synthetic data**

Let us consider the graph in Fig. 1a composed of \( N = 30 \) nodes forming 3 clusters of 10 nodes each. To start testing the effectiveness of the proposed graph inference strategies, in Fig. 1 we illustrate an example of graph topology recovery resulting by using the TV-GL and ESA-GL algorithms. The color on each edge encodes the strength of that edge. We can observe that, learning the Fourier basis using Algorithm 1, both algorithms are able to ensure a good topology recovery.

As a statistical test, we run simulation over 100 independent signal matrix realizations, with \( N = 30 \) and \( M = 15 \), assuming \( K = 3 \) for the block sparsity and setting \( \text{tr}(L) = N \). As a first performance measure, we measured the correlation coefficient between the true Laplacian entries \( \tilde{L}_{ij} \) and their estimates \( \hat{L}_{ij} \);

\[
\rho(L, \hat{L}) \equiv \frac{\sum_{i,j} (L_{ij} - \bar{L}_m)(\hat{L}_{ij} - \hat{L}_m)}{\sqrt{\sum_{i,j} (L_{ij} - \bar{L}_m)^2} \sqrt{\sum_{i,j} (\hat{L}_{ij} - \hat{L}_m)^2}}
\]

where \( L_m \) and \( \bar{L}_m \) are the average values of the entries, respectively, of the true and estimated Laplacian matrices. Note that, because of the Laplacian matrix structure, we always have \( L_m = \bar{L}_m = 0 \). In Fig. 2 we plot the average correlation coefficient \( \bar{\rho}(L, \hat{L}) \) vs. the penalty coefficient \( \mu \), where \( L \) is computed by applying the total variation based (TV-GL) or the estimated-signal aiding graph-learning (ESA-GL) algorithms.

To get insight into the proposed algorithms, we considered both cases when the Fourier transform matrix \( U \) is a priori known or when it is estimated by using Algorithm 1. From Fig. 2 we notice that both methods are able to ensure high average correlation coefficients. Furthermore, we can observe a high robustness of the TV-GL method to the choice of the penalty parameter with respect to the ESA-GL algorithm. By comparing the curves obtained by assuming perfect knowledge of \( U \) with those derived by estimating it through Algorithm 1, we can also notice that the performance loss due to estimation errors is negligible.

In general, the choice of \( \mu \) has an impact on the final result. To assess this impact, in Fig. 3 we illustrate the average normalized recovery error \( \bar{E}_0 \) versus the penalty coefficient \( \mu \). The error \( \bar{E}_0 \) represents the fraction of misidentified edges and is defined as \( \| A - \hat{A}_{K,F} \|_{\infty} \frac{N}{N(N - 1)} \) where \( A \) and \( \hat{A} \) are, respectively, the groundtruth and the recovered binary adjacency matrices. The binary matrix \( \hat{A} \) has been obtained by thresholding the entries of the recovered matrix \( \hat{A} \) with a threshold equal to half the average values of the elements of \( A \). We consider both cases where the Fourier basis vectors are estimated (upper plot) or a-priori perfectly known (lower plot). Under this last setting, we solve problem \( P_{\mu} \) and \( P_{\hat{f}} \) assuming \( (L, C_K) \in \mathcal{X}(U_K) \). Thereby, we solve problem \( S_{\mu} \) by supposing perfect knowledge of \( U \), in order to calculate the estimated signals \( \hat{S}_i \), needed as input to solve problem \( P_{\hat{f}} \).

We can see that the percentage of incorrect edge recovery can be in the order of 0.4%. Furthermore, comparing the TV-GL algorithm with the ESA-GL, we can observe that TV-GL tends to perform better.

**Performance versus signal bandwidth**

To evaluate the impact of the signal bandwidth \( K \) on the graph recovery strategy, we illustrate some numerical results performed on random graphs composed of \( N = 30 \) nodes with 3 clusters, each of 10 nodes, by averaging the final results over 100 graphs and signal matrix realizations for \( M = 15 \). We consider both cases of exactly or only approximately (or compressible) bandlimited graph signals \([32]\). We recall that a vector is compressible if the error of its best \( k \)-term approximation decays quickly in \( k \) \([32]\).

We generate each band-limited signal \( s_i \) for \( i = 1, \ldots, M \) as \( s_i(k) \sim N(1, 0.5) \) for all \( k \leq K \), and \( s_i(k) = 0 \) for all \( k > K \). In Fig. 4a we plot the average recovery error \( \bar{E}_0 \) (upper plot) and the average recovery error \( \bar{E}_F \) (lower plot), defined as \( \| A - \hat{A}_{K,F} \|_{\infty} \frac{N}{N(N - 1)} \) vs. the signal bandwidth \( K \). We selected for each \( K \) the optimal coefficient \( \mu \) minimizing the average recovery error. We can observe that the error tends to increase as the signal bandwidth \( K \) gets larger than the number of clusters, equal to \( K = 3 \). Finally, in Fig. 4b we report the averaged recovery errors in case of compressible graph signals, generated as \( s_i(k) \sim N(1, 0.5) \) for all \( k \leq K_c \) and \( s_i(k) \sim (K_c/k)^{2\beta} \) for all \( k > K_c \), with \( \beta = 2, K_c = 5 \) \([33]\). We can observe that for the TV-GL method the average recovery errors increases as the signal bandwidth increases, while the minimum is achieved for
Fig. 1: Examples of graphs learning: (a) original graph; (b) recovered graph through TV-GL algorithm with $\mu = 2$; (c) recovered graph through ESA-GL algorithm $\mu = 0.1$.

Fig. 2: Average correlation coefficient versus the parameter $\mu$.

$K = 5$, since $K_v = 5$ represents the approximated graph signal bandwidth. Additionally, the ESA-GL method seems to reach minimum values quite similar to those of the TV-GL algorithm for $K$ close to 5.

**Performance over real data**

In this section we test our methods over real data for recovering the brain functional connectivity network associated to epilepsy. Understanding how this abnormal neuronal activity emerges and from what epileptogenic zone, would help to refine surgical techniques and devise novel therapies. The diagnosis involves comparing ECoG time series obtained from the patient’s brain before and after onset of a seizure.

**Epilepsy data description**

We used the datasets taken from experiments conducted in an epilepsy study [20] to infer the brain functional activity map. The data were collected from a 39-year-old female subject with a case of intractable epilepsy at the University of California, San Francisco (UCSF) Epilepsy Center [20]. An $8 \times 8$ electrode grid was implanted in the cortical surface of the subject’s brain and two accompanying strips of six electrodes each were implanted deeper into the brain. This combined electrodes network recorded 76 ECoG time series, consisting of voltage levels in the vicinity of each electrode, which are indicative of the levels of local brain activity. Physicians recorded data for 5 consecutive days and ECoG epochs containing eight seizures were extracted from the record. The time series at each electrode were first passed through a bandpass filter with cut-off frequencies of 1 and 50 Hz and two temporal intervals of interest were picked for analysis, namely, the preictal and ictal intervals. The preictal interval is defined as a 10-second interval preceding seizure onset, while the ictal interval corresponds to the 10-second immediately after the start of a seizure. For further details on data acquisition see [20].
Recovery of brain functional activity graph

Since the observed signal is highly non-stationary, following the same approach described in [20], before running our algorithms we divide the 10 seconds interval into 20 overlapping segments of 1 second, so that each segment overlaps with the previous one by 0.5 seconds. The reason is that within a one second interval, the brain activity is approximately stationary. After this segmentation, our goal is to infer the network topology for each segment. We denote by $\mathbf{Y} \in \mathbb{R}^{N \times M}$ the observed data matrix, with $N = 76$ and $M = 400$. Before applying our inference algorithm, we filter the data to reduce the effect of noise, using the method proposed in [34] where an optimal shrinkage of the empirical singular values of the observed matrix is applied. Given the compressed signal matrix $\hat{\mathbf{Y}}$, we proceed by running first Algorithm 1 to estimate the transform matrix $\hat{\mathbf{U}}$ and, thereafter, we recover the brain network topology by using the TV-GL algorithm. In Fig. 5, we show two examples of graphs learned from the observed (and filtered) data. They refer, respectively, to the pre-ictal interval 19 and ictal interval 1. We can notice how the number of edges changes dramatically, showing that the network connectivity tends to decrease at seizure onset. This behavior is especially evident in the bottom corner of the grid closest to the two strips of electrodes which were located close to where the seizure was suspected to emanate so that in this region the connectivity of the network tends to decrease at seizure onset, as observed in [20].

The problem in associating a graph topology to a set of signals is that we do not know the ground truth. To validate our approach from a purely data-oriented perspective, we used the following approach. We consider the observations taken in two intervals, say pre-ictal interval 19 and ictal interval 1. The graphs inferred in these two cases are the ones depicted in Fig. 3. Then, we assume that we observe only the signals taken from a subset of electrodes and we ask ourselves whether we can recover the signals over the unobserved electrodes. If the signals is band-limited over the recovered graph, we can apply sampling theory for graph signals, as e.g. [23], to recover the unobserved signals. Then we compare what we are able to reconstruct with what is indeed known. We use a greedy sampling strategy using an E-optimal design criterion [35], selecting the bandwidth provided by our transform learning method, which is equal to 60 for the pre-ictal interval, and to 64 for the ictal interval. The number of electrodes assumed to be observed is chosen equal to the bandwidth in both cases. For each time instant, we use a batch consistent recovery method that reconstructs the signals from the collected samples (see eq. (1.9) in [33]). In Fig. 6, we illustrate the true ECoG signal present at node 72 (black line) and what we are able to reconstruct (green line) from a subset of nodes that does not contain node 72. We repeated this operation for both the pre-ictal (top) and the ictal (bottom) phases. As we can notice from Fig. 6, the reconstructed signal is very close to the real signal, in both phases. This means that, evidently, the inferred graphs are close to reality, because otherwise the sampling theory would have been based on a wrong topology assumption and then it could not lead to such a good prediction.

Comparison with GSP-based topology inference methods.

In this section we compare the performance of our algorithms with recent GSP-based algorithms, namely the methods used in [13], [8], [10] to identify the Laplacian matrix exploiting the smoothness of graph signals. To make a fair comparison, we considered for all methods the combinatorial Laplacian matrix. To implement the algorithm SpecTemp proposed in [13], we need to solve the following problem

$$\min_{\mathbf{L}, \mathbf{L}' \in \mathcal{L}, \lambda \in \mathbb{R}} \| \mathbf{L} \|_1 \quad \text{s.t.} \quad \mathbf{L} \in \mathcal{L}, \quad \mathbf{L}' = \mathbf{L}_K + \sum_{k=1}^{K} \lambda_k \hat{\mathbf{v}}_k \hat{\mathbf{v}}_k^T, \quad \mathbf{L}_K \hat{\mathbf{v}}_K = 0$$

$$d(\mathbf{L}', \mathbf{L}) \leq \epsilon$$

where $\hat{\mathbf{v}}_K \triangleq [\hat{v}_1, \ldots, \hat{v}_K]$ is the graph Fourier basis obtained via PCA, i.e. taking the $K$ eigenvectors associated to the $K$
The Kalofolias algorithm proposed in [8], which finds the correlation coefficient $\hat{\rho}(L,\hat{L})$. Finally, we considered the Kalofolias algorithm proposed in [8], which finds the largest nonzero eigenvalues of the sample covariance matrix $C_y \triangleq \frac{1}{M}YY^T$, with $Y$ assumed to be zero mean; $d(\cdot, \cdot)$ is a convex vector distance function, e.g. $\|L - L'\|_F$, and $\epsilon$ is a positive constant controlling the feasibility of the set. We select $\epsilon$ as the smallest value that admits a feasible solution. As suggested in [13], the recovered eigenvalues $\lambda_i$ are required to satisfy the condition $\lambda_i \geq \lambda_{i+k} + \delta$, $\forall i$, with $k = 2$ and $\delta = 0.1$. This is done to enforce the property that the principal eigenvectors of the estimated covariance matrix give rise to the eigenvectors associated to the smallest eigenvectors of the Laplacian matrix.

We also considered the combinatorial Laplacian recovering algorithm proposed by Dong et al. in [10], which solves the following optimization problem

$$\min_{\Lambda \in \mathcal{A}_N} \tr(\Lambda Z) - \alpha \|A\|_F^2 + \beta \|A\|_F^2 \quad (P_K)$$

where $\alpha, \beta > 0$, $\mathcal{A}_N \triangleq \{A \in \mathbb{R}^{N \times N} : A = Y^T, \text{diag}(A) = 0, A_{ij} > 0\}$ and $Z \triangleq (Z_{ij})_{i,j}$ with $Z_{ij} \triangleq \|y_i - y_j\|^2$. Note that the logarithmic barrier in $P_K$ forces the node degrees to be positive, while the Frobenius norm is added to control sparsity.

As figures of merit, we considered the average correlation coefficient $\rho(L, \hat{L})$, the average recovery error $\hat{E}_0$ and three evaluation criteria commonly used in information retrieval [36], i.e. the F-measure, the edge Precision and the edge Recall. The Precision is the percentage of correct edges in the learned graph and the Recall evaluates the percentage of the edges in the true graph that are present in the learned graph [36]. Defining $E_g, E_r$ as the sets of edges present, respectively, in the ground truth and in the recovered graph, Precision and Recall are

$$\text{Precision} = \frac{|E_g \cap E_r|}{|E_r|}, \quad \text{Recall} = \frac{|E_g \cap E_r|}{|E_g|}. \quad (17)$$

The F-measure is defined as the harmonic mean of edge Precision and edge Recall. In our numerical experiments, we average the results over 100 random graphs and compare the different methods of interest on three different types of graphs composed of $N = 30$ random graphs and for $M = 100$ graph signal vectors. More specifically, we considered three cases: i) random graphs composed of three clusters, each of 10 nodes, with edge probability of connection among clusters equal to $1/e - 2$; ii) Erdős-Rényi graphs with probability of connection 0.3; iii) Barabási-Albert graphs generated from a set of $m_0 = 4$ initial nodes and where one node is added at each step and connected to $m = 3$ already existing nodes according to the preferential attachment mechanism. For a fair comparison we generated the signals according to two models. The graph signals are generated as $y = Us$, where $s$ are: i) $\mathcal{K}$-bandlimited random i.i.d. signals, with zero mean, unit variance and $|\mathcal{K}| = 3$ (bandlimited GS model); ii) zero-mean Gaussian random variables with covariance matrix defined as the pseudo-inverse of the eigenvalue matrix $A$ of the graph.
Laplacian, i.e. $s \sim \mathcal{N}(0, \Lambda^1)$ \cite{10} (inverse Laplacian GS model). To compute the Precision, Recall and F-measure, we applied a threshold on the estimated edge values, to identify the sets $E_0$ and $E_\epsilon$. We used the same threshold for all methods, evaluated as one half the average value of the off-diagonal entries of the estimated Laplacian. In Table I we summarize the performance measures, respectively, for the bandlimited and the inverse Laplacian graph signal models. To make a fair comparison, we put every method in its best conditions. So, for SpecTemp \cite{13}, we searched for the minimum $\epsilon$ value guaranteeing the set feasibility, while for the Kalofolias \cite{8} and Dong et al. \cite{10} algorithms, we selected the optimal $\mu$, $\alpha$ and $\beta$ coefficients achieving the maximum $\rho(L, \hat{L})$. Comparing all methods, we notice first that our methods offer superior performance when we observe $K$-bandlimited signals over random graphs composed of $K$ clusters. Clearly this had to be expected because our methods are perfectly matched to such a condition. However, we can also notice that our methods are quite robust across the different graph and signal models. Additionally, it can be noted that the SpecTemp algorithm performs poorly when we use a low number of observed signals $M$ and of basis vectors $K$, whereas the TV-GL and ESA-GL methods reach good performance under this critical setting. In Table II we report the performance metrics for different random geometric graphs with $K = 3, 6, 9$ clusters, each composed of 10 nodes and with probability of connection among clusters $\epsilon = 2$. Note that the proposed graph learning methods ensure good performance for both bandlimited and inverse Laplacian GS models. Finally, in Table III under the setting of discrete alphabet of size $K$, we report the numerical results by using as input of the TV-GL and ESA-GL methods the de-rotate transform matrix $U_K H^T$ where the matrix $H$ is estimated according to the blind recovering method proposed in \cite{29}. We named these methods Derotated TV-GL (DTV-GL) and Derotated ESA-GL (DESA-GL). Interestingly, we can note that high performance levels are achieved in both cases, by applying the derotation method or by omitting this. Indeed, we observed that for bandlimited graph signals over random graphs with clusters, as the number of clusters increases, the transform and signals matrices, learned through the TV-GL and ESA-GL methods, are more and more accurate and are not rotated with respect to the true transform matrix. This is indeed an interesting behavior whose investigation we defer to future works.

VII. CONCLUSIONS

In this paper we have proposed efficient strategies for recovering the graph topology from the observed data. The main idea is to associate a graph to the data in such a way that the observed signal looks like a band-limited signal over the inferred graph. The motivation is that enforcing the observed signal to be band-limited signal over the inferred graph tends to provide modular graphs and modularity is a structural property that carries important information. The proposed method consists of two steps: learn first the sparsifying transform and the graph signals jointly from the observed signals, and then infer the graph Laplacian from the estimated orthonormal bases. Although the graph topology inference is intrinsically non-convex and we cannot make any claim of optimality on the achieved solution, the proposed algorithms are computationally efficient, because the first step alternates between intermediate solutions expressed in closed form, while the second step involves a convex optimization. We applied our methods to recover the brain functional activity network from ECoG seizure data, collected in an epilepsy study, and we have devised a purely data-driven strategy to assess the goodness of the inferred graph. Finally, we have compared our methods with existing ones under different settings and conditions to assess the relative merits.
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**Table I:** Performance comparison between TV-GL, ESA-GL, SpecTemp Kalofolias Dong et al. for random geometric graph models with $M = 100$. For TV-GL and ESA-GL we set $K = 3$.

| RG, $K = 3$ clusters | TV-GL | ESA-GL | SpecTemp | Kalofolias | Dong et al. | TV-GL | ESA-GL | SpecTemp | Kalofolias | Dong et al. |
|----------------------|-------|--------|----------|------------|-------------|-------|--------|----------|------------|-------------|
| F-measure            | 0.792 | 0.839  | 0.311    | 0.774      | 0.768       | 0.688 | 0.650  | 0.318    | 0.879      | 0.865       |
| Precision            | 0.664 | 0.734  | 0.185    | 0.734      | 0.650       | 0.540 | 0.498  | 0.189    | 0.901      | 0.794       |
| Recall               | 0.980 | 0.982  | 0.890    | 0.829      | 0.943       | 0.955 | 0.946  | 1        | 0.859      | 0.952       |
| $\rho(L, L)$         | 0.947 | 0.953  | 0.886    | 0.905      | 0.934       | 0.960 | 0.937  | 0.892    | 0.955      | 0.974       |
| $\hat{e}_0$          | 0.097 | 0.071  | 0.801    | 0.090      | 0.107       | 0.164 | 0.194  | 0.810    | 0.044      | 0.056       |

**Table II:** Performance comparison between TV-GL, ESA-GL, SpecTemp Kalofolias Dong et al. for random geometric graph with $K = 3, 6, 9$ clusters and $M = 100$.

| RG, $K = 3$ clusters | TV-GL | ESA-GL | SpecTemp | Kalofolias | Dong et al. | TV-GL | ESA-GL | SpecTemp | Kalofolias | Dong et al. |
|----------------------|-------|--------|----------|------------|-------------|-------|--------|----------|------------|-------------|
| F-measure            | 0.792 | 0.839  | 0.311    | 0.774      | 0.768       | 0.688 | 0.650  | 0.318    | 0.879      | 0.865       |
| Precision            | 0.664 | 0.734  | 0.185    | 0.734      | 0.650       | 0.540 | 0.498  | 0.189    | 0.901      | 0.794       |
| Recall               | 0.980 | 0.982  | 0.890    | 0.829      | 0.943       | 0.955 | 0.946  | 1        | 0.859      | 0.952       |
| $\rho(L, L)$         | 0.947 | 0.953  | 0.886    | 0.905      | 0.934       | 0.960 | 0.937  | 0.892    | 0.955      | 0.974       |
| $\hat{e}_0$          | 0.097 | 0.071  | 0.801    | 0.090      | 0.107       | 0.164 | 0.194  | 0.810    | 0.044      | 0.056       |

---

**Table III:** Performance comparison between TV-GL, ESA-GL, SpecTemp Kalofolias Dong et al. for different graph signal models, with $M = 100$. For TV-GL and ESA-GL we set $K = 3$.

| RG, $K = 6$ clusters | TV-GL | ESA-GL | SpecTemp | Kalofolias | Dong et al. | TV-GL | ESA-GL | SpecTemp | Kalofolias | Dong et al. |
|----------------------|-------|--------|----------|------------|-------------|-------|--------|----------|------------|-------------|
| F-measure            | 0.712 | 0.776  | 0.177    | 0.752      | 0.713       | 0.661 | 0.705  | 0.175    | 0.742      | 0.762       |
| Precision            | 0.557 | 0.639  | 0.097    | 0.671      | 0.586       | 0.500 | 0.556  | 0.097    | 0.628      | 0.659       |
| Recall               | 0.993 | 0.992  | 1        | 0.863      | 0.917       | 0.981 | 0.967  | 0.980    | 0.913      | 0.907       |
| $\rho(L, L)$         | 0.953 | 0.962  | 0.886    | 0.927      | 0.931       | 0.951 | 0.955  | 0.873    | 0.939      | 0.937       |
| $\hat{e}_0$          | 0.078 | 0.056  | 0.902    | 0.055      | 0.072       | 0.098 | 0.079  | 0.886    | 0.062      | 0.055       |

---

**Table IV:** Performance comparison between TV-GL, ESA-GL, SpecTemp Kalofolias Dong et al. for random geometric graph with $K = 3, 6, 9$ clusters and $M = 100$.

| RG, $K = 9$ clusters | TV-GL | ESA-GL | SpecTemp | Kalofolias | Dong et al. | TV-GL | ESA-GL | SpecTemp | Kalofolias | Dong et al. |
|----------------------|-------|--------|----------|------------|-------------|-------|--------|----------|------------|-------------|
| F-measure            | 0.743 | 0.875  | 0.087    | 0.691      | 0.747       | 0.617 | 0.688  | 0.037    | 0.750      | 0.749       |
| Precision            | 0.593 | 0.781  | 0.049    | 0.566      | 0.658       | 0.451 | 0.536  | 0.139    | 0.664      | 0.660       |
| Recall               | 0.997 | 0.999  | 0.376    | 0.898      | 0.867       | 0.980 | 0.965  | 0.120    | 0.862      | 0.867       |
| $\rho(L, L)$         | 0.966 | 0.980  | 0.785    | 0.942      | 0.939       | 0.957 | 0.962  | 0.462    | 0.942      | 0.939       |
| $\hat{e}_0$          | 0.047 | 0.019  | 0.532    | 0.055      | 0.039       | 0.083 | 0.060  | 0.320    | 0.039      | 0.039       |
KKT necessary conditions for the solutions optimality are Lagrangian multipliers associated to the constraints. The

\[ \bar{\Lambda} \]

where \( \bar{\Lambda} \) is the orthogonal projection of \( \Lambda \) onto the orthogonal complement of the one-dimensional space span\{1\}, so we yield

\[ \bar{\Lambda} = Z^k_1 \]
where \( X^-, \Sigma_- \) are the matrices obtained by removing, respectively, from \( X \) its last column and from \( \Sigma \) the last all zero row. Hence, it holds

\[
\bar{U}V(\Sigma^T \Sigma)^{1/2} = X^- \Sigma_- \quad \Rightarrow \quad \bar{U}V\Sigma_- = X^- \Sigma_- \tag{31}
\]

then the optimal solution is

\[
\bar{U}^* = X^- V^T \tag{32}
\]

and

\[
U^* = [1_b \quad \bar{U}^*]. \tag{33}
\]

Let us now prove that \( \bar{U}^* \) is a global maximum for problem \( \bar{Q}_k \). First observe that from the orthogonality condition \( \bar{U}^T 1 = 0 \) we have

\[
\text{tr} \left( \bar{U}^T Z^k \right) = \text{tr} \left( \bar{U}^T Z^k_{1} \right) = \text{tr} \left( V^T \bar{U}^T X \Sigma \right). \tag{34}
\]

Defining \( Q = V^T \bar{U}^T X \), it holds

\[
QQ^T = V^T \bar{U}^T XX^T \bar{U}V = I_{N-1}. \tag{35}
\]

From (34) and using \( Q^* = V^T \bar{U}^* X = I_{N-1,N} \), with \( I_{N-1,N} = [I_{N-1} \ 0] \), we have to prove that

\[
\text{tr} \left( Q \Sigma \right) \leq \text{tr} \left( I_{N-1,N} \Sigma \right), \quad \forall \ Q : QQ^T = I_{N-1} \tag{36}
\]

with equality if and only if \( Q^* = I_{N-1,N} \). The inequality in (36) holds because \( \Sigma_{ii} \geq 0 \) and from \( QQ^T = I_{N-1} \) we yield \( Q_{ii} \leq |Q_{ii}| \leq 1 \tag{37} \). On the other hand \( Q_{ii} = 1 \forall i \) if and only if \( Q = I_{N-1,N} \) so that the maximum is achieved in \( Q^* \).

**APPENDIX B**

**DERIVATION OF THE COMPACT FORM IN (16)**

In this section we show as equations a)-c) and i) in system (15) can be reduced to the matrix form in (16). Note that, from conditions c), the vectorization decomposition of \( L \) reads

\[
\text{vec}(L) = M \text{vec}(L) \triangleq Mz \tag{37}
\]

where \( \text{vec}(L) \) is the \( N^2 \)-dimensional column vector obtained by stacking the columns of the matrix \( L \) on top of one another; \( z \triangleq \text{vec}(L) \in \mathbb{R}^{N(N-1)/2} \) with \( \text{vec}(L) \) the half-vectorization of \( L \) obtained by vectorizing only the lower triangular part (except the diagonal entries) of \( L \). To define the duplication matrix \( M \in \mathbb{R}^{N^2 \times N(N-1)/2} \) which meets conditions b)–f), we first introduce the matrix \( \overline{M} \), that can be described in terms of its rows or columns as detailed next: for \( i \geq j \), the \( [(j-1)N + i] \)th and the \( [(i-1)N + j] \)th rows of \( \overline{M} \) equal the \( [(j-1)(2N - j + 1) + i] \)th row of \( I_{N(N+1)/2} \). Then, \( M \) can be derived from \( \overline{M} \) as follows: i) first remove from \( \overline{M} \) the columns of index \( (k-1)N + k - \sum_{l=1}^{k} l \) for \( k = 1, \ldots, N \) by defining the new matrix \( \overline{M} \); ii) replace in \( \overline{M} \) the rows of index \( kN + k(k-1)/2 \) with the vector \( v \) derived by summing up the rows of the matrix \( D_k = -M(1 + N(k-1) : N+k,:) \) for \( k = 1, \ldots, N \). As an example, if we set \( N = 3 \), the matrix \( M \) reads as

\[
M = \begin{pmatrix}
-1 & 1 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 & 1
\end{pmatrix}^T. \tag{38}
\]

Therefore, the first equation in (15) can be vectorized as \( \text{vec}(LU_k) - \text{vec}(U_kA_k) = 0 \). We can now exploit the property of the vec operator, namely \( \text{vec}(AB) = (I \otimes A)\text{vec}(B) = (B^T \otimes I)\text{vec}(A) \) and define to that purpose the matrices \( B \in \mathbb{R}^{KN \times N(N-1)/2} \) and \( Q \in \mathbb{R}^{KN \times K} \) as

\[
B = (U_k \otimes I_N)M, \quad Q = (I_k \otimes U_k) \left( \sum_{k=1}^{K} e_k \otimes E_k \right)
\]

where \( e_k \) denotes the canonical \( K \)-dimensional full-column rank (with rank \( K \)) since each column \( k \) is \( \{0, \ldots, u_k, 0\} \). Let us introduce the matrix \( Q_- \) obtained by removing from \( Q \) the columns with index corresponding to \( \lambda_{K,1} \). Hence, one can easily see that part of system (15) reduces to the following form

\[
Fx = b, \quad x \in \mathbb{R}^{N(N-1)/2 + K - 1} \tag{39}
\]

where we defined the coefficient matrix \( F \in \mathbb{R}^{m \times n} \), with \( m = KN + 1, n = N(N-1)/2 + K - 1 \), as

\[
F = \begin{bmatrix}
-B & -Q_-
\bar{I}_{N(N-1)/2} & 0_{K-1}
\end{bmatrix}, \tag{40}
\]

\( x \triangleq [-z; \tilde{\lambda}]; \tilde{\lambda} \triangleq \{\lambda_{K,i}\}_{i \in K^-} \); where, assuming the entries of \( \lambda_{K} \) in increasing order, the index set \( K^- \) is obtained by removing from \( K \) the first index corresponding to \( \lambda_{K,1} \); and, finally, \( b = [0_{KN}; p] \).

**APPENDIX C**

**A. Proof of Proposition 2**

Assume that the set is feasible, i.e., there exists at least a point \( x \in \mathcal{X}(U_k) \). The solution set size depends on the rank \( q \) of the coefficient matrix \( F \) and of the augmented matrix \( [F, b] \). Let us distinguish the two cases \( m \leq n \), which leads to \( K \leq \frac{N - 2}{N - 1} \), and \( m > n \), or \( K > \frac{N - 2}{N - 1} \). Then, necessary conditions for which the system (16) admits at least a solution are: \( q = \text{rank}([F, b]) \leq m = KN + 1 \) for \( K \leq \frac{N - 2}{N - 1} \); \( q = \text{rank}([F, b]) \leq n \) for \( K > \frac{N - 2}{N - 1} \). Additionally, since the rank of \( Q_- \) is \( K - 1 \), it holds \( K - 1 \leq \text{rank}(F) \). This proves statement a). To show b) note that, from the feasibility of \( \mathcal{X}(U_k) \), the condition \( q = m = n \) or \( K = \frac{N - 2}{N - 1} \) is sufficient in order for the set to be a singleton. Additionally, if \( K > \frac{N - 2}{N - 1} \) and \( \text{rank}(F) = n = N(N-1)/2 + K - 1 \), the set is a singleton.

**B. Proof of Proposition 3**

Assume the set \( \mathcal{X}(U_k) \) with \( m < n \) feasible and \( \{x \mid Fx = Fx_0, x \geq 0 \} \) a singleton for any nonnegative \( s \)-sparse signal \( x_0 \). This implies \( \{x \mid Fx = Fx_0, x \geq 0 \} = x_0 \) with \( x_0 \) a nonnegative \( s \)-sparse vector. Then, from Proposition 1 in (30) if \( F \in \mathbb{R}^{m \times n} \) with \( m < n \), or \( \frac{N - 2}{N - 1} > K \), it holds that \( m \geq 2s + 1 \), i.e., \( K \geq 2s/N \). Therefore we get \( \frac{N - 2}{N - 1} > K \geq 2s/N \). Additionally, from the feasibility of \( \mathcal{X}(U_k) \), if \( c \) denotes the multiplicity of the eigenvalue 0 of \( L \), i.e., the number of connected components of the graph, it results \( \lambda_0 = K - c \), so that \( s = K - c+ \parallel A \parallel_0 / 2 \). This implies from \( m \geq 2s + 1 \) that \( KN \geq 2K - 2c+ \parallel A \parallel_0 \) or \( \parallel A \parallel_0 \leq K(N-2) + 2c \).