An Automatic Procedure for Overheated Idler Detection in Belt Conveyors Using Fusion of Infrared and RGB Images Acquired during UGV Robot Inspection
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Abstract: Complex mechanical systems used in the mining industry for efficient raw materials extraction require proper maintenance. Especially in a deep underground mine, the regular inspection of machines operating in extremely harsh conditions is challenging, thus, monitoring systems and autonomous inspection robots are becoming more and more popular. In the paper, it is proposed to use a mobile unmanned ground vehicle (UGV) platform equipped with various data acquisition systems for supporting inspection procedures. Although maintenance staff with appropriate experience are able to identify problems almost immediately, due to mentioned harsh conditions such as temperature, humidity, poisonous gas risk, etc., their presence in dangerous areas is limited. Thus, it is recommended to use inspection robots collecting data and appropriate algorithms for their processing. In this paper, the authors propose red-green-blue (RGB) and infrared (IR) image fusion to detect overheated idlers. An original procedure for image processing is proposed, that exploits some characteristic features of conveyors to pre-process the RGB image to minimize non-informative components in the pictures collected by the robot. Then, the authors use this result for IR image processing to improve SNR and finally detect hot spots in IR image. The experiments have been performed on real conveyors operating in industrial conditions.
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1. Introduction

Belt conveyors are used to transport bulk materials over long distances. Due to the harsh environmental conditions, the elements of the conveyor are subject to accelerated degradation processes and must be monitored. One of the key problems is monitoring the degradation of thousands of idlers installed to support the belt. Dusty conditions, high humidity, impulsive load (when oversized pieces of material on the belt pass the idler), temporal overloading, etc., may cause really accelerated degradation of the coating of the idler and rolling element bearings installed inside the idler in order to give the rolling ability. One of the most popular ways to evaluate the condition of the idler is its visual inspection, temperature measurement, and acoustic sound analysis. In the paper, we propose to use both RGB images and IR images from infrared cameras.

Even though the conveyor seems to be a simple mechanical system, it may happen that other hot elements may appear around an idler. Thus, we propose original procedure for image processing that exploit some characteristic features of conveyors to pre-process the RGB image to minimize non-informative components in the pictures collected by robots. Then, we use this result for IR image processing to improve signal to noise ratio (SNR), and finally, we detect hot spots in the IR images.
In our previous paper [1], we proposed a fusion of information from idler detection in RGB and IR images.

However, we have found that to be applied in real conditions, the method should be significantly extended due to the number of potential hot spots related to other sources. Thus, we proposed a combination of pre-processing of RGB images, processing IR images based on results of pre-processing, and finally, an analysis of IR images in order to detect hot spots related to the idler.

The method proposed in this paper is based on solutions that operate on two different, timewise synchronized datasets: RGB and IR images. The first solution consists of searching of a decreased region of interest (ROI) to minimize the number of potential artifacts, while the second part is focused solely on the thermal detection of damaged idlers. There are many available techniques to filter the image (image smoothing or edge filtering). A probabilistic Hough transform is popular in image analysis applications. It has been proposed here to crop out from the image exact area occupied by belt conveyor. This area is detected taking advantage of the fact that the outer edges of the belt can be simplified to straight lines.

The Hough transform is a commonly used algorithm, applicable both in case of simple shapes (lines, circles, etc.) easily visible in images and more complicated cases where contours become obstructed or take less regular forms. The most popular example in recent years, due to extensive research in the topic of car autonomy, is road lane tracking. It was presented among others in [2], where progressive probabilistic Hough transform helped to detect boundaries, keeping the vehicle on the road, or in [3], where it was discussed in terms of practical use and existing problems. Fruit detection in a natural environment presented in [4] is an example where a complex problem was solved by merging the Hough transform with other methods of shape detection. A solution similar to the one presented in this paper can be found in [5], where Hough transform and color-based detection were used for intelligent wielding flame recognition. In [6], a problem directly related to the topic of this paper was presented. Authors incorporated deep learning methods both in order to crop the belt conveyor and to detect idlers. Only after the initial ROI reduction was Hough transform applied in order to detect the lines that describe the left and right edges of the belt.

Hot spot detection applied on reduced ROI has been performed by a color-based blob detection algorithm. Blobs can be understood as a group of connected pixels that share one or more properties. There are many ways that blobs can be defined and localized [7], a main difference coming from the pixel group properties used in the detection process. In the past years, many improvements to the method were proposed, in terms of color detection performance (such as in the case of [8]) or by adapting modern CNN solutions to blob detection algorithm, as can be seen in agricultural applications [9]. The problem of hot spot detection in the case of belt conveyors was also presented in [10], being a natural extension of an article cited earlier [6]. The method implemented there takes advantage of the idler outer edge shape and temperature difference between the heating idler and its background.

An exemplary use of blob detection can be seen largely in the biomedical field (such as feature detection in medical images discussed in [11] and more narrow applications in the form of breast tumor detection in [12]) or industrial applications, such as automated defect detection in the material structure [13].

Nowadays, it is hard to imagine the existence of modern industries without some kind of assistance from systems operating on visual data. Ongoing research in fields of quality control [14–16]), medicine ([17–19], or agriculture ([20–22])) are just a few examples outside of the mining industry.

Further development in possible applications requires the simultaneous development of implemented tools, such as in the case of this paper, merging information from connected datasets: RGB and infrared images. Research on infrared image data as source of additional information obtainable through analysis was conducted alongside standard visual data
analysis, as it can usually benefit from the same methods, although with complications. Solutions to improve quality of processed infrared data are still being researched, such as edge detection supported by spiking neural networks [23] or contrast enhancement based on memristive mapping [24].

In [25], the problem of infrared images segmentation was discussed, with a proposed solution emerging from a combination of infrared images and a depth map computed from two (stereo) images set on different angles. In [26], thermal infrared image analysis was proposed as a method of detecting breathing disorders, while in [27], the thermal inspection of animal welfare was presented with examples based on farm animal footage.

The fusion of infrared and RGB data is another topic going through intensive research. The goal of this operation can be stated as obtaining complementary data with abundant and detailed information in visual images and effectively small areas in IR that allow for the desired detection to be performed [28]. Road safety oriented solutions can be implemented as in [29], where pedestrian detection was divided to night and day cycles, using visual camera for the former and infrared camera for the latter. An example of image fusion powered by neural convolutional network and its possibilities was presented in [30].

The identification of the damage in mine infrastructure via image analysis (RGB, IR) was presented in [31]. The authors analyzed the existing idlers inspection techniques and proposed their own solution based on an Unmanned Aerial Vehicle and an RGB and IR camera sensory system. In this case, the detection of objects was based on the ACF method—shallow learning techniques, which gave good results, but there is still room for increasing the effectiveness of operation. Pattern recognition algorithms, segmentation, feature extraction, and classification for the automatic identification of the typical elements on infrared images were used in [32]. The sensory system has been mounted on a mobile platform that moves along the conveyor. The measuring system has been integrated into the system for forecasting damage to the drive system and the transmission of the belt conveyor drive, based on the temperature measurement and recorded operating data, including failures.

Another solution combining the deep learning algorithm and the image processing technology was proposed in [6]. In addition, audio data were used to locate defects [33]. The deep-convolution-network-based algorithms for belt edge detection were presented in [34]. IR sensors are also used to detect leaks by analyzing a disturbance in the temperature profile in the observed infrastructure [35].

IR cameras have been already discussed in many papers. Szurgacz et al. [36] used IR cameras to evaluate the condition of a conveyor drive unit. A similar problem has been discussed in [37]. Gearboxes used in the drive system of the belt conveyor located in the underground mine were tested using the thermal imaging method [37]. In stationary operation, the temperature characteristics of the object were created as a reference for later tests. In [38], using IR cameras, the authors tried to correlate the temperature of conveyor belt (in a pipe conveyor) to the value of the tensioning force. Skoczylas [39] used acoustic data collected by a legged robot to maintain belt conveyors used in a mineral processing plant.

The authors in [40] proposed a system which combines a thermal-infrared camera with a range sensor to obtain three-dimensional (3D) models of environments with both appearance and temperature information. The proposed system creates a map by integrating RGB and IR images through timestamp-based interpolation and information obtained at the system calibration stage. The authors emphasize that the system is able to accurately reproduce the surroundings, even in complete darkness.

Collecting the images by mobile robot may be a significant factor influencing image analysis. It should be mentioned that the idea of replacing of human inspection by inspection robots is not new. Inspection robots are also used in other applications, for example, for the inspection of airports [41]. Raviola [42] discussed using collaborative robots to enhance Electro-Hydraulic Servo-Actuators used in aircrafts. A legged robot was proposed for inspection in [43], a wheeled robot equipped with a manipulator was discussed in [44],
and finally, a specially designed robot with a self-leveling system and hybrid wheel-legged locomotion was discussed in [45]. Other solutions based on robots suspended on a rope above the conveyor [46] or UAV [31] are also interesting solutions.

To summarize, there is a strong need for robot-based inspection (instead of human-based), and an automatic procedures for data analysis are required. This is a very important issue from the practical point of view, especially in very harsh environments, such as the mining industry. Thus, in this paper, we proposed a solution for belt conveyor inspection based on UGV. After data acquisition, the data should be processed automatically; thus, a procedure for hot spot detection is proposed. The originality of the method is related to a combination of RGB and IR image pre-processing in order to minimize ROI and the number of potential artifacts.

The structure of the paper is as follows: First, we describe the experiment in the mine and the mobile inspection platform used to acquire the data. Then, we propose an original methodology that results in hot spot detection. Finally, the method has been applied to analyze real data captured during an inspection mission.

2. Problem Formulation

The purpose of the paper is to develop an automatic procedure for overheated idler detection in belt conveyors based on infrared and RGB image fusion. Images have been acquired by UGV inspection robots during field missions. “The Diagnostic Information” is included in the IR image, however, there are many other objects with potentially similar or higher temperatures. Thus, the idea applied here is to combine RGB and IR images. We use RGB images to “filter out” irrelevant data (that means segmentation of the image) before proper hot spot detection. Then, we extracted the ROI to the IR image, and for a limited area of IR we detect hot spots in IR image domain.

3. Experiment Description

The experiments were carried out on a real belt conveyor in an opencast minerals mine, close to the bunker where transported material is stored. A mobile robot equipped with sensor systems was going along the conveyor to record the image from the RGB and IR cameras. The cameras were directed towards the conveyor in order to better cover the area of interest. Then, the data were analyzed in order to detect damaged idlers (overheating).

3.1. The Belt Conveyor

The belt conveyor analyzed in this paper is a mechanical system used for the continuous horizontal transport of raw materials from the mine pit to the bunker. In this case, it was low alumina clays used as aluminosilicate refractory materials. The investigated object was several hundred meters long, and it operates in noisy environment. The design of the conveyor is classical. The key problem was to identify overheated idlers as potential source of fire.

3.2. The UGV Inspection Robot

The platform has four wheels in a skid steering approach. It is driven by two direct current (DC) motors integrated with the gear. The power transmission is performed by a toothed belts, one on each side. During the inspection, the platform was remotely controlled from the user’s panel. The measurement system, recording a series of data, was also started remotely. However, a fully autonomous version is the ultimate goal for inspection. The robot is presented in Figure 1.

Visualization of the data recorded by the measurement system is presented in Figure 2. During the inspection, various data were recorded, including spatial, but in this case, we focus on damage detection using only RGB and IR images from the cameras.

Basic parameters of the cameras used during the experiment can be seen in Table 1. It is worth noting that the cameras’ frames per second (FPS) parameters varied in the range of 24–26 fps due to robot computer being under heavy information load coming from many
different sensors mounted on the platform. No shifts of frames between both cameras have been detected. Value stated in the table is averaged.

![Figure 1. View of the robot during inspection.](image1)

**Table 1.** Camera parameters.

| Parameter        | RGB and IR Camera |
|------------------|-------------------|
| Frames per second| 25 fps            |
| Resolution       | 640 × 480         |
| Mounting height  | 100 cm above shelf|
| Observation angle| 40°               |
3.3. The Inspection Mission

An experiment carried out in the mine resulted in the collection of diagnostic data acquired by the UGV inspection robot developed under Autonomous Monitoring and Control System for Mining Plants (AMICOS) project [47]. Various types of data were recorded (RGB images, infrared thermography images, noise, lidar data, etc.) for the purposes of various diagnostic tasks. Figure 3 shows a frame from the captured movie of a conveyor in the hall, the next Figure 4 shows an analogous view but recorded with an infrared camera.

The conditions under which the experiment was conducted were quite difficult from the point of view of image analysis. Observing raw IR images, one may notice many potential hot spots, or in general, regions that could disturb the analysis, such as the warm ceiling of the hall (this is not diagnostic information). Thus, it is clear that pre-processing is needed to clean up the image before the actual hot spot detection procedure.

Basic parameters of the belt conveyor can be seen in Table 2. It is worth noting that inspection had not started at the very beginning of the belt conveyor.

| Parameter       | Value  |
|-----------------|--------|
| Conveyor length | 150 m  |
| Belt width      | 800 mm |
| Idler diameter  | 133 mm |
| Idler spacing   | 1.45 m |

Table 2. Belt conveyor parameters.

Figure 3. Example of RGB scene.
4. Methodology for Hot Spot Detection

To achieve an efficient diagnostic procedure for overheated idler detection, a particular approach of RGB and IR image collection, pre-processing, and analysis is proposed. The approach consists of several consecutive steps, beginning with the image area reduction by cutting the upper half of the image. This decision is based on the camera angle applied during the robot ride and is useful by the means of repeatable empty area removal (in this example, containing windowed walls and ceilings). Of course, for other missions with other objects and different angles, this segmentation step needs to be adjusted accordingly. In this case, the parameter of cropping out the upper segment of the image has been set to the half of the image height. Reducing the size of the ROI allows improving the efficiency of the procedure (elimination of false-positives in unrealistic areas) as well as computational efficiency (smaller region to search). However, in the current implementation, the efficiency of computation does not matter a lot because the procedure is executed offline.

The initial step of pre-processing focuses on extracting the area contour of the belt conveyor from the RGB image. It can be divided into following subgroups (as shown in the Figure 5 flowchart):

- general straight line detection;
- incorrect line removal and line grouping;
- belt conveyor line selection;
- mask generation (based on selected line).

The final product of this process takes the form of a mask that can filter out the background of image, leaving only the conveyor belt for further analysis. Then, the standard color-based heat detection algorithm can be applied for overheating idler detection by using the second half of the dataset: infrared images. Thanks to timewise synchronization and only slight angle difference between used cameras, the mask extracted in the previous part of the method can be translated directly onto the IR image.
4.1. General Line Detection

For detection purposes, conveyor belt edges can be treated as a straight lines. Two methods of line detection were taken into consideration: Hough transform (HT) and probabilistic Hough transform, also referred to as randomized Hough transform (RHT).

HT can be explained as a voting process where each point belonging to the patterns votes for all the possible patterns passing through that point. These votes are accumulated in accumulator arrays called bins, and the pattern receiving the maximum votes is recognized as the desired pattern [48]. In Hough transform, lines are described by the polar form of line Equation (1), where \( \rho \) represents the perpendicular distance of the line from the origin measured in pixels, \( \theta \) represents the angle of deviation from the horizontal level measured in radians, and \((x, y)\) represent the coordinates of the point that the line is going through:

\[
\rho = x \cos(\theta) + y \cos(\theta)
\]  

(1)

Possible lines are deduced by locating local maxima in accumulated parameter space, the size of which depends on the number of pixels inside of an image. Since non-randomized Hough transform algorithms must compute through each pixel separately, the problem becomes one memory and time consumption. In HT, this problem is solved by introduction of random pixel sampling. It allows for significantly increased computation speed, sacrificing some accuracy in the process, depending on the complexity of the required lines and provided data.

In case of data used in this paper, results obtained from both HT and RHT did not show significant differences in terms of accuracy, therefore, the RHT algorithm was chosen, as lower computational time is extremely important in the viewpoint of the mobile platform and its hardware capabilities.

For the RHT algorithm to work correctly, several steps had to be taken before its implementation. Firstly, images were converted to gray scale and smoothed by Gaussian...
filter in order to remove part of the noise related to the used equipment and the quality of registered data. Then, a Canny filter was applied, as it gave better results than other filters in regard of lines continuity and noise influence. Similar conclusions in terms of filter performance were drawn in [49,50]. An example of an applied Canny filter is shown in Figure 6. The image can be dilated afterwards, as increased line continuity allows for better results from Hough transform.

![Figure 6. Exemplary effect of applied Canny filter.](image)

Parameters of detection in this transform are kept in a wide range, as it allows for smoother positioning and grouping in later steps. This especially considers the acceptance of long gaps during line detection and shifting the focus to possibly long line searches. Results of the implemented RHT are presented in Figure 7.

![Figure 7. Exemplary effect of general line detection (Hough transform).](image)

4.2. Detected Lines Preliminary Selection and Grouping

During the inspection, the robot was moving along belt conveyor. The camera observation angle was considered as constant. Edge detection approach may provide many lines detected in the picture. Some of them are artifacts, others are not important for the next steps. Each group of lines obtained from the Hough transform can be therefore represented by the single line averaged based on group of lines with similar slope coefficient and position.

In case of the collected data, horizontal and nearly horizontal lines were removed, as they could not describe belt conveyor due to the camera angle. The next step consisted of grouping and merging of the lines in close vicinity (based on the $m$ and $y_0$ parameter of a general line equation). It should be noted that vertical lines should be also removed (if detected). Results of the preliminary selection and grouping can be seen in Figure 8.
4.3. Line Selection Supported by Blob Detection Algorithm

As can be seen in Figure 9, the blob detection algorithm can provide some incorrect detection results, so final idler detection should be supported by additional criteria.

Belt conveyor design contains several longitudinal elements (as the edge of a frame of the conveyor belt). Along these elements, we expect to find hot spots (overheated idler). The relation between the belt edge and the location of idlers may be used in two ways. First, the highest number of detected blobs located close to lines pre-selected in Section 4.2 allows concluding that one of these lines is the belt edge. Second, the distance between the identified belt edge and center of particular blob may be a criterion to remove incorrect blob detection result. Therefore, a combination of blob detection and the distance between blob center and the border line associated with the belt may be a basis to improve hot spot detection efficiency.

4.4. Mask Creation and Implementation

The first step to reduce ROI focuses on cropping out from IR image the area described by two corners. These corners are based on coordinates of selected line endpoints. Since the IR and RGB dataset were recorded with similar angles and synchronized timewise, the line endpoint positions can be directly translated between images, with a possibility of small but acceptable mismatch.

After that, a mask is created, with the initial ROI based on the previously cropped area. Borders of the mask are defined either by edge lines detected in previous process (as shown in Figure 8) or by the use of a predetermined shape. The predetermined shape takes the central diagonal (corner to corner) line as a base and creates constant borders based on the regular shape of belt that becomes smaller the further it is from the robot. An example of the created mask can be seen in Figure 10.
Then, the mask is applied on the IR image, creating an even smaller ROI. It limits the risk of false hot spot detection coming from the background, such as either working machines or materials prone to heating from different sources (heat transfer or exposure to sunlight). The result of a narrowed frame with the applied mask is presented in Figure 11.

4.5. Heat-Based Damage Detection

The last step of the method focuses directly on hot spot detection. Thanks to ROI reduction, the possibility of incorrect classification is reduced, and simple methods can be implemented with higher rates of successful detection. This method uses the blob detection technique. In opposite to the previously implemented one (in the blob supported line selection), this time it is based on area and color parameters.

Main idler issues present in form of generated heat that can occur during inspection come from the following:

- heat generated during high friction contact between idler and belt;
- damaged idler bearing that causes the idler to stop;
• partially damaged bearing of the idler that causes the core of the idler to become hot without stopping the idler rotation.

The solution to find the potentially damaged idlers is based on combination of:

• focus on restricted color range;
• small, circular area of counted pixels;
• assumption that no other source of heat than the idler/belt friction can be found in the previously processed ROI.

To distinguish areas that can be recognized as damaged idlers, a color-based threshold was used. This process takes place on the hue-saturation-value (HSV) converted image. Hue, a parameter responsible for the color differentiation, was set to the bright orange to bright yellow range with the rest of the parameters set to a possibly wide range of intensities.

The thresholded image was then passed to the blob detection algorithm, focused on area detection wide enough to detect mid- to close-range passing idlers, but narrow enough to not consider bigger blobs created by heated belt.

Examples of final results in the form of detected idlers can be seen in Figures 12–15.

As can be seen in Figures 13 and 15, some potentially damaged idlers are not detected over a single frame. It is due to the distance and fact that too small hot spots cannot be considered in process of detection, since noise (such as heating belt) can create spots with similar properties. It can be solved by reducing the ROI to lower x-axis values.
Figure 14. Result of damaged idler detection, example 3.

Figure 15. Result of damaged idler detection, example 4.

For better visualization of the method results, cropped ROI with detected idlers was applied on the original RGB frame in Figure 16. The differently colored part of the shown image represents an actual ROI cropped out by the proposed algorithm.

Figure 16. Algorithm result visualisation on starting data.
As can be seen, angle difference between the RGB and IR cameras resulted in slightly shifted perspective that had to be taken into consideration during boundary creation. In case of not detected or incorrectly detected belt conveyor edges, the predetermined shape of the mask was used as substitution. Later steps do not deviate from the described method. The predetermined shape of the mask can be seen in Figure 17 and example result in Figure 18.

Figure 17. Predetermined mask shape.

Figure 18. Possible effect of applied predetermined mask shape.

The ratio between the frames with correctly detected lines and overall computed frames has been summarized in Table 3. Correct line detection represent overall number
of instances where the line detection worked properly and no predetermined shape had to be applied. Analogically predetermined shape cases represent the summarized number of instances where the line detection part of the algorithm failed to obtain lines that could correctly describe belt conveyor.

Table 3. Line detection results.

| Result                          | Value |
|--------------------------------|-------|
| Computed frames                | 1800  |
| Correct line detection         | 1699  |
| Predetermined shape cases      | 101   |
| Correct detection ratio        | 94.39%|

5. Results

The method presented in this paper was tested on a dataset consisting of several videos. Each detection case consisted of 1500+ frames with at least 20 different idlers present during the robot ride. Each detection case included both faulty and healthy idlers. Some sections of the belt conveyor did not have faulty idlers, which, in terms of the dataset, can be understood as some frames contained only healthy idlers. Therefore, susceptibility to false detections in these cases was also included in the research process. All frames were taken during the simulated robot inspection, where the robot was constantly moving along the belt conveyor.

The results described in this section focus on the video that presented the most difficulties to the algorithm. The trend of at least 10 frames late detection that occurred during all tested datasets can be explained by the parameters that were used in hot spot detection algorithm. These parameters were set to detect only objects of defined size, as a way to prevent false detection related to noise coming through the process.

The main problems of the algorithm performance of hot spot detection resulted from the increased influence of belt temperature. The algorithm was especially inefficient in correct classification in cases where high temperatures persisted over long fragments of the belt conveyor. In those cases, the number of invalid hits and missed idlers raised significantly.

In order to “measure” the quality of faulty idler detection, we use classical parameters in pattern recognition theory: sensitivity and specificity.

Sensitivity (TPR—True Positive Rate) was defined in (2), where true-positive (TP) represents the number of true positive cases and false-negative (FN) represents the number of false negative cases:

$$TPR = \frac{TP}{TP + FN}$$  \hspace{1cm} (2)

In terms of this paper, TP can be described as the number of frames where damaged idlers were detected correctly, whereas FN can be described as the number of frames where overestimation has occurred (spot on the image without damaged idler classified as one that contains it). Therefore, sensitivity relates to the algorithm’s ability to correctly detect the damaged idlers. The sensitivity of detection performed on the selected part of the dataset totaled at 0.83 after 1800 computed frames.

Specificity (TNR—True Negative Rate) was defined in (3), where TN represents the number of true negative cases and FP represents the number of false positive cases:

$$TNR = \frac{TN}{TN + FP}$$  \hspace{1cm} (3)

In terms of this paper, TN can be described as the number of frames where no damaged idlers were neither present nor detected, whereas FP can be described as the number of frames where underestimation has occurred (damaged idler was not detected by the algorithm). Therefore, the specificity relates to the algorithm’s ability to correctly reject
spots in the computed images that do not contain damaged idlers. The sensitivity of the
detection performed on the selected dataset totaled at 0.74 after 1800 computed frames.

Accuracy (ACC) was defined in (4), where TP and TN represent the same parts of
the data that were described in sensitivity and specificity, whereas N represents the total
number of computed frames:

\[
\text{ACC} = \frac{\text{TP} + \text{TN}}{N}
\]

(4)

Accuracy can be therefore described as the ratio between the number of correct
assessments and the number of computed frames. The accuracy of the detection performed
on the selected dataset totaled at 0.78 after 1800 computed frames.

The summarized results are presented in Figure 19, as accuracy in correlation to
computed frames. For better understanding, data were provide in the form of a table with
absolute numbers of detection cases in Table 4.

![Figure 19. Detection accuracy timeline during inspection.](image)

**Table 4. Accuracy parameters.**

| Number of Frames | TP  | TN  | FN  | FP  |
|------------------|-----|-----|-----|-----|
| 1800             | 688 | 659 | 135 | 36  |

As can be seen in Figure 19, the main reason for lowered detection efficiency occurred
mostly in the first part of the analyzed video. As stated in the second paragraph of
this section, the case of high belt temperature over a long period of time was present.
The exemplary frame can be seen in Figure 20.

The difference between this situation and similar instances present through the rest of
the video comes from the temperature of idlers that remained indistinguishable from the
temperature of the belt surface. It resulted in an increased number of both false detections
and potentially missed damaged idlers. An example of a case where detection works
properly despite the increased belt temperature can be seen in Figure 21.
6. Conclusions

A procedure for image processing and information fusion based on datasets acquired during belt conveyor inspection was proposed in this paper. Information was collected by sensors mounted on a mobile robot: RGB and IR cameras, among others. The reason for replacing human by autonomous robots has been highlighted in many papers—dangerous environment, noisy, dusty atmosphere, long distances, number of elements to assess, etc. Robots can do it automatically with established criteria and instant database completion. The methodology uses a combination of specific, distinctive features detectable on belt conveyors, techniques widely used in image processing, and their adaptation to the task of detecting overheated spots.

The measurements have been conducted in real conditions present in a mine during the robot ride taken along the belt conveyor and selected from different rides taken at different times. The first part of the proposed algorithm for RGB data analysis focused on cropping the belt conveyor out of the image and gave positive results in terms of ROI reduction. The second part of the proposed algorithm focused on direct hot spot detection. The result of RGB image cropping has been used for ROI identification in IR images. Then, the blob-based hot spot detection algorithm was applied. The results of hot spot detection proved to be sufficient for proper damaged idler classification in most of tested cases. The results presented in the paper are representative for the worst case scenario selected from the available dataset. With this approach, it is easier to evaluate difficult environmental impacts on the presented method performance.
Future work assumes the improvement of the algorithm in terms of adaptability to bigger changes in environment temperature. Since all measurements were conducted in same season, it is safe to presume that the described algorithm would give different results in, for example, colder parts of the year. Solutions to that can be looked for in adaptable recognition of temperature level. It can be based on the detected difference between the temperature of working elements and elements of background noise. In this paper, the hot spot detection part of the algorithm is based solely on two-step recognition, taking the color (without considering the color of the background) and number of pixels in close proximity.
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