Carrier-envelope-phase tagging in measurements with long acquisition times
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Abstract. We present a detailed analysis of the systematic errors that affect single-shot carrier envelope phase (CEP) measurements in experiments with long acquisition times, for which only limited long-term laser stability can be achieved. After introducing a scheme for eliminating these systematic errors to a large extent, we apply our approach to investigate the CEP dependence of the yield of doubly charged ions produced via non-sequential double ionization of argon in strong near-single-cycle laser pulses. The experimental results are compared to predictions of semiclassical calculations.
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1. Introduction

The electric field of a short laser pulse can be described as $E(t) = E_0 \cos^2(t/\tau) \cos(\omega t + \phi)$, where $E_0$ is the field amplitude, $\omega$ is the carrier frequency, $\tau$ is the pulse duration and $\phi$ is the carrier envelope phase (CEP). When the pulse duration enters the few-cycle regime, the value of the CEP strongly influences the temporal shape of the electric field. For frequencies in the visible range, the control of the CEP allows shaping the electric field waveform on attosecond timescales [1, 2] and allows efficiently control of ultrafast strong-field-driven electron dynamics [3–5].

Except for some intrinsically CEP-stable optical parametric chirped pulse amplification systems [6], where the CEP was demonstrated to remain stable for many hours [7], the CEP of pulses generated in few-cycle laser systems that are not actively CEP stabilized is changing from pulse to pulse, impeding exact knowledge of the temporal shape of the electric field $E(t)$. Stabilization of the CEP usually involves feedback loops to actively control the dispersion inside the laser oscillator [8]. Such active stabilization schemes, however, are very sensitive to small drifts in the laser parameters, and only practicable for a few hours, thus precluding measurements with long acquisition times.

A way around the difficulties related to active CEP stabilization is the recently introduced single-shot phase-tagging technique [9–11], where instead of being stabilized the CEP is measured for every single laser shot. In this way, each laser pulse and all physical quantities measured synchronously on a single-shot basis can be tagged with the CEP of the pulse. Recently, the combination of phase tagging with a coincidence spectroscopy technique [12] allowed the gaining of new insights into the attosecond dynamics of the non-sequential double ionization (NSDI) of argon atoms exposed to few-cycle [13] and near-single-cycle [14] laser pulses. NSDI of atoms [15] is characterized by the correlated emission of two electrons. According to the present understanding, a first electron liberated from the atom via tunnel ionization triggers the ionization of a second electron by laser-induced recollision with the parent ion. While the intensity dependence of NSDI yields in the long pulse regime has been investigated in numerous experimental and theoretical studies [15], only a limited number of experimental [12] and theoretical [16, 17] studies have addressed the CEP dependence of the total NSDI yield. The results of [16] indicate that the CEP dependence of the NSDI yield increases with the peak intensity of the laser. However, a more recent work [17] based on the...
use of refined inelastic scattering cross-section predicts a decrease of the CEP dependence with increasing intensity. Both theoretical studies are in reasonable agreement with the experimental data at about \(1.8 \times 10^{14} \text{ W cm}^{-2}\) reported by Johnson et al [12]. From the experimental point of view, the precision of this initial measurement [12] was limited by unavoidable long-term drifts of the laser parameters such as peak intensity, beam pointing or beam profile. In the present study we show how CEP tagging is affected by such drifts and quantify the systematic errors they introduce to the measurement. We then present a scheme for minimizing the effects of slow laser drifts and apply it to re-inspect the experimental results of [12] and further investigate the CEP dependence of the NSDI yield from argon as a function of intensity.

2. Experimental approach

The experimental setup used in the present study is described in detail in [12]. Briefly, linearly polarized near-single-cycle laser pulses (full-width at half-maximum of the intensity envelope of 4 fs) with a carrier wavelength of 750 nm are generated at a repetition rate of 3 kHz or 10 kHz in an amplified laser system [18].

A fraction of the laser beam is focused with a spherical mirror \((f = 25 \text{ cm})\) into a cold supersonic gas jet of argon atoms in the center of a reaction microscope (REMI) [19]. Ions and electrons generated in the laser focus are directed by weak electric and magnetic fields towards time- and position-sensitive detectors on either side of the REMI. The 3D momentum vectors of the fragments are reconstructed from their time of flight (TOF) and impact position on the detectors.

Another fraction of the laser beam \((25 \mu \text{ J})\) is focused into a single-shot stereographic above-threshold ionization (Stereo-ATI) phase-meter [9]. There the TOF spectra of electrons produced via above-threshold ionization of xenon are recorded to the left and right of the focus along the laser polarization direction. The CEP is inferred from the asymmetry between the left and the right TOF spectra. The basic principle of CEP retrieval is illustrated in figure 1. A more detailed description of the stereo-ATI phase-meter can be found in [20] and references therein. In figure 1(a), the left–right asymmetry of the photoelectron yield is plotted as a function of TOF and CEP. In the stereo-ATI phase-meter the ionization yield is integrated over two regions \(R_x\) and \(R_y\) (denoted by the dashed lines in figure 1(a)) of the left and right TOF spectra to calculate the asymmetries \(A_x/y\) for each region \(R_x/y\) as

\[
A_{x/y} = \frac{N_{\text{left},x/y} - N_{\text{right},x/y}}{N_{\text{left},x/y} + N_{\text{right},x/y}}. \tag{1}
\]

Here, \(N_{\text{left},x/y}\) \((N_{\text{right},x/y})\) are the photoelectron yields in the left (right) TOF spectrum integrated over \(R_{x/y}\). Plotting \(A_y\) versus \(A_x\) yields the parametric asymmetry plot (PAP) shown in figure 1(c). The polar angle \(\theta\) in the PAP defined as \(\theta = \arctan (A_y/A_x)\) is related to the CEP \(\phi\) via a continuous monotonic function \(\phi(\theta)\). The function \(\phi(\theta)\) is determined using the fact that the CEP of laser pulses from a kHz pulse train is uniformly randomly distributed when the laser is not CEP-locked [21]. In practice, the polar angle \(\theta\) of a PAP with \(N\) entries is discretized to form \(b\) intervals \([\theta_k, \theta_k + \Delta(\theta_k)]\), each containing the same number \(n = N/b\) of entries. The discrete angles \(\theta_k\) are calculated as \(\theta_k = \arctan (A_{y,k}/A_{x,k})\), where \((A_{x,k}, A_{y,k})\) are the coordinates of the entry with the smallest angle \(\theta\) in the interval \(k\). By construction, the steps \(\Delta(\theta_k) = \theta_{k+1} - \theta_k\) correspond to equidistant steps \(\Delta \phi\) in CEP. Finally, the continuous function
Figure 1. (a) Example of an asymmetry map obtained by plotting the left–right asymmetry of the single ionization yield of a rare gas as a function of TOF and CEP. In this specific example we present a REMI measurement of argon exposed to 4 fs laser pulses with a peak intensity of \( (2.6 \pm 0.4) \times 10^{14} \text{ W cm}^{-2} \). Replacing argon by xenon would lead to qualitatively very similar results. The dashed lines mark the two TOF regions \( R_x \) and \( R_y \) over which the ionization yields in the left and right TOF spectra are integrated to calculate the CEP-dependent asymmetries \( A_x \) and \( A_y \), plotted as gray and black curves in panel (b), respectively. The parameter \( \alpha \) denotes the phase shift between the two asymmetry curves \( A_x \) and \( A_y \) and \( \phi_0 \) denotes the common phase offsets of \( A_x \) and \( A_y \). Plotting \( A_y \) versus \( A_x \) for all CEPs yields the PAP shown in panel (c).

\( \phi(\theta) \) is obtained by interpolation of the values \( \phi(\theta_k) = k2\pi/b \). Note that the CEP measured with the stereo-ATI phase-meter is only determined up to a constant offset [20].

3. Effect of slow laser parameter drifts on carrier envelope phase measurements

In order to avoid saturation of the data acquisition system, only the data from laser pulses leading to a detected ionization event in the REMI were acquired. In the initial experiment [12], the function \( \phi(\theta) \), relating the polar angle of the PAP to the CEP, was determined using a reference PAP, i.e. a PAP recorded independently of the REMI data acquisition just before the beginning of the experiment. This prevents any bias of the function \( \phi(\theta) \) by our trigger scheme. NSDI events in this initial experiment were recorded over 3.5 h. In experiments with much longer acquisition times, slow drifts of the laser parameters, unaccounted for by the single reference PAP scheme, become problematic as they lead to distortions of the PAP. In order to discuss the distortions of the PAP we introduce the phase density

\[
\rho(\phi) = \frac{2\pi \, dN(\phi)}{N_0 \, d\phi},
\]

where \( N(\phi) \) is the number of laser shots with a CEP \( \phi \) in \( [\phi, \phi + d\phi] \) measured by the stereo-ATI phase-meter and \( N_0 \) is the total number of laser shots. Equivalently, the \( \rho(\phi) \) can be calculated as

\[
\rho(\phi) = \left( \frac{d\phi_{\text{ref}}(\theta)}{d\theta} \right)^{-1} \, \frac{d\phi(\theta)}{d\theta},
\]

where \( \phi_{\text{ref}}(\theta) \) was determined using a reference PAP measured at the beginning of the experiment. For non-CEP-locked pulses, a constant phase density of \( \rho(\phi) = 1 \) is expected in
an ideal experiment. Drifts of the laser parameters, however, introduce modulations of the measured phase density as demonstrated in figure 2, where we show the evolution of $\rho(\phi)$ over the course of an experiment lasting 19 h (amounting to about $2 \times 10^8$ laser shots). The phase density is not constant over time and exhibits strong deviations from 1 even though these changes correspond to only small variations in the shape of the PAP as shown in figure 2(b), where a PAP with 20 000 laser shots is displayed at the beginning and the end of the experiment. The observed modulations of $\rho(\phi)$ are likely to be caused by variations of the laser intensity.

In order to quantitatively investigate how distortions of the PAP affect the CEP measurement, we describe the asymmetries $A_x(\phi)$ and $A_y(\phi)$ by

$$ (A_x(\phi), A_y(\phi)) = (a_x \cos (\phi + \phi_0), a_y \cos (\phi + \phi_0 + \alpha)), $$

which is a parametric equation of an ellipse centered at the origin. Changes of the laser parameters affect not only the asymmetry amplitudes $a_x$ and $a_y$ but also the parameters $\phi_0$ and $\alpha$. This is illustrated in figure 3(a), where schematic asymmetry maps are shown for two laser intensities. The maxima (red) and minima (blue) of the asymmetry are displayed as a function of TOF (solid line for the lower intensity and dashed line for the higher intensity). While a change in the CEP offset $\phi_0$ affects the phase tagging of the quantities measured in the experiment, it has no effect on the shape of the PAP, so it cannot be determined from the PAP alone. Any laser parameter drift will thus result in a transformation of the initial PAP into another ellipse centered at the origin with $(-1 \leq A_x, A_y \leq 1)$.

To give a concrete example, we simulate the effect of parameter drifts that correspond to realistic experimental conditions. In the first step we calculate an initial PAP (blue dots in figure 3(b)) using the parameters $a_x = 0.75$, $a_y = 0.85$, $\alpha = 67^\circ$ and a set of uniformly distributed CEP values $\phi_k$ ($k = 1, \ldots, 360$). The conversion function $\phi(\theta)$ is determined from

$$ \theta_k = \arctan \left( \frac{A_y(\phi_k)}{A_x(\phi_k)} \right). $$

Figure 2. (a) Evolution of the phase density over the course of 19 h. The changes in the shape of the PAP with time are reflected by the appearance of inhomogeneities in the phase density. (b) The PAP measured by the stereo-ATI phase-meter at the beginning (solid) and the end (dashed) of the experiment. Here, the angle and radius were averaged over 200 adjacent points.
Figure 3. Illustration of the effect of intensity drifts on the CEP measurement. (a) Schematic asymmetry maps of ionization yields for two different intensities. The solid (higher intensity) and dashed (lower intensity) lines indicate the maxima (red) and minima (blue) of the asymmetry. The shaded areas represent the two TOF regions $R_x, R_y$ used to calculate the asymmetries $A_x$ and $A_y$. $\Delta \phi_0$ denotes the shift of the parameter $\phi_0$ induced by an intensity change in the stereo-ATI phase-meter. The notation $\Delta \alpha$ indicates the change in slope between the solid and dashed lines that is causing a variation of $\alpha$. (b) Simulated set of distorted PAPs (red). The initial (reference) PAP is shown in blue. The variations of the parameters $a_x, a_y$ and $\alpha$ (defined in the text) used to calculate the distorted PAPs were inferred from experimental data where the intensity slowly decreased by 7%. (c) The CEP error and the resulting phase density for the distorted PAP when the conversion function $\phi(\theta)$ is determined from the reference PAP of panel (b).

In the next step, modified PAPs (red dots in figure 3(b)) are calculated by gradually changing the PAP parameters to $a'_x = 0.79, a'_y = 0.89$ and $\alpha' = 75^\circ$. Applying $\phi(\theta)$ to the polar angles

$$\theta'_k = \arctan \left( \frac{A'_x(\phi_k)}{A'_y(\phi_k)} \right)$$

obtained from the modified PAP yields the apparent CEP $\phi'_k = \phi(\theta'_k)$.

Figure 3(c) shows the CEP error $\Delta \phi_k = \phi'_k - \phi_k$ (blue line) and the phase density $\rho(\phi'_k)$ (green line) of the modulated PAP as a function of $\phi_k$. The error $\Delta \phi_k$ oscillates around a generally non-zero value but remains of the order of only a few degrees. In contrast, these relatively small distortions of the PAP strongly affect the phase density. The apparent yield $Y'_X(\phi)$ of ions of the species $X$ relates to $\rho(\phi)$ as

$$Y'_X(\phi) = Y_X(\phi)\rho(\phi),$$

where $Y_X(\phi)$ is the true (CEP-dependent) ionization yield of $X$. Therefore, the relative error of the measured CEP-dependent ionization yield is

$$\frac{\Delta Y_X(\phi)}{Y_X(\phi)} = \rho(\phi) - 1.$$

The retrieval of CEP dependences of ionization yields thus requires $\rho(\phi) - 1$ to be much smaller than the expected modulations of $Y_X(\phi)$. To demonstrate how modulations of $\rho(\phi)$ can hamper the measurements of $Y_X(\phi)$, the apparent CEP-dependent yield $Y'_{Ar^+}(\phi)$ of Ar$^+$ ions measured in our experiment is shown along with the calculated CEP dependence of the Ar$^+$ yield in figure 4.
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Figure 4. Apparent CEP-dependent yield of Ar\(^+\) ions generated in 4 fs laser pulses with a central wavelength of 750 nm and a peak intensity of 3.0 \(\times\) 10\(^{14}\) W cm\(^{-2}\) (open circles). The solid line represents the calculated CEP dependence of the Ar\(^+\) yield for the experimental laser parameters using a semi-classical approach. For visual convenience, the modulations of the predicted curve are multiplied by a factor of 30.

A solution to minimize the modulations of \(\rho(\phi)\) is provided by updating the function \(\phi(\theta)\) in sufficiently small time intervals throughout the measurement. Based on the results of our calculations we neglect the CEP dependence of the single ionization yield of argon and use the subset of laser shots for which an Ar\(^+\) ion was detected to update \(\phi(\theta)\). In the present case, \(\phi(\theta)\) was updated every 30 min each time using 1 million laser shots.

Although updating \(\phi(\theta)\) reduces the modulations of \(\rho(\phi)\) to a large extent, this scheme cannot correct for the shift \(\Delta\phi_0\) of the CEP offset. In our experiment we measure a new asymmetry curve for Ar\(^+\) every 30 min and observe CEP shifts of a few degrees between two such curves. Similarly to the phase density, the shifts of the CEP evolve over the course of hours and reach values up to 10\(^\circ\) in the present experiment. Using the Ar\(^+\) asymmetry curves measured at regular time intervals during the experiment, CEP offset variations can be corrected.

We would like to remark that our method can be applied to reduce the impact of laser fluctuations with frequencies smaller than 0.1 Hz. A stabilization scheme such as that demonstrated in [22] would allow one to further improve the precision of CEP tagging by reducing the effects caused by much faster power fluctuations.

4. Carrier envelope phase dependence of the non-sequential double ionization yield

The strength of our improved analysis is demonstrated in figure 5, where we compare CEP-dependent yields of doubly charged argon ions obtained with (green crosses) and without (red line) a continuous update of the function \(\phi(\theta)\). It can be clearly seen that for the data presented in figure 5(a), recorded over 19 h, the improved analysis becomes indispensable for obtaining a meaningful result. The result of the new analysis of the data obtained in the initial proof-of-principle experiment [12] is shown in figure 5(b). Since the Ar\(^+\) ions were not recorded in that experiment, we used the background of singly ionized H\(_2\)O to update the function \(\phi(\theta)\). Because the data were acquired for only 3.5 h, there is still qualitative agreement between the results of both analyses. However, even for this rather short acquisition time, systematic errors in the CEP
Figure 5. CEP-dependent yields of doubly charged argon ions obtained with (green crosses) and without (red line) a continuous update of the function $\phi(\theta)$. The solid green lines represent a sinusoidal model function: $Y_{Ar^{2+}}(\phi) = 1 + A_{NSDI} \sin(\phi + \phi_Y)$, where $\phi_Y$ is a CEP offset and $A_{NSDI}$ is the modulation amplitude of the oscillation. (a) For the 19 h long measurement described in the text. (b) For the data from [12]. The red line represents the Ar$^{2+}$ yield obtained by the previous (uncorrected) analysis.

measurement considerably affect the experimental result, precluding a quantitative comparison with theoretical results. With our improved analysis these errors can now be eliminated to a large extent. The results of both experiments indicate that for both the presented data sets, the modulation of the normalized NSDI yield

$$Y_{Ar^{2+}}(\phi) = \left( \int Y_{Ar^{2+}}(\phi) d\phi \right)^{-1},$$

is consistent with sinusoidal model functions

$$Y_{Ar^{2+}}(\phi) = 1 + A_{NSDI} \sin(\phi + \phi_Y),$$

where $\phi_Y$ is a CEP offset and $A_{NSDI}$ is the modulation amplitude of the oscillation.

Modulation amplitudes of $(4.8 \pm 0.8)$ and $(8.0 \pm 0.6)$% are found for the CEP-dependent yield shown in figures 5(a) and (b), respectively.

In the following, we apply our new scheme to investigate the dependence of $A_{NSDI}$ on the laser intensity.

In figure 6, we compare the measured values for $A_{NSDI}$ obtained from the double ionization of argon with 4 fs laser pulses at intensities ranging from about 0.2 to 0.4 PW cm$^{-2}$ with the predictions of semiclassical calculations that are described in the appendix. The peak intensity of the laser pulses was determined from the width of the Ar$^+$ momentum spectra. In the intensity range under study, we clearly observe a decrease of $A_{NSDI}$ with increasing intensity up to about $4 \times 10^{14}$ W cm$^{-2}$ where no significant CEP dependence of the NSDI yield was observed. Our experimental results and calculations thus confirm the predictions reported in [17]. While our model correctly predicts the slope of the intensity-dependent modulation amplitude $A_{NSDI}$, the absolute values for $A_{NSDI}$ differ from the measured ones by a constant offset of about 5%. While at first glance the discrepancy would also be explained by a systematic underestimation of the measured intensity, we believe that this hypothesis is rather unlikely. Instead, it is more probable
that the disagreement is due to the limitations of the semiclassical model. Further investigations are required to elucidate the exact reasons for the observed discrepancies.

5. Conclusion

In conclusion, we have presented a detailed analysis of systematic errors in single-shot CEP measurements with a stereo-ATI phase-meter. We demonstrated that these errors, which are essentially due to slow drifts of the laser intensity, can dramatically affect the results of phase-tagged ionization yield measurements with long acquisition times. We showed how these systematic errors can be eliminated to a large extent in spite of the unavoidable slow drifts of the laser parameters and applied our new scheme to retrieve the accurate CEP dependence of the total NSDI yield of argon at various intensities. While the measured intensity dependence of the CEP-induced modulation amplitude is qualitatively reproduced by our classical calculations, more involved theoretical models are certainly needed to reach quantitative agreement with the experimental data.
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Appendix. Theoretical modeling

The semiclassical calculations used for describing our experimental data are outlined in our previous study [14]. It was shown there that the experimental results for NSDI in argon are well described by the rescattering-induced excitation and subsequent ionization mechanism. Briefly, tunnel ionization rates are calculated using a corrected Ammosov–Delone–Krainov (ADK) formula [24, 25] that adequately accounts for over-the-barrier ionization [23]:

\[ w(t) = w_{\text{ADK}}(t) \times \exp \left[ -\alpha \frac{Z^2 E(t)}{I_p (2 I_p)^{3/2}} \right]. \]  

(A.1)

Here, \( w_{\text{ADK}} \) is the instantaneous ADK rate, \( I_p \) the ionization potential, \( E(t) \) the electric field of the laser, \( Z \) the charge of the parent ion and \( \alpha \) a numerical factor adjusted such that the rate, \( w(t) \), fits the result obtained by solving the Schrödinger equation numerically. The value of parameter \( \alpha \) is 9 for Ar and 8 for Ar\(^+\) [23]. After tunnel ionization at \( t = t_0 \), the electron is propagated as a free classical particle in the electric field of the laser. Upon recollision at \( t = t_1 \), the parent Ar\(^+\) ion is assumed to be instantaneously excited to its lowest excited state, Ar\(^{+\ast\ast}\): [Ne]3s\(^1\)3p\(^6\), provided the recolliding electron carries enough energy for the excitation (13.5 eV). The electron energy dependence of the excitation cross-section is neglected. A second electron is then emitted from the excited ion in another tunneling process described by the corrected ADK formula using the appropriate parameters for the excited Ar\(^{+\ast\ast}\) (\( I_p = 14.1 \text{ eV}, Z = 2, \alpha = 8 \)) ion. The final momenta of the electrons are calculated for every initial ionization time \( t_0 \). The CEP-dependent single and double ionization yields of argon are obtained by performing the calculations for different CEPs. Focal volume averaging and depletion of the Ar and Ar\(^{+\ast\ast}\) populations are taken into account.

References

[1] Krausz F and Ivanov M 2009 Rev. Mod. Phys. 81 163–234
[2] Baltuška A et al 2003 Nature 421 611–5
[3] Hentschel M, Kienberger R, Spielmann Ch, Reider G A, Milosevic N, Brabec T, Corkum P, Heinzmann U, Drescher M and Krausz F 2001 Nature 414 509–13
[4] Kling M F and Vrakking M J J 2008 Annu. Rev. Phys. Chem. 59 463–92
[5] Abel M, Neumark D M, Leone S R and Pfeifer T 2011 Laser Photon. Rev. 5 352
[6] Baltuška A, Fuji T and Kobayashi T 2002 Phys. Rev. Lett. 88 133901
[7] Bergues B, Zherebtsov S, Deng Y, Gu X, Znakovskaya I, Kienberger R, Krausz F, Marcus G and Kling M F 2011 New J. Phys. 13 063010
[8] Udem T, Holzwarth R and Hänsch T W 2002 Nature 416 233–7
[9] Wittmann T, Horvath B, Helmi W, Schätzl M G, Gu X, Cavalleri A L, Paulus G G and Kienberger R 2009 Nature Phys. 5 357–62
[10] Paulus G G, Grasbon F, Walther H, Villoresi P, Nisoli M, Stagira S, Priori E and Silvestri S De 2001 Nature 414 182–4
[11] Paulus G G, Lindner F, Walther H, Baltuška A, Goulielmakis E, Lezius M and Krausz F. 2003 Phys. Rev. Lett. 91 253004
[12] Johnson N G et al 2011 Phys. Rev. A 83 013412
[13] Camus N et al 2012 Phys. Rev. Lett. 108 073003
[14] Bergues B et al 2012 Nature Commun. 3 813
[15] Figueira de Morisson Faria C and Liu X 2011 J. Mod. Opt. 58 1076–131
[16] Micheau S, Chen Z, Le A T and Lin C D 2009 Phys. Rev. A 79 013417

New Journal of Physics 14 (2012) 093027 (http://www.njp.org/)
[17] Chen Z, Liang Y, Madison D H and Lin C D 2011 Phys. Rev. A 84 023414
[18] Schultze M et al 2011 J. Electron Spectrosc. Relat. Phenom. 184 68
[19] Ullrich J, Moshammer R, Dorn A, Dörner R, Schmidt L P H and Schmidt-Böcking H 2003 Rep. Prog. Phys. 66 1463–545
[20] Rathje T, Johnson N G, Möller M, Süßmann F, Adolph D, Kübel M, Kienberger R, Kling M F, Paulus G G and Sayler A M 2012 J. Phys. B: At. Mol. Opt. Phys. 45 074003
[21] Sayler A M, Rathje T, Müller W, Rühle K, Kienberger R and Paulus G G 2011 Opt. Lett. 36 1–3
[22] Wang H, Li C, Tackett J, Mashiko H, Nakamura C M, Moon E and Chang Z 2007 Appl. Phys. B 89 275–9
[23] Tong X M and Lin C D 2005 J. Phys. B: At. Mol. Opt. Phys. 38 2593–600
[24] Ammosov M V, Delone N B and Krainov V P 1986 Sov. Phys.—JETP 64 1191–4
[25] Perelomov A M, Popov V S and Terent’ev M V 1966 Sov. Phys.—JETP 23 924–34