Walking enhances peripheral visual processing in humans
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Abstract

Cognitive processes are almost exclusively investigated under highly controlled settings during which voluntary body movements are suppressed. However, recent animal work suggests differences in sensory processing between movement states by showing drastically changed neural responses in early visual areas between locomotion and stillness. Does locomotion also modulate visual cortical activity in humans, and what are the perceptual consequences? Our study shows that walking increased the contrast-dependent influence of peripheral visual input on central visual input. This increase is prevalent in stimulus-locked electroencephalogram (EEG) responses (steady-state visual evoked potential [SSVEP]) alongside perceptual performance. Ongoing alpha oscillations (approximately 10 Hz) further positively correlated with the walking-induced changes of SSVEP amplitude, indicating the involvement of an altered inhibitory process during walking. The results predicted that walking leads to an increased processing of peripheral visual input. A second study indeed showed an increased contrast sensitivity for peripheral compared to central stimuli when subjects were walking. Our work shows complementary neurophysiological and behavioural evidence corroborating animal findings that walking leads to a change in early visual neuronal activity in humans. That neuronal modulation due to walking is indeed linked to specific perceptual changes extends the existing animal work.

Introduction

Perception is not only a function of the stimulus but also very much influenced by internal factors such as arousal and attention. Recently, animal work has added an interesting dimension to this: the behavioural state, such as locomotion. In mice [1–9] as well as invertebrates [10–12], these studies have shown that neural responses from sensory areas drastically differ between locomotion and a still state beyond the influence of arousal [13,14]. Particularly, surround suppression has been reported to be decreased in mice during locomotion [7].

Unfortunately, our understanding of human visual processing in natural settings such as during walking is surprisingly limited. Behavioural studies [15] and some emerging electrophysiological work indicate a general link in humans between movement and cognition such as memory, attention [16–18], and perceptual processes [19–25]. Interesting work by Benjamin and colleagues suggests that the influence of locomotion on early sensory activity
translates to humans. Contrary to the single-cell recording work in mice [7], their study provides evidence of an increased surround suppression effect during treadmill walking as compared to standing [26].

Despite the advancements in technology with regard to its mobility, it is still a great challenge to record physiological measures during free walking whilst controlling all input and output variables; we want to point out two important considerations. Firstly, eye movements are known to be highly influenced by walking movement [27,28] and at the same time greatly modulate sensory brain activity and perception [29]. If subjects are allowed to move freely (as compared to still states), the eye movements must be considered. Unfortunately, a stringent analysis of eye movements is often missing [26]. Secondly, most research has focused on the study of humans in stationary settings such as walking on a treadmill or stationary cycling [17,26,30,31], with very few exceptions [32–35]. The stationary setup in human studies is mostly used because the electrophysiological signal, as picked up with human EEG (electroencephalogram), can be corrupted by muscle activity and electrode movement [14]. However, reflecting on the core motivation of studying the interaction between locomotion and visual processing, natural walking is a crucial ingredient. Besides differences in mechanical and task-related demands between treadmill and natural walking, the most important and ecologically relevant difference is that during natural walking, the visual input from the surround is highly important, whereas for stationary treadmill walking or cycling, the visual input from the surround is largely negligible. This becomes obvious when considering navigational processes. During free walking, the visual input will greatly influence the motor output because walking direction, pattern, and speed will be largely based on visual information [36,37]. Therefore, studying the relationship between locomotion and visual processing during natural walking is more ecological than during treadmill walking, in which the circular relationship between sensory input and motor output is disrupted. In the current study, we combined the latest mobile EEG/EOG (electrooculogram) technology (for the assessment of brain activity and eye movements), mobile visual stimulation, and behavioural measurements to study human visual processing during free walking. Interestingly, peripheral visual input in particular is used for the assessment of the heading direction and navigation [38,39]. We therefore investigated visual processing in the periphery compared to central foveal input whilst additionally considering the influence of eye movements.

Assessing steady-state visual evoked potential (SSVEP), which is known to be a stimulus-locked signal originating from the early visual cortex [40], we could demonstrate in a first study that walking modulated how visual input from the periphery influences (suppresses) central foveal input in a contrast-dependent fashion. This modulation was paralleled by a behavioural effect in the concurrently probed target-detection performance. Moreover, we could show that the modulation was linked to alpha oscillations, indicating a downregulation of inhibitory processes during walking. Importantly, these findings led to the hypothesis that specifically peripheral visual processing is enhanced during walking, which was confirmed in a second (behavioural) study.

**Results**

Participants were asked to stand still, walk slowly, or walk with normal speed on a self-chosen path whilst completing a perceptual task, which was presented via a head-mounted display (Fig 1A). Participants fixated on the centre of a circular grating flickering at 15 Hz (Fig 1B). The task was to detect a threshold-titrated contrast change (target) presented randomly in time and exact location but within the flickering central grating. A stable background grating
presented at one of four different contrast levels between 0% and 100% surrounded the central grating.
Analysing the 2-second time window prior to target onset, an SSVEP response introduced by the central 15 Hz flickering grating was readily detected during standing as well as walking (as reported by previous studies testing the signal quality of mobile EEG setups [30,41]) and showed an occipital focus (Fig 1C). The source of the SSVEP was estimated to be in the primary visual cortex using a dipole fitting (dipole location in Montreal Neurological Institute [MNI] coordinates: [2.8, −84.7, −1.4] in standing still; [3.5, −88.8, 0.3] in slow walking; [2.9, −92.1, 1.3] in normal walking). Because walking led to an upshift of the EEG power spectrum, a relative SSVEP power was calculated by subtracting the average power of nearby frequencies to correct for walking associated noise. The relative SSVEP power, as well as the raw SSVEP power, was analysed further as a function of the two experimental manipulations, i.e., walking condition and surround contrast level.

Walking modulates the surround-centre interaction as revealed by SSVEP response

A within-subjects 2-factorial (3 × 4) ANOVA (F1: walking condition; F2: contrast level) revealed significant main effects (correction with Greenhouse–Geisser when the sphericity assumption was violated) (Fig 2A–2C). As expected [42], relative SSVEP power decreased with increasing contrast level (F[3, 72] = 5.56, p = 0.015; \( \eta_p^2 = 0.19 \); mean [SD]: 0%, 4.72 [5.75]; 33%, 3.73 [4.60]; 67%, 3.38 [3.78]; 100%, 3.47 [3.46]). Increasing walking speed was associated with significantly decreased relative SSVEP power (F[2, 48] = 8.04, p = 0.005; \( \eta_p^2 = 0.25 \); mean [SD]: still, 4.89 [5.54]; slow walking, 3.48 [4.42]; normal walking, 3.11 [3.43]). Most interestingly, there was a significant interaction between walking condition and contrast level (F[6, 144] = 3.03, p = 0.021; \( \eta_p^2 = 0.11 \)). Post hoc analysis confirmed that relative SSVEP power was significantly decreased because of increased contrast level during walking but not during standing still, i.e., significant suppression from the periphery to centre was only observed whilst participants were walking (for detailed statistics, see S1 Table). A similar interaction effect was also found with the blink-controlled raw power at 15 Hz (F[6, 144] = 2.76, p = 0.032; \( \eta_p^2 = 0.10 \) (Fig 2A, middle). The interaction effect cannot be explained by either vision-non-specific artefacts (because the effect was specific to the 15 Hz visually entrained signal; S1 Fig) or by head or eye movements (S2 and S3 Figs). Furthermore, a similar pattern was observed during target presentation (S1J Fig).

Walking modulates the surround-centre interaction similarly in behavioural response

Our physiological data were paralleled by behavioural results (Fig 2A and 2D), which further reduces the likelihood of an artefact-based effect. The same within-subjects 2-factorial (3 × 4) ANOVA (F1: walking condition; F2: contrast level) revealed a significant interaction (F[6, 174] = 11.88, p < 0.001; \( \eta_p^2 = 0.29 \)). In line with the neurophysiological finding, this suggests that perceptual suppression during walking is much stronger than during standing (for detailed statistics, see S1 Table). The detection rate further decreased with increasing walking speed (F [2, 58] = 108.46, p < 0.001; \( \eta_p^2 = 0.79 \); mean [SD]: still, 0.80 [0.21]; slow walking, 0.53 [0.20]; normal walking, 0.36 [0.20]) and contrast level (F[3, 87] = 66.05, p < 0.001; \( \eta_p^2 = 0.69 \); mean [SD]: 0%, 0.59 [0.19]; 33%, 0.62 [0.18]; 67%, 0.57 [0.19]; 100%, 0.48 [0.17]). Research suggests that walking cannot be fully automatic [43] and can impair spatial memory capacity and target-detection time [44]. The overall negative effect of walking on detection rate might be explained by dual task demands during walking. In this case, one might raise the concern of a nonlinear interaction between the detection rate and surround contrast, i.e., only weak perception might be subject to a suppression effect, whereas strong perception could be immune. In a
Fig 2. Influence of surround contrast depends on movement state. (A) SSVEP responses (left: referenced SSVEP power; middle: raw SSVEP power) and detection rates (right) significantly decreased with higher surround contrast levels during walking but not during
follow-up analysis, we forced the detection rate for the 0-surround contrast to be similar between normal walking and standing still but still found a greater influence of surround contrast during walking (S4A Fig). This excludes the possibility that our finding is due to a nonlinear interaction between a changed perceptual threshold due to walking and the influence of surround contrast. No interaction effects between walking and surround contrast were found for false alarms or reaction time (S4B and S4C Fig), suggesting that a motor-based effect such as lowering the motor response threshold cannot explain the detection results.

Positive interaction between SSVEP power and alpha power
Alpha power was greatly reduced during walking. A within-subjects one-way ANOVA confirmed a significant modulation of relative alpha power in individual peak alpha frequency by walking (F[2, 48] = 10.09, p = 0.003; η² = 0.30; mean [SD]: still, 1.68 [2.16]; slow walking, 0.80 [1.18]; normal walking, 0.42 [1.03]). Relative individual alpha power was lower under normal walking (t[24] = −3.34, p = 0.002; dz = −0.67) and slow walking (t[24] = −2.87, p = 0.008; dz = −0.57) conditions compared to the standing still condition. The normal walking condition also showed lower alpha power than the slow walking condition (t[24] = −3.46, p = 0.002; dz = −0.69). The decrease of alpha power during walking, compared to standing, is a robust finding and is also statistically significant even if the raw alpha power in individual peak alpha frequency is compared (within-subjects one-way ANOVA with three walking conditions: F[2, 48] = 4.40, p = 0.045). We should bear in mind that the noise level may be different between different walking conditions, leading to a broadband change in power. Nevertheless, the alpha decrease during walking was significant with referenced power as well as the raw alpha power. This is important because depending on signal strength, as well as the amount of data available, increased noise may or may not affect the signal.

We next analysed the relationship between raw alpha and SSVEP power in each walking condition. Sorting trials based on their SSVEP power led to a significant difference in alpha power (but not in other frequency bands) in all three walking conditions (standing still: t[24] = −2.78, p = 0.010, dz = −0.56; slow walking: t[24] = −3.87, p < 0.001, dz = −0.77; normal walking: t[24] = −3.91, p < 0.001, dz = −0.78). Strong alpha power was associated with strong SSVEP power (Fig 3A). A multiple linear regression analysis using alpha power and number of saccades and blinks as predictors and SSVEP power as response variable again showed that alpha power positively predicted SSVEP power (t[24] = 4.82, p < 0.001; mean [SD]: 0.07 [−0.02]), in addition to negative prediction effects from both saccades (t[24] = −2.86, p = 0.009; mean [SD]: −0.02 [0.03]) and blinks (t[24] = −5.48, p < 0.001; mean [SD]: −0.16 [0.15]).

Walking leads to a processing advantage of peripheral stimuli
Our finding that the suppressive effect of high contrast input from the periphery was strong during walking suggests that walking might in general raise the processing of peripheral input (by lowering inhibition as indicated by the observed alpha decrease) compared to central foveal input. In a follow-up experiment, we directly tested the hypothesis that peripheral stimuli receive enhanced processing during walking. Participants were asked to detect a contrast...
change presented at five different eccentricities (Fig 4A) during normal walking or standing still. Because dual task demands reduce the overall performance during walking, we did not necessarily expect to see an improvement in the detection rate in the periphery, but we did predict the difference in detection threshold between walking and standing to be smaller for the peripheral targets compared to the central target. Indeed, a significant interaction effect in a 2 (normal walking versus still) × 5 (target eccentricity) within-subjects ANOVA on detection threshold confirmed this prediction (F[4, 104] = 5.70, p = 0.002; η² = 0.18) (Fig 4B). The processing advantage for peripheral targets during walking as compared to standing still was found in all peripheral targets except target T5 (Fig 4C). Significant main effects were also present for walking condition (F[1, 26] = 27.95, p < 0.001; η² = 0.52; mean [SD]: still, 0.17 [0.06]; normal walking, 0.20 [0.07]) and target eccentricity (F[4, 104] = 41.50, p < 0.001; η² = 0.61; mean [SD]: T1, 0.19 [0.07]; T2, 0.16 [0.06]; T3, 0.16 [0.05]; T4, 0.17 [0.06]; T5, 0.24 [0.09]). The result considerably strengthens the hypothesis that peripheral stimuli, at least at
certain eccentricities, receive enhanced processing during walking. The most peripheral target (T5) used here did not show a statistically significant processing advantage as compared to T1. This may suggest that there is a limit to the distance of peripheral visual field for receiving a processing advantage during walking.

**Discussion**

With converging evidence from neurophysiological and behavioural measurements, we showed that the surround-centre interaction was much stronger in humans during walking compared to standing. Pretarget early visual SSVEP response (Fig 2A, left and middle), post-target SSVEP perturbation (S1 Fig), and behavioural target-detection rate (Fig 2A, right) were more strongly modulated by the surrounding contrast during walking. Neither eye movements nor a shift in signal-to-noise ratio as introduced by movement artefacts could account for these effects (S1–S3 Figs). The walking-induced change in surround-centre interaction could
be caused by an altered processing of the peripheral input. A second behavioural study supported this idea of enhanced peripheral processing during walking by showing an increased contrast sensitivity in the periphery compared to the centre when walking. By uncovering a comodulation with alpha power, the current study further provides a tentative mechanism for the walking-induced effects, namely a modulation of inhibition as mediated by alpha oscillation.

**Walking, alpha power, and visual processing**

Overall, alpha power significantly decreased during walking compared to standing still. A walking-induced alpha decrease has been noted previously [30,45,46], but a functional role was not experimentally tested. One influential account of alpha oscillations from neurocognitive studies proposes that alpha acts to functionally block out irrelevant information [47,48]. High alpha power is therefore associated with inhibiting sensory processing in a locally specific fashion [49]. Putting it differently, focused attention on a defined spatial region leads to an increase in alpha activity. We find that walking significantly decreased alpha power over occipital cortex, which, in turn, could suggest that attention is less focused on the foveal input by which the behavioural task is presented. Interestingly, both relative alpha power and relative SSVEP power decreased with increasing walking speed. This finding is consistent with the idea that whilst standing still, high alpha power may help inhibiting the influence from the periphery, thereby attenuating suppression (leading to high SSVEP power and decreasing the influence of surround contrast on detection rate and SSVEP). During walking, however, peripheral alpha power is decreased; thus, peripheral inhibition is compromised, and the surround contrast can exert its suppressive impact on the central grating (leading to low SSVEP power and a strong influence of surround contrast on detection rate and SSVEP) (see Fig 3B for a schematic illustration of the mechanism). The modulation of alpha power might be equivalent to one introduced by changes in attention. Interestingly, attention has been shown to have an attenuating effect on surround suppression in monkey V4 [50]. Unfortunately, our low number of electrodes does not permit us to differentiate between areas dealing with central versus peripheral vision by means of source localisation. However, the topography of alpha shows a focus of power over the occipital area overlapping with sites of strongest SSVEP power (S5A Fig). That walking in humans improves peripheral compared to central processing behaviourally could be viewed as an additional hint that walking triggers an attentional shift towards peripheral input. However, this does not necessarily mean that the net attentional processes are increased in the periphery; it might be just in comparison to central foveal input.

Biologically, it is rather plausible that walking enhances peripheral processing because input from the periphery holds important cues for locomotion and navigation [38,39]. Indeed, walking can influence how we perceive optic flow by decreasing the perceived speed of visual flow [20,23]. At the same time, we seem to be equally good at discriminating velocity increases in large accelerating flow fields independent of whether we stand, walk, or run [51]. In our experimental setup, limited optic flow was available from the upper and lower visual field during walking. Was it this extra visual input that affected visual processing, or are we rather dealing with a process that prepares the system for relevant input independent of the nature of this input? In the visual-target–detection performance of the SSVEP study, we did not find any evidence of an increased relevance for the upper or the lower visual target in terms of detection rate and electrophysiological response (see S4E and S4F Fig and discussion in S1 Text). Furthermore, in the second behavioural study, the relative improvement in detection performance during walking was most pronounced for target T3, which was not the closest target to the visible visual field. This argues against the notion that optic flow from the upper or lower visual
field attracted more attention during walking. It also suggests that walking leads to a more general state-dependent change in processing the peripheral input.

But what specific process is affected by walking? Unfortunately, our experimental approach does not allow us to distinguish between a classical surround suppression effect and other suppression mechanisms such as overlay suppression [52]. This is discussed in detail in the section ‘Shortcomings of the current study’.

The influence of walking speed
Motivated by animal work showing that the firing rate of a single visual cell can be modulated by locomotion speed [2], we included a slow walking and a normal walking condition in the SSVEP study. The suppression effect in both SSVEP response and behavioural detection rate does not appear to be different between slow walking and normal walking. It could be that the current measurement is not sensitive enough or suitable to detect subtle differences in visual processing between different speed conditions. Speaking in favour of a sensitivity issue, the alpha power is significantly modulated by the speed in the walking condition. The possible influence of walking speed on visual processing in humans needs further research.

Brain oscillations in other frequencies during walking
Besides the described modulation of alpha oscillatory activity, the influence of walking on neural oscillations in other frequency bands is also interesting. The current study put its focus on the SSVEP response and alpha oscillations because the quality of the scalp-recorded EEG signal during walking still allows us to clearly show a visual origin of the signal. The sources of power modulation during walking in other frequency bands (e.g., theta and gamma) are much more difficult to assess especially because of movement-related noise; e.g., the topography of theta power showed an additional focus at the frontal electrode anterior frontal midline (AFz) besides an occipital focus (S5A Fig). During navigation, theta modulation can be found in frontal and temporal cortical subdural electrode contacts [53,54], and fronto-midline theta activity (picked up with surface EEG) has been shown to increase with walking [55,56]. This fronto-midline theta activity has been associated with working memory and spatial navigation [57,58]. Whilst we can be confident that the increase in theta power during normal walking (Fig 1C) is not introduced by the walking frequency (S5B Fig), an overall influence of movement-related artefacts cannot be excluded. Further studies, specifically targeting theta power, are therefore necessary before interpreting the theta modulation. Unfortunately, effects in the gamma range (Fig 1C), the most prominent oscillatory changes reported in the rodent literature associated with walking (e.g., [9]), also could not be fully dissociated from movement-related artefacts with the present study.

Shortcomings of the current study
A surrounding stimulus usually has an inhibitory influence on a central stimulus, which is called the surround suppression effect [59,60]. Whilst surround suppression is classically described for centre and surround stimuli within the peripheral field, we used a stimulus that followed in large parts the study by Vanegas [42], who compared, amongst others, the effect of surround contrast on SSVEP power between peripheral and foveal locations. Despite the finding of a considerably weaker foveal suppression effect compared to the peripheral one, Vanegas and colleagues still showed a significant suppression even with a central foveal SSVEP target set to 100% contrast in behavioural and electrophysiological measurements [42], which is in line with previous psychophysical results [61]. Although using a very comparable stimulus, we could only find a significant influence of the surround contrast whilst subjects were
walking but not during standing still. There is some quite interesting work discussing the specific role of central foveal stimuli compared to peripheral input with respect to surround suppression effects. Petrov and colleagues, who reported no surround suppression for foveal stimulation but strong suppressive effects of overlay suppression, argue for a clear distinction between foveal and peripheral suppressive influences [52]. We therefore suggest that our SSVEP effect might not be based on classical surround suppression but rather a combination with overlay suppression. This overlay effect might be introduced because of the absence of a blurring border between centre and surround stimuli, which serves the purpose of excluding the border contrast as a source of explanation [62]. However, importantly, additional control analysis did not indicate any influence from the border contrast itself (see S1K Fig), which means that the varying border contrast could not have been the source of response modulation. Furthermore, stimuli had a slightly increasing luminance with increasing contrast (approximately 5 lux between 0% and 100% contrast when holding a luminance meter before the lens of the head-mounted display in the eye’s position), which may introduce luminance as an additional confound. These issues may be relevant to the fact that no suppression effect was found in the standing condition (cf. [42]). Of course, the lack of suppression effect in the standing condition may also be due to the relatively large size of the central stimulus [62]. However, these issues are largely alleviated because the conclusion of the current study draws on the interaction effect between walking condition and surround contrast. Whatever problems the stimuli may have had, they are present equally in all conditions. Independent of the exact nature of the suppressive effect, our results show a significant modulation of suppressive influence due to walking.

Control analysis on movement artefacts

Finally, we want to emphasise again the great importance of excluding the influence of movement artefacts on mobile EEG data. We conducted a large set of control analyses, which is included in detail in the S1 Text. Here, we want to shortly highlight the following points. 1) The interaction effect between walking condition and surround contrast on SSVEP response was specific for the entrained frequency (S1 Fig), which shows that the SSVEP signal (originating from visual cortex) specifically was modulated. 2) The modulation was unaffected by the walking-induced change of the broadband signal because the effect persisted with and without referencing to neighbouring frequencies (S1 Fig). 3) Our main finding, namely the interaction effect, is based on the power comparison between surround contrast conditions and not between walking conditions, which excludes any low-level influences of walking or stimulus confounds on our results. 4) We found no influence of head- or eye-related movements on our effect after carefully analysing head movements, blinks, and saccades with verified spatial sensitivity as small as 0.1˚ (S2 and S3 Figs). 5) The effect was not caused by a shift of gaze or attention towards the lower or upper visual field, where walking-relevant visual input such as optic flow is expected (S4 Fig).

To conclude, our study shows complementary neurophysiological and behavioural evidence that input from the peripheral visual field receives enhanced processing compared to the central foveal input during walking as compared to when standing still (with rigorous control analysis on eye movements). This reveals a critical and general difference in visual processing introduced by locomotion in humans. The current study further puts forward a cognitive and mechanistic explanation to the effect. Our results indicate that the walking-induced difference in processing is mediated by a modulation of inhibition indicated by changes in alpha oscillations. This might be equivalent to expanding the range of visual attention during walking. Our approach of free walking may be extended by applying recent exciting technological
developments [63]. Overall, we propose that low-level processing of sensory information also crucially depends on the movement state of the subject and further emphasise the call for natural settings when investigating perceptual mechanisms and cognitive processes in general [28].

Materials and methods

Ethics statement

All participants gave written informed consent prior to the study and received monetary compensation after the study. The study was approved by the local ethics committee (Department of Psychology, University of Würzburg; reference number: GZEK 2015–01) and was conducted in accordance with the Declaration of Helsinki and the European data protection law (GDPR).

Participants

30 healthy participants (20 females; mean age: 29.2; SD: 8.0) were recruited from a local participant pool for the SSVEP and walking study, and another 29 healthy participants (18 females; mean age: 26.4; SD: 6.9) were recruited for the follow-up behavioural study. The sample size was chosen so that reliable statistical results at the group level could be obtained because no prior studies were available for reference at the planning phase of the study.

Stimuli and task

A circular grating (visual angle: 6.1˚; spatial frequency: 2.5 cycles per degree; sine wave; 100% contrast) flickering at 15 Hz against a 0% contrast field was presented at the centre of the screen (refresh rate: 60 Hz; resolution: 1,280 × 720). The contrast level was defined as deviations from plain grey, which had a luminance level of 35 cd/m² (0% contrast means plain grey and 100% contrast means alternations between plain white and plain black). The central grating was surrounded by a full-screen surround contrast (visual angle: 21.5˚; spatial frequency: 2.5 cycles per degree; in phase with the central grating), which had one of the four following contrast levels: 0%, 33%, 67%, or 100%. The behavioural task was to detect a briefly presented target, which was a disk with a specific contrast appearing within the central grating (duration: 500 ms; visual angle: 1.2˚; deviation from the screen centre: 2.0˚). Participants were instructed to press a button as quickly as possible when a target was detected, independent of the location of the target. The target appeared randomly in one of four possible locations: above, below, or to the left or right of a central cross (visual angle: 0.3˚), on which participants were required to keep fixation throughout the testing period. The contrast of the target was determined prior to the experiment using a 1 up, 4 down procedure [64], leading to a contrast for which the detection rate was theoretically at 84%. Participants completed the threshold test (duration approximately 5 minutes) with the surround contrast at 0% whilst sitting down. Stimuli were created and controlled with Psychtoolbox-3 in MATLAB (The MathWorks Inc., Natick, MA, USA).

Participants then completed the main task in three different walking conditions: standing still, walking slowly, or walking at a normal speed. There were seven testing blocks for each speed (21 blocks in total; random order). Before the start of each block, participants received instructions about the walking condition during the block. In each block, each of the four different surround contrast levels was presented for 35 seconds (random order). During each 35-second period, six targets were presented in the interval of 5–31.5 seconds with a stimulus-onset asynchrony randomly sampled between 3.5 and 6.5 seconds. After each block, participants were encouraged to take a break. A technical stop was made after blocks 7 and 14, during which the EEG electrode impedance was checked. After finishing the test, we also collected...
EEG data of free walking in a task-free setting during light or darkness and some questionnaires were completed (results will be reported elsewhere). Additionally, EEG data were recorded whilst subjects executed saccades between 0.1°–5° by following a saccade target presented on an external screen. The study was conducted in an activity hall (about 30 m × 50 metres; wooden floor) of the university gym. Because the lower rim of the visual field was unobstructed, participants could freely move around the large testing field using the information required for navigation [36] from the lower visual field.

For the follow-up behavioural test, the task was to detect a 500-ms contrast change on a background screen. The background consisted of a grating as previously described and was constantly kept at 100% contrast. Five eccentric areas (targets; note that now the target contrast change affects the entire area in between the different white lines shown in Fig 4A) were chosen in which the contrast change would occur. The smallest target was a circle at the screen centre with a diameter of 180 pixels (about 3.7°; screen resolution: 1,280 × 720). The other 4 targets were annulus-shaped, with the inner and outer diameter being (180, 360), (360, 540), (540, 720), and (720, 1,280), in pixels. The five targets covered the area from central visual field to peripheral visual field. During the test, contrast changes of target areas were presented randomly so no predictions about the location of change in the next trial could be formed, and all started with a contrast change of 0%. The stimulus-onset asynchrony was randomly sampled between 3,000 and 5,000 ms. If a button press was made within 1,000 ms from contrast change onset, it was considered as correct detection (hit). Otherwise, the contrast change was rated as missed. The amount of contrast change was controlled by a 1 up, 3 down procedure until 13 reversals were obtained. The step size was 6% before the fourth reversal and 3% after the fourth reversal. The contrast change levels from the last 10 reversal points were averaged to get an approximate 79% change detection threshold for each target. The detection threshold for each target was obtained in both the normal walking condition and the standing still condition. The two conditions alternated in sessions, each of which lasted about 5 minutes. The whole testing took about 40 minutes. In addition, participants were asked to always keep their fixation on a central cross during the testing. This part of testing was completed in an office hallway (10 m × 2.5 metres; flat uniform-grey floor) in the evening time with lights on. In the normal walking condition, participants walked between the two ends of the hallway; in the standing still condition, participants stood still in the middle part of the hallway. Only the behavioural responses were recorded for this test.

**Equipment**

A Dell laptop (model: Latitude E7440) was used for running the experimental program and for data collection. During the experiment, the laptop was put into a rucksack, which was carried by participants to ensure full mobility during the testing. The screen of the laptop, which was used for stimulus presentation, was projected onto the participants’ eyes through a video headset (Glyph Founder’s edition; Avegant Corporation, Redwood, CA, USA). Prior to testing, the distance between the left and the right lens was adjusted by participants themselves to achieve binocular vision (verified by successful reading of small texts on the screen). Behavioural responses were collected using a handheld response button (model: K-RB1-4; The Black Box ToolKit Ltd, Sheffield, UK), which was connected to the laptop via USB. EEG data were collected using a Smarting mobile EEG system (mBrainTrain LLC, Belgrade, Serbia), which had 24 recording channels with a sampling rate of 500 Hz. We used six channels for EOG recording (for each eye: one below and one above the eye, one to the outer canthus), two channels for possible re-referencing (attached to both earlobes; eventually not used for the study), and the remaining 16 channels for EEG recording (see Fig 1C for EEG channel distribution).
A common mode sense active electrode placed between Fz and Cz was used for online reference. The EEG signal amplifier and data transmitter are integrated into a little box (82 × 51 × 12 mm; 60 grams), which is attached to the back of the EEG cap. Data transmission is achieved via bluetooth. The EEG system also has a build-in gyroscope, which was used to measure head movements. Motion data (speed and acceleration; sampling rate: 120 Hz) were collected using a Perception Neuron system (Noitom Ltd, Beijing, China). Three functional motion sensors were attached to participants’ back and left and right ankles. The software Lab Streaming Layer (https://github.com/sccn/labstreaminglayer) was used for collecting and synchronising trigger output (indicating trial timing), behavioural responses, the EEG stream, and motion data. See Fig 1A for an illustration of the setup.

Data analysis

Data analysis was performed with the Fieldtrip toolbox [65] and in-house scripts. Results of statistical analysis were reported following the guidelines of the American Psychological Association (APA). The within-subjects ANOVA was performed using SPSS-22 (IBM, Armonk, NY, USA) (Greenhouse–Geisser correction was performed when the sphericity assumption was violated). Throughout the manuscript, statistical cutoff was taken at the p-value of 0.05, and all t tests are two-tailed.

EEG data from five participants were incomplete because of data transmission error; therefore, only the remaining 25 full EEG datasets were included for the following analysis. For each participant, continuous EEG data were first cut into 35-second epochs, which covers the full duration of each surround contrast level (84 epochs per participant: 3 speeds × 7 blocks × 4 surround contrast levels). The data were then high-pass–filtered at 1 Hz (a windowed sinc finite-impulse–response filter with Kaiser window was used for all the filtering processes unless otherwise stated) and low-pass–filtered at 100 Hz. Noisy epochs (identified through visual inspection) were repaired through interpolation. 124 epochs in total (from six participants) were repaired. Amongst them, eight epochs (from three participants) were included in the SSVEP analysis (see below). An ICA approach to remove muscle-related noise was omitted because we did not find this approach to considerably improve data quality. Next, data were further segmented into 2-second snippets ending at the target onset time point. All the analyses below were based on these 2-second trials that are free from stimulus changes (i.e., target onset) and button press responses (trials with a button press in the 2.5-second window before the target onset were excluded). On average, 496.0 trials (SD: 11.0) remained for each participant (504 trials before rejection).

EEG power spectrum was obtained using the Welch’s method (1-second windowing with 50% overlap; ‘pwelch’ function in MATLAB). For each participant, three channels from the occipital area with highest mean power of all trials at 15 Hz were selected for analysing SSVEP and alpha power. A further trial exclusion was performed within each movement speed condition based on the high-frequency power using the median absolute deviation from median (MAD–median) rule: let p be the sum of the high-frequency power (20–99 Hz) of a single trial and P be the high-frequency power of all trials within a speed condition. If |p − median(P)| × 0.6745 > 2.24 × MAD–median, this trial is an outlier [66]. On average, 450.5 trials (SD: 24.7) remained after this step.

Source estimation of the SSVEP response was performed separately for each walking condition using the average power at 15 Hz from the 25 participants. Because no anatomical MRI was taken, we used the standard boundary element method volume-conduction model [67]. The location of a single dipole was estimated for each condition and was superimposed on a brain template (the Colin 27 brain, [68]). The residual variance of the dipole fitting in all
conditions was very low (5.7%, 8.0%, and 6.9% in standing, slow walking, and normal walking conditions, respectively).

A within-subjects ANOVA was performed to compare the power of each frequency (between 2 and 35 Hz in steps of 1 Hz) amongst the three walking conditions (Fig 1B). p-Values from multiple comparisons were adjusted with FDR [69]. Conclusions are exclusively based on the statistical approach as described below. The SSVEP power at 15 Hz was then referenced to the mean power of nearby frequencies (13, 14, 16, and 17 Hz) through subtraction. The relative SSVEP power was averaged within each speed/surround contrast combination before being subjected to a 3 (walking condition) × 4 (contrast level) within-subjects ANOVA. To control for the influence of blinks (shown in Fig 2A, middle) and saccades (S2C Fig), trials with the same number of blinks or saccades were averaged before a grand average was taken. The relative alpha power was obtained similarly using power of frequencies 10, 11, and 12 Hz as reference.

To find the association between SSVEP power and alpha power, trials were grouped based on the median raw SSVEP power into weak SSVEP and strong SSVEP trials separately for each speed condition. For both slow and normal walking conditions, five trials with the lowest high-frequency power in the weak SSVEP group and five trials with the highest high-frequency power from the strong SSVEP group were excluded. This eliminated the group difference in the high-frequency band but did not change the statistical results comparing group differences in the other frequency bands. Possible power difference in the delta band (2–3 Hz), theta band (4–7 Hz), alpha band (8–12 Hz), and high-frequency band (20–99 Hz) was compared using within-subjects t tests across participants. Furthermore, a multiple linear regression analysis was performed for each participant, taking the SSVEP power of a single trial as the response variable and alpha power (from individual peak alpha frequency) and numbers of blinks and saccades as predictors. Both SSVEP power and alpha power were normalised within each testing block (i.e., fixed speed) to account for problems of power shifts between different speed conditions. Statistics was performed by making a group-level t test between the slope parameter and 0.

To get the target-evoked SSVEP perturbation, SSVEP amplitude was obtained through a Hilbert transform of the band-pass (14.5–15.5 Hz)–filtered data on each 35-second epoch (a windowed sinc finite-impulse–response filter with Hamming window). Then the target-evoked SSVEP perturbation was obtained through averaging trials aligned to the target onset. The amplitude of target-evoked SSVEP perturbation was calculated as the mean SSVEP amplitude between 200 and 600 ms after the target onset.

**Behavioural responses**

A hit response was recorded if a button press was made within 1 second from the onset of the target. All other responses during the testing were regarded as false alarms. A detection rate, i.e., the number of hit responses divided by the number of targets, was calculated for each speed/surround contrast combination before being subjected to a 3 (walking condition) × 4 (contrast level) within-subjects ANOVA. Data from all 30 participants were included for analysis. False alarms and reaction time data (five participants were excluded based on the criterion that less than five responses were made in at least one condition) were analysed similarly. Note that arcsine-transformed detection-rate data and square-root–transformed data for false alarms resulted in similar statistical results. Therefore, no data transformation was performed for the reported statistics.

A target preference index was calculated for each participant in each walking condition and contrast level combination based on the detection rate of each target: target preference index =
abs(\sum_{i=1}^4 (T - t_i))/(6 * T), where T is the average detection rate of all four targets and \( t_i \) is the detection rate of each target (one participant was excluded because no targets were detected in at least one condition, which led to the denominator of the target preference index calculation being 0). This should give a preference index of 0 when detection rates for all the targets were the same and a preference index of 1 when detections were made only for one of the targets. The preference calculated in this way is sensitive to the number of trials being detected so that the preference index would be intrinsically larger when only very few targets are detected. Therefore, a simulation (1,000 times) was also run for each calculated preference index based on the assumption that the distribution of detected targets over locations are purely random. A \( p \)-value can then be obtained by calculating the percentage of the simulated preference index that is larger than the real preference index.

To test whether increased suppression during walking is simply due to the overall decrease of detection rate, we focused our analysis on the target (selected individually for each participant) with the lowest detection rate in the standing still condition and the target with the highest detection rate in the normal walking condition. We further excluded the first nine participants in the rank of detection-rate difference under 0 surround contrast between the standing still and normal walking conditions, after which a comparable detection rate under 0% surround contrast between standing still and normal walking was achieved for the remaining 21 participants. Comparisons of detection rate were then continued for the other 3 contrast levels.

For the follow-up behavioural test, the obtained detection thresholds were analysed with a 2 (normal walking versus still) \( \times \) 5 (target size) within-subjects ANOVA. Two participants were excluded (incomplete datasets because of experimenter error/technical error), leaving a total of 27 participants in the final analysis. Because a significant interaction effect was found, a relative detection threshold difference was calculated for each grating contrast (target) to explore the interaction. The relative detection threshold difference as calculated as a ratio: (walking – still)/(walking + still). Within-subjects \( t \) tests were used to compare the detection threshold difference between different targets.

Walking speed
The three-dimensional speed information from the motion sensor placed on the back of the subject was used to calculate the mean walking speed (Fig 1A). For calculating the power spectrum of walking speed data, we used the sum of walking speeds measured from both ankles (Welch’s method; S5B Fig). Data from two participants were missing because of technical errors during the recording.

Blink detection
Blinks were detected from the vertical EOG component, i.e., the amplitude difference between the EOG channels above and below eyes. The vertical EOG component was high-pass–filtered at 0.2 Hz and low-pass–filtered at 20 Hz. A blink was detected if the vertical component crossed a threshold of 20 \( \mu \)V. Blinks with peak amplitude lower than 40 \( \mu \)V or amplitude SD smaller than 15 \( \mu \)V were excluded. Adjacent blink points within 100 ms were combined into one blink. Results of blink detection from both eyes were quite similar, and therefore, only results from the left eye were used.

Saccade detection
Saccade detection was based on the so-called REOG signal, which is the difference between the mean of all six EOG channels and the Pz channel. REOG signal was band-pass–filtered
between 20 and 90 Hz using a sixth-order Butterworth filter, and then a Hilbert transform was performed to obtain the amplitude envelop. All data points at which the amplitude value deviated from the mean by 2.5 SDs were considered saccade-related and were grouped into one saccade if they were less than 20 ms apart. This was done separately for each of the 21 recording blocks. This method was shown to be able to detect even small saccades very reliably [70].

Each saccade, as detected by means of the amplitude SD, defined a time window. An 80 ms filtered REOG signal was extracted centring at the lowest point of the filtered REOG signal in this time window. The 80 ms signal was then normalised by dividing the amplitude value at each time point by the session mean amplitude of the Hilbert-transformed REOG signal. The session mean amplitude of the Hilbert-transformed REOG signal was calculated separately for each of the 21 sessions during SSVEP testing. This referencing procedure was introduced to correct for any general power difference between different conditions. Averaging the 80 ms signal over detected saccades resulted in a clear saccade-related spike potential for each walking conditions (S2D Fig).

The average saccade size was estimated for each walking condition based on the saccadic spike potential obtained in the controlled saccade testing session that followed the walking experiment. In separate sessions, participants made 20 saccades in five different sizes (0.1˚, 0.2˚, 0.5˚, 1.0˚, and 5.0˚) and four different directions (horizontal, vertical, and two diagonal directions) by following dots presented on a computer screen (20 × 5 × 4 saccades in total). Saccadic spike potentials were obtained for each saccade size using the procedure as described above. The size of controlled saccades and the group average amplitude of saccadic spike potential (using the amplitude value at time 0) were fitted with a second-order polynomial. Group average saccade sizes in different walking conditions were then estimated based on the fitting function.

**Strong head movement detection**

Strong head movements were detected based on the gyroscope data. Time points with the rotational velocity deviating from the mean deviations (calculated within each testing block) by 2.5 SDs are regarded as time points of strong head movement. Strong head movement time points within a 2-second window were assigned to one head movement event.

**Supporting information**

**S1 Fig. Control analysis of SSVEP.** (A) Referenced SSVEP power without controlling for eye movements also showed a significant interaction between walking condition and surround contrast. (B) p-Values for the interaction effect between walking condition and contrast level for signals from 3 to 30 Hz (step size 1 Hz) processed in the same way as for the 15 Hz relative SSVEP signal. All frequencies had p-values above 0.05 except the signals of 15 and 17 Hz, the latter of which took contribution from 15 Hz signal (signals from each frequency were referenced to the mean of four nearby frequencies). (C) The relative power at 17 Hz (referenced to the average power of 15, 16, 18, and 19 Hz) also showed a significant interaction effect between walking condition and contrast level. This effect is likely driven by the SSVEP signal at 15 Hz. Note the negative sign of the relative power and the positive influence of surround contrast. (D) p-Values for the interaction effect between walking condition and contrast level for the raw power from 10 to 20 Hz (step size 1 Hz). All frequencies had p-values above 0.05, except the signal of 15 Hz. (E–I) Raw power shown in each walking condition and surround contrast combination for 13–17 Hz. (J) Amplitudes for target-evoked SSVEP perturbation (averaged between hit and miss trials; sign reversed; amplitude taken as the lowest amplitude point in a post-target time window of [0.2, 1] second). Note that another four participants were excluded (21 participants remained) because no hit or miss trials could be found in at least one
condition for them. (K) EEG signal aligned to the onset of the last central contrast before the onset of the behavioural target, i.e., time 0 is the onset time of a central contrast. It is clear that the phase of EEG signal is aligned between all levels of surround contrast in all walking conditions. Border contrast elicited response would lead to a 180˚ phase difference between the 0% contrast and the 100% contrast condition. Blue colour: 0% contrast; red: 33% contrast; yellow: 67% contrast; purple: 100% contrast. Vertical lines indicate ±1 standard error. EEG, electroencephalogram; SSVEP, steady-state visual evoked potential.

(TIF)

S2 Fig. Control analysis of saccades. (A) Trials were grouped based on the number of saccades detected within each trial (97.4% of all trials from 25 participants included. Trials showing more than eight saccades were not considered). SSVEP relative power decreased with increased number of saccades per trial. (B) Average number of saccades in each trial for each walking condition/contrast level combination. Only main effects of walking condition (F[2, 48] = 22.95, p < 0.001; \eta_p^2 = 0.49) and contrast level (F[3, 72] = 3.78, p = 0.018; \eta_p^2 = 0.14) were significant. n = 25 participants. (C) SSVEP in walking condition/contrast level combination with the potential influence from saccades controlled. (D) (Left) The saccadic spike potential (the U-shaped waveform) averaged across 25 participants for controlled saccades to visually presented targets (saccade amplitude: 0.1˚, 0.2˚, 0.5˚, 1.0˚, and 5.0˚) and for saccades in each walking condition. The amplitude value at time 0 was used for the fitting shown on the right. (Right) The group average saccade size in each walking condition was estimated based on the amplitude at time point 0 of the controlled saccades with known sizes. The blue dots represent the controlled saccades, and the blue line is the fitting curve. Vertical lines indicate ±1 standard error. SSVEP, steady-state visual evoked potential.

(TIF)

S3 Fig. Control analysis of blinks and head movements. (A) Trials were grouped based on the number of blinks detected within each trial (95.2% of all trials from 25 participants). SSVEP relative power was lower in no-blink trials than in trials with one blink. (B) Average number of blinks in each trial for each walking condition/contrast level combination. Only the main effect of walking condition (F[2, 48] = 4.21, p = 0.038; \eta_p^2 = 0.15) was significant. n = 25 participants. (C) SSVEP in walking condition/contrast level combination with the influence from blinks controlled. This is the same figure as Fig 2A (left) in the main text. (D) Trials were grouped based on the number of strong head movements detected within each trial (all trials from 25 participants). The SSVEP relative power did not change with number of strong head movements (t[24] = −0.45, p = 0.659). (E) There was no significant interaction effect for strong head movements between walking condition and surround contrast (F[6, 144] = 0.95, p = 0.449). The main effects of walking condition (F[2, 48] = 1.68, p = 0.199) and contrast level (F[3, 72] = 0.37, p = 0.766) were also not significant. Vertical lines indicate ±1 standard error. SSVEP, steady-state visual evoked potential.

(TIF)

S4 Fig. Control analysis of behavioural target-related performance. (A) When the detection rate was forced to be comparable at 0% surround contrast (t[20] = 0.15, p = 0.882), detectable differences at 67% (t[20] = 2.54, p = 0.020; \delta_z = 0.55) and 100% (t[20] = 3.57, p = 0.002; \delta_z = 0.78) surround contrast can still be found between the still and normal walking conditions. A significant interaction between surround contrast and walking speed was also present (F[6, 144] = 3.19, p = 0.040; \eta_p^2 = 0.14). n = 21 participants. (B) Number of false alarms (calculated over the whole 245 seconds testing period, separately for each condition) increased with walking speed (F[2, 58] = 12.21, p < 0.001; \eta_p^2 = 0.30). No significant effects of surround contrast (F[3,
or interaction (F[6, 174] = 1.16, p = 0.333) were found. n = 30 participants. (C) Reaction time increased with walking speed (F[2, 48] = 77.81, p < 0.001; η²p = 0.76) and surround contrast (F[3, 72] = 6.48, p = 0.002; η²p = 0.21). No significant interaction effect was found (F[6, 144] = 0.62, p = 0.652). (D) Behavioural detection-rate data (as shown in Fig 2A) were reorganised to reflect the absolute difference between background contrast level (black numbers on the x-axis) and target threshold. The surround contrast level is shown in blue. (E) Amplitudes of SSVEP around target presentation. The target-evoked SSVEP perturbation was larger for hit trials than for miss trials. No difference in amplitude was found across the four target locations. The shaded area marks the time window used for calculating the amplitude. (F) Detection rate for each target in each walking condition. The target in the right visual field had the highest detection rate. (G) A target preference index (between 0 and 1) was calculated to test whether participants had a disproportionately high detection rate in certain target locations. The shaded background represents the simulated preference index by assigning each detected target to a random location (1,000 simulations). Significant preference index was mainly found in the 100% contrast level condition (significant preference indices are accompanied by associated p-values). (H) The difference between the preference index calculated from real data and the average of simulated preference indices is shown. Vertical lines indicate ±1 standard error. SSVEP, steady-state visual evoked potential.

S5 Fig. EEG power topography and walking step frequency. (A) Group average scalp topography of the raw power in 15 Hz (SSVEP), in the alpha band (8–12 Hz), and in the theta band (4–7 Hz) in each walking condition. Compared to SSVEP and alpha, theta power is notably high in the frontal area. n = 25 participants. (B) The power spectrum of walking speed data. Walking speed time-series data measured from both legs were added up and then analysed with a Fourier transform. n = 28 participants. The peak frequencies are 1 Hz and 1.75 Hz in the slow and normal walking conditions, respectively. Cyan lines mark the frequencies that showed power differences between walking conditions. EEG, electroencephalogram; SSVEP, steady-state visual evoked potential.

S1 Table. Post hoc t test results of the interaction effects for SSVEP and detection rate. SSVEP, steady-state visual evoked potential.
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