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Abstract—We propose a fast and robust method to estimate the ground surface from LiDAR measurements on an automated vehicle. The ground surface is modeled as a uniform B-spline which is robust towards varying measurement densities and with a single parameter controlling the smoothness prior. We model the estimation process as a robust Least-Squares optimization problem which can be reformulated as a linear problem and thus solved efficiently. Using the SemanticKITTI data set, we conduct a quantitative evaluation by classifying the point-wise semantic annotations into ground and non-ground points. Finally, we validate the approach on our research vehicle in real-world scenarios.
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I. INTRODUCTION

Moving robotic platforms such as automated vehicles need to make safe, reasonable and quick decisions based on their surroundings. Therefore, the environment perception and modeling has to provide an accurate representation of the surroundings at a high frequency. Clearly the level of abstraction and the geometric representation of the environmental modeling is highly dependent on the task, domain and safety characteristics of the application. However, one key component of meaningful environment representations is an accurate ground surface estimation. It is required to extract necessary features towards a holistic scene understanding such as the height of objects and information about the driving areas.

To accomplish scene understanding, we require geometric information on the ground surface. The ground surface can be obtained from a map, estimated from range sensor measurements or combined from multiple sources. Using map information has the disadvantage that an accurate pose estimate (incl. roll and pitch) needs to be available which can not be guaranteed at all times. In consequence, we follow the approach of estimating the ground surface from range sensor measurements to be independent to other sources of errors (e.g., from pose estimation). To achieve the fast and robust ground surface representation we utilize uniform B-spline. With the ground surface model \( g: \mathbb{R}^2 \to \mathbb{R} \) we map the plane coordinates from the measurement points to the plane distance.

We provide a quantitative evaluation based on the SemanticKITTI data set, classifying LiDAR measurements into ground and non-ground. In addition, we validate our approach on our research vehicle BerthaOne [1], based on range measurements of five LiDARs. The source code is available on github.**

II. RELATED WORK

Instead of estimating the ground surface shape, Moosmann et al. [2] segment each point in range images using a local convexity criterion. The method provides accurate point
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classification results, but it is only possible to apply this method to single range measurements in an image structure. Thus, it is hard to resolve point classification conflicts when multiple measurements are available.

Zhang et al. [3] develop a progressive morphological filter to estimate the ground surface in airborne LiDAR measurements represented on an elevation grid. By gradually increasing the filter window size and using elevation thresholds, the authors remove non-ground measurements while preserving the ground surface elevation. Their method works well on accurate elevation maps with large ground areas and local elevations such as buildings or trees. However, Zhang et al. [3] do not consider measurement errors such as multi-path olds, the authors remove non-ground measurements while increasing the filter window size and using elevation thresholds as it is often the case for range measurements we aim to find parameters that minimize the sum of squared and robustified errors.

Here, we use the non-linear robustifier \( \Phi: \mathbb{R} \to \mathbb{R}^+ \) as the optimization needs to be robust against outliers, i.e. non-ground points contained in the measurements. Assuming that the conditions on the robustifier \( \rho \) hold, we can formulate the equivalent dual weighted Least-Squares (WLS) problem

\[
p^* = \arg \min_{p} \sum_{n=1}^{N} w_n \left( \hat{h}(x_n, p) - h_n \right)^2 + \Phi(w_n)
\]

according to the Black-Rangarajan duality [7]. The weight penalty \( \Phi: \mathbb{R}^+ \to \mathbb{R}^+ \) prevents the weights to become zero.

We regularize the spline towards constant slope by penalizing variations of the second spline derivative. In absence of measurements, this will lead to an extrapolation with constant slope. As presented by Beck [6], the closed-form solution of the smoothness cost term is a linear combination of the control points with precomputed weights \( B_S \). This yields the final optimization problem

\[
p^*, w^* = \arg \min_{p, w} \sum_{n=1}^{N} w_n \left( \hat{h}(x_n, p) - h_n \right)^2 + \Phi(w_n)
\]

including a weighted spline cost with weight penalty \( \Phi \) and the smoothness cost weighted by \( w_S \). By reordering indices, this problem can be formulated by the WLS problem

\[
p^*, w^* = \arg \min_{p, w} \left\| \text{diag}(\tilde{w})^{1/2} (\tilde{B} p - \tilde{h}) \right\|^2 + \sum_{n=1}^{N} \Phi(w_n)
\]

with

\[
\tilde{B} = \begin{bmatrix} B \\ B_S \end{bmatrix}, \quad \tilde{h} = \begin{bmatrix} h \\ 0 \end{bmatrix}, \quad \tilde{w} = \begin{bmatrix} w_1 & \ldots & w_N & w_S & \ldots & w_S \end{bmatrix}^T.
\]
B. Parameter Estimation

To solve Eq. (9), we use the iterative Graduated Non-Convexity (GNC) method presented by Yang et al. [8]. The approach uses weight penalty functions \( \Phi_p \) with a free parameter \( \mu \) which controls problem convexity. The algorithm repeats two steps in an alternating fashion while changing \( \mu \) in order to decrease convexity. In step 1, we fix the weights \( w \) and determine the optimal control points

\[
p^* = \arg\min_p \left\| \operatorname{diag}(w)^{1/2} (\hat{B}p - \bar{h}) \right\|^2
\]

\[
= \left( \hat{B}^T \operatorname{diag}(w) \hat{B} \right)^{-1} \hat{B}^T \operatorname{diag}(w) \bar{h}
\]

of the resulting linear WLS problem. In step 2, we fix the parameters \( p \) and determine the weights

\[
w^* = \arg\min_w \sum_{n=1}^N w_n (b(x_n), p) - h_n)^2 + \Phi(w_n)
\]

\[
w^*_n = \arg\min_{w_n} w_n \Delta h^2_n + \Phi(w_n)
\]

independently of each other. Here, we investigate the Geman McClure (GMC) and truncated Least-Squares (TLS) penalties

\[
\Phi_{\mu,GMC}(w) = \mu c^2 (\sqrt{w} - 1)^2
\]

\[
\Phi_{\mu,TLS}(w) = \frac{\mu(1-w)}{\mu + w} c^2
\]

for which we can compute the optimal weights

\[
w^*_{n,GMC} = \left( \frac{\mu c^2}{\mu c^2 + \Delta h^2_n} \right)^2
\]

\[
w^*_{n,TLS} = \begin{cases} 
1 & \text{if } \Delta h^2_n < \frac{\mu}{\mu + 1} c^2 \\
\frac{c \sqrt{\mu(\mu+1)}}{|\Delta h_n|} & \text{if } \frac{\mu}{\mu + 1} c^2 \leq \Delta h^2_n \leq \frac{\mu + 1}{\mu} c^2 \\
0 & \text{otherwise}
\end{cases}
\]

in closed form.

We adapt the convexity parameter \( \mu^{(k)} \) in every iteration \( k \) such that the next

\[
\mu^{(k+1)} = \alpha \mu^{(k)}
\]

is changed by a constant factor \( \alpha \). This factor is set to \( \alpha = 1.6^{-1} \) for the GMC penalty and \( \alpha = 1.6 \) for the TLS penalty. The optimization is stopped after a fixed number of steps or if \( \mu^{(k+1)} < 1 \).

As the measurements contain outliers (non-ground points) with a biased distribution, the method overestimates the true ground surface in general. To mitigate this issue, we scale positive and negative errors \( \Delta h_n \) differently. If \( \Delta h_n > 0 \), i.e. the point lies above the current ground estimate, we scale it with an asymmetry ratio \( r_{\text{asym}} > 1 \) yielding the asymmetric error

\[
\tilde{\Delta} h_n = \begin{cases} 
\frac{r_{\text{asym}}}{\Delta h_n} & \text{if } \Delta h_n > 0 \\
\Delta h_n & \text{otherwise}
\end{cases}
\]

which we use to substitute \( \Delta h_n \) in Eqs. (16) and (17). Due to the error scaling, points above the current ground estimate may get a lower weight because of the higher distance. In other words, points below the current estimate are more likely to belong to the ground.

Figure 2 depicts the optimal weights as a function of the height difference \( \Delta h \) for different \( \mu^{(k)} \), i.e. at different optimization steps. Due to the change of the convexity parameter \( \mu \), measurements with larger errors yield smaller weights, thus gain less influence on the total cost.

IV. Experiments

We evaluate on the training set of the SemanticKITTI data set [9] and split all range measurements into ground, non-ground and don’t care classes, summarized in Table I.

The parameters and default values of our method are summarized in Table II.

A. Comparison of Different Ground Surface Models

We first compare the accuracy of different ground surface models when only ground points are used for estimation (outlier-free case). Here, we compare our UBS model to cubic polynomials, estimated and precalibrated ground planes. We randomly sample 10\% of all ground points for validation, i.e. these points are not used during optimization. We then compare the absolute height error between all validation points and the ground surface height estimated by the models. Figure 3 depicts the average absolute height errors and average errors depending on measurement distance.

In general, the UBS model maintains the lowest errors. Compared to the polynomial model the error only slightly increases with increasing measurement distances as the influence of measurements to the UBS model is restricted locally and thus is almost independent of locally varying measurement densities.
TABLE I: Distribution of ground, non-ground and don’t care classes constructed from the SemanticKITTI training data set.

| Category       | Classes                                                                 | Abs. frequency in million | Rel. frequency in % |
|----------------|-------------------------------------------------------------------------|----------------------------|---------------------|
| Ground         | Lane marking, Other, Parking, Road, Sidewalk, Terrain                   | 10 196.462                | 43.949              |
| Non-ground     | Bicycle, Bicyclist, Building, Bus, Car, Fence, Motorcycle, Motorcyclist, Other, Person, Pole, Traffic sign, Truck, Trunk, Vegetation | 12 559.459                | 54.133              |
| Don’t care     | Unlabeled, Outlier                                                     | 445.079                   | 1.918               |
| Total          |                                                                        | 23 201.000                | 100.000             |

TABLE II: Parameters of our ground surface estimation method and their default values.

| Parameter                  | Default Value | Related Exp. |
|----------------------------|---------------|--------------|
| Ground surface model       | UBS           | Section IV-A |
| Robustifier                | TLS           | Section IV-B |
| Error threshold $c$         | 0.4 m         | Section IV-B |
| Initial convexity $\mu_0$  | 1             |              |
| Number of iterations       | 10            |              |
| Asymmetry ratio $r_{\text{asymm}}$ | 2   | Section IV-C |
| Spline degree              | 2             |              |
| Control point distance $d_C$ | 2 m         | Section IV-D |
| Smoothness weight $w_S$     | 1             | Section IV-D |
| Smoothness order           | 2             |              |

Fig. 3: Abs. ground point error of different surface models when only ground points are used for optimization. Left: Average of all validation points. Right: Averaged within 5 m intervals of distance from the sensor.

B. Comparison of Robustifiers

a) Outlier Noise Estimation: To justify the use of robust optimization methods, we first aim to estimate the ground distance distribution of non-ground points, i.e. the outlier noise. To estimate the outlier noise, we compute ground surfaces only based on the labeled ground points and compute a histogram of the errors between the estimated ground height and the non-ground points, which is depicted in Fig. 4.

We observe from the histogram that the non-ground points are highly biased with a mean of 1.09 m and with a large height range from below the estimated surface to around 4 m. Note that the negative ground distances are likely due to the control point distance of 2 m and the smoothness weight of 1 which on the one hand reduces overfitting on the inliers but on the other hand increases smoothing of abrupt changes of the ground surface.

b) Results: Figure 5 compares the influence of different robustifiers on the optimization in two settings. On the one hand, we show the influence when only ground points are used, on the other hand when all points are used for optimization. For validation, we retain 10% of ground points in both experiments.

We observe that the TLS method yields the best results in presence of outliers. An optimal error threshold for the TLS method seems to be in the range of 20 cm to 60 cm. The GMC approach does not always yield better results than the ordinary Least-Squares (OLS) baseline. This may be because the GMC method does not converge within 5 iterations.

C. Asymmetric Cost

Figure 6 summarizes the absolute errors between ground validation points and the estimated ground surface at different asymmetry ratios.

We observe that the TLS estimator yields the lowest ground surface errors for $1.5 < r_{\text{asymm}} < 2.5$.

D. Control Point Distance vs. Smoothness Weight

Figure 7 compares the abs. errors between estimated ground surface and ground validation points for different control point distances and smoothness weights.

In general, we observe that smaller control point distances and smoothness weights yield smaller errors. The influence of the smoothness weight increases with decreasing measurement density, often in areas far away from the sensor.
Fig. 5: Abs. height error between estimated ground surface and ground validation points based on optimization using only labeled ground points (top) and including all points (bottom). Left: Average of all validation points. Right: Averaged within 5 m intervals of distance to the sensor.

Fig. 6: Abs. ground point error of TLS estimator for different asymmetry ratios. Left: Average of all validation points. Right: Averaged within 5 m intervals of distance to the sensor.

Fig. 7: Abs. ground point error of TLS estimator for different control point distances $d_C$ and smoothness weights $w_S$. Left: Average of all validation points. Right: Averaged within 5 m intervals of distance to the sensor.
We implemented the ground surface estimation on our experimental vehicle equipped with four Velodyne VLP16 LiDARs on the roof corners and one Velodyne VLS128 on the roof center.

### A. Experimental Vehicle

Our experimental vehicle is an automated Mercedes-Benz E class limousine. As depicted in Fig. 8 it has mounted four Velodyne VLP16 LiDARs on the roof corners, one Velodyne VLS128 LiDAR on the roof center and an Ibeo LUX4L LiDAR below the front sign plate.

Fig. 8: Sensor setup top-view on the experimental vehicle. Not to scale. Yellow: VLP16, blue: VLS128, red: LUX4L.

Computations are made on a general-purpose PC with an AMD EPYC 7702P 64-Core processor and 256GB RAM. The PC has two GPUs, an NVidia TITAN X and a Titan V.

### B. Validation

The optimization time mainly depends on the number of iterations, point measurements and control points. The range sensor setup generates approximately 360,000 point measurements per scan at a scan rate of 10 Hz, which results in an approximate point measurement rate of 3.6 MHz. The optimization time is proportional to the number of iterations. However, as we receive sequential measurements, we initialize the ground surface with the last optimization result and perform only one iteration. Thus, we adapt the number of control points so that the optimization satisfies soft real-time constraints.

Figure 9 summarizes the computation rates on the experimental vehicle depending on the control points within a 150 m×100 m area. For example, if the ground surface estimation should process measurements at a rate of at least 10 Hz, the number of control points should be less than 3750 or in other words, the control point distance in this area should be at least 2 m.

Figure 10 shows the point set from full 360° scans of all LiDARs mounted on the experimental vehicle together with the estimated ground surface on a drive through Karlsruhe, Germany. We observe that the ground surface can be accurately estimated. Based on the resulting ground surface, we are able to distinguish between ground / non-ground points by applying a simple distance-based classifier.

### VI. Conclusion

We proposed a method for ground surface estimation from noisy range measurements represented as point sets. In our approach, we modeled the ground surface as UBS. UBSs implicitly impose smoothness and are insensitive to locally varying measurement densities. With robust optimization techniques and the UBS surface model, we were able to accurately estimate the ground surface in a wide distance range. Using this ground surface estimate, we are able to distinguish between ground and obstacle surface reflections so that we can model the traffic scene relative to the ground surface.
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