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We study the consequences of measurement error in the dependent variable of random-coefficients models, focusing on the particular case of quantile regression. The popular quantile regression estimator of Koenker and Bassett (1978) is biased if there is an additive error term. Approaching this problem as an errors-in-variables problem where the dependent variable suffers from classical measurement error, we present a sieve maximum likelihood approach that is robust to left-hand-side measurement error. After providing sufficient conditions for identification, we demonstrate that when the number of knots in the quantile grid is chosen to grow at an adequate speed, the sieve-maximum-likelihood estimator is consistent and asymptotically normal, permitting inference via bootstrapping. Monte Carlo evidence verifies our method outperforms quantile regression in mean bias and MSE. Finally, we illustrate our estimator with an application to the returns to education highlighting changes over time in the returns to education that have previously been masked by measurement-error bias.
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1. INTRODUCTION

Economists are aware of problems arising from errors in variables (EIV) in regressors but generally ignore measurement error in the dependent variable. The EIV problem has received its most significant attention in the linear model, including the well-known results that classical measurement error causes attenuation bias if present in the regressors and has no effect on unbiasedness if present in the dependent variable (see Hausman (2001) for an overview). In general, however, the linear model results do not hold in nonlinear
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models. In this paper, we study left-hand-side EIV in random-coefficients models, where even an additive disturbance uncorrelated with the regressors can bias estimates of an outcome’s conditional distribution. We focus on the consequences of measurement error in the dependent variable of linear conditional quantile models, a setting where we can achieve nonparametric identification even with some discrete covariates (in contrast to the generic random-coefficients model).\(^2\) We propose a maximum likelihood approach to consistently estimate the distributional effects of covariates under the standard assumptions of the linear conditional quantile model. While EIV in regressors usually require instrumental variables, we provide sufficient conditions for our estimator to identify the conditional distribution of the outcome without instrumenting.\(^3\) We show that under certain assumptions on the degree of ill-posedness, our estimator has fractional polynomial of \(n\) convergence speed and asymptotic normality, permitting inference by bootstrapping.

Quantile regression (Koenker and Bassett (1978)) is the most widely used special case of heterogeneous-effects random-coefficients models and has become a popular tool for applied microeconomists to consider the impact of covariates on the distribution of the dependent variable. As noted, a key benefit of the restrictions imposed by quantile regression on the general linear random-coefficients model is to accommodate non-continuous covariates, which cause the general random-coefficients model to become unidentified. However, in part because left-hand-side variables in microeconometrics often come from self-reported survey data, the sensitivity of traditional quantile regression to dependent variable measurement error poses a serious problem to its validity.\(^4\) Put another way, while omitted variables are problematic in the linear model insofar as they are correlated with the regressors, in quantile regression additive unobserved heterogeneity causes bias even when independent of included covariates. In this sense, our results are applicable to linear quantile regression models with many covariates and additive unobserved heterogeneity, such as the nonparametric estimation of panel-data models with unobserved heterogeneity studied by Evdokimov (2010).

Intuitively, the estimated quantile regression line \(x_i^T \hat{\beta}(\tau)\) for quantile \(\tau\) may be far from the observed \(y_i\) because of LHS measurement error or because the unobserved conditional quantile \(u_i\) of observation \(i\) is far from \(\tau\). Our ML framework estimates the likelihood that a given quantile-specific residual \((e_{ij} := y_i - x_i^T \beta(\tau_j))\) is large because of measurement error rather than observation \(i’s\) unobserved conditional quantile \(u_i\) being far away from \(\tau_j\). Jointly estimating the conditional quantiles and the distribution of the measurement error allows us to weight the log-likelihood contribution of observation \(i\) more in the estimation of \(\beta(\tau_j)\) where it is more likely that \(u_i \approx \tau_j\). We show in simulations that a mixture of normals can accommodate a wide set of EIV distributions.\(^5\) In the case of Gaussian errors in variables, this estimator reduces to weighted least squares, with which a mixture of normals can accommodate a wide set of EIV distributions.\(^5\)

---

\(^1\) Schennach (2008) established identification and a consistent nonparametric estimator when EIV exists in an explanatory variable. Wei and Carroll (2009) proposed an iterative estimator for the quantile regression when one of the regressors has EIV. Studies focusing on nonlinear models in which the left-hand-side variable is measured imperfectly include Hausman, Abrevaya, and Scott-Morton (1998) and Cossiett (2004), who studied probit and tobit models, respectively.

\(^2\) Hausman (2001) observed that EIV in the dependent variable in quantile regression models generally leads to significant bias in contrast to the linear model intuition.

\(^3\) See Chetverikov, Larsen, and Palmer (2016) for a quantile regression framework that can accommodate measurement error in group-level covariates without instruments.

\(^4\) For overviews of the econometric issues associated with measurement error in survey data, see Bound, Brown, and Mathiowetz (2001) and Meyer, Mok, and Sullivan (2015).

\(^5\) See Burda, Harding, and Hausman (2008, 2012) for other applications demonstrating the flexibility of a finite mixture of normals.
with weights equal to the probability of observing the quantile-specific residual for a given observation as a fraction of the total probability of that observation’s residuals across all quantiles.

An empirical example (extending Angrist, Chernozhukov, and Fernández-Val (2006)) studies heterogeneity in the returns to education across conditional quantiles of the wage distribution. Correcting for likely measurement error in the self-reported wage data, we estimate considerably more heterogeneity across the wage distribution in the education-wage gradient than implied by traditional methods. In particular, the returns to education for latently high-wage individuals have been increasing over time and are much higher than previously estimated. By 2000, the return to education for individuals at the top of the conditional wage distribution was over three times larger than returns for any other segment of the distribution, whereas traditional methods find only a two-fold increase. We also document that increases in the returns to education between 2000 and 2010, while still skewed towards top earners, were shared more broadly across the wage distribution.

The rest of the paper proceeds as follows. In Section 2, we introduce our model specification and identification conditions. In Section 3, we introduce our estimator and characterize its properties. We present Monte Carlo simulation results in Section 4, and Section 5 contains our empirical application. Section 6 concludes.

We adopt the following notation. Define $x$ to have dimension $d_x$ and support $X$. Let $x_k$ denote the $k$th dimension of $x$, and let $x_{-k}$ denote the subvector of $x$ corresponding to all but the $k$th dimension of $x$. Define the space of $y$ as $Y$. Let $\mathcal{P}$ stand for convergence in probability. Let $f(\cdot)$ be the PDF of the EIV $\varepsilon$. We denote the true coefficient and measurement error distributional parameters as $\beta_0(\cdot)$ and $\sigma_0$, respectively. Finally, we use the notation $x \preceq y$ for $x = O(y)$ and $x \preceq_p y$ for $x = O_p(y)$.

2. MODEL AND IDENTIFICATION

Consider the general linear random-coefficients model as a framework to characterize unobserved heterogeneity in marginal effects

$$y_i = x_i^T \beta_i + \xi_i,$$

where the covariates vector $x_i$ is independent of the random coefficient vector $\beta_i$. This model is nonparametrically identified even in the presence of additive unobserved heterogeneity $\xi_i$ such that additional measurement error in $y$ is isomorphic to any other form of independent unobserved heterogeneity and poses no immediate problem for bias. However, identification requires $x_i$ to be continuously distributed and practical computation requires the dimension of $x_i$ to be low to avoid the curse of dimensionality.

In practice, improving upon the generic random coefficient model in (2.1) requires relatively strong assumptions. When at least some covariates are discrete (the most common situation when estimating treatment effects), a special case of (2.1) that permits nonparametric identification of heterogeneous treatment effects is linear conditional quantile regression, which takes the form

$$y_i^* = x_i^T \beta_0(u_i),$$

where all unobserved heterogeneity enters through the treatment effects as the scalar $u_i \sim U[0, 1]$ representing the unobserved quantile of $y_i$ in the conditional distribution of
yi|x,6 In this model, the \( \tau \)th conditional quantile of the dependent variable \( y^* \) is a linear function of \( x \)

\[
Q_{y^*|x}(\tau) = x^T \beta_0(\tau),
\]

implying that \( x^T \beta_0(\cdot) \) is monotonic. However, we are interested in the situation where \( y^* \) is not directly observed, and we instead observe \( y \) where

\[
y = y^* + \varepsilon
\]

and \( \varepsilon \) is a mean-zero, i.i.d. error term independent from \( y^* \) and \( x \). Our ability to separately identify the conditional quantile coefficient function \( \beta_0(\cdot) \) and the measurement error distribution in this parsimonious model relies on the structure afforded by the two assumptions embedded in the quantile regression model: univariate unobserved heterogeneity \( u_i \) and the monotonicity of \( x^T \beta_0(\cdot) \). Moreover, the estimator we propose below cannot ultimately differentiate between whether independent and additively separable unobserved heterogeneity \( \varepsilon \) in observed outcomes \( y \) consists of pure noise or omitted independent covariates whose treatment effects do not vary with \( u_i \). In either case, however, independent and additively separable unobserved heterogeneity in observed outcomes will bias estimated treatment effects.

Unlike the linear-regression case where EIV in the left-hand-side variable does not inhibit consistency or asymptotic normality, EIV in the dependent variable can lead to severe bias in quantile regression. More specifically, with \( \rho_\tau(z) \) denoting the check function

\[
\rho_\tau(z) = z(\tau - 1(z < 0)),
\]

the minimization problem in the usual quantile regression

\[
\beta(\tau) \in \arg \min_b E[\rho_\tau(y - x^T b)]
\]

is generally no longer minimized at the true \( \beta_0(\tau) \) when EIV exists in the dependent variable. When there exists no EIV in the left-hand-side variable, \( y^* \) is observed and the FOC is

\[
E[x(\tau - 1(y^* < x^T \beta(\tau))) = 0, \tag{2.2}
\]

where the true \( \beta(\tau) \) is the solution to the above system of first-order conditions as shown by Koenker and Bassett (1978). However, with left-hand-side EIV, the first-order condition determining \( \hat{\beta}(\tau) \) becomes

\[
E[x(\tau - 1(y^* + \varepsilon < x^T \beta(\tau))) = 0. \tag{2.3}
\]

In Appendix A, we demonstrate the bias of bivariate quantile regression, showing that coefficient estimates are biased inwards from their minimum and maximum levels over \( \tau \), which we refer to as compression bias. For intuition, note that for \( \tau \neq 0.5 \), the presence of measurement error \( \varepsilon \) will result in the FOC being satisfied at a different estimate of \( \beta \) than in equation (2.2) even in the case where \( \varepsilon \) is symmetrically distributed because of
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6 Here we study the linear conditional quantile model, as is ubiquitous in practice. While the conditional quantile model is identified for linear and many nonlinear specifications, it is not nonparametrically identified (Horowitz and Lee (2005)). Note that our results will allow for polynomials in \( x_i \), somewhat relaxing the linearity assumption.
the asymmetry of the check function. Observations for which \( y^* \geq x^T \beta(\tau) \) (and should therefore be weighted by \( \tau \) in the minimization problem) may end up on the left-hand side of the check function and receive a weight of \((1 - \tau)\). Such asymmetry implies that equal-sized differences on either side of zero do not cancel each other out as they do for estimators with symmetric loss functions. Note that for median regression, \( \rho_{\frac{1}{5}}(\cdot) \) is symmetric around zero. Accordingly, if \( \epsilon \) is symmetrically distributed and \( \beta(\tau) \) symmetrically distributed around \( \tau = 0 \), the expectation in equation (2.3) holds for the true \( \beta_0(0.5) \).

### 2.1. Identification and Regularity Conditions

To establish the nonparametric identification of our model, we require the following three assumptions.

**ASSUMPTION 1—Properties of \( \beta(\cdot) \):** We assume the following properties on the coefficient vectors \( \beta(\tau) \):

1. \( \beta(\tau) \) is in the space \( M[B_1 \times B_2 \times B_3 \times \cdots \times B_{d_x}] \), where the functional space \( M \) is defined as the collection of all functions \( b = (b_1, \ldots, b_{d_x}) : [0, 1] \rightarrow [B_1 \times \cdots \times B_{d_x}] \) with \( B_k \subset \mathbb{R} \) being a closed bounded interval \( \forall k \in \{1, \ldots, d_x\} \) such that \( x^T b(\tau) : [0, 1] \rightarrow \mathbb{R} \) is monotonically increasing in \( \tau \) for all \( x \in \mathcal{X} \).
2. The true parameter \( \beta_0 \) is a vector of \( C^2 \) functions with first-order derivatives bounded from above by a positive constant.

Monotonicity of \( x^T \beta(\cdot) \) is a key assumption in quantile regression and important for identification because in the log-likelihood function, \( f(y|x) = \int_0^1 f(y - x^T \beta(u)) \, du \) is invariant to a rearrangement of the function \( \beta(u) \).\(^7\) The function \( \beta(\cdot) \) is therefore unidentified if we do not impose further restrictions. However, given the distribution of the random variable \( \{\beta(u) \mid u \in [0, 1]\} \), the vector of functions \( \beta : [0, 1] \rightarrow B_1 \times B_2 \times \cdots \times B_{d_x} \) is unique under rearrangement if \( x^T \beta(\cdot) \) is monotonic in \( \tau \).

**ASSUMPTION 2—Properties of \( x \):** We assume the following properties of the vector of observables \( x \):

1. \( E[x x^T] \) is non-singular.
2. There is at least one dimension \( x_1 \) of \( x \) such that for each value of \( x_{-1} \) with strictly positive probability density or mass, there exists an open neighborhood of \( x_1 \) within which \( x_1|x_{-1} \) is continuously distributed with strictly positive probability density.
3. The element of \( \beta_0(\cdot) \) corresponding to \( x_1 \), denoted as \( \beta_{0,1}(\cdot) \), is strictly monotonic.

Assumption 2(2) ensures that there is at least one dimension \( x_1 \) of \( x \) such that for every reachable value of \( x_{-1} \), \( x_{-1} \) cannot fully explain \( x_1 \). Finally, we assume that the measurement error is mean zero and has finite moments.

**ASSUMPTION 3—Properties of EIV:** We assume the following properties of any PDF \( f(\cdot) \) of the measurement error \( \epsilon \):

1. \( f(\cdot) \) is continuously differentiable.
2. \( \int_\infty^- \epsilon f(\epsilon) \, d\epsilon = 0. \)

\(^7\)Note that the monotonicity assumption in Assumption 1 also requires that if \( x \in \mathcal{X} \), then \(-x \notin \mathcal{X} \). In practice, many quantile models assume that \( x \geq 0 \).
THEOREM 1—Nonparametric Global Identification: Assume that Assumptions 1 and 2 hold and that the PDFs of $\varepsilon$, $f(\cdot)$ and $f_0(\cdot)$, both satisfy the conditions of Assumption 3. Then, for any $\beta(\cdot)$ and $f(\cdot)$ which generate the same density of $y|x$ almost everywhere as the true function $\beta_0(\cdot)$ and $f_0(\cdot)$, it must be that $\beta(\tau) = \beta_0(\tau)$ almost everywhere for all $\tau \in [0, 1]$ and $f(\varepsilon) = f_0(\varepsilon)$ almost everywhere for all $\varepsilon \in \mathbb{R}$.

PROOF: See Appendix B.

Although the above identification result allows $x_{-1}$ to enter into $x^T \beta(\cdot)$ in an unrestricted fashion, Theorem 1 holds under the presence of a continuously distributed $x_1$ that enters $x$ linearly. To illustrate that more flexible functions of $x_1$ are admissible, the following lemma establishes nonparametric identification when finite polynomials of $x_1$ are also included in $x$. Before stating the lemma, we restate Assumption 2 to allow for polynomials of $x_1$.

ASSUMPTION 4—Properties of $x$ Allowing for Polynomials of $x_1$: We assume the following properties of the vectors $x$ that comprise the design matrix $X$:

1. $E[xx^T]$ is non-singular.
2. We can partition $x = (W(x_1)^T, x_{-w}^T)^T$, where $x_1$ is one-dimensional, $W(x_1) = (x_1, x_1^2, \ldots, x_1^p)^T$ for some $p$, and for each value of $x_{-w}$ with strictly positive marginal probability density or mass, there exists an open neighborhood of $x_1$ within which $x_1|x_{-w}$ is continuously distributed with strictly positive probability density.
3. The element of $\beta_0(\cdot)$ corresponding to $x_1^p$, denoted as $\beta_{0,x_1^p}(\cdot)$, is strictly monotonic and has continuous and bounded derivatives with respect to $\tau$ for all $\tau \in (0, 1)$.

LEMMA 1—Nonparametric Identification with Higher-Order Polynomials: Assume that Assumptions 1 and 4 hold and that the PDFs of $\varepsilon$, $f(\cdot)$ and $f_0(\cdot)$, both satisfy the conditions of Assumption 3. Then, for any $\beta(\cdot)$ and $f(\cdot)$ which generate the same density of $y|x$ almost everywhere as the true functions $\beta_0(\cdot)$ and $f_0(\cdot)$, it must be that $\beta(\tau) = \beta_0(\tau)$ almost everywhere for all $\tau \in [0, 1]$ and $f(\varepsilon) = f_0(\varepsilon)$ almost everywhere for all $\varepsilon \in \mathbb{R}$.

PROOF: See Appendix B.

3. ESTIMATION

In this section, we first demonstrate the consistency of the ML estimator, which we then operationalize with a sieve-ML estimator, establishing its consistency and asymptotic normality. In addition, we provide sufficient conditions for inference by pairs bootstrapping in our sieve-ML setting, paralleling the residual bootstrapping procedure in Chen and Pouzo’s (2013) sieve-GMM setting. While Theorem 1 and Lemma 1 establish identification even when the distribution of $\varepsilon$ is nonparametric, for estimation, we require the following assumptions on the properties of the measurement error $\varepsilon$.\footnote{While Assumption 5 requires knowing the distribution of the EIV up to a finite set of parameters, we show in simulations below that when the distribution of the EIV is unknown, a mixture of normals is sufficiently flexible to approximate a wide range of potential distributions.}
ASSUMPTION 5—Parametric Properties of EIV: The probability density function of the EIV is parameterized as \( f(\epsilon|\sigma) \), and the true density is abbreviated \( f_0(\epsilon) := f(\epsilon|\sigma_0) \).

1. The domain of the parameter \( \sigma \) with dimension \( d_\sigma \) is a compact space \( \Sigma \), and the true value \( \sigma_0 \) is in the interior of \( \Sigma \).
2. \( f(\epsilon|\sigma) \) is twice differentiable in \( \epsilon \) and \( \sigma \) with bounded derivatives up to the second order.
3. For all \( \sigma \in \Sigma \), there exists a uniform constant \( \bar{C} > 0 \) such that \( E[|\log f(\epsilon|\sigma)|] < \bar{C} \). Moreover, \( f(\epsilon|\sigma) \) is nonzero all over the entire space \( \mathbb{R} \) and bounded from above uniformly.

The following theorem states the consistency property of the ML estimator.

LEMMA 2—MLE Consistency: Under Assumptions 1, 4, and 5, the maximum likelihood estimator defined by (3.2) exists and converges in probability to the true parameter \( (\beta_0(\cdot), \sigma_0) \) under the \( L^2 \) norm in the functional space \( M \) and Euclidean norm in \( \Sigma \).
The consistency theorem is a special version of a general MLE consistency theorem (Van der Vaart (2000)). Two conditions play critical roles here: the monotonicity of $x^T\beta(\cdot)$ for all $x \in X$ and the local continuity of at least one right-hand-side variable. If monotonicity fails, we lose compactness of the parameter space $\Theta$ and the consistency argument will fail.

3.1. Sieve-Maximum-Likelihood Estimation

While we have demonstrated that the maximum likelihood estimator restricted to parameter space $\Theta$ converges to the true parameter with probability approaching 1, the estimator still lives in a large space with $\beta(\cdot)$ being $d_x$-dimensional functions such that $x^T\beta(\cdot)$ is monotonic and $\sigma$ being a finite-dimensional parameter. Although theoretically such an estimator does exist, in practice it is computationally infeasible to search for the likelihood maximizer within this large space. Here, we consider a spline estimator of $\beta(\cdot)$ for their computational advantages in calculating the sieve estimator. The estimator below is easily adapted to the reader’s preferred estimator. We use a piecewise-spline sieve space, which we define as follows.

**DEFINITION 1—Sieve Space:** Define $\Theta_r^J := \Omega_r^J \times \Sigma$ to denote the sieve-ML parameter space, where $\Omega_r^J$ stands for the space of $r$th-order spline functions with $J$ knots on $[0, 1]$ such that

1. $x^T\beta(\tau)$ is monotonically increasing in $\tau \in [0, 1]$ for all $x \in X$ for all $\beta(\cdot) \in \Omega_r^J$ and
2. elements in $\Omega_r^J$ are bounded above as in Assumption 1.

For example, for any $\beta(\cdot) \in \Omega_1^J$, $\beta_k(\cdot)$ is a piecewise linear function on a set of intervals covering $[0, 1]$ and $k = 1, \ldots, d_x$. Such a definition allows $\Omega_r^J$ to cover a dense set in $M[B_1 \times B_2 \times B_3 \times \cdots \times B_d]$ as $J$ grows to infinity with sample size. The space $\Omega_r^J$ can therefore be written as the collection of functions $\beta(\tau)$ such that $\beta(\tau) := \sum_{t=1}^J b_t \tau^l + \sum_{j=1}^J b_j \tau^r (\max\{\tau - t_j, 0\})^r = \sum_{l=1}^{r+J} b_l S_l(\tau)$, where $t_j$ is the $j$th knot, and $S_l(\tau)$ and $b_l$ with $l = 1, 2, \ldots, r + J$ are the spline functions and their coefficients. In general, the $L^2$ distance of the space $\Theta_r^J$ to the true parameter $\theta_0$ satisfies $d_2(\theta_0, \Theta_r^J) \leq C J^{-r-1}$ for some generic constant $C$ (Chen (2007)). It is easy to see that $\Theta_r^J \subset \Theta$.

The sieve estimator is defined as follows.

**DEFINITION 2—Sieve Estimator:**

$$\hat{\theta}_J = (\hat{\beta}_J(\cdot), \hat{\sigma}) = \arg\max_{\theta \in \Theta_r^J} E_n[\log g(y|x, \beta, \sigma)],$$

where $J_n \to \infty$ as $n \to \infty$.

The following lemma establishes the consistency of the sieve estimator.

**LEMMA 3—Sieve Estimator Consistency:** If Assumptions 1, 4, and 5 hold, $J_n \to \infty$, and $J_n/n \to 0$, then the sieve estimator defined in (3.3) is consistent.

**PROOF:** See Appendix D.1 of the Supplemental Material.
Our objective is to show that \( \hat{\beta}_J \) will converge to \( \beta_0 \) with certain speed. Doing so requires a definition of the parametric score evaluated at a functional \( \beta(\cdot) \). Let the Hadamard derivative of \( g \) with respect to \( \beta \) in the directions of \( S_1(\tau), \ldots, S_{J+\tau}(\tau) \) and evaluated at \( \tilde{\beta} \) and \( \tilde{\sigma} \) be defined as

\[
\frac{\partial g}{\partial \beta} \bigg|_{\tilde{\beta}, \tilde{\sigma}} := \left( \int_0^1 f'(y - x^T \beta(\tau) | \sigma) S_1(\tau) d\tau, \ldots, \int_0^1 f'(y - x^T \beta(\tau) | \sigma) S_{J+\tau}(\tau) d\tau \right).
\]

Note that for a \( (\beta_J, \sigma) \in \Theta_{J+\tau} \), \( \frac{\partial g}{\partial \beta} |_{\beta_J, \sigma} = [\frac{\partial g}{\partial b_1}, \ldots, \frac{\partial g}{\partial b_{J+\tau}}] \), where \( b_1, \ldots, b_{J+\tau} \) are the coefficients for \( S_1(\tau), \ldots, S_{J+\tau}(\tau) \) in \( \beta_J(\tau) \). We also define the information matrix evaluated at \( (\tilde{\beta}, \tilde{\sigma}) \) as

\[
I_{\tilde{\beta}, \tilde{\sigma}} := E \left[ \left( \frac{\partial \log(g)}{\partial \beta}, \frac{\partial \log(g)}{\partial \sigma} \right) \left( \frac{\partial \log(g)}{\partial \beta}, \frac{\partial \log(g)}{\partial \sigma} \right)' \right] |_{\tilde{\beta}, \tilde{\sigma}}
\]

\[
= E \left[ \left( \frac{\partial g}{\partial \beta} \frac{\partial g}{\partial \sigma} \frac{\partial g}{\partial \beta} \frac{\partial g}{\partial \sigma} \right)' \right] |_{\tilde{\beta}, \tilde{\sigma}}.
\]

When \( J \) goes to infinity, the smallest eigenvalue of \( I_{\beta_0, \sigma_0} \) goes to 0, leading to an ill-posedness problem. Intuitively, as we are trying to estimate \( \beta(\cdot) \) and \( \sigma \) via sieve-MLE from the mixture distribution of \( y = x^T \beta(\tau) + \epsilon \), where \( \tau \sim U[0, 1] \) and \( \epsilon \sim f(\cdot | \sigma_0) \), the estimation of \( \beta(\cdot) \) is ill-posed. However, the curse of dimensionality in \( \beta \) is not at play because \( x^T \beta(\cdot) \) is a monotone function of a single random variable \( \tau \). We will adopt the following measure of ill-posedness.

ASSUMPTION 6—Ill-Posed Measure: Define \( \text{mineigen}(A) \) as the minimum eigenvalue for a given matrix \( A \). Let one of the following two assumptions on the degree of ill-posedness hold:

1. Mild ill-posedness: \( \text{mineigen}(I_{\beta, \sigma}) \geq C/J^\lambda \) for some \( \lambda > 0 \) and constant \( C > 0 \), for all \( (\beta_0, \sigma_0) \in \Theta \).
2. Severe ill-posedness: \( \text{mineigen}(I_{\beta, \sigma}) \geq C \exp(-\lambda J^\xi) \) for some \( \lambda > 0 \), \( \xi > 0 \), constant \( C > 0 \), and all \( (\beta_0, \sigma_0) \in \Theta \).

These ill-posed measures are closely related to the smoothness of the PDF of the EIV (Fan (1991)). The normal distribution is severely ill-posed with \( \lambda = 2 \) and \( \xi = 1 \), and the Laplace distribution is mildly ill-posed with \( \lambda = 1 \). Unlike the usual sieve estimation problem, our problem is ill-posed with minimum eigenvalue decaying at speed \( J^\lambda \) under mild ill-posedness of degree \( \lambda \). When the PDF of the EIV is super smooth, the problem becomes severely ill-posed. While convergence to normality will be too slow for our bootstrap results to hold, consistency still holds under super smoothness. However, we note that mild ill-posedness will be satisfied under even minor perturbations from super smoothness. In such a case, we could use a sieve mixture of non-smooth PDFs to approximate a smooth PDF and reduce the ill-posedness of the problem, a point we leave to future research. We establish consistency and the convergence rate under severe ill-posedness in Theorem 3 below.
A sufficient condition for mild ill-posedness is the following discontinuity assumption on \( f \)—see also An and Hu (2012).9

**ASSUMPTION 7—Discontinuity of \( f \):** There exists a positive integer \( \lambda \) such that \( f \in C^{\lambda-1}(\mathbb{R}) \), and the \( \lambda \)th-order derivative of \( f \) equals
\[
f^{(\lambda)}(x) = h(x) + c_\delta \delta(x - a),
\]
with \( h(x) \) being a bounded function and \( L^1 \) Lipschitz except at \( a \), \( c_\delta \) a nonzero constant, and \( \delta(x - a) \) a Dirac \( \delta \)-function at \( a \).

The following final assumption on the characteristic function significantly simplifies our proof of the convergence rate of the distributional parameters. It holds whenever there exists enough variation in \( x \) such that the characteristic function is non-constant around \( x \).

**ASSUMPTION 8—Variation on Characteristic Function:** Let \( \phi_{x\beta}(s|x) \) denote the characteristic function of \( x^T \beta \) conditional on \( x \). Suppose there exists a local neighborhood \( N \subset \mathcal{X} \) such that there exists a constant \( c > 0 \) and for any \((\beta, \sigma) \in \Theta\) and any \( s \in [-l, l] \),
\[
\text{Var}_{x \in N}
\left(
\frac{\phi_{x\beta}(s|x)}{\phi_{x\beta_0}(s|x)}
\right)
\geq

\frac{cE_{x \in N}
\left[
\frac{\phi_{x\beta}(s|x) - \phi_{x\beta_0}(s|x)}{\phi_{x\beta_0}(s|x)}
\right]^2},
\]
where \( \text{Var}_{x \in N} \) and \( E_{x \in N} \) denote the variance and expectation operators evaluated over all \( x \) in a neighborhood \( N \).

In the lemma below, we use the stochastic equicontinuity of the log-likelihood function to establish key facts about the convergence rate of \( \hat{\sigma} \), including that it converges to \( \sigma_0 \) at rate \( n^{-\frac{1}{4}} \).

**LEMMA 4—Convergence Rate of \( \hat{\sigma} \):** If Assumptions 1, 4, 5, and 8 hold and \( J_n^{2r+2}/n \to \infty \), the sieve estimator \((\hat{\beta}_J(\cdot), \hat{\sigma})\) satisfies
\[
\hat{\sigma} - \sigma_0 = o_p\left(n^{-\frac{1}{4}}\right).
\]
Moreover, defining \( \delta := \|\hat{\beta}_J - \beta_0\| \), then
\[
\|\hat{\sigma} - \sigma_0\|^2 = O_p\left(\max\left(\frac{\log n}{n}, \frac{\delta \sqrt{-\log \delta}}{\sqrt{n}}\right)\right).
\]

**PROOF:** See Supplemental Material Appendix D.1.

For EIV distributions that are mildly ill-posed, we require that the sieve grid \( J_n \) grow quickly enough to overcome the bias but slowly enough to overcome the ill-posed problem, as we formalize in the following theorem.

---

9See Lemma 8 in Supplemental Material Appendix D.1 for a formal statement and proof of this result for sieves of splines.
THEOREM 2—Sieve Estimator Asymptotic Normality: Let Assumptions 1, 4, 5, 6(1) (the mildly ill-posed case), and 8 hold. Further, let the number of knots $J_n$ satisfy $J_n^{4\lambda^2+6\lambda} \log(n)/n \to 0$ and $J_n^{2r+2}/n \to \infty$ as $n \to \infty$ and let $r+1 > \lambda$. Then

$$\|\hat{\beta}_J - \beta_0, \hat{\sigma} - \sigma_0\| = O_p \left( \frac{1}{J_n^{r+1}}, \frac{1}{\sqrt{n}} \right).$$

Moreover, there exists a sequence $\kappa_J \geq \frac{C_J}{J_n}$ for some generic constant $C > 0$ such that, for any fixed $\tau$,

$$\sqrt{n\kappa_J} \Omega_J^{-1/2} \left( \widehat{\beta}_J(\tau) - \beta_0(\tau) \right) \overset{d}{\to} N(0, I_{d_x}),$$

where $\Omega_J$ is a sequence of positive definite matrices with the largest eigenvalue bounded by a constant and $I_{d_x}$ is an identity matrix of dimension $d_x \times d_x$, and

$$\sqrt{n\kappa_J} \Omega_J^{-1/2} \left( \widehat{\sigma} - \sigma_0 \right) \overset{d}{\to} N(0, I_{d_x}),$$

where $\Omega_J$ is a sequence of positive definite matrices with the largest eigenvalue bounded by a constant.

PROOF: See Supplemental Material Appendix D.1.

The smoothness of the mapping from the data to the estimator $\beta(\cdot)$ helps with robustness to mild forms of misspecification. Following same proof as for Theorem 2 above, misspecification would produce a second residual term in addition to the stochastic term. Using this smoothness along with the capacity of our estimator to accommodate additional polynomial terms, the approximation provided by the sieve estimator would still approach the truth asymptotically.

As discussed above, while asymptotic normality need not hold under the severe ill-posed case, the following theorem establishes the convergence rate of the sieve estimator under severe ill-posedness.

THEOREM 3—Severe Ill-Posedness Sieve Estimator Convergence Rate: Let $J_n$ be a sequence of positive numbers such that $\exp(\lambda J_n^2) \sqrt{\pi} = \frac{1}{J_n}$. Then, under Assumptions 1, 4, 5, 6(2) (the severe ill-posed case), and 8, the sieve estimator $\hat{\beta}_{J_n}$ satisfies

$$\|\hat{\beta}_{J_n} - \beta_0\| \lesssim_p \frac{1}{\log^{1/\xi}(n)}.$$

PROOF: See Supplemental Material Appendix D.1.

3.2. Inference via Bootstrap

In the last section, we proved asymptotic normality for the sieve-ML estimator $\theta = (\beta(\tau), \sigma)$. However, computing the convergence speed $\mu_{kij}$ for $\hat{\beta}_{k,i}(\tau_i)$ by explicit formula can be difficult in general. To conduct inference, we recommend using nonparametric pairs bootstrap. Define $(x_{bi}, y_{bi})$ as a resampling of data $(x_i, y_i)$ with replacement for bootstrap iteration $b = 1, \ldots, B$, and define the estimator

$$\theta^b = \arg\max_{\theta \in \Theta_J} E_{\theta}^b \left[ \log g^b(y_{bi}^b | x_{bi}^b, \theta) \right],$$
where $E_n^b$ denotes the operator of empirical average over resampled data for bootstrap iteration $b$. Then our preferred form of the nonparametric bootstrap is to construct confidence intervals pointwise for each covariate $k$ and quantile $\tau$ from the variance of each coefficient $\beta^b_k(\tau_j)$ as

$$\hat{\beta}_k(\tau) \pm z_{1-\alpha/2} \cdot \hat{\sigma}_{jk},$$

where the critical value $z_{1-\alpha/2} = \frac{1}{\text{period}}$ and $\hat{\sigma}_{jk}$ is the standard deviation of the bootstrapped estimates of $\beta^b_k(\tau_j)$.

The following lemma establishes the asymptotic normality of the bootstrap estimates and allows us, for example, to use the empirical variance of the bootstrapped parameter estimates to construct bootstrapped confidence intervals.

**Lemma 5—Validity of the Bootstrap:** As in Theorem 2, let Assumptions 1, 4, 5, 6(1) (the mildly ill-posed case), and 8 hold, and let the number of knots $J_n$ satisfy $J_n^{4\lambda^2+6\lambda} \log(n)/n \to 0$ and $J_n^{2\lambda+2}/n \to \infty$ as $n \to \infty$ and let $r+1 > \lambda$. Then there exists a sequence $\kappa_J \geq C_J \lambda n$ for some generic constant $C > 0$ such that for any fixed $\tau$,

$$\sqrt{n\kappa_J \Omega_{J,\tau}^{1/2}} (\hat{\beta}^b_J - \beta_J(\tau)) \xrightarrow{d} \mathcal{N}(0, I_{d_x})$$

and

$$\sqrt{n\kappa_J \Omega_{J,\sigma}^{1/2}} (\hat{\sigma}^b - \hat{\sigma}) \xrightarrow{d} \mathcal{N}(0, I_{d_x}),$$

where $\Omega_{J,\tau}$ and $\Omega_{J,\sigma}$ are the same as in Theorem 2.

**Proof:** See Supplemental Material Appendix D.1.

4. **MONTE CARLO SIMULATIONS**

We examine the properties of our estimator empirically in Monte Carlo simulations. Let the data-generating process be

$$y_i = \beta_1(u_i) + x_2 \beta_2(u_i) + x_3 \beta_3(u_i) + \epsilon_i,$$

where $n = 100,000$, the conditional quantile $u_i$ of each individual is $u \sim U[0, 1]$, and the covariates are distributed as independent lognormal random variables, that is, $x_2, x_3 \sim \text{LN}(0, 1)$. The coefficient vector is a function of the conditional quantile $u_i$ of individual $i$:

$$\begin{pmatrix} \beta_1(u) \\ \beta_2(u) \\ \beta_3(u) \end{pmatrix} = \begin{pmatrix} 1 + 3u - u^2 \\ \exp(u) \\ \sqrt{u} \end{pmatrix}.$$

In our baseline scenario, we draw mean-zero measurement error $\epsilon$ from a mixed normal distribution

$$\epsilon_i \sim \begin{cases} \mathcal{N}(-3, 1) & \text{with probability 0.5}, \\
\mathcal{N}(2, 1) & \text{with probability 0.25}, \\
\mathcal{N}(4, 1) & \text{with probability 0.25}. \end{cases} \quad (4.1)$$

To simulate robustness to real-world settings in which the econometrician does not know the true distribution of the residuals, we also present results simulating measurement error from alternative distributions and test how well quasi-MLE via our sieve-ML estimator modeling the error distribution as a Gaussian mixture accommodates misspecification.
in \( F_\varepsilon \).

We use a genetic-algorithm optimizer to find the maximizer of the log-likelihood function defined in Section 3 with start values provided by a gradient-based constrained optimizer (see Supplemental Material Appendix A for details on the implementation of our estimator). For the start values of the distributional parameters, we place equal 1/3 weights on each mixture component, with unit variance and means \(-1, 0, \) and \(1\).

In Figure 1, we plot the true coefficient function defined above, average coefficients from quantile regression, and our sieve-ML estimator using a sieve for \( \beta(\cdot) \), consisting of 15 knots. While Supplemental Material Appendix B provides MSE results, to give a visual sense of the variability in the ML estimates across simulations, for each knot \( \tau_j \), we also plot pointwise error bands equal to \( \hat{\beta}(\tau_j) \pm 1.96\hat{\sigma}_j \), where \( \hat{\sigma}_j \) is the standard deviation across simulations of parameter estimates \( \hat{\beta}(\tau_j) \).

To test whether our recommended bootstrapped confidence intervals have desirable coverage when using a mixture of normals, we further calculate bootstrap confidence intervals for each simulation using the procedure described in Section 3.2. We then calculate the fraction of simulations for which the true parameter lies within the bootstrapped confidence interval. Averaging the coverage across all \( \beta(\cdot) \) and \( \sigma \) parameters, our bootstrapped confidence intervals have a coverage of 98%, suggesting them to be slightly conservative on average—see Supplemental Material Appendix Table BV.

Focusing on Panels II and III of Figure 1 that plot estimates of the slope coefficients \( \beta_2(\cdot) \) and \( \beta_3(\cdot) \), quantile regression estimates are badly biased, with lower quantiles biased upwards and upper quantiles biased downwards. In contrast, the sieve-ML estimates fall almost directly on top of the true parameter function, and the bias of the sieve-ML estimator is nearly indistinguishable from zero at all quantiles. The average absolute bias for the sieve-ML estimates is 0.6% and 1.5% of the true coefficients for \( \beta_2(\cdot) \) and \( \beta_3(\cdot) \),
respectively, and always less than 4% of the true magnitude. By contrast, the mean bias of the quantile regression coefficients is 12% and 22% for the two slope coefficients and exceeds 100% for some quantiles. Supplemental Material Appendix Table BI confirms that the quantile regression average absolute bias is 26 and 16 times larger than the sieve-ML bias for $\beta_2(\cdot)$ and $\beta_3(\cdot)$, respectively. Supplemental Material Appendix Table BI further reports MSE results, showing that the average MSE is an order of magnitude smaller for the sieve-ML estimates than the quantile regression estimates. Figure 1 also shows that quantile regression estimates of the intercept term $\beta_1(\cdot)$ are badly biased. Given that quantile regression estimated intercepts ensure that the $\tau$th conditional quantile of the residuals $Q_{\tau}(\tau) = 0$, when the slope coefficients are biased, this exacerbates the bias in the constant function. Whereas the mean absolute bias of the sieve-ML estimates of $\beta_1(\cdot)$ is 2% of the true magnitude, quantile regression has a mean absolute bias of 116% of the true $\beta_1(\cdot)$ functional.

Figure 2 shows the true mixed-normal distribution of the measurement error $\varepsilon$ as defined above (solid line) plotted with the estimated distribution of the measurement error from the average estimated distributional parameters across all Monte Carlo simulations (line with $\times$s). Monte Carlo confidence intervals for the estimated density (dashed lines) are estimated pointwise as $\pm 1.96\sigma$, where $\sigma$ is the standard deviation of the density estimates for each grid point across all simulations. Despite the bimodal nature of the true measurement error distribution, our algorithm captures the overall features of true distribution well, with the true density always within the confidence interval for the estimated density.

In practice, the econometrician seldom has information on the distribution family to which the measurement error belongs. To probe robustness on this dimension, we demonstrate the flexibility of the Gaussian mixture-of-three specification by showing that it accommodates alternative errors-in-variables data-generating processes well. Table I shows that when the errors are distributed as a $t$ distribution with three degrees of freedom (normalized to have the same variance as in (4.1)) in panel I or as a Laplace (with $\lambda = 2.29$ to again have the same variance across $\varepsilon$ DGPs) in panel II, the sieve-ML estimates that
model the EIV distribution as a mixture of three normals still significantly outperform
quantile regression.\textsuperscript{12} As expected, quantile regression is again biased towards the me-
dian under both distributions and for both slope coefficients (visible as positive mean
bias for quantiles below the median and negative bias for quantiles above the median).
By comparison, sieve-ML estimates are generally much less biased than quantile regres-
sion for both data-generating processes. Our sieve-ML framework easily accommodates
mixtures of more than three normal components for additional distributional flexibility
in a quasi-MLE approach. Supplemental Material Appendix B provides additional sim-
ulation results—including both mean bias and MSE—for alternative measurement error
distributions and when $\beta(\cdot)$ is estimated using a finer sieve space (99 knots).

5. EMPIRICAL APPLICATION

To illustrate the use of our estimator in practice, we examine distributional heterogeneity
in the wage returns to education. First, we estimate the quantile regression analog of
a Mincer regression, replicating and extending results from Angrist, Chernozhukov, and
Fernández-Val (2006):

$$Q_{yi}(\tau) = \beta_1(\tau) + \beta_2(\tau) \text{education}_i + \beta_3(\tau) \text{experience}_i + \beta(\tau) \text{experience}_i^2,$$

(5.1)

where $Q_{yi}(\tau)$ is the $\tau$th quantile of the conditional (on the covariates $x$) log-wage distribution,
and the education and experience variables are measured in years. In contrast to the
linear Mincer equation, the Skorohod representation of quantile regression assumes
that all unobserved heterogeneity enters through the unobserved rank of person $i$ in the
conditional wage distribution. The presence of an additive error term, which could include

\textsuperscript{12}Notably, the Laplace distribution is mildly ill-posed and our estimator using a mixture of normals accom-
modates such a DGP quite well.
both measurement error and wage factors unobserved by the econometrician, would bias the estimation of the coefficient function $\beta(\cdot)$.

Figure 3 plots quantile regression estimates of equation (5.1) using census microdata samples from four decennial census years: 1980, 1990, 2000, and 2010. Consistent with Angrist, Chernozhukov, and Fernández-Val (2006), we find quantile regression evidence that heterogeneity in the returns to education across the conditional wage distribution has increased over time. Adding data from 2010 shows a large jump in the returns to education for the entire distribution, with top conditional incomes increasing much less from 2000 to 2010 than bottom conditional incomes. Still, the post-1980 convexity of the education-wage gradient is readily visible in the 2010 results, with wages in the top quartile of the conditional distribution being much more sensitive to years of schooling than the rest of the distribution. In 2010, the education coefficient for the 95th percentile was six log points higher than the education coefficient for the 5th percentile. Note, too,
that traditional quantile regression estimates become quite unstable at the highest wage quantiles, characterized as the extremal quantiles problem by Chernozhukov (2005).

We observe a different pattern when we correct for measurement-error bias in the self-reported wages in the census data. Figure 3 also plots the education coefficient $\hat{\beta}_2(\tau)$ from estimating equation (5.1) by sieve MLE. We approximate $\beta(\cdot)$ with a piecewise linear function consisting of 15 knots using our sieve-ML estimator developed in Section 3 (see Supplemental Material Appendix A for implementation details). We construct 95% bootstrapped confidence intervals pointwise as $\hat{\beta}_2(\tau_j) \pm 1.96\hat{\sigma}_j$, where $\hat{\sigma}_j$ is the empirical standard deviation of bootstrapped estimates of $\hat{\beta}_2(\tau_j)$.

In each year, quantile regression estimates underestimate the returns to education at the top of the conditional wage distribution relative to sieve-ML estimates. A formal test of the joint equality across the grid of 15 knots of QR and sieve-ML coefficients rejects equality of the education coefficient function for each year except 1990. For 1980, the quantile regression estimates show relatively constant returns to education across the conditional wage distribution, with a sharp decline at the very top characteristic of quantile regression estimates at extremal quantiles. The sieve-ML estimates feature more convexity, with the pattern of increasing returns to education for higher quantiles seen in quantile regression estimates in later years visible in the sieve-ML estimates for 1980.

In 1990, the quantile regression estimates are less affected by measurement error in the sense that the classical quantile regression estimates and sieve-ML estimates are nearly indistinguishable given the typically wide confidence intervals for extremal quantiles, and we fail to reject equality of QR and sieve-ML estimates.

In the 2000 sample, the quantile regression and sieve-ML estimates of the returns to education again diverge for top incomes, with the point estimate suggesting that after correcting for measurement error in self-reported wages, the true returns to an additional year of education for 98th percentile of the conditional wage distribution is 15 log points (17 percentage points) higher than estimated by classical quantile regression. This bias correction affects the amount of inequality estimated in the education-wage gradient, with the sieve-ML estimates implying that top wage earners gained 27 log points (31 percentage points) more from a year of education than workers in the bottom three quartiles of wage earners. For 2010, both sieve-ML and classical quantile regression estimates agree that the returns to education increased across all quantiles, but again disagree about the marginal returns to schooling for top wage earners. The quantile regression estimates at the very top of the conditional wage distribution are again outside the 95% confidence intervals for the sieve-ML estimates.

For each year besides 1990, the quantile regression lines understate the returns to education in the top decile of the wage distribution. Correcting for measurement error in self-reported wages generally increases the estimated returns to education for the top quintile of the conditional wage distribution, a distinction that is missed because of the compression bias in the quantile regression coefficients. The returns to education have varied significantly over time. Each decade—with the exception of 1990–2000—we see an increase in the returns to education broadly enjoyed across the wage distribution. However, the increase in the education-wage gradient is relatively constant across the bottom nine deciles and very different for the top decile.

These two trends—constant, moderate increases for the bottom three quartiles and acute increases in the schooling coefficient for top earners—are consistent with the observations of Angrist, Chernozhukov, and Fernández-Val (2006) and other work on inequality (e.g., Autor, Katz, and Kearney (2008)) that finds significant increases in income inequality post-1980. Nevertheless, the distributional story that emerges from correcting
for measurement error suggests that the concentration of education-linked wage gains for top earners is even more substantial than is apparent in previous work. This finding is particularly relevant for recent discussions of the role of education in income inequality (Goldin and Katz (2009)), the rise in top-income inequality (see, e.g., Piketty and Saez (2006)), and the increasing returns to cognitive performance (Lin, Lutter, and Ruhm (2016)).

Our methodology also permits a characterization of the distribution of dependent-variable measurement error. Figure 4 plots the estimated distribution of the measurement error by census year. Despite the flexibility afforded by the mixture specification, the estimated density is unimodal but somewhat skewed with negative excess kurtosis (thinner tails) than the density of a single normal. Over time, the variance in the measurement error is increasing, consistent with recent concerns about declining response rates and a potential deterioration in the reliability of large-scale survey data (see, e.g., Bound, Brown, and Mathiowetz (2001), Brick and Williams (2013), Meyer, Mok, and Sullivan (2015)). Notably, Figure 4 implies larger average errors in self-reported income than found by Bollinger’s (1998) analysis of the Current Population Survey using validation data. This suggests a less literal interpretation of measurement error that includes other forms of additively separable independent unobserved heterogeneity in wages not captured by our covariates. As mentioned above, our approach cannot distinguish between additively separable measurement error and additively separable independent unobserved heterogeneity, although the presence of either significantly changes estimates of the coefficients of interest in a quantile regression model.

Our results here are not causal given that we are using observational variation in education as in Angrist, Chernozhukov, and Fernández-Val (2006). IV QR techniques (e.g., Chernozhukov and Hansen (2005)) could be adapted to our setting. We note that the IV literature on the returns to education has found larger effects after addressing the endogeneity of education (e.g., Griliches (1977), Angrist and Krueger (1991), Card (2001)).
6. CONCLUSION

In this paper, we develop a methodology for estimating the functional parameter $\beta(\cdot)$ in quantile regression models when there is measurement error in the dependent variable. Assuming that the measurement error follows a distribution that is known up to a finite-dimensional parameter, we establish general convergence-speed results for the sieve-ML-based approach. Under an assumption about the degree of ill-posedness of the problem (Assumption 6), we establish the convergence speed of the sieve-ML estimator. We prove the validity of bootstrapping based on asymptotic normality of our estimator and suggest using a bootstrap procedure for inference. Monte Carlo results demonstrate substantial improvements in mean bias and MSE relative to classical quantile regression when there are modest errors in the dependent variable, highlighted by the ability of our estimator to estimate the simulated underlying measurement error distribution (a bimodal mixture of three normals) with a high degree of accuracy.

Finally, we revisited the Angrist, Chernozhukov, and Fernández-Val (2006) question of whether the returns to education across the wage distribution have been changing over time. We find a somewhat different pattern than prior work, highlighting the importance of correcting for errors in the dependent variable of conditional quantile models. When we correct for likely measurement error in self-reported wage data, we find that top wages have grown more sensitive to education than wages in the rest of the conditional wage distribution, an important potential source of secular trends in income inequality.

APPENDIX A: BIAS CHARACTERIZATION

In this appendix, we prove compression bias for the quantile regression slope coefficient. We make the following assumptions:

1. Besides the constant, there is one covariate $x$, which is non-negative and strictly positive with a positive probability.
2. Let $\beta_1(\tau)$ and $\beta_2(\tau)$ denote the true constant and slope coefficient functions. We assume that $\beta_2(\tau)$ is not a constant, that is, $\min \tau \beta_2(\tau) < \max \tau \beta_2(\tau)$. We also assume that with a positive probability, $\beta_2(\tau)$ is strictly greater than $\min \tau \beta_2(\tau)$ and strictly smaller than $\max \tau \beta_2(\tau)$.
3. We assume that the true data-generating process is $y = \beta_1(\tau) + \beta_2(\tau)x + \epsilon$, where the EIV $\epsilon$ has a positive probability density everywhere between $-\infty$ and $\infty$.

Let $\hat{\beta}_1(\tau_0)$ and $\hat{\beta}_2(\tau_0)$ denote the estimated constant and slope coefficients at $\tau_0$. In the following, we will show that with left-hand-side measurement error $\epsilon$, $\min \tau \hat{\beta}_2(\tau) < \max \tau \hat{\beta}_2(\tau_0)$ holds for every $\tau_0$. In other words, the quantile regression estimated slope coefficient is always strictly bounded by the lower and upper bounds of the true slope coefficient function. We first write out the first-order conditions for $\hat{\beta}_1(\tau_0)$ and $\hat{\beta}_2(\tau_0)$, respectively:

$$E_{x,\tau,\epsilon}[1(y - \hat{\beta}_1(\tau_0) - \hat{\beta}_2(\tau_0)x < 0)] = \tau_0,$$

$$E_{x,\tau,\epsilon}[x1(y - \hat{\beta}_1(\tau_0) - \hat{\beta}_2(\tau_0)x < 0)] = \tau_0E[x],$$

where $E_{x,\tau,\epsilon}[\cdot]$ denotes an expectation taken over the domains of $x, \tau, \text{and } \epsilon$. Using iterated expectations, the first-order conditions can be written as

$$E_x[\alpha_{\tau_0}(x)] = \tau_0,$$  \hspace{1cm} (A.1)

$$E_x[x\alpha_{\tau_0}(x)] = \tau_0E[x],$$  \hspace{1cm} (A.2)
where
\[
\alpha_{\tau_0}(x) = E_{\tau, \epsilon}[1(y - \hat{\beta}(\tau_0) - \hat{\beta}_2(\tau_0)x < 0)] \\
= E_{\tau, \epsilon}[1(\epsilon < \hat{\beta}(\tau_0) - \beta_1(\tau) + (\hat{\beta}_2(\tau_0) - \beta_2(\tau))x)] \\
= E_{\tau, \epsilon}[1(\epsilon < \hat{\beta}(\tau_0) - \beta_1(\tau) + (\hat{\beta}_2(\tau_0) - \min_{\tau} \beta_2(\tau))x) \\
+ \left( \left( \min_{\tau} \beta_2(\tau) - \beta_2(\tau) \right) x \right)].
\] (A.3)

We prove that \( \hat{\beta}_2(\tau_0) > \min_{\tau} \beta_2(\tau) \) by contradiction. Suppose that \( \hat{\beta}(\tau_0) \leq \min_{\tau} \beta_2(\tau) \). Then the slope for \( x \) inside (A.3) is nonpositive for every \( \tau \) and negative for some \( \tau \) by the assumption that \( \beta_2(\tau) \) is not everywhere equal to its minimum. This together with the assumption that \( \epsilon \) has a positive probability density everywhere implies that \( \alpha_{\tau_0}(x) \) is a strictly decreasing function of \( x \). However, the monotonicity of \( \alpha_{\tau_0}(x) \) causes a contradiction to (A.1) and (A.2). Equation (A.1) claims that the mean of \( \alpha_{\tau_0}(x) \) over the range of \( x \) is \( \tau_0 \). The left-hand side of (A.2) is a weighted average of \( \alpha_{\tau_0}(x) \) over the range of \( x \), where the average weight is \( E[x] \), and the weight increases as \( x \) increases. Since \( \alpha_{\tau_0}(x) \) is strictly decreasing, the weighted average in (A.2) must be smaller than the average weight times the mean of \( \alpha_{\tau_0}(x) \). In other words, the left-hand side of (A.2) must be smaller than \( \tau_0 E[x] \) and cannot be equal to \( \tau_0 E[x] \). This causes a contradiction to (A.2). By a similar argument, \( \hat{\beta}_2(\tau_0) < \max_{\tau} \beta_2(\tau) \). Therefore,

\[
\min_{\tau} \beta_2(\tau) < \hat{\beta}_2(\tau_0) < \max_{\tau} \beta_2(\tau),
\]

which we refer to as compression bias because the estimated parameters strictly lie in the interior of their true maximum and minimum values over \( \tau \in [0, 1] \).

APPENDIX B: PROOFS OF THEOREM 1 AND LEMMA 1

PROOF OF THEOREM 1: If there exist \( \beta(\cdot) \) and \( f(\cdot) \) which generate the same density \( g(y|x, \beta(\cdot), f(\cdot)) \) as the true parameters \( \beta_0(\cdot) \) and \( f_0(\cdot) \), then by applying a Fourier transformation and conditional on \( x \),

\[
\phi_\epsilon(s) \int_0^1 \exp(isx^T \beta(\tau)) d\tau = \phi_{\epsilon,0}(s) \int_0^1 \exp(isx^T \beta_0(\tau)) d\tau.
\]

Denote \( m(s) = \frac{\phi_{\epsilon,0}(s)}{\phi_\epsilon(s)} \). By Assumption 2, we can assume that \( x_1 \) is the continuous variable and the support of \( x_1|x_{-1} \) contains an open neighborhood of 0. A Taylor expansion on both sides around \( x_1 = 0 \) gives us

\[
\int_0^1 \exp(isx^T \beta_{-1}(\tau)) \sum_{k=0}^{\infty} \frac{(is)^k x_1^k \beta_1(\tau)^k}{k!} d\tau = m(s) \int_0^1 \exp(isx^T \beta_{0,-1}(\tau)) \sum_{k=0}^{\infty} \frac{(is)^k x_1^k \beta_{0,1}(\tau)^k}{k!} d\tau.
\]
Since $x_1$ is continuous, then it must be that any corresponding polynomials of $x_1$ are the same on both sides. Namely, for any $k \geq 1$ and any $s$,

$$
\frac{(is)^k}{k!} \int_0^1 \exp(isx_{-1}^T \beta_{-1}(\tau)) \beta_1(\tau)^k \, d\tau = \frac{m(s)(is)^k}{k!} \int_0^1 \exp(isx_{-1}^T \beta_{0,-1}(\tau)) \beta_{0,1}(\tau)^k \, d\tau.
$$

(B.1)

Dividing both sides of the above equation by $(is)^k/k!$ when $s \neq 0$ and letting $s$ approach 0,

$$
\int_0^1 \beta_1(\tau)^k \, d\tau = \int_0^1 \beta_{0,1}(\tau)^k \, d\tau.
$$

(B.2)

Note that the denominator of $m(s)$ is well behaved as $s \to 0$. Since $\phi_x(0) = 1$, $f(\cdot|\sigma)$ is continuous in $\sigma$, and $\Sigma$ is compact, $\phi_x(\cdot)$ is uniformly continuous. Then there is an open neighborhood of $s = 0$ such that $C_1 < |\phi_x(s)| < C_2$ for some positive constants $C_1$ and $C_2$, implying that $m(s)$ exists and is bounded from above and below in an open neighborhood of $s = 0$.

We now show that (B.2) implies that $\beta_1$ and $\beta_{0,1}$ share the same distribution. The characteristic function of $\beta_1(\tau)$ can be written as

$$
\phi_{\beta_1(\tau)}(s) = \sum_{k=0}^{\infty} \frac{(is)^k}{k!} \int_0^1 \beta_1(\tau)^k \, d\tau.
$$

(B.3)

Since $\beta_1(\tau)$ is bounded, $\int_0^1 \beta_1(\tau)^k \, d\tau \leq M^k$ for some constant $M > 0$. Therefore, $|\phi_{\beta_1(\tau)}(s)| \leq \sum_{k=0}^{\infty} \frac{|s|^k}{k!} M^k = \exp(M|s|) < \infty$ for any $s$, and the right-hand side of (B.3) is well defined. Combining (B.2) and (B.3), we have $\phi_{\beta_1(\tau)}(s) = \phi_{\beta_{0,1}(\tau)}(s)$, and thus $\beta_1$ and $\beta_{0,1}$ share the same distribution almost everywhere. Thus there exists a measurable one-to-one reordering mapping $\pi : [0, 1] \mapsto [0, 1]$. Then $\beta_1(\pi(\tau)) = \beta_{0,1}(\tau)$ almost everywhere, and $\int h(\tau) \, d\tau = \int h(\pi(\tau)) \, d\tau$ for all integrable functions $h(\cdot)$ defined on $[0, 1]$.

Now consider (B.1) again. Dividing both sides by $(is)^k/k!$, we have, for all $k \geq 0$,

$$
\int_0^1 \exp(isx_{-1}^T \beta_{-1}(\pi(\tau))) \beta_1(\pi(\tau))^k \, d\tau = \int_0^1 \exp(isx_{-1}^T \beta_{-1}(\tau)) \beta_1(\tau)^k \, d\tau
$$

$$
= m(s) \int_0^1 \exp(isx_{-1}^T \beta_{0,-1}(\tau)) \beta_{0,1}(\tau)^k \, d\tau.
$$

(B.4)

Consider the first-order terms of $s$ in (B.4). Since both $f$ and $f_0$ satisfy $\int_{-\infty}^{\infty} ef(\varepsilon) = 0$, we have $m'(0) = 0$, and hence the coefficients for the first-order terms of $s$ in (B.4) can be written as

$$
\int_0^1 x_{-1}^T \beta_{-1}(\pi(\tau)) \beta_1(\pi(\tau))^k \, d\tau = \int_0^1 x_{-1}^T \beta_{0,-1}(\tau) \beta_{0,1}(\tau)^k \, d\tau.
$$

By Assumption 2(3), $\beta_{0,1}(\tau)^k, k \geq 0$ is a functional basis of $L^2[0, 1]$, therefore $x_{-1}^T \beta_{-1}(\pi(\tau)) = x_{-1}^T \beta_{0,-1}(\tau)$ almost everywhere and everywhere for $\tau \in [0, 1]$ by invok-
ing the continuity of \( \beta_{-1}(-) \) and \( \beta_{0,-1}(-) \). Hence \( E[x_{-1}x_{-1}^T] \beta_{-1}(\pi(\tau)) = E[x_{-1}x_{-1}^T] \beta_{0,-1}(\tau) \) almost everywhere for \( \tau \in [0, 1] \). By Assumption 2(1), \( E[xx^T] \) is non-singular. Ergo \( E[x_{-1}x_{-1}^T] \) is also non-singular. Multiplying both sides of \( E[x_{-1}x_{-1}^T] \beta_{-1}(\pi(\tau)) = E[x_{-1}x_{-1}^T] \beta_{0,-1}(\tau) \) by \( E[x_{-1}x_{-1}^T]^{-1} \), we have \( \beta_{-1}(\pi(\tau)) = \beta_{0,-1}(\tau) \) for almost all \( \tau \in [0, 1] \).

For any \( x, x^T \beta(\pi(\tau)) = x^T \beta_0(\tau) \). Since conditional on \( x, x^T \beta(\tau) \) has the same distribution as \( x^T \beta(\pi(\tau)), x^T \beta(\tau) \) has the same distribution as \( x^T \beta_0(\tau) \). By the monotonicity of \( x^T \beta(\tau) \) and \( x^T \beta_0(\tau) \), they must equal each other at almost all \( \tau \). Since \( E[xx^T] \) is non-singular, \( \beta(\tau) = \beta_0(\tau) \) almost everywhere. Consequently, \( \phi_x(s) = \phi_{x_0}(s) \), and \( f(\varepsilon) = f_0(\varepsilon) \) almost everywhere.

**Proof of Lemma 1:** We first prove the case when \( W(x_1) = [x_1, x_1^2]^T \) and then describe how the proof can be generalized to the case where \( W(x_1) \) is a \( p \)-th order polynomial. If there exist \( \beta(-) \) and \( f(-) \) which generate the same density as the true parameters \( \beta_0(-) \) and \( f_0(-) \), then by applying a Fourier transformation and conditional on \( x, \phi_{x\beta}(s|x) \phi_x(s) = \phi_{x_0\beta_0}(s|x) \phi_{x_0}(s) \). Then \( \phi_{x\beta}(s|x) = m(s) \phi_{x_\beta_0}(s|x) \), where \( m(s) = \frac{\phi_{x_0}(s)}{\phi_{x}(s)} \) is a function depending only on \( s \). Let \( \beta_w(\tau) = [\beta_{x_1}, \beta_{x_1^2}]^T \) and \( \beta_{0,w} = [\beta_{0,x_1}, \beta_{0,x_1^2}]^T \) denote the subvectors of \( \beta \) and \( \beta_0 \) associated with \( W(x_1) = [x_1, x_1^2]^T \). Expanding \( \phi_{x\beta}(s|x) \) around \( s = 0 \),

\[
\sum_{k=0}^{\infty} \int_{0}^{1} \frac{1}{k!} \left[(x_1, x_1^2)\beta_w(\tau) + x_{-w}^T \beta_{-w}(\tau)\right]^k d\tau
\]

\[
= \left( \sum_{k=0}^{\infty} a_k s^k \right) \left( \sum_{k=0}^{\infty} \int_{0}^{1} \frac{1}{k!} \left[(x_1, x_1^2)\beta_{0,w}(\tau) + x_{-w}^T \beta_{0,-w}(\tau)\right]^k d\tau \right),
\]

\[
= \sum_{k=0}^{\infty} \sum_{l=0}^{k} a_{k-l} \int_{0}^{1} \frac{1}{l!} \left[(x_1, x_1^2)\beta_{0,w}(\tau) + x_{-w}^T \beta_{0,-w}(\tau)\right]^l d\tau
\]  

(5.5)

where \( \sum_{k=0}^{\infty} a_k s^k \) is a Taylor expansion of \( m(s) \) around \( s = 0 \). Since both \( \varepsilon \) and \( \varepsilon_0 \) have zero mean, we have \( a_0 = 1 \), and \( a_1 = 0 \). Comparing the coefficients on both sides of (5.5) for \( s^k \), we have

\[
\int_{0}^{1} \frac{1}{k!} \left[(x_1, x_1^2)\beta_w(\tau) + x_{-w}^T \beta_{-w}(\tau)\right]^k d\tau
\]

\[
= \sum_{l=0}^{k} a_{k-l} \int_{0}^{1} \frac{1}{l!} \left[(x_1, x_1^2)\beta_{0,w}(\tau) + x_{-w}^T \beta_{0,-w}(\tau)\right]^l d\tau
\]

(6.6)

holding for any \( k, x_1 \), and \( x_{-w} \). Comparing both sides of (6.6) for any \( k \) and the coefficients for \( x_1^{2k} \), we have

\[
\int_{0}^{1} \frac{1}{k!} \left(\beta_{x_1^2}(\tau)\right)^k d\tau = \int_{0}^{1} \frac{1}{k!} \left(\beta_{0,x_1^2}(\tau)\right)^k d\tau.
\]

Using the same argument as in the proof for Theorem 1 through the characteristic functions, \( \beta_{x_1^2}(\tau) \) and \( \beta_{0,x_1^2}(\tau) \) share the same distribution, and there exists a measurable re-ordering mapping \( \pi : [0, 1] \mapsto [0, 1] \) such that \( \beta_{x_1^2}(\pi(\tau)) = \beta_{0,x_1^2}(\tau) \) almost everywhere.
Comparing both sides of (B.6) for any \( k \) and the coefficients for \( x_i^{2k-1} \), we have

\[
\int_0^1 \frac{i^k}{k!} (\beta_{x_i}(\tau))^{k-1} \beta_{x_1}(\tau) \, d\tau = \int_0^1 \frac{i^k}{k!} (\beta_{0,x_i}(\tau))^{k-1} \beta_{0,x_1}(\tau) \, d\tau \\
= \int_0^1 \frac{i^k}{k!} (\beta_{x_i}(\pi(\tau)))^{k-1} \beta_{0,x_1}(\tau) \, d\tau,
\]

where we used the fact that \( \beta_{x_i}(\pi(\tau)) = \beta_{0,x_i}(\tau) \). As argued above in the proof of the previous lemma, by Assumption 4, we know that \( (\beta_{x_i}(\tau))^{k-1} \) for \( k \geq 1 \) forms a functional basis of \( L^2[0, 1] \), implying that \( \beta_{x_i}(\pi(\tau)) = \beta_{0,x_i}(\tau) \) almost everywhere. Comparing both sides of (B.6) for any \( k \) and the coefficients for \( x_i^{2k-2} \), we have

\[
\frac{i^k}{k!} \int_0^1 (\beta_{x_i}(\tau))^{k-2} (\beta_{x_1}(\tau))^2 + (\beta_{x_i}(\tau))^{k-1} x_T \beta_{-w}(\tau) \, d\tau \\
= \frac{i^k}{k!} \int_0^1 (\beta_{0,x_i}(\tau))^{k-2} (\beta_{0,x_1}(\tau))^2 + (\beta_{0,x_i}(\tau))^{k-1} x_T \beta_{0,-w}(\tau) \, d\tau,
\]

where we used the fact that \( a_i = 0 \) and thus for a fixed \( k \), the only \( l \) on the right-hand side of (B.6) that can generate a nonzero coefficient for \( x_i^{2k-2} \) is \( l = 0 \). Since we already proved that \( \beta_{x_i}(\pi(\tau)) = \beta_{0,x_i}(\tau) \) and \( \beta_{x_i}(\pi(\tau)) = \beta_{0,x_i}(\tau) \) almost everywhere, (B.7) can be rewritten as

\[
\int_0^1 (\beta_{x_i}(\tau))^{k-1} x_T \beta_{-w}(\tau) \, d\tau = \int_0^1 (\beta_{0,x_i}(\tau))^{k-1} x_T \beta_{0,-w}(\tau) \, d\tau \\
= \int_0^1 (\beta_{x_i}(\pi(\tau)))^{k-1} x_T \beta_{0,-w}(\tau) \, d\tau.
\]

Again, using the fact that \( (\beta_{x_i}(\tau))^{k-1}, k \geq 1 \) forms a functional basis of \( L^2[0, 1] \), we have for any \( x_{-w} \) that \( x_T \beta_{-w}(\pi(\tau)) = x_T \beta_{0,-w}(\tau) \) almost everywhere in \( \tau \in [0, 1] \). Following the same argument as in Theorem 1, we know that there is sufficient variation in \( x_{-w} \) such that \( x_T \beta_{-w}(\pi(\tau)) = x_T \beta_{0,-w}(\tau) \) implies \( \beta_{-w}(\pi(\tau)) = \beta_{0,-w}(\tau) \) almost everywhere. By monotonicity of \( x^T \beta(\tau) \) and \( x^T \beta_0(\tau) \), we have \( \pi(\tau) = \tau \) almost everywhere, and thus \( \beta(\tau) = \beta_0(\tau) \) and \( f(\varepsilon) = f_0(\varepsilon) \) almost everywhere.

The argument for the case of \( W(x_i) \) being a \( p \)th-order polynomial is very similar to the argument above. We start from a Taylor expansion similar to (B.5). Then we compare the coefficients for each term \( s^k \) and get

\[
\int_0^1 \frac{i^k}{k!} [(x_1, \ldots, x_i^p) \beta_{w}(\tau) + x_T \beta_{-w}(\tau)]^k \, d\tau \\
= \sum_{l=0}^k a_{k-l} \int_0^1 \frac{i^l}{l!} [(x_1, \ldots, x_i^p) \beta_{0,w}(\tau) + x_T \beta_{0,-w}(\tau)]^l \, d\tau.
\]

\begin{equation}
\text{(B.8)}
\end{equation}

Using the fact that for each \( k \geq 1 \), the coefficients for \( x_i^{kp} \) on both sides of (B.8) must equal each other, we can show that there exists a reordering mapping \( \pi(\tau) \) such that \( \beta_{x_i}(\pi(\tau)) = \beta_{0,x_i}(\tau) \). Using the fact that for each \( k \), the coefficients for \( x_i^{kp-l}, 1 \leq l \leq k -
1 on both sides of (B.8) must equal each other, we can show that $\beta x_{1}^{p-1}(\pi(\tau)) = \beta x_{0}^{p-1}(\tau)$ almost everywhere. Because the coefficients for $x_{k}(p-1)$ must equal each other on both sides of (B.8), we can also show that $x_{T}^{T} \beta_{-w}^{T}(\pi(\tau)) = x_{T}^{T} \beta_{0,-w}(\tau)$ almost everywhere. The rest follows the same argument as in the proof for Theorem 1, and we have $\beta(\tau) = \beta_{0}(\tau)$ almost everywhere for all $\tau \in [0,1]$ and $f(\varepsilon) = f_{0}(\varepsilon)$ almost everywhere for all $\varepsilon \in \mathbb{R}$.

Q.E.D.
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