Interactive teaching environment for diagnostic radiography with real-time X-ray simulation and patient positioning
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Abstract
Purpose    Traditional undergraduate radiographer training mixes academic lectures and clinical practice. Our goal is to bridge the current disconnection between theory and practice in a safe environment, avoiding the risk of radiation for both practitioners and patients. To this end, this research proposes a new software to teach diagnostic radiography using real-time interactive X-ray simulation and patient positioning.

Methods    The proposed medical simulator is composed of three main modules. A fast and accurate character animation technique is in charge of simulating the patient positioning phase and adapts their internal anatomy accordingly. gVirtualXRay is an open-source X-ray simulation library and generates the corresponding radiographs in real time. Finally, the courseware allows going through all the diagnostic radiology steps from the patient positioning and the machine configuration to the final image enhancing.

Results    A face and content validation study has been conducted; 18 radiology professionals were recruited to evaluate our software using a questionnaire. The results show that our tool is realistic in many ways (72% of the participants agreed that the simulations are visually realistic), useful (67%) and suitable (78%) for teaching X-ray radiography.

Conclusions    The proposed tool allows simulating the most relevant steps of the projectional radiography procedure. The virtual patient posing system and X-ray simulation module execute at interactive rates. These features enable the lectures to show their students the results of good and bad practices in a classroom environment, avoiding radiation risk.
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Introduction

Projective radiography is a very common medical imaging tool that supports clinicians in the diagnosis of certain diseases, infections, injuries, to locate foreign objects, etc. It can be used on almost every part of the patient’s body, although each specific body location requires a given patient position and X-ray machine set up, in particular, collimation of the X-ray source, voltage of the X-ray tube, time of exposure, distance source to patient, and distance source to detector or film.

Undergraduate radiographer training within the UK is a mix of academic theory and clinical practice. This approach leads to a disconnect between the theory seen in the classroom setting and the practice seen in the X-ray room. Trainee radiographers learn theoretical information such as anatomy and radiation physics. Theoretical information is learnt within the classroom.
Many institutions rely on creative simulations in order for the trainee to experience the clinical environment within a non-clinical setting such as the university. Depending on the university facilities, trainees may use X-ray phantom anatomy to further their understanding of radiation physics principles without the risk of biological damage to living tissue.

Trainees can then see the effect of imaging principles, such as exposure factors, in real time, a practice that could not be performed on living tissue. Well-documented large data sets of cases are utilised within the academic setting again to demonstrate clinical practice. They are compilations of patient histories including their medical images, recorded discussions, notes and annotations. University hospitals and medical schools often build their repositories. However, there are now more and more online public resources that radiographers can access to consult vast sets of images from any part of the human anatomy [1]. Nowadays, digital technologies are more ubiquitous than ever, and smartphones start to play a big role in learning and teaching. Some institutions have created mobile phone apps in which trainees can look up images and fill in questionnaires, e.g. UBC Radiology [2]. These types of resources are playing an increasing role in the curriculum of trainees in radiology and diagnostic radiography. The use of mobile phone apps and classical teaching cases suffer, however, from the same limitations. They show the final results and do not describe the whole procedure. For safety reasons, projections obtained with different setups never come from the same patient, hindering any possible comparison. As they are static images, it is not possible to modify acquisition parameters (e.g. tube voltage) and interactively visualise the changes in the X-ray radiographs. Also, patient positioning is a key step, and it cannot be easily learned from the final images.

It is a vital aspect of undergraduate training that mistakes are learnt from to ensure they are not replicated within the real clinical setting. For trainees to further understand errors, an X-ray room is required within the academic setting. The use of an anatomical phantom is also required for X-ray to demonstrate these errors. This cannot be easily conducted within a typical classroom setting and therefore constitutes a separate teaching session, leading to a disconnect between theory and practice.

Virtual reality (VR) medical simulation is playing an increasing role in the physicians’ curriculum [3]. They are applied to a wide variety of medical procedures [4]. Such applications are used for safe and effective training purposes. Unlike traditional methods (using cadavers, animals or mannequins), computerised simulators permit new physicians to improve and develop their non-cognitive skills in a cheap and safe environment [5]. It is also possible to use such simulators for self-directed training without the close supervision of an expert.

Recent advances in computer graphics (CG) allow the development of new simulators that can be used in the apprenticeship of radiographers. Villard et al. [6] presented a simulator for training in interventional radiology. Fluoroscopy (real-time X-ray images) was used to guide a needle towards an anatomical structure. This VR system implements interactive X-ray simulation and is able to animate the lung deformation. Nevertheless, it is not meant for teaching projection radiography, and it is constrained to the chest area. ProjectionVR™ [7] is a simulator that immerses the user into a realistic 3D X-ray room to simulate the complete procedure. Although it provides a variety of real cases, the patient positioning phase is limited, and no radiographs of the flexed articulations can be taken. Other simulators, such as MITE (Medical Imaging Training Immersive Environment) [8] and CETSOL VR Clinic [9], are focused on training dynamic interaction and communication with the patient. They allow the trainees to go through all the procedure steps, including the patient positioning, but the final images are not physically based simulated.

Patient variability is desirable so that trainees can be exposed to all kinds of possibilities, e.g. from underweight to overweight patients, from babies to elderly patients. For this purpose, different virtual human models are required [10]. There are commercially available anatomical virtual human models, such as ZygoteBody™ [11]. An alternative is the use of real patient data captured using medical imaging techniques such as computed tomography (CT), magnetic resonance imaging (MRI) and/or ultrasound (US). The rationale is to provide more realistic models as there are directly derived from actual patient data [12]. The new generation of medical simulators has recently begun to use this kind of data [13].

For both commercial models and models generated from real data, virtual patients are often given in a specific position, different from that required in the medical procedure. Character animation techniques from CG (such as [14]) can be used to move bones and update the skin surface accordingly. Unfortunately, they cannot transform the character’s internal anatomy. Biomechanical and muscle-skeletal techniques and physically based models offer accurate results [15]. However, an expert must generally perform some steps manually and, in general, biomechanical models are not complete and localised only on a part of the human anatomy [16]. All these techniques do not run at interactive rates and may require detailed patient information, which is not readily available. As an alternative, Sújar et al. [17] proposed a fully automatic method to deform anatomical structures at interactive rates.

Another component that is required to build this interactive environment is the X-ray image simulator. Both accuracy and speed are requirements. Physically based simulation frameworks aim at particle physics and/or medical physics research and focus on accuracy rather than speed [18]. As
a fast alternative, a deterministic calculation based on ray-tracing is often used to solve the Beer-Lambert law [19]. Freud et al. proposed an alternative model for deterministic simulation [20] that relies on the traditional graphics pipeline. It has been ported to modern graphics processing unit (GPU) using OpenGL [21], providing a real-time X-ray image simulation tool. It is now available as an Open-Source project, gVirtualXRay [22].

This research proposes an X-ray projectional radiograph simulator to teach and train the procedure in a safe environment. Teachers and students can change the patient positioning and the X-ray machine parameters interactively and see the effects of their actions on the final image. We aimed to create a software that could be used in the classroom to help bridge the gap between theory and practice. Our tool was designed with the following requirements in mind:

- It can simulate the most important steps of the procedure safely in the classroom environment.
- It could use a wide variety of existing virtual patient models.
- Users can interactively manipulate the virtual patient to the position required in any given procedure.
- Users can observe the X-ray image immediately as they change the virtual patient’s position, X-ray source’s position or any other X-ray machine parameter.

A YouTube Playlist with videos was created to illustrate the most important functionalities of our interactive teaching and learning environment.

### Virtual patient positioning system

To let the user select a position in real time, this module adjusts the internal and external anatomical models of a virtual character to any desired position. It follows a purely geometrical approach based on an improved skeletal animation technique [17], instead of a fully physically-based simulation algorithm, to meet the following requirements:

- It has to be flexible to incorporate as many existing 3D patient models as possible.
- It has to minimise user intervention when adding new virtual patients.
- It has to run in real time.

Computer graphics skeletal animation workflow transfers the movement of a virtual skeleton to a boundary representation (B-rep) of a virtual character. The main limitation of this workflow is that some steps are usually performed manually by a 3D artist to provide a plausible animation. Although several approaches automate these stages, they only work with B-reps, and they cannot be used to deform internal soft tissues. The proposed method relies on a fully automatic procedure that transfers the bone movements to all tissue models and is divided into five steps:

- Rigging: A predefined virtual skeleton is adapted to the virtual patient labelled bone tissue.
- Volumetrisation: This stage automatically builds a volumetric Lagrangian mesh from the patient skin and bones.
- Weighting: The influence of the virtual bones on the volumetric mesh vertices is calculated using the diffusion equation for the stationary case.
- Mapping: All the virtual tissues are mapped into the volumetric mesh to accelerate the real-time animation of the patient anatomy.
- Skinning: The virtual bones movements are applied to the volumetric mesh and then transferred to the patient tissues.

The module is implemented to run on modern GPUs and achieves interactive frame rates, even for complex models (see Sect. 3).

### Virtual X-ray imaging library

A deterministic simulation tool is required to generate images in real time. Monte Carlo simulation is not suitable as it cannot provide real-time performance. gVirtualXRay has been selected for the X-ray generation as it is an open-source library that makes use of portable technologies.

gVirtualXRay implements Freud et al.’s L-buffer principle [20] on the GPU. It was first implemented on GPU with
a monochromatic beam spectrum (all the photons have the same energy) and for parallel projections and infinitesimally small point sources [21]. The current version of gVirtualXRay relies on the XCOM Photon Cross Sections Database from the National Institute of Standards and Technology (NIST) to compute the mass attenuation coefficient of the material of the scanned objects [23]. The material can be defined as a chemical element (e.g. hydrogen), a mixture (e.g. “Ti90Al6V4” for a titanium alloy with small amounts of aluminium, 6%, and vanadium, 4%), a compound (e.g. “H2O” for water), or a Hounsfield unit. The latter has been chosen as it is commonly understood by the medical community. Hounsfield units are then converted into their respective chemical compositions and densities [24]. A quantitative validation study has been conducted to assess the accuracy of the simulated X-ray images [22].

Courseware

The courseware is in charge of developing the teaching and learning environment, integrating the previously described modules and providing a graphical user interface (GUI). The previously described modules are both implemented on the GPU. In fact, both modules have been integrated in such a way that they share the virtual patient data on the GPU memory to increase the system speed. Figure 1 shows how the GUI looks like and the main functionalities of the simulator. The following sections explain how the system decomposed the procedure into different stages and the simulator’s lecturing and self-guided training functionalities.

Positioning the patient

In projectional radiography, the positioning of a patient is essential to get the best image whilst reducing the radiation dose to the minimum requirement. As described in the radiographer curriculum [25], the users can choose if the patient is standing up or lying down. Note that the VPPS makes use of a purely geometrical algorithm and does not take into account the effect of gravity. Users can define the position of the patient using 3 methods: i) Common positions used in radiography can be selected from a list; ii) They can eventually choose any body part and move it directly; iii) They can use motion capture devices such as Microsoft Kinect.3 The 3D model used for Fig. 1 is from the Visible Human data set, i.e. taken from a medical CT scanner where the arms are alongside the body. In Fig. 1, the upper arm was moved to get an AP humerus projection. Any position can be saved so that teachers can make pre-recorded positions available to students or for future use in the classroom.5

X-ray setup

After patient positioning, the X-ray source and detector (cassette) need to be configured. During the centring, the primary X-ray beam focus is placed in relation to the anatomy and X-ray detector. Additionally, the cassette must be placed and aligned. These steps and patient positioning are heavily correlated. They are crucial to maintain the radiation dose to its strict necessary minimum and have a direct impact on the final image quality. In the proposed system, users need to define the following parameters (Figs. 2a and 3): X-ray beam focus position, source to image distance (SID), source to object distance (SOD), cassette position. Lead plates or leaves can be placed at the front of the X-ray tube to limit the exposure to ionising radiation to a given area of the body (Collimation). Appropriate collimation is also important to ensure the area of interest is included in the image, reducing the radiation field to that area of interest and improving the image quality lowering the noise. Users can perform the collimation by configuring the width, height and orientation of the beam (Fig. 2a).

In clinical radiography, a marker is placed within the field of the X-ray source (clear of the area of interest) to identify the left and right-hand sides of the patient. This practice is mandatory to avoid misinterpretation of the X-ray image. In this tool, a 2D widget allows placing a side marker (Fig. 2b) over the cassette using the mouse.5 interactively.

The X-ray beam spectrum corresponds to a tabulated list of a number of photons and corresponding photon energies in kiloelectron volt (keV). In a clinical environment, this is controlled by radiographers via the keV of the current applied to the X-ray tube. Exposure factors play an important role in X-ray projectional diagnosis because they can affect the quality of the produced radiograph. An inappropriate exposure may decrease the contrast in X-ray images. To avoid mistakes and repetitions, trainees must understand how radiation is produced by an X-ray tube and what/how parameters affect the image quality. In our system, the user can select the voltage in kilovolt(kV), and gVirtualXRay uses the corresponding beam spectrum (see Fig. 3). If the kV value is too high, the image will be over-exposed and too dark. In contrast, low kV generates whiter and blurred images.

Digital image manipulation

Digital X-ray detectors are commonly used in modern hospitals rather than traditional X-ray films. The greatest advantage of digital imaging is the ability to distribute, store and manipulate the data. Image filtering can be used to reduce problems such as overexposure or underexposure. The system user interface provides access to a few simple image
Fig. 1 GUI of the projectional radiography simulator: a patient positioning options, b centring, tube voltage, source-object distance and source-cassette distance configuration c collimation setup, d tissue visibility and material properties, e side marker’s selection and digital image manipulation.

(a) Collimation configuration to target the X-ray beam on the humerus only. It is rotated by 45°, and the height of the beam has been reduced.

(b) The user can select between the left or right side markers and place them over the cassette.

Fig. 2 Users can move and configure the cassette to get an X-ray image.

processing techniques that allow users to enhance resulting images,\(^6\) that allow users to enhance resulting images: Log-Scale filtering, Gamma filtering, contrast and brightness adjustment, and negative image.

Lecturing features and self-guided training

The proposed simulator provides additional features which will support the instructor in the classroom environment, although they are not directly related to the simulation of any step of the diagnostic radiography procedure. To reveal internal structures in the 3D visualisation window, the system allows to show, hide or modify the opacity of specific tissues at run time.

It is also possible to modify tissues’ attenuation properties using the Hounsfield scale, being able to show a variety of diseases, e.g. a calcified bone, a collapsed lung (Fig. 4b), an air-filled stomach. It is even possible to introduce foreign objects inside the internal anatomy.\(^7\) (Fig. 4c).

\(^6\) https://youtu.be/x7KGsNSMSh8.

\(^7\) https://youtu.be/O2K2ojcExTc.
The only effective way of acquiring non-cognitive skills is practice. VR simulators can be exploited to boost the trainees’ learning process in a self-directed manner. We offer a set of non-guided exercises that allows the instructor to check the evolution of the trainees. A set of videos were created to show these features and help the user.

Results

Face and content validation

A combined face and content validation study has been conducted to gather feedback from experts. Ethical approval for this experiment was obtained (see details below), and participants’ written informed consent was collected before their enrolment in the study.

The face validation evaluates the level of resemblance between the simulation and the procedure performed in the real world. Content validation quantifies what the tool actually teaches/trains (e.g. psycho-motor skills or anatomy). It ascertains that the simulation correctly replicates the steps and features of the real procedure. The distributed form includes questions designed: i) to characterise the cohort of participants and assess their level of expertise in X-ray radiography, ii) for the face validation, and iii) for the content validation.

A call for participation was distributed among radiography and radiology professionals. Eighteen volunteers answered the call. The volunteers were not filtered. None of the participants was involved in the project or had used or seen the tool previously. The average number of years of experience is 12.5 years (standard deviation 11.74 years). This cohort is well experienced to assess our tool. There were 9 males and 9 females. It allows us to check if there is any gender effect. All the participants but one are qualified. Although most participants were from the UK (15 of them), 1 participant was from Canada, 1 from France and 1 from Spain; 16 participants exercise their art in radiography, 1 participant is a medical doctor (MD) in stomatology and another one in nuclear medicine. Due to his speciality, the stomatologist reported being confident when taking X-ray radiographs. However, the MD in nuclear medicine did not. Both MDs reported being extremely confident when interpreting X-ray radiographs. As a consequence, their answers were relevant to our study.

Participants were asked to rate to what extent they agreed on each statement. They were told to use a five-point Likert scale from 1 (strongly disagree) to 5 (strongly agree); 14 statements related to the realism of the simulator and its functionalities were used for face validity. Figure 5 shows the corresponding questions and results for all participants.

The percentage of ‘strongly agree’ or ‘agree’ answers for each statement is above 50%. Between 70% and 79% of the participants ‘strongly agree’ or ‘agree’ with seven of the statements (F3, F4, F5, F6, F7, F9, and F14). It is between 60% and 69% for five statements (F1, F2, F8, F10, and F11). It is between 50% and 59% for only two statements (F12 and F13), which are related to the mimicking of disease and the inclusion of foreign objects. This functionality is in its preliminary stage. It was implemented using a relatively naive approach (e.g. changing the HU value for the collapsed lung).

The overall feedback is positive (F14). This initial face validation is promising as it clearly shows that most participants ‘strongly agree’ or ‘agree’ that the simulator is realistic in many ways.

For content validity, 11 statements related to the main purpose of the simulator and the courseware were included.

---

8 https://youtu.be/GwWY8AQhIEY and https://youtu.be/WFOAVSLXufs.
9 The questionnaire is available at https://goo.gl/forms/HyElQwedhF8m9XusS2.
Fig. 4 X-Ray attenuation properties of the tissues can be modified to simulate different scenarios.

(a) Normal AP Chest X-ray image.
(b) Same image as (a) but with a collapsed lung.
(c) Same image as (a) but with foreign objects in the stomach.

Face validity

|   | Description                                                                 |
|---|-----------------------------------------------------------------------------|
| F1 | The patient model before selecting the posing is visually realistic.        |
| F2 | The deformation of the patient’s internal anatomy is visually realistic.   |
| F3 | The previously described steps characterize the procedure in a realistic way.|
| F4 | The placement of the side markers on the x-ray image is visually realistic.|
| F5 | The changes in the final x-ray image due to the adjustment of the beam direction and FRD are visually realistic.|
| F6 | The adjustment of the centre is visually realistic.                        |
| F7 | The changes in the final x-ray image due to the collimation adjustment are visually realistic.|
| F8 | In general, the changes in the final x-ray image due to modification of the different parameters are visually realistic.|
| F9 | The adjustment of the brightness and contrast settings is visually realistic.|
| F10| The use of image filters is visually realistic.                            |
| F11| The simulation of diseases is visually realistic.                          |
| F12| The inclusion of foreign objects in the virtual patient is visually realistic.|
| F13| Generally speaking, the simulator is visually realistic.                   |

Fig. 5 Result of the face validation study. Participants were asked to express their degree of agreement with each of the statements using a Likert scale.

|   | Description                                                                 |
|---|-----------------------------------------------------------------------------|
| C1 | Selecting the patient pose from a set of predefined ones is useful for self-guided training.|
| C2 | Selecting the patient manually is useful for self-guided training.          |
| C3 | Selecting the patient pose from a set of predefined ones is useful to teach the procedure.|
| C4 | Selecting the patient manually is useful for teaching purposes (e.g. for live demonstration in the lecture theatre).|
| C5 | Regarding the previously described steps, the simulator is useful to teach the procedure.|
| C6 | Regarding the previously described steps, the simulator is useful for self-guided training.|
| C7 | In general, digital image manipulation of the X-ray image is useful for self-guided training and teaching.|
| C8 | Regarding the functionality described, this is useful to teach the procedure.|
| C9 | Regarding the functionality described, the simulator is useful for self-guided training.|
| C10| Generally speaking, the simulator is suitable as a teaching tool.           |
| C11| Generally speaking, the simulator is suitable for self-guided training.     |

Fig. 6 Result of the content validation study. Participants were asked to express their degree of agreement with each of the statements using a Likert scale.

Figure 6 shows the corresponding questions and results for all participants.

A pattern similar to the face validation is observed for the content validation. Between 70% and 79% of the participants ‘strongly agree’ or ‘agree’ with six of the statements (C1, C2, C4, C7, C10, and C11). It is between 60% and 69% for four of the statements (C3, C5, C6, and C8). It is 50% for C9. The lower score at F12 and F13 did not affect the content validation as the main goal of the simulator is not to teach image interpretation. In fact, the overall feedback is positive. Participants judged that the tool is useful as a teaching tool for X-ray radiography (C8), but less as a self-guided training tool (C9). However, the results show the suitability of the proposed tool as a teaching tool (C10) and as a self-guided training tool (C11).
Participants also had the opportunity to provide free comments. When provided such comments were very positive: “I think this would be a really excellent tool for students to learn from and improve their skills for when they go in placement.” and “Great idea”.

Performance results

The proposed X-Ray simulator offers a teaching and learning platform where third party anatomic models can be easily integrated. To test the viability of this approach, the following models were tested:

- ZygoteBody™ 3D Poly Models [11]. This set of virtual patient models provide B-Reps of the most important tissues. We used female (ZF) and male (ZM) models.
- Anatomium™ 3D Human Anatomy Digital Data Sets offer several virtual patients. Similarly to ZygoteBody, they include the B-reps of several tissues. We used one of the available male models.
- Voxel-Man’s Segmented Inner Organs [26]. This model is composed of a set of segmented volumetric images obtained from the Visible Human data set [27].

Figure 7 depicts the visual results obtained for these models. As expected, the quality of the final image is highly dependent on the quality of the virtual patient model. Some general-purpose models need further pre-processing to obtain plausible images. Commercial 3D virtual models often only provide the bone structures as the surface of the cortical bones (see Fig.8b). To solve this deficiency, a new mesh for each bone was added to depict the trabecular bones (see Fig. 8c). Note that this issue does not occur when working with surface meshes extracted from segmented CT data set (see Fig.7b) as cortical and trabecular bones are easy to identify and separate in CT data.

Conclusions

In this paper, a VR teaching and learning environment for diagnostic radiography was presented. It relies on i) an interactive character animation method for the patient positioning and deformation of internal tissues, and ii) a real-time X-ray simulation library. The courseware module turns the simulator into a teaching tool.

Radiographers have to know both how to position a patient and how to tune an X-ray tube to avoid clinically unnecessary radiation doses and repetitive acquisitions of X-ray images. The proposed system provides a safe environment where the procedure can be taught and rehearsed. Thanks to the computational efficiency of the VPPS and gVirtualXRay, lectures can interactively show to their students the results of good and bad practices in a classroom environment. Furthermore, this solution was designed to facilitate the incorporation of new virtual patient models to provide anatomical variability. This functionality was particularly challenging since it allows the user to modify the patient’s position interactively, and very few constraints are imposed on the models.

Although the presented simulator is a standalone application, the two individual components, the VPPS and the Virtual X-ray Imaging Library, can be incorporated into other VR medical applications. VR patient data sets can be built from real patient data. Unfortunately, medical imaging techniques capture patient data in specific positions. In most cases, our posing system is flexible and robust enough to adapt the patient position to the one required by the procedure. Our X-ray simulator can be incorporated to simulate any medical technique that involves X-ray imaging. For example, in the context of cardiovascular interventions, VCsim33[4] allows the user to visualise the virtual catheter/guidewire pair using X-rays. Their heuristic and no-accurate X-ray module can be substitute by ours, enhancing the user experience.

Nevertheless, this tool has some limitations. The positioning system scaries accuracy in favour of computational performance and flexibility. For example, it ignores gravity. Additionally, the X-ray simulation algorithm cannot fully consider mAs effects due to its deterministic nature. In this algorithm, all photons reach the detector following the same path. Scattering and photon noise would require implementing a stochastic simulation. However, it is possible to mimic a low mAs value by adding Poisson noise to the simulated X-ray image. The amount of noise can be calibrated based on real images using different mAs and kVp. Finally, patient preparation is not covered in this tool: patient communication, pregnancy protocols, etc.

As future work, the potential of the simulator will be assessed. A user study with undergraduate radiographers will be conducted to test if the skills acquired in the context of the simulator are successfully transferred to the real world. Then, the self-directed learning capabilities of the system will be increased. These new functionalities would require the design and implementation of new courseware content and features and their validation. Computerised systems are good at registering user actions. All this information can be used to develop a set of assessment metrics that will serve to provide the trainees with information to boost their self-learning processes. Additionally, these metrics can be used to evaluate their proficiency. The development of a proper set of assessment metrics is not trivial and requires further research and rigorous validation.
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Fig. 7 Results obtained using different anatomical models

(a) ZygoteBody™ male.
(b) Voxel-Man’s Segmented Inner Organs model.
(c) Anatomium™ male model.
(d) ZygoteBody™ female model.

Fig. 8 Proposed system can replicate any type of projection, allowing the user to select the patient position and the X-ray configuration

(a) Image courtesy of E. Carver, B. Carver and Elsevier Health Sciences [25].
(b) Original ZygoteBody™ model.
(c) Processed ZygoteBody™ model.
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