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In a previous work we obtained a set of necessary conditions for the linear approximation in cosmology. Here we discuss the relations of this approach with the so called covariant perturbations. It is often argued in the literature that one of the main advantages of the covariant approach to describe cosmological perturbations is that the Bardeen formalism is coordinate dependent. In this paper we will re-formulate the Bardeen approach in a completely covariant manner. For that, we introduce the notion of pure and mixed tensors, which yields an adequate language to treat both perturbative approaches in a common framework. We then stress that in the referred covariant approach one necessarily introduces an additional hyper-surface choice to the problem. Using our mixed and pure tensors approach, we were able to construct a one-to-one map relating the usual gauge dependence of the Bardeen formalism with the hyper-surface dependence inherent to the covariant approach. Finally, through the use of this map, we define full non-linear tensors that at first order correspond to the three known gauge invariant variables $\Phi$, $\Psi$ and $\Xi$, which are simultaneously foliation and gauge invariant. We then stress that the use of the proposed mixed tensors allows one to construct simultaneously gauge and hyper-surface invariant variables at any order.
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I. INTRODUCTION

The cosmological perturbations formalism provide an important tool to study the evolution of inhomogeneities in the standard cosmological model. However, since its initial development [1, 2], the gauge-problem has raised several issues concerning the physical interpretation of such perturbations. After a quite long discussion, it appeared in the literature two main approaches to deal with such difficulties. In a pioneering paper [3], Hawking introduced the so called covariant approach, which was later used by many authors [4–21] to define gauge invariant (GI) variables associated with the gradients of background scalar quantities and the Weyl tensor. The second approach was developed by Gerlach and Sengupta [22] and then by Bardeen [23] in the cosmological scenario. In the latter paper, Bardeen constructed GI variables as combinations of the metric perturbations within a specific coordinate system. Even though Bardeen’s approach may seem straightforward, its implementation rapidly becomes very involved, and in a sense continues to be coordinate dependent since one has to start with gauge dependent equations and variables and then combine them in a gauge invariant form.

Generally, metric perturbations are defined through the specification of a background metric written in a specific coordinate system, and then defining its perturbations as differences of the physical metric tensor from this fiducial background metric. In this scenario, the gauge freedom that appears in the perturbations are associated with the freedom in the different possible ways to map the physical space-time with respect to the background manifold used as a reference (see for instance [24]).

The physical meaning of Bardeen’s GI variables has been discussed in [22] by analyzing them in different gauges. Complementarily to this work and, as an effort to make a contact between the two formalisms, in Bruni et al. [6] the authors investigated their meaning by using the covariant scenario. Their approach was to calculate the covariant perturbations in a specific coordinate system and compare them with Bardeen’s variables. Apart from the GI variables, the meaning of the gauge transformations themselves has also been investigated by Stewart and Walker in [25, 26]. Among other results, in these papers the authors address the tensorial decomposition into scalar, vector and tensor variables. Their approach consists in considering a smooth family of space-times parametrized by some parameter $\epsilon$, and the perturbation as the first order expansion of the metric with respect to this parameter. This method has also been used by Wald [27] to give a formal description of a generic metric perturbation.

The purpose of this work is to understand more deeply the relation between the two above mentioned approaches to the theory of cosmological perturbations, and to present some new improvements in these formalisms. First of all, we present the Bardeen approach in a complete covariant way. With this aim, we introduce a new
classification of tensors in terms of the fundamental objects used in their definitions. We call mixed tensors the elements of the set of all geometrical objects which necessarily combine background and physical tensors in their definitions, while pure tensors are the elements of its complement. The gauge dependent Bardeen variables can be obtained from these mixed tensors, even if their background values are null or constant because such mixed tensors do not satisfy the Stewart-Walker lemma \[23, 26\], only pure tensors do.

On the other hand, the covariant approach defines the cosmological perturbations in terms of pure tensors, using only physical geometrical objects. Hence, even in the case where their background values are null or constant, guaranteeing their gauge invariance, they are intrinsically foliation dependent. As a consequence, while the Bardeen approach has its well known gauge dependence, the covariant formalism contains a dependence on the space-like hyper-surfaces one uses to perform the space-time foliation. Using our new classification, we compared both formalisms. We have shown that, besides their dynamical equivalence, their indeterminacies are complementary. The usual gauge dependence appearing in the Bardeen approach can be one-to-one mapped into the hyper-surface choice dependence.

The natural question that appears is whether there are variables that are simultaneously foliation and gauge invariant. The answer is affirmative, and we have presented a general way to construct full non-linear tensors that at first order are simultaneously foliation and gauge invariant, and how they are related to the electric part of the Weyl tensor, which is also gauge and foliation independent at first order. The definition of these tensors can be made using either pure tensors or mixed tensors, hence they are common to the new covariant Bardeen approach and the usual covariant approach. Their scalar parts correspond exactly to the Bardeen gauge invariant potentials, hence showing that these potentials are a particular combination that at first order are not only gauge invariant, as it is well known, but also foliation independent.

In Sec. II we will briefly review the metric perturbation formalism, and show how one can define metric perturbations in a completely covariant way. This method is generic and valid for an arbitrary background metric. During this process, we will introduce the concept of pure and mixed tensors, which gives an adequate common language to treat both the already usually covariant \([3, 4]\) and Bardeen’s \([23]\) approaches in the same framework.

In Sec. III we define the kinetic variables for pure and mixed tensors. Additionally, their decomposition are related to the gauge freedom and the choice of the space-time foliation. By controlling their variations, it is possible to relate these two freedoms, and at first order one can map one into the other directly. As a bonus, our method has shown to be much simpler then others to do calculations in a gauge free manner (without choosing any gauge). For instance, in \([28]\) (from now on VFP) we have used this method to obtain the perturbed second order Lagrangian for an arbitrary background in a foliation free manner. Most of the perturbative expansions that we shall use here were carefully obtained in VFP, hence we maintain the same notation introduced in Section II of VFP.

Following this discussion, in Sec. IV we construct non-linear tensors whose first order perturbations give us the usual GI variables. In particular, the procedure we use to define these tensors is that at first order they should give foliation independent variables. In this way, the Bardeen potentials are special not only for being GI variables, but also for being foliation independent. Finally, in Sec. V we conclude with final remarks.

II. PERTURBATIONS BY MEANS OF PURE AND MIXED TENSORS

A gauge theory is one in which the specification of the dynamical variables depends on functions which can be arbitrarily chosen at any instant of time \([29]\). Any change on this choice is called a gauge transformation. Of course the physical observables of a gauge theory should not depend on these arbitrary functions, hence they should be invariant under gauge transformations (they should be gauge invariant quantities). In electromagnetism, the vector potential depends on the choice of some scalar functions, but the physical electric and magnetic fields do not depend on them, and so they are gauge invariant quantities.

Any generally covariant theory is a gauge theory: the specification of the dynamical variables depends on the coordinate system one is choosing, and this choice is arbitrary. As General Relativity (GR) is a generally covariant theory, it is also a gauge theory, whose gauge group of transformations is the manifold mapping group \(\mathcal{MMG}\). However, this is not a peculiarity of GR as long as any field theory can be put in a general covariant form \([23, 30]\). The difference arises when one wants to establish the symmetry group of GR (sometimes called invariance group, or proper gauge group \([23, 31]\)), which is the sub-group of the \(\mathcal{MMG}\) which keeps invariant the absolute objects of the theory written in the coordinate system where they assume their simplest form. For instance, in a generally covariant field theory in flat space-time (Special Relativity), the flat metric is not subjected to any dynamics. It is a given external and absolute object which is present whatever field configuration one constructs. The metric is insensitive to any initial conditions one might give to the physical system. Hence, the symmetry group of any generally covariant field theory in Special Relativity is the Poincaré sub-group of the \(\mathcal{M MG}\), and the preferred coordinate system in which the flat metric takes its simplest Minkowski form is the Cartesian coordinates.

The peculiarity of GR, which gives rise to its name, relies on the fact that there is no absolute or external ob-
ject in GR: all quantities, including geometry itself, are subjected to dynamical laws, and any physical change of initial conditions modify the future development of all geometrical objects of the theory. Therefore, the symmetry group of GR coincides with its gauge group, the $\mathcal{MG}$. As a consequence, there is no preferred coordinate system, or a preferred gauge fixation. In GR, one must rely on gauge invariant quantities, which are the values of tensor fields and/or particle positions with respect to other tensor fields and/or particle positions, including the gravitational field itself (identified with the geometry of space-time). The values of the tensor fields at a point on the manifold are not gauge invariant quantities because such points do not have a physical meaning. As an example, geodesics are not gauge invariant quantities, hence they are not observables, while geodesic deviations are.

Nevertheless, the situation is more involved when one turns to the theory of perturbations in GR, which is the suitable framework when the physical system possesses some underlying approximate symmetry. By this we mean that geometrical objects on the physical manifold change infinitesimally under some restrict group of finite transformations, which is a sub-group of the $\mathcal{MG}$. In this case, one can define geometrical objects which are exactly invariant under this sub-group of transformations, $\bar{Q}(x)$, which we call background geometrical objects. In this context, the perturbation of an arbitrary physical tensor $Q$, can be defined as

$$\delta Q(x) = Q(x) - \bar{Q}(x),$$

where $\bar{Q}$ stands for the background variable, where we assume that the quantity $\delta Q(x)$ is small in some sense. Assuming that one has a covariant way to measure the size of the perturbations (see for example [27, 32]), then, since $\delta Q(x)$ is a tensor, any general infinitesimal gauge transformation belonging to the $\mathcal{MG}$ group in which all objects are transformed will not alter the size of the perturbations. However, there is an arbitrariness on the way the background tensors are introduced in the physical manifold. They are naturally defined in a background manifold $M_{bg}$ and one should define them in the physical manifold $M$ through a diffeomorphism. Hence, consider a certain manifold $M_{bg}$ with a given riemannian metric $g_{\mu\nu}$ and other tensor quantities, and a smooth family of diffeomorphisms $\Upsilon_{\lambda}: I \times M_{bg} \rightarrow M$ from $M_{bg}$ to the actual physical manifold $M$ that depends on some parameter $\lambda$ defined in the interval $I = [0, b]$ for some real number $b$. For each value of $\lambda$, we can define a bijective tensor map from $M_{bg}$ to $M$ as $\bar{\Upsilon}_{\lambda}$. Through this bijective map, we can define the background metric in $M$ as $\bar{g}_{\mu\nu} = \Upsilon_{\lambda}^\dagger g_{\mu\nu}$ [3]. In fact, to make contact with the usual language in cosmological perturbation scenarios, we shall call any tensor brought from $M_{bg}$ to $M$ as a background quantity, and any tensor defined strictly on $M$ as a physical tensor [4]. In addition, in $M$ we can also define two distinct covariant derivatives, one for each metric. Thus, we define the covariant derivatives $\nabla_\mu$ as the operator compatible with $g_{\mu\nu}$ and $\bar{\nabla}_\mu$ compatible with $\bar{g}_{\mu\nu}$.

The main assumption in the perturbation theory is that the difference

$$\delta g_{\mu\nu} \equiv g_{\mu\nu} - \bar{g}_{\mu\nu},$$

which we shall call metric perturbation, is small in some sense. For a small $\lambda$, we have that the new background metric reads

$$\bar{g}^{(\lambda)}_{\mu\nu} = \partial_{\lambda}^{-1} \bar{g}_{\mu\nu} \approx \bar{g}_{\mu\nu} + \mathcal{L}\bar{g}_{\mu\nu},$$

where the infinitesimal vector field $A^\mu$, of order $\lambda$, is the tangent field to $p(\lambda) \equiv \Upsilon_{\lambda}(p)$ in $M$. Therefore, for small values of $\lambda$, the new metric perturbation reads

$$\delta \bar{g}(\lambda)_{\mu\nu} = \bar{g}_{\mu\nu} - (\bar{g}_{\mu\nu} + \mathcal{L}\bar{g}_{\mu\nu}) = \delta g_{\mu\nu} - 2\nabla_\mu (A_\nu).$$

Note that different values of $\lambda$ define different background metrics on the physical manifold, but this arbitrariness in the introduction of the fiducial background metric must be limited to the above mentioned assumption that one needs $\nabla_\mu (A_\nu)$ to be small in the same sense as $\delta g_{\mu\nu}$.

It is worth emphasizing the difference between the above transformation with a general infinitesimal gauge transformation in $M$ associated with an infinitesimal coordinate transformation. Given $g_{\mu\nu}$ and $\bar{g}_{\mu\nu}$, which are true tensors in $M$, such a coordinate transformation generated by an infinitesimal vector field $B^\mu$ changes them as

$$g_{\mu\nu} \rightarrow g_{\mu\nu} + \mathcal{L}B g_{\mu\nu} \approx g_{\mu\nu} + \mathcal{L}B \bar{g}_{\mu\nu},$$

$$\bar{g}_{\mu\nu} \rightarrow \bar{g}_{\mu\nu} + \mathcal{L}B \bar{g}_{\mu\nu},$$

where in the above approximation we neglected second order terms. Clearly, metric perturbations, as well perturbations of any other geometrical object defined in the same way, are invariant under such transformations, i.e.,

$$\delta g_{\mu\nu} \approx (g_{\mu\nu} + \mathcal{L}B g_{\mu\nu}) - (\bar{g}_{\mu\nu} + \mathcal{L}B \bar{g}_{\mu\nu}) = \delta \bar{g}_{\mu\nu}.$$  

Indeed, $\delta g_{\mu\nu}$ being defined as the difference of two tensors it is also a true tensor and as such it is covariant.

---

1. Here we will omit the indexes for simplicity.
2. For the moment we restrict our analysis to the metric tensor, but the above reasoning can be extended to any other geometrical object defined on $M_{bg}$. All metrics have signature $(-1,1,1,1)$.
3. It is often used the term perturbed tensor for these objects. However physical tensor seems more suitable to avoid misunderstanding with the perturbations that are defined as the difference of these objects with background tensors.
4. Note that this is a sufficient but not necessary condition: as mentioned above, if $A^\mu$ is a Killing vector of $\bar{g}_{\mu\nu}$ the perturbation remains small for any value of $\lambda$. 

under general coordinate transformations. Note however that \( \delta g_{\mu\nu} \) is not invariant under the change of diffeomorphism described above [see Eq. 2 and compare it with Eq. 3]. Of course this is true for perturbations of any kind of geometrical objects inasmuch under any diffeomorphism change from \( T_0 \) to \( T_A \), all background tensors are transformed, while all physical quantities are kept fixed since they are defined independently of the background manifold \( M_{bg} \) and \( T_A \). For instance, consider an arbitrary background tensor

\[
T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \equiv \Upsilon_0 T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m},
\]

and a similar tensor \( T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \) defined in \( M \). Under a change in the diffeomorphism \( \gamma_\lambda \) we have

\[
T_{\nu_1\nu_2...\nu_m}^{\mu_1\mu_2...\mu_m} \rightarrow T_{\nu_1\nu_2...\nu_m}^{\mu_1\mu_2...\mu_m} + L_A T_{\nu_1\nu_2...\nu_m}^{\mu_1\mu_2...\mu_m},
\]

\[
T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \rightarrow T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} + L_B T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m}.
\]

One can then combine the above transformation with a small general coordinate transformation generated by the vector field \( B^\mu \), yielding

\[
T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \rightarrow T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} + L_{A+B} T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} = T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} + L_{A+B} T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m}.
\]

Hence, the most general way a perturbation can be transformed is given by

\[
\delta T \equiv T - T \rightarrow \delta T + \mathcal{L}_{B^\mu} T = \delta T + \mathcal{L}_{A+B} T \approx \delta T - L_A T,
\]

where the indexes have been omitted, and in the last approximation we neglected second order terms.

Note that the final result can be obtained, without loss of generality, by choosing \( B^\mu = -A^\mu \) from the beginning, yielding

\[
T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \rightarrow T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} - L_A T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \equiv \delta T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m}.
\]

This is a very convenient choice given that this specific combination of transformations keeps the functional form of the background tensors the same, and this form should be chosen as the simplest one associated with the preferred coordinate system induced by the underlying symmetry group of the background.

It is this combined transformation (diffeomorphism \( \oplus \) coordinate) which is designated as a gauge transformation in the context of perturbation theory in GR. Note that it has different actions on the background and physical geometrical objects, contrary to the usual infinitesimal gauge transformations of GR, and it should also keep the perturbations small. One can identify it as an approximate symmetry group induced by the presence of an extra structure, which is the background manifold and its associated geometrical objects. These objects also induce a preferred coordinate system on the physical manifold, from which one can move just through infinitesimal coordinate transformations. The arbitrariness on the way one introduces this background structure in the physical manifold is at the basis of the gauge dependence of the perturbation problem in GR. Hereafter, a gauge transformation shall mean exactly the above chain of transformations with \( B^\mu = -A^\mu \).

Given the transformation rule for perturbed tensors Eq. 4, the Stewart and Walker (SW) Lemma 25 defines the conditions under which \( \mathcal{L}_A T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} = 0 \), and hence the conditions for \( \delta T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \) to be GI. Basically, this Lemma states that first order perturbation of any tensor which is null or a combination of constants with Kronecker deltas in the background is GI. However, within this Lemma there is a hidden assumption that is sometimes overlooked.

The perturbation \( \delta T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \) is defined as the difference \( T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} - T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \). The conditions in the SW Lemma are sufficient only if the tensor \( T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \) is defined solely in terms of quantities from the physical manifold, i.e., defined independently of \( M_{bg} \) and \( T_0 \). Generically, if in the definition of \( T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \) we also use any background tensor, then even if the background tensor \( T_{\mu_1\mu_2...\mu_m}^{\nu_1\nu_2...\nu_m} \) is a simple constant its perturbation might not be gauge invariant.

This is a very important distinction that deserves a clear terminology. Thus, we propose the following classification. Any tensor that is defined strictly in terms of objects from a single manifold we shall call a pure tensor. Complementarily, a tensor that involves objects from both manifolds in its definition we shall call a mixed tensor, i.e., it mix objects from the fiducial manifold \( M_{bg} \) with objects from the physical spacetime \( M \). By definition, any background tensor is a pure tensor inasmuch as it is defined solely in terms of tensors from \( M_{bg} \) and the diffeomorphism to map it to \( M \).

The extension of this terminology to perturbed tensors is straightforward. A perturbed tensor shall be called a pure perturbation if it is defined as the difference of two pure tensors. Accordingly, a mix perturbation is defined as the difference of a mixed with a pure tensor. In view of the fact that a background tensor is always a pure tensor, the perturbation might be pure or mixed depending on the nature of the physical tensor in its definition. Now it becomes clear that the SW Lemma applies only for pure perturbations and not for mixed ones.

As an example, let us consider a Friedmann-Lemaître-Robertson-Walker (FLRW) metric as the background metric. Related to this metric, there is a preferred geodesic vector field \( \vec{v}^\mu \) which defines the maximally symmetric spatial hyper-surfaces, i.e., the projection of the background metric \( g_{\mu\nu} \) induces a maximally symmetric metric in the hyper-surfaces (it has six Killing vectors). Therefore, in this situation, it might be useful to also decompose physical tensors in \( M \) by projecting them with respect to this preferred vector field \( \vec{v}^\mu \). One of these tensors is the physical metric \( g_{\mu\nu} \). We can define the mixed scalar \( \mathcal{P} \equiv g_{\mu\nu} \vec{v}^\mu \vec{v}^\nu/2 \), which gives its projection along the integral curves of \( \vec{v}^\mu \). This is a global covariant scalar. The background version of this tensor is simply
\( \bar{\mathcal{P}} \equiv \bar{g}_{\mu \nu} \bar{\psi}^\mu \bar{\psi}^\nu / 2 = -1 / 2 \). Thus, the mixed perturbation associated with these projections reads

\[ \phi \equiv \mathcal{P} - \bar{\mathcal{P}}. \]

Note that \( \phi \) has been defined in a globally covariant manner. Notwithstanding, at this point it is worth to introduce a coordinate system just to make contact with the usual Bardeen approach. Thus, let us define a coordinate system in which \( \bar{\psi}^\nu = \delta^\nu_0 \). It is easy to see that in this coordinate system \( g_{\mu \nu} \bar{\psi}^\mu \bar{\psi}^\nu = g_{00} \) and we have

\[ g_{00} = \bar{g}_{00} + 2 \phi = -1 + 2 \phi \rightarrow \phi = \frac{1}{2} \delta g_{00}. \]

Therefore, the commonly used metric perturbation is simply the mixed perturbation associated with \( \mathcal{P} \). This is a typical example of perturbation that violates the SW Lemma. Indeed, even though the background tensor \( \bar{\mathcal{P}} \) is a simple constant, the mixed perturbation \( \phi \) is a globally covariant scalar but it is not GI.

Generically, any coordinate dependent perturbation can be redefined in a global covariant manner as we have done for \( \phi \). Furthermore, this procedure does not rely on the symmetries of the background manifold \( \bar{g}_{\mu \nu} \). Given an arbitrary tensor, say \( F_{\mu \nu} \), a coordinate dependent perturbation associated with its zero-zero component reads

\[ \delta f \equiv \delta F_{00} = F_{00} - \bar{F}_{00}. \]

where \( \bar{F}_{\mu \nu} \) is the background tensor associated with \( F_{\mu \nu} \). In order to construct the covariant version of the mixed perturbation \( \delta f \), we need to define the background vector field \( \bar{\psi}^\nu \) whose integral lines coincide with the zero direction of the above coordinate system. Thus, in this coordinate system \( \bar{\psi}^\nu = \delta^\nu_0 \). By using this vector field we can define two scalar tensors, namely the mixed \( f \equiv F_{\mu \nu} \bar{\psi}^\mu \bar{\psi}^\nu \) and the pure \( f = \bar{F}_{\mu \nu} \bar{\psi}^\mu \bar{\psi}^\nu \). Thus, the mixed perturbation is covariantly defined as \( \delta f = f - \bar{f} \). Evidently, this is the simplest example as how to define in a covariant manner originally coordinate dependent perturbations. There are more complicated mixed perturbations that we shall analyze in the next section.

Any tensor, independent of its nature as a mixed or pure tensor, transforms as usually under a coordinate transformation. However, they drastically differ under a change of diffeomorphism. While background pure tensors remain unchanged, the mixed tensors can have a very complicated transformation rule depending on its own definition in terms of the combination of tensors from the physical and background manifold. In the case of the above mixed perturbation \( \phi \), it is easy to find its transformation under a change of diffeomorphism. For that, let us decompose the vector field defining the diffeomorphism as

\[ A^\mu = \mathcal{A}^\mu + A^\mu, \quad \mathcal{A}^\mu = \bar{\gamma} [A^\mu], \]

with \( \bar{\gamma} [A^\mu] \) being the projection with respect to \( \bar{\gamma}_{\mu \nu} = \bar{g}_{\mu \nu} + \bar{v}_\mu \bar{v}_\nu \). Assuming that \( \bar{v}_\mu \) is geodesic, i.e., \( \bar{a}_\mu \equiv \nabla_\nu \bar{v}_\mu = 0 \) and defining the notation \( \bar{T} \equiv \bar{\gamma} [\bar{\mathcal{L}}_\nu \bar{T}] \), it is straightforward that under a gauge transformation, i.e., under a combined coordinate and diffeomorphism transformation with \( B^\mu = -A^\mu \), we have

\[ \mathcal{P} \rightarrow \bar{\psi}^\mu \bar{\psi}^\nu \left( g_{\mu \nu} - \bar{\mathcal{L}} \bar{g}_{\mu \nu} \right) = \mathcal{P} + \dot{\mathcal{A}}, \]

and hence

\[ \phi \rightarrow \phi + \dot{\mathcal{A}}, \]

as expected. In the above expression the only hypothesis made is that the background foliation is geodesic. Apart from this, Eq. (6) gives the general transformation for \( \phi \) in an arbitrary background. However, the other metric perturbations are much more complicated and hence from here on, we shall restrict ourselves to a FLRW background. Therefore, the background is assumed to be described by

\[ \bar{\mathcal{R}}_{\mu \nu} = \bar{\mathcal{R}}_{\mu \nu} = 0 = \bar{\mathcal{D}}_{\mu} \bar{\mathcal{K}}, \]

with \( \bar{\mathcal{R}}_{\mu \nu} \), \( \bar{\mathcal{K}} \) and \( \bar{\mathcal{R}}_{\mu \nu} \) being respectively the extrinsic curvature, expansion factor and the spatial Ricci tensor, and \( \bar{\mathcal{D}}_{\mu} \) is the spatial covariant derivative of the background. The function \( \bar{\mathcal{R}} \) is simply a constant divided by the square of the scale factor.

In the next section, we will show how to define in a covariant manner all the commonly coordinate dependent cosmological perturbations characteristic of the Bardeen approach. In addition, using our terminology, we shall compare the covariant version of Bardeen formulation with the usually called covariant approach and elucidate the relation between gauge transformation and change in the slicing of the physical spacetime.

### III. COVARIANT FORM OF COSMOLOGICAL PERTURBATIONS: BARDEEN X COVARIANT APPROACH

Consider a physical spacetime with metric \( g_{\mu \nu} \) and a background metric \( \bar{g}_{\mu \nu} \), that we assume to be the FLRW metric. We can always define their difference \( \delta g_{\mu \nu} \) and decompose it with respect to the FLRW foliation in such a way that

\[ \delta g_{\mu \nu} = 2 \bar{\psi}_\mu \bar{\psi}_\nu + 2 B_{(\mu} \bar{v}_{\nu)} + 2 C_{\mu \nu}, \]

where \( \bar{\mathcal{R}}_{\mu \nu} \) is a globally covariant tensor, and \( \bar{\mathcal{D}}_{\mu} \) is the spatial covariant derivative of the background. The function \( \bar{\mathcal{R}} \) is simply a constant divided by the square of the scale factor.

In the next section, we will show how to define in a covariant manner all the commonly coordinate dependent cosmological perturbations characteristic of the Bardeen approach. In addition, using our terminology, we shall compare the covariant version of Bardeen formulation with the usually called covariant approach and elucidate the relation between gauge transformation and change in the slicing of the physical spacetime.
where \( \phi \equiv \frac{1}{2} \delta g_{\mu \nu} \), \( B_\mu \equiv -\bar{\gamma} [\delta g_{\mu \nu}] \), \( C_{\mu \nu} \equiv \frac{1}{2} \bar{\gamma} [\delta g_{\mu \nu}] \).

The above notation is such that a \( \bar{\mu} \) index means projections in the vector field \( \bar{v}^{\mu} \), i.e., for instance \( \delta g_{\mu \nu} \equiv \delta g_{\mu \nu} - \bar{g}_{\mu \nu} \). The above three tensors are mixed tensors. The definition of \( \phi \) follows the same line of reasoning as before while the \( B_\mu \) and \( C_{\mu \nu} \) can be define in a covariant manner through the four tensors

\[
P_\mu = \bar{\gamma} [g_{\mu \nu}], \quad P_\mu = \bar{\gamma} [g_{\mu \nu}] = 0, \\
P_{\mu \nu} = \frac{\bar{\gamma} [g_{\mu \nu}]}{2}, \quad \bar{P}_{\mu \nu} = \bar{\bar{\gamma}} [g_{\mu \nu}] = \frac{\bar{\bar{\gamma}}_{\mu \nu}}{2},
\]

such that

\[
B_\mu = P_\mu - P_\mu, \quad C_{\mu \nu} = P_{\mu \nu} - \bar{P}_{\mu \nu}.
\]

Note that the above definitions are general and do not depend on any assumption about the smallness of these tensors. In other words, we can always introduce a tensor \( g_{\mu \nu} \) and define the difference \( \delta g_{\mu \nu} \equiv g_{\mu \nu} - \bar{g}_{\mu \nu} \) without assuming anything about \( \delta g_{\mu \nu} \). Additionally, given a global foliation defined by a timelike vector field \( \bar{v}^{\mu} (\bar{v}^{\mu} \bar{v}^\nu \bar{g}_{\mu \nu} = -1) \) we can define the projector \( \bar{\gamma}_{\mu \nu} \equiv \bar{g}_{\mu \nu} + \bar{v}_\mu \bar{v}_\nu \). Therefore, in principle, we can always rewrite Einstein's equations in terms of \( \phi, B_\mu \) and \( C_{\mu \nu} \) and obtain non-linear second order equations of motion for \( \delta g_{\mu \nu} \) that encode the same information as those written in terms of \( g_{\mu \nu} \). In this sense, without making the perturbative hypothesis, we are just using different variables to describe the metric \( g_{\mu \nu} \) in terms of the decomposition made in Eq. (9) and the given metric \( \bar{g}_{\mu \nu} \). This decomposition also shows that the fields \( \phi, B_\mu \) and \( C_{\mu \nu} \) are just the difference \( \delta g_{\mu \nu} \) projected in the \( 3 + 1 \) background splitting. Notwithstanding, in the standard model scenario, cosmological perturbations are first order metric perturbations with respect to the FLRW metric. Thus, we shall assume that \( \phi, B_\mu \) and \( C_{\mu \nu} \) are first order perturbations and, unless explicitly stated, all objects will have their indices raised and lowered by the background metric.

Using explicitly their definitions we can calculate the gauge transformation for each one of them. For that it is convenient to decompose the perturbations in terms of the scalar, vector and tensor (SVT) decomposition, i.e.,

\[
B_\mu = \overline{D}_\mu B + b_\mu, \quad (10) \\
C_{\mu \nu} = \psi \bar{\gamma}_{\mu \nu} - \overline{D}_\mu \overline{D}_\nu E + \overline{D}_\nu \overline{F}_\mu + W_{\mu \nu}, \quad (11)
\]

where \( \overline{D}_\mu B^\mu = \overline{D}_\mu F^\mu = \overline{D}_\mu W_{\nu}^\mu = W_{\mu}^\mu = 0 \) (see Appendix C for details). Using the expressions for the kinematic variables in FLRW spacetime and the projections of \( \psi_v A_{\mu} \) it can be shown that the gauge transformation for the perturbations above are

\[
\phi \rightarrow \phi + \bar{A}, \quad (12) \\
B \rightarrow B + \bar{A}^\mu - \frac{2\bar{\Theta}}{3} A^\mu - A, \quad (13) \\
E \rightarrow E + A^\mu, \quad (14) \\
\psi \rightarrow \psi - \bar{A} \bar{\Theta} \equiv \psi - \frac{A}{3}, \quad (15)
\]

where we have decomposed \( A_\mu \) which is the spatial part of the vector field \( A^\mu \) as \( A_\mu = \overline{D}_\mu A^\mu + A^\mu_\mu \) [see Eq. (A1)]. For the vector sector we find

\[
B^\mu \rightarrow B^\mu + \bar{A}^\nu, \quad (16) \\
F^\mu \rightarrow F^\mu - A^\nu. \quad (17)
\]

Apart from the background slicing, in many cases, it is useful to define a \( 3 + 1 \) splitting also in the physical manifold. Thus, we introduce an arbitrary global time-like vector field \( v^\mu \). In principle this splitting is completely arbitrary, however, since we are interested in foliations “close” to the background slicing, we assume that \( v^\mu \) is such that \( \delta v_\mu \equiv v_\mu - \bar{v}_\mu \) is of the same order of \( \delta g_{\mu \nu} \). At first order the inverse metric perturbation is

\[
\delta g^{\mu \nu} = -\delta g_{\alpha \beta} \bar{g}^{\alpha \mu} \bar{g}^{\beta \nu}.
\]

Thus, the normalization of \( v_\mu \) requires that

\[
v_\mu \delta v^{\mu \nu} = -1 + 2 \delta v_\mu \bar{v}^\mu - 2 \phi = -1, \quad \Rightarrow \delta v_\mu \bar{v}^\mu = \phi. \quad (18)
\]

This result can be expressed as

\[
\delta v_\mu = -\phi \bar{v}_\mu - v_\mu, \quad (18)
\]

where we have defined the spatial projection of \( \delta v_\mu \) as \( v_\mu \equiv \bar{\gamma} [\delta v_\mu] \) Equation (13) shows us that it is the perturbation \( v_\mu \) that parametrize the freedom in the choice of the spatial hyper-surfaces in \( M \).

Even though this choice of spatial hyper-surface in \( M \) is arbitrary, one could argue that it would be reasonable to use the background slicing itself to foliate the physical space-time, i.e., to use the same vector field \( \bar{v}^\mu \) to define the foliation in \( M \). To use this vector field we must first normalize it with respect to the metric \( \bar{g}_{\mu \nu} \), which gives

\[
\frac{\bar{v}^\mu}{\sqrt{-\bar{g}_{\alpha \beta} \bar{g}^{\alpha \beta}}} \approx (1 - \phi) \bar{v}^\mu.
\]

One can easily see that this choice of spatial sectioning coincide with choosing \( v_\mu = 0 \) in Eq. (18). Then, in

\[\text{Footnote 7:} \text{It is more convenient to define the normal vector perturbation using its covariant form. Note that, by doing so, we have, at first order,}
\]

\[
\delta v_\mu = \bar{v}_\mu \delta g^{\mu \nu} + \delta v_\mu \bar{g}^{\mu \nu} = 2 \phi \bar{v}^\nu + B^\nu + \delta v_\mu \bar{g}^{\mu \nu}.
\]

Hence the contravariant version of its spatial projection will involve metric perturbations \( B^\mu \) explicitly, i.e., \( \bar{\gamma} [\delta v_\mu] = B^\mu + \nu^\mu \).
general, we can use the perturbation defined in Eq. (15) and set \( v_\mu = 0 \) to obtain the results in terms of the background foliation.

Notice that by choosing \( v_\mu = 0 \) we are in fact changing the nature of the perturbations as being mixed or pure tensors. Indeed, by attaching the physical foliation with respect to the background slicing, any pure tensor in \( M \) that depends on the vector field \( v^\mu \) automatically becomes a mixed tensor since \( v^\mu \) itself becomes dependent on background quantities. Thus, perturbations with \( v_\mu = 0 \) do not satisfy the SW Lemma. On the other hand, it becomes clear that pure perturbations has one extra variable with respect to mixed perturbations, which is precisely the quantity \( v_\mu \). In addition, keeping \( v_\mu \) arbitrary makes the perturbations to satisfy the SW Lemma.

We can further decompose the \( v_\mu \) [Eq. (A1)] as

\[
v_\mu = D_\mu v + V_\mu.
\]

Recalling its definition, i.e., \( v_\mu \equiv \tilde{\gamma} [v_\mu] - \tilde{\gamma} [\bar{v}_\mu] = \tilde{\gamma} [v_\mu] \), we see that under a gauge perturbation this object transforms as

\[
\begin{align*}
v_\mu &\rightarrow \tilde{\gamma} [v_\mu - L_A \bar{v}_\mu] = v_\mu + D_\mu A, \\
v &\rightarrow V + A, \\
V_\mu &\rightarrow V_\mu.
\end{align*}
\]

Equations (12–20) allow us to find the transformation rule for all kinematic variables. The first one we shall consider is the acceleration of the curves defined by \( v_\mu \) and it is easy to check that \( \delta a_\mu \) is GI, which is expected from SW Lemma. If, however, we had used the mixed perturbations \( (v_\mu = 0) \), \( \delta a_\mu \) would no longer be GI, i.e., the curves with tangent \( \bar{v}_\mu \) in the perturbed manifold would not be geodesics and its acceleration would depend on the gauge choice.

The Frobenius theorem guarantees that for a global foliation the field \( v_\mu \) must satisfy \( v_\mu \nabla_v v_\nu = 0 \). In Eq. (A11) of VFP we have shown that, at first order, this equation reduces to \( D_\mu (v_\nu v_\rho) = 0 \), i.e., the vector part of \( v_\mu \) is null (\( V_\mu = 0 \)). Notwithstanding, we will maintain \( V_\mu \), but with the warning that in this case the decomposition is not global. In other words, the commutator of the operators \( D_\mu \) will not define a global spatial curvature tensor.

The shear tensor can be calculated using the results of Appendix A of VFP. The pure version of the shear perturbation reads

\[
\begin{align*}
\delta \sigma_{\mu \nu} &= D_\mu (\bar{D}_\nu) (S + \bar{V}) \\
&\quad + D_\mu (S_\nu) + D_\mu (\bar{V}_\nu) + \bar{W}_{\mu \alpha} \bar{\sigma}_{\alpha \nu}, \\
S &\equiv \left( B - \bar{\xi} + \frac{2}{3} \bar{\sigma} \bar{\xi} \right), \quad S' \equiv B' + \bar{F}^\mu,
\end{align*}
\]

where the symbol \( \langle \rangle \) represents the projection to the symmetric traceless part of a tensor [Eq. (A2)].

One can readily obtain that when performing a gauge transformation,

\[
S \rightarrow S - A,
\]

so that the quantity \( S + \bar{V} \) is GI, which again is a result of the SW Lemma. Once more, for its mixed version, the scalar part of the shear perturbation becomes \( \delta \sigma_{\mu \nu} = D_\mu (\bar{D}_\nu) S \), which is not GI.

Besides the shear we need the expansion factor \( \Theta \) to describe the extrinsic curvature. This field when defined as a mixed perturbation gives,

\[
\delta \Theta = D^2 \bar{S} + \bar{\Theta}_\phi + 3 \dot{\psi},
\]

or when considered as a pure perturbation changes to

\[
\delta \bar{\Theta} = \delta \Theta + D^2 \bar{V}.
\]

It is worth to stress that for the expansion perturbation both forms are gauge dependent since its background value is non-trivial but the pure expansion perturbation is also foliation dependent.

To close the set of kinetic variables we calculate the perturbations of the traceless spatial Ricci tensor

\[
r_{\mu \nu} \equiv \mathcal{R}_{(\mu \nu)}, \quad \mathcal{R}_{(\mu \nu)} = r_{\mu \nu} + \frac{\mathcal{R}_{\gamma \mu \nu}}{3},
\]

which when defined through a pure tensor is naturally GI. Its pure perturbation is given by

\[
\begin{align*}
\delta \mathcal{R}_{\mu \nu} &= - D_\mu (\bar{D}_\nu) \left( \psi + \bar{\Theta} \right) \\
&\quad - \frac{2}{3} \bar{D}_\mu (\bar{V}_\nu) - (\bar{D}^2 - 2 \bar{K}) W_{\mu \nu}.
\end{align*}
\]

Once more we have the same situation. For an arbitrary foliation the perturbation for the traceless spatial Ricci is GI but with the caveat that we have introduced an arbitrary field \( v_\mu \).

Apart from tensor perturbations, it is also important to extend this formalism for scalar quantities. Since the

\[\text{avoid an excess of indexes. The map of our notation here with the VFP paper is}\]

\[
S \equiv \delta \sigma^s, \quad S_\mu \equiv \delta \sigma^s_\mu.
\]
FLRW metric is homogenous and isotropic, one can construct pure perturbations that will be GI by taking spatial gradients of the background fields. Consider for instance the scalar field $\varphi$. Its perturbations under a gauge transformation change as

$$\delta \varphi \rightarrow \delta \varphi - \mathcal{L}_A \dot{\varphi} = \delta \varphi - A \dot{\varphi},$$

where we are assuming that the background version of $\varphi$ is homogeneous in the hyper-surfaces. However, the gradient $D_\mu \varphi$ at first order is expressed as

$$D_\mu \varphi \approx v_\mu \dot{\varphi} + \overline{\nabla}_\mu \delta \varphi = \overline{\nabla}_\mu \left( \delta \varphi + V \dot{\varphi} \right) + \dot{\varphi} V_\mu$$  \hspace{1cm} (26)

Since $\overline{\nabla}_\mu \varphi = 0$, we have that $\delta (D_\mu \varphi) = D_\mu \delta \varphi$. Note that the particular combination $\delta \varphi + V \dot{\varphi}$ is GI. Furthermore, this pure perturbation compare spatial gradients defined in different spatial sections that causes the appearance of the foliation dependent field $\nu_\mu$.

This is another almost general rule, i.e., GI tensors constructed in the usual covariant approach will depend on the choice of spatial foliation. There are some few exceptions to this rule, such as the Weyl tensor or, at first order, its projections that defines its electric and magnetic parts.

In the case of scalar fields, it is possible to build gauge and foliation invariant tensors. Defining the tensor

$${\mathcal{M}}_{\mu \nu} \equiv D_\mu(D_\nu \varphi) - (\mathcal{L}_\nu \varphi) \sigma_{\mu \nu},$$

we obtain

$$\delta {\mathcal{M}}_{\mu \nu} = \overline{\nabla}_{(\mu} \delta \varphi - \dot{\varphi} \overline{\nabla}_{\nu)}.$$  \hspace{1cm} (27)

Note that the above perturbation is the derivative of a GI quantity that it is usually defined in the so called coordinate approach as the GI scalar perturbation associated with $\varphi$. Notwithstanding, we stress once again that all the above perturbed quantities were defined in a covariant manner and with no reference to any coordinate system.

To complete the set of variables, we consider the energy momentum tensor projections

$$T_{\mu \nu} = \dot{\rho} v_\mu v_\nu + 2 v_\mu \dot{\nu}_\nu + \dot{\rho} \gamma_{\mu \nu} + \Pi_{\mu \nu},$$  \hspace{1cm} (28)

where $\dot{\nu}_\mu \equiv -\gamma [T^\nu_{\mu} v^\nu]$ is the fluid flow of the energy momentum tensor, $\dot{\rho} \equiv T^\nu_{\mu} v_\mu v^\nu$ the energy density, $\gamma_{\mu \nu}$ the isotropic pressure and $\Pi_{\mu \nu} \equiv \gamma [T^\nu_{\mu \nu}]$ the anisotropic pressure spatial traceless tensor. All of them are defined with respect to the foliation defined by $v^\mu$.

We can define the gradients of the background quantities (see $\hspace{1cm}$) as

$$X_\mu \equiv \kappa D_\mu \dot{\rho}, \hspace{0.5cm} Y_\mu \equiv \kappa D_\mu \dot{p}, \hspace{0.5cm} Z_\mu \equiv D_\mu \dot{\Theta},$$  \hspace{1cm} (29)

where we have added the gradient of the expansion factor for completeness. Considering pure perturbations these gradients will be GI and, using Eq. $\hspace{1cm}$, we obtain at first order

$$\delta X_\mu = \kappa \overline{\nabla}_\mu (\delta \rho + V \delta \dot{p}), \hspace{0.5cm} \delta Y_\mu = \kappa \overline{\nabla}_\mu (\delta p + V \delta \dot{p}), \hspace{0.5cm} \delta Z_\mu = \overline{\nabla}_\mu \delta \dot{\Theta},$$  \hspace{1cm} (30)

where we have defined the following mixed perturbations

$$\delta \rho \equiv \rho - \rho \hat{\rho} \approx \delta \dot{p}, \hspace{0.5cm} \delta p \equiv p - \hat{p} \approx \delta \dot{p},$$  \hspace{1cm} (31)

with

$$\rho \equiv T^\mu_{\nu} v_\nu v^\mu, \hspace{0.5cm} p \equiv \frac{1}{3} T^\mu_{\nu} \gamma_{\nu \mu}, \hspace{0.5cm} \rho \hat{\rho}, \hspace{0.5cm} \hat{p} \approx p,$$  \hspace{1cm} (32)

and the field

$$\delta \dot{\Theta} = \delta \dot{\Theta} + V \overline{\nabla} \Theta.$$  \hspace{1cm} (33)

The vector field $q_\mu$ when defined as a pure perturbation will also be GI, it is easy to show that

$$\delta q_\mu \approx (\rho - \hat{\rho})(u_\mu - \nu_\mu),$$  \hspace{1cm} (34)

where

$$u_\mu \equiv \frac{\gamma [T^\nu_{\mu} v_\nu]}{\rho + p}, \hspace{0.5cm} u_\mu = \overline{\nabla}_\mu U + U_\mu, \hspace{0.5cm} \overline{\nabla}_\mu U^\mu = 0.$$  \hspace{1cm} (35)

This vector field has a simple interpretation. The quantity $(1 - \phi) \nu_\mu + u_\mu$ is, at first order, a timelike eigenvector of $T^\nu_{\mu} \gamma_{\nu \mu}$. Thus, in the fluid frame, $q_\mu = 0$ and $u_\mu = u_\mu$. Once more we identify the explicit dependency of pure perturbations on the choice of hyper-surface. It also shows that it is the additional degree of freedom introduced by an arbitrary choice of hyper-surface in $M$ that makes the variables GI.

When working with pure perturbations, one usually chooses the hyper-surface using a physical criteria. For example, one can choose a frame in which there is no particle or energy flux (see $\hspace{1cm}$). In the latter case, the field $\nu_\mu = u_\mu$ describes a physical property of the system which fixes the extra variable associated with the physical foliation in $M$.

It is possible to mimic this scenario using mixed tensors and gauge dependent variables. Initially we have the situation where these variables are defined in the background induced frame, which, at this point, is arbitrary. We also have the projected physical hyper-surface vector field discussed above, which is a mixed tensor, described by Eq. $\hspace{1cm}$, i.e., $\nu_\mu \equiv \gamma [v_\mu]$. Now, performing a gauge transformation all these variables changes, but it also changes the background induced hyper-surface where they are defined. In Table $\hspace{1cm}$ we compare the expressions of the kinematic and matter variables $\hspace{1cm}$.
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The first important point is that pure tensors have in general (for the vector and tensor quantities) an additional vector mode. This happens because the background normal vector field is hyper-surface orthogonal but \( v_\mu \) is not, i.e., it does not necessarily define a global foliation.

Let us for instance consider the case when \( v_\mu \) is indeed hyper-surface orthogonal. In this case \( V_\mu = 0 \) and any choice of hyper-surface in \( M \) can be reproduced by a gauge choice \( A = -V \). There are two hyper-surfaces defined in \( M \), the induced background \( \Sigma \) and the physically defined \( \Sigma \). Performing a gauge transformation, we change the diffeomorphism between \( M_{bg} \) and \( M \), which also changes the background foliation \( \Sigma \). Thus, given a physically defined hyper-surface \( \Sigma \) we can always make a gauge transformation to obtain \( \Sigma = \Sigma \). Note, however, that even with this choice of gauge the mixed tensor perturbations would not be gauge invariant. Any further gauge transformation would change all quantities and make \( \Sigma \neq \Sigma \). On the other hand, if \( v_\mu \) is not hyper-surface orthogonal we can still choose \( A = -V \) but then the vector mode variables will differ while the scalar modes remains equal.

The above discussion shows that, concerning scalar perturbations, the freedom in choosing a specific foliation in the GI covariant formalism is equivalent to choose a gauge in the Bardeen approach. Accordingly, both situations suffer from the same difficulties. For instance, in a geodesic foliation we have \( a_\mu \approx D_{(\mu} (V - \phi) = 0 \), but this condition does not fix completely the hyper-surfaces.

For any other choice of \( V + f \) such that \( \dot{f} = 0 \) we would still have \( \delta a_\mu = 0 \). This is exactly the problem with the synchronous gauge, which generates the same unphysical modes in the solutions.

Concluding, it is equivalent to work with the GI covariant formalism with a fixed choice of foliation or with the gauge dependent formalism with a fixed gauge. The only advantage of the former was the maintenance of its covariance. However, since we have constructed a fully covariant formalism to describe the metric perturbations, both methods become equivalent. Besides, when one needs to go beyond a Friedmann background metric, it is not clear what tensors are GI. Hence, for a general background, our method proves to be straightforward in obtaining covariant perturbations.

### IV. GAUGE AND FOLIATION INVARIANT VARIABLES

In the last section we have shown that pure or mixed perturbations are respectively foliation and gauge dependent. This analysis was based in first order expansion of kinematic quantities. In this section we shall construct exact tensors that in first order reduce to the usual Bardeen’s potentials, i.e., reduce to \( \Phi \) and \( \Psi \). There are two possible ways: we can start with mixed tensors which are gauge dependent and combine them to obtain first order GI quantities or we can begin with pure tensors which are already GI and look for foliation independent combinations. Both methods arrive at the same variables which means that Bardeen GI variables are not just GI but are also independent of the choice of the foliation.

Let us consider first the potential \( \Psi \). Its common definition is

\[ \Psi \equiv \psi - \frac{\bar{\Theta}}{3} S. \]  

Looking at Table I we immediately see that \( \psi \) appears in \( \bar{\mu} \) and \( S \) in \( \sigma_{\mu \nu} \). Thus, an obvious choice is

\[ T_{\mu \nu} = -\bar{\mu}_{\nu} - \frac{\bar{\Theta}}{3} \sigma_{\mu \nu}, \]

It is straightforward to calculate that at first order \( T_{\mu \nu} \) reads

\[ \delta T_{\mu \nu} = D_{(\mu} D_{\nu)} \psi + (D^2 - 2\mathcal{K}) W_{\mu \nu} - \frac{\bar{\Theta}}{3} (D_{(\mu} S_{\nu)} + \bar{W}_{\mu \nu}) \]

Therefore, at first order, \( T_{\mu \nu} \) depends only on gauge invariant variables and its scalar mode is just the Bardeen potential \( \Psi \). Note also that using mixed or pure tensors results in the same expression for \( \delta T_{\mu \nu} \), which means that this variable is GI and foliation invariant.

To define the next Bardeen potential \( \Phi \) defined by

\[ \Phi \equiv \phi + \bar{S}, \]
we introduce the following tensor
\[ a_{\mu\nu} = D_{(\mu} a_{\nu)} + a_{(\mu} a_{\nu)}, \]
\[ \delta a_{\mu\nu} = \overline{D}_{(\mu} \overline{D}_{\nu)} (\dot{\psi} - \phi) + \overline{D}_{(\mu} \overline{V}_{\nu)}, \]
where the term \( a_{(\mu} a_{\nu)} \) was included for later convenience even though being of second order it does not alter the first order perturbation. The desired tensor is
\[ \mathcal{J}_{\mu\nu} \equiv (L_\nu \sigma)_{(\mu\nu)} - a_{\mu\nu}, \]
where \((L_\nu \sigma)_{(\mu\nu)}\) means that one has to first take the Lie derivative and then apply the projector. Its perturbation reads
\[ \delta \mathcal{J}_{\mu\nu} = \overline{D}_{(\mu} \overline{D}_{\nu)} \Phi + \overline{D}_{\nu} S_{\mu} + \overline{W}_{\mu} \alpha_{\gamma\alpha\nu} + \frac{2\overline{\Theta}}{3} \overline{W}_{\mu} \alpha_{\gamma\alpha\nu}, \]
whose scalar mode gives the usual GI potential \( \Phi \) but defined in a covariant manner. This tensor share the same properties of \( T_{\mu\nu} \), i.e., at first order it is gauge and foliation independent.

The two tensors defined above in Eqs. \( \ref{36} \) and \( \ref{40} \) are closely related to the electric part of the Weyl tensor \( E_{\mu\nu} = W_{\mu\nu} \alpha^\alpha \alpha^\nu \). In terms of the kinetic variables we have
\[ E_{\mu\nu} = \frac{1}{2} \left( \Theta \sigma_{\mu\nu} - (L_\nu \sigma)_{(\mu\nu)} + r_{\mu\nu} + \alpha_{\mu\nu} \right), \]
\[ = -\frac{1}{2} (T_{\mu\nu} + \mathcal{J}_{\mu\nu}). \]

Thus these gauge and hyper-surface invariant variables naturally appears as parts of the Weyl tensor. In fact, this should have already been expected since the Weyl tensor is null in the Friedmann background and different from the other examples it does not depend on the choice of foliation in \( M \). Its electrical part however could depend on the foliation but since the background Weyl tensor is null at first order \( E_{\mu\nu} \) will also not depend on the choice of foliation, i.e.,
\[ \text{scalar part of } (\delta E_{\mu\nu}) = -\overline{D}_{(\mu} \overline{D}_{\nu)} \frac{1}{2} (\Phi + \Psi). \]

To obtain the GI perturbation associated with the expansion factor we define the tensor
\[ U_{\mu\nu} \equiv 3(L_\nu T)_{(\mu\nu)} + \Theta \mathcal{J}_{\mu\nu}, \]
\[ = -3(L_\nu T)_{(\mu\nu)} - (L_\nu \Theta) \sigma_{\mu\nu} - \alpha_{\mu\nu}, \]
which at first order gives
\[ \delta U_{\mu\nu} = \overline{D}_{(\mu} \overline{D}_{\nu)} \Xi, \quad \Xi \equiv 3\overline{\Psi} + \overline{\Theta} \Phi = \delta \Theta - \overline{D}^2 \mathcal{S} - \overline{\Theta} \mathcal{S}. \]

In the same manner as the previous quantities, this perturbation is also gauge and foliation invariant.

In the above reasoning we have constructed three gauge and foliation invariant variables \( \Phi, \Psi \) and \( \Xi \) that are related respectively to the acceleration of \( v^\mu \), the spatial Ricci tensor and expansion factor. These variables were made GI by combining them with the shear tensor.

We should stress that we could have alternatively built them directly from the mixed perturbations and hence without referring to a second spatial foliation in \( M \).

In this case, these variables have simpler meaning when compared with their pure versions. By using the mixed perturbations we are comparing tensors that are defined in the same spatial sectioning but with different metrics.

On the other hand, when dealing with pure perturbations we are comparing tensors defined with respect to the \( v^\mu \) foliation with those defined with respect to the \( \bar{v}^\mu \) background foliation. As a consequence, it appears an additional term in these perturbations and the shear perturbation is given by Eq. \( \ref{22} \). The presence of the field \( V \) comes from the fact that we are comparing tensors in different hyper-surfaces.

In the gravitational sector, there are only two variables that are simultaneously gauge and foliation invariant. The \( \Phi \) and \( \Psi \) potentials are sufficient to describe the evolution of the perturbations and there is no need to deal with the additional degree of freedom coming from \( \psi_{\mu} \). Notwithstanding, the usual covariant approach formulation demands for consistency the inclusion of \( \psi_{\mu} \) which from this point of view seems unnecessary.

In summary, the usual covariant approach introduces an a priori arbitrary foliation described by \( V \) and uses it to build GI quantities. In contrast, the Bardeen approach uses the shear potential \( S \) to construct the GI quantities and has the advantage of not introducing an additional degree of freedom to the system.

For the matter sector, its own degrees of freedom can be used to defined a physically motivated notion of spatial hyper-surfaces and consequently \( V \). For example, in the case of a perturbed perfect fluid we can define the vector normal to the spatial sectioning as the timelike eigenvector of the energy momentum tensor which fix \( V = U \) and defines a natural choice for \( \psi_{\mu} \). However, it is worth emphasizing that there is nothing special about this choice of foliation. Alternatively, we could as well have defined the spatial sectioning by requiring the GI acceleration vector field \( a_{\mu} \) to be null. Thus, even though \( \psi_{\mu} \) could be viewed as dynamically superfluous, its importance relies in the possibility to use physically relevant choices of spatial sectioning.

V. COMPARISON BETWEEN THE TWO METHODS

Usually the gauge issue is seen as the result of introducing a background manifold, as an absolute object.
to the problem in hand. While this is true, one can trace back what are the principles which led to this construction. First, one states the physical problem by describing it with a metric manifold and a matter content. At this point all the description is invariant under diffeomorphisms. The next and key step is to assume that the physical system can be approximate by a fiducial and hopefully simpler model. For example, in the usual covariant approach, one states that some kinetic variables are “small” for a given choice of hypersurfaces. So, in this approximation, it is necessary to introduce a foliation and then assume special characteristics for the kinetic tensors. However, their “smallness” is for certain hypersurfaces. Clearly, there is no way to guarantee this property for a generic choice of foliation. Notwithstanding, given a initial hypersurface where the smallness assumption is valid, one can always find other hypersurfaces in which the same assumption still holds. These other hypersurfaces can be related to the first one by a diffeomorphism. Such diffeomorphism should be applied only to the hypersurface, to describe the change in the foliation.

More precisely, given only the physical quantities, one introduces the hypersurface choice by defining a normal vector field \( n^\mu \). Using this field one obtains all kinetic variables as functions of the metric and their covariant derived objects. For example, the extrinsic curvature is a complicated function of \( n^\mu \), i.e., \( K(n,g)_\mu \nu \). However, by Proposition 8.3.13 of [27], a hypersurface expressed by \( n^\mu \) and another one defined by \( s^\mu \) are diffeomorphic. Hence, the change of hypersurfaces can be implemented by an exponential map \( s^\mu = \exp(\mathcal{L}_A)n^\mu \), which at first order changes \( n^\mu \) as \( n^\mu \rightarrow n^\mu + \mathcal{L}_A n^\mu \), for an arbitrary but small vector field \( A^\mu \). Hence, when one changes the hypersurface, all objects in \( K_{\mu \nu} \) but \( n^\mu \) are kept fixed, whereas \( n^\mu \) can be seen as being transformed by a diffeomorphism.

This is exactly what happens when one uses the background foliation to build the mixed kinetic variables, \( K(\bar{v}, g)_{\mu \nu} \), where \( \bar{v} \) is the normal vector field used to define the background foliation. Note that, as discussed in Sec. 11 any change in the mapping of the background quantities into the physical manifold will change all the background quantities, and of course the normal vector \( \bar{v}^\mu \), and keep fixed all physical quantities (remember that the subsequent coordinate transformation introduced to complete what we defined as a gauge transformation was just a matter of convenience in order to reverse this situation). This change in the mapping can also be seen as a diffeomorphism acting only on \( \bar{v}^\mu \). Hence this shows that both \( K(n,g)_{\mu \nu} \) and \( K(\bar{v}, g)_{\mu \nu} \) have exactly the same transformation rule when one changes the spatial sectioning and the gauge, respectively. It is worth emphasizing that the analogy between the gauge and the hypersurface freedom is not only a coincidence at first order but a general result valid at any order and for any background.

Note, however, that gauge transformations and changes of foliation are two physically distinct operations. Their equivalence is restrict only to the situation described above in the cosmological perturbation scenario.

This reasoning show us that one a gauge issue is automatically created when one introduces the approximation hypothesis through a choice of hypersurfaces, i.e., the freedom in choosing the hypersurfaces among all possibilities in which the approximation is valid. It is clear that, an arbitrary choice of hypersurface is always possible and this by itself is not connected to the gauge issue. It is only when it is used to implement the perturbative hypothesis that it creates a gauge problem. We thus argue that the gauge freedom is a natural ingredient of the perturbative approach, independently of an eventual explicit introduction of a background manifold.

It is instructive to summarize the discussion above before going further in the higher order issues. The usual covariant analysis can be described as follows:

1. Assume that, for a given special foliation defined by a vector field \( n^\mu \), some kinetic tensors and projected matter tensors are first or zero order.

2. Linearize the equations of motion by removing all second and higher order terms.

3. Use the SW Lemma to obtain gauge invariant (GI) variables. This is done by manipulating the kinetic variables (applying spatial gradients, removing traces, etc), to define a complete set of gauge invariant tensors and equations of motion to express the physical problem at hand.

The steps above completely remove the gauge ambiguity from the problem. They also avoid the explicit introduction of a background metric and the zero-plus-first-order splitting. Nonetheless, as we can see in Table 11 the GI variables used in this context are not foliation invariant. Hence, one must solve this ambiguity by choosing a hypersurface before solving the system. Consequently, the procedure above removes the gauge ambiguity of the problem, but does not address the hypersurface problem.

The coordinate approach of the metric perturbation, on the other hand, follows the steps:

1. Define a background metric and a matter content within a given coordinate system.

2. Write explicitly the metric and matter perturbations as the difference between the physical objects and their background counterparts.

3. Choose a spatial sectioning in the physical manifold to describe the kinetic variables.

4. Solve the gauge issue by applying one of two different approaches:

---

11 Here we are assuming that the hypersurfaces are smooth Cauchy surfaces.
• Make a gauge choice for the perturbations such that the gauge ambiguity is completely (and hopefully) solved.

• Find combinations between perturbation variables which are gauge invariant.

5. Expresses every equation in terms of the perturbations disregarding any second-order terms.

This method starts with a choice of coordinate system adapted to the background metric and, as such, implicitly specifies the background foliation. After introducing a spatial section in the physical manifold, one obtains a set of tensor components describing this hypersurface in a coordinate system adapted to the background foliation. If one chooses to fix the gauge, one should elect some perturbations to have specific values. This choice often involves perturbations related to the choice of hypersurface. Otherwise, one finds the GI combination of perturbations, which again involves (but not necessarily) hypersurface dependent quantities. In the end, the system is given by a combination of choices of the coordinate system, hypersurfaces, and a gauge choice or GI combinations. The high number of different ingredients makes the problem cumbersome, but straightforward to make calculations. This method has potentially the two ambiguities, gauge and foliation, convoluted in the system.

In the two methods described above the spatial sectioning ambiguity is not handled. In both cases, the foliation is defined at the beginning. In the second approach, one may also use the background foliation, as it was done in the review [34].

In the present paper, we have outlined how to deal with the two problems as:

1. Define the background geometry covariantly. In the case of a FLRW metric, one should include the definition of the time-like vector field $\bar{v}^\mu$ characterizing the preferred homogeneous and isotropic foliation.

2. Map the background geometry in the physical manifold and define perturbations as the differences between the physical and the background tensors. Additionally, define mixed tensors by using the background foliation $\bar{v}^\mu$ to express the kinetic variables.

3. Find the mixed tensor combinations which provide the GI variables.

4. Write the equations of motion in terms of these GI variables.

The above procedure provides a coordinate and gauge free approach to the perturbations. Since the gauge freedom and foliation ambiguity have the same transformation rule, as we have shown above (as a mixed tensor combination $Q(\bar{v}, g)$ transforms under a gauge transformation in the same way as $Q(n, g)$ transforms under a change in the foliation $n$, then if the mixed tensor combination $Q(\bar{v}, g)$ is gauge invariant it will also be foliation independent), any GI variable found at any order will be also foliation invariant. Therefore, this method provides a straightforward way to obtain gauge and foliation invariant quantities in a covariant fashion.

The higher order approaches for the cosmological perturbations are mostly based on the usual covariant approach. They take advantage of the SW Lemma to define, in a systematic way, higher order GI variables. However, this method does not address the foliation dependency of the perturbations, leading to a system where this ambiguity is resolved like the original gauge problem, i.e., by introducing arbitrary hypersurfaces. For this reason, we argue that the method presented in this paper is more suitable to deal with these issues. It has the advantage of being covariant, independent of any particular choice of foliation, and any GI variable obtained from it will also be foliation independent at any order. However, since the mixed tensors do not satisfy the SW Lemma, to our knowledge there is still no systematic way to obtain GI variables at arbitrary higher order perturbative level.

VI. CONCLUSIONS

The purpose of this work was to discuss the cosmological perturbation scenario, and to present some new improvements in the formalism. Usually, the Bardeen approach is viewed as coordinate dependent, even though gauge invariant variables can be defined in the formalism. This coordinate dependence seems to weaken the treatment, specially when one goes to higher order perturbations. Here, as an effort to adapt it, we have presented the Bardeen approach in a complete covariant way.

In the process of building a covariant Bardeen approach, a crucial difference in how to define the perturbed variables appeared. In order to deal with this situation, we proposed a new classification of tensors in terms of the fundamental objects used in their definitions. Pure tensors are formed by objects defined with respect to a single manifold, while mixed tensors combine objects coming from two different manifolds, i.e., they mix background and physical tensors.

The other well known covariant approach defines the cosmological perturbations in a foliation dependent way. The equivalence of the Bardeen and the so-called covariant approach has been established in the past but it is common to find authors advocating in favor of one or the other. Therefore, it seemed appropriate to compare both formalism in the light of our new language. We have shown that, apart from their dynamical equivalence, they possess complementary indeterminacies. The Bardeen approach has the usual gauge dependence, while in the covariant formalism it appears a dependence on the space-like hyper-surfaces one uses to perform the space-time foliation. We have shown how these dependencies can be one-to-one mapped to each other. This is evident from inspection of Table I.
The natural question that appears is whether there is a variable that is simultaneously foliation and gauge invariant. The answer is affirmative and, using Table 1, we have presented a general way to construct full non-linear tensors that, at first order, are simultaneously foliation and gauge invariant. They are shown in Eqs. (36,40,43). Their scalar parts correspond exactly to the Bardeen potentials, hence, showing that these potentials are a particular combination that at first order are not only gauge invariant, as it is well known, but also foliation independent.

Hence, the new results of our paper can be summarized as follows:

1. Formulation of Bardeen’s approach in a completely covariant manner
2. A new classification of tensors in perturbation theory: pure and mixed tensors.
3. The construction of table 1, where the relationship between the indeterminacies of the covariant and Bardeen approaches are clearly shown.
4. The construction of full non-linear tensors that at first order are simultaneously foliation and gauge invariant, exhibited in Eqs. (36,40,43).

These four results were presented in a logical order where one step cannot be taken without the preceding one.

We expect that the above results can be useful in the examination of more involved problems. For instance, stimulated by the dark energy problem, there has been recently several attempts to construct a robust perturbative formalism to describe metric perturbations. In particular, the possibility of a significant back-reaction contribution due to the formation of non-linear structures in small scales has raised some doubts about the validity of first order perturbations in the standard cosmological model. In order to address these issues, it is crucial to control the gauge and foliation dependency of the perturbed variables. As we will show elsewhere, our formalism is adequate to describe first order perturbations along a FLRW background, and to analyze the necessary conditions for the validity of the first order cosmological perturbations.
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Appendix A: Scalar, Vector and Tensor Decomposition

Given a foliation defined by a global timelike vector field $\nu_\mu$ and the spatial covariant derivative $\nabla_\mu$, we define the Laplace-Beltrami operator as $\Delta^2 \equiv \gamma^\mu_\nu \nabla_\mu \nabla_\nu$. Depending on the details of the spatial foliation and the class of functions that we are working with this operator can have a unique inverse (see [26]). Assuming that this is the case, we can decompose any spatial vector field $A_\mu$, first we define $\Delta^2 A^\nu = \nabla_\mu A^\nu$, using the unique inverse of $\Delta^2$ we, then, define $A^\nu = A_\mu - \nabla_\mu \gamma^{-2} \nabla_\nu A_\nu$ such that $\nabla_\mu A^\nu = 0$ and, therefore,

$$A_\mu = \nabla_\mu A^\nu + A^\nu_\mu.$$  

(A1)

To decompose a second order spatial tensor we first introduced the spatial symmetric trace-less symbol,

$$T_{\mu\nu} = \gamma [T_{\mu\nu}] - \frac{\gamma_{\mu\nu\alpha\beta} \gamma^{\alpha\beta}}{3}.$$  

(A2)

When acting on a spatial second derivative of a scalar field it can be written as

$$A_{\mu\nu} = \left( \nabla_\mu \nabla_\nu - \frac{\gamma_{\mu\nu\alpha\beta} \nabla^2}{3} \right) A,$$  

(A3)

where the double divergence of the expression above gives

$$\nabla_\mu \nabla_\nu A_{\mu\nu} = \left( 2\nabla_\mu^2 + R_{\mu\nu} \nabla_\mu \nabla_\nu + D^\rho R_{\mu\nu} \nabla_\rho \right) A,$$  

for a FLRW background we can use the form of the spatial Ricci tensor [Eq. (7)] to write it as

$$\nabla_\mu \nabla_\nu A_{\mu\nu} = \frac{2\nabla_\mu^2 + 3 \nabla^2}{3} (\nabla^2 + 3\nabla) A.$$  

(A4)

The equation above inspire us to define

$$\Delta^2 K \equiv \Delta^2 + \frac{3}{2} \Delta^{-2} (R_{\mu\nu} \nabla_\mu \nabla_\nu + D^\rho R_{\mu\nu} D_\rho) \nabla^2$$  

(A5)

so that, in general,

$$\nabla_\mu \nabla_\nu A_{\mu\nu} = \frac{2}{3} \nabla^2 \nabla^2 K A.$$  

(A6)

Assuming now that both $\Delta^2$ and $\Delta^2 K$ operators have unique inverse we can write the double divergence of an arbitrary spatial second order tensor $A_{\mu\nu}$ as

$$\nabla_\mu \nabla_\nu A_{\mu\nu} = \nabla^2 \nabla^2 K A,$$  

(A7)

this shows that the tensor

$$B_{\mu\nu} = A_{\mu\nu} - \nabla_\mu \nabla_\nu \Delta^2 K^{-2} \nabla_\alpha \nabla_\beta A^{(\alpha\beta)}.$$  

(A8)

has null double divergence. Then, clearly $\nabla_\mu B^{\mu\nu}$ is a divergenceless spatial vector. To extract this vector we
Taking the single divergence of the tensor above we obtain
\[ D^\mu H_{\mu\nu} = D^\mu A^\nu_{\mu\nu}, \]  
(A12)

where we defined the operator
\[ \bar{D}^\mu_{\nu} = \left( D^\mu \bar{R} + R_{(\mu\nu)} D^\nu \right) F^{\nu}, \]  
(A9)

Finally, if the operator \( \bar{D}^\mu_{\nu} \) has a unique inverse we define the tensor
\[ E_{\mu\nu} = B_{\mu\nu} - H_{\mu\nu}, \]  
(A14)

which the divergence is given by
\[ \bar{D}_\mu E^{\mu\nu} = \bar{D}_\mu B^{\mu\nu} - \bar{D}^2_{\mu\nu} F_{\nu}, \]

using the unique inverse we choose \( F_{\nu} = \bar{D}^{-2} \gamma_{\alpha\beta} \bar{D}_{\alpha\beta} \), which results in \( \bar{D}_\mu E^{\mu\nu} = 0 \).

We impose that the background is FLRW the operator \( \bar{D}^2_{\mu\nu} \) is simply
\[ \bar{D}^2_{\mu\nu} = \gamma_{\mu\nu} \left( \bar{D}^2 + 2\bar{R} \right), \]  
(A15)

and the second order tensor \( H_{\mu\nu} = \bar{D}_{\mu\nu} \).

Thus, in general we can decompose a second order tensor \( A_{(\mu\nu)} \) as
\[ A_{(\mu\nu)} = \bar{D}_{(\mu\nu)} \left( A^s + F^{\text{disp}} \right) + \bar{D}_{(\mu\nu)} + E_{\mu\nu}, \]  
(A16)

where \( \bar{D}_\mu F^{\mu\nu} = 0 = \bar{D}_\mu F^{\mu\nu} \).
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