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1 Introduction

In 1934 G. Birkhoff investigated the combinatorial structure of \( p \)-groups and their subgroups. More precisely he studied the category \( S(A) \) which objects are pairs \((Z, Z')\), where \( Z \) is a finitely generated module over \( \mathbb{Z}_{p^n} \) and \( Z' \) is a submodule of \( Z \). For \( n \leq 5 \) he was able to solve the problem completely, in contrast to the case \( n = 6 \), which is still waiting for a proper treatment.

The problem becomes even more interesting if we replace \( \mathbb{Z}_{p^n} \) by other uniserial rings, in particular by the algebras \( A = k[x]/(x^n) \), where \( k \) is a field. Then the submodule category \( S(A) \), which will be further called \( S(n) \), is just the category of finite-dimensional vector spaces over \( k \) endowed with nilpotent operators of nilpotency degree bounded by \( n \) and invariant subspaces.

The categories \( S(n) \) were studied quite intensively recently. D. Simson determined the representation type of \( S(n) \), dependently on \( n \) \cite{Simson}. In fact, he solved the problem of the representation type not only for submodule categories, but more generally, for the categories of chains of submodules of arbitrary lengths. His solution, to some extend, is similar to that in the original situation. More precisely, if \( n \leq 5 \) (respectively, \( n \geq 7 \)) the submodule category \( S(n) \) is representation finite (respectively, wild) and for \( n = 6 \) it is tame (see also \cite{Dowbor}). The further essential progress concerning the categories \( S(n) \) was done by C. M. Ringel and M. Schmidmeier in \cite{Ringel} (see also \cite{Dowbor, Simson, Schmidmeier}). They described in detail the structure of \( S(n) \) in the most interesting case \( n = 6 \), showing that the Auslander-Reiten quiver of \( S(6) \) consists only of \( \mathbb{P}^1(k) \)-families of tubes.

A basic role in understanding the structure of the \( S(n) \)'s, in \cite{Dowbor} is played by the categories \( S(\bar{n}) \), which are the \( \mathbb{Z} \)-graded variants of the \( S(n) \)'s. It occurs that the natural covering functors \( F_n : S(\bar{n}) \to S(n) \), defined by forgetting the grading, have nice properties, in particular, they are dense provided \( n \leq 6 \). An elegant description of the structure of \( S(6) \) is based just on this fact and refers to the shape of a fundamental domain \( D \) in \( S(6) \) (more precisely in its Auslander-Reiten quiver) with respect to the action of the group \( \mathbb{Z} \) given by shift of the grading. \( D \) is a disjoint union of \( \mathbb{P}^1(k) \)-families of tubes each of them of tubular type \((2, 3, 6)\). It is proved that the functor \( F_6 \) yields a bijection between the sets of isoclasses of all objects from \( D \) and of isoclasses of all indecomposable objects from \( S(6) \).

Using completely different methods in \cite{Dowbor} it was shown that the stable category of \( S(\bar{n}) \) is equivalent to the stable category of vector bundles over a weighted projective line of weight type \((2, 3, n)\) in the sense of \cite{Buch}. Here the notion of a stable category of vector bundles means that in the category of vector bundles we factor out the ideal of all morphisms which factor through finite direct sums of line bundles. The investigation of such categories and their connections to categories of nilpotent operators with chains of invariant submodules was continued in \cite{Dowbor2} and \cite{Dowbor3}.

The main aim of this paper is to determine the dimension vectors of the indecomposable objects in \( S(6) \), with a particular focus on the exceptional ones. We consider these objects as representations over a certain algebra \( R \) given by a quiver with relations (for the precise definition of \( R \) see Section 2.1). In fact, \( R \) is the universal cover of the \( 2 \times 2 \) triangular matrix algebra \( T_2(k[x]/(x^6)) \) and it admits a natural action of the group \( \mathbb{Z} \) such that the induced action on the category \( \text{mod}(R) \) of finite dimensional right \( R \)-modules by restriction to \( S(6) \) coincides with the \( \mathbb{Z} \)-action mentioned before. Notice that in contrast to objects belonging to homogeneous tubes (all of them clearly admit non-trivial selfextensions),
the general problem of determining the dimension vectors was not solved in [23]. Recall that an object $X$ in an abelian $k$-category is called exceptional if $\text{End}(X)$ is a skew field (in case $k$ is algebraically closed this means that $\text{End}(X) = k$, if $\text{End}(X)$ is finite dimensional) and $\text{Ext}^n(X,X) = 0$, for all $n \geq 1$. By general facts the exceptional objects are uniquely determined by their dimension vectors, so their knowledge is useful. The description of these dimension vectors, given in Theorem 2.3, is expressed in terms of certain matrices which are basically obtained from the tubular mutations in the sense of [14, 16, 17]. These functors were introduced there in order to classify the indecomposable sheaves over a tubular weighted projective line.

A crucial point in the proof of our result is played by an explicit realization of a certain tubular algebra $\Lambda$ which was introduced in [23]. This algebra is a subcategory of $R$, if both, $\Lambda$ and $R$, are regarded as $k$-categories; hence, all modules over $\Lambda$ can be treated as modules over $R$. Moreover, $\Lambda$ has the property that all indecomposable objects of the fundamental domain $D$ for $S(6)$, with the exception of those in a certain rank-6 tube, under the canonical restriction belong to the category mod($\Lambda$) of finite dimensional right $\Lambda$-modules. We find a concrete tilting object $T$ in the category coh($X$) of coherent sheaves over a weighted projective line $X$ of type $(2, 3, 6)$ such that its endomorphism algebra $\text{End}(T)$ is isomorphic to $\Lambda$. The tilting sheaf $T$ is given as a direct sum of some vector bundles of rank smaller than or equal to 6 and the proof of the realization above is mainly K-theoretical. Then using the equivalence of the bounded derived categories $D^b\text{coh}(X) \simeq D^b\text{mod}(\Lambda)$ we can adopt the techniques of tubular mutations and telescopic functors in a similar way as in the case of canonical algebras of tubular type [3, 4, 17, 18]. We stress the fact that the proposed method of finding a tilting object in the category coh($X$) is quite general and can be used for tilting realizations for other concealed-canonical algebras. We intend to study further tubular cases related to problems of chains of submodules in a forthcoming paper.

As a byproduct of our tilting theory approach we obtain that for all indecomposable objects in $S(6)$, except of the members of some very special tubes, the linear structure maps are monomorphisms or epimorphisms. This is an important result which is used in further considerations.

In this paper we will also study the interval multiplicities for the indecomposable $\Lambda$-modules and objects of $S(6)$. Recall that an indecomposable module over a linear quiver is given by an interval of the vertex set where the chosen vector spaces for all points of this interval are $k$ and the chosen linear maps for the arrows are identities. We use this for a convenient description of the finite dimensional modules over the algebra $\Lambda$ and the related algebra $R$. Note that $R$ treated as a $k$-category contains two disjoint copies of a category $\tilde{A}$, whose ordinary quiver is the infinite equioriented linear quiver with vertex set $Z$, such that each object of $R$ belongs to some of them. Applying these ideas we will in 2.7 define for a module $M$ in mod($R$) the interval multiplicity vector $m(M)$, which is a much finer invariant than the dimension vector of $M$ and it is useful in order to describe the possibly simplest matrix representation for $M$.

The second main result of this paper is the determination of the interval multiplicities for indecomposable objects in $S(6)$ (Theorem 2.8). In order to do so we introduce the concept of abstract mono-epi types and representations belonging to them. We study these notions for uniserial path algebras and their quotients, and finally for the algebra $\Lambda$. Moreover, we give also a description of so called strict types in terms of the sections in the Auslander-Reiten quivers of the considered algebras and recognize the interval decompositions in case of the two distinguished types arising by means of our tilting procedure.
The results above will be used in a forthcoming joint paper with M. Schmidmeier [5] in order to show that all exceptional objects in \( \mathcal{S}(\tilde{6}) \) can be exhibited by matrices having as coefficients only 0 and 1, a result which is related to work of P. Gabriel on Dynkin quivers [6], C. M. Ringel on path algebras of finite quivers without oriented cycles [20] and also our work on canonical algebras [13, 18] and [4].

The paper is organized as follows. In Section 2 we introduce the notions and notations, which are necessary to present our main results, Theorem 2.3 and Theorem 2.8. There also some facts following from these theorems are formulated (Corollaries 2.5 and 2.9). Section 3 is devoted to the proof of Theorem 3.6 on the realization of the tubular algebra \( \Lambda \) as an endomorphism algebra of a concrete tilting sheaf over a weighted projective line \( \mathbb{X} \). In particular, we show that \( \Lambda \) is isomorphic to the endomorphism algebra of a tilting bundle with the prescribed rank vector, if these two algebras have the same Cartan matrices (Proposition 3.9). In Section 4, the comparison result (Theorem 4.1) and its consequence (Proposition 4.6), which yields a description of the quasi-simple exceptional objects from \( \mathcal{D} \) in terms of sheaves, are formulated. We also prove Theorem 2.3, applying the previous result, and perform a detail discussion of the mono-epi property for indecomposable \( \Lambda \)-modules with suitable slopes (Propositions 4.10 and 4.12, Corollary 4.14). Section 5 contains a systematic survey of basic facts concerning the notion of mono-epi types for the case of uniserial path algebras and their factors (Lemma 5.3, Proposition 5.4), which ends up with the classification result (Theorem 5.7). They are adopted to the context of \( \tilde{A} \) (Proposition 5.9) and next applied in the situation of some special types (Proposition 5.11). The considerations of this part of the paper are completed by the proof of Theorem 2.8. Section 6 is devoted to some examples, illustrating how to apply our two results in practice for selected values of the index.

We would like to thank very much Markus Schmidmeier for pointing out, during joint discussions on the “0,1-property” for objects of \( \mathcal{S}(\tilde{6}) \) in May 2015 in Toruń, that some elements of our project he has developed independently earlier with Claus M. Ringel (e.g. some elements of Corollary 4.14), and for convincing us about the importance of the interval decompositions in our considerations. Unfortunately, up to our knowledge, the precise formulations of the results by Ringel and Schmidmeier (and their proofs) are not available in any form, which make them possible to quote.

In the paper we use standard definitions and notation, which are well known and commonly used. For example, we denote by \( \mathbb{N} \) (respectively, by \( \mathbb{N}_m \)) the set of all natural numbers with 0 (respectively, greater than or equal to \( m \)). We use the similar notation in case of the sets \( \mathbb{Z} \) and \( \mathbb{Q} \) of all integers and rational numbers, respectively. For any \( n \in \mathbb{N}_1 \) (respectively, \( m, n \in \mathbb{N}_1 \) such that \( m \leq n \)) we set \( [n] := \{1, \ldots, n\} \) (respectively, \( [m, n] := \{m, \ldots, n\} \)). If \( A \) is a commutative ring then by \( A^n \) we always mean the free \( A \)-module of rank \( m \), consisting of the column vectors of the respective size. For a matrix \( P \in M_{m \times n}(A) \), by \( P^{(j)} \) we denote the vector in \( A^n \) being the \( j \)-th column of \( P \), where \( j \in [m] \); moreover, we set \( P^{(i,j)} := P^{(i)} + \ldots + P^{(j)} \), if \( i \leq j \). (Clearly, \( P^{(i,i)} = P^{(i)} \)).

For basic information concerning modules and representation theory of algebras (respectively, derived categories of module categories) we refer to [1] (respectively [8]). The most important specialized notions, for the benefit of the reader will be briefly recalled in the next consecutive sections. All fields used in the paper for simplicity are assumed to be algebraically closed.
The authors would like to thank the referee for the comments and suggestions, which considerably contributed to improvements in the presentation of the results.

2 The main results

We start by fixing the notations which are necessary to formulate our results.

2.1

Let \((\tilde{Q}, \tilde{\Delta})\) be an infinite bounded quiver, where \(\tilde{Q}\) is given below

\[
\begin{array}{ccccccc}
-1' & 0' & 1' & 2' & 3' & 4' & 5' \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{array}
\]

and \(\tilde{\Delta} = \langle \alpha_i + \delta \cdots \rangle \) is equal to the union \(S(\gamma)\) of finite dimensional right \(M\) modules over the locally bounded category \(R\) associated to \((\tilde{Q}, \tilde{\Delta})\) (equivalently, all finite dimensional representations of \((\tilde{Q}, \tilde{\Delta})\)), consisting of all these \(M = (M_v, M_\alpha)_{\alpha \in \tilde{Q}, v \in \tilde{Q}}\) for which \(M_v\) is a monomorphism for every \(j \in \mathbb{Z}\). The category \(R\) is equipped with a natural action of the group \(\mathbb{Z}\) such that the induced action \((z, M) \mapsto zM\) on \(\mathcal{H}\) (and \(\tilde{S}\)) is given by “shifting of \(M\) by \(z\) to the right”, which means that \((zM)_n = M_{n-z}(\gamma)\) and \((zM)_n = M_{(n-z)}(\gamma)\), for any \(n \in \mathbb{Z}\). By some technical reasons, in the definition of \(\tilde{Q}\) we use here another notation as in \([23]\); e.g. the indexing of vertices of \(\tilde{Q}\) is such that \(s(\alpha_n) = n + 1\) and \(h(\alpha_n) = n\).

Recall that the description of the structure of \(\tilde{S}\) from \([23]\), in particular, of the indecomposable objects and the Auslander-Reiten components, is fully given (up to the \(\mathbb{Z}\)-shift) by a fundamental domain \(D\) being a disjoint union of \(\mathbb{P}^1(\mathbb{Z})\)-families \(\mathcal{T}_\gamma\) of tubes in \(\tilde{S}\), for any \(\gamma \in \mathbb{Q}_0 = \{q \in \mathbb{Q} : q \geq 0\}\), each of tubular type \((2,3,6)\). (Note that this fundamental domains differs slightly from the original one). All the families but \(\mathcal{T}_0\) consist of regular tubes, in \(\mathcal{T}_0\) only the rank-6 tube is not regular. The shifts \(mD\), for various \(m \in \mathbb{Z}\), are pairwise disjoint and the Auslander-Reiten quiver of the category \(\tilde{S}\) is equal to the union \(\bigcup_{m \in \mathbb{Z}} mD\). If necessary, we treat further \(D\) also as a corresponding class of indecomposable objects in \(\tilde{S}\) which is closed under isomorphisms.

We fix the following notation. For any \(\gamma \in \mathbb{Q}_0\) and \(i \in [3]\) such that \((\gamma, i) \neq (0, 3)\), we denote by \(M_{i,0}(\gamma), \ldots, M_{i, p_i-1}(\gamma)\) fixed representatives of the consecutive (in the sense of Auslander-Reiten translation \(\tau\)) isoclasses of quasi-simple objects from the mouth in the exceptional tube of rank \(p_i\) in the family \(\mathcal{T}_\gamma\), where \(p_1 = 2, p_2 = 3\) and \(p_3 = 6\). (In fact, the indexing of quasi-simples in the tubes is provided in some canonical coherent way, which is independent on \(\gamma\), see \(4.7\)). Moreover, for any \(l \in \mathbb{N}_1\), we denote by \(M_{i,s,l}(\gamma)\) a fixed object from the tube of rank \(p_i\) in \(\mathcal{T}_\gamma\), determined uniquely up to isomorphism, which is of quasi-length \(l\) and has quasi-sole isomorphic to \(M_{i,s}(\gamma)\), where \(s \in \mathbb{Z}_{p_i}\) (clearly, we can assume \(M_{i,s}(\gamma) = M_{i,s}(\gamma)\)). We give explicit formulas determining directly the dimension vectors \(\underline{\dim} M_{i,s}(\gamma)\) (respectively, \(\underline{\dim} M_{i,s,l}(\gamma)\)).
2.2

Let \( \hat{S}, \hat{R}, U \in M_{10}(\mathbb{Z}) \) be the following triple of invertible (over \( \mathbb{Z} \)) matrices given below

\[
\hat{R} := \begin{bmatrix}
1 & 3 & 2 & 2 & 1 & 1 & 1 & 1 & 1 & 6 \\
-1 & -2 & -1 & -1 & -1 & 0 & -1 & 0 & -1 & -3 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & -2 & -2 & -1 & -1 & 0 & -1 & -1 & -4 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & -2 \\
0 & -2 & -2 & -1 & -1 & 0 & 0 & 0 & 0 & -3 \\
0 & -2 & -2 & -1 & -1 & 0 & 0 & 0 & 0 & -4 \\
1 & 4 & 3 & 2 & 2 & 1 & 1 & 1 & 1 & 7
\end{bmatrix}
\]

\[
\hat{S} := \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & -1 \\
-1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 3 \\
-1 & 2 & 2 & 1 & 1 & 1 & 0 & 1 & 1 & 5 \\
-1 & 2 & 2 & 1 & 1 & 1 & 1 & 1 & 1 & 6 \\
-1 & 2 & 2 & 1 & 1 & 0 & 1 & 1 & 1 & 5 \\
-1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 3 \\
-1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 2 & 2 & 1 & 1 & 0 & 1 & 1 & 4 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 3 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1
\end{bmatrix}
\]

The associated matrices given below

\[
U := \begin{bmatrix}
U & \hat{S}^1 \cdot \hat{R}^2 \cdot \hat{S}^3 \cdot \ldots \cdot \hat{S}^m \cdot \hat{R}^m \quad \text{if } \gamma = 1, \\
\epsilon_\gamma U & \hat{S}^{c_1} \cdot \hat{R}^{c_2} \cdot \hat{S}^{c_3} \cdot \ldots \cdot \hat{S}^{c_m-1} \cdot \hat{R}^{c_m} \quad \text{if } \gamma \neq 1 \text{ and } m \in 2\mathbb{N},
\end{bmatrix}
\]

where \( \epsilon(q) = [c_1; c_2, \ldots, c_m] \) is the continued fraction presentation of the rational number \( q = q(\gamma) := \frac{\gamma}{\gamma_0 - \gamma\infty} \), and \( \epsilon_\gamma := 1, \) if \( \gamma = 1 \) (respectively, \( \epsilon_\gamma := -1, \) if \( \gamma > 1 \)).

Notice that the mapping \( \gamma \mapsto q(\gamma) \) yields an injection \( \mathbb{Q}_0 \to \hat{\mathbb{Q}} \) := \( \hat{\mathbb{Q}} := \mathbb{Q} \cup \{0, \infty\} \) such that \( q(1) = \infty \).

For any vector \( d = [d_1, \ldots, d_{10}]^t \in \mathbb{Z}^{10} \) we denote by \( \xi(d) = \left[ (\hat{d}_z')_{z \in \mathbb{Z}} \right] \) the associated dimension vector over the category \( R \), of the shape

\[
\xi(d) := \begin{bmatrix}
\ldots & 0 & 0 & d_1 & d_2 & d_3 & d_4 & d_5 & d_6 & d_7 & 0 & \ldots
\end{bmatrix}
\]

where \( \hat{d}_1 = d_1 = \hat{d}_1' \).

Now we can present our main result.
Theorem 2.3 Let \((\gamma, i, s)\) be an arbitrary triple such that \(\gamma \in \mathbb{Q}_0, i \in [3]\) and \(s \in \mathbb{Z}_{p_i}\), with \((\gamma, i) \neq (0, 3)\). Then the dimension vector of the quasi-simple object \(M_{i,s}(\gamma)\) in \(\tilde{S} \subseteq \tilde{H}\) is given as follows:

\[
\dim_k M_{i,s}(\gamma) = \begin{cases} 
\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(2)}) & \text{if } i = 1, s = 0, \\
\xi(\mathbb{Z}^{(2)}) & \text{if } i = 1, s = 1, \\
\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(3,4)}) & \text{if } i = 2, s = 0, \\
\xi(\mathbb{Z}^{(5,2)}) & \text{if } i = 2, s = 1, 2, \\
\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(5,9)}) & \text{if } i = 3, s = 0, \\
\xi(\mathbb{Z}^{(5,9)}) & \text{if } i = 3, s = 1, \ldots, 5.
\end{cases}
\]

where \(\mathbb{Z} = \mathbb{Z}_{p_r} \in M_{10}(\mathbb{Z})\).

The proof of the theorem needs longer preparations and will be given in Section 4.7.

2.4

To formulate the precise description of the dimension vectors for all indecomposable objects in \(\tilde{S}\) we denote by \(\kappa_{i,s,1}(\gamma)\) the expressions on the right hand side of the formula (**), for the respective triples \((\gamma, i, s)\). Moreover, for any \(\gamma \in \mathbb{Q}_0\) we set

\[
\kappa_{2,0,2}(\gamma) := \xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(4)}), \quad \kappa_{2,1,2}(\gamma) := \xi(\mathbb{Z}^{(3,4)}), \quad \kappa_{2,2,2}(\gamma) := \xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(3)}),
\]

additionally, for any \(s \in \mathbb{Z}_0\) and \(2 \leq r \leq 5\), with \((\gamma, s) \neq (0, 3)\), we denote by \(\kappa_{3,s,r}(\gamma)\) the expression in the \(r\)th row and \(s\)th column of the table below (by technical reasons it is splitted into two parts)

| \(s = 0\) | \(s = 1\) | \(s = 2\) |
|---|---|---|
| \(r = 2\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(6,9)})\) | \(\xi(\mathbb{Z}^{(5,6)})\) | \(\xi(\mathbb{Z}^{(6,7)})\) |
| \(r = 3\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(7,9)})\) | \(\xi(\mathbb{Z}^{(5,7)})\) | \(\xi(\mathbb{Z}^{(6,8)})\) |
| \(r = 4\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(8,9)})\) | \(\xi(\mathbb{Z}^{(5,8)})\) | \(\xi(\mathbb{Z}^{(6,9)})\) |
| \(r = 5\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(9)})\) | \(\xi(\mathbb{Z}^{(5,9)})\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(5)})\) |

| \(s = 3\) | \(s = 4\) | \(s = 5\) |
|---|---|---|
| \(r = 2\) | \(\xi(\mathbb{Z}^{(7,8)})\) | \(\xi(\mathbb{Z}^{(8,9)})\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(5,8)})\) |
| \(r = 3\) | \(\xi(\mathbb{Z}^{(7,9)})\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(5,7)})\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(6,8)})\) |
| \(r = 4\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(5,6)})\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(6,7)})\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(7,8)})\) |
| \(r = 5\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(6)})\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(7)})\) | \(\xi(\mathbb{Z}^{(10)} - \mathbb{Z}^{(8)})\) |

where \(\mathbb{Z} = \mathbb{Z}_{p_r} \in M_{10}(\mathbb{Z})\).

The following formula can be easily obtained from Theorem 2.3.

Corollary 2.5 For any \((\gamma, i, s)\) as above and \(l \in \mathbb{N}_1\), the dimension vector of the indecomposable object \(M_{i,s,l}(\gamma)\) in \(\tilde{S} \subseteq \tilde{H}\) is given by the expression

\[
\dim_k M_{i,s,l}(\gamma) = \kappa_{i,s,l}(\gamma)
\]

where

\[
\kappa_{i,s,l}(\gamma) := \text{quo}_{p_i}(l) \cdot \xi(\mathbb{Z}^{(10)}_{\gamma}) + \kappa_{i,s,\text{rem}_{p_i}(l)}(\gamma).
\]
In particular, we have $\dim_k M = l \cdot \xi(\Xi_{\gamma}^{(10)})$, for any indecomposable object $M$ of quasi-length $l$ from homogeneous tubes in the family $\mathcal{T}_\gamma$. \hfill $\square$

(In the formulation above $\text{quo}_{p_i}(l)$ and $\text{rem}_{p_i}(l)$ denote the integer quotient and the remainder of $l$ modulo $p_i$, respectively).

**Remark 2.6** (a) The dimension vectors of the indecomposables from the tube encoded by the pair $(\gamma, i) = (0, 3)$ are known (see [23, (2.3)]). In fact, they can be easily recovered from those for the mouth objects, which are exhibited in [23, (1.3)]. Due to non-stability of the tube the formulas have a slightly irregular shape, so we do not present them here.

(b) There is also an alternative simple description of the dimension vectors of the indecomposables from homogeneous tubes given in terms of the vectors $h_\gamma$ (cf. Section 4.4).

### 2.7

As a byproduct of the results above we are able to determine the interval multiplicity of indecomposable objects from $\mathcal{S}$.

More precisely, denote by $\tilde{A} := \tilde{A}(6)$ the locally bounded category of the bounded quiver $(Q^{(\infty)}, \Delta^{(\infty)}(6))$, where $Q^{(\infty)}$ is the infinite linear quiver below

$$
\begin{array}{cccccccc}
\cdots & o & \alpha_1 & o & \alpha_0 & o & \alpha_1 & o & \cdots \\
& & -1 & 0 & 1 & 2 & 3 & & \\
\end{array}
$$

and $\Delta^{(\infty)}(6)$ is the two-sided admissible ideal $\langle \alpha_i : i \in \mathbb{Z} \rangle$ in the path category $kQ^{(\infty)}$. Recall that the full list $\mathcal{S} = S_{\tilde{A}}$ of all, up to isomorphism, indecomposable objects in $\text{mod}(\tilde{A})$ consists of the so-called intervals $I = I_{i,j}$, for all $i \leq j$ with $j - i < 6$, where the $\tilde{A}$-module $I_{i,j}$ is given by setting $I_l := k$, if $i \leq l \leq j$, $I_{a_l} := \text{id}_k$, if $i \leq l < j$, and $I_l := 0$ for all $l \in \mathbb{Z} \setminus [i, j]$. Consequently, for any $M$ in $\text{mod}(\tilde{A})$ we have the interval decomposition $M \cong \bigoplus_{I \in \mathcal{S}} I^{m_I}$, where $m_I = 0$, for almost all $I$ (cf. Section 5.8). The sequence $m(M) := (m_I)_{I \in \mathcal{S}} \in \bigoplus_{I \in \mathcal{S}} \mathbb{N}$ depends only on $M$ and it is called the interval multiplicity vector of $M$. Clearly it determines uniquely the isomorphism class of $M$, and conversely.

To formulate our next result observe first that identifying $\tilde{A}$ with the $\mathbb{Z}$-invariant full subcategories $A^a$ and $A^s$ of $R$, formed by the subsets $\mathbb{Z}$ and $\mathbb{Z}' := \{z' : z \in \mathbb{Z}\}$ of $\tilde{Q}_0$, respectively, the modules $M$ in $\text{mod}(R)$, in particular objects of $\mathcal{S}$, can be presented in the form $M = (M^s, M^a, \varphi_M)$, where $M^s, M^a$ belong to $\text{mod}(\tilde{A})$ and $\varphi_M : M^s \rightarrow M^a$ is an $\tilde{A}$-homomorphism. Due to the formulas of Theorem 2.3 and Corollary 2.5 we are able to determine effectively the interval multiplicity vectors $m(M) := (m(M^s), m(M^a))$, for all indecomposable objects $M = (M^s, M^a, \varphi_M)$ in $\mathcal{D}$ (so in $\mathcal{S}$), with the exception of some members of three tubes.

**Theorem 2.8** Let $M = (M^s, M^a, \varphi)$ be an indecomposable object in $\mathcal{S}$ of the shape $M = M_{i,s,t}(\gamma)$, where $(\gamma, i, s)$ be as in Theorem 2.3 and $l \in \mathbb{N}_1$; moreover, let $\kappa_{i,s,t}(\gamma) := \left[\begin{array}{ccc}
\alpha_{i-1} & \alpha_i & \alpha_{i+1} \\
\alpha_{i-2} & \alpha_i & \alpha_{i+1} \\
\end{array}\right]$. (a) If $0 < \gamma < 1$, then

$$
M^s \cong I_{[1,5]^+_{\cdot \gamma}} \oplus I_{[1,4]^+_{\cdot \gamma}} \oplus I_{[2,5]^+_{\cdot \gamma}} \oplus I_{[2,4]^+_{\cdot \gamma}} \oplus I_{[3,5]^+_{\cdot \gamma}} \oplus I_{[3,4]^+_{\cdot \gamma}}
$$
and
\[ M^a \cong I_{[1,6]}^\hat{d}_1 \oplus I_{[2,7]}^\hat{d}_2 \oplus I_{[2,6]}^\hat{d}_5 - \hat{d}_7 \oplus I_{[2,5]}^\hat{d}_2 - \hat{d}_6 \oplus I_{[3,5]}^\hat{d}_5 - \hat{d}_2 \]
\[ \oplus I_{[3,4]}^\hat{d}_3 - \hat{d}_5 \oplus I_{[4,4]}^\hat{d}_4 - \hat{d}_3. \]

(b) If \( 1 < \gamma < \infty \), then
\[ M^s \cong I_{[1,5]}^\hat{d}_{5'} \oplus I_{[2,5]}^\hat{d}_{6'} - \hat{d}_{7'} \oplus I_{[2,4]}^\hat{d}_{2'} - \hat{d}_{5'} \oplus I_{[3,4]}^\hat{d}_{2'} - \hat{d}_{5'} \]
\[ \oplus I_{[3,3]}^\hat{d}_{3'} - \hat{d}_6 \oplus I_{[3,3]}^\hat{d}_{5'} - \hat{d}_{5'} \]
and
\[ M^a \cong I_{[1,6]}^\hat{d}_1 \oplus I_{[2,7]}^\hat{d}_2 \oplus I_{[2,6]}^\hat{d}_5 - \hat{d}_7 \oplus I_{[2,5]}^\hat{d}_2 - \hat{d}_6 \oplus I_{[3,5]}^\hat{d}_5 - \hat{d}_2 \]
\[ \oplus I_{[4,5]}^\hat{d}_3 - \hat{d}_5 \oplus I_{[4,4]}^\hat{d}_4 - \hat{d}_3. \]

(c) If \( \gamma = 1 \) and \( i = 1, 2 \) then
\[ M^s \cong I_{[1,5]}^\hat{d}_{5'} \oplus I_{[2,4]}^\hat{d}_{2'} - \hat{d}_{5'} \oplus I_{[3,3]}^\hat{d}_{5'} - \hat{d}_{5'} \]
and
\[ M^a \cong I_{[1,6]}^\hat{d}_1 \oplus I_{[2,7]}^\hat{d}_2 \oplus I_{[2,6]}^\hat{d}_5 - \hat{d}_7 \oplus I_{[3,5]}^\hat{d}_5 - \hat{d}_2 \]
\[ \oplus I_{[4,4]}^\hat{d}_4 - \hat{d}_3. \]

(d) If \( \gamma = 0 \) and \( i = 1 \) then
\[ M^s \cong I_{[1,5]}^\hat{d}_{5'} \oplus I_{[1,4]}^\hat{d}_{4'} - \hat{d}_{5'} \oplus I_{[2,3]}^\hat{d}_{2'} - \hat{d}_{4'} \]
and
\[ M^a \cong I_{[1,6]}^\hat{d}_1 \oplus I_{[2,5]}^\hat{d}_2 - \hat{d}_6 \oplus I_{[3,4]}^\hat{d}_3 - \hat{d}_5. \]

The proof of the theorem will be given at the end of Section 5. We will also outline there briefly the arguments proving the following.

**Corollary 2.9** For any pair \( \gamma \in \mathbb{Q}_0 \) and \( l \in \mathbb{N}_1 \), all the objects \( M_{i,s,t_p}(\gamma) \), where \( i \in [3] \) and \( s \in \mathbb{Z}_{p_i} \), provided \( \gamma \in \mathbb{Q}_0 \setminus \{0, 1\} \), \( i \in [2] \) and \( s \in \mathbb{Z}_{p_i} \), provided \( \gamma = 1 \), and respectively, \( i = 1 \) and \( s \in \mathbb{Z}_2 \), provided \( \gamma = 0 \), have the same interval multiplicity vectors. Moreover, these vectors are equal to the vector \( m(M) \) for any indecomposable object \( M \) of quasi-length \( l \) from a homogeneous tube in the family \( T_\gamma. \)

**Remark 2.10** The interval multiplicity vectors for the indecomposables from the exceptional regular tubes, encoded by the pairs \((\gamma, i) = (1, 3), (0, 2)\), do not have such a homogeneous and nice shape. Nevertheless, they can be reconstructed from those for quasi-simple objects in these classes, with some extra effort (the details will be given in [5]). The quasi-length 1 case, however not “completely regular”, is easy to handle by the shape of the dimension vectors (see Section 6, the lists \( L^1 \) and \( L^\infty \)). The tube encoded by \((0, 3)\) needs a separate treatment, which uses the description of its members given in [23].
3 An Algebra $\Lambda$ and its Realization

3.1

A fundamental role in the understanding of the structure and the description of indecomposable objects of the category $\tilde{S} = \tilde{S}(\delta)$ in [23] is played by the algebra $\Lambda := kQ/\Delta$ of the bounded quiver $(Q, \Delta)$, where $Q$ is the quiver

and $\Delta$ is the two-sided admissible ideal $\langle \alpha_6 \ldots \alpha_1, \beta_1 \gamma_1 - \gamma_2 \alpha_3, \beta_2 \gamma_2 - \gamma_3 \alpha_4 \rangle$ in the path algebra $kQ$ in $Q$ (we follow the definition of $kQ$ from [1, II.1], in [23] $\Lambda$ is denoted by $\Theta$).

We will always identify the category $\text{mod}(\Lambda)$ of right finite dimensional $\Lambda$-modules with the category $\text{rep}_k(Q, \Delta)$ of finite dimensional representations of $(Q, \Delta)$.

Denote by $(Q', \Delta')$ the full subquiver of $(\tilde{Q}, \tilde{\Delta})$ formed by the vertices $\{1, \ldots, 7, 1', \ldots, 5'\}$. Clearly, $\text{rep}_k(Q', \Delta')$ can be identified (by extension by zeros) with the full subcategory of $\text{rep}_k(\tilde{Q}, \tilde{\Delta})$ consisting of all representations $M$ with support contained in $Q'$. To any $M = (M_v, M_a)_{v \in Q_0, a \in Q_1}$ in $\text{mod}(\Lambda)$ we associate the representation $\hat{M} = (\hat{M}_w, \hat{M}_\beta)_{w \in Q_0', \beta \in Q_1'}$ in $\text{rep}_k(Q', \Delta')$ defined as follows: $\hat{M}_v := M_v$ and $\hat{M}_a := M_a$ whenever this makes sense, also under the additional identifications $3' = 8$, $4' = 9$, $5' = 10$ of vertices and $\alpha_3' = \beta_1$, $\alpha_4' = \beta_2$, $\nu_3 = \gamma_1$, $\nu_4 = \gamma_2$, $\nu_5 = \gamma_3$ of arrows; moreover, we set $\hat{M}_1 := M_1$, $\hat{M}_2 := M_2$, $\hat{M}_v := \text{id}_{M_v}$, $\hat{M}_a := M_a$, $\hat{M}_{a_1} := M_{a_1}$ and $\hat{M}_{a_2} := M_{a_2} \circ M_{\gamma_1}$.

The following fact [23, 1] shows the role of $\Lambda$ in studying of the category $\tilde{S}$.

**Lemma 3.2** The functorial mapping $M \mapsto \hat{M}$ yields equivalences $\text{mod}(\Lambda) \simeq A$ and $\text{rep}_k(Q, \Delta) \simeq A^*$ of categories, where $A$ denotes the full subcategory of $\text{rep}_k(Q', \Delta')$ formed by all $M'$ such that $M_{v_1}$ and $M_{v_2}$ are isomorphisms, $\text{rep}_k(Q, \Delta)$ the full subcategory of $\text{mod}(\Lambda)$ formed by all $M$ such that $M_{v_1}, M_{v_2}, M_{\gamma_1}$ are monomorphisms, and $A^* := A \cap \tilde{S}$. Both subcategories, $A$ and $A^*$, are closed under extensions in $\tilde{H} = \text{mod}(R)$.

3.3

Recall that $\Lambda$ is a tubular algebra, in the sense of [19], of type $(2, 3, 6)$ (see [23]). The structure of the Auslander-Reiten quiver $\Gamma_\Lambda$ of $\text{mod}(\Lambda)$ looks as follows:

$$\Gamma_\Lambda = \mathcal{P} \sqcup \left( \bigsqcup_{\gamma \in Q_0} \mathcal{T}(\gamma) \right) \sqcup Q$$

where

- $\mathcal{P}$ is a preprojective component which coincides with the preprojective component of $\text{mod}(\Lambda_0)$,
- \( T = (T(\gamma))_{\gamma \in \mathbb{Q}_0} \) consists of separating \( \mathbb{P}^1(k) \)-families of tubes of type (2, 3, 6), all but \( T(0) \) and \( T(\infty) \) consisting only of stable ones (i.e. not containing a projective or injective module).
- \( Q \) is a preinjective component which coincides with the preinjective component of \( \text{mod}(\Lambda_\infty) \).

(Here \( \mathbb{Q}_0 := \{ q \in \mathbb{Q} : q \geq 0 \} \); \( \Lambda_0 \) and \( \Lambda_\infty \) denote the tame concealed algebras of the bounded quivers obtained from \( (Q, \Lambda) \) by deleting the vertex sets \( \{7, 10\} \) and \( \{1\} \), respectively).

The tubular families in \( \Gamma_\Lambda \) play a basic role in the description of \( D \). More precisely, for every \( \gamma \in \mathbb{Q}_+ := \mathbb{Q}_0 \setminus \{0\} \), the \( \mathbb{P}^1(k) \)-family \( T_\gamma \) in \( \hat{S} \) is just equal to the image \( \hat{T}_\gamma \) of the family \( T(\gamma) \) via the functor \( \hat{\cdot} \). Similarly, the same holds for \( T_0 \) and \( T(0) \), which consist of all regular tubes in \( T_0 \) and \( T(0) \), respectively. (In both cases we delete the unique non-regular tube, i.e. this of rank 6). Notice also that the rank-6 tubes in \( T_0 \) and \( T(0) \) (and in \( T(\infty) \)) are also strongly related (see [23, 1] for the details).

3.4

In the proof of our main result we need not only the fact that \( \Lambda \) is a tubular algebra of type (2, 3, 6), but also a realization of \( \Lambda \) as the endomorphism algebra of a concrete tilting bundle \( T = \bigoplus_{i=1}^b T_i \) in coh\((X)\), where \( X \) is a weighted projective line of tubular weighted type (2, 3, 6) (see Theorem 3.6, cf. [15, Proposition 3.6]). This allows us to treat \( \Lambda \)-modules (in consequence some objects of \( \mathcal{S} \)) as objects of \( D^b \text{coh}(X) \), and to apply techniques developed for studying coherent sheaves to our problem.

In the construction of this realization we use rather detailed information on the structure of the category of graded sheaves over weighted projective lines, introduced by Geigle and Lenzing [7] for a better understanding of the module theory over canonical algebras of Ringel [19]. Their idea is based on associating to a canonical algebra \( C = C(p, \lambda) \) defined by the sequences \( p = (p_1, \ldots, p_l) \in \mathbb{N}_l \) and \( \lambda = (\lambda_1, \ldots, \lambda_l) \in (\mathbb{P}^1(k))^l \) consisting of pairwise different points \( \lambda_i \), the so-called \textit{weighted projective line} \( X = X(p, \lambda) \). \( X \) is defined as the graded projective spectrum \( X := \text{Proj}^k(S) \), where \( S \) is the commutative \( k \)-algebra

\[
S = S(p, \lambda) := k[X_1, \ldots, X_l] / ((X^{p_i}_1 - X^{p_i}_1 - \lambda_i X^{p_i}_2)_{i=3, \ldots, r})
\]

admitting a natural grading \( S = \bigoplus_{x \in X} S_x \) by the rank-one abelian ordered group \( L = L(p) \) on generators \( x_1, x_2, \ldots, x_l \) with relations \( p_1 x_1 = p_2 x_2 = \cdots = p_l x_l =: \tilde{c} \), such that the degree of each \( X_i \) is just \( \tilde{x}_i \). Roughly speaking \( X(p, \lambda) \) consists of exceptional points \( x_1, \ldots, x_l \), corresponding to \( \lambda_1, \ldots, \lambda_l \), of multiplicities \( p(x_1) = p_1, \ldots, p(x_l) = p_l \), and the remaining points corresponding to \( x = x^{p_1}_1 + \lambda x^{p_2}_2 \), for \( \lambda \in \mathbb{P}^1(k) \setminus \{\lambda_1, \ldots, \lambda_l\} \), which are ordinary and have multiplicity \( p(x) = 1 \). (One can identify points \( x \in X \) with the corresponding \( \lambda \in \mathbb{P}^1(k) \), as above). Then one considers the abelian hereditary category coh\((X)\) consisting of all \( \mathbb{L} \)-graded coherent sheaves over \( X \). The sheaf \( T_C := \bigoplus_{0 \leq x \leq \tilde{c}} \mathcal{O}(\tilde{x}) \), formed by summing up all shifted structure sheaves \( \mathcal{O}(\tilde{x}) := \mathcal{O}(\tilde{x}) \) such that \( 0 \leq \tilde{x} \leq \tilde{c} \), is a tilting object in coh\((X)\) with \( \text{End}_X(T_C) \cong C \), where the partial order \( \leq \) on \( \mathbb{L} \) is determined by \( \mathbb{L} := \{ \sum_{i=1}^l n_i x_i \} \). Consequently, \( T_C \) allows to define in a standard way a triangle equivalence \( D^b \text{coh}(X) \cong D^b \text{mod}(C) \) (see [7] for all details).

The category coh\((X)\) admits Serre duality [7]. As a consequence coh\((X)\) has almost split sequences, the Auslander-Reiten translation \( T_X \) in coh\((X)\) is given by shift with the dualizing element \( \tilde{\omega} = (t - 2)\tilde{c} - \sum_{i=1}^l \tilde{x}_i \). Similarly as in the case of a smooth projective curve, for coherent sheaves \( \mathcal{F} \) over \( X \) we have concepts of rank and degree, defined as integers
rk(\mathcal{F}) \in \mathbb{N} and \deg(\mathcal{F}) \in \mathbb{Z} (see [7, 1.8 and 2.8]). The rank and degree functions induce \mathbb{Z}-linear forms rk, deg: K_0(\mathbb{X}) \to \mathbb{Z}, where K_0(\mathbb{X}) is the Grothendieck group of the category coh(\mathbb{X}), which is a free abelian group with a standard natural \mathbb{Z}-basis \mathcal{B}_0 := \{[\mathcal{O}(\tilde{x})] : \tilde{x} \in \mathbb{X} \} (see Section 3.5 for their matrices in case (2, 3, 6)). Moreover, it is equipped with the \mathbb{Z}-bilinear form eul: K_0(\mathbb{X})^2 \to \mathbb{Z}, called the Euler form, given by the formula eul([\mathcal{F}], [\mathcal{G}]) = \dim\mathcal{H}\text{om}_\mathbb{X}(\mathcal{F}, \mathcal{G}) - \dim\mathcal{E}\text{xt}_1(\mathcal{F}, \mathcal{G}) for \mathcal{F}, \mathcal{G} in coh(\mathbb{X}). For a non-zero indecomposable coherent sheaf \mathcal{F} we define the slope \mu(\mathcal{F}) = \frac{\deg(\mathcal{F})}{rk(\mathcal{F})} as an element of \overline{\mathbb{Q}}.

Recall from [7] that each indecomposable element in coh(\mathbb{X}) is a locally free sheaf, called a vector bundle, or a sheaf of finite length. Denote by vect(\mathbb{X}) (respectively coh(\mathbb{X})) the category of vector bundles (respectively finite length sheaves) on \mathbb{X} and, for any q \in \overline{\mathbb{Q}} = \mathbb{Q} \cup \{\infty\}, by \mathcal{C}_q the full subcategory of coh(\mathbb{X}) formed by all sheaves whose indecomposable summands \mathcal{F} satisfy the equality \mu(\mathcal{F}) = q. Then coh(\mathbb{X}) = vect(\mathbb{X}) \vee coh_0(\mathbb{X}), coh_0(\mathbb{X}) = \mathcal{C}_\infty and vect(\mathbb{X}) = \bigcup_{q \in \overline{\mathbb{Q}}} C_q. It is also known that

\text{coh}_0(\mathbb{X}) \cong \bigsqcup_{x \in \mathbb{X}} \text{mod}^{\text{II}}_0 \mathcal{O}_{\mathbb{X}, x}

and that for each x \in \mathbb{X} the category of \mathbb{L}-graded finite length modules mod^{\text{II}}_0 \mathcal{O}_{\mathbb{X}, x} over the stalk \mathcal{O}_{\mathbb{X}, x} is a uniserial category having p(x) simples. Moreover, all \mathcal{C}_q for q \in \overline{\mathbb{Q}} are abelian categories, additionally uniserial (with a length function \ell = \ell_q called quasi-length), enjoying the same tubular structure of the Auslander-Reiten quiver as coh_0(\mathbb{X}), if p is of tubular type (e.g. for p = (2, 3, 6)). Recall also that then, due to semistability arguments, for any indecomposable \mathcal{F}, \mathcal{G} in coh(\mathbb{X}) we have always

(*) \mu(\mathcal{F}) > \mu(\mathcal{G}) \Rightarrow \mathcal{H}\text{om}_\mathbb{X}(\mathcal{F}, \mathcal{G}) = 0.

Moreover, we have the formulas

(**) \text{rk}(\mathcal{F}) = r \frac{p_t}{\rho(\mathcal{F})} \ell(\mathcal{F}), \text{deg}(\mathcal{F}) = d \frac{p_t}{\rho(\mathcal{F})} \ell(\mathcal{F})

where \mu(\mathcal{F}) = \frac{d}{r} is an irreducible fraction presentation of the slope of \mathcal{F} and \rho(\mathcal{F}) denotes a \tau_\mathbb{X}-order of \mathcal{F}. (In particular, we always have \rho(\mathcal{F}) = 6 and \ell(\mathcal{F}) = 1, if \text{rk}(\mathcal{F}) = 1 or \text{deg}(\mathcal{F}) = 1, for p = (2, 3, 6), see e.g. [14]).

3.5 From now on, if not restated, we assume that p = (2, 3, 6). Then the Auslander-Reiten quiver of each category \mathcal{C}_q consists of \mathbb{P}^1(k)-families \mathcal{T}^q(\mathbb{X}) = \{\mathcal{T}^q_{\lambda}(\mathbb{X})\}_{\lambda \in \mathbb{X}} of pairwise orthogonal standard stable tubes, which are almost all homogeneous except of three of them \mathcal{T}^q_{\lambda_1}(\mathbb{X}), \mathcal{T}^q_{\lambda_2}(\mathbb{X}), \mathcal{T}^q_{\lambda_3}(\mathbb{X}), being of the ranks 2, 3 and 6, respectively. We will consider \mathcal{B}_{\mathcal{O}} as the ordered basis of the shape

\mathcal{B}_{\mathcal{O}} = ([\mathcal{O}], [\mathcal{O}(\tilde{x}_1)], [\mathcal{O}(\tilde{x}_2)], [\mathcal{O}(2\tilde{x}_2)], [\mathcal{O}(\tilde{x}_3)], \ldots, [\mathcal{O}(5\tilde{x}_3)], [\mathcal{O}(\tilde{c})]).

Moreover, the matrices \text{rk}_{\mathcal{B}_{\mathcal{O}}} and \text{deg}_{\mathcal{B}_{\mathcal{O}}} of the rank and degree homomorphisms with respect to the basis \mathcal{B}_{\mathcal{O}} (and the standard basis \{1\} of \mathbb{Z}) are given as follows:

\text{rk}_{\mathcal{B}_{\mathcal{O}}} = [1, \ldots, 1], \quad \text{deg}_{\mathcal{B}_{\mathcal{O}}} = [0, 3, 2, 4, 1, 2, 3, 4, 5, 6].

Finally, the matrix \mathcal{G}_{\mathcal{B}_{\mathcal{O}}} \in \mathbb{M}_{10}(\mathbb{Z}) of the Euler form on K_0(\mathbb{X}) with respect to \mathcal{B}_{\mathcal{O}} coincides with the Cartan matrix of the canonical algebra of type (2, 3, 6), where the ordering of the projective indecomposable modules corresponds to that in the sequence \mathcal{B}_{\mathcal{O}}.
For any $i = 1, 2, 3$ and $j \in \mathbb{Z}_{p_i}$ we set

$$S_{i,j} := \text{Coker } (\mathcal{O}(j\bar{x}_i) \xrightarrow{x_i} \mathcal{O}((j + 1)\bar{x}_i)).$$

All $S_{i,j}$'s are simple torsion sheaves. For each $i = 1, 2, 3$, the set $\{S_{i,j}\}_{j \in \mathbb{Z}_{p_i}}$ forms a full list of consecutive with respect to $\tau^1_{\mathbb{K}}$ quasi-simple objects in the exceptional tubes in $\mathcal{C}_\infty$.

The families $\{S_{i,j}\}$ yield another ordered basis

$$B_S := ([\mathcal{O}], [S_{1,1}], [S_{2,1}], [S_{2,2}], [S_{3,1}], \ldots, [S_{3,3}], [S])$$

of $K_0(\mathbb{X})$, which is suitable from the computational point of view, where $[S] := \sum_{j \in \mathbb{Z}_{p_i}} [S_{i,j}]$ (note that the definition does not depend on the choice of $i$).

**Theorem 3.6** The algebra $\Lambda$ admits a realization $\Lambda \cong \text{End}_{\mathbb{X}}(T)$, where $T = \oplus_{i=1}^{10} T_i$ is the unique, up to isomorphism, tilting sheaf over a weighted projective line $\mathbb{X}$ of the tubular type $(2, 3, 6)$, having the following properties:

(a) the sequences $\text{rk}(T) = (\text{rk}(T))_{i \in [10]}$, $\text{deg}(T) = (\text{deg}(T))_{i \in [10]}$ and $\mu(T) = (\mu(T))_{i \in [10]}$ of ranks, degrees and slopes of indecomposable direct summands $T_i$ of $T$, $i \in [10]$, have the form $\text{rk}(T) = (1, 3, 5, 6, 5, 3, 1, 4, 3, 1)$, $\text{deg}(T) = (0, 1, 2, 3, 2, 1, 2, 2, 1)$ and $\mu(T) = (0, \frac{1}{2}, \frac{2}{5}, \frac{3}{7}, \frac{2}{5}, \frac{3}{7}, 1, \frac{1}{2}, \frac{2}{5}, 1)$, respectively.

(b) the coordinate vectors $[T_i]B_S$ of the Grothendieck classes $[T_i] \in K_0(\mathbb{X})$ of $T_i$ with respect of the basis $B_S$, for $i \in [10]$, are equal to the consecutive columns of the matrix

$$\Theta = \begin{bmatrix}
1 & 3 & 5 & 6 & 5 & 3 & 1 & 4 & 3 & 1 \\
-1 & -2 & -3 & -4 & -3 & -2 & -1 & 2 & -1 &0 \\
0 & -1 & -2 & -2 & -1 & -1 & -1 & 0 & -1 & 0 \\
-1 & -2 & -4 & -4 & -2 & -1 & 3 & 2 & -1 & 0 \\
0 & 0 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & -2 & -2 & -2 & -1 & -1 & 0 & 0 & 0 \\
0 & -1 & -3 & -3 & -2 & -1 & -2 & 1 & 0 & 0 \\
0 & -1 & -3 & -4 & -3 & -2 & -1 & 2 & 1 & 0 \\
-1 & -2 & -4 & -5 & -4 & -3 & -1 & -3 & -2 & 0 \\
1 & 3 & 6 & 7 & 6 & 4 & 2 & 4 & 3 & 1
\end{bmatrix}.$$

**Remark 3.7** The shape of the sequences $\text{rk}(T)$ and $\text{deg}(T)$ (consequently of $\mu(T)$), for the tilting sheaf $T$ realizing $\Lambda$ as $E := \text{End}_{\mathbb{X}}(T)$, under some natural “normalizing conditions” for $T$ is canonically determined. One can show that if $T$ is a tilting bundle, then the equality $[\text{rk}(T)]_{i \in [10]} = h_1 := [1, 3, 5, 6, 5, 3, 1, 4, 3, 1]$ always holds, once we assume that $\text{coh}_0(\mathbb{X}) = \langle T_\infty(\mathbb{X}) \rangle$ corresponds via the triangle equivalence $\Psi : D^b\text{coh}(\mathbb{X}) \xrightarrow{\sim} D^b\text{mod}(E)$ induced by $T$, to the full subcategory $\langle T_{(1)} \rangle$ of mod($\Lambda$) formed by all objects from the central family $T_{(1)}$ (see Sections 4.4 and 4.1 for definitions of $h_1$ and $\Psi$, respectively). Moreover, if additionally $\mu(T_1) = 0$ then we have $[\text{deg}(T_1)]_{i \in [10]} = h_\infty$. In fact, these two equalities follow from some formula which holds for tilting sheaves over all weighted projective lines of tubular type, and can be treated as a tool for finding $\text{rk}(T)$ and $\text{deg}(T)$ of potential “tilted realization” of a given tubular algebra in general situations (this will be discussed in a subsequent publication).

The proof of Theorem 3.6, we present below (see Section 3.12), has a $K$-theoretical character and uses the technique of the so-called telescoping functors [14]. We start by a
rather general fact which says how to determine, in some nice situations, the Cartan matrix of the algebra \( \text{End}_X(\bigoplus_{i \in [10]} T_i) \) via the matrix of the respective values of the Euler form.

**Lemma 3.8** Let \( \tilde{T} := \{T_i\}_{i=1,\ldots,n} \) be a family of pairwise nonisomorphic quasi-simple sheaves in \( \text{coh}(X) \) lying in exceptional tubes, where \( X \) is a weighted projective line of weight type \( p = (p_1, \ldots, p_t) \) and \( n = 2 + \sum_{i=1}^{t} (p_i - 1) \). Assume that \( \tilde{T} \) satisfies the following two conditions:

(a) if \( \mu(T_i) < \mu(T_j) \) then \( \text{eulf}([T_j], [T_i]) \geq 0 \),

(b) if \( \mu(T_i) = \mu(T_j) \), for \( i \neq j \), then \( T_i \cong \tau_X(T_j), \tau_X^{-1}(T_j) \).

Then \( T := \bigoplus_{i=1}^{n} T_i \) is a tilting sheaf. In particular, the Cartan matrix \( C_E = [c_{i,j}^E] \in \mathbb{M}_n(\mathbb{Z}) \) of the endomorphism algebra \( E := \text{End}_X(T) \) is given by the formula \( c_{i,j}^E = \text{eulf}([T_i], [T_j]) \), for all \( i, j = 1, \ldots, n \).

**Proof** If \( \mu(T_i) < \mu(T_j) \) then due to formula 3.4(*) we have \( \text{Hom}_X(T_j, T_i) = 0 \) and by Serre duality also \( \text{Ext}_X^1(T_i, T_j) \cong D(\text{Hom}_X(T_j, \tau_X T_i)) = 0 \). Hence, due to (a), it follows that \( 0 \leq \text{eulf}([T_j], [T_i]) = -\dim_k \text{Ext}_X^1(T_j, T_i) \), so \( \text{Ext}_X^1(T_j, T_i) = 0 \). Consequently, \( \text{Ext}_X^1(T_i, T_j) = 0 \), provided \( \mu(T_i) \neq \mu(T_j) \). Similarly, if \( \mu(T_i) = \mu(T_j) \), for \( i \neq j \), then due to (b) and Serre duality we have \( \text{Ext}_X^1(T_i, T_j) = 0 = \text{Ext}_X^1(T_j, T_i) \), since \( T_i, T_j \) are quasi-simple. Finally, \( \text{Ext}_X^1(T_i, T_i) = 0 \) for every \( i \), since each \( T_i \) is exceptional as a quasi-simple object in an exceptional tube. Consequently, \( T \) is a partial tilting sheaf and \( c_{i,j}^E = \text{eulf}([T_j], [T_i]) \), for all \( i, j \), since \( c_{i,j}^E = \dim_k \text{Hom}_E(\text{Hom}_X(T_i, T_j), \text{Hom}_X(T, T_j)) = \dim_k \text{Hom}_X(T_i, T_j) \). The Grothendieck group \( K_0(X) \) of the category \( \text{coh}(X) \) is a free abelian group of rank \( n \) so \( T \) is a tilting sheaf due to the analogon of Bongartz’s lemma for \( \text{coh}(X) \) (see e.g. [1, Lemma VI.2.4], or [15, Lemma 2.1]).

Our next result deals with the problem of a realization of \( \Lambda \) as an endomorphism algebra of a tilting bundle. Before we formulate it observe that the Cartan matrix \( C_\Lambda := [c_{i,j}^\Lambda] \in \mathbb{M}_{10}(\mathbb{Z}) \) of \( \Lambda \) has the form

\[
C_\Lambda = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]

**Proposition 3.9** Let \( T = \bigoplus_{i=1}^{n} T_i \) be a tilting sheaf in \( \text{coh}(X) \) with endomorphism algebra \( E := \text{End}_X(T) \), where \( X \) is a weighted projective line of tubular weight type \( p = (2, 3, 6) \). Assume that \( T \) satisfies the following two conditions:

- \( \text{rk}(T) = (1, 3, 5, 6, 5, 3, 1, 4, 3, 1) \), where \( \text{rk}(T) := (\text{rk}(T_1), \ldots, \text{rk}(T_{10})) \).
- \( C_E = C_\Lambda \); more precisely, \( \dim_k \text{Hom}_X(T_i, T_j) = c_{i,j}^\Lambda \) for all \( i, j \).

\( \Box \) Springer
Then we have \( E \cong \Lambda \), provided additionally \( \deg(T_2) = \deg(T_{10}) \).

**Proof** To prove the assertion it suffices to construct a surjective algebra homomorphism \( \psi : kQ \to E \) such that \( \psi(\Delta) = 0 \). The equality \( C_\Lambda = C_E \) implies in particular that \( \dim_k \Delta = \dim_k E \); hence, the homomorphism \( \bar{\psi} : kQ/\Delta \to E \) induced by \( \psi \) is then an isomorphism.

Denote by \( \Omega \) the set consisting of all 35 pairs \( (i, j) \in [10]^2 \) such that \( i \neq j \) and \( c_{i,j}^E = c_{i,j}^\Lambda \neq 0 \) (hence equal to 1). For any \( (i, j) \in \Omega \) we fix a nonzero map \( \theta_{j,i} \in \text{Hom}_\mathcal{X}(T_i, T_j) \) (clearly, \( \text{Hom}_\mathcal{X}(T_i, T_j) = k\theta_{j,i} \)). From the shape of \( C_E \) it follows that we have the following configuration of morphisms in \( \text{coh}(\mathcal{X}) \)

\[
\begin{array}{cccccc}
T_1 & \xrightarrow{\theta_{1,2}} & T_2 & \xrightarrow{\theta_{2,3}} & T_3 & \xrightarrow{\theta_{3,4}} T_4 \\
& \uparrow{\theta_{i,4}} & \uparrow{\theta_{9,4}} & \uparrow{\theta_{10,5}} & \\
T_8 & \xrightarrow{\theta_{8,9}} & T_9 & \xrightarrow{\theta_{9,10}} & T_{10} & \\
\end{array}
\]

which are irreducible in the full subcategory of \( \text{coh}(\mathcal{X}) \) formed by \( \tilde{T} = \{T_i\}_{i=1, \ldots, n} \). It occurs that the remaining maps \( \theta_{j,i} \) are equal, up to nonzero scalars, to compositions of these from the diagram above.

Let \( \Omega' \) be the following 11 element set:

\[ \Omega' := \{(1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7), (3, 8), (4, 9), (5, 10), (8, 9), (9, 10)\} \]

We show that for each pair \( (i, j) \in \Omega \) and each sequence \( i_0 = i, i_1, \ldots, i_m = j \), with \( m \geq 1 \), such that \( (i_{l-1}, i_l) \in \Omega' \) for all \( l = 1, \ldots, m \), the composed map \( \theta_{i(m, \ldots, i_0)} := \theta_{i_m, i_{m-1}} \circ \ldots \circ \theta_{i_1, i_0} \) is nonzero. Note that

(i): for each pair \( (i, j) \in \Omega \) such a sequence always exists.

We start by formulating an analogon of [9, Lemma 4.1] for \( \text{coh}(\mathcal{X}) \), which in the sheaf case can be made more precise. Namely, if \( T = \bigoplus_{i=1}^n T_i \) is a tilting sheaf with \( T_i \) indecomposable then each nonzero morphism \( \theta : T_i \to T_j \), for \( i \neq j \), is either a monomorphism or an epimorphism. Moreover, in case \( T \) is a bundle, due to the properties of the rank function we have the following:

(ii): \( 0 \neq \theta \in \text{Hom}_\mathcal{X}(T_i, T_j) \), for \( i \neq j \), is a monomorphism (respectively, an epimorphism) if and only if \( \text{rk}(T_i) \leq \text{rk}(T_j) \) (respectively, \( \text{rk}(T_i) > \text{rk}(T_j) \)).

Next we notice that for any nonzero monomorphism \( f : A \to B \) and any epimorphism \( g : B \to C \) in \( \text{coh}(\mathcal{X}) \) the following implication holds true

(iii): \( \text{rk}(A) + \text{rk}(C) > \text{rk}(B) \implies g \circ f \neq 0 \).

Indeed, if \( g \circ f = 0 \) then the sequence \( 0 \to A \xrightarrow{f} B \xrightarrow{\pi} \text{Coker } f \to 0 \) is exact and \( g \) admits a factorization \( g = \pi g' \) through the epimorphism \( g' : \text{Coker } f \to C \), hence \( \text{rk}(B) = \text{rk}(A) + \text{rk}(\text{Coker } f) \geq \text{rk}(A) + \text{rk}(C) \), a contradiction.

Now, applying these two general remarks we show the major part of our claim. First we observe that the maps \( \bar{\theta}_{(3, \ldots, 1)} \), \( \bar{\theta}_{(4, \ldots, 2)} \), \( \bar{\theta}_{(4, \ldots, 1)} \) are nonzero monomorphisms as compositions of the nonzero maps \( \theta_{2,1}, \theta_{3,2}, \theta_{4,3} \), which by (ii) are monomorphisms; respectively, \( \bar{\theta}_{(6, \ldots, 4)} \), \( \bar{\theta}_{(7, \ldots, 5)} \), \( \bar{\theta}_{(7, \ldots, 4)} \), \( \bar{\theta}_{(10, \ldots, 8)} \), \( \bar{\theta}_{(9, 8, 3)} \), \( \bar{\theta}_{(10, 9, 4)} \), \( \bar{\theta}_{(10, 5, 4)} \) and \( \bar{\theta}_{(10, 9, 8, 3)} \) are nonzero epimorphisms as composition of nonzero maps \( \theta_{3,4}, \theta_{6,5}, \theta_{7,6}, \theta_{8,3}, \theta_{9,4}, \theta_{10,5}, \theta_{9,8}, \theta_{10,9, 8, 3} \), which by (ii) are epimorphisms. Next, due to (iii), we have that \( \bar{\theta}_{(5, \ldots, 3)} = \theta_{5,4} \circ \theta_{4,3} \) is nonzero, since \( \theta_{5,4} \) is an epimorphism, \( \theta_{4,3} \) is a monomorphism and \( 5 + 5 > 6 \), so by (ii) \( \bar{\theta}_{(5, \ldots, 3)} \)
is a monomorphism. Hence, $\bar{\theta}_{(5,\ldots,2)} = \bar{\theta}_{(5,\ldots,3)} \circ \theta_{3,2}$ and $\bar{\theta}_{(5,\ldots,1)} = \bar{\theta}_{(5,\ldots,3)} \circ \theta_{3,1}$ are nonzero monomorphisms. Similarly, by (ii) and (iii), we have also that $\bar{\theta}_{(6,\ldots,3)} = \theta_{6,5} \circ \bar{\theta}_{(5,\ldots,3)}$ and $\bar{\theta}_{(7,\ldots,3)} = \bar{\theta}_{(7,\ldots,5)} \circ \bar{\theta}_{(5,\ldots,3)}$ are nonzero, so they are epimorphisms $(5 + 3 > 5$ and $5 + 1 > 5)$. Analogously, $\bar{\theta}_{(6,\ldots,2)} = \theta_{6,5} \circ \bar{\theta}_{(5,\ldots,2)}$ is a nonzero monomorphism, since $3 + 3 > 5$. Consequently, $\bar{\theta}_{(6,\ldots,1)} = \bar{\theta}_{(6,\ldots,2)} \circ \theta_{2,1}$ is a nonzero monomorphism and $\bar{\theta}_{(7,\ldots,2)} = \theta_{7,6} \circ \bar{\theta}_{(6,\ldots,2)}$ a nonzero epimorphisms (in the second case apply $3 + 1 > 3$). Finally, $\bar{\theta}_{(9,4,3)} = \theta_{9,4} \circ \theta_{4,3}$ is a nonzero map, since $5 + 3 > 6$. In consequence, there exist nonzero $u, v \in k$ such that $\bar{\theta}_{(9,4,3)} = u \theta_{9,8,3}$ and $\bar{\theta}_{(10,5,4)} = u \theta_{10,9,4}$, since $\dim_k \Hom_X(T_3, T_9)$, $\dim_k \Hom_X(T_5, T_{10}) = 1$. Thus, due to $\bar{\theta}_{(10,9,8,3)} \neq 0$, we have also $\bar{\theta}_{(10,9,4,3)}$, $\bar{\theta}_{(10,5,4,3)} \neq 0$.

Using the same type of arguments we show the assertion of the claim for the next 5 of the remaining 6 $(= 35 - 11 - 18)$ pairs $(i, j)$. In particular, $\bar{\theta}_{(8,\ldots,2)}$ and $\bar{\theta}_{(9,8,3,2)}$ are nonzero monomorphisms $(3 + 4 > 5$ and $3 + 3 > 4), \bar{\theta}_{(10,9,8,3,2)}$ is a nonzero epimorphism $(3 + 1 > 3), \bar{\theta}_{(8,\ldots,1)} = \theta_{2,1}$ and $\theta_{9,8,3,2,1} = \theta_{9,8,3,2} \circ \theta_{2,1}$ are nonzero monomorphisms. Due to the two equalities above involving scalars $u$ and $v$ respectively, it is clear that to complete the proof of the claim it remains only to show that $\bar{\theta}_{(10,9,8,3,2,1)} = \bar{\theta}_{(10,9,8,3,2)} \circ \theta_{2,1} \neq 0$. Because $\theta_{2,1} \neq 0$, so

(iv): it suffices only to show that $\Hom_X(T_1, K) = 0$

where $K := \Ker \bar{\theta}_{(10,9,8,3,2)}$ is the kernel of the epimorphism $\bar{\theta}_{(10,9,8,3,2)} : T_2 \to T_{10}$.

$T$ is a tilting sheaf, hence $(T_2, T_{10})$ is an exceptional pair and $K$ is an exceptional object as a result of a mutation of the exceptional pair $(T_2, T_{10})$ (see [17, 4.2]). Moreover, we have $\text{rk}(K) = 3 - 1 = 2$, $\deg(K) = \deg(T_2) - \deg(T_{10}) = 0$ and $\mu(K) = 0$. Furthermore,

$$eul_f([T_1], [K]) = eul_f([T_1], [T_2]) - eul_f([T_1], [T_{10}])$$

$$= \dim_k \Hom_X(T_1, T_2) - \dim_k \Hom_X(T_1, T_{10}) = 1 - 1 = 0.$$

Consequently, we have $\dim_k \Hom_X(T_1, K) = \dim_k \Ext^1_X(T_1, K)$, and by Serre duality we conclude

(v): $\dim_k \Hom_X(T_1, K) = \dim_k \Ext^1_X(T_1, K) = \dim_k \Hom_X(K, \tau_X(T_1)).$

Suppose that $\Hom_X(T_1, K) \neq 0$. Then due to $3.4(*)$ we have $\mu(T_1) = \mu(K) = 0$. By the formula $3.4(**)$ for the rank function we infer that either $\rho(K) = 3$, or $\rho(K) = 6$ and $\ell(K) = 2$; additionally, $\rho(T_1) = 6$ and $\ell(T_1) = 1$. Notice that the first case is impossible, since then $T_1$ and $K$ belong to different tubes in the same slope, which are always $\Hom_X$-orthogonal. Let now $\rho(K) = 6$ and $\ell(K) = 2$. $K$ and $T_1$ belong to the same tube of the rank 6, $T_1$ is a quasi-simple object, so $K$ lies on the ray starting at $T_1$, hence $\dim_k \Hom_X(T_1, K) = 1$. Then by (v), we have $\dim_k \Hom_X(K, \tau_X(T_1)) = 1$, so $K$ lies on the coray ending with $\tau_X(T_1)$. But it easy to see that the minimum of the quasi-lengths $\ell(X)$, for the members $X$ of the intersection of this ray and this coray is equal to 6, a contradiction. Therefore $\Hom_X(T_1, K) = 0$, so $\bar{\theta}_{(10,9,8,3,2,1)} \neq 0$ due to (iv), and the claim is proved.

To finish the proof we define an algebra homomorphism $\psi : kQ \to E$. For each $(i, j) \in \Omega$, denote by $\theta^i_{j,i}$ the endomorphism $\theta^i_{j,i} := w_{ij} \circ \theta_{ij} \circ p_i : T \to T$, where $p_i : T \to T_i$ is the canonical $i$th projection and $w_j : T_j \to T$ is the canonical $j$th embedding. Then we set $\psi(\alpha_1) := \psi_{2,1}^i, \psi(\alpha_2) := \psi_{3,2}^i, \ldots, \psi(\alpha_6) := \psi_{7,6}, \psi(\gamma_1) := \psi_{8,3}, \psi(\gamma_2) := \psi_{9,4}, \psi(\gamma_3) := \psi_{10,5}$, $\psi(\beta_1) := u \psi_{9,8}, \psi(\beta_2) := u \psi_{10,9}$, where $u, v$ are as above. By the claim, the observation (i) and the fact that all the nonzero spaces $\Hom_X(T_i, T_j)$ are one-dimensional, we infer that $\theta^i_{j,i} \in \Im \psi$ for every $(i, j) \in \Omega$, so $\Im \psi = E$. Moreover, $\psi(\Delta) = 0$, since by assumption
Hom\(_{(\mathbb{K})}(T_1, T_7) = 0\) and the equalities defining \(u, v\) hold. In this way the proof is complete. □

### 3.10

Before we pass to the proof Theorem 3.6 we briefly collect some necessary notions and facts. We notice first that by the very definition of \(B_S\), the matrix \(V\) (of the respective base change) with columns being the coordinate vectors of the consecutive members of \(B_S\) with respect to \(B_O\), and the matrix \(G_{B_S} := V^I \cdot G_{B_O} \cdot V\) of the Euler form with respect to \(B_S\), have respectively the following forms:

\[
V := \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}, \quad G_{B_S} := \begin{bmatrix}
1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

Moreover, the matrices \(rk_{B_S}\) and \(deg_{B_S}\) of the rank and degree homomorphisms \(rk, deg : K_0(\mathbb{X}) \to \mathbb{Z}\) with respect to the basis \(B_S\) (and the standard basis \(\{1\}\) of \(\mathbb{Z}\)) are given as follows:

\[
\begin{align*}
& rk_{B_S} = [1, 0, \ldots, 0], \quad deg_{B_S} = [0, 3, 2, 1, 1, 1, 1, 1, 6].
\end{align*}
\]

In our considerations a crucial role is played by a pair of autoequivalences \(R\) and \(S\) of the derived category \(D^b(\text{coh}(\mathbb{X}))\), defined as tubular mutations (see [16]). They are nicely controlled on the level of the Grothendieck group. We have the following commutative diagram:

\[
\begin{array}{ccc}
D^b(\text{coh}(\mathbb{X})) & \xrightarrow{R} & D^b(\text{coh}(\mathbb{X})) \\
\downarrow{\pi} & & \downarrow{\pi} \\
K_0(\mathbb{X}) & \xrightarrow{\varphi} & K_0(\mathbb{X}) \\
\downarrow{S} & & \downarrow{S} \\
K_0(\mathbb{X}) & \xrightarrow{\zeta} & K_0(\mathbb{X})
\end{array}
\]

(*)&

where \(\pi : D^b(\text{coh}(\mathbb{X})) \to K_0(D^b(\text{coh}(\mathbb{X}))) \cong K_0(\mathbb{X})\) denotes the canonical passage to the Grothendieck class and \(\varphi, \zeta\) are the \(\mathbb{Z}\)-linear automorphisms of \(K_0(\mathbb{X})\) induced by \(R, S\), respectively (\(\varphi\) and \(\zeta\) preserve the Euler form \(\text{eul}f : K_0(\mathbb{X})^2 \to \mathbb{Z}\)). The matrices of the maps \(\varphi, \zeta\) can be easily computed from the very definition of the functors (see [3, 7, 14, 16] for the details). In fact, we have the following identification showing the actual meaning of the two first members of the triple \((R, \hat{S}, U)\) of matrices, defined in Section 2.2.

**Lemma 3.11** The matrices of the \(\mathbb{Z}\)-linear transformations \(\varphi, \zeta : K_0(\mathbb{X}) \to K_0(\mathbb{X})\) in the basis \(B_S\) coincide with \(\hat{R}\) and \(\hat{S}\), respectively. □

### 3.12

Restricted to \(\text{coh}(\mathbb{X})\), \(R\) in contrast to \(S\), is no longer an autoequivalence. Nevertheless, some special restrictions of \(R\) and \(S\) yield isomorphisms

\[
\begin{align*}
S : \ C_q & \xrightarrow{\sim} C_{q+1} & \text{for all } & q \in \mathbb{Q} \\
R : \ C_q & \xrightarrow{\sim} C_{\frac{q}{1+q}} & \text{for all } & 0 \leq q \leq \infty
\end{align*}
\]
of categories. As a result, for any \( q \in \mathbb{Q} \) there exists a unique canonical sequence of powers of \( R \) and \( S \) such that their composition called \textit{telescoping functor} and given by the formula

\[
\Phi_{q,\infty} := \begin{cases}
S^{c_1} \circ R^{c_2} \circ S^{c_3} \circ \cdots \circ S^{c_{m-1}} \circ R^{c_m} & \text{if } m \in 2\mathbb{N}, \\
S^{\tilde{c}_1} \circ R^{\tilde{c}_2} \circ \cdots \circ R^{\tilde{c}_{m-1}} \circ S^{\tilde{c}_m} & \text{if } m \notin 2\mathbb{N},
\end{cases}
\]

where \( q = [c_1; \ldots, c_m] \) is the continued fraction presentation of \( q \in \mathbb{Q} \), yields an isomorphism \( C_{q,\infty} \cong \mathcal{C}_q \). (We set additionally \( \Phi_{\infty,\infty} := \text{Id} \).

For any \( q \in \overline{\mathbb{Q}} \), we denote by \( \phi_{q,\infty} \) the automorphism of \( \mathcal{K}_0(\mathcal{X}) \) controlling \( \Phi_{q,\infty} \), which is defined by the formula (**) with the \( R \) and \( S \) replaced by \( \varrho \) and \( \varsigma \), respectively. It is clear that we have

\[
\phi_{q,\infty} \circ \pi = \pi \circ \Phi_{q,\infty}
\]

and that the matrix of \( \phi_{q,\infty} \) in the basis \( B_S \) is equal to the matrix \( \phi_{q,\infty} \in \mathbb{M}_{10}(\mathbb{Z}) \), where \( \phi_{q,\infty} \) is defined by the formula (**) now with the functors \( R \) and \( S \) replaced by the matrices \( \hat{\varrho} \) and \( \hat{\varsigma} \), respectively. (We set additionally \( \phi_{\infty,\infty} := \text{id}_{\mathcal{K}_0(\mathcal{X})} \) and \( \Phi_{\infty,\infty} := I_{10} \).

\textbf{Proof of Theorem 3.6.} We construct a family \( \hat{T} := \{T_i\}_{i \in [10]} \) of quasi-simple sheaves which will serve for the indecomposable direct summands of a tilting sheaf \( T \) with the slopes prescribed by \( \mu(T) = (0, \frac{1}{3}, \frac{2}{3}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, 1, 1, 1) \), and we show first that \( \hat{T} \) has all the properties from (a) and (b). We use for this aim the telescoping functors \( \phi_{q,\infty} \) for \( q \in \{0, \frac{1}{3}, \frac{2}{3}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, 1\} \). The respective sequences of exponents of powers of the functors \( R \) and \( S \) constituting \( \phi_{q,\infty} \) are completely determined by the continued fraction presentation of the rational numbers \( \frac{1}{3}, \frac{2}{3}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, 1 \), which are equal to \( [0], [0; 3], [0; 2, 2], [0; 2], [0; 1, 1, 2], [0; 1, 2] \) and \( [1] \), respectively (see (**)).

We set: \( T_1 := (S^{-1} \circ R)(S_{3,5}) \), \( T_2 := (R^3 \circ S \circ R)(S_{3,1}) \), \( T_3 := (R^2 \circ S \circ R)(S_{3,1}) \), \( T_4 := (R \circ S \circ R^2)(S_{3,0}) \), \( T_5 := (R \circ S \circ R)(S_{3,4}) \), \( T_6 := (R \circ S \circ R)(S_{3,0}) \), \( T_7 := (R(S_{3,1}) \), \( T_8 := (R^2(S_{2,0}) \), \( T_9 := (R \circ S \circ R)(S_{3,4}) \), \( T_{10} := R(S_{3,5}) \).

Note that by the very construction \( \mu(T) \), where \( T = \bigoplus_{i \in [10]} T_i \), has the required form.

Now we determine the coordinate vectors \( [T_i]_{B_S} \in \mathbb{Z}^{10} \) of \( [T_i] \in \mathcal{K}_0(\mathcal{X}) \), for \( i \in [10] \), with respect to the basis \( B_S \). We start by computing (if necessary) the following products of the matrices: \( \mathcal{X}'(1) := S^{-1} \hat{\varrho} \), \( \mathcal{X}'(2) := R^3 \), \( \mathcal{X}'(3) := R^2 \hat{\varsigma} \hat{\varrho} \), \( \mathcal{X}'(4) := R^2 \), \( \mathcal{X}'(5) := R^2 \hat{\varrho} \hat{\varsigma}^2 \), \( \mathcal{X}'(6) := R \hat{\varrho} \hat{\varsigma} \hat{\varrho} \), \( \mathcal{X}'(7) := \hat{\varrho} \hat{\varsigma} \) in \( \mathbb{M}_{10}(\mathbb{Z}) \), being in fact the matrices of the automorphisms \( \phi_{q,\infty} \) with respect to \( B_S \), for \( q = 0, \frac{1}{3}, \frac{2}{3}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, 1 \) (see Section 2.2 for the definition of \( \hat{\varrho} \) and \( \hat{\varsigma} \)). Now due to (***), applying the definition of \( B_S \), we have:

\[
[T_1]_{B_S} = \mathcal{X}'(1)^{(9)}, [T_2]_{B_S} = \mathcal{X}'(2)^{(5)}, [T_3]_{B_S} = \mathcal{X}'(3)^{(5)}, [T_4]_{B_S} = \mathcal{X}'(4)^{(10)} - \mathcal{X}'(4)^{(2)},
\]

\[
[T_5]_{B_S} = \mathcal{X}'(5)^{(10)} - (\mathcal{X}'(5)^{(5)} + \ldots + \mathcal{X}'(5)^{(5)}), [T_6]_{B_S} = \mathcal{X}'(6)^{(10)} - (\mathcal{X}'(6)^{(5)} + \ldots + \mathcal{X}'(6)^{(5)}), [T_7]_{B_S} = \mathcal{X}'(7)^{(5)}, [T_8]_{B_S} = \mathcal{X}'(4)^{(10)} - \mathcal{X}'(4)^{(3)} - \mathcal{X}'(4)^{(4)}, [T_9]_{B_S} = \mathcal{X}'(6)^{(8)}, [T_{10}]_{B_S} = \mathcal{X}'(7)^{(9)}.
\]

Once we already know the explicit values of all 10 expressions above we find out that the matrix \( \Theta_{B_S} := [\{T_i\}^{10}_{B_S}, \ldots, \{T_{10}\}^{10}_{B_S}] \in \mathbb{M}_{10}(\mathbb{Z}) \) has really the required form \( \Theta_{B_S} = \Theta \).

Moreover, we have \( \text{rk}(T_i)_{i \in [10]} = \text{rk}_{B_S} \cdot \Theta = [1, 3, 5, 6, 5, 3, 1, 4, 3, 1] \). The shape of \( \mu(T) \) and \( \text{rk}(T) \) implies that \( \text{deg}(T) \) has also the form as in (a).

Next we prove that \( T = \bigoplus_{i \in [10]} T_i \) is a tilting sheaf. Observe that the family \( \hat{T} \) of quasi simple sheaves satisfies the condition (b) from Lemma 3.8 (one has to consider only the pairs \( (i, j) = (4, 8), (6, 9), (7, 10) \)). Next we have to determine the matrix \( G_{\hat{T}} := [\text{eucl}(\{T_i\}, \{T_j\})]_{i,j \in [10]} \) consisting of the values of the Euler form on all the pairs \( (T_i, T_j) \).

A direct calculation via the formula \( G_{\hat{T}} = (\Theta_{B_S})^{tr} \cdot G_{B_S} \cdot \Theta_{B_S} \) yields the equality \( G_{\hat{T}} = \ldots \)
$C_{\Lambda}$. Then a case by case verification of positivity of the respective coefficients of $C_{\Lambda}$ shows that also the condition (a) from Lemma 3.8 holds for $\tilde{T}$. Consequently, $T$ is a tilting sheaf and $C_{\Lambda} = C_{\Lambda}$, where $E = \text{End}_{X}(T)$.

To complete the proof note that $\Lambda \cong E$, by Proposition 3.9. Notice that the uniqueness, up to isomorphism, of $T$ follows from the fact that exceptional sheaves are determined uniquely by their Grothendieck classes [14, 17]. In this way our proof is finished. \hfill \square

4 $\Lambda$-Modules Versus Coherent Sheaves, Applications

From now on we assume that $T$ is precisely as in the Theorem 3.6 and the isomorphism $\Lambda \cong \text{End}_{X}(T)$ is given by the induced homomorphism $\Psi$, defined in the proof of Proposition 3.9. Moreover, all basic vectors $\theta_{j,i} \in \text{Hom}_{X}(T_{1}, T_{j})$, for $(i, j) \in \Omega$, are chosen in a compatible way, i.e. $\theta_{j,i}$, for $(i, j) \in \Omega$, correspond to images of the arrows from $Q_{1}$ via $\Psi$ and satisfy the relations defining $\Delta$, whereas the remaining $\theta_{j,i}$, for $(i, j) \in \Omega \setminus \Omega'$, are given as the respective compositions of the previous ones.

Under the setting above we have the following comparison result.

**Theorem 4.1** (a) The full right derived functor $\Psi := \mathbb{R}\text{Hom}_{X}(T, -) : \mathcal{D}^{b}\text{coh}(X) \to \mathcal{D}^{b}\text{mod}(\Lambda)$ for the functor $\text{Hom}_{X}(T, -) : \text{coh}(X) \to \text{mod}(\Lambda)$, yields a triangle equivalence $\mathcal{D}^{b}\text{coh}(X) \cong \mathcal{D}^{b}\text{mod}(\Lambda)$. In particular, the mapping $[F] \mapsto [\text{Hom}_{X}(T, F)] - [\text{Ext}_{X}^{2}(T, F)]$, for $F \in \text{coh}(X)$, yields an isomorphism $\text{K}_{0}(X) \cong \text{K}_{0}(\Lambda)$ of the Grothendieck groups.

(b) Both, $B_{T} := \{[T_{i}]_{i \in \{10\}}\}$ and $B_{\mathcal{E}} := \{[S_{i}]_{i \in \{10\}}\}$, where $\{S_{i}\}_{i \in \{10\}}$ is a full list of standard simple $\Lambda$-modules, form bases of $\text{K}_{0}(X) = \text{K}_{0}(\Lambda)$. The base change matrix $A_{B_{\mathcal{E}}, B_{T}} := [[T_{i}]_{B_{\mathcal{E}}}| \ldots |[[T_{10}]_{B_{\mathcal{E}}}]]$ is equal to $C_{\Lambda}$. Moreover,

$$
\rk B_{\mathcal{E}} = [1, 2, 2, 1, -1, -2, -1; -1, -2, -1], \quad \deg B_{\mathcal{E}} = [0, 1, 1, 1, 0, -1, -1; 0, -1, -1]
$$

where $\rk B_{\mathcal{E}}$ and $\deg B_{\mathcal{E}}$ denote matrices of the forms $\rk, \deg : \text{K}_{0}(X) \to \mathbb{Z}$ with respect to the basis $B_{\mathcal{E}}$, respectively.

**Proof** Follows immediately from Theorem 3.6 and the shape of the respective matrices (see also the general result concerning the tilting procedure [7]). \hfill \square

As a straightforward consequence we obtain also an explanation of the actual role of the third matrix from the triple $(\tilde{\mathcal{R}}, \hat{\mathcal{S}}, U)$, defined in Section 2.2.

**Corollary 4.2** The equality $U = A_{B_{\mathcal{E}}, B_{\mathcal{S}}}$ holds, where $A_{B_{\mathcal{E}}, B_{\mathcal{S}}}$ denotes the base change matrix with columns being the coordinate vectors of the consecutive elements of $B_{\mathcal{S}}$ with respect to $B_{\mathcal{E}}$.

**Proof** By Theorems 4.1(b) and 3.6(b), we have $A_{B_{\mathcal{E}}, B_{\mathcal{S}}} = A_{B_{\mathcal{E}}, B_{\mathcal{T}}} \cdot A_{B_{\mathcal{T}}, B_{\mathcal{S}}} = C_{\Lambda} \cdot \Theta^{-1}$, where $A_{B_{\mathcal{T}}, B_{\mathcal{S}}}$ is a base change matrix formed by the coordinates of the consecutive members of $B_{\mathcal{S}}$ with respect to $B_{\mathcal{T}}$. An easy check shows that the right hand side product of matrices just coincides with $U$. \hfill \square
4.3

Due to Theorem 4.1 we can identify $\Lambda$-modules with the corresponding sheaves (or their copies shifted by the translation functor $[1]$ in the derived category). Note that we have in our disposal the notion of rank and degree for $\Lambda$-modules, hence also of the slope (see Section 4.1(b) for the explicit formulas). We explain below details of this identification.

Now let $\text{coh}_+(\mathbb{X})$ (respectively $\text{coh}_-(\mathbb{X})$) be the full subcategory of $\text{vect}(\mathbb{X})$ formed by all vector bundles whose indecomposable summands $\mathcal{F}$ satisfy the condition $\text{Ext}^1_{\mathbb{X}}(T, \mathcal{F}) = 0$ (respectively $\text{Hom}_{\mathbb{X}}(T, \mathcal{F}) = 0$). Further, we denote by $\text{mod}_+(\Lambda)$ (respectively $\text{mod}_0(\Lambda)$, $\text{mod}_-(\Lambda)$) the full subcategories of $\text{mod}(\Lambda)$ formed by all $\Lambda$-modules whose indecomposable summands have positive rank (respectively zero rank, negative rank). Finally, $\text{coh}_{\geq}(\mathbb{X})$ (respectively, $\text{mod}_{\geq}(\Lambda)$) denotes the additive closure of $\text{coh}_+(\mathbb{X}) \cup \text{coh}_0(\mathbb{X})$ (respectively, $\text{mod}_+(\Lambda) \cup \text{mod}_0(\Lambda)$).

Then under the equivalence $\Psi : D^b\text{coh}(\mathbb{X}) \xrightarrow{\sim} D^b\text{mod}(\Lambda)$

- $\text{coh}_+(\mathbb{X})$ corresponds to $\text{mod}_+(\Lambda)$ by means of $\mathcal{F} \mapsto \text{Hom}_{\mathbb{X}}(T, \mathcal{F})$,
- $\text{coh}_0(\mathbb{X})$ corresponds to $\text{mod}_0(\Lambda)$ by means of $\mathcal{F} \mapsto \text{Hom}_{\mathbb{X}}(T, \mathcal{F})$,
- $\text{coh}_{-}(\mathbb{X})[1]$ corresponds to $\text{mod}_{-}(\Lambda)$ by means of $\mathcal{F}[1] \mapsto \text{Ext}^1_{\mathbb{X}}(T, \mathcal{F})$.

The structure of the Auslander-Reiten quiver of $\text{mod}(\Lambda)$ and the shape of its components, for the algebra $\Lambda$ of tubular type can be now derived alternatively from the description of the Auslander-Reiten quiver of $\text{coh}(\mathbb{X})$ by applying tilting theory [14, Theorem 5.7]. In particular, one can precisely reconstruct the one-parameter families of tubes forming $T$ from those for $\text{coh}(\mathbb{X})$ and present $T$ in a form $T = (T^q)_{q \in \mathbb{Q}}$, slightly different as originally. Namely, $\Gamma_{\Lambda}$ consists of the components described as follows:

- for each $q \in \mathbb{Q}$ with $q > 1$ or $q < 0$ a family $(T^q_{\lambda})_{\lambda \in \mathbb{X}} = (T^q_{\lambda}(\Lambda))_{\lambda \in \mathbb{X}}$ of stable tubes, being the images of $(T^q_{\lambda}(\mathbb{X}))_{\lambda \in \mathbb{X}}$ (in the second case in fact of $(T^q_{\lambda}(\mathbb{X})[1])_{\lambda \in \mathbb{X}}$ in $\text{coh}(\mathbb{X})[1])$, whose ranks equal the weights of $\lambda$;
- a family $(T^1_{\lambda})_{\lambda \in \mathbb{X}} = (T^1_{\lambda}(\Lambda))_{\lambda \in \mathbb{X}}$ of tubes such that $T^1_{\lambda}$, for $\lambda \in \mathbb{X} \setminus \{\lambda_3\}$, are stable tubes, being the images of $(T^1_{\lambda}(\mathbb{X}))_{\lambda \in \mathbb{X} \setminus \{\lambda_3\}}$, whose ranks equal the weights of $\lambda$, and a tube $T^1_{\lambda_3}$ is obtained from the stable tube $T^1_{\lambda_3}(\mathbb{X})$ of rank $6$ by deletion of $2$ corays ending at the vertex $t_{\lambda_3}T_7$ and $t_{\lambda_3}T_{10}$, respectively ($T^1_{\lambda_3}$ contains $2$ projective $\Lambda$ modules $P(7)$ and $P(10)$);
- a family $(T^0_{\lambda})_{\lambda \in \mathbb{X}} = (T^0_{\lambda}(\Lambda))_{\lambda \in \mathbb{X}}$ of tubes such that $T^0_{\lambda}$, for $\lambda \in \mathbb{X} \setminus \{\lambda_3\}$, are stable tubes, being the images of $(T^0_{\lambda}(\mathbb{X}))_{\lambda \in \mathbb{X} \setminus \{\lambda_3\}}$ (in fact of $(T^0_{\lambda}(\mathbb{X})[1])_{\lambda \in \mathbb{X}}$), whose ranks equal the weights of $\lambda$, and a tube $T^0_{\lambda_3}$ is obtained from the stable tube $T^0_{\lambda_3}(\mathbb{X})$ of rank $6$ by deletion of the ray starting at the vertex $T_{1}$, (in fact $T[1]_1$); $T^0_{\lambda_3}$ contains the injective $\Lambda$-module $I(1)$;
- the preprojective and preinjective components $\mathcal{P}$ and $\mathcal{Q}$ are formed by the images of sheaves $\mathcal{F}$ from the tube families $T^q(\mathbb{X})$, for $0 \leq \mu(\mathcal{F}) \leq 1$, such that $\text{Ext}^1_{\mathbb{X}}(T, \mathcal{F}) = 0$ and $\text{Hom}_{\mathbb{X}}(T, \mathcal{F}) = 0$, respectively.

Notice that the objects from the preprojective component $\mathcal{P}$ and the tubes $(T^q_{\lambda})_{\lambda \in \mathbb{X}}$ with $1 \leq q < \infty$ (respectively, from the preinjective component $\mathcal{Q}$ and the tubes $(T^q_{\lambda})_{\lambda \in \mathbb{X}}$ with $q \leq 0$) form the category $\text{mod}_+(\Lambda)$ (respectively, $\text{mod}_-(\Lambda)$). Moreover, the objects from $(\widetilde{T^\infty}_{\lambda})_{\lambda \in \mathbb{X}}$ form the subcategory $\text{mod}_0(\Lambda)$. 
4.4

Now we briefly compare the description of tube families in $\Gamma_\Lambda$ given above with the original one (see Section 3.3).

An indecomposable $\Lambda$-module $M$ lies in a tube $T^q_\lambda$, for $\lambda \in \mathbb{X}$, of the Auslander-Reiten quiver $\Gamma_\Lambda$ of $\text{mod}(\Lambda)$ if and only if the equality $\mu(M) = q$ holds (can be immediately verified once we know $\text{dim}_q M$). On the other hand for a fixed $\gamma = \frac{\gamma_0}{\gamma_\infty} \in \underline{\mathbb{Q}}_0$ the dimension vectors of all $\Lambda$-modules from the tubes in the family $T(\gamma)$ have index $\gamma$ (see [19] for the precise definition). Recall that for each homogeneous tube they form the set $\mathbb{N}_1 \cdot h_\gamma$ with $h_\gamma := \gamma_0 h_0 + \gamma_\infty h_\infty$ (in particular, $h_1 = h_0 + h_\infty$), where $h_0 = [1, 2, 3, 3, 2, 1], h_1 = [0, 1, 2, 3, 3, 2, 1; 2, 2, 1] \in \mathbb{Z}^{10}$ are the standard generators of the radical spaces for the tame concealed algebras $\Lambda_0$ and $\Lambda_\infty$, respectively. (Note that $\gcd((h_\gamma)_i : i \in Q_0) = 1$, since we always assume that $\gamma_\infty, \gamma_0 \in \mathbb{N}$ are coprime). Therefore, the number $q \in \underline{\mathbb{Q}}$, for $\gamma \in \underline{\mathbb{Q}}_0$, such that the full subcategories of $\text{mod}(\Lambda)$ formed by indecomposables from $T(\gamma)$ and $T^q$ coincide, is determined by the equality $q = \mu(h_\gamma)$. Consequently, we infer that

$$q = q(\gamma) := \frac{\gamma_0}{\gamma_0 - \gamma_\infty}$$

(see Section 2.2), since $\text{rk}(h_0) = \text{rk}_{\mathcal{B}_E} h_0^r = 6, \text{rk}(h_\infty) = \text{rk}_{\mathcal{B}_E} h_\infty^r = -6$ and $\deg(h_0) = \deg_{\mathcal{B}_E} h_0^r = 6, \deg(h_\infty) = \deg_{\mathcal{B}_E} h_\infty^r = 0$. We have the following.

**Lemma 4.5** The mapping $\gamma \mapsto q(\gamma)$ and its inverse $q \mapsto \gamma(q)$, given for $q = \frac{a}{b}$, with $a \in \mathbb{Z}$ and $b \in \mathbb{N}$ coprime, by the formula $q(\gamma) = \frac{a - b}{a}$, yield a bijection $\underline{\mathbb{Q}}_0 \leftrightarrow \underline{\mathbb{Q}} := \underline{\mathbb{Q}} \setminus (0, 1)$, which translate the index of a family of tubes into its slope, and conversely. In particular, we have $\gamma(1) = 0, \gamma(\infty) = 1$ and $\gamma(0) = \infty$. \hfill $\square$

As a result of the translation formulas and Theorem 4.1 we obtain also a precise description of the quasi-simple objects in $\hat{\mathcal{S}}$ in terms of sheaves. To formulate it we use the intuitively clear notation: if for $\mathcal{F}$ in $\text{coh}(\mathcal{X})$ the object $M := \Psi(\mathcal{F}[m])$ from $\mathcal{D}^b\text{mod}(\Lambda)$ belongs to $\text{mod}(\Lambda)$, where $m \in [0, 1]$, then by $\hat{\Psi}(\mathcal{F}[m])$ we always mean the $R$-module $\hat{\Psi}(\mathcal{F}[m]) := \hat{M}$. Moreover, for any $q \in \underline{\mathbb{Q}}$ and $i \in [3]$, we denote by $\mathcal{F}_{q,i,j} := \tau_X^{-j} \mathcal{F}_{q,i,0}, j \in \mathbb{Z}_{p_1}$, the “consecutive” quasi-simple sheaves in the exceptional tube of the rank $p_1$ in the family $T^q(\mathcal{X})$, where $p_1 = 2, p_2 = 3, p_3 = 6$ (in the moment the choice of $\mathcal{F}_{q,i,0}$ is not important, cf. Section 4.7).

**Proposition 4.6** Let $\gamma \in \underline{\mathbb{Q}}$ and $i \in [3]$ be a pair such that $(q, i) \neq (0, 3)$. Then for any $s \in \mathbb{Z}_{p_1}$ we have an isomorphism $M_{i,s}(\gamma) \cong \hat{\Psi}(\mathcal{F}_{q(i),i,s(s)}))$, if $\gamma \leq 1$, respectively, $M_{i,s}(\gamma) \cong \hat{\Psi}(\mathcal{F}_{q(i),i,s(s)}))$, if $\gamma > 1$, in the category $\hat{\mathcal{S}}$, where $s = \sigma_{\gamma,i}$ is some cyclic permutation of $\mathbb{Z}_{p_1}$.

**Proof** Follows by the information from Sections 4.3, 4.4 and the final part of Section 3.3. \hfill $\square$

4.7

From now on we assume that for any $q \in \underline{\mathbb{Q}}$ and any pair $(i, j)$, with $i \in [3]$ and $j \in \mathbb{Z}_{p_1}$, the sheaves $\mathcal{F}_{q,i,j}$ are precisely equal to the images of the simple torsion sheaves $\mathcal{S}_{i,j}$ via the
telescoping functor $\Phi_{q,\infty}$, i.e. $F_{q,i,j} := \Phi_{q,\infty}(S_{i,j})$. (Clearly, $F_{\infty,i,j} = S_{i,j}$). Moreover, for each pair $(\gamma, i) \in \mathbb{Q}_0 \times [3]$, $(\gamma, i) \neq (0, 3)$, the indexing of the quasi-simple objects $M_{q,i}(\gamma)$, for $s \in \mathbb{Z}_{p_i}$, in the mouth of the corresponding tube in the category $\mathcal{S}$ is such that $\sigma_{\gamma,i}$ is the identity permutation.

**Proof of Theorem 2.3.** For $q \in \mathbb{Q}$ and for the pair $(i, s)$, with $i \in [3]$ and $s \in \mathbb{Z}_{p_i}$, we set $X_{q,i,s} := \Psi(F_{q,i,s}) = \text{Hom}(T, F_{q,i,s})$, if $q \geq 1$ and $(q, i, s) \neq (1, 3, 0), (1, 3, 4)$, and $X_{q,i,s} := \Psi(F_{q,i,s}[1]) = \text{Ext}^1_{\mathcal{X}}(T, F_{q,i,s})$, if $q \leq 0$ and $(q, i, s) \neq (0, 3, 5)$. Then clearly the sets $\{X_{q,i,s}\}_{s \in \mathbb{Z}_{p_i}, i \in [3]}$ (with special treatment of the cases $(q, i) = (1, 3), (0, 3)$; cf. $L^1, L^0$ in Section 6), form full lists of the mouth $Q$-modules in the consecutive exceptional tubes from the family $T^q = (T^q_\lambda(\Lambda))_{\lambda \in \mathcal{X}}$, for a fixed $q \in \mathbb{Q}$. To prove the assertion of Theorem 2.3 we determine the dimension vectors $\dim_k X_{q,i,s}$ using the formula 3.12(***)

(cf. [3]).

We know that $[F_{q,i,s}] = \varphi_{q,\infty}([S_{i,s}])$ in $K_0(\mathcal{X})$, so $[F_{q,i,s}]_{B_S} = \tilde{\Phi}_{q,\infty}([S_{i,s}]_{B_S})$. Hence, setting $\tilde{\Phi}_{q,\infty} := U \cdot \tilde{\Phi}_{q,\infty}$, due to Corollary 4.2 we have $[F_{q,i,s}]_{B_E} = \tilde{\Phi}_{q,\infty}([S_{i,s}]_{B_S})$, and by applying the definition of $B_S$ also

\[
[F_{q,i,s}]_{B_E} = \begin{cases} 
\tilde{\Phi}^{(10)} - \tilde{\Phi}^{(2)} & \text{if } i = 1, s = 0, \\
\tilde{\Phi}^{(2)} & \text{if } i = 1, s = 1, \\
\tilde{\Phi}^{(10)} - \tilde{\Phi}^{(3,4)} & \text{if } i = 2, s = 0, \\
\tilde{\Phi}(s+2) & \text{if } i = 2, s = 1, 2, \\
\tilde{\Phi}^{(10)} - \tilde{\Phi}^{(5,9)} & \text{if } i = 3, s = 0, \\
\tilde{\Phi}(s+4) & \text{if } i = 3, s = 1, \ldots, 5,
\end{cases}
\]

where $\tilde{\Phi} = \tilde{\Phi}_{q,\infty}$. On the other hand, by the definition of $X_{q,i,s}$ we have the equality $[X_{q,i,s}] = e^q [F_{q,i,s}]$ in $K_0(\mathcal{X})$, where $e^q := 1$, if $q \geq 1$ (respectively, $e^q := -1$, if $q \leq 0$); consequently,

\[
\dim_k X_{q,i,s} = e^q \cdot [F_{q,i,s}]_{B_E}.
\]

Now the formula 2.3(*** from the assertion of the theorem follows immediately by (**) and (***) since $e^q = e^{q(\gamma)}$, $\Xi = e^{q(\gamma)} \cdot \tilde{\Phi}_{q(\gamma),\infty}$, $M_{i,s}(\gamma) \cong \tilde{X}_{q(\gamma),i,s}$ and $\dim_k \tilde{X} = \xi(\dim_k X)$, for any $X \in \text{mod}(\Lambda)$ (see 2.2(**), 3.12(***); 4.6; 3.1; respectively). In this way the proof is complete.

\[\square\]

### 4.8

The comparison theorem yields also a possibility to determine the mono-epi property (and eventually the mono-epi type) for indecomposable $Q$-modules and $R$-modules being objects of $\mathcal{S}$. We start by formulating the basic definition.

Let $(Q, \Delta)$ be for a moment an arbitrary bounded quiver and $A = kQ/\Delta$ the associated $k$-algebra (respectively, $k$-category). As usually we identify right $A$-modules with representations of $(Q, \Delta)$. We denote by $\Omega = \Omega(Q, \Delta)$ the set of all oriented paths $\delta$ in $Q$ of positive length, which do not belong to $\Delta$. We say that $M = (M_\gamma, M_\gamma)_v \in \mathbb{Q}_0 \gamma \in \Omega$ is a path mono-epi representation (mono-epi representation, in short), if for any $\delta = \gamma_1 \ldots \gamma_n \in \Omega$, where $n \geq 1$, the associated $k$-linear structure map $M_\delta := M_{\gamma_n} \circ \ldots \circ M_{\gamma_1} : M_{s(\delta)} \to M_{h(\delta)}$ is a monomorphism or an epimorphism. Clearly, if $M$ is as above and $\dim_k M = [d_v]_{v \in \mathbb{Q}_0}$ then $M_\delta$ is a monomorphism if and only if $d_{s(\delta)} \leq d_{h(\delta)}$ (respectively, $M_\delta$ is an epimorphism if and only if $d_{s(\delta)} \geq d_{h(\delta)}$), for any $\delta \in \Omega$. Moreover, for any pair $\delta, \delta' \in \Omega$ with $s(\delta') = h(\delta) (=: v)$, the inequalities $d_{s(\delta)}, d_{h(\delta')}$ imply $d_{s(\delta')} = d_v$ or $d_v = d_{h(\delta')}$ (if $M_{\delta\delta'}$ is a monomorphism or an epimorphism, respectively), in case $\delta \delta' \in \Omega$;
and $d_{s(\delta)}, d_{h(\delta')}, d_\nu \neq 0$ implies the inequality $d_{s(\delta)} + d_{h(\delta')} \leq d_\nu$, in case $\delta \delta' \in \Delta$ (M$\delta$ must be a monomorphism and M$\delta'$ an epimorphism with Im M$\delta$ $\subseteq$ Ker M$\delta'$).

Note that if the direct sum $M := M' \oplus M''$ of modules in $\text{mod}(A)$ is a mono-epi representation then both, $M'$ and $M''$ do so (the opposite implication is not true in general).

### 4.9

Returning to the setup from the beginning of Section 4, which precedes the formulation of Theorem 4.1, notice that the set $\Omega$ defined in Section 3.9 differs formally from $\Omega (Q, \Delta)$. Nevertheless, due to the commutativity relations in $\Delta$, to examine the mono-epi property for $M$ in $\text{mod}(\Lambda)$ it suffices to consider just the set $\Omega$, since for any pair of parallel oriented paths $\delta, \delta'$ in $Q$ with $s(\delta') = s(\delta') = j$ and $h(\delta) = h(\delta') = i$, where $(i, j) \in \Omega$, we have the equality $M_\delta = M_{\delta'}$.

Recall that $T$ is a tilting bundle, so as stated in Section 3.9, each $\theta_{j,i} : T_i \to T_j$, for $(i, j) \in \Omega$, is either a monomorphism (if $\text{rk}(T_i) \leq \text{rk}(T_j)$) or an epimorphism (if $\text{rk}(T_i) > \text{rk}(T_j)$). We will show that for a suitable choice of $\mathcal{F} \in \text{coh}_+(\mathcal{X})$ the module $M := \Psi(\mathcal{F}) = \text{Hom}_\mathcal{X}(T, \mathcal{F}) \in \text{mod}_+(\Lambda)$ is mono-epi.

More precisely, denote by $\Omega_e$ the set of all $(i, j) \in \Omega$ such that $\text{rk}(T_i) > \text{rk}(T_j)$; i.e.

$$\Omega_e = \{(4, 5), (5, 6), (6, 7), (4, 6), (4, 7), (5, 7), (3, 6), (3, 7), (2, 7), (3, 8), (4, 9), (5, 10), (8, 9), (9, 10), (8, 10), (3, 9), (4, 10), (3, 10), (2, 10)\},$$

and by $\Omega_m$ its completion $\Omega_m := \Omega \setminus \Omega_e$ consisting of all $(i, j) \in \Omega$ such that $\text{rk}(T_i) \leq \text{rk}(T_j)$. We also set

$$\Omega_m^{1} := \{(3, 4), (1, 6), (2, 5), (1, 9), (2, 8)\}, \quad \Omega_m^\infty := \{(2, 6), (3, 5), (1, 10), (2, 9)\}$$

and $\Omega_m^{<1} := \Omega_m \setminus (\Omega_m^1 \cup \Omega_m^\infty)$.

Let $\mathcal{F}$ be a sheaf in $\text{coh}_+(\mathcal{X})$. We set

$$M_{(i,j)} := \text{Hom}_\mathcal{X}(\theta_{j,i}, \mathcal{F}) : M_j \to M_i$$

for any $(i, j) \in \Omega$, where $M_l := \text{Hom}_\mathcal{X}(T_l, \mathcal{F})$ for all $l \in [10]$. Observe that the maps $M_{(i,j)}$, for $(i, j) \in \Omega$, are the all possible compositions of the maps $M_\alpha$, $\alpha \in Q_1$, which can be nonzero.

### Proposition 4.10

Let $\mathcal{F}$ be an indecomposable sheaf in $\text{coh}_+(\mathcal{X})$ such that $1 \leq \mu(\mathcal{F}) \leq \infty$.

- **The map** $M_{(i,j)}$ **is a monomorphism for every** $(i, j) \in \Omega_e$ **and an epimorphism for every** $(i, j) \in \Omega_m^{<1}$, **additionally it is a monomorphism for every** $(i, j) \in \Omega_m^\infty$ **and an epimorphism for every** $(i, j) \in \Omega_m^1$, **provided 1 $\leq \mu(\mathcal{F}) < \infty$**.

- **If** $\mu(\mathcal{F}) = 1$ **then** $M_{(i,j)}$ **is a monomorphism for every** $(i, j) \in \Omega_e \cup \Omega_m^\infty$ **and an epimorphism for every** $(i, j) \in \Omega_m^{1}$; **moreover, for each pair** $(i, j) \in \Omega_m^1$, **the map** $M_{(i,j)}$ **is an isomorphism for all** $\mathcal{F}$ **lying in any tube from the family** $\mathcal{T}^1$, **except of the one distinguished exceptional tube** $\mathcal{T}^1_{\lambda(i,j)}$, $\lambda(i, j) \in \{\lambda_1, \lambda_2, \lambda_3\}$, **and it is a monomorphism (respectively, an epimorphism) for all but precisely one quasi-simple objects** $\mathcal{F}$ **in** $\mathcal{T}^1_{\lambda(i,j)}$ **which one we will denote by** $\mathcal{F}'$ **(respectively, $\mathcal{F}''$)**.

- **If** $\mu(\mathcal{F}) = \infty$ **then** $M_{(i,j)}$ **is a monomorphism for every** $(i, j) \in \Omega_e$ **and an epimorphism for every** $(i, j) \in \Omega_m^{1} \cup \Omega_m^\infty$; **moreover, for each pair** $(i, j) \in \Omega_m^\infty$, **the map**
\( M(i,j) \) is an isomorphism for all \( F \) lying in any tube from the family \( \mathcal{T}_\infty \) except of the one distinguished exceptional tube \( \mathcal{T}_\infty^{\lambda(i,j)} \), \( \lambda(i, j) \in \{\lambda_1, \lambda_2, \lambda_3\} \), and it is a monomorphism (respectively, an epimorphism) for all but precisely one quasi-simple objects \( F \) in \( \mathcal{T}_\infty^{\lambda(i,j)} \), which one we will denote by \( F' \) (respectively, \( F'' \)).

**Proof** Fix an indecomposable \( F \) in \( \text{coh}_\geq(\mathcal{X}) \). Clearly, \( M(i,j) \) is always a monomorphism, if \( \text{rk}(T_i) > \text{rk}(T_j) \). Now assume that \( \text{rk}(T_i) \leq \text{rk}(T_j) \), equivalently, \( \theta_{j,i} \) is a monomorphisms. We have a short exact sequence

\[
(*) \quad 0 \to T_i \xrightarrow{\theta_{j,i}} T_j \to Q_{i,j} \to 0
\]

where \( Q_{i,j} := \text{Coker} \theta_{j,i} \). The cokernel \( Q_{i,j} \) is an exceptional sheaf as a result of a mutation of the exceptional pair \( (T_i, T_j) \) (see [17, 4.2]), so it is indecomposable. Hence, \( Q_{i,j} \) lies in exceptional tube in \( \text{coh}(\mathcal{X}) \) with slope

\[
(\star \star) \quad \mu(Q_{i,j}) = \frac{\deg(T_j) - \deg(T_i)}{\text{rk}(T_j) - \text{rk}(T_i)}.
\]

(The slopes of all \( Q_{i,j} \), for \( (i, j) \in \Omega_m \), can be easily computed by \((\star \star)\) and Theorem 3.6(a), see Table 1 below). Moreover, each \( Q_{i,j} \) belongs to \( \text{coh}_\geq(\mathcal{X}) \), since the functor \( \text{Ext}^1_{\mathcal{X}}(T, -) \) is right exact.

Consider the long exact sequence for the functor \( \text{Hom}_{\mathcal{X}}(-, F) \), induced by \((*)\). Due to the equality \( \text{Ext}^1_{\mathcal{X}}(T, F) = 0 \) its beginning looks as follows:

\[
0 \to \text{Hom}_{\mathcal{X}}(Q_{i,j}, F) \to \text{Hom}_{\mathcal{X}}(T_j, F) \to \text{Hom}_{\mathcal{X}}(T_i, F) \to \text{Ext}^1_{\mathcal{X}}(Q_{i,j}, F) \to 0.
\]

Consequently, \( M(i,j) \) is a monomorphism if and only if \( \text{Hom}_{\mathcal{X}}(Q_{i,j}, F) = 0 \). Notice that this is always the case if \( \mu(F) < \mu(Q_{i,j}) \), or if \( \mu(F) = \mu(Q_{i,j}) \) and \( F \) belongs to another tube than \( Q_{i,j} \). Moreover, in the tube of \( \text{coh}(\mathcal{X}) \) containing \( Q_{i,j} \) there exists precisely one quasi-simple object \( F' = F'(i, j) \) with \( \text{Hom}_{\mathcal{X}}(Q_{i,j}, F') \neq 0 \); namely, the quasi-top of \( Q_{i,j} \). Note that it belongs to \( \text{coh}_\geq(\mathcal{X}) \), since all epimorphic images of \( Q_{i,j} \) have this property.

Similarly, \( M(i,j) \) is an epimorphism if and only if \( \text{Ext}^1_{\mathcal{X}}(Q_{i,j}, F) = 0 \), or equivalently due to Serre duality if \( \text{Hom}_{\mathcal{X}}(F, \tau_{\mathcal{X}}(Q_{i,j})) = 0 \). In particular, this is always the case if \( \mu(F) > \mu(Q_{i,j}) \), or if \( \mu(F) = \mu(Q_{i,j}) \) and \( F \) belongs to another tube than \( Q_{i,j} \). Moreover, in the tube of \( \text{coh}(\mathcal{X}) \) containing \( Q_{i,j} \) there exists precisely one quasi-simple object \( F'' = F''(i, j) \) with \( \text{Hom}_{\mathcal{X}}(F'', \tau_{\mathcal{X}}(Q_{i,j})) \neq 0 \); namely, the quasi-socle of \( \tau_{\mathcal{X}}(Q_{i,j}) \). We claim that if \( \mu(Q_{i,j}) \geq 1 \) then \( F'' \) belongs to \( \text{coh}_+(\mathcal{X}) \). Notice that eventual problems can appear only for the pairs \( (i, j) \in \Omega_m \) with \( \mu(Q_{i,j}) = 1 \), for those additionally \( \rho(Q_{i,j}) = 6 \). Nevertheless our claim holds true also in this case, since by the shape of the dimension vectors of the \( \Lambda \)-modules \( S \) from the mouths of the tubes \( \mathcal{T}_{\lambda_3}^1 \) and \( \mathcal{T}_{\lambda_2}^1 \) (can be immediately determined by the formulas \((*)\) and \((\star \star)\) in Section 4.7) one easily indicates for each of the five pairs \( (i, j) \in \Omega_m^1 \) the (unique) module \( S = S''(i, j) \) such that the structure map

| \((i, j)\) | (1, 2) | (2, 3) | (3, 4) | (1, 3) | (2, 4) | (1, 4) | (1, 5) | (1, 6) | (2, 5) | (2, 6) | (3, 5) | (1, 8) | (1, 9) | (1, 10) | (2, 8) | (2, 9) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \(\text{deg}(Q_{i,j})\) | 1 | 1 | 1 | 2 | 2 | 3 | 3 | 2 | 2 | 1 | 1 | 2 | 2 | 1 | 1 | 1 |
| \(\text{rk}(Q_{i,j})\) | 2 | 2 | 1 | 4 | 3 | 5 | 4 | 2 | 2 | 0 | 0 | 3 | 2 | 0 | 1 | 0 |
| \(\mu(Q_{i,j})\) | \(\frac{1}{2}\) | \(\frac{1}{2}\) | 1 | \(\frac{3}{2}\) | \(\frac{3}{2}\) | \(\frac{3}{2}\) | \(\frac{3}{2}\) | \(\frac{3}{2}\) | \(\frac{3}{2}\) | 1 | \(\infty\) | \(\infty\) | \(\frac{3}{2}\) | 1 | \(\infty\) | 1 | \(\infty\) |
$S_{(i,j)} : S_j \to S_i$ in $S$ is not an epimorphism (see $L^1$ from Section 6 and Table 1, cf. also Remark 4.11).

Now, the assertions follow from the considerations above by a simple analysis of Table 1 containing the slopes of all the cokernels $Q_{i,j}$, for $(i,j) \in \Omega_m$.

Remark 4.11 (a) For every $(i,j) \in \Omega^1_m$ (respectively, $(i,j) \in \Omega^\infty_m$) we have $\deg(Q_{i,j}) \in \{1,2\}$ (respectively, $\deg(Q_{i,j}) = 1$), so due to the formula 3.4(**) either $\rho(Q_{i,j}) = 6$ and $\ell(Q_{i,j}) \leq 2$ or $\rho(Q_{i,j}) = 3$ and $\ell(Q_{i,j}) = 1$ (respectively, $\rho(Q_{i,j}) = 6$ and $\ell(Q_{i,j}) = 1$). Moreover, $\ell(Q_{i,j}) = 1$ if and only if $\mathcal{F}'' = \tau_X(\mathcal{F}')$ and $\ell(Q_{i,j}) = 2$ if and only if $\mathcal{F}'' = \tau^2_X(\mathcal{F'})$. In particular, we have always $\mathcal{F}' \neq \mathcal{F}''$ and the positions of the pair $(\mathcal{F}', \mathcal{F}'')$ allow to recover precisely the position of $Q_{i,j}$ in the tube.

(b) Using the list $L^1$, one can also easily indicate for each of the five pairs $(i,j) \in \Omega^1_m$ (the unique) $S$ from the union of the mouths of the tubes $T_{\lambda_3}$ and $T_{\lambda_2}$, such that the structure map $S_{(i,j)} : S_j \to S_i$ in $S$ is not a monomorphism. The same can be done for each of the four pairs $(i,j) \in \Omega^\infty_m$, in an epimorphism as well as a monomorphism version for the map $S_{(i,j)}$, now is the mouth of the tube $T_{\lambda_3}$ (use $L^\infty$ from Section 6).

(c) For any $(i,j) \in \Omega^1_m$ we have $\lambda(i,j) = \lambda_2$ or $\lambda(i,j) = \lambda_3$ (i.e. $\rho(Q_{i,j}) = 3$ or $\rho(Q_{i,j}) = 6$, respectively). The sequence $6,6,3,3,6$ describes the ranks of the tubes $\lambda_{(i,j)}$ (containing $Q_{i,j}$) for the consecutive five pairs $(i,j) \in \Omega^1_m$, ordered as in the definition of the set $\Omega^1_m$ (apply (b)). For any $(i,j) \in \Omega^\infty_m$ we have $\lambda(i,j) = \lambda_3$, since $\rho(Q_{i,j}) = 6$ (see (a)).

Now we consider the analogous problem for modules $M := \Psi(\mathcal{F}[1]) = \text{Ext}^1_X(T, \mathcal{F}) \in \text{mod}_-(\mathcal{X})$, where $\mathcal{F} \in \text{coh}_-(\mathcal{X})$.

We set

$$\Omega^0_e := \{(4,5), (3,6), (2,7), (3,8), (8,9), (3,9), (2,10)\}$$

and $\Omega^\infty_e := \Omega^0_e \setminus \Omega^0_e$. Let $\mathcal{F}$ be as above then we set

$$M_{(i,j)} := \text{Ext}^1_X(\theta_{j,i}, \mathcal{F}) : M_j \to M_i$$

for any $(i,j) \in \Omega$, where $M_l := \text{Ext}^1_X(T_l, \mathcal{F})$ for all $l \in [10]$.

Proposition 4.12 Let $\mathcal{F}$ be an indecomposable sheaf in $\text{coh}_-(\mathcal{X})$ such that $\mu(\mathcal{F}) \leq 0$.

- The map $M_{(i,j)}$ is an epimorphism for every $(i,j) \in \Omega_m$ and a monomorphisms for every $(i,j) \in \Omega^\infty_e$, additionally it is a monomorphism for every $(i,j) \in \Omega^0_e$, provided $\mu(\mathcal{F}) < 0$.

- If $\mu(\mathcal{F}) = 0$ then $M_{(i,j)}$ is an epimorphism for every $(i,j) \in \Omega_m$ and a monomorphisms for every $(i,j) \in \Omega^\infty_e$: moreover, for each pair $(i,j) \in \Omega^0_e$, the map $M_{(i,j)}$ is an isomorphism for all $\mathcal{F}$ lying in any tube from the family $T^0_{\lambda(i,j)}$, $\lambda(i,j) \in \{\lambda_1, \lambda_2, \lambda_3\}$, and it is a monomorphism (respectively, an epimorphism) for all but precisely one quasi-simple objects $\mathcal{F}$ in $T^0_{\lambda(i,j)}$, which one we will denote by $\mathcal{F}'$ (respectively, $\mathcal{F}''$).

Proof We use arguments similar to those from the proof of Proposition 4.10. Fix an indecomposable $\mathcal{F}$ in $\text{coh}_-(\mathcal{X})$. The category $\text{coh}(\mathcal{X})$ is hereditary so the functor $\text{Ext}^1_X(-, \mathcal{F})$ is right exact. Consequently, $M_{(i,j)}$ is an epimorphism for every $(i,j) \in \Omega_m$, since in this case $\theta_{j,i} : T_l \to T_j$ is a monomorphism.
Now assume that \((i, j) \in \Omega_e\), equivalently, that \(\theta_{j,i}\) is an epimorphism. Then we have a short exact sequence

\[
0 \to K_{i,j} \to T_i \xrightarrow{\theta_{j,i}} T_j \to 0
\]

where \(K_{i,j} := \text{Ker} \theta_{j,i}\). The kernel \(K_{i,j}\) is an exceptional sheaf as a result of a mutation of the exceptional pair \((T_i, T_j)\) (see [17, 4.2]). Hence, \(K_{i,j}\) belongs to an exceptional tube in \(\text{coh}(\mathcal{X})\) with slope \(\mu(K_{i,j})\)

\[
\mu(K_{i,j}) = \frac{\deg(T_i) - \deg(T_j)}{\text{rk}(T_i) - \text{rk}(T_j)}.
\]

(The slopes of all \(K_{i,j}\), for \((i, j) \in \Omega_e\), can be easily computed by \((**)\) and Theorem 3.6(a), see Table 2 below).

Consider the long exact sequence for the functor \(\text{Hom}_\mathcal{X}(-, \mathcal{F})\), induced by \((*)\). Due to the equality \(\text{Hom}_\mathcal{X}(T, \mathcal{F}) = 0\) its nontrivial part looks as follows:

\[
0 \to \text{Hom}_\mathcal{X}(K_{i,j}, \mathcal{F}) \to \text{Ext}^1_\mathcal{X}(T_j, \mathcal{F}) \to \text{Ext}^1_\mathcal{X}(T_i, \mathcal{F}) \to \text{Ext}^1_\mathcal{X}(K_{i,j}, \mathcal{F}) \to 0.
\]

Consequently, \(M_{i,j}\) is an epimorphism if and only if \(\text{Ext}^1_\mathcal{X}(K_{i,j}, \mathcal{F}) = 0\), or equivalently due to Serre duality if \(\text{Hom}_\mathcal{X}(\mathcal{F}, \tau_\mathcal{X}(K_{i,j})) = 0\). Notice that this is always the case if \(\mu(\mathcal{F}) > \mu(K_{i,j})\), or if \(\mu(\mathcal{F}) = \mu(K_{i,j})\) and \(\mathcal{F}\) belongs to another tube than \(K_{i,j}\). Moreover, in the tube in \(\text{coh}(\mathcal{X})\) containing \(K_{i,j}\) there exists precisely one quasi-simple object \(\mathcal{F}'' = \mathcal{F}''(i, j)\) with \(\text{Hom}_\mathcal{X}(\mathcal{F}'', \tau_\mathcal{X}(K_{i,j})) \neq 0\); namely, the quasi-socle of \(\tau_\mathcal{X}(K_{i,j})\).

Similarly, \(M_{i,j}\) is a monomorphism if and only if \(\text{Hom}_\mathcal{X}(K_{i,j}, \mathcal{F}) = 0\). This is always the case if \(\mu(\mathcal{F}) < \mu(K_{i,j})\), or if \(\mu(\mathcal{F}) = \mu(K_{i,j})\) and \(\mathcal{F}\) belongs to another tube than \(K_{i,j}\). Moreover, in the tube in \(\text{coh}(\mathcal{X})\) containing \(K_{i,j}\) there exists precisely one quasi-simple object \(\mathcal{F}' = \mathcal{F}'(i, j)\) with \(\text{Hom}_\mathcal{X}(K_{i,j}, \mathcal{F}') \neq 0\); namely, the quasi-top of \(K_{i,j}\).

We claim that if \(\mu(K_{i,j}) \leq 0\) (in fact, \(\mu(K_{i,j}) = 0\), see Table 2) then both, \(\mathcal{F}''\) and \(\mathcal{F}'\), belong to \(\text{coh}_-(\mathcal{X})\). Notice that eventual problems can appear only for the pairs \((i, j) \in \Omega_e\) with \(\mu(K_{i,j}) = 0\), for those additionally \(\rho(K_{i,j}) = 6\). Nevertheless, our claim is valid also in this case, since by the shape of the dimension vectors of the \(\Delta\)-modules \(S\) from the mouths of the tubes \(T_{\lambda_3}^0\) and \(T_{\lambda_2}^0\) (can be determined by the formulas \((*)\) and \((**)\) in Section 4.7, for each of the seven pairs \((i, j) \in \Omega_e\), one can easily indicate among the modules \(S\) the (unique) pair, \(S = S''(i, j)\) and \(S = S'(i, j)\), such that the structure map \(S(i,j) : S_j \to S_i\) in \(S\) is not an epimorphism, for \(S = S''(i, j)\), respectively is not a monomorphism, for \(S = S'(i, j)\) (see L.0 from Section 6 and Table 2, cf. also Remark 4.13).

Now the assertions follow from the considerations above by a simple analysis of Table 2 containing the slopes of all the kernels \(K_{i,j}\), for \((i, j) \in \Omega_e\).

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
(i, j) & (4, 5) & (6, 7) & (4, 6) & (4, 7) & (5, 7) & (3, 6) & (3, 7) & (2, 7) & (3, 8) & (4, 9) & (5, 10) & (8, 9) & (9, 10) & (8, 10) & (3, 9) & (4, 10) & (3, 10) & (2, 10) \\
\hline
\text{deg}(K_{i,j}) & 0 & 1 & 1 & 1 & 1 & 1 & 2 & 2 & 2 & 2 & 0 & 1 & 0 & 0 & 1 & 2 & 0 & 1 & 1 & 0 & 2 & 1 & 0 \\
\text{rk}(K_{i,j}) & 1 & 2 & 2 & 3 & 5 & 4 & 4 & 2 & 4 & 2 & 1 & 3 & 4 & 1 & 2 & 3 & 2 & 5 & 4 & 2 & \\
\mu(K_{i,j}) & 0 & \frac{1}{2} & \frac{1}{2} & \frac{1}{3} & \frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{4} & 0 & \frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} & 0 & \frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} & 0 \\
\hline
\end{array}
\]
have always $\mathcal{F}' \neq \mathcal{F}''$ and the positions of the pair $(\mathcal{F}', \mathcal{F}'')$ allow to recover precisely the position of $K_{i,j}$ in the tube.

(b) For any $(i, j) \in \Omega^0_e$ we have $\lambda(i, j) = \lambda_2$ or $\lambda(i, j) = \lambda_3$ (i.e. $\rho(K_{i,j}) = 3$ or $\rho(K_{i,j}) = 6$, respectively). The sequence $3,3,3,6,6,6$ describes the ranks of the tubes $\mathcal{T}^0_{\lambda(i,j)}$ (containing $K_{i,j}$) for the consecutive seven pairs $(i, j) \in \Omega^0_e$, ordered as in the definition of the set $\Omega^0_e$.

(c) For $(i, j) \in \Omega^0_e$, the kernel $K_{i,j}$ belongs to $\text{coh}_- (\mathcal{X})$ if and only if $(i, j) \neq (2, 7)$, since then the equality $\text{Hom}_T(K_{i,j}, \mathcal{X}) = 0$ is equivalent to $\text{Hom}_T(T_1, K_{i,j}) = 0$.

\begin{corollary}
Let $M$ be an indecomposable $\Lambda$-module and $\underline{\dim} M = [d_l]_{l \in [10]}$.

(a) If $\mu(M) \in \mathcal{Q}'$ and $M$ does not belong to the rank-6 tube in case $\mu(M) = \infty$ (respectively, to the union of the two biggest tubes, in case $\mu(M) = 0, 1$) then $M$ is a mono-epi representation with $M(3,8)$, $M(4,9)$, $M(5,10)$ being monomorphisms. In particular,

(i) if $\mu(M) \in (1, \infty)$ then

$$d_1 + d_7 \leq d_6 \leq d_2 \leq d_5 \leq d_3 \leq d_4 \quad \text{and} \quad d_{10} \leq d_1 \leq d_9 \leq d_2 \leq d_8,$$

(ii) if $\mu(M) \in (-\infty, 0)$ then

$$d_1 + d_7 \leq d_2 \leq d_6 \leq d_3 \leq d_5 \leq d_4 \quad \text{and} \quad d_1 \leq d_{10} \leq d_2 \leq d_9 \leq d_8,$$

(iii) if $\mu(M) = \infty$ then $d_2 = d_6$, $d_3 = d_5$; $d_1 = d_{10}$, $d_2 = d_9$ and $\underline{\dim} M$ satisfies simultaneously the inequalities (i) and (ii),

(iv) if $\mu(M) = 1$ then $d_1 = d_6$, $d_3 = d_4$, $d_2 = d_5$; $d_1 = d_9$, $d_2 = d_8$ and $\underline{\dim} M$ satisfies the inequalities (i),

(v) if $\mu(M) = 0$ then $d_2 = d_7$, $d_3 = d_6$, $d_4 = d_5$; $d_2 = d_{10}$, $d_8 = d_9$ and $\underline{\dim} M$ satisfies the inequalities (ii).

(b) If $\mu(M) = \infty$ and $M$ is a quasi-simple module from the rank-6 tube then $M$ is a mono-epi representation with $M(3,8)$, $M(4,9)$, $M(5,10)$ being monomorphisms

(c) If $\mu(M) = 1$ and $M$ is a quasi-simple from one of the two biggest tubes then $M$ is a mono-epi representation with $M(3,8)$, $M(4,9)$, $M(5,10)$ being monomorphisms

(d) If $\mu(M) = 0$ and $M$ is a quasi-simple from one of the two biggest tubes then $M$ is a mono-epi representation, with $M(4,9)$, $M(5,10)$ being always monomorphisms, and $M(3,8)$ being a monomorphism except for precisely one distinguished quasi-simple module $M = M'$ in the biggest tube, for whom $M(3,8)$ is an epimorphism.

\begin{proof}
An immediate consequence of Propositions 4.10, 4.12 and Remarks 4.11, 4.13.
\end{proof}

\begin{remark}
Applying this method one can also examine the remaining indecomposable $\Lambda$-modules $M$ with respect to the property of being mono-epi representation (i.e. the preprojective and preinjective ones).
\end{remark}

5 Interval Decompositions and Mono-epi Types

5.1

Now we introduce the notion of a so-called mono-epi type which allows to understand in a more systematic and deeper way the class of mono-epi representations. In particular,
we show that in the case of the category $\tilde{A}(6)$ the mono-epi types determine the interval decomposition of mono-epi representations which belong to these types. We apply a precise formula for their multiplicity vectors to prove Theorem 2.8.

Let again, as in Section 4.8, $(Q, \Delta)$ be for a moment an arbitrary bounded quiver and $A = kQ/\Delta$ the associated $k$-algebra (respectively, $k$-category). We fix the two element set \{e, m\} of symbols. A map $t : \Omega \rightarrow \{e, m\}$, where $\Omega = \Omega(Q, \Delta)$ is as in Section 4.8 will be called a sincere abstract mono-epi type for the algebra $A$ (an abstract mono-epi type, in short), if it satisfies the following natural condition: for any pair $\delta, \delta' \in \Omega$, with $h(\delta) = s(\delta')$ and $t(\delta) = t(\delta')$, we have $\delta \delta' \in \Omega$ and $t(\delta \delta') = t(\delta) = t(\delta')$. Additionally, we say that $t$ as above is strict, if for any pair $\delta, \delta' \in \Omega$, with $h(\delta) = s(\delta')$ and $\delta \delta' \in \Omega$, the equality $t(\delta) = e$ always implies $t(\delta') = e$ (equivalently, $t(\delta') = m$ implies $t(\delta) = m$).

If $Q$ is acyclic and $t(\delta) = t(\delta')$ for each pair of parallel paths $\delta, \delta' \in \Omega$ (i.e. such that $s(\delta) = s(\delta')$ and $h(\delta) = h(\delta')$), then to any abstract mono-epi type $t$ we associate the relation $t = <t \subseteq (Q_0)^2$ consisting of all the pairs $(s(\delta), h(\delta))$, for $\delta \in \Omega$ with $t(\delta) = m$, and $(h(\delta), s(\delta))$, for $\delta \in \Omega$ with $t(\delta) = e$. It occurs that in good situations the reflexive closure $\preceq = \succeq$ of the relation $<$ yields an ordering of the vertex set $Q_0$.

We say that the (mono-) representation $M$ in mod$(A)$ (respectively, the vector $d = [d_v]_{v \in Q_0} \in \mathbb{N}^{Q_0}$) is of type $t$, or equivalently belongs to $t$, if for any $\delta \in \Omega$, the map $M_\delta$ is an epimorphism (respectively, $d_s(\delta) \geq d_h(\delta)$), provided $t(\delta) = e$, and it is a monomorphism (respectively, $d_s(\delta) \leq d_h(\delta)$), provided $t(\delta) = m$. Clearly, $M$ belongs to $t$ if and only if so does dim$_mM = [d_v]_{v \in Q_0}$. Notice that in case $M_\delta$ is an isomorphism for some $\delta \in \Omega$, such $t$ (if it exists) is not necessarily uniquely determined by $M$. If $d_s(\delta) \neq d_h(\delta)$ for all $\delta \in \Omega$, then $t$ must be strict and it is already uniquely determined for $M$. Observe also that the direct sum $M := M' \oplus M''$ of modules in mod$(A)$ belongs to the abstract mono-epi type $t$ if and only if both, $M'$ and $M''$, do so.

Finally, an abstract mono-epi type $t$ is called a (real) mono-epi type, if there exists a sincere $M$ in mod$(A)$, which belongs to $t$. Observe that if $Q'$ is a full subquiver of $Q$, $\Delta'$ a restriction of the ideal $\Delta$ to $kQ'$ (in the sense of path categories) and $A' := kQ'/\Delta'$ then the restriction $t' := t_1 : \Omega(Q', \Delta') \rightarrow \{e, m\}$ of mono-epi type $t$ for $A$ is always a mono-epi type for $A'$, called the restricted type.

5.2

For any $n \in \mathbb{N}$, we denote by $Q^{(n)}$ the linear quiver

$$
\begin{array}{c}
\circ & \underset{1}{\overset{\alpha_1}{\leftarrow}} & \underset{2}{\overset{\alpha_2}{\leftarrow}} & \underset{3}{\overset{\cdots}{\cdots}} & \underset{n-1}{\overset{\alpha_{n-1}}{\leftarrow}} & \underset{n}{\circ} \\
\end{array}
$$

and for any $i, j \in [n]$ with $i < j$, by $\delta_{ij}$ the path $\alpha_{j-1} \ldots \alpha_i$ (by $\delta_{ii}$ we mean the respective empty path). Moreover, we set $A^{(n)} := kQ^{(n)}$ and $\overline{A}^{(n)} := kQ^{(n)}/\Delta^{(n)}$, where $\Delta^{(n)}$ is the two-sided ideal $(\delta_{n-1, 1})$ in the path algebra $kQ^{(n)}$, which is admissible, if $n \geq 3$.

Recall that any path $\delta_{ij}$ determines an indecomposable representation $I := I_{[i, j]}$, called an interval, which is given by setting $I_l := k$, if $i \leq l \leq j$, $I_{[i]} := \text{id}_k$, if $i \leq l < j$, and $I_l := 0$ for all $l$ out of $\delta_{ij}$. The set $S = S_{A^{(n)}} := \{I_{[i, j]} : 1 \leq i \leq j \leq n\}$ yields a list of all, up to isomorphism, indecomposable nonisomorphic objects in mod$(A^{(n)})$. For any $M$ in mod$(A^{(n)})$, we have the so called interval decomposition $M \cong \bigoplus_{i \in S} I^{a_i}$, for some uniquely determined multiplicities $a_i \in \mathbb{N}$. It is clear that for the algebra $\overline{A}^{(n)}$ an analogous role is played by the set $\overline{S} = S_{\overline{A}^{(n)}} := \{I_{[i, j]} : 1 \leq i \leq j \leq n, (i, j) \neq (1, n)\};$ in particular, for any $M$ in mod$(\overline{A}^{(n)})$ we have the interval decomposition $M \cong \bigoplus_{i \in \overline{S}} I^{a_i}$.
Now we discuss the problem “mono-epi representations versus mono-epi types” for these two kinds of algebras.

Lemma 5.3 Let $A = A(n)$ and $Q = Q(n)$, where $n \geq 2$.

(a) The mapping $t \mapsto \leq_t$ yields a bijection between the sets of all abstract mono-epi types $t : \Omega \to \{e, m\}$ for the algebra $A$, where $\Omega = \Omega(Q, 0)$, and all linear orderings $\leq$ of the set $Q_0 = [n]$, i.e., permutations of $[n]$. In particular, via the bijection above the strict types $t$ correspond precisely to the linear orderings such that $1 < 2 < \ldots < p$ and $n < n - 1 < \ldots < p$, for some $p \in [n]$.

(b) For each abstract mono-epi type $t$ there exists a unique canonical vector $d(t) = [d_i] \in \mathbb{N}^{\mathcal{Q}_0}$ of type $t$, such that $d(i) \in [n]^{\mathcal{Q}_0}$ and $d_i < d_j$, for all $i < j$. Moreover, if additionally $t$ is strict then for every $d = [d_i] \in \mathbb{N}^{\mathcal{Q}_0}$, which belongs to $t$, there exists precisely one, up to isomorphism, mono-epi representation $M = M(d)$ in $\text{mod}(A)$ with $\dim_k M = d$.

(c) Each mono-epi representation $M$ in $\text{mod}(A)$ belongs to some strict mono-epi type $t$.

Proof For $n = 2$ all the assertions are trivially satisfied, so we assume that $n \geq 3$.

(a) First we briefly show that $\leq = \leq_t$ yields an ordering of $[n]$. (Note that now $\Omega = \{\delta_{j,i} : i < j\}$.) Antisymmetry of $\leq$ holds, since $i < j$ means that $t(\delta_{j,i}) = e$, if $i < j$, and $t(\delta_{i,j}) = m$, if $i > j$; hence we have $j \neq i$. To check transitivity of $\leq$ fix $i, j, l \in [n]$ such that $i < j$ and $j < l$. Then there are six possible different $\prec$-orderings of the set $\{i, j, l\}$. If $i < j < l$ then $t(\delta_{i,j}) = t(\delta_{j,i}) = e$, so $t(\delta_{i,l}) = e$. In the case $i, l < j$ we have $t(\delta_{j,i}) = e$ and $t(\delta_{j,l}) = m$, and additionally $\delta_{j,i} = \delta_{i,l} \delta_{l,i}$, so $t(\delta_{i,l}) = e$, if $l > i$ (respectively, $\delta_{j,l} = \delta_{j,i} \delta_{i,l}$, if $l < i$). The remaining three cases are dual to the above ones. Notice that $\leq$ is linear, since any two different vertices of $Q$ are connected by an oriented path (lying out of the ideal of $0$). To finish the proof of the first part of (a), we associate to any linear ordering $\leq$ of $[n]$ the map $t = t_{\leq} : \Omega \to \{e, m\}$, given by setting $t(\delta_{j,i}) = e$, if $i < j$, and $t(\delta_{j,i}) = m$, if $j < i$, for any $i < j$. It is easily seen that $t$ is an abstract mono-epi type and that the mappings $t \mapsto \leq_t$ and $\leq \mapsto t_{\leq}$ are mutually inverse.

(Of course, each linear ordering $\leq = \leq_t$, interpreted as a chain of elements of $[n]$ increasing in the sense of $\prec$, can be also uniquely encoded by the sequence $(\sigma(1), \sigma(2), \ldots, \sigma(n))$, where $\sigma = \sigma_t$ is a permutation of $[n]$ such that ($\ast$): $i < j$ if and only if $\sigma^{-1}(i) < \sigma^{-1}(j)$; in particular, for any $i < j$ we have: $t(\delta_{j,i}) = e$ $\iff$ $\sigma^{-1}(i) < \sigma^{-1}(j)$, respectively, $t(\delta_{j,i}) = m$ $\iff$ $\sigma^{-1}(i) > \sigma^{-1}(j)$. If now an abstract mono-epi type $t$ is additionally strict then either $t(\delta_{n,n-1}) = e$ (respectively, $t(\delta_{2,1}) = m$) and then $\leq$ is given by the sequence $(1, 2, \ldots, n)$ (respectively, $(n, n-1, \ldots, 1)$), or otherwise $p < 1 < p < n$, for some $p \in [n] \setminus \{1, n\}$. Then applying induction we infer that $1 < 2 < \ldots < p$ and $n < n - 1 < \ldots < p$. Conversely, let $\leq$ be a linear ordering of $[n]$, for which there exists $p \in [n]$ with the required property. Set $t := t_{\leq}$. We can assume that $1 < p < n$, since in the opposite case, for all $i < j$ we have $t(\delta_{j,i}) = e$, if $p = n$ (respectively, $t(\delta_{j,i}) = m$, if $p = 1$). Then for any $i < j < l$, the equality $t(\delta_{l,j}) = e$ implies $j < p$, and hence $t(\delta_{j,i}) = e$. Consequently, the type $t$ is always strict.

(b) Set $d(t) := [\sigma_t^{-1}(i)]_{i \in [n]}$. The first part of the assertion follows from the formula ($\ast$). To prove the second one fix a strict abstract mono-epi type $t$ with $p \in [n]$ as in (a) and assume that $1 < n$. Then there exist $i_1, \ldots, i_r \in [n]$, where $i_1 = 1$, $i_2 = n$, $i_{r-1} = p$ and $i_r = p - 1$, if $r$ is even (respectively, $i_r = p + 1$, if $r$ is odd), such that $i_1 < i_3 < i_5 < \ldots < i_{r-1}$.
\( \ldots \leq p + 1, \ i_2 > i_4 > i_6 > \ldots \geq p - 1 \) and \( \sigma_t \) is given by the following sequence
\[
(i_1, \ldots, i_3 - 1; i_2, \ldots, i_4 + 1; i_3, \ldots, i_5 - 1; i_4, \ldots, i_6 + 1; \ldots, p).
\]
(\( \text{The cases} \ r \text{ even and} \ r \text{ odd correspond to the presence of the inequalities} \ p - 1 < p + 1 \) and \( p + 1 < p - 1 \) in \( (n), \leq_r \), respectively. \( \text{It is not hard to see that in this situation the list of intervals} \)
\[
I_{[i_1, i_2]}, \ldots, I_{[i_3 - 1, i_2]}, I_{[i_3, i_2]}, \ldots, I_{[i_3, i_4 + 1]}, I_{[i_3, i_4]}, \ldots, I_{[i_5 - 1, i_4]}, \ldots;
\]
which ends with
\[
I_{[i_r - 3, i_r - 2]}, \ldots, I_{[i_r - 1, i_r - 2]}, I_{[i_r - 1, i_r - 1]}, I_{[i_r - 1, i_r + 1]}
\]
if \( r \) is even, and with
\[
I_{[i_r - 2, i_r - 3]}, \ldots, I_{[i_r - 2, i_r - 1 + 1]}, I_{[i_r - 2, i_r - 1]}, \ldots, I_{[i_r - 1, i_r - 1]}
\]
if \( r \) is odd, contains all, up to isomorphism, indecomposable representations in \( \text{mod}(A) \) (intervals) which belong to \( t \). \( \text{We denote the set formed by all these intervals by} \ S(t) = S_A(t) \) and call it the \textit{interval support} of \( t \). Simple calculation shows that always \( |S(t)| = n \).

Let \( d = [d_i] \in \mathbb{N}^{[n]} \) be a dimension vector of type \( t \). Then the following equalities hold:
\[
0 \leq d_{i_1} \leq \ldots \leq d_{i_3} - 1 \leq d_{i_3} \leq \ldots \leq d_{i_4} + 1 \leq d_{i_4} \leq \ldots \leq d_{i_5} - 1 \leq d_{i_5} \leq \ldots \leq d_{i_6} + 1 \leq \ldots.
\]
We set
\[
M(d) := \bigoplus_{i=1}^{i_3 - i_1} I_{[\sigma(i), i_2]}^{(d_{\sigma(i)} - d_{\sigma(i - 1)})} \bigoplus_{i = i_3 - i_1 + 1}^{i_3 - i_1 + i_2 - i_4} I_{[i_3, \sigma(i)]}^{(d_{\sigma(i)} - d_{\sigma(i - 1)})} \bigoplus_{i = i_3 - i_1 + i_2 - i_4 + 1}^{i_3 - i_1 + i_2 - i_4 + i_5 - i_3} I_{[\sigma(i), i_4]}^{(d_{\sigma(i)} - d_{\sigma(i - 1)})} \bigoplus \ldots
\]
where \( \sigma = \sigma_t \) and \( d_{\sigma(0)} := 0 \). Then \( M(d) \) is a mono-epi representation of type \( t \), since so do all indecomposable direct summands in the decomposition above. Moreover, it is easy to verify that \( \dim_k M(d) = d \).

Let now \( \overline{M} \) be a mono-epi representation with \( \dim_k \overline{M} = d \). Then \( \overline{M} \) is of type \( t \); hence, so do all indecomposable direct summands in the interval decomposition of \( M \). Therefore, \( \overline{M} \) has the shape
\[
\overline{M} \cong \bigoplus_{\overline{I} \in S(t)} \overline{I}^{a_I}
\]
for some \( a_I \in \mathbb{N} \). We can determine precisely the dimension vector \( \dim_k \bigoplus_{\overline{I} \in S(t)} \overline{I}^{a_I} \), expressing it in terms of multiplicities \( (a_I)_{\overline{I} \in S(t)} \). Comparing the result to \( d \), we obtain an \( n \times n \) system \( (u) \) of linear equations over \( \mathbb{Z} \) in the variables \( a_I \), for \( I \in S(t) \). Once the equations are ordered according to \( \prec \), whereas the variables as in the list defining \( S(t) \), the system \( (u) \) becomes lower unitriangular. Hence, \( (u) \) has precisely one (integral) solution, so the multiplicities \( (a_I)_{\overline{I} \in S(t)} \) coincide with those from the formula defining \( M(d) \); consequently, \( \overline{M} \cong M(d) \).

The dual case \( n < 1 \) requires exactly the same treatment.

(c) Let \( M \) be an arbitrary mono-epi representation and \( \dim_k M := [d_i]_{i \in [n]} \). We show first that \( (d_i)_{i \in [n]} \) forms an \textit{ascending-descending sequence}, i.e. \( d_1 \leq d_2 \leq \ldots \leq d_p \geq \ldots \geq d_{n-1} \geq d_n \), for some \( p \in [n] \). Suppose this is not the case. Then there exists \( 1 \leq i_1 < i_2 < n \)
such that \( d_{i_1} > d_{i_1+1} = d_{i_2} < d_{i_2+1} \). But this is impossible, since for any \( i < j < l \) we have \( \delta_{l,i} = \delta_{j,i} \in \Omega \) and the inequalities \( d_i, d_l \geq d_j \) imply \( d_i = d_l \) or \( d_l = d_j \) (cf. Section 4.8). Consequently, such \( p \in [n] \) always exists. If \( p = n \) (respectively, \( p = 1 \)) then for a strict abstract mono-epi type \( t \) such that \( M \) belongs to \( \mathcal{E} \) we can take \( t \leq \)\( \leq \), where \( \leq \) is given by the sequence \((1, \ldots, n)\) (respectively, \((n, \ldots, 1)\)). Assume now that \( 1 < p < n \). Consider two linear orderings \( \leq_1 \) of \([p]\) and \( \leq_2 \) of \([n]\) \([\{p-1\}\] , which are defined by the chains \( 1 < i_1, \ldots < 1 p \) and \( n < 2 \ldots <_2 p \), respectively. Then any integration of these two chains into the one, yields always a linear ordering \( \leq \) on \([n]\) such that the associated type \( t \leq \) is strict. It is easily seen that with a slight care, applying the arguments similar to these involving the sequences \( i_1 < i_2 < \ldots \) and \( i_2 > i_4 > \ldots \), the integration process can be provided in a way respecting the property: \( d_i \leq d_j \), if \( i < j \), where \( i < p \) and \( j > p \), or \( i > p \) and \( j < p \). Clearly, the representation \( M \) belongs to the type \( t = t \leq \), for the such ordering \( \leq \).

We say that the ordering \( \leq \) of the set \([n]\), where \( n \geq 2 \), is almost linear if for each pair \((i, j) \neq (1, n)\) of members of \([n]\), the elements \( i \) and \( j \) are \( \leq \)-comparable. We also set \([n]' := [n] \setminus \{1, n\}\) and we denote by \((A')'(n) (\cong A(n-2))\) the path algebra of the full subquiver \((Q')'(n) \) of \( Q'(n) \) spanned by the vertex set \([n]'\).

**Proposition 5.4** Let \( A = \overline{A}(n) \) and \( Q = Q'(n) \), where \( n \geq 3 \).

(a) The mapping \( t \mapsto \leq = \leq_t \) yields a bijection between the sets of all abstract mono-epi types \( t : \Omega \to [e, m] \) for the algebra \( A \), where \( \Omega = \Omega(Q, \Delta'(n)) \), and all almost linear orderings \( \leq \) of the set \( Q_0 = [n] \). In particular, via the bijection above the strict types \( t \) correspond precisely to the almost linear orderings such that \( 1, n < i, \) for all \( i \in [n]'\), and \( 2 < \ldots < p, n - 1 < \ldots < p, \) for some \( p \in [n]' \); so via the restriction to the orderings \( \leq_t \) of \([n]' \), for all strict abstract mono-epi types \( t \) for the algebra \( A' := (A')'(n) \).

(b) For each strict abstract mono-epi type \( t \) there exists a unique canonical vector \( d(t) = [d_i] \in \mathbb{N}^{|Q_0|} \) of type \( t \), such that \( d(t) \in [n]^{Q_0}, d_1 = d_n = 1, d_i < d_j \) for all \( i < j \), and \( d_1 + d_n < d_i \), for all \( i \in [n]' \). Moreover, for every \( d = [d_i] \in \mathbb{N}^{|Q_0|} \) such that \( d_i + d_n \leq d_i \), for all \( i \in [n]' \), which belongs to \( t \), there exists precisely one, up to isomorphism, mono-epi representation \( M = \overline{M}(d) \) in \( \text{mod}(A) \) with \( \text{dim}_k M = d \).

(c) Let \( M \) be a mono-epi representation in \( \text{mod}(A) \) and \( \text{dim}_k M = [d_i] \). If \( M \) is sincere then \( \text{dim}_k M \) belongs to some strict mono-epi type \( t \); moreover, \( d_1 + d_n \leq d_i \), for all \( i \in [n]' \). If \( d_n = 0 \) (respectively, \( d_1 = 0 \)) then \( \text{dim}_k M \) belongs to some strict mono-epi type \( t \) if and only if \( d_1 \leq d_{n-1} \) (respectively, \( d_n \leq d_2 \)); in particular, this is always the case if \( d_1 = d_n = 0 \). If \( M \) is not sincere and \( d_1 = d_n \neq 0 \) then \( d_1 = 0 \), for all \( i \in [n]' \).

**Proof** (a) Due to the proof of Lemma 5.3, to show that \( \leq = \leq_t \) yields an ordering of \([n]\) we need only to verify the transitivity property for \( \leq \). (Notice that now \( \Omega = \{i, j : i < j, (i, j) \neq (1, n)\} \)). Fixing \( i, j, l \in [n] \) such that \( i < j \) and \( j < l \), observe that if \( i < j < l \) then \( \delta_{l,j}, \delta_{j,i} \in \Omega \) and \( t(\delta_{l,j}) = t(\delta_{j,i}) = e \), so \( \delta_{l,i} = \delta_{i,l} \delta_{j,i} \in \Omega \) and \( t(\delta_{l,i}) = e \); hence \( l < i \). The case \( i > j > l \) is dual to that above. In the remaining four cases we always have \( \{i, l\} \neq \{1, n\} \), so automatically \( \delta_{l,i} \in \Omega \), if \( i < l \) (respectively, \( \delta_{i,l} \in \Omega \), if \( l < i \)), and comparing to the proof of Lemma 5.3, we do not need any extra arguments. Note that by the shape of \( \Omega \) the ordering \( \leq \) is almost linear. Let now \( \leq \) be an arbitrary almost linear ordering of \([n]\). We define the map \( t = t_\leq : \Omega \to [e, m] \) by the same formula as in the case of \( A'(n) \). It is well defined, since for any \( i < j \) such that \((i, j) \neq (1, n)\), the elements \( i \) and \( j \) are
≤-comparable. Moreover, \(t\) is an abstract mono-epi type, since if we have \(t(\delta_{i,j}) = t(\delta_{j,i}) = e\), for \(i < j < l\), then by the transitivity of \(≤\) it follows that \(i < l\), so \((i, l) \neq (1, n)\), \(\delta_{i,j} = \delta_{j,i} = \delta_{i,l} = \delta_{j,l} \in \Omega\) and \(t(\delta_{i,j}) = e\) (similarly in the case \(t(\delta_{j,i}) = t(\delta_{i,j}) = m\)). It is clear that the mappings \(t \mapsto \leq\) and \(t \mapsto t\) are mutually inverse, so we obtain the required bijection. Notice that each \(≤\) as above can be uniquely encoded by the pair \((r, \sigma')\) (and viewed as \((\sigma'(2), \ldots, \sigma'(r), [1, n], \sigma'(r + 1), \ldots, \sigma'(n - 1))\), where \(r \in [n - 1]\) and \(\sigma'\) is a permutation of \([n]'\); in particular, simply by \(\sigma'\), under the assumption that \(1, n < i\), for all \(i \in [n]'\). Let now \(t\) be a strict abstract mono-epi type for the algebra \(A\) and \(≤ := ≤_t\). Then there exists an integer \(p \in [n]'\) such that \(2 < \ldots < p\) and \(n-1 < \ldots < p\), since the restriction \(t'\) of \(t\) to the set \(\Omega' := \{\delta_{i,j} : 2 < i < j < n - 1\}\) is a strict abstract mono-epi type for the path algebra \(A'\), and \(≤_t\) coincides with the restriction \(≤_{|n]'\} ≤\) to \([n]'\). If \(p = n - 1\) then the second chain trivializes and the first one has the shape \(2 < \ldots < n - 1\), hence we have \(1 < 2\), since \(t(\delta_{n,1}) = e\) implies \(t(\delta_{2,1}) = e\). Moreover, we have also \(n < i\), for every \(i \in [n]'\), since \(i < n\) yields \(t(\delta_{n,i}) = e = t(\delta_{i,1})\), so \(\delta_{n,1} \in \Omega\), a contradiction. Dually, we show that \(n < n - 1\) and \(1 < i\), for every \(i \in [n]'\), if \(p = 2\). In the case \(2 < p < n - 1\), applying the analogous arguments, we show first that \(1 < 2\) and \(n < n - 1\), and next that \(n < 2\) and \(1 < n - 1\). Since \([n]'\) is linearly ordered by \(≤_t\), its smallest element is either \(2\) or \(n - 1\) and we have always that \(1, n < i\), for every \(i \in [n]'\). In this way \(≤ := ≤_t\), for a strict \(t\), has always the required properties. Observe that the converse implication holds by the analogous fact for the algebra \(A'\), since in our situation the equalities \(t(\delta_{i,j}) = e\) and \(t(\delta_{j,i}) = m\), for \(i < j < l\), imply \(i, l \in [n]'\). Finally note that the assertion concerning the correspondence \(t \mapsto t' = t|\Omega'\) (equivalently, \(≤_t \mapsto ≤_{|n]'\})\) follows immediately from the descriptions of the mono-epi types for \(A\) in terms of permutations \(\sigma'\) of \([n]'\), given above.

(b) To define the vector \(d(t)\), for a fixed strict abstract mono-epi type \(t\) for the algebra \(A\), we set \(d_1, d_n := 1\) and \(d_i := (\sigma')^{-1}(i) + 1\), for all \(i \in [n]'\), where \(\sigma' = \sigma_t\) and \(\sigma_t\) are as above. By the previous considerations and Lemma 5.3(b) the vector \(d(t)\) has the required properties. Observe also that now the set \(\mathbb{S}(t) = \mathbb{S}_A(t)\) of all intervals in \(\text{mod}(A)\) of type \(t\) has the shape

\[
\mathbb{S}(t) = \{I_{[1,n-1]} - I_{[2,n]}\} \cup \mathbb{S}_A(t').
\]

(We treat \(A'\)-modules as \(A\)-modules by means of the standard extension by zeros embedding \(\text{mod}(A)' \hookrightarrow \text{mod}(A)\)). It again consists of \(n\) elements, since \(\mathbb{S}_A(t') = n - 2\). It is called the interval support of \(t\).

Let \(d = [d_i]_{i \in [n]}\) be a vector of type \(t\) with the assumed properties. Then the vector \(d' := (d_i - (d_1 + d_n))_{i \in [n]}'\) belongs to the strict type \(t'\) for the algebra \(A'\). We set

\[
\overline{M}(d) := I_{[1,n-1]}^{d_1} \oplus I_{[2,n]}^{d_n} \oplus M(d').
\]

\(\overline{M}(d)\) is a mono-epi representation of type \(t\), since so do all indecomposable direct summands in the decomposition above; moreover, \(\dim_k \overline{M}(d) = d_1 \cdot \dim_k I_{[1,n-1]} + d_n \cdot \dim_k I_{[2,n]} + \dim_k M(d') = d\). If now \(M\) is an arbitrary mono-epi representation with \(\dim_k M = d\) then \(M\) is of type \(t\) and so do all its indecomposable direct summands in the interval decomposition. Therefore, \(M\) has the shape

\[
M \cong I_{[1,n-1]}^{a_1} \oplus I_{[2,n]}^{a_n} \oplus M'
\]

where \(a_1, a_n \in \mathbb{N}\) and \(M' = \bigoplus_{t \in \mathbb{S}_A(t')} I^{a_t}\), for some \(a_t \in \mathbb{N}\). We have \(M_1 = (I_{[1,n-1]}^{a_1})_1\) and \(M_n = (I_{[2,n]}^{a_n})_n\), so \(a_1 = d_1\) and \(a_n = d_n\); hence, \(\dim_k (\bigoplus_{t \in \mathbb{S}_A(t')} I^{a_t}) = d'\). Due to Lemma 5.3(b), we infer that \(M' \cong M(d')\), and consequently \(M \cong \overline{M}(d)\).
(c) If the mono-epi representation $M$ of $A$ is sincere then we have $d_1, \ldots, d_n \neq 0$ and $\delta_{n,1} = \delta_{n,i} \delta_{i,1} \in \Delta^{(n)}$, for any $i \in [n]'$; hence, $d_1 + d_n \leq d_i$ (see Section 4.8). On the other hand the restriction $M' := M[Q']$ of $M$ to $Q' = (Q')^{(n)}$ is a mono-epi representation of the algebra $A'$, so by Lemma 5.3(c) the vector $\dim M'$ belongs to some strict mono-epi type $t'$ for $A'$. Let now $t$ be the unique strict abstract mono-epi type for $A$ such that $t Q' = t'$. It is clear that $\dim M$ belong to $t$, since $\leq_{t'} = \leq_{[n]}$, where $\leq = \leq_t$.

If now $M$ is not sincere with $d_n = 0$ and $d_1 \leq d_{n-1}$ then $d_1 \leq d_i$, for every $i \in [n]'$, since the inequality $d_i < d_1 (\leq d_{n-1})$ is impossible due to the fact that $\delta_{n-1,1} = \delta_{n-1,i} \delta_{i,1} \in \Omega$ (see Section 4.8). Now constructing $t$ in the same way as above we again infer that $\dim M$ belongs to $t$. Note that the converse implication is obvious due to (a). The case $d_1 = 0$ is analogous.

Finally, suppose that $d_1, d_n \neq 0$ and $d_i \neq 0$, for some $i \in [n]'$. Then for any $1 < j < i$ (respectively $i < j < n$) we have $d_j \neq 0$ due to the arguments as above, a contradiction. In this way the proof is complete. $\square$

From now on the formulation strict mono-epi type (if there is no other concrete specification for $A$) will always mean that we deal with a strict abstract mono-epi type $t$ for the algebra $A$, where $A = A^{(n)}$ or $A = \overline{A}^{(n)}$, for some suitable $n \in \mathbb{N}$.

**Remark 5.5** Let $i, j \in [n]$ be a pair of integers such that $1 \leq i < j \leq n$ and $2 \leq j - i < n - 1$, $Q''$ a full subquiver of $Q = Q^{(n)}$ spanned on the vertex set $[i, j] \subseteq Q_0$ and $t''$ an arbitrary strict mono-epi type for the path algebra $A'' := kQ''$. Then there exists a strict extension $t$ of $t''$ to $A' := A^{(n)}$, i.e. a strict mono-epi type $t$ for $A$, with the property that for any sincere $A''$-representation of type $t''$ its extension $\tilde{M}$ to $A$ by zeros belongs to $t$. (If $1 < i < j < n$, the type $t$ is not uniquely determined, since the integration of the chains $1 < \ldots < i - 1$ and $n < \ldots j + 1$ into one chain, which has to be clearly located in $\leq = \leq_t$ “below” the chain given by $\leq_{t''}$, can be provided in an arbitrary way). Moreover, for the algebra $A = \overline{A}^{(n)}$ the same holds always true, provided $1 < i < j < n$. For $i = 1$ (respectively $j = n$), a strict extension $t$ of $t''$ exists if and only if $j = n - 1$ (respectively $i = 2$) and additionally $t''$ is such that $1 <_{t''} n - 1$ (respectively $n <_{t''} 2$).

Below we formulate some important observations which follow directly from the proofs Sections 5.3 and 5.4.

**Corollary 5.6** (a) If $t$ is a strict mono-epi type for $A$ then:

- $I_{[1,n]}$ belongs to $\mathbb{S}_A(t)$ and for any $I_{[i,j]}, I_{[i',j']} \in \mathbb{S}_A(t)$ we have $[i, j] \subseteq [i', j']$ or $[i', j'] \subseteq [i, j]$, in case $A = A^{(n)}$;

- $I_{[2,n-1]}, I_{[1,n-1]}, I_{[2,n]}$ belong to $\mathbb{S}_A(t)$ and for any $I_{[i,j]}, I_{[i',j']} \in \mathbb{S}_A(t) \setminus \{I_{[1,n-1]}, I_{[2,n]}\}$ we have $[i, j] \subseteq [i', j'] \subseteq [2, n - 1]$ or $[i', j'] \subseteq [i, j] \subseteq [2, n - 1]$, in case $A = \overline{A}^{(n)}$.

(b) $M$ in mod($A$) is a mono-epi representation of type $t$ if and only if $M \cong \bigoplus_{I \in \mathbb{S}_A(t)} I$.

It is interesting that we can also characterize strict mono-epi types in terms of sections in the Auslander-Reiten quiver $\Gamma_A$, where by a section we mean any connected full subquiver $\Sigma$ of $\Gamma_A$, which has a one element intersection with each $\tau_A$-orbit in $\Gamma_A$ (see [1]). Formulating our result we will identify intervals with their isomorphism classes.
Theorem 5.7 The mapping $t \mapsto S_A(t)$ yields a bijection between the sets of all strict mono-epi types for $A$ and all sections $\Sigma$ in $\Gamma_A$, which is determined by the equality $\Sigma_0 = S_A(t)$. In particular, for $A = A^{(n)}$ the sections in $\Gamma_A$ correspond bijectively via the mapping $\Sigma \mapsto \Sigma \cap \Gamma_A'$ to the sections in $\Gamma_A'$, where $A' = (A')^{(n)}$ and $\Gamma_A' \hookrightarrow \Gamma_A$ is a canonical embedding; for any strict mono-epi type $t$ for $A$ we have $S_A(t) \cap (\Gamma_A')_0 = S_A(t) \setminus \{I_{[1,n-1]}, I_{[2,n]}\} = S_A'(t')$, where $t' = t|\Omega'$.

Proof Since further we do not use this fact, we only outline the arguments of the proof. Assume first that $A = A^{(n)}$. We say that for a pair of intervals $I_{i,j}, I_{i',j'} \in S_A$ the condition (*) holds if: either $i' = i + 1$ and $j' = j$ or $i' = i$ and $j' = j + 1$. Observe that $\Sigma$ is a section in $\Gamma_A$ if and only if $\Sigma_0$ consists of intervals $I_{i,j}, \ldots, I_{i,n}$ such that (after suitable change of indexing) each pair of consecutive intervals satisfies (*); in particular, we have (**): $i_1 = 1 \leq i_2 \leq \ldots \leq i_n = j_n \leq j_{n-1} \leq \ldots \leq j_1 = n$, and $\dim_k I_{i,j} = n - l + 1$, for every $l$. Now it is clear that $S_A(t)$, for strict $t$, forms a section, since $|S_A(t)| = n$ and for any two consecutive elements of the list in the proof of Lemma 5.3(b) the condition (*) is satisfied.

Let $\Sigma$ be an arbitrary section, with $\Sigma_0 = \{I_{i,j} : l \in [n]\}$ as above. We associate to $\Sigma$ the abstract mono-epi type $t = t(\Sigma)$, for $A$, by defining the permutation $\sigma$ of the elements of $[n]$. We set $\sigma(l) := i_l$, if $j_{l+1} = j_l$, and $\sigma(l) := j_l$, if $i_{l+1} = i_l$, for $l < n$; and $\sigma(n) := i_n = j_n$. Notice that $t$ determined by $\sigma$ is strict, with $p = i_n = j_n$, since by the construction we have $i_l \leq i_{l'}$ and $j_l \leq j_{l'}$, if $l < l'$, where $\leq = \leq$, or $1 = \leq_2$ (cf. (**)). Now it is easy to check that $S_A(t(\Sigma)) = \Sigma_0$, for any section $\Sigma$, and $t(\Sigma) = t$, for any strict $t$, where $\Sigma$ is a section such that $\Sigma_0 = S_A(t)$.

Finally note that the case $A = A^{(n)}$ follows easily from the previous one by the description of strict mono-epi types in Proposition 5.4(a), the formula $S(t) = \{I_{[1,n-1]}, I_{[2,n]}\} \cup S_A'(t')$ and the fact that $I_{[1,n-1]}, I_{[2,n]} \in \Sigma_0$, for any section $\Sigma$ in $\Gamma_A$. The remaining assertions are evident. \hfill $\Box$

5.8

Let $\tilde{A} := \tilde{A}(r)$, for $r \geq 2$, be the locally bounded category of the bounded quiver $(Q^{(\infty)}, \Delta^{(\infty)}(r))$, where $\Delta^{(\infty)}(r)$ is the two-sided admissible ideal $(a_{i+r} \ldots a_{i+1} : i \in \mathbb{Z})$ in the path category $k Q^{(\infty)}$. Clearly $\tilde{A}$ is equipped with a natural action of the grup $\mathbb{Z}$, defined on vertices by the mapping $(z, i) \mapsto z + i$, which induces in a standard way the action of $\mathbb{Z}$ on $\text{mod}(\tilde{A})$ (cf. Section 2.1). For any $i \leq j$, we have a full faithful exact embedding $E_{[i,j]} : \text{mod}(\tilde{A}_{[i,j]}) \hookrightarrow \text{mod}(\tilde{A})$, given by extension by zeros, where $\tilde{A}_{[i,j]}$ is a full subcategory of $\tilde{A}$ formed by the interval $[i, j]$. The embeddings $E_{[i,j]}$ are compatible with the group actions. Further, we will usually identify the categories $\text{mod}(\tilde{A}_{[i,j]})$ with their images via $E_{[i,j]}$, spanning the subcategories which are closed under extensions.

Notice that $\tilde{A}_{[1,r+1]}$ (respectively, $\tilde{A}_{[1,j]}$, for $j \leq r$) can be treated in a canonical way as a locally bounded category of the algebra $\tilde{A}^{(r+1)}(r)$ (respectively, $A^{(j)}(j)$), so in fact $E_{[1,j]}$, for $j \leq r + 1$, yield canonical embeddings $\text{mod}(\tilde{A}^{(r+1)}) = \text{mod}(\tilde{A}_{[1,r+1]}) \subseteq \text{mod}(\tilde{A})$ (respectively, $\text{mod}(A^{(j)}) = \text{mod}(\tilde{A}_{[1,j]}) \subseteq \text{mod}(A)$). Composing $E_{[i,j]}$’s with the appropriate $\mathbb{Z}$-shifts on $\text{mod}(\tilde{A})$, we have also that $\text{mod}(\tilde{A}^{(r+1)}) \cong \text{mod}(\tilde{A}_{[i,j]}) \subseteq \text{mod}(\tilde{A})$, if $j - i = r$, and $\text{mod}(A^{(j-i+1)}) \cong \text{mod}(\tilde{A}_{[i,j]}) \subseteq \text{mod}(\tilde{A})$, if $j - i < r$. Similarly as for $r = 6$, the set
\( \tilde{S} = S_{\tilde{A}} \) of the intervals \( I = I[i,j] \), for all \( i \leq j \) with \( j - i < r \), which are defined analogously as in Section 2.7, yields a full list of all, up to isomorphism, indecomposable objects in \( \text{mod}(\tilde{A}) \). (The intervals \( I = I[i,j] \) can be also regarded as \( \mathbb{Z} \)-shifts of the corresponding intervals from \( \text{mod}(\tilde{A}^{(r+1)}) \), or simpler, the intervals from \( \text{mod}(\tilde{A}[i,j]) \), where \( j - i < r \). Consequently, for any \( M \) in \( \text{mod}(\tilde{A}) \) we have the interval decomposition \( M \cong \bigoplus_{I \in \tilde{S}} I^a_I \), where \( a_I = 0 \) for almost all \( I \).

We say that the representation \( M \) in \( \text{mod}(\tilde{A}) \) is connected, if its support is connected, i.e. \( \text{supp} \, M = [i, j] \), for some \( i \leq j \).

**Proposition 5.9** For any connected mono-epi representation \( M \) in mod \( \tilde{A} \) we have \( \text{supp} \, M = [i, j] \), where \( j - i \leq r \); in particular, up to \( \mathbb{Z} \)-shift, \( M \) belongs to \( \text{mod}(\tilde{A}^{(r+1)}) \).

**Proof** Let \( M \) be a connected mono-epi representation with \( \text{supp} \, M = [1, j] \). Suppose that \( j \geq r + 2 \). Then the restriction \( M_1 := M[i,1,r+1] \) of \( M \) to \( \tilde{A}[i,1,r+1] \) is a sincere mono-epi representation of \( \tilde{A} := \tilde{A}^{(r+1)} \), so by Proposition 5.4 it belongs to some strict abstract mono-epi type \( t \) for \( A \) and \( M_1 \cong \bigoplus_{I \in A(t)} I^{a_I} \), with \( a_{I[2,r+1]} = d_{r+1} (\neq 0) \), where \( \dim_k M = (d_I)_{I \subseteq \mathbb{Z}} \). Moreover, for any direct summand \( I' \) in the interval decomposition \( M \cong \bigoplus_{I' \subseteq \tilde{S}} I' \) of \( M \) we have \( I'_{r+1} = 0 \), provided \( I'_{r+2} \neq 0 \), since the inequalities \( I'_{r+1}, I'_{r+2} \neq 0 \) imply \( I'_{[1,r+1]} \cong I'_{[2,r+1]} \), so \( I', r+2 \subseteq \text{supp} \, I' \), a contradiction. Hence, \( M_{r+1} : M_{r+2} \to M_{r+1} \) is a zero map with \( M_{r+1}, M_{r+2} \neq 0 \), but this is impossible due to the mono-epi property of \( M \). Consequently, we infer that \( \text{supp} \, M \subseteq [1, r + 1] \) and the assertion is proved. \( \square \)

Let \( t \) be a strict mono-epi type for some \( \tilde{A}[i,j] \), where \( 0 \leq j - i \leq r \) (in fact, for the algebra \( A \) corresponding to \( \tilde{A}[i,j] \)). Furthor each such \( t \) will be called a local mono-epi type for \( \tilde{A} \). We say that a connected mono-epi representation \( M \) in \( \text{mod}(\tilde{A}) \) is of local mono-epi type \( t \) (or belongs to \( t \)), if \( \text{supp} \, M \subseteq [i, j] \) and the restriction \( M[i,i,j] \) (of \( M \) to \( \tilde{A}[i,j] \)) belongs to \( t \).

**5.10**

Returning back to our basic setup we assume from now on that \( r = 6 \), hence \( \tilde{A} = \tilde{A}(6) \). In the proof of Theorem 2.8 an important role is played by two pairs of special local mono-epi types for \( \tilde{A} \), whose shape is determined by Corollary 4.14.

Using the introduced notions, we denote by \( t^a_+ \) and \( t^a_- \) the local mono-epi types for \( \tilde{A} \) (= \( \tilde{A}^a \)), which are given by the almost linear orderings of the sets \( [7] \), defined by the chains \( (1,7) \) \( 6 < 2 < 5 < 3 < 4 \) and \( (1,7) \) \( 2 < 6 < 3 < 5 < 4 \); moreover, by \( t^a_+ \) and \( t^a_- \) the local mono-epi types for \( \tilde{A} \) (= \( \tilde{A}^a \)), which are given by linear orderings of the set \( [5] \), defined by the chains \( 5 < 1 < 4 < 2 < 3 \) and \( 1 < 5 < 2 < 4 < 3 \), respectively. (Here, by \( \tilde{A}^a \) and \( \tilde{A}^a \) we mean two different copies of \( \tilde{A} \) defined as in Section 2.7; namely, the full subcategories of \( R \) with the object sets \( \mathbb{Z} \) and \( \mathbb{Z}' \), respectively).

**Proposition 5.11** The interval supports of the mono-epi types defined above look as follows:

\[
\begin{align*}
\mathbb{S}^a_+ &:= \mathbb{S}(t^a_+) = \{ I[1,6], I[2,7], I[2,6], I[2,5], I[3,5], I[3,4], I[4,4] \}, \\
\mathbb{S}^a_- &:= \mathbb{S}(t^a_-) = \{ I[1,6], I[2,7], I[2,6], I[3,6], I[3,5], I[4,5], I[4,4] \}.
\end{align*}
\]
and
\[ S_+^t := S(t_+^t) = \{I[1,5], I[1,4], I[2,4], I[2,3], I[3,3]\}, \]
\[ S_-^t := S(t_-^t) = \{I[1,5], I[2,5], I[2,4], I[3,4], I[3,3]\}. \]

In particular, \( N \) in \( \text{mod}(\Lambda) \), with \( \dim N = [d_z] \in \mathbb{Z} \), is a mono-epi representation of local mono-epi type \( t_+^t \), respectively \( t_-^t \), if and only if the interval decomposition of \( N \) has the shape \( N \cong \bigoplus_{I \in S_+^t} I \), respectively \( N \cong \bigoplus_{I \in S_-^t} I \); more precisely,
\[
(*)_+^t \quad N \cong I[1,6]^{d_1} \oplus I[2,7]^{d_1} \oplus I[2,6]^{d_6-d_1-d_7} \oplus I[2,5]^{d_5-d_6} \oplus I[3,5]^{d_5-d_2}
\]
\[ \oplus I[3,4]^{d_3-d_5} \oplus I[4,4]^{d_4-d_3} \]
and respectively,
\[
(*)_-^t \quad N \cong I[1,6]^{d_1} \oplus I[2,7]^{d_1} \oplus I[2,6]^{d_6-d_1-d_7} \oplus I[3,6]^{d_6-d_2} \oplus I[3,5]^{d_3-d_6}
\]
\[ \oplus I[4,5]^{d_3-d_5} \oplus I[4,4]^{d_4-d_5} \]

Similarly, \( N \) is a mono-epi representation of local mono-epi type \( t_+^s \), respectively \( t_-^s \), if and only if the interval decomposition of \( N \) has the shape \( N \cong \bigoplus_{I \in S_+^s} I \), respectively \( N \cong \bigoplus_{I \in S_-^s} I \); more precisely,
\[
(*)_+^s \quad N \cong I[1,5]^{d_5} \oplus I[1,4]^{d_1-d_5} \oplus I[2,4]^{d_4-d_1} \oplus I[2,3]^{d_2-d_4} \oplus I[3,3]^{d_3-d_2}
\]
and respectively,
\[
(*)_-^s \quad N \cong I[1,5]^{d_1} \oplus I[2,5]^{d_5-d_1} \oplus I[2,4]^{d_5-d_5} \oplus I[3,4]^{d_4-d_2} \oplus I[3,3]^{d_4-d_4}
\]

**Proof** Follows easily by Lemma 5.3 and Proposition 5.4 (see also the proofs).

5.12

We say that a module \( M = \langle M^s, M^a, \varphi_M \rangle \) in \( \text{mod}(R) \) belongs to a mono-epi type \( \langle t_+^s, t_-^s \rangle \) (respectively, \( \langle t_+^a, t_-^a \rangle \)) if \( M^s \) belongs to \( t_+^s \) (respectively, \( t_-^s \)) and \( M^a \) belongs to \( t_+^a \) (respectively, \( t_-^a \)). A module \( M \) in \( \text{mod}(\Lambda) \) belongs to \( \langle t_+^s, t_-^s \rangle \) (respectively, \( \langle t_+^a, t_-^a \rangle \)) if so does the \( R \)-module \( \hat{M} = \langle \hat{M}^s, \hat{M}^a, \varphi_{\hat{M}} \rangle \) associated to \( M \).

**Proof of Theorem 2.8.** For any quadruple \( q, i, s, l \), where \( q \in \mathbb{Q}, i \in [3], s \in \mathbb{Z}_{p_i}, \text{and} l \in \mathbb{N}_1 \), we denote by \( G_{q,i,s,l} \) the indecomposable sheaf of quasi-length \( l \) in the tube \( T_{L_{\Lambda}}(\mathbb{X}) \) with quasi-socle \( F_{q,i,s} \) (cf. Section 4.7; clearly \( \mu(G_{q,i,s,l}) = q, \rho(G_{q,i,s,l}) = p_i \) and \( \varphi_{G_{q,i,s,l}} = F_{q,i,s} \)). Moreover, we set \( Y_{q,i,s,l} := \Psi(G_{q,i,s,l}) = \text{Hom}(T, G_{q,i,s,l}) \), if \( q \geq 1 \) and \( G_{q,i,s,l} \) is in \( \text{coh}_{\geq}(\mathbb{X}) \), and \( Y_{q,i,s,l} := \Psi(G_{q,i,s,l}[1]) = \text{Ext}_1^T(T, G_{q,i,s,l}), \) if \( q \leq 0 \) and \( G_{q,i,s,l} \) is in \( \text{coh}_{\leq}(\mathbb{X}) \) (clearly \( Y_{q,i,s,l}[1] = X_{q,i,s} \)).

We start by observing that \( M_{q,i,s,l}(y) \cong \hat{Y}_{q,i,s,l} \), for all \( y \in \mathbb{Q}_0, i \in [3], s \in \mathbb{Z}_{p_i}, \text{and} l \in \mathbb{N}_1 \) such that \( (y, i) \neq (0, 3) \). Moreover, by Corollary 4.14, we infer that \( Y_{q,i,s,l} \)
belongs to the mono-epi type \((t^+_{i}, t^+_q)\), if \(1 \leq q \leq \infty\) and \((q, i) \neq (\infty, 3), (1, 2), (1, 3)\) (equivalently, if \(0 \leq \gamma := \gamma(q) \leq 1\) and \((\gamma, i) \neq (1, 3), (0, 2), (0, 3)\), and it belongs to \((t^0_{i}, t^0_q)\), if \(q < 0\) (equivalently, if \(1 < \gamma(q) < \infty\)). Now the assertions follow by inserting into the decompositions from Proposition 5.11 the formulas for the dimension vectors from Corollary 2.5. More precisely, in case of the assertions (a), (c) and (d) we use \((*)^0_{+}\) and \((*)^+_{+}\), whereas in case of (b) the decompositions \((*)^0_{-}\) and \((*)^+_{-}\). Notice that the equalities in the points (iii) and (iv) of Corollary 4.14 imply that in the cases \(\gamma = 1\) and \(\gamma = 0\) (the assertions (c) and (d)) some of the members of \(S^0_{+}\) and \(S^0_{+}\) in the interval decompositions \((*)^0_{+}\) and \((*)^+_{+}\) appear always with multiplicity zero.

**Remark 5.13** All the modules \(M_{i,s,l}(1)\), for \(i = 1, 2\), belong simultaneously to the type \((t^+_{i}, t^0_{+})\) as well to \((t^0_{+}, t^0_{+})\), so in the interval decompositions they admit also the alternative (equivalent) pairs of the exponent collections, which appear in \((*)^0_{-}\) and \((*)^+_{-}\) (cf. Corollary 4.14).

**5.14**

**Proof of Corollary 2.9.** The first assertion follows immediately by the decomposition formulas in Theorem 2.8, since for a fixed \(\gamma \in \mathbb{Q}_0\) and \(l \in \mathbb{N}_1\), the \(R\)-modules \(M_{i,s,l}(\gamma)\), for suitable \(i\) and \(s\), in an obvious way have the same dimension vectors, which are equal to \(l \xi(h_{\gamma})\). To prove the second one, for any \(q, \lambda, l\), with \(q \in \mathbb{Q}_0, \lambda \in \mathbb{P}^1(k) \setminus \{\lambda_1, \lambda_2, \lambda_3\}\) and \(l \in \mathbb{N}_1\), we denote by \(\mathcal{G}_{q,\lambda,l}\) the indecomposable sheaf of quasi-length \(l\) in the homogeneous tube \(\mathcal{T}_l^0(\mathbb{X})\) (clearly \(\mu(\mathcal{G}_{q,\lambda,l}) = q\) and \(\rho(\mathcal{G}_{q,\lambda,l}) = 1\); moreover, we have \(\mathcal{G}_{q,\lambda,l} \cong \Phi_{q,\infty}(\mathcal{G}_{\infty,\lambda,l})\)). Setting \(Y_{q,\lambda,l} := \Psi(\mathcal{G}_{q,\lambda,l}) = \text{Hom}(T, \mathcal{G}_{q,\lambda,l})\), if \(q \geq 1\), and \(Y_{q,\lambda,l} := \Psi(\mathcal{G}_{q,\lambda,l}[1]) = \text{Ext}^1_T(\mathcal{F}, \mathcal{G}_{q,\lambda,l})\), if \(q \leq 0\), we infer that \(Y_{q,\lambda,l}\) belongs to the mono-epi type \((t^+_{+}, t^0_{+})\), in the first case, and to the type \((t^0_{+}, t^0_{+})\), in the second one (see Corollary 4.14). If now \(M\) is an object (in \(\mathcal{S}\)) from a homogeneous tube in the family \(\mathcal{T}_\gamma\) and has quasi-length \(l\), where \(\gamma \in \mathbb{Q}_0\) and \(l \in \mathbb{N}_1\) are fixed, then we have \(M \cong \mathcal{T}_{\gamma}(\mathcal{F}_{q,\lambda,l})\), for some \(\lambda\), and the assertion follows by Proposition 5.11 and the theorem, since \(\text{dim}_k M = l \xi(h_{\gamma}) = \text{dim}_k M_{1,0,2l}(\gamma)\). \(\square\)

**6 Examples**

In this section we present series of examples which demonstrate in practice the application of our main results, Theorems 2.3 and 2.8, for some particular values of \(\gamma\).

**General Content** For each of the selected indices \(\gamma \in \mathbb{Q}_0\), we give the continued fraction presentation \(c(\gamma)\) of the associated slope \(q = q(\gamma) \in \mathbb{Q}_0\), if \(\gamma \neq 1\), and next we form the matrix \(\mathcal{E}_\gamma \in \mathbb{M}_{10}(\mathbb{Z})\). We also provide the table \(L^q(=: L_\gamma)\), which by editorial reasons has the form of a pair of tables, with two invariants concerning the quasi-simple objects \(M_{i,s}(\gamma)\), for \(i \in [3]\) and \(s \in \mathbb{Z}_{p_i}\). The upper rows of the tables \(L^q\) contain the dimension vectors \(\text{dim}_k M_{i,s}(\gamma)\), the lower rows the interval multiplicity vectors \(m(M_{i,s}(\gamma))\). The columns of the tables correspond to all the consecutive (with respect
to the coherent indexing introduced in Section 4.7) quasi-simple exceptional objects in $\hat{S}$ of index $\gamma$. More precisely, the consecutive columns of the first table contain the date for $M_{1,0}(\gamma), M_{1,1}(\gamma), M_{2,0}(\gamma), M_{2,1}(\gamma), M_{2,2}(\gamma)$, the columns of the second one these for $M_{3,0}(\gamma), \ldots, M_{3,5}(\gamma)$.

**Format of Data** The way we display the dimension vectors over $R$ in the tables is consistent with that introduced in Section 2.2, the first from the left coordinates in the rows correspond to the vertices $1'$ and $1$ in $Q$, respectively. As a reminder of the action of $\xi$, we use the “hat notation” for easier visualization of the recovery procedure of the dimension vectors $\dim_k X_{q,i,s}$ for quasi-simple exceptional $\Lambda$-modules $X_{q,i,s}$ with slope $q$ from $\dim_k M_{i,s}(\gamma)$’s (see Section 4.7 for the precise definition). It is just realized by deleting the “hat coordinates” but formally one should also forget the last two zeros in the upper row of $\dim_k M_{i,s}(\gamma)$. To encode multiplicity vectors we introduce the shorten notation format which is explained by the following example: $m(M) = \begin{bmatrix} [14^2][24][23] \\ [16^2][26][25][34^3] \end{bmatrix}$, for $M = (M^s, M^a, \varphi_M)$ in $\mod(R)$, means exactly that $M^s \cong I_{[1,4]}^2 \oplus I_{[2,4]}^1 \oplus I_{[2,3]}^1$ and $M^a \cong I_{[1,6]}^2 \oplus I_{[2,6]}^1 \oplus I_{[2,5]}^1 \oplus I_{[3,4]}^3$.

**Computation Aspects** For the indices $\gamma \in \mathbb{Q}_+, \gamma \neq 1$, the entries of the tables $L^q(\gamma)$, i.e. the dimension vectors and the interval multiplicity vectors for the $M_{i,s}(\gamma)$’s, are computed directly by the formulas from Theorems 2.3 and 2.8, respectively. The same holds in the case $\gamma = 1$, with an exception of the lower row in the second table, containing the vectors $m(M_{3,s}(1))$. Since by Corollary 4.14 all the $M_{3,s}(1)$’s are mono-epi representations of $R$, so even if some of them belong neither to the type $(t^e_+, t^a_+)$ nor to $(t^e_-, t^a_-)$, their interval decompositions can be immediately recovered from very simple shapes of $\dim_k M_{3,s}(1)$’s. In the case $\gamma = 0$, for the first table the situation is similar to this above. Now an exception is formed by the vectors $m(M_{2,s}(0))$, which can be easily determined “by hand”. The second table contains the invariants for the $R$-modules $M_{3,s}(0) := \hat{X}_{1,3,s}$, where $s = 1, 2, 3, 5$, from the tube $T_0$ in $\hat{S}$, which were not formally defined in Section 2.1. The dimension vectors $\dim_k M_{3,s}(0)$ are computed by use of the standard formula involving the matrix $\Xi_0$ (Theorem 2.3 formally does not cover this case, so we apply (*) and (**)) from Section 4.7, whereas the multiplicity vectors $m(M_{3,s}(0))$ similarly as for the previous exceptions. The “stars” in empty columns indicate the lack of data for the images of $\Psi(F_{1,3,0})$ and $\Psi(F_{1,3,4})$ by the functor (‘) (absence by obvious reasons). The case $\gamma = \infty$, added for some symmetry, concerns the data for the $R$-modules $M_{i,s}(\infty) := \hat{X}_{0,i,s}$, where $i \in [3]$ and $s \in \mathbb{Z}_{p_i}$, with $(i, s) \neq (3, 5)$ (not considered yet). It does not yield to much new information on invariants for the exceptional quasi-simple objects from $\mathcal{D}$ (the two smaller tubes shifted by $-1$ coincide with those for $\gamma = 0$, $M_{3,1}(\infty)$ does not even belong to $\hat{S}$). Nevertheless, it completes the description of the corresponding data for exceptional quasi-simple $\Lambda$-modules in the lacking slope $q = 0$. The entries of the table are computed in a very similar way as those in the case $q = 1$. The analogy is almost full with only difference that the matrix $\Xi_\infty$ is not defined in Section 2.2, so using the standard formula we have do this now (cf. Section 4.7), and also that in the second table appears only one empty column (result of obvious absence of the image of $\Psi(F_{0,3,5})$ by (‘)).
Tables:

- $\gamma = 1$: $q = \infty$, $\varpi_\gamma = U$

\[
\begin{array}{cccc}
\begin{array}{cccc}
\text{Table 1}& \\
\text{Table 2}& \\
\text{Table 3}& \\
\text{Table 4}& \\
\end{array}
\end{array}
\]

- $\gamma = \frac{1}{2}$: $q = 2$, $c(q) = [2]$, $\varpi_\gamma = U \hat{S} R = [1 \ 1 \ 1 \ 0 \ 0 \ 1 \ 0 \ 1 \ 2]$

\[
\begin{array}{cccc}
\begin{array}{cccc}
\text{Table 1}& \\
\text{Table 2}& \\
\text{Table 3}& \\
\text{Table 4}& \\
\end{array}
\end{array}
\]

- $\gamma = \frac{1}{3}$: $q = \frac{3}{2}$, $c(q) = [1; 2]$, $\varpi_\gamma = U \hat{S} R^2 = [0 \ 1 \ 1 \ 1 \ 0 \ 0 \ 1 \ 0 \ 1 \ 3]$

\[
\begin{array}{cccc}
\begin{array}{cccc}
\text{Table 1}& \\
\text{Table 2}& \\
\text{Table 3}& \\
\text{Table 4}& \\
\end{array}
\end{array}
\]

- $\gamma = \frac{1}{4}$: $q = \frac{4}{3}$, $c(q) = [1; 3]$, $\varpi_\gamma = U \hat{S} R^3 = [0 \ 2 \ 2 \ 1 \ 1 \ 0 \ 1 \ 0 \ 1 \ 4]$

\[
\begin{array}{cccc}
\begin{array}{cccc}
\text{Table 1}& \\
\text{Table 2}& \\
\text{Table 3}& \\
\text{Table 4}& \\
\end{array}
\end{array}
\]
Final Remark This rather natural selection of the rationals $\gamma$ provided above is not completely accidental, it is motivated by some further applications. Namely, most of the information contained in the presented tables $L^q(\gamma)$ play an important role in the proof of the so-called “0-1-property” for the class of all indecomposable objects in $\tilde{S}$ lying in exceptional tubes (by the very definition this means that each such object admits an $R$-module matrix presentation involving only the coefficients 0 or 1). This result is a topic of a forthcoming publication [5].
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