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Twisted bilayers of high-$T_c$ cuprate superconductors have been argued to form topological phases with spontaneously broken time reversal symmetry $T$ for certain twist angles. With the goal of helping to identify unambiguous signatures of these topological phases in transport experiments, we theoretically investigate a suite of Josephson phenomena between twisted layers. We find an unusual non-monotonic temperature dependence of the critical current at intermediate twist angles which we attribute to the unconventional sign structure of the $d$-wave order parameter. The onset of the $T$-broken phase near $45^\circ$ twist is marked by a crossover from the conventional $2\pi$-periodic Josephson relation $J(\varphi) \simeq J_c \sin \varphi$ to a $\pi$-periodic function as the single-pair tunneling becomes dominated by a second order process that involves two Cooper pairs. Despite this fundamental change, the critical current remains a smooth function of the twist angle $\theta$ and temperature $T$ implying that a measurement of $J_c$ alone will not be a litmus test for the $T$-broken phase. To obtain clear signatures of the $T$-broken phase one must measure $J_c$ in the presence of an applied magnetic field or radio-frequency drive, where the resulting Fraunhofer patterns and Shapiro steps are altered in a characteristic manner. We discuss these results in light of recent experiments on twisted bilayers of the high-$T_c$ cuprate superconductor Bi$_2$Sr$_2$CaCu$_2$O$_8+\delta$.

I. INTRODUCTION

Dissipationless current driven by a phase difference between superconductors – the Josephson effect [1] – constitutes a quintessential manifestation of the coherent quantum state on a macroscopic scale. Measurements of the critical current $J_c$ as a function of temperature $T$, magnetic field $B$ and applied electromagnetic radiation provide important insights into the phenomenology and microscopic mechanisms of a great variety of superconductors ranging from conventional metals to cuprate and iron-based unconventional superconductors. In this paper we discuss various aspects of the Josephson effect between two samples of high-$T_c$ cuprates stacked with a relative twist angle $\theta$. It is well known that cuprates are $d$-wave superconductors [2], implying a strongly anisotropic order parameter. One thus expects significant dependence of the Josephson current on the twist angle, which was indeed noted in the classic works on this topic [3–5]. For reasons that remain not well understood, this expectation was not borne out in early experimental works [6–8], which showed twist-independent critical currents. Very recent experimental work on carefully assembled thin Bi$_2$Sr$_2$CaCu$_2$O$_8+\delta$ (Bi2212) flakes [9] finally reported the critical current anisotropy indicative of $d$-wave order parameter (see however Ref. [10] for a recent contrary result).

The experimental finding [11] that high-$T_c$ cuprate Bi2212 superconducts up to $T_c \simeq 90K$ when exfoliated down to a single monolayer inspired renewed interest in twisted Bi2212 bilayers. Theoretical studies predict the emergence of novel spontaneously $T$-broken phases with full excitation gap and nontrivial topology near the $45^\circ$ twist [12] as well as in the vicinity of the ‘magic angle’ $\theta_M$ [13] that depends on model parameters but is generally in the range of few degrees. The physics of the latter bears some resemblance to the magic angle in twisted bilayer graphene [14–19] except that flat bands are replaced by a quadratic band crossing that arises from the collision of two Dirac nodes. The $T$-breaking near $45^\circ$ arises from the coherent tunneling of pairs of Cooper pairs when ordinary single-pair tunneling is suppressed by the $d$-wave symmetry of the pair wavefunction. A typical phase diagram, predicted on the basis of continuum Bogoliubov-de Gennes (BdG) theory discussed in detail below, is shown in Fig. 1. It illustrates the central theoretical finding that at the $45^\circ$ twist the topological $T$-broken $d+id'$ phase has a potential to persist up to high temperature, approaching the native $T_c$ of the cuprate material.

The goal of this paper is to elucidate how these predicted $T$-broken phases are manifested in the Josephson

FIG. 1. Typical phase diagram of a twisted cuprate bilayer calculated from the microscopic model discussed in Sec. II. It is assumed that $d+is$ order is nucleated near the magic angle $\theta_M$ with the $s$ component driven by a weak on-site attractive interaction. Model parameters are $\epsilon_c = 60$meV, $g = 10.5$meV, $N_F\nu = 0.12$ and $N_F\nu_s = 0.043$. 
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effect and, specifically, what type of measurement can deliver solid evidence for their existence. We also address the fate of the $T$-broken phases in twisted structures composed of thicker flakes which might be easier to assemble in the laboratory. Our main finding in this regard is that the basic phenomenology of $T$-breaking remains in place although the topological gap is strongly suppressed as the number of monolayers comprising the flake increases.

Much of the phenomenology underlying the Josephson effect can be understood on the basis of the Ginzburg-Landau (GL) theory where each layer is described by a complex scalar order parameter. For two weakly coupled monolayers, the corresponding GL free energy takes the form

$$F[\psi_1, \psi_2] = F_0[\psi_1] + F_0[\psi_2] + A|\psi_1|^2|\psi_2|^2 + B(\psi_1 \psi_2^* + c.c.) + C(\psi_1^2 \psi_2^2 + c.c.),$$

where $\psi_a$ represent the complex order parameters in layers $a = 1, 2$ and

$$F_0[\psi] = \alpha |\psi|^2 + \frac{1}{2} \beta |\psi|^4$$

is the free energy of a monolayer. Terms on the second line of Eq. (1) will be seen to underlie the interlayer Josephson effect. Physically, the $B$ and $C$ terms represent, respectively, coherent tunneling of single and double Cooper pairs between the layers.

For two identical layers, the order parameters can only differ by a phase which allows us to write

$$\psi_1 = \psi, \quad \psi_2 = \psi e^{i\varphi},$$

where we take $\psi$ to be real and positive. $d$-wave symmetry additionally implies that GL parameter $B$ must change sign when the twist is increased by $\pi/2$. We henceforth assume the simplest angle dependence consistent with this condition, $B = -B_0 \cos(2\theta)$, where $B_0 > 0$ is taken to ensure that at zero twist layers are in-phase. It is also generally true that $C > 0$. With these ingredients we may write the corresponding Josephson free energy

$$F(\varphi) = \mathcal{E}_0 - \frac{\hbar}{2e} \left[ J_{c1} \cos \varphi - \frac{1}{2} J_{c2} \cos(2\varphi) \right],$$

where $J_{c1} = (4eB_0/\hbar)\psi^2 \cos(2\theta)$, $J_{c2} = (2eC/\hbar)\psi^4$ and $\mathcal{E}_0$ collects terms that are independent of $\varphi$. The competition between the $\cos \varphi$ and $\cos 2\varphi$ terms in Eq. (4) underlies the emergence of the spontaneously $T$-broken phase near the 45° twist. When $\theta$ is close to zero the conventional Josephson tunneling term $J_{c1}$ dominates and the free energy minimum occurs at $\varphi = 0$. Increasing the twist, however, decreases $J_{c1} \sim \cos(2\theta)$. Eventually, for twist angle approaching 45°, the $J_{c2}$ term begins to dominate, and $F(\varphi)$ develops two distinct minima at $\pm \varphi_{\text{min}}$ signalling the $T$-broken phase.

The other $T$-broken phase that occurs near the magic angle $\theta_M$ depends on the structure of the low-energy quasiparticle excitations and interaction physics. As such it cannot be understood based on the simple GL theory formulated above and we will review its origin below.

The equilibrium current between the layers follows from the Josephson relation

$$J(\varphi) = \frac{2e}{\hbar} dF/d\varphi,$$

which yields a simple but all-important current-phase relation

$$J(\varphi) = J_{c1} \sin \varphi - J_{c2} \sin(2\varphi)$$

that will form the basis for much of our analysis. It is to be noted that coefficients $J_{c1,2}$ depend on both the twist angle $\theta$ and temperature $T$. Within the basic GL theory this dependence follows from expressions below Eq. (4) together with $\psi(T) = \psi_0 \sqrt{1 - T/T_c}$, which holds close to $T_c$. More accurate dependencies valid for all temperatures can be obtained from a microscopic model that will be discussed in the next Section. We note that there have been studies that have looked at the general consequences of the presence of a second harmonic in the current-phase relation (cf. Ref. [20]). Since our parameters are informed by the microscopic model, our results will be more directly relevant to twisted cuprates.

The physical observable that is most straightforward to measure experimentally is the critical current

$$J_c = \max_{\varphi} |J(\varphi)|.$$

We find that $T$ and $\theta$ dependence of $J_c$ show some interesting features in the low-$T$ regime but, perhaps surprisingly, do not contain any clear signatures of the $T$-broken phases; $J_c(T, \theta)$ is a smooth function of its arguments across the transition to the $T$-broken phase. The transition is signalled by the vanishing phase stiffness, defined as

$$\rho_s = \left. \frac{dJ(\varphi)}{d\varphi} \right|_{\varphi=0}.$$

Mathematically, the condition $\rho_s = 0$ marks the point at which the free energy minimum at $\varphi = 0$ becomes a local maximum. Unfortunately, $\rho_s$ is not easily measurable. For the conventional sinusoidal current-phase relationship (i.e. when $J_{c2} = 0$), it is easy to see that $\rho_s$ and $J_c$ coincide. We will highlight departures from the $J_c = \rho_s$ equality to quantify deviations from the conventional Josephson behavior in twisted cuprate bilayers.

Writing $J_{c1}(\theta) = J_{c1}(0) \cos(2\theta)$, Eq. (8) can be used to determine the critical twist angle $\theta_c$ beyond which $T$ breaking occurs,

$$\theta_c = \frac{1}{2} \arccos \left( \frac{2J_{c2}}{J_{c1}(0)} \right).$$

We recall that, within GL theory, $J_{c2}$ is a constant independent of $\theta$. 
When magnetic field $B$ is applied parallel to the plane of the junction the phase difference between the layers becomes space dependent and gives rise to the well-known Fraunhofer oscillations with the critical current given by

$$J_c(\Phi) = J_c(0) \left| \sin(\frac{N\pi\Phi}{\Phi_0}) \right|. \quad (10)$$

Here $\Phi = BS$ is the flux through the effective junction area $S$ and $\Phi_0 = hc/2e$ is the superconducting flux quantum. For an ordinary Josephson relation we have $N = 1$. On the other hand, when the current-phase relation (4) is dominated by the $\sin(2\varphi)$ term we expect $J_c(\Phi)$ to follow Eq. (10) except with $N = 2$. When both terms are present in the current-phase relation a more detailed analysis, given in Sec. V, predicts a crossover from the conventional $N = 1$ Fraunhofer pattern at small twist angles to the $N = 2$ behavior as $\theta$ approaches 45°. We conclude that the field dependence of the critical current can be tested to probe for spontaneous $\mathcal{T}$ breaking in twisted cuprate bilayers. Similar results are obtained for Shapiro steps in Sec. VI, where our theory predicts that fractional steps appear in the current-voltage characteristics when a $\mathcal{T}$ broken state is subjected to an external bias in the form of radio-frequency radiation.

### II. MICROSCOPIC MODEL

In order to capture the essential physics of the twisted bilayer system we work with a continuum microscopic model of coupled $d$-wave superconducting monolayers [12] which we check against the more accurate lattice model. Within the continuum model it is straightforward to obtain the current-phase relation for any temperature $T$ and twist angle $\theta$ which we in turn use to extract coefficients $J_{c_{1,2}}$ that enter the phenomenological Eq. (6). In the subsequent Sections, Eq. (6) is then employed to make detailed predictions for Fraunhofer oscillations and Shapiro steps that can be experimentally probed to reveal the presence of spontaneous $\mathcal{T}$ breaking in the system.

The model is defined by the second-quantized Hamiltonian

$$\mathcal{H} = \sum_k \Psi_k^\dagger H_k \Psi_k + E_0 \quad (11)$$

where $\Psi_k = (c_{k\uparrow 1}, c_{-k\downarrow 1}, c_{k\uparrow 2}, c_{-k\downarrow 2})^T$ represents a four-component Nambu spinor and $c_{k\sigma\alpha}$ creates an electron with spin $\sigma$ in layer $\alpha$ of the twisted bilayer. The BdG Hamiltonian is a $4 \times 4$ matrix

$$H_k = \begin{pmatrix}
\xi_k & \Delta_{k1} & g & 0 \\
\Delta_{k1}^* & -\xi_k & 0 & -g \\
g & 0 & \xi_k & \Delta_{k2} \\
0 & -g & \Delta_{k2}^* & -\xi_k
\end{pmatrix} \quad (12)$$

with normal-state dispersion $\xi_k = \hbar^2 k^2/2m - \mu$, inter-layer coupling $g$, and $d$-wave pairing amplitudes

$$\Delta_{k1} = \Delta e^{i\varphi/2} \cos(2\alpha_k - \theta), \quad (13)$$
$$\Delta_{k2} = \Delta e^{-i\varphi/2} \cos(2\alpha_k + \theta). \quad (14)$$

Here $\Delta$ is taken as real positive, $\alpha_k$ denotes the polar angle of vector $k$, and $\pm \theta$ terms encode the twist between the layers. Finally,

$$E_0 = \sum_k 2\xi_k - \frac{1}{2} \sum_{k\alpha} |\Delta_{k\alpha}|^2, \quad (15)$$

where the last term results from the standard mean-field decoupling of the pairing interaction in the $d$-wave channel with strength $\sqrt{\mathcal{V}}$. The corresponding free energy is given by

$$\mathcal{F}_{\text{BdG}} = E_0 - 2k_B T \sum_{k\alpha} \ln [2 \cosh(E_{k\alpha}/2k_B T)]. \quad (16)$$

where the sum extends over all positive energy eigenvalues $E_{k\alpha}$ of $H_k$.

In the following we will be interested in interlayer Josephson current Eq. (5) driven by externally imposed phase bias. The order parameter amplitude $\Delta$ will be determined self-consistently through the minimization of $\mathcal{F}_{\text{BdG}}$ for a given phase bias. To this end it is convenient to perform a global gauge rotation $(c_{k1}, c_{k2}) \rightarrow (e^{i\varphi/4} c_{k1}, e^{-i\varphi/4} c_{k2})$ which moves the phase factor from the order parameter terms in $H_k$ to the interlayer coupling and defines a transformed BdG Hamiltonian

$$\tilde{H}_k = \begin{pmatrix}
\xi_k & \Delta_{k1} & g e^{-i\varphi/2} & 0 \\
\Delta_{k1}^* & -\xi_k & 0 & -g e^{i\varphi/2} \\
g e^{i\varphi/2} & 0 & \xi_k & \Delta_{k2} \\
0 & -g e^{-i\varphi/2} & \Delta_{k2}^* & -\xi_k
\end{pmatrix}. \quad (17)$$

Here $\Delta_{k\alpha}$ are defined as in Eqs. (13,14) but with the phase factors $e^{\pm i\varphi/2}$ omitted. Unless otherwise noted we shall use this representation of the BdG Hamiltonian henceforth, and, for simplicity, we will drop the tilde sign.

The gap equation follows from $\partial \mathcal{F}_{\text{BdG}}/\partial \Delta = 0$ and reads

$$\Delta = 2\nu \sum_{k\alpha} \frac{\partial E_{k\alpha}}{\partial \Delta} \tanh \frac{1}{2} \beta E_{k\alpha}, \quad (18)$$

where $\beta = 1/k_B T$ is the inverse temperature. By noting that $E_{k\alpha} = \langle k\alpha | H_k | k\alpha \rangle$, where $| k\alpha \rangle$ is an eigenstate of $H_k$, Eq. (18) can be rewritten in a form that is more suitable for numerical evaluation,

$$\Delta = 2\nu \sum_{k\alpha} \langle k\alpha | \partial H_k / \partial \Delta | k\alpha \rangle \tanh \frac{1}{2} \beta E_{k\alpha}. \quad (19)$$

Here $\partial H_k / \partial \Delta$ is a fixed $4 \times 4$ matrix that follows from Eq. (17) and the required matrix element is easily evaluated from the knowledge of the eigenstates. For any chosen phase $\varphi$ and temperature $T$ the gap equation is then solved by iteration starting from a suitable guess for $\Delta$. 
It is worth noting that this expression is non-perturbative and valid to all orders in the interlayer coupling $g$. This is in contrast to many previous works on twisted junctions [3–5] which typically include only the leading $\sim g^2$ term. As we will discuss in greater detail below retaining higher order contributions is crucial for understanding the physics near $\theta = 45^\circ$; for example, the double-pair tunneling process that gives the leading non-vanishing contribution in this regime comes in at order $g^4$.

In the following, we will denote all quantities in units where $2e/\hbar = 1$. For purposes of numerical evaluation the momentum sums in Eqs. (18–20) are converted into integrals using the standard procedure summarized in Appendix C, assuming constant density of states $N_F$ and energy cutoff $\epsilon_c$.

III. TEMPERATURE DEPENDENCE OF THE CRITICAL CURRENT

A. Current-phase relation

In the cuprates individual monolayers are very weakly coupled, implying that $g \ll \mu$ in our model. Correspondingly, the interlayer coupling is a weak perturbation on the SC order parameter amplitude and indeed we find that self-consistently determined $\Delta$ is essentially independent of the phase difference $\varphi$. In the results reported below we use the full phase and temperature dependent $\Delta$ but the same results are obtained if the $\varphi$ dependence were ignored. The temperature dependence, however, cannot be ignored since $\Delta \to 0$ as $T$ approaches $T_c$.

Typical current-phase relations obtained for parameters relevant to Bi2212 are displayed in Fig. 2. At zero twist angle, not surprisingly, we obtain what looks like a conventional sinusoidal $J(\varphi)$ at all temperatures. A fit to Eq. (6) reveals that a small $J_{c3}$ term is required to capture the data at low $T$. In order to achieve a close fit we add a third harmonic, $-J_{c3} \sin(3\varphi)$. The required $J_{c3}$ is generally two orders of magnitude smaller than $J_{c1,2}$ and has no appreciable effect on the physics. At twist angles close to $45^\circ$, see Fig. 2b, a significant second harmonic term is required to capture the form of $J(\varphi)$ obtained from the microscopic model. The negative slope of $J(\varphi)$ at the origin observed for the low $T$ curves signals the spontaneously $T$-broken phase: $\varphi = 0$ corresponds to a local maximum of $F(\varphi)$ while two minima occur at a non-zero phase $\pm \varphi_{\text{min}}$.

Panel (c) shows an example of the dependence of parameters $J_{c\alpha}$ with $\alpha = 1, 2, 3$ on temperature, typical for twist angles close to $45^\circ$. We observe that at low $T$ the second harmonic $J_{c2}$ dominates over the regular Josephson tunneling $J_{c1}$. By differentiating Eq. (6) it is easy to see that the condition $\rho_s = 0$ is attained when $J_{c1} = 2J_{c2}$, which implies that the system is in the $T$-broken phase when $J_{c1} < 2J_{c2}$. This is the criterion we used to establish the phase diagram shown in Fig. 1.
B. Critical current and superfluid density

Fig. 3 summarizes our results for the $T$-dependent interlayer critical current $J_c(T)$ and superfluid stiffness $\rho_s(T)$ defined in Eqs. (7,8). Several interesting features can be seen. At intermediate twist angles $J_c$ exhibits an increase with increasing temperature (see panel a). Such behavior is anomalous – normally thermal excitations cause Cooper pair breaking which depletes the SC condensate and results in a monotonic decrease of $J_c$ as a function of temperature – and it reflects the sign-changing nature of the $d$-wave order parameter and provides an experimentally accessible signature of unconventional superconductivity in twisted cuprate bilayers. We note that $\rho_s$ shows similar behavior which is even more pronounced, especially near the magic angle $\theta_M \approx 15^\circ$.

The anomalous increase in $\rho_s(T)$ and $J_c(T)$ can be understood as follows. We focus on $\rho_s(T)$ but similar arguments apply to $J_c(T)$. As shown in the Appendix A the superfluid stiffness can be expressed as

$$\rho_s(T) = \sum_k \Delta_{k1} \Delta_{k2} \Omega(\xi_k, T),$$

where $\Omega(\xi_k, T) \geq 0$. The key observation is that the product of the two gap functions $\Delta_{k1} \Delta_{k2} = \Delta^2 \cos(2\alpha_k - \theta) \cos(2\alpha_k + \theta)$ becomes negative for angles $\alpha_k$ close to $\pm \pi/4$ when the twist angle is non-zero. At $T = 0$ these nodal regions of $k$-space therefore make a negative contribution to $\rho_s$. This negative contribution grows with increasing twist which accounts for decreasing $\rho_s(0)$ observed in Fig. 3b. At nonzero temperature thermal excitations cause Cooper pair breaking and at low $T$ this happens predominantly in the nodal regions of $k$-space where the low-lying excitations reside. Since Cooper pairs in the nodal regions make negative contribution to $\rho_s$, removing these leads to an anomalous increase of $\rho_s(T)$ with increasing temperature apparent in Fig. 3.

The $\mathcal{T}$-broken phase is signalled by $\rho_s$ turning negative. For our chosen parameters this occurs when $\theta > 42^\circ$ and corresponds to blue curves in Fig. 3. Unfortunately, while straightforward to calculate theoretically, $\rho_s$ is not easily measurable. $J_c$ on the other hand, which is experimentally accessible, does not show any clear signatures of the spontaneously $\mathcal{T}$-broken phase. Physically, $J_c$ represents the largest current that the system can sustain before going normal. At such a large externally imposed current the time-reversal is explicitly and strongly broken, so $J_c$ will not be sensitive to a small amount of $\mathcal{T}$-breaking already present in the unbiased system. On the other hand, $\rho_s$ is defined at $\varphi = 0$ which corresponds to a vanishing supercurrent and there is no explicit $\mathcal{T}$-breaking. Therefore, it is natural to expect that temperature dependence of $\rho_s$ can serve as a sensitive probe of spontaneous $\mathcal{T}$ breaking.

C. Estimate of interlayer coupling $g$

The strength of the interlayer coupling $g$ is a key parameter that, in a twisted bilayer, determines the position of the magic angle $\theta_M$ as well as the width of the $\mathcal{T}$-broken topological phase near the $45^\circ$ twist. In the literature on high-$T_c$ cuprates one can find many estimates of $g$ but the values vary widely for different materials. For Bi2212 one finds values, obtained from both experimental fits and theoretical modelling, ranging between $5 - 120$ meV depending on the technique used (see e.g. Ref. [12] for a recent summary). This wide range can be attributed to the complicated crystal and electronic structure of Bi2212, as well as the fact that $g$ is likely momentum-dependent and different probes are sensitive to different parts of the Brillouin zone.
To be able to provide quantitative predictions for transport in twisted Bi2212 bilayers, we now attempt to extract the likely value of $g$ relevant to the Josephson phenomena discussed in this paper by comparing our theoretical results to the recent critical current measurements in twisted Bi2212 flakes [9]. Given various uncertainties we give two separate estimates; one based on the GL theory valid at high temperatures and one based on microscopic modeling relevant in the $T \to 0$ limit.

The experimental measurement (Fig. 2D in Ref. [9]) gives temperature dependence of $J_c R_N$ for various twist angles. Here $R_N$ is the normal-state junction resistance which serves to normalize $J_c$ for different junctions, effectively providing a measure of the critical current density that is independent of the junction area and geometry. Our GL estimate relies on extracting the critical angle $\theta_c$ from Eq. (9) based on the data and then backing out the value of $g$ by matching to the microscopic phase diagram shown in Fig. 1. We chose $T = 50$ K as our reference temperature and read off $J_c R_N = (10.4, 8.2, 3.5, 0.2)$ mV at $\theta = (0^\circ, 29^\circ, 39^\circ, 44.9^\circ)$. We assume that for twist angles $\theta < 40^\circ$ the current-phase relation (10) is dominated by the first term and we can approximate $J_c(\theta) \approx J_{c1}(\theta) = J_{c1}(0) \cos(2\theta)$. Close to $45^\circ$ the second term dominates and we take $J_{c2} \approx J_c(44.9^\circ)$. Eq. (9) then gives $\theta_c = (44.1 \pm 0.2)^\circ$. Finally, comparing to the microscopic phase diagram in Fig. 1 we see that this range of critical angles at $T = 50$ K is well captured by taking $g \approx 10$ meV. This corresponds to $\theta_c \approx 39^\circ$ in the $T \to 0$ limit and $\theta_M \approx 10^\circ$.

A more direct but technically somewhat more challenging estimate of $g$ can be given starting from the microscopic expression for $J_c(\varphi)$ given in Eq. (A2) of Appendix A. Because at $\theta = 0$ the current is dominated by the ordinary Josephson tunneling while near $45^\circ$ double Cooper pair tunneling dominates, one expects the leading term in the $T \to 0$ limit to behave in the two cases as $\sim g^2$ and $\sim g^4$, respectively. Indeed as shown in Appendix B one can estimate, at $T = 0$,

$$J_c(\theta = 0^\circ) \approx 2 \pi N_F \frac{e g^2}{\hbar} C_2,$$

while

$$J_c(\theta = 45^\circ) \approx 2 \pi N_F \frac{e g^4}{\hbar \Delta^2} C_4.$$

Here $C_2$ and $C_4$ are dimensionless constants of order one which depend on model details such as the Fermi surface shape and the pairing interaction cutoff scale $\epsilon_c$. For simplicity and concreteness we assume a circular Fermi surface and work in the limit $\Delta \ll \epsilon_c$. Under these conditions $C_2 = 1$ and $C_4 \approx 0.55$. Taking a ratio one can determine $g$ as

$$g \approx \Delta \sqrt{\frac{C_2 J_c(\theta = 45^\circ)}{C_4 J_c(\theta = 0^\circ)}}. $$

From the experimental data (Fig. 2D in Ref. [9]) we estimate $J_c R_N(\theta = 45^\circ)/J_c R_N(\theta = 0^\circ) \approx 0.010$, which together with $\Delta = 45$ meV gives $g \approx 6.2$ meV.

Given various simplifying assumptions, the two estimates agree reasonably well. In view of the values found in the literature (typically 10s of meV), we conclude that $g$ around 10 meV is likely the most appropriate value to use when modelling Josephson effects in twisted Bi2212.

**D. Lattice model and dependence of critical current on interlayer coupling**

The results reported in Fig. 3 were obtained using a simple continuum model for a $d$-wave SC. Because the interesting low-$T$ behavior arises from the physics of the nodal excitation which are well described by the continuum model, we expect this model to provide an accurate description of twisted bilayer cuprates at low $T$. To ascertain the robustness of these results, we have additionally computed the critical current from a more realistic lattice model defined in Ref. [12], which accurately captures the hole-like Fermi surface of Bi2212 near optimal doping. Fig. 4 shows the temperature dependence of the critical current calculated for a range of commensurate angles $\theta_{m,n} = 2 \arctan(m/n)$ with integers $m, n$. For these angles the twisted bilayer forms a Moire pattern with $2(m^2 + n^2)$ sites per unit cell.

As in the continuum model, an anomalous increase in $J_c$ at low temperatures for intermediate twists is observed in Fig. 4a. Such behavior is observed only if the interlayer tunneling is small. Specifically, as shown in Fig. 4b, when $g$ is increased the curves resemble the familiar Ambegaokar-Baratoff form [21] where the current monotonically decreases with $T$. Note that this dependence on tunneling strength is a feature also of the continuum model discussed in the previous sections. We attribute this change in behavior to non-perturbative effects: when $g$ becomes comparable to $\Delta$ simple perturbative arguments underlying our reasoning in Sec. III.B no longer apply. Nevertheless the observed agreement in the characteristic behavior of the two models lends support to our predictions for $J_c(T)$ in twisted cuprates.

**IV. SECONDARY ORDER PARAMETERS NUCLEATED NEAR THE MAGIC ANGLE**

An interesting situation occurs at small twist angles, when, as a function of increasing $\theta$, two Dirac points originating from the two layers collide and form a quadratic band crossing (QBC). As discussed in Ref. [13], such a collision is unavoidable as long as $T$ and two-fold rotation symmetry along the in-plane $y$ axis are respected. The QBC then occurs at a magic angle $\theta_M$ and is analogous to the flat-band formation in twisted bilayer graphene.

Similar to bilayer graphene, the system becomes susceptible to interactions for twist angles close to $\theta_M$. For
two separate Dirac points the density of states (DOS) tends to zero at zero energy and interactions are perturbatively irrelevant. At a QBC, however, the DOS becomes constant at low energies and the system behaves, essentially, like a metal of Bogoliubov quasiparticles. Such a metal will be unstable with respect to residual interactions that have not been included in the original mean-field treatment of $d$-wave superconductivity. For instance, as discussed in Ref. [13], if there exist attractive interactions in the $s$ or $d_{xy}$ channel, the system will develop a secondary SC order parameter with that symmetry for twist angles close to $\theta_M$. Furthermore, because the spectrum is gapless, this will happen for arbitrarily weak attractive potential.

To illustrate this behavior we focus on the secondary instability in the $s$-wave channel and investigate its effect on the behavior of $J_c(T)$ and $\rho_s(T)$. Working in the gauge described below Eq. (16) the pair amplitudes can be expressed as

$$\Delta_{k1} = \Delta \cos(2\alpha_k - \theta) + i\Delta_s,$$

$$\Delta_{k2} = \Delta \cos(2\alpha_k + \theta) + i\Delta_s,$$

where $\Delta$ and $\Delta_s$ are assumed real. The imaginary unit in front of $\Delta_s$ is required to break $T$; the QBC is protected by $\mathcal{T}$ and a gap can only open when time reversal is broken. The gap equation for the secondary order parameter follows from minimizing the free energy Eq. (16) with respect to $\Delta_s$ and reads

$$\Delta_s = 2\nu_s \sum_{\vec{k}\alpha} \langle \vec{k}\alpha | \partial H_k / \partial \Delta_s | \vec{k}\alpha \rangle \tanh \frac{1}{2} \beta E_{k\alpha},$$

where $\nu_s$ denotes interaction strength in the $s$ channel.

Fig. 1 shows the typical phase diagram obtained by numerically solving the coupled gap equations (19) and (27). We observe a broad dome of $s$ order parameter peaked at $\theta = \theta_M$ which occurs in addition to the previously discussed $d+i d'$ phase. It is to be noted that parameters in Fig. 1 are chosen so as to maximize the secondary instability; if $\nu_s$ were chosen any larger we would find nonzero $\Delta_s$ even at zero twist angle, contrary to experimental observations which indicate pure $d_{x^2-y^2}$ order parameter in untwisted crystals and films. These considerations suggest that generically secondary order parameter physics will be only visible at low temperatures compared to the native $T_c$ of the cuprates. We also note that similar results are obtained for a secondary instability in the $d_{xy}$ channel.

$J_c(T)$ and $\rho_s(T)$ can be calculated in the presence of the secondary order parameter as before. We find that $\rho_s(T)$ shows a clear signature of the secondary order illustrated in Fig. 3c. The enhancement at low $T$ can be attributed to the extra contribution of the $s$-wave Cooper pairs to the tunneling between the layers. $J_c(T)$, on the other hand, is unaffected by the secondary order parameter. This is because critical current is achieved when the phase difference $\varphi$ is close to $\pi/2$; we find that in this regime Eqs. (19) and (27) produce self-consistent solution with $\Delta_s$ strongly suppressed compared to its value at zero phase. Thus, one more time we find that the critical current alone is not a suitable probe for establishing the presence of the secondary order parameters.

V. FRAUNHOFER PATTERN

Fraunhofer interference occurs when a Josephson junction is subjected to an external magnetic field parallel to the junction plane [22, 23]. To describe the effect of such magnetic field on the inter-plane Josephson phase and current distribution we must allow for spatial variation of the order parameters $\psi$ in the plane. The starting point of the calculation is as in Eq. (1), except that the interlayer Cooper pair hopping terms now contain magnetic phases picked up when tunneling between the layers. We thus consider a free energy density

$$f[\psi_1, \psi_2] = f_0[\psi_1] + f_0[\psi_2] + A|\psi_1|^2|\psi_2|^2 + B(\psi_1^* \psi_2 e^{-iqx} + \text{c.c.}) + C(\psi_1^2 \psi_2^2 e^{-2iqx} + \text{c.c.}),$$

where $q = Bd/\Phi_0$ encodes the magnetic flux per unit length that is threaded between the layers separated by distance $d$, and

$$f_0[\psi] = \alpha|\psi|^2 + \frac{1}{2} \beta |\psi|^4 + \gamma |\nabla \psi|^2.$$
describes each layer. We choose a gauge $\psi_2 = \psi e^{i(\phi_x - qx)}$ in Eq. (28), where $\phi_x$ is the spatially dependent Josephson phase difference and $\psi$ is assumed constant and real. This leads to a free energy density

$$f(\phi_x) = f_0 + \tilde{\gamma}(\partial_x \phi_x - q)^2 - \frac{\hbar}{2eV} \left[ J_{c1} \cos \phi_x - J_{c2} \cos(2\phi_x) \right],$$

where $V$ denotes the 2D volume of the system, $\tilde{\gamma} = \gamma \psi^2$, and we omitted higher harmonic contributions ($J_{c3}$) that are found to be very small, see Fig. 2.

We observe that in addition to the parameters $J_{oa}$, one also requires the in-plane superfluid stiffness, related to the parameter $\gamma$ in the free energy Eq. (29). The calculation of this quantity for a single-layer dSC is standard in the high-$T_c$ literature [24–27], but for the sake of completeness we include it for our specific model in Appendix C. Using this input, one can obtain results for the phase evolution and winding of the SC phase difference $\phi(x) = \phi_x$ as a function of both the applied in-plane magnetic flux and temperature.

For a set of zero-field model parameters $\gamma$ and $J_{c1,2}$, it is easy to discretize and numerically determine solutions $\phi_x$ that minimize the above free energy for a given total flux $\Phi = qW$ in a twist junction of width $W$. For small to moderate flux densities (magnetic fields), we find that the local Josephson phase increases approximately linearly, $\phi_x \approx \phi_0 + qx$. This is expected in short Josephson junctions [20, 28], trivially minimizes the kinetic term, and leaves one with the (local) Josephson current-phase relation,

$$j_x(\phi_x) = J_{c1} \sin(\phi_0 + qx) - J_{c2} \sin(2\phi_0 + 2qx),$$

where $J_{ca} = J_{ca}/V$ denote the respective densities. We then calculate the critical current by integrating the above Josephson current density and maximizing with respect to the phase offset $\phi_0$, as described by Goldobin et al. [20]. The final expression for the total critical current (normalized by $V$) then takes the form

$$I_c(\theta, \Phi, T) = I_{c1} \left| \frac{\sin(\pi \Phi/\Phi_0)}{\pi \Phi/\Phi_0} \right| + I_{c2} \left| \frac{\sin(2\pi \Phi/\Phi_0)}{2\pi \Phi/\Phi_0} \right|,$$

where $I_{ca} = I_{ca}(\theta, T) \sim J_{ca}(\theta, T)$. As already alluded to in the Introduction Eq. (10), the Fraunhofer pattern thus interpolates between regular and period-halved cases, as a function of both twist angle and temperature.

We show data for twist angles $\theta = 42^\circ$ and $44^\circ$ and with varying temperature $T$ in Fig. 5. Since the $d+id'$ phase is prominent only for a range of twist angles around $\theta = 45^\circ$, the period-halved contribution in the Fraunhofer pattern is rapidly lost when moving to $\theta \lesssim 40^\circ$. In this case the pattern comprises slightly deformed regular periodic lobes which might be difficult to identify experimentally. However as $\theta \to 45^\circ$ the period-halved contribution becomes dominant, see Fig. 5 bottom panel.

With the presently accessible twist angle control, and assuming that samples have a fairly uniform twist angle distribution, it should thus be feasible to observe period-halved Fraunhofer patterns in experiment. Finally, we note that while the precise magnitudes and dependencies of parameters $I_{c1,2}(\theta, T)$ in Eq. (32) depend on the assumptions made in this section (e.g. linear growth of $\phi_x$), the functional form with first and second harmonics in the Fraunhofer pattern is generic.

VI. SHAPIRO STEPS

Topological superconductivity with a dominant second harmonic in the current-phase relation can also be made manifest by subjecting the system to an external drive. If a Josephson junction is irradiated with a radio-frequency source, an AC voltage is induced that frequency modulates the AC Josephson current. When the dynamics of the junction is phase-locked to the rf drive, the supercurrent shows constant voltage Shapiro steps at voltages $V_n = n\hbar \omega / 2e$, where $\omega$ is frequency of the radiation and $n \in \mathbb{Z}$ is the step index [29]. In a $\pi$ periodic junction, additional steps appear at fractional values $V_n/2$, which are
dependence of the step widths as a function of rf current, other way to visualize the Shapiro physics is to study the Shapiro step correspondence to the halved period in the current-voltage curve. The representative time-averaged voltage and current through the system can be written as

$$J = J_{dc} + J_t \sin(\omega t)$$

where the steps are revealed as maxima at quantized voltages, see Fig. 6b-c. Since $P_{st} = J_t^2 R_{st}$, $J_t$ also serves as a proxy for rf power. Steps appear progressively, starting with low values of $n$, as the drive amplitude is increased and at higher powers one observes an oscillatory pattern.

The constant voltage steps may be intuitively understood as the virtual tunneling of Cooper pairs across the barrier that is accompanied by an exchange of photons with the radiation. Whenever the potential energy across the junction is equal to the photon energy $\hbar \omega$, or a multiple thereof, a Cooper pair can absorb (emit) photons from (to) the radiation field. The $n^{th}$ Shapiro step corresponds to $n$ photons being exchanged. The fractional steps, on the other hand, coincide with two Cooper pairs tunnelling across the junction.

With all else fixed, step amplitudes are proportional to the critical currents $J_{c,1,2}$ that are informed by the microscopic model. To observe all steps and avoid interference, one has to ensure that they are sufficiently apart on the $J_{dc}$ axis; the separation is controlled by the amplitude and frequency of the drive. While $J_{c,2}$ is non-zero at any point in the phase diagram, we find empirically that having $J_{c,2}/J_{c,1} > 2$ is required to discern the fractional steps. This is a stronger condition than $J_{c,2}/J_{c,1} > 1/2$ which, according to our discussion in Sec. IIIA, defines the $T$-broken phase. Therefore, appearance of fractional Shapiro steps in experimental data can be regarded as a strong sign of the $T$-broken phase in the system.

Temperature implicitly enters our model through microscopic parameters $J_{c,1,2}$. To fully account for the thermal effects, one needs to add a noise term to the bias current $J_{dc}$. The main consequence of such a treatment is the ‘rounding’ of steps in the current-voltage characteristic: In the presence of fluctuations, the switch from
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a constant voltage plateau to a dissipative state would no longer be sharp, resulting in smaller step amplitudes. Nevertheless, noise does not alter the location of the steps and the qualitative features discussed above continue to hold.

It is to be noted that fractional Shapiro steps can arise in physical systems that are removed from the context of topological superconductivity. For instance, two-dimensional Josephson junction arrays may show half-integer steps due to a skewed current-phase relation \[32, 33\]. A $\sin(2\phi)$ dependence of the current also appears in magnetic Josephson junctions \[34\]. In the present setting, given our theoretical understanding, topological superconductivity should be the primary candidate for the physics underlying unconventional Shapiro physics.

VII. THICKER FLAKES

In this section we briefly consider twisted structures composed of thicker flakes that might be easier to assemble and probe in the lab \[9, 10\]. Specifically, we study the Josephson current between two flakes each composed of $M$ cuprate monolayers. The microscopic Hamiltonian describing this situation can be constructed as a straightforward extension of Eq. (12). For example the $M = 2$ system is represented by an $8 \times 8$ matrix BdG Hamiltonian

$$H_k = \begin{pmatrix} h_{k1} & \Gamma & 0 & 0 \\ \Gamma & h_{k1} & \Gamma & 0 \\ 0 & \Gamma & h_{k2} & \Gamma \\ 0 & 0 & \Gamma & h_{k2} \end{pmatrix},$$

(34)

where

$$h_{ka} = \begin{pmatrix} \xi_k \\ \Delta_{ka} \end{pmatrix}, \quad \Gamma = \begin{pmatrix} g & 0 \\ 0 & -g \end{pmatrix},$$

(35)

describe the individual monolayers and their coupling, respectively. The twist between the flakes is encoded in the structure of the order parameter given in Eqs. (13,14). For a generic $M$ the Hamiltonian becomes a $4M \times 4M$ matrix with a structure that follows as an obvious generalization of Eq. (34).

The supercurrent flowing between the two flakes can be calculated from Eq. (20). On this basis we find that many of the features observed previously for two coupled monolayers (the $M = 1$ case) persist in thicker flakes. Fig. 7 shows some representative results. In panel (a) we observe that the characteristic period doubling in $J(\phi)$ as the twist approaches $45^\circ$ persists for $M > 1$. The critical current $J_c$ and phase stiffness $\rho_s$ likewise show similar characteristic temperature dependence for $M > 1$ as monolayer devices, except for a slight suppression of the amplitude at low $T$. Interestingly, the largest change occurs between $M = 1$ and $M = 2$ cases; for $M \geq 2$ the system appears to have reached the bulk limit and we see no perceptible change in $J_c(T)$ and $\rho_s(T)$ as $M$ is increased further.

A quantity that strongly depends on thickness $M$ is the spectral gap $E_{\text{gap}}$ which we define as the energy of the lowest quasiparticle excitation above the ground state, obtained as the smallest positive eigenvalue of $H_k$. The spectral gap is measurable through various spectroscopic probes, such as electron tunneling or angle-resolved photoemission. Fig. 8 shows our results for the spectral gap as a function of the twist angle for several values of $M$. The gap is largest at $\theta = 45^\circ$, where the $T$-breaking induced by the interlayer tunneling is expected to be maximal. The maximum gap $E_{\text{gap}}(45^\circ)$ is seen to rapidly decay with increasing $M$; the inset suggests an exponential dependence on $M$. Indeed this is to be expected: in the limit of thick flakes the tunneling becomes a surface perturbation to a 3D system which cannot open a bulk gap. Nevertheless the $T$ broken phase persists in this limit as can be seen from the behavior of the critical twist angle $\theta_c$ also shown in the inset. $\theta_c$ is defined as the twist angle at which the free energy $F_{\text{BdG}}$ first develops minima away from $\varphi = 0$, signalling the onset of spontaneous $T$ breaking. The inset shows that with the increasing

FIG. 7. a) Current-phase relation computed for two flakes, each with $M = 12$ monolayers, for twist angles near $45^\circ$. Various curves are for temperatures $T$ between zero and $T_c$ in increments $T_c/20$. b) Critical current $J_c(T)$ and c) phase stiffness $\rho_s(T)$ extracted from the calculated $J(\phi)$. We obtained results for $M$ up to 24 but we find that the curves become essentially independent of $M$ when $M \geq 4$. 

\[ \text{FIG. 7. a) Current-phase relation computed for two flakes, each with } M = 12 \text{ monolayers, for twist angles near } 45^\circ. \text{ Various curves are for temperatures } T \text{ between zero and } T_c \text{ in increments } T_c/20. \text{ b) Critical current } J_c(T) \text{ and c) phase stiffness } \rho_s(T) \text{ extracted from the calculated } J(\phi). \text{ We obtained results for } M \text{ up to 24 but we find that the curves become essentially independent of } M \text{ when } M \geq 4. \]
flakes thickness $\theta_e$ quickly approaches saturation, leading to a stable range of twist angles $|\theta - 45^\circ| < \theta_e$ in which the system ground state exhibits spontaneously broken time reversal symmetry. In this regime, technically, the system is in the topological phase with non-zero Chern number and protected chiral edge modes. However, for larger $M$ this topological phase is protected by a gap that becomes exponentially small, thus limiting its potential usefulness.

We may conclude that even though the $T$-breaking gap quickly becomes small as the thickness of the flakes increases, the current-phase relation continues to display signatures of the spontaneous $T$ breaking in this limit. Intuitively, this behavior can be understood by noting that while the supercurrent is controlled by the properties of the interface, the spectral gap, which is a bulk property, is only weakly affected by the conditions at the surface. We thus expect Fraunhofer interference patterns and fractional Shapiro steps discussed in the context of monolayer-thin flakes to remain a useful probe of spontaneous $T$ breaking in the limit of thicker flakes. Spectroscopies, on the other hand, will be most useful when applied in the limit of monolayer-thin flakes.

VIII. DISCUSSION AND CONCLUSIONS

Recent theoretical proposals suggest that twisted cuprate bilayers can form topological phases with superconducting critical temperatures that are close to the bulk critical temperature of the parent compounds. These exciting predictions beg the question: what would be an unequivocal signature of time reversal symmetry breaking – and of a high-temperature topological superconducting phase? The full answer likely requires complementary evidence from different experimental quarters. Yet, quantum transport through the bilayer might be one of the simplest and most natural starting points.

Because each layer is a standalone superconductor, the twisted structure forms a Josephson junction, provided that the interlayer coupling is weak. At the fundamental level, $T$ breaking becomes apparent in the current phase relation $J(\phi)$ which reflects the double-minimum structure of the Josephson free energy $\mathcal{F}(\phi)$. But when the experimentally measurable critical current is analysed as a function of temperature and twist, somewhat surprisingly, we find the behavior to be smooth. In other words, a transition to the topological regime cannot be earmarked by simply looking at the critical current of an otherwise unperturbed junction.

When the bilayer is subjected to certain external perturbations, however, the higher harmonic term corresponding to double Cooper pair tunneling can become manifest. Under the influence of an in-plane magnetic field, the junction shows a Fraunhofer oscillation pattern consistent with the new $\pi$-periodic term. Similarly, when the junction is driven with an electromagnetic radiation, fractional Shapiro steps appear in the current-voltage characteristic.

It is to be noted that, strictly speaking, a detection of the $\pi$-periodic term is by itself not sufficient to identify the $T$-broken topological phase in our twisted system. An additional requirement is that the second harmonic term $J_{c2}$ comes with the opposite sign relative to the fundamental term $J_{c1}$, as indicated in Eq. (4) and that $2J_{c2} > J_{c1}$, which is the condition for the onset of the $T$-broken phase. Our theoretical considerations show that natural models of twisted bilayers produce the correct signs of $J_{c1,2}$, required to enter the $T$-broken phase. In addition, we find that clearly observable deviations from conventional Fraunhofer and Shapiro responses occur only when the condition $2J_{c2} > J_{c1}$ is well satisfied. This suggests that such effects can be taken as strong signatures of the topological phase.

The current-phase relation describes supercurrent through the ‘bulk’ of the 2D surface of the constituent twisted superconductors. In this sense, the Fraunhofer patterns and Shapiro steps studied in this work are a materialization of the bulk physics of the 2D topological phase. Chiral edge modes, mandated by the bulk boundary correspondence, are another feature of the topological phase. Direct examination of the edges through transport or spectroscopic measurements would provide useful complementary insights into the problem. From the viewpoint of experiments, this is arguably a more difficult task. We defer a discussion of such aspects to a future work.
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Appendix A: Interlayer supercurrent analysis

Some additional insights into the temperature dependence of the interlayer supercurrent discussed in Sec. II can be gained by analysing the Josephson relation (5) in more detail. To this end it is useful to write down an explicit expression for the two positive eigenvalues of the BdG Hamiltonian (12):

\[ E_{k\pm} = \sqrt{(\Delta_{1k}^2 + \Delta_{2k}^2)/2 + \xi_k^2 + g^2 \pm D_k(\varphi)} \]  

where \( D_k^2(\varphi) = (\Delta_{1k}^2 - \Delta_{2k}^2)^2/4 + g^2(\Delta_{1k}^2 + \Delta_{2k}^2 + 4\xi_k^2 - 2\Delta_{1k}\Delta_{2k}\cos \varphi) \). Noting that the phase only enters through the cosine term in \( D_k^2(\varphi) \) it is possible, with use of Eq. (16), to express the supercurrent as

\[ J(\varphi) = -\sin \varphi \frac{eg^2}{2\hbar} \sum_k \frac{\Delta_{1k} \Delta_{2k}}{D_k(\varphi)} \sum_{a=\pm} \frac{a}{E_{ka}} \tanh \frac{1}{2} \beta E_{ka}. \]

The superfluid stiffness follows from Eq. (8),

\[ \rho_s = \frac{eg^2}{2\hbar} \sum_k \frac{\Delta_{1k} \Delta_{2k}}{D_k(0)} \sum_{a=\pm} \frac{-a}{E_{ka}} \tanh \frac{1}{2} \beta E_{ka} \]

Noting that \( E_{k+} > E_{k-} \) it is easy to see that the last term \( \sum a[... \] in the above equation is positive for all \( \beta \) which justifies the expression given in Eq. (21) of the main text.
By linearizing the quasiparticle dispersion near the Dirac points – performing the ‘nodal approximation’ – it is possible to extract from Eq. (A3) the functional from of the low-T behavior,

\[ \rho_s(T) \simeq \rho_s(0) + a_0 T - b_0 T^3 \quad \text{(A4)} \]

with non-negative \( \theta \)-dependent coefficients \( a_0 \) and \( b_0 \). This expression is valid for twist angles away from \( \theta_M \) and indicates that for \( a_0 > 0 \) the \( \rho_s(T) \) initially grows with temperature, as already observed Figs. 3 and 4. The same calculation indicates a logarithmic contribution \( \sim \ln (k_B T/g) \) when \( \theta = \theta_M \). This is also evident in Fig. 3b.

The analysis of the critical current is more complicated because \( J(\varphi) \) generally attains its maximum at some generic phase angle \( \varphi_c \) which must be first determined. This in general can only be done numerically. Some analytical progress can be made by noting that at least for small twist angles \( \varphi_c \) tends to be close to \( \pi/2 \). One may thus approximate \( J_c \simeq J(\pi/2) \) and then estimate \( J(\pi/2) \) using the nodal approximation as before. One finds exponentially activated behavior at the lowest temperatures reflecting the spectral gap that develops in the system at the large external phase bias. At somewhat higher temperatures \( J(\pi/2) \) behaves as in Eq. (A4) but the log divergence near \( \theta_M \) is now absent. This behavior is indeed observed in Fig. 3a.

**Appendix B: Expansion in powers of \( g \)**

We supply here some details leading to estimates quoted in Eqs. (22,23).

To estimate \( J_c \) near zero twist angle we evaluate the current given in Eq. (A2) at \( \theta = 0 \) to leading order in interlayer coupling \( g \). In this regime the current is dominated by ordinary Josephson tunneling, which is a \( g^2 \) process, and we can thus set \( g = 0 \) inside the momentum sum. At \( T = 0 \) this gives

\[ J(\varphi) = \sin \varphi \frac{e g^2}{\hbar} \sum_k \frac{\Delta^2 \cos 2\alpha_k}{2(\xi_k^2 + \Delta^2 \cos^2 2\alpha_k)^{3/2}}. \quad \text{(B1)} \]

In this approximation the maximum current occurs at \( \varphi = \pi/2 \) and thus \( J_c = J(\pi/2) \). We replace the momentum sum by an integral as described in Appendix C below to obtain

\[ J_c \simeq \frac{e g^2}{\hbar} N_F \int_0^{2\pi} \frac{d\alpha}{2\pi} \int_0^{\pi} \frac{dx}{2\cos^2 2\alpha} \frac{\cos 2\alpha}{(x^2 + \cos^2 2\alpha)^{3/2}} \quad \text{(B2)} \]

with \( x_c = \epsilon_c/\Delta \). In the physically relevant limit \( x_c \to \infty \) the integrals can be evaluated analytically which leads to Eq. (22) with \( C_2 = 1 \).

The same procedure applied at twist angle \( \theta = 45^\circ \) gives vanishing current, consistent with the notion that single Cooper pair tunneling is disallowed in this limit. To obtain a meaningful estimate for \( J_c \), one thus needs to carry the expansion to order \( g^4 \) which captures double-pair tunneling processes. Working once again at \( T = 0 \) we find

\[ J(\varphi) = \sin \varphi \frac{e g^2}{\hbar} \sum_k \frac{\Delta^2 \sin 4\alpha_k}{2(E_{k+} + E_{k-})E_{k+}E_{k-}}. \quad \text{(B3)} \]

Expanding the denominator to order \( g^2 \), collecting all non-vanishing terms, and noting that in this case the current maximum occurs at \( \varphi = \pi/4 \) one arrives at Eq. (23) with the constant given by

\[ C_4 = \int_0^{2\pi} \frac{d\alpha}{2\pi} \sin^2 4\alpha \int_0^{\pi} \frac{dx}{2\cos 2\alpha} \frac{3(\epsilon_+ + \epsilon_-) - 2 - 4x^2}{(\epsilon_+ + \epsilon_-)^3(\epsilon_+ \epsilon_-)^3}. \quad \text{(B4)} \]

where \( \epsilon_{\pm} = \sqrt{2x^2 + 1 \pm \cos 4\alpha} \). Numerical integration in the limit \( x_c \to \infty \) gives \( C_4 \approx 0.55 \).

**Appendix C: In-plane superfluid stiffness**

To obtain the \( \gamma \) coefficient in the single-layer free energy Eq. (29) we begin from the relevant real-space BdG Hamiltonian,

\[ h = \begin{pmatrix} h_0 & \Delta(r) \\ \Delta(r)^* & -h_0 \end{pmatrix} \quad \text{(C1)} \]

where \( h_0 = -\hbar^2 \nabla^2/2m - \mu \) and \( \Delta(r) = e^{2iqx} \Delta_d \). The exponential factor in the order parameter sets up a uniform superflow along the \( x \) direction with the amplitude proportional to \( q \). The coefficient \( \gamma \) measures the free energy cost of this supercurrent per unit volume. To proceed it is
useful to pass to a new gauge, taking \( c_{tr} \rightarrow e^{-iqx}c_{tr} \) and \( c_{tr}^\dagger \rightarrow e^{iqx}c_{tr}^\dagger \). This removes the phase factor from \( \Delta \) and transforms the kinetic term as \( \pm h_0 \rightarrow \mp (\hbar^2/2m)(\nabla \mp i\mathbf{q})^2 \) where \( \mathbf{q} = (q,0,0) \). The advantage of this gauge is that the Hamiltonian becomes translation invariant and can hence be expressed in the momentum space as

\[
h_k = \left( \frac{\xi_k - q}{\Delta_k} - \frac{\Delta_k}{\xi_k + q} \right),
\]

(C2)

where \( \xi_k = \hbar^2 k^2/2m - \mu \) and \( \Delta_k = \Delta_0 \cos(2\alpha k) \). The free energy can now be calculated from the energy eigenvalues

\[
E_{k \pm} = \frac{\xi_{k+q} - \xi_{k-q}}{2} \pm \sqrt{\left( \frac{\xi_{k+q} + \xi_{k-q}}{2} \right)^2 + \Delta_k^2},
\]

(C3)

and reads

\[
F = F_0 - \frac{1}{\beta} \sum_{k,a=\pm} \ln[2 \cosh(\beta E_{k0}/2)],
\]

(C4)

Expanding the free energy (C4) to second order in \( q \) we find

\[
F \simeq F_0 - \frac{1}{2} \sum_k q^2 \left[ \left( \frac{\partial^2 \xi_k}{\partial k_x^2} \right) \left( 1 - \frac{\xi_k}{\epsilon_k} \tanh \frac{\beta \epsilon_k}{2} \right) - \frac{\beta}{2} \left( \frac{\partial \xi_k}{\partial k_x} \right)^2 \frac{1}{\epsilon_k} \tanh \frac{\beta \epsilon_k}{2} \right],
\]

(C5)

where \( \epsilon_k = \sqrt{\xi_k^2 + \Delta_k^2} \) is the quasiparticle excitation energy. For a \( d \)-wave SC it is useful to follow Ref. [27] and integrate the first term by parts. After some algebra we obtain

\[
F \simeq F_0 + \frac{1}{2} \sum_k q^2 \left[ \frac{\partial \xi_k}{\partial k_x} \left( \frac{\Delta_k^2}{\epsilon_k^2} \frac{\partial \xi_k}{\partial k_x} - \frac{\Delta_k \xi_k}{\epsilon_k^2} \left( \frac{\partial \Delta_k}{\partial k_x} \right) \right) \right] \left[ \frac{1}{\epsilon_k} \tanh \frac{\beta \epsilon_k}{2} - \frac{\beta}{2} \frac{1}{\epsilon_k} \tanh \frac{\beta \epsilon_k}{2} \right].
\]

(C6)

This expression, while seemingly more complicated than Eq. (C5), has several desirable features in terms of numerical evaluation. First, the coefficient of \( q^2 \) explicitly vanishes when \( \Delta_k = 0 \); indeed one expects superfluid stiffness to be zero in the normal metal limit. Second, because of the powers of the excitation energy \( \epsilon_k \) present in various denominators, it is clear that the largest contributions to the momentum sum comes from the nodal regions where \( \epsilon_k \rightarrow 0 \). These properties facilitate a straightforward evaluation of the \( k \)-space sum and we can now safely revert back to the continuum approximation. To this end we consider free energy density \( f = F/V \), where \( V \) is the sample volume, and convert the \( k \)-space sum to an integral using the standard prescription

\[
\frac{1}{V} \sum_k \rightarrow \frac{1}{(2\pi)^2} \int d^2k \rightarrow \frac{1}{(2\pi)^2} \int_0^{2\pi} d\alpha \int_0 kdk \rightarrow N_F \int_0^{2\pi} d\alpha \int_{-\epsilon_c}^{\epsilon_c} d\epsilon.
\]

(C7)

Here \( N_F = m/(2\pi\hbar)^2 \) is the density of states at the Fermi level and in the last step we restricted the integration to within a cutoff \( \epsilon_c \) around the Fermi level which is now a legitimate approximation because the integrand is strongly peaked here. With these simplifications the free energy density expansion can be written as

\[
f \simeq f_0 + \frac{q^2}{\pi^2} \int_0^{2\pi} d\alpha \cos^2 \alpha \cos^2 2\alpha \int_{-\epsilon_c}^{\epsilon_c} d\epsilon \frac{\Delta^2 \mu}{\epsilon^4} \left[ \tanh \frac{\beta \epsilon}{2} - \frac{\beta \epsilon}{2} \frac{1}{\epsilon} \tanh \frac{\beta \epsilon}{2} \right],
\]

(C8)

where \( \epsilon = \sqrt{\xi^2 + \Delta^2 \cos^2 2\alpha} \). The integrals indicated in Eq. (C8) lend themselves to a straightforward numerical evaluation and lead to the well-known curves for in-plane superfluid stiffness of a \( d \)-wave SC with the characteristic \( T \)-linear dependence at low temperatures. An example of this behavior is given in Fig. 9 along with the temperature dependence of the gap function \( \Delta(T) \), which is required as an input for this calculation.