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ABSTRACT

Clinical language processing has received a lot of attention in recent years, resulting in new models or methods for disease phenotyping, mortality prediction, and other tasks. Unfortunately, many of these approaches are tested under different experimental settings (e.g., data sources, training and testing splits, metrics, evaluation criteria, etc.) making it difficult to compare approaches and determine state-of-the-art. To address these issues and facilitate reproducibility and comparison, we present the Clinical Language Understanding Evaluation (CLUE) benchmark with a set of four clinical language understanding tasks, standard training, development, validation and testing sets derived from MIMIC data, as well as a software toolkit. It is our hope that these data will enable direct comparison between approaches, improve reproducibility, and reduce the barrier-to-entry for developing novel models or methods for these clinical language understanding tasks.

Background & Summary

In the general domain, there has been remarkable progress on many natural language processing tasks thanks to the advent of transformer-based models such as ELmo¹, OpenAI GPT (1-3)²-⁴, BERT⁵, and T5⁶. These models exemplify the promise of self-supervised pre-training from massive unlabelled text datasets allowing for transfer of generalized knowledge to new tasks of interest (i.e., fine-tuning) with substantially reduced training requirements. The rapid advances in transformer-based model development has greatly benefited from the existence of standard benchmark corpora, such as the General Language Understanding Evaluation⁷ (GLUE) benchmark – a collection of nine language understanding tasks build on existing datasets covering a range of dataset sizes, genres, and task difficulties, all with standardized training, validation, and testing splits. The existence of freely-available standard benchmark collections allow researchers to directly compare the performance of different natural language processing approaches, quantify improvements, and determine the state-of-the-art.

By contrast, the clinical domain greatly suffers from data fragmentation and lack of resource sharing. For this reason, methodological contributions in clinical natural language processing are often difficult or impossible to evaluate against related work. Determining the state-of-the-art for various clinical language processing tasks is equally difficult. Even when two approaches are evaluated on the same dataset, they often rely on different experimental settings, e.g., training, validation, and testing splits; evaluation methods; and reported metrics hindering direct comparison. This often results in duplication of research effort and significantly increases the barriers to selecting an optimal approach for eventual implementation.

In this paper, we propose a standard, freely-available benchmark collection for Clinical Language Understanding Evaluation (CLUE). We consider six clinical language understanding tasks based on disease staging, disease phenotyping, all-cause mortality prediction and remaining length of stay prediction. For these six tasks, we use clinical records from MIMIC-III⁸,⁹, a freely-accessible critical care database¹⁰. All tasks are carefully split into standard stratified training, validation, calibration, and testing sets that preserve the distributions of potentially confounding demographic and admission information, thus reducing the likelihood of learning bias and over-fitting.

Methods

The goal of CLUE is to provide a flexible and robust mechanism for evaluating any automatic method for clinical language understanding. To accomplish this, we were interested in ensuring CLUE was (1) accessible – requiring minimal individual data usage agreements as possible, (2) flexible – providing data in as close to original format as possible (i.e., with minimal de-identification artifacts), (3) meaningful – covering tasks that have direct clinical impact, and (4) robust – covering a range of tasks such that success on all tasks requires clinical language understanding rather than surface-level pattern recognition.

Clinical Data Source

A limited number of clinical document collections have been released to the community. The most well-known are: (1) the University of Pittsburgh BluLAB NLP repository, containing (in 2012) 93,551 de-identified clinical reports for 17,264 hospital...
visits; (2) the n2c2 (National NLP Clinical Challenges) research data sets; and (3) the MIMIC-III critical care database\(^6\) containing 2,082,284 de-identified clinical notes for 46,520 patients and 58,976 hospital admissions. Of these three, the Pittsburgh collection is no longer freely available. Both the n2c2 and MIMIC-III datasets are freely available, however, the n2c2 datasets are fragmented into relatively small datasets with specialized cohorts for specific NLP challenges making them difficult to use as a benchmark for data-hungry deep learning methods. Moreover, MIMIC-III includes a wealth of time-stamped structured data about each patient including laboratory values, vital signs, demographics, chart information, and discharge billing diagnoses. In CLUE we chose to base all tasks off of the MIMIC-III dataset so-as to (1) enable the use of CLUE with a single data usage agreement, (2) expand the number of documents we could label by taking advantage of structured data associated with clinical notes recorded on the same day, and (3) enable multi-task learning on a large general-purpose cohort of patients.

**Exclusion Criteria** We excluded patients under the age of 15 (primarily neonates), and excluded hospital admissions with fewer than two days with clinical notes.

**Clinical Task Selection** We considered four main clinical language understanding tasks: (1) disease staging, (2) clinical phenotyping, (3) mortality prediction, and (4) remaining length-of-stay prediction.

**Disease Staging**

The ability to reliably recognizing the stage of a disease at different points in a patient’s care is critical for assessing changes in severity of illness for specific populations or specific episodes of care. Moreover, disease staging is important for evaluating healthcare processes as well as outcomes. For this reason, we included three disease staging tasks, each with (a) well-defined clinical stages that can be directly measured from structured data based on clinical guidelines, (b) sufficient representation in MIMIC-III, and (3) different patterns of evidence (measurements, qualitative descriptions, etc.).

**Acute Kidney Injury** Acute kidney injury (AKI) affects as many as 20% of all hospitalizations resulting in an estimated cost of $10 billion annually.\(^11\),\(^12\) AKI is associated with increased mortality, end-stage renal disease, and chronic kidney disease.\(^12\) It has been shown that even small increases in serum creatinine are associated with long-term damage and increased mortality.\(^12\) The 2011 Kidney Disease: IMproving Global Outcomes (KDIGO) Clinical Practice GHuideline for Acute Kidney Injury (AKI) provides clear clinical criteria for staging AKI as well as evidence-based management recommendations for each AKI stage.\(^13\) Table 1 presents our criteria for determining AKI stages, based on the KDIGO criteria.\(^1\) For example, KDIGO recommends non-invasive diagnostic workup at Stage 1, checking for changes in drug dosing at Stage 2, and to avoid subclavian catheterization at Stage 3. Thus, the ability to automatically identify the stage of AKI at different timepoints would enable earlier changes to management and could help prevent (further) deterioration of kidney function. Note: when assigning AKI labels for a note, we used the highest AKI stage evidenced by that patient’s structured measures on or before the date of the note.

| AKI Stage | KDIGO Criteria |
|-----------|----------------|
| 1         | • 1.5–1.9 × baseline serum creatinine  
        | • ≥ 0.3 mg/dl (≥ 26.5 µmol/l) increase in serum creatinine  
        | • < 0.5 ml/kg/h urine outptut for 6–12 hours |
| 2         | • 2.0–2.9 × baseline serum creatinine  
        | • < 0.5 ml/kg/h urine output for ≥ 12 hours |
| 3         | • 3.0 × baseline serum creatinine  
        | • ≥ 4.0 mg/dl (≥ 353.6 µmol/l) increase in serum creatinine  
        | • < 0.5 ml/kg/h urine output for ≥ 24 hours |

**Table 1.** KDIGO criteria for staging Acute Kidney Injury (AKI)

**Pressure Injury** The development of pressure injuries (i.e., pressure ulcers or bed sores) can lead to several complications, including sepsis, cellulitis, osteomyelitis, pain, and depression.\(^14\) The mortality rate has been noted to be as high as 60%\(^1\) in the KDIGO criteria, Stage 3 can also be determined by the initiation of renal replacement therapy, present of Anuria for ≥ 12 hours or, in patients < 18 years, a decrease in eGFR to < 35 ml/min \(1.73 m^2\). These events are rare and difficult to cleanly detect in MIMIC-III, thus, for simplicity, we consider only the serum creatinine and urine output criteria when staging AKI.
within 1 year of hospital discharge for older patients who develop a pressure ulcer during their stay.\footnote{15} The National Pressure Injury Advisory Panel recognizes four stages of pressure injuries. The NPIAP descriptions of each stage, as well as the MIMIC-III chart values corresponding to those stages are provided in Table 2. While structured descriptions of pressure injuries are sometimes available in the patient’s chart, the specific characteristics of pressure injuries are often documented in unstructured clinical narrative. The ability to automatically assess the stage of pressure injury from clinical notes would enable earlier intervention and automatic processes for preventing further decomposition. Note: when assigning labels for a note, we used the highest stage for any pressure injury recorded for that patient on or before the date of the note.

**Anemia** A substantial number of hospital patients with normal HgB on admission become anemic during the course of their hospitalization resulting in increased average length of stay by 10–88\%, hospital charges by 6–80\%, and risk of in-hospital mortality by 51–228\%, depending on anemia severity.\footnote{16} Table 3 defines the criteria used to assign anemia stages for each patient. Automatically assessing the severity of anemia would enable to physicians to prevent further deterioration by switching to small volume phlebotomy tubes, minimizing blood loss from in-dwelling catheters, and reducing blood tests.\footnote{17,18} Note: when assigning labels for a note, we used the lowest HgB levels recorded on the same calendar date of that note.

**Computational Phenotyping**
The ability to identify patients with particular conditions is important for clinical quality measurement, health improvement and research. This process, known as computational phenotyping,\footnote{19} allows decision makers to identify and target patients for screening or specific interventions that have been shown particularly effective in similar populations.\footnote{20} Automatically detecting a patient’s computational phenotype can support interventional, observational, prospective, and retrospective studies.\footnote{20,21} Moreover, Denny et al. (2012)\footnote{22} points out that phenotype identification is one task for which clinical notes are particularly useful, noting that this is often because salient observations in text documents such as pathology and radiology reports are often not also included in tabular data.

Using standard phenotype definitions is important to facilitate re-use, reproducability, and generalization. Consequently, as in mimic benchmark, other benchmark, elsevier benchmark, we define phenotypes using semantically meaningful groups of discharge diagnostic codes (ICD-9). Specifically, we rely on the hierarchical groupings of ICD-9 codes published by the Agency for Healthcare Research and Quality (AHRQ) and used in their Clinical Classification Software (CCS). CCS codes are groups of ICD-9 codes that correspond to specific diseases; these CCS codes are further grouped into a hierarchy based on organ systems and disease categories. We consider the presence of any ICD-9 code in each of these CCS groupings as evidence for the corresponding clinical phenotype.

**Mortality Prediction**
Mortality is one of the primary outcomes of concern for hospitalized patients: the ability to accurately predict mortality could enable caregivers to optimize treatment and prioritize resources. We look at mortality in several settings:

- Short-term mortality prediction in which the goal is to predict whether a patient will die within 24, 48, or 72 hours.
- Long-term mortality prediction in which the goal is to predict if the patient dies within 10, 30, or 90 days, or within 1 year.

While mortality is often predicted using data obtained during the first 24 to 48 hours of a patient’s hospital admission, as a mechanism for testing clinical language understanding, we provide all mortality labels for each clinical note in a patient’s stay, with each time window relative to the timestamp of that note. Thus, the mortality prediction task in CLUE can be viewed as a generalization of most 24–48 h mortality prediction settings (where the traditional setting can be recovered by considering only notes within the first 24 to 48 hours).

**Length-of-Stay Prediction**
Length-of-stay is an important metric for both patients and healthcare providers and is of particular importance in critical care in which length-of-stay is heavily correlated with mortality. Planning bed availability administration. In CLUE we provide remaining length-of-stay labels for windows of 1, 2, 3, 4, 5, 6, 7, or 8 days; as well as a single label for more than 8 days but less than 2 weeks.

**Data Randomization and Stratification**
To minimize the affect of demographic and other confounders, we split data into stratified 8:1:1:1 splits for training, validation, calibration, and testing, respectively. Splits were stratified at the patient level to preserve the same distribution of demographic and admission information including the patient’s age, sex, and race as well as their admitting ICU, source of admission (viz., clinic, physician, transfer, or other), type of admission (viz., elective, emergency, or urgent), Oxford Acute Severity of Illness Score\footnote{23} (OASIS), and type of insurance (viz., government, private, Medicaid, Medicare, or self pay). We used an iterative stratification method based on Sechidis et al. (2011)\footnote{24} and Szymański and Kajdanowicz (2017)\footnote{25} to stratify data.\footnote{26}
| Stage | NPIAP Description | MIMIC-III Chart Values |
|-------|-------------------|------------------------|
| 1     | Non-blanchable erythema of intact skin: | • Unable to assess; dressing not removed |
|       | Intact skin with a localized area of non-blanchable erythema, which may appear differently in darkly pigmented skin. Presence of blanchable erythema or changes in sensation, temperature, or firmness may precede visual changes. Color changes do not include purple or maroon discoloration; these may indicate deep tissue pressure injury. | • Red, Unbroken |
|       | Presence of blanchable erythema or changes in sensation, temperature, or firmness may precede visual changes. Color changes do not include purple or maroon discoloration; these may indicate deep tissue pressure injury. | • Intact, Color Chg |
|       | • Unable to assess; dressing not removed | • Unable to Stage |
|       | • Red, Unbroken | • Other/Remarks |
|       | • Intact, Color Chg | • Deep Tiss Injury |
|       | • Unable to Stage | • Deep tissue injury |
| 2     | Partial-thickness skin loss with exposed dermis: | • Part. Thickness |
|       | Partial-thickness loss of skin with exposed dermis. The wound bed is viable, pink or red, moist, and may also present as an intact or ruptured serum-filled blister. Adipose (fat) is not visible and deeper tissues are not visible. Granulation tissue, slough and eschar are not present. These injuries commonly result from adverse microclimate and shear in the skin over the pelvis and shear in the heel. This stage should not be used to describe moisture associated skin damage (MASD) including incontinence associated dermatitis (IAD), intertriginous dermatitis (ITD), medical adhesive related skin injury (MARSII), or traumatic wounds (skin tears, burns, abrasions). | • Partial thickness skin loss through epidermis and/or dermis; ulcer may present as an abrasion, blister, or shallow crater |
|       | • Partial thickness skin loss through epidermis and/or dermis; ulcer may present as an abrasion, blister, or shallow crater | • Through Dermis |
| 3     | Full-thickness skin loss: | • Full Thickness |
|       | Full-thickness loss of skin, in which adipose (fat) is visible in the ulcer and granulation tissue and epibole (rolled wound edges) are often present. Slough and/or eschar may be visible. The depth of tissue damage varies by anatomical location; areas of significant adiposity can develop deep wounds. Undermining and tunneling may occur. Fascia, muscle, tendon, ligament, cartilage and/or bone are not exposed. If slough or eschar obscures the extent of tissue loss this is an Unstageable Pressure Injury. | • Full thickness skin loss that may extend down to underlying fascia; ulcer may have tunneling or undermining |
|       | • Full thickness skin loss that may extend down to underlying fascia; ulcer may have tunneling or undermining | • Unable to stage; wound is covered with eschar |
| 4     | Full-thickness skin and tissue loss: | • Full thickness skin loss with damage to muscle, bone, or supporting structures; tunneling or undermining may be present |
|       | Full-thickness skin and tissue loss with exposed or directly palpable fascia, muscle, tendon, ligament, cartilage or bone in the ulcer. Slough and/or eschar may be visible. Epibole (rolled edges), undermining and/or tunneling often occur. Depth varies by anatomical location. If slough or eschar obscures the extent of tissue loss this is an Unstageable Pressure Injury. | • Through Fascia |
|       | • Through Fascia | • To Bone |

Table 2. Pressure Injury stages as defined by the National Pressure Injury Advisory Panel (NPIAP) and their corresponding CareVue and MetaVision chart values in MIMIC-III
Scoring
As with GLUE\textsuperscript{27} and Super GLUE\textsuperscript{28}, we provide an evaluation script to evaluate system performance on CLUE. We assess disease staging as an ordinal regression task, relying on Mean Absolute Error (MAE) as the primary metric. We cast length-of-stay prediction as a standard regression task (where the remaining length of stay is measured in days) using MAE as the primary metric. Mortality prediction is cast as a multi-label binary classification task, using macro-average $F_1$-measure as the primary metric. Finally, phenotyping is also cast as multi-label binary classification, measured with micro-average $F_1$. When designing CLUE we wanted to also provide a sense of aggregate system performance over all tasks. To do this, we compute the macro-average performance over all tasks. Because staging and length-of-stay are evaluated in terms of error, for the purposes of aggregation, MAE scores are converted to Mean Average Accuracy (MAA), i.e., \( \text{MAA} = 1 - \text{MAE} \).

Data Records
The CLUE dataset is provided in several CSV files, corresponding to the training, validation, calibration, and testing splits for each of the tasks. Each row in the CSV consists of the following fields:
1. the MIMIC-III hospital admission ID associated with the note(s);
2. the timestamp and date of the note(s);
3. the free-text content of one or more clinical notes extracted on the same calendar day; and
4. the task-specific label(s) for the associated timestamp and date
For the staging tasks, labels are provided in the form of a single integer, indicating the stage of the disease (where zero indicates normal), for phenotyping, the labels are provided as a list of present phenotypes (a comma separated list of CCS codes), and for length-of-stay and mortality prediction, the labels are provided as multiple columns with the value of True or False for each length-of-stay or mortality window. Figure 1 illustrates several example records, while Figure 2 illustrates an example note. Table X shows demographics for our training, development, calibration, and testing splits.

| HADM | Timestamp | Phenotypes | Staging | Mortality | Length-of-Stay |
|------|-----------|------------|---------|-----------|----------------|
|      |           |            | AKI     | Pi        | Anemia         |
|      |           |            | 24h     | 48h       | 1y             |
|      |           |            | 1d      | 2d        | 2w             |
| 11101| 2012-10-04| 115, 20, 305| 0 0 3   | False True True | False False True |
| 11101| 2012-10-05| 115,20,305  | 0 1 3   | False True True | False True True  |
| 11102| 2014-09-09| 10,140     | 1 0 1   | False False False | False False True |

Figure 1. Example multi-task records in CLUE.

Dataset Toolkit
In addition to the raw CSV files and evaluation script, we provide a python toolkit for working with CLUE. The CLUE toolkit includes scripts for replicating the experiments reported in this paper, as well as dataset and metric descriptors for the HuggingFace’s Transformers\textsuperscript{29} and Dataset\textsuperscript{30} packages. HuggingFace Datasets is a python library for easily sharing and accessing datasets and evaluation metrics for Natural Language Processing (NLP), with built-in interoperability with Numpy, Pandas,\textsuperscript{32,33} PyTorch\textsuperscript{34} and Tensorflow\textsuperscript{35,36}. Moreover, the HuggingFace integration allows for Transformer-based models such as BERT, T5, and BigBird to be easily used with CLUE.

Usage Notes
The original MIMIC-III database analyzed in this study and the resultant CLUE dataset are both available through PhysioNet.

Code availability
The code to extract data and labels from MIMIC-III is available on Zenodo, the code to generate the CLUE datasets from these labels is also available on Zenodo and GitHub, the CLUE software toolkit is available separately on GitHub.
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| Stage | WHO Haemoglobin Criteria |
|-------|--------------------------|
| 1     | • 110–119 g/l, for non-pregnant women  
      | • 100–109 g/l, for pregnant women    
      | • 110–129 g/l, for men              |
| 2     | • 80–109 g/l, for non-pregnant women  
      | • 70–99 g/l, for pregnant women      
      | • 80–109 g/l, for men               |
| 3     | • < 80 g/l, for non-pregnant women    
      | • < 70 g/l, for pregnant women       
      | • < 80 g/l, for men                 |

*Table 3.* World Health Organization (WHO) criteria for diagnosing anemia (at sea level) for patients above the age of 15.