Matrix product solution for a partially asymmetric 1D lattice gas with a free defect
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Abstract
A one-dimensional, driven lattice gas with a freely moving, driven defect particle is studied. Although the dynamics of the defect are simply biased diffusion, it disrupts the local density of the gas, creating nontrivial nonequilibrium steady states. The phase diagram is derived using mean field theory and comprises three phases. In two phases, the defect causes small localized perturbations in the density profile. In the third, it creates a shock, with two regions at different bulk densities. When the hopping rates satisfy a particular condition (that the products of the rates of the gas and defect are equal), it is found that the steady state can be solved exactly using a two-dimensional matrix product ansatz. This is used to derive the phase diagram for that case exactly and obtain exact asymptotic and finite size expressions for the density profiles and currents in all phases. In particular, the front width in the shock phase on a system of size $L$ is found to scale as $L^{1/2}$, which is not predicted by mean field theory. The results are found to agree well with Monte Carlo simulations.
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1. Introduction

Minimal models of one-dimensional, driven diffusive gases have been used to model a wide variety of systems, including traffic flow [1], diffusion in narrow channels [2], mRNA translation [3, 4] and as discrete versions of fluid equations, such as Burgers’ equation [5]. Despite their simplicity, their study has uncovered a rich phenomenology, with phase transitions and non-trivial many body phenomena such as shock formations [5–10] and condensation [11]. At the same time, the techniques used to study them have enriched the understanding of nonequilibrium steady states (NESSs), by providing a multitude of examples in which the NESS can be solved exactly [12, 13].

One of the most studied classes of such systems are simple exclusion processes (SEPs). These are models of gases in which particles hop stochastically on a lattice and interact locally via hard-core repulsion. They are usually divided into totally asymmetric (TASEP), partially asymmetric (PASEP) and symmetric (SSEP) cases. Many exact results have been derived for the steady states of these systems. For comprehensive reviews, we direct the reader to [12, 13].

As a generalization, one may introduce a defect particle that hops at different rates to the ‘normal’ (environment) particles and which may overtake or be overtaken by them, see e.g. [5, 8, 11, 14, 15]. Physically, one can think of the defect as being driven by an external field that does not affect the other particles, or it may be affected by a local force, such as from optical tweezers. Particle overtaking may be facilitated for example by a finite but narrow channel width [15]. Then particles may overtake each other but collisions during this process will alter their drift speed. At the level of the minimal model, exchange is simply modelled as a stochastic process with some effective rates.

The most general formulation of this problem has six independent rates: left and right hopping rates for the environment particles and the defect, and left and right overtaking rates. This general case currently remains beyond the reach of exact calculation methods.

In this paper we address a novel solvable limit, that of a PASEP with a generalized first class defect. By ‘first class’, we mean that the defect has a higher priority than the environment (second class) particles in the dynamics. It may overtake environment particles with its usual hopping rates, but it cannot be overtaken by them. It is ‘generalized’ in the sense that its hopping rates are different to that of the environment. It might appear at first glance that this model should be very simple, given the trivial dynamics of the defect. However, it turns out to be nontrivial both in its physical behaviour and the mathematical structure of its exact solution.

We now briefly comment on related models that have been studied in the literature. The first exact solution of a TASEP was the open boundary case [16]. Thereafter it was shown that this solution can be expressed as a matrix product [17], which has since become one of the main approaches for obtaining exact results. Although the open boundary case is not directly related to the defect problem on a ring, it is interesting to compare, as it has some similar phenomenology, like shock formations [10, 18]. Some exact results for shocks have also been obtained in ASEPs with a site defect [6, 19, 20].

The earliest instance of an ASEP with defect that was solved exactly was that of a second class defect [5, 7]. A second class particle does not affect the dynamics of the environment particles but its own dynamics depend on the local density. This property means that it can be used to track the location of shock fronts. This system was solved exactly in the TASEP [5] and PASEP [7]. An exact solution was also obtained for a TASEP in which the defect has different hopping and overtaking rates to the environment [8]. In this case, the defect does affect the environment and the phase diagram depends on the defect parameters.
Another limit that has received attention is that of the symmetric environment with a totally or partially asymmetric defect. The case without overtaking has a long history in literature, where it was mainly studied using mean field methods [14, 21]. Recently, the case without overtaking was solved exactly [22, 23] and the case with overtaking was analyzed using mean field theory [15, 24].

A related class of systems that has received some attention in the literature is that of a dynamic blockage [25–27]. Here, overtaking is typically not considered but the defect particle (blockage) is allowed to diffuse on the lattice, as well as perform non-local jumps, modelling a binding–unbinding process. Dynamic blockages are of particular interest for the modelling of DNA transcription, where proteins that spontaneously bind and unbind from the DNA, can act as blockages for the transcribing RNA-polymerase. This has been studied numerically for a TASEP on a ring [25] and with open boundaries [26] and some exact results have been obtained in the low and high density limits [27].

Perhaps the closest to the system considered in this paper that has been solved exactly is a partially asymmetric environment with a totally asymmetric defect and overtaking [28]. Though we remark that the total asymmetry of the defect changes the exact solution considerably.

The remainder of this paper is structured as follows. In section 2, we define the model and derive the phase diagram using mean field analysis. From section 3 onward, we restrict ourselves to a special case, in which it is found that the steady state can be solved exactly using a matrix product ansatz. As the matrix product ansatz presented here has some particular features, we include a proof that it gives the correct steady state measure in appendix A. In section 4, we use the matrix product formulation to re-derive the phase diagram. In section 5, we derive asymptotic expressions for the density profiles and currents using a saddle point approximation. This shows that the picture presented through the mean field analysis is qualitatively correct. In section 6, we state the exact finite size expressions for the nonequilibrium partition function, density profiles and currents and examine the symmetric and totally asymmetric limits. In section 7, we make some concluding remarks and comment on the remaining open questions related to this problem.

2. Mean field theory

2.1. Model definition

We consider an \( L + 1 \) site ring with \( M + 1 \) particles hopping stochastically in continuous time. \( M \) of these particles (the environment) hop to the right with rate \( p \) and to the left with rate \( q \). The remaining particle (the defect) hops to the right with rate \( p' \) and to the left with rate \( q' \). It is convenient to define the environment asymmetry parameter

\[
x = \frac{q}{p},
\]

the drift speeds of the environment and defect respectively as

\[
v = p - q, \quad v' = p' - q',
\]

and the mean environment density

\[
\rho = \frac{M}{L}.
\]
The particles interact via simple exclusion. Environment particles may not overtake other environment particles or the defect. The defect particle may overtake environment particles (to the left or to the right) with its usual hopping rates. Thus the defect particle does not distinguish between environment particles and empty sites. Its dynamics are that of a free particle with left and right hopping rates \( p', q' \). However, the environment particles cannot jump over the defect, which means that the defect can disrupt the environment and has a nontrivial effect on its density profile. The dynamics of the system can be represented schematically as follows:

\[
\begin{align*}
10 \xrightleftharpoons{p'}{q'} 11 ; & \\
20 \xrightleftharpoons{p'}{q'} 21 ; & \\
02 \xrightleftharpoons{p}{q} 01 ; &
\end{align*}
\]

where 0, 1, 2 represent empty sites, the defect particle and environment particles respectively. Note that unlike some recent papers, the defect is denoted by 1 and the environment particles by 2, because in this case the defect is a ‘first class’ particle.

The system has the symmetry \( p \leftrightarrow q, 0 \leftrightarrow 2 \) (equivalently \( x \rightarrow 1/x, v \rightarrow -v, \rho \rightarrow 1 - \rho \)). With this in mind, we will, without loss of generality, set \( p > q \), unless otherwise stated. This means that by default, the net current of environment particles is taken to be to the right.

### 2.2. Mean field analysis

The phase diagram for this model can be obtained from mean field theory. We consider the system in the reference frame of the defect, so that its position may always be taken to be \( L + 1 \). Let \( n_k \) be the probability that the \( k \)th site to the right of the defect is occupied by an environment particle. Then at the mean field level (i.e. approximating two point correlation functions as a product of one point functions), the probabilities evolve under the following equations in the bulk (1 < \( k < L \)) and near the defect respectively:

\[
\begin{align*}
\frac{\partial n_k}{\partial t} &= -pn_k(1-n_{k+1}) - qn_k(1-n_{k-1}) - (p' + q')n_k \\
&
+ pn_{k-1}(1-n_k) + qn_{k+1}(1-n_k) + q'n_{k-1} + p'n_{k+1} \quad (4a) \\
\frac{\partial n_1}{\partial t} &= -pn_1(1-n_2) - (p' + q')n_1 + qn_2(1-n_1) + q'n_L + p'n_2 \quad (4b) \\
\frac{\partial n_L}{\partial t} &= -qn_L(1-n_{L-1}) - (p' + q')n_L + pn_{L-1}(1-n_L) + q'n_{L-1} + p'n_1 \quad (4c)
\end{align*}
\]

The steady state is characterized by a constant current of environment particles:

\[
\begin{align*}
J' &= pn_k(1-n_{k+1}) - qn_{k+1}(1-n_k) - p'n_{k+1} + q'n_k, \quad 1 \leq k < L \quad (5a) \\
J' &= -p'n_1 + q'n_L \quad (5b)
\end{align*}
\]

where \( J' (= \text{const.}) \) is the steady state current of environment particles in the reference frame of the defect. The current in the stationary frame will be denoted by \( J \). We remark that (5b) is in fact an exact expression as it only involves one point functions and therefore does not require the mean field assumption. Since the defect moves as a free particle, \( J \) is related to \( J' \) simply by a Galilean boost:

\[
J = J' + \rho v'. \quad (6)
\]
This is because the defect moves with average speed $v'$, independently of its local environment. In the stationary frame, the defect is equally likely to be anywhere due to translational invariance. Therefore, the average effect of the boost on the current will be $\rho v'$, where $\rho$ is the (global) average density.

Letting $y = J/L$ ($0 < y \leq 1$), in the continuum limit ($L \to \infty$) we get the following boundary value problem for the density profile in the steady state:

$$D\frac{\partial n(y)}{\partial y} = vn(y)(1 - n(y)) - v'n(y) - J' \quad (7a)$$

$$J' = -\rho'n(0) + q'n(1), \quad (7b)$$

where $D = \frac{1}{2}(p + q + p' + q')$. The solutions to (7a) are coth and tanh functions with characteristic length scaling as $\xi \sim D^{-1}$. (From exact results for a specific choice of parameters, this scaling will be shown to be correct when the effects of the defect are localized, but when the defect causes a shock, the characteristic length scales as $\xi \sim L^{-1/2}$ instead.) Then $J'$ and a constant of integration have to be fixed using the boundary condition (7b) and the global particle number constraint. This calculation becomes quite cumbersome and not very informative so instead we give a qualitative picture by considering the fixed points (i.e. uniform solutions) of (7a).

2.3. Phase diagram

The fixed points of (7a) satisfy a quadratic equation,

$$vn(1 - n) - v'n - J' = 0 \quad (8)$$

which can be readily solved to give two plateau densities

$$n_{\pm}(J') = \frac{v - v' \pm \sqrt{(v - v')^2 - 4vJ'}}{2v}. \quad (9)$$

In particular,

$$n_+ + n_- = 1 - \frac{v'}{v}. \quad (10)$$

The rhs of (7a) will be positive for $n_-(J') < n(y) < n_+(J')$ and negative for $n(y) < n_-(J')$ and $n(y) > n_+(J')$. By considering how a profile with some boundary values $n(0), n(1)$ will behave, we see that there exist three types of solutions. In the first case, the density profile starts at some boundary value $n(0) > n_-(J')$ and decays exponentially over a length $O(1/L)$ to bulk density $n_+(J') \approx \rho$, where $\rho$ is given by (3). Thus in the limit $L \to \infty$, $n(1) = n_+(J') = \rho$. The second case is similar to the first but with a bulk density of $n_-(J') \approx \rho$ and the exponential profile occurring at the other boundary (with $n(1) < n_+(J')$). Thus in the limit $L \to \infty$, $n(0) = n_-(J') = \rho$. In the third case, the density profile starts very close to $n_-(J')$ and moves to $n_+(J')$ at some intermediate value of $y$. Recalling the earlier comments on the forms and scaling of the solutions, we see that this will be a tanh profile that becomes a sharp shock in the limit $L \to \infty$. The three types of solutions are shown schematically in figure 1.

Thus the defect creates either small localized perturbations to its right ($\rho \approx n_+(J')$) or left ($\rho \approx n_-(J')$), or a shock ($n_-(J') < \rho < n_+(J')$) in the environment density profile. We will correspondingly call these the right/left localized phases and the shock phase.
2.3.1. **Right localized phase.** In the right localized solution we have

\[ n_+ = \rho, \quad J' = v\rho(1 - \rho) - v'\rho, \quad n_- = 1 - \rho - \frac{v'}{v}. \]  

In order for the right localized solution to be consistent we must have

\[ n(0) > n_. \]  

Equation (7b) implies

\[ n(0) = \frac{q}{p'} - \frac{f'}{p'} = \rho - \rho(1 - \rho)\frac{v}{p'}. \]  

From (11)–(13) we then obtain the condition for the right localized phase

\[ \rho > \frac{v - 2p' + \sqrt{v^2 + 4p'q'}}{2v}. \]  

2.3.2. **Left localized phase.** In the left localized solution we have

\[ n_- = \rho, \quad J' = v\rho(1 - \rho) - v'\rho, \quad n_+ = 1 - \rho - \frac{v'}{v}. \]  

In order for the left localized solution to be consistent we must have

\[ n(1) < n_. \]
Equation (7b) implies

\[ n(1) = \rho + \rho (1 - \rho) \frac{v}{q'}. \]  

We then obtain the condition for the left localized phase

\[ \rho < \frac{v + 2q' - \sqrt{v^2 + 4p'q'}}{2v}. \]  

2.3.3. Shock phase. In the shock phase we simultaneously have

\[ n(0) = n_-(J') \text{ and } n(1) = n_+(J'). \]

Thus the current satisfies:

\[ J' = -p' n_-(J') + q' n_+(J'). \]  

As before, we can eliminate \( J' \) to get expressions for the densities to the left and right of the shock

\[ \rho_{\pm} = \frac{v \mp 2p'_{\pm} \pm \sqrt{v^2 + 4p'q'}}{2v}. \]  

where \( p'_{\pm} = p' \) and \( p'_{\pm} = q' \). From (19), this gives a current

\[ J' = -\frac{v'}{2} - \frac{1}{2v} (4p'q' + (p' + q')\sqrt{v^2 + 4p'q'}). \]  

The density profile is

\[ n(y) = \begin{cases} 
\rho_-, & y < y_0 \\
\rho_+, & y > y_0 
\end{cases} \]  

where \( y_0 \) is the location of the shock, which must satisfy

\[ \rho_0 - y_0 + \rho_0 (1 - y_0) = \rho. \]  

This can evidently only hold when \( \rho_0 < \rho < \rho_0 \), which implies that \( \rho_{\pm} \), as given by (20) are the densities at which the transitions from the localized to the shock phase occur. The densities (20) coincide with the critical densities (14) and (18) for the existence of the right and left localized phases (as expected).

To understand the phase diagram, we consider fixed \( p, q, q' \) and vary \( p' \) and \( \rho \). On increasing the density \( \rho \) we have a transition at \( \rho = \rho_- \) from the left localized phase to the shock phase and a transition when \( \rho = \rho_+ \) from the shock phase to the right localized phase. As \( \rho \) increases through the shock phase from \( \rho_- \) to \( \rho_+ \), the position of the shock moves from \( y = 1 \) to \( y = 0 \). With regard to \( p' \), the left and right localized phases occur in the small and large \( p' \) limits respectively and are separated by the shock phase.

The phase boundaries are delimited by the curves given by (20) (see figure 2). These two curves intersect at \( p = 0, v' = v \) and \( p = 1, v' = -v \) (switched if \( v < 0 \)). Thus there is always a finite region in which the shock phase exists, except when \( v = 0 \) (the symmetric environment limit). The fact that shocks exist only when \( -v < v' < v \) can also be stated as a consistency condition for the critical densities (which follows from (20)): 
Figure 2. Phase diagrams with the defect right hopping rate $p'$ and environment density $\rho$ as control parameters. The left and right localized phases ($\mathcal{L}_{L,R}$) are separated by a shock phase ($S$) in each case (the shock phase vanishes for $v = 0$, which is not shown here). The left localized phase shrinks as $q'$ is decreased and vanishes in the totally asymmetric defect limit ($q' \to 0$). The fixed parameters are: (a) $p = 4, q = 1, q' = 4$ and (b) $p = 4, q = 1, q' = 1$.

\[ \rho_+ > \rho_- \iff |v'| < |v|. \]  

(24)

This helps to qualitatively understand the phase diagram. The inequality $v' < v$ means that the defect has to be slower (has a smaller drift) than the environment. This is reminiscent to the mechanism that causes shocks in a TASEP with a slow defect [8]. At the same time, we note that a shock profile for environment particles corresponds to a flipped shock profile for holes. Holes can be considered to have a drift velocity $-v$, so for a shock to exist, we must also require $v' > -v$, giving the other inequality.

2.4. Current in stationary frame

From the above analysis, in particular (6), (11), (15) and (21), we obtain mean field expressions for the current of environment particles in the stationary frame:

\[
J = \begin{cases} 
\rho(1 - \rho)v, & \text{localized phases} \\
(\rho - 1/2)v' - \frac{1}{2v}(4p'q' + (p' + q')\sqrt{v^2 + 4p'q'}), & \text{shock phase}
\end{cases}
\]  

(25)

In the localized phases, the current is the same as for a pure (defectless) PASEP. This is to be expected since the effects of the defect are only felt locally. In the shock phase, the defect has a throttling effect on the environment current. This is especially apparent if one considers $J' = J - \rho v'$, which becomes independent of density in the shock phase. The effect of the defect can be understood as preventing the environment current from rising above a certain threshold (see figure 5).

These mean field results will be shown to agree with the asymptotic results obtained from an exact solution for a specific choice of parameters in section 5.
3. Exact solution for steady state using matrix product formulation

The steady state can be solved exactly through a matrix product ansatz if the hopping rates satisfy the condition

$$pq = p'q'.$$  \hfill (26)

We will restrict ourselves to this case for the remainder of this paper. We can then write the hopping rates of the defect in terms of a single defect parameter, $\alpha$, by setting $p' = \alpha p$ and $q' = q/\alpha$.

The full state of the system is specified by a string $\{\tau_1, \tau_2, \ldots, \tau_{L+1}\}$, where the variables $\tau_i$ can take values 0, 1, 2 depending on whether the site is unoccupied, occupied by the defect or occupied by an environment particle respectively. At long times, the system reaches a NESS.

We denote the unnormalized weight of a configuration in the steady state by $f(\{\tau_1, \ldots, \tau_{L+1}\})$. Then the probability of that configuration is

$$P(\{\tau_1, \ldots, \tau_{L+1}\}) = \frac{f(\{\tau_1, \ldots, \tau_{L+1}\})}{Z_{L,M}},$$  \hfill (27)

where the normalization (also called a nonequilibrium partition function) is defined as

$$Z_{L,M} = \sum_{\{\tau\}} f(\{\tau_1, \ldots, \tau_{L+1}\}),$$  \hfill (28)

in which the sum is over all configurations.

The steady state of this system is of the matrix product type (see [12, 29] for reviews of the models that have been solved and the combinatorial mappings of the solutions). In other words, there exist matrices $X_0, X_1, X_2$, such that the weight of any configuration is given by the corresponding matrix product:

$$f(\{\tau_1, \ldots, \tau_{L+1}\}) = \text{tr}(X_{\tau_1} \ldots X_{\tau_{L+1}}).$$  \hfill (29)

The use of the trace reflects the translational symmetry of the steady state. For the problem at hand, the following matrices are found to work:

$$X_0 = \begin{pmatrix} \alpha & 0 \\ 0 & 1 \end{pmatrix}, \quad X_1 = \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix}, \quad X_2 = \begin{pmatrix} \alpha & 0 \\ \frac{1}{\alpha} & x \end{pmatrix}.$$  \hfill (30)

The proof that the weights generated by them give the correct steady state is given in appendix A. We now make a few remarks on this solution in the context of other known matrix product states.

First, it is somewhat unusual that these matrices are finite dimensional, as often infinite dimensional matrices are required, for instance for the open boundary TASEP [17]. Two-dimensional representations have been found for some ASEP's, including a fine-tuned case of a shock in a PASEP [7] and open systems in parallel updating schemes [9].

Secondly, the matrices do not form a closed algebra. Instead, we have:
\[ \alpha pX_1X_0 - q/\alpha X_0X_1 = x_0X_1 - Y_0, \]  
\[ \alpha pX_1X_2 - q/\alpha X_2X_1 = x_2X_1 - Y_2, \]  
\[ pX_2X_0 - qX_0X_2 = x_0X_2 - x_2X_0, \]  
where:
\[ x_0 = p(\alpha - x), \quad x_2 = px(\alpha - 1), \]
\[ Y_0 = p\begin{pmatrix} -\alpha^2 & 0 \\ -\alpha^2 & x/\alpha \end{pmatrix}, \quad Y_2 = p\begin{pmatrix} -\alpha^2 & 0 \\ -\alpha^2 & x^2/\alpha \end{pmatrix}. \] (32)

We note that out of these relations, only (31c) is expressed solely in terms of the original matrices \( X_0, X_1, X_2 \). This means that the usual proof that the matrices form a steady state solution [12] does not follow automatically; we give a modified proof in appendix A. We give a more robust argument that no representation exists for this problem that allows reductions similar to (31c) for all pairs of matrices in appendix B.

Finally, it can be checked that this solution only works for systems with exactly one defect. Exact diagonalizations of small systems with two defects suggest that if a matrix product ansatz exists for that case, it is significantly more complicated than the one presented here. Moreover, preliminary results from an investigation of the Yang–Baxter integrability of this system suggest that the single defect case is integrable whereas the many defect case is not [30].

### 4. Exact phase diagram

#### 4.1. Nonequilibrium partition function

We now use the matrix product formulation to calculate the nonequilibrium partition function and hence the exact phase diagram. It is helpful to consider the matrix
\[ C = X_0 + zX_2, \]  
where \( z \) can be thought of as the fugacity of environment particles. This gives an easy way to enumerate all configurations of the system. First, we fix the location of the defect, which can be done without loss of generality due to the translational symmetry of the steady state. Then we use the matrix \( C \) for the \( L \) remaining sites, which allows for the possibility of each site being empty or occupied by an environment particle. Finally, we take the trace and pick out the terms with exactly \( M \) environment particles, which corresponds to isolating the coefficient of \( z^M \). This can be done using contour integration, to give us the following expression for the partition function:
\[ Z_{LM} = \frac{1}{2\pi i} \oint \frac{dz}{z^{M+1}} \text{tr}(X_1C^L), \]  
where the integration is performed along a small circle around the origin in the complex plane. Evaluating the matrix product (which can be readily done by exploiting the fact that \( C \) is lower triangular), we get:
\[ Z_{LM} = \frac{1}{2\pi i} \oint \frac{dz}{z^{M+1}} \sum_{i=0}^{L} \lambda_1^{L-i} \lambda_2^i, \]  
where \( \lambda_1 = \alpha(1 + z) \) and \( \lambda_2 = 1 + xz \) are the two eigenvalues of \( C \) (33).
4.2. Asymptotic analysis in the large L limit

By letting \( w = l/L \) and approximating the sum with an integral, in the large \( L \) limit, (35) can be written as:

\[
Z_{L,M} = \frac{L}{2\pi i} \int_0^1 \frac{dz}{z} \int_0^1 dw \exp(Lf(z, w)),
\]

where:

\[
f(z, w) = (1 - w) \log \lambda_1 + w \log \lambda_2 - \rho \log z.
\]

In this form, the partition function can be straightforwardly analyzed using the saddle point approach. The partition function may be dominated either by the two-dimensional saddle point of \( f \) with respect to \( z \) and \( w \), or by the saddle point with respect to \( z \) and one of the boundary values \( w = 0, 1 \). To check this, we first swap the order of the integrals and perform the leading order saddle point integration with respect to \( z \):

\[
Z_{L,M} \approx \frac{L}{2\pi i} \int_0^1 dw \frac{1}{z_*(w)} \sqrt{\frac{2\pi}{L|\partial^2_z f(z_*, w)|}} \exp(Lf(z_*, w)),
\]

where the saddle point \( z_*(w) \) is defined by the equation:

\[
\partial_z f(z_*, w) \big|_{z_*=z} = \frac{1-w}{1+z_*} + \frac{xw}{1+xz_*} - \frac{\rho}{z_*} = 0.
\]

This equation is quadratic but it can be checked that one of the solutions always dominates and can thus be taken to be the unique dominant saddle point of \( f \). It is helpful to define a reduced version of \( f \):

\[
f_*(w) = f(z_*(w), w).
\]

We now observe three different cases, which correspond to the three phases of the steady state. On the interval \([0, 1]\), \( f_*(w) \) can be monotonically decreasing, increasing or have a local maximum. In the first two cases, the partition function is dominated by the boundary values \( w = 0, 1 \) respectively. In the third case, it is dominated by the saddle point \( w_* \in [0, 1] \). From (39), the locations of the dominant values can be found:

\[
w = 0, \quad z_*(0) = \frac{\rho}{1 - \rho}; \quad (41a)
\]

\[
w = 1, \quad z_*(1) = \frac{\rho}{x(1 - \rho)}; \quad (41b)
\]

\[
w_* = \frac{\alpha((\alpha - 1) + (1 - x)\rho)}{(\alpha - 1)(\alpha - x)}, \quad z_*(w_*) = \frac{1 - \alpha}{\alpha - x}. \quad (41c)
\]

The lines of phase transition are given by the manifolds:

\[
\rho = \rho_1 = \frac{1 - \alpha}{1 - x}, \quad \rho = \rho_2 = \frac{1 - 1/\alpha}{1 - 1/x}. \quad (42)
\]

These expressions agree with the mean field result for the critical densities (20) with \( p' = \alpha p, q' = q/\alpha \). Similarly to the mean field case, we consider fixing \( p, q \) and use \( \rho, \alpha \) as control parameters. The phase diagram is shown in figure 3. Defining

\[
\alpha_1 = 1 - \rho + \rho x, \quad \alpha_2 = (1 - \rho + \rho/x)^{-1}, \quad (43)
\]

\(11\)
Figure 3. Phase diagram for $x = 0.2$. The phases are labelled left/right localized $L_{L,R}$ and shock $S$.

the right and left localized phases are found in the regions $\alpha > \alpha_1$ and $\alpha < \alpha_2$ respectively, and the shock phase is found in $\alpha_2 < \alpha < \alpha_1$. We note that we always have $\alpha_1 > \alpha_2$, except in the symmetric environment limit, $x \to 1$, when they are equal for all densities. In the latter case, there is no shock phase, and in fact no phase transition. This is shown explicitly in section 6.2.

5. Density profiles and currents

5.1. Density profiles

We now derive exact density profiles in the reference frame of the defect in the large $L$ limit. In the matrix product formalism, the probability of a configuration in which the $k$th site to the right of the defect is occupied (i.e. the mean density at the $k$th site) is:

$$n_k = [Z_{LM}]^{-1} \frac{1}{2\pi i} \oint \frac{dz}{z^{M+1}} \text{tr}(X_1 C^{k-1}(zX_2)C^{L-k}),$$

where, as before, the integration is performed along a small circle around the origin to pick out the coefficient of $z^M$. The trace can be evaluated as before, giving:

$$n_k = [Z_{LM}]^{-1} \frac{1}{2\pi i} \oint \frac{dz}{z^{M}} \left( \alpha \sum_{l=0}^{k-1} \lambda_1^{l-1} \lambda_2^l + x \sum_{l=k}^{L} \lambda_1^{L-l} \lambda_2^{l-1} \right).$$

Converting to the continuous variables $w = l/L$ and $y = k/L$, we get:

$$n(y) = [Z_{LM}]^{-1} \frac{L}{2\pi i} \oint \frac{dz}{z^{M}} \left( \alpha \int_0^y d\omega + \frac{x}{\lambda_2} \int_y^1 d\omega \right) \exp(Lf(z, \omega)).$$

This can be evaluated using the saddle point approximation, similarly to the partition function.
Figure 4. Density profiles in the reference frame of the defect at various densities, showing the (a) left localized, (b) shock and (c) right localized phases. Good agreement between theory and Monte Carlo simulation can be seen in all three phases. The simulations were carried out using the parameters $p = 4, q = 1, \alpha = 0.5$ for a system size of $L = 200$.

5.1.1. Right localized phase. In the right localized phase, we get the density profile:

$$n_R(y) = \rho - \frac{\rho(1 - \rho)(1 - x)}{\alpha_1} \exp(-L \log(\alpha/\alpha_1)y),$$  \hspace{1cm} (47)

where $\alpha_1$ is as defined in (43). This is a uniform density profile with a local exponentially decaying perturbation just to the right of the defect (see figure 4(c)). The decay length is:

$$\xi_R = 1/(L \log(\alpha/\alpha_1)).$$  \hspace{1cm} (48)

The perturbation from the uniform profile is a depletion if $x < 1$ and an excess if $x > 1$.

5.1.2. Left localized phase. In the left localized phase, we get the density profile:

$$n_L(y) = \rho - \frac{\rho(1 - \rho)(1 - x^{-1})}{\alpha_2} \exp(L \log(\alpha/\alpha_2)(1 - y)), \hspace{1cm} (49)$$

where $\alpha_2$ is as defined in (43). This is similar to the right localized phase but the perturbation from the uniform profile is on the left side of the defect, the sign is flipped with respect to $x$ and the decay length is:

$$\xi_L = 1/(L \log(\alpha/\alpha_2)).$$  \hspace{1cm} (50)
(see figure 4(a)). (The careful reader will observe that these profiles do not give exactly $\rho$ when integrated, but the error is of order $O(1/L)$, which is to be expected in a saddle point analysis.)

5.1.3. Shock phase. In the shock phase, we get the density profile:

$$n_S(\zeta) = \frac{\rho_1 + \rho_2}{2} + \frac{\rho_1 - \rho_2}{2} \text{erf}(\sqrt{-f''_e(w_*)}/\zeta),$$

(51)

where the scaling variable $\zeta$ is defined as $\zeta = \sqrt{L(y - w_*)}$ and we have:

$$f''_e(w_*) = -\frac{(1 - \alpha)(1 - \alpha x)}{2 \alpha (1 - x)}.$$

(52)

This is a shock profile that interpolates between two densities, $\rho_2$ and $\rho_1$ (see figure 4(b)). The shock front is centred at $y = w_*$ and has a width $\xi_S = (-L f''_e(w_*)/2)^{-1/2}$. In the large $L$ limit, the width vanishes and the profile becomes a sharp shock. Similar error function profiles with $\sqrt{L}$ scaling have been observed in the TASEP with a slow defect [8] and in the open boundary TASEP with a parallel sublattice updating scheme [9].

5.2. Currents

From the density profiles we can readily calculate the steady-state current, $J'$, in the frame of the defect (5b). Evaluating this at leading order in the saddle point gives:

$$J' = \begin{cases} \rho(1 - \rho)v - \rho v' & \text{localized phases} \\ \frac{x(1 - \alpha)^2}{\alpha(1 - x)} & \text{shock phase} \end{cases}.$$

(53)

Then, using (6) we obtain the current, $J$, in the stationary frame

$$J = \begin{cases} \rho(1 - \rho)v & \text{localized phases} \\ \rho v' + \frac{x(1 - \alpha)^2}{\alpha(1 - x)} & \text{shock phase} \end{cases}.$$

(54)

This agrees with the mean field result (25) with $p' = \alpha p, q' = q/\alpha$.

Focusing on $J'$, we note that the current is continuous but the first derivative is discontinuous at both transition densities $\rho_1$ and $\rho_2$. Moreover, $J'$ is constant in the shock phase (see figure 5). These observations are consistent with a discontinuous phase transition between the two localized phases and the shock phase being a coexistence region between the localized phases. It is also interesting to note that the characteristic lengths (48) and (50) diverge as one approaches the transition densities, since $\alpha \rightarrow \alpha_1, \alpha \rightarrow \alpha_2$ respectively.

6. Exact expressions for finite-size systems

The matrix product approach also allows one to derive exact expressions for the partition function and correlation functions of finite size systems in terms of combinatorial factors. From (35), by evaluating the residue of the integrand we obtain

$$Z_{L,M} = \sum_{j=0}^{L} \sum_{m=0}^{M} \binom{L-1}{M-m} \binom{1}{m} \alpha^{L-1} x^m.$$

(55)
Figure 5. Current of environment particles as a function of environment density in the reference frame of the defect (left) and in the stationary frame (right). The dashed curves indicate the current of a pure (defectless) PASEP. The currents are the same as the pure case in the localized phases and become constant (left) or linear (right) in the shock phase. Excellent agreement is seen between Monte Carlo simulations and theory. The parameters used for simulations were: $p = 5$, $q = 1$, $\alpha = 0.5$, $L = 1000$.

6.1. Density profiles and currents

Similarly, using the residue method, we can get an exact expression for the density at site $k$ relative to the defect particle:

$$n_k = Z_{LM}^{-1} \left[ \alpha \sum_{l=0}^{k-1} \sum_{m=0}^{l} + x \sum_{l=k-1}^{L-1} \sum_{m=0}^{l} \right] \left( \frac{L-1-l}{M-1-m} \right) \left( \frac{l}{m} \right) \alpha^{L-1-l} x^m, \quad (56)$$

and the environment current in the reference frame of the defect:

$$J' = -\frac{p}{Z_{LM}} \left[ \left( \frac{L-1}{M-1} \right) (\alpha^L - \alpha^{-1} x^{M+1}) \right. \left. + (\alpha-1) \sum_{l=0}^{L-1} \sum_{m=0}^{l} \left( \frac{L-1-l}{M-1-m} \right) \left( \frac{l}{m} \right) \alpha^{L-1-l} x^m \right]. \quad (57)$$

From this, the current in the stationary frame can be obtained through (6).

6.2. Symmetric and totally asymmetric limits

These expressions, simplify in the symmetric ($x \to 1$) and totally asymmetric ($x \to 0$) environment limits.

- In the symmetric limit, $x \to 1$, the partition function becomes:

$$Z_{LM} = \left( \frac{L}{M} \right) \alpha^{L+1} - 1 \over \alpha - 1, \quad (58)$$

and the density profile is uniform: $n_k = \rho, k = 1, \ldots, L$. It follows that the mean current of the environment is always 0 and there are no phase transitions.
In the totally asymmetric limit, $x \to 0$, the partition function becomes:

$$Z_{L,M} = \sum_{l=M}^{L} \binom{l}{M} \alpha^l,$$

and the density profile:

$$n_k = \frac{Z_{L,M}^{-1}}{L} \sum_{l=M-k}^{L-1} \binom{l}{M-1} \alpha^{l+1}.$$

Evaluating the asymptotics, we get a localized phase for $\alpha > 1 - \rho$ and a shock phase with bulk densities $\rho_1 = 1 - \alpha, \rho_2 = 0$ for $\alpha < 1 - \rho$. The second class particle current is $p\rho(1 - \rho)$ in the localized phase and $\alpha pp$ in the shock phase.

7. Conclusion

We have considered a PASEP with a generalized first class defect. This can be seen as a generalization of defect problems that have been previously considered in literature, like the defect in a TASEP [5, 8] and a driven defect in a SSEP [14, 15, 21–23]. The phase diagram was obtained through mean field theory and for a special case through the matrix product ansatz. This brings the range of solved models one step closer to the most general driven defect problem (with independent environment, defect and overtaking rates).

The phase diagram (figures 2 and 3) comprises a low-density localized phase ($L_L$) and a high-density localized phase ($L_R$), separated by a shock phase ($S$). The shock phase can be interpreted as a region of phase coexistence between the high- and low-density phases, in analogy to a liquid–gas system. In this light, one expects the transition to be discontinuous, as there is a density jump (the shock) between the two coexisting phases. This is borne out by the current in the reference frame of the defect ($J'$). $J'$ has to be equal in the two coexisting phases for the shock to have a fixed average position in the moving frame. Our analysis shows that $J'$ is continuous at the transitions and its first derivative is discontinuous, which is consistent with a discontinuous phase transition. Interestingly, there are also diverging length scales at the transitions, associated with the size of the localized density perturbations due to the defect.

A key difference between our results and the symmetric case is that in the symmetric case, no shock phase is observed [15, 22, 23]. There, the effects of the defect are localized or extend through the whole system, but the extended phase does not have two separate bulk densities.

It is interesting to note that the matrices presented here do not form a closed algebra that allows matrix product reductions to be carried out (see appendix B for an argument for this). Therefore they fall outside of the previously known classification of simple matrix product states [31]. It would be of interest to investigate whether this result can be generalized to a wider class of solvable models.

It is also worth noting the matrices (30) cannot be used to describe the steady state of a system with more than one defect. It would be of interest to investigate whether a matrix product solution can be found for that case. Such a generalization would also be needed in order to treat the open boundary version of this model. It has been suggested that there exists a connection between Yang–Baxter integrable models and models with a simple matrix product steady state, with a mapping between the two being derived for some cases [32, 33]. In a future publication we will present strong evidence that the case with more than one defect is not Yang–Baxter integrable but the single defect case can be integrated using a nested coordinate Bethe ansatz [30].
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Appendix A. Proof of validity of matrix product ansatz

We now provide a proof that the matrices given in (30) produce weights that form the steady state. Previous proofs have exploited relations similar to (31a)–(31c), which allow for the matrix product to be reduced [12]. As noted earlier, in the case at hand, matrix product reductions are not possible, so the proof does not follow automatically. However, due to the simplicity of the representation, it can be checked directly.

We consider the weight of some configuration \( \{\tau_1, \ldots, \tau_{L+1}\} \) given by the corresponding matrix product. For ease of notation, we define site swapping operators:

\[
\hat{h}_{i,i+1} f(\{\ldots \tau_i, \tau_{i+1} \ldots \}) = w_{i,i+1} f(\{\ldots \tau_i, \tau_{i+1} \ldots \}) - w_{i,i+1} f(\{\ldots \tau_{i+1}, \tau_i \ldots \}),
\]

(A.1)

where \( w_{i,i+1} \) indicates the rate of the process \( \tau_i \tau_{i+1} \rightarrow \tau_{i+1} \tau_i \). The two terms correspond to the fluxes in and out of the configuration due to processes which swap \( \tau_i, \tau_{i+1} \). Then the condition for the steady state is given by:

\[
\sum_{i=1}^{L+1} \hat{h}_{i,i+1} f(\{\tau_1, \ldots, \tau_{L+1}\}) = 0.
\]

(A.2)

Focusing on the effect of two consecutive site swapping operators, we get:

\[
(\hat{h}_{i-1,i} + \hat{h}_{i,i+1}) f(\{\ldots \tau_{i-1}, \tau_i, \tau_{i+1} \ldots \}) = \text{tr}(\ldots [w_{i,i-1} X_{\tau_i} X_{\tau_{i-1}} - w_{i,i-1} X_{\tau_{i-1}} X_{\tau_i}] \ldots) + \text{tr}(\ldots [w_{i,i+1} X_{\tau_{i+1}} X_{\tau_i} - w_{i,i+1} X_{\tau_i} X_{\tau_{i+1}}] \ldots).
\]

(A.3)

We now use the substitutions (31a)–(31c) on the terms in the square brackets and isolate the terms not containing the matrix \( X_{\tau_i} \) in the resulting expressions. If \( \tau_i \neq 1 \), they are:

\[
\text{tr}(\ldots [x_{\tau_i} X_{\tau_{i-1}} X_{\tau_{i+1}}] \ldots) - \text{tr}(\ldots X_{\tau_{i-1}} [x_{\tau_i} X_{\tau_{i+1}}] \ldots),
\]

(A.4)

which cancel since \( x_{\tau_i} \) is scalar. This type of cancellation is the only possibility one needs to consider for matrices which allow product reductions. Here we also have \( \tau_i = 1 \), which gives:

\[
\text{tr}(\ldots Y_{\tau_i} X_{\tau_{i-1}} X_{\tau_{i+1}} \ldots) - \text{tr}(\ldots X_{\tau_{i-1}} Y_{\tau_{i+1}} X_{\tau_i} \ldots).
\]

(A.5)
It can be checked that for all possibilities \( \tau_{i-1}, \tau_{i+1} = 0, 2 \), in the matrix given by the expression 
\((Y_{\tau_{i},X_{0+1}} - X_{\tau_{i-1}}Y_{\tau_{i+1}})\), only the lower left entry is non-zero. As the remaining matrices in that product will all be \(X_0\) or \(X_2\), it follows that the product as a whole is traceless and these terms cancel as well. Repeating this argument for all \(i\), we get that the weights given by the matrix product satisfy (A.2).

### Appendix B. Non-existence of matrix product reduction relations

We present a more rigorous argument that the matrix product solution described in this paper does not form a closed algebra that allows matrix product reductions to be carried out. For a general two species problem with transition rates \(\omega_{\tau\tau'} \equiv W(\tau\tau' \rightarrow \tau'\tau)\), one expects matrices \(X_0, X_2, X_1\) that satisfy relations of the form:

\[
\omega_{\tau\tau'}X_{\tau'}X_{\tau} - \omega_{\tau'\tau}X_{\tau'}X_{\tau} = x_{\tau'}X_{\tau} - x_{\tau}X_{\tau'},
\]

for \(\tau, \tau' = 0, 1, 2\) and where \(x_{\tau}, x_{\tau'}\) are some scalars to be determined [12]. Note that this relation reduces the expression from a product of two matrices to single matrices. One typically exploits relations of this type to evaluate matrix products by reducing them to a simple expression, which eliminates the need for an explicit representation. In order for this ansatz to be a consistent description of the steady state, it has to satisfy a diamond lemma, which can be expressed as the following conditions for the model parameters [31]:

\[
x_1\omega_{02}(\omega_{12} - \omega_{21} - \omega_{10} + \omega_{01}) = 0, \quad \text{(B.2)}
\]

\[
x_2\omega_{01}(\omega_{12} - \omega_{21} + \omega_{20} - \omega_{02}) = 0, \quad \text{(B.3)}
\]

\[
x_0\omega_{21}(\omega_{20} - \omega_{02} - \omega_{10} + \omega_{01}) = 0, \quad \text{(B.4)}
\]

\[
x_2x_2(\omega_{12} - \omega_{21} + \omega_{20} - \omega_{10}) = 0, \quad \text{(B.5)}
\]

\[
x_1x_0(\omega_{21} - \omega_{02}) = 0, \quad \text{(B.6)}
\]

\[
x_2x_0(\omega_{10} - \omega_{12} - \omega_{20} + \omega_{02}) = 0. \quad \text{(B.7)}
\]

In the model considered in this paper, we have:

\[
\omega_{10} = \omega_{12} = \alpha p; \quad \omega_{01} = \omega_{21} = q/\alpha; \quad \omega_{20} = p; \quad \omega_{02} = q. \quad \text{(B.8)}
\]

Putting these parameters in, we get that only the lhs of (B.2) vanishes automatically. To satisfy the remaining conditions, we must set \(x_0 = x_2 = 0\). This would imply that \(pX_2X_0 - qX_0X_2 = 0\). Using this relation, one could take the weight of any configuration of the system and move all the \(X_i\)'s to the left, ending up with an expression of the form \((p/q)^N \text{tr}(X_1X_0^{N}X_2^{N-M})\), for some integer \(N\). Thus weights of different configurations can only differ by powers of \(p/q\). This can easily seen to be insufficient by diagonalizing the master equation exactly for small system sizes. Thus there exist no choice of matrices \(X_0, X_1, X_2\) and scalars \(x_0, x_1, x_2\) that satisfy (B.1) for this system.
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