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Abstract

In a series of recent works Ishihara and Ogawa have investigated non-topological solitons (Q-balls) in a spontaneously broken Abelian gauge theory coupled to two complex scalar fields. The present paper extends their investigations to the most general $U(1) \times U(1)$ symmetric quartic potential. Also a new class of charged Q-ball solutions with vanishing self-interaction terms is investigated and some of their remarkable properties is exhibited.

The term Q-ball denotes finite energy, non-radiating solutions in theories containing scalar fields with time-periodic phases and associated conserved charges. Their discovery goes back to the pioneering works of G. Rosen [1]. Prototype Q-balls appear in pure scalar field theories containing a complex scalar with a quartic potential coupled to a real one [2]. They have been shown to be stable, their stability being related to their conserved charge. For an excellent review see Ref.[3]. The term Q-ball comes from Ref. [1] where such scalar lumps with harmonic time dependent phases have been shown to occur in a scalar field theory containing a single complex scalar with a self interaction potential of at least degree 6. It turned out that similar lumps appear in gauge theories [5] [6] [7], for some detailed numerical investigations see Refs. [8] [9] [10] (with one complex, and one real scalar). For recent reviews, see Refs. [11] [12].

Q-balls have gained large attention due to the possibility of their formation in the early universe [13], them being candidates as dark matter [14], their possible role in baryogenesis [15], and also their appearance in a large class of supersymmetric extensions of the Standard Model of Particle Physics [16] [17].

The authors of Ref. [18] have found that for a spherically symmetric distribution of external charges coupled to an Abelian Higgs model, the Higgs field provides for perfect charge screening, cancelling out all long-range fields of the external charges. In Refs. [19] [20], this observation has been tested on Q-balls in an Abelian Higgs model coupled to another charged, massive scalar field whose mass is provided by the Higgs mechanism. We note, that coupling the scalars this way is analogous to the much studied Higgs portal models [21] [22] where a scalar dark sector is coupled exclusively to the Higgs fields of the Standard Model of Particle Physics.

In the present paper we extend the results of Refs. [19] [20] to the case of the most general $U(1) \times U(1)$ symmetric scalar sector with quartic self interaction potentials. We show that the remarkably precise numerically observed cancellation of the charge contribution between
the two charged scalar fields pointed out in Refs. [19, 20] follows from Gauss’ Theorem. It can therefore serve as an excellent test for the correctness of the numerical computations. In carrying out a detailed investigation of a larger phase-space which appears to be a natural setting for the models considered, an interesting subfamily of charged Q-balls is found where the quartic self-interaction terms are put to zero. This new family of charged Q-balls is a natural extension of previously considered ungauged Q-balls with vanishing potential in Ref. [23] and investigated in more detail in Ref. [24].

1 The model considered

Following Refs. [18, 19, 20], we shall consider an Abelian Higgs model containing two charged, complex scalar fields with an action given by

\[
S = \int d^4x \left[ -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + D_\mu \phi^* D^\mu \phi + D_\mu \psi^* D^\mu \psi - V \right],
\]

(1)

where indices are raised and lowered by the Minkowski metric \( g = \text{diag}(+,-,-,-) \), \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \), \( D_\mu \phi = (\partial_\mu - ie_1 A_\mu) \phi \), \( D_\mu \psi = (\partial_\mu - ie_2 A_\mu) \psi \). The interaction potential is given as

\[
V = \frac{\lambda_1}{2} (|\phi|^2 - \eta^2)^2 + \frac{\lambda_2}{2} |\psi|^4 + \lambda_{12} (|\phi|^2 - \eta^2)|\psi|^2 + m^2 |\psi|^2,
\]

(2)

which is the most general quartic, gauge invariant potential for the two complex scalar fields with a \( U(1) \times U(1) \) symmetry.

In the model defined by the action (1), there are two separately conserved U(1) currents:

\[
\begin{align*}
    j_\phi & = ie_1 (\phi^* D_\mu \phi - \phi D_\mu \phi^*), \\
    j_\psi & = ie_2 (\psi^* D_\mu \psi - \psi D_\mu \psi^*),
\end{align*}
\]

(3)

The conserved charges are given as

\[
Q_{\phi,\psi} = \int d^3x j_{\phi,\psi}^0.
\]

(4)

It is convenient to adimensionalise the fields and the coordinates as \( \phi \rightarrow \eta \phi \), \( \psi \rightarrow \eta \psi \), \( A_\mu \rightarrow \eta A_\mu \) and \( x^\mu \rightarrow x^\mu/(\eta e) \) and in the action (1), which then becomes

\[
S = \frac{1}{e^2} \int d^4x \left[ -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + D_\mu \phi^* D^\mu \phi + D_\mu \psi^* D^\mu \psi - V \right],
\]

(5)

with \( q_i = e_i / e \), \( i = 1, 2 \), \( D_\mu \phi = (\partial_\mu - iq_1 A_\mu) \phi \), \( D_\mu \psi = (\partial_\mu - iq_2 A_\mu) \psi \)

\[
V = \frac{\beta_1}{2} (|\phi|^2 - 1)^2 + \frac{\beta_2}{2} |\psi|^4 + \beta_{12} (|\phi|^2 - 1)|\psi|^2 + \mu |\psi|^2,
\]

(6)

where \( \beta_{1,2} = \lambda_{1,2}/e^2 \), \( \beta_{12} = \lambda/e^2 \), and \( \mu = m^2/(e^2 \eta^2) \).

2 Spherically symmetric Q-ball solutions

We shall seek spherically symmetric Q-ball solutions of the model defined by the action (1). The simplest spherically symmetric, purely electric Ansatz leading to non-trivial finite energy solutions can be written in the Lorenz gauge as

\[
A_0 = \hat{\alpha}(r), \quad \phi = f_1(r)e^{i\omega t}, \quad \psi = e^{i\omega t} f_2(r),
\]

(7)
where \( r, \vartheta, \varphi \) are spherical coordinates, and all other vector potential components vanish. It is convenient to gauge transform (7) to a simpler form where one of the scalars is time-independent, leading to the Ansatz also employed in Ref. \[19, 20\]:

\[
A_0 = \alpha(r), \quad \phi = f_1(r), \quad \psi = e^{i\omega t} f_2(r),
\]

which shall be also used in this paper. The reduced action of the configuration within Ansatz (8) can be written as

\[
S_{\text{eff}} = 4\pi \int drr^2 \left( K_{\text{eff}} - U_{\text{eff}} \right),
\]

where

\[
K_{\text{eff}} = \left( f_1' \right)^2 + \left( f_2' \right)^2 - \frac{1}{2} \left( \alpha' \right)^2,
\]

with the effective potential is given by

\[
U_{\text{eff}} = -\beta_1 \left( f_1^2 - 1 \right)^2 - \frac{1}{2} \beta_2 \left( f_2^2 - 1 \right) f_2^2 - \mu f_2^2 + q_1^2 \alpha^2 f_1^2 + (q_2 \alpha - \omega)^2 f_2^2.
\]

The spherically symmetric field equations resulting from the variation of the reduced action (9) are given as:

\[
\frac{1}{r^2} (r^2 f_1')' = f_1 \left[ -q_1^2 \alpha^2 + \beta_1 (f_1^2 - 1) + \beta_{12} f_2^2 \right],
\]

\[
\frac{1}{r^2} (r^2 f_2')' = f_2 \left[ -(q_2 \alpha - \omega)^2 + \beta_2 f_2^2 + \mu + \beta_{12} (f_1^2 - 1) \right],
\]

\[
\frac{1}{r^2} (r^2 \alpha')' = 2 \left[ q_1^2 \alpha f_1^2 + q_2 (q_2 \alpha - \omega) f_2^2 \right].
\]

The boundary conditions required for the solution of Eqs. (11-13) are derived, on one hand, from regularity of the fields at the origin,

\[
f_1 \sim f_1(0) + f_1^{(2)} r^2 + \ldots, \quad f_2 \sim f_2(0) + f_2^{(2)} r^2 + \ldots, \quad \alpha \sim \alpha(0) + \alpha^{(2)} r^2 + \ldots,
\]

and from the requirement of vanishing energy density at infinity, i.e., approaching the vacuum manifold of the theory,

\[
f_1 \to 1, \quad f_2 \to 0, \quad \alpha \to 0.
\]

The energy of a field configuration defined by the Ansatz (8) is expressed as

\[
E = \frac{4\pi}{e} \eta \int_0^\infty drr^2 \left[ (f_1')^2 + (f_2')^2 + \frac{1}{2} (\alpha')^2 + q_1^2 \alpha^2 f_1^2 + (q_2 \alpha - \omega)^2 f_2^2 + V \right],
\]

where

\[
V = \frac{\beta_1}{2} (f_1^2 - 1)^2 + \frac{\beta_2}{2} f_2^4 + \beta_{12} (f_1^2 - 1) f_2^2 + \mu f_2^2.
\]

The electric charges of \( \phi \) resp. \( \psi \) are written as

\[
Q_\phi = \frac{4\pi}{e} \int drr^2 \rho_\phi, \quad Q_\psi = \frac{4\pi}{e} \int drr^2 \rho_\psi,
\]

where

\[
\rho_\phi = 2q_1^2 \alpha f_1^2, \quad \rho_\psi = 2q_2 (q_2 \alpha - \omega) f_2^2.
\]
In order to show the "perfect" charge screening in this setting, integrate Eq. (13) from zero to \( \infty \), which yields taking into account that \( \alpha \) decays exponentially:

\[
0 = \frac{4\pi}{e} \int_0^\infty dr r^2 \left[ q_1^2 \alpha f_1^2 + q_2 (q_2 \alpha - \omega) f_2^2 \right] = Q_\psi + Q_\psi .
\]  

(18)

As it has been analysed in the literature Q-balls typically exist within a frequency interval

\[
\omega_{\text{min}} < \omega < \omega_{\text{max}},
\]

(19)

where \( \omega_{\text{min}} \) and \( \omega_{\text{max}} \) are determined by the parameters of the theory. In the present case these parameters are \( \beta_1, \beta_2, \beta_{12}, \mu \) and the charges \( q_i \). We also note that one can set for example \( \beta_{12} = 1 \) without losing generality.

The maximal frequency is determined by the demanding \( f_2 \to 0 \) for large radii, to ensure the finiteness of the energy. Since \( f_2 \sim F_2 \exp(-\sqrt{\mu - \omega^2 r})/r \) for \( r \to \infty \) with \( F_2 \) a constant, it follows that \( \omega_{\text{max}} = \sqrt{\mu} \).

The value of \( \omega_{\text{min}} \) is determined as follows [19, 20]: The effective potential, \( U_{\text{eff}} \) (10) has critical points corresponding to the “false” vacuum \( f_1 = 1, f_2 = \alpha = 0 \) and to a “true” vacuum \( f_1 = f_0^1, f_2 = f_0^2, \alpha = \alpha^0 \). Near the minimal frequency, \( \omega \approx \omega_{\text{min}} \), the Q-ball tends to a homogenous ball filled by the false vacuum. The minimal frequency is determined by the condition the values of the effective potential are the same for the false resp. true vacua. For general values of the parameters of the theory this leads to a somewhat complicated algebraic equation of order 5 for \( \omega_{\text{min}}(\beta_1, \beta_2, \beta_{12}, \mu, q_1, q_2) \). In the special case when \( \beta_2 = 0 \) and \( \mu = \beta_{12} \) one obtains an easily solvable cubic equation and finds \( \omega_{\text{min}} = \sqrt{2} \sqrt{q_2 \beta_{12}} / q_1 \).

Let us note another interesting special case considered in our paper: for \( \beta_1 = 0 \) it is found that \( \omega_{\text{min}} = 0 \).

Yet another constraint for the existence of a Q-ball solution has been exhibited for the case \( \beta_2 = 0, \mu = \beta_{12} \) in Refs. [19, 20], where it has been shown (in the case \( q_1 = q_2 = 1 \)) that

\[
\beta_1 < \beta_{12}/2
\]

(20)

is necessary for the existence of a Q-ball solution, arising as a condition for the existence of the “true” vacuum with \( (f_{1,2}^0)^2 \geq 0 \).

By numerical evaluation of \( \omega_{\text{min}}(\beta_1, \beta_2, \beta_{12}, \mu, q_1, q_2) \), we have found that for fixed values of \( \beta_1, \beta_{12}, \) and \( \mu \), for values satisfying the criterion (20), \( \omega_{\text{min}} \) is an increasing function of \( \beta_2 \). We have also found \( \omega_{\text{min}} \) to be an increasing function of \( \mu \). This indicates that a non-zero \( \beta_2 \) decreases the domain of existence of the solutions (by increasing \( \omega_{\text{min}} \)).

We also note that from a standard Derrick-type scaling argument \( (r \to \lambda r, \text{Refs. [25, 26]} \) one obtains from the effective action \( S_{\text{eff}} = I_1 - I_3 \) the virial relation

\[
I_1 = 3I_3 ,
\]

(21)

where

\[
I_1 = 4\pi \int \text{d}rr^2 K_{\text{eff}} , \quad I_3 = 4\pi \int \text{d}rr^2 U_{\text{eff}} .
\]

(22)

An interesting consequence of the virial relation (22)

\[
\frac{E}{\eta} = -\omega \frac{Q_\psi}{q_2} + \frac{2}{3e} I_1 .
\]

(23)
The reason that the above expression is asymmetric between \( Q_\psi \) and \( Q_\phi \) result has been obtained is due to the gauge choice implicit in Ansatz (8). A more symmetric form is readily found using Ansatz (7):

\[
E = -\left( \omega_1 \frac{Q_\phi}{q_1} + \omega_2 \frac{Q_\psi}{q_2} \right) + \frac{2}{3e} I_1. \tag{24}
\]

2.1 Numerical solutions

Q-ball solutions of the model defined by the action (1) conforming to the Ansatz (8) have been obtained by the numerical solution of the radial equations (11-13), using the COLNEW package \[27, 28]\ implementing collocation on Gaussian points. We have used an interval \( 0 \leq r \leq r_{\text{max}} \), which was large enough for the radial functions to reach their limiting values within numerical precision.

In Fig. 1a, an example of a Q-ball in the full non-linear model is shown. The visual appearance of solutions with and without the quartic self-interaction term of the field \( \psi \) are almost identical. In Fig. 1b, the energy and charge distributions of the solution of the non-linear model is displayed. The cancellation of the charge densities due of the two fields is again local.
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Figure 1: (a) The profile functions of a typical Q-ball; \( \beta_1 = 0.5, \beta_{12} = \mu = 1.4, \beta_2 = 0.25, \omega = 1.180 \). (b) The energy and charge distributions of the same Q-ball.

We have chosen the parameters \( \beta_1 = 0.5, \beta_{12} = \mu = 1.4 \) as in Ref. \[19, 20\], and considered the numerically available frequency range \( 1.174 \leq \omega \leq 1.183 \). For each value of the frequency \( \omega \), we calculated the Q-ball solutions for a range of the parameter \( \beta_2 \), starting from \( \beta_2 = 0 \), increasing \( \beta_2 \) to upper values of the order 0.1. In these ranges, we have found that the energy \( E \), and the magnitude of the charges \( |Q_\phi| \) and \( |Q_\psi| \) were monotonously increasing functions of the parameter \( \beta_2 \). The frequency dependence of the energy and charges is depicted in Fig. 2. In Fig. 3(a)-(c) we present the change of solutions when approaching the lower limiting frequency (see also Refs. \[19, 20\]). Upon approaching the minimal frequency, the difference between the effective potential \( U_{\text{eff}} \) of the false vacuum at the origin and the real one becomes smaller, and,

\(^1\)To translate from the conventions of Refs. \[19, 20\] to ours, the replacement \( \lambda \to 2\lambda_1 \) shall be performed, i.e., \( \lambda = 1 \) in Refs. \[19, 20\] corresponds to \( \lambda = 1/2 \) here.
therefore, the due to a Derrick-type argument, the gradient terms must become small as well, and the Q-ball expands.

\[ \omega \]

\[ E_Q \phi - Q_\psi \]

\[ \beta_2 = 0 \]

\[ \beta_2 = 0.25 \]

Figure 2: The frequency dependence of the conserved quantities, \( \beta_1 = 0.5, \beta_{12} = \mu = 1.4 \), (a) \( \beta_2 = 0 \) and \( \beta_2 = 0.25 \).

Approaching the upper frequency limit, \( \omega_{max} = \sqrt{\mu} \), the exponent of the asymptotic radial decay of \( f_2 \) becomes small, and the asymptotic tail of the solutions in \( f_2 \) expand, in contrast to the lower limit, where the core of the solution expand, see Fig. 3(c)-(d).

The behaviour for large \( \beta_2 \) is similar to the one for the frequency approaching the minimal one, see Fig. 4. The core of the Q-ball expands, and the energy and the charge diverge. The energy \( E \) and the charge \( Q_\phi \) are depicted as a function of \( \beta_2 \) in Fig. 5. Stability of the theory requires \( \beta_2 \geq 0 \), and for \( \beta_2 = 0 \), the solutions of Refs. [19, 20] are recovered.

Varying the parameter \( \mu \) is quite similar to the above ones, there is a lower limit due to the exponent of the radial decay of the profile function \( f_2 \), \( \mu_{min} = \omega^2 \), and upon approaching it, the tail of the solution in \( f_2 \) expands, and not the core; see Fig. 6a. There is also an upper limit, \( \mu = \mu_{max} \), where the core expands, depicted in Fig. 6b. The dependence of the integrated quantities \( E, Q_\phi \) and \( Q_\psi \) are depicted in Fig. 7.

In agreement with our analytical result (18) we have found, that the total charges \( Q_\phi \) and \( Q_\psi \) cancel each other for all solutions considered within numerical precision. In addition, we have considered the precision of the cancellation of the charges as a function of the radius, for various parameters. In Fig. 8 we have depicted the charge remaining after the cancellation for different frequencies. It can be seen, that the precision of the (local) cancellation decreases with lower frequencies, and the remaining charge is sharply peaked, and the peak moves to larger radii when the frequency \( \omega \) approaches the lower limit, \( \omega_{min} \). Upon approaching the upper limit \( \omega_{max} = \sqrt{\mu} \), the remaining charge becomes smaller, but remains there for larger radii, in a less peaked shape.

The dependence on other parameters can be explained by considering what happens when changing the given parameter. When the parameter increases \( \omega_{min} \), the same happens (for fixed frequency) as when \( \omega \) approaches \( \omega_{min} \); this is the case for increased \( \mu \) and \( \beta_2 \). On the contrary, upon lowering \( \mu \), the solutions behave as if \( \omega \) was increased.
A detailed analysis of the stability of Q-balls is still a challenging subject, with some open questions (see the Review [12]). However, an approximate indication of stability can be obtained by comparing the energy $E$ of the solution to the energy $E_{\text{free}}$ of free $\psi$ particles with the same charge [3]; if the energy of free $\psi$ particles is larger, it is energetically not favourable for the soliton to fall apart into free particles, where

$$ N = Q_\psi / q^2, \quad E_{\text{free}} = \sqrt{\mu N}. \quad (25) $$

In addition, if the ratio $E/E_{\text{free}}$ is not only below 1, but a decreasing function of $N$, it is also not favourable for the Q-ball to split into smaller Q-balls.

The ratio $E/E_{\text{free}}$ is depicted in Fig. 9a as a function of $\omega$. The behaviour for nonzero quartic coupling $\beta_2$ is the same as found in Refs. [19, 20] for $\beta_2 = 0$, i.e., below a critical frequency $\omega = \omega_{\text{cr}}$, $E/E_{\text{free}} < 1$, indicating solutions stable against falling apart into free particles (with arbitrarily large energy and charge, when approaching $\omega_{\text{min}}$. At $\beta_1 = 0.5$, $\beta_{12} = \mu = 1.4$ we have found that for $\beta_2 = 0.25$, $\omega_{\text{cr}} = 1.1810$ and for $\beta_2 = 0$, $\omega_{\text{cr}} = 1.1795$. 

Figure 3: The frequency dependence of the solutions approaching the frequency limits, $\omega_{\text{min}}$ and $\omega_{\text{max}}$, $\beta_1 = 0.5$, $\beta_{12} = \mu = 1.4$, $\beta_2 = 0$. 

2.2 Stability of the solutions
2.3 The effect of varying the charges

We have also considered the effect of varying the charges $q_1$ resp. $q_2$ of the fields $\phi$ and $\psi$. In this paper we restrict ourselves to the case $\beta_2 = 0$ and $\beta_{12} = \mu$.

The limiting cases are quite remarkable here. Considering $q = q_2/q_1 > 1$, the positivity condition (20) is modified as $\beta_1 < \mu q_1^2/2$. Increasing the relative charge $q$, while keeping $\beta_1$ and $\mu$ fixed, at $q_1 = \sqrt{2\beta_1/\mu}$ the positivity condition becomes violated, $\omega_{\text{min}} = \omega_{\text{max}} = \sqrt{\mu}$ is reached, and the solutions cease to exist.

For this reason the solutions of Ref. [8] at $q_1 = 0$ thus cannot be reached from the solutions considered here by increasing the charge ratio $q$ continuously; they seem to belong to a different family of solutions, with the electromagnetic field massless, and $\alpha$ approaching its limit at $r \to \infty$ as $\propto Q_\psi/r$. We have found numerical evidence (see Fig. 10) showing that this family of
The limit $q_2 \to 0$ is, on the other hand, quite simple. In this case, as $q_2$ decreases, the sum of the local charges $Q_\phi + Q_\psi$ becomes smaller, and at $q_2 = 0$ the purely scalar solutions of Ref. [2] are recovered, (obviously with $\alpha = 0$), see Fig. 11.

### 2.4 The limit of vanishing quartic couplings

Another interesting limiting case is $\beta_{1,2} \to 0$. For this to be a regular limit, the boundary conditions $f_1 \to 1$, $f_2, \alpha \to 0$ as $r \to \infty$ are kept. We have constructed such solutions, parameterised by a frequency $0 < \omega < \sqrt{\mu}$. For an example of such a solution, see Fig. 12.

In the small frequency limit, the charges and the energy of the solutions increases, and $E/E_{\text{free}}$, the total energy over the mass of free particles of type $\psi$, decreases. Also, interestingly, as $\omega$ approaches $\omega_{\text{max}}$, unlike in the other cases, charge and energy do not diverge, instead, the solutions approach the vacuum. Also, instability due to $E/E_{\text{free}} > 1$ and the cusp on the $E/E_{\text{free}} - N$ curve has not been observed here (see Fig. 13).

### 3 Conclusions

In the present paper, we have extended the investigations of Ref. [19, 20] to the case of the most general $U(1) \times U(1)$ potential, when both scalar fields of the model are self-interacting. We have found, that in this model, the perfect (local) charge screening of the solutions discussed in Refs. [18, 19, 20] persist, the charge densities due to the massive self-interacting scalar field $\psi_2$ and the Higgs-field $\phi$, also responsible for the mass of $\psi$ cancel each other. The main effect of the self-interaction of the second scalar field upon the solutions is a larger energy, charge, and, in most cases, a narrower domain of existence. We have also exhibited a new family of solutions where both quartic scalar self-interactions terms are absent, and found that some of their properties differ qualitatively from the generic case.
Figure 6: The dependence of the solutions on the parameter $\mu$ upon approaching (a) the maximal value, determined by $\omega_{\text{min}}$ reaching $\omega$ and (b) the minimal value determined by $\omega^2$.

Figure 7: The dependence of the conserved quantities on the parameter $\mu$, $\beta_1 = 0.5$, $\beta_{12} = \mu = 1.4$, $\omega = 1.18$, (a) $\beta_2 = 0$ and (b) $\beta_2 = 0.25$.
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A Supplementary material: numerical data

In Tables 1-4 we have collected the data of a number of Q-ball solutions. The parameters $f_{1,2}(0)$ and $\alpha(0)$ are given for reproducibility. The energy and the charges are defined as the integrals of the respective densities from 0 to 200.

In addition, we present some more figures depicting the change of profile functions with various parameters approaching their extreme values. Fig. 14 is the reconstruction of a solution considered in Refs. [19, 20]. Fig. 15 shows how the Q-ball deforms as $\omega \to \omega_{\text{min}}$, whereas Fig. 16 what happens as $\omega \to \omega_{\text{max}}$. Similarly, Fig. 17 shows the limit $\mu \to \mu_{\text{min}} = \omega^2$, and Fig. 18 the one $\mu \to \mu_{\text{max}}$.

| $\beta_2$ | $1 - f_1(0)$ | $f_2(0)$ | $\alpha(0)$ | $E$       | $Q_\phi$   | $Q_\psi$   |
|-----------|-------------|---------|-------------|-----------|------------|------------|
| 0.00      | 0.1568      | 0.3549  | 0.1762      | 6018.67   | 5108.15    | -5108.15   |
| 0.025     | 0.1536      | 0.3501  | 0.1713      | 7595.64   | 6448.36    | -6448.35   |
| 0.050     | 0.1501      | 0.3450  | 0.1660      | 9903.31   | 8409.84    | -8409.84   |
| 0.100     | 0.1421      | 0.3337  | 0.1544      | 19325.37  | 16420.36   | -16420.34  |
| 0.125     | 0.1377      | 0.3276  | 0.1482      | 29910.14  | 25421.23   | -25421.22  |

Table 1: Properties of Q-balls for $\beta_1 = 0.5$, $\beta_{12} = 1.4$ and $\omega = 1.175$

| $\beta_2$ | $1 - f_1(0)$ | $f_2(0)$ | $\alpha(0)$ | $E$       | $Q_\phi$   | $Q_\psi$   |
|-----------|-------------|---------|-------------|-----------|------------|------------|
| 0.00      | 0.1484      | 0.3461  | 0.1645      | 2895.20   | 2451.72    | -2451.72   |
| 0.05      | 0.1458      | 0.3411  | 0.1605      | 3897.96   | 3302.28    | -3302.28   |
| 0.10      | 0.1419      | 0.3346  | 0.1546      | 5611.35   | 4755.95    | -4755.95   |
| 0.15      | 0.1365      | 0.3264  | 0.1469      | 8906.73   | 7552.49    | -7552.49   |
| 0.20      | 0.1295      | 0.3163  | 0.1372      | 16497.58  | 13995.90   | -13995.89  |
| 0.25      | 0.1210      | 0.3042  | 0.1259      | 40308.79  | 34212.94   | -34212.92  |

Table 2: Properties of Q-balls for $\beta_1 = 0.5$, $\beta_{12} = 1.4$ and $\omega = 1.177$
\[
\begin{array}{cccccc}
\beta_2 & 1 - f_1(0) & f_2(0) & \alpha(0) & E & Q_\phi & Q_\psi \\
0.00 & 0.1243 & 0.3161 & 0.1321 & 1751.16 & 1480.43 & -1480.43 \\
0.10 & 0.1257 & 0.3154 & 0.1333 & 2595.06 & 2195.00 & -2195.00 \\
0.20 & 0.1237 & 0.3100 & 0.1301 & 4516.48 & 3822.56 & -3822.56 \\
0.30 & 0.1161 & 0.2977 & 0.1199 & 10778.90 & 9129.28 & -9129.28 \\
0.40 & 0.1011 & 0.2755 & 0.1012 & 60271.29 & 51086.82 & -51086.78 \\
\end{array}
\]

Table 3: Properties of Q-balls for \(\beta_1 = 0.5, \beta_{12} = \mu = 1.4\) and \(\omega = 1.179\)

\[
\begin{array}{cccccc}
\beta_2 & 1 - f_1(0) & f_2(0) & \alpha(0) & E & Q_\phi & Q_\psi \\
0.00 & 0.0813 & 0.2527 & 0.0802 & 1320.49 & 1115.40 & -1115.40 \\
0.10 & 0.0857 & 0.2585 & 0.0850 & 1655.48 & 1398.62 & -1398.62 \\
0.20 & 0.0899 & 0.2635 & 0.0894 & 2207.55 & 1865.46 & -1865.46 \\
0.30 & 0.0930 & 0.2667 & 0.0926 & 3250.65 & 2747.74 & -2747.74 \\
0.40 & 0.0936 & 0.2659 & 0.0929 & 5717.61 & 4834.86 & -4834.86 \\
0.50 & 0.0886 & 0.2570 & 0.0869 & 14751.35 & 12479.75 & -12479.75 \\
\end{array}
\]

Table 4: Properties of Q-balls for \(\beta_1 = 0.5, \beta_{12} = \mu = 1.4\) and \(\omega = 1.181\)

A typical solution for \(\beta_2\) is shown in Fig. 14, and the energy and charge distributions of the same solution are shown in Fig. 14b. This solution is one of the family constructed in Refs. [19, 20].

Figure 14: (a) The profile functions of a typical Q-ball; \(\beta_1 = 0.5, \beta_{12} = \mu = 1.4, \beta_2 = 0, \omega = 0.180\). (b) The energy and charge distributions of the same Q-ball.
Figure 15: The frequency dependence of the solutions, $\beta_1 = 0.5$, $\beta_{12} = \mu = 1.4$, $\beta_2 = 0$. 
Figure 16: The frequency dependence of the solutions approaching the upper frequency limit, \(\beta_1 = 0.5, \beta_1 = \mu = 1.4, \beta_2 = 0\).
Figure 17: The dependence of the solutions on the parameter $\mu$ approaching the lower limit $\mu = \omega^2$, $\beta_1 = 0.5$, $\beta_2 = 0$, $\beta_{12} = 1.4$, $\omega = 1.18$. 
Figure 18: The dependence of the solutions on the parameter $\mu$ approaching the upper limit $\mu = \mu_{\text{max}}$, $\beta_1 = 0.5$, $\beta_2 = 0$, $\beta_{12} = 1.4$, $\omega = 1.18$. 