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ABSTRACT In this paper, Cascade PI Controller-Based Robust Model Reference Adaptive Control (MRAC) of a DC-DC boost converter is presented. Non-minimum phase behaviour of the boost converter due to right half plane zero constitutes a challenge and its non-linear dynamics complicate the control process while operating in continuous conduction mode (CCM). The proposed control scheme efficiently resolved complications and challenges by using features of cascade PI control loop in combination with properties of MRAC. The accuracy of the proposed control system’s ability to track the desired signals and regulate the plant process variables in the most beneficial and optimised way without delay and overshoot is verified using MATLAB/Simulink by applying comparative analysis with single PI and cascade PI controllers. Moreover, performance of the proposed control scheme is validated experimentally with the implementation of MATLAB/Simulink/Stateflow on dSPACE Real-time-interface (RTI) 1007 processor, DS2004 High-Speed A/D and CP4002 Timing and Digital I/O boards. The experimental results and analysis reveal that the proposed control strategy enhanced the tracking speed two times with considerably improved disturbance rejection.

INDEX TERMS Cascade PI controller, control systems mathematical models, model reference adaptive control, state-space averaging method, time and frequency domain analysis.

I. INTRODUCTION
Growing global energy consumption, as well as issues of shortage and environmental effects connected with conventional energy sources, are putting the world on the verge of an energy catastrophe in the next two or three decades [1]–[3]. The energy problem linking between energy access and greenhouse gas emissions has been given more attention recently, and consequently there has been a noticeable increase in the use of renewable energy sources for power generation around the world [4]–[6].

Because of inconsistent power generation from sustainable energy sources, which is dependent on the environment, they are difficult to utilise without switching power supply, including the power conditioner. According to the statistics in [7]–[9] the vast majority of electricity generated in developed countries, i.e. over 90% of generated power, is handled by power electronic circuits before being transmitted to the utility [10]–[12]. As a result, switching power supply energy efficiency (environmental protection), footprints (smart packaging technologies), power density (to reduce weight/volume) and reliability to achieve zero defect design for components and systems is critical in the renewable energy system applications [13]–[15].

Switched-mode power supplies (also known as a switched-mode power supply, switched power supply, SMPS, or switcher) are electronic power supplies that include switching regulators to efficiently convert electrical power. While converting voltage and current characteristics, an SMPS, like other power supplies, transforms power from a DC or AC source to DC loads. Because the switching transistor dissipates less power when serving as a switch, SMPS has a high efficiency up to 96 percent [16], [17]. Other benefits include reduced size, noise, and weight due to the absence of heavy line-frequency transformers, as well as reduced heat generation [18], [19]. The circuit topology of the SMPS can
The fundamental forms of non-isolated converters can be used to classify them. The most significant distinctions to consider are isolated and non-isolated converters [20]–[22].

The three fundamental forms of non-isolated converters all use a single inductor for energy storage given in Table 1. D is the duty cycle of the converter in the voltage relation column, and it can range from 0 to 1. The input voltage \( V_{in} \) is expected to be larger than zero; if it is negative, negate the output voltage for consistency’s sake \( V_{out} \).

The DC-DC boost converter (DBC) is the simplest converter topology for effectively reproducing increased output voltage for a given input voltage [23]. It has been used in a wide range of applications such as automotive industry (hybrid electric vehicles), power amplifications, adaptive control applications, battery power systems, consumer electronics, robotics, DC motor drives, communication applications (radar systems), wind power and photovoltaic (PV) systems (e.g., DC micro-grid) [24]–[26].

Because of exhibiting non-minimum phase (NMP) behaviour due to right half plane zero (RHPZ) and non-linear dynamics, controller design for DBCs is more complex and challenging than for buck converters [27]–[29]. The comparative analysis of the most common developed control techniques for SMPS applications in terms of their features, advantages, and limitations is given in Table 2. The phenomenon commonly known as the NMP behaviour is the phase lag caused by transfer of accumulated energy of the inductor when the switch is on to the load during off time. This attribute is reflected by the existence of a RHPZ in the control to output voltage transfer function [26]. By restricting the closed loop bandwidth feasible by feedback control, the NMP nature complicates the control effort. The dynamic change in positive zero location induced by varying converter settings such as load resistance and voltage gain exacerbate the NMP problem. Moreover, a reduction in input voltage or load resistance tends to destabilise the closed loop system by shifting the RHPZ towards origin.

The following two categories can be used to categorise the methods offered in the literature to address the NMP problem in a DBC: (i) converter topology modification approaches to achieve minimum phase (MP) dynamics. (ii) specially built controllers that correct for NMP dynamics. In this study, the second strategy is used by utilizing the properties of both cascade PI controller and reference model adaptive control in consideration of the inherent challenges, such as non-linearity, NMP nature, time discontinuities, and model uncertainty (unknown parasitic values, resistance and voltage drops across switching element and diode, uncertainty in the value of inductance etc.).

The remainder of the paper is structured out as follows. Section II. presents transfer function estimation of the designed hardware of the DBC in CCM by using computer aided and state-space averaging transfer function estimation methods including step and frequency response comparison for the verification of modelling. Section III. introduces commonly used mathematical modelling techniques and presents a comparison analysis of them. Section IV. gives wide coverage to design of single PI, cascade PI, cascade PI-based model reference adaptive controllers and reference model designing together with discretization process of the derived transfer functions. The simulation and experimental results are displayed in Section V. for varying conditions to validate the enhanced performance of the proposed cascade PI-based model reference adaptive control scheme for the designed DBC. The paper ends with conclusions in Section VI.

### II. TRANSFER FUNCTION ESTIMATION OF THE BOOST CONVERTER

#### A. COMPUTER AIDED TRANSFER FUNCTION ESTIMATION

Transfer function of the boost converter is derived by using Simulink® Control Design™. The transfer function estimation process is based on collecting frequency response data from the Simulink model of the proposed converter whose parameters are given in Table 3.

Transfer function of a boost converter can be modelled using the relationship of various interacting parameters of the device. In this paper, transfer function from the PWM duty cycle set-point to the load voltage is the subject of the study to be interested and designing controllers depends on this association. Collecting frequency response data is

---

**TABLE 1.** The fundamental forms of non-isolated converters.

| Type        | Typical Power (W) | Energy Storage | Voltage Relation | Features         |
|-------------|-------------------|----------------|------------------|------------------|
| Buck Converter | 0-1,000          | Single Inductor | \( 0 \leq V_{out} \leq V_{in} \) | Continuous current at output |
| Boost Converter | 0-5,000          | Single Inductor | \( V_{out} \geq V_{in} \) \( V_{out} = \frac{1}{1-D} V_{in} \) | Continuous current at input |
| Buck-boost Converter | 0-150            | Single Inductor | \( V_{out} \leq \frac{V_{in}}{D} \) \( V_{out} = \frac{1}{1-D} V_{in} \) | Discontinuous current at both input and output |

---

**FIGURE 1.** The magnitude and phase plot from duty cycle to load voltage on the intended frequency range.
executed by adding perturbation to the duty cycle set-point with sinusoids of different frequencies and storing the load voltage accordingly. Carried out frequency is in the range of 10 to 1/10th rad/s of the switching frequency. The main purpose of this implementation is to figure out how the system modifies the magnitude and phase of the injected sinusoidal signals. Alternatively stated, frequency input point is the duty cycle, and the output is the load voltage. The sinusoids injected at the input point is chosen as 0.03 which is the perturbation of the operating duty cycle in the steady state which is calculated as:

\[
\frac{V_{\text{out}}}{V_{\text{dc}}} = \frac{1}{1 - D} \implies D = 0.5
\]

The magnitude and phase plot from duty cycle to load voltage in terms of discrete points on the intended frequency range is given in Figure 1.

The Bode plot of the proposed boost converter in Figure 1. shows that the magnitude is 38 dB. There is inconsiderable resonance around 2670 rad/s and a high frequency roll-off of around 20 dB/decade. According to these collected discrete frequency points, transfer function of the proposed boost converter is estimated as:

\[
G_{\text{boost}}(s) = \frac{V_{\text{out}}(s)}{V_{\text{in}}(s)} = \frac{-1.018e06 + 4.821e08}{s^2 + 1.302e04s + 6.307e06} \quad (2)
\]

### TABLE 2. Comparative analysis of the most common control techniques for SMPS applications.

| Control Technique | Features | Advantages | Limitations | References |
|-------------------|----------|------------|-------------|------------|
| Proportional-Integral (PI) | Suitable for linear control, Low-complexity | Simple implementation, Fast transient response, Easy integration with various control techniques | Incapable of responding to external disturbance (e.g., load variations), High setting time, steady-state error, overshoots | [30],[31],[32],[33],[34] |
| Sliding Mode Control (SMC) | Robust and suitable for non-linear control, Converge towards sliding surface | Simple implementation, Capable of responding to external disturbance, Fast dynamics (e.g., settling time), Robust | Chattering issues due to discontinuous control law, Excessive overshoots | [31],[34],[35],[36],[37],[38] |
| Model Predictive Control (MPC) | Easy for online iteration, Robust and suitable for non-linear control, Enable to predict future states | Enhanced transient performance with external constraints, Fast response, Efficient tracking with estimation-based techniques | Sensitive to circuit parameters, High computational burden, Required for detailed knowledge of the model | [30],[34],[39],[40],[41] |
| State-space Modeling (SSM) | Robust and suitable for non-linear control, Suitable for multiple-input and multiple-output systems, Enable to estimate plant states continuously | Improved transient response, Less overshoot during load varying conditions | Required for longer period of time for initial implementation, Required for detailed knowledge of the model | [34],[42],[43],[44],[45] |
| Fuzzy Logic Control (FLC) | Robust and suitable for non-linear control, Providing stability in the presence of large variations, Suitable for the systems presenting imprecise boundary conditions | Less overshoots, Efficient tracking response, Do not require the mathematical of the plant | High computational burden, Required for properly defined rules for operation, Longer settling time | [34],[46],[47],[48],[49] |

### TABLE 3. Design parameters of the boost converter.

| Parameter             | Value  |
|-----------------------|--------|
| Input voltage ($V_{\text{dc}}$) | 20 V   |
| Switching frequency ($f_{\text{sw}}$) | 20 kHz |
| Inductance (L)        | 100 μH |
| Output capacitor ($C_{\text{out}}$) | 440 μF |
| Constant voltage load ($V_{\text{out}}$) | 40 V   |
| Resistance (R)        | 16 Ω   |

**FIGURE 2.** The depiction of state-space structure for linear time invariant systems in general.


where \(x(\cdot), y(\cdot), u(\cdot), A(\cdot), B(\cdot), C(\cdot)\) and \(D(\cdot)\) are state vector with \(x(t) \in \mathbb{R}^n\), output vector with \(y(t) \in \mathbb{R}^q\), input (control) vector with \(u(t) \in \mathbb{R}^p\), state (system) matrix with \(\text{dim}[A(\cdot)] = n \times n\), input matrix with \(\text{dim}[B(\cdot)] = n \times p\), output matrix with \(\text{dim}[C(\cdot)] = q \times n\) and feedthrough (feed-forward) matrix with \(\text{dim}[D(\cdot)] = q \times p\), respectively.

Block diagram of a boost converter is given in Figure 3.

Depending on the state of switch SW, the DBC has two different states which are defined as ON and OFF operating states. Accordingly, the circuit analysis will be performed in two topologies. Circuit analysis of the DBC in both states is given in Table 4.

where \(V_{dc}, L, i_L, i_C, C, V_C, R, V_{out}, V_{out}/R\) are input DC voltage, inductance, inductor current, capacitor current, capacitance, capacitor voltage, resistive load, output voltage and output current, respectively. The vector block diagram representation of the DBC linear state-space equations is given in Figure 4.

Internal state variables are the smallest subset of system variables that can accurately describe the system’s overall state at any given time. The number of state variables in electric circuits is frequently, but not always, the same as the number of energy storage devices in the circuit, such as capacitors and inductors. Accordingly, current flowing through the inductor \(i_L\) and voltage across the capacitor \(V_C\) are the state variables since the proposed boost converter consists of one inductor and one capacitor. State vector of the system is written as:

\[
x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} i_L \\ V_C \end{bmatrix}
\]

The state-space equations of the proposed boost converter are written as:

\[
\dot{x} = \frac{dx}{dt} = \begin{bmatrix} \frac{di_L}{dt} \\ \frac{dV_C}{dt} \end{bmatrix} = Ax + BV_{dc}
\]

\[
y = V_{out} = Cx
\]

Table 5 shows the analysis of the DBC in CCM and the derivation of its averaged state-space equation. Averaging of the state-space model is carried out by combining ON and OFF set of equations as:

\[
\dot{x} = [A_1D + A_2(1-D)] [x] + [B_1D + B_2(1-D)] V_{dc}
\]

\[
V_{out} = [C_1D + C_2(1-D)] [x]
\]

Averaged system \((A)\), input \((B)\) and output \((C)\) matrices are derived by using steady-state duty cycle \(D\) as:

\[
A = [A_1D + A_2(1-D)] \Rightarrow
\]

\[
A = \begin{bmatrix} 0 & -1 \\ 0 & 1 \end{bmatrix} D + \begin{bmatrix} -1 \\ \frac{1}{RC_{out}} \end{bmatrix} \Rightarrow
\]

\[
A = \begin{bmatrix} 0 & \frac{(D-1)}{C_{out}} \\ (1-D) \end{bmatrix} \Rightarrow
\]

\[
A = \begin{bmatrix} \frac{(D-1)}{C_{out}} & -1 \\ (1-D) \end{bmatrix}
\]

\[
B = [B_1D + B_2(1-D)] \Rightarrow B = \begin{bmatrix} 1 \\ \frac{1}{L} \end{bmatrix} D + \begin{bmatrix} 1 \\ \frac{1}{L} \end{bmatrix} \Rightarrow
\]

\[
B = \begin{bmatrix} D \\ \frac{D}{L} \end{bmatrix} + \begin{bmatrix} (1-D) \\ \frac{(1-D)}{L} \end{bmatrix} \Rightarrow
\]

\[
B = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \Rightarrow
\]
TABLE 5. Derivation of averaged state-space equation for the DBC in CCM.

| State 1: SW ON, D OFF | (Time interval: 0<t<dT_s) |
|-----------------------|--------------------------|
| \[ \dot{x} = A_1 x + B_1 V_{dc} \] |
| \[ y_1 = C_1 x \] |
| \[ A_1 = \begin{bmatrix} 0 & -1 \\ 0 & 1 \end{bmatrix} \frac{1}{R C_{out}} \] |
| \[ B_1 = \begin{bmatrix} \frac{1}{R} \\ 0 \end{bmatrix} \] |
| \[ C_1 = \begin{bmatrix} 0 & 1 \end{bmatrix} \] |
| \[ \dot{x}_1 = \begin{bmatrix} 0 & -1 \\ 0 & 1 \end{bmatrix} \frac{1}{R C_{out}} \] |
| \[ \dot{x}_2 = \begin{bmatrix} \frac{1}{R} \\ 0 \end{bmatrix} \] |
| \[ V_{out} = \begin{bmatrix} 0 & 1 \end{bmatrix} \] |

| State 2: SW OFF, D ON | (Time interval: dT_s<t<T_s) |
|-----------------------|--------------------------|
| \[ \dot{x} = A_2 x + B_2 V_{dc} \] |
| \[ y_2 = C_2 x \] |
| \[ A_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \frac{1}{C_{out}} \frac{1}{R C_{out}} \] |
| \[ B_2 = \begin{bmatrix} \frac{1}{R} \\ 0 \end{bmatrix} \] |
| \[ C_2 = \begin{bmatrix} 0 & 1 \end{bmatrix} \] |
| \[ \dot{x}_1 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \frac{1}{R C_{out}} \] |
| \[ \dot{x}_2 = \begin{bmatrix} \frac{1}{R} \\ 0 \end{bmatrix} \] |
| \[ V_{out} = \begin{bmatrix} 0 & 1 \end{bmatrix} \] |

\[ C = [C_1 D + C_2 (1 - D)] \Rightarrow \]
\[ C = \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} D \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} (1 - D) \] (10)
\[ C = \begin{bmatrix} 0 & D \\ 0 & (1 - D) \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} \] (11)

The equation for steady-state operating point is written as:
\[ \dot{x} = AX + BV_{dc} = 0 \] (12)
\[ AX = -BV_{dc} \] (13)
\[ A^{-1} (AX) = A^{-1} (-BV_{dc}) \Rightarrow X = A^{-1} (-BV_{dc}) \] (14)
\[ A^{-1} = \frac{adj (A)}{det (A)} \Rightarrow adj (A) = \begin{bmatrix} \frac{-1}{RC_{out}} \\ \frac{L}{(D-1)} \end{bmatrix} \begin{bmatrix} 1 \end{bmatrix} \begin{bmatrix} 0 \end{bmatrix} \] (15)
\[ det (A) = 0 - \left( \frac{1}{C_{out}} \times \frac{D - 1}{L} \right) = \frac{(D - 1)^2}{C_{out} L} \] (16)
\[ A^{-1} = \begin{bmatrix} \frac{-L}{(D-1)^2} R \\ \frac{L}{(D-1)} \begin{bmatrix} C_{out} \end{bmatrix} \begin{bmatrix} 0 \end{bmatrix} \] (17)
\[ B = \begin{bmatrix} 0 \\ \frac{1}{R} \end{bmatrix} \Rightarrow BV_{dc} = \begin{bmatrix} V_{dc} \\ L \end{bmatrix} \] (18)

\[ X = \begin{bmatrix} i_L \\ V_C \end{bmatrix} \]
\[ = \begin{bmatrix} \frac{-L}{(D-1)^2 R} \frac{-C_{out}}{(D-1)} \frac{-V_{dc}}{L} \frac{0}{0} \end{bmatrix} \] (19)

Small signal variations with the steady-state values are represented as:
\[ d = D + \dot{d} \quad y = Y + \dot{Y} \quad v_{dc} = V_{dc} + \dot{v}_{dc} \] (20)

where the capitalized quantities represent the steady-state values, and the caret are small perturbations. The state-space and output equations included the perturbations are written as:
\[ \dot{x} + \dot{x} = A_1 \left( D + \dot{d} \right) + A_2 \left( 1 - (D - \dot{d}) \right) \left[ x + \dot{x} \right] \]
\[ + \left[ B_1 \left( D + \dot{d} \right) + B_2 (1 - D - \dot{d}) \right] \left[ V_{dc} + \dot{v}_{dc} \right] \] (21)

Discarding the second order small signal variations in Equation (previous) results in AC small signal (dynamic) model of the system as the following:
\[ \dot{x} + \dot{x} = A \dot{x} + ([A_1 - A_2] X + (B_1 - B_2) V_{dc}) \dot{d} \] (22)
\[ \dot{y} = C \dot{x} + (C_1 - C_2) X \dot{d} \] (23)

The simplified representation of the state equation in Eq. 22 can be written as:
\[ \dot{x} = A \dot{x} + F \dot{d} \] (24)

Variations of state variables to the duty factor can be easily solved by applying Laplace Transforms as the following:
\[ \frac{\dot{x}}{\dot{d}} = [sI - A]^{-1} F \] (25)

where notation I denotes the unit matrix which is the same size as the averaged system matrix A and \([sI - A]^{-1}\) is the inverse of the matrix \([sI - A]\). Converting from state-space to transfer function is performed as the followings:
\[ sx (s) = Ax (s) + [(A_1 - A_2) X + (B_1 - B_2) V_{dc}] d (s) \] (26)
\[ V_{out} (s) = Cx (s) + [(C_1 - C_2) X] d (s) \] (27)
\[ x (s) = (sI - A)^{-1} [(A_1 - A_2) X + (B_1 - B_2) V_{dc}] d (s) \] (28)
\[ V_{out} (s) = C ((sI - A)^{-1} [(A_1 - A_2) X + (B_1 - B_2) V_{dc}] + [(C_1 - C_2) X] d (s) \] (29)

\[ \frac{V_{out} (s)}{d (s)} = C ((sI - A)^{-1} [(A_1 - A_2) X + (B_1 - B_2) V_{dc}] + [(C_1 - C_2) X] \] (30)
### TABLE 6. Open-loop step response characteristics of derived transfer functions.

| Step Response Characteristics | Simulink® Control Design™ | State-space Averaging Method |
|-------------------------------|-----------------------------|-------------------------------|
| Rise Time                     | 0.0044                      | 0.0042                        |
| Settling Time                 | 0.0681                      | 0.0078                        |
| Settling Minimum              | 68.8104                     | 72.0324                       |
| Settling Maximum              | 76.4336                     | 79.9377                       |
| Overshoot                     | 0                           | 0                             |
| Undershoot                    | 85.1766                     | 81.2702                       |
| Peak                          | 76.4336                     | 79.9377                       |
| Peak Time                     | 0.0305                      | 0.0151                        |

\[
\begin{align*}
= & \frac{-sLV_{dc} + RV_{dc}(D-1)^2}{s^2\left[LRC_{out}(D-1)^2\right] + s\left[L(D-1)^2\right] + R(1-D)^4} \\
= & \frac{-V_{dc}}{R C_{out}(D-1)^2} s + \frac{V_{dc}}{C_{out} L} \\
= & s^2 + \frac{1}{RC_{out}} s + \frac{(D-1)^2}{C_{out} L} - 0.002s + 1 \\
= & 2.2e - 0.9s^2 + 2.5e - 0.5s + 0.0125 \quad (31)
\end{align*}
\]

Step response characteristics of the proposed boost converter transfer functions derived by using Simulink® Control Design™ and state-space averaging techniques in terms of open-loop is given in Table 6.

Open-loop step, phase and magnitude responses of the transfer functions are given in Figure 5.

### III. COMPARISON OF COMMONLY USED MATHEMATICAL MODELLING TECHNIQUES

A mathematical model is a set of mathematical equations that are used to describe control systems. These models are useful for control system analysis and design. While analysis of a control system means finding the output by utilizing the input and the mathematical model of the system, designing of a control system refers to determining of the mathematical model by using the input and output of the system. Commonly used mathematical models are differential equation model, transfer function model and block diagram model. Figure 3. shows the block diagram of the proposed boost converter and the transfer function model has been derived by using both Simulink® Control Design™ and state-space averaging technique. The differential equation model is given in Figure 6.

Open-loop simulation output voltages of three mathematical models of the proposed boost converter are given in Figure 7. The figure shows that differential equation and transfer function models’ transient responses resemble each other but differential equation model has a steady-state error. However, block diagram model exhibits better transient response with a steady-state error.

### IV. CONTROLLER AND REFERENCE MODEL DESIGN

Due to the boost converter’s intrinsic RHPZ, a voltage-mode controlled boost converter operating in CCM is more difficult to stabilize compared to other DC switch mode power supplies (SMPS) with Left Half Plane-zero (LHPZ). The input voltage, output voltage, load resistance, inductance, and output capacitance all affect the boost converter’s double-pole and RHP-zero, further complicating the transfer function. To ensure proper functioning, it is necessary to understand...
the transfer function and have a mechanism to stabilize the converter. Plants whose input-output transfer functions have right half plane zeros are described as non-minimum phase systems. RHPZs are the mathematical description of the non-minimum phase systems. Physically, it refers to emergent of undershoot or to the systems goes in the wrong direction initially as impulse or step inputs are applied. Generation of the undershoot can be considered as some amount of time delay due to similar characteristics although it is not exactly time delay in terms of mathematical representation of the control systems. RHPZs have fundamental limits on the robustness on the system such as limitation on the bandwidth which is how fast of a change can be tracked. In this paper, single PI, cascade PI and cascade PI controller-based model reference adaptive controller will be designed and implemented in the control of the proposed DBC. Additionally, their performances will be evaluated regarding transient and steady-state response characteristics.

### A. PI CONTROLLER DESIGN

The mathematical model of the plant is appropriately obtained by using both Simulink® Control Design™ and state-space averaging technique to forecast its response and observe its behaviors in both the time and frequency domains. Control systems are planned and executed in this regard to improve critical dynamic properties of the plant, such as stability, response time, steady-state error, and oscillations that make up the transient and steady-state. Because of its features of being simple to design, easily comprehensible, and very understandable, the Proportional-Integral (PI) feedback compensator structure is a commonly used controller. The general effects of each controller parameter proportional gain ($K_p$) and integral gain ($K_i$) on a closed-loop system are summarized in Table 7.

**TABLE 7. The effects of PI controller parameters on transient response.**

| Closed-loop Response | Rise Time | Overshoot | Settling Time | Steady-state Error |
|----------------------|-----------|-----------|--------------|-------------------|
| $K_p$                | Decrease  | Increase  | Small Change | Decrease          |
| $K_i$                | Decrease  | Increase  | Increase     | Decrease          |

The transfer function and have a mechanism to stabilize the converter. Plants whose input-output transfer functions have right half plane zeros are described as non-minimum phase systems. RHPZs are the mathematical description of the non-minimum phase systems. Physically, it refers to emergent of undershoot or to the systems goes in the wrong direction initially as impulse or step inputs are applied. Generation of the undershoot can be considered as some amount of time delay due to similar characteristics although it is not exactly time delay in terms of mathematical representation of the control systems. RHPZs have fundamental limits on the robustness on the system such as limitation on the bandwidth which is how fast of a change can be tracked. In this paper, single PI, cascade PI and cascade PI controller-based model reference adaptive controller will be designed and implemented in the control of the proposed DBC. Additionally, their performances will be evaluated regarding transient and steady-state response characteristics.

### B. CASCADE PI CONTROLLER DESIGN

Cascade control is primarily utilized to ensure rapid disturbance rejection before it spreads to other parts of the plant. As illustrated in the block diagram in Figure 9, the simplest cascade control system has two control loops (inner and outer). The inner loop of the proposed system is the transfer function of duty ratio to inductor current which is derived by using state-space averaging method as:

$$sx(s) = Ax(s) + [(A_1 - A_2)X + (B_1 - B_2)V_{dc}]d(s)$$

$$i_L(s) = Cx(s) + [(C_1 - C_2)X]d(s)$$

$$x(s) = (sI - A)^{-1}[(A_1 - A_2)X + (B_1 - B_2)V_{dc}]d(s)$$

$$i_L(s) = C[(sI - A)^{-1}[(A_1 - A_2)X + (B_1 - B_2)V_{dc}]d(s)$$

$$+ [(C_1 - C_2)X]d(s)$$

$$i_L(s) = C[(sI - A)^{-1}[(A_1 - A_2)X + (B_1 - B_2)V_{dc}]$$

$$+ [(C_1 - C_2)X]$$

$$\frac{sIRC_{out}V_{dc} + 2V_{dc}}{s^2[LR_{out}(1-D)] + sL(1-D) + R(1-D)^2}$$

$$i_L(s) = \frac{0.00176s + 40}{4.4e - 0.93^2 + 5e - 0.53s + 0.025}$$

Inductor current to output voltage transfer function is derived as:

$$\frac{V_{out}(s)}{i_L(s)} = \frac{V_{out}(s)}{i_L(s)} \frac{i_L(s)}{i_L(s)}$$

$$\frac{V_{out}(s)}{i_L(s)} = \left(\frac{RV_{dc}\sigma^2 - LV_{dc}s}{2V_{dc} + C_{out}RV_{dc}s}\right)\left(R\sigma^3 + Ls + C_{out}LR\sigma^2\right)$$

$$\frac{V_{out}(s)}{i_L(s)} = \left(\frac{RV_{dc}\sigma^2 - LV_{dc}s}{2V_{dc} + C_{out}RV_{dc}s}\right)\left(R\sigma^3 + Ls + C_{out}LR\sigma^2\right)$$

The unity feedback structure of the proposed DBC is given in Figure 8.

PI controller transfer function of the proposed DBC is given in Eq. (33):

$$G_{PI}(s) = \frac{0.0114s + 2.82}{s}$$

---

**FIGURE 7.** Comparison of output voltages for different mathematical models.

**FIGURE 8.** The unity feedback structure of the proposed DBC.

**FIGURE 9.** The cascade PI controller structure of the proposed DBC.
where $\sigma$ is $D - 1$.

$$\sigma = \frac{-8.8e - 12s^3 - 9.56e - 08s^2 + 0.025}{3.872e - 12s^3 + 1.32e - 07s^3 + 0.001022s + 0.5}$$

PI controller in the outer loop is the primary controller and it regulates the primary control variable input voltage $V_{dc}$ by setting the set point of the inner loop. PI controller in the inner loop is the secondary controller that ensures local disturbance rejection before it propagates to the inductor current to output voltage transfer function. For the proper functioning of the cascade systems, the inner loop response must be faster than the outer loop. In this application, the inner loop bandwidth is selected 10 times higher than the outer loop bandwidth. Outer and inner loop PI controller transfer functions are given in Eq. 43 and 44, respectively.

$$G_{outer, PI}(s) = \frac{0.15s + 1000}{s}$$ (42)

$$G_{inner, PI}(s) = \frac{0.5s + 5}{s}$$ (43)

### C. CASCADE PI-BASED MODEL REFERENCE ADAPTIVE CONTROLLER DESIGN

The control method employed by a controller which adapts to a controlled system with varying or initially uncertain parameters is known as adaptive control. Parameter estimation is the foundation of the adaptive control, which is an important constituent of system identification. In this paper, the model reference adaptive controller (MRAC) is implemented with cascade PI controller. The main components of a MRAC system are the reference model, the adjustment mechanism, and the controller. The proposed cascade PI-based MRAC block diagram is given in Figure 10.

In the proposed control scheme, the adaptation mechanism adjusts the control action based on the error between the plant output $V_{out}$ and the reference model output $V_{ref(out)}$ as:

$$\Phi = \frac{(V_{out} - V_{ref(out)})V_{ref(out)} - \gamma T_s z}{z - 1}$$ (44)

where $\Phi$, $\gamma$ and $T_s$ are adaptation parameter, learning rate and sample time, respectively. The adjusted control signal $u$ is calculated as multiplication of output of the cascade PI controller and adaptation parameter. The desired behavior of the closed-loop system is obtained by using learning rate of 0.04 and sample time of $1/10f_{sw}$ seconds.

### D. REFERENCE MODEL DESIGN

The steady state duty cycle of the plant in terms of input-output voltage relationship is represented by

$$\frac{V_{out}}{V_{dc}} = \frac{1}{(1 - D)}$$ (45)

The maximum average inductor current is represented by:

$$I_{L, avg, max} = \frac{V_{out}^2}{R_{out, min}V_{dc}}$$ (46)

The maximum average inductor ripple current is the 20% of the average current that is represented by:

$$\Delta I_L = 0.2 \times I_{L, avg, max}$$ (47)

Inductance value $L$ of the inductor is represented by:

$$L = \frac{V_{in}D}{f_{sw}\Delta I_L}$$ (48)

Capacitor $\Delta V_C$ or output voltage ripple $\Delta V_{out}$ is the ±2% of the average output voltage is represented by:

$$\Delta V_C = \Delta V_{out} = 0.04 \times V_{out}$$ (49)

Capacitance value $C$ of the capacitor is represented by:

$$C = \frac{V_{in}D}{R_{out, min}f_{sw}\Delta V_C(1 - D)}$$ (50)

The calculated values of the reference boost converter model parameters are given in Table 8.

| Parameters and Components | Value |
|---------------------------|-------|
| Minimum Load Resistance ($R$) | 10    |
| Steady-state Duty Cycle ($D$) | 0.5   |
| Maximum Average Inductor Current ($I$) | 8     |
| Maximum Average Inductor Current Ripple ($I$) | 1.6   |
| Inductor Value (mH) | 0.3125 |
| Output Voltage Ripple ($\gamma$) | 1.6   |
| Capacitor Value ($\mu F$) | 62.5   |

Transfer functions of the reference model boost converter and PI controller are given in Eq. 52 and 53, respectively.

$$G_{ref, DBC}(s) = \frac{-0.0625s + 50}{4.88e - 08s^2 + 7.813e - 05s + 0.625}$$ (51)

$$G_{ref, PI}(s) = \frac{0.000005s + 7.5}{s}$$ (52)
E. DISCRETIZATION OF THE DESIGNED CONTROLLERS AND REFERENCE BOOST CONVERTER TRANSFER FUNCTION

The controller in digital control systems is implemented on a digital computer, which means it will only run and have access to measurements at specific and discrete times before commanding the actuators. When a continuous system is converted to a discrete system, information is lost, which might have a detrimental impact on the proposed control system performance. Furthermore, discrete systems introduce delay into the feedback loop, reducing the controller’s bandwidth. The bandwidth is an important parameter since it specifies the maximum frequency at which the control system can respond. Considering these difficulties, selecting a proper discretization approach is critical.

The zero-order hold (ZOH), first-order hold (FOH), impulse invariant, bilinear (Tustin) approximation, and matched pole-zero technique are some of the most prevalent discretization methods used in control systems. The designed controllers and reference boost converter model is discretized using the bilinear (Tustin’s approach) approximation. The most important argument for employing this method is that it produces the best frequency-domain match between continuous-time and discrete systems. The equation employed in the approximation of the z-domain transfer function relating to its continuous form (s-domain) with sample frequency one order of magnitude higher than the switching frequency ($T_s = 1/10f_{sw}$) is given by the following equation:

\[ z = e^{Ts} \approx 1 + Ts/2 \frac{1}{1 - Ts/2} \]  

V. STABILITY ANALYSIS OF THE PROPOSED CONTROL SCHEME AND TIME DOMAIN PERFORMANCE COMPARISON

An adaptive controller adapts to variations and adjusts to changes in the process dynamics. In this regard, it must be set up in such a way that one can handle all variations in the system stated in Figure 11.

There are different techniques such as robust controller and gain scheduling developed to deal with uncertainty explicitly. Robust control approach is based on the ground of designing controller with enough stability and performance margin that it works sufficiently well across the entire range of expected variations. The problem associated with this approach is that meeting requirements becomes more challenging as the range of uncertainty grows. At this point, gain scheduling approach can be considered as an alternative as it updates controller gains in the event of system state changes. Although gain scheduling works well for large variations, it does not work well for unexpected variations since gain sets and states must be known ahead of time. Adaptive control technique offers an effective alternative to resolve the arising problems associated with the use of both robust and gain scheduling approaches.

The block diagram of the MRAC is given in Figure 12. With their names are given in Table 9.

The control equation of the MRAC is given as:

\[ u_{pi}(k) = \left[ K_p + K_i \frac{T_s z}{z - 1} \right] e(k) \]  

\[ \theta = (y - y_m) \gamma \frac{-\gamma T_s z}{z - 1} \]
The formulations process of the MRAC begins with definition of the tracking error $e_t$ given as:

$$e_t = y - y_m$$  \hspace{1cm} (56)

A typical cost function of $\theta$, $J(\theta)$, is formed by using the tracking error $e_t$ as the following [55]:

$$J(\theta) = \frac{1}{2} e^2_t(\theta)$$ \hspace{1cm} (57)

The MIT rule describes the relationship between the change in theta and the cost function [56], [57]. To determine how to update the parameter theta, an equation for the change in theta must be created [58]. Assumed that the change in $J(\theta)$ is proportional to the change in $\theta$, the MIT sensitivity derivative equations is generated as [59]:

$$\frac{d\theta}{dt} = -\gamma \frac{\delta J(\theta)}{\delta \theta} = -\gamma \delta e_t \frac{\delta e_t}{\delta \theta}$$ \hspace{1cm} (58)

The tracking error $e_t$ of the system regulated by implementation of the proposed Cascade PI controller based MRAC scheme under varying learning rates ($\gamma = 0.1, 0.5 \text{ and } 1$) for reference voltages of 30 V, 40 V and 50 V applied at 0, 0.2 and 0.4 seconds, respectively is given in Figure 13. The tracking error $e_t$ shows a tendency to become zero with a quick pace with the increasing learning rates.

The converging trajectories of the adaptation parameter $\theta$ for varying values of the learning rate $\gamma$ when a step change from 30 V to 40 V is applied at 0.2 seconds as a controlled input to the system is shown in Figure 14. Angle of inclination for the adaptation parameter decreases and consequently convergence of the adaptation parameter $\theta$ increases for larger values of $\gamma$.

Actual voltage outputs of the system in response to the step input voltages changing from 30 V to 40 V at 0.2 seconds and 40 V to 50 V at 0.4 seconds is applied are given in Figure 15.

For larger $\gamma$ values, the parameters’ convergence increases. This demonstrates that the controller is functional and that the equations have been correctly implemented. Larger values of $\gamma$, on the other hand, cause the control transients to oscillate as it can be seen in Figures 13, 14 and 15. The results of time domain performance analysis of the investigated and proposed algorithms are given in Table 10.

Achieving a better tracking performance is possible with higher values of $\gamma$, however it leads to increase in the overshoot and choosing the best attainable value of the learning rate regarding requirements for the purpose of coherent between performance parameters of the process such as rise time, overshoot and settling time.
VI. SIMULATION AND EXPERIMENTAL RESULTS

Verification and validation of the proposed Cascade PI-based MRAC compared to the Single PI and Cascade PI controllers have been presented to illustrate the proposed controller scheme efficiency by considering the major concerns such as complex dynamics of the DBC due to NMP behavior and non-linearity. Additionally, the main issues in control system designing, e.g., uncertainty, intended simplicity, stochastic occurrences, and process variability have been considered. Accordingly, the performance of the proposed control has been evaluated by investigating three possible cases: (i) varying resistive loads, (ii) varying input voltages and (iii) varying reference voltages by using MATLAB® and Simulink®.

Figure 16. shows the DBC output voltages with resistive loads varying from 10 to 20 Ω (25% variation of the nominal value). The proposed Cascade PI-based MRAC strategy shows enhanced transient response with less oscillation.

Figure 17. shows the DBC output voltage waveforms in the presence of both variable resistive load and different input voltages varying between 15 to 25 V (25% variation of the nominal value). Detrimental effect on the output voltage of single PI controlled DBC has been particularly clear is a result of implementing the load and input voltage variations together. The Cascade PI-based Reference Model Adaptive control strategy shows enhanced transient response with less oscillation compared to other control techniques.

Figure 18. shows the DBC output voltage waveforms with reference voltages varying from 30 to 50 V (25% variation of the nominal value). In comparison to other control systems, the Cascade PI-based Reference Model Adaptive control strategy shows improved transient response with less oscillation.

Figure 19. shows the block diagram of the experimental set-up configuration for testing the proposed cascade PI-based MRAC.
Model Reference Adaptive Control, Single PI and Cascade PI Control methods developed via MATLAB/Simulink were implemented via dSPACE rapid control prototyping. The RTI block of the Modular Hardware/DS2004 High-speed A/D was used to convert the measured inductor current $I_L$ and output voltage $V_{out}$ as shown in Figure 19.

The converted $I_L$ and $V_{out}$ were then implemented in the designed control techniques. Since the operating input voltage limits for DS2004 High-Speed A/D Board is specified as ranging from $-10$ V to $+10$ V, actual input current and output voltage are scaled down to meet the requirement. $V_{out}$ and $I_L$ were scaled down by a constant factor of 56 and 2.6, respectively. The scaling circuits are given in Figure 21.

The PWM signal for running the boost converter was generated using a regulated duty cycle in Simulink to attain the desired terminal voltage. dSPACE MATLAB/Simulink PC-based simulation platform Modular Hardware/DS4002 Timing and Digital I/O Board was used to implement the generated digital PWM signal.

Scaled output voltage and inductor current waveforms during step change of the load (reference voltage change from 25 V to 40 V) for the designed single PI controlled DBC is given in Figure 22.

Scaled output voltage and inductor current waveforms during step change of the load (reference voltage change from 25 V to 40 V) for the designed cascade PI controlled DBC is given in Figure 23.

Scaled output voltage and inductor current waveforms during step change of the load (reference voltage change from 25 V to 40 V) for the designed DBC controlled by cascade PI-based reference model adaptive control technique is given in Figure 24.

Application of the single PI controller for the boost converter refers to voltage-mode control which also known as duty-cycle control. This control scheme uses a single loop to adjust the duty cycle in direct response to changes in output voltage. Because of the boost converter’s inherent
RHPZ, a voltage-mode controlled boost converter operating in continuous conduction mode is more difficult to stabilise and it means to have poor transient response with disturbance occurrence as shown in Figure 22.

The cascade PI control of the boost converter refers to current-mode control that contains two loops (an inner current loop and outer voltage loop) with inner and outer PI controllers. The cascade control system performs substantially better in rejecting disturbance, although the set-point tracking performances are nearly comparable, based on the two response plots given in Figure 17 and 18. Moreover, even if the RHPZ is at a low frequency, compensation for cascade PI controlled boost converters is significantly easier than compensation for single PI controlled boost converters. Since the crossover frequency has no minimum requirement in cascade control, the system can be stabilized regardless of the RHPZ frequency. The inner current loop eliminates the filter’s ringing frequency, and good performance is attained even with a low voltage feedback loop crossover frequency.

The experimental results are consistent with the simulation outcomes. The suggested cascade PI-based reference model adaptive control technique compared to other two methods improved transient response with considerable disturbance rejection, according to both experimental and analytical results.

VII. CONCLUSION

A DC-DC boost converter with Cascade PI Controller-Based Robust Model Reference Adaptive Control (MRAC) is presented in this paper. The boost converter’s non-minimum phase behaviour owing to right half plane zero is a challenge, and its non-linear dynamics hinder the control process while in continuous conduction mode (CCM). By combining aspects of a cascade PI control loop with MRAC characteristics, the suggested control strategy effectively overcame complexities and challenges. Fundamental objective of integrating MRAC to the cascade PI controlled boost converter was to maintain consistent performance in the presence of uncertainty, variations in plant parameters and non-linear dynamics.

Using MATLAB/Simulink, the comparative analysis with single PI and cascade PI controllers, the validity of the proposed control system’s ability to track the desired signals and regulate the plant process variables in the most beneficial and optimised way without delay and overshoot is verified.

Furthermore, the suggested control scheme’s performance as well as single and cascade PI controllers is experimentally evaluated using MATLAB/Simulink/Stateflow on the dSPACE RTI 1007 processor, DS2004 High-Speed A/D, and CP4002 Timing and Digital I/O boards. The experimental and analytical results show that the proposed control method increased tracking speed by two times while also providing better disturbance rejection.
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