Informing Computer Vision with Optical Illusions — Source link

Nasim Nematzadeh, David M. W. Powers, Trent W. Lewis

Published on: 06 Apr 2020 - arXiv: Computer Vision and Pattern Recognition

Topics: Illusion, Optical illusion, Retinal ganglion and Perception

Related papers:

- Synthesizing Visual Illusions Using Generative Adversarial Networks
- Predictive coding as a unifying principle for explaining a broad range of brightness phenomena
- Internal models and the construction of time: generalizing from state estimation to trajectory estimation to address temporal features of perception, including temporal illusions.
- Human perception of 3D shapes
- Visual perception an information-based approach to understanding biological and artificial vision

Share this paper:  

View more about this paper here: https://typeset.io/papers/informing-computer-vision-with-optical-illusions-2ecnen8duj
Informing Computer Vision with Optical Illusions

Nasim Nematzadeh (✉ nasim.nematzadeh@flinders.edu.au )
Flinders University College of Science and Engineering  https://orcid.org/0000-0002-7924-9436

David Martin Ward Powers
Flinders University College of Science and Engineering

Trent Lewis
Flinders University College of Science and Engineering

Research

Keywords: Geometric distortion illusions, Tilt effects, Classical Receptive Field Model, Differences of Gaussian filters, Illusion perception and cognition, Edge map at multiple scales, Marr’s theory of Vision

Posted Date: April 6th, 2020

DOI: https://doi.org/10.21203/rs.3.rs-20277/v1

License: ☛ ⓘ This work is licensed under a Creative Commons Attribution 4.0 International License.
Read Full License
Abstract

Illusions are fascinating and immediately catch people’s attention and interest, but they are also valuable in terms of giving us insights into human cognition and perception. A good theory of human perception should be able to explain the illusion, and a correct theory will actually give quantifiable results. We investigate here the efficiency of a computational filtering model utilised for modelling the lateral inhibition of retinal ganglion cells and their responses to a range of Geometric Illusions using isotropic Differences of Gaussian filters. This study explores the way in which illusions have been explained and shows how a simple standard model of vision based on classical receptive fields can predict the existence of these illusions as well as the degree of effect across multiple scales. A fundamental contribution of this work is to highlight the fact that it may be too early and hastily to reject isotropic filters altogether in favour of orientation selective ones for explaining mid/high level visual phenomena. Therefore the intention here is to link bottom-up processes to higher level perception and cognition consistent with Marr’s theory of vision and edge map representation.

I. Introduction

Optical illusions highlight the sensitivities of human visual processing and studying these leads to insights about the perception that can potentially illuminate the ways we can implement bioplausible approaches in computer vision. Geometrical illusions [1] are a subclass of illusions in which orientations and angles are distorted and misperceived. Tile Illusions are Geometric Illusions with second-order tilt effects which arise from the contrast of background tiles and tilt cues such as in the Café Wall illusion. A quantified model for detecting the illusory tilts in the Café Wall illusion has been reported [2, 3] and we are going to generalize this approach for more complex Tile Illusions such as Complex Bulge pattern which was introduced in [4, 5] and more generally to a range of Geometric Illusions that will be explored as the primary new contribution in this work.

Visual processing starts with the sensations of the retinal receptive fields (RFs) by the incoming light into the eyes. Retinal ganglion cells (RGCs) are the retinal output neurons that convert synaptic input from the inner plexiform layer (IPL) and carry the visual signal to the brain. The diversity of RGC types and the size dependence of each specific type to the eccentricity (the distance from the fovea) are physiological evidence [6] for multiscale encoding of the visual scene in the retina. Consequently, low-level computational models of retinal vision have been proposed based on the simultaneous sampling of the visual scene at multiple scales [7]. Even given the increasingly detailed biological characterization of both retinal and cortical cells over the last half a century (1960s-2010s), there remains considerable uncertainty, and even some controversy, as to the nature and extent of the encoding of visual information by the retina, and conversely of the subsequent processing and decoding in the cortex [6, 8].

We explore the response of a simple bioplausible model of low-level vision we named it Vis-CRF[1] as a generalize vision model, tested here on Geometric/Tile Illusions, reproducing the misperception of their geometry, that we reported for the Café Wall and some Tile Illusions [2, 5] and here will report on a range
of Geometric illusions. The model has until now not been verified to generalize to these other illusions, and this is what we show in this paper.

Although the misperception of orientation in Tilt Illusions in general, may suggest physiological explanations involving orientation selective cells in the cortex (such as in [9]), our work provide evidence for a theory that the emergence of tilt in these patterns is initiated before reaching orientation-selective cells as a result of known retinal/cortical simple cell encoding mechanisms. Our experimental results suggest that Differences of Gaussian (DoG) filtering at multiple scales has a significant role in explaining the induced tilt in Tile Illusions in general and has the potential to reveal some of the illusory cues we perceive in some Geometrical illusions in particular.

[1] Vis-CRF: A Classical receptive Field (CRF) model for simulating simple cells in our Vision

II. The Model

A. The DoG Model Specifications

It is shown by numerous physiological studies that what is sent to the cortex is a multiscale encoding of the visual scene as a result of the diverse range of the receptive field types and sizes inside the retina [6, 8, 10]. We can model the activations of the retinal/cortical simple cells by using Differences and/or Laplacian of Gaussians (DoG, LoG) introduced by vision pioneers such as Rodieck and Stone [11] and Enroth-Cugell & Robson [12]. For modelling the RFs, it is also shown that the DoG filtering is a good approximation of LoG if the scale ratio of surround to center Gaussian is close to 1.6 [13, 14].

Therefore, the RGC responses can be modeled by a DoG transformation that creates an edge map representation at multiple scales for a given pattern used in our studies [2, 3]. The fundamental ratio of the Vis-CRF model [2, 3, 15] in our study is the scale ratio of the surround to the center Gaussian in the DoG filter that referred to as Surround ratio ($s$). This parameter determines how much of each Gaussian is included inside the filter. $s = 2.0$ was typically used in our model [2, 3]. The ratio of 1:1.6 – 2.0 indicates the size of center: surround Gaussians as a typical range for modeling simple cells. (Marr and Hildreth [13] used 1:1.6 for modeling retinal GCs in general, and this ratio is used by Earle and Maskell [14] for DoG modeling specifically to explain the Café Wall illusion. Here instead of a Surround Ratio of $s = 2.0$ used in the previous reports [2, 3], we have used $s = 1.6$ [13]. In respect to the filter size, we need to make sure that the DoG is only applied within a window in which the value of both Gaussians are insignificant outside the window and to control this we use another parameter called Window ratio ($h$).

The Vis-CRF model creates a raw primal representation for Tile Illusions (patterns investigated in this research) referred to as the edge map represented at multiple scales, and for easy referral we call this output ‘EMap-DoG’ throughout the text. The model can be used for other computer vision applications that require more in depth investigation of edge information as a pre-processor, at their edge detection
stage. This is done by generating Difference/and or Laplacian of Gaussian EMaps or combinations of these for further processing. The sigma of the center Gaussian ($\sigma_c$) is the scale parameter of the model and its optimal value is dependent on the dimensions of the pattern's elements. For instance, to extract the tilted line segments along the mortar lines in the Café Wall illusion, $\sigma_c$ should be similar in size to the mortar thickness [3]. The scale parameter of the model can be fine-tuned in a way that within the diameter of the center Gaussian we can capture any object of interest with specific resolution down to 1px in an image. We leave further explanation about the scale adjustment related to the features of an object of interest in an image to another work, since this topic is related to filter design and is out of the scope of this research article. We should also note that similar to other pyramidal representation of images the EMap-DoG of our model is not very sensitive to the exact parameter setting.

We further investigate the edge maps of four variations of Geometrical illusions which consist of the Hermann Grid, Zöllner, Spiral Café Wall, and Complex Bulge illusions in Section B, to evaluate the efficiency of our low-level filtering approach for modelling the induced tilt effects we perceive in them. Then we explain more on detecting tilts from the edge maps of two illusions of the Spiral Café Wall and Complex Bulge patterns in order to quantify the tilt effects in them in Section III. Finally, in Section IV we investigate the edge maps for a sample of scenery image and explain the details about Marr's vision theory and his speculation of the primal sketch representation. The range of scale was selected empirically and we will show that the edge map results are not very sensitive to the exact parameter setting of $\sigma_c$(scale). We should be able to capture a range of fine to coarse-scale features in the visual input by the Vis-CRF model. We used the same range of scales for explaining the illusion perception of these patterns although their feature sizes may be slightly different.

B. DoG edge maps of well-known illusionary patterns

The Classical Receptive Field (CRF) is the area in which a visual stimulus evokes a charge in the firing activity of a cell, which can explain perceptual effects in illusions such as the Hermann Grid and Mach Bands [16-19]. The model output as the edge maps for four Illusions of the Hermann Grid, Zöllner, Spiral Café Wall, and Complex Bulge patterns have been provided in Figs 1 and 2 based on a fundamental ratios of $s = 1.6$ and $h = 8$ as the Surround and Window ratios in the model. Although we investigated the DoG edge maps of these patterns at fifteen different scales in our experiments ($\sigma_c = 1$ to 15 with incremental steps of 1), we presented the edge maps at every second scale (8 scales in the figures) for the sake of saving the space.

a) Hermann Grid

The classical explanation of the appearance of Grey spots in the intersections of horizontal and vertical Black bars in the Hermann Grid illusion [19, 20] is that when the retinal ganglion cells (RGCs), positioned at the crossings (intersections), the effect of inhibitory surround would be four, but when the RGC is looking at a street (Bars but not their intersections) it gets only two inhibitory patches, so it will have a
higher spike rate compared to the ones at the crossings. This was measured by Baumgartner in 1960 [21]. So inhibitory response occurs as a result of increasing the white surround in the pattern. Spillmann used the Hermann Grid stimulus to estimate the size of visual receptive fields in man and tested a modified version of that with 15 shades of grey for the bars, viewed against different uniform backgrounds to measure the contrast sensitivity of the subjects in perceiving the illusion [19]. The pattern may have the opposite arrangement compared to the investigated pattern with White bars on top of a Black background.

Fig. 1 (Left) shows the DoG edge maps in jetwhite color map [22] and in the binary form at eight different scales from $\sigma_c = 1$ to 15 with incremental steps of 2, for the Hermann Grid illusion. The pattern has a size of 512×512px with the bar widths of 17px (white squares are 89×89px). There is no tilt effect in this pattern, but the explanation for the appearance of flashing Grey spots (dots) in the intersections of Black bars which has been given in the literature is the result of lateral inhibition (LI) and ON and OFF center-surround activity of the retinal GCs. The Grey spots appear in the peripheral view of the pattern and disappear at the focal view resulting in flashing Grey spots [19, 23] while shifting our gaze on the pattern.

Our explanation considers both local and global views of the pattern at fine to coarse scale DoG edge maps, which simulate foveal to peripheral ganglion cells (GCs) in the retina. The Vis-CRF model's edge map for the pattern nicely illustrates this explanation for the appearance of Grey spots in this pattern. Looking at the jetwhite representation of the edge map, at fine scales ($\sigma_c = 1$ to 3), we see light-Blue spots appear at the intersections of bars. By increasing the DoG scale ($\sigma_c$), a transient state emerges (from light-Blue to dark-Blue spots in the intersection points of bars on the edge map). It is worth mentioning that the brightness level of these spots (dots) relates to the DoG convolution and its averaging process, as well as the position of DoG filter and its size (scale) for generating the edge map representation. The color bar on the right side of the jetwhite representations of the edge maps in Figs 1 and 2 facilitates navigation on the DoG convolved outputs (for example it shows that both light-Blue and dark-Blue are negative values, with dark-Blue being more negative). In the binary form, the appearance of spots is not as clear as in the jetwhite representation, but we see dark Grey dots at fine scales and light-Grey dots at coarse scales in the edge map simulating larger receptive fields (RFs).

Due to the simultaneous sampling of RGCs and multiscale retinal encoding of the pattern, the visual appearance of spots is not persistent and seems to flash while shifting our gaze on the pattern. At focal view to the intersections, due to very fine scale RGCs in the fovea, we get a sharp fine scale response with no spots visible in the intersections of the bars, similar to $\sigma_c = 1$ in Fig. 1 (Left) in our simulations. It seems that the final perception of the pattern is affected by our local to the global view of the pattern, highlighting the appearance of flashing Grey spots in the intersections of Black bars.

a) Zöllner illusion

The Zöllner illusion [24] consists of a series of parallel Black lines in a diagonal orientation, intersected by a pattern of short inducing line segments, alternating between horizontal and vertical along the long
parallel Black lines. These short inducing lines create an illusory percept of the long Black lines as not being parallel. The angle of short line segments to the longer lines results in this impression of converging and diverging illusory effects of long parallel lines. It has been claimed in some literature that the maximum effect is when the acute angle of inducing lines and long lines is between 15° to 30° [25]. This Geometric Illusion is regarded as one of the Café Wall illusions [26-28].

The edge maps of this pattern at multiple scales (EMap-DoGs) are presented in Fig. 1 (Right) in the jetwhite color map [22] and in the binary form with DoG scales similar to the Hermann Grid illusion on the left. The Zöllner pattern investigated has a size of 540×540px (the vertical and horizontal size/dimension of the short inducing lines are ~10px compared to the tick parallel lines which is about 20px). As the DoG edge map reveals, at fine to medium scales (σc = 1 to 7), the fine details of short inducing line segments are detected, preserving two opposite orientations of either vertical or horizontal direction along each long parallel lines (diagonal lines). As the scale increases, around scale 9, the orientation of the small line segments starts to fade and after scale 11 they are completely lost in the edge map. What we see are nearly similar wiggling lines (zigzag lines on the long diagonal parallel lines), which are the integration of DoG outputs of the short inducing line segments, joined together at these scales of the DoGs along the long diagonal parallel lines. By increasing the DoG scale to scale 15, what the DoG edge map reveals is just long slanted lines in a diagonal orientation, with no cues of intersected short inducing lines on top of them. We believe that the perception of converging and diverging of long parallel slanted lines in the pattern (with the diagonal arrangement) is the result of multiscale encoding of the retinal cells and incompatible grouping of pattern elements that happen simultaneously at different scales, which contribute to the illusory tilt perception in the pattern.

b) Spiral Café Wall

In the Spiral Café Wall illusion [29] the rows of Café Wall tiles are arranged in a circular way with mortar lines in between (like rings of tiles), and we get an impression of their arrangement as being in a spiral organization that is an illusory percept of the pattern. Fig. 2 (Left) shows the edge maps for the pattern with the size of 875×875px (σc = 1 to 15 with incremental steps of 2; the mortar lines have variations in size from subpixel to 4px). The pattern is among the complex Tile Illusion patterns compared to the Café Wall illusion [5]. Due to the circular design of the pattern, the size of tiles and mortar lines has been increased from the center to the surround region of the pattern and encoding of tiles as well as mortar lines are different from the original Café Wall pattern which consists of constant tile size and mortar size. The appearance of a complete tile on the edge map is dependent on the scale of the edge map relative to each individual tile size in a ring of tiles in this pattern. This is the same for the mortar lines as well.

What we see at fine scales of the edge map is the extraction of fine details from mortar lines to tiles edges in the pattern. The tiles are connected through mortar lines at very fine scales (σc ≤ 3). As the scale increases, we see some blending of color in the DoG output and that the mortar cues start to disconnect. As a result, the grouping of tiles by the mortar lines disappears and a different grouping of tiles starts to be revealed at scale 5 for the central tiles, and near scale 7 for the peripheral ones close to the outer
border of the pattern. The new grouping of tiles generates curved lines, from the center of the pattern to the periphery, which is thin at the center and thick at the other end. Similar groups appear around the whole pattern, moving from the center to the outer region with a slight circular rotation of a similar curved line at mid to coarse scales in the edge map. Another thing worth mentioning is the size extension of the central hole in the DoG edge map as the scale increases. All of these cues can contribute to the perception of the Spiral Café Wall rather than the circular arrangement of the Café Wall tiles in the pattern.

c) **Complex Bulge pattern**

The Complex Bulge pattern [30] consists of a simple checkerboard background and some superimposed White/Black dots on Black/White tiles, arranged in the center of the checkerboard, giving the impression of a central bulge in the pattern. The superimposed dots on their backgrounds give some impression of foreground-background percept. Different positions of dots on the textured background result in some tilt, bow or wave perceptions along the edges as well as expansion and contractions on checkers corners as noted in [31].

The edge maps of the Complex Bulge pattern with the resolution of 574×572px are presented in Fig. 2 (Right) in the jetwhite color map and in the binary form at eight scales ($\sigma_c = 1$ to 15 with incremental steps of 2). The resolution of tiles is 36×36px and for small squares/dots it is 9×9px in the pattern. At the finest scale ($\sigma_c = 1$), the DoG output reveals the fine details of the pattern including the edges of tiles and the superimposed dots. What we see at fine scales is a grouping of tiles with superimposed dots in a circular arrangement around the center. The impression of central bulge in the edge map lasts till nearly scale 5, and at this scale we see a transient state from the central bulge effect as the result of the grouping of tiles with superimposed dots to a different grouping of tiles in an X shape organization of identically colored tiles in the pattern. This grouping of tile elements persists from mid to coarse scales when the cues of fine-scale superimposed dots have been disappeared in the edge map.

Again, what we believe as the explanation of the illusory percept of the central bulge in the pattern is the simultaneous sampling of the pattern elements at multiple scales in the retinal encoding of the pattern, which results in two incompatible groupings of pattern elements which contribute to the illusory perception of a central bulge in the pattern. Based on the relative size of superimposed dots and the tiles of the checkerboard, we see the impression of central bulge very clearly for the given pattern. It is obvious that decreasing the size of superimposed dots results in less persistency of dot cues at fine scales of the DoG edge map, and a weaker illusory bulge effect at the center [31].

### iii. Detecting Tilts In The Edge Maps

The Vis-CRF model provides new insights into physiological models [6, 8, 32] as well as supporting Marr’s theory of low-level vision [13, 33]. We briefly illustrate in this section how we further analyse the detected tilted lines in the EMap-DoGs of the investigated patterns using the Hough analysis as the second stage
processing [34] on these illusions. The model's early stage output is investigated to quantify the degree of tilt using the Hough Transform [35] in place of the later higher-order cortical processing to analyse the processing of vision by the way humans do it and determine what features people see, and to use these features as a bias for computer vision learning system. Mean tilt and standard deviation of the detected tilted line segments are calculated for every scale of the edge map (for example in [34]), providing quantified predictions for these experiments with human subjects that are the priorities in our future work.

The outputs of the Hough analysis stage are presented in Fig. 3 for the Spiral Café Wall illusion, as detected houghlines shown in Green, displayed on the binary edge maps at twelve different scales. The fundamental parameters of the model are \( s = 1.6 \) and \( h = 8 \). The scale parameter \( \sigma_c \) is presented at the top of each row of the edge maps indicating the scales from left to right for the DoG-filtered outputs in the figure. The hough parameters for detecting tilt angles are provided in the figure caption. At fine scales \( \sigma_c = 0.5 \) to \( 1.5 \), we see small detected line segments connecting the tiles' edges with the mortar lines in a circular manner around the center and since the edges are dense at the central part of the pattern, the hough algorithm detects other lines with another direction from the center to the outer region, concentrated in the central part of the pattern at the finest scale \( \sigma_c = 0.5 \) which extends to the surround region as the scale increases. At scales 1.5 and 2.0, we see similar distributions of these two different lines with a circular organization around the center (connecting tiles with mortar lines) as well as small line segments whose integrations result in some kind of curved lines from the center to the periphery of the pattern, connecting tiles together in the regions where the mortar cues are disappeared in the edge map.

At medium scales \( \sigma_c = 2.5 \) to \( 4.0 \)-second row of the edge map (with modified hough parameters), we can see these lines more clearly, showing how the majority of houghlines are detected along the center to the periphery with their integration resulting in construction of curved lines from the center to the surround region of the pattern (concentrated on the central regions and up to the middle of the pattern) where the mortar cues start to fade. In the outer region of the pattern, when the mortar cues still exist in the edge map, the houghlines are detected connecting tiles with the mortar lines in nearly circular arrangements. Also, we can see the increasing size of the central hole in the edge map of the pattern by increasing the DoG scale. At coarse scales \( \sigma_c = 5.0 \) to \( 6.0 \), the integrated curved lines are extended to the border of the pattern. We have shown here that the result of the detected houghlines matches the tilt cues as they appear in the edge map of the pattern at multiple scales. This is exactly what we had aimed to find an explanation for the tilt effect in the pattern, highlighting different groupings of pattern elements at different scales of the edge map, as we can observe across multiple scales.

Fig. 4, shows the detected houghlines for the Complex Bulge pattern in Green, displayed on the binary edge map at eight scales from \( \sigma_c = 1.0 \) to \( \sigma_c = 4.5 \), with incremental steps of 0.5. The hough parameters are provided in the figure caption. As the detected houghlines show in the figure, at fine to medium scales-top row, the detection of slanted line segments on the edge map starts at scale 1.5 with their integration resulting in a central bulge from the center outwards. This is getting clearer at scale 2.0, with the detected
tilted lines around the center with an impression of bulge and then the detection of the tiles’ edges out of the central region with no superimposed dots. 31BAs the scale increases ($\sigma_c = 3$ to 4.5-second row), hough detects other line segments in nearly diagonal orientations (positive and negative), originating at the center whose integration results in an X shape grouping of these lines. Again our proposed hough analysis correctly detects the tilt cues as they appear in the DoG edge map of this pattern at multiple scales. For the psychophysical experiment in our future work (to validate the result of the Vis-CRF model) we are going to design a Matlab script to predict the angle of tilt within a local region of the pattern with user testing options.

Iv. Relation To Marr’s Model

The description of simple cells in Hubel and Wiesel's [36] work described as the bar- or edge-shaped receptive fields led to a view of the population of feature detectors of edges and bars of various widths and orientations in the cortex explained by Barlow [37]. On the other hand, Campbell and Robson's [38] experiments presented images in parallel with a number of independent orientation and spatial frequency-tuned channels, highlighted a different perspective in which the visual cortex performs a kind of spatial Fourier analysis [13]. Considering these two views, Marr and Hildreth note that none of these approaches can provide any direct information about the goals of the early analysis of an image [13].

Marr and Hildreth emphasized that “the purpose of early visual processing is to construct a primitive but rich description of the image that is to be used to determine the reflectance and illumination of the visible surfaces and their orientation and distance relative to the viewer” [13- pp.188]. Marr and his colleagues introduced the first primitive descriptor of the image as the primal sketch [39] that is formed in two parts: (1) Intensity changes using edge segments, bars, blobs and terminations referred to as raw primal sketch. (2) Geometrical relations, with more abstract tokens by selecting, grouping, and summarizing the raw primitives in various ways. These two results in a hierarchy of descriptors, covering a range of scales, referred to as full primal sketch of an image.

In Marr's theory of edge detection [13], in order to detect the intensity changes over a wide range of scales for natural images, they used the second derivative of Gaussian filter (LoG) which does not need to be orientation-dependent. The intensity changes in each of the channels are then presented by zero-crossing segments which are oriented primitives. Marr and Hildreth further noted that the zero crossing segments from different channels are not independent and in the image description they should combine.

They also demonstrated how the aggregate response of a group of ON- and OFF- receptive fields can produce the directional selectivity properties in the response. They noted: “If P presents an ON-center Geniculate X-cell receptive field, and Q, an OFF-center one, then if both are active, a zero-crossing Z is the Laplacian passing between them. If they are connected to a logical AND gate, as shown, then the gate will ‘detect’ the presence of the zero-crossing. If several are arranged in tandem, as in (b) and also connected by logical ANDs, the resulting operation detects an oriented zero-crossing segment within the orientation bounds given roughly by the dotted lines. This gives our most primitive model for simple cells.
Ideally one would like gates such that there is a response only if all \((P, Q)\) inputs are active, and the magnitude of the response then varies with their sum” [13-Fig. 9 Caption].

In comparison to Marr's and Hildreth's edge descriptor based on finding the zero-crossing segments of the LoG filtered output, we have implemented a DoG approximation to it with a specified scale ratio of the Gaussians as described by them \((\sigma_i / \sigma_e = 1.6 [13]; \text{ which is the fundamental parameter of the model where } i \text{ is inhibitory/surround, and } e \text{ is excitatory/center})\). The binary edge map in our simulations is quite similar to the LoG output of Marr's and Hildreth's model prior to finding the zero-crossings. Fig. 5 shows the DoG edge map of the Vis-CRF model for a sample scenery image at only four scales, \(\sigma_c = 3\) to 12 with incremental steps of 3. The range of the DoG scales is selected empirically in this experiment in a way to capture nearly a full range of fine to medium scale features from the image. The simulation results show that the model output is not very sensitive to precise parameter setting. To extract an optimized and rich edge descriptor, we can use Logan's theorem (1977) as described by Marr and Ullman [40] to find the zero crossing of one-octave bandpass signals [13].

We want to note that Marr's theory of edge detection based on modelling the activations of simple cells can not only define a primitive rich descriptor for the visual scenery in our field of view, but also it can reveal some of the illusion effects we perceive in some Geometrical illusions as the results of simple cells processing. The edge map representation in our simulations is consistent with Marr's theory of vision and his speculation of the simple cells encoding to include directional selectivity properties in the edge map. The simulation results show how a group activation of simple cells can encode tilt effects in Tile Illusions, which commonly assumed as the result of the orientation selectivity properties of more complex cells, and also some illusion cues we see in Geometric Illusions.

V. Conclusion

The current models for Geometrical illusions are quite complicated and more research is needed to improve models of vision while directing them towards less sophisticated and more bioplausible detection of visual cues and clues. We believe that further exploration of the role of simple Gaussian-like models [13, 41, 42] in low level retinal processing, and Gaussian kernels in early stage DNNs [43], and its prediction of loss of perceptual illusion will lead to more accurate computer vision techniques and models and can potentially steer computer vision towards or away from the features that humans detect. These effects can, in turn, be expected to contribute to higher-level models of depth and motion processing and generalized to computer understanding of natural images.

As Marr and Hildreth described how a group activations of ON- and OFF- receptive fields can encode the directional selectivity in the aggregate response of these cells, we have shown this for the illusory tilts we perceive in Tile Illusions in general and some illusion effects in other Geometric Illusions such as the Hermann Grid and Zöllner illusion in particular. Based on the experimental results we note that more sophisticated models of non-classical receptive fields (nCRFs) with anisotropic filters such as [9] are not essential to reveal the illusion effects in these patterns, although we should note that for the final
perception of these illusory tilts and the integration of the local tilt cues, higher level cortical processing by more complex cells is required. We also showed that in all these illusions investigated, two or more incompatible groupings of pattern elements arise simultaneously in their edge maps as a result of our local and peripheral views of these stimuli. That is a major factor which contributes to the induced tilt in these illusions.

We suggest that for complex Tile Illusions with inducing tilt effects and a broader range of Geometrical illusions similar to the investigated patterns that contain a diverse range of tilt and brightness/contrast cues, some kind of fusion of multiscale (local and global) representations of the input pattern will be required, considering the focus point (change of illusory effect with saccade) as well as a holistic view of the pattern for a complete explanation. A psychophysical assessment of the model predictions will also help the design of an analytical model to search for different visual clues in natural or illusion patterns similar to our visual processing.
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**Figures**
Figure 1

(Left) - Top: Hermann Grid illusion, framed in Yellow on top, Middle and Bottom: The DoG edge maps (EMap-DoGs) of the pattern at eight different scales from left to right and top to bottom ($\sigma_c = 1$ to 15 with incremental steps of 2), presented first in the jetwhite color map (in the middle), and then in the binary form (at the bottom). The investigated pattern has a size of 512×512px, with bar widths of 17px. (Right) - Zöllner illusion on top followed by the DoG edge maps of the pattern at eight different scales, in the jetwhite color map (in the middle), and in the binary form (at the bottom). The investigated pattern has a size of 540×540px. $s = 1.6$, $h = 8$ (Surround and Window ratios respectively) are constant in the DoG model (Vis-CRF).
Figure 2

(Left) - Top: Spiral Café Wall illusion, framed in Yellow on top, Middle and Bottom: The DoG edge maps of the pattern at eight different scales from left to right and top to bottom ($\sigma_c = 1$ to 15 with incremental steps of 2), presented first in the jetwhite color map (in the middle), and then in the binary form (at the bottom). The investigated pattern has a size of 875×875px. (Right) - Complex Bulge pattern on top followed by the DoG edge maps of the pattern at eight different scales, in the jetwhite color map (in the middle), and in the binary form (at the bottom). The investigated pattern has a size of 574×572px. The fundamental parameters of the Vis-CRF model are $s = 1.6$, $h = 8$ (Surround and Window ratios respectively).
Figure 3

Edge/tilt detection for the Spiral Café Wall illusion from their edge maps at multiple scales. Tilt detection for the stimulus ($\sigma_c = 0.5$ to 6.0 with incremental steps of 0.5) with hough parameters of FillGap=5, MinLenght = 50 (1st row) and FillGap = 5, MinLenght = 100 (2nd and 3rd Row). Crosses mark start (yellow) and end (red). The fundamental parameters of the model are $s = 1.6$, and $h = 8$.

Figure 4

Edge/tilt detection for the Complex Bulge pattern from their edge maps at multiple scales. Tilt detection for the stimulus ($\sigma_c = 1$ to 4.5 with incremental steps of 0.5) with hough parameters of FillGap = 5, MinLenght = 50 (1st row) and FillGap = 10, MinLenght = 100 (2nd row). Crosses mark start (yellow) and end (red). The fundamental parameters of the Vis-CRF model are $s = 1.6$, and $h = 8$. 
Figure 5

The DoG edge map presented at four different scales ($\sigma_c = 3$ to 12 with incremental steps of 3) for a sample of natural image. The image size is 2250×1570px, and the fundamental parameters of the model are $s = 1.6$, $h = 2$.
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