Emotions are a central driving force of activism; they motivate participation in movements and encourage sustained involvement. We use natural language processing techniques to analyze emotions expressed or solicited in tweets about 2020 Black Lives Matter protests. Traditional off-the-shelf emotion analysis tools often fail to generalize to new datasets and are unable to adapt to how social movements can raise new ideas and perspectives in short time spans. Instead, we use a few-shot domain adaptation approach for measuring emotions perceived in this specific domain: tweets about protests in May 2020 following the death of George Floyd. While our analysis identifies high levels of expressed anger and disgust across overall posts, it additionally reveals the prominence of positive emotions (encompassing, e.g., pride, hope, and optimism), which are more prevalent in tweets with explicit pro-BlackLivesMatter hashtags and correlated with on the ground protests. The prevalence of positivity contradicts stereotypical portrayals of protesters as primarily perpetuating anger and outrage. Our work offers data, analyses, and methods to support investigations of online activism and the role of emotions in social movements.

**Significance**

In a corpus of 34 million tweets about Black Lives Matter from June 2020, although negative emotions, like anger and disgust, occur commonly, positive emotions, like hope and optimism, are more prevalent in tweets with pro-BlackLivesMatter hashtags and significantly correlated with the presence of on the ground protests. These results contrast “angry Black” stereotypes and portrayals of protesters as perpetuating anger and outrage. This work demonstrates how natural language processing techniques can shed insight into social movements and counter harmful stereotypes, and also, it offers methodology for extracting social meaning from text data.
as violent angry “thugs” have long been used to derail civil rights activism (14).3 Analyzing emotions in tweets about protests can provide evidence refuting these types of negative portrayals.

However, measuring emotions is nontrivial, and computational models that overestimate expressions of emotions, like “anger,” can reinforce negative stereotypes. Previous examinations of emotions and affect expressed in tweets about the Black Lives Matter movement have relied on lexicon (Linguistic Inquiry and Word Count, LIWC) scores (3), and analyses of other protest events have similarly relied on lexicon-based approaches (15, 16). While recent research has led to the development of more powerful deep learning–based models and annotated datasets, these models nevertheless are prone to overfitting to shallow lexical cues and often perform poorly in new domains (17–19). Thus, in this work, we leverage recent natural language processing (NLP) techniques, including in-domain pretraining and few-shot learning, to improve emotion analysis model performance across domains in an easily adaptable framework. We evaluate our model using two annotated datasets of emotion classification in two different domains, Reddit and Twitter, and for six different emotion categories: anger, disgust, positivity, surprise, fear, and sadness (20).

We ultimately use our model to examine emotion trends in a dataset we collected containing ~34 million tweets related to the Black Lives Matter movement. In examining estimated perceived emotions over time, in tweets with specific hashtags, and in comparison with on the ground protests, our results consistently identify the prominence of positivity (e.g., pride, optimism, excitement), which supports social theories about the importance of emotions like hope and pride and offers evidence countering “angry Black” stereotypes.

Results

Data. Our primary corpus consists of tweets about Black Lives Matter. We gathered English tweets posted between 24 May and 30 June 2020 using the Twitter search API. SI Appendix, section 1 contains the full list of terms used for data collection, which includes terms likely to be used by both supporters and critics of the Black Lives Matter protests. Our final dataset, which we refer to as #BLM2020, consists of 250 million tweets (34.7 million excluding retweets) by 18.9 million users. Fig. 1 presents the volume of tweets and users through the time span. There is high Twitter engagement in the first 10 d followed by a slow decrease

Detecting Emotions Expressed in Tweets. In order to analyze emotions expressed in #BLM2020, we develop and evaluate models for identifying six emotion categories: anger, disgust, fear, positivity, surprise, and sadness, which are the primary core emotions according to Ekman’s taxonomy (20). This approach assumes that emotions identified by annotators in tweets can be represented in discrete categories, and taking a psychological constructionist perspective of measuring emotions [e.g., focusing on the dimensions of valence and arousal (21–23)] may have different results (24). We follow prior work in considering these six Ekman emotions to be supersets of finer-grained emotions (18):

- anger: anger, annoyance, disapproval, and rage;
- disgust: disgust, loathing, and boredom;
- fear: fear, nervousness, vigilance, and apprehension;
- positivity4: amusement, approval, excitement, gratitude, love, optimism, relief, pride, admiration, desire, caring, acceptance, anticipation, serenity, trust, and ecstasy;
- surprise: realization, confusion, curiosity, amazement, and distraction; and
- sadness: disappointment, embarrassment, grief, remorse, and pensiveness.

Throughout this work, we treat emotions as nonexclusive (e.g., a tweet may contain both anger and sadness). We also aim to capture emotions that Twitter users choose to express or solicit on the platform, which may not reflect their actual emotional state, and we discuss this distinction in our analysis.

Traditionally, social scientists have used lexicon-based approaches to measure emotions in tweets, determining whether or not a tweet expresses anger based on whether or not it contains any words from a list of “angry” words. While lexicon-based approaches remain popular because of their ease of use, they can be brittle and fail to adapt to new domains. Word connotations change in different contexts (21), particularly in protest movements, which often aim to subvert the status quo. For example, the National Research Council Canada (NRC) Word-Emotion Association Lexicon (EmoLex), which contains words associated with eight emotions, associates “police” with fear, positive, and trust, which are contradictory to the connotations of “police” in protests against police brutality (15, 25). More recently, machine learning–based NLP models have outperformed traditional lexicon approaches at identifying affect in text (18, 19, 26, 27). Neural models are trained on annotated datasets and used to infer affect in unseen text. However, a model trained on a precollected dataset may still perform poorly on data from a different domain where connotations differ. Collecting new
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3Ekman’s taxonomy refers to this dimension as “joy” but defines it as encompassing all positive emotions (20). We use the term “positivity” instead of “joy” throughout this work to reflect the breath of emotions encompassed by this dimension and avoid suggesting that happiness is a dominant emotion in #BLM2020.
annotated datasets for every domain of interest is prohibitively time consuming and expensive, especially for tasks that require in-domain knowledge or involve subjective judgements.

Instead, we take a domain adaptation approach: given a set of source data annotated for perceived emotional content (for example, tweets with binary present/not present labels for emotions, like anger, surprise, and fear), our goal is to infer emotion labels for a set of target data from a different domain using explicit methods to adapt the model to this new domain. Different domains could include text about a different event or from a different social media platform. Domain adaptation allows us to reuse annotated datasets rather than collecting new annotated data for every domain of interest. We train and evaluate a base classifier for inferring emotions with two variants of domain adaption: Base classifier (BASE). In the simplest setting, we train a prediction model over the annotated source data and infer labels on the target data without any explicit domain adaptation. We specifically use a pretrained language model (Bidirectional Encoder Representations from Transformers, BERT) fine-tuned over the source data (details are in Materials and Methods).

Task-adaptive pretraining (+TGT). NLP has recently seen large performance improvements through masked language model pretraining: models are pretrained by optimizing them to predict words that have been obfuscated from input sentences (28). The same model can then be fine-tuned for a specific task. Following prior work, we use masked language model pretraining over unannotated sentences from the target data to encourage domain adaption and then, fine-tune the model to infer emotions using the annotated source data, as in BASE (19, 29, 30).

Few-shot learning (+FSL). While collecting a large annotated dataset for every new domain can be infeasible, collecting annotations over a small number of in-domain labeled data is often practical. In this model, we fine-tune the classifier over small sets of annotated target data (300 instances), after training over the larger source dataset.

Our primary training data are drawn from two sources, GoEmotions and HurricaneEmo (18, 19). GoEmotions consists of 58,000 English Reddit comments manually labeled for emotion categories or neutral (18). We randomly divide these data into train (80%), validation (10%), and test (10%) splits. HurricaneEmo consists of 15,000 English tweets about hurricanes annotated for 24 emotions according to Plutchik's scheme (19, 31), which we map to the Ekman scheme (described in SI Appendix, section 2). The original dataset provided a different train-test split for each emotion; thus, we created our own instance-level data split of train (70%), validation (10%), and test (20%). To facilitate few-shot learning and evaluation, we additionally collect emotion annotations over 700 randomly sampled tweets from #BLM2020 using the six Ekman emotions, and we use 300 as training data, 100 as development data, and 300 as test data. We provide further details in Materials and Methods and SI Appendix, section 2.

Fig. 2 shows evaluation results over the annotated #BLM2020 test data, where we use both GoEmotions and HurricaneEmo as training data and use 300 of the annotated #BLM2020 for few-shot learning. We provide additional validation metrics over larger test datasets in SI Appendix, section 3.

In addition to classification models, we provide LIWC as a baseline since it is a popular dictionary-based analysis method and has previously been used in analyzing tweets about Black Lives Matter (3, 32). We map the LIWC dimensions of “anger,” “positive emotion,” and “sadness” to anger, positivity, and sadness, respectively, since they are the only emotions that directly map to LIWC dimensions, and we map the floating-point scores produced by LIWC to binary labels using the best-performing threshold over the validation dataset.

The machine learning classifiers generally outperform LIWC, few-shot learning brings a large performance improvement, and +TGT+FSL achieves the best overall performance. As +TGT+FSL outperforms other models, we use it to obtain perceived emotion labels for all tweets in #BLM2020, which we analyze in the following section. We generally focus our analysis on the emotions that our model identified with highest F1 and that had the highest interannotator agreement in our annotated data (reported in SI Appendix, section 2): anger, disgust, and positivity. Performance of the +TGT+FSL model is poor for sadness in Fig. 2; however, sadness is very sparse in the #BLM2020 test set, and +TGT+FSL outperforms other models when evaluated over a larger test set (SI Appendix, section 3). In contrast, surprise has poorer model performance and lower interannotator agreement over all test sets. Thus, we avoid extended discussion of this emotion, although we do display metrics for all emotions.

Analysis of Emotions in #BLM2020. We first use our inferred emotion labels to examine how emotions expressed in #BLM2020 change over time and with different hashtags. Because retweets are not written independently nor displayed as separate posts to Twitter users and because we do not expect model performance to be reliable over very short tweets, we exclude retweets and tweets with fewer than five tokens, leaving 34.1 million tweets for analysis. Given critique of Ekman’s taxonomy (33–35) and the potential for classifier error, we provide analysis metrics using sentiment models and probabilistic aggregation in SI Appendix, sections 6 and 7. We also provide anonymized examples from our data and additional visualizations in SI Appendix, section 5 and a comparison with tweets from 2012 to 2015 in SI Appendix, section 8.

Changes in emotions over time. In Fig. 3, we plot the percentage of tweets that contain each emotion over time estimated using our model. Although positivity captures a broader range of emotions than anger, anger is the most prevalent emotion throughout, consistently occurring in >40% of tweets. Positivity and disgust are also prevalent, with positivity gradually decreasing over time, while anger and disgust gradually increase after an initial peak. A small peak in sadness occurs early on but is quickly eclipsed. A peak in fear occurs from Sunday 31 May to Monday 1 June, directly following the first weekend of protests (see Fig. 6).

Anger and positivity have a strong negative correlation over time (−0.79), while anger and disgust have a strong positive one (0.69). We also note that annotators who labeled emotions in #BLM2020 described anger and disgust as difficult to distinguish in this setting (Materials and Methods), which is consistent with the identification of “moral outrage” as involving anger and disgust (36).
Fig. 3 presents emotions over the entire dataset, which contains tweets both supportive of the Black Lives Matter movement and opposed to it. Thus, it provides no insight into how emotions are directed and does not distinguish between, for example, protesters’ anger and anger at protesters. In Fig. 4, we display emotion levels only for tweets that contain a pro-BLM hashtag (defined in SI Appendix, section 1). Over a subset of ~600 tweets that annotators labeled for stance (SI Appendix, section 2), using these hashtags to recover tweets annotated as “pro-BLM” obtained a precision of 82.7% and a recall of 29.4%. In Fig. 4, the initial peak in sadness is even more apparent as is the high peak of anger, both of which predate the first weekend protests. Positivity rises shortly before the first weekend and continues through the second weekend before declining. A later peak in positivity occurs on 19 June 2020, which is Juneteenth, a holiday celebrating the emancipation of people who had been enslaved in the United States. On this day, #Juneteenth was the second-most common hashtag in the total dataset after #BlackLivesMatter.

Common hashtags for each emotion. In Table 1, we report hashtags that are most overrepresented in tweets that our model identifies as containing each emotion, calculated using log odds with a Dirichlet prior (37). These hashtags are highly indicative of the predicted emotions. Tweets labeled with positivity commonly contain #love and #pride; tweets labeled with sadness contain #sad and #RIP. Importantly, hashtags associated with the same emotions often reflect opposing viewpoints; tweets labeled with anger frequently contain both #MAGA (Donald Trump’s campaign slogan) and #TrumpResignNow. In SI Appendix, section 5, we additionally provide associated hashtags when the data are divided into tweets with pro-BLM and anti-BLM hashtags, as well as word clouds of words associated with each inferred emotion.

Emotions by keywords. Fig. 5 shows the percentage of tweets our model identifies as containing each emotion, where tweets are divided as containing pro-BLM hashtags, anti-BLM hashtags, terms related to police, and terms related to protests as enumerated in SI Appendix, section 1. In all cases, positivity, anger, and disgust occur much more than fear, sadness, and surprise. Both positivity and sadness occur more often in tweets with pro-BLM hashtags than in any of the other subsets. Notably, anger and disgust are lower in tweets with explicitly pro-BLM hashtags than in tweets with explicitly anti-BLM hashtags, while positivity is higher. As users often use hashtags to engage in public narratives and direct content to particular streams (38), these data offer counterevidence to the narrative of BLM protesters as angry “thugs”. There is more positivity and less anger and disgust in tweets with pro-BLM hashtags (i.e., that are explicitly directed toward streams about the movement) than in tweets discussing these events more generally, including tweets with reactionary #AllLivesMatter hashtags. The highest percentage of anger occurs in tweets mentioning police, which encompass both anger over police brutality and calls for reform as well as reactionary pro-police posts expressing anger at protesters. The highest percentage of fear occurs in tweets mentioning protests, which capture direct references to events that occurred during protests, like aggressive police responses.

Correlations between Emotions in Tweets and on the Ground Protests. Finally, we compare tweet volume and emotions with the volume of on the ground protests during the same time period. To estimate on the ground protests, we use data collected from two sources: The Armed Conflict Location & Event Data Project (ACLED) (39) and the Crowd Counting Consortium (CCC) (40). The ACLED contains records of political violence, demonstrations, and strategic developments across the United States. Entries are hand coded by ACLED researchers and based on media reports by 2,400 sources. The CCC contains records of political crowds reported in the United States, including marches, protests, strikes, demonstrations, riots, and other actions, and is maintained by a dedicated project manager and research assistants.

Fig. 6 shows the number of protests across the United States per day as reported by the ACLED and the CCC. Data from both sources show similar patterns, although the CCC consistently reports slightly more protest events than the ACLED. The first peak in protests occurs from 30 May 2020 to 31 May 2020, the weekend directly following George Floyd’s death. The highest peak in Twitter activity occurs after this weekend, which may suggest how early protests called attention to George Floyd’s death. The peak volume of protests occurs after the highest peak
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6Precision and recall for using anti-BLM hashtags to recover anti-BLM stances are 62.5% and 4.5%, respectively, and we caution that these results reflect the use of these hashtags, not necessarily stance.

8Information is available at https://acleddata.com/special-projects/us-crisis-monitor/.

9Information is available at https://sites.google.com/view/crowdcountingconsortium/home.
Table 1. Most common hashtags for tweets labeled for each emotion computed using log odds with a Dirichlet prior (37)

| Emotion       | Hashtags                                                                 |
|---------------|--------------------------------------------------------------------------|
| Anger         | BreonnaTaylor, Trump, Racist, MAGA, TrumpResignNow, DefundThePolice       |
| Disgust       | PoliceBrutality, ACAB, Love, Racist, Trump2020, RacistinChief, MinneapolisRiots |
| Positivity    | Positivity, BlackLivesMatter, Rendell, RedefineAmerica, Democrats         |
| Surprise      | Surprise, BlackLivesMatter, AllLivesMatter, RIP                          |
| Sadness       | Sadness, BlackLivesMatter, RIP, NYCProtests, DefundThePolice             |
| Fear          | Fear, BlackLivesMatter, RIP, NYCProtests, DefundThePolice               |

Emotion categories are drawn from Ekman's taxonomy (20) and inferred using a neural classification model with domain adaptation components (+ TGT + FSL). Hashtags are deduplicated after case normalization.

in Twitter activity on 6 June 2020, the second Saturday. While definite conclusions cannot be drawn from these few data points, this pattern suggests a possible symbiotic relationship between online and offline protests; the first peak of in-person protests encouraged increased engagement on Twitter, which in turn, resulted in even more protests the following weekend. After this weekend, the volume of protests steadily declines, with regular peaks on subsequent weekends.

While protests broke out across the United States, they were more widespread and lasted longer in certain areas than in others, which allows us to compare emotions expressed on Twitter and on the ground protests by comparing tweets by users in different locations. We identified location for users in our dataset based on the user-populated location string in their profiles (details are in SI Appendix, section 4). This value was nonempty for 62.36% of users in our dataset, and we were able to map 20.66% of users to a US state and 12.3% of users to US cities listed in the ACLED data.** Our results in this analysis are limited to users who specified locations in their Twitter profiles, and we cannot conclude how well they generalize to users who did not, although prior work has suggested that geolocated tweets provide accurate measures of protest events, even though geolocation data are typically sparse (41–43).

In Tables 2 and 3, we show the Pearson correlations between the number of protests in each city or state and the percentage of tweets containing each emotion as measured by our model for tweets posted by users in those locations. Because we can expect larger and more populous states to have more protests, we normalize the number of reported protests in each state by the number of counties in the state (a US administrative/political/geographic subdivision of a state with some level of governmental authority),...
obtaining county counts from US Census data reported by SafeGraph.†† We believe that counties are a reasonable normalization term because they reflect factors that influence protests, which typically take place in a single geographic area and are often targeted toward local government. At a city level, where we do not expect as substantial geographic barriers and given the importance of size in social movements (44, 45), we weight protest events by ACLED and CCC size estimates in order to compute total protest volume (SI Appendix, section 4 has details and discussion).

At both the city and state levels, positivity is positively correlated with more protest events, and anger, disgust, and sadness are negatively correlated. Fear is additionally positively correlated at a city level. Importantly, our results demonstrate geographic correlations, not temporal ones. We cannot distinguish if expressions of positivity precede protests and are thus predictive of on the ground activism or if they are reactionary (posted during or after a protest). Given the potential misuses of technology for predicting protests [actors have sought to discourage collective action, destabilize movements, or promote polarization (46, 47)] as well as the nonlinear temporal trends in our data (Fig. 6) (protest volume declines over time with spikes on weekends), we do not compute temporal trends or make any attempt to predict protest or tweet volume.

Discussion

Political and social psychology research has identified anger as a politically motivating emotion using survey data, laboratory experiments, and theoretical analyses in protest movements and political involvement generally (48–50) as well as specifically for Black people (51–53). Our results do not directly contradict this research, in that we do find anger and disgust as the most commonly expressed emotions in our dataset, and also, we see initial peaks in these emotions (Fig. 3). However, we find that these emotions are negatively correlated with in-person protests (Tables 2 and 3), whereas positivity is positively correlated. This difference in result from prior work could result from differences between actual emotional state and what users choose to post on Twitter. Negative stigma around angry Black people could disincentive people from posting expressions of anger or disgust on Twitter (54). Additionally, as we focus on geographic rather than temporal relations, our model captures emotions expressed before, during, and after protests, and feelings of camaraderie and pride resulting from protests could outweigh other emotions expressed on Twitter.

Relatedly, our results also show positive correlations between fear and protests at a city level, which seemingly contradict prior identification of fear, anxiety, and sadness as dispiriting emotions that deter political engagement (8, 9, 55). However, both sadness and fear are uncommon in our data, which is consistent with these theories, as posting on Twitter is itself an act of engagement and people feeling sadness or fear may choose not to post at all. An examination of the relatively small percentage of tweets that our model does identify as reflecting fear suggests that they often focus on events specifically related to protests, including community monitoring of police activity, like severe crowd control tactics during protests (references to “ScannerDuty” in Table 1 and a higher prevalence of fear in tweets referring to protests in Fig. 5). These results are consistent with the discussion of fear in the analysis in ref. 50 of Arab Uprisings, which notes that protesters express fear and suggests that identifying conditions under which people press on despite fear is more relevant than identifying conditions under which fear disappears. Unlike fear, sadness is negatively correlated with protest activity, which is consistent with prior identification of this emotion as dispiriting (48, 50, 55).

Overall, our results consistently identify the role of positive emotions in Black Lives Matter social media posts. In addition to the correlations with on the ground protests, tweets with pro-BLM hashtags contain more positivity than other tweets in our dataset, such as ones with anti-BLM hashtags. These results support social psychology theories suggesting that positive emotions are an important component of social movements (8, 9). While outrage and anger can encourage people to become involved, participants must also have optimism and hope for change, or they will not have the motivation to act (8, 11). Similarly, joy and camaraderie (e.g., feeling affective bonds as a member of a group) encourage sustained involvement (8, 9). Our findings additionally also offer evidence countering the narrative of protesters as perpetuating anger. However, our analysis is limited to specifically tweets from June 2020, and we cannot conclude how they may generalize to other data sources or time periods, especially given that our work highlights the importance of context in emotion analyses.

Prior work on the Black Lives Matter movement has also examined emotions. One study uses LIWC lexicons to measure several dimensions, including positive/negative affect, anger, anxiety, sadness, and swear, in a dataset of tweets about Black Lives Matter protests in 2014 and 2015 (3). The authors find that
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Fig. 6. Volume of US protests and collected tweets. Protest data are drawn from the ACLED (39) and the CCC. Twitter data are collected in this work.

Table 2. Pearson correlations between the percentage of tweets with each emotion and the number of protests in each state

| Emotion | CCC       | ACLED     |
|---------|-----------|-----------|
|         | P value   | P value   |
| Anger   | 0.0072    | 0.0020    |
| Disgust | 0.1869    | 0.0356    |
| Joy     | 0.0004    | 0.0003    |
| Surprise| 0.0267    | 0.2009    |
| Fear    | 0.8867    | 0.4517    |
| Sadness | 0.1435    | 0.0040    |

Tweets are associated with US states based on locations listed by users in their profiles, where 20.66% of users were aligned to states. Emotion categories are drawn from Ekman’s taxonomy (20) and inferred using a neural classification model with domain adaptation components (+TGT+FSL). Protest data are drawn from two initiatives: the ACLED and the CCC.
We experimented with multiclass classification, but we found little difference in the mean pooled representation of all input tokens. We train one classifier to append a two-layer feed-forward neural network on top of BERT, which takes RoBERTa (A Robustly Optimized BERT Pretraining Approach) (19, 28, 58). We outperformed other models, such as convolutional neural networks and BERT as the base network. In emotion classification, BERT has consistently shown higher accuracy compared to other models, as indicated by the error bars (Fig. 6) that represent the 95% confidence intervals. Results are averaged across 10 random seeds, and the error bars indicate the 95% CIs.

Fig. 7. F1 scores of emotion classifiers on HurricaneEmo test data using GoEmotions and varying numbers of few-shot training samples from HurricaneEmo as training data. Results are averaged across 10 random seeds, and the error bars indicate the 95% CIs.

### Materials and Methods

**Model Setup.** Our primary classifier for identifying emotions uses pretrained BERT as the base network. In emotion classification, BERT has consistently outperformed other models, such as convolutional neural networks and RoBERTa (A Robustly Optimized BERT Pretraining Approach) (19, 28, 58). We append a two-layer feed-forward neural network on top of BERT, which takes the mean pooled representation of all input tokens. We train one classifier per emotion, which makes each task a binary classification task. We also experimented with multiclass classification, but we found little difference in performance and ultimately, use single-class models to ensure that any identified correlations between emotions are not model artifacts. For BERT’s hyperparameters, we used the BERT base model from the transformers library (59).

The models are optimized using the AdamW optimizer with cross-entropy loss. Ref. 60 reports that source performance on validation set is often uncorrelated with target validation performance and suggests using the target validation set for model selection even in the zero-shot setting. Following this suggestion, we used the validation split of HurricaneEmo to choose the final model in both zero-shot and few-shot learning settings. More details about the data preprocessing, model, and hyperparameters can be found in SI Appendix, section 2.

**Few-Shot Training Data Size.** In order to finalize the +FSL model, we use GoEmotions with small subsets of HurricaneEmo as training data and HurricaneEmo as test data to experiment with different in-domain dataset sizes. Fig. 7 reports results. Unsurprisingly, performance improves as the size of the in-domain training data increases. However, the rate of improvement is not standard for all emotions. Prediction of positivity changes little with increasing dataset sizes, while prediction of disgust shows the greatest changes. The steepest rate of improvement occurs between 0 and 256 data points, after which we see diminishing returns for most emotions. Based on these results, we fix the in-domain dataset size for the +FSL models to 300 and annotated 700 instances from #BLM2020 to facilitate few-shot learning and evaluation.

**#BLM2020 Annotations.** We collected an initial set of annotations over 400 tweets from #BLM2020; this was conducted by five volunteers who were living in the United States throughout the time period in our dataset. In the annotation instructions, annotators were provided with all subemotions used in GoEmotions for each high-level emotion (listed in Detecting Emotions Expressed in Tweets) and asked to select all the emotions that occurred in the tweet, either expressed by the author or solicited in the reader. For each tweet, we collected two independent judgments. If the two annotators disagreed on any label, a third independent annotation was collected. In order to ensure annotation quality in our test set, we revised the annotation scheme based on feedback from the initial annotations and collected annotations over an additional 300 tweets from six annotators, where each tweet was annotated by all six annotators. We report additional details, including instructions provided to annotators and agreement over each emotion in SI Appendix, section 2. Over the test set, Krippendorff’s α is ≥0.49 for all emotions, except surprise (0.26) and sadness (0.35), and interrater correlation is >0.5 for all emotions. Agreement for surprise and sadness is likely lower than other emotions due to the rareness of these emotions in our data. Given the subjective nature of emotions and that we avoid directing annotators on how to annotate particular types of tweets to avoid unduly influencing results, some disagreement is expected over these data. Agreement over our dataset is higher than the agreement reported for GoEmotions (18).

**Data, Materials, and Software Availability.** Code has been deposited in GitHub (https://github.com/chan0park/BLM-emotions) (61). Following feedback from reviewers of our initial submission as well as in accordance with Twitter terms of service, the tweet identifications for tweets used in this study will be made available for the purposes of academic research only upon request. To preserve anonymity as much as possible, they will not be posted publicly.
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**Table 3. Pearson correlations between the percentage of tweets with each emotion and the number of protests in each city**

| Emotion | CCC | P value | ACLED | P value |
|---------|-----|---------|-------|---------|
| Anger   | −0.22 | 0.0001  | −0.28 | 0.0000  |
| Disgust | −0.21 | 0.0001  | −0.27 | 0.0000  |
| Joy     | 0.23  | 0.0000  | 0.26  | 0.0000  |
| Surprise| −0.04 | 0.4534  | −0.09 | 0.1009  |
| Fear    | 0.16  | 0.0040  | 0.18  | 0.0012  |
| Sadness | −0.27 | 0.0000  | −0.18 | 0.0009  |

Tweets are associated with US cities based on locations listed by users in their profiles, where 12.3% of users were aligned to cities. Emotion categories are drawn from Ekman’s taxonomy (20) and inferred using a neural classification model with domain adaptation components (+TGT+FSL). Protest data are drawn from two initiatives: the ACLED and the CCC.
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anger tends to decrease over time, while friends and social tend to increase, supporting the theory that anger and outrage may cause initial participation but that joy and camaraderie facilitate sustained involvement. They also find that high negativity and sadness but low anger and anxiety on Twitter are predictive of an increased volume of future protests. Beyond language and emotion in Black Lives Matter tweets, other work has examined the motivations and identities of individuals involved, including the prominence of female activists (1), the demographics of Twitter users (56), the roles that activists take (5), communication networks and widely shared content (4), estimations of violence using images (57), and the broader implications of social media activism (6).

While our analysis focuses on tweets about Black Lives Matter, our methodology can be used in other settings, requiring only a small annotated set of in-domain data for fine-tuning and evaluation. These analyses and methodologies can enhance understanding of social movements, providing information to social scientists and activists.
