Nonlinear hydrodynamical evolution of eccentric Keplerian discs in two dimensions: validation of secular theory
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ABSTRACT

We perform global two-dimensional hydrodynamical simulations of Keplerian discs with free eccentricity over thousands of orbital periods. Our aim is to determine the validity of secular theory in describing the evolution of eccentric discs, and to explore their nonlinear evolution for moderate eccentricities. Linear secular theory is found to correctly predict the structure and precession rates of discs with small eccentricities. However, discs with larger eccentricities (and eccentricity gradients) are observed to precess faster (retrograde relative to the orbital motion), at a rate that depends on their eccentricities (and eccentricity gradients). We derive analytically a nonlinear secular theory for eccentric gas discs, which explains this result as a modification of the pressure forces whenever eccentric orbits in a disc nearly intersect. This effect could be particularly important for highly eccentric discs produced in tidal disruption events, or for narrow gaseous rings; it might also play a role in causing some of the variability in superhump binary systems. In two dimensions, the eccentricity of a moderately eccentric disc is long-lived and persists throughout the duration of our simulations. Eccentric modes are however weakly damped by their interaction with non-axisymmetric spiral density waves (driven by the Papaloizou-Pringle instability, which occurs in our idealised setup with solid walls), as well as numerical diffusion.
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1 INTRODUCTION

Eccentric gas discs are thought to arise in a number of astrophysical contexts. The orbital evolution of a newly born planet due to its tidal interaction with the protoplanetary disc is intricately coupled with the evolution of eccentric motions within the disc. But the importance of this interaction in producing the eccentricities of observed exoplanets is currently unclear (Papaloizou et al. 2001; Papaloizou & Sari 2002; Goldreich & Sari 2003; Kley & Dirksen 2006; D’Angelo et al. 2006; Bitsch et al. 2013). Eccentric gas discs are also thought to explain the superhump phenomenon in SU UMa-type binary stars (Borderies et al. 1983; Chiang & Goldreich 2000). For small eccentricities, eccentric discs can be described as slowly precessing one-armed density waves (or shocks) (e.g. Okazaki 1991; Papaloizou et al. 1992; Lee & Goodman 1999; Goodchild & Ogilvie 2006; Ogilvie 2008). In addition, eccentric gas discs are formed by the tidal disruption of stars or gaseous planets (Guillochon et al. 2011; Liu et al. 2013; Guillochon et al. 2014), and such a process might be responsible for the gas cloud G2 near Sgr A* in the Galactic Centre (Guillochon et al. 2014; Coughlin & Nixon 2015; Pfuhl et al. 2015). Despite this wide range of applications, the nonlinear dynamics of eccentric discs remains poorly understood.

In the Solar system, several of the rings of Saturn and Uranus are observed to be elliptical, and a theory for narrow eccentric rings (with small eccentricities but arbitrary eccentricity gradients) composed of weakly collisional particles has been developed (Borderies et al. 1983; Chiang & Goldreich 2000). For small eccentricities, eccentric discs can be described as slowly precessing one-armed density waves (or shocks) (e.g. Okazaki 1991; Papaloizou et al. 1992; Lee & Goodman 1999; Goodchild & Ogilvie 2006; Ogilvie 2008; Saini et al. 2009). A particular solution for a global uniformly eccentric (and apsidally aligned) Keplerian disc has also been studied by Statler (2001).

A general secular theory for three-dimensional eccentric discs with arbitrary eccentricities and eccentricity gradients has been developed (Ogilvie 2001), and we aim to explore (and test using numerical simulations) some of its implications in this work. Secular theory describes dynamical processes that occur on timescales that are much longer than the orbital timescale. In the more familiar context of a system of multiple planets around a star, the Keplerian orbit of each planet is subject to perturbing forces that are pro-
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portional to the planet-to-star mass ratio; secular theory accounts for the long-term behaviour of eccentricity and inclination resulting from the orbit-averaged perturbing forces. For a thin gaseous disc around a star, however, pressure provides the most important departure from Keplerian orbital motion, being of second order in the aspect ratio $H/R$ of the disc. Other subdominant forces, such as those due to the self-gravity of the disc [Tremaine 2001] and viscous or turbulent stresses [Ogilvie 2001], can also be important. In this situation, secular theory describes the long-term evolution of eccentricity due to gas pressure (and other forces) in thin discs, but neglects contributions that are of fourth order or higher in $H/R$.

In recent work, we developed a local model of an eccentric disc [Ogilvie & Barker 2014], which is similar to the shearing box that is commonly used to study the dynamics of circular astrophysical discs [Goldreich & Lynden-Bell 1965; Hawley et al. 1995]. We used this model to analyse the vertical oscillatory flows that are driven by the variation in the vertical gravity around a non-circular orbit [Ogilvie & Barker 2014], and subsequently studied the local linear stability of these discs and their vertical flows [Barker & Ogilvie 2014]. We found that eccentric discs are generically unstable (in three dimensions), being subject to a small-scale instability in which inertial waves are driven by a parametric resonance. This instability is expected to lead to wave activity or turbulence, and to damping of the disc eccentricity and eccentricity gradients [Papaloizou 2005b], unless these are maintained by external forcing (or additional instabilities e.g. viscous overstability). Nonlinear simulations are required to determine the efficiency of this damping process so that its importance in real discs can be quantified (e.g. continuing the work begun by Papaloizou 2005b by taking into account the vertical structure of the disc).

In this paper we study the nonlinear hydrodynamical evolution of eccentric discs in two dimensions, deferring three-dimensional simulations to future work. Our aim is to determine the validity of linear secular theory [Ogilvie 2001; Papaloizou 2002; Ogilvie & Barker 2014] in describing the structure and precession rates of eccentric discs, as well as to determine their two-dimensional nonlinear dynamics. In the process, we will derive analytically, and compare with simulations, a two-dimensional nonlinear secular theory for isothermal eccentric discs that is valid for any eccentricity and eccentricity gradient, for a thin untwisted disc with non-intersecting orbits – this is a particular case of the general theory of Ogilvie 2001 that is amenable to analytical study. In two dimensions, eccentric discs do not exhibit the parametric instability or vertical oscillatory flows. However, a fundamental study of the two-dimensional nonlinear dynamics of eccentric discs has not yet been undertaken. We believe this to be worthwhile, in spite of the clear importance of three-dimensional effects in reality, because the two-dimensional dynamics that we will study are likely to also play a role in three dimensions. In particular, the force due to gas pressure, which tends to cause retrograde precession of these discs, can be captured in two dimensions. These simulations also provide a necessary benchmark to allow comparison with future three-dimensional simulations.

We outline our intentionally simplified numerical setup designed to study the dynamics of eccentric discs in §2. We derive analytically a nonlinear secular theory for untwisted eccentric discs in two-dimensions in Appendix A. This theory is explored, and its predictions for the shapes and precession rates of eccentric discs are compared with simulations, in §3. The long-term nonlinear evolution of eccentric discs is presented in §4 where we also analyse the background instability that arises due to our idealised setup with rigid walls in the absence of any free eccentricity. We then finish with our conclusions.

2 SIMPLIFIED MODEL

2.1 Background disc

Our model consists of an eccentric (nearly) Keplerian disc in a two-dimensional cylindrical domain as an initial condition. We study its resulting nonlinear evolution using the PLUTO code [Mignone et al. 2007], adopting cylindrical polar coordinates $(R, \phi)$ with corresponding velocity components $u_R$ and $u_\phi$. Our governing equations are

$$\partial_t (\Sigma u_R) + \nabla \cdot (\Sigma u_R u_\phi) = 0, \tag{1}$$

$$\partial_t (\Sigma u_\phi) + \nabla \cdot (\Sigma u_\phi u_R) = 0. \tag{2}$$

To allow us to more easily understand the outcome of our simulations, we consider a power-law disc which is isothermal (where the pressure $p = c_s^2\Sigma$, and $\Sigma$ is the total surface density; with sound speed $c_s = \text{const}$), with background disc surface density,

$$\Sigma_b(R) = \Sigma_0 R^{-\sigma}, \tag{3}$$

for the circular case, where $\sigma$ will be varied. (We expect the qualitative results of this paper to carry over to discs with different thermodynamic behaviour, and those with a radially varying sound speed.) The axisymmetric basic state of the disc has angular velocity $\Omega = \Omega_0 R^{-\frac{1}{2}}$ (which does not strictly apply when $\sigma \neq 0$ due to radial pressure gradients), where $\Omega_0$ is the Keplerian angular velocity at $R = R_i$, and $u_\phi = R \Omega$. Our disc occupies the full azimuthal extent $[0, 2\pi]$ with radial extent $R \in [R_i, R_c]$, on which the radial boundary conditions are “reflecting” conditions. These boundary conditions were chosen to confine the eccentric disc for a well-defined study. While these are not appropriate for all applications in which eccentric discs are thought to arise, they may reasonably approximate the boundaries of a disc that has been tidally truncated (e.g. Papaloizou 2005b). For example, our model might be relevant to narrow rings that may be produced by disc-planet interactions that have formed multiple gaps. A reflecting edge may also be appropriate to describe the inner edge of the disc, if there is a sharp drop in the density there, or where discs match onto the surfaces of central objects e.g. white dwarfs.

1. Meaning that periodic boundary conditions are applied to all quantities at $\phi = 0$ and $\phi = 2\pi$.

2. This means that the radial velocity in the ghost cells adjacent to the domain has the same magnitude but the opposite sign to that in the last grid cell inside the domain. The surface density in the ghost cells is set to be the same as that in the last grid cell, i.e. $\partial_R \Sigma = 0$ at this location. This may lead to minor differences with secular theory, where no boundary condition is imposed on $\Sigma$. 
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in Cataclysmic Variable systems. However, the aim of this paper is not to focus on any particular application, but to explore the fundamental dynamics of eccentric discs that might have more general applicability. We choose units such that $\Omega_0 = R_0 = \Sigma_0 = 1$, and vary the parameters $c_0$ (to mimic a disc with aspect ratio $H/R \in [0.025, 0.1]$), $\sigma$ and $R_0$, in addition to the eccentricity of the disc, which we will now describe.

### 2.2 Eccentric mode

We initialise an eccentric disc using nonlinear secular theory (Appendix A). To do this we modify the velocity components and surface density of the background disc so that they describe an eccentric mode, to make the streamlines elliptical. The eccentric mode is a global slowly precessing density wave that satisfies the boundary conditions.

We define the complex eccentricity $E(\lambda) = \epsilon(\lambda)e^{i\omega(\lambda)}$, where $\epsilon$ and $\omega$ are the eccentricity and longitude of pericentre. In secular theory, orbits are labelled using their semilatus rectum $\lambda$, related to cylindrical radius by

$$R(\lambda, \phi) = \frac{\lambda}{1 + \epsilon(\lambda) \cos (\phi - \omega(\lambda))}. \quad (4)$$

In linear secular theory for a 2D isothermal disc,

$$2\Sigma (GM\lambda^3)^{1/2} \partial_t E = \imath \omega_e^2 \left( \partial_\lambda (\Sigma \lambda^3 E') + \lambda^2 \Sigma \partial_\phi \Sigma \right), \quad (5)$$

where $E' \equiv \partial_t E$, and in this case $R$ and $\lambda$ are equivalent (this can be transformed into the Schrödinger equation). Eq. A10 is the equivalent equation in the nonlinear secular theory of Appendix A (in which care must be taken to take into account the difference between $R$ and $\lambda$, and the resulting equation is a type of nonlinear Schrödinger equation). We seek solutions that precess at the rate $\omega_p$, such that $E \propto e^{i\omega_p t}$. Together with the boundary conditions

$$E(\lambda_i) = E(\lambda_0) = 0, \quad (6)$$

appropriate for fixed circular boundaries, we obtain an eigenvalue problem for the eigenvalue $\omega_p$ and eigenfunction $E$. We solve this problem using a shooting method [Press et al. 1992], which works equally well for the solution of Eq. A10 (which is a nonlinear equation for $E$ and $E'$). This method requires us to provide an initial guess for $\omega_p$ and $E'(\lambda_i)$ to select the appropriate solution. To do this, we use a combination of trial and error and the results of an independently coded solution to the linear problem using a Chebyshev collocation method. In each case, we select the fundamental eccentric mode, which has a single maximum in the eccentricity. This is the slowest precessing mode with the longest radial wavelength, which is chosen because it can be simulated more accurately than any mode of shorter wavelength. For the linear theory, we normalise the amplitude of the resulting mode so that its maximum eccentricity is $A$. In the nonlinear secular theory, its amplitude is determined by $E'(\lambda_i)$, which we choose so that the maximum eccentricity is $A$ (to within an accuracy of approximately $10^{-3}$).

A nonlinear eccentric mode cannot be exactly represented as a single Fourier mode with an azimuthal wavenumber $m = 1$. However, we can obtain $u_R, u_\phi, \Sigma$ for the eccentric Keplerian disc as follows. First, we obtain the velocity components of the eccentric orbital motion at each grid point $(R, \phi)$ using $E(\lambda)$:

$$u_R = \sqrt{\frac{GM}{\lambda}} \epsilon(\lambda) \sin (\phi - \omega(\lambda)), \quad \text{Eq. (7)}$$

$$u_\phi = \sqrt{\frac{GM}{\lambda}} (1 + \epsilon(\lambda) \cos (\phi - \omega(\lambda))) \quad \text{Eq. (8)}$$

after we have converted points in $\lambda, \phi$ to $R, \phi$ (Murray & Dermott 1999). We obtain the surface density by considering mass conservation [Ogilvie & Barker 2014], by noting that $M/P = J\Sigma\Sigma$ (see Appendix A for definitions). We assume that the mass distribution in the disc is a power law in $\lambda$ of the form $M(\lambda) = 2\pi \lambda \Sigma(\lambda)$, so that

$$\Sigma = \Sigma_e(\lambda) \frac{(1 - \epsilon(\lambda)^2)^{3/2}}{1 + (\epsilon(\lambda) - \lambda \partial_\lambda \epsilon(\lambda)) \cos (\phi - \omega(\lambda))}, \quad \text{Eq. (9)}$$

which is the natural extension of our cylindrical disc model. We use Eqs. 7–9 as our initial conditions in PLUTO, noting that there are errors $O(\epsilon^2)$ because we have made the secular (thin-disc) approximation (Ogilvie 2001). The eccentric disc is exactly represented in nonlinear secular theory for any eccentricity and eccentricity gradient. Note that we neglect the radial pressure gradient which would slightly modify the angular velocity profile when $\sigma \neq 0$.

We use a second-order Runge-Kutta time-stepping algorithm, with linear interpolation within grid-cells. We adopted the dimensionally-unsplit HLLE solver (which was chosen because preliminary investigation found it to be more robust than the Roe solver, and also much less diffusive than the HLL solver). The eccentric mode is input into PLUTO after appropriate interpolation to the grid used in the code.

### 3 Predictions and Validation of Nonlinear Secular Theory

In this section, we will illustrate the predictions of secular theory and compare them with the results of hydrodynamical simulations. We will focus only on aspects that are directly relevant for such a comparison, deferring a more detailed discussion of the simulations to §4.

#### 3.1 Modification of pressure forces in nonlinear theory

Linear secular theory (Eq. 5) together with boundary conditions) predicts the structure and precession rate of eccentric modes as a function of the disc properties. For the case of an untwisted disc with $R_{\infty} = \lambda_{\infty} = 2$ and $\sigma = 0$, we have plotted the fundamental eccentric mode $E(\lambda)$ in the top panel of Fig. 1. The amplitude is arbitrary, so this represents the shape of the disc for any amplitude according to linear theory. However, neighbouring orbits (for an untwisted disc) intersect if

$$\left( \epsilon - \epsilon_{\infty} \right)^2 \geq 1.$$

which is observed to occur for this linear mode at $R = R_l$, if $A \gtrsim 0.143 \quad (for R_{\infty} = 2 \; ; \; \text{similarly this occurs when} \; A \gtrsim 0.18 \; \text{for} \; R_{\infty} = 3, \; \text{and} \; A \gtrsim 0.24 \; \text{for} \; R_{\infty} = 10). \quad \text{Eq. (10)}$ This suggests that secular theory will no longer apply to these discs, since orbital intersections will rapidly lead to eccentricity damping.
the case: these terms increasingly differ from those in linear theory as the orbits approach an intersection, i.e. the shape depends on the amplitude because pressure forces act to minimise intersections. This also causes the precession of the mode to differ from the predictions of linear theory, as we will demonstrate in §3.2.

With our adopted boundary conditions, nonlinear theory predicts a maximum attainable amplitude for the eccentricity, corresponding to the upper curve in the middle panel of Fig. 1 which occurs when $A \approx 0.332$. We have plotted the orbital geometry for the eccentric disc with $A \approx 0.332$, with orbits spaced equally in $\lambda$, in the bottom panel of Fig. 8. This shows clearly the compression and near-intersection of orbits near the inner and outer boundaries for this mode, in addition to the fact that it can no longer be described purely as an $m = 1$ mode. The maximum value can be explained simply by considering the (untwisted) eccentric mode which is marginally intersecting, so that $e - \lambda e' = \pm 1$, that also satisfies the boundary conditions that $e(\lambda_i) = e(\lambda_o) = 0$. The solution is the piecewise linear profile

$$e = \begin{cases} \frac{\lambda}{\lambda_i} - 1, & \text{if } \lambda \in [\lambda_i, \lambda_o], \\ 1 - \frac{\lambda}{\lambda_o}, & \text{if } \lambda \in (\lambda_o, \lambda_i], \end{cases}$$

where

$$\lambda_m = 0 = \frac{2}{\lambda_i^{-1} + \lambda_o^{-1}}.$$  \hspace{1cm} (12)

The maximum eccentricity of this mode is

$$e_{\text{max}} = e(\lambda_m) = \frac{\lambda_0 - \lambda_i}{\lambda_i + \lambda_0},$$

which explains our observation of a maximum eccentricity for the fundamental eccentric mode in a domain with a given size (in numerical calculations we observe $e_{\text{max}}(\lambda_0 = 2) \approx 0.332$, $e_{\text{max}}(\lambda_0 = 3) \approx 0.496$ and $e_{\text{max}}(\lambda_0 = 5) \approx 0.66$).

This solution is what we must obtain from geometrical considerations simply because we force the eccentricity to vanish at the boundaries. However, this result depends on the boundary conditions, since this limit would no longer apply if $e'(\lambda_o) = 0$, for example, and we would not obtain a maximum eccentricity smaller than one.

### 3.2 Precession rates: validation of theory

According to linear theory, the eccentric mode precesses slowly in a retrograde sense due to gas pressure. To see that this must be the case, we can multiply Eq. (5) by $E^*$, seek solutions $E \propto e^{i\omega p t}$ and integrate over $\lambda$ to obtain:

$$\omega_p = \frac{c_s^2 \int_{\lambda_1}^{\lambda_2} (\lambda^2 |E|^2 \frac{\partial}{\partial \lambda} \Sigma - \lambda^3 \Sigma |E'|^2) d \lambda}{2 \int_{\lambda_1}^{\lambda_2} (GM^2 \Sigma^2 |E|^2)^2 \Sigma |E|^2 d \lambda},$$

with our chosen boundary conditions (Goodchild & Ogilvie 2006). This quantity is a negative real number if $\partial_3 \Sigma \leq 0$, i.e. $\sigma \geq 0$, indicating retrograde precession.

3 If we were to model a real system by including additional effects that make the potential non-Keplerian, such as rotational deformation of the star (Papaloizou et al. 1992), presence of planets within the disc (Papaloizou 2002) or the inclusion of self-gravity (Tremaine 2001), in addition to three-dimensional gas pressure effects associated with vertical oscillatory flows (Ogilvie 2008), the precession rate would be altered and could even become prograde.

---

**Figure 1.** Illustrative fundamental eccentric mode solutions $e(\lambda)$ in a domain with $R_o = 2$ and $\sigma = 0$ (and $c_s = 0.05$) according to linear secular theory (top) and nonlinear secular theory (middle). The amplitude in the top panel is arbitrary. Middle: solutions with $A \approx 0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3$ and 0.332 have been plotted. Bottom: orbital geometry in the $x,y$-plane for the eccentric mode with $A \approx 0.332$, showing orbits spaced equally in $\lambda$, which clearly shows the compression and near-intersection of orbits in this case.

via shocks. However, this prediction is based on linear theory.

Nonlinear secular theory (Eq. A10) together with the boundary conditions) predicts the shape of the eccentric mode to depend on its amplitude $A$, as we illustrate in the middle panel of Fig. 1 for several amplitudes as indicated in the caption. Inspection of the functional form of the terms on the right-hand side of Eq. A10 informs us why this is
ing a thin disc with

Table 1. Table of simulations used to validate nonlinear secular theory. In each case the precession is retrograde. The error bars for
$P_{p}^{obs}$ correspond with the time interval between output files used for this analysis. $P_{p}^{pred}$ is the prediction from nonlinear secular theory
(Eq. A10) and $P_{p}^{NS, Lin, pred}$ is the (non-secular) prediction from solution of the two-dimensional linearised isothermal hydrodynamic
equations in Appendix B (we have entered the latter in the smallest $A$ entry in the table for each case, but it should be remembered
that these results are based on a linear calculation). Simulations were run for at least one full precession period.

The precession rate depends on $\sigma$, $R_o$ and $c_s$, but is indepen-
dent of the amplitude of the eccentric mode in linear theory. However, we have shown that nonlinear secular theory predicts the structure of the eccentric mode to be modi-
fied if the orbits are close to intersecting, so we might expect $\omega_p$ to depend on its amplitude also. We demonstrate that this is indeed the case in the black solid lines in Fig. 2 where we have plotted the precession period $P_p = \frac{2\pi}{\omega_p}$ against the amplitude of the eccentric mode for several calculations with
different $R_o \in [2, 3, 5]$ and various $A$ with $\sigma = 0$ and assum-
ing a thin disc with $c_s = 0.05$. Gas pressure causes the mode to precess faster, in a retrograde sense, as the eccentricity and eccentricity gradients are increased. We obtain the linear prediction in the limit $A \rightarrow 0$, with a departure that is
$
\langle \omega(t) \rangle = \frac{1}{R_o - R_i} \int^{R_o}_{R_i} \tan^{-1} \left( -\frac{\text{Im}[\hat{u}_1(R,t)]}{\text{Re}[\hat{u}_1(R,t)]]} \right) dR,
\tag{16}
\end{equation}
which is approximately valid for the eccentric mode even when $A$ is not small. Since this mode precesses retrogradely, $\langle \omega \rangle$ decreases cyclically from $\pi$ to $-\pi$, and we calculate the initial precession period by eye by checking at what time $\langle \omega \rangle \approx \pi$ after $t = 0$. The data used for this analysis is output at each time unit in the simulation, giving errors of $\pm 1$ in the determination of $P_{p, obs}$, which we further verified by visual inspection of $u(R, \phi, t)$ at these time snapshots. Simulations with $A \gtrsim 0.15$ for $R_o = 2$ were not plotted, since the eccentric mode underwent non-negligible damping during a single precession period, as we will discuss further in § 6. Fig. 2 shows that our results are in good agreement with the nonlinear secular theory for each $R_o$ considered.

To further validate the predictions of secular theory, we have listed the observed and predicted values of $P_p$ as various disc (and simulation) parameters are varied in Table 1. The variation of $P_p$ with $\sigma$ and $c_s$ is reasonably captured in each case. However, the departure from the predictions of secular theory increases as we increase $c_s$: for
depend on the precession rate on the eccentricity and its gradient is a new result[4] (though there was some numerical evidence of this in Papaloizou 2005b), and occurs because pressure forces are enhanced when the orbits come close to intersecting. While the numerical results would change if we were to adopt different boundary conditions, this general behaviour is likely to be robust since it arises from the functional form of the stress integrals (see Appendix A).

We have thoroughly validated the predictions of non-linear secular theory regarding the precession rates of eccentric discs as various parameters are varied, in the regime where \( \omega_p \ll \Omega \). We find that the departure from secular theory scales as \( O(c_e^2) \), typically being a few percent or smaller for thin discs if \( \omega_p \ll \Omega \) (which we have shown to break down at large amplitudes). We now turn to a more detailed analysis of our simulation results, focussing on the long-term evolution of the eccentricity in two dimensions.

4 MORE DETAILED DISCUSSION OF SIMULATION RESULTS

4.1 Background instability: nonlinear evolution of the “Papaloizou-Pringle” instability

Our basic setup has rigid walls to confine an eccentric mode and permit a well-defined study. However, it is well known that a circular supersonic rotating shear flow in a container with one or more rigid boundaries is unstable to the development of non-axisymmetric instabilities (Papaloizou & Pringle 1984, 1985; Goldreich & Narayan 1985; Goldreich et al. 1986; Papaloizou & Pringle 1987; Kato 1987; Narayan et al. 1987). These instabilities are driven either by Kelvin–Helmholtz-type mechanisms (which require a potential vorticity minimum, which is not the case in our problem), or by over-reflection of spiral density waves from the corotation region. While most of the original work on this problem focused on thick discs (referred to as “accretion tori” where this instability excites low azimuthal wavenumber \( m = O(1) \) modes on a local orbital timescale, slower growing instabilities with high azimuthal wavenumbers \( m \gg 1 \) have also been found to occur in thin Keplerian discs (Papaloizou & Pringle 1987; Narayan et al. 1987; Hanawa 1987).

The nonlinear evolution of these instabilities has been studied by Godon (1998) (and earlier for thick “accretion tori” by Hawley 1987), where they were observed to drive subsonic wave activity in hydrodynamic discs.

The basic mechanism of instability in a thin nearly Keplerian disc can be explained as follows. An outgoing spiral density wave with frequency \( \omega_m \) and azimuthal wavenumber \( m \neq 0 \) with a radial angular momentum flux \( I \) that approaches its corotation region (the region where the wave frequency satisfies \( \omega_m \approx m \Omega \)) is primarily reflected from its inner Lindblad resonance (where \( \omega_m - m \Omega = -\kappa \), and \( \kappa \approx \Omega \) is the epicyclic frequency), with the angular momentum flux in the reflected wave being \( R \). However, this wave is also partially transmitted through the corotation region (in which it is evanescent), requiring an outgoing wave to be launched.

4 We also note that a precession rate that depends on the eccentricity gradient can be derived using the formalism of Borderies et al. 1983 if this is applied to an isothermal gas.
at the outer Lindblad resonance (where $\omega_m - m\Omega = \kappa$) with transmitted angular momentum flux $T = I - R_\ast$. In a Keplerian disc, waves propagating inside corotation ($\omega_m \leq m\Omega$) carry a negative angular momentum flux (so that $I < 0$), whereas those outside corotation ($\omega_m \geq m\Omega$) carry a positive flux (so that $T > 0$). This means that $R = I - T < I$, so that the reflected wave is amplified. If there is an inner impermeable boundary, the reflected wave will be completely reflected once more so that it will re-enter the corotation region, enabling further amplification at the expense of the Keplerian flow. This mechanism of instability, which is due to the “over-reflection” of waves from the corotation region, also occurs if there is a rigid outer boundary, but does not occur if both boundaries perfectly transmit wave energy, and it can be eliminated with sufficient viscosity.

While our primary aim is to study the evolution of eccentric discs, this instability (which is an artifact of our model) will drive subsonic wave activity that will interact with the eccentric mode. Because of this, we briefly describe the properties of this instability for a circular disc in this section, before discussing the evolution of eccentric discs in the next. In Figs. 3 and 4, we present calculations that show the energy in the lowest ten azimuthal wavenumbers

$$E_m(t) = \int_{R_i}^{R_o} \frac{1}{2} |\hat{u}_m(R, t)|^2 R \, dR,$$

(17)

where

$$\hat{u}_m(R, t) = \frac{1}{\pi} \int_0^{2\pi} u_R(R, \phi, t) e^{-im\phi} d\phi,$$

(18)

which is defined so that it represents the power in the solution with a given value of $|m|$, so that only $m > 0$ need to be considered for this quantity. We compare three different numerical resolutions $N_R \times N_\phi$: 200 \times 256 (labelled as L), 400 \times 512 (labelled as M) and 800 \times 1024 (labelled as H). Each simulation has $R_o = 2$, $c_s = 0.05$, and is started with random white noise perturbations to each component of the velocity on the grid-scale with amplitude $10^{-5}c_s$. Since this instability preferentially excites high azimuthal wavenumbers and there is no explicit viscosity in our simulations, we expect some dependence on resolution, though we will show that the results for M and H appear to have converged.

Fig. 3 illustrates that simulation L exhibits instability with the excitation of $m \sim 5$ propagating waves by $t \sim 2000$, but this initially saturates at low amplitude. At later times, $m \sim 3$ standing waves develop throughout the domain. We illustrate the velocity field during these stages in Fig. 5 for this simulation, in the early linear growth phase (top) and during the later phase (bottom). The RMS radial velocity driven by the instability, normalised by the sound speed,

$$\langle u/c_s \rangle = \sqrt{\frac{1}{c_s^2 (R_o^2 - R_i^2)} \int_0^{2\pi} \int_{R_i}^{R_o} u_R^2 R \, dR \, d\phi},$$

(19)

is plotted in Fig. 3 for all three simulations, along with the efficiency of angular momentum transport

$$\alpha = \frac{1}{c_s^2 (R_o^2 - R_i^2)} \int_0^{2\pi} \int_{R_i}^{R_o} u_R R (u_\phi - R\Omega) \, dR \, d\phi.$$

(20)

5 No attempt is made to ensure that these are identical for each resolution adopted.
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**Figure 3.** Energy in different azimuthal wavenumber components of the solution ($E_m$) for $m \in [1, 10]$ as a function of time for simulations in a domain with $R_o = 2$ with $c_s = 0.05$ and $\sigma = 0$ for three different resolutions 200 \times 256 (L), 400 \times 512 (M) and 800 \times 1024 (H).
During simulation L, the maximum RMS velocities attained are very subsonic, with \( \langle u \rangle \sim 10^{-3} - 10^{-2} c_s \), and the angular momentum transport is weak, with \( \alpha \lesssim 10^{-5} \).

Simulations M and H reach larger turbulent velocities of \( \langle u \rangle \sim 0.03 c_s \) and somewhat more efficient angular momentum transport with \( \alpha \sim 10^{-4} \) (Fig. 6) – note that \( \alpha = 10^{-4} \) implies \( t_{\text{visc}} = \frac{R^2}{\alpha c_s \Omega} = \frac{1}{\alpha \Omega^2} \approx 4 \times 10^6 \). The initial instability in these simulations preferentially excites \( m \sim 9 \) components, with \( m \sim 6 \) dominating at later times, which differs from simulation L. However, the instability appears to be well captured with the resolution adopted for simulation M, since simulation H does not differ significantly. In addition, results do not appear to be strongly dependent on the domain size, with simulations in a domain with \( R_o = 3 \) (where resolutions L and M correspond with \( 300 \times 256 \) and \( 600 \times 512 \) grid-points, respectively) giving similar spectra at late times (compare Fig. 5 with Fig. 4).

The instability excited spiral density waves that saturate with subsonic velocities and lead to weak but non-negligible angular momentum transport. This instability provides background wave activity which complicates the analysis of eccentric modes in the next section. Depending on the particular waves excited by this instability, their non-linear interaction with the predominantly \( m = 1 \) eccentric mode could either drain energy from, or transfer energy into, this component. Hence, we would not expect secular theory to be valid in the presence of a strong non-axisymmetric component, given that it neglects wave-wave couplings.

Given that this instability is minimised for the resolution adopted for simulation L, we primarily focus on simulations using this resolution in the next section, where we turn to analyse the long-term evolution of eccentric discs.

### 4.2 Long-term nonlinear evolution of free eccentric modes

As in § 3.2, we initialise the flow with an eccentric mode with peak eccentricity amplitude \( A \) and study its nonlinear evolution, focusing on its behaviour over many \( (50 - 70) \) precession periods.

We begin by analysing the temporal evolution of the eccentric mode energy for various \( A \) in Fig. 8. We plot \( E_1 \) (as defined in Eq. 17), which approximately represents the energy in the eccentric mode even for moderate \( A \), when \( m \neq 1 \) components are also present (see Fig. 8). The validity of sec-
Eccentric discs

Figure 6. Top: RMS turbulent velocities normalised by $c_s \langle \langle u/c_s \rangle \rangle$, which are subsonic with $\sim 0.05c_s$. Bottom: angular momentum transport $\alpha$ driven by the instability, which exhibits mean values of $\alpha \sim 10^{-5} - 10^{-4}$ for our configuration with rigid boundaries.

Figure 7. Energy in the eccentric mode $E_1$ (technically the energy in the $m = 1$ components of the flow) as a function of time for a set of simulations with $R_o = 2$, $c_0 = 0.05$, $\sigma = 0$ for varying $A$ (each with a resolution of $200 \times 256$). The simulation is run for approximately 70 linear precession periods and shows that the eccentric mode persists throughout the duration of these simulations. It does, however, experience gradual amplitude-dependent damping.

for $m \in [1, 10]$ to illustrate the growth of $m \neq 1$ components of the solution. The top left panel repeats our results when $A = 0$ (Fig. 3) to provide a point of reference. The remaining panels show the same quantity for several different values of $A$. When $A = 0.005$, background instability occurs at approximately the same time as the $A = 0$ case, preferentially exciting similar modes (together with those with azimuthal wavenumbers that differ by 1), and the $m \neq 1$ components of the solution saturate with similar energies ($\sim 10^{-7}$). The $m = 1$ component does not undergo significant damping until $t \sim 2500$, after the background instability has set in. This supports our interpretation that this damping of the eccentric mode is due to its interaction with non-axisymmetric waves driven by the background instability, and not due to a separate instability of the eccentric mode itself.

In Fig. 8 we have plotted the same quantity but for a set of simulations that have double the radial and azimuthal resolution (starting with simulation $M$ of § 4.1). The eccentric mode evolves similarly in these cases as in the lower resolution simulations in Fig. 8. However, the background instability is excited earlier in the simulations with small $A$, which leads to slightly different long-term quantitative evolution for the eccentric mode amplitude (in fact there is slightly more efficient damping in some of these simulations compared with those with the lower resolution, demonstrating that the amplitude decay is not primarily due to numerical diffusion).

As $A$ is increased, this instability occurs sooner in the simulation, presumably because there is more energy in $m \neq 1$ components of the solution at $t = 0$. However, with the exception of the $m = 2$ component (which arises pri-
primarily to describe the eccentric mode itself when \( A \gtrsim 0.05 \), other non-axisymmetric components typically saturate with similar power to the \( A = 0 \) case. In all simulations, there is an amplitude- and time-dependent damping (or transient growth, as briefly observed at \( t \approx 2000 \) in the \( A = 0.005 \) simulation in Fig. 8) of the eccentric mode due to its interaction with waves driven by the background instability. However, our interpretation, which is guided by Figs. 8 and 9, is that the eccentric mode does not appear to be subject to additional instabilities due to the presence of a nonzero eccentricity (at least in two dimensions), only to the finite-\( A \) modification of the instability that occurs when \( A = 0 \) due to our adoption of rigid walls.

**Figure 8.** Energy in different azimuthal wavenumber components of the solution \( (E_m) \) for \( m \in [1, 10] \) as a function of time for several different amplitudes \( A \) for a set of simulations with 200 \times 256 grid points. The instability that occurs in the absence of an eccentric mode also occurs when \( A \neq 0 \), which excites non-axisymmetric waves that subsequently interact with the eccentric mode, generally leading to damping. However, the eccentric mode itself does not appear to be subject to separate instabilities in two dimensions.

**Figure 9.** Same as Fig. 8 except for a set of simulations with 400 \times 512 grid points.

**Figure 10.** Magnitude of the radial velocity in the \( m = 1 \) component of the solution \( (|\hat{u}_1|) \) as a function of \( R \) at the beginning of the simulation (black solid lines; taken from nonlinear secular theory) and at \( t = 20000 \) (red dashed lines; representing the end of our simulations). This illustrates the damping of the eccentric mode, and also that its shape remains similar to that predicted by secular theory.
In this section we have presented the results of nonlinear hydrodynamical simulations designed to study the long-term evolution of eccentric discs in two dimensions. Eccentric discs remain coherent and do not appear to be subject to instabilities as a result of their free eccentricity in two dimensions, and would presumably persist forever if there was no background instability. They are, however, damped (typically) by their nonlinear interaction with non-axisymmetric spiral density waves – these waves are driven by a background (“Papaloizou-Pringle”) instability in our setup with rigid walls. In real discs there are various mechanisms that could produce such an incoherent ensemble of non-axisymmetric waves e.g. additional sources of turbulence such as magneto-rotational instability (e.g. Heinemann et al. 2001), gravitational instability (e.g. Papaloizou & Savonije 1991; Laughlin & Rozyczka 1996), convection (e.g. Mamatsashvili & Rice 2011), or possibly the tidal interaction between multiple proto-planets and the disc.

Previous simulations of eccentric modes by Papaloizou & Papaloizou (2005b) used linear secular theory to construct the initial conditions. This enhances the damping of the eccentric mode due to the generation of shocks at the inner boundary of the domain, since we have observed the linear mode to cause orbital intersections if $A$ is sufficiently large. On the other hand, the modes that we have input using nonlinear secular theory do not experience such strong shock-induced damping, as indicated in Fig. 7. These modes do experience amplitude-dependent damping by numerical diffusion, which can be particularly strong for large $A$ cases, where the orbits are closer to intersecting. But in our simulations the most important damping mechanism is the interaction of the eccentric mode with other non-axisymmetric waves.

This instability also occurs (with a similar growth rate) with free boundaries, and we would expect its nonlinear evolution to be only weakly dependent on the boundary conditions, unless wave reflection from the boundaries is inhibited.

4.3 Summary

In this section we have presented the results of nonlinear hydrodynamical simulations designed to study the long-term evolution of eccentric discs in two dimensions. Eccentric discs remain coherent and do not appear to be subject to instabilities as a result of their free eccentricity in two dimensions, and would presumably persist forever if there was no background instability. They are, however, damped (typically) by their nonlinear interaction with non-axisymmetric spiral density waves – these waves are driven by a background (“Papaloizou-Pringle”) instability in our setup with rigid walls. In real discs there are various mechanisms that could produce such an incoherent ensemble of non-axisymmetric waves e.g. additional sources of turbulence such as magneto-rotational instability (e.g. Heinemann & Papaloizou 2009a), gravitational instability (e.g. Papaloizou & Savonije 1991; Laughlin & Rozyczka 1996), convection (e.g. Mamatsashvili & Rice 2011), or possibly the tidal interaction between multiple proto-planets and the disc.

Previous simulations of eccentric modes by Papaloizou & Papaloizou (2005b) used linear secular theory to construct the initial conditions. This enhances the damping of the eccentric mode due to the generation of shocks at the inner boundary of the domain, since we have observed the linear mode to cause orbital intersections if $A$ is sufficiently large. On the other hand, the modes that we have input using nonlinear secular theory do not experience such strong shock-induced damping, as indicated in Fig. 7. These modes do experience amplitude-dependent damping by numerical diffusion, which can be particularly strong for large $A$ cases, where the orbits are closer to intersecting. But in our simulations the most important damping mechanism is the interaction of the eccentric mode with other non-axisymmetric waves.

This instability also occurs (with a similar growth rate) with free boundaries, and we would expect its nonlinear evolution to be only weakly dependent on the boundary conditions, unless wave reflection from the boundaries is inhibited.
5 CONCLUSIONS

In this paper we have studied fundamental aspects of eccentric gas discs that should have general applicability. We have derived analytically a nonlinear secular theory for isothermal two-dimensional untwisted eccentric Keplerian discs (valid for arbitrary eccentricities and eccentricity gradients for which neighbouring orbits do not intersect; Appendix A), and verified its predictions with idealised hydrodynamical simulations using the PLUTO code. Linear secular theory is found to accurately describe the structures and precession rates of eccentric discs with small eccentricities (and eccentricity gradients), which are invariant in a retrograde sense due to gas pressure. Discs with larger eccentricities (and eccentricity gradients) are observed to precess at a faster rate, which we have explained as a modification of the pressure forces, and resulting disc structure to prevent orbital intersections, that occurs when the orbits in a disc nearly intersect.

The nonlinear modification of the pressure forces might be particularly important for the highly eccentric discs produced in tidal disruption events (Guillochon et al. 2011 Lin et al. 2013 Guillochon et al. 2014 Coughlin & Nixon 2015), or for narrow eccentric gas rings (cf. Borderies et al. 1983 which was applied to planetary rings). Another potential application is to the pericentre excess in superhump binary systems, which is thought to be explained by the precession of an eccentric gaseous disc (Whitehurst 1988 Lubow 1991 Murray 2000 Goodchild & Ogilvie 2006 Smith et al. 2007). However, there is observational evidence of temporal variability of the period excess (Mason et al. 2008 Nakata et al. 2014), which may in part be caused by evolution of the pressure forces due to the varying eccentricity and eccentricity gradients in the disc. It would be worthwhile to try nonlinear secular theory to this problem (e.g. extending Goodchild & Ogilvie 2006) in order to explore this possibility further.

Eccentric discs do not appear to exhibit hydrodynamic instability as a result of their free eccentricity in two dimensions, and we would expect them to essentially persist forever in our simulations except for their interaction with non-axisymmetric spiral density waves excited by a background (Papaloizou-Pringle) instability which arises in our setup with rigid walls), in addition to numerical viscosity. Presumably the eccentricity would be damped on the disc (turbulent) viscous timescale, but our simulations are not long enough to capture such behaviour. Indeed, Statler (2001) has argued that a uniform eccentricity is preferred because the surface density of the disc is then constant around each orbit. However, even in this case the fluid undergoes periodic compression because of the variation of vertical gravity around the elliptical orbit (which is not captured in two dimensions).

Our observation that gas discs with free eccentricities can remain eccentric for thousands of orbital periods (Fig. 7) is potentially important regarding the interpretation of observed large-scale asymmetries in gas discs. In particular, the presence of such asymmetries is often used to infer the presence of perturbing planets (e.g. Regály et al. 2014 Hashimoto et al. 2015 Pinilla et al. 2015). However, since we have shown that eccentric modes can be long-lived features, there are alternative mechanisms in addition to perturbing planets that can induce free eccentricity, e.g. gravitational instabilities in the gas disc during the pre-main sequence phase (Adams et al. 1989).

However, it should be noted that any conclusions regarding the longevity of disc eccentricities are based on two-dimensional simulations with only a weak background instability. In three dimensions eccentric discs are subject to a parametric instability that excites small-scale inertial waves (Papaloizou 2005a Barker & Ogilvie 2014). This is expected to lead to enhanced damping of the disc eccentricity and eccentricity gradients (Papaloizou 2005b), but further work adopting a realistic vertical disc structure is required to determine its nonlinear outcome. The simulations presented in this paper provide a starting point to allow us to undertake such calculations.
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APPENDIX A: NONLINEAR SECULAR THEORY OF ECCENTRIC DISCS

In this section we derive analytically a nonlinear secular theory for eccentric discs in two dimensions utilising the local model of Ogilvie & Barker (2014), for the case of an untwisted isothermal disc in which \( \omega' = 0 \), i.e. the orbits are aligned (for which nonlinear pressure effects are likely to be minimised). While the formalism can be extended to the case of a twisted disc including viscosity, and to discs with different thermodynamic behaviour (Ogilvie 2001), we do not believe it to be possible to derive the corresponding nonlinear theory analytically in terms of algebraic functions (particularly the stress integrals) except for this special case. We denote \( \cos \theta \) by \( c \) and \( \sin \theta \) by \( s \) to simplify the expressions below, where the \( \theta = \phi - \omega(\lambda) \), is the true anomaly. At each \( \lambda \), the reference orbit is Keplerian, so

\[
R = \lambda (1 + ec)^{-1},
\]

and the angular velocity of the orbital motion is

\[
\Omega = \frac{\sqrt{GM}}{\lambda^3} (1 + ec)^2.
\]

The orbital period for a fluid element with this orbit is

\[
P = \int_0^{2\pi} \Omega^{-1} d\theta = 2\pi \sqrt{\frac{\lambda^3}{GM}} (1 - e^2)^{-\frac{1}{2}},
\]

and its specific angular momentum is \( \ell = \sqrt{GM} \).

The evolution of the mass, angular momentum and eccentricity of the eccentric disc are governed by the following stress-integrals, which we evaluate for a general untwisted
eccentric disc with non-intersecting orbits:

\[
\iint J R^2 T^\lambda \phi \, d\phi \, dz = 0, \quad (A4)
\]

\[
\iint J R^2 T^\phi \phi \, d\phi \, dz = \frac{i c^2 e (e^2 - 1) \lambda M}{(\lambda e')^2} \left( e^2 - e \lambda e' - 1 + (e^2 - 1) (e - \lambda e')^2 \right), \quad (A5)
\]

\[
\iint J R^3 T^\lambda \phi \, d\phi \, dz = \frac{e^2 (1 - e^2)^{3/2} \lambda M}{(\lambda e')^2} \left( (e + \lambda e')^2 - e^2 \right) \sqrt{1 - e^2} - \frac{(e + \lambda e') + e^2 \lambda e' - e^3}{\sqrt{1 - (e - \lambda e')^2}}, \quad (A6)
\]

\[
\iint J R^2 T^\phi \phi \, d\phi \, dz = c^2 e, M, \quad (A7)
\]

where \( T^{ij} = -p g^{ij} \) and \( J = R R_\lambda \). In each case the integrals are over the full extent of the disc in \( \phi \) and \( z \). We have defined \( R_\lambda \equiv \partial_\lambda R \) and \( R_\phi \equiv \partial_\phi R \), so that the relevant components of the metric tensor are

\[
g^{\lambda \lambda} = \frac{R^2 + R_\lambda^2}{R^2 R_\lambda^2}, \quad g^{\phi \phi} = - \frac{R_\lambda}{R^2 R_\lambda}, \quad g^{\phi \lambda} = \frac{1}{R^2}. \quad (A8)
\]

The one-dimensional mass density is

\[
\mathcal{M} = \iint J \Sigma \, d\phi. \quad (A9)
\]

The mass and angular momentum do not evolve since the first integral above vanishes, which results from us neglecting shear viscosity. The complex eccentricity evolves according to

\[
\iota M \partial_t E = \iint \left( 2 e^{i \phi} \partial_\lambda (J R^2 T^\lambda \phi) - i \lambda e^{i \phi} \partial_\lambda (J R^3 T^\lambda \lambda) \right.
\]

\[
- \iota e^{i \phi} J R^2 T^\phi \phi - \frac{J R^2}{\lambda} \right) e^{i \phi} d\phi \, dz, \quad (A10)
\]

which is a type of nonlinear Schrödinger differential equation (that is second order in \( \lambda \)).

For general initial conditions, the time-evolution will produce a twist in the disc, but it is possible to seek modal solutions that remain untwisted. In this case, inputting the stress integrals above leads to an equation for the evolution of the complex eccentricity for any eccentricity and eccentricity gradient for an untwisted disc, as long as the orbits do not intersect. The final form of this equation after substituting the stress integrals is too complicated to be worth writing down in closed form here. It can, however, be computed in Mathematica and exported to text format for input in our Matlab scripts that are used to solve Eq. [A10].

We seek modes \( E \propto e^{i \omega_p t} \) that precess slowly at the rate \( \omega_p \), so that Eq. [A10] is converted to an eigenvalue problem of the form

\[
\omega_p e = f(\lambda, e, e', e''), \quad (A11)
\]

subject to appropriate boundary conditions, where \( f \) is in general a nonlinear function of its arguments.

The behaviour of the stress integrals for large \( e, e' \) is straightforward to understand. As the orbits become closer to intersecting \( (e - \lambda e')^2 \to 1 \) or \( e \to 1 \) or \( \lambda e') \to 1 \), strong pressure forces arise, which modify the eccentricity profile so that the orbits do not intersect. An interesting result of these forces is that they modify the global precession rate of the mode throughout the disc so that it precesses more rapidly in a retrograde sense as the orbits become closer to intersecting, even if this near intersection only occurs in a small region of the disc. We note that the formalism of Borderies et al. (1983) for narrow eccentric rings (with small eccentricities but arbitrary eccentricity gradients) applied to an isothermal gas also predicts a precession rate (their Eq.13) that depends on the eccentricity gradient, and which diverges in the limit of intersecting orbits. This is consistent with our results.

The 2D isothermal model is a simplification of a realistic 3D eccentric disc. The isothermal case (with adiabatic index of 1) is the most compressible 2D model that we can consider, where the pressure increase for a given streamline convergence is minimised (over less compressible models with adiabatic indices larger than 1). However the qualitative behaviour of the 2D isothermal model is likely to carry over to more realistic models.

APPENDIX B: LINEAR NON-SECULAR THEORY IN 2D

As listed in Table [I], we solve the eigenvalue problem for the full (non-secular) isothermal hydrodynamical equations in two dimensions to compute the precession frequency of the fundamental \( m = 1 \) linear eccentric mode, to allow comparison with simulations and secular theory. We assume linear perturbations \( u_R', u_\phi', \Sigma' \propto e^{i(\omega_p t - \iota \omega t)} \), which satisfy

\[
- \iota \omega u_R' = - \frac{c^2}{\Sigma} \partial_R \Sigma' + \frac{c^2}{\Sigma} \partial_\phi \Sigma', \quad (B1)
\]

\[
- \iota \omega u_\phi' = - (\iota \omega + R \partial_R) u_R' - \iota \omega \Sigma', \quad (B2)
\]

\[
- \iota \omega \Sigma' = - \Sigma b \left( \frac{u_R'^*}{R} + \partial_R u_R' \right) - u_R' \partial_R \Sigma b - \frac{i \Sigma}{R} u_\phi', (B3)
\]

where \( \omega = \omega_p - \Omega \), subject to the BCs that \( u_R' = 0 \) at \( R = R_i \) and \( R = R_o \). In this case

\[
\Omega = \Omega_0 R^{-\frac{3}{2}} \left( 1 - \frac{c^2}{\Omega_0^2} R \right)^{\frac{3}{2}}, \quad (B4)
\]

where we have taken into account the radial pressure gradient in full. This is solved using a Chebyshev collocation method (adopting 101 points in radius, which we find to be more than sufficient to compute the fundamental mode), which converts the problem to a standard eigenvalue problem that can be solved (for which we use a QZ method) to compute the precession frequency \( \omega_p \).
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