REAL EIGENVALUES OF ELLIPTIC RANDOM MATRICES
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Abstract. We consider the real eigenvalues of an \((N \times N)\) real elliptic Ginibre matrix whose entries are correlated through a non-Hermiticity parameter \(\tau_N \in [0, 1]\). In the almost-Hermitian regime where \(1 - \tau_N = \Theta(N^{-1})\), we obtain the large-\(N\) expansion of the mean and the variance of the number of the real eigenvalues. Furthermore, we derive the limiting empirical distributions of the real eigenvalues, which interpolate the Wigner semicircle law and the uniform distribution, the restriction of the elliptic law on the real axis. Our proofs are based on the skew-orthogonal polynomial representation of the correlation kernel due to Forrester and Nagao.

1. Introduction

How many eigenvalues of a real random matrix are real? At one extreme, there are real symmetric matrices whose all eigenvalues are real. Without symmetry, Hermiticity fails, and not all eigenvalues are real. Nevertheless, intriguingly, several non-Hermitian random matrices with real entries have real eigenvalues with non-zero probability, contrary to their complex or quaternion counterparts. One of the most fundamental examples of such matrices is a real Ginibre ensemble, a real \((N \times N)\) matrix whose entries are i.i.d. Gaussian, for which it was shown in the pioneering work of Edelman, Kostlan, and Shub [12] that the number of real eigenvalues is of order \(\sqrt{N}\).

From the examples of real symmetric and real i.i.d. matrices, it can be heuristically conjectured that as a real random matrix becomes more symmetric, it gets more real eigenvalues. The statement can be made rigorous by considering the following interpolation of the two different random matrices:

\[
X \equiv \sqrt{\frac{1 + \tau_N}{2}} S + \sqrt{\frac{1 - \tau_N}{2}} A
\]

for a (possibly \(N\)-dependent) parameter \(\tau_N\), where \(S\) and \(A\) are elements of Gaussian orthogonal ensemble (GOE) and anti-symmetric GOE, respectively. Note that \(X\) is symmetric if \(\tau_N = 1\) and \(X\) is a Ginibre ensemble if \(\tau_N = 0\), and thus the (non)-Hermiticity of \(X\) is expressed by \(\tau_N\). The model is known as a real elliptic Ginibre matrix, which provides a natural bridge between Hermitian and non-Hermitian...
random matrix theories. The expected number of real eigenvalues $E_{N,\tau}$ of $X$ for \(\tau_N \equiv \tau \in [0, 1]\) was obtained by Forrester and Nagao [17], which is given by

\[
E_{N,\tau} = \left( \frac{2}{\pi} \frac{1 + \tau}{1 - \tau} N \right)^{1/2} (1 + o(1)).
\]

It in particular shows that $E_{N,\tau}$ is an increasing function of $\tau$ for any sufficiently large $N$.

The symmetry affects not only the number of real eigenvalues but also its distribution. While the limiting empirical distribution of real eigenvalues of $X$ is the uniform distribution on \((-1 - \tau, 1 + \tau)\) for $\tau \in [0, 1)$, i.e.,

\[
\rho_s^\tau(x) := \mathbb{1}_{[-1-\tau,1+\tau]}(x) \cdot \frac{1}{2(1+\tau)},
\]

in the limit $\tau \to 1$, the uniform distribution in (1.3) does not recover the semicircle distribution, which is obviously the limiting distribution in case $\tau = 1$. It suggests that a non-trivial transition happens when $\tau$ is close to 1.

One can expect that such a transition may appear when the number of the real eigenvalues is of order $N$, in which case thus the distribution of real eigenvalues is affected by the semicircle distribution. It is therefore natural to consider the case for which the right side of (1.2) is of order $N$, or equivalently $1 - \tau_N = \Theta(N^{-1})$, which we will call the almost-Hermitian regime. We consider the following questions in this regime:

- What is the number of real eigenvalues?
- What is the limiting empirical distribution of the real eigenvalues?

In this paper, we aim to answer these questions.

1.1. Main contributions. Denote by $\mathcal{N}_{\tau_N}$ the number of real eigenvalues of $X$ in (1.1). Our main contributions are as follows: For $N$ even and

\[
\tau_N = 1 - \frac{\alpha^2}{N}, \quad (\alpha > 0),
\]

we prove

- asymptotic formulas for the mean and the variance of $\mathcal{N}_{\tau_N}$, and
- a formula for the limiting empirical distribution of real eigenvalues of $X$.

As a corollary, we also prove the convergence of $\mathcal{N}_{\tau_N}/N$ in probability.

In Theorem 2.1, we prove that

\[
E_{N,\tau_N} = c(\alpha)N + O(1)
\]

with

\[
c(\alpha) = \frac{2}{\alpha \sqrt{\pi}} \int_0^1 \text{erf}(\alpha \sqrt{1 - s^2}) \, ds,
\]

where erf is the error function. From the asymptotic behavior of the error function,

\[
\text{erf}(x) \sim \begin{cases} 
\frac{2x}{\sqrt{\pi}} & \text{as } x \to 0, \\
1 & \text{as } x \to \infty,
\end{cases}
\]

we find that $c(\alpha) \sim 1$ as $\alpha \to 0$ and $c(\alpha) \sim \frac{2}{\alpha \sqrt{\pi}}$ as $\alpha \to \infty$. The former limit corresponds to the Hermitian case, and the latter matches (1.2) since

\[
\frac{1}{N} \left( \frac{2}{\pi} \frac{1 + \tau_N}{1 - \tau_N} N \right)^{1/2} = \frac{1}{N} \left( \frac{2}{\pi} \cdot \frac{2 - \alpha^2/N}{(\alpha^2/N) - N} \right)^{1/2} \to \frac{2}{\alpha \sqrt{\pi}}.
\]
as \( \alpha \to \infty \). It in particular shows that the regime \( 1 - \tau_N = \Theta(N^{-1}) \) is indeed where the transition for the real eigenvalues happens and our result connects the Hermitian case (\( \tau = 1 \)) and the elliptic case (\( \tau \in [0,1) \)).

For the variance \( V_{N,\tau} \) of \( \mathcal{N}_{\tau_N} \), in our second main result, Theorem 2.3, we prove that

\[
\lim_{N \to \infty} \frac{V_{N,\tau}}{E_{N,\tau}} = r(\alpha)
\]

for some \( r(\alpha) \) satisfying

\[
(1.7) \quad \lim_{\alpha \to 0} r(\alpha) = 0, \quad \lim_{\alpha \to \infty} r(\alpha) = 2 - \sqrt{2}.
\]

Again, our result on the variance connects the Hermitian case and the elliptic case as for a fixed \( \tau_N \equiv \tau \in [0,1) \) it was obtained in [16,17] that

\[
\lim_{N \to \infty} \frac{V_{N,\tau}}{E_{N,\tau}} = 2 - \sqrt{2}.
\]

As the mean and the variance are of the same order, it is immediate to obtain the convergence

\[
\frac{\mathcal{N}_{\tau_N}}{N} \to c(\alpha)
\]

as \( N \to \infty \), in probability.

In Theorem 2.8, we derive the limiting empirical distribution of the real eigenvalues. Denote by \( \rho_{N,\tau_N}(x) \) the empirical distribution of the real eigenvalues of \( X \). Then as \( N \to \infty \),

\[
\rho_{N,\tau_N}(x) \to \rho^w_\alpha(x) := \mathbb{1}_{[-2,2]}(x) \cdot \frac{1}{c(\alpha)} \frac{1}{2\alpha \sqrt{\pi}} \text{erf}(\frac{\alpha}{2 \sqrt{4 - x^2}})
\]

uniformly on compact subsets of \((-2,2)\). Here \( c(\alpha) \) is a normalization constant in (1.5), which turns \( \rho^w_\alpha \) into a probability density function. Applying the asymptotic formula (1.6), we find that the density \( \rho^w_\alpha \) interpolates the semicircle law

\[
(1.8) \quad \rho_{sc}(x) := \mathbb{1}_{[-2,2]}(x) \cdot \frac{1}{2\pi} \sqrt{4 - x^2}
\]

and the uniform distribution \( \rho^s_1 \) defined in (1.3), see Figure 3.

Our proof for the number of the real eigenvalues is based on a (double) contour integral representation, which follows from the skew-orthogonal polynomial kernel of the associated Pfaffian point process and some basic properties of hypergeometric functions.

For the density of the real eigenvalues, we use a version of the Christoffel–Darboux identity (Lemma 4.2) for Hermite polynomials with complex variables. We also estimate certain oscillatory integrals, which naturally arise from the Plancherel–Rotach strong asymptotics.

In the elliptic case \( \tau_N \equiv \tau \in [0,1) \), the classical Mehler’s formula (also known as the Poisson kernel) for orthogonal polynomials can be applied to derive the large-\( N \) limit of the correlation kernel. In contrast, the leading mathematical challenge in the proof of the almost-Hermitian case is that it should find seemingly non-trivial analytic expressions of the discrete objects under consideration. For this, we can perform the asymptotic analysis, borrowing some ideas from the theory of special functions.
1.2. Related works. The Ginibre ensemble was first introduced in [22]. The limiting empirical spectral distribution of a Ginibre ensemble is the uniform distribution on the unit disc in the complex plane, known as the circular law. For a general (fixed) \( \tau_N \equiv \tau \in [0, 1) \), the circular law is extended to the elliptic law [23, 36], the uniform distribution on the elliptic disc

\[
K := \{ x + iy : (\frac{x}{1+\tau})^2 + (\frac{y}{1-\tau})^2 \leq 1 \},
\]

see Figure 1.

The formula (1.2) was first proved by Edelman, Kostlan, and Shub for a real Ginibre ensemble (\( \tau = 0 \)). More precisely, it was shown in [12, Corollary 5.2] that

\[
E_{N,0} = \left( \frac{2}{\pi N} \right)^{\frac{1}{2}} \left[ 1 - \frac{3}{8N} - \frac{3}{128N^2} + \frac{27}{1024N^3} + \frac{499}{32768N^4} + O\left( \frac{1}{N^5} \right) \right] + \frac{1}{2}.
\]

For a fixed value of \( \tau \equiv \tau_N \in [0, 1) \), Forrester and Nagao [17] expressed \( E_{N,\tau} \) in terms of a summation of hypergeometric functions using the theory of skew-orthogonal polynomials previously developed in [16] for the case \( \tau_N \equiv 0 \) from which one can derive (1.2). (See also [8, 35] for the scaling limits of real Ginibre matrices.)

![Figure 1. Eigenvalues of X, where \( \tau_N \equiv 1/2 \) and \( N = 4096 \)](image)

For the real eigenvalues of other random matrix models, we refer to [14, 17, 26, 27, 29, 33] and references therein. We also remark that the statistics of real eigenvalues enjoy an intimate relationship with diverse topics, including the Zakharov–Shabat system [7] and the annihilating Brownian motion [32].

The almost-Hermitian regime was introduced in the series of works [18–20] by Fyodorov, Khoruzhenko, and Sommers. For more details and some physical connotations on such intermediate regime, we refer to some recent works [2, 6, 21] and references therein. The density \( \rho^w_\alpha \) was previously found by Efetov [13] using the supersymmetry method in the context of directed quantum chaos.

In general, the odd \( N \) case should be treated separately, see e.g., [15, 34]. Nevertheless, our assumption that \( N \) be an even integer is merely for convenience to apply main results in [17]. It is to be expected that such an assumption should not be necessary for our main results.

Our model can be generalized to real elliptic matrices with non-Gaussian entries. Even with non-Gaussian entries, the circular law and the elliptic law hold both at the global and local levels. It is known as the universality of the circular law [9, 24, 37, 38], and the elliptic law [5, 30], respectively. The universality of the leading order asymptotics of the expected number of real eigenvalues also holds for a class of i.i.d. random matrices (i.e., \( \tau_N \equiv 0 \)); see [38]. It is expected that a similar result
also holds with general $\tau_N$ including the almost-Hermitian regime; see Figure 2. We will discuss these in a future paper.

![Figure 2](image)

**Figure 2.** (A): The plot displays numbers of real eigenvalues divided by $N$ for 256 samples of random matrices of size $N = 256$ with various entries and their comparison with $c(\alpha)$. Here the entries of random matrices are given by Gaussian, uniform, and Rademacher distributions. (B): The graph indicates the variance of real eigenvalues divided by its number, for $10^5$ samples of random matrices of size $N = 64$ with entries given by the identical distributions in (A) and their comparison with $r(\alpha)$.

For the non-Hermitian Wishart ensembles (also known as chiral Ginibre ensembles or sample cross-covariance matrices), it was shown in [3] that the associated skew-orthogonal polynomials can be expressed in terms of the generalized Laguerre polynomials. Using this, the correlation kernel of the associated Pfaffian point process was studied in [4]. Based on this a priori knowledge, one may consider similar problems in this work for the non-Hermitian Wishart ensembles. In particular, one can expect that the limiting empirical distributions in the almost-Hermitian regime interpolate the Marchenko-Pastur law with the “shifted elliptic law” recently discovered in [1]. We will address these problems in future work.

1.3. **Organization of the paper.** The rest of the paper is organized as follows. In Section 2, we introduce the precise definition of the model and state the main results. The main results on the real eigenvalues of the model in the almost-Hermitian regime are Theorems 2.1, 2.3 and 2.8. We also present the counterpart of Theorem 2.1 for the elliptic regime in Proposition 2.2. In Section 3, we discuss a useful integral representation of the expected number of the real eigenvalues and prove Theorem 2.1 and Proposition 2.2. Section 4 is devoted to carrying out some asymptotic analysis on the pre-kernel and to proving Theorem 2.8. In Section 5, we prove Theorem 2.3, based on a similar strategy as in Section 3, using some results from Section 4 as well.
2. Main Results

2.1. Elliptic matrix. In this subsection, we define the elliptic matrix, the primary model we consider in this work. We consider a sequence \( \tau_N \in [0, 1] \) called a non-Hermiticity parameter. In the sequel we write \( \tau = \lim_{N \to \infty} \tau_N \), which is always assumed to be well defined. Let \( \{ \xi_{j,N} \}_{N=1}^{\infty} (j = 0, 1, 2) \) be sequences of real random variables, which satisfy

\[
E \xi_{j,N} = 0, \quad E \xi_{j,N}^2 = 1, \quad E \xi_{j,N}^k < \infty, \quad E \xi_{1,N} \xi_{2,N} = \tau_N,
\]

where \( k \in \mathbb{N} \). We consider a random matrix \( X = (x_{jk})_{j,k=1}^{N} \) whose entries are given as follows:

- \( \{(x_{jk}, x_{kj})\}_{j<k} \cup \{x_{jj}\}_j \) consists of independent random variables;
- \( \{x_{jj}\}_j \) are independent copies of \( \frac{1}{\sqrt{N}} \xi_{0,N} \);
- \( \{(x_{jk}, x_{kj})\}_{j<k} \) are independent copies of \( \frac{1}{\sqrt{N}} (\xi_{1,N}, \xi_{2,N}) \).

We assume that \( \xi_{j,N} \)'s are Gaussian, which coincides with \( X \) in (1.1).

2.2. Main Theorems. Our first main result, Theorem 2.1, is on the asymptotic expansion of \( E_{N,\tau_N} \) in the almost-Hermitian regime. Recall that the modified Bessel function \( I_{\nu} \) of the first kind is given by

\[
I_{\nu}(z) := \sum_{k=0}^{\infty} \frac{(z/2)^{2k+\nu}}{k! \Gamma(\nu + k + 1)}.
\]

**Theorem 2.1.** Let \( \tau_N = 1 - \frac{a_N^2}{N} \). Then for any positive integer \( m \geq 2 \),

\[
E_{N,\tau_N} = Nc(\alpha) + c_0(\alpha) + \frac{1}{2} + \sum_{l=1}^{m-1} \frac{c_l(\alpha)}{N^l} + O\left(\frac{1}{N^m}\right)
\]

as \( N \to \infty \), where

\[
c(\alpha) := e^{-a^2/2}[I_0(\frac{a^2}{2}) + I_1(\frac{a^2}{2})],
\]

\[
c_0(\alpha) := -\frac{1}{2} e^{-a^2/2}[I_0(\frac{a^2}{2}) + a^2 I_1(\frac{a^2}{2})],
\]

and for \( l \geq 1 \),

\[
c_l(\alpha) := \sum_{k=0}^{l+1} \sum_{m=l+1-k}^{\infty} q_m t^{m-l-k} (2k-3)!! (2m-1)!! (\frac{a^2}{2})^{k+m}.
\]

Here \( q_k,s \) is defined by the generating function

\[
\left( \frac{te^t}{e^t-1} \right)^{k+2} \frac{2}{e^t+1} = \sum_{s=0}^{\infty} q_k,s t^s.
\]

We remark that the definition of \( c(\alpha) \) in (2.2) coincides with that in (1.5); see Remark 2.7.

For a fixed \( \tau_N \equiv \tau \in [0, 1] \), we have the following full expansion of \( E_{N,\tau} \).

**Proposition 2.2.** Let \( \tau_N \equiv \tau \in [0, 1] \) be fixed. Then for any positive integer \( m \), we have

\[
E_{N,\tau} = \left( \frac{2}{\pi} \frac{1 + \tau}{1 - \tau} N \right)^{1/2} \left[ 1 + \sum_{l=1}^{m-1} \frac{a_l(\tau)}{N^l} + O\left(\frac{1}{N^m}\right) \right] + \frac{1}{2},
\]
as $N \to \infty$, where

$$a_l(\tau) := -\sqrt{1 - \tau} \frac{(2l - 3)!!}{2^l} \sum_{k=0}^{\infty} \frac{(2k - 1)!!}{2^k k!} \hat{p}_{k,l} \tau^k.$$ 

Here $\hat{p}_{k,l}$ is defined by the generating function

$$\left( \frac{e^t - 1}{t} \right)^{-\frac{3}{2}} \frac{2 e^{t(k+2)}}{e^t + 1} = \sum_{l=0}^{\infty} \hat{p}_{k,l} t^l. \tag{2.5}$$

Our next object of interest is the variance $V_{N,\tau_N}$ of the number $N_{\tau_N}$ of real eigenvalues in the almost-Hermitian regime.

**Theorem 2.3.** Let $\tau_N = 1 - \frac{\alpha^2}{N}$. Then we have

$$\lim_{N \to \infty} V_{N,\tau_N}/E_{N,\tau_N} = r(\alpha) := 2 - 2e^{-\alpha^2/2} I_0(\alpha^2) + I_1(\alpha^2)/(I_0(\alpha^2/2) + I_1(\alpha^2/2)).$$

Note that the behavior (1.7) of $r(\alpha)$ can be easily checked using the well-known asymptotic

$$I_\nu(x) \sim \begin{cases} \frac{(x/2)^\nu}{\Gamma(\nu+1)} & \text{as } x \to 0, \\ \frac{e^x}{\sqrt{\pi x}} & \text{as } x \to \infty, \end{cases}$$

see e.g., [31, Eq.(10.30.1), (10.30.4)].

As an immediate consequence of Theorems 2.1 and 2.3, we obtain the convergence of the random variables $N_{\tau_N}/N$ in probability as follows.

**Corollary 2.4.** Let $\tau_N = 1 - \frac{\alpha^2}{N}$. Then we have

$$\frac{N_{\tau_N}}{N} \to c(\alpha)$$

as $N \to \infty$, in probability.

**Remark 2.5.** The functions $a_l$ in Proposition 2.2 for the first few values of $l$ are given as follows:

$$a_1(\tau) := \frac{\tau - 3}{8(1 - \tau)}, \quad a_2(\tau) := \frac{5\tau^2 - 14\tau - 3}{128(1 - \tau)^2},$$

$$a_3(\tau) := \frac{-17\tau^3 + 73\tau^2 - 203\tau + 27}{1024(1 - \tau)^3}, \quad a_4(\tau) := \frac{-541\tau^4 + 2684\tau^3 - 6846\tau^2 - 4196\tau + 499}{32768(1 - \tau)^4}.$$ 

Note that the asymptotic expansion (2.4) for $\tau = 0$ recovers (1.10).

We also remark that the functions $a_l$ can be written as $a_l(\tau) = P_l(\frac{\tau}{1 - \tau})$, where $P_l$ is a polynomial of degree $l$ given by

$$P_l(x) := \frac{(2l - 3)!!}{2^l} \sum_{k=0}^{l-1} (-1)^{k+1} \frac{(2k - 1)!!}{2^k k!} p_{k,l-k} x^k.$$ 

Here $p_{k,s}$ is defined by the generating function

$$\left( \frac{e^t - 1}{t} - \frac{3}{2} \frac{2 e^{2t}}{e^t + 1} \right) = \sum_{s=0}^{\infty} p_{k,s} t^s.$$
Remark 2.6. In general, the functions $c_l$’s are of the form
\[ c_l(\alpha) = e^{-\alpha^2/2} [P_{l,0}(\alpha) I_0(\alpha^2) + P_{l,1}(\alpha) I_1(\alpha^2)], \]
where $P_{l,1}, P_{l,2}$ are some even polynomials of degree $4l + 2$. For example, we have
\[ P_{1,0}(\alpha) = -\frac{\alpha^4(3\alpha^2 - 8)}{48}, \quad P_{1,1}(\alpha) = \frac{\alpha^2(3\alpha^4 - 8\alpha^2 - 2)}{48}, \]
and
\[ P_{2,0}(\alpha) = \frac{\alpha^4(\alpha^6 - 8\alpha^4 + 11\alpha^2 + 1)}{96}, \quad P_{2,1}(\alpha) = -\frac{\alpha^2(\alpha^8 - 7\alpha^6 + 6\alpha^4 + 3\alpha^2 + 4)}{96}. \]

Remark 2.7. To see the equivalence of the definitions of $c(\alpha)$, recall that the error function has the power series expansion (see [31, Eq.(7.6.1)])
\[ \text{erf}(z) = \frac{2}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! (2n + 1)} z^{2n+1}. \]
Then the expression (2.2) can be obtained from (1.5) by straightforward computations using
\[
\int_0^1 (1 - s^2)^{n+1/2} ds = \frac{\sqrt{\pi} \Gamma(n + \frac{3}{2})}{2 \Gamma(n + 1)!}. \]

We now discuss the density $\rho_N \equiv \rho_{N,\tau_N}$ of real eigenvalues. In the almost-Hermitian regime, we obtain the following theorem, which features a one-parameter family of probability distributions $\rho^w_\alpha$ interpolating between the Wigner semicircle law in (1.3) and the uniform distribution in (1.8) (i.e., the elliptic law restricted on the real axis).

**Theorem 2.8.** Let $\tau_N = 1 - \frac{\alpha^2}{N}$. Then as $N \to \infty$,
\[
(2.6) \quad \rho_{N,\tau_N}(x) \to \rho^w_\alpha(x) := 1_{[-2,2]}(x) \cdot \frac{1}{c(\alpha) 2\alpha \sqrt{\pi}} \text{erf}(\frac{x}{2\alpha \sqrt{4 - x^2}})
\]
uniformly on compact subsets of $(-2,2)$. Here $c(\alpha)$ is a normalization constant given by (1.5), which turns $\rho^w_\alpha$ into a probability density function.
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**Figure 3.** The plots display histograms of real eigenvalues of $X$. The full line in each histogram is the graph of $\rho^w_\alpha$ with an appropriate scale. All the histograms are drawn from 256 samples with $N = 256$. 
3. Expected number of real eigenvalues

In this section, we prove Theorem 2.1 and Proposition 2.2. Our proof is based on the following representation of $E_{N,\tau_N}$ shown in [17]: for any $\tau_N < 1$,

$$E_{N,\tau_N} = \left( \frac{2}{\pi} \frac{1 + \tau_N}{1 - \tau_N} \right)^{1/2} \frac{N/2 - 1}{\sum_{k=0}^{N/2 - 1} \frac{\Gamma(2k + 1/2)}{(2k)!}} 2F_1\left(\frac{1}{2}, \frac{1}{2}; -2k + 1; -\frac{\tau_N}{1 - \tau_N}\right),$$  \tag{3.1}

where $2F_1$ is the hypergeometric function defined by the Gauss series

$$2F_1(a, b; c; z) := \frac{\Gamma(c)}{\Gamma(a)\Gamma(b)} \sum_{s=0}^{\infty} \frac{\Gamma(a+s)\Gamma(b+s)}{\Gamma(c+s)!} \frac{z^s}{s!}, \quad (|z| < 1)$$  \tag{3.2}

and by analytic continuation elsewhere.

Our strategy for the proof of Theorem 2.1 is summarized as follows:

- we obtain a contour integral representation of $E_{N,\tau_N}$, which holds for any $\tau_N < 1$ (Lemma 3.1);
- we treat the integrand in the previous step as a function of variables $N$ and $\alpha$, and compute its power series expansion;
- we derive the large-$N$ expansion of $E_{N,\tau_N}$ by the residue calculus and express its coefficients in terms of the modified Bessel functions.

To analyze the right-hand side of the identity (3.1), we begin with the following lemma, which provides a contour integral representation of $E_{N,\tau_N}$.

**Lemma 3.1.** For any $N > 1$ and $\tau_N \in [0, 1)$, we have

$$E_{N,\tau_N} = \left( \frac{2}{\pi} \frac{1 + \tau_N}{1 - \tau_N} \right)^{1/2} g_N\left(-\frac{\tau_N}{1 - \tau_N}\right),$$  \tag{3.3}

where $g_N : \mathbb{R}_- \to \mathbb{R}_+$ is defined by

$$g_N(x) := \sqrt{\pi} \text{Res}_{\zeta=1} \left[ \zeta^{-\frac{3}{2}} (2 - \zeta)^{-1} (1 - \zeta x)^{-\frac{1}{2}} \right].$$  \tag{3.4}

**Proof.** We first analyze the summand in (3.1). For $|\arg(1-z)| < \pi$ and $b, 1-c, c-b \not\in \mathbb{N}$, the hypergeometric function $2F_1(a, b; c; z)$ has an integral representation

$$2F_1(a, b; c; z) = -\frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} e^{-i\pi c} \frac{e^{-i\pi c}}{4\sin(\pi b)\sin(\pi(c-b))} \times \oint_{\mathcal{P}(0,1)} \zeta^{b-1}(1-\zeta)^{c-b-1}(1-\zeta z)^{-1-a} d\zeta,$$  \tag{3.5}

see e.g., [31, Eq.(15.6.5)]. Here $\mathcal{P}(0,1)$ is a Pochhammer contour entwining 0 and 1. It follows from the reflection formula of Gamma function

$$\Gamma(z)\Gamma(1-z) = \pi / \sin(\pi z)$$  \tag{3.6}

that for $\kappa \in \mathbb{C} \setminus \mathbb{Z}$,

$$\frac{\Gamma(2\kappa + 1/2)}{\Gamma(\kappa)} \frac{\Gamma(-2\kappa + 1/2)}{\Gamma(-\kappa)} e^{-i\pi/2} = \frac{i}{4\sqrt{\pi}} \sec(2\kappa\pi),$$
which has a removable singularity at each $\kappa \in \mathbb{Z}$. Combining the equations above, for $x < 0$ we have
\[
\frac{\Gamma(2k + \frac{1}{2})}{(2k)!} 2F_1\left(\frac{1}{2}, \frac{1}{2}; 2k + 1; x\right) = \frac{i}{4\sqrt{\pi}} \mathcal{P} \left[ \zeta^{-\frac{1}{2}} (1 - \zeta)^{2k-1} (1 - \zeta x)^{-\frac{1}{2}} \right] d\zeta
\]
\[
= -\sqrt{\pi} \lim_{\zeta \to 1} \left( \zeta^{-\frac{1}{2}} (1 - \zeta)^{2k-1} (1 - \zeta x)^{-\frac{1}{2}} \right).
\]
Here the second identity follows from $-2k - 1 \in \mathbb{Z}$ and the standard deformation of the Pochhammer contour.

Taking the sum of the above, we observe that only the second term of the right-hand side below
\[
\sum_{k=0}^{N/2 - 1} (1 - \zeta)^{-2k-1} = \frac{1 - \zeta}{\zeta (\zeta - 2)} - \frac{1}{(1 - \zeta)^{N-1} \zeta (\zeta - 2)},
\]
contributes to the residue. Thus we have
\[
\sum_{k=0}^{N/2 - 1} \frac{\Gamma(2k + \frac{1}{2})}{(2k)!} 2F_1\left(\frac{1}{2}, \frac{1}{2}; 2k + 1; x\right) = g_N(x).
\]
Combining this with the expression (3.1), the proof is complete. \qed

Remark 3.2. When $\tau_N \equiv 0$, it follows from $2F_1(a, b; c; 0) = 1$ and the duplication formula of Gamma function that the expression (3.1) is simplified to
\[
(3.7) \quad E_{N,0} = \sqrt{2} \sum_{k=0}^{N/2-1} \frac{(4k - 1)!!}{(4k)!!} = \frac{1}{2} + \sqrt{\frac{2}{\pi}} \frac{\Gamma(N + \frac{1}{2})}{(N - 1)!} 2F_1(1, -\frac{1}{2}; N, \frac{1}{2}).
\]
The formula (3.7) also appears in [12, Corollary 5.1, 5.3]. For $\tau_N \equiv 0$, one can recognize the right-hand side of (3.3) in terms of a hypergeometric function using (3.5), namely, we have
\[
g_N(0) = \frac{\Gamma(N - \frac{1}{2})}{(N - 2)!} 2F_1(1, -\frac{1}{2}; N + \frac{3}{2}, -\frac{1}{2}).
\]
Note that the regularized hypergeometric function $2F_1(a, b; c; z) := \frac{1}{\Gamma(c)} 2F_1(a, b; c; z)$ satisfies the linear transform
\[
\frac{\sin(\pi(c - b))}{\pi} 2F_1(1, b; c; z) = \frac{1}{\Gamma(c) \Gamma(c - b)} (1 - z)^{c - b} z^{1 - c}
\]
\[
- \frac{1}{\Gamma(c - 1) \Gamma(c - b)} 2F_1(1, b; b - c + 2; 1 - z),
\]
see [31, Eq.(15.4.6), (15.8.6)]. Using this, one can observe that Lemma 3.1 for $\tau_N \equiv 0$ is equivalent to (3.7).

It is instructive first to present the proof of Proposition 2.2, which includes essential ideas for Theorem 2.1 but requires fewer computations.

Proof of Proposition 2.2. Using the elementary binomial expansion
\[
\left( \frac{1 - \zeta x}{1 - x} \right)^{-\frac{1}{2}} = \sum_{k=0}^{\infty} \frac{(2k - 1)!!}{2^k k!} \left( \frac{1 - \zeta}{x - 1} \right)^k, \quad \left| \frac{(1 - \zeta)}{x - 1} \right| < 1,
\]
we write \( g_N \) in (3.4) as
\[
g_N(x) = \sqrt{\frac{\pi}{1 - x}} \sum_{k=0}^{\infty} (-1)^k (2k - 1)!! \frac{1}{2^{2k} k!} \frac{\zeta(-\frac{3}{2}(2 - \zeta)^{-1})}{(\zeta(1)^{N-k-1})} \left( \frac{x}{x-1} \right)^k.
\]
Moreover, by (3.5) and (3.8), the residue in the right-hand side of this identity is computed as
\[
\text{Res}_{\zeta=1} \left[ \frac{\zeta^{-\frac{3}{2}(2 - \zeta)^{-1}}}{(\zeta - 1)^{N-k-1}} \right] = \frac{\sqrt{\pi}}{2\sqrt{2}} + \frac{\sqrt{\pi}}{\Gamma(\frac{1}{2} - N + k)} 2F_1(1, -\frac{1}{2}; N - k; \frac{1}{2}).
\]
Combining above equations with the identity
\[
\sum_{k=0}^{\infty} (-1)^k \frac{(2k - 1)!!}{2^{2k} k!} \left( \frac{x}{x-1} \right)^k = \frac{1 - x}{1 - 2x}, \quad (x < 0),
\]
we obtain that for \( x < 0 \),
\[
g_N(x) = \sqrt{\frac{\pi}{1 - x}} \frac{1}{2\sqrt{2}} \sqrt{\frac{1}{1 - 2x}}
+ \frac{\pi}{\sqrt{1 - x}} \sum_{k=0}^{\infty} \frac{(2k - 1)!!}{2^{2k} k!} \frac{(-1)^k}{\Gamma(\frac{1}{2} - N + k)} 2F_1(1, -\frac{1}{2}; N - k; \frac{1}{2}) \left( \frac{x}{x-1} \right)^k.
\]
Now let us recall that as \( \lambda \to \infty \) (\( \lambda \in \mathbb{R} \))
\[
(3.9) \quad 2F_1(a, b; c + \lambda; z) = \frac{1}{\Gamma(c - b + \lambda)} \sum_{r=0}^{m-1} q_s(z) \frac{\Gamma(b + r)}{\Gamma(b)} \lambda^{-s-b} + O(\lambda^{-m-b}),
\]
where \( m \) is any positive integer, see [31, Eq.(15.12.3)]. Here \( q_0(z) = 1 \) and \( q_s(z) \) when \( s = 1, 2, \ldots \) are defined by the generating function
\[
\left( \frac{e^t - 1}{t} \right)^{b-1} e^{(1-c)(1 - z + ze^{-t})-a} = \sum_{s=0}^{\infty} q_s(z) t^s.
\]
Using (3.9), we have
\[
2F_1(1, -\frac{1}{2}; N - k; \frac{1}{2}) = \frac{\sqrt{N}}{\Gamma(N - k + \frac{1}{2})} \left( \sum_{s=0}^{m-1} \hat{p}_{k,s} \frac{\Gamma(-\frac{1}{2} + s)}{\Gamma(-\frac{1}{2})} N^{-s} + O(N^{-m}) \right),
\]
where \( \hat{p}_{k,s} \) is defined by (2.5). Then by (3.6), we obtain
\[
\frac{(-1)^k}{\Gamma(\frac{1}{2} - N + k)} 2F_1(1, -\frac{1}{2}; N - k; \frac{1}{2}) = -\frac{\sqrt{N}}{\pi} \left( \sum_{s=0}^{m-1} \hat{p}_{k,s} (2s - 3)!! \right) 2s N^s + O\left( \frac{1}{N^m} \right),
\]
which leads to
\[
g_N(x) = \frac{\sqrt{\pi}}{2\sqrt{2} \sqrt{1 - 2x}}
+ \frac{\sqrt{N}}{1 - x} \sum_{k=0}^{\infty} \frac{(2k - 1)!!}{2^{2k} k!} \hat{p}_{k,s} \left( \frac{x}{x-1} \right)^k \left( \sum_{s=0}^{m-1} (2s - 3)!! \right) 2s N^s + O\left( \frac{1}{N^m} \right).
\]
Now Proposition 2.2 follows from Lemma 3.1. \( \square \)
Now we begin to prove Theorem 2.1. For each \( k = 0, 1, \ldots, \) and \( N > 1, \) let
\[
a_{N,k}(\zeta) := \frac{2}{N^{k+1}} \frac{\zeta^{-k-2}(2-\zeta)^{-1}}{(\zeta-1)^{N-k-1}}. \tag{3.10}
\]
We will need the following evaluation.

**Lemma 3.3.** For \( N \) even and \( k = 0, 1, \ldots, N-2, \) we have
\[
\text{Res}_{\zeta=1} a_{N,k}(\zeta) = (-1)^k \sum_{s=0}^{k} \frac{q_{k,s}}{(k+1-s)!} \frac{(-1)^s}{N^s},
\]
where \( q_{k,s} \) is defined by (2.3).

**Proof.** To compute the residue of \( a_{N,k}(\zeta) \) at \( \zeta = 1, \) we first expand \( \zeta^{-k-2} \) around \( \zeta = 1 \) as follows: for \( |\zeta - 1| < 1, \)
\[
\zeta^{-k-2} = \sum_{l=0}^{\infty} (-1)^l \frac{(k+l+1)!}{(k+1)! l!} (\zeta - 1)^l.
\]
Combining this expansion with the definition (3.2) of \( _2F_1, \) we obtain
\[
\text{Res}_{\zeta=1} a_{N,k}(\zeta) = \frac{1}{(k+1)!} \frac{2}{N^{k+1}} \sum_{l=0}^{N-k-2} (-1)^l \frac{(k+l+1)!}{l!}
\]
\[
= \frac{(-1)^k}{(k+1)!} \left[ (-1)^k \frac{(k+1)!}{(2N)^{k+1}} + 2 \frac{(N-1)!}{N^k (N-k-1)!} _2F_1(1,N+1;N-k;-1) \right]
\]
\[
= \frac{(-1)^k}{(k+1)!} \left[ (-1)^k \frac{(k+1)!}{(2N)^{k+1}} + \frac{1}{N^k (N-k-1)!} _2F_1(1,-k-1;N-k;\frac{1}{2}) \right].
\]
Here the last identity follows from Pfaff’s transformation
\[
_2F_1(a,b;c;z) = (1-z)^{-a} _2F_1(a,c-b;c;\frac{z}{z-1}). \tag{3.11}
\]
Moreover, it follows from (3.9) and
\[
\frac{\Gamma(-k-1+s)}{\Gamma(-k-1)} = (-1)^s \frac{(k+1)!}{(k+1-s)!}
\]
(where we treat the case \( k \in \mathbb{N} \) in the left-hand side as a removable singularity) that
\[
\frac{1}{N^k (N-k-1)!} _2F_1(1,-k-1;N-k;\frac{1}{2}) = \sum_{s=0}^{k+1} \frac{q_{k,s}}{(k+1-s)!} \frac{(k+1)!}{N^s} (-1)^s.
\]
Therefore we obtain
\[
\text{Res}_{\zeta=1} a_{N,k}(\zeta) = \frac{1}{(2N)^{k+1}} + (-1)^k \sum_{s=0}^{k+1} \frac{q_{k,s}}{(k+1-s)!} \frac{(-1)^s}{N^s}.
\]
Finally, using the definition (2.3), we compute \( q_{k,k+1} : \)
\[
q_{k,k+1} = \text{Res}_{z=0} \left[ \left( \frac{e^z}{e^z-1} \right)^{k+2} \frac{2}{1+e^z} \right] = 2^{2-k}.
\]
We finish the proof. \( \square \)
Let us write
\begin{equation}
(3.12) \quad d_s(\alpha) := \frac{(-1)^s}{2} \sum_{k=s}^{\infty} q_{k,s} \frac{(-1)^k}{(k+1-s)!} \frac{(2k-1)!!}{k!} \left( \frac{\alpha^2}{2} \right)^k.
\end{equation}
Then we have the following.

**Lemma 3.4.** We have
\begin{align*}
d_0(\alpha) &= \frac{1}{2} e^{-\alpha^2/2} [I_0(\alpha^2) + I_1(\alpha^2)], \\
d_1(\alpha) &= \frac{1}{4} + \frac{1}{8} e^{-\alpha^2/2} [(\alpha^2 - 2)I_0(\alpha^2) - \alpha^2 I_1(\alpha^2)].
\end{align*}

**Proof.** Using (2.3), we first compute
\begin{equation}
q_{k,0} = 1, \quad q_{k,1} = \frac{k+1}{2}.
\end{equation}
By (2.1), we have
\begin{align}
e^{-\alpha^2/2} I_0(\alpha^2) &= \sum_{k=0}^{\infty} \frac{(2k-1)!!}{(k!)^2} (-1)^k \left( \frac{\alpha^2}{2} \right)^k, \tag{3.13} \\
e^{-\alpha^2/2} I_1(\alpha^2) &= \sum_{k=0}^{\infty} \frac{(2k-1)!!}{(k-1)!(k+1)!} (-1)^{k+1} \left( \frac{\alpha^2}{2} \right)^k. \tag{3.14}
\end{align}
Then the lemma follows immediately from (3.13) and (3.14). \qed

We are now ready to prove Theorem 2.1.

**Proof of Theorem 2.1.** By Lemma 3.1, we have
\begin{equation}
E_{N,\tau_N} = N \sqrt{4 - \frac{2\alpha^2}{N}} \frac{1}{\alpha \sqrt{\pi}} \frac{1}{\sqrt{N}} g_N(1 - \frac{N}{\alpha^2})
\end{equation}
and
\begin{equation}
g_N(x) = \frac{1}{\sqrt{N}} \left[ \sum_{k=0}^{\infty} a_{N,k} \left( \frac{2k+1}{(k!)^2} \left( \frac{\alpha}{2} \right)^{2k+1} \right) \right],
\end{equation}
where $a_{N,k}$ is given by (3.10).

We compute the power series expansion of $\frac{1}{\sqrt{\pi}} g_N(1 - \frac{N}{\alpha^2})$. For this computation, we first expand $(1 - \zeta x)^{-\frac{1}{2}}$ around $\zeta = 1$ using the binomial theorem. More precisely, for $x = 1 - \frac{N}{\alpha^2}$, we have
\begin{equation}
(1 - \zeta x)^{-\frac{1}{2}} = 2 \sum_{k=0}^{\infty} (\zeta - 1)^k (\zeta N)^{-\frac{1}{2}} \left( \frac{2k!}{(k!)^2} \left( \frac{\alpha}{2} \right)^{2k+1} \right), \quad (|\zeta - 1| < |\zeta| \frac{N}{\alpha^2}).
\end{equation}
Therefore we obtain
\begin{equation}
\frac{1}{\sqrt{N}} g_N(1 - \frac{N}{\alpha^2}) = \sqrt{\pi} \sum_{k=0}^{\infty} \frac{1}{\sqrt{\pi}} \left( \frac{2k+1}{(k!)^2} \left( \frac{\alpha}{2} \right)^{2k+1} \right),
\end{equation}
where $a_{N,k}$ is given by (3.10).

By Lemma 3.3, we have
\begin{equation}
\frac{1}{\alpha \sqrt{\pi}} \frac{1}{\sqrt{N}} g_N(1 - \frac{N}{\alpha^2}) = \frac{1}{2} \sum_{k=0}^{\infty} (-1)^k \frac{(2k-1)!!}{k!} \left( \frac{\alpha^2}{2} \right)^k \sum_{s=0}^{k} \frac{q_{k,s}}{(k+1-s)!} \frac{(-1)^s}{N^s}.
\end{equation}
Rearranging the terms, for any positive integer $m \geq 2$,
\[
\frac{1}{\alpha \sqrt{\pi}} \frac{1}{\sqrt{N}} g_N(1 - \frac{N}{\alpha^2}) = \sum_{s=0}^{m-1} \frac{d_s(\alpha)}{N^s} + O\left( \frac{1}{N^m} \right),
\]
where $d_s(\alpha)$ is given by (3.12). Now it follows from (3.15) and the binomial expansion
\[
\sqrt{4 - \frac{2\alpha^2}{N}} = 2 - \sum_{s=1}^{m-1} \frac{(2s - 3)!! \alpha^{2s}}{2^{2s-1} s!} \frac{1}{N^s} + O\left( \frac{1}{N^m} \right)
\]
that
\[
E_{N,\tau N} = N c(\alpha) + c_0(\alpha) + \frac{1}{2} + \sum_{l=1}^{m-1} \frac{c_l(\alpha)}{N^l} + O\left( \frac{1}{N^m} \right).
\]
Here $c(\alpha) = 2d_0(\alpha)$ and $c_l(\alpha)$'s are given by
\[
c_0(\alpha) := 2d_1(\alpha) - \frac{\alpha^2}{2} d_0(\alpha) - \frac{1}{2}
\]
and for $l \geq 1$,
\[
c_l(\alpha) = 2d_{l+1}(\alpha) - \alpha \sum_{k=0}^{l} \frac{(2k - 1)!!}{(k + 1)!} \left( \frac{\alpha}{2} \right)^{2k+1} d_{l-k}(\alpha).
\]
Now Lemma 3.4 completes the proof. \qed

4. Distributions of real eigenvalues

This section is devoted to proving Theorem 2.8.

It was obtained in [17] that the density $\rho_N = \rho_{N,\tau N}$ of real eigenvalues can be expressed in terms of the Hermite polynomial $H_k(x) := (-1)^k e^{x^2} \frac{d^k}{dx^k} e^{-x^2}$ as
\[
\rho_N(x) = \rho_1^N(x) + \rho_2^N(x), \quad \rho_j^N = \frac{1}{E_{N,\tau N}} R_j^N(x), \quad (j = 1, 2)
\]
where
\begin{align}
R_1^N(x) &:= \sqrt{\frac{N}{2\pi}} e^{-x^2} \sum_{k=0}^{N-2} \frac{(\tau N/2)^k}{k!} H_k\left( \sqrt{\frac{N}{2\tau N}} x \right)^2, \\
R_2^N(x) &:= \frac{1}{\sqrt{2\pi}} \frac{(\tau N/2)^{N-3/2}}{(N-2)!} \frac{N}{2^{(1+\tau N)/2}} e^{-\frac{N}{2(1+\tau N)}} x^2 H_{N-1}\left( \sqrt{\frac{N}{2\tau N}} x \right) \\
&\quad \times \int_0^x e^{-\frac{N}{2(1+\tau N)} u^2} H_{N-2}\left( \sqrt{\frac{N}{2\tau N}} u \right) du.
\end{align}
Here we use a different normalization so that the limiting empirical distribution has a compact support, cf. (1.9).

The overall strategy to derive the large-$N$ limit (2.6) of $\rho_N$ is as follows:

- we first compute the large-$N$ limit of $\rho_N(0)$ (Lemma 4.1) by virtue of some basic properties of hypergeometric functions;
- using a version of the Christoffel-Darboux formula (Lemma 4.2) we obtain an integral representation of $\rho_j^N$ (Lemma 4.3), where the previous step is utilized to determine the integration constant;
• we derive the large-$N$ limit of the integral representation using the Plancherel-Rotach asymptotic formula for Hermite polynomials (4.8) and some asymptotic analysis on the associated oscillatory integrals (Lemma 4.4).

We begin with the following lemma, which gives Theorem 2.8 for the specific value $x = 0$.

**Lemma 4.1.** We have
\[
\lim_{N \to \infty} \rho_N(0) = \frac{1}{c(\alpha)} \frac{1}{2\alpha \sqrt{\pi}} \text{erf}(\alpha).
\]

**Proof.** Using Hermite numbers
\[
H_k(0) = \frac{\sqrt{\pi}}{\Gamma\left(\frac{1-k}{2}\right)} 2^k
\]
and (3.2), we have
\[
\rho_N(0) = \frac{1}{E_{N,\tau N}} \left(\frac{N}{2\pi}\right)^\frac{1}{2} \left[(1 - \tau_N^2)^{-\frac{1}{2}} - \tau_N^N \frac{\Gamma(N+1)}{\sqrt{\pi}} \right]_2 F_1 \left(1, \frac{N+1}{2}; \frac{N}{2} + 1; \tau_N^2 \right).
\]
By (3.11), we have
\[
_2 F_1 \left(1, \frac{N+1}{2}; \frac{N}{2} + 1; \tau_N^2 \right) = (1 - \tau_N^2)^{-\frac{1}{2}} _2 F_1 \left(1, \frac{1}{2}; \frac{N}{2} + 1; \frac{\tau_N^2}{1 - \tau_N^2} \right).
\]
This leads to \( \rho_N(0) = a_N - b_N \), where
\[
a_N = \frac{1}{E_{N,\tau N}} \left(\frac{N}{2\pi(1 - \tau_N^2)}\right)^\frac{1}{2},
\]
\[
b_N = \frac{1}{E_{N,\tau N}} \left(\frac{N}{2\pi}\right)^\frac{1}{2} \frac{\tau_N^N}{1 - \tau_N^2} \frac{\Gamma(N+1)}{\sqrt{\pi}} _2 F_1 \left(1, \frac{1}{2}; \frac{N}{2} + 1; \frac{\tau_N^2}{1 - \tau_N^2} \right).
\]

Note here that by Theorem 2.1, we have
\[
\lim_{N \to \infty} a_N = \frac{1}{c(\alpha)} \frac{1}{2\alpha \sqrt{\pi}}.
\]
Therefore it suffices to show that
\[
\lim_{N \to \infty} b_N = \frac{1}{c(\alpha)} \frac{1}{2\alpha \sqrt{\pi}} \text{erfc}(\alpha).
\]

Notice also that Theorem 2.1 gives rise to
\[
b_N \sim \frac{1}{c(\alpha)} \frac{1}{2\alpha \sqrt{\pi}} \left(\frac{N}{2\pi}\right)^\frac{1}{2} \Gamma\left(\frac{N+1}{2}\right) e^{-\alpha^2} _2 F_1 \left(1, \frac{1}{2}; \frac{N}{2} + 1; -\frac{N}{2\alpha^2} \right).
\]
Thus we need to show
\[
\lim_{N \to \infty} \left(\frac{N}{2\pi}\right)^\frac{1}{2} \Gamma\left(\frac{N+1}{2}\right) _2 F_1 \left(1, \frac{1}{2}; \frac{N}{2} + 1; -\frac{N}{2\alpha^2} \right) = \alpha e^{\alpha^2} \text{erfc}(\alpha).
\]
It follows from [31, (15.4.6), (15.8.2)] that
\[
\left(\frac{N}{2\pi}\right)^\frac{1}{2} \Gamma\left(\frac{N+1}{2}\right) _2 F_1 \left(1, \frac{1}{2}; \frac{N}{2} + 1; -\frac{N}{2\alpha^2} \right) = \alpha \left(1 + \frac{2\alpha^2}{N}\right) \frac{\Gamma\left(\frac{N+1}{2}\right)}{\Gamma\left(\frac{3}{2}\right)} \alpha^2 _2 F_1 \left(1, \frac{3}{2}; 1; \frac{2\alpha^2}{N} \right).
\]
Then by Stirling’s formula, we have
\[
\lim_{N \to \infty} \left( \frac{N}{2\pi} \right)^{1/2} \Gamma\left( \frac{N+1}{2} \right) 2F_1(1, \frac{1}{2}; \frac{N}{2}+1; -\frac{N}{2a^2}) = \alpha e^{\alpha^2 - \alpha^2} \lim_{N \to \infty} 2F_1(1 - \frac{N}{2}, 1; \frac{3}{2}; -\frac{2\alpha^2}{N}).
\]
Using the Euler integral formula (see e.g. [31, Eq.(15.6.1)]): for \(c > b > 0,\)
\[
2F_1(a, b, c, z) = \frac{1}{\Gamma(b)\Gamma(c-b)} \int_0^1 \frac{t^{b-1}(1-t)^{c-b-1}}{(1-zt)^a} dt,
\]
we have
\[
\lim_{N \to \infty} 2F_1(1 - \frac{N}{2}, 1; \frac{3}{2}; -\frac{2\alpha^2}{N}) = \lim_{N \to \infty} \frac{1}{\sqrt{\pi}} \int_0^1 \frac{1}{\sqrt{1-t}} \left( 1 + \frac{2\alpha^2}{N} t \right)^{\frac{N}{2} - 1} dt
\]
\[
= \frac{1}{\sqrt{\pi}} \int_0^1 \frac{e^{\alpha^2 t}}{\sqrt{1-t}} dt = \frac{e^{\alpha^2}}{\alpha} \text{erf}(\alpha).
\]
This completes the proof. \(\square\)

We shall use the following version of the Christoffel–Darboux identity for Hermite polynomials, see [6, Lemma 4.1] and [28, Proposition 2.3].

**Lemma 4.2.** For any \(\tau \in (0, 1],\) let
\[
F_N(x) := \sum_{k=0}^{N-2} \frac{(\tau/2)^k}{k!} H_k(x)^2.
\]
Then for any \(N \geq 2,\) we have
\[
F_N'(x) = \frac{4\tau x}{1 + \tau} F_N(x) - \frac{4(\tau/2)^{N-1} H_{N-2}(x) H_{N-1}(x)}{1 + \tau (N-2)!}.
\]

For the reader’s convenience, let us present the proof of Lemma 4.2 here.

**Proof of Lemma 4.2.** For \(N = 2,\) it follows from \(H_0(x) = 1, H_1(x) = 2x\) that the identity (4.4) trivially holds. By the differentiation rule
\[
H'_{N-1}(x) = 2(N-1)H_{N-2}(x)
\]
and the three-term recurrence relation
\[
H_N(x) = 2xH_{N-1}(x) - H'_{N-1}(x)
\]
of the Hermite polynomials, we have
\[
\tau x H_{N-1}(x) + (N-1)H_{N-2}(x) - \frac{1 + \tau}{2} H'_{N-1}(x) = \frac{\tau}{2} H_N(x).
\]
Using this, the induction argument gives
\[
F'_{N+1}(x) = F_N'(x) + \frac{(\tau/2)^{N-1}}{(N-1)!} \left( H_{N-1}(x)^2 \right)'
\]
\[
= \frac{4\tau x}{1 + \tau} F_{N+1}(x) - \frac{4(\tau/2)^N H_{N-1}(x) H_N(x)}{1 + \tau (N-1)!},
\]
which completes the proof. \(\square\)

Using Lemma 4.2, we obtain an integral representation of \(\rho_1^N,\) a key ingredient for the latter asymptotic analysis.
Lemma 4.3. For any $\tau_N \in (0, 1]$, we have

$$\rho^1_N(x) = \rho^1_N(0) - \frac{1}{E_{N, \tau_N}} \sqrt{\frac{2}{\pi}} \frac{(\tau_N/2)^{N-\frac{3}{2}} N}{1 + \tau_N (N - 2)!} \times \int_0^x e^{-\frac{N}{1 + \tau_N} u^2} H_{N-2}(\sqrt{\frac{N}{2\tau_N}} u) H_{N-1}(\sqrt{\frac{N}{2\tau_N}} u) du.$$  

Proof. By (4.1), the function $R^1_N$ is expressed in terms of the function $F_N$ in (4.3) as

$$R^1_N(x) = \sqrt{\frac{N}{2\pi}} e^{-\frac{N}{1 + \tau_N} x^2} F_N(\sqrt{\frac{N}{2\tau_N}} x).$$

Differentiating the above and using Lemma 4.2, we obtain

$$(R^1_N)'(x) = -\sqrt{\frac{2}{\pi}} \frac{(\tau_N/2)^{N-\frac{3}{2}} N}{1 + \tau_N (N - 2)!} e^{-\frac{N}{1 + \tau_N} x^2} H_{N-2}(\sqrt{\frac{N}{2\tau_N}} x) H_{N-1}(\sqrt{\frac{N}{2\tau_N}} x).$$

Integrating the above, we have

$$R^1_N(x) = R^1_N(0) - \sqrt{\frac{2}{\pi}} \frac{(\tau_N/2)^{N-\frac{3}{2}} N}{1 + \tau_N (N - 2)!} \times \int_0^x e^{-\frac{N}{1 + \tau_N} u^2} H_{N-2}(\sqrt{\frac{N}{2\tau_N}} u) H_{N-1}(\sqrt{\frac{N}{2\tau_N}} u) du,$$

which completes the proof. \(\square\)

We will need the following lemma on the boundedness of certain oscillatory integrals.

Lemma 4.4. As $N \to \infty$, we have

(4.5) \int_0^x e^{\alpha^2 u^2/8} \frac{u^4}{(4 - u^2)^{3/4}} \cos \left\{ \frac{N+\alpha^2}{4} u \sqrt{4 - u^2} - N \arccos(\frac{u}{2}) - \frac{3}{2} \arcsin(\frac{u}{2}) \right\} du = O\left(\frac{1}{N}\right)

and

(4.6) \int_0^x e^{\alpha^2 u^2/4} \frac{1}{\sqrt{4 - u^2}} \sin \left\{ \frac{N+\alpha^2}{2} u \sqrt{4 - u^2} - 2N \arccos(\frac{u}{2}) - 2 \arcsin(\frac{u}{2}) \right\} du = O\left(\frac{1}{N}\right)

uniformly on compact subsets of $(-2, 2)$.

Proof. We present the proof of the first assertion (4.5) as the other one (4.6) follows from similar computations. Let us write

$$\phi(u) := \frac{u \sqrt{4 - u^2}}{4} - \arccos(\frac{u}{2}),$$

$$a(u) := e^{\alpha^2 u^2/8} \frac{1}{(4 - u^2)^{3/4}} \exp \left\{ i \left( \frac{\alpha^2}{4} u \sqrt{4 - u^2} - \frac{3}{2} \arcsin(\frac{u}{2}) \right) \right\}.$$  

Then the desired asymptotic (4.5) is equivalent to

(4.7) \(\text{Re} \int_0^x a(u)e^{iN\phi(u)} du = O\left(\frac{1}{N}\right),\)

where the $O\left(\frac{1}{N}\right)$ term is uniform on compact subsets of $(-2, 2)$.  

Since

$$\phi'(u) = \frac{\sqrt{4 - u^2}}{2},$$
the function $\phi(u)$ has critical points only at $u = \pm 2$. Thus we have that for $x \in (0, 2)$,
\[
\int_0^x a(u) e^{iN\phi(u)} du = \frac{1}{iN} \int_0^x \frac{a(u)}{\phi'(u)} e^{iN\phi(u)} du
\]
\[
= \frac{1}{iN} \left( \frac{a(u)}{\phi'(u)} e^{iN\phi(u)} \right)_{u=x}^{u=0} - \int_0^x \frac{d}{du} \left( \frac{a(u)}{\phi'(u)} e^{iN\phi(u)} \right) du
\]
since $\phi$ has no critical point on $[0, x]$. Therefore we obtain
\[
\left| \int_0^x a(u) e^{iN\phi(u)} du \right| \leq \frac{1}{N} \left( \left\| \frac{a}{\phi'} \right\|_{L^\infty[0,x]} + \left\| \left( \frac{a}{\phi'} \right)' \right\|_{L^1[0,x]} \right),
\]
which leads to (4.7). One can treat the other case $x \in (-2, 0)$ in the same way.

Let us recall the Plancherel-Rotach asymptotic formula (see e.g., [10, Chapter 7] or [11, Theorem 5]): for $\theta \in (-\pi/2, \pi/2)$,
\[
H_N(\sqrt{2N} \sin \theta) \sim \sqrt{\frac{2}{\cos \theta}} (2N)^{\frac{\pi}{4}} e^{-\left(\frac{1}{2} \sin^2 \theta\right)} N e^{\frac{1}{2} \sin 2\theta} N^\cos \left\{ N\left( -\frac{\pi}{4} + \theta + \frac{1}{2} \sin 2\theta + \theta \right) \right\}.
\]
We are now ready to prove Theorem 2.8.

Proof of Theorem 2.8. We prove the theorem by using the following steps:

- for any $x \in (-2, 2)$,
\[
\rho_N^2(x) \to 0 \quad \text{as} \quad N \to \infty;
\]
- for any $x \in (-2, 2)$,
\[
\rho_N^1(x) \to \frac{1}{c(\alpha)} 2 \alpha \sqrt{\pi} \text{erf} \left( \frac{\alpha}{2} \sqrt{4 - x^2} \right) \quad \text{as} \quad N \to \infty.
\]

Combining (4.9) and (4.10), as $N \to \infty$,
\[
\rho_N(x) \to \rho_w^\alpha(x), \quad \text{for} \quad |x| < 2.
\]

Since both $\rho_N$ and $\rho_w^\alpha$ are probability density functions, we have
\[
\lim_{N \to \infty} \rho_N(x) = 0, \quad \text{for} \quad |x| \geq 2,
\]
which proves Theorem 2.8. Therefore it suffices to show (4.9) and (4.10).

Let us first show (4.9). By Theorem 2.1, we have
\[
\frac{1}{E_{N,\tau_N}} \sqrt{\frac{2}{\pi}} \frac{\sqrt{\tau_N/2}^{N-2}}{1 + \tau_N} \frac{N}{(N-2)!} \sim \frac{1}{c(\alpha)} \frac{2^{-N+1}}{\sqrt{\pi}} \frac{e^{-\alpha^2}}{(N-2)!}.
\]

Then by (4.2),
\[
\rho_N^2(x) \sim \frac{e^{-\alpha^2}}{c(\alpha)} \frac{2^{-N}}{\sqrt{\pi}} \frac{e^{-\frac{2N-1}{2(1+\tau_N)^2}x^2}}{(N-2)!} \int_0^x e^{-\frac{2N-1}{2(1+\tau_N)^2}u^2} H_{N-2}(\sqrt{\frac{N}{2\tau_N}} u) du.
\]

We now use (4.8) to obtain
\[
H_{N-1}(\sqrt{\frac{N}{2\tau_N}} x) \sim -\frac{2}{(4 - x^2)^{\frac{3}{4}}} (2N)^{\frac{N-1}{2}} e^{-\frac{N}{2} + \alpha^2 x^2} \sin \left\{ \frac{N+\alpha^2 x^2}{4} \sqrt{4 - x^2} - N \arccos \left( \frac{x}{2} \right) - \frac{1}{2} \arcsin \left( \frac{x}{2} \right) \right\}
\]
\[
= \frac{1}{c(\alpha)} \frac{2^{-N+1}}{\sqrt{\pi}} \frac{e^{-\alpha^2}}{(N-2)!}.
\]
and
\[ H_{N-2}(\sqrt{\frac{N}{27N}} u) \sim -\frac{2}{(4-u^2)^{1/4}} (2N)^{N-2} e^{\frac{N}{2(1+\tau N)}} u^2 e^{-\frac{N}{2} + \frac{\alpha^2 u^2}{8}} \times \cos \left\{ \frac{N+\alpha^2 u}{4} \sqrt{4-u^2} - N \arccos \left( \frac{u}{2} \right) - \frac{3}{2} \arcsin \left( \frac{u}{2} \right) \right\}. \]

Combining (4.12) and (4.13) with Stirling’s formula, we obtain
\[
\rho_N^2(x) \sim e^{-\alpha^2} \frac{1}{\pi (4-x^2)^{1/4}} \sin \left\{ \frac{N+\alpha^2 x}{4} \sqrt{4-x^2} - N \arccos \left( \frac{x}{2} \right) - \frac{1}{2} \arcsin \left( \frac{x}{2} \right) \right\} \\
\times \int_0^x \frac{e^{\alpha^2 u^2/8}}{(4-u^2)^{1/4}} \cos \left\{ \frac{N+\alpha^2 u}{4} \sqrt{4-u^2} - N \arccos \left( \frac{u}{2} \right) - \frac{3}{2} \arcsin \left( \frac{u}{2} \right) \right\} du.
\]

Now the claim (4.9) follows from the first assertion (4.5) of Lemma 4.4.

Next, we show (4.10). For \( x \in (-2,2) \), let us write
\[ h_N(x) := \frac{2^{-N}}{(N-2)!} \int_0^x e^{-\frac{N}{2(1+\tau N)} \frac{u^2}{x}} H_{N-2}(\sqrt{\frac{N}{27N}} u) H_{N-1}(\sqrt{\frac{N}{27N}} u) \, du \]
and
\[ h(x) := \frac{1}{4\alpha} \frac{\sqrt{x}}{\sqrt{4-x^2}} e^{\alpha^2 x^2/4}. \]

Combining Lemma 4.3 with (4.11), the claim (4.10) is equivalent to the convergence
\[ h_N(x) \to h(x) \quad \text{as} \quad N \to \infty. \]

To show this, we first investigate the asymptotic behavior of \( h'_N(x)/h'(x) \) as \( N \to \infty \). By differentiation,
\[ h'_N(x) = \frac{2^{-N}}{(N-2)!} e^{-\frac{N}{2(1+\tau N)} x^2} H_{N-2}(\sqrt{\frac{N}{27N}} x) H_{N-1}(\sqrt{\frac{N}{27N}} x) \]
and
\[ h'(x) = \frac{1}{4\sqrt{\pi}} \frac{x}{\sqrt{4-x^2}} e^{\alpha^2 x^2/4}. \]

Again we use (4.12) and (4.13) to derive
\[ \frac{h'_N(x)}{h'(x)} \sim 1 + \frac{2}{x} \sin \left\{ \frac{N+\alpha^2 x}{2} \sqrt{4-x^2} - 2N \arccos \left( \frac{x}{2} \right) - 2 \arcsin \left( \frac{x}{2} \right) \right\}. \]

Then (4.14) follows from the second assertion (4.6) of Lemma 4.4. We finish the proof. \( \square \)

5. Variance of the number of real eigenvalues

In this section, we prove Theorem 2.3. Let us define
\[ S_N(x,y) := S_N^1(x,y) + S_N^2(x,y), \]
where

\begin{equation}
S^1_N(x, y) := \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2+y^2}{2(1+\tau_N)}} \sum_{k=0}^{N-2} \frac{(\tau_N/2)^k}{k!} H_k\left(\frac{x}{\sqrt{2\tau_N}}\right) H_k\left(\frac{y}{\sqrt{2\tau_N}}\right),
\end{equation}

\begin{equation}
S^2_N(x, y) := \frac{1}{\sqrt{2\pi}} \frac{(\tau_N/2)^{N-2}}{1+\tau_N} \frac{1}{(N-2)!} e^{-\frac{x^2+y^2}{2(1+\tau_N)}} H_{N-1}\left(\frac{y}{\sqrt{2\tau_N}}\right) \times \int_0^x e^{-\frac{u^2}{2(1+\tau_N)}} H_{N-2}\left(\frac{u}{\sqrt{2\tau_N}}\right) du.
\end{equation}

The function $S_N$ is used to form $2 \times 2$ matrix-valued kernel of the associated Pfaffian point process, see [17].

By definition, we have

$$S_N(x, x) = \frac{E_{N,\tau_N}}{\sqrt{N}} \rho_N\left(\frac{x}{\sqrt{N}}\right), \quad E_{N,\tau_N} = \int_\mathbb{R} S_N(x, x) \, dx.$$  

The variance $V_{N,\tau_N}$ is expressed in terms of one- and two-point correlation functions of the real eigenvalues, which in turn

$$V_{N,\tau_N} = 2E_{N,\tau_N} - 2\int_{\mathbb{R}^2} S_N(x, y) S_N(y, x) \, dx \, dy,$$

see [16].

By Theorem 2.1, we have $E_{N,\tau_N} \sim Nc(\alpha)$. Observe also that the functions $r(\alpha)$ and $c(\alpha)$ are related as

$$r(\alpha) = 2 - 2 \frac{c(\sqrt{2}\alpha)}{c(\alpha)}.$$  

Then by (5.3), it suffices to show that

$$\lim_{N \to \infty} \frac{1}{N} \int_{\mathbb{R}^2} S_N(x, y) S_N(y, x) \, dx \, dy = c(\sqrt{2}\alpha).$$

Notice that the integral in (5.2) is the same as the one in (4.2). Thus we can use (4.12), (4.13), and Lemma 4.4 to obtain that for any $x, y \in (-2\sqrt{N}, 2\sqrt{N})$,

$$S^2_N(x, y) = o(\sqrt{N}), \quad S^2_N(y, x) = o(\sqrt{N}).$$

Therefore the term $S^2_N$ does not contribute to the leading order asymptotic of (5.4), namely

$$\frac{1}{N} \int_{\mathbb{R}^2} S_N(x, y) S_N(y, x) \, dx \, dy \sim \frac{1}{N} \int_{\mathbb{R}^2} S^1_N(x, y)^2 \, dx \, dy.$$  

By (2.1) and (2.2), all we need to show is the convergence

$$\lim_{N \to \infty} \frac{1}{N} \int_{\mathbb{R}^2} S^1_N(x, y)^2 \, dx \, dy = \sum_{k=0}^{\infty} (-1)^k \frac{(2k-1)!!}{k!(k+1)!} \alpha^{2k}.$$  

The overall strategy of the proof of (5.5) is similar to that in Section 3 albeit the computations are fairly more complicated. For the reader’s convenience, let us summarize the steps of the proof as follows:

- we first obtain an expression of $\frac{1}{N} \int_{\mathbb{R}^2} S^1_N(x, y)^2 \, dx \, dy$ which is given in terms of a double summation of hypergeometric functions (Lemma 5.1);
• we decompose the double summation in the previous step into finite number of single summations (see (5.10), (5.11)) and obtain a double contour integral representation of each of the single summation (Lemma 5.3);
• we compute the power series expansion of each of the single summation by the residue calculus (Lemma 5.4);
• using a combinatorial identity (Lemma 5.5) we compile all the contributions from each of the single summation in the large-$N$ limit.

See also Remark 5.2 below for a motivation of this approach using the residue calculus.

We begin with the following lemma.

**Lemma 5.1.** We have
\[
\frac{1}{N} \int_{\mathbb{R}^2} S_N^1(x,y)^2 \, dx \, dy = I_N(\alpha) + \Pi_N(\alpha),
\]
where
\[
I_N(\alpha) := \frac{1}{N^2} \int_{\mathbb{R}^2} \sum_{l,m=0}^{N/2-1} 2F_1(l-m + \frac{1}{2}, -l-m + \frac{1}{2}; \frac{-\tau_N}{1-\tau_N}) \frac{1}{(2l)! (2m)!},
\]
\[
\Pi_N(\alpha) := \frac{1}{N^2} \int_{\mathbb{R}^2} \sum_{l,m=1}^{N/2-1} 2F_1(l-m + \frac{1}{2}, -l-m + \frac{3}{2}; \frac{-\tau_N}{1-\tau_N}) \frac{1}{(2l-1)! (2m-1)!}.
\]

**Proof.** By (5.1), we have
\[
S_{N,1}(x,y)^2 = \frac{1}{2\pi} e^{-\frac{x^2+y^2}{\tau_N}} \sum_{j,k=0}^{N-2} \frac{(\tau_N/2)^{j+k}}{j!k!} H_j \left( \frac{x}{\sqrt{\tau_N}} \right) H_k \left( \frac{y}{\sqrt{\tau_N}} \right),
\]

Observe here that for $j + k$ odd, we have
\[
\int_{\mathbb{R}} e^{-\frac{x^2}{\tau_N}} H_j \left( \frac{x}{\sqrt{\tau_N}} \right) H_k \left( \frac{x}{\sqrt{\tau_N}} \right) \, dx = 0.
\]

For $j + k$ even, we use the formula (7.374-5) in [25] to derive
\[
\int_{\mathbb{R}} e^{-\frac{x^2}{\tau_N}} H_j \left( \frac{x}{\sqrt{\tau_N}} \right) H_k \left( \frac{x}{\sqrt{\tau_N}} \right) \, dx = \sqrt{2\tau_N} \int_{\mathbb{R}} e^{-\frac{x^2}{\tau_N} u^2} H_j(u) H_k(u) \, du
\]
\[
= \sqrt{2\tau_N} 2^{\frac{j+k+1}{2}} \frac{(\tau_N)^{\frac{j+k}{2}}}{\Gamma(\frac{j+k+1}{2})} 2F_1(j; k; \frac{-\tau_N}{1-\tau_N})
\]
\[
= (1 + \frac{\tau_N}{1-\tau_N})^{\frac{j+k}{2}} \frac{\tau_N}{\Gamma(\frac{j+k+1}{2})} 2F_1(j; k; \frac{-\tau_N}{1-\tau_N}).
\]

Here the last identity follows from Euler’s transformation (see e.g., [31, Eq.(15.8.1)])
\[
2F_1(a, b; c; z) = (1-z)^{c-a-b} 2F_1(c-a, c-b; c; \frac{z}{z-1}).
\]

Then by (3.6), we obtain
\[
\int_{\mathbb{R}^2} S_{N,1}(x,y)^2 \, dx \, dy = \frac{\pi}{2} \frac{1}{2N^2 \sqrt{\tau_N}} \sum_{j+k \text{ even}}^{N-2} 2F_1(\frac{j+k+1}{2}; \frac{k+j+1}{2}; \frac{1-j-k}{2}; \frac{-\tau_N}{1-\tau_N})^2 \frac{1}{j!k!},
\]

which completes the proof.
Remark 5.2. Let us pause here to briefly explain the reason we derive the asymptotics of (5.6) using the residue calculus rather than direct computations. For this, note that

\[
\frac{1}{N} \int_{\mathbb{R}^2} S_{N,1}(x,y)^2 \, dx \, dy \sim \frac{\pi}{\alpha^2} \sum_{j+k \text{ even}} \sum_{0 \leq j, k \leq N-2} \frac{2F1\left(\frac{j-k+1}{2}, \frac{k-j+1}{2}; 1-j-k; -\frac{\tau_N}{1-\tau_N}\right)}{j!k!}.
\]

As a function of \( \alpha \), the right-hand side of the equation (5.7) is indeed an even polynomial of degree \( 4N - 8 \). More precisely, we have

\[
\frac{\pi}{\alpha^2} \sum_{j+k = 0}^{N-2} \frac{2F1\left(\frac{j-k+1}{2}, \frac{k-j+1}{2}; 1-j-k; -\frac{\tau_N}{1-\tau_N}\right)}{j!k!} = \sum_{l=0}^{2N-4} b_{N,l} \alpha^{2l},
\]

where

\[
b_{N,l} = \frac{(-1)^l}{\pi^{N+1}} \sum_{j+k \text{ even}} \sum_{n+m = l} \frac{\Gamma\left(\frac{k-j+1}{2} + n\right)\Gamma\left(\frac{j+k+1}{2} + m\right)}{\Gamma(k-j+1+n)\Gamma(j+k+1+m)} \binom{j}{n} \binom{k}{m}.
\]

The identity (5.8) follows from well-known properties of hypergeometric function which include Pfaff’s transform (3.11), a linear transform [31, Eq.(15.8.7)] and an evaluation in terms of polynomials [31, Eq.(15.2.4)] as well as basic properties of Gamma function such as the reflection formula (3.6). We leave this verification to interested readers. Using (5.8), one may prove Theorem 2.3 by analyzing the large-\( N \) limit of (5.9). Nevertheless, it requires some non-trivial combinatorial identities to evaluate the multiple summations. On the other hand, the residue calculus we will perform plays a role in simplifying the multiple summations in (5.9), which makes the evaluation easier. The meaning of this will become clear below.

We shall now focus on the asymptotic analysis for \( I_N \) as the other case follows along the same line. By (1.4), we have

\[
I_N(\alpha) \sim \frac{\pi^{N/2-1}}{\alpha^2} \sum_{l,m=0}^{N/2-1} \frac{2F1\left(l-m+\frac{1}{2}, m-l+\frac{1}{2}; -l-m+\frac{1}{2}; -\frac{N}{\alpha^2} + 1\right)}{(2l)!(2m)!}.
\]

For each non-negative integer \( n \), let us write

\[
I_{N,n}(\alpha) := \frac{\pi^{N/2-1}}{\alpha^2} \sum_{l=n}^{N/2-1} \frac{2F1\left(n+\frac{1}{2}, -n+\frac{1}{2}; -2l+n+\frac{1}{2}; -\frac{N}{\alpha^2} + 1\right)}{(2l)!(2l-2n)!}.
\]

Then by letting \( l = m - n \), one can see that \( I_N \) can be asymptotically decomposed as follows:

\[
I_N(\alpha) \sim I_{N,0}(\alpha) + 2 \sum_{n=1}^{N/2-1} I_{N,n}(\alpha).
\]

In the sequel, we shall use the shorthand notation

\[
\text{Res}_{\zeta, \eta} [f(\zeta, \eta)] := \text{Res}_{\eta=1}^{\zeta=1} [f(\zeta, \eta)].
\]

Then we obtain the power series expansion of \( I_{N,n} \) in terms of a double contour integral.
Lemma 5.3. We have

\[ I_{N,n}(\alpha) = \frac{1}{2} \sum_{k=0}^{\infty} a_{N,k}^n \alpha^{2k}, \]

where

\[ a_{N,k}^n = \frac{(-1)^n}{N^k+1} \frac{2k-1}{2^k-1} \sum_{m=0}^{k} \frac{(2n + 2m - 1)!! (2k - m)!}{m! (2n - 2k + 2m - 1)!!} \]

(5.12)

\[ \times \text{Res}_{\zeta,\eta} \left[ \frac{\zeta^{-m-2n-1} \eta^{-k+m-1+2n}}{(\zeta - 1)^{N-1-m-2n} (\eta - 1)^{N-1-k-m} 1 - (\zeta - 1)^2 (\eta - 1)^2} \right]. \]

Proof. We first express each summand in (5.10) in terms of the residue of an elementary function. By the integral representation (3.5) of the hypergeometric function, for \( x < 0 \), we have

\[ \frac{2F_1(l - m + \frac{1}{2}, m - l + \frac{1}{2}; -l - m + \frac{1}{2}; x)}{(2m)!} = -\frac{1}{\Gamma(m-l+\frac{1}{2})} \text{Res}_{\zeta=1} \left[ \zeta^{m-l-\frac{1}{2}} (1 - \zeta)^{-2m-1} (1 - \zeta x)^{m-l-\frac{1}{2}} \right]. \]

This identity together with (3.6) leads to

\[ \frac{2F_1(n + \frac{1}{2}; -n + \frac{1}{2}; -2l + n + \frac{1}{2}; x^2)}{(2l)! (2l - 2n)!} = \frac{(-1)^n}{\pi} \text{Res}_{\zeta,\eta=1} \left[ \zeta^{-n-\frac{1}{2}} \eta^{-\frac{1}{2}} (1 - \zeta)^{-2l+2n-1} (1 - \eta)^{-2l-1} (1 - \zeta x)^{-n-\frac{1}{2}} (1 - \eta x)^{-n-\frac{1}{2}} \right]. \]

We now simplify the sum of \((\zeta - 1)^{-2l+2n-1} (\eta - 1)^{-2l-1}\) and expand the factor \((1 - \zeta x)^{-n-\frac{1}{2}} (1 - \eta x)^{-n-\frac{1}{2}}\) around \( \alpha = 0 \) \( (x = 1 - \frac{N}{a^2}) \). As a rational function of \( \zeta \) and \( \eta \),

\[ \sum_{l=n}^{N/2-1} (\zeta - 1)^{-2l+2n-1} (\eta - 1)^{-2l-1} \]

simplifies to

\[ \frac{(\zeta - 1)^{2n-N+1} (\eta - 1)^{-N+1} - (\zeta - 1)(\eta - 1)^{1-2n}}{1 - (\zeta - 1)^2 (\eta - 1)^2}. \]

Also for \( x = 1 - \frac{N}{a^2} \), the binomial expansions of \((1 - \zeta x)^{-n-\frac{1}{2}}\) and \((1 - \eta x)^{-n-\frac{1}{2}}\) give that

\[ (1 - \zeta x)^{-n-\frac{1}{2}} (1 - \eta x)^{-n-\frac{1}{2}} \]

\[ = \sum_{k=0}^{\infty} \frac{\alpha^{2k+2}}{N^k+1} \sum_{m=0}^{k} \frac{\zeta^m (\eta - 1)^{k-m}}{\eta^{k-m+1-n} m! (2n + 2m - 1)!! (2n - 2k + 2m - 1)!!} \]

for \(|\zeta - 1| < |\zeta| \frac{N}{a^2}\) and \(|\eta - 1| < |\eta| \frac{N}{a^2}\). Combining all of the above equations with (5.10), the proof is complete. \( \square \)

Next, we compute the residue in (5.12).
Lemma 5.4. We have
\[
\alpha_{N,k}^n = \frac{(-1)^k}{2k-1} \sum_{m=0}^k \frac{(2n + 2m - 1)!! (2k - 2m - 1 - 2n)!!}{m! (k-m)! (m+2n)! (k-m-2n)!}
\]
(5.13)
\[
\times \frac{1}{N^{k+1}} \sum_{l=0}^{N'} \frac{(N-2-2l)! (N-2-2l-2n)!}{(N-2-2l-m-2n)!(N-2-2l-k+m)!},
\]
where \(N' := \lfloor \frac{N-m}{2} \rfloor - n - 1\).

Proof. Using the expansions
\[
\zeta^{-m-2n-1} = \sum_{l=0}^{\infty} (-1)^l \frac{(m+2n+l)!}{(m+2n)! l!} (\zeta - 1)^l,
\]
\[
\frac{1}{1 - (\zeta - 1)^2 (\eta - 1)^2} = \sum_{l=0}^{\infty} (\zeta - 1)^{2l} (\eta - 1)^{2l}
\]
around \(\zeta = 1\) and \(\eta = 1\), we have
\[
\text{Res}_{\zeta=1} \left[ \frac{\zeta^{-m-2n-1}}{(\zeta - 1)^N - m - 2n} \frac{1}{1 - (\zeta - 1)^2 (\eta - 1)^2} \right] = \frac{(-1)^m}{(m+2n)!} \sum_{l=0}^{N'} \frac{(N-2-2l)!}{(N-2-m-2n-2l)!} (\eta - 1)^{2l}.
\]
Therefore the residue in (5.12) is computed as
\[
\text{Res}_{\zeta,\eta=1} \left[ \frac{\zeta^{-m-2n-1} \eta^{-k+m-1+2n}}{(\zeta - 1)^N - m - 2n (\eta - 1)^N - k - m} \frac{1}{1 - (\zeta - 1)^2 (\eta - 1)^2} \right]
\]
\[
= \frac{(-1)^m}{(m+2n)!} \sum_{l=0}^{N'} \frac{(N-2-2l)!}{(N-2-m-2n-2l)!} \text{Res}_{\eta=1} \left[ \frac{\eta^{-k+m-1+2n}}{(\eta - 1)^N - k - m - 2l} \right].
\]
\[
= \frac{(-1)^k}{(m+2n)! (k-m-2n)!} \sum_{l=0}^{N'} \frac{(N-2-2l)! (N-2-2l-2n)!}{(N-2-2l-m-2n)!(N-2-2l-k+m)!},
\]
which completes the proof. \(\square\)

To combine each of the residues in (5.11), we will need the following combinatorial identity.

Lemma 5.5. For any non-negative integer \(k\), we have
\[
\binom{2k}{k} = \sum_{m=0}^{k} \binom{k}{m} \sum_{n=-[k/2]}^{[k/2]} \frac{(2n+2m-1)!! (2k-2m-2n-1)!!}{(m+2n)! (k-m-2n)!}.
\]
(5.14)

Proof. Note that the inner summation of (5.14) can be written as
\[
\frac{1}{2^k} \sum_{n}^{t} \frac{(2m+2n)! (2k-2m-2n)!}{(m+n)! (k-m-n)! (m+2n)! (k-m-2n)!},
\]
where the summation $\sum'_n$ is taken over all $n$ such that $m+2n \geq 0$ and $k-m-2n \geq 0$. Then (5.14) is equivalent to
\[
2^k \binom{2k}{k} = \sum_{m=0}^{k} \sum'_n \binom{k}{m+n} \binom{2m+2n}{m} \binom{2k-2m-2n}{k-m}.
\]
This identity easily follows from the elementary combinatorics using the double-counting method. To be more precise, the left-hand side corresponds to the number of cases where $k$ out of $2k$ balls are chosen, and each is painted black or red (say). On the other hand, the right-hand side can be interpreted as the total number of cases in which $m+n$ pairs are first selected from the $k$ pairs of 2 balls each, and $m$ balls are selected out of the selected $m+n$ pairs of balls and painted black, while $k-m$ balls are selected out of the rest $k-m-n$ pairs with $2k-2m-2n$ balls and painted red. This completes the proof.

Now we are ready to prove Theorem 2.3.

Proof of Theorem 2.3. Recall that we aim to prove (5.5). By Lemma 5.1, it is enough to show that
\[
\lim_{N \to \infty} I_N(\alpha) = \lim_{N \to \infty} II_N(\alpha) = \frac{1}{2} \sum_{k=0}^{\infty} a_k \alpha^{2k}, \quad a_k = (-1)^k \frac{(2k-1)!!}{k!(k+1)!!}.
\]
We shall present the proof of (5.15) for $I_N$. The other one for $II_N$ is left to the reader as an exercise.

Due to Lemma 5.3 and the decomposition (5.11), the convergence (5.15) is equivalent to
\[
a_k = a_k^0 + 2 \sum_{n=1}^{\infty} a_k^n, \quad a_k^n := \lim_{N \to \infty} a_{N,k}^n.
\]
To show (5.16), we first claim that
\[
a_k^n = \frac{(-1)^k}{2^k} \frac{1}{k+1} \sum_{m=0}^{k} \frac{(2n+2m-1)!!(2k-2m-1-2n)!!}{m!(k-m)!(m+2n)!(k-m-2n)!}.
\]
This follows from Lemma 5.4 and Riemann sum approximation. More precisely, as $N \to \infty$, the last factor in (5.13) has the following asymptotic behavior
\[
\frac{1}{N} \sum_{l=0}^{N'} \frac{(N-2l-2)!(N-2l-2n-2)!}{(N-2l-m-2n-2)!(N-2l-k+m-2)!} \\
= \frac{1}{N} \sum_{l=0}^{N'} \left(1 - \frac{2l}{N} + O\left(\frac{1}{N}\right)\right)^k \sim \frac{1}{2} \int_0^1 (1-t)^k \, dt = \frac{1}{2(k+1)},
\]
which leads to (5.17).

Now observe that by (5.13), we have
\[
a_{N,k}^n = a_k^n = 0 \quad \text{if} \quad n > \lfloor k/2 \rfloor.
\]
Then it follows from (5.17) and Lemma 5.5 that
\[
d_k^0 + 2 \sum_{n=1}^{\infty} a_n k \cdot 2 = a_k^0 + 2 \sum_{n=1}^{[k/2]} a_n k = (-1)^k \frac{(2k-1)!!}{k!(k+1)!}.
\]
This completes the proof. \qed
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