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We establish asymptotic gain along with input-to-state practical stability results for disturbed semilinear systems w.r.t. the global attractor of the respective undisturbed system. We apply our results to a large class of nonlinear reaction-diffusion equations comprising disturbed Chaffee–Infante equations, for example.
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1 Introduction

In this paper, we are concerned with disturbed infinite-dimensional semilinear systems of the form

\[ \dot{x}(t) = Ax(t) + g(x(t)) + hu(t). \]  \hfill (1.1)

In this equation, $A : D(A) \subset X \to X$ is a linear semigroup generator on $X$, $g$ a nonlinear function in $X$, $h : U \to X$ is a bounded linear operator from $U$ to $X$, $X$ and $U$ are Banach spaces, and $u : [0, \infty) \to U$ is an external disturbance signal. In particular, we consider disturbed nonlinear reaction-diffusion equations of the form

\[ \partial_t y(t, \zeta) = \Delta y(t, \zeta) + g(y(t, \zeta)) + h(\zeta)u(t) \quad (\zeta \in \Omega) \]
\[ y(t, \zeta) = 0 \quad (\zeta \in \partial \Omega) \]  \hfill (1.2)

on a bounded domain $\Omega \subset \mathbb{R}^d$, where $h \in X := L^2(\Omega, U)$ and $U := \mathbb{R}$. We are interested in the asymptotic behavior of the solutions to (1.1) and (1.2) w.r.t. a global attractor of the respective undisturbed system, that is, system (1.1) or (1.2) with $u := 0$. So,
we assume that the undisturbed system has a global attractor $\Theta$, that is, a compact invariant and uniformly attractive subset of $X$. And then we show that – under suitable dissipativity and compactness assumptions – the disturbed system (1.1) or (1.2) is of asymptotic gain and input-to-state practically stable w.r.t. $\Theta$. Spelled out, the asymptotic gain property means that there exists a comparison function $\gamma \in \mathcal{K}$ such that

$$\limsup_{t \to \infty} \|x(t, x_0, u)\|_\Theta \leq \gamma(\|u\|_\infty)$$

for every $(x_0, u) \in X \times U$, and input-to-state practical stability, in turn, means that there exist comparison functions $\beta \in \mathcal{KL}, \gamma \in \mathcal{K}$ and a constant $c \in [0, \infty)$ such that

$$\|x(t, x_0, u)\|_\Theta \leq \beta(\|x_0\|_\Theta, t) + \gamma(\|u\|_\infty) + c \quad (t \in [0, \infty))$$

for every $(x_0, u) \in X \times U$. If $c = 0$ in (1.4), one speaks of input-to-state stability. In the relations (1.3) and (1.4) above, $x(\cdot, x_0, u)$ denotes the solution of (1.1) with initial value $x_0$ – the solution being understood in some appropriate sense. In the special case (1.2), this will be the mild sense or the weak sense. Also, the set $U$ of admissible disturbances is a suitable subset of $L^\infty([0, \infty), U)$, $\|x\|_\Theta := \text{dist}(x, \Theta) := \inf_{\theta \in \Theta} \|x - \theta\|$ $(x \in X)$ (1.5)

and $\mathcal{KL}, \mathcal{K}$ are the standard comparison function classes recalled in (1.8) below.

In order to prove our asymptotic gain result, we embed the equation (1.1) for every $u \in U$ into a whole family of equations

$$\dot{x}(t) = Ax(t) + g(x(t)) + hv(t) \quad (v \in \mathcal{V}(u))$$

parametrized by $v \in \mathcal{V}(u)$, where $\mathcal{V}(u)$ is a suitably chosen subset of $L^2_{\text{loc}}([0, \infty), U)$ satisfying $u \in \mathcal{V}(u)$ and $\mathcal{V}(0) = \{0\}$. We then consider the dynamical map – or, more precisely, the set-valued semiprocess $- S_{\mathcal{V}(u)}$ corresponding to the family of equations (1.6) and show that $S_{\mathcal{V}(u)}$ for every $u \in U$ has a unique global attractor $\Theta_{\mathcal{V}(u)}$ which depends upper semicontinuously on $u$ in the sense that

$$\text{dist}(\Theta_{\mathcal{V}(u)}, \Theta) := \sup_{\theta_u \in \Theta_{\mathcal{V}(u)}} \text{dist}(\theta_u, \Theta) \longrightarrow 0 \quad (u \to 0).$$

(1.7)

With the help of this upper semicontinuity, we can then conclude our asymptotic gain result in a relatively simple way.

As far as we know, our results are essentially the first asymptotic gain and input-to-state practical stability results w.r.t. attractors of infinite-dimensional systems like (1.1) and, especially, of concrete partial differential equation systems like (1.2). We are aware of one other input-to-state practical stability result w.r.t. to attractors of semilinear systems [24], but that result is a theoretical characterization of input-to-state practical stability in terms of rather abstract conditions which are probably not easily verifiable in practice. All input-to-state stability results for concrete pde systems – like those
from [8], [13], [14], [18], [19], [21], [23], [27], [30], [34], [35] – however, establish input-to-state stability only w.r.t. an equilibrium point \( \theta \) of the respective undisturbed system and, without loss of generality, this equilibrium point is then assumed to be \( \theta = 0 \). In particular, the results from those papers do not cover the Chaffee–Infante equation, for example, that is, the reaction-diffusion equation (1.2) with nonlinearity \( g \) given by
\[
g(r) := -r^3 + r \quad (r \in \mathbb{R}),
\]
just because the respective undisturbed system only has a non-singleton attractor \( \Theta \supset \{ \theta \} = \{0 \} \) (Section 11.5 of [26]). With our results, by contrast, we can cover the Chaffee–Infante equation and many more nonlinearities. We refer to [17], [11], [12] [9] for other interesting results about non-trivial global attractors of nonlinear, impulsive, or even multi-valued semigroups.

Also, our strategy of proving the asymptotic gain property (1.3) – by embedding the original system (1.1) into the family of systems (1.6) and by then establishing the upper semicontinuity (1.7) – seems to be new, too. At least, this strategy of proof is completely different from more traditional approaches – like input-to-state Lyapunov function approaches, for instance, which might come to mind first, in view of corresponding finite-dimensional results [20], [29].

In the entire paper, we will use the following conventions and notations. We will write \( \mathbb{R}_0^+ := [0, \infty) \), \( X \) and \( U \) will be Banach spaces over the reals \( \mathbb{R} \), the norm of \( X \) will be denoted simply by \( \| \cdot \| \) and similarly the scalar product of \( X \), when existent, will be denoted by \( \langle \cdot, \cdot \rangle \). Also, for \( u \in L^p_{loc}(\mathbb{R}_0^+, U) \), \( p \in [1, \infty) \cup \{ \infty \} \), we will write
\[
\| u \|_{[0,t_0],p} := \| u \|_{[0,t_0],p} \quad \text{for short.}
\]
As usual, \( B_r(x_0) = B^O_r(x_0), \quad \overline{B}_r(x_0) = \overline{B}^O_r(x_0) \) and \( B_r(u_0) = B^U_r(u_0), \quad \overline{B}_r(u_0) = \overline{B}^U_r(u_0) \) denote the open and closed balls in \( X \) or \( U \) of radius \( r \) around \( x_0 \in X \) or \( u_0 \in U \) respectively. We will often use the notation (1.5) and
\[
B_r(\Theta) := \{ x \in X : \| x \|_{\Theta} < r \} \quad \text{and} \quad \overline{B}_r(\Theta) := \{ x \in X : \| x \|_{\Theta} \leq r \},
\]
as well as the notation \( \text{dist}(M, \Theta) := \sup_{x \in M} \| x \|_{\Theta} \) for subsets \( M, \Theta \subset X \). Also, \( \mathcal{K}, \mathcal{K}_\infty \) and \( \mathcal{K}\mathcal{L} \) will denote the following standard classes of comparison functions:
\[
\mathcal{K} := \{ \gamma \in C(\mathbb{R}_0^+, \mathbb{R}_0^+^+) : \gamma \text{ strictly increasing with } \gamma(0) = 0 \}
\]
\[
\mathcal{K}_\infty := \{ \gamma \in \mathcal{K} : \gamma \text{ unbounded} \}
\]
\[
\mathcal{K}\mathcal{L} := \{ \beta \in C(\mathbb{R}_0^+ \times \mathbb{R}_0^+, \mathbb{R}_0^+) : \beta(\cdot, t) \in \mathcal{K} \text{ for } t \geq 0 \text{ and } \beta(s, \cdot) \in \mathcal{L} \text{ for } s > 0 \},
\]
where \( \mathcal{L} := \{ \gamma \in C(\mathbb{R}_0^+, \mathbb{R}_0^+) : \gamma \text{ strictly decreasing with } \lim_{t \to \infty} \gamma(t) = 0 \} \). And finally, when speaking merely of a semigroup – as opposed to a nonlinear semigroup [26], [31] – we will mean a strongly continuous semigroup of linear operators [10], [25].
2 Some preliminaries

2.1 Semiprocesses

We begin by defining the central dynamical objects of this paper, namely semiprocess families. Suppose $\mathcal{V}$ is a topological space and $T(h)$ are maps with $T(h)\mathcal{V} \subset \mathcal{V}$ for every $h \in \mathbb{R}_0^+$. A family $(S_v)_{v \in \mathcal{V}}$ of maps $S_v : \Delta \times X \to X$ where $\Delta := \{(t, s) \in \mathbb{R}_0^+ \times \mathbb{R}_0^+ : t \geq s\}$ is called a semiprocess family (on $X$ with input space $\mathcal{V}$ and translation $T$) iff the following conditions are satisfied:

(i) $S_v$ is a semiprocess for every $v \in \mathcal{V}$, that is,
$$S_v(s, s, x) = x \quad \text{and} \quad S_v(t, s, S_v(s, r, x)) = S_v(t, r, x)$$
for all $t \geq s \geq r$, $x \in X$ and $v \in \mathcal{V}$

(ii) $S_v(t + h, s + h, x) = S_{T(h)v}(t, s, x)$ for all $t \geq s$, $h \geq 0$, $x \in X$ and $v \in \mathcal{V}$.

So, a semiprocess family simply consists of dynamical maps $S_v$ for every input $v \in \mathcal{V}$ and these dynamical maps are connected via the translation $T$. In all our results below, the input space $\mathcal{V}$ will be a subset of $L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U})$ endowed with a suitable topology and the translation $T$ will be the left-translation semigroup on $L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U})$, that is,
$$T(h)v = v(\cdot + h) \quad (v \in L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U}), h \in \mathbb{R}_0^+). \quad (2.1)$$

In our applications, we will often use the following alternative notations
$$x(t, s, x_0, v) := S_v(t, s, x_0) \quad \text{and} \quad x(t, 0, v) := S_v(t, 0, x_0). \quad (2.2)$$

It should be noticed that every semiprocess family satisfies the following so-called cocycle property:
$$S_v(t + h, 0, x) = S_v(t + h, h, S_v(h, 0, x)) = S_{T(h)v}(t, 0, S_v(h, 0, x)) \quad (2.3)$$
for all $t, h \geq 0$, $x \in X$ and $v \in \mathcal{V}$. It should also be noticed that semiprocess families are closely related to the (forward-complete) dynamical systems with inputs from [22], [28]. Indeed, every semiprocess family $(S_u)_{u \in \mathcal{U}}$ with input space $\mathcal{U} \subset L^\infty(\mathbb{R}_0^+, \mathcal{U})$ and translation $T$ given by (2.1) determines a dynamical system $(X, \mathcal{U}, \varphi)$ with inputs in the sense of [22], [28] via
$$\varphi(t, x, u) := S_u(t, 0, x) \quad (t \in \mathbb{R}_0^+ \text{ and } (x, u) \in X \times \mathcal{U}), \quad (2.4)$$
provided that the trajectories $t \mapsto S_v(t, 0, x)$ are continuous and that $\mathcal{U}$ is invariant under concatenations. And conversely, every dynamical system $(X, \mathcal{U}, \varphi)$ with inputs in the sense of [22], [28] and with $\mathcal{U} \subset L^\infty(\mathbb{R}_0^+, \mathcal{U})$ determines a semiprocess family $(S_u)_{u \in \mathcal{U}}$ with translation $T$ given by (2.1) via
$$S_u(t, s, x) := \varphi(t - s, x, u(\cdot + s)) \quad ((t, s) \in \Delta \text{ and } (x, u) \in X \times \mathcal{U}). \quad (2.5)$$
Whenever a semiprocess family \((S_v)_{v \in V}\) is given, we will denote by \(S_V\) the corresponding set-valued semiprocess which is defined by
\[
S_V(t, s, x) := \{S_v(t, s, x) : v \in V\}. \tag{2.6}
\]

Similarly, for every subset \(M \subset X\) we will write
\[
S_V(t, s, M) := \bigcup_{v \in V} S_v(t, s, M) = \{S_v(t, s, x) : x \in M \text{ and } v \in V\}.
\]

### 2.2 Attractors

We now move on to define attractors of set-valued semiprocesses. Suppose \((S_v)_{v \in V}\) is a semiprocess family on \(X\). A subset \(\Theta_v \subset X\) is then called a global attractor for the set-valued semiprocess \(S_V\) iff \(\Theta_v\) is compact and the following conditions are satisfied:

\(i\) \(\Theta_v\) is uniformly attractive for \(S_V\), that is, for every bounded subset \(B \subset X\) one has
\[
\text{dist}(S_V(t, 0, B), \Theta_V) \to 0 \quad (t \to \infty) \tag{2.7}
\]

\(ii\) \(\Theta_v\) is negatively invariant under \(S_V\), that is,
\[
\Theta_v \subset S_V(t, 0, \Theta_V) \quad (t \in \mathbb{R}^+_0). \tag{2.8}
\]

See the remark at the very end of Section 2.3 for the relation of global attractors for set-valued semiprocesses and of global attractors for nonlinear semigroups [26], [31].

It immediately follows from the definition above that a global attractor of a set-valued semiprocess \(S_V\) is contained in every closed uniformly \(S_V\)-attractive set. And from this, in turn, it is clear that a set-valued semiprocess \(S_V\) can have at most one global attractor.

We therefore turn to the question of existence of attractors now. In this context, the following elementary lemma is useful.

**Lemma 2.1.** If \((S_v)_{v \in V}\) is a semiprocess family on \(X\), then for every set \(M \subset X\) its \(\omega\)-limit set \(\omega_V(M) := \bigcap_{\tau \geq 0} \bigcup_{t \geq \tau} S_V(t, 0, M)\) under \(S_V\) can be characterized as
\[
\omega_V(M) = \left\{\xi \in X : \xi = \lim_{n \to \infty} S_{v_n}(t_n, 0, x_n) \text{ where } t_n \to \infty \text{ and } (x_n, v_n) \in M \times V \right\}.
\]

**Proof.** See, for instance, Lemma 3.3 from [15]. \(\blacksquare\)

Additionally, the following notions for a set-valued semiprocess \(S_V\) corresponding to a semiprocess family \((S_v)_{v \in V}\) on \(X\) are useful. A subset \(B_0 \subset X\) is called absorbing for \(S_V\) iff for every bounded set \(B \subset X\) there exists a time \(\tau_B\) such that
\[
S_V(t, 0, B) \subset B_0 \quad (t \geq \tau_B).
\]
$S_V$ is called asymptotically compact iff for every sequence $(t_n, x_n, v_n)$ in $\mathbb{R}_0^+ \times X \times V$ with

$$t_n \to \infty \quad \text{and} \quad \sup_{n \in \mathbb{N}} \|x_n\| < \infty,$$

the sequence $(S_{v_n}(t_n, 0, x_n))$ has a convergent subsequence. See the remark after Lemma 2.2 below for a set-theoretic characterization of asymptotic compactness. With these notions at hand, we can now formulate a basic existence result for attractors of set-valued semiprocesses.

**Lemma 2.2.** Suppose $(S_v)_{v \in V}$ is a semiprocess family on $X$ such that the input space $V$ is compact and first-countable and the following assumptions are satisfied:

(i) $S_V$ has a bounded absorbing set $B_0$

(ii) $S_V$ is asymptotically compact

(iii) $X \times V \ni (x, v) \mapsto S_v(t_0, 0, x)$ is continuous for every $t_0 \in (0, \infty)$.

Then $S_V$ has a unique global attractor $\Theta_V$, namely $\Theta_V = \omega_V(B_0) = \bigcap_{n \geq 0} \bigcup_{t \geq t_0} S_V(t, 0, B_0)$.

**Proof.** We can proceed similarly to the proof of Theorem 22 from [16], but for the reader’s convenience we give a self-contained proof here. As a first step, we show that $\omega_V(B)$ is compact for every bounded subset $B \subset X$. So, let $B \subset X$ be bounded and let $(\xi_n)$ be an arbitrary sequence in $\omega_V(B)$. In view of Lemma 2.1 there exists for every $n \in \mathbb{N}$ some $(t_n, x_n, v_n) \in \mathbb{R}_0^+ \times X \times V$ with $t_n \geq n$ and $x_n \in B$ such that

$$\|S_{v_n}(t_n, 0, x_n) - \xi_n\| \leq 1/n.$$  (2.9)

Since $S_V$ is asymptotically compact by assumption (ii), $(S_{v_n}(t_n, 0, x_n))$ has a convergent subsequence $(S_{v_{n_k}}(t_{n_k}, 0, x_{n_k}))$ and, by Lemma 2.1, its limit $\xi$ belongs to $\omega_V(B)$. So, by virtue of (2.9),

$$\xi_{n_k} \to \xi \in \omega_V(B) \quad (k \to \infty),$$  (2.10)

which proves the claimed compactness of $\omega_V(B)$.

As a second step, we show that dist$(S_V(t, 0, B), \omega_V(B)) \to 0$ as $t \to \infty$ for every bounded subset $B \subset X$. Assuming the contrary, we find a bounded subset $B \subset X$ and an $\varepsilon > 0$ such that for every $n \in \mathbb{N}$ there exists a $t_n \geq n$ with

$$S_V(t_n, 0, B) \not\subset B_{\varepsilon}(\omega_V(B)),$$

that is, there exist $x_n \in B$ and $v_n \in V$ such that

$$S_{v_n}(t_n, 0, x_n) \not\subset B_{\varepsilon}(\omega_V(B)) \quad (n \in \mathbb{N}).$$  (2.11)

Since $S_V$ is asymptotically compact by assumption (ii), $(S_{v_n}(t_n, 0, x_n))$ has a convergent subsequence $(S_{v_{n_k}}(t_{n_k}, 0, x_{n_k}))$ and, by Lemma 2.1, its limit belongs to $\omega_V(B)$, that is,

$$\lim_{k \to \infty} S_{v_{n_k}}(t_{n_k}, 0, x_{n_k}) \in \omega_V(B).$$  (2.12)
Contradiction to (2.11)! So, our assumption was false and the second step is proved.

As a third step, we show that \( \Theta_V := \omega_V(B_0) \) is compact and uniformly attractive for \( S_V \). In view of the first step, the compactness of \( \Theta_V \) is clear and we only have to prove the uniform attractivity of \( \Theta_V \). So, let \( B \subset X \) be an arbitrary bounded subset. Since \( B_0 \) is absorbing for \( S_V \) by assumption (i), there exists a time \( \tau_B \) such that

\[
S_V(t, 0, B) \subset B_0 \quad (t \geq \tau_B). \tag{2.13}
\]

Also, by virtue of the second step, for every \( \varepsilon > 0 \) there exists a time \( \tau_{B_0, \varepsilon} \) such that

\[
S_V(t, 0, B_0) \subset B_v(\Theta_V) \quad (t \geq \tau_{B_0, \varepsilon}). \tag{2.14}
\]

So, for all \( t \geq \tau_B + \tau_{B_0, \varepsilon} \), we conclude with the cocycle property that

\[
S_V(t, 0, B) \subset S_{T(t_B)}(t - t_B, 0, S_V(t_B, 0, B)) \subset S_V(t - t_B, 0, B_0) \subset B_v(\Theta_V). \tag{2.15}
\]

And therefore, \( \Theta_V \) is uniformly attractive for \( S_V \), as desired.

As a fourth and last step, we show that \( \Theta_V \) is negatively invariant under \( S_V \). So, let \( \xi \in \Theta_V = \omega_V(B_0) \) and \( t \in (0, \infty) \). In view of Lemma 2.1, \( \xi = \lim_{n \to \infty} S_{v_n}(t_n, 0, x_n) \) for certain \((t_n, x_n, v_n) \in \mathbb{R}_+^+ \times X \times \mathcal{V} \) with \( t_n \to \infty \) and \( x_n \in B_0 \). Also, by the cocycle property,

\[
S_{v_n}(t_n, 0, x_n) = S_{T(t_n-t_n)v_n}(t, 0, S_{v_n}(t_n - t, 0, x_n)) \tag{2.16}
\]

for all \( n \in \mathbb{N} \) so large that \( t_n \geq t \). Since \( \mathcal{V} \) is compact and first-countable and hence sequentially compact and since \( S_V \) is asymptotically compact by assumption (i), there exist subsequences such that

\[
T(t_{n_k} - t)v_{n_k} \to v \quad \text{and} \quad S_{v_{n_k}}(t_{n_k} - t, 0, x_{n_k}) \to x \tag{2.17}
\]

for some \( v \in \mathcal{V} \) and some \( x \in X \), which actually belongs to \( \omega_V(B_0) = \Theta_V \) by virtue of Lemma 2.1. Combining now (2.16) and (2.17) with the continuity assumption (iii), we obtain

\[
\xi = \lim_{k \to \infty} S_{T(t_{n_k} - t)v_{n_k}}(t, 0, S_{v_{n_k}}(t_{n_k} - t, 0, x_{n_k})) = S_v(t, 0, x) \in S_V(t, 0, \Theta_V),
\]

which proves the claimed negative invariance of \( \Theta_V \) under \( S_V \). \( \blacksquare \)

We note in passing that – just like in the case of (single-valued) semigroups (Remark 1.5 in [31]) – the asymptotic compactness of a set-valued semiprocess \( S_V \) is equivalent to the asymptotic compactness of \( S_V \) in the following set-theoretic sense: for every bounded subset \( B \subset X \) there exists a compact set \( K_B \subset X \) such that

\[
\text{dist}(S_V(t, 0, B), K_B) \to 0 \quad (t \to \infty).
\]

Indeed, the implication from asymptotic compactness to set-theoretic asymptotic compactness follows by the first two steps of the above proof, and the reverse implication is easy to see.
2.3 Asymptotic gains and input-to-state practical stability

We finally come to the central concept of this paper, namely the (weak) asymptotic gain property. In the following, our input space $\mathcal{U}$ will always be

$$\mathcal{U} = \mathcal{U}_{r_0} := S^\infty(\mathbb{R}_0^+, U) \cap \overline{B}_{r_0}^L(0) \quad \text{or} \quad \mathcal{U} = \mathcal{U}_{2r_0} := L^\infty(\mathbb{R}_0^+, U) \cap \overline{B}_{r_0}^L(0),$$

where $r_0 \leq \infty$ and where

$$S^\infty(\mathbb{R}_0^+, U) := \{ u \in L^\infty(\mathbb{R}_0^+, U) : \text{there exist } u_n \in S_c(\mathbb{R}_0^+, U) \text{ such that } u_n \rightarrow u \text{ in } L^\infty_{\text{loc}}(\mathbb{R}_0^+, U) \}.$$  \hfill (2.19)

In the above relation, $S_c(\mathbb{R}_0^+, U)$ denotes the set of step functions from $\mathbb{R}_0^+$ to $U$ with compact support, that is, the functions $u : \mathbb{R}_0^+ \rightarrow U$ for which there exist finitely many points $0 = t_0 < t_1 < \cdots < t_m < \infty$ such that $u|_{(t_{i-1}, t_i]}$ is constant for all $i \in \{1, \ldots, m\}$ and $u|_{(t_m, \infty]} = 0$. It is well-known that $S^\infty(\mathbb{R}_0^+, U)$ is a strict subset of $L^\infty(\mathbb{R}_0^+, U)$. See the remarks after Proposition 3.4.4 of [6], for instance.

**Lemma 2.3.** If $\mathcal{U}$ is as in (2.18) with $r_0 \leq \infty$ and $T$ is as in (2.1), then $T(h)\mathcal{U} \subset \mathcal{U}$ for every $h \in \mathbb{R}_0^+$. Additionally, $S^\infty(\mathbb{R}_0^+, U)$ comprises the bounded piecewise continuous functions from $\mathbb{R}_0^+$ to $U$.

**Proof.** We only prove the additional statement because the invariance statement is clear. So, let $u : \mathbb{R}_0^+ \rightarrow U$ be bounded and piecewise continuous. Since for every $t_0 \in (0, \infty)$ the step functions on $[0, t_0]$ are easily seen to be dense in $PC([0, t_0], U)$ w.r.t. $\| \cdot \|_{\infty}$, there exists for every $n \in \mathbb{N}$ a step function $u_n : [0, n] \rightarrow U$ such that

$$\| u_n - u \|_{[0,n],\infty} \leq 1/n.$$  \hfill (2.20)

Setting now $u_n(t) := u|_{[0,n]}(t)$ for $t \in [0,n]$ and $u_n(t) := 0$ for $t \in (n, \infty)$, we see that $u_n \in S_c(\mathbb{R}_0^+, U)$ for every $n \in \mathbb{N}$ and that for every $t_0 \in (0, \infty)$

$$\| u_n - u \|_{[0,t_0],\infty} \leq \| u_n - u \|_{[0,\infty],\infty} = \| u_n - u \|_{[0,n],\infty} \leq 1/n \quad (n \geq t_0).$$

Consequently, $u_n \rightarrow u$ in $L^\infty_{\text{loc}}(\mathbb{R}_0^+, U)$ and therefore $u \in S^\infty(\mathbb{R}_0^+, U)$, as desired.  \hfill ■

Suppose $(S_u)_{u \in \mathcal{U}}$ is a semiprocess family on $X$ with input space $\mathcal{U}$ as in (2.18) and translation $T$ as in (2.1). Suppose further that the undisturbed (set-valued) semiprocess $S_{\{0\}}$ has a global attractor $\Theta \subset X$. Then $(S_u)_{u \in \mathcal{U}}$ is said to be of asymptotic gain w.r.t. $\Theta$ iff there exists a comparison function $\gamma \in \mathcal{K}$ such that

$$\limsup_{t \rightarrow \infty} \| x(t, x_0, u) \|_{\Theta} \leq \gamma(\| u \|_{\infty})$$  \hfill (2.20)

for every $(x_0, u) \in X \times \mathcal{U}$. Also, $(S_u)_{u \in \mathcal{U}}$ is called input-to-state practically stable w.r.t. $\Theta$ iff there exist comparison functions $\beta \in \mathcal{KL}$, $\gamma \in \mathcal{K}$ and a constant $c \in \mathbb{R}_0^+$ such that

$$\| x(t, x_0, u) \|_{\Theta} \leq \beta(\| x_0 \|_{\Theta}, t) + \gamma(\| u \|_{\infty}) + c \quad (t \in \mathbb{R}_0^+).$$  \hfill (2.21)
for every \((x_0, u) \in X \times U\). In case one can choose \(c = 0\) in (2.21), then \((S_u)_{u \in U}\) is called just input-to-state stable w.r.t. \(\Theta\). In (2.20) and (2.21) we used the alternative notation from (2.2), of course.

In the special case where \(\Theta = \{0\}\) in the definition above, the relations (2.7) and (2.8) imply that 0 is an attractive equilibrium point of the undisturbed system \(S_0\). (Indeed, by (2.7) we have \(\|S_0(t, 0, x_0)\| = \text{dist}(\mathcal{S}_{\{0\}}(t, 0, \{x_0\}), \Theta) \rightarrow 0\) as \(t \rightarrow \infty\) for every \(x_0 \in X\) and by (2.8) we have \(
\{0\} = \Theta \subset \mathcal{S}_{\{0\}}(t, 0, \Theta) = \{S_0(t, 0, 0)\} \n\)) and thus \(0 = S_0(t, 0, 0)\) for all \(t \in \mathbb{R}_0^+\). So, in the special case \(\Theta = \{0\}\), the asymptotic gain property as defined above reduces to the (weak) asymptotic gain property from [22], [28]. (In [28] the additional qualifier is used in order to more clearly reflect, already in the terminology, the logical relations to the uniform asymptotic gain property and the notions of weak, strong, and uniform input-to-state stability.) In [24] the uniform variant of the above (weak) asymptotic gain property is studied and abstract theoretical characterizations of input-to-state practical stability are given (Theorem III.1 and Proposition IV.7).

We close this section with a remark on how the global attractors of set-valued semiprocesses \(S_{\{0\}}\), as defined and used in this paper, are related to the global attractors of nonlinear semigroups \(S_0\) as defined in [26], [31], for instance. Apart from the negative invariance condition \(\Theta \subset S_0(t, \Theta)\), the global attractors of nonlinear semigroups \(S_0\) in the sense of [26], [31] are also required to satisfy the positive invariance condition

\[
S_0(t, \Theta) \subset \Theta \quad (t \in \mathbb{R}_0^+).
\]

So, at first glance, it is not clear whether a global attractor of the set-valued semiprocess \(S_{\{0\}}\) is also a global attractor of the corresponding nonlinear semigroup \(S_0\). At second glance, however, this turns out to be true. Indeed, let \((S_v)_{v \in \mathcal{V}}\) be a semiprocess family with \(\mathcal{V} := \{0\}\) and translation (2.1), let \(\Theta\) be a global attractor of the set-valued semiprocess \(S_{\{0\}}\), and let \(t \in \mathbb{R}_0^+\) and \(\varepsilon > 0\). It then follows by (2.8) and (2.3) that

\[
S_0(t, 0, \Theta) = S_{\{0\}}(t, 0, \Theta) \subset S_{\{0\}}(t, 0, S_{\{0\}}(s, 0, \Theta)) = S_{\{0\}}(t + s, 0, \Theta)
\]

for every \(s\), and by (2.7) it follows that

\[
S_{\{0\}}(t + s, 0, \Theta) \subset B_\varepsilon(\Theta)
\]

for every large enough \(s\). Since \(\varepsilon > 0\) was arbitrary and \(\Theta\) is closed, we conclude from (2.23) and (2.24) that \(\Theta\) is actually also positively invariant and, hence, a global attractor also of the nonlinear semigroup \(S_0\) in the sense of [26], [31], as desired.

### 3 Abstract asymptotic gain and input-to-state practical stability results

In this section, we establish our general abstract asymptotic gain result for semiprocess families \((S_u)_{u \in U}\) with input space \(U\) as in (2.18) and with translation \(T\) as in (2.1). In
order to do so, we will embed the semiprocess $S_u$ for each individual $u \in \mathcal{U}$ into a family $(S_v)_{v \in \mathcal{V}(u)}$ of semiprocesses with a suitably chosen input space $\mathcal{V}(u)$ which contains $u$. We will always choose, for given $u \in L^\infty(\mathbb{R}_0^+, \mathcal{U})$,

$$\mathcal{V}(u) := \{u(\cdot + h) : h \in \mathbb{R}_0^+\} \subset L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U}),$$

(3.1)

where the closure is w.r.t. the weak topology $\mathcal{T}$ of the locally convex space $L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U})$ with its standard locally convex topology $\mathcal{T}$. It should be noticed that a net $(v_i)_{i \in I}$ is weakly convergent to $v$ in $L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U})$ if and only if $v_i|_{[0,t_0]} \rightarrow v|_{[0,t_0]}$ weakly in $L^2([0,t_0], \mathcal{U})$ for every $t_0 \in (0, \infty)$. (In order to see this, notice that by standard locally convex theory (Theorem IV.3.1 of [7], for instance) a linear functional $\ell : L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U}) \rightarrow \mathbb{R}$ is $\mathcal{T}$-continuous if there exist $t_0 \in (0, \infty)$ and $M \in \mathbb{R}_0^+$ such that

$$|\ell(v)| \leq M \|v\|_{[0,t_0],2}, \quad (v \in L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U})).$$

And this, in turn, is equivalent to $\ell_{t_0} \in (L^2([0,t_0], \mathcal{U}))^*$, where $\ell_{t_0}$ is defined by $\ell_{t_0}(v_i) := \ell(v_i \&_{t_0} 0)$ for all $v_i \in L^2([0,t_0], \mathcal{U})$ and $v_i \&_{t_0} 0$ denotes the zero-extension of $v_i$ to the whole of $\mathbb{R}_0^+$. (Clearly,

$$u \in \mathcal{V}(u) \quad \text{and} \quad \mathcal{V}(0) = \{0\}. \quad (3.2)$$

**Lemma 3.1.** Suppose $U$ is a separable reflexive space, let $u \in L^\infty(\mathbb{R}_0^+, \mathcal{U})$ and let $\mathcal{V}(u)$ and $T$ be as in (3.1) and (2.1) respectively. Then $\mathcal{V}(u)$ is a metrizable and, in particular, first-countable, compact topological space and $T(h)v \in \mathcal{V}(u)$ for all $h \in \mathbb{R}_0^+$. Additionally, for all $s \leq t$, one has

$$\int_s^t \|v(s)\|^2_{\mathcal{U}} \, ds \leq (t-s) \|u\|^2_\infty \quad (v \in \mathcal{V}(u)). \quad (3.3)$$

**Proof.** Since $u$ is translation-bounded in $L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U})$ (Section VII.3 of [4]) by virtue of

$$\sup_{t \in \mathbb{R}_0^+} \int_t^{t+1} \|u(s)\|^2_{\mathcal{U}} \, ds \leq ||u\|_\infty^2 < \infty,$$

the compactness and metrizability of $\mathcal{V}(u)$ follow from Proposition VII.3.3 and the remark after Definition VII.3.1 of [4]. In particular, every $v \in \mathcal{V}(u)$ is the weak limit of a sequence (instead of only a net) of the form $(v_n) = (u(\cdot + h_n))$, that is, $v_n|_{[s,t]} \rightarrow v|_{[s,t]}$ weakly in $L^2([s,t], \mathcal{U})$ for all $s \leq t$. And from this, in turn, it follows that

$$||v||_{[s,t],2} \leq \liminf_{n \rightarrow \infty} ||v_n||_{[s,t],2} \leq (t-s)^{1/2} \|u\|_\infty$$

and that $T(h)v \in \mathcal{V}(u)$, as desired. \hfill \blacksquare

**Lemma 3.2.** Suppose that $\mathcal{U}$ is as in (2.18) with $r_0 \leq \infty$, $\mathcal{V}(u)$ and $T$ are as in (3.1) and (2.1) respectively. Suppose further that $(S_v)_{v \in \mathcal{V}(u)}$ is a semiprocess family on $X$ for every $u \in \mathcal{U}$ such that the following assumptions are satisfied:
(i) there exists a bounded subset $B_0 \subset X$ which is absorbing for $S_{\mathcal{V}(u)}$ for every $u \in \mathcal{U}$  
(ii) $S_{\mathcal{V}(u)}$ is asymptotically compact for every $u \in \mathcal{U}$  
(iii) $X \times \mathcal{V}(u) \ni (x, v) \mapsto S_v(t_0, 0, x)$ is continuous for every $t_0 \in (0, \infty)$ and $u \in \mathcal{U}$  
(iv) dist $\left(S_{\mathcal{V}(u)}(t_0, 0, B_0), S_{\mathcal{V}(0)}(t_0, 0, B_0)\right) \to 0$ as $u \to 0$ for every $t_0 \in (0, \infty)$.

Then $S_{\mathcal{V}(u)}$ has a unique global attractor $\Theta_{\mathcal{V}(u)}$ for every $u \in \mathcal{U}$ and $u \mapsto \Theta_{\mathcal{V}(u)}$ is upper semicontinuous at 0, that is,

$$\text{dist} \left(\Theta_{\mathcal{V}(u)}, \Theta_{\mathcal{V}(0)}\right) \to 0 \quad (u \to 0).$$

(3.4)

**Proof.** Since by our assumptions (i) to (iii) and by Lemma 3.1 each semiprocess family $S_v \in \mathcal{V}(u)$ satisfies the assumptions of Lemma 2.2, that lemma yields the existence of a unique global attractor $\Theta_{\mathcal{V}(u)}$ of $S_{\mathcal{V}(u)}$ for every $u \in \mathcal{U}$. It remains to show the upper semicontinuity of $u \mapsto \Theta_{\mathcal{V}(u)}$ at 0. So, let $\varepsilon > 0$ and write $\Theta := \Theta_{\mathcal{V}(0)}$. We first observe that for every $u \in \mathcal{U}$ one has for large enough times $\tau_u$

$$\Theta_{\mathcal{V}(u)} \subset S_{\mathcal{V}(u)}(\tau_u, 0, \Theta_{\mathcal{V}(u)}) \subset B_0$$

(3.5)

by the absorbingness of $B_0$ for $S_{\mathcal{V}(u)}$. Since $\Theta$ is a global attractor for $S_{\mathcal{V}(0)}$, there exists a $t_0 \in (0, \infty)$ such that

$$S_{\mathcal{V}(0)}(t_0, 0, B_0) \subset B_{\varepsilon/2}(\Theta).$$

(3.6)

Since, moreover, dist $\left(S_{\mathcal{V}(u)}(t_0, 0, B_0), S_{\mathcal{V}(0)}(t_0, 0, B_0)\right) \to 0$ as $u \to 0$ by our assumption (iv), there exists a $\delta > 0$ such that

$$S_{\mathcal{V}(u)}(t_0, 0, B_0) \subset B_{\varepsilon/2}(S_{\mathcal{V}(0)}(t_0, 0, B_0)) \quad (u \in B_0^{L^\infty}(0))$$

(3.7)

Combining now (3.5), (3.6), (3.7), we see that

$$\Theta_{\mathcal{V}(u)} \subset S_{\mathcal{V}(u)}(t_0, 0, \Theta_{\mathcal{V}(u)}) \subset S_{\mathcal{V}(u)}(t_0, 0, B_0) \subset B_\varepsilon(\Theta)$$

(3.8)

for all $u \in \mathcal{U}$ with $\|u\|_\infty < \delta$, as desired.

With these lemmas at hand, we can now prove our general asymptotic gain result.

**Theorem 3.3.** Suppose that $\mathcal{U}$ is as in (2.18) with $r_0 \leq \infty$, $\mathcal{V}(u)$ and $T$ are as in (3.1) and (2.1) respectively. Suppose further that $(S_{v})_{v \in \mathcal{V}(u)}$ is a semiprocess family on $X$ for every $u \in \mathcal{U}$ such that the assumptions (i) to (iv) from the previous lemma are satisfied. Then $S_{\mathcal{V}(0)}$ has a unique global attractor $\Theta$ and $(S_u)_{u \in \mathcal{U}}$ is of asymptotic gain w.r.t. $\Theta$.

**Proof.** We use the alternative notation (2.2) and begin by observing that

$$\|x(t, x_0, u)\|_\Theta = \inf \left\{ \|x(t, x_0, u) - \theta\| : \theta \in \Theta \right\} \leq \|x(t, x_0, u) - \theta_u\| + \text{dist}(\Theta_{\mathcal{V}(u)}, \Theta)$$
for every \( \theta_u \in \Theta_{V(u)} \) by the triangle inequality. So, taking the infimum over \( \theta_u \in \Theta_{V(u)} \) and using \( x(t, x_0, u) \in S_{V(u)}(t, 0, x_0) \), we see that
\[
\|x(t, x_0, u)\|_x \leq \text{dist}(S_{V(u)}(t, 0, x_0), \Theta_{V(u)}) + \text{dist}(\Theta_{V(u)}, \Theta)
\] (3.9)
for every \( (x_0, u) \in X \times U \) and \( t \in \mathbb{R}_0^+ \). Since \( \Theta_{V(u)} \) is a global attractor for \( S_{V(u)} \) (Lemma 3.2), we conclude
\[
\limsup_{t \to \infty} \text{dist}(S_{V(u)}(t, 0, x_0), \Theta_{V(u)}) = 0 \quad ((x_0, u) \in X \times U).
\] (3.10)
Since, moreover, \( u \mapsto \Theta_{V(u)} \) is upper semicontinuous at 0 (Lemma 3.2), we further conclude that there exists a \( \gamma \in K \) such that
\[
\text{dist}(\Theta_{V(u)}, \Theta) \leq \gamma(\|u\|_\infty) \quad (u \in U).
\] (3.11)
Indeed, let \( \delta(u) := \text{dist}(\Theta_{V(u)}, \Theta) \) and \( \gamma_0(r) := \sup_{\|v\|_\infty \leq r} \delta(v) \), then by the definition of \( \gamma_0 \) we have that \( \delta(u) \leq \gamma_0(\|u\|_\infty) \) for all \( u \in U \) and that \( \gamma_0 \) is monotonically increasing and by the upper semicontinuity (3.4) we have that \( \gamma_0(r) \to 0 \) as \( r \searrow 0 \). And from these three facts about \( \gamma_0 \) in turn it follows that there exists a \( \gamma \in K \) with \( \gamma_0 \leq \gamma \) (Lemma 2.5 of [5]), which proves (3.11). Combining now (3.9), (3.10), (3.11), we immediately obtain the claimed asymptotic gain property.

In order to verify the quite abstract assumptions of the above theorem in our applications, we will use the following corollary. Assumption (i) of this corollary is a dissipation estimate and assumption (ii) is a compactness condition. We point out that we have to require \( r_0 < \infty \) in this corollary.

**Corollary 3.4.** Suppose \( U \) is as in (2.18) with \( r_0 < \infty \) and with \( U \) separable and reflexive and let \( V(u) \) and \( T \) be as in (3.1) and (2.1) respectively. Suppose further that \( (S_v)_{v \in V(u)} \) is a semiprocess family on a reflexive space \( X \) for every \( u \in U \) such that the following assumptions are satisfied:

(i) there exist a constant \( \omega_0 \in (0, \infty) \) and continuous monotonically increasing functions \( \sigma, \gamma: \mathbb{R}_0^+ \to \mathbb{R}_0^+ \) such that
\[
\|S_v(t, 0, x_0)\| \leq e^{-\omega_0 t} \sigma(\|x_0\|) + \gamma(\|u\|_\infty) \quad (t \in [0, \infty))
\] (3.12)
for all \( (x_0, v) \in X \times V(u) \) and all \( u \in U \)

(ii) whenever \( x_n \to x \) weakly in \( X \) and \( v_n \to v \) weakly in \( L^2_{\text{loc}}(\mathbb{R}_0^+, U) \) for some \( x_n, x \in X \) and \( v_n \in V(u_n), v \in V(u) \) and \( u_n, u \in U \), one has the strong convergence
\[
S_{v_n}(t_0, 0, x_n) \to S_v(t_0, 0, x) \quad (n \to \infty)
\] (3.13)
for every \( t_0 \in (0, \infty) \).

Then \( S_{\{0\}} \) has a unique global attractor \( \Theta \) and \( (S_u)_{u \in U} \) is of asymptotic gain w.r.t. \( \Theta \).
Proof. We verify the assumptions (i) to (iv) of the previous theorem in four steps. As a first step, we show that the bounded ball \( (r_0 < \infty!) \)

\[
B_0 := \overline{B}_{1+\gamma(r_0)}(0) \subset X
\]

is absorbing for \( S_{\mathcal{V}(u)} \) for every \( u \in \mathcal{U} \). Indeed, for every bounded subset \( B \subset X \), there is a radius \( R \) with \( B \subset \overline{B}_R(0) \) and a time \( \tau_B \) such that \( e^{-\omega t \tau_B} \sigma(R) \leq 1 \). So, by our assumption (i),

\[
\|S_t(t, 0, x_0)\| \leq e^{-\omega t \gamma} \sigma(\|x_0\|) + \gamma(\|u\|_{\infty}) \leq 1 + \gamma(r_0) \quad (t \geq \tau_B)
\]

for all \( (x_0, v) \in B \times \mathcal{V}(u) \) and all \( u \in \mathcal{U} \), that is, \( S_{\mathcal{V}(u)}(t, 0, B) \subset B_0 \) for every \( t \geq \tau_B \) and every \( u \in \mathcal{U} \), as desired.

As a second step, we show that \( S_{\mathcal{V}(u)} \) is asymptotically compact for every \( u \in \mathcal{U} \). So, let \( u \in \mathcal{U} \). As a first preliminary, we observe that the set

\[
K_u := S_{\mathcal{V}(u)}(1, 0, B_0)
\]

is compact. Indeed, let \( (x_n) \) and \( (v_n) \) be sequences in \( B_0 \) and \( \mathcal{V}(u) \) respectively. Since \( B_0 \) as a closed bounded ball is weakly sequentially compact by the assumed reflexivity of \( X \) and since \( \mathcal{V}(u) \) is sequentially compact in the weak topology of \( L^2_{\text{loc}}(\mathbb{R}^+_0, U) \) by Lemma 3.1, there exist subsequences and \( x \in B_0 \) and \( v \in \mathcal{V}(u) \) such that \( x_n \to x \) weakly in \( X \) and \( v_n \to v \) weakly in \( L^2_{\text{loc}}(\mathbb{R}^+_0, U) \). So, by our assumption (ii),

\[
S_{v_{n_k}}(1, 0, x_{n_k}) \to S_v(1, 0, x) \in K_u \quad (k \to \infty),
\]

proving the claimed compactness of \( K_u \). As a second preliminary, we observe that the set \( K_u \) is absorbing for \( S_{\mathcal{V}(u)} \). Indeed, by the first step, for every bounded subset \( B \subset X \) there exists a time \( \tau_B \) such that \( S_{\mathcal{V}(u)}(t, 0, B) \subset B_0 \) for all \( t \geq \tau_B \) and therefore we have for every \( t \geq \tau_B + 1 \) that

\[
S_{\mathcal{V}(u)}(t, 0, B) \subset S_{T(t-1)\mathcal{V}(u)}(1, 0, S_{\mathcal{V}(u)}(t-1, 0, B)) \subset S_{\mathcal{V}(u)}(1, 0, B_0) = K_u,
\]

proving the claimed absorbingness of \( K_u \). Combining now the compactness and the absorbingness of \( K_u \), we immediately get the desired asymptotic compactness of \( S_{\mathcal{V}(u)} \).

As a third step, we observe that \( X \times \mathcal{V}(u) \ni (x, v) \mapsto S_v(t_0, 0, x) \) is continuous for every \( t_0 \in (0, \infty) \) and \( u \in \mathcal{U} \). Indeed, the sequential continuity of these maps is immediate from our assumption (ii) and thus the desired continuity immediately follows by the first-countability of \( X \times \mathcal{V}(u) \) (Lemma 3.1).

As a fourth and last step, we show that \( \text{dist} \left( S_{\mathcal{V}(u)}(t_0, 0, B_0), S_{\mathcal{V}(0)}(t_0, 0, B_0) \right) \to 0 \) as \( u \to 0 \) for every \( t_0 \in (0, \infty) \). Assuming the contrary, we find a \( t_0 \in (0, \infty) \), an \( \varepsilon > 0 \) and a sequence \( (u_n) \) in \( \mathcal{U} \) such that

\[
\|u_n\|_{\infty} \leq 1/n \quad \text{but} \quad S_{\mathcal{V}(u_n)}(t_0, 0, B_0) \not\subset B_{\varepsilon} \left( S_{\mathcal{V}(0)}(t_0, 0, B_0) \right)
\]
for all \( n \in \mathbb{N} \). So, there exist \( x_n \in B_0 \) and \( v_n \in \mathcal{V}(u_n) \) such that
\[
S_{v_n}(t_0, 0, x_n) \notin B_\varepsilon(S_{t_0}(t_0, 0, B_0)) \quad (n \in \mathbb{N}).
\]
Since \( B_0 \) is weakly sequentially compact by the reflexivity of \( X \) and since
\[
\|v_n\|_{[0,t],2} \leq t^{1/2}\|w_n\|_\infty \leq t^{1/2}/n
\]
by Lemma 3.1, there exist a subsequence and an \( x \in B_0 \) such that \( x_{n_k} \to x \) weakly in \( X \) and
\[
S_{v_{n_k}}(t_0, 0, x_{n_k}) \to S_0(t_0, 0, x) \in S_{t_0}(t_0, 0, B_0) \quad (k \to \infty).
\]
Contradiction to (3.19)!

In the special situation of Corollary 3.4 where the dissipation estimate (3.12) holds with \( \sigma(0) = 0 = \gamma(0) \) (or, in other words, with \( \sigma, \gamma \in K \)), that very estimate implies that the global attractor of \( S_{t_0} \) is \( \Theta = \{0\} \) and that \( (S_u)_{u \in \mathcal{U}} \) is even input-to-state stable w.r.t. \( \Theta \). In the general situation of Corollary 3.4, we still get at least input-to-state practical stability. In fact, we have the following proposition, in which \( r_0 = \infty \) is allowed again.

**Proposition 3.5.** Suppose \( \mathcal{U} \) is as in (2.18) with \( r_0 \leq \infty \) and \( (S_u)_{u \in \mathcal{U}} \) is a semiprocess family on \( X \) such that the following assumptions are satisfied:

(i) there exist a constant \( \omega_0 \in (0, \infty) \) and continuous monotonically increasing functions \( \sigma, \gamma : \mathbb{R}_0^+ \to \mathbb{R}_0^+ \) such that
\[
\|S_u(t, 0, x_0)\| \leq e^{-\omega_0 t} \sigma(||x_0||) + \gamma(||u||_\infty) \quad (t \in [0, \infty))
\]
for all \( (x_0, u) \in X \times \mathcal{U} \)

(ii) \( S_{t_0} \) has a unique global attractor \( \Theta \).

Then \( (S_u)_{u \in \mathcal{U}} \) is input-to-state practically stable w.r.t. \( \Theta \).

**Proof.** Since \( \|x_0\| \leq \inf_{\theta \in \Theta} (||x_0 - \theta|| + ||\theta||) \leq \|x_0\|_\Theta + ||\Theta|| \) for every \( x_0 \in X \) with \( ||\Theta|| := \sup_{\theta \in \Theta} ||\theta|| \), we conclude from (3.21) that
\[
\|S_u(t, 0, x_0)\|_\Theta = \inf_{\theta \in \Theta} \|S_u(t, 0, x_0) - \theta\| \leq e^{-\omega_0 t} \sigma(||x_0||_\Theta + ||\Theta||) + \gamma(||u||_\infty) + \inf_{\theta \in \Theta} ||\theta||
\]
\[
\leq e^{-\omega_0 t} \sigma(2||x_0||_\Theta) + \sigma(2||\Theta||) + \gamma(||u||_\infty) + \inf_{\theta \in \Theta} ||\theta||
\]
for every \( t \in \mathbb{R}_0^+ \) and every \( (x_0, u) \in X \times \mathcal{U} \). Since, moreover, \( r \to \sigma(2r) - \sigma(0) \) and \( r \to \gamma(r) - \gamma(0) \) are continuous and monotonically increasing and zero at zero, there exist \( \overline{\sigma}, \overline{\gamma} \in \mathcal{K} \) such that
\[
\sigma(2r) - \sigma(0) \leq \overline{\sigma}(r) \quad \text{and} \quad \gamma(r) - \gamma(0) \leq \overline{\gamma}(r)
\]
for all \( r \in \mathbb{R}_0^+ \). Combining now (3.22) and (3.23), we obtain
\[
\|S_u(t, 0, x_0)\|_\Theta \leq e^{-\omega_0 t} \overline{\sigma}(2||x_0||_\Theta) + \overline{\gamma}(||u||_\infty) + c \quad (t \in \mathbb{R}_0^+)
\]
for every \( (x_0, u) \in X \times \mathcal{U} \), where \( c := \sigma(0) + \sigma(2||\Theta||) + \gamma(0) + \inf_{\theta \in \Theta} ||\theta|| \). And therefore, \( (S_u)_{u \in \mathcal{U}} \) is input-to-state practically stable w.r.t. the global attractor \( \Theta \) of \( S_{t_0} \).
4 Applications to semilinear systems

In this section, we apply our general asymptotic gain result along with the input-to-state practical stability result from the previous section to semilinear evolution equations. We will consider equations of the special form

$$\dot{x}(t) = Ax(t) + g(x(t)) + hu(t), \quad (4.1)$$

where $A$ is a linear semigroup generator on $X$, $g$ a nonlinear function in $X$, and $h$ is a bounded linear operator from $U$ to $X$. In particular, we will consider disturbed nonlinear reaction-diffusion equations of the form

$$\partial_t y(t, \zeta) = \Delta y(t, \zeta) + g(y(t, \zeta)) + h(\zeta)v(t) \quad (\zeta \in \Omega)$$
$$y(t, \zeta) = 0 \quad (\zeta \in \partial \Omega) \quad (4.2)$$
on a bounded domain $\Omega \subset \mathbb{R}^d$, where $h \in X := L^2(\Omega, \mathbb{R})$. As usual, we will embed the equations (4.1) and (4.2) into a family of equations parametrized by $v \in L^2_{\text{loc}}(\mathbb{R}_0^+, U)$ and, in the case of (4.2), we record this family of equations for later reference:

$$\partial_t y(t, \zeta) = \Delta y(t, \zeta) + g(y(t, \zeta)) + h(\zeta)v(t) \quad ((t, \zeta) \in [s, \infty) \times \Omega)$$
$$y(t, \cdot)|_{\partial \Omega} = 0 \quad \text{and} \quad y(s, \cdot) = y_s \quad (t \in [s, \infty)). \quad (4.3)$$

4.1 Applications in the case of mild solvability

In this section, we establish an asymptotic gain and an input-to-state practical stability result for the general equation (4.1) and for the reaction-diffusion equation (4.2), taking a mild-solution approach [25] and taking $U := U_{1r_0} = S^\infty(\mathbb{R}_0^+, U) \cap \overline{T}_{r_0}^{L^\infty}(0)$. \quad (4.4)

Accordingly, in this section, we have to require the nonlinearity $g$ to be locally Lipschitz continuous.

**Lemma 4.1.** Suppose $A$ is a semigroup generator on $X$ and $g : X \to X$ is Lipschitz on bounded subsets of $X$ and $h \in L(U, X)$. Then for every $(s, x_s, v) \in \mathbb{R}_0^+ \times X \times L^2_{\text{loc}}(\mathbb{R}_0^+, U)$ the initial value problem

$$\dot{x}(t) = Ax(t) + g(x(t)) + hv(t) \quad \text{and} \quad x(s) = x_s \quad (4.5)$$

has a unique maximal mild solution $x(\cdot, s, x_s, v) \in C([s, T_{s, x_s, v}], X)$. Additionally, if this maximal mild solution is bounded,

$$\sup_{t \in [s, T_{s, x_s, v})} \|x(t, s, x_s, v)\| < \infty, \quad (4.6)$$

then $x(\cdot, s, x_s, v)$ exists globally in time, that is, $T_{s, x_s, v} = \infty$. 
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Proof. We can argue in a standard way as in [25] (Theorem 6.1.4). It should be noticed, however, that the mentioned result covers only the special case where $v \in C(\mathbb{R}_0^+, U)$, which is why we sketch the proof for the general case here. In order to get the unique maximal mild solvability assertion, we can argue in exactly the same way as in Theorem 6.1.4 of [25]. In order to get the global existence assertion under the additional boundedness assumption (4.6), we argue by contradiction. So, assume that for some $(s, x_s, v) \in \mathbb{R}_0^+ \times X \times L^2_{loc}(\mathbb{R}_0^+, U)$

$$\sup_{t \in [s, T]} \|x(t)\| < \infty \quad \text{but} \quad T < \infty,$$  

where $T := T_{s, x_s, v}$ and $x := x(\cdot, s, x_s, v) \in C([0, T), X)$ for brevity. It is then easy to see that $x$ is uniformly continuous on $[0, T)$ – just use that under assumption (4.7) for every $t_0 \in [s, T)$, the maps $[s, T) \ni r \mapsto e^{Ar}h$ and $[s, T] \ni (r, t_0) \mapsto e^{Ar}g(x(r'))$ are uniformly continuous and that

$$\int_{t_0}^{T} |v(r)| \, dr, \quad \int_{t_0}^{T} \|g(x(r))\| \, dr \to 0 \quad (t_0 \nearrow T).$$

Consequently, $x$ extends to a continuous function $\tilde{x} \in C([0, T], X)$ and

$$\tilde{x}(t) = e^{A(t-s)}x_s + \int_{s}^{t} e^{A(t-r)} \, d\tilde{x}(r) + \int_{s}^{t} e^{A(t-r)} \, hv(r) \, dr \quad (t \in [0, T]).$$

In other words, $\tilde{x}$ is a mild solution of (4.5) on $[0, T]$. Contradiction to the maximality of the mild solution $x$!

In the rest of this section, we will be dealing with compact semigroups [25], that is, semigroups $e^A$ for which $e^{At}$ is a compact operator on $X$ for every $t \in (0, \infty)$. (In [10], such semigroups are called immediately compact.)

**Proposition 4.2.** Suppose $A$ is the generator of a compact semigroup on a Hilbert space $X$ and $g : X \to X$ is Lipschitz on bounded subsets of $X$ and $h \in L(U, X)$ with a separable Hilbert space $U$. Suppose further that

$$\|e^{At}\| \leq e^{-\omega t} \quad (t \in \mathbb{R}_0^+) \quad \text{and} \quad \langle x, g(x) \rangle \leq C + \omega' \|x\|^2 \quad (x \in X)$$

for some constants $\omega \in (0, \infty)$ and $C \in \mathbb{R}$, $\omega' \in (-\infty, \omega)$. Then the maximal mild solutions of (4.1) with $u \in U := S^\infty(\mathbb{R}_0^+, U)$ generate a semiprocess family $(S_u)_{u \in U}$, $S_{(0)}$ has a unique global attractor $\Theta$, and $(S_u)_{u \in U}$ is input-to-state practically stable w.r.t. $\Theta$.

**Proof.** We proceed in five steps in order to eventually verify the assumptions of Proposition 3.5. As a first step, we show that for every $(x_0, u) \in D(A) \times S_c(\mathbb{R}_0^+, U)$ the maximal mild solution $x(\cdot, x_0, u)$ (Lemma 4.1) is piecewise continuously differentiable and satisfies

$$\dot{x}(t, x_0, u) = Ax(t, x_0, u) + g(x(t, x_0, u)) + hu(t) \quad (t \in (0, T_{x_0, u}) \setminus N),$$

\[ \text{(4.9)} \]
where \( N \subset \mathbb{R}_0^+ \) denotes the finite set of jump points of \( u \). So, let \((x_0, u) \in D(A) \times S_c(\mathbb{R}_0^+, U)\). Also, let \( t_1 < \cdots < t_m \) be the jump points of \( u \) in \((0, T_{x_0, u})\) and \( t_0 := 0 \) and let \( t_{m+1} \in (t_m, T_{x_0, u}) \) be arbitrary. Set \( x_i := x(t_i, x_0, u) \) for \( i \in \{0, \ldots, m\} \). Since \( x(\cdot, x_0, u)|_{[t_{i-1}, t_i]} \) is a mild solution of the initial value problem
\[
\dot{x}(t) = Ax(t) + g(x(t)) + hu(t) \quad \text{and} \quad x(t_{i-1}) = x_{t_{i-1}}
\]
and since \( u|_{(t_{i-1}, t_i]} \equiv u_i \) for some constant value \( u_i \in U \), \( x(\cdot, x_0, u)|_{[t_{i-1}, t_i]} \) is also a mild solution of the initial value problem
\[
\dot{x}(t) = Ax(t) + g(x(t)) + hu_i \quad \text{and} \quad x(t_{i-1}) = x_{t_{i-1}}
\]
(4.10) and therefore is a restriction of the corresponding maximal mild solution \( x(\cdot, t_{i-1}, x_{t_{i-1}}, u_i) \) (Lemma 4.1). In short,
\[
x(\cdot, x_0, u)|_{[t_{i-1}, t_i]} = x(\cdot, t_{i-1}, x_{t_{i-1}}, u_i)|_{[t_{i-1}, t_i]} \quad (i \in \{1, \ldots, m + 1\}).
\]
(4.11)
Since now \( x_{t_0} = x_0 \in D(A) \) and the mild solution \( x(\cdot, s, x_s, v) \) is a classical solution whenever \( x_s \in D(A) \) and \( v \equiv v_0 \) is constant (Theorem 6.1.6 of [25]), we inductively conclude from (4.11) that \( x(\cdot, t_{i-1}, x_{t_{i-1}}, u_i) \) is a classical solution of (4.10) for every \( i \in \{1, \ldots, m + 1\} \). Consequently, the assertions of the first step now follow in view of (4.11) and the arbitrariness of \( t_{m+1} \) in \((0, T_{x_0, u})\).

As a second step, we show that the maximal mild solutions \( x(\cdot, x_0, u) \) exist globally in time for \((x_0, u) \in D(A) \times S_c(\mathbb{R}_0^+, U)\) and that there exist a constant \( \omega_0 \in (0, \infty) \) and continuous monotonically increasing functions \( \sigma, \gamma : \mathbb{R}_0^+ \to \mathbb{R}_0^+ \) such that
\[
\|x(t, x_0, u)\| \leq e^{-\omega_0 t\sigma(\|x_0\|)} + \gamma(\|u\|_{[0, t], \infty}) \quad (t \in [0, \infty))
\]
(4.12)
for all \((x_0, u) \in D(A) \times S_c(\mathbb{R}_0^+, U)\). So, let \((x_0, u) \in D(A) \times S_c(\mathbb{R}_0^+, U)\) and write \( x := x(\cdot, x_0, u) \). It then follows by the first step and our assumption (4.8) that
\[
\frac{d}{dt} \left( \frac{\|x(t)\|^2}{2} \right) \leq -\omega \|x(t)\|^2 + C + \omega' \|x(t)\|^2 + \|x(t)\| \|h\| \|u(t)\|
\]
\[
\leq -\omega_0 \|x(t)\|^2 + C + \frac{1}{\omega_0} \|h\|^2 \|u(t)\|^2 \quad (t \in (0, T_{x_0, u}) \setminus N),
\]
(13)
where \( \omega_0 := (\omega - \omega')/2 \) and where in the second inequality we used that \( \|x(t)\| \|h\| \|u(t)\| \leq \omega_0 \|x(t)\|^2 + \|h\|^2 \|u(t)\|^2 / \omega_0 \). Since \( t \mapsto e^{\omega_0 t} \|x(t)\|^2 \) is piecewise continuously differentiable by the first step, we conclude
\[
e^{2 \omega_0 t} \left( \frac{\|x(t)\|^2}{2} - \frac{\|x_0\|^2}{2} \right) \leq \int_0^t e^{2 \omega_0 \tau} \left( C + \frac{1}{\omega_0} \|h\|^2 \|u(\tau)\|^2 \right) d\tau
\]
\[
\leq \frac{e^{2 \omega_0 t}}{2 \omega_0} \left( C + \frac{1}{\omega_0} \|h\|^2 \|u\|^2_{[0, t], \infty} \right) \quad (t \in [0, T_{x_0, u})).
\]
(14)
We thus immediately obtain the estimate (4.12) at least for all \( t \in [0, T_{x_0, u}) \) and \( \sigma(r) := r \) and \( \gamma(r) := C_{\omega_0,h}(1 + r) \) with some constant \( C_{\omega_0,h} \). In particular, this implies (4.6) and hence \( T_{x_0, u} = \infty \) (Lemma 4.1) which, in turn, concludes the proof of the second step.
As a third step, we show that the maximal mild solutions $x(t, x_0, u)$ exist globally in
time and that the estimate
\[
\|x(t, x_0, u)\| \leq e^{-\omega t}\sigma(\|x_0\|) + \gamma(\|u\|_{[0,t], \infty}) \quad (t \in [0, \infty))
\]  
holds true also for arbitrary $(x_0, u) \in X \times \mathcal{U}$. So, let $(x_0, u) \in X \times \mathcal{U}$
and choose a sequence $(x_{0n}, u_n)$ in $D(A) \times S_c(\mathbb{R}_0^+, \mathcal{U})$ such that $x_{0n} \rightarrow x_0$ in $X$ and $u_n \rightarrow u$ in
$L^\infty_{loc}(\mathbb{R}_0^+, \mathcal{U})$. We then see by the second step that for every $t_0 \in (0, T_{x_0,u})$
\[
\rho_0 := \sup_{n \in \mathbb{N}} \sup_{0 < \tau < t_0} \|x(\tau, x_{0n}, u_n)\| + \sup_{\tau \in [0,t_0]} \|x(\tau, x_0, u)\| < \infty
\]
and therefore, by the variations of constants formula and the Lipschitz continuity of $g$
on the bounded ball $B_{\rho_0}(0)$,
\[
\|x(t, x_{0n}, u_n) - x(t, x_0, u)\| \leq \|x_{0n} - x_0\| + ||h||_{t_0} \|u_n - u\|_{[0,t_0], \infty}
+ \int_0^t L_{\rho_0} \|x(\tau, x_{0n}, u_n) - x(\tau, x_0, u)\| \, d\tau
\]
for all $t \in [0, t_0]$ and $n \in \mathbb{N}$. So, by Grönwall’s lemma and the arbitrariness of $t_0$ in
$(0, T_{x_0,u})$, we conclude that
\[
x(t, x_0, u) = \lim_{n \to \infty} x(t, x_{0n}, u_n) \quad (t \in [0, T_{x_0,u}])
\]
and can thus extend the estimate of the second step – at least for $t \in [0, T_{x_0,u})$ – from
$(x_{0n}, u_n) \in D(A) \times S_c(\mathbb{R}_0^+, \mathcal{U})$ to $(x_0, u)$. In particular, this extended estimate implies
(4.6) and hence $T_{x_0,u} = \infty$ (Lemma 4.1) which, in turn, concludes the proof of the
third step.

As a fourth step, we show that whenever $x_{0n} \rightarrow x_0$ weakly in $X$, then one has the
strong convergence
\[
x(t_0, x_{0n}, 0) \rightarrow x(t_0, x_0, 0) \quad (n \to \infty)
\]
for every $t_0 \in (0, \infty)$. So, let $x_{0n} \rightarrow x_0$ weakly in $X$ and $t_0 \in (0, \infty)$. Set
\[
\rho_{t_0} := \sup_{n \in \mathbb{N}} \sup_{0 < \tau < t_0} \|x(\tau, x_{0n}, 0)\| + \sup_{\tau \in [0,t_0]} \|x(\tau, x_0, 0)\| < \infty,
\]
which is finite by the third step, and let $\varepsilon > 0$. Choose then $\delta \in (0, t_0)$ so small that
\[
2L_{\rho_{t_0}} \rho_{t_0} \delta \leq \varepsilon / \exp(L_{\rho_{t_0}} t_0).
\]
We then get, by the variations of constants formula and the Lipschitz continuity of $g$ on
the bounded ball $B_{\rho_{t_0}}(0)$, that
\[
\|x(t, x_0, 0) - x(t, x_0, 0)\| \leq \left\|e^{At}(x_{0n} - x_0)\right\| + \int_0^t L_{\rho_{t_0}} \|x(\tau, x_{0n}, 0) - x(\tau, x_0, 0)\| \, d\tau
\leq \left\|e^{At}(x_{0n} - x_0)\right\| + 2L_{\rho_{t_0}} \rho_{t_0} \delta + \int_{\delta}^t L_{\rho_{t_0}} \|x(\tau, x_{0n}, 0) - x(\tau, x_0, 0)\| \, d\tau
\]
for all \( t \in [\delta, t_0] \) and \( n \in \mathbb{N} \). So, applying Grönwall’s lemma and then taking the limit superior, we get

\[
\limsup_{n \to \infty} \| x(t_0, x_{0n}, 0) - x(t_0, x_0, 0) \| \leq \lim_{n \to \infty} \left\| e^{A\delta}(x_{0n} - x_0) \right\| \exp(L_{\rho_0} t_0) + \varepsilon = \varepsilon, \quad (4.20)
\]

where in the last equality we used the compactness of \( e^{A\delta} \). Since \( \varepsilon > 0 \) was arbitrary, this concludes the proof of the fourth step.

As a fifth and last step, we show that the mild solutions of (4.1) generate a semiprocess family \((S_u)_{u \in \mathcal{U}}\) which satisfies the assumptions of Proposition 3.5. Indeed, by the third step, the maximal mild solutions exist globally in time for all \((x_0, u) \in X \times \mathcal{U}\) and thus generate a semiprocess family \((S_u)_{u \in \mathcal{U}}\) via

\[
S_u(t, s, x_s) := x(t - s, x_s, u(\cdot + s)) \quad (t \in [s, \infty)),
\]

see the remarks around (2.5). Additionally, the third step gives that there exist a constant \( \omega_0 \in (0, \infty) \) and continuous monotonically increasing functions \( \sigma, \gamma : \mathbb{R}_0^+ \to \mathbb{R}_0^+ \) such that the dissipation estimate (3.21) is satisfied for all \((x_0, u) \in X \times \mathcal{U}\). In particular, the dissipation assumption (i) of Corollary 3.4 is satisfied with the input space \( \mathcal{U} \) from that corollary being \( \{0\} \). And finally, by the fourth step, the compactness assumption (ii) of Corollary 3.4 is satisfied with the input space \( \mathcal{U} \) from that corollary being \( \{0\} \). Consequently, Corollary 3.4 with \( \mathcal{U} := \{0\} \) gives that \( S_{\{0\}} \) has a global attractor \( \Theta \). So, summarizing, we now have that all the assumptions of Proposition 3.5 are satisfied which, in turn, yields the desired conclusion.

It should be noticed that if the constant \( C \) from (4.8) is \( C = 0 \), then \( \Theta = \{0\} \) and \((S_u)_{u \in \mathcal{U}}\) is even input-to-state stable – instead of only input-to-state practically stable – w.r.t. \( \Theta \). Indeed, this immediately follows by (4.14).

**Theorem 4.3.** *Suppose the assumptions of the previous proposition are satisfied. Then the maximal mild solutions of (4.1) with \( u \in \mathcal{U} := \mathcal{U}_{r_0} \) and \( r_0 < \infty \) generate a semiprocess family \((S_u)_{u \in \mathcal{U}}\), \( S_{\{0\}} \) has a unique global attractor \( \Theta \), and \((S_u)_{u \in \mathcal{U}}\) is of asymptotic gain w.r.t. \( \Theta \).*

**Proof.** We show in three steps that the maximal mild solutions of (4.5) generate semiprocess families \((S_v)_{v \in V(u)}\) for \( u \in \mathcal{U} \) that satisfy the assumptions of Corollary 3.4 which, in turn, yields the desired conclusion. As usual, \( V(u) \) and \( T \) are as in (3.1) and (2.1) respectively.

As a first step, we show that whenever \( t_0 \to t \) in \( \mathbb{R}_0^+ \) and \( v_n \to v \) weakly in \( L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U}) \), then \( y_n(t_n) \to 0 \) weakly in \( X \), where

\[
y_n(s) := \int_0^s e^{A(s-\tau)} h(v_n(\tau) - v(\tau)) \, d\tau \quad (s \in \mathbb{R}_0^+). \quad (4.21)
\]

So, let \( t_n \to t \) in \( \mathbb{R}_0^+ \) and \( v_n \to v \) weakly in \( L^2_{\text{loc}}(\mathbb{R}_0^+, \mathcal{U}) \) and let \( z \in X \). We then have

\[
\langle z, y_n(t_n) \rangle = \int_0^{t_n} \langle w(t_n - \tau), v_n(\tau) \rangle_U \, d\tau - \int_0^{t_n} \langle w(t_n - \tau), v(\tau) \rangle_U \, d\tau, \quad (4.22)
\]
where $w(\tau) := h^*(e^{A\tau}) z = h^* e^{A\tau} z$ for $\tau \in \mathbb{R}^+_0$. Since $w$ is continuous (Proposition I.5.14 of [10] or Proposition 2.8.5 of [32]), the extension $\tilde{w} : \mathbb{R} \to U$ defined by $\tilde{w}|_{(-\infty,0)} := w(0)$ and $\tilde{w}|_{[0,\infty)} := w$ is uniformly continuous on compact subintervals of $\mathbb{R}$ and therefore we have for both $v_n$ and $v_n$ that

\[
\left\| \int_0^t (w(t_0 - \tau), v_0(\tau))_{\mathcal{U}} \, d\tau - \int_0^t (w(t - \tau), v_0(\tau))_{\mathcal{U}} \, d\tau \right\| \\
\leq \left\| \int_0^t (\tilde{w}(t_0 - \tau) - \tilde{w}(t - \tau), v_0(\tau))_{\mathcal{U}} \, d\tau \right\| + \left\| \int_0^t (\tilde{w}(t_0 - \tau) - \tilde{w}(\cdot), v_0(\tau))_{\mathcal{U}} \, d\tau \right\|
\]

\[
\leq \|\tilde{w}(t_0 - \cdot) - \tilde{w}(t - \cdot)\|_{[0,t],\infty} t^{1/2} C_t + \|\tilde{w}(t_0 - \cdot)\|_{[0,t],\infty} |t_0 - t|^{1/2} C_t \to 0
\]
as $n \to \infty$, where $C_t := \sup_{n \in \mathbb{N}} \|v_n\|_{[0,t],2}$ is finite by the weak convergence of $(v_n)$. Also, by the weak convergence of $(v_n)$ to $v$, we have that

\[
\int_0^t (w(t - \tau), v_n(\tau))_{\mathcal{U}} \, d\tau - \int_0^t (w(t - \tau), v(\tau))_{\mathcal{U}} \, d\tau \to 0
\]
as $n \to \infty$. Combining now (4.22) with (4.23) and (4.24), we finally obtain $\langle z, y_n(t_n) \rangle \to 0$, as desired.

As a second step, we show that whenever $x_{0n} \to x_0$ weakly in $X$ and $v_n \to v$ weakly in $L^2_{\text{loc}}(\mathbb{R}^+_0, U)$ for some $x_{0n}, x_0 \in X$ and $v_n, v \in \mathcal{V}(u_n), v \in \mathcal{V}(u)$ and $u_n, u \in \mathcal{U}$ with

\[
\sup_{n \in \mathbb{N}} \sup_{t \in [0,T_{\xi_0,\epsilon}(x_{0n})]} \|x(t, x_{0n}, v_n)\| < \infty,
\]
then one has the strong convergence

\[
x(t_0, x_{0n}, v_n) \to x(t_0, x_0, v) \quad (n \to \infty)
\]
for every $t_0 \in (0,T_{x_0,v})$. So, let $x_n \to x$ weakly in $X$ and $v_n \to v$ weakly in $L^2_{\text{loc}}(\mathbb{R}^+_0, U)$ for some $x_n, x \in X$ and $v_n \in \mathcal{V}(u_n), v \in \mathcal{V}(u)$ and $u_n, u \in \mathcal{U}$ such that (4.25) is satisfied and let $t_0 \in (0,T_{x_0,v})$. In view of (4.25), we have $T_{\xi_0,\epsilon}(x_{0n}) = \infty$ for every $n \in \mathbb{N}$ by Lemma 4.1 and thus, in particular, $[0,t_0] \subset [0,T_{\xi_0,\epsilon}(x_{0n})]$. Set

\[
\rho_0 := \sup_{n \in \mathbb{N}} \sup_{\tau \in [0,t_0]} \|x(\tau, x_{0n}, v_n)\| + \sup_{\tau \in [0,t_0]} \|x(\tau, x_0, v)\| < \infty,
\]
which is finite by assumption (4.25), and let $\varepsilon > 0$. Choose then $\delta \in (0,t_0)$ so small that

\[
2 \|h\| C_{t_0} \delta^{1/2} + 2L_{\rho_0} \rho_0 \delta \leq \varepsilon / \exp(L_{\rho_0} t_0),
\]
where $C_{t_0} := \sup_{n \in \mathbb{N}} \|v_n\|_{[0,t_0],2} < \infty$. We then get, by the variations of constants formula and the Lipschitz continuity of $g$ on the bounded ball $\mathcal{B}_{\rho_0}(0)$, that

\[
\|x(t, x_{0n}, v_n) - x(t, x_0, v)\| \leq \|e^{A\delta}(x_{0n} - x_0)\| + \|e^{A\delta} y_n(t - \delta)\| + 2 \|h\| C_{t_0} \delta^{1/2}
\]

\[
+ 2L_{\rho_0} \rho_0 \delta + \int_0^t L_{\rho_0} \|x(\tau, x_{0n}, v_n) - x(\tau, x_0, v)\| \, d\tau
\]
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for all $t \in [\delta, t_0]$ and $n \in \mathbb{N}$, where $y_n$ is defined as in (4.21). So, applying Grönwall’s lemma and then taking the limit superior, we get

$$
\limsup_{n \to \infty} \|x(t_0, x_{0n}, v_n) - x(t_0, x_0, v)\| \leq \lim_{n \to \infty} \left( \left\| e^{A\delta}(x_{0n} - x_0) \right\| + \sup_{t \in [\delta, t_0]} \left\| e^{A\delta} y_n(t - \delta) \right\| \right) \cdot \exp(L_{r_0} t_0) + \varepsilon = \varepsilon, 
$$

(4.28)

where in the last equality we used the compactness of $e^{A\delta}$ and the first step. Since $\varepsilon > 0$ was arbitrary, this concludes the proof of the second step.

As a third and last step, we show that the maximal mild solutions of (4.5) generate a semiprocess family $(S_v)_{v \in \mathcal{V}(u)}$ for every $u \in \mathcal{U}$ which satisfies the assumptions of Corollary 3.4. We already know from the proof of Proposition 4.2 (third step) that the maximal mild solutions $x(\cdot, x_0, u)$ exist globally in time and satisfy the dissipation estimate (4.15) for all $(x_0, u) \in X \times \mathcal{U}$. Suppose now $(x_0, v) \in X \times \mathcal{V}(u)$ with $u \in \mathcal{U}$ and let $(v_n) = (u(\cdot + h_n))$ be a sequence with $v_n \rightharpoonup v$ weakly in $L^2_{\text{loc}}(\mathbb{R}^+_0, \mathcal{U})$. Then $v_n \in \mathcal{U}$ and therefore by (4.15)

$$
\|x(t, x_0, v_n)\| \leq e^{-\omega t} \sigma(\|x_0\|) + \gamma(\|v_n\|_\infty) \leq e^{-\omega t} \sigma(\|x_0\|) + \gamma(\|u\|_\infty) \quad (t \in [0, \infty)).
$$

So, by the second step, we have the strong convergence

$$
x(t, x_0, v_n) \to x(t, x_0, v) \quad (n \to \infty)
$$

for every $t \in (0, T_{x_0, v})$. Combining now the last two relations, we see that

$$
\|x(t, x_0, v)\| \leq e^{-\omega t} \sigma(\|x_0\|) + \gamma(\|u\|_\infty) \quad (t \in [0, T_{x_0, v}))
$$

(4.29)

for every $(x_0, v) \in X \times \mathcal{V}(u)$ and $u \in \mathcal{U}$. In particular, $T_{x_0, v} = \infty$ (Lemma 4.1). We can now define

$$
S_v(t, s, x_s) := x(t - s, x_s, v(\cdot + s)) \quad (t \in [s, \infty))
$$

for $(s, x_s, v) \in \mathbb{R}^+_0 \times X \times \mathcal{V}(u)$ and $u \in \mathcal{U}$. It is easy to see that $(S_v)_{v \in \mathcal{V}(u)}$ is a semiprocess family, see the remarks around (2.5). Additionally, by virtue of (4.29), the dissipation assumption (i) of Corollary 3.4 is satisfied. And finally, by virtue of the second step combined with (4.29), the compactness assumption (ii) of Corollary 3.4 is satisfied as well (note that $\|u_n\|_\infty \leq r_0$ for all $u_n \in \mathcal{U}_{|r_0} = \mathcal{U}$).

We now specialize from (4.1) to reaction-diffusion equations (4.2) and, for that purpose, impose the following assumptions on the nonlinearity $g$ and the inhomogeneity $h$.

**Condition 4.4.**

(i) $\Omega$ is a bounded domain in $\mathbb{R}^d$ for some $d \in \mathbb{N}$

(ii) $g : X \to X$ is a function of the form

$$
g(y) = \alpha(\|y\|) y \quad (y \in X) \quad \text{and} \quad h \in X,
$$
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where $X := L^2(\Omega, \mathbb{R})$ and $\alpha : \mathbb{R}^+_0 \rightarrow \mathbb{R}$ is a locally Lipschitz continuous function which, eventually, is smaller than the smallest eigenvalue $\lambda$ of the negative Dirichlet Laplacian on $\Omega$, that is, there exists an $r_0 \in (0, \infty)$ such that

$$\sup_{r \in [r_0, \infty)} \alpha(r) < \lambda. \quad (4.30)$$

Suppose that Condition 4.4 is satisfied and let $s \in \mathbb{R}^+_0$, $y_s \in X$ and $v \in L^2_{\text{loc}}(\mathbb{R}^+_0, \mathbb{R})$. A function $y \in C([s, T), X)$ is called a maximal mild solution of the initial boundary value problem (4.3) iff it is a maximal mild solution of the corresponding abstract initial value problem (4.5) with $A : D(A) \subset X \rightarrow X$ being the Dirichlet Laplacian on $\Omega$, that is,

$$D(A) = \{ y \in H^1_0(\Omega) : \Delta y \in L^2(\Omega) \} \quad \text{and} \quad Ay = \Delta y \quad (4.31)$$

(Section 3.6 of [32]) and with $x_s = y_s$, of course. In these relations, $\Delta y$ is to be understood in the distributional sense. Also, if the boundary $\partial \Omega$ is sufficiently smooth, then $D(A) = H^1_0(\Omega)$ (Theorem 3.6.2 of [32]).

**Corollary 4.5.** Suppose that Condition 4.4 is satisfied. Then

(i) the maximal mild solutions of (4.2) generate a semiprocess family $(S_u)_{u \in \mathcal{U}}$ on $X$ with input space $\mathcal{U} := U_{r_0} = \mathcal{S}^\infty(\mathbb{R}^+_0, \mathbb{R}) \cap \overline{B}^{L^\infty}_{r_0} (0)$ and $r_0 < \infty$

(ii) $S \{ 0 \}$ has a unique global attractor $\Theta$ and $(S_u)_{u \in \mathcal{U}}$ is of asymptotic gain and input-to-state practically stable w.r.t. $\Theta$.

**Proof.** We show that the assumptions of Proposition 4.2 and Theorem 4.3 are satisfied with $A$ being the Dirichlet Laplacian from (4.31) and with

$$\omega := \inf \sigma(-A). \quad (4.32)$$

We will proceed in three steps. As a first step, we observe that the Dirichlet Laplacian $A$ on $\Omega$ is the generator of a compact semigroup on $X$ and that

$$\| e^{At} \| \leq e^{-\omega t} \quad (t \in \mathbb{R}^+_0), \quad (4.33)$$

where $\omega \in (0, \infty)$ is as in (4.32). Indeed, it is well-known that $-A$ is self-adjoint and strictly positive (Propostition 3.6.1 of [32]) and therefore $\omega = \inf \sigma(-A) > 0$. Consequently, $A$ is the generator of an analytic semigroup satisfying (4.33) (Example 3.7.5 of [1]). Since analytic semigroups are norm-continuous on $(0, \infty)$ and since $A$ has compact resolvent by Propostion II.4.25 of [10] and by the compactness of the embedding $H^1_0(\Omega) \subset L^2(\Omega)$, it further follows by Theorem II.4.29 of [10] that $e^A$ is a compact semigroup, as desired.

As a second step, we show that $g : X \rightarrow X$ is Lipschitz continuous on bounded subsets of $X$. Indeed, let $\rho > 0$ and let $l_\rho$ be a Lipschitz constant of $\alpha|_{[0, \rho]}$. We then have, for all $y, z \in \overline{B}_\rho(0)$, that

$$\| g(y) - g(z) \| \leq \| \alpha(\|y\|) - \alpha(\|z\|) \| \| y \| + \alpha(\|z\|) \| y - z \| \leq (l_\rho + \|\alpha\|_{[0, \rho], \infty}) \| y - z \|,$$
as desired, where \( \|\alpha\|_{[0,\rho],\infty} := \sup_{r \in [0,\rho]} |\alpha(r)| < \infty \).

As a third and last step, we show that there exist constants \( C \in \mathbb{R} \) and \( \omega' \in (\infty, \omega) \) such that
\[
\langle y, g(y) \rangle \leq C + \omega' \|y\|^2 \quad (y \in X),
\]
where \( \omega \) is as in (4.32). Indeed, choose an \( r_0 \in (0, \infty) \) such that (4.30) is satisfied with \( \lambda := \min \sigma_p(-A) \) and define
\[
\omega' := \sup_{r \in [r_0, \infty)} \alpha(r) \quad \text{and} \quad C := \sup_{r \in [0, r_0]} |\alpha(r)|r^2. 
\]
Since \( A \) has compact resolvent by the first step, we have \( \sigma(-A) = \sigma_p(-A) \) (Corollary IV.1.19 of [10]) and therefore \( \omega' \in (\infty, \omega) \) by (4.30) and, of course, we also have \( C \in \mathbb{R} \). It is now straightforward to conclude the desired estimate (4.34).

\section*{4.2 An application in the case of weak solvability}

In this section, we establish an asymptotic gain and an input-to-state practical stability result for the reaction-diffusion equation (4.2), taking a weak-solution approach [33] and taking
\[
\mathcal{U} := \mathcal{U}_{2r_0} = L^\infty(\mathbb{R}^+_0, \mathbb{R}) \cap B_{r_0}^{L^\infty}(0).
\]
Accordingly, in contrast to the previous section, we do not have to require the nonlinearity \( g \) to be locally Lipschitz continuous – as a function from \( X \) to \( X \) – any more. Instead, it is sufficient to impose the following assumptions on the nonlinearity \( g \) (as a function from \( \mathbb{R} \) to \( \mathbb{R} \)) and the inhomogeneity \( h \). Simple examples for functions \( g \) satisfying the three inequalities in (4.36) are given by the nonlinearity from the Chaffee–Infante equation (Section 11.5 of [26]), that is,
\[
g(r) = -r^3 + r \quad (r \in \mathbb{R})
\]
or, more generally, by any polynomial of odd degree with negative leading coefficient.

\textbf{Condition 4.6.} (i) \( \Omega \) is a bounded domain in \( \mathbb{R}^d \) for some \( d \in \mathbb{N} \) with smooth boundary \( \partial \Omega \) and, moreover, \( p \in [2, \infty) \)

(ii) \( g \in C^1(\mathbb{R}, \mathbb{R}) \) and there exist constants \( \alpha_1, \alpha_2, \kappa, \lambda \in (0, \infty) \) such that
\[
-\kappa - \alpha_1 |r|^p \leq g(r)r \leq \kappa - \alpha_2 |r|^p \quad \text{and} \quad g'(r) \leq \lambda \quad (r \in \mathbb{R}) \tag{4.36}
\]
and, moreover, \( h \in X := L^2(\Omega, \mathbb{R}) \).

Suppose that Condition 4.6 is satisfied and let \( s \in \mathbb{R}^+_0 \) and \( (y_s, v) \in X \times L^p_{[0,\infty)}(\mathbb{R}^+_0, \mathbb{R}) \). A function \( y \in C([s, \infty), X) \) is called a \textit{global weak solution of} (4.3) iff \( y(s) = y_s \) and for every \( T \in (s, \infty) \) one has
\[
y|_{[s,T]} \in L^2([s,T], H^1_0(\Omega)) \cap L^p([s,T], L^p(\Omega)) \tag{4.37}
\]
and there exists a (then unique) $z \in L^2([s, T], H^1_0(\Omega)^*) + L^q([s, T], L^1(\Omega))$ such that

$$
\int_s^T (z(t), \varphi(t)) \, dt = -\int_s^T \int_\Omega \nabla y(t)(\zeta) \cdot \nabla \varphi(t)(\zeta) \, d\zeta \, dt + \int_s^T \int_\Omega g(y(t)(\zeta)) \varphi(t)(\zeta) \, d\zeta \, dt \\
+ \int_s^T \int_\Omega h(\zeta)v(t) \varphi(t)(\zeta) \, d\zeta \, dt
$$

for every $\varphi \in L^2([s, T], H^1_0(\Omega)) \cap L^p([s, T], L^p(\Omega))$. See [33] or [16] and, for more background information, [3] or [4]. In this equation, $(\cdot, \cdot)$ stands for the dual pairing of $H^1_0(\Omega)^* + L^q(\Omega)$ and $H^1_0(\Omega) \cap L^p(\Omega)$, that is,

$$(z, \varphi) = (z_1, \varphi)_{H^1_0(\Omega)^*, H^1_0(\Omega)} + (z_2, \varphi)_{L^q(\Omega), L^p(\Omega)}$$

for every $z = z_1 + z_2 \in H^1_0(\Omega)^* + L^q(\Omega)$ and $\varphi \in H^1_0(\Omega) \cap L^p(\Omega)$, where $(\cdot, \cdot)_{H^1_0(\Omega)^*, H^1_0(\Omega)}$ and $(\cdot, \cdot)_{L^q(\Omega), L^p(\Omega)}$ denote the respective dual pairings. See, for instance, [2] (Theorem 2.7.1) for this duality. We point out that if $y$ is a global weak solution to (4.3), then for every $T \in (s, \infty)$ there is only one $z \in L^2([s, T], H^1_0(\Omega)^*) + L^q([s, T], L^1(\Omega))$ satisfying (4.38). And this $z$ is called the weak or generalized derivative of $y|_{[s, T]}$. It is denoted by $\partial_t y|_{[s, T]}$ or simply by $\partial_t y$ in the following.

**Corollary 4.7.** Suppose that Condition 4.6 is satisfied. Then

(i) the global weak solutions of (4.2) generate a semiprocess family $(S_u)_{u \in U}$ on $X$ with input space $U := U_{r_0} = L^\infty(\mathbb{R}_0^+, \mathbb{R}) \cap \overline{B}_{r_0}^\infty(0)$ and $r_0 < \infty$

(ii) $S_{(0)}$ has a unique global attractor $\Theta$ and $(S_u)_{u \in U}$ is of asymptotic gain and input-to-state practically stable w.r.t. $\Theta$.

**Proof.** We show in three steps that the assumptions of Corollary 3.4 – and hence also those of Proposition 3.5 – are satisfied. (It should be noticed that the existence of a unique global attractor of the undisturbed system $S_0$ – albeit a consequence of Corollary 3.4 – is well-known from [26] (Theorem 11.4), for instance.) As a first step, we show that the global weak solutions of the initial boundary value problems (4.3) for every $u \in U$ generate a semiprocess family $(S_u)_{v \in \mathcal{V}(u)}$. Indeed, it is easy to conclude from the remarks in Section 2 of [33] (up to Remark 1) that for every $s \in \mathbb{R}_0^+$ and every $(y_s, v) \in X \times L^2_{\text{loc}}(\mathbb{R}_0^+, \mathbb{R})$ the initial boundary value problem (4.3) has a unique global weak solution $y(\cdot, s, y_s, v)$. It is also easy to conclude from the definition and the uniqueness of global weak solutions that $(S_v)_{v \in \mathcal{V}(u)}$ defined by

$$S_v(t, s, y_s) := y(t, s, y_s, v) \quad (v \in \mathcal{V}(u))$$

for $u \in U$ is a semiprocess family on $X$.

As a second step, we show that the semiprocess families $(S_v)_{v \in \mathcal{V}(u)}$ satisfy the dissipativity assumption (i) from Corollary 3.4. Indeed, let $\omega \in (0, \infty)$ be the optimal (largest) constant from Poincaré’s inequality, choose $\omega' \in (0, \omega)$ and set

$$\omega_0 := \omega - \omega' \in (0, \infty).$$

(4.40)
Also, let $u \in \mathcal{U}$ and $(y_0, v) \in X \times \mathcal{V}(u)$ be fixed and write $y := y(\cdot, 0, y_0, v) = S_v(\cdot, 0, y_0)$ for brevity. It then follows from [33] (Section 2) that $t \mapsto e^{2\omega_0 t} \|y(t)\|^2$ is absolutely continuous (hence differentiable almost everywhere) with

$$
\frac{d}{dt} \left( e^{2\omega_0 t} \frac{\|y(t)\|^2}{2} \right) = e^{2\omega_0 t} \left( (\partial_t y(t), y(t)) + \omega_0 \|y(t)\|^2 \right)
$$

(4.41)

for almost every $t \in \mathbb{R}^+_0$, where $(\cdot, \cdot)$ is the dual pairing from (4.39). So, integrating (4.41) and applying the definition of weak solutions with $\varphi := e^{2\omega_0 t} y|[0,T]$, we see that

$$
e^{2\omega_0 T} \frac{\|y(T)\|^2}{2} - \frac{\|y_0\|^2}{2} = \int_0^T e^{2\omega_0 t} (\partial_t y(t), y(t)) \, dt + \omega_0 \int_0^T e^{2\omega_0 t} \|y(t)\|^2 \, dt
$$

$$
= - \int_0^T e^{2\omega_0 t} \int_{\Omega} \nabla y(t)(\zeta) \cdot d\zeta \, dt + \int_0^T e^{2\omega_0 t} \int_{\Omega} g(y(t)(\zeta)) y(t)(\zeta) \, d\zeta \, dt
$$

$$
+ \int_0^T e^{2\omega_0 t} \int_{\Omega} h(\zeta) v(t)(\zeta) \, d\zeta \, dt + \omega_0 \int_0^T e^{2\omega_0 t} \|y(t)\|^2 \, dt
$$

for every $T \in (0, \infty)$. Applying Poincaré’s inequality, the second inequality from (4.36), and Young’s inequality in the form $2 \|h\| \|v(t)\| \cdot \|y(t)\| \leq \omega' \|y(t)\|^2 + \|h\|^2 \|v(t)\|^2 / \omega'$, we further see that

$$
e^{2\omega_0 T} \frac{\|y(T)\|^2}{2} - \frac{\|y_0\|^2}{2} \leq \left( (\omega - \omega') + \omega_0 \right) \int_0^T e^{2\omega_0 t} \|y(t)\|^2 \, dt + \int_0^T e^{2\omega_0 t} \|h\|^2 \|v(t)\|^2 \, dt
$$

(4.42)

for every $T \in (0, \infty)$. So, as the prefactor of the first integral vanishes by (4.40) and as

$$
\int_0^T e^{2\omega_0 t} \|v(t)\|^2 \, dt \leq (1 - e^{-2\omega_0})^{-1} e^{2\omega_0 T} \|u\|^2_\infty
$$

by (2.28) from [3] and by (3.3), we conclude from (4.42) that

$$
\|y(T)\|^2 \leq e^{-2\omega_0 T} \|y_0\|^2 + \frac{\|h\|^2}{\omega'} \left( 1 - e^{-2\omega_0} \right)^{-1} \|u\|^2_\infty
$$

$$
\leq \left( e^{-2\omega_0} \sigma(\|y_0\|) + \gamma(\|u\|_\infty) \right)^2
$$

(4.43)

$(T \in [0, \infty))$

where $\sigma(r) := r$ and $\gamma(r) := C_1 r + C_2$ with $C_1^2 := \frac{\|h\|^2}{\omega'} (1 - e^{-2\omega_0})^{-1}$ and $C_2^2 := \frac{\|h\|^2}{\omega' \omega_0}$.

As a third and last step, we observe that the semiprocess families $(S_v)_{v \in \mathcal{V}(u)}$ satisfy the compactness assumption (ii) from Corollary 3.4. Indeed, this follows in the same way as Lemma 15 of [33].
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