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Abstract

We present the Multilingual TEDx corpus, built to support speech recognition (ASR) and speech translation (ST) research across many non-English source languages. The corpus is a collection of audio recordings from TEDx talks in 8 source languages. We segment transcripts into sentences and align them to the source-language audio and target-language translations. The corpus is released along with open-sourced code enabling extension to new talks and languages as they become available. Our corpus creation methodology can be applied to more languages than previous work, and creates multi-way parallel evaluation sets. We provide baselines in multiple ASR and ST settings, including multilingual models to improve translation performance for low-resource language pairs.

Index Terms: corpus, speech translation, spoken language translation, speech recognition, multilingual

1. Introduction

In speech translation (ST), direct “end-to-end” modeling \cite{1,2,3,4} replaces the separate automatic speech recognition (ASR) and machine translation (MT) models used in cascaded approaches \cite{5,6} with a single model that directly translates from source language speech into target language text. However, this approach requires special parallel resources, which exist only for a few languages and domains. We extend the set of publicly available resources with the Multilingual TEDx corpus for ASR and ST.

Most publicly available ST datasets are limited in their language coverage. The largest ST corpora contain English speech only (MuST-C: \cite{7,8}, Librispeech: \cite{9}), while the most widely used corpus with non-English speech (Fisher-Callhome: \cite{10}) is available only under a paid license. Prior ST corpora relied on third-party forced-aligners, which limited their extensibility and language coverage \cite{11,12}. The last year has seen the creation of ST corpora for additional languages, though most are limited in size to 20–40 hours of translated speech per language pair (MaSS, Europarl-ST: \cite{11,12}) and focus on highly specific domains (parliamentary proceedings and the Bible). CoVoST \cite{13,14}, built from the Common Voice project \cite{15}, is a rapidly growing multilingual corpus with translations into and out of English. Collecting data in a variety of languages is critical for building generalizable models and assessing real-world performance of ST systems, but many ST corpora consist only of read speech \cite{9,11,13,14}. Finally, existing multi-target corpora do not have the same segmentations across language pairs \cite{7,11,12}, which complicates the analysis of multilingual models and language transfer. In conclusion, the development of generalizable ST models requires large, diverse, and easily extensible multilingual corpora.

To meet this demand, we present the Multilingual TEDx corpus (mTEDx), built from TEDx talks in 8 languages with their manual transcriptions, and translations in 6 target languages, shown in Table 1. We release all code for reproducibility and to enable extension to new languages or additional data as it becomes available. The content (TEDx talks) makes the corpus easily combined with common MT resources \cite{16}, and its metadata enables use in other applications such as speech retrieval. We additionally provide illustrative experiments demonstrating its use for ASR and ST, including multilingual models to improve the performance in low-resource language settings. The Multilingual TEDx corpus is released under a CC BY-NC-ND 4.0 license, and can be freely downloaded at http://www.openslr.org/100.

2. Corpus Creation

2.1. Data Collection

The source for this corpus is a multilingual set of TEDx talks. TEDx events, launched in 2009, are independently hosted TED events. TEDx talks share the same format as TED talks. However, while TED talks are all in English, TEDx talks can be in a variety of languages. Currently there are over 150,000 TEDx recordings across 100+ languages, and more than 3,000 new recordings are added each year. These talks are short, prepared speeches with an average length of 10 minutes. Volunteers create transcripts and translations according to TED guidelines\cite{17}, however, punctuation and annotation for non-speech events contain some amount of noise, such as variance in spacing between punctuation marks, and use of consecutive punctuation.

Each TEDx talk is stored as a WAV file sampled at 44.1 or 48kHz. The raw transcripts and translations are in WebVTT subtitle format. Available metadata include the source language, title, speaker, duration of the audio, keywords, and a short description of the talk. Some talks are missing transcripts, translations, or some metadata fields. In this initial version of the corpus, we target source languages other than English with segmental orthography and at least 15 hours of transcribed speech. Only talks with a provided source language ID and at least source language transcripts are included to enable alignment. Not all talks are translated. We release translation pairs where at least 10 hours of speech are translated. While our smaller languages have limited training data for ASR or ST, they form standard evaluation sets for comparisons on those languages and language pairs. Corpus statistics by language are shown in Table 1.
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### 2.2. Sentence Alignment for Text

TEDx subtitles are segments of up to 42 characters per line to optimize screen display, and may not correspond to sentence boundaries. We therefore need to create sentence-level segments, which then need to be aligned between source and target languages. In settings where audio is read from individual sentences, such sentence-level segments are naturally available [13]; however, when creating a corpus from transcribed and translated speech, these boundaries must be detected, and may differ in number between source and target languages [4][12] depending on translator guidelines. By keeping consecutive segments from talks in context, we enable context-aware methods. The MuST-C and Europarl-ST corpora were created by first splitting the (translated) subtitle text using punctuation, and then independently aligning each of them with the source language transcript using the Gargantua sentence alignment tool [17]. Segments were allowed to be merged in both the source and target language to create better sentence alignments for a given language pair. However, this means that the same talks may have different segmentations in different language pairs, complicating analysis of multilingual models and language transfer.

We took a different approach, designed to produce a multi-way parallel alignment across all available translations for a given source-language transcript. To do so, we started with a source language segmentation which we then held constant. We used Punkt [13], an unsupervised sentence boundary detector, to generate sentence-level segments for the source language from VTT subtitles. Then, we used Vecalign [19] to create possible target-language segmentations and perform alignment. Vecalign uses a dynamic program to compare sentence embeddings, here from LASER [20], to align source and target language sentences. To create a space of possible target-language sentences from the target language subtitle segments, we create overlapping windows of 1–20 subtitle concatenations. We disallow this behavior on the source side, maintaining parallel Punkt-generated sentences across ASR and MT data for the same source talk. We modify the deletion penalty and set the window size such that no source segments are null-aligned. Relying on punctuation and boundary-indicative text to detect sentences boundaries will not work in all cases; we filter 13 talks which had no strong punctuation, resulting in only one source segment per talk. Manual inspection revealed these 13 talks contained only singing.

Vecalign has previously been shown to have better intrinsic alignment performance than Gargantua [19]. We lack the ground-truth sentence boundaries and alignments to do intrinsic evaluation here, and so use a downstream application to validate our sentence alignment approach. We first create a fixed segmentation of the reference sentences by concatenating all references and resegmenting them with Punkt. Next, we independently align the outputs from the Gargantua and Vecalign systems to these references with minimum edit distance, using a reimplementation of MWERSEGMENTER [21]. We measure MT performance with SACREBLEU [22] in Table 2. With the alignments obtained from Vecalign, we see improvements for all language pairs, in some cases slight (<1 BLEU) and in others substantial (>5 BLEU). Typically, our approach generates shorter segments, as Gargantua allows segment merges to optimize alignment scores, which may result in more than one sentence per segment. On average, Vecalign generates 5k more aligned segments than Gargantua from the same data. While this may facilitate training of translation models, it can also cause errors to have proportionally higher impact on BLEU. These results suggest our method is as good as the prior method, and preferable for some language pairs (which may have e.g., differing punctuation standards that affect sentence boundary detection and alignment).

### 2.3. Sentence Alignment for Speech

To align speech segments to the sentence-level text described in the previous section, we need source language acoustic models. We train our own acoustic models for forced alignment and use a sentence-driven audio segmentation as opposed to a speech activity based segmentation.

We train a speaker-adapted HMM-GMM ASR system using the audio data and the source language VTT subtitles in KALDI [23] using MFCC features. During training, the vocabulary is the set of all words in the training transcripts. For alignment, we extend the vocabulary to include words that appear in all transcripts. We use phonemic lexicons for all languages as provided with WIKIPRON [24]. Missing pronunciations are obtained via a grapheme-to-phoneme conversion system trained on the Wikipron seed lexicons using PHONETISaurus [25]. The IPA phonemes are converted to their equivalent X-SAMPA ASCII representations using the IPA to X-SAMPA tool in EPITRAN [27] for easier integration with KALDI tools.

Once trained, the acoustic models can be re-used to force-align the segment-level source language text transcripts to the audio. From these alignments, we generate a CTM file. Each row of the CTM file corresponds to a word from the segment-level transcript, and indicates the audio file in which that word appeared along with the start time and duration of the word according to the forced alignment. To obtain time boundaries in the audio data for each sentence, we align the produced CTM file to the source language sentences. Roughly speaking, the start time and end times that aligned to the first and last words in

---

**Table 1:** Corpus statistics showing total number of hours and utterances for ASR and MT/ST tasks. Languages are represented by their ISO 639-1 code. Not all talks for a given source language are translated; columns to the right represent the subset of ASR talks available for MT and ST for a given source language.

| Source Language | Target Languages | Hours | Uttrs | en | es | fr | pt | it |
|-----------------|------------------|-------|-------|----|----|----|----|----|
| es              | 189              | 69    | 33k   | 11 | 7k | 42 | 24k| 11 |
| fr              | 189              | 50    | 31k   | 24k| 25 | 16k|     |    |
| pt              | 164              | 59    | 34k   | 26 | 15k|     |    |    |
| it              | 107              | 53    | 27k   | 14 | 5k |     |    |    |
| ru              | 53               | 11    | 7k    |    |    |    |    |    |
| el              | 30               | 10    | 6k    |    |    |    |    |    |
| ar              | 18               | 14    |       |    |    |    |    |    |
| de              | 15               | 6k    |       |    |    |    |    |    |

**Table 2:** Comparing sentence alignment methods via downstream MT performance: showing text BLEU with Vecalign sentence alignments (V) and Gargantua sentence alignments (G).

| Source Language | Target Languages | V | G | V | G | V | G | V | G |
|-----------------|------------------|---|---|---|---|---|---|---|---|
| es              | 26.0             | 24.0| 1.7 | 1.1 | 39.6 | 36.6|
| fr              | 28.4             | 27.6| 30.7| 27.7| 19.2 | 10.6|
| pt              | 28.1             | 27.1| 30.0| 29.9|     |    |
| it              | 18.9             | 12.7| 0.7 | 0.4 |     |    |    |    |    |

---
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[https://github.com/m-wiesner/tedx](https://github.com/m-wiesner/tedx)
a sentence form the sentence time boundaries.

Occasionally, we encounter untranslated portions of the CTM and we would ultimately like to ignore these segments. Likewise the CTM can also have holes relative to the source language sentences. These are portions of the audio data for which we have translations, but no aligned speech. This especially happens when foreign language speech (relative to the source language), non-speech noises, on-screen text or speaker labels are improperly annotated and, as a result, there exists no good alignment between the audio and the reference transcript. Unfortunately, alignment of audio to properly annotated text can also occasionally fail. Determining which of the two causes was responsible for failed alignments of segments in each talk is not feasible. Instead, we report which segments failed to align so that users can optionally exclude these examples; we note that this occurred in only ~0.1% of segments. We exclude the 2 talks where the majority of segments failed to align, typically signalling a significant transcript mismatch; upon inspection in these cases, the ‘transcripts’ were in fact dialectal translations.

When aligning the CTM files to the reference sentences, we account for these “holes” by using a slightly modified Viterbi algorithm: we insert special sentence-boundary tokens (1 per sentence and a start of sentence symbol) at the end of each reference sentence and adjust the insertion and deletion costs to encourage extra speech in the CTM to align to these boundary tokens, as well as to ensure that the boundary tokens are otherwise deleted. During the back-trace, the sentence time boundaries are updated on non-boundary tokens from the reference by taking the time information of the word in the CTM file aligned to it. To verify that the acoustic models were successfully trained, we decode held-out, whole audio files for ~10% of the data in hours of transcribed speech using a 3-gram language model.

2.4. Standardized Splits

We created standardized data splits for training, validation, and evaluation by selecting talks which have the highest overlap between target languages and holding out full talks for validation and evaluation until we have ~1,000 utterances (~2 hours) for each of these splits. We use the same talks for both ASR and MT evaluation to ensure there is no contamination between the training and evaluation data between the two tasks in ST.

3. Experiments

3.1. Automatic Speech Recognition (ASR)

We created ASR baselines for the corpus using KALDI [23]. Specifically, we trained hybrid models using a CNN-TDNNF neural architecture under the lattice-free maximum mutual information (LF-MMI) objective [25]. We used exactly the parameters in the KALDI WSJ recipe, except we removed i-vectors from training. We resampled audio files to 16kHz and remixed multi-channel talks to one channel. The input features were 40-dimensional MFCC features with cepstral mean normalization. We decoded with a 4-gram language model trained using SRILM [29]. We used the same pronunciation lexicons described in Section 2.3. We compared to seq2seq Transformer [30] models trained in FAIRSEQ [31][32], described in Section 3.3.2. Performance for each language is shown in Table 3.

The Hybrid LF-MMI models seem more robust to lower-resource conditions. In general, our models’ performance scaled with data size; however, there were exceptions, such as Italian and Arabic. We suspect the poor results in Arabic were due to ‘transcripts’ written in Modern Standard Arabic rather than the significantly different spoken dialect. Our end-to-end Transformer models did not perform competitively to the hybrid models with or without pretraining; we saw considerable improvements in reducing network size from [11][2]. However, they nonetheless enabled considerable improvements for ST when used for encoder initialization. When pretrained with larger English datasets from MuST-C, we saw improvements of 15-20 WER for all but our two lowest-resource languages.

3.2. Machine Translation (MT)

We created text-to-text machine translation baselines using FAIRSEQ [31]. We followed the recommended Transformer [30] hyperparameters for the IWSLT ’14 [33] de-en TED task with a few modifications; we used source and target vocabularies of 1k BPE [34] each for all language pairs, which was previously shown to perform better than larger vocabularies for es-en ST tasks [35]. We also used a larger batch size of 16k tokens, which experimentally performed better than batches of 4k or 8k tokens. We computed cased detokenized BLEU scores using SACREBLEU [22]. Different community standards for punctuation and case exist between ASR, MT, and ST; while we removed punctuation and lowercased text for ASR evaluation, we did not for translation tasks.

Baseline results for individual language pairs are shown in Table 4. Despite the low-resource settings for all language pairs (4-40k sentences) compared to typical machine translation datasets (100k-10M sentences), we find strong translation performance between more related source and target languages (e.g., es-pt) and language pairs with >10k sentences. Language relatedness here implies a more one-to-one and monotonic alignment between source and target language tokens, which we see yields substantially better translation performance.

| Model       | es | fr | pt | it |
|-------------|----|----|----|----|
| Hybrid LF-MMI | 16.2 | 19.4 | 20.2 | 16.4 |
| Transformer  | 46.4 | 45.6 | 54.8 | 48.0 |

Table 3: ASR results on test in WER. Comparing KALDI Hybrid LF-MMI and FAIRSEQ Transformer models (no pretraining).

| Src | Tgt | Individual | Multilingual | M2M_I00 |
|-----|-----|------------|--------------|--------|
| es  | en  | 25.5       | 24.6         | 34.0   |
| pt  | en  | 39.3       | 37.3         | 45.3   |
| fr  | en  | 2.0        | 18.1         | 35.5   |
| es  | fr  | 28.3       | 28.2         | 40.9   |
| es  | pt  | 30.5       | 32.1         | 42.4   |
| pt  | es  | 19.0       | 30.6         | 35.9   |
| pt  | en  | 27.9       | 28.8         | 38.7   |
| es  | pt  | 29.9       | 38.4         | 45.8   |
| it  | en  | 18.9       | 20.9         | 34.6   |
| es  | it  | 1.0        | 25.1         | 44.2   |
| ru  | en  | 1.7        | 5.7          | 23.6   |
| el  | en  | 1.9        | 7.6          | 29.0   |

Table 4: MT results on test in BLEU*. Comparing individual and multilingual MT models trained on this corpus, and performance with a pretrained 1.2B parameter multilingual model (M2M_I00)

*
3.2.1 Multilingual Models

We explored multilingual settings to improve MT performance, in particular, for our lower-resource pairs, e.g., ru-en, el-en, es-fr, and it-es. We first trained a single multilingual model for all language pairs in our dataset following the recommended FAIRSEQ parameters for the IWSLT’17 multilingual task [36]. This model uses a shared BPE vocabulary of 16k learned jointly across all languages. We appended language ID tags [37] to the beginning of each sentence for both the encoder and decoder. Results are shown compared to individual models for each language pair in Table 3. We saw clear improvements for our lower-resource pairs—even though ru-en and en-en share only a target language with the other language pairs, there is clear benefit from additional English target data; for e.g., es-fr and it-es where there is limited parallel data (~5k sentences) but both the target and source are observed in other language pairs, transfer enables improvements of up to 24 BLEU.

We additionally demonstrate the performance of large pre-trained models on our corpus: using the 1.2 billion parameter multilingual M2M_{100} model [38], trained on 7.5B sentences [39, 40] for 10 languages, to directly generate translations for our evaluation sets, we see further improvements. While such large MT resources do not have aligned speech, we show in Section 3.3.1 they can be combined with smaller speech-aligned ST datasets such as this corpus to enable improved ST performance.

3.3 Speech Translation (ST)

Two model paradigms exist for speech translation models: cascades and end-to-end models. While cascade models currently represent the state-of-the-art [41], particularly for low-resource language pairs [42], end-to-end models are closing the performance gap for high-resource settings, as shown in the trends of recent IWSLT evaluation campaigns [41, 43].

We compare both paradigms to provide strong and illustrative baselines for the Multilingual TEDx corpus. In addition to cascaded and end-to-end models for individual language pairs, we show how multilingual MT and ST models may be used to improve the performance of the lower-resource language pairs. We hope that the presence of larger ASR data as well as both more closely and distantly related languages will provide a realistic sandbox for developing generalizable models for ST.

3.3.1 Cascaded Models

We trained cascaded ST models for each language pair by combining our best KALDI ASR models with MT models trained on each individual language pair, as well as with the multilingual MT models trained on all available language pairs. We used the 1-best ASR transcript after decoding with beam=10 as input to the downstream MT model. Results are shown in Table 5. Cascaded ST performance appears to relate more strongly to MT BLEU than ASR WER; see e.g., es-v and fr-v. The cascade with multilingual MT provided further improvements for all but es-pt, with substantial ΔBLEU for the smallest Romance languages.

3.3.2 End-to-End Models

End-to-end models for ST, first explored [45, 46, 47] shortly after similar models achieved success for machine translation, have rapidly become the predominantly researched methodology within the field. Initial models made use of the pyramidal CNN-LSTM encoders from ASR [48], with recent work adapting VGG [44] and Transformer models [11, 29] for ST. We used FAIRSEQ [32] to train end-to-end Transformer models for ST, using 80-dimensional log mel filterbank features with cmvn and SpecAugment [50], and 1-d convolutions for downsampling of speech in time. We used a reduced network depth of 6 encoder layers and 3 decoder layers for bilingual experiments, and 2× larger for multilingual experiments. We pretrained encoders for ST on the ASR task with the full ASR data for a given source language using the same Transformer architecture and objective, shown to improve the performance of end-to-end ST models particularly for lower-resource language pairs [51]. We used BPE vocabularies of 1k for ASR and bilingual ST. We averaged the last 10 checkpoints for inference. Results are shown in Table 5. At these data sizes, cascaded model performance was stronger. Performance trends across language pairs is similar for bilingual end-to-end and cascaded models.

Multilingual models for ST have recently been explored by combining multiple corpora [2] or adapting pretrained wav2vec and mBART models to the ST task with CoVoST [4]. Here we train an end-to-end multilingual model for all language pairs in the Multilingual TEDx corpus, with a joint vocabulary of 8k BPE. We pretrain the encoder with Spanish ASR. We see improvements for all languages over bilingual end-to-end models and further over the lowest-resource bilingual cascades, but a gap still remains between the multilingual end-to-end model and our multilingual cascades.

4 Conclusion

We release the Multilingual TEDx corpus to facilitate speech recognition and speech translation research across more languages, and enable comparison between a broad range of existing methodologies such as cascaded and end-to-end ST models and multilingual and transfer learning techniques. The talk format of the corpus potentially also enables additional applications such as speech retrieval. We make our data and corpus creation methodology publicly available via a CC BY-NC-ND 4.0 license.
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