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Heterogeneous Objectives: State-of-the-Art and Future Research

Richard Allmendinger and Joshua Knowles

Abstract Multiobjective optimization problems with heterogeneous objectives are defined as those that possess significantly different types of objective function components (not just incommensurable in units or scale). For example, in a heterogeneous problem the objective function components may differ in formal computational complexity, practical evaluation effort (time, costs, or resources), determinism (stochastic vs deterministic), or some combination of all three. A particularly challenging variety of heterogeneity may occur by the combination of a time-consuming laboratory-based objective with other objectives that are evaluated using faster computer-based calculations. Perhaps more commonly, all objectives may be evaluated computationally, but some may require a lengthy simulation process while others are computed from a relatively simple closed-form calculation. In this chapter, we motivate the need for more work on the topic of heterogeneous objectives (with reference to real-world examples), expand on a basic taxonomy of heterogeneity types, and review the state of the art in tackling these problems. We give special attention to heterogeneity in evaluation time (latency) as this requires sophisticated approaches. We also present original experimental work on estimating the amount of heterogeneity in evaluation time expected in many-objective problems, given reasonable assumptions, and survey related research threads that could contribute to this area in future.
1 Motivation and Overview

It is a familiar thing to anyone who works in optimization that the objective functions in different optimization problems vary along important ‘dimensions’, giving rise to different large classes of problems. For example, we are aware that objectives may take discrete, continuous or mixed input variables; they may give bounded or unbounded outputs which may be discrete or continuous; they may be closed-form expressions or require more-or-less complicated simulations; if they are closed-form they may be linear, nonlinear but convex, or nonconvex; they may be non-computable in practice, instead requiring experimental processes to be evaluated; and, they may be precise, certain and repeatable, or they may be uncertain objective functions, subject to parametric or output noise.

Given this natural variety in the objective functions seen in different (single-objective) problems, it should not be surprising that when considering multiobjective optimization problems, the different objective function components forming the overall function may also be quite different from one another. Indeed, one aspect of the difference is very well known and well accounted for historically: the function components may give outputs in different units, and those units may be incommensurable; this incommensurability of objective function values is a key motivation of “true” multiobjective methods — those that do not form combinations of objective values, except with explicit reference to a proper preference model or preference elicitation process.

Although it is not surprising that different objective functions should be not just different in the scale, range or units of their outputs (incommensurable), but different in the more fundamental ways listed above, there has been very little stated explicitly about this heterogeneity in the literature, and almost no work that seeks to offer ways to handle it inside multiobjective algorithms. The first work the authors are aware of was by us [6].

We were motivated in that work to consider a particular type of heterogeneity that could potentially cause a lot of inefficiency in a standard evolutionary multi-objective optimization (EMO) approach, namely that the objective function components were of different latency i.e., evaluation time. Our motivation came from a number of real problems we had been looking at under the banner of “closed-loop optimization”, which is to say at least one of the objective function components was dependent on a non-computational experiment for evaluation, such as a physical, chemical or biological experiment. Allmendinger’s PhD thesis [2] studied many different consequences apparent in these closed-loop problems (including dynamic constraints and interruptions), and this followed much real experimental work in this vein by Knowles and co-authors [27] [33] [34] [38]. Varying per-objective latencies can, of course, arise also in scenarios requiring intense computational experiments, such as CFD and other complex simulations; for example, obtaining objective function values may require the execution of multiple time-consuming simulations, which may vary in running time.

Following our publication of the above-mentioned paper [6], which dealt with heterogeneity in latency between the different objectives of a problem, Knowles
proposed a broader discussion topic on Heterogeneous Functions [17] at a Dagstuhl Seminar [22], in which the topic was fleshed out by the participants of the seminar over the course of three or four days. Since then, there have been two significant strands of work. First, we (the authors of this chapter) have presented a further study on heterogeneity [5], in which we extended our work on handling differing latency within a pair of objectives in a bi-objective problem. This was also further extended in [15], and then by Jin and co-authors in [50], with both of these studies adapting surrogate-assisted evolutionary algorithms to cope with latencies between objectives. Secondly, Thomann and co-authors have published a pair of papers, and PhD thesis, on heterogeneity [46, 47, 44] particularly concerning non-evolutionary methods.

Our aim in this chapter is to review the basic concepts and algorithms explored so far, and to look ahead to future developments. We begin in the next section with some fundamental concepts needed to handle heterogeneity in latency, and then provide a broader categorisation of other types of heterogeneity not yet explored in detail. The remainder of the chapter builds a deeper understanding of how heterogeneity has been handled so far, and the prospects for further work.

2 Fundamental concepts and types of heterogeneity

Handling heterogeneous functions relies first on the usual definitions used in multiobjective optimization (available elsewhere in this book). Added to that, we need some well-defined notion of a time budget if we are going to handle problems with different latencies across the objectives. Let’s review the required definitions.

2.1 Fixed evaluation budget definitions

As in some of our previous work [6, 5], we adopt the notion of a fixed evaluation budget in our optimization (cf. [23]), as this framework is central to the practical problem of handling heterogeneity in evaluation costs (specifically latency differences between objective components).

Definition 1. (Total budget) The total budget for solving an optimization problem is the total number of time steps $B$ available for solving it, under the assumption that only solution evaluations consume any time.

Definition 2. (Limited-capacity parallel evaluation model) We assume parallelization of the evaluation of solutions is available, in two senses. First, a solution may (but need not) be evaluated on one objective in parallel to its being evaluated on another objective. Secondly, a number of (at most $\lambda$) solutions may be evaluated at the same time (i.e., as a batch or population) on any objective, provided their evaluation is started at the same time step, and finishes at the same time step (i.e., batches
can be interrupted, added to, etc., during evaluation). For sake of simplicity, we assume λ is the same for all objectives.

**Definition 3.** (Per-objective latency) Assume that each objective \( i \) can be evaluated in \( k_i \in \mathbb{Z}^+ \) time steps (for a whole batch). Here, we consider a bi-objective case, and for simplicity, we define \( k_1 = 1 \) and \( k_2 = k_{\text{slow}} > 1 \), so that the slower objective is \( k_{\text{slow}} \) times slower than the faster one.

**Definition 4.** (Per-objective budgets) From Definitions 1-3 it follows that the total budget of evaluations per objective is different. The budget for \( f_1 \) is \( \lambda B \), whereas the budget for \( f_2 \) is \( \lambda [B/k_{\text{slow}}] \). In Algorithm 1 (Section 3.1), we will be referring to the fast and slow objective as \( f_{\text{fast}} \) and \( f_{\text{slow}} \), respectively, and to their per-objective budgets as \( \text{MaxFE}_{\text{fast}} \) and \( \text{MaxFE}_{\text{slow}} \).

### 2.2 Types of heterogeneity

We believe that heterogeneous objectives are the norm in multiobjective optimization rather than the exception. Nevertheless, it is still a largely unexplored topic to understand how each different type of heterogeneity causes specific difficulties to existing multiobjective techniques. In many cases, e.g., in industry, the heterogeneity in objectives is perhaps just handled in an ad hoc way, with some adaptations to existing algorithms. Whether or not such ad hoc solutions are effective remains an unanswered question for which there is a lot of scope for academic or more foundational work.

Heterogeneity in the latency of different objectives is perhaps the area where it is obvious that the usual ad hoc solution ("waiting" for all objectives of a solution to be evaluated) is in need of re-thinking, as our work has shown (for two objectives only so far — but see the remainder of this chapter for a sketch of a generalization of this).

More generally though, the different types of heterogeneity that might need accounting for in many-objective algorithm design, are as follows (based on but extending [17]):

- **i** Scaling: Different ranges of objective function values are handled by most EMO approaches using either Pareto ranking or dynamic normalization techniques.
- **ii** Landscape: Variation in landscape features, such as ruggedness, presence of plateaus, separability, or smoothness. Exploratory landscape analysis (ELA) [32] can help to characterize the landscapes associated with the individual objective functions but there is a lack of research on characterizing the complexity of a multi-objective optimization (MO) problem as a whole (e.g., front shape, local fronts).
- **iii** Parallelization: Batch vs Sequential evaluation requirements may vary across objectives, and this would complicate the control flow of most types of optimization algorithms.
iv White vs Grey vs Black Box objectives: A mix of these across the objectives in a single problem would necessitate coordination of different types of searching behaviour, e.g., for Black Box, evolutionary techniques might be effective, but for white box problems, a more efficient search based on knowledge of the objective function may be possible.

v Subject to interruptions or ephemeral resource constraints (ERCs): If evaluating an objective value of a solution depends upon an experiment which depends upon a resource (such as availability of equipment), then for certain solutions, it may be interrupted if the resource becomes unavailable. This is already an involved problem in the single objective case (ibid).

vi Variable type (integer, continuous or mixed): These different types usually require different types of algorithm which would need coordination in a multiobjective one.

vii Determinism: In stochastic settings, objective functions values may depend upon hidden uncontrolled variables necessitating some way of accounting for this variation such as robust or distributionally robust approaches.

viii Noisy vs noiseless: The usual way of handling output (e.g. measurement) noise on objective values is to re-evaluate them to obtain a mean; it would be wasteful to re-evaluate deterministic objectives however — this seems easily handled, but perhaps there is hidden difficulty.

ix Theoretical and practical difficulty: This relates to the difficulty of finding the optimum as a whole, not the cost or complexity of evaluating. Combining a simpler objective with a harder one might cause EMO methods to be biased.

x Safety: This relates to safe optimization, and the tightness of an objective’s safety threshold. Evaluating a (non-safe) solution that has an objective value below the safety threshold causes an irrecoverable loss (e.g., breakage of a machine or equipment, or life threat).

xi Correlations between objectives: Conflicting objectives are considered the norm in multiobjective optimization. However, anti-correlated objectives in particular can lead to very large Pareto fronts, and hence difficulties for multiobjective algorithms (see [28, 37]). This may be exacerbated in cases of many conflicting objectives, and algorithm settings would need to be carefully chosen to handle these situations.

xii Evaluation times (latency): This is the topic explored most fully to date, particularly in [6, 5, 15, 50, 46, 47, 44].

Of course, several of these heterogeneities may exist together in a single problem, which would usually make things even more challenging to handle. Having said that, under certain circumstances, heterogeneity can improve performance. For example, in [5, 15] we observed that a low level of latency between the fast and slow objective can lead to improved results and help reach parts of the Pareto front that may not have been reached otherwise.


3 Algorithms and benchmarking

In this section we will describe several existing algorithm schemes and benchmark problems/considerations when tackling MO problems with heterogeneous objectives, in particular differing latencies. For this we will refer back to the definitions provided in Section 2.1.

3.1 Algorithms

This section outlines the three existing algorithm schemes for coping with differing latencies, Waiting, Fast-First, and Interleaving. Figure 1 provides a schematic of these three schemes.

Waiting. The most straightforward strategy to deal with varying latencies of objectives is to go at the rate of the slow objective, thus fully exploiting the per-objective budget of the slow objective and only partially of the fast objective. This approach avoids the development of customised strategies and is applicable to many-objective problems. In [5], this was referred to as a Waiting strategy. It prevents the introduction of search bias, for example, towards the fast objectives, and it has shown to perform better as the evaluation budget increases.

Fast-First. Strategies falling into this category neglect the time-consuming objective function(s) as long as possible in order to make potentially better use of the time budget by performing a search directed by the cheaper objective function(s). The approach was first proposed in [5], where it was called the Fast-First strategy. It evaluates solutions at the rate of the fastest objective (ignoring other objectives) using a standard (single-objective) EA for part of the optimization, and then switches late (as late as seems reasonable) in the optimization run to a final, evaluation of some selected solutions on the other (slower) objectives to ensure that at least some solutions are evaluated on all objectives. That is, this approaches uses fully the per-objective budget of the fast objective, but only a fraction of the per-objective budget of the slow objective(s). Fast-First has shown to perform well for problems with highly positively correlated objectives (for obvious reasons), being able to reach parts of the Pareto front (extreme solutions on the fast objective) that may not have been reached otherwise. Moreover, Fast-First is also almost unaffected by the length of latency, and performed better within a generational multiobjective EA (MOEA) than within a steady state-based MOEA [5]. Similar to Waiting, Fast-First is readily applicable to many-objective problems.

Interleaving. These strategies are less straightforward since they employ a mechanism to coordinate the evaluation of the objectives during search so as to use the per-objective budgets of all objectives as efficiently and thoroughly as possible. Also,
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**Fig. 1** Schematic of the main types of strategy for handling heterogeneous latencies. A biobjective problem is assumed with a slower and a faster objective function (the faster objective is twice as fast as the slower one in the figure, without loss of generality). Further, it is assumed that we are interested in performing well (in a multiobjective sense) given a fixed budget of total evaluation time, and a limited capacity parallel evaluation model (see Section 2.1). Three different general strategies are shown — Waiting, Fast-First, and Interleaving. The time axis is from top to bottom. After initialization, individual solutions need to be evaluated in a parallel batch (population), before entering the usual evolutionary algorithm phases of ranking, selection and variation (R,S,V). When these phases are carried out using evaluations from both objectives, we denote it as MO R,S,V. When only one objective has been evaluated, we denote it as SO R,S,V. In Waiting, only MO R,S,V is used (and a standard MOEA can be employed). In the Fast-First strategy, SO R,S,V is used for some generations, and then subsequently Waiting is used for the remaining generations. In Interleaving, a much more complicated approach, SO R,S,V and MO R,S,V are both used, and solutions evaluated partially and fully are interleaved so that there is less ‘dead time’ than in Waiting, and more guidance than in Fast-First. Interleaving is generally the best. Fuller algorithmic details of these strategies are given in pseudocode in the original papers [6, 5].

So far Interleaving strategies have been applied to bi-objective problems (one slow and one fast objective) only.

In our initial work on latencies [6], we proposed an Interleaving strategy embodied by a ranking-based EMOA that maintained a population unbounded in size, and which assigned pseudovalues to a solution’s slow objective until that objective has been evaluated. Different techniques to assign pseudovalues have been proposed including one based on fitness-inheritance. The approach works similarly to a standard ranking-based EMOA, where offspring are generated by a process of (multiobjective) selection, crossover and mutation. Every time a batch of solutions has been evaluated on the slow objective, their pseudovalues are replaced with the true ob-
jective values, and a new batch of solutions (selected from the current unbounded population) is submitted for evaluation on the slow objective, and new pseudovalues assigned to these solutions’ slow objectives. This new batch consists either of the most recently generated solutions that have not been evaluated on the slow objective yet, or of solutions selected based on their anticipated quality computed based on their non-dominated sorting rank. This very first approach to cope with heterogeneous evaluation times performed well for long latencies when compared to a Waiting scheme.

In [5], we proposed two further variations of interleaving strategies, **Brood Interleaving (BI)** and **Speculative Interleaving (SI)**. As in the approach explained above, both strategies evaluate solutions on both objectives in parallel. However, BI and SI employ a constant population size, and use the time while the slow objective is being evaluated (the interleaving period) to generate and evaluate solutions on the fast objective only: The Brood Interleaving strategy generates these solutions using uniform selection and variation applied to the population currently evaluated on the slow objective, while SI initializes an inner (single-objective) EA with this population and applies it to the optimization of the fast objective for the remainder of the interleaving period. The solutions evaluated on the fast objective are then used as a quality indicator to decide which solutions to evaluate on the slow objective in the next generation. The difference between SI and BI translates into deliberately optimizing the fast objective vs maintaining selection pressure where possible. As shown in [5], the Speculative Interleaving strategy performs well for low evaluation budgets and/or when latencies are long, objectives positively correlated, and fitness landscapes rugged. Similar to Waiting, BI performs well for larger evaluation budgets, with BI performing better for longer latencies and larger search spaces. Furthermore, BI performs significantly better when used in combination with a steady state-based MOEA than a generational-based MOEA.

Two surrogate-based interleaving strategies for coping with latencies in the objectives (one fast and one slow) have been proposed recently in [15] (HK-RVEA) and [50] (T-SAEA); see Algorithm 1 for a sketch of the two algorithms. Although these and the non-surrogate-based strategies outlined above adopt the same limited-capacity parallel evaluation model, the surrogate-based methods opted to use a different value of $\lambda$ (number of solutions evaluated in parallel) during search: a large $\lambda$ is used to create the initial training data set, while a significantly smaller $\lambda$ is used thereafter. Identifying and evaluating fewer samples in each iteration, but doing more iterations, is more suitable for a surrogate-based approach; in fact, traditional surrogate-based methods, e.g. see [24], use one sample per iteration. Consequently, in [15, 50], the stopping criterion was not the maximum number of time steps (or iterations), as used by the non-surrogate-based methods, but the maximum number of per-objective function evaluations only (ignoring the number of time steps used). In practice, the stopping criteria (time steps vs function evaluations only) are dictated by the problem (context) at hand, thus making certain surrogate-based methods potentially unsuitable. For example, in some of our closed-loop optimization work [27].
Algorithm 1: Interleaving surrogate-based strategies (HK-RVEA, T-SAEA)

**Input:** MaxFESlow and MaxFEFast: per-objective budget of slow \( f_{\text{slow}} \) and fast objective \( f_{\text{fast}} \); \( k_{\text{slow}} \): latency; \( \lambda \): initial population size; \( u \): number of new samples per iteration; \( \tau \): transfer learning trigger

**Output:** Non-dominated solutions of the archive \( A \)

1. Create an initial population \( P \), set archives to \( A = A^{\text{fast}} := \emptyset \), iteration counter to \( i := 0 \), and evaluation counters to \( \text{FE}_{\text{slow}} = \text{FE}_{\text{fast}} := 0 \)

2. while \( P \) is evaluated on \( f_{\text{slow}} \) do
   3. Evaluate \( P \) on \( f_{\text{fast}} \), and add solutions to \( A^{\text{fast}} \)
   4. Run a single-objective EA to optimize \( f_{\text{fast}} \) using \( \lambda \times (k_{\text{slow}} - 1) \) function evaluations, and add the solutions to \( A^{\text{fast}} \)
   5. Update archive and counters to \( A := P \), \( \text{FE}_{\text{slow}} := \lambda \), \( \text{FE}_{\text{fast}} := \lambda \times k_{\text{slow}} \), \( i := i + 1 \)

6. while \( \text{FE}_{\text{slow}} < \text{MaxFESlow} \) and \( \text{FE}_{\text{fast}} < \text{MaxFEFast} \) do
   7. if \( \text{HK-RVEA} \) then
      8. Build surrogates for the slow and fast objective function based on \( A \) and \( A^{\text{fast}} \)
      9. Run a multiobjective EA (RVEA [14]) to find samples for updating the surrogates
     10. Form new population \( P \) by selecting \( u \) samples using the acquisition function from the K-RVEA algorithm [10]
   8. if \( \text{T-SAEA} \) then
      9. Build surrogates for the slow and fast objective function based on \( A \) and \( A^{\text{fast}} \), but, every \( \tau \) iterations (if \( i \mod \tau = 0 \)), build the surrogate of the slow objective function using a transfer learning approach
     10. Run a multiobjective EA (RVEA [14]) to find samples for updating the surrogates
     11. Form new population \( P \) by selecting \( u \) samples using an adaptive acquisition function [49] followed by the angle-penalized distance approach (taken from RVEA [14])

12. while \( P \) is evaluated on \( f_{\text{slow}} \) do
   13. Evaluate \( P \) on \( f_{\text{fast}} \), and add solutions to \( A^{\text{fast}} \)
   14. if \( \text{HK-RVEA} \) then
      15. Create \( u \times (k_{\text{slow}} - 1) \) solutions via uniform selection and variation applied to \( P \)
   16. if \( \text{T-SAEA} \) then
      17. Create \( u \times (k_{\text{slow}} - 1) \) solutions via Latin hypercube sampling around \( P \)
   18. Evaluate newly created solutions on \( f_{\text{fast}} \), and add them to \( A^{\text{fast}} \)
   19. Update archive and counters to \( A := A \cup P \), \( \text{FE}_{\text{slow}} := \text{FE}_{\text{slow}} + u \), \( \text{FE}_{\text{fast}} := u \times k_{\text{slow}} \), \( i := i + 1 \)

The experimental platform dictates that a batch of solutions of a certain size should be evaluated in parallel (a 96-well plate was used in some experiments, in others a microarray for assaying 9,000 DNA strands was available).

The strategy proposed in [13], called HK-RVEA, resembles a hybrid between BI and SI combined with a surrogate-assisted approach for selecting solutions to be evaluated on the slow and fast objective. Following initialization of the population and submitting it for evaluation on both objectives, HK-RVEA uses a single-objective EA (without any surrogate) to optimize the fast objective (like in SI) whilst the slow objective is being evaluated. In the main loop, the EA is replaced by repetitively applying crossover and mutation to the population (as in BI) as the number of
solutions (samples) evaluated on the slow objective is much lower than the initial population size. HK-RVEA maintains a separate archive of evaluated solutions for the slow and fast objective, and then uses these archives (i.e., different samples) to build an objective-specific surrogate. A multiobjective EA (RVEA [14]) is used to find (three) samples for updating the surrogates using the infill criteria from the K-RVEA algorithm [16]. HK-RVEA has been shown to perform well for problems with short latencies, occasionally even outperforming a multiobjective EA (K-RVEA) optimizing the same problem but without latency.

The approach proposed in [50] is called T-SAEA and it varies from HK-RVEA primarily in that it combines a surrogate-assisted evolutionary algorithm with a transfer learning approach, which is used to update the surrogate for the slow objective (for most of the time). The motivation is that if there is a strong similarity or correlation between the slow and fast objective, then knowledge transfer is beneficial, otherwise negative transfer may occur. The basis of the proposed transfer learning approach is a preceding filter-based feature selection method [13] adopted to identify the most relevant decision variables to share between the surrogate of the slow and fast objective. Based on the identified subset of decision variables, an adaptive aggregation method is then used to share the parameters of the two surrogates. The adaptive component, in essence, shifts the importance of sharing parameters of the fast objective surrogate to the parameters of the slow objective surrogate as the optimization progresses. T-SAEA has shown significantly better performance [50] compared to non-surrogate methods designed for handling latencies. The algorithm seems to do well also against HK-RVEA, allowing us to tentatively conclude that transfer learning is a promising approach to cope with latencies, provided the non-trivial issue around negative transfer (decrease in learning performance in the target domain) can be addressed.

**Non-evolutionary approaches.** The approaches discussed above employ evolutionary search at some stage. Thomann and co-authors [47, 44] propose a non-evolutionary approach based on the trust region method, which optimizes one point at a time. The method is called MHT (short for multiobjective heterogeneous trust region algorithm) and it differs from other trust region methods in the way the search direction is computed and the replacement of the objectives by quick-to-evaluate surrogates. In fact, MHT replaces all objectives (slow and fast ones) with a local quadratic model that interpolates the current iteration point, and is agnostic about the per-objective latencies. The next iteration point is determined by first solving the classical trust region subproblem to obtain the ideal point, followed by solving an auxiliary problem (know as the Tammer-Weidner functional [19]) to determine a trial point. The trial point is accepted as the next iteration point if a multiobjective condition describing the improvement of the function values is fulfilled. Otherwise, the current point is kept and the size of the trust region (the trust region radius) reduced. MHT stops when there is no improvement in the iteration point. To keep the number of evaluations of the slow objective to a minimum, MHT evaluates the slow objective only when the surrogate becomes inaccurate.
MHT is scalable to any number of objectives and any combination of fast vs slow objectives (while the approaches above assumed a bi-objective problem with one fast and one slow objective, though Waiting and Fast-First are easily scalable). However, the assumption taken here is that while the expensive functions are black box (and slow to compute), the fast objectives are given as analytical functions for which function values and derivatives can easily be computed (above we assumed that the fast objective can be black box and there is a budget on how often the fast objective can be evaluated). Moreover, it is assumed that the slow (black-box) objectives are twice continuously differentiable, which is a strong assumption to make, as noted by the authors [44].

In [46, 44], Thomann and Eichfelder propose three heuristics augmented onto the standard version of MHT outlined above. The purpose of these heuristics, which are motivated by ideas for bi-objective optimization problems, is to exploit the heterogeneity of the objective functions further to identify additional Pareto optimal solutions that are spread over the Pareto front. For the heuristics to be applicable it is assumed that the fast objective can be optimized with reasonable numerical effort, and that it is bounded from below (assuming a minimization problem); in these heuristics the fast objective is not replaced by a surrogate. Below we explain these heuristics briefly.

The idea of the first heuristic, referred to as Spreading, is to minimize the fast objective on local areas that move in the direction of the optima of the fast objective. A local area can be seen as a trust region (defined by user-provided radius, or spreading distance) around an optimal input point. The initial (weakly) optimal input point can be obtained, e.g., by applying the standard version of MHT. The point in this local area that minimizes the fast objective only, can then be used as the starting point for the next run of MHT. Repeating this process allows one to successively identify new optimal (weakly efficient) input points until the global optimal value of the fast objective has been reached. Finally, dominated solutions are deleted to leave optimal solutions only. Note, the closer the initial optimal point to the global minimal value of the fast objective, the fewer successive optimal points can be computed. Also, the larger the spreading distance, the bigger the distance between the computed points and thus the fewer optimal points can be obtained.

The second heuristic, Image Space Split, splits the objective space into disjoint areas (which can be thought of as slices in a two-dimensional objective space) in which then a modified version of MHT is applied. The reason for needing a modified version of MHT to accommodate this heuristic is that the presence of a lower bound on the values of the fast objective requires an additional constraint for computing the ideal point and a modified auxiliary problem for determining the descent direction; all other steps in MHT remain unchanged. When splitting the objective space into several disjoint search areas before applying any version of MHT, the choice of starting points in the disjoint search areas is important. A heuristic approach to determine starting points is suggested, and so is a heuristic stopping criterion to save function evaluations. The challenge for this heuristic is to decide on a suitable number of disjoint search regions. In general, the greater this number, the more efficient points are computed and the more function evaluations are
required. However, this does not need to be always the case because of the non-linear relationship between the location of the individual search regions and the position of the starting points, resulting in scenarios where not all search regions contain (weakly) optimal points and some starting points being already close to efficient points.

The third heuristic is a Combination of Image Space Split and Spreading. This heuristic first executes Image Space Split, and then applies Spreading in the space captured by both adjacent optimal solutions identified through Image Space Split to compute further optimal points. The challenges associated with the two individual heuristics (merged together) persist in this heuristic.

An initial study [45], comparing MHT against a weighted sum-based approach and direct multisearch for multiobjective optimization, concluded that the proposed approach can yield good results.

### 3.2 Empirical study: Towards many-objective heterogeneous latencies

In this section we will present and analyze original empirical results concerning the relationship between the number of objectives and the level of heterogeneity one might expect in a problem; all this is done in the context of varying latencies.

For this experiment, assume a problem with a certain number of objectives, each being associated with a per-objective latency drawn from a given distribution. We want to understand the likely range of latencies among the objectives. Having a better understanding about the level of heterogeneity can help us in the design and selection of suitable algorithms. The experiment consists of creating problems that vary in the number of objectives (1-25 objectives) with per-objective latencies drawn from one of three Beta distributions — beta(2, 8) (skewed to the right), beta(8, 2) (skewed to the left), and beta(5, 5) (symmetric), each defined on the interval [0, 1]. Each combination of objective number and distribution (25 × 3 = 75 combinations in total), was realized 100 times, and the mean and standard error of the minimum and maximum differences in per-objective latencies plotted in Figure 2. The reason to use a Beta distribution is that it allows for a convenient simulation of skewness in the per-objective latencies, and due to its wide-spread use in the literature and practice to quantify the duration of tasks (see seminal paper of [31]).

Two main observations can be made from the figure:

- Regardless of the probability distribution (skewness) used, the mean of the minimum and maximum difference in per-objective latencies starts roughly from the same level for a bi-objective problem, with the mean differences then increasing/decreasing logarithmically with the number of objectives. This pattern is due to sampling from a wide distribution, where it becomes gradually more likely that the per-objective of a new objective is either more similar or more distinct to the per-objective latencies of an existing objective. If all per-objective latencies were
identical, then the minimum and maximum difference in per-objective latencies would be identical and of value 0 for all objectives.

- There is an asymmetry between the minimum and maximum difference in the per-objective latencies as a function of the number of objectives. The mean minimum difference is very similar for the three Beta distributions with the mean difference flattening quickly beyond around 15 objectives. However, there is a statistical difference between the Beta distributions when considering the mean of the maximum differences. In particular, the mean maximum difference obtained with the symmetric distribution ($\beta(5,5)$) increases more rapidly than with the mean maximum difference of the two skewed Beta distributions. This pattern is due to the higher probability of sampling extreme per-objective latencies with the symmetric Beta distribution.

The conclusion of this experiment is that, given knowledge of how many objectives a problem has, and even a limited knowledge about the distribution of per-objective latencies, then one can estimate with reasonable accuracy the level of heterogeneity in terms of the greatest latency difference one will observe in practice. This should facilitate the detailed design of algorithms one might consider for handling the heterogeneity.

### 3.3 Benchmarking

Validating algorithms designed for coping with heterogeneity in the objective evaluation times requires careful consideration of how evaluations are counted/simulated,
what test problems to use, and how to validate performance. Below we will discuss how these are affected in an environment with heterogeneous objectives.

3.3.1 How to count/simulate evaluations?

In a standard multi/many-objective optimization problem, where homogeneous evaluation times of objectives are assumed, one evaluation is typically equivalent to evaluating one solution on all objectives that the problem has with the stopping criterion being a given maximum number of evaluations. When simulating a real problem with latencies, the maximum number of function evaluations available can be different for each of the objectives, meaning not all solutions can be evaluated on all objectives. Moreover, depending on the problem at hand, the stopping criteria may indeed be only the maximum number of function evaluations on both objectives (regardless of the number of time steps used up) (as used in [15, 50]) but it can also be the maximum number of time steps available (as used in [5, 6]). The latter would apply in the case where the optimization process has to be terminated within a certain time frame.

When simulating a real problem with latencies, it is also important to reveal objective values to the optimizer only when the simulated evaluation of an objective is complete. If solutions can be evaluated in a batch, then multiple objective values are revealed in one go.

In [47, 46, 44], the difference in evaluation times of the slow and fast objective was not simulated, solutions were not evaluated in parallel, and search was terminated if there is no improvement in a solution’s objective function values. Also, since the slow objective was evaluated only if the surrogate model was not accurate enough, it is unknown a priori how often the slow and fast objective will be evaluated. This setup needs to be taken into account when tackling a practical problem.

3.3.2 Test problems

In an ideal world, one would evaluate an algorithm on a real problem featuring heterogeneous evaluation times. However, this is not feasible because it would usually be too cost and time prohibitive, especially considering that a (stochastic) algorithm would need to be executed multiple times on a problem to obtain information about statistical significance in performance results. This is a typical issue in expensive optimization.

Consequently, it is suggested and also accepted by the community, to adapt existing test problems to simulate heterogeneity in the objectives. This is the approach taken to validate all algorithms described above. To simulate heterogeneity in the objective evaluation time, one can simply take any existing multi/many-objective test problem, and declare one/some of the objectives as slow (expensive) and also specify by how much these are slower than the other objectives. In principle, this way one can create a problem where all objectives differ in their evaluation time.
Consequently, one can study the impact on algorithm performance of different ratios between the slow and fast objective(s), as done, for example, in \cite{6, 5, 15, 50}. Of course, if the underlying problem has configurable problem parameters, then the impact of these on heterogeneous evaluation times can be investigated too. For example, in \cite{5, 15} we proposed a binary and continuous bi-objective toy problem with configurable correlation levels between the fast and slow objective, in \cite{5} we investigated the impact of the landscape ruggedness on algorithm performance (using MNK landscapes), and in \cite{44} the impact of varying the number of decision variables was investigated.

All research so far on heterogeneous objective evaluation times considered problems with exactly one slow objective, and at least one fast objective. Typically, a random objective or the most difficult objective (as done in \cite{44}) was declared as the slow objective.

### 3.3.3 Validating performance

It is obvious that any new proposed algorithm for dealing with heterogeneous objective evaluation times should be compared against other methods designed for the same purpose. As a baseline, it makes sense to compare with Waiting (to mimic a naive approach), and, to upper bound performance, to optimize the same problem without heterogeneity (i.e., assume that all objectives have the same evaluation time).

So far, standard performance metrics designed for multiobjective optimization were used to measure algorithm performance, such as IGD and the hypervolume metric, and, for the non-evolutionary approaches proposed in \cite{44}, the number of Pareto optimal solutions and functions evaluations needed to discover these were recorded. To understand visually whether the heterogeneity in evaluation times introduced any search bias (e.g., towards the optimization of the fast objective), plotting the median attainment surface is a reasonable approach (though this is applicable to bi and tri-objective problems only).

### 4 Related research

Research on heterogeneous objectives can be related to and gain inspiration from a number of other areas in the literature. In the following we briefly discuss some of these relationships.

An obvious connection exists with the use of asynchronous evolutionary algorithms in MO in distributed environments as arising, for example, in grid computing, multi-core CPUs, clusters of CPUs or on virtual clouds of CPUs \cite{40, 51, 29}. Here it is assumed that the cloud computing resource induces heterogeneity and/or unreliability causing the evaluation time of a solution to vary across computing resources. This introduces asynchronicity across the population and not across the individual objectives, which is our focus. Despite considering a different problem setup,
research questions in the two areas are similar and are centred around understanding (i) how to utilize efficiently the available resources to perform MO in the presence of heterogeneous resources (per solution vs per objective) and (ii) the bias induced by heterogeneity on the search path taken by the optimizer (bias towards search regions quick to evaluate solutions vs quick to evaluate objectives).

Machine learning methods focused on dealing with missing data [30, 18, 1] and surrogate models [3, 42, 41] are of importance when designing algorithms for coping with heterogeneous objectives. In particular, these methods can be used to substitute missing objective function values with proxies and substitute expensive functions with an approximation function that is cheap to evaluate, respectively. This is relevant, for example, when dealing with heterogeneity in the evaluation times of objectives, and MO problems that are subject to interruptions or ERCs. The application of surrogate-assisted methods to batch optimization [9, 21, 16] and asynchronous batch optimization [20, 41] is also highly relevant to multiobjective problems with differing latencies.

The application of transfer learning [36], potentially combined with dimensionality reduction [48], as done by T-SAEA [50] (see above), is another machine learning methodology that can find application to problems with heterogeneous objectives beyond problems with latencies. Methods for dimensionality reduction can also be applied to the objective space [11] with the aim of homogenizing the objectives. For example, removing an expensive objective that is positively correlated with a cheap objective, would reduce the total number of objectives and homogenize the set of remaining objectives, simplifying their optimization. A potential issue with this approach is that the level of correlation between objectives is a statistical observable that may not hold all over the entire search space and in particular may not hold crucially at or near optimality.

Scheduling concepts and methods [21, 25, 43, 12] are also of relevance for MO problems with heterogeneous objectives, especially when faced with latencies or ERCs. Here, scheduling methods can help, for example, to decide on when to evaluate which solution on which objective such that, for example, idle time where no objective is being evaluated is minimized, and existing resources required for evaluating an objective are being utilized most efficiently. To cope with heterogeneous objectives, inspiration can be gained, for example, from classical resource-constrained scheduling [12], parallelization of MO algorithms [43], queuing theory [25] and batch expensive optimization [21].

5 Conclusions and future work

This chapter reviewed the topic of multi/many-objective optimization problems with heterogeneous objectives, meaning the objectives vary in different aspects, such as computational complexity, evaluation effort, or determinism, or a combination of these. Although heterogeneous objectives exist in practical applications, very little research has been carried out by the community to address this problem feature.
This chapter started by describing motivational examples of problems with heterogeneous objectives, followed by the introduction of basic concepts and a taxonomy for modelling heterogeneity. We then discussed different types of heterogeneity, described existing algorithms designed for coping with heterogeneous objectives, and reviewed benchmarking considerations arising due to heterogeneity. Finally, we have reviewed related research. The algorithm part of the chapter was focused largely on a particular type of heterogeneity, namely different evaluation times of objectives, as this is the only type that has gained attention in the community, originating from work carried out by the authors of this chapter.

The chapter has highlighted that heterogeneous objectives exist in a range of practical applications, and, although the community has started to look at this issue, there is much more that can and needs to be done. First and foremost, we need to raise awareness in the decision and data science community and amongst practitioners about the meaning of heterogeneous objectives and that we have approaches to cope with this issue. This chapter will hopefully contribute to this aspect. However, at the same time, it needs to be made clear that the existing approaches have limitations, and that the only type of heterogeneity investigated so far is different evaluation times of objectives (where one objective is slow and the others fast to evaluate). More research is needed to extend the existing methods to cope with many-objective problems where the objectives can be of any duration (and not of two modes only, slow vs fast). The development of methods to cope with other types of heterogeneity is needed too, and so are methods for problems where heterogeneity of multiples types exist in one problem. There is also a need for a customized benchmarking process. In particular, configurable many-objective test problems to simulate and adjust heterogeneity are needed, and existing performance metrics and visualisation tools may need to be adjusted/extended to understand further the impact of heterogeneous objectives. We look forward to future progress by the field in these directions.
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