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Abstract

Superconductivity in the cuprates, discovered in the late 1980s and occurring at unprecedentedly high temperatures (up to about 140K) in about thirty chemically distinct families, continues to be a major problem in physics. In this article, after a brief introduction of these square planar materials with weak interlayer coupling, we mention some of the salient electronic properties of hole doped cuprates such as the pseudogap phase and the Fermi arc. We then outline a phenomenological, Ginzburg Landau like theory developed by some of us for the emergent d-wave symmetry superconductivity in these materials, and confronted successfully with a large amount of experimental information. A more recent application of the approach to fluctuation diamagnetism and to the anomalously large Nernst effect is also discussed.
I. INTRODUCTION

Superconductivity was discovered more than a century ago, and seemed to be a very low temperature phenomenon confined to temperatures below about 20K. Therefore the discovery of high temperature superconductivity in a family of cuprates around 1987 or so took the Physics world by surprise, not only because the temperatures ($T_c$) for transition to superconductivity are high (by values prevalent till then in the field; the cuprate $T_c$'s range from about 30K to about 140K), but also because these materials have unusual physical properties. Major unexpected experimental discoveries continue to be made, and there is no single broadly accepted theoretical framework in which the wide range of observed properties can be understood and calculated. In this article, we will outline some of the broad materials characteristics of these systems, some of their basic properties, and outline a novel phenomenological approach which is used to compute a wide range of experimental properties.

The article is organized as follows. Section II of this article is an introduction to the family of cuprate materials with a description of their structure and a minimal electronic model appropriate to the cuprates. A long section (Section III) describes the phase diagram of the hole doped cuprates, which in addition to antiferromagnetically ordered insulating phase and a superconducting region, hosts ‘pseudogap’ and strange metal regions. The unusual electronic properties of these phases are also described. (This is what makes the section long). Section IV introduces our phenomenological, superficially Ginzburg-Landau-like approach to the system. In Section V, we outline further extensions of this phenomenological theory to describe transport properties (especially the unusual Nernst or thermo-magneto-electric effect) and electron spectra as measured in ARPES (Angle Resolved Photo Emission Spectroscopy). Section VI mentions some of the major results obtained from the theory for a broad range of equilibrium and nonequilibrium phenomena, above and below $T_c$ and for a range of doping $x$. The concluding section (Section VII) mentions some future directions.

II. MATERIALS, STRUCTURE AND MINIMAL ELECTRONIC MODEL

The cuprates, e.g. $\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$, $\text{YBa}_2\text{Cu}_3\text{O}_{7-x}$, $\text{Bi}_2\text{Sr}_2\text{Ca}_{n-1}\text{Cu}_n\text{O}_{2n+4+x}$ ($n=1,2,3$) can be thought of as being made up of highly distorted corner sharing octahedra derivable
from the ABO$_3$ perovskite family. The O$^{2-}$ ions are at the corners of the octahedron, the Cu$^{2+}$ ions at the centre, and the transition metal or rare-earth ions in the space between the octahedra. The Jahn-Teller distortion due the Cu$^{2+}$ ions is very large; the plane of the octahedron is split in two, with a large splitting. (Fig.1 shows the structure of YBa$_2$Cu$_3$O$_{7-x}$). A good approximation for the electronic properties of these systems is to regard the materials as consisting of Cu-O planes; the Cu and O ions are arranged in squares in the plane, with O ions at the midpoint of the nearest Cu-Cu line. The low energy electronic degrees of freedom arise from the unfilled $d$ shell electrons of the Cu$^{2+}$ ions which are in the $d^9$ configuration. The Cu ions are at the vertices of a square whose length in most cuprates is about 3.9 Å. Crudely, at the single site level, the occupation of the nine $d$ electrons of the Cu$^{2+}$ ion can be described as follows. The tenfold atomically degenerate $d$ level is split into $t_{2g}$ and $e_g$ configurations, with the former lying lower in energy. Its six states are fully occupied by $d$ electrons. That they do not take part in any low energy electron processes, and are strongly bonded with O$^{2-}$ electrons, is clear from the fact that the relevant bond lengths, reflected in the Cu-Cu distances, are about the same in almost all cuprates. The twofold degenerate $e_g$ level is strongly split in two by the Jahn-Teller distortion mentioned above; the lower one
is fully occupied and the higher one is half occupied in the $d^9$ configuration.

For large local Coulomb repulsion or Mott Hubbard $U$ (as is widely believed to be the case in cuprates from both theoretical and experimental evidence) the fluctuations in the number of local $d$ electrons is strongly suppressed, and the material is an insulator for exactly one $e_g$ electron per site (Mott insulator). If the cuprate is hole doped (for example, the trivalent La is partially substituted by the divalent Sr) both naively, and from a more sophisticated model which includes the oxygen $p$ electrons, it is clear that the system can be thought of electronically as consisting (on the average) of $(1 - x)$ electrons per unit cell where a fraction $x$ of the trivalent La ions is substituted by Sr ions. These electrons move on a square lattice, and in a tight binding picture can be regarded as hopping from one site to another on a square planar lattice with hopping amplitudes $t$, $t'$ etc.. There is an energy penalty of $U$ for double occupation of a particular site by electrons. There is an amplitude $\lambda t$ ($\lambda << 1$) for electron hopping perpendicular to the plane. We will neglect this in what follows. Based on the above picture, a one-band Hubbard model on a square lattice is believed to be a reasonable microscopic description for most of the universal aspects of the cuprate phase diagram. The most widely used values for these parameters which define the electron dynamics of the model are, $t = 300$ meV, $t'/t = -1/4$ and $U = 2-4$ eV. The large value of $U$ ($U \gg 4t$, the half bandwidth) implies that the material is a strongly correlated metal in which the electron of the Cu hops from site to site, avoiding other $d$ electrons. In the large $U$ limit the one-band model Hubbard model reduces to the well-known $t - J$ model,

$$\hat{H}_{t-J} = - \sum_{<ij>,\sigma} \mathbb{P}_G \left( t_{ij} a^\dagger_{i\sigma} a_{j\sigma} + \text{h.c.} \right) \mathbb{P}_G + J \sum_{<ij>} (\hat{S}_i \cdot \hat{S}_j - \frac{1}{4} \hat{n}_i \hat{n}_j), \quad (1)$$

which has been used extensively in the context of cuprates. Here the $a^\dagger_{i\sigma}$ is the usual fermion creation operator on site $i$, $n_i = \sum_{\sigma} a^\dagger_{i\sigma} a_{i\sigma}$ and $\hat{S}_i$ are the electron number and spin operators, respectively, and $\mathbb{P}_G = \prod_i (1 - \hat{n}_{i\uparrow} \hat{n}_{i\downarrow})$ is a projection operator excluding double occupancy of any site; $J$ can be estimated to be around $0.13$ eV.

III. PHASE DIAGRAM AND PHENOMENA

An idealized ‘phase diagram’ of hole doped cuprates, in the hole density $x$ and temperature $T$ plane, is shown in Fig.2. Interestingly, it is nearly the same for the entire cuprate
family. The parent compound is a Mott insulator which undergoes a Ne’el transition at $T_N$ to an antiferromagnetic state. Upon doping, the $T_N$ drops very rapidly and goes to zero beyond a small value of doping ($x \simeq 0.03$). The superconducting state sets in, preceded by a messy disordered low-temperature phase exhibiting spin glass like behavior till $x \simeq 0.05$. The superconducting transition temperature, $T_c(x)$, detected unambiguously by the onset of the zero resistance state, exhibits a well known parabolic (the ‘superconducting dome’) dependence with increasing $x$ and reaches a maximum at $x \simeq 0.16$ and ultimately declines to zero for $x \gtrsim 0.25$. The $x$ value corresponding to the maximum $T_c$ is called the optimal doping ($x_{\text{opt}}$) and the regimes, $x < x_{\text{opt}}$ and $x > x_{\text{opt}}$, are denoted as underdoped and overdoped regions, respectively. The high temperature region corresponding to the normal states of the superconductor above the superconducting dome is rather abnormal ones among known states of matter found in Nature. This region can be broadly classified into three parts, the so-called pseudogap region for small $x$ (underdoped), the strange metal phase for intermediate values of $x$ and a more ‘normal’ (i.e. conventional) metal for large $x$, i.e. the overdoped region. The pseudogap state goes into the strange metal phase, above a temperature scale depicted as the pseudogap scale $T^*$ (see Fig.2), which seems more like a crossover (as opposed to a true phase transition) from variety of measurements. Below, we briefly discuss superconducting, strange metal phases and pseudogap phases and summarize some of their unusual features. We also include a separate detailed discussion of spectroscopic characteristics of these phases, as probed by angle-resolved photoemission (ARPES) and scanning tunneling (STS) spectroscopies.

A. Superconducting state

The superconducting state is less unconventional compared to the other parts of high-$T_c$ phase diagram. The superconducting order parameter is a charge $2\epsilon$ complex field with $d$-wave symmetry as has been unambiguously demonstrated by phase sensitive measurements.$^6,7$ In conventional superconductors the Cooper pair amplitude or the energy gap$^8$ that appears in the spectrum of electronic excitations with momentum $\mathbf{k}$ on the Fermi surface, namely $\Delta_k$, is generally independent of $\mathbf{k}$, whereas in cuprates it is strongly $\mathbf{k}$ dependent and has nodes i.e. vanishes along certain $\mathbf{k}$ directions. An approximate two dimensional representation of $d$-wave symmetry superconducting gap, whose validity for cuprates has been
FIG. 2. The famous phase diagram of hole doped cuprates, showing superconductive (SC), antiferromagnetic (AF), pseudogap, strange metal and more conventional Fermi liquid (FL) metal regions. Also indicated are the Ne’el temperature ($T_N$), superconducting transition temperature ($T_c$) and somewhat ill defined pseudogap temperature scale ($T^*$).

established by ARPES$^9$–$^{11}$ and phase-sensitive Josephson junction measurements (see later), is $\Delta_k = (\Delta_0/2)(\cos k_x a - \cos k_y a)$ (see Fig.3, $a$ is Cu-O-Cu bond length in the plane and $\Delta_0$ is the maximum gap magnitude). This can arise in a lattice system through nearest neighbor pairing such that magnitude of pair amplitude (a complex number) along $x$ and $y$ bonds is same but the phases differ by $\pi$ (see Fig.1). A gap function of this kind implies nodal Bogoliubov quasiparticles leading to substantial density of gapless excitations (see Fig.3) and these would dominate the behavior of various physical properties at low temperatures ($T \ll T_c$). Particularly, since the density of states (DOS) vanish linearly in energy, the nodal excitations give rise to, e.g., a non-activated $T^2$ term in electronic specific heat$^{12}$ and similar power law $T$ dependences of various other quantities$^{13,14}$, unlike that in a $s$-wave superconductor. An interesting effect$^{15}$ can be seen in the presence of a magnetic field $H$ due to a shift of the quasiparticle spectrum by an amount $\propto H^{1/2}$; this has been verified
Variation of the $d$-wave gap on the Fermi surface is shown in the left figure, $k_x = \pm k_y$ is the nodal direction. The density of states (DOS) is plotted in the right figure. A DOS divergence appears at the maximum gap magnitude $\omega = \Delta$. (From Ref.5)

The superconductivity in cuprates has several unusual characteristics. Here we list a few of them.

1. **Short coherence length:** The length scale associated with pairing, namely the coherence length ($\xi_0$), is very small in cuprate superconductors - around $15 - 20 \ \text{Å}$ in the plane and, between planes $2 \ \text{Å}$, even smaller than the interlayer spacing, implying that the superconductivity related phenomena in the cuprates can be thought of as effectively having Josephson coupled planes.

2. **Low superfluid density:** Cuprates superconductors are characterized by very small
in-plane superfluid density or stiffness $\rho_s$. The low temperature superfluid density $\rho_s$ for small doping goes as $x$, as also does $T_c$. This is the so-called Uemura scaling\textsuperscript{17}, $\rho_s \propto T_c$ for small $x$ (see Fig. 4). Such a scaling is unusual for conventional superconductors, typically having very large $\rho_s$ and much smaller $T_c$\textsuperscript{18}. Since the in-plane penetration depth $\lambda_{ab} \propto 1/\rho_s^{1/2}$, cuprates have very large penetration depth ($\sim 1500$ Å), implying the extreme type-II limit\textsuperscript{8} for these superconductors. Small superfluid density of phase stiffness indicates the importance of phase fluctuations, which are expected to be very strong, especially in the underdoped regime. This fact is corroborated by the observation of large Nernst effect\textsuperscript{19} and enhanced fluctuation diamagnetism\textsuperscript{20} by Ong and coworkers over an unusually large temperature range above $T_c$. A phase fluctuation related theory for this is described later here.

3. Gap to $T_c$ ratio: Another important experimental observation about the superconducting state is that the zero temperature superconducting gap $\Delta_0$ inferred, e.g., from STM\textsuperscript{21} or ARPES\textsuperscript{10,11} increases, whereas $T_c$ declines, as mentioned above, in the underdoped side with decreasing doping. Both the measured ratio $(2\Delta_0/k_B T_c)$ and the $x$ dependence imply the violation of the BCS relation between $\Delta_0$ and $T_c$ i.e. $2\Delta_0/k_B T_c \approx 4.3$ for $d$-wave\textsuperscript{22}. However, of late, the large gap seen via spectroscopy has been attributed to other competing order\textsuperscript{23,24} or as having non-pairing origin\textsuperscript{25–27}.

4. Emergence from pseudogap state: In the underdoped side, the precedence of pseudogap phase (see Fig. 2) while approaching the superconducting state from high temperatures suggests that the transition is not a sudden gap appearance one, as in BCS. This is related with the pseudogap phenomena which we discuss below in more detail.

5. Anomalous high-field vortex states: The mixed state of cuprate superconductor at high field and low temperature is rather anomalous, showing mangetoconductivity (Shubnikov-deHaas (SdHvA)) and magnetization (deHaas-van Alphen (dHvA)) oscillations as a function of $(1/H)$, e.g. in clean YBa$_2$Cu$_4$O$_8$ and HgBa$_2$CuO$_{4+\delta}$\textsuperscript{28–30}. These quantum oscillations have been seen with an accompanying long-range charge-density wave (CDW) order even far below the irreversibility field for superconducting to non-superconducting transition\textsuperscript{31–33}, presumably related to vortex lattice or vortex glass depinning\textsuperscript{34}. 


B. Strange metal

The strange metal is one of the most enigmatic phases in the cuprate phase diagram (Fig.2). Transport measurements reveal that the resistivity is linear in temperature over a large range, the most fascinating example being the single layer Bi2201, where linearity persists down to $T_c \simeq 7 \text{ K}$, starting from an amazingly high temperature ($\sim 700 \text{ K}$). This behaviour is in strong contrast to what one expects on the basis of Fermi liquid theory. We discuss a few of the strange properties of the strange metal phase below.

1. $T$-linear resistivity: In conventional low-temperature superconductors, the temperature dependence of resistivity $\rho$ is well described by $\rho \approx \rho_0 + bT^5$, at low $T (> T_c)$. This $T$ dependence well below the phonon Debye temperature $\theta_D$ arises from the scattering of electrons by phonons. At higher temperatures ($T \gtrsim \theta_D$), a linear behavior is expected, and the interpolation between the two regimes is given by the Grüneisen-Bloch formula. The residual resistivity $\rho_0$ at $T = 0$ is caused by scattering by impurities. However, the behaviour of $\rho$ observed in high-$T_c$ superconductors is strikingly different. Resistivity in the CuO$_2$ planes for several different cuprate compounds near optimal doping exhibits an approximate linear behavior over a large temperature window as shown in Fig.5. The resistivity values are very large at high temperature, e.g., in comparison to that of copper at room temperature, which has a resistivity of 1.7 $\mu\Omega\text{cm}$. This seems to be one of the defining characteristics of strongly correlated metals i.e. typical resistivity values are quite large, often of the same order or even larger than the Ioffe-Regel limit and increase linearly with temperature without any saturation. Fig.5 demonstrates clear linear behaviour with very similar slopes for the various compounds, suggesting a possible common origin for in-plane transport.

The linear $T$ dependence is something not fundamentally understood, and is generally associated with strong correlation in the system. As is well known, electron-electron interaction in Fermi liquid systems leads to a $T^2$ dependence of resistivity, unlike what is observed in optimally doped cuprates. With increasing doping, the temperature dependence is of the form $\rho_{ab} \propto T^\alpha$ with $\alpha$ increasing smoothly from 1 to 2 from optimum to overdoped. This behaviour is also not understood, but presumably can be broadly described as due to the system changing from strongly correlated non-Fermi liquid to weakly interacting Fermi liquid.
FIG. 5. Temperature dependence of the in-plane resistivity $\rho_{ab}$ for various optimally doped cuprates. (From Ref.36).

FIG. 6. a, Real part of in-plane infrared optical conductivity of underdoped YBCO for the superconducting state (10 K), pseudogap phase (65 K), and normal state (300 K). A gap-like suppression develops at around 50 meV in the pseudogap regime. b, Variation of extracted optical scattering rate $1/\tau(\omega)$ with frequency for underdoped YBCO. (From Ref.39).

2. $\omega$-linear scattering rate: Optical conductivity, which probes the current-current correlation function, gives further evidence of the unconventional nature of the strange metal phase. In plane, the normal state (both strange metal and pseudogap states) of cuprates is characterized by a broad, Drude-like response centered at frequency $\omega = 0$ (Fig.6 a) for optical conductivity $\sigma(\omega)$. The data are phenomenologically represented by a generalized
Drude form

\[ \sigma(\omega) = \frac{1}{4\pi} \frac{\omega_{pl}^2}{1/\tau(\omega) - i\omega[1 + \lambda(\omega)]}, \]  

(2)

where \( \omega_{pl} \) (the plasma frequency) is given by the sum rule \( \int_0^\infty d\omega \text{Re}\sigma(\omega) = (\omega_{pl}^2/8) \) (here, \( \sigma = \text{Re}\sigma + i\text{Im}\sigma \) and the integral has a high frequency cut off \( \sim 1 \text{ eV} \)). In the above form, \( 1/\tau(\omega) \) and \( 1 + \lambda(\omega) \) are the frequency dependent scattering rate and mass renormalization, respectively. The analysis of the experimental data using eq.(2) reveals that the scattering rate has the form \( a + b\omega \) (see Fig.6 b), unlike a Fermi liquid where \( 1/\tau \sim \omega^2 \). The \( \omega \)-linear term is expected from a marginal Fermi liquid theory.

C. Pseudogap phase

One of the most controversial aspects of the cuprate phase diagram is the nature of pseudogap phase. This is associated with a set of ill-understood apparent crossover phenomena, which are widely observed in underdoped cuprates and, to some extent, in optimally and even slightly overdoped materials. As we summarize below, signatures of gap are observed through different experimental probes, e.g., spin susceptibility, thermodynamic, transport and optical measurements, and in the quasiparticle excitations investigated through ARPES and scanning tunneling microscopy (STM). As shown in Fig.2, these gap-like features (‘pseudogap’ as opposed to true gap) become prominent below a temperature scale \( T^* \) (the pseudogap temperature), which varies somewhat when detected using different probes. In the underdoped samples, \( T^* \) is way above the superconducting transition temperature \( T_c \), which is traditionally detected through the onset of zero resistance state, indicating that superconducting long range order (LRO) is not present in the pseudogap state even though there are clear hallmarks of a gap of the kind resembling that of the \( d \)-wave symmetry superconducting state. Below, we touch upon some of the salient features of the pseudogap phase.

1. “Spin gap” in spin susceptibility: The first experimental indication of a pseudogap phase came from NMR measurements in underdoped YBCO, which showed that the spin lattice relaxation rate (which depends on the number of conduction electron spin states at the Fermi energy) starts to decrease much above \( T_c \). A similar decrease is seen in the related Knight shift (Fig.7). NMR experiments probe the spin channel, unlike optical
conductivity which probes the charge degrees of freedom. The decrease of Knight shift indicates decrease of spin susceptibility with temperature in the pseudogap state of cuprates, initially supporting the hypothesis of spin gap\textsuperscript{46}. Subsequent experiments, however, have demonstrated that the pseudogap exists in both spin and charge channels, as evident from, e.g., ARPES or optical conductivity.

FIG. 7. Knight shift in YBa\textsubscript{2}Cu\textsubscript{3}O\textsubscript{6.95} (squares) and underdoped YBa\textsubscript{2}Cu\textsubscript{3}O\textsubscript{6.64} (circles). The normal-state susceptibility is temperature independent above $T_c$ in the optimally doped compound, but decreases with temperature in the underdoped compound even above $T_c$. (From Ref.42).

FIG. 8. Specific heat coefficient $\gamma$ for (a) overdoped and (b) underdoped Y$_{0.8}$Ca$_{0.2}$Ba$_2$Cu$_3$O$_{7-\delta}$. In the overdoped material a gap opening, signalled by a peak and the subsequent suppression of $\gamma$, occurs below $T_c$. In the underdoped materials a gap appears to form much above $T_c$, around 140K, in the normal state itself. (From Ref.48).
2. Suppression of specific heat: Another evidence of pseudogap comes from the electronic specific heat$^{42,45}$. The electronic specific heat provides thermodynamic evidence for a gap in the normal state of the cuprates$^{49}$. The specific heat is generally found to be linear in temperature $C_v \approx \gamma T$ above the pseudogap temperature scale $T^*$. Below $T^*$, $C_v/T$ begins to decrease with decreasing temperature (Fig.25), indicating presence of a normal state gap. For YBCO, above $T_c$, overdoped samples show (Fig.25 a) a temperature- and doping-independent $\gamma$. The underdoped samples have a depression of the specific heat coefficient in the normal state below $T^*$ (Fig.25 b)$^{49}$ and the specific heat jump at $T_c$ is diminished with decreasing doping. Evidence of pseudogap in specific heat measurements has also been found in other cuprates$^{50,51}$.

![Diagram](image)

**FIG. 9.** Temperature dependence of in-plane resistivity for underdoped LSCO ($0 \leq x \leq 0.15$). Around the pseudogap temperature scale, the resistivity starts deviating from nearly linear in $T$ high-temperature behavior. (From Ref.37).

3. Transport signatures of pseudogap: There is a significant deviation of in-plane or the $ab$-plane resistivity from the $T$ linear temperature dependence of strange metal at higher temperature. A pseudogap temperature$^{37}$ is identified as the point below which temperature-dependence of in-plane resistivity deviates significantly from its high temperature behavior (see, e.g., Fig.9 a). A similar temperature scale can be inferred from the Hall resistance which, quite remarkably, is strongly temperature dependent$^{52}$. The pseudogap also appears in the $c$-axis resistivity $\rho_c$$^{53,54}$ as an insulator-like increase with decreasing temperature.
FIG. 10. The temperature dependence of the $c$-axis resistivity in underdoped and optimally doped YBa$_2$Cu$_3$O$_{7-\delta}$ after the subtraction of the intercept of a approximately linear-$T$ metallic part; $\alpha_c$ is the slope of the linear-$T$ part. (From Ref.53).

4. Optical gap: A signature of a gap is also observed in infrared measurements exhibiting a suppression in the $ab$-plane optical conductivity $\sigma'_{ab}(\omega)$ separating the low energy Drude peak from ‘bump’-like feature at mid-infrared$^{55,56}$ (see Fig.6 a). Interestingly, $c$-axis optical conductivity $\sigma_c(\omega)$ reveals more dramatic effect of a pseudogap; $\sigma_c(\omega)$ does not have a Drude peak at low energies and shows a significant gap below a characteristic frequency scale. The gap becomes more prominent as one approaches $T_c$.

FIG. 11. $c$-axis optical conductivity for underdoped YBCO demonstrating a pseudogap which fills in with temperature (From Ref.39)

5. Temperature and doping dependent Drude peak: The other interesting observation is that the width of the Drude peak in $\sigma_{ab}$ decreases with temperature, but the area (spectral weight) under it is independent of temperature.$^{57}$ Intriguingly, the integrated area under the Drude peak is found to be linear in $x$.$^{58,59}$ indicating a connection to the doped holes$^3$ and this weight transforms to form the delta function superfluid peak in the superconducting state suggesting $\rho_s \propto x$. However, as we discuss below, ARPES shows a
Fermi surface with an area corresponding to $1 - x$ electrons\(^3\).

FIG. 12. The phase diagram of LSCO showing the onset temperatures, $T^\nu_{\text{onset}}$ and $T^M_{\text{onset}}$, determined by enhanced Nernst and diamagnetic signal, respectively, as a function of doping. $T_c(x)$ is shown for comparison (From Ref.60).

6. Anomalous Nernst and fluctuation diamagnetism regime in the pseudogap phase: Experiments have found a very large diamagnetic and Nernst response in the pseudogap phase of the cuprates. A large diamagnetic signal naturally points towards fluctuating superconductivity as one of the possible origins. Also, the fact that the Nernst response is usually very small in typical nonmagnetic metals and a much stronger response is observed in the vortex-liquid regime of superconductors supports this point of view. Compared to conventional superconductors, the Nernst and diamagnetic response have been found to exist over an anomalously large region\(^{60,61}\) in the pseudogap phase, extending to temperatures far above the superconducting transition temperature $T_c$ (see however ref. 62–64). Another important piece of the debate is related to the fact that the putative boundary\(^{60,61}\) of the large Nernst and diamagnetic response regime, the so-called ‘onset’ temperature $T_{\text{onset}}$, tracks $T_c(x)$ and so follows a dome-shaped curve as a function of doping $x$ instead of tracking the pseudogap temperature scale $T^*(x)$, which monotonically decreases with $x$ (see Fig.12).
This has been argued as evidence against a pairing origin of the pseudogap, mainly due to the expectation that if the pseudogap arises from pairing then superconducting fluctuations and associated Nernst and diamagnetic responses should persist all the way up to pseudogap temperature$^3$.

D. Spectroscopic characteristics of superconducting, strange metal and pseudogap phases

Angle-resolved photoemission spectroscopy (ARPES) and scanning tunneling microscopy (STM) have emerged as two of the major tools for probing condensed matter systems mainly due to their success in directly accessing electronic excitations in cuprates. Here we discuss in somewhat more detail the major findings and phenomenologies that have emerged out of the ARPES and STM studies on cuprates.

1. ARPES: It is really the ARPES experiments$^{10,11}$ that unambiguously demonstrated the pseudogap. Reviews by Damascelli et al.$^{10}$ and Campuzano et al.$^{11}$ provide an in-depth discussion on this topic. Cuprates are ideal candidates for ARPES experiments owing to their approximate 2d nature that enables easy cleavage and possibility of experiments on atomically 2d surfaces that are representative of the bulk. One can also infer the in-plane electron momentum $\mathbf{k}$ with high precision. ARPES, a modern version of familiar photo-electric effect, measures the spectrum of electrons (photoemission intensity as a function of energy $\omega$ and momentum $\mathbf{k}$ of electron in the sample) ejected due to incident photons. In this way, ARPES probes the electronic spectral function or spectral density $A(\mathbf{k},\omega)$, that quantifies the probability of finding an electron with momentum $\mathbf{k}$ and energy $\omega$ (measured from the Fermi energy or the chemical potential). The energy corresponding to the position of a peak (if there is one, as in the case of a quasiparticle in a Fermi liquid) in $A(\mathbf{k},\omega)$ for a fixed $\mathbf{k}$ gives the information of energy of electronic excitations for that $\mathbf{k}$, and their dispersion; the width of the peak is a measure of the life time of such excitations. ARPES can map out the Fermi surface from the $\mathbf{k}$-space locus of the minimum energy excitation$^{10,11}$ in the Brillouin zone. Peak in $A(\mathbf{k},\omega)$ for a particular $\mathbf{k}$ on the Fermi surface appearing at a nonzero energy indicates a gap in the electronic excitation. The gap can either be traced from the raw data of energy distribution curve (EDC, photoemission intensity as a function of energy for a fixed $\mathbf{k}$) through the pulling back of the leading edge of the electronic
FIG. 13. ARPES of underdoped cuprates. a–c Unsymmetrized energy distribution curves (EDC) for underdoped Bi2212 $T_c = 85$ K at different $k$ points on the Fermi surface (panel d). The existence of a gap for $T > T_c$ is signaled by the pullback of the spectrum from the Fermi surface determined by the Pt reference (red lines). e, Temperature dependence of the gap determined from the leading-edge midpoints. (From Ref.65). f, The temperature $T^*$ corresponding to the appearance of the pseudogap is plotted as a function of doping for Bi2212. Triangles are determined from data shown in a. Circles show the energy gap $\Delta(0)$ measured at the antinodal point at low temperatures in the superconducting state. (From Ref.11).

spectrum from the Fermi energy (Figs.27 a-c) or from the peak position of symmetrized EDC$^{10,11}$ (Figs.14 a-e).

Angle-resolved photoemission spectroscopy shows that an energy gap is observed on the Fermi surface crossing along the direction $(\pi,0)$ to $(\pi,\pi)$ i.e. at the antinodal point, even above $T_c$ for underdoped sample (Figs.27 a-c). Although, above $T_c$, a finite spectral weight can be detected at zero energy ($\omega = 0$), justifying the nomenclature ‘pseudogap’. With increasing temperature the pseudogap fills in rather than closing in. Intriguingly, the spectral line width is large implying an incoherent spectra above $T_c$. The appearance of a coherent peak at the gap edge (Figs.27 a-c) indicates the appearance of superconductivity. The size of the pullback of the leading edge and the energy gap measured by the location of the
FIG. 14.  a-e, Evolution of the symmetrized energy distribution curves (EDCs) for underdoped Bi2212 $T_c = 80$ K with temperature. The different EDCs correspond to different $k$ points from the node (lowest curve) to the antinode (uppermost curve). Gapless spectra having a peak at zero energy are shown in green. (From Ref.66). f, Schematic illustration of the development of Fermi arcs with temperature in the pseudogap phase. The $d$-wave node below $T_c$ (top panel) becomes an extended gapless arc above $T_c$ (middle panel) which expands in length with increasing $T$ to form the full Fermi surface at $T^*$ (bottom panel). (From Ref.11).

coherence peak in the superconducting state are basically same. As shown in Fig.27 f, the estimated gap increases with decreasing doping in contrast to $T_c$ which decreases.

As shown in Fig.14, below $T_c$, the energy gap is maximal near $(0, \pi)$ and vanishes along the line connecting $(0, 0)$ and $(\pi, \pi)$ i.e. the nodal direction $(k_x = k_y)$, giving rise to gapless nodal quasiparticles, confirming the $d$-wave nature of the superconductivity. Above $T_c$ the gapless region expands to cover a finite region near the nodal point giving rise to the so-called ‘Fermi arcs’$^{67–69}$ (see Fig.14 f). Strangely, spectral line shape is relatively sharp in the nodal direction even above $T_c$, unlike that along the antinodal direction.

The spectral weight of the antinodal coherence peak, that marks the onset of superconductivity, decreases with decreasing doping$^{11}$. This behaviour is unlike that in any conventional
superconductors\textsuperscript{3}. A more recent and very detailed ARPES study\textsuperscript{70} gives an overall perspective (Fig.15) of the cuprate phase diagram based on the existence of gap and/or sharp spectral peak in the ARPES spectra. For example, the strange metal phase is characterized as the one with neither gap nor sharp peak, whereas the pseudogap has a gapped spectrum but no sharp peak. Interestingly, there is a narrow region above the superconducting dome around optimal doping having both gap and sharp spectral peak, similar to the superconducting state below $T_c$.

2. **Tunneling spectroscopy:** In scanning tunneling spectroscopy (STS) or scanning tunneling microscopy (STM) one measures the tunneling current that flows between a sharp metallic tip and typically a conducting sample separated by thin insulating barrier, generally vacuum\textsuperscript{8,21}. STM allows one to probe the local density of states (LDOS) $\rho(\omega = eV, \mathbf{r})$ at

FIG. 15. The cuprate phase diagram based on either the presence or absence of spectral gap and/or sharp peak. The latter indicates the existence of well-defined quasiparticle excitations, e.g., as in the more conventional metallic state in the overdoped region (From Ref.\textsuperscript{70}).
position $\mathbf{r}$ directly from the differential tunneling conductance $dI/dV$ obtained by measuring tunneling current $I(V, \mathbf{r})$ due to applied voltage difference $V$ between the tip and the sample i.e. $dI(V, \mathbf{r})/dV \propto \rho(\omega = eV, \mathbf{r})$.

STM provides direct real-space information and hence is complementary to ARPES. By virtue of probing the local density of states with very high energy resolution, STM gives direct information\textsuperscript{21} about the gap in the excitation spectrum as well as other spectroscopic features such as scattering rate etc. The Pseudogap was first detected in tunneling spectroscopy by Tao et al.\textsuperscript{72}. A gap-like suppression of LDOS was found in the tunneling conductance of Bi2212 in the normal state. STM studies\textsuperscript{71} on underdoped Bi2212 have again shown a disappearance of the coherence peaks at $T_c$ and the existence of a V-shaped LDOS suppression in the normal state up to room temperature (see Fig.16). This feature can be identified with the signature of pseudogap.

The magnitude of the gap in the superconducting state, measured via the separation

![Fig. 16. LDOS measured via differential tunneling conductance for an underdoped Bi2212 with $T_c = 83$ K and pseudogap temperature $T^* \simeq 300$ K. A gap-like feature indicated by the suppression of LDOS at low energies is seen even above $T_c$ till $T^*$ indicating a pseudogap. Two coherence peaks can be seen below $T_c$. (From Ref.71).](image)
FIG. 17. Doping dependence of LDOS measured through STS at low temperature. The separation between the peaks $2\Delta_p$ quantifies a superconducting gap that decreases with $x$. (From Ref. 71).

FIG. 18. $T^*/T_c$ as a function of $2\Delta_p/k_BT_c$ obtained for various cuprates from STS. Dashed line corresponds to the mean-field $d$-wave relation $2\Delta_p/k_BT^* = 4.3$, but with $T_c$ replaced by pseudogap temperature scale $T^*$. (From Ref. 73, see Ref. 21 for references within the figure).

between the peaks, is effectively temperature independent, unlike that of a BCS gap which closes as the temperature is raised through $T_c$. The same phenomenology applies to the magnitude of the pseudogap which, as in ARPES, fills in with temperature but retains its magnitude up to room temperature in underdoped samples. The magnitude of the gap however does decrease with increasing $x$ (Fig. 17). This is just the opposite to what is expected from BCS theory when the dome-shaped doping dependence of $T_c$ is taken into account (Fig. 27 f).

STM reveals several important relations between the superconducting gap below $T_c$ and pseudogap above $T_c$ and between $T_c$ and $T^*$. Firstly, the superconducting gap and pseu-
dogap has the same scaling with doping, i.e. increasing with decreasing doping. However
the ratios of these two gaps are nearly the same over different compounds and doping in
spite of the fact that their absolute magnitudes change substantially between different com-
ounds and doping. Also the ratio \(2\Delta_p/k_B T_c \approx 4.3\) amazingly follows the BCS \(d\)-wave
relation\(^{22}\) with \(T^*\) replacing \(T_c\) (Fig.18). Here \(\Delta_p\) denotes half of the separation between
two superconducting peaks.

IV. PHENOMENOLOGICAL THEORY OF SUPERCONDUCTING AND PSEU-
DOGAP STATES

A variety of approximate microscopic theories based on many different scenarios and
ideas, from both strong and weak coupling perspectives, have been proposed to understand
the cuprate phase diagram, and numerical techniques at various levels of sophistication have
been tried to address the issue of strong correlations in Hubbard and \(t-J\) models. On
the other hand, in conventional superconductors and, in general, for the study of phase
transitions, phenomenological Ginzburg-Landau (GL) functionals\(^{74}\) written down from very
general symmetry grounds have provided useful descriptions for a variety of systems\(^{75}\).
Specially, Ginzburg-Landau theory has been proven to be complementary to BCS theory for
attacking a plethora of situations in superconductors, e.g., inhomogeneities, structures of
isolated vortex and vortex lattice etc.\(^8\). In the same spirit, some of us have proposed and
developed a phenomenological approach\(^{76}\) for the superconducting and pseudogap states of
the cuprates.

In the phenomenological theory we attribute the pseudogap to short-range local spin-
singlet pairing. This is in line with a large number of theories for cuprate superconductivity
within the so-called “preformed pair scenarios”\(^5\), especially those from the strong coupling
point of view\(^4\). We discuss below a possible microscopic underpinning of our theory from a
strong correlation picture. However, we emphasize that we do not tie ourselves down to any
particular microscopic calculation. Our theory essentially has two main empirical inputs,
namely

1. A pairing temperature scale \(T^*(x)\), mimicking the pseudogap temperature scale
   (Fig.2), below which local pairing amplitude becomes substantial.
2. A 'bare' superfluid density $\rho_s \propto x$, that linearly increases with doping for small $x$, as implied by the Uemura correlation\textsuperscript{17} discussed before.

As we discuss below, based on the above basic ingredients built into the proposed GL functional, we can encapsulate a large number of well known cuprate phenomenologies in the form of a low-energy effective lattice functional of complex spin-singlet pair amplitudes that resides on the Cu-Cu bonds of the CuO$_2$ planes of cuprates. We summarize our results for average pairing amplitude in the superconducting and pseudogap phases, superfluid density, specific heat, vortex properties, fluctuation diamagnetism as well as thermoelectric transport quantity like Nernst coefficient\textsuperscript{76–78} obtained using the proposed functional and compare them successfully with experiments.

Motivated by the picture that emerges from our GL-like approach, we have also extended\textsuperscript{79} it to obtain the electron spectral density that inevitably results from coupling between electrons and Cooper pair fluctuations. These results, and their implications for low energy electronic spectra measured through ARPES and STM, are also discussed.

A. Phenomenological GL-like functional

FIG. 19. The square Cu lattice sites in the CuO$_2$ plane and construction of the bond-centre lattice out of the centers of the Cu-O-Cu bonds. The arrows indicate the direction of equivalent planar spins, with $S_m = (\Delta_m \cos \phi_m, \Delta_m \sin \phi_m)$ representing the complex order parameter $\psi_{ij} = \psi_m = \Delta_m \exp(i\phi_m)$ and antiferromagnetic ordering of spins translating into a long-range $d$-wave superconducting order.

Based on our central assumption of the pairing origin of pseudogap, we propose that, as a minimal description, the free energy of a cuprate in the superconducting and pseudogap
states can be expressed as a functional solely of the complex pair amplitude. We hypothesize a lattice free-energy functional similar in structure to the conventional GL functional, but defined on the CuO$_2$ square lattice. Fig. 19 shows the square planar lattice schematically. The free energy is assumed to be a functional of the complex spin-singlet pair amplitude $\psi_{ij} \equiv \psi_m = \Delta_m \exp(i\phi_m)$, where $i$ and $j$ are nearest-neighbour sites of the square planar Cu lattice and $m$ labels the bond-center lattice site located at the bond between the lattice site $i$ and $j$ (see Fig. 19). The highly anisotropic cuprate superconductivity is modelled as a weakly coupled stack of CuO$_2$ planes and we ignore, as a first approximation, the interplane coupling. The free-energy functional for a single plane is assumed to have the lattice version of the conventional GL functional, i.e.

$$F(\{\Delta_m, \phi_m\}) = \sum_m \left( A\Delta^2_m + \frac{B}{2}\Delta^4_m \right) + C \sum_{\langle mn \rangle} \Delta_m \Delta_n \cos(\phi_m - \phi_n),$$ (3)

We posit the above lattice functional to be more fundamental, in principle, than the conventional continuum GL functional due to underlying strongly correlated nature of the cuprate superconductors and owing to the fact that they have very short coherence length ($\sim 15 - 20\,\text{Å}$). A Gor’kov like microscopic interpretation of $\psi_{ij}$ is as an average spin-singlet nearest-neighbor Cooper pair amplitude, i.e., $\psi_{ij} \equiv \langle \hat{b}_{ij} \rangle / \sqrt{2} \equiv (1/2)\langle a_i^\downarrow a_j^\uparrow - a_i^\uparrow a_j^\downarrow \rangle$. The sites $i$ and $j$ are different because strong electron repulsion $U$ disfavors on-site pairing, while the existence of large nearest-neighbor antiferromagnetic spin-spin interaction in the parent (undoped) cuprate is identically equivalent for spin-$\frac{1}{2}$ electrons to attraction between nearest-neighbor pairs, i.e. $J(\hat{S}_i \cdot \hat{S}_j - \frac{1}{4} \hat{n}_i \hat{n}_j) = -J\hat{b}_{ij}^\dagger \hat{b}_{ij}$. This favours the formation of nearest-neighbour bond spin-singlet pairs.

The ‘on-site’ part of the above functional [eq.(3)] has been written down in a bare minimum form, as a sum of quadratic and quartic terms in $\Delta_m$ in the image of conventional GL theory, for simplicity. We remark that unlike in the original GL theory where the parameters $A$ and $B$ are proposed near $T_c$, we propose this simple form for all $T$ and all $x$, as a qualitatively correct one. The parameters $A$ and $B$ depend, in general, on $x$ and $T$. We assume that $B$ is a positive constant independent of $x$ and $T$ and choose $A(x,T) \propto (T - T^*(x))$ to change sign along a straight line $T^*(x) = T_0(1 - x/x_c)$ running from $T = T_0$ at $x = 0$ to $T = 0$ at $x = x_c$. As a first approximation, this line can be identified with the pseudogap
temperature $T^*(x)$ because the magnitude of the local pair amplitude, $\langle \Delta_m \rangle$, can increase dramatically as the temperature crosses this line due to sign change of $A$.

The occurrence of superconductivity in the model is characterized by a nonzero stiffness for long-wavelength phase fluctuations and is determined by the phase coupling term $C$ [eq.(3)]. The parameter $C$ is taken to be proportional to $x$ in conformity with the Uemura correlation$^{17}$. Also, $C > 0$ so that the zero-temperature superconducting state has $d$-wave symmetry [see Fig.19]. We discuss the choice of doping and temperature dependences of the parameters $A$, $B$ and $C$ in more detail in Appendix A.

Effect of magnetic field: An applied magnetic field perpendicular to the CuO$_2$ planes giving rise to, e.g., the orbital magnetization and magnetothermoelectric effects$^{77,78}$, is incorporated in our model through a bond flux $A_{mn} = (2\pi/\Phi_0) \int_n A \cdot dr$, which modifies $(\phi_m - \phi_n)$ to $(\phi_m - \phi_n - A_{mn})$ in eq.(3), as usual in a lattice GL functional. Here $A$ is the vector potential. Assuming extreme type-II limit as appropriate for the cuprate superconductors, the magnetic field $H$ is given by the condition $\sum \Box A_{mn} = \Phi$, where $\sum \Box$ is a sum over a plaquette of the lattice and $\Phi = Ha^2/\Phi_0$ is the magnetic flux per plaquette in units of the universal flux quantum.

Effect of quantum phase fluctuations: As we discuss below, the superconducting transition temperature $T_c$ obtained in our model follows a dome-shaped curve as a function of $x$. However, on the extreme underdoped and overdoped regimes the superfluid density becomes small in our model$^{76}$. In these regimes, one needs to take into account the effect of quantum phase fluctuations. These would renormalize $T_c$ to zero at finite doping in the underdoped side and their importance is well-supported by experiments$^{81,82}$ and theoretical analysis$^{83}$. We can incorporate quantum phase fluctuation effects in our formalism$^{76}$ by supplementing the free-energy functional of eq.(3) with the following term

$$F_Q\{\hat{q}_m\} = \frac{1}{2} \sum_{mn} \hat{q}_m V_{mn} \hat{q}_n$$

(4)

Here $\hat{q}_m$ is the Cooper pair number operator at site $m$, and $\phi_m$ in eq.(3) should be treated as a quantum mechanical operator $\hat{\phi}_m$, canonically conjugate to $\hat{q}_m$ so that $[\hat{q}_m, \hat{\phi}_n] = i\delta_{mn}$. We take the simplest possible form for $V_{mn}$ i.e. $V_{mn} = V_0 \delta_{mn}$, where $V_0$ is the strength of on-site Cooper pair interaction, an additional phenomenological parameter that can fixed such that $T_c(x)$ curve computed in the phenomenological theory matches the experimental one$^{76}$. We do not include these quantum fluctuations explicitly for calculating thermodynamic
quantities, e.g. specific heat, magnetization etc., associated with pairing fluctuations, since quantum phase fluctuations bring about qualitative changes only at the extreme end of the dome on the underdoped side. For other values of $x$, these fluctuations only renormalize the values of the parameters $A$, $B$ and $C$ of our functional (3). We assume that such renormalizations have already been taken into account while choosing these parameters in tune with experiments. Next we discuss some general aspects of our model and its possible microscopic origin.

**General aspects of the phenomenological theory:** As clearly evident from eq.(3), since $\Delta_m \Delta_n \cos(\phi_m - \phi_n) = -(|\psi_m - \psi_n|^2 - \Delta_m^2 - \Delta_n^2)$, the intersite term can be readily identified with the discretized version of usual spatial derivative term $|\nabla \psi|^2$. The model is thus of the form of a conventional GL model, albeit one that is defined on a lattice at the outset. As discussed above, defining the complex singlet pair amplitude to reside on the Cu – Cu bonds (Fig.19) and choosing the phase coupling term $C$ to be positive, we immediately get a $d$-wave superconducting order at low temperature. The negative sign of $C$ corresponds to more conventional $s$-wave BCS like case. For quantitative comparison with experiments, the lattice should be thought of more appropriately as a phenomenological one that emerges upon coarse graining, albeit with a coarse graining length only three to five times larger than microscopic lattice spacing $a$. Hence, our model, in practice, can be thought of as the discretized version of a continuum theory with the lattice spacing $a$ as a suitable ultraviolet cutoff to describe long wavelength physics. In the presence of magnetic field $H$, the lattice constant is also equivalent to a field scale $H_0 = \Phi_0/(2\pi a^2)$, defined through the flux quantum $\Phi_0 = hc/2e$. In principle, the field scale $H_0$ can be obtained by fitting the field dependence of magnetization with that of experiment.

The free-energy functional in eq. (3) can also be viewed as the Hamiltonian of an XY model with fluctuations in the magnitude of ‘planar spin’ $\psi_m$, where the on-site term in eq.(3) simply controls the temperature and doping dependence of the magnitude. The form of the free-energy functional might seem superficially similar to the widely used model of granular superconductors. However, we would like to re-emphasize that we do not assume any underlying granularity of our system, as mentioned above. Such phenomenological lattice models, in the extreme $XY$ limit, have been employed in the past to study superconductivity in non-granular lattice systems, especially in the context of cuprates.

Additionally, even though the form of our functional is mainly motivated by cuprate
phenomenology, as we discuss below, a similar functional arises quite naturally in a strong
correlation framework for a doped Mott insulator\textsuperscript{88–90}. In general, in such a functional, the
single-site term of eq.(3) will have more complicated form\textsuperscript{89,90}, having many terms in a power
series expansion of $\Delta_m$, in addition to the quadratic and quartic ones that our functional
does. But, as we discuss below, the superconducting dome is reproduced quite reasonably
by truncating the functional to quartic order. In addition, several other experimentally
observed thermodynamic properties of the cuprates over the entire pseudogap regime are
also reproduced by this simplified form of the functional\textsuperscript{76}.

**Microscopic underpinning:** GL theories for cuprates have been proposed by a large
number of authors, arising either out of a particular model for electronic behavior and often
coupled with the assumption of a particular ‘glue’ for binding electrons into pairs\textsuperscript{88,89,91}, or
out of lattice symmetry considerations\textsuperscript{92,93}. The functional in eq.(3) is consistent with square
lattice symmetry and, in principle, does not assume any particular electronic approach, e.g.
weak coupling or strong correlation. However, some of the properties of the coefficients
are natural in a strong electron correlation framework. For example, mobile holes in such
a system can cause a transition between a state in which there is a Cooper pair in the $x$
directed $ij$ bond (Fig.19) to one in which the Cooper pair is in an otherwise identical but
$y$ directed bond $jk$ nearest to it (or vice versa), thus leading to a nonzero intersite phase
coupling term in eq.(3). This is probably connected with the observed\textsuperscript{94} empirical correlation
between $T_c$ and the diagonal or next-nearest-neighbor hopping amplitude $t'$ of electrons in
the Cu lattice.

A phenomenological approach such as ours does not point to a specific ‘glue’ which binds
electrons on nearest-neighbor sites into spin singlet pairs. However, as mentioned before,
in a strong correlation picture, a natural source is $J$. In general therefore, the nearest-
neighbor interaction can be thought of as a mixture of antiferromagnetic spin exchange and
pair attraction. As the Mott insulator is doped and the holes become mobile, it seems
likely (from experiment) that the interaction is more conveniently described as latter than
the former in a mean-field sense. A number of microscopic variational $T = 0$ calculations
appropriate for competing spin density wave and $d$-wave superconducting ground states
as a function of hole doping exist in the literature\textsuperscript{95–97}; they generally suggest a magnetic
ground state or a coexistence of magnetism and superconductivity for low hole doping and a
superconducting ground state for higher doping. Here, we consider only the pair degrees of
freedom and disregard the spin. So, if this description is appropriate, the limiting $(x \to 0)$ pseudogap or bound pair energy scale $T_0$ is expected to be of order $J$ from which the pair attraction originates in the strong correlation picture. Nevertheless, $T_0$ is a factor of two or three smaller than $J$. The decrease of the pseudogap energy scale with $x$ is presumably due to holes because their presence implies at the very least a decrease in the number of nearest-neighbor electron pairs that can be formed. Some early results suggest a mean-field ‘effective’ $J_{\text{eff}} \simeq J - xt$ where $t$ is the nearest-neighbor hopping. This may be relevant to the linear decrease of $T^*(x)$ with doping $x$.

B. Thermodynamic quantities obtained from the phenomenological theory

The main objective of our phenomenological approach is to investigate whether the free energy functional defined in eq.(3) provides a good description of experimental results over a wide range of $x$ and $T$. To this end, we have calculated large number of thermodynamic quantities associated with pairing fluctuations and directly compared them with the experimental observations discussed in section III. Here we list some of the quantities computed within the phenomenological theory. The details of the calculations and the results can be found in Refs.76–78. In section VI, we summarize our main results and briefly discuss how these compare with the cuprate phenomena discussed in section III.

We have calculated the zero-temperature gap $\Delta_0(x)$ and superfluid density $\rho_0^s(x)$ as a function of doping by minimizing the free-energy functional (4) with respect to pairing amplitude $\Delta_m$ at $T = 0$ for the uniform $d$-wave state shown in Fig.19. Thermodynamic quantities, such as average local pairing amplitude $\langle \Delta_m \rangle$, specific heat $C_v$ and orbital magnetization $M$ etc., are calculated via canonical thermal averages, $\langle \ldots \rangle = (1/Z) \int \prod_m d\phi_m d\Delta_m(\ldots) e^{-\beta F(\Delta_m,\phi_m)}$, where $Z$ is the partition function. The calculations have been done via standard techniques like mean-field theory, Monte-Carlo (MC) simulation etc. We have also calculated properties, e.g. core-structure and core-energy $E_c(x)$, of topological defects, i.e. a superconducting vortex, via numerical optimization with appropriate boundary condition. The vortex core-energy has important implications for the transport coefficients in the underdoped regime, as discussed in Ref.77.
V. EXTENSIONS OF THE PHENOMENOLOGICAL THEORY TO DESCRIBE THERMOELECTRIC TRANSPORT AND LOW-ENERGY ELECTRONIC SPECTRA

We have extended the phenomenological theory in several ways, e.g., to study the contributions of pairing fluctuations to thermoelectric transport, such as Nernst coefficient, and also to look into the effects of these fluctuations on low-energy electronic spectral density as directly probed via ARPES and STM. We discuss these extensions below.

A. Relaxation dynamics using the phenomenological theory

To study the influence of pairing fluctuations on transport properties we implement \textsuperscript{78} “model A” dynamics\textsuperscript{74} for a time-dependent complex pair amplitude $\psi_m(t) = \Delta_m(t)e^{i\phi_m(t)}$ given by the stochastic equation

$$\tau D_t \psi_m(t) = -\frac{\partial \mathcal{F}(\{\psi_m, \psi_m^*\})}{\partial \psi_m^*(t)} + \eta_m(t). \quad (5)$$

Here $\mathcal{F}(\{\psi, \psi^*\})$ is a the free energy functional [eq.\eqref{eq:free-energy}], that incorporates the effect of electromagnetic field in the inter-site phase coupling term, as discussed earlier, via a vector potential $A_{mn}(t)$, which can be time-dependent in general. We define a covariant time derivative $D_t = \left( \frac{\partial}{\partial t} + iV_m(t) \right)$, where $V_m(t)$ is a scalar potential at site $m$. The time scale $\tau$, which provides the characteristic temporal relaxation scale of the order parameter dynamics, can in general be complex. However it is required to be real in the presence of particle-hole symmetry, that translates to the requirement that the equation of motion for $\psi_m^*$ be the same as for $\psi_m$ under the simultaneous transformation of complex conjugation ($\psi_m \rightarrow \psi_m^*$) and magnetic field inversion ($H \rightarrow -H$). Evidence of particle-hole symmetry in the form of no appreciable Hall or Seebeck effect is seen in the experimentally accessible regime of the superconductors we study here, and thus we take $\tau$ to be real in our calculations. The thermal fluctuations are introduced through $\eta_m(t)$ with the complex Gaussian white noise correlator $\langle \eta_n^*(t)\eta_m(t') \rangle = 2k_B T \tau \delta_{mn} \delta(t-t')$.

The dynamical model Eq. 5 is the simplest one which yields an equilibrium state in the absence of driving potentials. For conventional superconductors, it can be derived microscopically within BCS theory above and close to the transition temperature $T_c$. However, it has been used phenomenologically to study transport previously in situations where the
microscopic theory is not known, such as for the cuprates\textsuperscript{87,99,100}. We employ the model in a similar spirit here.

**Transport coefficients:** To compute transport coefficients, we numerically integrate the dynamical equations (5), in the presence of either temperature gradient $\nabla T$ or electric field $E$, applied via suitable choice of gauge potentials $A_{mn}(t)$ and $V_m(t)$. The transport current densities, obtained in our model after appropriate subtractions of magnetization currents\textsuperscript{78}, can be related to $\nabla T$ and $E$ using standard linear response relations

$$\begin{pmatrix} J^e_{\text{tr}} \\ J^Q_{\text{tr}} \end{pmatrix} = \begin{pmatrix} \hat{\sigma} & \hat{\alpha} \\ \hat{\alpha} & \hat{\kappa} \end{pmatrix} \begin{pmatrix} E \\ -\nabla T \end{pmatrix},$$

where $\hat{\sigma}$, $\hat{\alpha}$, $\hat{\alpha}$, $\hat{\kappa}$ are the electrical, thermoelectric, electro-thermal and thermal conductivity tensors, respectively. We have mainly studied the Nernst signal $e_N$, which is the electric field $(E_y)$ response to a temperature gradient $(\nabla_x T)$ in the direction transverse to the electric field in the presence of a magnetic field $H$ along $z$-direction, i.e. $e_N \equiv E_y/\nabla_x T$ with open circuit boundary conditions. Under reasonable assumptions\textsuperscript{78}, the Nernst coefficient, $\nu = e_N/H$ can be connected to the thermoelectric coefficients via the simple relation $\nu = \alpha_{xy}/(H\sigma_{xx})$, that we use. We summarize our results of Nernst coefficient calculated over the whole doping-temperature range in section VI.

**B. Pairing fluctuations and low-energy electronic spectra in cuprates**

Decipherment of the physics of high-T\textsubscript{c} cuprates should necessarily involve the understanding of electronic excitations and properties related to them in the various parts of cuprate phase diagram (Fig.2). Hence a phenomenological theory, such as ours, which aims to describe the pseudogap phase as one consisting of preformed pairs of a specific type, is required to include both electrons and Cooper pairs of the same electrons coexisting and necessarily coupled with each other. In our GL-like approach only the latter are explicit, while the former are integrated out. However, effects connected with the pair degrees of freedom are often explored via their coupling to electrons, e.g. via ARPES and STM, as discussed earlier. Here we develop a unified theory of electronic excitations in the superconducting and pseudogap phases, using a model of electrons coupled to spatially and temporally fluctuating nearest-neighbor bond singlet Cooper pairs. We discuss the theory, its basic principles and
assumptions here, and a number of its consequences with respect to cuprate phenomena are summarized in section VI.

**Basic notions and assumptions behind the approach:** The main difficulty in a theory of the above kind is the description of electrons in a presumably strongly correlated system such as a cuprate, which is perhaps best described as a doped Mott insulator\(^3\) with strong low-energy antiferromagnetic correlation between electrons as well as various other types long-and short-range ordering tendencies. This is the major problem for constructing a microscopic theory in the entire field of strongly correlated electrons and dealing with such problems in a controlled manner would probably continue to be an active field of research and one of the most challenging tasks in condensed matter physics for years to come.

However, irrespective of the microscopic origin, the interacting pair degrees of freedom probably still can be described by a phenomenological theory of the kind described here. To pursue this path, one needs to commit to some kind of model for electron dynamics which therefore implies an approach to the coupling between single electronic and pair degrees of freedom. We develop what we believe is a minimal theory, appropriate for low-energy physics. We assume that for energies \(|\omega| \lesssim \Delta\) (\(\Delta\) is of the order of zero temperature superconducting gap), well defined electronic states, namely tight binding lattice states with a renormalized hopping/bandwidth exist and couple to low energy pair fluctuations. Superconducting ordering/phase stiffness and fluctuations are reflected in the pair-pair correlation function. This correlation function has a generic form, especially near \(T_c\), which, for example, may be obtained from the GL-like functional [eq.(3)] or, as we show in Ref.79, can be deduced from various experiments. The inevitable coupling between electrons and low lying fluctuations of pairs, made of the same electrons leads to a self energy with a significant structure for electron momentum \(k\) along the Fermi surface and low electronic excitation energy \(\omega\).

Physically, we have electrons (e.g. those with energy near the Fermi energy) moving in a medium of evanescent pairs which have finite range \(d\)-wave correlation for \(T > T_c\) and have long range order of this kind for \(T < T_c\) in addition to ‘spin wave’ like fluctuations. On approaching \(T_c\) from above, collective \(d\)-wave symmetry superconducting correlations develop among the pairs with a characteristic superconducting coherence length scale \(\xi\) which diverges at the second-order transition temperature \(T_c\). These correlations have a generic form at large distances (\(>>\) the lattice spacing \(a\)). Our theory captures the effects of these
correlations on low-energy unpaired electronic degrees of freedom in the superconducting and pseudogap phases.

**Model:** To motivate the microscopic coupling between the spin-singlet bond pair and electrons, we take the $tJ$ model (1) as the basic starting point. However to circumvent the daunting task of treating the no double occupancy constraint discussed in section II, we use the following simplified Hamiltonian, the so-called ‘plain vanilla’ version of $tJ$ model, i.e.

$$\hat{H} = -\sum_{ij,\sigma} \tilde{t}_{ij} a_{i\sigma}^\dagger a_{j\sigma} - \tilde{J} \sum_{<ij>} \hat{b}_{ij}^\dagger \hat{b}_{ij}. \tag{6}$$

Here the effective hopping $\tilde{t}_{ij} = g_t t_{ij}$ and effective antiferromagnetic exchange $\tilde{J} = g_s J$, which acts as a pair attraction, are strongly affected by correlations via single-site Gutzwiller renormalization factors $g_t = 2x/(1+x)$ and $g_s = 4/(1+x^2)^{101}$. The bare hopping amplitude $t_{ij}$ involves the nearest neighbor ($t$), next-nearest neighbor ($t'$) and further neighbor ($t''$) hopping terms. In our calculations, we use the above mentioned homogeneous Gutzwiller approximation with standard values for $t_{ij}$ ($t = 300$ meV, $t'/t = -1/4$ and $t'' = 0$, see e.g.1).

Very generally, assuming pairing fluctuations to be relevant at low energies, the bond-pair attraction term eq.(6), can be written via Hubbard-Stratonovich transformation as a time and space dependent bond pair potential acting on electrons and characterized by a field $\psi_m(\tau)$ [$\tau$ is the imaginary time; $0 < \tau < \beta = 1/(k_B T)$]. The saddle point of the resulting action in the static limit gives rise to the conventional mean field approximation in which the second term in eq.(6) is written as

$$-\tilde{J}_{ij} (\langle \hat{b}_{ij}^\dagger \rangle \hat{b}_{ij} + \hat{b}_{ij}^\dagger \langle \hat{b}_{ij} \rangle - \langle \hat{b}_{ij}^\dagger \rangle \langle \hat{b}_{ij} \rangle) \tag{7}$$

and the average $\psi_m = \psi_{ij} \equiv \tilde{J}_{ij} \langle \hat{b}_{ij} \rangle$ is determined self-consistently (mean field theory).

The effective Hamiltonian we use is of the form of eq.(6) with the second term in it replaced by eq.(7). This describes two coupled fluids, namely a fermionic fluid and a bosonic fluid, represented respectively by the on-site electron field $a_{i\sigma}^\dagger$ and the bond Cooper pair field $\psi_{ij} = \psi_m$. The properties of $\psi_m$ needed in our calculation are its mean value $\langle \psi_m \rangle$ (nonzero below $T_c$) and the fluctuation part of the correlation function $\langle \psi_m \psi_m^* \rangle$, whose universal form for large $|R_m - R_n|$ near $T_c$ is what we use. These arise from an inter-site term of the form shown in eq.(3).

For a translationally invariant system described by eq.(6), the electron Green’s function
FIG. 20. The pair fluctuation exchange process for the self energy of electrons. Feynman diagram of the process in which an electron \((k, i\omega_n)\) virtually becomes another electron \((-k + 2q, -i\omega_n + iz_m)\) and absorbs a Cooper pair \((2q, iz_m)\) in the intermediate state. The curly line denotes the Cooper pair propagator \(D_{\mu\nu}(2q, iz_m)\) (here \(z_m = 2m\pi/\beta\) is the bosonic Matsubara frequency, \(m\) being an integer).

satisfies the Dyson equation

\[
G^{-1}(k, i\omega_n) = (G_0)^{-1}(k, i\omega_n) - \Sigma(k, i\omega_n),
\]

where \(\Sigma(k, i\omega_n)\) \(\omega_n = (2n+1)\pi/\beta\) is the fermionic Matsubara frequency with \(n\) as an integer] is the irreducible self energy, originating from the coupling between bond pairs and electrons with bare propagator \(G_0(k, i\omega_n) = (i\omega_n - \xi_k)^{-1}, \xi_k = \epsilon_k - \mu\) and \(\epsilon_k\) is the Fourier transform of the hopping \(\tilde{t}_{ij} = \tilde{t}_{i-j}\) (\(\mu\) is the chemical potential). We use the well-known lowest-order bosonic fluctuation exchange approximation for \(\Sigma(k, i\omega_n)\) shown diagrammatically in Fig.20.

Close to \(T_c\), the temporal decay of long-wavelength fluctuations is specially slow due to critical slowing down, so that they can be regarded as quasistatic. The self energy \(\Sigma\) can then be expressed as

\[
\Sigma(k, i\omega_n) = \frac{-1}{N} \sum_{q,\mu,\nu} G_0(-k + 2q, -i\omega_n)D_{\mu\nu}(2q)f_\mu(k, q)f_\nu(k, q)
\]

where \(N\) is the total number of Cu sites on a single CuO\(_2\) plane and \(\mu, \nu\) refer to the direction of the bond i.e. \(x\) or \(y\) (see Fig.19). \(D_{\mu\nu}(2q) = \sum_R D_{\mu\nu}(R) \exp(-i2q.R)\) is the static pair propagator of Cooper pair fluctuations with

\[
D_{\mu\nu}(R_{ij} - R_{j\nu}) = \langle \psi_{i\mu}\psi_{j\nu}^* \rangle.
\]
range order (LRO) described as ‘Ne’el’ order (Fig. 19) of the ‘planar spin’ \( \psi_m \) in the bipartite bond-centre lattice, the standard sublattice transformation [i.e. \( \psi_m \rightarrow \tilde{\psi}_m = \Delta_m \exp(i\tilde{\phi}_m) \)] where \( \tilde{\phi}_m = \phi_m \) for \( x \)-bonds and \( \tilde{\phi}_m = \phi_m + \pi \) for \( y \)-bonds] implies

\[
D_{xx}(\mathbf{R}) = D_{yy}(\mathbf{R}) = -D_{xy}(\mathbf{R}) = -D_{yx}(\mathbf{R}) \equiv D(\mathbf{R}),
\]

where \( D(\mathbf{R}) \) can be written as

\[
D(\mathbf{R}_m - \mathbf{R}_n) = \langle \tilde{\psi}_m \rangle \langle \tilde{\psi}^*_n \rangle + \tilde{D}(\mathbf{R}_m - \mathbf{R}_n).
\]

Here \( \tilde{D}(\mathbf{R}) \) is the fluctuation term. The LRO part \( \langle \tilde{\psi}_m \rangle \equiv \Delta_d \) leads to a \( d \)-wave Gor’kov like gap with \( \Delta_k = (\Delta_d/2)(\cos k_x a - \cos k_y a) \); the corresponding electron self energy is \( \Sigma(\mathbf{k}, i\omega_n) = \Delta_k^2/(i\omega_n + \xi_k) \). In widely used phenomenological analyses\textsuperscript{102} of ARPES data, this form is used above \( T_c \) with lifetime effects, both diagonal and off-diagonal in particle number space added to \( \Sigma \), i.e.

\[
\Sigma(\mathbf{k}, \omega) = -i\Gamma_1 + \frac{\Delta_k^2}{\omega + \xi_k + i\Gamma_0}
\]

Here \( \Gamma_1 \) is single-particle scattering rate and \( \Gamma_0 \) is assumed to originate due to finite life-time of \textit{preformed} \( d \)-wave pairs\textsuperscript{102}.

We propose here that as described above, the electrons move (above \( T_c \)) not in a pair field with \( d \)-wave LRO which decays in time at a rate put in by hand, but in a nearly static pair field with growing correlation length \( \xi \). We assume, as appears quite natural for a system with characteristic length scale \( \xi \) that \( \tilde{D}(\mathbf{R}) \sim \exp(-R/\xi) \) for large \( R \), while \( \xi \) diverges at \( T_c \). This natural form for \( \tilde{D}(R) \) is found, for example, in the Berezinskii-Kosterlitz-Thouless (BKT) theory\textsuperscript{74} for two dimensions and in a GL theory for all dimensions. For large correlation lengths, \( \Sigma(\mathbf{k}, i\omega_n) \) obtained in our theory is nearly the same as that for preformed \( d \)-wave symmetry pairs. Below \( T_c \), \( \tilde{D}(R) \) decays as a power law (i.e. \( \tilde{D}(R) \sim R^{-\eta} \) with \( \eta > 0 \)) due to order parameter phase or ‘spin wave’-like fluctuations\textsuperscript{79}. We find here the consequences of these for the spectral function, i.e.

\[
A(\mathbf{k}, \omega) \equiv -\frac{2}{\pi} \text{Im} [G(\mathbf{k}, i\omega_n \rightarrow \omega + i\delta)],
\]

measured in ARPES. \( G(\mathbf{k}, i\omega_n) \) is obtained from eq.(8) with the self energy calculated from eq.(9) using the aforementioned forms of the pair propagator \( \tilde{D}(\mathbf{R}) \) (or \( D(\mathbf{R}) \)) for temperatures above and below \( T_c \).
In a regime where the fluctuations in the real pair magnitude $\Delta_m$ are short ranged,

$$D(R) \simeq \langle \Delta(R)\Delta(0) \rangle \langle e^{i[\tilde{\phi}(R) - \tilde{\phi}(0)]} \rangle \equiv \tilde{\Delta}^2 \tilde{D}(R)$$

for large $R$ ($R \gg a$) [as evident from eq.(12), $\tilde{D}(R) \simeq \Delta^2(D(R) - | < e^{i\tilde{\phi}(0)} > |^2)]$. This decoupling between magnitude and long distance phase correlations is accurate for $x \lesssim x_{opt}$, a manifestation of which is the separation between $T^*$ and $T_c$. Our calculations based on eq.(15) are therefore reliable in this doping range. For strictly two-dimensional system mostly considered here, we use the general form\textsuperscript{74} for the phase correlator,

$$\tilde{D}(R) = (\tilde{\Lambda} R)^{-\eta} \exp \left( -R/\xi \right)$$

(with $\tilde{\Lambda} \sim a^{-1}$) in eq.(9). An analytical expression can be obtained for the self energy in this case\textsuperscript{79}, namely

$$\Sigma(k, i\omega_n) \simeq \frac{-i \text{sgn}(\omega_n)\Gamma(1-\eta)\tilde{\Delta}_k^2}{(\tilde{\Lambda}v_k)^{\eta}(v_k/\xi - i \text{sgn}(\omega_n)(i\omega_n + \xi_k))^{1-\eta}}$$

In this equation, $\Gamma$ is the well known gamma function and $v_k = \frac{1}{a} \frac{\partial \xi_k}{\partial k}$ (with $v_k = |v_k|$) is the velocity (expressed in units of energy) obtainable from the energy dispersion $\xi_k$. The above self energy does not affect the nodal quasiparticles owing to the $k$ dependence of $\tilde{\Delta}_k = (\tilde{\Delta}/2)(\cos k_x a - \cos k_y a)$ . We have also obtained electronic self-energy for an anisotropic three-dimensional system with small interlayer coupling, as appropriate for the cuprates\textsuperscript{79}. We have used inputs from our phenomenological theory as well as from experimental data to estimate various parameters, such as $\tilde{\Delta}$, $\xi$, $\eta$, that enter into the self-energy\textsuperscript{79}. We summarize the main results of our calculations for low-energy electronic spectral properties in the next section.

VI. RESULTS FROM THE PHENOMENOLOGICAL THEORY AND COMPARISON WITH EXPERIMENTS

Fig.21 shows overall phase diagram obtained from our phenomenological theory and its extensions to capture thermoelectric transport and low-energy electronic spectra. We summarize our main results below and indicate how they compare with the cuprate phenomenology discussed in Section III.
FIG. 21. A schematic phase diagram for the model [eq. (3)] in the hole doping $x$ and temperature $T$ plane. The local pairing temperature scale $T^*(x)$, (solid black line) is an input to our phenomenological model [eq. (3)] and it mimics the experimental pseudogap temperature scale. The model reproduces a dome-shaped superconducting region (drawn in pink). The region of enhanced fluctuation diamagnetism and Nernst signal (shaded in blue) in the pseudogap phase and corresponding onset temperature $T_{\text{onset}}$ are shown. Between $T_c$ and $T^*$, electronic spectral functions shows an antinodal pseudogap. The pseudogap state is also characterized by Fermi arcs that emerges from $d$-wave node at $T_c$ and persist all the way up to $T^*$. The two arcs shown by dotted lines denote regions where quantum fluctuation effects, as well as other low-energy degrees of freedom, such as electronic and spin plus their coupling with pair degrees of freedom, need to be explicitly included in the free energy functional.

1. **Superconducting and pseudogap phases:** The pseudogap and superconducting states are both described by a non-zero thermal average of local pairing amplitude, i.e. $\Delta(T) = \langle \Delta_m \rangle \neq 0$. The superconducting state has long-range phase coherence characterized by superfluid density $\rho_s(x, T)$ becoming non-zero below a transition temperature $T_c(x)$ (Fig. 21), that reproduces the nearly parabolic superconducting dome of Fig. 2. The results for the zero-temperature gap, $T_c$ as a function of $x$ and superfluid density as function of $x$ and $T$ are shown in Figs. 22, 23. We have also calculated the effect of quantum phase fluctuations on $T_c$ in the underdoped regime; $T_c$ is pushed to zero at nonzero $x$, leading to a $T_c(x)$ dome\textsuperscript{76} in close agreement with experiment.
FIG. 22. Doping dependence of different temperature scales ($T^* = T_l^0$ and $T_{BKT}$, the Berezinskii-Kosterlitz-Thouless transition temperature, as appropriate for the purely 2d system considered here) and the zero temperature gap $\Delta_0$ are shown in the main plot.

FIG. 23. Finite temperature superfluid density calculated via MC simulation for different $x$ values. The dashed line corresponds to the size of universal Nelson-Kosterlitz jump expected at a BKT transition. $T_{BKT}(x)$ has been obtained from the intersection of this line with $\rho_s(x,T)$ vs. $T$ curves.

2. Pseudogap crossover: The onset of pseudogap state is characterized by rapid but smooth crossover of various quantities across $T^*(x)$ which is an input incorporated via change of sign of the coefficient $A$ [eq.(3)] in our theory. For example, the local pairing amplitude $\Delta(T)$ rises rapidly with decreasing temperature across $T^*(x)$ and the pairing contribution to the specific heat has a broad ‘hump’ around the same temperature. Both of these are consistent with experiments, namely spin gap seen in Knight shift (Section III C) and broad feature seen in specific heat measurements. In our theory, a similar crossover also
FIG. 24. The figure shows a crossover $\langle \Delta_m \rangle$ from small to large values around $T^*(x)$ and an onset of the second gap feature at $T_c$.

appears at a temperature where the antinodal pseudogap in electronic spectral function is completely filled up or, in other words, the Fermi arc extends over the full Fermi surface$^{79}$. All these various crossovers appears around temperature $T^*(x)$, however not all at exactly same temperature but over a somewhat broad range around $T^*(x)$$^{76}$ (see Fig.21), justifying the pseudogap temperature scale as a crossover rather than a sharp transition, as seen in the experiments III C. The results for pseudogap crossover seen in local pairing amplitude and specific heat are shown in Figs.24,25.

FIG. 25. (a) Specific heat obtained from MC simulation of our model. Panel (b) shows the evolution of the broad maximum around $T^*$ with doping in the underdoped region.
3. Large region of fluctuation diamagnetism and Nernst effect above $T_c$: We obtain a region of enhanced fluctuation diamagnetism in the pseudogap phase extending far above (around 1.5 times) the transition temperature $T_c$ and show that the boundary of the region, namely the onset temperature $T_{\text{onset}}(x)$, follows a dome shaped curve tracking $T_c$ as a function of doping (Fig. 21). The results for Nernst regime computed from our theory is shown in Fig. 26. Similar feature is also seen for magnetization.

![Figure 26](image)

**FIG. 26.** $\alpha_{xy}$ in the $x - T$ plane for two different values of the magnetic field (a) $H/H_0 = 0.1$ and (b) $H/H_0 = 0.2$. The lines of constant $\alpha_{xy}$ follow the superconducting dome. This indicates that the equilibrium superconducting fluctuations responsible for the suppression of the superfluid stiffness also determine the thermoelectric response.

Experimentally, both the Nernst effect and diamagnetism have been seen to track the superconducting dome. As mentioned earlier, the persistence of the Nernst and diamagnetism signal over a dome-shaped region above $T_c$, instead of the entire pseudogap state till $T^*(x)$, has been argued as evidence against the pairing origin of the pseudogap line. This is due to the expectation that if the pseudogap line is related to pairing then superconducting fluctuations should continue till $T^*$. However, on the basis of our results, we can argue that this expectation is not justified since pairing fluctuations identifiable as superconducting fluctuations, e.g. those detected through Nernst or diamagnetism, are mainly controlled by $\rho_s$ or the $T_c$ scale. The GL-like model we study has the pseudogap temperature $T^*(x)$ explicitly set as the local pairing scale by construction, but, even then, the diamagnetic signal tracks the superconducting $T_c$ that is governed by the superfluid density rather than the pairing scale $T^*$ on the underdoped side. The suggestion is that the long wavelength...
anomalies in Nernst effect and fluctuation diamagnetism require a large correlation length for superconducting phase fluctuations as happens near $T_c$.

FIG. 27. The Fermi surface and the spectral density along it. a, Fermi surface (FS) in the first quadrant of the Brillouin zone for $x \approx 0.11$, a typical value. The angular position $\phi$ on the Fermi surface is shown. b-f, Single-particle spectral density $A(k,\omega)$ at 15 equally spaced points (red circles) on the Fermi surface in a shown vertically shifted from node (bottom) to antinode (top), as a function of temperature at $x \approx 0.11$. Blue and red lines correspond to Fermi arc and gapped portions of FS, respectively. (From Ref.76)

4. Filling up of pseudogap and evolution of Fermi arc with doping and temperature: We show that, in remarkable agreement with ARPES experiments, non-zero local pairing amplitude above $T_c$ manifests itself as pseudogap in the electronic spectral function on the putative Fermi surface that exists above the pseudogap temperature scale. Two spectral peaks appear away from the $\omega = 0$, however their is finite spectral weight at the zero energy. Above $T_c$, finite near-nodal gapless regions on the Fermi surface, or Fermi arcs, emerges from the $d$-wave node below $T_c$. The arcs expands with increasing temperatures and finally take over the whole Fermi surface at a temperature $T_{an} \approx T^* (x)$, where the
antinodal pseudogap gets completely filled up. The results are shown in Figs. 27, 28.

![Fermi arcs above $T_c$](image)

**FIG. 28.** **Fermi arcs above $T_c$.**

- **a.** Colourmap of $A(k, \omega = 0)$ over the first quadrant of the Brillouin zone for two values of $x$ at different temperatures. The Fermi arc is easily picked out visually. The color bar indicates the value of $A(k, \omega = 0)$. **b.** The arc length vs. $T/T_{an}$ curve, averaged over the entire doping range ($x \lesssim x_{opt}$). On the $y$-axis, 0% is the node and 100% is the antinode. The experimental data are from Ref.104. The vertical error bars in the theoretical points indicate the variation of the arc length at different $x$ for a given $T/T_{an}(x)$. **c.** The antinodal pseudogap filling temperature $T_{an}$ as a function of $x$ is compared with the data for the pseudogap temperature $T^*$ from ARPES$^{66}$. (From Ref.79)

5. Deviation from $d$-wave gap structure below $T_c$ due to phase fluctuations: ‘Two gaps’ from one gap:

Possibly the most widely explored property of a superconductor is the energy gap $\Delta_k$ or $\Delta(\phi)$. The apparent deviation (‘bending’) of the gap below $T_c$, inferred from ARPES$^{105}$, from the $d$-wave form has been the subject of a great deal of current interest, leading to speculation that there are two gaps in high-$T_c$ superconductors$^{106}$. We have obtained the gap $\Delta_k$ from the peak position of the calculated spectral function $A(k, \omega)$ for a fixed $k$ as mentioned earlier and conclude from the results (see Fig. 29a) that the ‘bending’ is due to the coupling of the electron to thermal phase fluctuations (‘spin waves’) below $T_c$. As expected from such an origin, it is large close to $T_c$, and small as $T \to 0$. These results confirm that there is only one gap, but that to ‘uncover’ it, effects of coupling to pair fluctuations (‘spin waves’) have to be factored in.
FIG. 29. Spectral properties below \( T_c \). a, Deviation of \( \Delta_k \) from the \( d \)-wave form, \(| \cos k_x a - \cos k_y a | \), below \( T_c \) for \( x = 0.16 \) is compared with \( \Delta_k \) obtained in ARPES\(^{105}\). At low temperature (\( T = 10 \) K), \( \Delta_k \) follows the canonical \( d \)-wave form (a straight line), but bends away considerably from it close to \( T_c \). For \( T < T_c \), we have shown \( \Delta_k \) obtained for both the true LRO phase [i.e. \( D(R \to \infty) = |\langle \psi_m \rangle|^2 \neq 0 \)] and the quasi-LRO or QLRO phase [i.e. \( D(R) \sim R^{-\eta} \xrightarrow{R \to \infty} 0 \)]. b, The antinodal peak height \( A^p_{an} \) vs. \( T \) tracks \( \rho_s(T)/T \) vs. \( T \). Inset At low temperatures (\( T = 6 \) K) \( A^p_{an}(x) \) closely follows \( \rho_s(x) \), especially in the underdoped side (\( x \lesssim 0.16 \)).

VII. CONCLUSION AND FUTURE DIRECTIONS

The cuprate superconductors are unusual materials both in their superconducting and non-superconducting states. After a description of some of their strangeness (Section III), we have described a phenomenological theory that focuses on their superconductivity and on the properties connected with pairing fluctuations. We have also described a simple model which couples the fluctuations to electrons. Our aim has been to show that such an approach, in principle and in practice, successfully makes sense of the large amount of experimental information accumulated over decades on these materials, and that it does this both qualitatively and quantitatively. Given that such an approach is made in the background of our already strong and increasing knowledge of electrons in condensed matter, and given the repeated discovery of major novel experimental facts, some directions suggest themselves,
in addition to several extensions, such as the inclusion of quantum phase fluctuations in the GL theory, already mentioned. One direction, within the ambit of phenomenological theory, is to enlarge it to include competing order. In the last several years, CDW (charge density wave) correlations have been clearly seen in these materials. Their dependence on doping, temperature and magnetic field, whether the order is short or long range, whether they are bond CDW’s or not, have all been documented extensively. Whether this is a competing order and whether there is ineluctable complexity in these compounds, are important questions. There is again considerable experimental support for other non Cooper pair correlations such as electronic liquid crystal like effects, SDW (spin density wave) like correlations.

The approach emphasizes the importance of phase fluctuations and is really a theory in which Cooper pair magnitude $\Delta_m$ and the phase $\phi_m$ are both relevant low-energy degrees of freedom whose significance varies with doping $x$ and temperature $T$. For small $x$, the amplitude fluctuations are not important. This is like in interacting spin models where spin length fluctuations are not important, only there directional fluctuations which are like phase angle ($\phi_m$) fluctuations are thermally excited. As $x$ increases, amplitude $\Delta_m$ fluctuations have decreasing energies, till presumably for large $x$, one has the BCS like limit where both these are indistinguishable energetically. This raises several important questions. One is that there are and must be other phase angle fluctuations besides the $d$-wave like ones in which we constrain the nearest neighbor $x, y$-bond angles to be ($\pi/2$) out of phase. These have been investigated recently and have important consequences. The other is whether there is indeed a BCS limit, given the short coherence length. Questions connected with time-reversal symmetry breaking, anomalous Kerr effect etc. are other basic directions. Can the effects be understood in the above framework?

An overarching issue is the need for a microscopic theory with electrons as basic ingredients. The analogue is the celebrated BCS theory which followed the original GL theory in seven or so years. Here, nearly a quarter of century after the discovery of cuprate superconductivity, and in the background of a large number of well developed many-body electronic approaches, a phenomenological theory has been proposed. The underlying question is the well known problem of a theoretical description of strongly correlated mobile electrons. Many phenomena of the strange metal phase itself, depend for their theoretical understanding on the development of such a theory, so that the development of a ‘reliable’
many-particle approach for strongly correlated electrons with inevitable pairing correlations is a pressing necessity for a comprehensive theory of electronic matter.

Appendix A: Parameters of the phenomenological theory

As natural in a phenomenological theory, the parameters of the functional in eq.(3) are chosen to be consistent with experiment. The doping and temperature dependence of the coefficients are parametrized as $A(x, T) = (f/T_0)^2[T - T^*(x)]e^{T/T_0}$, $B = bf^4/T_0^3$ and $C(x) = xc f^2/T_0$; $f$, $b$, $c$ are dimensionless and $T^*(x) = T_0(1 - x/x_c)$ with the single energy scale $T_0$ and doping concentration $x_c = 0.3$ controlling the pseudogap temperature scale. The phenomenological parameters $f$, $b$, $c$ vary for different cuprates and $T_0$ is the bare pseudogap temperature extrapolated to zero doping. The exponential factor $e^{T/T_0}$ appearing in $A$ is not very crucial in the temperature range of our interest, i.e. below the pseudogap temperature. This factor suppresses average local gap magnitude $\langle \Delta_m \rangle$ at high temperatures ($T \sim T^*(x)$) with respect to its otherwise temperature independent equipartition value $\sqrt{T/A(x, T)}$ which will result from the simplified form of the functional [Eq.(3)] being used over the entire range of temperature. Such a suppression is natural in a degenerate Fermi system; the relevant local electron pair susceptibility is rather small above the pair binding temperature and below the degeneracy temperature.

The forms of the parameters $A$, $B$ and $C$ specified above allow us to reproduce the superconducting dome. However, it is also important to mention that having chosen $A$, $B$ and $C$ to reproduce the superconducting dome, the doping and temperature dependences of other physical properties like the superfluid density, the magnitude of the local gap, specific heat, orbital magnetization and Nernst coefficient also agree very well with experiments.

While, underdoped phenomenology plays an important part in determining the form of our model, e.g. to determine the doping dependence of the parameter $C$ as mentioned above, it also produces the standard GL theory for conventional superconductors on the overdoped side. The amplitude of pairing approaches zero at $T_c$, or in other words the actual or ‘renormalized’ pairing scale $\tilde{T}^*(x) \approx T_c(x)$, on the overdoped side in our theory. This is in conformity with the common expectation that the BCS theory or mean-field GL theory is more appropriate for overdoped cuprates.

For specific values of the parameters, e.g. for Bi2212, which has a $T_c^{\text{opt}} \simeq 91$ K at $x =$
$x_{\text{opt}} \approx 0.15$, we choose $f \approx 1.33$, $b = 0.1$, $c \approx 0.3$ with $T_0 \approx 400$ K. This choice of parameters leads to an optimal BKT transition temperature $T_{\text{KT}}^{\text{opt}} \approx 75 K$ for the 2D system that we study. In the cuprates, the small but finite inter-layer coupling between CuO$_2$ planes is expected to lead to a slightly higher $T_c$. The interlayer coupling can be easily incorporated in our model in the manner of Lawrence and Doniach
. Since this coupling is, in practice, quite small (e.g. the measured anisotropy ratio in Bi2212 is about 100), it makes very little difference quantitatively to most of our estimates.
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