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SUMMARY We focus on the feature transform approach as one methodology for biometric template protection, where the template consists of the features extracted from the biometric trait. This study considers some properties of the unitary (including orthogonal) transform-based template protection in particular. It is known that the Euclidean distance between the templates protected by a unitary transform is the same as that between original (non-protected) ones as a property. In this study, moreover, it is shown that it provides the same results in \(l^p\)-norm minimization problems as those of original templates. This means that there is no degradation of recognition performance in authentication systems using \(l^p\)-norm minimization. Therefore, the protected templates can be reissued multiple times without original templates. In addition, a DFT-based template protection scheme is proposed as an unitary transform-based one. The proposed scheme enables to efficiently generate protected templates by the FFT, in addition to the useful properties. It is also applied to face recognition experiments to evaluate the effectiveness.
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1. Introduction

Establishing the identity of a person is a critical task in any management system. A surrogate representation such as passwords and IC cards is not sufficient for reliable management systems, because it is easily shared, misplaced, or stolen. On the other hand, biometric recognition offers a reliable solution to the problem of user identification in identity management systems, due to a number of desirable properties of biometric traits. However, there are still some issues concerning the security of biometric recognition systems. One of the most critical issues is template security, on which we focus in this study. Therefore, a lot of researchers have studies various kinds of biometric recognition schemes not only to improve recognition performance but also to protect biometric templates. In addition, Security and privacy evaluation metrics for biometric template protection are now under standardization process as ISO/IEC WD 30136 [1]. Furthermore, it is pursued to fix the definition of metrics for measuring irreversibility, secrecy, and unlinkability and to devise methods for empirical evaluation of these metrics.

The template protection schemes proposed in literatures can be broadly classified into two categories, feature transformation approach and biometric cryptosystem [2], [3]. The former [4]–[16] has a high degree of freedom for signal processing in the protected domain, compared to the latter [17]–[21]. Feature transform schemes can be further categorized as salting biometric [4]–[8] and non-invertible [9]–[16] transforms.

The unitary transform-based template protection in this study corresponds to a salting biometrics transformation in the feature transformation approach. In generally, non-invertible transforms are preferable in terms of security, but it is difficult to guarantee no degradation of recognition performance in a deterministic way. In addition, it has been pointed out that there are some risks for estimating an original template from the protected one, by using some state-of-the-art techniques such as compressed sensing or non-linear filtering [14], [22]. Also, a template protection scheme with perfect security was proposed as a feature transform scheme [23], [24]. However the scheme focuses on only correlation-based matching. On the other hand, the unitary transform-based protection provides a few good properties, although parameters have to be securely managed as secret keys. For example, the Euclidean distance between the protected templates is equal to that between original ones [8].

This study considers additional properties of the unitary transform-based template protection. We show that the result of solving problem of \(l^2\)-norm minimization is exactly the same as that of original templates. As a result, the protected template can be reissued multiple times by simply repeating the protection. Besides, a DFT-based protection scheme is proposed as one of unitary transformation ones. In this scheme, random orthogonal matrices are easily produced and the FFT can be used to efficiently generate protected templates. Finally, the proposed scheme is also applied to face recognition experiments to verify the effectiveness of the proposed one.

2. Preparation

2.1 Biometric Authentication System

In this study, we consider the biometric authentication system in Fig. 1, which is using a parameter \(p\), as a user specific password or key. In the enrollment, a feature set \(f_i\), called a template is extracted from each biometric training sample, and then a transform function \(T(\cdot)\) is applied to the template
to generate a protected template \( \hat{f} = T(f_i, p_i) \). Next, only the protected template is stored into a database. The user \( i \) receives the parameter \( p_i \) from the enrollment system. On the other hand, in the authentication, the user \( i \) gives the parameter \( p_i \) to the system and the same transform function \( T(\cdot) \) is applied to a query feature \( y_i \). Finally the transformed query \( T(y_i, p_i) \) is directly matched against the database.

The purpose of the study is to consider the transform function in this system. In particular, some properties of the unitary transform-based template protection are discussed and a DFT-based template protection scheme is proposed as one of unitary transform schemes.

2.2 Template Protection

An ideal biometric template protection scheme should have the following four properties [2].

1. Performance: the biometric template protection scheme should not degrade the recognition performance of the biometric system.
2. Revocability: it should be possible to revoke a compromised template and generate a new one based on the same biometric data.
3. Security: it must be computationally hard to obtain the original biometric template from the secure template.
4. Diversity: the secure template must not allow cross-

matching across databases.

We will evaluate the unitary transform-based template protection regarding these properties.

3. Proposed Scheme and Its Properties

In this section, a new property of the unitary transform approach is presented and a DFT-based template protection scheme is proposed.

3.1 Generation of Protected Templates

A. Unitary Transform-Based Template Protection

Generally, a template \( f_i \in \mathbb{R}^N \) is protected by a unitary matrix having randomness with a parameter \( p_i \), \( Q_{p_i} \in \mathbb{C}^{N \times N} \) as

\[
\hat{f}_i = T(f_i, p_i) = Q_{p_i} f_i,
\]

where \( \hat{f}_i \) is the protected template. A lot of generation schemes of \( Q_{p_i} \) have been studied to generate unitary or orthogonal random matrices [5], [6], [8]. For example, the Gram-Schmidt method is applied to a pseudo-random matrix to generate \( Q_{p_i} \) [8]. However, generally, the conventional schemes are computationally expensive [5], [6].

B. DFT-Based Template Protection

The DFT is applied to each template \( f_i = [f_i(0), f_i(1), \ldots, f_i(N-1)]^T \), \( i = 1, 2, \ldots, K \)

\[
F_{ik} = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} f_i(n) \cdot W_{nk}, \quad k = 0, 1, \ldots, N - 1
\]

where, \( W_n = e^{-j\frac{2\pi n}{N}} \) and \( [\cdot]^T \) means the transposed operation. When the DFT matrix is expressed as \( A \in \mathbb{C}^{N \times N} \), Eq. (2) is given by:

\[
F_i = Af_i,
\]

where \( F_i = [F_i(0), F_i(1), \ldots, F_i(N-1)] \). Next, \( N \) phase values \( \theta_{p_i}(k) \in \{2\pi k + \alpha | k = 0, 1, \ldots, N-1, \alpha \in \mathbb{R} \} \) are randomly generated by using a pseudo random generator [25], [26] and the phase vector \( \theta_{p_i} \) is used to define a diagonal matrix \( H_{p_i} \):

\[
H_{p_i}(k, k) = e^{j\theta_{p_i}(k)}, \quad k = 0, 1, \ldots, N - 1.
\]

Note that the random phase matrix \( H_{p_i} \), satisfies

\[
H_{p_i}^* H_{p_i} = I,
\]

where \( [\cdot]^* \) and \( I \) mean the Hermitian transpose operation and the identity matrix respectively, and \( \theta_{p_i} \) corresponds to \( p_i \) in Fig. 1. Then, \( H_{p_i} \) is multiplied to \( F_i \) as

\[
\hat{F}_i = H_{p_i} F_i = H_{p_i} Af_i.
\]

Comparing Eq. (6) with Eq. (1), the relation is given as,
$Q_p = H_p A.$  

Note that $H_p A$ is also a unitary matrix as well as $A$, where $A$ is a fixed unitary matrix and $H_p$ is a diagonal one with randomness. Therefore, $H_p$ can be easily designed, compared to the direct design of $Q_p$. In addition, the FFT is available for the transformation. It is also possible to obtain a protected template with real numbers by calculating the inverse DFT.

$\hat{f}_i = A^{-1} \hat{f}_i = A^{-1} H_p A f_i,$  

(8)

where $\theta_{p_i}$ has to satisfy the relation $\theta_{p_i}(k) = 2\pi - \theta_{p_i}(N - k), \ k = 1, \ldots, \lceil\frac{N-1}{2}\rceil$ if we want real values as $\hat{f}_i \in \mathbb{R}^N$. As with Eq. (1), Eq. (8) can be also expressed by

$\hat{f}_i = T(f_i, p_i).$  

(9)

The random phase matrix $H_p$ in Eq. (4) is an example of random unitary matrices for the DFT-based template protection. The random phase matrix remains the power spectrum as the original one. To avoid this situation, for example, a random permutation matrix that permutes the order of elements of a vector, can be used as $H_p$. Equation (10) is an example for $N = 4$.

$$H_p = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}.$$  

(10)

Note that the random permutation matrix is a unitary (orthogonal) matrix.

The proposed protection is one of the unitary transform-based template protection. Therefore, the protected templates have the following properties under $p_i = p_j$ [6].

Property 1 : Conservation of the Euclidean distances.

$$\sqrt{\sum_k (f_i(k) - \hat{f}_i(k))^2} = \sqrt{\sum_k (\hat{f}_i(k) - \hat{f}_j(k))^2}$$

Property 2 : Conservation of inner products.

$$\sum_k f_i^*(k) f_j(k) = \sum_k \hat{f}_i^*(k) \hat{f}_j(k)$$

Property 3 : Conservation of correlation coefficients.

$$\frac{\sum_k (f_i(k) - \bar{f}_i)(f_j(k) - \bar{f}_j)}{\sqrt{\sum_k (f_i(k) - \bar{f}_i)^2} \sqrt{\sum_k (f_j(k) - \bar{f}_j)^2}} = \frac{\sum_k (\hat{f}_i(k) - \bar{f}_i)(\hat{f}_j(k) - \bar{f}_j)}{\sqrt{\sum_k (\hat{f}_i(k) - \bar{f}_i)^2} \sqrt{\sum_k (\hat{f}_j(k) - \bar{f}_j)^2}}$$

These properties may be expressed by vectors as

$$f_i^t f_j = \hat{f}_i^t \hat{f}_j$$  

(11)

for the property 2.

The property 2 is provided by

$$\hat{f}_i^t \hat{f}_j = (A^{-1} H_p A f_i)^t (A^{-1} H_p A f_j) = (f_i^t A^t H_p^t (A^{-1})^t) (A^{-1} H_p A f_j) = (f_i^t A^{-1} H_p^t A) (A^{-1} H_p A f_j) = f_i^t f_j.$$  

(12)

Also, the property 1 and 3 are obvious because they consist of inner products. In Sect. 3.2, another property will be given by using the property 2.

### 3.2 Authentication via $L^2$-norm Minimization

We review the authentication algorithm based on Linear combination of templates computed as the $L^2$-norm minimization problem [9]–[15], and then the 4th property is shown.

#### A. Authentication Algorithm

First, $f_{i,m_i}$ is defined as the $m_i$-th template for the $i$-th person where $m_i = 1, 2, \ldots, M_i$. For the $i$-th registered person among $K$ registered persons, the set of $M_i$ training templates is given by $D_i = [f_{i,1}, f_{i,2}, \ldots, f_{i,M_i}]$. Let us assume that $y$, the template of a query which belongs to the $i$-th person, is linearly approximated solely by the training vectors of the $i$-th person:

$$y = f_{i,1} x_{i,1} + f_{i,2} x_{i,2} + \ldots + f_{i,M_i} x_{i,M_i} = D_i x_i,$$  

(13)

where $x_{i,j}$ is a coefficient value. Therefore, with all templates of $K$ registered persons, $y$ can be represented as

$$y = D_0 x_0 + D_1 x_1 + D_2 x_2 + \ldots + D_K x_K = D x_0,$$  

(14)

where $D = [D_1, D_2, \ldots, D_K]$ and $x_0 = [0^T, \ldots, 0^T, x_i^T, 0^T, \ldots, 0^T]^T$. To identify the $i$-th person, the $L^2$-norm minimization problem of Eq. (14) is carried out as

$$\hat{x}_0 = \arg \min_x \|x\|_2 \quad \text{subject to} \quad y = D x.$$  

(15)

By solving Eq. (15), an approximate solution $\hat{x}_0$ is obtained as $x_0 = [x_1^T, x_2^T, \ldots, x_K^T]^T$. $x_0$ is used to authenticate a person $C$. We define the function $\delta_i(\cdot)$ that replaces the coefficients with zeros except for those of the $i$-th person:

$$\delta_i(x_0) = [0^T, \ldots, 0^T, x_i^T, 0^T, \ldots, 0^T]^T.$$  

(16)

Substituting $\delta_i(x_0)$ into $x_i$ in Eq. (13), the person $C$ is estimated by

$$r_i = \|y - D \delta_i(x_0)\|_2,$$  

(17)

$$C = \arg \min_i r_i,$$  

(18)

where $r_i$ is called the residual factor of the $i$-th person.

#### B. Authentication Algorithm with Protected Templates

Next, we replace original templates in the above discussion with templates protected by a common parameter $p_i$ to show a new property. In this study, the parameter $p_i$ is used for a templates set $D$ or $D_i$ globally as well as the conventional schemes [9], [10], [14], [15], although the entropy of the parameter $p_i$ is reduced.

The solution of the $L^2$-norm minimization problem is represented as

$$\hat{x}_0 = \arg \min_x \|x\|_2 \quad \text{subject to} \quad \hat{y} = D \hat{x}$$  

(19)
The square error between a protected query and training templates is represented as

\[ E_2 = \| \hat{y} - \hat{D}x_0 \|_2. \]  

(20)

From \( \frac{dE_2}{dx_0} = 0 \), \( x_0 \), which provides the minimum square error in Eq. (20), is represented by

\[ x_0 = (\hat{D}^T \hat{D})^{-1} \hat{D}^T \hat{y}. \]  

(21)

In addition, from the property 2 in Eq. (12), \( \hat{D}^* \hat{D} \) and \( \hat{D}^* \hat{y} \) can be also given by

\[ \hat{D}^* \hat{D} = D^* D, \hat{D}^* \hat{y} = D^* y. \]  

(22)

Therefore, the relation \( x_0 = \hat{x}_0 \) is satisfied. That is, the unitary transform-based templates give the same results as in original templates, that is the property 4.

### 3.3 Reissue of Protected Templates

It was shown that the unitary transform-based template protection does not give any degradation of recognition performance in \( L^2 \)-norm minimization problems in Sect. 3.2. This property enables to recursively generate protected templates without any performance degradation.

Equation (8) can be applied repeatedly with a different unitary transform \( H_{p_i} \) as below.

\[
\hat{f}_{p_i} = (A^{-1} H_{p_i} A)(A^{-1} H_{p_i} A f_i) \\
= A^{-1} H_{p_i} A f_i, \tag{23}
\]

where \( H_{p_i} = H_{p_i} H_{p_i} \). The protected template \( \hat{f} \) can be reissued as a new template \( \hat{f}_{p_i} \) by simply repeating the same protection scheme. In the authentication system, the result of the templates \( \hat{f}_{p_i} \) is also equal to that of the original templates in \( L^2 \)-norm minimization problems.

Figure 2 (a) shows the recursive parameter generation where \( \hat{f}_{p_i} \) is the protected template generated from a template \( f \) with a parameter \( p \), and \( \hat{f}_{p_i} \) is provided from \( \hat{f}_{p_i} \) with \( p \) as

\[
\hat{f}_{p_i} = T(\hat{f}_{p_i}, p_i) \\
= T(f, p_i), \tag{24}
\]

where \( p_i \) is the synthesis parameter of \( p \) and \( p_i \). In the case of the DFT-based protection, from Eq. (23), the synthesis parameter \( \theta_{p_i} \) is given by

\[
\theta_{p_i} = \theta_{p_i} + \theta_{p_i}. \tag{25}
\]

The unitary transform-based protection can be combined with a non-invertible transform as shown in Fig. 2 (b). In generally, the recursive use of a non-invertible transform degrades recognition performance. On the other hand, the proposed scheme enables to reissue templates protected by a non-invertible transform, without any performance degradation. The recognition performance of the doubly protected templates \( \hat{f}_{p_i} \) is the same as that of \( \hat{f}_{p_i} \).

Finally, we introduce a distributed management system in Fig. 2 (c). This system enables to manage a template with a number of parameters. Each protected template with a different parameter has the same recognition performance, while this management can decrease the damage for the leakage of some secret parameters.

### 4. Experimental Results and Evaluation

The proposed scheme is applied to face recognition experiments. Furthermore, it is evaluated for the reasonability of the security and compared with the Gram-Schmidt method [8].

#### 4.1 Database

We use The Extended Yale Face Database B [27] that consists of 2432 frontal facial images with 192×168-pixels of 38 persons. 64 images for each person are divided into half.
randomly for training samples and queries.

Here, the DFT is used as an unitary transformation to generate protected templates, where $\theta_{pt} \in \{\frac{\pi}{2}, -\frac{\pi}{2}\}$.

4.2 Results and Discussion

A. Face Recognition Experiment

The proposed protection is applied to templates with 1254 dimensions generated by the down-sampling method [10] and the random projection method [28] respectively. The down-sampling method divides an image into non-overlapped blocks and then calculates the mean value in each block. Also, the random projection method, which is not a unitary transformation, transforms a vector into a dimension-reduced vector by a random matrix with a standard normal distribution.

Figures 3 and 4 show template examples and the protected templates generated by the proposed scheme. In Fig. 3, the protected template generated by the down-sampling method has no visual information, while the template is still visible. As shown in Fig. 4 (b), the template has no visual information before applying the proposed protection to it. The protected template in Fig. 4 (c) was generated by the proposed scheme.

In order to confirm the effectiveness of the proposed scheme, Receiver Operating Characteristic (ROC) curves were plotted as shown in Fig. 5, according to the relation of a residual factor $r_i$ and a threshold value, $\tau$:

\[
\text{if } r_i \leq \tau \text{ then accept; else reject.} \tag{26}
\]

In Fig. 5, true positive rate is the acceptance rate of the correct person. Also, false positive rate is the acceptance rate of people that are different from the query person. From Fig. 5, it is shown that the use of the proposed scheme provides the same performance as that of the original templates (non-protected templates) when a common secret parameter is used for all of queries and training templates. That is, there is no degradation of the recognition performance in solving the problem of $l^2$-norm minimization. On the other hand, when different secret parameters among queries and training templates are used, the true positive rate approximately equals the false positive rate. The results mean that the cross-matching performance is reasonable. Furthermore, when user specific parameters are used for each person as Fig. 1, the recognition performance is improved due to its better cross-matching performance than that of original templates.

In Fig. 6, it is shown that the relation of FAR (False Accept Rate), FRR (False Reject Rate) and a residual factor, where FAR means the acceptance rate of the false person and FRR is the reject rate of false person. Furthermore, the intersection of FAR and FRR is called EER (Equal Error Rate) and EER is used to evaluate the recognition performance. Table 1 shows EER values of Fig. 6. The EER values for the user specific parameters is improved due to the improvements of the cross-matching performance compared to the use of a common parameter.

B. Comparing with the Random Projection Method

We compare the proposed scheme with the random
projection method, which is a non-invertible transformation, in terms of the reissue of protected templates. As shown in Sect. 3.3, the proposed scheme can reissue protected templates without any performance degradation. However, the random projection method, which is not an unitary transformation, has not the property. We repeat applying the random projection method to confirm this point. First, to obtain a template \( \hat{f}_i \) with 1254-dimensions from 32256-pixels image \( g_i \), the image is multiplied by a 1254 \( \times \) 32256 matrix \( R_1 \) which consists of random values and the Euclidean length of each column has been normalized to unity as.

\[
\hat{f}_i = R_1 g_i.
\]  

(27)

Then, random matrices with 1254 \( \times \) 1254 size, \( R_2 \) and \( R_3 \) are also generated and used to generate the 2nd and the 3rd protected templates. Figure 7 shows the ROC curves in the random projection method. From Fig. 7, it is shown that it is different to avoid the degradation of the recognition performance under the random projection method.

4.3 Evaluation

A. Security Analysis

Security Analysis for Brute-Force Attack

The key of the proposed scheme is a phase vector \( \theta_p \). The key space of the phase vector \( \theta_p \) depends on the dimension of the template, \( N \) and the number of elements, \( L \). If real number templates are required, \( \theta_p \) has to meet \( \theta_p(k) = 2\pi - \theta_p(N - k), k = 1, \ldots, \lfloor \frac{N-1}{2} \rfloor \). Therefore, the key space is \( L^{\lfloor \frac{N-1}{2} \rfloor} \). In the experiments, the length \( N \) of the template becomes 1254 and the number \( L \) of elements becomes 2, e.g. \( \theta_p \in \{ -\frac{\pi}{2}, -\frac{\pi}{2} \} \). The key space in the experiments is reduced to \( 2^{\lfloor \frac{1254-1}{2} \rfloor} = 2^{626} \). Also, the key space of the random permutation matrix is given as \( (\lfloor \frac{N-1}{2} \rfloor)! \) when real number templates are used. Thus, the key space in the experiments is \( (\lfloor \frac{1254-1}{2} \rfloor)! = 626! \). These key space are larger than the key space of 256-bit encryption. Thus, this scheme has a large key space enough to prevent Brute-Force Attack.

Security Analysis for Diversity

The cross-matching performance of the proposed scheme is evaluated. Figure 8 shows the relation between residual factor \( r_i \) and the number of \( r_i \), where same classes means that a query person is the same as one for training samples. Note that there is almost no overlap between the red distribution and the blue one. Therefore, the proposed scheme has the sufficient performance for avoiding the cross-matching.

Security Analysis for Irreversibility

We consider irreversibility that is difficulty to recover the original information from a protected template, in terms of resistance against recovery from parameter, from authentication result and from template respectively.
(1) Resistance against Recovery from Parameter

We assume that an attacker accesses only the parameter \( p_i \). The parameter \( p_i \) is uniformly random and independent from the original template \( f_i \). Thus, it is impossible to recover the template \( f_i \) from the parameter \( p_i \) without the protected template \( f_i \). In addition, even if the attacker collects two or more different parameters, he can not recover \( f_i \) because the parameters do not have any information of \( f_i \).

(2) Resistance against Recovery from Authentication Result

We assume that an attacker accesses only authentication results, which include inner products in the authentication via \( l^2 \)-norm minimization. In order to recover the original template \( f_i \), the attacker regards Eq. (21) as a simultaneous equation, where inner products of a protected query template with dimension \( N \) and \( M \) protected training templates with dimension \( N \) are calculated. This simultaneous equation consists of \( NM + N + \lfloor \frac{N-1}{2} \rfloor \) variables and \( NM \) equations. Since the number of equations is less than the number of variables, the solution is underspecified. Therefore, the attacker can not estimate the original template from only authentication results.

(3) Resistance against Recovery from Template

We assume that an attacker accesses only protected templates. As described in Sect. 4.3 A, the proposed scheme has a large key space enough to prevent Brute-Force Attack on a random phase matrix or a random permutation matrix. However, the proposed scheme does not satisfy “perfect security” defined by Shannon [23], [29], as well as other protection schemes [5]–[16]. The use of schemes with perfect security is the most secure option. In addition, the entropy of the parameter \( p_i \) is generally reduced by applying \( p_i \) to a templates set, \( D \) or \( D' \), globally. Many researchers have been seeking a trade-off between irreversibility and recognition performance as described in [30]–[32], because high recognition performance can be achieved only when the protected biometric reference retains all the discriminatory information contained in the original template. This study shows a new result, namely templates protected by a unitary transform can provide the same recognition performance in \( l^2 \)-norm minimization as that of original templates, although the templates do not satisfy “perfect security”. As far as we can see, any schemes with “perfect security” do not have this recognition performance.

B. Comparing with the Gram-Schmidt Method

The proposed DFT-based protection is compared with the Gram-Schmidt method [8] in terms of the calculation amount of the registration which consists of the transformation and the generation of \( Q_p \). The Gram-Schmidt method is the protection scheme that is based on a random orthogonal matrix generated by using the Gram-Schmidt orthogonalization. Furthermore, the calculation order for generation the orthogonal matrix from a pseudo-random matrix of the size \( N \times N \) is \( O(N^3) \) at least, and the calculation order for the product of the random orthogonal matrix and a feature vector is \( O(N^2) \). Thus, the calculation order of the protected template generation based on the Gram-Schmidt method is \( O(N^3) \). In contrast, the procedure of the proposed scheme consists of the FFT (IFFT) and the product of a diagonal matrix \( H_{p} \) and a template vector. The calculation order of \( N \) point FFT (IFFT) is \( O(N \log N) \) and for the product of the diagonal matrix of the size \( N \times N \) and a vector of the length \( N \) is \( O(N) \). Therefore, the calculation order of the proposed scheme is \( O(N \log N) \). Thus, the protection of the proposed scheme has lower calculation amount than that of the Gram-Schmidt method.

On the other hand, the calculation amount of the verification is almost the same, when a verification scheme is used in common and the dimension of templates is the same. Table 2 is represented about the experimental processing times of the transformation and the verification. Also, this experiment was carried out on platform in Table 3. It is shown that the proposed scheme is faster than Gram-Schmidt method in the transformation and the generation time.

C. Comparing with CIRF

The proposed scheme is compared with CIRF (correlation-invariant random filtering) [23], [24], which is based on the number theoretic transform (NTT) and a random filter. The similarities between both schemes are that matching operations are carried out in a transform domain and a random matrix is used securely to protect templates. By contrast,
the differences are that CIRF can satisfy the perfect security condition and focuses on correlation-based matching. In contrast, the proposed scheme has a high freedom degree of applicable authentication algorithms, because there is no restriction imposed by the use of a finite field. As a result, it can provide the same results in $l^2$-norm minimization problems as those of original templates.

5. Conclusions

This study considered some useful properties of the unitary transform-based template protection and proposed a DFT-based one. It was shown that the unitary transform-based template protection does not affect not only the Euclidean distance but also the solution of the $l^2$-norm minimization. The proposed scheme was also applied to face recognition experiments to verify the effectiveness of the proposed one. We confirmed that the proposed scheme has the sufficient performance for the security. Finally, we compared the proposed scheme with the Gram-Schmidt method and demonstrated that the proposed scheme has lower calculation amount than the Gram-Schmidt method.
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