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Event-by-event fluctuations caused by quantum mechanical fluctuations in the wave function of colliding nuclei in ultrarelativistic heavy ion collisions were recently shown to be necessary for the simultaneous description of $R_{AA}$ as well as the elliptic and triangular flow harmonics at high $p_T$ in PbPb collisions at the Large Hadron Collider. In fact, the presence of a finite triangular flow as well as cumulants of the flow harmonic distribution that differ from the mean are only possible when these event-by-event fluctuations are considered. In this paper we combine event-by-event viscous hydrodynamics and jet quenching to make predictions for high $p_T$ $R_{AA}$, $v_2(2)$, $v_3(2)$, and $v_2(4)$ in PbPb collisions at $\sqrt{s_{NN}} = 5.02$ TeV. With an order of magnitude larger statistics we find that high $p_T$ elliptic flow does not scale linearly with the soft elliptical flow, as originally thought, but has deviations from perfectly linear scaling. A new experimental observable, which involves the difference between the ratio of harmonic flow cumulants at high and low $p_T$, is proposed to investigate the fluctuations of high $p_T$ flow harmonics and measure this nonlinear response. By varying the path length dependence of the energy loss and the viscosity of the evolving medium we find that $R_{AA}(p_T)$ and $v_2(2)(p_T)$ strongly depend on the choice for the path length dependence of the energy loss, which can be constrained using the new LHC run 2 data.
I. INTRODUCTION

In recent years, the cumulants of low $p_T$ azimuthal flow harmonic distributions measured in ultrarelativistic heavy ion collisions have been used to attest to the collective behavior of the Quark-Gluon Plasma (QGP) and its description using event-by-event viscous hydrodynamics (for reviews, see [1–3]). For PbPb collisions at the LHC it was found that there is a clear separation between the 2- and 4-particle elliptic flow cumulants, $v_2\{2\}$ and $v_2\{4\}$, respectively, followed by an approximate convergence of higher order cumulants, i.e., $v_2\{2\} > v_2\{4\} \approx v_2\{6\} \approx v_2\{8\}$ [4–6]. In pPb collisions, where the system formed is considerably smaller, the same behavior for the multiparticle flow cumulants is observed [5–7]. Also, quite strikingly, a similar pattern involving the cumulants of soft anisotropic flow coefficients appears in high multiplicity events in pp collisions at the LHC [8–9] though in this case $v_2\{4\}$ is closer to $v_2\{2\}$ than it is in larger systems [9].

A significant body of research has been developed for studying how initial state fluctuations translate into the final flow harmonics at low $p_T$. Small scale subnucleon fluctuations were found to have negligible effect on the lowest order flow harmonics [10], whereas some sensitivity can be found for sub-leading modes [11]. In fact, the global shape of the initial condition dominates the description of the flow harmonics at low $p_T$. For elliptical and triangular flows, $v_2$ and $v_3$, respectively, there is a primarily linear mapping between the eccentricity of the initial state, $\varepsilon_2$, $\varepsilon_3$ and the final $v_2$, $v_3$, i.e., $v_2 \sim \varepsilon_2$ and $v_3 \sim \varepsilon_3$ when the QGP is modeled as a nearly perfect fluid [12–17] (nonlinear corrections only become relevant in this case for peripheral collisions [18–19]). On the other hand, higher order flow harmonics exhibit nonlinear response via mode mixing [13–17]. Additionally, deviations between higher order cumulants at low $p_T$ may be attributed to the skewness of the initial eccentricity fluctuations [20–21].

Overall, the mapping between initial state fluctuations and the final flow harmonics in the soft sector has been very successful to the point that event-by-event viscous hydrodynamics [22–24] was able to accurately predict an increase on the order of a few percent in the flow harmonics at the LHC when the collision energy was raised from $\sqrt{s_{NN}} = 2.76$ TeV to $\sqrt{s_{NN}} = 5.02$ TeV [24]. This gives support to the current understanding that the initial spatial anisotropies generated by quantum fluctuations in the wave function of the incident nuclei, when combined with event-by-event hydrodynamic simulations for the strongly coupled nearly perfect QGP fluid, can account for the experimentally observed pattern of low $p_T$ azimuthal flow harmonics.

Meanwhile, theoretical understanding of the connection between initial state fluctuations and the experimentally observed flow harmonics at high $p_T$ still is in its infancy. The tomographic aspects of the standard jet quenching-related observables, the nuclear suppression factor $R_{AA}$ and its azimuthal Fourier components, make them in principle sensitive to the details of the many aspects of our current multilayered description of the bulk QGP evolution such as: the choice for the initial conditions, the dimensionality of the hydrodynamical evolution (i.e., 2+1 or full 3+1 hydrodynamic simulations), the temperature dependence of the transport coefficients [25–30] and its connection with the QGP equation of state [31–32], the later stages of hadronic evolution after freeze-out and etc. A systematic study of the many phenomenological parameters currently involved in the hydrodynamic description of the QGP at low $p_T$ can be found in [33].

An investigation of the influence of these many factors on observable in the hard sector can be carried out by coupling jet tomography models with full event-by-event viscous hydrodynamics, as done for the first time in [34]. There, it was pointed out that the calculation of high $p_T$ azimuthal coefficients, which are experimentally defined via a nontrivial correlation between soft and hard particles over many events, necessarily requires the use of event-by-event hydrodynamics. In fact, by including the hydrodynamic evolution [35–36] of the initial stage energy density fluctuations in the soft sector and its influence in the hard sector using a simplified jet energy loss model [37–39], a simultaneous description of high $p_T$ $R_{AA}$, $v_2\{2\}$, and $v_3\{2\}$ [40] at LHC $\sqrt{s_{NN}} = 2.76$ TeV was obtained for the first time in Ref. [34]. A further test of this is to make predictions for the $R_{AA}$ and flow harmonics across different collision energies, centralities, and other types of collisions (e.g. pPb).

In this paper predictions are made for $v_2\{2\}(p_T > 10$ GeV), $v_2\{4\}(p_T > 10$ GeV), and $v_3\{2\}(p_T > 10$ GeV) at LHC $\sqrt{s_{NN}} = 5.02$ TeV for PbPb collisions using event-by-event relativistic hydrodynamics (modeled via the v-USPhydro code [35–36]) and jet tomography (the BBMG model [37–39]). Special care is taken in the theoretical evaluation of these quantities to reproduce the technical procedures used in the experiment, such as the multiplicity weighing process involved in the calculation of the cumulants. We investigate the sensitivity of these observables to the choice of the path length dependence of the energy loss, i.e., $dE/dL \sim L$ or $dE/dL \sim L^2$, the shear viscosity to entropy density ratio, $\eta/s$, of the hydrodynamic background, and the jet decoupling parameter (a value of the temperature in the hadronic phase below which energy loss is assumed to vanish). We find that the path length dependence of the energy loss plays a significant role in the calculation of $R_{AA}$ and multiparticle cumulants of high $p_T$ elliptic flow for all centralities while viscosity becomes more relevant in peripheral collisions. On the other hand, we find that viscosity

\footnote{Note that $v_3\{2\}$ arises only in the presence of event by event fluctuations [10].}
contributes to the decorrelation of soft vs. hard event plane angles. Future LHC PbPb run 2 data at \( \sqrt{s_{NN}} = 5.02 \) TeV will be crucial to determine which type of energy loss model is preferred.

A novel theoretical feature about high \( p_T \) anisotropic flow uncovered in this work concerns the approximate linear relationship between the event-by-event evaluated soft and hard \( v_2 \)'s discussed in \[34\]. A careful analysis involving an order of magnitude more events than used in \[34\] reveals that the high \( p_T \) \( v_2^{\text{hard}} \) does not scale perfectly linearly with its soft sector counterpart, \( v_2^{\text{soft}} \), but rather has some nonlinear scaling that produces novel results in the cumulants. This deviation from linear response stems from the tomographic nature of the jet energy loss calculations and produces, as a direct consequence, a different value for the \( v_2(4)/v_2(2) \) ratio in the hard sector in comparison to the corresponding quantity at low \( p_T \). The confirmation of this nonlinear effect could be readily verified using high \( p_T \) elliptic flow cumulants from LHC PbPb run 2 data.

This paper is organized as follows. In the next section we give the details about our jet+viscous hydrodynamics model. In Section \[11\] we discuss the importance of event-by-event fluctuations at high \( p_T \) and define the hard sector observables computed in this paper. The dependence of elliptic flow at high \( p_T \) with the initial state energy density eccentricities is presented in Section \[IV\]. Predictions for LHC PbPb data at \( \sqrt{s_{NN}} = 5.02 \) TeV are shown in Section \[V\]. A study about the correlation between the event planes in the soft and the hard sectors is done in \[VI\]. We finish with our conclusions and outlook in \[VII\].

II. COMBINING EVENT-BY-EVENT HYDRODYNAMICS WITH JET TOMOGRAPHY

In this paper we use the same jet energy loss + event-by-event viscous hydrodynamic setup employed in \[34\] now to investigate the case of PbPb collisions at \( \sqrt{s_{NN}} = 5.02 \) TeV. Viscous hydrodynamics is used to model the soft sector on an event-by-event basis and describe the flow harmonics at low \( p_T \). The hydrodynamic fields for each event are then used in the jet energy loss model, which determines the nuclear modification factor and the properties of the flow harmonics in the hard sector event-by-event. The specific details of our model can be found below.

A. Hydrodynamic model

The hydrodynamic evolution of the QGP is modeled through event-by-event simulations performed using the 2+1 (i.e., boost invariant) viscous relativistic hydrodynamics v-USPhydro \[35\] \[36\]. The equations of motion of viscous hydrodynamics, presented in \[36\], are solved using a Lagrangian algorithm called Smoothed Particle Hydrodynamics \[41\] \[42\]. The accuracy of the code has been demonstrated in \[36\] via a comparison to analytical and semi-analytical solutions of 2nd order conformal hydrodynamics derived in \[43\].

The current version of v-USPhydro contains the leading terms in both the bulk and shear viscosity sectors, which define four transport coefficients: the shear viscosity \( \eta \) and its relaxation time \( \tau_{\eta} \) as well as the bulk viscosity \( \zeta \) and its corresponding relaxation time \( \tau_{\zeta} \). As in \[34\], in our event-by-event simulations we set \( \eta/s \) to be a constant and neglect effects from bulk viscosity. Effects from additional conserved currents, such as baryon number, are not taken into account.

The initial time of hydrodynamic simulations, \( \tau_0 \), was set to be \( \tau_0 = 0.6 \) fm (the initial shear stress tensor, \( \pi^{\mu\nu}(\tau_0, x, y) \), is set to zero). We employed the lattice-based equation of state EOS S95n-v1 of Ref. \[44\] and an isothermal Cooper-Frye \[45\] freezeout with freeze-out temperature \( T_F = 120 \) MeV. In v-USPhydro, particle decays are included (with hadronic resonances with masses up to 1.7 GeV) using an adapted version of the corresponding subroutine in the AZHYDRO code \[46\]. In this work, we use MCKLN initial conditions \[47\] for the hydrodynamic simulations (see \[23\] for details about these initial conditions at \( \sqrt{s_{NN}} = 5.02 \) TeV).

At the highest LHC energy the long time spent in the hydrodynamically expanding system is a predominant component in the increase of flow harmonics in the soft sector between LHC run 1 and run 2. As shown in \[23\], the change in eccentricities relevant for elliptic flow is only a \( \Delta \varepsilon_2 \sim \pm 1\% \) effect. However, holding the eccentricities constant but allowing for a longer hydrodynamical expansion, in order to obtain a 20% increase in the particle distribution, can generate as much as 6% increase in \( v_2 \) for the most peripheral collisions (central collisions were found to be largely insensitive to this effect).

We show in Fig. 1 a comparison between our model calculations\(^3\) for the centrality dependence of the \( p_T \)-integrated 2-particle cumulants of elliptic and triangular flow, \( v_2(2) \) and \( v_3(2) \), and the corresponding ALICE PbPb data at \( \sqrt{s_{NN}} = 5.02 \) TeV \[22\]. In this plot, we used 1000 hydrodynamic events per centrality bin. A reasonable agreement

\(^3\) We note that the multiplicity weighing and the centrality class rebinning procedures, described in Section \[11\] are taken into account in these calculations.
with the data is found for $\eta/s = 0.05$ while for $\eta/s = 0.12$ the viscous suppression of the flow harmonics is not compatible with the data.

Such a small value of $\eta/s$ is a consequence of using MCKLN initial conditions at these higher energies. In fact, at $\sqrt{s_{NN}} = 5.02$ TeV one finds that MCKLN shows a $2-3\%$ decrease in $\varepsilon_3$ while $\varepsilon_2$ is roughly constant [23]. However, ALICE measures a $4.3\%$ increase in triangular flow [24] so if we use the same $\eta/s = 0.11$ as done for run 1 data in [34], the low $p_T$ flow harmonics are too strongly suppressed. To compensate for this effect, here $\eta/s$ is decreased to 0.05 to describe $\sqrt{s_{NN}} = 5.02$ TeV data. One fortunate outcome of such a small $\eta/s$ is that the reduction of sensitivity to (as yet unknown) initial state $\pi^\mu(\tau_0, x, y)$ fluctuations. In contrast, with $\eta/s = 0.2$, as for example used in [22], even small variations around the assumed initial condition for $\pi^\mu(\tau_0, x, y)$ could result in excessively large dissipative corrections to the evolution that still need to be checked. Nevertheless, to check the sensitivity of our results with variations in $\eta/s$ we also considered the value $\eta/s = 0.12$ in our calculations, as shown in Fig. 1.

Additionally, other effects could cause a difference in $\eta/s$ across energies such as the fact that the original mckln fit of $\eta/s = 0.11$ was made to ATLAS data that has a different $p_T$ range than the ALICE data measured here (ATLAS starts $p_T > 0.5$ GeV whereas ALICE starts with $p_T > 0.2$ GeV). Furthermore, including charm into the Equation of State appears to play a role as one continues to probe higher and higher temperatures [48].

We note that though such a small value of $\eta/s = 0.05$ is below the original “viscosity bound” previously suggested in [49], it is now understood that finite coupling and $N_c$ corrections can give values of $\eta/s$ that are indeed below $1/4\pi$ in holographic models [50–53]. In fact, 0.05 is close to the bound derived in [52] for a class of conformal field theories with Gauss-Bonnet gravity dual. Furthermore, a violation of the bound also appears if local spatial isotropy is broken by the presence of a strong magnetic field [54–55].

**B. Jet energy loss model**

With all the parameters for the soft sector fixed, we now discuss the details of the jet energy loss model used in this work. In the BBMG model [39] the dependence of the energy loss rate with the jet energy $E$, path length $L$, temperature $T$, and energy loss fluctuations $\zeta_q$ is characterized by the parameters $(a, z, c, q)$ that appear in the following formula for the energy loss per unit length

$$\frac{dE}{dL} = -\kappa E^a(L) L^z T^c \zeta_q \Gamma_{\text{flow}}$$

(1)

where $\kappa$ is the jet-medium coupling [39], $c = 2 + z - a$, and

$$\Gamma_{\text{flow}} = \gamma [1 - v \cos (\phi_{\text{jet}} - \phi_{\text{flow}})]$$

(2)

is the flow factor defined using the local flow velocities of the medium $\vec{u} = \gamma \vec{v}$ (where $\gamma = 1/\sqrt{1 - \vec{v}^2}$) [56, 58]. This term is important since it couples the differences in path length in the medium to the energy loss experienced by the partons. Moreover, in [2] $\phi_{\text{jet}}$ is the angle defined by the propagating jet in the transverse plane while $\phi_{\text{flow}}$ is the local...
The azimuthal angle of the medium constructed using the spatial components of the hydrodynamic flow velocity. The \( \kappa \) parameter in the BBMG energy loss model is completely fixed by setting the computed \( \pi^0 R_{AA}(p_T = 10 \text{ GeV}) \approx 0.17 \). We note that in our model effects from the viscosity of the medium on the magnitude of the energy loss are highly indirect since they only appear via the temperature and flow velocity dependence of \( \hat{q}/T^3 \).

Besides the “pQCD-scenario” used in [34, 39] where \( (a = 0, z = 1, c = 3, q = 0) \), i.e., \( dE/dL \sim L \), here we also investigate the effects of a quadratic path length dependence [59–62], i.e., \( dE/dL \sim L^2 \), defined by setting \( (a = 0, z = 2, c = 4, q = 0) \) in [4]. We will see in Section V that both the nuclear modification factor and the flow harmonics are sensitive to this choice for the path length dependence of the energy loss.

In our model the partonic jets are distributed according to event-by-event transverse energy density profiles of the medium given by the v-USPhydro code. The jet path harmonics are sensitive to this choice for the path length dependence of the energy loss.

In our model effects from the viscosity of the medium on the magnitude of the energy loss are highly indirect since they only appear via the temperature and flow velocity dependence of \( \hat{q}/T^3 \).

Also, as in [34], we use the KKP pion fragmentation functions [64, 65] in our calculations at high \( p_T \). For more details about the BBMG model, we refer the reader to Ref. [39].

### III. THE IMPORTANCE OF EVENT-BY-EVENT FLUCTUATIONS AT HIGH TRANSVERSE MOMENTUM

Here we discuss how the inclusion of initial state fluctuations, and their subsequent evolution using event-by-event viscous hydrodynamics, affect the theoretical description of the nuclear modification factor and also the flow harmonics at high \( p_T \). This section contains many details about how to properly compute flow harmonics at high \( p_T \) in a way that can be meaningfully compared to experimental data. This discussion largely extends the brief summary presented in [34] by giving explicit expressions for the cumulants of flow harmonics involving soft and hard hadrons while also providing the details about the multiplicity weighing and centrality class rebinning procedures used in experimental analyses at high \( p_T \).

The energy loss experienced by fast moving partons in the QGP has been studied over the years using the nuclear modification factor

\[
R_{AA}(p_T, \phi) = \frac{1}{N} \frac{dN_{AA}/dp_T d\phi}{dN_{pp}/dp_T},
\]  

(3)

where \( dN_{AA}/dp_T \) is the particle yield (e.g., pions) per event in AA collisions, \( dN_{pp}/dp_T \) is the proton-proton yield, \( \phi \) is the azimuthal angle in the plane transverse to the beam direction, and \( N \) is the appropriate normalization factor (for a given AA centrality) defined in terms of the number of binary collisions [66] and the nucleon-nucleon inelastic cross section. We note that the boost invariance assumption made in this work restricts our calculations to the mid-rapidity region, \( y = 0 \).

The azimuthally averaged version of the nuclear modification factor [67, 70]

\[
R_{AA}(p_T) = \frac{1}{2\pi} \int_0^{2\pi} d\phi R_{AA}(p_T, \phi)
\]  

(4)

has been found experimentally [71, 74] to strongly depend on global properties of heavy ion events such as their centrality (multiplicity). In fact, in the most central AA collisions where the parton density is the largest, \( R_{AA}(p_T) \) at high \( p_T \) is strongly suppressed in comparison to the corresponding measurement in peripheral events. This provided an experimentally accessible way to constrain the parameters (and the assumptions) involved in the theoretical modeling of jet energy loss in the QGP including the values and temperature dependence [3] of the jet transport coefficient, \( \hat{q}/T^3 \), as discussed in detail by the JET-collaboration in Ref. [78].

Important additional information about parton energy loss and its path length dependence in the medium can be obtained by studying the azimuthal anisotropy of high \( p_T \) hadrons encoded in \( R_{AA}(p_T, \phi) \) [53, 55]. In fact, while \( R_{AA}(p_T) \) can be described by many different models (see [78]), to obtain a simultaneous description of \( R_{AA}(p_T) \) and high \( p_T \) elliptic flow data has proven to be considerably more challenging (see Refs. [53, 60] for a discussion).

---

3 The analysis in [78] gives support to the presence of a peak in \( \hat{q}/T^3 \) near the crossover region, which is in agreement with non-conformal models that include non-perturbative/strong coupling behavior [70, 22].
In general, the azimuthal anisotropy of $R_{AA}(p_T, \phi)$ can be studied using its Fourier harmonics, which we call $v_n^{\text{hard}}(p_T)$, defined by the series
\begin{equation}
\frac{R_{AA}(p_T, \phi)}{R_{AA}(p_T)} = 1 + 2 \sum_{n=1}^{\infty} v_n^{\text{hard}}(p_T) \cos \left[ n \phi - n \psi_n^{\text{hard}}(p_T) \right]
\end{equation}
where
\begin{equation}
v_n^{\text{hard}}(p_T) = \frac{1}{2\pi} \int_0^{2\pi} d\phi \cos \left[ n \phi - n \psi_n^{\text{hard}}(p_T) \right] \frac{R_{AA}(p_T, \phi)}{R_{AA}(p_T)}
\end{equation}
and
\begin{equation}
\psi_n^{\text{hard}}(p_T) = \frac{1}{n} \tan^{-1} \left( \frac{\int_0^{2\pi} d\phi \sin (n\phi) R_{AA}(p_T, \phi)}{\int_0^{2\pi} d\phi \cos (n\phi) R_{AA}(p_T, \phi)} \right).
\end{equation}

Previous works that investigated high $p_T$ azimuthal anisotropy in the light flavor sector, for instance \cite{34}, performed their calculations using local temperature and flow profiles from a single event-averaged background given by hydrodynamics while in \cite{37} a kinetic theory background was used. This assumption regarding the medium evolution is not realistic given our current understanding of the QGP since it neglects the important role played by initial state fluctuations and their dynamical evolution in the calculation of flow harmonics. For instance, an immediate consequence of the inclusion of event-by-event calculations is that the jet transport parameter $\hat{q}/T^3$ possesses a complicated dependence on space and time that will be different for each hydrodynamic event.

Apart from \cite{34}, previous calculations of high $p_T$ flow harmonics did not include event-by-event viscous hydrodynamics and, thus, could only consider elliptic flow since higher harmonics such as $v_3^L(p_T)$ are experimentally defined in terms of a 2-particle cumulant involving a soft and a hard hadron. This quantity is intrinsically different than the idealized $v_2^L(p_T)$ in \cite{12}, as it contains the information about the jet-medium interactions encoded in the correlation between soft and hard hadrons. Similar expressions for 4-particle cumulants, e.g. $v_2^L(p_T)$, involving three soft particles and one hard particle can also be computed in our framework, as it will be discussed below.

In the notation used in \cite{14, 17}, any flow harmonic $V_n$ can be written as a complex number composed of a magnitude $v_n$ and an angle $\psi_n$, i.e.
\begin{equation}
V_n = v_n e^{i \psi_n}.
\end{equation}
Such a representation is useful when one wants to write the expressions for the cumulants. In fact, the correlation between the flow harmonic coefficient taken in the integrated $p_T$ ensemble (soft particles in our case), denoted by $V_n$, with another flow harmonic at a certain (high) $p_T$, denoted by $V_n(p_T) = v_n(p_T) e^{i \psi_n(p_T)}$, can be simply written as
\begin{equation}
\text{Re}\{V_n V_n^*(p_T)\} = v_n v_n(p_T) \cos \left[ n (\psi_n - \psi_n(p_T)) \right].
\end{equation}
Assuming the two particles are independent, this is the probability of finding the pair in a certain azimuthal harmonic $n$.

Due to finite statistics, one must average correlations over an ensemble of events. This is typically done in the following manner:

- The events are separated by their multiplicity into 0.5% centrality sub-bins
- Within each centrality sub-bin the individual flow harmonics are calculated using multiplicity weighing in order to improve statistical error bars
- The 0.5% centrality sub-bins are then recombined into larger bins, for instance, of 5% or 10% once again using multiplicity weighing.

In general, multiplicity weighing is used because events with larger multiplicity have less statistical uncertainty. As shown in \cite{38}, it is important when including multiplicity weighing to always use small enough centrality bins because, otherwise, the multiplicity weighing can distort the final results especially in cases where ratios of cumulants of different order, such as $v_2^L(p_T)/v_2^L(2)$, are taken.
Due to statistical limitations, in this study we will only consider 1% centrality bins and we sort by the number of participants, $N_{\text{part}}$, given by our MCKLN initial conditions. The averaging over events within the 1% multiplicity centrality bins is done as in [89, 90] using

$$\langle \ldots \rangle = \frac{\sum_{i}^{\text{events}} W(n_s, n_h; p_T)_i}{\sum_{i}^{\text{events}} W(n_s, n_h; p_T)_i},$$

(10)

where the weight of each event $W_i$ depends on the number of soft correlated particles, $n_s$, in the experimental observable as well as on the number of hard correlated particles, $n_h$, at a given $p_T$. The weight itself is derived from the total multiplicity for integrated observables or the multiplicity within a specific $p_T$ range for differential observables. In the language of soft vs. hard physics, for soft particles the total multiplicity $M_i$ is used while for hard particles one can use the value of $R_{AA}(p_T)_i$ at a specific point in $p_T$. In this way, the weights read:

$$W(2, 0)_i = M_i(M_i - 1)$$
$$W(4, 0)_i = M_i(M_i - 1)(M_i - 2)(M_i - 3)$$
$$W(1, 1; p_T)_i = M_i R_{AA}(p_T)_i$$
$$W(3, 1; p_T)_i = M_i(M_i - 1)(M_i - 2) R_{AA}(p_T)_i.$$  

(11) (12) (13) (14)

After the experimental observable is obtained in the 1% centrality bins then it must be recombined into a larger bin width, once again using multiplicity weighing to recombine the bins.

We calculate the soft-hard flow harmonic cumulants across $p_T$ using this prescription. For this paper we only consider the 2 and 4 particle cumulants:

$$v_n\{2\}(p_T) = \frac{d_n\{2\}(p_T)}{(c_n\{2\})^{1/2}}$$
$$v_n\{4\}(p_T) = \frac{d_n\{4\}(p_T)}{(-c_n\{4\})^{3/4}}$$

(15) (16)

where

$$d_n\{2\}(p_T) = \frac{\sum_{j=\text{cent start}}^{\text{cent end}} d_{n,j}\{2\}(p_T) \sum_{i}^{N^{ev}_j} W(1, 1; p_T)_i}{\sum_{j=\text{cent start}}^{\text{cent end}} \sum_{i}^{N^{ev}_j} W(1, 1; p_T)_i}$$

(17)

$$c_n\{2\} = \frac{\sum_{j=\text{cent start}}^{\text{cent end}} c_{n,j}\{2\} \sum_{i}^{N^{ev}_j} W(2, 0)_i}{\sum_{j=\text{cent start}}^{\text{cent end}} \sum_{i}^{N^{ev}_j} W(2, 0)_i}$$

(18)

$$d_n\{4\}(p_T) = \frac{\sum_{j=\text{cent start}}^{\text{cent end}} d_{n,j}\{4\}(p_T) \sum_{i}^{N^{ev}_j} W(3, 1; p_T)_i}{\sum_{j=\text{cent start}}^{\text{cent end}} \sum_{i}^{N^{ev}_j} W(3, 1; p_T)_i}$$

(19)

$$c_n\{4\} = \frac{\sum_{j=\text{cent start}}^{\text{cent end}} c_{n,j}\{4\} \sum_{i}^{N^{ev}_j} W(4, 0)_i}{\sum_{j=\text{cent start}}^{\text{cent end}} \sum_{i}^{N^{ev}_j} W(4, 0)_i}.$$  

(20)

Here the first sum is over all the sub-bins $j$ where $\text{cent start}$ is the start of the centrality class and $\text{cent end}$ is the end of the centrality class (so for 20 $- 30\%$, $\text{cent start} = 20$ and $\text{cent end} = 30$). The second sum is over the number of events within each 1% sub-bin where $N^{ev}_j$ is the number of events in the sub-bin $j$. The method used here is the scalar product method, which allows for an unambiguous comparison between theory and experiment unlike the previously used event plane method [92].

Returning to Eq. (15), one can see that the 2-particle cumulant is defined in terms of $d_n\{2\}$, which itself is written in terms of the quantities $d_{n,j}\{2\}$ that include a soft and a hard particle within the sub-bin $j$

$$d_{n,j}\{2\}(p_T) = \langle V_n V^*_n(p_T) \rangle_j$$
$$= \langle v_n v_n(p_T) \cos (n [\psi_n - \psi_n(p_T)]) \rangle_j$$

(21) (22)

where $\langle \ldots \rangle$ is defined in Eq. (10). The normalization factor can be computed using that

$$c_{n,j}\{2\} = \langle V_n V^*_n \rangle_j$$
$$= \langle v_n^2 \rangle_j.$$  

(23) (24)
This shows that the denominator of $v_n\{2\}(p_T)$ in Eq. [15] is exactly the second cumulant of the soft sector, i.e., $v_n\{2\}$. Similarly, it follows that if three soft particles are correlated with one hard particle the ensemble of flow harmonics is

$$d_{n,j}\{4\}(p_T) = 2\langle V_n V_n^* \rangle_j (V_n V_n^*(p_T))_j - \langle V_n V_n^* V_n^* V_n^*(p_T) \rangle_j$$

$$= 2c_{n,j}\{2\}d_{n,j}\{2\}(p_T) - \langle v_n^2 V_n V_n^*(p_T) \rangle_j$$

$$= 2c_{n,j}\{2\}d_{n,j}\{2\}(p_T) - \langle v_n^3 v_n(p_T) \cos (n[\psi_n - \psi_n(p_T)]) \rangle_j.$$  

(25)

(26)

(27)

The normalization factor for the 4-particle cumulant in Eqs. [16] is computed using that

$$-c_{n,j}\{4\} = 2\langle V_n V_n^* \rangle_j - \langle v_n V_n^* V_n^* \rangle_j$$

$$= 2(c_{n,j}\{2\})^2 - (v_n^2).$$

(28)

(29)

One can see that the denominator in the definition of $v_n\{4\}(p_T)$ is the cubic power of the fourth cumulant of the flow harmonic in the soft sector, $(v_n\{4\})^3$, since there are three soft particles in the numerator.

The discussion above makes it clear that consistent comparisons of theoretical calculations of high $p_T$ flow harmonics to experimental data necessarily require the use of techniques and expertise from event-by-event viscous hydrodynamics. The expressions for the soft-hard cumulants of flow harmonics presented here are valid for any type of jet energy loss model used. Our predictions for the nuclear modification factor and the flow harmonic cumulants for PbPb collisions at $\sqrt{s_{NN}} = 5.02$ TeV at the LHC will be shown in the next section.

Finally, we note that while the dynamically evolving medium affects the energy loss experienced by the jets in our model, the backreaction of this energy lost by the fast parton onto the medium is not taken into account here. This type of probe approximation, commonly used in jet quenching studies, should hold to determine the properties of the flow harmonics at sufficiently high $p_T$ (e.g., $p_T > 10$ GeV). Between the soft physics hydrodynamical regime and the high $p_T$ limit ($3 < p_T < 10$ GeV) lies a region where the influence of jets in the spacetime evolution of the QGP may be relevant. If part of the energy lost by jets can quickly thermalize and be distributed in the medium in a collective manner, even the bulk anisotropy of the event and their low $p_T$ limit ($3 < p_T < 10$ GeV) shows a near-side jet, and in measurements without rapidity gaps, such as $v_n\{4\}(p_T)$.

IV. DEVIATIONS FROM LINEAR RESPONSE

While it is by now well established that the low $p_T$ lowest order harmonic flow coefficients, such as $v_2$ and $v_3$, display an approximate linear behavior with the corresponding eccentricities $\varepsilon_2$ and $\varepsilon_3$ on an event-by-event basis for most centrality classes [14, 19], whether or not this type of linear response also holds for harmonic flow at high $p_T$ is not known.

In Ref. [34], a scatter plot of $v_2^{\text{hard}}$ (see [0]), defined in the $20 < p_T < 30$ GeV bin, versus the soft $p_T$-integrated flow $v_2^{\text{soft}}(0.3 < p_T < 3$ GeV) showed approximate linear response behavior for PbPb collisions at $\sqrt{s_{NN}} = 2.76$ TeV. Here we investigate this question regarding linear response of harmonic flow at high $p_T$ using two values of $\eta/s$ in the soft sector and different $p_T$ cuts in the hard sector. Also, we stress that considerably larger statistics (an order of magnitude more events than in [34]) are used in the present analysis.

In Figs. [2, 3] event-by-event scatter plots are shown comparing $v_2^{\text{hard}}$ vs. $v_2^{\text{soft}}$ at $p_T = 10$ GeV for $\eta/s = 0.05$ in $0 - 20\%$ and $40 - 60\%$ centrality classes, respectively. Large centrality windows are shown to improve statistics. The approximate, yet imperfect, linear correlation is clearly visible. We note that even at low $p_T$, flow vectors at different transverse momentum are known not to be perfectly correlated [38]. Thus, it is not surprising to find a similar effect here, where the correlation seems to be even weaker.

We quantify the strength of the correlation by calculating the Pearson correlation coefficient [14, 17] between the flow vectors $v_2^{\text{soft}}$ and $v_2^{\text{hard}}$, and also between $v_2^{\text{hard}}$ and $\bar{v}_2$. When the two vectors are perfectly correlated this coefficient goes to 1, when they are perfectly anticorrelated it goes to -1 and when there is no linear correlation they go to zero. Here we use the symbol $Q_n$ to describe this linear correlation coefficient between two vectors, such as $v_n^{\text{hard}}$ and $v_n^{\text{soft}}$ or $v_n^{\text{hard}}$ and $\bar{v}_n$. Written in the complex notation (8), this is:

$$Q_n(p_T) = \frac{\langle V_n(p_T)V_n^* \rangle}{\sqrt{\langle |V_n(p_T)|^2 \rangle \langle V_n^2 \rangle}}.$$  

(30)

The equivalent expression involving the eccentricity vector is obtained trivially by replacing $V_n \to \varepsilon_n e^{i \varphi_n}$. 
FIG. 2. (Color online) Event-by-event scatter plot of $v_2^{\text{hard}}$ vs. $v_2^{\text{soft}}$ at $p_T = 10$ GeV for $\eta/s = 0.05$ in the $0-20\%$ centrality window.

FIG. 3. (Color online) Event-by-event scatter plot of $v_2^{\text{hard}}$ vs. $v_2^{\text{soft}}$ at $p_T = 10$ GeV for $\eta/s = 0.05$ in the $40-60\%$ centrality window.

One can clearly see that the value of the Pearson coefficient is closest to one when both the magnitude of the flow harmonics and the angles are strongly correlated. If the magnitudes were strongly correlated but the event plane angles were completely decorrelated, or vice versa, then it would still be possible to obtain zero.

FIG. 4. (Color online) Pearson Coefficient, $Q_n$ between $v_n^{\text{hard}}$ and $v_n^{\text{soft}}$, across all centralities, described by Eq. (30) for $p_T = 10$ GeV.

In Fig. 4 the Pearson coefficients for elliptic and triangular flow in Eq. (30) are shown for $p_T = 10$ GeV and one can see that a linear correlation between $v_2^{\text{hard}}$ and $v_2^{\text{soft}}$ is very strong for small values of the viscosity. However, for more central collisions other effects may occur since $Q_2$ clear deviates from unity and this deviation is correlated with the viscosity (larger viscosity worsens the correlation between $v_2^{\text{hard}}$ and $v_2^{\text{soft}}$). Thus, we expect elliptic flow at high $p_T$ to display some type of nonlinear response for most central collisions and that these nonlinearities are tied to viscosity. On the other hand, Fig. 4 shows that the hard and the soft triangular flow are not nearly as strongly correlated.
reason for this is mostly likely the decorrelation between their event plane angles, as discussed in Section VI. Also, we see that there is a significant influence of viscosity on the correlation between hard and soft triangular flow as well. We note that one rather surprising finding is that for central collisions the strength of the correlation is essentially identical for $v_2$ and $v_3$ and it may be possible that for super central collisions the linear correlation for $v_3$ is actually stronger than for $v_2$.

At higher $p_T$ the linear correlation between $v_2^{\text{hard}}$ and $v_2^{\text{soft}}$ is considerably improved, especially for central collisions. Furthermore, viscous corrections, while having the same qualitative effect as for $p_T = 10$ GeV, appear to have a smaller influence at high $p_T$. The correlation of triangular flow worsens at higher $p_T$, which is likely due to the more decorrelated event plane angles for triangular flow at high $p_T$ seen in Section VI.

Finally, we explore the correlation between initial eccentricities and soft flow harmonics. While the soft flow harmonics are already known to be strongly correlated with the initial eccentricities, the linear response is not perfect. Thus, it is not straightforward to see if the eccentricities play a larger role in the formation of $v_n^{\text{hard}}$ or if $v_n^{\text{soft}}$ is more strongly correlated with $v_n^{\text{hard}}$. In Fig. 6 (left plot) we compare the Pearson coefficients between $v_n^{\text{hard}}$ and $\varepsilon_n$ to the coefficients found using $v_n^{\text{hard}}$ and $v_n^{\text{soft}}$. As a comparison we also show the very strong correlation between $\varepsilon_n$ and $v_n^{\text{soft}}$ on the right in Fig. 6.

**FIG. 5.** (Color online) Pearson Coefficient, $Q_n$ between $v_n^{\text{hard}}$ and $v_n^{\text{soft}}$, across all centralities, described by Eq. (30) for $p_T = 100$ GeV.

**FIG. 6.** (Color online) Pearson Coefficient, $Q_n$ between $v_n^{\text{hard}}$ and $\varepsilon_n$ for $p_T = 100$ GeV (left) and between $v_n^{\text{soft}}$ and $\varepsilon_n$ (right), across all centralities.
As expected in the soft physics regime $\varepsilon_2$ and $\varepsilon_3$ are very strongly correlated with the final $v_2^{soft}$ and $v_3^{soft}$, respectively, in Fig. 6 (right panel). However, the behavior of the flow harmonics in the hard physics region is not so simple. At high $p_T$ the elliptic flow is primarily correlated with the eccentricities, and to a lesser extent with the $v_2^{soft}$. However, triangular flow demonstrates the opposite behavior where $v_3^{soft}$ is a much stronger predictor of $v_3^{hard}$ than the initial eccentricities with the exception of peripheral collisions. This is a rather surprising effect that will be explored in a future study. The effects of the deviation from perfect linear response have an interesting effect on the multiparticle cumulants, especially on the ratio of $v_3^{4}/v_2^{2}(2)$, which will be detailed below. In fact, we propose a new variable, $\Delta_n^{SH}$, in the next section that is only non-zero when there are deviations from perfect linear response.

V. PREDICTIONS FOR $R_{AA}$ AND HARMONIC FLOW CUMULANTS AT $\sqrt{s_{NN}} = 5.02$ TeV

In Fig. 7 we show our predictions for $\pi^0 R_{AA}(p_T)$ for our “standard pQCD-like model” with a linear path length dependence $dE/dL \propto L$, jet-medium decoupling temperature $T_d = 160$ MeV, and $\eta/s = 0.05$ (the value that best describes the soft sector harmonic flow in our model, see Fig. 1). All errors in the plots presented in this paper are statistical and they are calculated with jackknife resampling. Across centralities there is very little change in the $p_T$ dependence of $R_{AA}$ though there is a modest increase around $p_T \sim 10$ GeV as one goes to more peripheral collisions. We checked the dependence of $R_{AA}(p_T)$ with $\eta/s$ and found that there was no visible difference between our standard choice of $\eta/s = 0.05$ and the case where $\eta/s = 0.12$ in Fig. 7 thus, $\eta/s = 0.12$ is not shown here.

![Graph showing $R_{AA}(p_T)$ across centralities](image-url)

**FIG. 7.** (Color online) $R_{AA}(p_T)$ across centralities assuming linear path length dependence of the energy loss $dE/dL \propto L$, jet-medium decoupling temperature $T_d = 160$ MeV, and $\eta/s = 0.05$ across all centralities and plotted up to $p_T = 100$ GeV. All values are calculated for PbPb LHC collisions at $\sqrt{s_{NN}} = 5.02$ TeV.

In Fig. 8 the high $p_T$ 2-particle cumulants of elliptic and triangular flow, $v_2(2)(p_T)$ and $v_3(2)(p_T)$, are shown across all centralities up to $p_T < 100$ GeV. All the calculations of high $p_T$ cumulants in this paper are for $\pi^0$'s. Comparisons are shown between the results obtained with two different viscosities, $\eta/s = 0.05$ and $\eta/s = 0.12$, assuming a linear path length dependence for the energy loss $dE/dL \propto L$ and jet-medium decoupling temperature of $T_d = 160$ MeV. The high $p_T$ flow harmonics show essentially no dependence on the viscosity for central to mid-central collisions and they appear to depend on only the initial eccentricities. For peripheral collisions, however, there is some viscosity dependence and, for the most peripheral 50 – 60% collisions, it may even be possible to exclude one value of the viscosity via a comparison to data (depending on the size of the error bars) assuming that the initial eccentricity is known. That being said, it is clear the viscosity effects in the soft sector, shown in Fig. 1, are at this time more appropriate to constrain the value of the shear viscosity using experimental data. However, for consistency, we expect that the high $p_T$ data would be more compatible with the lowest value of $\eta/s$ as well.

From Figs. 7-8 it appears that $R_{AA}(p_T)$, $v_2(2)(p_T)$, and $v_3(2)(p_T)$ at $p_T > 10$ GeV have almost no sensitivity to the shear viscosity of the medium. As shown in [34], as well as in Section IV, the eccentricities play the driving role among the bulk parameters in determining the high $p_T$ flow harmonics. In fact, it was shown in [34] that the high $p_T$ flow harmonics are sensitive to the choice of the initial conditions via its connection with the eccentricities. For instance, one could see in [34] that the more eccentric MCKLN initial conditions give larger $v_2(2)$ at high $p_T$ in comparison to the results found using MCGLauber.
In Fig. 8 we hold the viscosity constant at \( \eta/s = 0.05 \) and vary either the path length dependence, i.e., \( dE/dL \propto L \) vs. \( dE/dL \propto L^2 \) or the jet-medium decoupling temperature \( T_d = 160 \text{ MeV} \) vs. \( T_d = 120 \text{ MeV} \) for the centralities 0 – 5% and 20 – 30%. We find no dependence of \( R_{AA}(p_T) \) on the jet-medium decoupling temperature. However, there is a clear splitting between the different choices for the path length dependence of the energy loss, linear vs. quadratic. If the error bars in the future LHC run 2 data are small enough on the 0 – 5% centrality class it may be possible to exclude one of the possible path length dependences of the energy loss.

For the flow harmonics there a modest increase in \( v_3^2(p_T) \) for the lower decoupling temperature while \( v_2^2(p_T) \) actually decreases slightly for 0 – 5%. Thus, the ratio of \( v_2^2(p_T)/v_3^2(p_T) \) is sensitive to the value of \( T_d \) though it remains to be seen if that effect is large enough to be constrained by experimental data. While the decoupling temperature has only a modest effect, the path length dependence plays a large role. Both for 0 – 5% and 20 – 30% a quadratic path length dependence leads to a significantly larger \( v_2^2(p_T) \) and also a larger \( v_3^2(p_T) \). Therefore, between \( R_{AA}(p_T), v_2^2(p_T), \) and \( v_3^2(p_T) \) we expect it to be possible to further constrain the path length dependence of energy loss using the new LHC run 2 data.

In Fig. 10 the results for \( v_2^2(p_T) \) and \( v_2^4(p_T) \) are shown for \( \eta/s = 0.05 \) and \( \eta/s = 0.12 \), assuming a linear path length dependence and \( T_d = 160 \text{ MeV} \) across centralities. As in Fig. 8, the effect of viscosity only appears in peripheral collisions. Additionally, we find that the difference between \( v_2^2(p_T) \) and \( v_2^4(p_T) \) is smaller at high \( p_T \) than at low \( p_T \). In order to investigate this effect further the ratio of \( v_2^4(p_T)/v_2^2(p_T) \) is shown in Figs. 11

In the low momentum region the ratio \( v_2^4/v_2^2 \) is often used to judge the strength of the fluctuations (large \( v_2^4/v_2^2 \) indicates a narrower distribution whereas a smaller value indicates a wider distribution). Specifically, \( v_2^4/v_2^2 \) is related to the variance of \( v_n^2, \sigma^2(v_n^2) \equiv \langle v_n^4 \rangle - \langle v_n^2 \rangle^2 \), as

\[
\left( \frac{v_2^4}{v_2^2} \right)^4 = 2 - \frac{\langle v_2^4 \rangle}{\langle v_2^2 \rangle^2} = 1 - \frac{\sigma^2(v_n^2)}{\langle v_n^2 \rangle^2}. \tag{31}
\]

The differential ratio \( v_2^4(p_T)/v_2^2(p_T) \) involves a nontrivial correlation between \( v_2 \) at high and low \( p_T \), and is therefore more complicated, as discussed in the next section. However, if there is a perfect linear correlation between the integrated \( v_2 \) in each event and \( v_2(p_T) \) at a fixed transverse momentum, the ratios are equal.

Thus, in Fig. 11 we plot the ratio across \( p_T \) using our standard scenario with a linear path length dependence, \( T_d = 160 \text{ MeV} \), and \( \eta/s = 0.05 \). One can see that there is a strong \( p_T \) dependence in \( v_2^4(p_T)/v_2^2(p_T) \) that approaches unity at \( p_T \sim 10 \text{ GeV} \) for central collisions. As one goes towards more peripheral collisions this ratio becomes approximately constant with \( p_T \). The black band is our corresponding prediction for the ratio \( v_2^4/v_2^2 \) in the soft sector, which is found to be smaller than the differential ratio \( v_2^4(p_T)/v_2^2(p_T) \) at high \( p_T \).

As a comparison, in Fig. 12 we increase the viscosity to \( \eta/s = 0.12 \) keeping the same path length dependence and decoupling temperature as in Fig. 11 to see what effect it has on \( v_2^4(p_T)/v_2^2(p_T) \). One can see that the
The difference between the soft and hard ratios is more pronounced for the larger value of $\eta/s$ across all centralities. This is consistent with the results shown in Fig. 1. 

Finally, in Fig. 13 a direct comparison is shown for different scenarios in the $0 - 5\%$ centrality bin, which has the largest deviation from the soft sector and the strongest $p_T$ dependence. One can see that a larger viscosity gives the largest $v_2(4)(p_T)/v_2(2)(p_T)$ ratio and that this is the dominant effect. Changing the path length dependence from $dE/dL \propto L$ to $dE/dL \propto L^2$ has almost no effect on the ratio, which is interesting because this choice has a large effect on $R_{AA}(p_T)$, $v_2(2)(p_T)$, and $v_3(2)(p_T)$. In fact, looking at $v_2(4)(p_T)/v_2(2)(p_T)$ provides a method of checking the viscosity fit separately from the path length dependence. Finally, lowering the decoupling temperature to $T_d = 120$ MeV gives a different dependence across $p_T$ for this ratio, which could not be clearly seen in previous plots. Thus, in

FIG. 9. (Color online) Variation of $R_{AA}(p_T)$, $v_2(2)(p_T)$, and $v_3(2)(p_T)$ with the path length dependence $dE/dL \propto L$ vs. $dE/dL \propto L^2$ and the jet-medium decoupling temperature $T_d = 160$ MeV vs. $T_d = 120$ MeV, keeping $\eta/s = 0.05$. Only $0 - 5\%$ and $20 - 30\%$ centralities are shown. All values are calculated for PbPb LHC collisions at $\sqrt{s_{NN}} = 5.02$ TeV.

FIG. 10. (Color online) Cumulants $v_2(2)(p_T)$ and $v_2(4)(p_T)$ for $\eta/s = 0.05$ and $\eta/s = 0.12$ assuming a linear path length dependence $dE/dL \propto L$ and jet-medium decoupling temperature $T_d = 160$ MeV across centralities. All values are calculated for PbPb LHC collisions at $\sqrt{s_{NN}} = 5.02$ TeV.
If there are no fluctuations at all (hard or soft), one again obtains a ratio $v^2 / 2$ goes to unity as the fluctuations vanish and the variance goes to zero. The differential cumulants than 1 is possible.

In fact, flow fluctuations have been well-documented not only in soft physics, but also already from experimental data.

Our model $v^2 / 2$ ratio not only provides interesting information about the fluctuations at high $p_T$ but it also may be used to constrain the medium parameters.

**A. Flow Fluctuations at high $p_T$**

The ratio of integrated cumulants $v^2 / 2$ is related to the variance of the $v^2$ distribution (see Eq. (31)), and goes to unity as the fluctuations vanish and the variance goes to zero. The differential cumulants $v^2 (k) / 2$, on the other hand, represent a non-trivial correlation between $v^2$ at different transverse momenta (see Eqs. (21) and (28)). If there are no fluctuations at all (hard or soft), one again obtains a ratio $v^2 / 2 (p_T) / 2 (p_T) \sim 1$. However, the converse is not true — a value of 1, such as that seen in central collisions at lower $p_T$, does not necessarily imply a lack of fluctuations in either the hard or soft sector — and unlike the case for integrated cumulants, a value greater than 1 is possible.

In fact, flow fluctuations have been well-documented not only in soft physics, but also already from experimental data.
data that clear fluctuations in \( v_2(2) \) have been measured up to \( p_T \) 15 GeV \[39\]. In our model, we can see clear fluctuations in the scatter plot in Fig. 2 despite the fact that the ratio is \( v_2(4)(p_T)/v_2(2)(p_T) \sim 1 \) in Fig. 11.

A clearer way to study the difference between harmonic flow fluctuations at low and high \( p_T \) may be obtained using the observable

\[
\Delta_{n}^{SH}(p_T) \equiv \frac{\langle v_n^4 \rangle}{\langle v_n^2 \rangle^2} - \frac{\langle v_n^2 V_n V_n^* \rangle}{\langle v_n^2 \rangle^2} \frac{\langle V_n V_n^* \rangle}{\langle V_n V_n^* \rangle}
\]

\[= \left( \frac{v_n(2)}{v_n(4)} \right)^2 \left[ \frac{v_n(4)(p_T)}{v_n(2)(p_T)} - \frac{v_n(4)}{v_n(2)} \right]
\]

where the relationship above is exact (before any centrality rebinning), as shown in Appendix A. If the fluctuations of high \( p_T \) elliptic flow were exactly given by the soft fluctuations in a linearly correlated manner (on an event by event basis), i.e., \( V_n(p_T) \to \chi_n(p_T)V_n \) with \( \chi_n(p_T) \) being the same for all events in the given centrality class, then \( \Delta_{n}^{SH}(p_T) \) would be identically zero for all \( p_T \). The discussion in Section IV shows that this should not be the case and, in fact, one can already see in Figs. 11 and 12 that such quantity is nonzero. This implies that Eq. (5) of \[34\], which was derived assuming linear response, cannot be used to obtain the correct magnitude of the effects of event-by-event fluctuations on \( v_2(2)(p_T) \).

FIG. 13. (Color online) Variation in the \( v_2(4)(p_T)/v_2(2)(p_T) \) ratio with changes in the path length dependence \( dE/dL \propto L \) vs. \( dE/dL \propto L^2 \) as well as in the jet-medium decoupling temperature \( T_d = 160 \text{ MeV} \) vs. \( T_d = 120 \text{ MeV} \), for \( \eta/s = 0.05 \) and \( \eta/s = 0.12 \). Only the 0–5% centrality class is shown. All values are calculated for PbPb LHC collisions at \( \sqrt{s_{NN}} = 5.02 \text{ TeV} \).

FIG. 14. (Color online) Difference between the soft and hard fluctuations, \( \Delta_{2}^{SH} \), defined in Eq. (33) for \( \eta/s = 0.05 \) across all centralities and for three values of \( p_T \).
It was suggested that this decorrelation effect is extremely small for plane angles. Thus, any degree of decorrelation between these angles decreases the harmonic flow cumulants. In [100] hard flow harmonics in Eqs. (22) and (27) necessarily contains a cosine term of the difference between their event high $p_T$ than [34], we can determine both how large of an effect the event plane decorrelation has on the flow harmonics and goes out to higher and higher $p_T$ the fluctuations in the soft and hard sectors are more similar (and that is relatively constant across centrality). However, we note that even at very high $p_T$ the assumption of a linear relationship between the high and low $p_T$ elliptic flows does not hold since $\Delta_2^{SH} \neq 0$. Furthermore, a comparison between Figs. 14 and 15 shows that this quantity is also sensitive to the viscosity of the medium. In fact, the difference between the fluctuations in the hard and soft sectors are found to increase with $\eta/s$, which is expected given the large sensitivity of the soft flow cumulants with viscosity (see Fig. 1).

VI. SOFT-HARD EVENT PLANE CORRELATION

In Section IV the linear relationship between the soft and the hard harmonic flow coefficients was explored in terms of the magnitude of the flow vectors (in the scatter plots of Figs. 23 and the entire flow vector through linear correlation coefficients $Q_n$, Eq. (30)). One can also visualize how their event plane angle changes at high $p_T$. As one goes out to higher and higher $p_T$ it is nontrivial to assume that the event plane angle of the integrated soft flow harmonic is correlated with the corresponding quantity at $p_T = 100$ GeV. The correlation function between soft and hard flow harmonics in Eqs. (22) and (27) necessarily contains a cosine term of the difference between their event plane angles. Thus, any degree of decorrelation between these angles decreases the harmonic flow cumulants. In [100] it was suggested that this decorrelation effect is extremely small for $v_2(2)$ whereas $v_3(2)$ should be more strongly affected by the decorrelation of the corresponding event plane angles.

Because in this study we have an order of magnitude larger statistics as well as a wider range in parameter variation than [34], we can determine both how large of an effect the event plane decorrelation has on the flow harmonics and what aspects of the medium influence this decorrelation. In Fig. 16, the difference in the event plane angles at low and high $p_T$, $P(n[\psi_n^{soft} - \psi_n^{hard}(p_T)])$, at 20 – 30% centrality is shown for $n = 2$ and $n = 3$. One can clearly see that there is a very strong correlation between the soft and hard angles for elliptic flow whereas for triangular flow the angles are less correlated, which suppresses $v_3(2)(p_T)$. It is also interesting to note that the path length dependence of the energy loss has essentially no influence on this result whereas a larger shear viscosity leads to a larger decorrelation in the event plane angles between the soft and the hard sectors.

To see this more clearly we plot in Fig. 17 the mean of the cosine term in the correlation function across centralities, $\langle \cos n [\psi_n^{soft} - \psi_n^{hard}(p_T)] \rangle$. From Fig. 17 one can conclude that the decorrelation of the event plane angles is strongly affected by viscosity. A larger shear viscosity suppresses $\langle \cos n [\psi_n^{soft} - \psi_n^{hard}(p_T)] \rangle$ the most in central and peripheral collisions. The event plane of triangular flow is especially sensitive to this effect. A variation of the path length dependence of the energy loss did not change this result. Thus, our results not only confirm [100] but we also find that event plane angle decorrelation at high $p_T$ may be used as a probe of the properties of the medium given its...
strong dependence with viscosity.

VII. CONCLUSIONS AND OUTLOOK

In this paper we used a combination of event-by-event relativistic hydrodynamics, given by the v-USPhydro code, with an energy loss model, BBMG, to make predictions for the high \( p_T \) dependence of \( R_{AA}(p_T) \), \( v_2^2(p_T) \), \( v_3^2(p_T) \), and \( v_4^2(p_T) \) of neutral pions in PbPb collisions at \( \sqrt{s_{NN}} = 5.02 \) TeV, which can be tested against the upcoming results from run 2 data at LHC. Aside from \( R_{AA}(p_T) \), none of the 2- and 4-particle cumulants discussed in this paper can be computed without considering the effects of event-by-event viscous hydrodynamics in jet energy loss calculations. In fact, as discussed in Section III in meaningful comparisons to experimental data, the inclusion of event-by-event fluctuations in the theoretical calculation of high \( p_T \) flow harmonics is not an option - it is rather mandatory given our current understanding of the bulk evolution of the QGP and the very definition of these observables via event-by-event correlations between soft and hard hadrons. The same reasoning applies to the heavy quark sector (see, e.g., [102, 103] for ideas on how to combine event shape engineering with light and heavy flavor and [104] for the influence of the initial state on heavy flavor flow) and results in this direction will be presented soon. We note that in [105, 106] heavy flavor triangular flow was calculated using the event plane method with an event-by-event ideal hydrodynamic background. In this regard, it would be interesting to study flow harmonic cumulants in the heavy flavor sector following the study done here using event-by-event viscous hydrodynamics.

In order to investigate how our results vary with the assumptions regarding the BBMG energy loss model, we varied the path length dependence of the energy loss, \( dE/dL \propto L \) to \( dE/dL \propto L^2 \). We found a sensitivity of \( R_{AA}(p_T) \), \( v_2^2(p_T) \) and \( v_3^2(p_T) \) with this change. From the combination of the three experimental observables it may be

FIG. 16. (Color online) Distribution of the difference in the event plane angles at low and high \( p_T \), \( P(n[\psi_{soft} - \psi_{hard}(p_T)]) \), at 20–30% centrality for LHC PbPb \( \sqrt{s_{NN}} = 5.02 \) TeV.
shown to play a significant role in the description of $v_2$; it does not display a strong sensitivity to the choice for the path length dependence of the energy loss. Quantity $\Delta \epsilon$ ratio logical scale sets the minimum temperature in the hadronic phase below which energy loss is taken to be zero. In this paper, we varied $T_d$ between 120 MeV and 160 MeV and found that most experimental observables appear to be relatively insensitive to $T_d$, with the exception of the $v_2\{2\}(p_T)$ to $v_3\{2\}(p_T)$ relationship. Triangular flow requires longer system times to build up and, therefore, if the jet is coupled to the medium for a longer period of time then this will enhance $v_3\{2\}(p_T)$.

Here we also investigated the correlation between the soft and the hard event plane angles and its connection to viscosity. We confirm previous results found in \[100\] and \[34\] that the elliptic flow event plane angle at high $p_T$ is strongly correlated to the soft elliptic flow event plane angle. Moreover, we find that an increase in viscosity decorrelates the soft and the hard event plane angles, which is an interesting effect to explore in the future.

Our model allows for the calculation of the difference between the harmonic flow fluctuations in the hard and in the soft sectors, as discussed in detail in Section IV. We found that the linear correlation between high $p_T$ elliptic flow and the initial $\varepsilon_2$ is weaker than the correlation between $v_2^{soft}$ and $\varepsilon_2$. Also, triangular flow scales better with $v_3^{soft}$ than with the actual eccentricity $\varepsilon_3$. This deviation from perfect linear scaling of high $p_T$ elliptic flow affects the ratio $v_2\{4\}(p_T)/v_2\{2\}(p_T)$ and experimental verification of this effect can be done through the measurement of the quantity $\Delta_{SH}(p_T)$ defined in \[33\], which involves the difference between the soft and hard fluctuations. This quantity depends on the initial conditions and the viscosity of the medium (differently than its soft counterpart) though it does not display a strong sensitivity to the choice for the path length dependence of the energy loss.

In the first attempt of combining event-by-event hydrodynamics with jets \[34\], the initial conditions were varied and shown to play a significant role in the description of $v_2\{2\}(p_T)$. MCGlauber initial conditions, which have a smaller $\varepsilon_2\{2\}$ than that found in MCKLN initial conditions, consistently were at the low end of the $v_2\{2\}(p_T)$ error bars for LHC Run 1. However, MCKLN initial conditions were found to give a reasonable description of the experimental data at $\sqrt{s_{NN}} = 2.76$ TeV. Due to this result, only MCKLN initial conditions were explored in this study. However, the choice of the initial condition for the hydrodynamic evolution plays a nontrivial role in the study of high $p_T$ flow harmonics and this subject certainly deserves further investigation. Because viscous effects here are small, the initial conditions have a dominant effect at high $p_T$ for $v_2\{2\}$ and $v_3\{2\}$. Thus, high $p_T$ flow harmonic provides a novel (and independent) opportunity to constrain the initial conditions. We hope to see future analyses using Bayesian
techniques \[33\] in viscous hydrodynamics + jet models to determine, in a systematic manner, the allowed range of model parameters that simultaneously describe soft and hard flow harmonics.

Finally, in this paper we went through all the details needed to perform this novel type of theoretical calculations of high \(p_T\) flow harmonics event-by-event, including the definition of harmonic flow cumulants at high \(p_T\), which considerably extends the initial study performed in \[33\]. Using this knowledge, a similar study could be carried out for hard sector observables using other types of initial conditions, bulk hydrodynamic evolution models (going, for instance, from 2+1 to full 3+1 hydrodynamics) and more realistic energy loss models such as \[82, 107–114\]. The combination of event-by-event viscous hydrodynamics and jet quenching models is indispensable for calculating insight onto how jets interact with the quark-gluon plasma.
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Appendix A: Derivation of \(\Delta_n^{SH}\)

In the following, we will use capital \(V_n\) to indicate the vector form of the flow harmonics and the magnitude of a flow harmonic will be written as \(v_n\). In the language of soft vs. hard physics, it is understood that a cumulant \(v_n\{m\}\) is a soft flow harmonic where as \(v_n\{m\}\{p_T\}\) is the flow harmonic cumulant for the hard sector.

In order to understand the high \(p_T\) fluctuations further, we rewrite the ratio \(v_2\{4\}(p_T)/v_2\{2\}(p_T)\) using Eqs. \[15\]–\[16\] in the simplified vector form (defined in Section \[III\]) such that:

\[
\frac{v_n\{4\}(p_T)}{v_n\{2\}(p_T)} = \frac{2\langle V_n^{*}(p_T)\rangle \langle v_n^4 \rangle - \langle v_n^2V_n^{*}(p_T)\rangle}{v_n\{4\}^3} \frac{v_n\{2\}}{\langle V_n^{*}(p_T)\rangle} = \frac{v_n\{4\}}{v_n\{2\}} \left[ 2\frac{v_n\{2\}^4}{v_n\{4\}^4} - \frac{v_n\{2\}^2}{v_n\{4\}^4} \frac{\langle v_n^2V_n^{*}(p_T)\rangle}{\langle V_n^{*}(p_T)\rangle} \right]
\]

(A1)

substituting in \(2\frac{v_n\{2\}^4}{v_n\{4\}^4} = v_n\{4\}^4 + \langle v_n^4 \rangle\)

\[
\frac{v_n\{4\}(p_T)}{v_n\{2\}(p_T)} = \frac{v_n\{4\}}{v_n\{2\}} \left[ 1 + \frac{\langle v_n^4 \rangle}{\langle v_n\{2\}^4 \rangle} - \frac{\langle v_n\{2\}^2 \rangle}{\langle v_n\{4\}^4 \rangle} \frac{\langle v_n^2V_n^{*}(p_T)\rangle}{\langle V_n^{*}(p_T)\rangle} \right]
\]

(A2)

If the soft and hard flow harmonics fluctuated in the exact same manner then the magnitude of the elliptical flow across all \(p_T\), \(|V_n(p_T)|\), would be the magnitude of the integrated elliptical flow \(|V_n|\) multiplied with a function that is only depended on \(p_T\): \(|V_n(p_T)| \sim \chi_2(p_T)|V_n|\), which means that \(\frac{\langle v_n^{*2} \rangle}{\langle v_n\rangle^2} - \frac{\langle v_n^2V_n^{*}(p_T)\rangle}{\langle v_n\rangle^2\langle V_n^{*}(p_T)\rangle} \rightarrow 0\) and then the ratio \(\frac{v_n\{4\}}{v_n\{2\}}(p_T) = \frac{v_n\{4\}}{v_n\{2\}}\) would be constant across \(p_T\).

Thus, the deviation from \(\frac{v_n\{4\}}{v_n\{2\}}(p_T) = \frac{v_n\{4\}}{v_n\{2\}}\) in Figs. \[11\]–\[12\] implies that the relationship between the integrated elliptical flow is not linear with the differential elliptical flow. Indeed, the correction term to \(\frac{v_n\{4\}}{v_n\{2\}}\) in Eq. (A2) returns the exact deviation seen in Figs. \[11\]–\[12\] and is typically between 0.02 – 0.06 with the exception of centrality classes in the 0 – 10% range.
Experimentally, it is possible to determine the difference between the soft and hard fluctuations, which we defined as $\Delta_n^{SH}$ in (A3)

$$\Delta_n^{SH}(p_T) \equiv \frac{\langle V_n^2 \rangle}{\langle nV_n(p_T) \rangle} \frac{\langle n^2V_n^2(p_T) \rangle}{\langle n^2V_n(p_T) \rangle} - \frac{\langle nV_n(p_T) \rangle}{\langle nV_n(p_T) \rangle} \frac{\langle nV_n(p_T) \rangle}{\langle nV_n(p_T) \rangle}$$

where we rearranged Eq. (A2) to obtain the experimental observable. Note that the definition of $\Delta_n^{SH}$ is exact when no multiplicity weighing is used to recombine centrality bins.
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