Compressive Sensing-Based Recovery of Molecular Mixtures with Cross-Reactive Receptor Arrays
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Abstract—In this paper, we propose a novel concept for engineered molecular communication (MC) systems inspired by animal olfaction. We focus on a multi-user scenario where transmitters employ unique mixtures of different types of signaling molecules to convey messages to a central receiver, which is equipped with an array comprising $R$ different types of receptors to detect the emitted molecule mixtures. The hardware complexity of an MC system employing orthogonal molecule-receptor pairs would linearly scale with the number of signaling molecule types $Q$ (i.e., $R = Q$). Natural olfactory systems avoid such high complexity by employing arrays of cross-reactive receptors, where each type of molecule activates multiple types of receptors and each type of receptor is predominantly activated by multiple types of molecules albeit with different activation strengths. For instance, the human olfactory system is believed to discriminate several thousands of chemicals using only a few hundred receptor types, i.e., $Q \gg R$. Motivated by this observation, we first develop an end-to-end MC channel model that accounts for the key properties of olfaction. Subsequently, we formulate the molecule mixture recovery as a convex compressive sensing (CS) problem which can be efficiently solved via available numerical solvers. Our simulation results confirm the efficiency of the proposed CS problem for the recovery of the molecular mixture signal and quantify the system performance for various system parameters.

I. INTRODUCTION

In electromagnetic- (EM-) based communication systems, exploiting different frequency resources is essential for an efficient use of the communication channel. In molecular communication (MC) systems, the different types of signaling molecules used for communication are analogous to different frequency resources [1]. This has lead researchers to propose molecular shift keying (MSK) modulation, which embeds information in the identity of signaling molecules [2]–[5]. Thereby, ideally, by employing a large number of different types of signaling molecules, the MC channel is able to offer high throughput, despite the slow propagation speed of molecules. However, the MSK-based MC designs proposed so far in the literature [2]–[5] employ only a small number of different types of molecules, denoted by $Q$, and are not scalable for large $Q$ due to the following limitations: First, it is implicitly assumed in MSK modulation that for each adopted signaling molecule type, the receiver (Rx) is equipped with a corresponding specifically-tuned receptor type. This implies that the Rx architecture complexity linearly increases with $Q$ which limits the feasibility of this Rx architecture for large $Q$. Second, the ideal assumption that each receptor type only responds to the corresponding signaling molecule type simplifies the design of the MC system but may not be valid in practice [6]. Most receptors respond to different chemical substances albeit with different strengths. For future reference, we refer to MC systems that employ a
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\caption{Schematic illustration of the cross-reactive receptor arrays of olfactory systems known as shape-pattern theory of olfactory perception [7]. In this illustration, each molecule type activates those receptor types that have a matching geometrical shape and the strength of activation is enhanced if they have identical color.}
\end{figure}

Dedicated Receptor type for Each Molecule type as DREAM systems.

Fortunately, nature offers several solutions for the concurrent detection of a large number of different types of molecules, which can be found in the chemosensory systems of different organisms. In fact, for airborne chemicals, the olfactory systems of mammals and insects can detect molecular information in an efficient manner and have vital functions in, e.g., navigating, foraging, and reproduction [7]–[9]. For instance, it is estimated that humans are able to perceive $\sim 10^3 - 10^5$ different chemicals as having distinct odors using only $\sim 400$ different types of olfactory receptors (ORs) [7]. Unlike DREAM systems where each receptor type is assumed to be narrowly tuned to its respective type of signaling molecule, in these natural systems, the majority of the receptors are broadly tuned to multiple types of signaling molecules while most signaling molecule types have affinity with multiple types of receptors. Therefore, the odor discriminatory capacity of the olfactory system stems from an array of cross-reactive receptor types, which extracts the information regarding the presence of molecules and encodes it into the activation pattern of the ORs, see Fig. 1.

The main objective of this paper is to investigate the potential benefits of exploiting the properties of natural olfaction for the design of engineered MC systems. In particular, this paper makes the following contributions:

- Inspired by natural odor mixture communication [10], we introduce a new modulation scheme where information is embedded in the mixtures of different types of signaling molecules, referred to as molecule mixture shift keying (MMSK) modulation.
- We develop a communication-theoretic model that relates the molecule mixture signal to the received array signal.

\[1\] The Nobel Prize in Physiology and Medicine in 2004 was awarded jointly to Richard Axel and Linda B. Buck for their discoveries of "odorant receptors and the organization of the olfactory system" [7].
This model captures the key properties of olfaction including cross-reactive receptor arrays (CRRAs).

- Finally, we formulate the molecule mixture recovery at the Rx as a compressive sensing (CS) problem which explicitly exploits the knowledge of the MMSK modulation alphabets used by the transmitters (Txs). Due to the specific structure of the MMSK modulated signal and the non-linearity of the received array signal, the formulated problem introduces new challenges, which are tackled in this paper.

To the best of the authors’ knowledge, the olfactory-inspired engineered MC system employing a CRRA has been first reported in this paper and its extended version [1]. We further note that the multiple-input multiple-output (MIMO) MC systems studied in the literature [2], [3] employ multiple receptors of the same type and a single type of molecule and their generalization to MSK modulation suffers from the same limitations as the DREAM MC systems discussed above.

Notation: Bold small letters (e.g., x) and bold capital letters (e.g., X) denote vectors and matrices, respectively. Sets are shown by calligraphic letters (e.g., \( \mathcal{X} \)). \( X^T \) represents the transpose of the matrix \( X \) and \( |X|_{n,m} \) denotes the entry of the \( n \)-th row and \( m \)-th column of the matrix \( X \) where sub-index \( m \) is dropped for vectors. We use \( y = |x| \) to denote the element-wise absolute value (i.e., \( |y|_n = |x|_n \)). \( |x|_p \) denotes the vector \( p \)-norm and \( 1_n \) and \( 0_n \) are the all-one and all-zero vectors of size \( n \), respectively. \( |\mathcal{X}| \) denotes the cardinality of the set \( \mathcal{X} \). \( \mathbb{R} \) and \( \mathbb{R}_{\geq 0} \) are the sets of real and non-negative real numbers, respectively. \( \text{Pois}(\lambda) \) represents a Poisson random variable (RV) with mean \( \lambda \). \( \mathbb{E}\{X\} \) and \( \mathbb{V}\{X\} \) denote the expectation and variance, respectively, of the entries of the matrix \( X \).

II. COMMUNICATION-THEORETIC END-TO-END CHANNEL MODEL FOR MOLECULAR MIXTURE SIGNALING

We consider a multi-user MC system consisting of \( K \) Txs sending messages to an Rx, e.g., as a model of a sensor network, see Fig. 2. We assume that the Txs employ MMSK modulation, namely each Tx releases a mixture of different molecule types to represent its message. We assume each Tx sporadically accesses the MC channel in a random access manner since it has only limited. For instance, various experiments demonstrated that humans can hardly distinguish 3 – 4 odors in a mixture that contains up to 8 odors [10].

- \( P_2 \) (sparsity): Although the olfactory system is able to distinguish thousands of different molecule types, the number of molecule types that it can simultaneously identify is limited. For instance, various experiments demonstrated that humans can hardly distinguish 3 – 4 odors in a mixture that contains up to 8 odors [10].

- \( P_3 \) (concentration): Higher concentrations of molecules activate more types of receptors because the activation of some types of receptors is concentration dependent requiring a minimum concentration of molecules to proceed with detection [8], [15].

- \( P_4 \) (inhibition): A given type of molecules can activate some types of receptors and inhibit others, whereas an individual receptor can be activated by some types of molecules and inhibited by others [8]. While various examples of receptor inhibition have been discussed in the literature, see, e.g., [16], [17], inhibition is less common (or at least not sufficiently understood) compared to excitation/activation particularly in vertebrates [9].

- \( P_5 \) (noise): OR neurons are noisy and spontaneously active (i.e., they fire action potentials even in the absence of an odorant). For instance, the OR neuron of a Drosophila fly fires \( \sim 8 \) spikes/s in the absence of odor [18]. The aggregation of the output signals of all OR neurons of the same type yields thousands of noisy baseline spikes/s.

- \( P_6 \) (sensitivity enhancement): All OR neurons of the same type send their signals to only few (\( \sim 2 – 4 \)) spherical structures, called glomeruli, in the olfactory bulb. This signal aggregation enhances the detection sensitivity and the signal-to-noise ratio (SNR) of the subsequent signal sent to the olfactory cortex by averaging out the uncorrelated noises across the distributed receptors [19].

B. End-to-end channel model

The proposed end-to-end channel model accounts for the release, propagation, and reception mechanisms of the system. In particular, as channel inputs, we consider mixtures of different types of signaling molecules released into the channel by the Txs, where each molecule mixture conveys a certain message (e.g., a change in the temperature measured by a sensor). Let \( Q \) and \( M \) denote the sets of all molecule types and molecule mixtures used by the Txs, respectively, where \( Q \triangleq |Q| \) and \( M \triangleq |M| \). The transmit signal vector is defined as \( s = [s_1, \ldots, s_M]^T \in \{0,1\}^M \) where \( s_m = 1 \) if molecule...
mixture \( m \) is released, otherwise \( s_m = 0 \). We assume that the release times of the Txs are not synchronous or coordinated. We further assume that the molecules propagate independently from each other and the signaling molecules do not react with each other.\(^2\) As channel output, we consider the aggregated signal of the receptors of the same type, e.g., the output signals of the glomeruli. Let \( y = [y_1, \ldots, y_n]^T \in \mathbb{R}_{\geq 0}^r \) denote the received signal vector, where \( y_r \) is the aggregated output signal of the type \( r \) receptors. We focus on a short time window of the received signal during which each mixture may be released only once.\(^2\) This leads to the following communication model for relating channel input \( u \) and output \( y \):

**Release:** \( u = N_{\text{rels}} \mathbf{M} s \) \hspace{1cm} (1)

**Propagation:** \( x = \text{Pois}(\mathbf{V} u) \) \hspace{1cm} (2)

**Reception:** \( y = f(Ax + n) \) \hspace{1cm} (3)

**Release model:** In (1), \( u = [u_1, \ldots, u_Q]^T \in \mathbb{R}_{\geq 0}^Q \), where \( u_q \) is the number of released type \( q \) molecules and \( N_{\text{rels}} \) is the total number of molecules that each released mixture contains. Moreover, \( \mathbf{M} \in [0, 1]^{Q \times |\mathcal{M}|} \) is called the molecule-mixture construction matrix, where \( [\mathbf{M}]_{q,m} \) determines the fraction of molecule mixture \( m \) that is composed of type \( q \) molecules. The sparsity property \( P2 \) can be enforced by assuming each mixture molecule contains only few types of molecules, i.e., each column of \( \mathbf{M} \) contains few non-zero entries.

**Propagation model:** In (2), \( x \in \mathbb{R}_{\geq 0}^Q \) denotes the vector of the total number of molecules reaching the sensing volume of the Rx (e.g., the mucus layer in the nose) at the sampling time. We assume that the molecules within the sensing volume either activate a receptor or are degraded so that they cannot activate receptors in the subsequent sampling intervals. This leads to a model that is conceptually similar to the absorbing Rx model widely adopted in the literature, for which the number of received molecules is known to follow a Poisson distribution when \( N_{\text{rels}} \) is large.\(^4\) Moreover, in (3), \( \mathbf{V} = \text{diag}(v_1, \ldots, v_Q) \in \mathbb{R}_+^Q \) is a diagonal matrix with diagonal entry \( v_q \) denoting the channel response for type \( q \) molecules, namely the fraction of molecules reaching the Rx at the sampling time. The specific shape of \( v_q(t) \) depends on the propagation mechanism (e.g., diffusion and laminar or turbulent flow), the Tx-Rx distance, and the properties of the signaling molecules (e.g., their size).\(^4\)

**Olfactory-inspired reception model:** In (3), \( A \in \mathbb{R}^{R \times Q} \) denotes the receptor-molecule affinity matrix, where \( [A]_{r,q} \) determines the strength of the aggregated signal generated by all type \( r \) receptors in the presence of a unit concentration of type \( q \) molecules. The cross-reactive property \( P1 \) is manifested in multiple non-zero elements in each row and column of \( A \).

Examples of measurement results for the affinity matrix can be found in [20, Fig. 6] and [21, Fig. 4].

---

\(^2\)We focus on a single snapshot of the array signal due to the assumption of asynchronous and sporadic multiple access, which is motivated by natural olfactory systems, where a large number of odors has to be recognized for animal survival, however, in practice, only a few odors may be simultaneously present [19]. The more challenging scenario, where Txs continuously access the MC channel, introduces inter-symbol and multi-user interference and may lead to a non-sparse received signal, which severely limits the number of detectable mixtures. Therefore, the study of this scenario is beyond the scope of this paper but constitutes an interesting direction for future research.

---

3Other activation functions have been considered in the literature, too. For instance, [22] uses the nonlinear function \( f(x) = x/(1 + x) \) to model the limited dynamic range of sensors; [15] considers binary OR activation which can be model by choosing \( f(\cdot) \) as a step function, and [23] employs a linear model for sensor array optimization, i.e., \( f(x) = x \).

---

A key parameter determining the performance of a CRRA is the affinity matrix \( A \), which plays a similar role as the measurement matrices widely used in the CS literature [24], [25]. Instead of focusing on a particular affinity matrix (such as those described in [20, Fig. 6] and [21, Fig. 4]), we follow the approach that is common in the CS literature and construct an affinity matrix that complies with the discussed olfactory properties; please refer to [24], [25] for an overview of structured/unstructured random/deterministic constructions of measurement matrices. The constructed affinity matrix may be used for guiding the choice of the molecule and receptor types. However, the construction methods discussed in [24], [25] were developed for conventional communication systems and do not meet the specific constraints of affinity matrices of olfactory systems, e.g., tuning the relative strengths of activation and inhibition modes of receptors, cf. property \( P3 \).

The proposed design follows the following considerations:

- For simplicity, we assume that the maximum entry in each column of \( A \) is normalized to one, i.e., \( \max x, a_{q,r} = 1, \forall q \). In other words, for each type of molecule, the type of receptor that generates the strongest signal has normalized affinity one.
Algorithm 1 Example Construction of the Affinity Matrix $A$

input: # receptor types $R$, # molecule types $Q$, inhibition threshold $a_{\text{inh}}$, and mutual coherence threshold $\mu_{\text{ch}}$
output: Affinity matrix $A$

1: for $q = 1, \ldots, Q$ do
2: Generate $\bar{a} = [\bar{a}_1, \ldots, \bar{a}_R]^T$ with $R_{\text{act}}$ randomly selected entries $\bar{a}_r$ being uniformly distributed RVs in $(0, 1]$ and the remaining being zero.
3: Compute $\bar{a} = [\bar{a}_1, \ldots, \bar{a}_R]^T$ with $\bar{a}_{r} \leftarrow \frac{\mu_{\text{ch}}}{\mu_{\text{thr}}} (1 + a_{\text{inh}}) - a_{\text{inh}}$ if $\bar{a}_{r} \neq 0$ and $\bar{a}_{r} = 0$ otherwise.
4: Compute $\mu = \max_{q} \bar{a}_q$ such that $\|\bar{a}_q\|_2 \\leq \|\bar{a}_q\|_2 \left(1 + \epsilon\right)$, where $\epsilon$ is a non-deterministic polynomial-time (NP) hard problem. This issue is often addressed in the literature by replacing $\|\cdot\|_0$ with its convex one-norm relaxation $\|\cdot\|_1$ [26].
5: if $q \neq 1 \text{ OR } \mu > \mu_{\text{thr}}$, then
6: Go to line 2.
7: else
8: Set $a_q = \bar{a}$.
9: end if
10: end for

- To account for property P1, we assume that each type of molecule activates $R_{\text{act}}$ randomly-chosen receptor types.
- To allow for property P4, we assume that the entries of $A$ are randomly drawn from interval $a_{q,r} \in [-a_{\text{inh}}, 1]$, $\forall q,r$, where negative values imply molecule inhibition. Here, parameter $a_{\text{inh}} \in [0, 1]$ controls the strength of the maximum inhibition.
- The $q$-th column of $A$, denoted by $a_q \in \mathbb{R}^R$, determines how information regarding the presence of molecule type $q$ is distributed across the receptor array. Therefore, the mutual coherence between any two rows of $A$, denoted by $|a_q^T a_q|_{\mu_{\text{ch}}}$, should be as small as possible in order to avoid the adoption of molecule types that generate similar activation patterns at the receptor array.

Based on the above considerations, the construction of the affinity matrix $A$ is summarized in Algorithm 1, where $\mu_{\text{ch}}$ is the maximum coherence allowed between the columns of $A$. An example of a constructed affinity matrix with $R = 10$ receptor types, $M = 20$ molecule types, and parameters $a_{\text{inh}} = 0.3$, $\mu_{\text{thr}} = 0.5$, and $R_{\text{act}} = 5$ is given in (5) on the top of next page.

III. CS-BASED RECOVERY PROBLEM

In this paper, we assume that the MMSK modulation alphabets employed by the Txs are known to the Rx and focus our attention on the recovery problem. We refer the interested readers to [11], which is an extended version of this paper, for the design of the MMSK modulation alphabets.

A. Baseline recovery problem

Motivated by the sparsity of $x$, we formulate the recovery task as a CS problem. For rigour of presentation, we use $y \in \mathbb{R}^B_{\geq 0}$ to denote an RV representing the received signal where $y$ denotes one realization of $y$. A typical CS problem formulation is to choose the sparsest $x$ that reconstructs a signal close to the observation $y$ based on the adopted measurement model, e.g., [3], namely [26], [27].

$$\text{OP0: } \min_{x \in \mathbb{R}^B_{\geq 0}} \|x\|_0 \text{ s.t. } \|y - \mathbb{E}\{y\}\|_2^2 \leq \epsilon'.$$ (6)

where $\epsilon'$ is the threshold parameter that controls the reconstruction error and the expectation is with respect to (w.r.t.) noise $n$ for given molecule concentration $x$. The value of $\epsilon'$ depends on the variance of $y$ for a given $x$, which is determined by $\lambda_r$. For simplicity, throughout this paper, we employ $\epsilon' = \epsilon 1_k^T V\{y\}$, where $\epsilon$ is the normalized reconstruction error threshold.

Problem OP0 faces few shortcomings in general and in particular for the problem under consideration in this paper, which are summarized in the following. i) The zero-norm optimization is a non-deterministic polynomial-time (NP) hard problem. This issue is often addressed in the literature by replacing $\|\cdot\|_0$ with its convex one-norm relaxation $\|\cdot\|_1$ [26]. ii) The constraint in (6) is non-convex due to non-linear receptor activation function $f(\cdot)$. A similar challenge exists for the recovery of clipped audio signals. A convex reformulation of the clipping function was proposed in [27] via separating the clipped and un-clipped signals. iii) The problem in (6) treats all possible $x$ similarly and does not exploit the fact that depending on the adopted MMSK modulation alphabets, only certain mixtures may be sent by the Txs. Next, we reformulate recovery problem OP0 to address these issues.

B. Convex recovery problem

To cope with issues i) and ii), we adapt the technique used in [27] to the problem in (6) accounting for the fact that, unlike the Gaussian noise assumed in [27], the interfering noise molecules in our setup are not zero-mean RVs and follow the Poisson statistical model. This leads to:

$$\text{OP1: } \min_{x \in \mathbb{R}^B_{\geq 0}} \|x\|_1 \text{ s.t. } C1: \|y_A - \mathbb{E}\{y_{\text{lin}}^A\}\|_2^2 \leq \epsilon' \sqrt{V\{1^T_{\text{lin}} y_{\text{lin}}^A\}}$$

$$C2: \mathbb{E}\{y_{\text{lin}}^A\} \leq x_{\text{thr}} 1_{|A|^c} + \sqrt{\epsilon' V\{y_{\text{lin}}^A\}}$$ (7)

where $A$ and $A^c$ are the sets of activated and non-activated receptors, respectively. $y_A \in \mathbb{R}_{\geq 0}^{\left|A\right|}$ collects the measurements from the activated receptors, $y_{\text{lin}}^A \triangleq Ax + n$ is an RV that is the input to activation function $f(\cdot)$ in (3), $y_A \in \mathbb{R}_{\geq 0}^{\left|A\right|}$ and $y_{\text{lin}}^A \in \mathbb{R}_{\geq 0}^{\left|A^c\right|}$ collect the elements of $y_{\text{lin}}^A$ from the activated and non-activated receptors, respectively. Thereby, constraint C1 limits the reconstruction error over the set of activated receptors. Since the noise is random and unknown, the exact condition $y_{\text{lin}}^A \leq x_{\text{thr}} 1_{|A|^c}$ cannot be applied for the non-activated receptors. Therefore, we consider the statistic constraint in C2 where the normalized parameter $\epsilon$ controls the strictness of this constraint. Evaluating the expectation and variance in (7) using the signal model in [11]–(3) leads to:

$$\text{OP1: } \min_{x \in \mathbb{R}^B_{\geq 0}} \|x\|_1 \text{ s.t. } C1: \|y_A - (A_A x + (\lambda_r - x_{\text{thr}}) 1_{|A|^c})\|_2^2 \leq |A| \lambda_r \epsilon$$

$$C2: A_{A^c} x + (\lambda_r - x_{\text{thr}}) 1_{|A|^c} \leq \sqrt{\lambda_r \epsilon 1_{|A|^c}}$$ (8)

where $A_A \in \mathbb{R}_{\geq 0}^{|A| \times Q}$ and $A_{A^c} \in \mathbb{R}_{\geq 0}^{|A^c| \times Q}$ are matrices containing only the rows of $A$ corresponding to activated and non-activated receptors, respectively.

C. Proposed mixture-alphabet aware recovery problem

Problem OP1 employs the space of molecule concentrations as the signal recovery space. In order to cope with issue iii), we choose the space of the concentrations of the molecule
mixtures as the signal recovery space. In other words, instead of deciding which types of molecules are present around Rx, we directly determine which mixtures are present around Rx.

A similar concept is used to describe mixture identification by natural olfactory systems [10], which is known as elemental and configural processing of mixtures, where in the former case, a mixture is identified by its constituents, whereas in the latter case, it is identified as a unique quantity. To formalize this, let us decompose the expected number of received molecule types as $\bar{x} = \text{VMs}$. Since the release times of the mixtures are random and not known at the Rx, the value of $V$ cannot be known. In the following, we assume that the adopted signaling molecule types in each mixture have similar propagation properties (e.g., diffusion coefficient). Absorbing $V$ into $\bar{x}$ for the non-zero entry of $s$, we can write $\bar{x} = \text{MW}$, where $w \in R^M_{\geq 0}$ is the vector of expected numbers of molecule types that reach the Rx for the released mixture. Recall that for a given $\bar{x}$, the actual number of received molecules is an RV, cf. [3]. Therefore, for rigorousness of presentation, we use $x \in R^N_{\geq 0}$ to denote an RV representing the vector of received numbers of different molecule types where $x$ denotes one realization of $\bar{x}$. Using these notations, we propose the following recovery problem:

$$\text{OP2:} \quad \min_{x \in R^N_{\geq 0}, w \in R^M_{\geq 0}} \|w\|_1 \quad \text{s.t. C1, C2, C3:} \quad |x - E(x)|^2 \leq \delta \sqrt{V} \{x\},$$

(9)

where constraint C3 controls the maximum deviation of the estimated molecule concentration $x$ from the mean of $x$. The amount of allowable deviation, in general, depends on the variance of $x$, which, for the Poisson model in (2), is equal to its mean, i.e., $E(x) = V \{x\} = \bar{x} = \text{MW}$. Therefore, we parameterized the maximum deviation as $\delta \sqrt{V} \{x\}$, where $\delta$ is a constant threshold to control the deviation. The optimal values of $\delta$ and $\epsilon$ are numerically determined for different setups in Section IV. The optimization problem in (9) is convex and can be solved by standard optimization toolboxes, e.g., CVX.

We assume that each Tx releases only one mixture at a time and that, due to the random access by the Txs, the probability that two Txs release mixtures simultaneously is negligible. Therefore, we employ a simple peak detector to determine which molecule mixture is present at each sampling time:

$$\tilde{s}_m = \begin{cases} 1, & \text{if } m = \text{argmax} \hat{w}_m, \\ 0, & \text{otherwise,} \end{cases} \quad m \in \mathcal{M},$$

(10)

where $\hat{w} = [\hat{w}_1, \ldots, \hat{w}_M]^T$ denotes the solution of OP2.

### IV. Simulation Results

Unless stated otherwise, the values of the system parameters are chosen as follow: $K = 4$, $R = 10$, $Q = 20$, $N_{\text{tls}} = 5 \times 10^3$, $v_q = 0.01$, $\lambda_r = 10$, $x_{\text{thr}} = 5$, and $A$ is chosen from Eq. [5]. We assume that each Tx spontaneously accesses the channel and sends one mixture corresponding to one message. The transmission, propagation, and reception of molecules follow (1), (2), and (3), respectively. We adopt the receptor-affinity matrix in (5) and the MMSK alphabets are chosen from [11] Table III, where for all adopted mixtures, the molecule distribution is assumed to be uniform. Finally, we adopt OP2 and (10) for data recovery.

In Fig. 3 we plot the error probability vs. the reconstruction error parameter for different numbers of mixtures used by all Txs $|\mathcal{M}| = K_{\text{tls}}$, where $K_{\text{tls}}$ is the MMSK alphabet size for each Tx. Since both reconstruction error parameters (i.e., $\epsilon$ and $\delta$) are similarly normalized, cf. [9], we assume identical values for them, i.e., $\epsilon = \delta$. We observe from Fig. 3 that for each curve, there exists an optimal value for the reconstruction error parameter that minimizes the error probability. This is due to the fact that while large $\epsilon$, $\delta$ lead to inaccurate estimates of $x$ and $w$ (i.e., underfitting), small $\epsilon$, $\delta$ lead to an infeasible recovery problem and overfitting. Moreover, it can be observed from this figure that as the number of mixtures increases, the error probability increases. This behavior stems from the fact that by increasing $|\mathcal{M}|$, the minimum distance among mixtures in the receptor array space reduces which constitutes the bottleneck for the recovery performance. We note that for conventional MSK modulation, where each message is represented by one type of molecule, the complexity of the DREAM Rx linearly scales with the number of messages. In contrast, for the proposed MMSK modulation and the CRRA Rx, the number of messages, $|\mathcal{M}|$, may vary for a fixed Rx and be even much larger than the number of receptor types, i.e., $|\mathcal{M}| \gg R$, at the expense of a reduction in detection reliability, of course. In other words, the proposed MC system offers a tunable tradeoff between the system throughput, $|\mathcal{M}|$, and the detection reliability, $P_e$, for a fixed Rx architecture.

Next, we investigate the impact of system parameters on the recovery performance. In particular, in Fig. 4, we show the error probability vs. the reconstruction error parameters for $|\mathcal{M}| = 16$ and different values of system parameters $(N_{\text{tls}}, \lambda_r, x_{\text{thr}})$. It can be observed from this figure that an increase in the number of released molecules, $N_{\text{tls}}$, significantly improves the recovery performance. There are two reasons for this performance improvement. First, a higher concentration implies a higher SNR and reduces the impact of noise. Second, higher concentrations of molecules activate even receptors with low affinity, which implies that more knowledge about the present mixtures is contained in the receptor array signal. This argument is further confirmed by Fig. 4 as the recovery performance improves for smaller noise means $\lambda_r$ and smaller activation thresholds $x_{\text{thr}}$. 

### Table I

| $Q$ | $R$ | $N_{\text{tls}}$ | $|\mathcal{M}|$ |
|-----|-----|------------------|-----------------|
| 20  | 10  | $5 \times 10^3$ | 5               |

### Table II

| $\lambda_r$ | $x_{\text{thr}}$ |
|-------------|------------------|
| 10          | 5                |
Fig. 3. Error probability $P_e$ vs. reconstruction error parameters $\epsilon, \delta$ for different total numbers of mixtures $|\mathcal{M}|$ used by all Txs.

V. CONCLUSIONS

We have proposed and studied a novel olfaction-inspired synthetic MC system. In the proposed MC system, Txs employ mixtures of molecules as information carriers (i.e., MMSK modulation) and the Rx is equipped with an array of cross-reactive receptors in order to identify the transmitted mixtures. We first introduced an end-to-end MC channel model that accounts for the key properties of olfaction. Subsequently, we formulated the molecule mixture recovery as a convex CS problem, i.e., OP2, which explicitly takes into account knowledge of the MMSK modulation alphabets employed by the Txs. Our simulation results revealed the efficiency of the proposed CS problem for the recovery of the MMSK modulated signals and quantified the system performance for various system parameters.
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