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Abstract

We study the problem of large-scale network embedding, which aims to learn low-dimensional latent representations for network mining applications. Recent research in the field of network embedding has led to significant progress such as DeepWalk, LINE, NetMF, NetSMF. However, the huge size of many real-world networks makes it computationally expensive to learn network embedding from the entire network. In this work, we present a novel network embedding method called “NES”, which learns network embedding from a small representative subgraph. NES leverages theories from graph sampling to efficiently construct representative subgraph with smaller size which can be used to make inferences about the full network, enabling significantly improved efficiency in embedding learning. Then, NES computes the network embedding from this representative subgraph, efficiently. Compared with well-known methods, extensive experiments on networks of various scales and types demonstrate that NES achieves comparable performance and significant efficiency superiority.

Introduction

Networks are ubiquitous in the real world such as social network (Aggarwal 2011) [Myers et al. 2014], citation networks (Sen et al. 2008), biological networks (Zitnik et al. 2019), chemical networks (Martins et al. 2012). Mining information from the real network plays a crucial role in many emerging applications. In recent years, the emergence of network embedding technology provides a revolutionary paradigm for modeling graphs and networks. Network embedding methods aim to automatically learn the low-dimensional latent representation of each node in networks. A large number of research have shown that network embeddings can capture structural attributes of the network, and they are effective for downstream network applications such as vertex classification, image classification, link prediction and recommendation systems (Dong, Chawla, and Swami 2017) [Zhang, Wang, and Zhang 2019] [Dong et al. 2015].

Briefly, current research on network embedding can be divided into three categories: (1) skip-gram based method, these methods are inspired by Word2vec [Mikolov et al. 2013], such as LINE (Tang et al. 2015), DeepWalk (Perozzi, Al-Rfou, and Skiena 2014), Node2vec (Grover and Leskovec 2016). Metapath2vec (Dong, Chawla, and Swami 2017) and VERSE (Tsitsulin et al. 2018); (2) deep neural networks based methods, such as [Kipf and Welling 2017] [Ying et al. 2018]; (3) matrix factorization based methods such as GraRep (Cao, Lu, and Xu 2014), NetMF (Qiu et al. 2018) and NetSMF (Qiu et al. 2019). Among them, NetMF unifies the network embedding methods based on skip-gram into the matrix factorization framework.

Although these methods have made good progress in learning network embedding, they still have limitations. Especially in large-scale network embedding learning task, the computational cost of these methods increases sharply with the increase of the network scale. Methods based on skip-gram and deep neural networks are costly to train. For example, with default parameters set, DeepWalk takes several months to embed an academic collaborative network of 67 million vertices and 895 million edges. Node2Vec performs a high-order random walk and takes more time to learn embedding than DeepWalk. Although matrix factorization based method (NetSMF) is more efficient than the above two methods, it still needs to perform highly expensive information matrix construction and factorization operations on the large-scale matrix.

To tackle this issue, we get inspiration from the matrix sampling algorithm (Frieze, Kannan, and Vempala 2004). We find that the representative subgraph in the original large network are sufficient to build a representation with good performance. By sampling the typical nodes of the original large-scale network, we obtain a small-scale and representative subgraph. Different from matrix factorization based methods which need to construct and factorize the whole original large network, we only need to carry out information matrix construction and factorization in the small representative subgraph, thus reducing the computing resources and ensuring the performance of network embeddings. The algorithm scheme is shown in Fig. [1]. First, it samples the small representative subgraph from the original large network through degree-based node sampling. Secondly, it learns network embedding of the whole network from this small representative subgraph (including construction and factorization of the small information matrix, embedding calculation).
The key contributions of this paper are as follows:

- We develop a NES method. NES makes it available to embed the whole network with low computational complexity and memory requirement. In our method NES, the complexity of information matrix construction and factorization is relevant only to the number of nodes in a small representative subgraph. Since the representation of nodes in our method only depends on the relationship between nodes and representative subgraphs, our method has the scalability to super-large networks.

- Through extensive experiments on three real-world network datasets of different scales and topics, we present that the proposed NES achieves orders of magnitude speedup over various state-of-the-art methods, and maintains equivalent or better accuracy at the same time.

**PRELIMINARIES**

We define the input network as \( G = (V, E, A) \), where \( V = \{v_1, v_2, ..., v_n\} \) is a collections of \( n \) nodes and \( E = \{e_{i,j}\}_{i,j=1}^n \) is the edge set. Specifically, \( e_{i,j}=1 \) if there exists an edge between the node \( v_i \) and \( v_j \) otherwise \( e_{i,j}=0 \). We use an adjacent matrix \( A \in \mathbb{R}^{n \times n} \) to represent connects of a full network. The goal of network embedding method is to learn a function \( f : V \to \mathbb{R}^d \) that maps each vertex \( v_i \) to a \( d \)-dimensional vector while capturing structural properties of the graph.

This paper focuses on the matrix factorization based method for network embedding. Previous work (Qiu et al. 2018) has shown that well-known network embedding methods (DeepWalk, LINE, PTE, node2vec) are in essence implicitly factorizing a matrix with a closed form, and embeddings generated by the matrix factorization based methods can get comparable performance or even better performance. It reveals that DeepWalk (Perozzi, Al-Rfou, and Skiena 2014) essentially factorizes a matrix derived from the random walk process. Inspired by previous research (Levy and Goldberg 2014), it also proves that when the length of random walks goes to infinity, DeepWalk implicitly and asymptotically factorizes the information matrix as follows:

\[
M = \log + \left( \frac{\text{vol}(G)}{b \cdot T} \sum_{r=1}^{T} (D^{-1} A^r D^{-1}) \right),
\]

where \( \text{vol}(G) = \sum_j \sum_i A_{ij} \) denotes the volume of the graph, \( \log + \) is the entry-wise truncated logarithm defined as \( \log_+(x) = \max(\log(x), 0) \), and \( D = \text{diag}(d_1, d_2, d_3, ..., d_n) \) denotes the degree matrix with \( d_i = \sum_{j=1}^{n} A_{ij} \). Finally, we can factorize information matrix \( M \) by using Singular Value Decomposition (SVD) and construct network embedding \( \mathbf{N}_e \) by using its top-\( d \) singular values/vectors as follows:

\[
U_d, \Sigma_d, V_d = tSVD(M),
\]

\[
\mathbf{N}_e = U_d \Sigma_d^{1/2}.
\]
Table 1: Notation.

| Notation | Description |
|----------|-------------|
| G        | input network |
| V        | vertex set of G with |\( |V| = n | |
| E        | edge set of G with |\( |E| = m | |
| A        | adjacency matrix of G |
| D        | degree matrix of G |
| vol(G)   | volume of G |
| d        | dimension of embedding |
| b        | number of negative samples |
| T        | context window size |
| g        | representative subgraph of input network G |
| \(A_g\)  | adjacency matrix of g |
| \(\Sigma_g\) | related matrix |
| M        | information matrix of G |
| \(M_g\)  | information matrix of g |
| \(I_k\)  | identity matrix with size of k |
| \(N_e\)  | node embedding matrix of G |

**Method**

In this section, we present NES method —— an efficient and effective method for large-scale network embedding learning problem. We develop the NES method to construct and factorize a small representative information matrix that approximates the original information matrix. The main idea of our method NES is to find a representative subgraph with smaller size which can be used to make inferences about the full network. Both the construction and the factorization of the small information matrix require a low cost. With this design, we are able to demonstrate running-time supremacy for solving a large-scale network embedding problem and maintain performance. In this section, we will first introduce the connection between network embeddings and the representative subgraph. Then, we will describe the process of our method NES in detail.

**Connection between network embeddings and representative subgraph**

As shown in preliminaries section, we know that network embedding matrix \(N_g\) can be computed by the form \(N_g = U_d \Sigma_d^{1/2}\), where \(U_d\) and \(\Sigma_d\) are top-\(d\) left singular vectors and top-\(d\) singular values of information matrix \(M\) of G. Since \(M \approx U_d \Sigma_d V_d^\top\), network embedding \(N_g\) also can be obtain by the form

\[
N_g = U_d \Sigma_d^{1/2} = U_d \Sigma_d V_d^\top V_d \Sigma_d^{-1/2} \approx M V_d \Sigma_d^{-1/2}.
\]

For each node embedding \(e_i = M_i V_d \Sigma_d^{-1/2}\). This form reveals the relation between a target node embedding with the contextual nodes in whole network. Previous work\([\text{Frieze, Kannan, and Vempala, 2004}]\) shows that with high probability:

\[
M^\top M \approx S^\top S
\]

where matrix \(S\) picks \(k\) rows of matrix \(M\) independently at random. It proves that the SVD of \(M\) from the spectral decomposition (SD) of \(M^\top M\) can be approximate from the SD of small and typical \(S^\top S\). Sampling for each row is equivalent to sampling a node of the network. Previous work\([\text{Ebbes, Huang, and Rangaswamy, 2016}]\) has also shown that some nodes with high degrees reflect the presence of some influential nodes. Inspired by these, we use degree-based node sampling to get small and representative subgraph \(g\). To get approximate \(V_d\) and \(\Sigma_d\), we decompose the information matrix \(M_g\) of representative subgraph \(g\). The information matrix \(M_g\) with \(T\) steps walk can be computed like Eq[1]. We reveal a simple relation between node embeddings with the representative subgraph \(g\) as follows:

\[
N_g = M_g V_d \Sigma_d^{-1/2}
\]

(4)

where \(M_g\) denotes the information matrix between all nodes in network with nodes in representative subgraph \(g\).

**Step 1: Representative Subgraph sampling**

We first focus on the goal of sampling a representative subgraph. The term “representative subgraph“ refers to producing a small sample of the original network, whose characteristics represent as accurately as possible the entire network\([\text{Leskovec and Faloutos, 2006a}]\). As shown in the preliminaries section, matrix factorization based methods need to construct and factorize the large \(n \times n\) information matrix \(M\). To scale down this information matrix \(M\), we apply node sampling to construct a smaller representative subgraph with a size of \(k\).

Previous research shows that node sampling based methods can sample a representative subgraph such as degree based sampling\([\text{Leskovec and Faloutos, 2006a}]\), PageRank weight, ICLA-NS\([\text{Ghavipour and Meybodi, 2017}]\). For a
Algorithm 1: subgraph sampling method

**Input:** input network $G = (V, E, A)$ which we need to learn network embedding $N_c$, $|V| = n$;
**Parameter:** number of samples $k$;
**Output:** adjacency matrix $A_g$ of representative subgraph $g$, related matrix $R$

1. Select nodes with the $k$ highest degrees to get representative nodes set $c$.
2. Construct the related matrix $R \in \mathbb{R}^{k \times n}$; $R_{i,c} = A_{c,i}$. 
3. Construct the representative matrix $A_g \in \mathbb{R}^{k \times k}: A_g_{i,j} = R_{i,c}$. 
4. Normalize the related matrix $R$ and representative subgraph matrix $A_g$.
5. **return** related matrix $R$, representative matrix $A_g$.

large-scale network, it is essential to use a particularly efficient sampling method. Previous work shows that the networks have some nodes with high degrees reflecting the presence of some influential nodes (Eebbes, Huang, and Rashagawusamy 2016). Based on these, we choose the degree based sampling to construct a representative subgraph with size of $k$ as shown in Fig. 2. In our method, we first compute the degree of all nodes. As for line 2, line 3 and line 4, time complexity for Random-Walk Molynomial Sparsification to get a sparse matrix $A_g$ to approximate the sum of matrix power from $A_g^1$ to $A_g^T$. 

**Step 2: Network embedding from Representative Subgraph**

After constructing the representative subgraph $g$, we calculate network embeddings from subgraph $g$.

**Step 2.1: Construct an information Matrix sparsifier from subgraph.** Both in NetMF and NetSMF methods, it needs to construct and factorize a large $n \times n$ information matrix, where the large $n$ is the number of nodes. Different from these, NES only needs to construct and factorize the smaller $k \times k$ information matrix $M_g$ of representative subgraph $g$. Given a subgraph matrix $A_g$, we first compute matrix power from $A_g^1$ to $A_g^2$ and then get $\hat{A}_g$. However, this process will make $A_g$ to be a dense matrix with $O(k \times k)$ number of non-zeros. To reduce the construction cost, we use Random-Walk Molynomial Sparsification (Cheng et al. 2015a,b) to get a sparse matrix $\hat{A}_g$ like NetSMF (Qiu et al. 2019). Then, we construct the information matrix $M_g$ of subgraph as follows:

$$M_g = \log_+(\frac{\text{vol}(G)}{T}.b) \hat{A}_g).$$

**Step 2.2: Truncated singular value decomposition.** The next step is to perform truncated singular value decomposition (tSVD) on the constructed information matrix $M_g$. In this work, we apply randomized tSVD (rtSVD) to factorize the information matrix $M_g$. Randomized tSVD has been shown to be efficient (Halko, Martinsson, and Tropp 2011). We factorize the information matrix $M_g$ of subgraph as follows:

$$U_d', \Sigma_d', V_d' = rtSVD(M_g).$$

Step 2.3: Network embedding computation. From the analysis of connection between network embeddings and representative subgraph, we know that network embedding matrix $N_c$ can be computed from subgraph $g$ by the form

$$N_c = M_R V_d' \Sigma_d'^{-1/2},$$

where $V_d'$ and $\Sigma_d'$ are top-$d$ right singular vectors and top-$d$ singular values of information matrix $M_g$ of subgraph $g$. $M_R$ denotes the information matrix between all nodes in network with nodes in representative subgraph.

To get approximate $M_R$, we can use related matrix $R$ and $\hat{A}_g$ to compute $M_R$ as follows:

$$M_R = \log_+(\frac{\text{vol}(G)}{T}.b) (\hat{A}_g + I_k)).$$

**Complexity Analysis.** We get Algorithm 2 by putting the above procedures together. As for line 1, it requires $O(n)$ time to construct the degree of all nodes. As for line 2, line 3 and line 4, time complexity for Random-Walk Molynomial Sparsification and information matrix construction are only related to the sampling size $k$. Both in NetMF and NetSMF methods, it needs to construct and factorize a large $n \times n$ information matrix, where the large $n$ is the number of nodes. As for line 5, $O(nk^2)$ time is spent in matrix multiplication. As for line 6, $O(kdn)$ time is spent in matrix multiplication. In total, the computation complexity of NES is linearly dependent on the magnitude of size of nodes $n$. 

Algorithm 2: NES method

**Input:** input network $G \in \mathbb{R}^{n \times n}$;
**Parameter:** number of samples $k$, and embedding dimension $d$;
**Output:** Network embedding $N_c$.

1. Construct the subgraph matrix $g \in \mathbb{R}^{k \times k}$ and related matrix $R \in \mathbb{R}^{k \times n}$ according to Algorithm 1.
2. Use Random-Walk Molynomial Sparsification to get a sparse matrix $A_g$ to approximate the sum of matrix power from $A_g^1$ to $A_g^T$.
3. Compute information matrix $M_g$ from sub-graph matrix $\hat{A}_g$; $M_g = \log_+(\frac{\text{vol}(G)}{T}.A_g)$.
4. Factorize the information matrix $M_g$ by randomized tSVD: $U_d', \Sigma_d', V_d' = rtSVD(M_g)$.
5. Compute the information matrix for $R$: $M_R = \log_+(\frac{\text{vol}(G)}{T}.b) R^T \cdot (\hat{A}_g + I_k))$.
6. Compute the network embedding $N_c \in \mathbb{R}^{n \times d}$: $N_c = M_R V_d' \Sigma_d'^{-1/2}$.
7. **return** $N_c$.
Experiment

In this section, we evaluate the proposed NES method on the multi-label vertex classification task, which has been commonly used to evaluate previous network embedding techniques (Perozzi, Al-Rfou, and Skiena 2014; Tang et al. 2015; Qiu et al. 2019).

Datasets

| dataset   | #nodes | #edges | #labels |
|-----------|--------|--------|---------|
| PPI       | 3,890  | 76,584 | 50      |
| BlogCatalog | 10,312  | 333,983 | 39     |
| Youtube   | 1,138,499 | 2,990,443 | 47     |

Table 2: Statistics of Datasets.

We employ three datasets for the vertex classification task, which have been widely used in network embedding literature, including BlogCatalog, PPI, and YouTube. The statistics of these datasets are listed in Table 2.

- **Protein-Protein Interactions (PPI)** (Stark et al. 2010) is a subgraph of the PPI network for Homo Sapiens. The vertex labels are obtained from the hallmark gene sets and represent biological states.
- **BlogCatalog** (Agarwal et al. 2009; Tang and Liu 2009a) is a network of social relationships of online bloggers. The vertex labels represent the interests of the bloggers.
- **YouTube** (Tang and Liu 2009b) is a video-sharing website that allows users to upload, view, rate, share, add to their favorites, report, comment on videos. The users are labeled by the video genres they liked.

Baselines

To verify the performance of NES, we compare it with several state-of-the-art methods. Methods and their parameters are briefly introduced below. We use the same parameters as in the original paper. Across all datasets, we set the embedding dimension $d$ to be 128. The context window size $T$ is set to be 10. All experiments are carried out on a cloud server with Intel(R) Xeon(R) Gold 6231C CPU.

- **DeepWalk** (Perozzi, Al-Rfou, and Skiena 2014) learns node embedding with local information obtained from truncated random walks. We set the walk length $t = 40$ and walks per vertex $\gamma = 80$.
- **Node2Vec** (Grover and Leskovec 2016) designs a biased random walk strategy to explore diverse neighborhoods efficiently. It is optimized with grid search over its return and in-out parameters $(p, q) \in \{0.25, 0.5, 1, 2, 4\}$. The walk length and number of walks per vertex remain the same as DeepWalk.
- **LINE** (Tang et al. 2015) is trained by optimizing an objective function of edge reconstruction. We set negative sampling edge size to be 5, and edge sample size to be $10^4$.
- **NetMF** (Qiu et al. 2018) explicitly factorize the closed-form matrices that DeepWalk and LINE aim to implicitly approximate and factorize. The number of eigen pairs is set as 256, and number of negative samples is set as 1.
- **NetSMF** (Qiu et al. 2019) is a variant of NetMF and leverages theories from spectral sparsification to speed up computation.
- **NES** is our proposed method. We set the sample size $k = 2,500$ for PPI, $k = 6,000$ for BlogCatalog and $k = 15,000$ for YouTube.
**Prediction Setting**

We measure the quality of embeddings following the same experimental procedure in DeepWalk (Perozzi, Al-Rfou, and Skiena 2014). We randomly selected a portion of the labeled nodes to train a classifier. The rest of the nodes are used for testing. For PPI and BlogCatalog, the training ratio is varied from 10% to 90%. For YouTube, the training ratio is varied from 1% to 10%. The classifier is set as one-vs-rest logistic regression model implemented by LIBLINEAR (Fan et al. 2008). We report the average Micro-F1 and Macro-F1 scores for all methods.

|     | PPI | BlogCatalog | YouTube |
|-----|-----|-------------|---------|
| DeepWalk | 4 mins | 12 mins | 1 day |
| Node2Vec | 4 mins | 56 mins | 4 days |
| LINE | 41 mins | 40 mins | 46 mins |
| NetMF | 16 secs | 2 mins | × |
| NetSMF | 10 secs | 13 mins | 4.1 hours |
| NES | 4.7 secs | 1.5 mins | 4.1 mins |

**Experimental Results**

To demonstrate the speed advantage of NES, we compare the running time of different baselines as shown in Table 3. Our method is significantly faster than other baselines. Remarkably, NES can embed the YouTube (large-scale network) with about 4 minutes while the fastest baseline LINE is at least 11 times slower and NetSMF is about 60 times slower. The skip-gram based baselines (DeepWalk and Node2Vec) require more than one day to train such large network. NetMF performs the dense approximation on the whole network, making it infeasible for YouTube dataset. Similar speedups can be consistently observed from BlogCatalog (moderate-size network) and PPI (small network). The efficiency of LINE drops dramatically in small-scale network since the redundant edge reconstruction operations.

We also summarize the prediction performance of all methods on three datasets in Fig. 3. Comparing with baselines, results obtained with NES are fairly close to the ones obtained with NetMF and sometimes even better, despite the fact we only use a fraction of the original network. In PPI, our NES is relatively indistinguishable from NetMF and NetSMF. In BlogCatalog, our NES has slightly worse performance than NetMF but better performance than NetSMF in terms of Micro-F1. In YouTube, we can see that NES has a significant advantage over other methods in terms of Micro-F1. As the ratio of training data increases, NES can also obtain the same scores as other methods in terms of Macro-F1. With the node sampling strategy, NES can capture the representative information about the whole network.

The analysis presented above confirms that NES method can substantially minimize the training time while maintaining benchmark performance.

**Discussion and Analysis**

|     | Subgraph sampling | Network embedding form representative subgraph |
|-----|-------------------|---------------------------------------------|
| PPI | 1.46%             | 98.54%                                      |
| BlogCatalog | 0.33%             | 99.67%                                      |
| YouTube | 3.43%             | 96.57%                                      |

**Time analysis.** Recall two main steps of the NES method: representative subgraph sampling, network embedding from...
representative subgraph (including construction of information matrix, computation of singular values and left singular vectors, and embedding computation). The breakdown of computational time is displayed in Table 4. Note that the Subgraph sampling step takes up only no more than 4% of the whole time, which shows the efficiency of Subgraph sampling step.

**Sample size.** In our method, the representative subgraph is obtained by node sampling from the original large network. To investigate how the sample size affects the performance of NES, we carry out experiments with different sample sizes on different datasets as shown in Fig. 4. To determine the impact of different sample sizes, we have fixed the training data ratio as 10% for PPI and BlogCatalog, and 1% for YouTube during prediction. As the sample size increases, it is obvious that the performance of NES gradually increases and surpasses that of NetSMF. The convergence is fairly fast, especially when the network scale is large. We can see that to exceed the performance of NetSMF, the sample size of NES only needs to be 2,500 (on PPI), 6,000 (on BlogCatalog) and 15,000 (on YouTube), which are about 64.27%, 58.18% and 1.32% of the number of nodes in the original graph, respectively. We also observe diminishing gains for too large sample size. We conjecture that representative subgraph with proper sample size can provide main network information. As the scale of network becomes larger, the percentage of sampling nodes decreases. In terms of training time, it increases linearly as the number of samples. This indicates that the training time can be effectively reduced when sampling a small subgraph of the original graph.

**Degree-based sampling vs uniform sampling.** In NES method, we use degree-based sampling to capture the typical information in the original large-scale network. To verify the effectiveness of the degree-based sampling, we replace the degree-based sampling with uniform sampling in the sub-graph construction step. Uniform sampling means that each node in the network will be sampled with equal probability. The compared results are shown in Fig. 5. It shows that our degree-based sampling has great advantages over uniform sampling. In terms of micro F1 score, degree-based sampling has 11% – 34% increase compared with uniform sampling. In term of macro F1 score, degree-based sampling has 11% – 69% increase compared with uniform sampling. As the network scale enlarges, our degree-based sampling can gain more advantages over the uniform sampling.

### Related Work

In this section, we review the related work of network embedding and graph sampling.

**Network embedding.** Network embedding has been extensively studied over the past years (Hamilton, Ying, and Leskovec 2017) and it is widely used in a lot of downstream network applications, such as recommendation systems (Ying et al. 2018b). In general, network embedding learns latent low-dimensional feature representations for the nodes or edges in a network. Traditional dimension reduction methods can naturally be applied to obtain network embedding through Singular Value Decomposition (SVD) (Ou et al. 2016, Wang et al. 2017). Inspired by the skip-gram (Mikolov et al. 2013) algorithm in word embedding, DeepWalk (Perozzi, Al-Rfou, and Skiena 2014) and Node2Vec (Grover and Leskovec 2016) generate truncated random walks over a network. The random node sequences are regarded as sentences and fed into a language model to get the embedding. NetMF (Qiu et al. 2018) unifies a collection of skip-gram based network embedding methods into a matrix factorization framework.

Most of the existing network embedding methods cannot be directly applied to large-scale networks. In recent years, many research efforts have been dedicated to improving network embedding methods to accommodate large-scale network computation. LINE (Tang et al. 2015) is proposed to gain scalability on large networks, which preserves the first and second order proximities. NetSMF (Qiu et al. 2019) leverages theories from spectral sparsification to efficiently sparsify the dense matrix in the NetMF framework. MILE (Liang, Gurukar, and Parthasarathy 2021) coarsens the graph in several iterations, gradually reduces the size of the graph and computes the network embedding of the smallest graph.

**Graph sampling.** The goal of graph sampling is to efficiently estimate the graph properties by picking a subset of nodes/edges from the original graph. The graph sampling technology arises in many applications such as graph visualization (Kurant et al. 2012), survey hidden population (Salganik and Heckathorn 2004). In our NES, we apply node sampling strategy. Nodes can be sampled uniformly without re-placement (Stumpf, Wiuf, and May 2005), proportional to the degree centrality of nodes (Adamic et al. 2001) or according to the pre-calculated PageRank score of the vertices (Leskovec and Faloutsos 2006b).

### Conclusion

In this work, we focus on the problem of large-scale network embedding. Different from previous work, we present the algorithm of Large-scale Network Embedding from Representative Subgraph (NES). NES method only needs to construct and factorize information matrix of the representative subgraph with small size. With this design, NES is able to learn network embedding efficiently from large-scale network with million nodes. Extensive experiments on networks of various scales and types demonstrate that NES achieves both effectiveness and significant efficiency superiority when compared to the well-known baselines.
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