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In the quasi–twodimensional (Q2D) electron gas of an InAs channel between an AlSb substrate and superconducting Niobium layers the proximity effect induces a pair potential so that a Q2D mesoscopic superconducting–normal–superconducting (SNS) junction forms in the channel. The pair potential is calculated with quasiclassical Green’s functions in the clean limit. For such a junction alternating Josephson currents and current–voltage characteristics (CVCs) are computed, using the non–equilibrium quasiparticle wavefunctions which solve the time–dependent Bogoliubov–de Gennes Equations. The CVCs exhibit features found experimentally by the Kroemer group: A steep rise of the current at small voltages (“foot”) changes at a “corner current” to a much slower increase of current with higher voltages, and the zero–bias differential resistance increases with temperature. Phase–coherent multiple Andreev reflections and the associated Cooper pair transfers are the physical mechanisms responsible for the oscillating Josephson currents and the CVCs. Additional experimental findings not reproduced by the theory require model improvements, especially a consideration of the external current leads which should give rise to hybrid quasiparticle/collective–mode excitations.

1. Introduction

The scattering of electrons into holes and vice versa by spatial variations of the superconducting pair potential, which occurs at the interfaces between normal (N) and superconducting (S) regions \[\mathbb{1} \mathbb{2} \mathbb{3}\], influences significantly the electronic structure and the transport properties of mesoscopic superconducting–semiconducting–superconducting (SSmS) heterostructures. (In this context “electrons” and “holes” are quasiparticle excitations with momenta above and below the Fermi surface of the degenerate semiconductor.) This scattering, also called Andreev reflection, establishes phase–coherence between the superconducting regions and transfers Cooper pairs across the semiconducting layer(s), thus giving rise to Josephson currents.

Most experiments on SSmS junctions involve a quasi–twodimensional (Q2D) electron gas in a narrow channel between the superconducting banks. The electrons are either in the inversion layer which forms between p–InAs and Niobium (Nb) \[\mathbb{1} \mathbb{2} \mathbb{3}\], or they accumulate in MBE–grown quantum wells formed by n–type InAs between a p–type InAs buffer layer \[\mathbb{4}\], see also \[\mathbb{5}\], or an AlSb substrate and two \[\mathbb{6} \mathbb{7} \mathbb{8} \mathbb{9}\] or up to 300 \[\mathbb{10} \mathbb{11} \mathbb{12}\] Nb electrodes, separated by insulating AlSb layers. — Transport properties of SSmS and SNS junctions involving high–temperature superconductors are investigated, too \[\mathbb{13} \mathbb{14}\].

One observes peculiar (subgap) structures \[\mathbb{15} \mathbb{16}\] and spikes \[\mathbb{17}\] in the differential resistances, and current–voltage characteristics (CVCs) show first a steep rise of the current, then a plateau and finally a linear current increase with “high” voltages \[\mathbb{18} \mathbb{19}\]. The observed phenomena are interpreted in terms of Andreev reflections \[\mathbb{20} \mathbb{21}\]. Nitta et al. \[\mathbb{20} \mathbb{21}\] assume that the spatially varying pair potential, required for these reflections, is induced in the InAs by the proximity effect. Chrestin et al. \[\mathbb{5} \mathbb{6}\] extend the essentially onedimensional, dirty–limit model of Aminov et al. \[\mathbb{15}\] to the Q2D case and obtain a gap in the density of states which is understood to originate from the finite average lifetime of quasiparticles. Volkov et al. \[\mathbb{16}\] find a small gap in the excitation spectrum of the Q2D electron gas, too; multiplying it by the phase difference between the superconducting banks they consider it as the effective order parameter.

In this paper we compute the pair potential (order parameter) \(\Delta\), induced in the InAs below the superconducting Nb electrodes by the proximity effect, from the self–consistency equation \[\mathbb{22}\]. The wavefunctions of quasiparticles in the Q2D electron gas, Andreev reflected from the walls of the superconducting pair potential well, are calculated from the time–dependent Bogoliubov–de Gennes equations. We assume a potential drop \(eV\) across the Sm region and a model in which the wavefunctions in the Sm region evolve from wavefunctions at energies \(E > \Delta\) in the S banks. With these wavefunctions alternating Josephson currents are computed, and their time–averages yield the current–voltage characteristics. Comparison with experiments and a critique of the model terminate the paper.
2. Proximity Effect

For the numerical computation of the proximity-induced pair potential and the current–voltage characteristics we use system parameters similar to the ones reported by the Kroemer group \[ 1, 4, 22 \]. We assume that the InAs channel extends in x–direction over 15 nm (thickness \( L_x \)), and in z–direction the extensions of the insulating layers between the Nb electrodes, 2\( a \), and of the Nb electrodes themselves, \( D \), are about 500 nm. The width \( L_y \) of the sample in y–direction is of the order of magnitude of 100 \( \mu \)m. Furthermore, in the InAs channel the “parabolic–equivalent” effective mass of the electrons is approximately \( m^* = 0.05 m_0 \) (\( m_0 \): free electron mass) \[ 17 \].

We model the electronic structure of these systems in the following way. In the Q2D electron gas, below the superconducting Nb electrodes, the proximity effect, i.e. the diffusion of Cooper pairs, induces a finite superconducting Nb electrodes, the proximity effect, i.e. the following way. In the Q2D electron gas, below the \[ 17 \]. In the InAs channel, according to Fig. 1a, the variation of the pair potential along the x–axis between the Nb electrode at \( x = 0 \) and the substrate at \( x = L_x = -0.08 \xi_0 \) may be neglected. (\( \xi_0 = 190 \) nm is the BCS coherence length of bulk Nb.)
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**Fig. 1 a)** The pair potential in a superconducting Nb electrode and the proximity–induced pair potential in the InAs channel of the samples investigated by the Kroemer group \[ 4, 22 \]. The critical temperature of Nb is \( T_{CS} = 9.2 \) K and that of InAs is \( T_{CN} \), see text. **b)** The (Q2D) SNS–superlattice as a model of the channel structure in \[ 22 \].

The proximity–induced pair potential in the clean limit is calculated with quasiclassical Green’s functions \( \hat{g}(\vec{c}_k, x, \omega_n) \) and the self–consistency equation

\[
\Delta(x) = \frac{k_B T \sum_n \int d\Omega_k (4\pi)^{-1} \text{Tr} [\hat{g}(\vec{c}_k, x, \omega_n) (\hat{\tau}_1 - i \hat{\tau}_2) ]}{\ln(T/T_C(x)) + \sum_n 1/(n-0.5)}
\]

with the \( x \)–dependent critical temperature

\[
T_C(x) = \begin{cases} T_{CN} & \text{in N} \\ T_{CS} & \text{in S} \end{cases}
\]

The solid angle integration is over all momentum directions \( \vec{c}_k \). The summation \( \Sigma_n \) over the Matsubara frequencies \( \omega_n = (2n-1)\pi k_B T / \hbar \) can be cut off at \( \hbar \omega_n = \hbar \omega_c = 10 k_B T_{CS} \) \[ 18, 19 \]. \( \hat{\tau}_i \) are the Pauli matrices.

(Eq. 1) results from a combination of Kieselmann’s \[ 18 \] eqs. (2.6c) and (2.7b). It has been extended by Bruder \[ 19 \] to the case of anisotropic pairing interactions.] More details are given in Ref. \[ 20 \]. We choose the temperature \( T = 2.2 \) K and use the following material parameters: 0.21 eV = Fermi energy of InAs, 5.32 eV = Fermi energy of Nb, 0.2 = ratio of the Fermi velocity in InAs to that in Nb. The temperature–parameter ratio \( T_{CN}/T_{CS} \) measures the pairing interaction strength in InAs relative to that of Nb. This parameter is unknown, but we see that even for ratios as small as 0.001 one gets a pair potential \( \Delta \) in the InAs which is about 10% of the Nb pair potential \( \Delta_0 = 1.5 \) meV. Therefore, in the InAs layer superconducting and semiconducting regions should alternate in z–direction, along which charge transport occurs. As a consequence the electronic structure is similar to that of ballistic SNS junctions in which only the spatial variation of the pair potential breaks translational invariance in z–direction, see Fig. 1b.

3. Quasiparticle–Dynamics

**The Model**

We use the formalism of the time–dependent Bogoliubov–de Gennes Equations (TdBdGE) \[ 22 \] in order to describe the charge transport in the super–semi–superconducting junction formed by the InAs channel with the proximity induced pair potential of magnitude \( \Delta \). We treat the system as a quasi–twodimensional SNS junction. We assume that before times \( t = t_0 \) the system is in equilibrium, and each quasiparticle state is characterized by a set of quantum numbers \( k \). At times \( t \geq t_0 \) there appears a potential difference eV across the semiconducting region of length \( 2a \) between the superconducting pair potentials. It may be due either to a voltage \( V \) switched on at \( t = t_0 \) (voltage bias), or to an applied current which increases above the critical Josephson current at \( t = t_0 \) (current bias). The quasiparticle–wavefunction

\[
\Psi_k(\vec{r}, t) = \begin{pmatrix} u_k(\vec{r}, t) \\ v_k(\vec{r}, t) \end{pmatrix}
\]

with electron component \( u_k(\vec{r}, t) \) and hole component \( v_k(\vec{r}, t) \), which evolves from the equilibrium state \( k \) under the influence of the electric field \( -eV/2a \) in the Sm region, is determined by the TdBdGE

\[
i\hbar \frac{\partial}{\partial t} \Psi_k(\vec{r}, t) = \mathcal{H}(\vec{r}, t) \Psi_k(\vec{r}, t)
\]
where
\[ \mathcal{H}(\vec{r}, t) = \begin{pmatrix} H_0(\vec{r}, t) & \Delta(z) \\ \Delta(z) & -H_0(\vec{r}, t) \end{pmatrix} \]
(5)
and
\[ H_0(\vec{r}, t) = \frac{1}{2m} \left[ \frac{\hbar^2}{i} \nabla + \tilde{e}_z \frac{\hbar}{4a} \Phi(t) \right]^2 + U(x) - \mu. \]
(6)

We model [22] the spatial variations of the pair potential \( \Delta(z) \) and of the phase difference \( \Phi(t) \) (which satisfies the Josephson equation by step-functions \( \Theta(z) \) (equal to 1, if \( z \geq 0 \), and zero otherwise), using a gauge, where

\[ \Delta(z) = \Delta \cdot \Theta(|z| - a) \Theta(D - |z|) \]
(7)
is real and

\[ \Phi(t) = \left[ \frac{2eV}{\hbar} (t - t_0) + \Phi_0 \right] \Theta(a - |z|); \quad e = +|e|. \]
(8)

The BCS theory of superconductivity and the related TdBdGE describe a superconductor as a grand canonical ensemble. If the Cooper pairs created (destroyed) by Andreev reflections in an SNS junction directly go to (come from) a reservoir of Cooper pairs, with no normal current leads between junction and reservoir, the model of Ref. [24] should apply. If, on the other hand, the reservoir is connected to the junction by normal conducting current leads, the model of Ref. [22] should be appropriate. In the latter case one should analyze in detail the spatial distribution of the hybrid excitations, consisting of quasiparticles (in the normal current leads and the normal region of the junction) and collective supercurrent carrying modes (in the S layers). This is being investigated presently. In this paper we disregard, like Refs. [24]–[27], the possible influence of normal current leads and assume that only quasiparticles with energies \( |E| \leq \Delta \) are incident from the superconducting banks onto the NS interfaces of the junction.

**Multiple Andreev Reflections**

There are four different types of incident quasiparticles with energy \( E \geq \Delta \). Their wavefunctions, which satisfy eq. (4) in the superconducting banks and which are normalized to the volume \( L_x L_y (D - a) \) of one S layer, are
given by
\[
\Psi_{S,\text{in}}^{\alpha\beta}(E; \vec{r}, t) = \eta(x, y) \cdot e^{-i\vec{k}\cdot\vec{r}} N^{\beta}(E) \left( \frac{1}{\gamma(E)^{\beta}} \right) \\
\times e^{i\alpha[k_{z\beta} + \beta\kappa(E)]z} \Theta(-\alpha\beta z - a) \Theta(D - |z|) \tag{9}
\]
with
\[
\eta(x, y) = \sin(k_x x), \quad k_x = \frac{\pi s}{L_x}, \quad s = 1, 2 \ , \tag{10}
\]
describing the plane waves in \(y\)-direction and the standing waves in the quantum well forming the channel. At low temperatures, for \(\mu = 0.2\) eV, \(L_x = 15\) nm, and \(m^* = 0.053m_0\), only the subband states with \(s = 1\) and \(s = 2\) are occupied. The indices \(\alpha\) and \(\beta\) in eq. (3) indicate the character of the quasiparticle: it is electron-like (\(\beta = +1\)) or hole-like (\(\beta = -1\)) with positive (\(\alpha = +1\)) or negative (\(\alpha = -1\)) momentum in \(z\)-direction. Thus, the complete set of quantum numbers characterizing the quasiparticle–wavefunction (3) is \(k = \{s; k_z; (\alpha, \beta)\}\).

\[
N^{\beta}(E) = \sqrt{\frac{2}{L_x L_y (D - a)} \left[ 1 + \gamma(E)^{2\beta} \right]} \cdot \Theta(E - \Delta) \tag{11}
\]
is the normalization factor, with
\[
\gamma(E) = \frac{E - \text{sign}(E)\sqrt{E^2 - \Delta^2}}{\Delta} \quad \text{for } |E| \geq \Delta \ . \tag{12}
\]
For \(|E| < \Delta\),
\[
\gamma(E) = \frac{E - i\sqrt{\Delta^2 - E^2}}{\Delta} \ . \tag{13}
\]
\(\gamma(E)\) is the probability amplitude of Andreev reflection of a quasiparticle with energy \(E\). [Arguments of \(\gamma(E)\) less than \(\Delta\) appear in the probability amplitudes of multiple Andreev reflections \(A_n^\pm(E)\), see eq. (27).] The wave number of quasiparticle propagation in \(z\)-direction \(k_{z\beta} + \beta\kappa(E)\) is determined by the component of the Fermi momentum perpendicular to the interfaces
\[
k_{zf} = \sqrt{k_F^2 - k_{\beta}^2} \tag{14}
\]
and
\[
\kappa(E) = \begin{cases} 
\text{sign}(E)\frac{\sqrt{E^2 - \Delta^2}}{\hbar v_{zf}} & \text{for } |E| \geq \Delta \\
i\frac{\sqrt{\Delta^2 - E^2}}{\hbar v_{zf}} & \text{for } |E| < \Delta
\end{cases} \ , \tag{15}
\]
where \(\frac{\hbar^2 k_F^2}{2m} = \mu, \quad \kappa_\beta \equiv c_x k_x + c_y k_y, \quad \text{and} \quad v_{zf} = \frac{\hbar k_z}{\mu} = \frac{\hbar k_{z\beta}}{\mu} \ .
\]
The wavefunctions for the quasiparticles which are Andreev reflected at the NS interfaces and travel back in the S banks are:
\[
\Psi_{S,\text{out}}^{\alpha\beta}(E; \vec{r}, t) = \eta(x, y) \cdot e^{-\frac{i}{\hbar}[E + \frac{\Delta}{2} eV - \frac{i\Delta}{2}]} D^{\alpha\beta}(E) \left( \frac{1}{\gamma(E)^{\beta}} \right) \\
\times e^{i[k_{z\beta} \beta\kappa(E)]z} \Theta(\alpha\beta z - a) \Theta(D - |z|) \ . \tag{16}
\]
The solutions of eq. (4) in the normal layer with the constant electric field are
\[
\Psi_{N}^{\alpha\beta}(E; \vec{r}, t) = \eta(x, y) \cdot e^{-\frac{i}{\hbar}[E + \frac{\Delta}{2} eV - \frac{i\Delta}{2}]} C^{\alpha\beta}(E) \left( \frac{1+\beta'}{2} \right) \\
\times e^{i[k_{z\beta} \beta\kappa(E)]z} e^{-i\beta\Phi_0(\alpha-|z|)} \ . \tag{17}
\]
They result from an expansion of Airy functions \(\Phi_0\) in the limit
\[
\frac{\hbar^2 k_F^2}{2m^*} \gg |E \pm eV|, \quad \Delta \ . \tag{18}
\]
The coefficients \(D^{\alpha\beta}(E)\) and \(C^{\alpha\beta}(E)\) are determined by matching the superposition
\[
\Psi_{S}^{\alpha\beta}(\vec{r}, t) = \sum_{\beta'} \int_{-\infty}^{\infty} dE \left\{ \Psi_{S,\text{in}}^{\alpha\beta}(E; \vec{r}, t) + \Psi_{S,\text{out}}^{\alpha\beta}(E; \vec{r}, t) \right\} \tag{19}
\]
formed from the solutions (4) and (10), to the superposition
\[
\Psi_{N}^{\alpha\beta}(\vec{r}, t) = \sum_{\beta'} \int_{-\infty}^{\infty} dE \Psi_{N,\text{out}}^{\alpha\beta}(E; \vec{r}, t) \ , \tag{20}
\]
formed from the solutions (17), at the NS interfaces at \(z = \pm a\):
\[
\Psi_{S}^{\alpha\beta}(\vec{r}, t)|_{z=\pm a} = \Psi_{N}^{\alpha\beta}(\vec{r}, t)|_{z=\pm a} \ . \tag{21}
\]
These matching conditions correspond to the ones used in Refs. [22, 31].

The integrals over \(E\) also contain the solutions which evolve from negative energies \(-|E|\). The corresponding wavefunctions
\[
\Psi_{S,\text{in}}^{\alpha\beta}(-|E|; \vec{r}, t) \equiv \left( u_{S,\text{in}}^{\alpha\beta}(-|E|; \vec{r}, t) \right) \\
v_{S,\text{in}}^{\alpha\beta}(-|E|; \vec{r}, t) \tag{22}
\]
are obtained from the ones of positive energy \(+|E|\),
\[
\Psi_{S,\text{out}}^{\alpha\beta}(+|E|; \vec{r}, t) \equiv \left( u_{S,\text{out}}^{\alpha\beta}(+|E|; \vec{r}, t) \right) \\
v_{S,\text{out}}^{\alpha\beta}(+|E|; \vec{r}, t) \ ,
\]
by the relation
\[
\left( u_{S,\text{in}}^{\alpha\beta}(-|E|; \vec{r}, t) \right) = \left( u_{S,\text{out}}^{\alpha\beta}(+|E|; \vec{r}, t) \right) \tag{22}
\]
\[\left( v_{S,\text{in}}^{\alpha\beta}(-|E|; \vec{r}, t) \right) = \left( v_{S,\text{out}}^{\alpha\beta}(+|E|; \vec{r}, t) \right) \, .
\]

The negative energy states are the ones occupied in the ground state of the system.
With the wavefunctions (3), (14), and (17) the matching conditions (21) become:

$$\sum_{\beta} \int_{-\infty}^{\infty} dE e^{-iEt} \left( \frac{1}{\gamma(E)^2} \right) e^{i\alpha[k_f + \beta\alpha E]} z \Theta(D - |z|)$$

$$\times \left\{ N^\beta(E) \Theta(-\alpha \beta z - a) + D^\alpha \beta(E) \Theta(\alpha \beta z - a) \right\}_{z = \pm a}$$

$$= \sum_{\beta'} \int_{-\infty}^{\infty} dE e^{-iE\left[ E + \frac{1}{2} \beta' eV \right]} \left( \frac{1 + \beta'}{1 - \beta'} \right)$$

$$\times e^{i\alpha\left[ k_f + \frac{1}{2} \beta' eV \right]} [z] e^{-i\beta' \Phi_0 \Theta(\alpha - |z|)}_{z = \pm a}. \quad (23)$$

We do not need to know the coefficients $D^\alpha \beta(E)$ explicitly, because we calculate the current density in the normal layer of the junction. After straightforward but tedious algebra one finds from eq. (23):

$$C^{\alpha \beta'}(E) = \sum_{n=0}^{\infty} \sum_{\beta} c_n^{\alpha \beta'} (E - [2n + 1 - \frac{1}{2} \beta'] eV)$$

$$\times \left[ \frac{4n\left( E - \frac{1}{2} \beta' eV \right) + 4n(n+1) \alpha eV}{\gamma(x)} \right]^a$$

$$\times e^{-i n \alpha \Phi_0} A_n^{\alpha \beta'} (E - \frac{1}{2} \alpha \beta' eV). \quad (24)$$

Here

$$c_n^{\alpha \beta'}(E) = c_0^{\alpha \beta'}(E) \left[ 1 - \gamma(E)^2 \right] e^{-i n \alpha \Phi_0} e^{-i(2-\beta') \frac{1}{2} \alpha \Phi_0}$$

$$\times e^{i \left[ \frac{(2-\beta') \left( E - \frac{1}{2} \beta' eV \right) + \frac{1}{2} \beta' eV}{\gamma(x)} \right]} \gamma(E + \alpha eV)^{\frac{1}{2}, \beta'}, \quad (25)$$

and

$$A_n^{\alpha \beta'}(E) = \left\{ \begin{array}{ll} 0 & \text{for } n > 0 \\ \prod_{\nu=1}^{2n} \gamma(E + [\nu + \frac{1}{2}] \alpha eV) & \text{for } n = 0 \end{array} \right. \quad (26)$$

is the multiple Andreev reflection probability amplitude (cf. 22).

$C^{\alpha \beta'}(E)$ consists of the phase–coherent superpositions of all amplitudes $c_n^{\alpha \beta'}(E - [2n + 1 - \frac{1}{2} \beta'] eV)$ which originate from incident quasiparticles described by the wavefunctions $\Psi_{S_i n'}(E - [2n + 1 - \frac{1}{2} \beta'] eV; \vec{r}, \vec{t})$. In other words: The probability amplitude $C^{\alpha \beta'}(E)$ of finding a quasiparticle (characterized by $\alpha$ and $\beta'$) in the N layer, with energy in the range between $E - eV/2$ and $E + eV/2$, is the sum of the amplitudes $c_n^{\alpha \beta'}(E - [2n + 1 - \frac{1}{2} \beta'] eV)$: $|c_n^{\alpha \beta'}|^2$ gives the probability that a quasiparticle, incident from one of the S–banks and characterized by $\alpha$, $\beta$, and energy $E - [2n + 1 - \frac{1}{2} \beta'] eV$, reaches the energy range between $E - eV/2$ and $E + eV/2$ in the N layer after $n$ Andreev–reflection cycles, being an electron (hole) for $\beta' = +1$ $(-1)$.

However, the most convenient way of calculating the current density $j$ in the N layer is not the one which uses the wavefunctions with $C^{\alpha \beta'}(E)$. It is much easier to count properly all quasiparticle contributions to $j$ of eq. (24) if one uses new N layer wavefunctions $\Psi_{N K}(\vec{r}, \vec{t})$. (These are the wavefunctions (3) in the N layer.) They are obtained by adding up the phase–coherent wavefunction components which, by multiple Andreev reflections, originate in the N layer from one particular incident quasiparticle described by eq. (1) with $\alpha$, $\beta$, and energy $E_0$. The sum of these components is given by the right–hand side of eq. (17) if there one sets $E = E_0 + [2n + 1 - \frac{1}{2} \beta'] eV$ and replaces $C^{\alpha \beta'}(E)$ by the right–hand side of eq. (24) with one change: Instead of summing over the index $\beta$ characterizing the nature (electron–like or hole–like) of the incident quasiparticle one has to sum over the index $\beta'$ which characterizes the quasiparticle nature (electron or hole) in the N layer.

One can show: i) The new wavefunctions

$$\Psi_{NK}(\vec{r}, \vec{t}) \equiv \eta(x, y) \sum_{n=0}^{\infty} \sum_{\beta'} e^{-i \left[ \Phi_0 + (2n + 1 - \frac{1}{2} \beta') eV + \frac{1}{2} \beta' eV \right] eV}$$

$$\times e^{i \beta' \Phi_0} (E_0) \left( \frac{1 + \beta'}{1 - \beta'} \right)^{\frac{1}{2}} e^{i \alpha \Phi_0} A_n^{\alpha \beta'} (E - \frac{1}{2} \alpha \beta' eV)$$

$$\times e^{-i \beta' \Phi_0} \Theta(\alpha - |z|). \quad (28)$$

match to the solutions in the S layers. ii) In the limit of vanishing voltage, $V \rightarrow 0$, the absolute squares of the electron and hole components of $\Psi_{NK}$ exhibit the resonances of the virtually bound states one has in the stationary situation (23).

4. Current–Voltage Characteristics

In the Bogoliubov–de Gennes–formalism the current density in the N layer is (21):

$$\vec{j}(\vec{r}, \vec{t}) = \frac{-e}{m^*} \sum_k \left\{ f_k v_{uNK}^*(\vec{r}, \vec{t}) \tilde{p}_e u_{NK}(\vec{r}, \vec{t}) + [1 - f_k] v_{eNK}^*(\vec{r}, \vec{t}) \tilde{p}_h v_{NK}(\vec{r}, \vec{t}) \right\} + c.c. \right\}$$

(29)

where the sum over $k$ is $\sum k = k_{\parallel} \left( v_{NK}(E = E_0, \alpha, \beta) \right)$, characterizing the incident quasiparticles, only counts the states with positive energy $E \geq \Delta$ and one spin direction; $f_k = \left( \frac{\exp(\frac{E_k}{\Delta}) + 1}{\exp(\frac{E_k}{\Delta}) - 1} \right)^{-1}$. Applying the momentum operator $\tilde{p}_e = \frac{\hbar}{m} \nabla + \bar{e}_z \frac{\hbar}{e} \Phi(\vec{t})$ to the wavefunctions given by
averaging over the channel thickness \( L_x \), and defining

\[
\bar{\mathbf{J}}(\alpha \beta')(E; z, t) = e \frac{L_x \pi^2 h^2}{k_F^2 - k_\theta^2 + \beta \frac{2m^*}{\hbar^2} \sqrt{E^2 - \Delta^2}} \times \frac{E}{\sqrt{E^2 - \Delta^2}} \left[ \frac{1}{1 - \gamma(E)} - \frac{1}{1 + \gamma(E)} \right] \left\{ \gamma(E + \alpha eV)^{1 - \frac{1}{2}} \right\}^2
\]

\[
\times \text{Re} \left\{ \sum_{n,n'=0}^\infty e^{\frac{i}{\hbar} \Delta (n-n')eV} \int \mathbf{F}(E; z, t) \left[ A_n^a(E - \frac{1}{2} \alpha eV) \times A_n^{a*}(E - \frac{1}{2} \alpha eV)' - \frac{\alpha eV}{2} \right] \Theta(\alpha - |\mathbf{r}|) \right\}
\]

we obtain the current density in the N layer as

\[
\bar{j}(z, t) = -\sum_{\alpha \beta} \int_\Delta dE \sum_{k_y, \text{max}} \int_0^{2k_y, \text{max}} dE_y \left( f_k \bar{\mathbf{J}}(\alpha \beta)(E; \mathbf{r}, t) - [1 - f_k] \bar{\mathbf{J}}(\alpha \beta') (E; \mathbf{r}, t) \right).
\]

As usual we integrate over all energies up to the Debye energy \( \hbar \omega_D \):

\[
k_y, \text{max} \equiv \left( k_F^2 - \frac{2m^*}{\hbar^2} \Delta + \Delta \right) - \left( \frac{\pi}{L_y} \right)^2 s^2 \right)^{1/2}.
\]

The time average of \( \bar{j}(z, t) \) is

\[
\bar{j}(z) = \frac{1}{T_M} \int_0^{T_M} dt \bar{j}(z, t)
\]

with \( T_M \to \infty \). In numerical calculations we choose \( T_M = 1 \) s, which is very much larger than all characteristic time scales.

The time–dependent current density \( \bar{j}(0, t) \) in the center of the junction is computed by evaluating numerically equation (31) for the voltage–bias case, i.e. \( \Phi_0 = 0 \). We assume a proximity–induced pair potential \( \Delta = 0.3 \) meV. The other parameters are indicated in Section 2. The result is shown in Fig. 2. For comparison Fig. 3 shows the time–dependent current density of a three–dimensional SNS junction with the same pair potential but translational invariance in \( x \)– and \( y \)–directions. Its basis is the 3D current density equation which one obtains from eq. (31) essentially by changing the sum over the indices \( s = 1 \) and 2 of the two occupied subbands into an integral over continuous \( k_x \)–values, and by replacing the effective mass \( m^* \) by the free electron mass \( m_0 \). Not surprisingly, there are only quantitative differences: The fundamental mechanism of multiple Andreev reflections, responsible for the charge transport in mesoscopic weak links, works the same way in three– and quasi–twodimensional electron gases. The amplitudes of the current density oscillations over time are small. Therefore, the time–averaged current densities \( \bar{j}(0) \), computed from eq. (32) and presented in Fig. 4, result in current–voltage characteristics (CVCs) which do not differ much from the CVCs in Fig. 3 at any fixed time. (In order to save computer time, the CVCs of Figs. 3 and 4 have been calculated with less numerical accuracy than those of Fig. 3). Therefore, the latter are smoother than the former. Also, the low–voltage slope in Fig. 3 is not as steep as in Fig. 4 because only four, instead of 36, Andreev reflection cycles have been taken into account in its computation.)
The computed current densities in Figs. 3 and 4 agree with the experimental findings of Thomas et al. in the following qualitative aspects: i) There are voltage–dependent current–oscillations in time. The period is the inverse of the Josephson frequency $\nu = 2eV/h$. The dominant contributions of the multiple Andreev reflections to the alternating (Josephson) current come from the terms with $n - n' = 1$ in eq. (30). ii) The CVCs of the time–averaged current densities exhibit what Thomas et al. call the “corner current”. This current value separates the steep, nearly linear increase of the current with very small voltages (also called the “foot” in prior investigations of non–equilibrium effects in weak links [22]) from a wide range of slow current increase with higher voltages. The physical mechanism responsible for the drastic change of current growth with voltage is the decreasing number of relevant Andreev reflection cycles in the energy range between $-\Delta$ and $+\Delta$ with increasing voltages above the voltage of the “corner current”. iii) The zero–bias differential resistance $dV/dI|_{V=0}$ increases (and the current decreases) with temperature. These points of qualitative agreement between experiment and theory support the view of Thomas et al. that multiple Andreev reflections are responsible for the observed nonequilibrium effects [12]. The characteristic shape of the CVC described in [ii] has been also observed for a single SNS junction by Kroemer et al. [11]. There is even satisfactory quantitative agreement between the magnitude of the experimental current densities and voltages in Fig. 2 of Ref. 10 and the computed ones in our Fig. 4. Not surprisingly, quantitative agreement with the measurements of Thomas et al. performed on more than 300 SNS junctions in series [12] is not so good: Our current densities are at least four times greater than theirs. For many SNS junctions in series the following approximations of our model may have to be modified: It a) confines all electrons to the channel, neglecting their penetration into the Nb contacts, b) neglects trapping of electrons by surface states in $y = 0$ and $y = L_y$, and c) disregards the small probability of conventional scattering from spatial variations of the pair potential [33, 34], which may occasionally disrupt the Andreev reflection cycles [12].

Two important qualitative features of the experimental CVCs are not reproduced by our model. The first is the dependence of the steep slope of the CVCs for vanishing voltages (the “apparent activation energy” in the Arrhenius–plot language of Thomas et al.) on the sample width $L_y$. In order to include effects of this width in the model, one may have to take into account – via a phenomenological, $L_y$–dependent relaxation time – that the phase–coherence of Andreev reflections can be destroyed by the temporary trapping of electrons in surface states. Alternatively, one may also think of inhomogeneities in the current density, caused by the (neglected) magnetic field of the current and the finite Josephson penetration depth. The required improvements would not change the fundamental character of the model. A significant model change, however, may be necessary in order to reproduce the second characteristic feature of the experimental CVCs not present in our figures: The nearly flat plateau in the CVCs between the “corner current” at the end of the low–voltage “foot” and the linearly rising excess current at high voltages. Such a plateau is absent in all theories where the principal contributions to the Multiple–Andreev–Reflection current are from quasiparticles which evolve from (scattering) states with energies above the gap. Our CVCs, calculated with solutions of the time–dependent Bogoliubov–de Gennes Equation, and that of Gunsenheimer and Zaikin, obtained with the Keldysh technique [24], are qualitatively quite similar and lack the plateau. On the other hand, CVCs computed with quasiparticle wavefunctions which, at the rate of Andreev reflection occurrence, evolve from states with energies below $\Delta$ show the plateau for appropriate inelastic mean free paths [22]. As discussed in Section 3, this should correspond to a situation where the sample is connected to the external energy and particle reservoir by normal conducting current leads, and where hybrid quasiparticle/collective–mode excitations at energies smaller than $\Delta$ exist. The inclusion of the subgap starting states in the theory, also necessary in order to obtain the direct Josephson current in the case of current bias, $\Phi_0 \neq 0$, and vanishing voltage, is a subject of work in progress.
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