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Abstract: This paper focuses on the design, implementation, experimental validation, and evaluation of a network tomography approach for performing inferential monitoring based on indirect measurements. In particular, we address the problems of inferring the routing tree topology (both logical and physical) and estimating the links’ loss rate and jitter based on multicast end-to-end measurements from a source node to a set of destination nodes using an agglomerative clustering algorithm. The experimentally-driven evaluation of the proposed algorithm, particularly the impact of the employed reduction update scheme, takes place in real topologies constructed in an open large-scale testbed. Finally, we implement and present a motivating practical application of the proposed algorithm that combines monitoring with change point analysis to realize performance anomaly detection.
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1. Introduction

Nowadays, due to the proliferation of network architectures and technologies, advanced network management requires successfully addressing the challenge of collecting and analyzing massive volumes of data. Network monitoring refers to systems that constantly monitor computer networks for problematic components or abnormal traffic variations, and either notify (via dedicated alarm mechanisms) and/or aid network administrators in troubleshooting and recovering normal operations. Considerable effort has been invested in network monitoring, especially lately, leading to the emergence of radical approaches and disruptive technologies like In-band Network Telemetry (INT) [1] and Programmable Forwarding Engine (PFE) accelerated telemetry systems [2]. These approaches address different challenges and operate in diverse, inter-connected environments, such as legacy, wireless, and SDN-enabled infrastructures.

Among them, Network Tomography (NT) has been proposed as an efficient and lightweight methodology for inferential network monitoring based on indirect measurements [3]. Broadly speaking, NT can be classified into the following three categories [4]:

(i) link-level NT that regards the estimation of per link Quality of Service (QoS) parameters (e.g., loss rates, delays, jitter) based on end-to-end path measurements,

(ii) path-level NT that concerns the estimation of the origin-destination (OD) traffic intensity matrix based on link-level measurements [5], and

(iii) topology inference for reconstructing the topology of the network itself, which is considered unknown.

It can also be categorized as active (injecting probes) or passive (observing existing traffic), depending on the employed measurement methodology. Compared to conventional monitoring techniques that involve the direct measurement of all objects of interest,
NT does not require the special-purpose cooperation of all intermediate network elements and reduces the measurement traffic overhead. In this paper, we jointly consider topology inference and link-level NT, aiming at a “minimally-required knowledge” holistic monitoring tool that needs only end-to-end measurements, obtained at the edge through active multicast probing. Our objective is to present and experimentally validate the proposed approach in a generic context, going beyond network monitoring in itself and providing a motivating example of a representative practical application of the developed clustering algorithm.

Over the years, multicast-based NT has received a lot of research attention [6–10]. Compared to these studies, our approach makes use of additive metrics, recovers both the unknown topology and link performance parameters, requires only the pairwise joint empirical distribution of the outcome variables at the destination nodes as input, and is easier to implement since it comprises a heuristic recursive algorithm. Furthermore, it does not employ maximum likelihood estimators, which are not computationally efficient for large-size networks because they involve finding the roots of polynomials whose degrees depend on the number of outgoing links at the internal nodes. Finally, given that the required pairwise distances between terminal nodes can be calculated using unicast packet stripe probing as well, the proposed method is not only feasible under multicast probing. The grouping algorithms presented in [11,12] are the most relevant to our work. However, by incorporating the use of nearest neighbor chains into the agglomerative clustering algorithm, we manage to further reduce the computational complexity of the proposed approach from $O(n^2 \log n)$ to $O(n^2)$. Moreover, all aforementioned works infer the logical routing trees, where paths with no branches are represented as a single logical link. Contrary to that, our method can successfully identify all single-child nodes.

This work builds on [13] and provides important advances compared to what has been published so far. Although the aforementioned initial study forms the basis and the starting point of our current research, the present work has been vastly improved in terms of technical content, analysis, evaluation, and presentation, in a way that complements and significantly extends the contribution of the preliminary conference version. The main differences between the current article and the partial preliminary conference version can be briefly summarized as presenting new ideas (recovery of physical topologies, alternative reduction update formulas), additional experimentation (examining and quantifying a larger number of features and comparing with conventional tools), and a tangible application of the devised clustering algorithm. In greater detail, an important new feature of the proposed and implemented network tomography utility is the ability to infer not only logical routing trees but also the underlying physical routing trees by incorporating information about hop counts. Furthermore, we demonstrate that the reduction update formula, which is used at every iteration of the clustering algorithm for calculating the distances between the newly generated parent and the rest nodes, has a significant impact on the estimation of the link performance parameters. Taking that into consideration, we explore and experimentally compare several reduction update formulas that guarantee the correctness of the agglomerative algorithm, not being limited to only fixed schemes but also including an adaptive scheme that is tailored to the discovered hierarchy, since it depends on the number of offspring of the involved nodes. Finally, we go beyond simply presenting a modified nearest neighbor (NN) chain-extended agglomerative clustering algorithm. We design, implement, and experiment with a tangible application of the proposed inferential method that combines network tomography (NT)-based monitoring with change point analysis to realize performance anomaly detection over an actual topology constructed in an open large-scale testbed.

Overall, through the extended experimentally-driven analysis, we demonstrate the feasibility of our approach, and we provide a more detailed performance evaluation by examining and quantifying a larger number of features while also underlining a number of practical tools that can be used in the development and testing of network services. By designing, implementing, and presenting a tangible application that leverages the devised...
algorithm and the described extensions/modifications, we demonstrate the practical value of our approach, motivate implementation-driven deployments of similar utilities, and provide insights and good practices that can be adopted by researchers and developers working in related problems. To summarize, the key contributions of this article are the following:

- The logical routing tree can be considered as the “skeleton” of the underlying physical topology, including only its intermediate branching points. To infer physical routing trees, we extend the nearest neighbor (NN) chain-enhanced agglomerative clustering algorithm [13] by incorporating information about hop counts.
- The reduction update formula, which is used at every iteration for calculating the distances between the newly generated parent and the rest nodes, is a critical feature of clustering algorithms. Taking that into consideration, we explore several reduction update formulas that guarantee the correctness of the proposed algorithm, and we examine their impact on the estimation accuracy of the link performance parameters.
- We implement the proposed clustering algorithm with all extensions and alternative options discussed in this paper, creating a complete command-line-based network tomography tool. We publish [14] the source code under a permissive free software license, along with detailed documentation.
- We extensively evaluate the performance of the proposed algorithm, over a comprehensive set of criteria, with real topologies constructed in an open large-scale testbed.
- We design and implement a practical application of the proposed NN-extended clustering algorithm that combines the NT-based monitoring with change point analysis for performance anomaly detection. The respective source code is also publicly available [14].

The remainder of this article is organized as follows. In Section 2, we introduce the network and probing model, along with the considered inference problem. Section 3, describes in detail the proposed algorithm, analyzes the extensions needed for inferring physical routing trees, and explores a variety of alternative reduction update formulas. In Section 4, we present the employed experimental setup and we report the respective performance evaluation results. Finally, Section 5 presents the practical application of the clustering algorithm and Section 6 concludes the paper.

2. Network Model and Problem Formulation

In this work, we focus on tree network topologies that are formed in the case of active probing from a single source. In essence, a designated root node (i.e., the source) actively sends probes to the leaves (i.e., the destination nodes), where traffic is monitored. To facilitate the collection of end-to-end measurements in our experiments using the tools described in Section 4.1, we design the examined networks with the root having only one child. The internal nodes can have exactly two children, in which case the resulting tree is binary, or two or more children, in which case the resulting tree is general. In greater detail, assuming that during the measurement period the underlying routing algorithm determines a unique path from a source to each destination that is reachable from it, the physical routing topology from a source node to a set of destination nodes is a tree called physical routing tree. The logical routing tree consists of the source node (root), the destination nodes (leaves), and the branching points (i.e., nodes with two or more outgoing links) of the physical routing tree, along with the logical links between them. Consequently, a logical link comprises a sequence of one or more consecutive physical links and the degree of every internal node of the logical routing tree is at least three. The root (i.e., source node) has only one child (therefore a degree of one), and the leaves (i.e., destination nodes) none (therefore a degree of one). Figure 1 presents an indicative topology example of both the physical and the corresponding logical routing trees.
Let \( T(s, D) = (V, E) \) denote the logical routing tree from source \( s \) to a set of destination nodes \( D \), which consists of node set \( V \) and edge set \( E \). Every node \( k \in V \setminus \{s\} \) has a parent \( f(k) \in V \) such that link \( e_k = (f(k), k) \in E \). Additionally, every node \( k \in V \setminus D \) has a set of children \( c(k) = \{ j \in V : f(j) = k \} \). Each link \( e \in E \) is associated with a performance parameter \( \theta_e \) (e.g., loss rate, jitter). Finally, the unique path (i.e., sequence of links) that connects nodes \( i \) and \( j \) on the logical routing tree is denoted by \( p(i, j) \). The network inference problem that we consider in this paper regards using aggregate end-to-end measurements obtained at the terminal nodes (i.e., \( k \in \{s\} \cup D \)) for: (i) inferring the routing tree topology and (ii) estimating the fine-grained network characteristics, i.e., the individual link parameters \( \theta_e \) (loss rates or jitter).

### 2.1. Probing Model

In this work, we use source-specific multicast (SSM) due to its effectiveness and efficiency for our purposes. In particular, the multicast probing technique inherently provides sufficient packet-level correlations, which are required to infer the topology and link performance parameters. When a node receives a given multicast probe packet, it forwards a copy of the packet to its children. Therefore, the multicast packets of the same probe observed at various terminal points experience the same network conditions in their shared paths (performance contribution from links in shared paths is identical). Another advantage of multicast probing is that it can scale better compared to its unicast counterpart, given that for the latter back-to-back or even larger stripes of closely spaced unicast packets are required to emulate a multicast probe.

The main drawback of multicasting is that it is not widely deployed and readily available on the Internet. Nevertheless, as previously mentioned, the proposed algorithm can also function without any change or modification under striped unicast probing, albeit with an impact on the probing overhead scalability. The probes are only leveraged to estimate the distances between the terminal nodes, which are given as input to the algorithm. Back-to-back or even larger stripes of closely spaced unicast packets can be used to emulate a multicast probe. Of course, the emulated packet-level correlations achieved using unicast probes cannot be perfect. Therefore, multicast probing is considered the best-case experimental setting for our approach. For every probe traversing the tree, the state of each link of the routing tree is represented by the set of link state variables \( Y_e, \forall e \in E \). Similarly, the set of outcome variables \( X_k, \forall k \in V \) denotes the (random) outcome of the probe at each node. Clearly, the outcome at node \( k \) (i.e., \( X_k \)) is determined by the outcome at the node’s parent (i.e., \( X_{f(k)} \)) and the state of the link \( e_k = (f(k), k) \) that connects them (i.e., \( Y_e \)).
2.2. Multicast Additive Metrics

Additive link metrics are extremely important in the field of network tomography and have been widely used over the years. Under such formulations, the end-to-end measurements corresponding to paths between terminal nodes are the sums of the individual component link metrics. Delay is an example of an inherent additive link metric, whereas loss rates and other multiplicative metrics can be transformed into additive using a logarithmic scale. The network tomography inference problem can then be expressed as the inverse problem of solving the system of linear equations \( y = A \cdot x \), where \( x \) is the vector of unknown link parameters, \( A \) is the routing or measurement matrix representing the network topology, and \( y \) is the vector of observed path-level end-to-end measurements. The goal is to estimate the unobserved vector \( x \) given the aforementioned linear model and the known vector of measurements \( y \). The difficulty lies in the fact that the system of linear equations is heavily under-determined.

Using the previously described notation, an additive metric \( d : V \times V \to \mathbb{R}^+ \) on tree \( T = (V, E) \) is a non-negative function such that:

- \( 0 < d(e) < \infty, \forall e \in E \),
- \( d(i, j) = 0 \) if and only if \( i = j \), and
- \( d(i, j) = d(j, i) = \sum_{e \in p(i)} d(e) \), otherwise.

The topology and the link lengths \( d(e), \forall e \in E \) of a tree \( T(s, D) = (V, E) \) can be recovered by the pairwise distances \( D = \{d(i, j) : i, j \in \{s\} \cup D\} \) between the terminal nodes under an additive metric [15]. Assuming that the link states are independent and stationary during the measurement period, we can construct the following additive metrics:

- \( d(e) = -\log(\theta_e), \forall e \in E \), where \( \theta_e \) is the success rate (i.e., the complement of loss rate) of link \( e \).
- \( d(e) = \theta_e = \text{Var}(Y_e), \forall e \in E \), where \( Y_e \) is a random variable that expresses the random queuing delay of link \( e \) and \( \theta_e \) is the square of jitter of link \( e \), with jitter defined as the standard deviation of delay \( c(Y_e) \) in order to be additive.

In the first case, the link-state variable \( Y_e \) is equal to one (or zero) with probability \( \theta_e \) (or \( 1 - \theta_e \)), if the probe traverses successfully (or is lost on) link \( e \), and the outcome variable \( X_k \) takes value 1, if the probe reaches node \( k \), and value 0 otherwise. Then, the outcome variable at a particular node can be expressed as the product of the link-state variables corresponding to the links comprising the path from the source to that specific node. Furthermore, the probability that this outcome variable takes value one can be computed as the product of the success rates corresponding to the links along that same path. Therefore, we can construct an additive tree metric with a link length equal to the negative logarithm of the complement of the packet loss rate. In the second case, the link-state variable \( Y_e \) expresses the random queuing delay of link \( e \) and the outcome variable \( X_k \) represents the cumulative end-to-end queuing delay that is experienced by the probe on its way to node \( k \). Then, the outcome variable at a particular node can be expressed as the sum of the link-state variables corresponding to the links comprising the path from the source to that specific node. Moreover, given that the variance of a sum of independent random variables is the sum of their variances, the variance of this outcome variable can be computed as the sum of the performance parameters associated with the links along that same path. Consequently, we can construct an additive tree metric with a link length equal to the square of jitter. Accordingly, the pairwise distances between the terminal nodes for the aforementioned additive metrics can be calculated as follows [13]:

\[
\begin{equation}
\left( \frac{1}{\mathbb{P}(X_i = 1)} \right) = -\log(\mathbb{P}(X_i = 1)), \forall i \in D
\end{equation}
\]
\( d(i, j) = \log \left( \frac{\mathbb{P}(X_i = 1) \cdot \mathbb{P}(X_j = 1)}{[\mathbb{P}(X_i X_j = 1)]^2} \right), \forall i, j \in D \) \hspace{1cm} (2)

for the loss-based metric, and

\( d(s, i) = \text{Var}(X_i), \forall i \in D \) \hspace{1cm} (3)

\( d(i, j) = \text{Var}(X_i) + \text{Var}(X_j) - 2 \cdot \text{Cov}(X_i, X_j), \forall i, j \in D \) \hspace{1cm} (4)

for the delay-based metric. Assuming source \( s \) sends \( n \) probes to the destination nodes \( D \), the outcome variables at the terminal nodes \( \left( X_k^{(t)} : k \in \{s\} \cup D \text{ and } t = 1, 2, \cdots, n \right) \) can be observed. Then, according to the employed additive metric, we can estimate the above pairwise distances leveraging the fact that the maximum likelihood estimator (MLE) of the probability that a Bernoulli random variable takes value one is equal to the sample mean and using the unbiased sample variance (with lost packets ignored) as follows:

\( \hat{d}(s, i) = -\log(\bar{X}_i) \) \hspace{1cm} (5)

\( \hat{d}(i, j) = \log \left( \frac{X_i \cdot X_j}{\bar{X}_i \bar{X}_j} \right), \forall i, j \in D \) \hspace{1cm} (6)

for the loss-based metric, and

\( \hat{d}(s, i) = \hat{\text{Var}}(X_i), \forall i \in D \) \hspace{1cm} (7)

\( \hat{d}(i, j) = \hat{\text{Var}}(X_i) + \hat{\text{Var}}(X_j) - 2 \hat{\text{Cov}}(X_i, X_j), \forall i, j \in D \) \hspace{1cm} (8)

for the delay-based metric, where

\( \bar{X}_i = \frac{1}{n} \sum_{t=1}^{n} X_i^{(t)} \), \( \bar{X}_i \bar{X}_j = \frac{1}{n} \sum_{t=1}^{n} X_i^{(t)} X_j^{(t)} \),

\( \hat{\text{Var}}(X_i) = \frac{1}{n-1} \sum_{t=1}^{n} \left( X_i^{(t)} - \bar{X}_i \right)^2 \), and

\( \hat{\text{Cov}}(X_i, X_j) = \frac{1}{n-1} \sum_{t=1}^{n} \left( X_i^{(t)} - \bar{X}_i \right) \left( X_j^{(t)} - \bar{X}_j \right) \).

3. Topology Inference and Estimation of Link Parameters

In this section, we present in detail the nearest neighbor (NN) chain-extended agglomerative clustering algorithm and the modifications/extensions we incorporate to fulfill our objectives.

3.1. Distance-Based Agglomerative Hierarchical Clustering

In order to infer the logical routing tree using the estimated pairwise distances between terminal nodes under the previously described additive metrics, we employ an agglomerative hierarchical clustering algorithm with \( O(n^2) \) complexity [13], where \( n \) is the number of network nodes. Furthermore, given that there is a one-to-one mapping between the returned edge lengths \( d(e), \forall e \in E \) and the underlying link performance parameters \( \theta_e, \forall e \in E \) (see Section 2.2), we can also estimate the latter from the former as follows:

- loss rate of link \( e = 1 - \theta_e = 1 - 10^{-d(e)} \), and
• jitter of link $e = \sqrt{\theta_e} = \sqrt{d(e)}$, $\forall e \in E$.

Broadly speaking, the employed clustering algorithm operates in a bottom-up manner, starting with a set including all destination nodes, each one in its own cluster, and selecting at each iteration two nodes that are joined and replaced in the set by a new node designated as their parent. This process continues recursively on this reduced set until there is only one node left, which will be the (single) child of the root (source) $s$. A high-level overview of the algorithm is presented in Figure 2.

![Figure 2. High-level overview of the proposed clustering algorithm.](image)

In the following, we discuss the specifics of the functionality and the detailed operation of each depicted step:

- **The input** of the algorithm is the source node $s$, the set of destination nodes $D$, and the estimated pairwise distances between terminal nodes $\hat{D} = \{ \hat{d}(i, j) : i, j \in \{s\} \cup D \}$, calculated as described in Section 2.2.

- **The output** of the algorithm is the logical routing tree $T(s, D) = (V, E)$ and the link lengths $d(e), \forall e \in E$, from which we can obtain the link parameters $\theta_e, \forall e \in E$.

- **At initialization**, we start by adding the source and the destinations to the set of nodes, $V = \{s\} \cup D$, and we initialize the set of edges equal to the empty set, $E = \emptyset$.

- **For every pair of nodes** $i$ and $j$ of the routing tree, the lowest common ancestor, LCA$(i, j)$, is the node that is located the farthest from the root and has both nodes as descendants. The depth of the lowest common ancestor, $\ell(i, j) = \hat{d}(s, \text{LCA}(i, j))$, expresses the length of the shared path from $s$ to $i$ and $j$. Given that there is a one-to-one mapping between the pairwise distances and the LCA depths, we can equivalently employ the latter to infer the routing tree and estimate the link parameters. To that end, at the step construction of LCA depths matrix, we compute the $|D| \times |D|$ matrix of LCA depths $L = [\ell(i, j)], \forall i, j \in D$ using the equations

$$\ell(i, j) = \frac{1}{2} [d(s, i) + d(s, j) - d(i, j)], \forall i, j \in D \text{ and}$$

$$\ell(i, i) = d(s, i), \forall i \in D. \quad (10)$$
At the neighbor selection step, we choose the two nodes that are deemed siblings and are about to be joined. Taking into account that the LCA depth of two nodes expresses the length of their shared path, we select the nodes $i$ and $j$ that are mutual or reciprocal nearest neighbor (RNNs), meaning that, for each one, their LCA depth is the largest among all others: $\forall k \neq i, j, \ell(i, j) \geq \ell(i, k), \ell(j, k)$. The idea is that two siblings must have the largest shared path with one another, compared to all other nodes. Such RNNs can be found efficiently by constructing nearest neighbor (NN) chains [16].

Essentially, a NN chain follows paths in the nearest neighbor graph of the clusters, until the paths terminate in a pair of RNNs. It starts at an arbitrary initial node, and it is iteratively extended from the current node at the top of the chain, say $i$, to its nearest neighbor $j$ such that $\ell(i, j) = \max_{k \neq i} \ell(i, k)$, until it necessarily terminates at a pair of RNNs. After joining the discovered RNNs, the rest NN chain is still valid and, therefore, it is not discarded. Each node (either destination or intermediate created parent) enters the NN chain only once, where it remains until it is joined with another node.

At reduction step, we create node $u$ as the parent of the previously found RNNs $i$ and $j$, and we calculate its LCA depth with the remaining nodes $\ell(u, k), \forall k \in D, k \neq u, i, j$. The choice of the employed reduction update formula is a crucial issue, which we analyze in Section 3.3.

Tree reconstruction regards the update of the data structures related to the part of the tree that has been recovered up to this moment. In greater detail, we remove the found RNNs $i$ and $j$ from set $D, D = D \setminus \{i, j\}$; we add the newly created parent node $u$ to sets $V$ and $D, V = V \cup \{u\}$ and $D = D \cup \{u\}$; we add the two new edges to set $E, E = E \cup \{(u, i), (u, j)\}$; and we connect $i$ and $j$ to $u$ with link lengths $d(u, i) = \ell(i, i) - \ell(i, j)$ and $d(u, j) = \ell(j, j) - \ell(i, j)$.

Finally, if there is only one node left in set $D$ (stopping condition $|D| = 1$), we connect that remaining node with the source and we terminate the algorithm, otherwise we return to the neighbor selection step and we repeat the process.

Given that a pair of RNNs is selected as siblings at every iteration, the output of the algorithm will be a binary inferred tree. To successfully apply the algorithm to general routing trees, nodes can be grouped as if the tree was binary, and then the “extra” edges of approximately zero length (excluding the edge between the root and its single child) can be removed at a post-processing step.

### 3.2. Inferring Physical Routing Trees

As previously mentioned, the output of the algorithm presented in Section 3.1 is the logical routing tree, which consists of the branching points of the physical topology. However, internal nodes where no branching of traffic occurs (i.e., nodes with a single child) do not appear in the logical tree and long paths with no branches might be represented as a single logical link. Therefore, the logical tree might differ significantly from the underlying physical routing tree. To infer more accurately the physical routing tree, in this work we incorporate into the algorithm information regarding the number of hops needed for reaching each node starting from the source. Assuming that we only have access to the network edge and not to the internal nodes, such information can be readily obtained simply by capturing the employed probes at the destination nodes using a packet analyzer tool and examining their time-to-live (TTL) fields. The idea is that two nodes that are siblings must have the same TTL value. At each iteration, the TTL value of the newly created parent of the selected RNNs is calculated based on the TTL value of its children.

In more detail, we start by extracting the TTL values corresponding to each destination node from the realized end-to-end measurements. Then, we modify the neighbor selection step as follows. After selecting a pair of RNNs, we check the respective TTL values of the two nodes. If they are equal, we proceed to the next step. Otherwise, we can deduce that the node with the smaller TTL value is located in a path with no branching points. To rectify this, we assign this node as the single child of a newly created parent, with a
properly adjusted TTL value (i.e., incremented by one). We continue adding such parent nodes until the new TTL value becomes equal to that of the other RNN. Following that in the next step, we properly set (i.e., increment by one) the TTL value of the node that is designated as the parent of the two siblings (i.e., the two RNNs in the first case, or the head of the non branching path and the remaining RNN in the second case), and we proceed to the rest of the algorithm as before.

3.3. Reduction Update Formulas

Contrary to the conventional greedy agglomerative approach that repeatedly joins the two overall “closest” nodes (in our context, the nodes with the overall largest LCA depth), the proposed NN chain-enhanced algorithm joins any pair of RNNs as it is found. Consequently, the order of the cluster merges might be different. However, provided that the reduction update formula satisfies two certain properties, the resulted hierarchy will be the same [17]. Such suitable reduction update schemes are:

- the single reduction update formula:
  \[ \ell(u, k) = \min\{\ell(i, k), \ell(j, k)\} \] (11)

- the complete reduction update formula:
  \[ \ell(u, k) = \max\{\ell(i, k), \ell(j, k)\} \] (12)

- the average reduction update formula:
  \[ \ell(u, k) = \frac{1}{n_i + n_j}[n_i \cdot \ell(i, k) + n_j \cdot \ell(j, k)] \] (13)

- the weighted reduction update formula:
  \[ \ell(u, k) = \frac{1}{2}[\ell(i, k) + \ell(j, k)] \] (14)

\( \forall k \in D, k \neq u, i, j \), where \( i \) and \( j \) are the pair of RNNs, \( u \) is the newly created parent, and \( n_i, n_j, n_k \) are the sizes of clusters \( i, j \) and \( k \), which in our context can be interpreted as the number of the descendants of the respective nodes. As can be seen, the single, complete, and weighted schemes are “conservative” in the sense that they are fixed and do not adapt to the discovered hierarchy, whereas the average scheme depends also on the number of offspring of the involved nodes, thus being better tailored to each particular case. In [13], the use of the weighted and complete update formulas has been examined. Here, we comparatively explore all of the aforementioned schemes, as well as the generic convex formula analyzed in Section 4.2.

4. Performance Evaluation

The experiments presented in this article take place in a fully-controlled testbed to demonstrate the feasibility of our ideas. Exploring how our methods can be further fine-tuned and adapted to specific types of networks (e.g., cloud, overlay, or data center networks) and their particular characteristics is left for future work.

4.1. Experimental Setup

To evaluate the performance of the proposed algorithm in topology inference and estimate the link loss rates and jitter, we constructed several binary (i.e., all internal nodes have exactly two children) and general (i.e., internal nodes have two or more children) physical routing trees, following the network model described in Section 2, over bare-metal hardware in the Virtual Wall [18] testbed of the Fed4FIREPlus [19] federation. Routing was realized using the Quagga software suite and network impairment (i.e., loss and jitter) on links were configured on software using the netem kernel module and the tc utility. In
particular, we employed the ospfd and pimd quagga routing daemons, implementing the OSPF, PIM-SSM, and IGMP protocols, while the links’ loss rates and jitter values were chosen in the ranges 0–20% and 0–400 ms, respectively. The iperf traffic tool was used for performing multicast active probing and the required end-to-end measurements were obtained at the outgoing interface of the source node and the incoming interfaces of the destination nodes using the tcpdump command-line packet analyzer. For every routing tree, three different numbers of probes were examined, namely probes 2128, 5105, and 10,207.

4.2. Results and Discussion

The command-line network tomography tool has been developed in Python 3 and accepts as arguments the tcpdump output (since we do not need the detailed content of probe packets, we do not use pcap files) captured at the outgoing link of the source and the incoming links of the destinations. The binary routing trees are inferred correctly for all the conducted experimental scenarios. The extension of the algorithm to general routing trees is somewhat more complicated since it requires the selection of a suitable threshold that may vary from case to case due to the accumulated estimation errors of link lengths. For every examined experimental scenario, there is a fitting threshold under which the general routing tree is reconstructed correctly. However, in practice, it is more realistic to use a single predetermined hard-coded threshold. In this case, 48 out of 48, and 36 out of 48 experimental configurations (i.e., combinations of topology type, number of probes, and reduction update scheme) result in a correctly recovered tree under the loss-based metric and the jitter-based metric, respectively.

Table 1 lists the aggregated errors of the conducted experiments, to evaluate the accuracy of the link performance parameter estimation for several physical routing trees. The first column indicates the type of the studied topology (either binary or general physical routing tree) and the number of its nodes. The rest columns present the aggregated estimation errors of the respective test networks for each examined reduction update formula presented in Section 3.3 and for three different numbers of multicast probes (namely, 2128, 5105, and 10,207 probes) generated using iperf. In particular, we calculate and report the Root Mean Square Error (RMSE) for every experimental scenario (i.e., combination of topology, employed reduction formula, and the number of probes) according to the following equation:

\[
RMSE = \sqrt{\frac{1}{|E| - 1} \sum_{e \in E \setminus \{(s, t(s))\}} (y_e - \hat{y}_e)^2}
\]  

where \(\hat{y}_e\) is the estimate of the loss rate (or jitter) of link \(e\), and \(y_e\) is the respective ground truth (i.e., the argument of tc). In other words, we consider the arguments that we passed to the tc utility during the experimental setup as the ground truth for the actual values of the links’ loss rates and jitter that are compared to the estimations returned by our model. Loss rates are written as percentages, and jitter is measured in milliseconds. As can be seen, even though the estimation accuracy improves as the number of employed probes increases, the reported errors are relatively small for all configurations. Furthermore, despite being one of the “fixed” schemes, the weighted formula gives the better estimations for the majority of the experiments, followed closely by the average scheme, the only “adaptive” option.
Table 1. Estimation errors of the conducted experimental scenarios.

| Physical | Single | Root Mean Square Error for Loss Rate Estimation (%) | Complete | Average | Weighted |
|----------|--------|---------------------------------------------------|----------|---------|----------|
| Routing Tree | 2k     | 5k       | 10k      | 2k     | 5k       | 10k      | 2k     | 5k       | 10k      |
| Type      | # Nds  |          |          |        |          |          |        |          |          |
| Bin. 8    | 0.6369 | 0.4859   | 0.3879   | 0.5892 | 0.3714   | 0.4061   | 0.6124 | 0.4248   | 0.3961   |
| Bin. 16   | 1.1824 | 0.6066   | 0.4431   | 1.8491 | 0.7492   | 0.4333   | 1.2346 | 0.6496   | 0.3912   |
| Bin. 24   | 1.2486 | 0.4924   | 0.4086   | 1.2859 | 0.5643   | 0.4939   | 1.1297 | 0.4881   | 0.4152   |
| Bin. 32   | 1.5678 | 0.9790   | 0.7226   | 1.5692 | 0.9542   | 0.5588   | 1.1749 | 0.8423   | 0.4649   |
| Gen. 10   | 0.7998 | 0.3335   | 0.4609   | 0.7787 | 0.3172   | 0.6394   | 0.6124 | 0.4248   | 0.3961   |
| Gen. 20   | 1.1571 | 0.5012   | 0.3354   | 0.9676 | 0.6972   | 0.3640   | 0.9334 | 0.5398   | 0.3079   |
| Gen. 30   | 0.9128 | 0.5867   | 0.6108   | 0.8889 | 0.5476   | 0.4623   | 0.7308 | 0.5169   | 0.4707   |
| Gen. 40   | 1.2380 | 0.8134   | 0.6406   | 1.2977 | 0.8368   | 0.6924   | 1.0557 | 0.6950   | 0.5111   |

Conventional network monitoring tools based on traditional IP-based mechanisms (e.g., ping, traceroute) are device-centric hop-by-hop approaches that rely on exchanging traffic (e.g., ICMP packets) with intermediate nodes and involve the direct measurement and observation of all entities of interest. Consequently, they require the special-purpose cooperation and participation of all network elements, which is not always feasible in large-scale IP networks due to administrative or security considerations (e.g., many nodes are configured to ignore ICMP packets altogether). Additionally, contrary to the proposed inferential approach, they assume knowledge of the exact topology of the examined network. Another important benefit of the presented NT-based method compared to traditional tools is the ability to provide a global overview of the network state without collecting fine-grained individual statistics but using end-to-end measurements realized at the network edge. As such, it reduces the computational and traffic overhead of the measurement process by decreasing the generated probing load and the consumption of valuable network resources (e.g., bandwidth, CPU, and memory).

Assuming ideal conditions for the conventional tools (i.e., a priori known topology and unobstructed access to all intermediate nodes) and focusing only on link parameter estimation, we demonstrate the relation between measurement overhead and estimation accuracy for the NT-based approach and a representative conventional monitoring tool by selecting the general physical routing tree topology with 10 nodes and measuring the links’ loss rates with the iperf tool using UDP probes (running an iperf server and client at the endpoints of the links). In particular, iperf was configured to send 1022, 1532, and 2042 probes at each link, resulting in 8176, 12,256, and 16,336 probes in total over the entire network. The achieved RMSE (the average of three measurements) was 0.5970, 0.4277, and 0.3335, respectively. As can be seen by comparing the respective results listed in Table 1, our approach can yield comparable estimation errors while utilizing a smaller number of probes, even in such a small-scale sample network.

In order to demonstrate the impact of the reduction update scheme to the estimation accuracy, we consider the following generic formula:

\[ \ell(u, k) = a \ell(i, k) + (1 - a) \ell(j, k), \text{ with } 0 \leq a \leq 1, \forall k \in D, k \neq u, i, j. \]
Equation (16) can be employed during the reduction step of the clustering algorithm to compute the LCA depth of the newly created parent node $u$ with every other node $k$ as a convex combination of the LCA depths of that node with the two selected RNNs (i.e., nodes $i$ and $j$). Since the coefficients of a convex combination must be non-negative and must sum to 1, in our case, $\alpha$ takes a value within the range $0—1$. We select one of the experimental scenarios (Bin. 32) and we plot the resulting RMSE in relation to the value of $\alpha$ (Figure 3) under the loss-based metric. As can be seen, the error varies significantly as the employed update formula changes. In this particular case, it appears that the best result is obtained for $\alpha = 0.79$.

![Figure 3. RMSE for different values of $\alpha$.](image)

Finally, Table 2 lists the execution time (in seconds) for the various experimental scenarios, as recorded in a reference machine with the following specifications: Intel Core i5-6500 @4x 3.6 GHz CPU and 16 GB DDR4 2133 MHz RAM. These measurements were taken using 5105 multicast probes, which were transmitted in 60 s (a time period that is not considered in this table). As it is evident, although no special optimizations have been made to that end, the required times are indeed rather small and depend on the size of the examined topology (the differences between alternative configurations applied to each examined tree are negligible). Nevertheless, an implementation in a compiled language is expected to further reduce the execution time, if so desired.
Table 2. Execution time of experimental scenarios.

| Physical Tree Type | # Nds | Loss Rate Estimation | Execution Time (s) |
|--------------------|-------|----------------------|-------------------|
| Bin. 8             |       | 0.2665               | 0.2614            |
| Bin. 16            |       | 0.3005               | 0.3042            |
| Bin. 24            |       | 0.3950               | 0.3940            |
| Bin. 32            |       | 0.4626               | 0.4586            |
| Gen. 10            |       | 0.2879               | 0.2847            |
| Gen. 20            |       | 0.3669               | 0.3655            |
| Gen. 30            |       | 0.4797               | 0.4857            |
| Gen. 40            |       | 0.5346               | 0.5285            |

| Type | # Nds | Jitter Estimation | Execution Time (s) |
|------|-------|-------------------|-------------------|
| Bin. 8 |       | 0.3229            | 0.3257            |
| Bin. 16 |      | 0.4459            | 0.4515            |
| Bin. 24 |      | 0.6800            | 0.6871            |
| Bin. 32 |      | 0.9027            | 0.9021            |
| Gen. 10  |      | 0.3823            | 0.3783            |
| Gen. 20  |      | 0.6514            | 0.6620            |
| Gen. 30  |      | 1.0172            | 1.0143            |
| Gen. 40  |      | 1.3413            | 1.3435            |

5. Motivating Detection Application

As previously mentioned, one of the main objectives of this work is to go beyond validating the feasibility of the proposed clustering algorithm to designing, implementing, and presenting an actual application that leverages the devised inferential monitoring approach for performing a tangible task in a real testing network. The reasons for pursuing this direction are manifold:

1. We want to demonstrate the practical value of our technical content and point out that it is not limited to theoretical contributions.
2. We aim to motivate the adoption and further extension of our methods by researchers and developers working on related problems by providing a ready-to-use open-source implementation of an NT-enabled network service.
3. We try to highlight some representative tools and outline the overall process that can be followed for performing validation trials and experiments with real equipment.

Monitoring and identifying unusual or anomalous activity is essential for ensuring the efficient operation of network infrastructures. Hereinafter, we combine the proposed clustering algorithm with change point analysis [20] for detecting the occurrence of performance anomalies (i.e., abrupt changes to loss events). The topology employed in our experiments is illustrated in Figure 4, and for change point detection we have leveraged the methods provided by the ruptures [21] library. In particular, the approach we follow consists of the following steps:

(i) execute active multicast probing at the periphery of the network,
(ii) apply the NN-extended clustering algorithm to estimate the loss rates of all links,
(iii) repeat the previous two steps at regular intervals/rounds and record the obtained estimates in a multivariate time series, and
(iv) perform offline change point analysis on the multivariate time series to detect the breakpoints, i.e., the rounds where the loss rates’ distribution changes significantly.
To coordinate the probing process and the required traffic captures, a node that can reach all terminal nodes is appointed as a controller. This controller is also charged with collecting all capture files and estimating the links’ loss rates via network tomography at every round/iteration, to create a multivariate time series. The interactions between the controller and the terminal nodes (i.e., source and destinations) in every round/iteration are depicted in Figure 5. All communications between the nodes are realized with the ZeromMQ [22] asynchronous messaging library (following the request-reply messaging pattern) and, after constructing the multivariate time series, the linearly penalized segmentation (Pelt) algorithm [23] is employed for detecting the change points.

Figure 6 illustrates the loss rate estimates for every link of the topology (obtained using the proposed algorithm) across 250 iterations/rounds. The change of color indicates
the real breakpoints (i.e., the iterations when the underlying distribution of the links’ loss rates was changed during the experiment—the ground truth) and the dashed lines denote the breakpoints that were detected by applying the offline change-point algorithm to the obtained estimates. As can be seen, the two sets of breakpoints are indistinguishable.

Figure 6. Loss rate estimates and detected change points.

6. Conclusions

In this article, we presented and implemented a clustering algorithm for performing inferential network monitoring based on multicast end-to-end measurements. Specifically, we addressed the problems of inferring the routing tree topology (both logical and physical) and estimating two link performance parameters (i.e., loss rate and jitter). The experimental results regarding the accuracy and the execution time of the proposed algorithm, as well as the presented motivating application leveraging change point analysis, demonstrated its promising potential as a close to real-time monitoring tool and an enabler of performance anomaly detection.

Regarding future work, we plan to explore and experimentally validate more applications of the proposed NT monitoring approach. One such example is the development of a utility-based framework enabling advanced decision-making. The envisaged utility function can incorporate network-centric QoS parameters provided and updated by the clustering algorithm to promote informed decisions based on network utility maximization.

Author Contributions: All authors contributed to the conceptualization of the paper. G.K and V.K. outlined the structure of the article. G.K. was responsible for software development, performance evaluation, and preparation of the original draft. V.K. and S.P. performed the critical review and overall consistency check. All authors have read and agreed to the published version of the manuscript.
**Funding:** This work was supported by the European Commission in the framework of the H2020-ICT-19-2019 project 5G-HEART (Grant Agreement No. 857034).

**Data Availability Statement:** Not Applicable, the study does not report any data.

**Conflicts of Interest:** The authors declare no conflict of interest.

**Abbreviations**

The following abbreviations are used in this manuscript:

- INT: In-band Network Telemetry
- PFE: Programmable Forwarding Engine
- SDN: Software Defined Networking
- NT: Network Tomography
- QoS: Quality of Service
- OD: Origin-Destination
- NN: Nearest Neighbor
- SSM: Source-Specific Multicast
- MLE: Maximum Likelihood Estimator
- LCA: Lowest Common Ancestor
- RNNs: Reciprocal Nearest Neighbor
- TTL: Time-To-Live
- RMSE: Root Mean Square Error
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