On the intersection graph of the disks with diameters the sides of a convex $n$-gon
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Abstract. Given a convex $n$-gon, we can draw $n$ disks (called side disks) where each disk has a different side of the polygon as diameter and the midpoint of the side as its center. The intersection graph of such disks is the undirected graph with vertices the $n$ disks and two disks are adjacent if and only if they have a point in common. Such a graph was introduced by Huemer and Pérez-Lantero in 2016, proved to be planar and Hamiltonian. In this paper we study further combinatorial properties of this graph. We prove that the treewidth is at most 3, by showing an $O(n)$-time algorithm that builds a tree decomposition of width at most 3, given the polygon as input. This implies that we can construct the intersection graph of the side disks in $O(n)$ time. We further study the independence number of this graph, which is the maximum number of pairwise disjoint disks. The planarity condition implies that for every convex $n$-gon we can select at least $\lceil n/4 \rceil$ pairwise disjoint disks, and we prove that for every $n \geq 3$ there exist convex $n$-gons in which we cannot select more than this number. Finally, we show that our class of graphs includes all outerplanar Hamiltonian graphs except the cycle of length four, and that it is a proper subclass of the planar Hamiltonian graphs.

1 Introduction

Let $P$ be a convex polygon of $n$ sides denoted $s_0, s_1, \ldots, s_{n-1}$ counter-clockwise. For $i \in [0..n-1]$, let $D_i$ denote the disk with diameter the length of $s_i$ and center the midpoint of $s_i$. Since $D_i$ is constructed on the side $s_i$ of $P$, we say that $D_i$ is a side disk of $P$. Let $G(P)$ denote the intersection graph of $D = D(P) = \{D_0, D_1, \ldots, D_{n-1}\}$. Given a finite set $D$ of disks in the plane, the intersection graph of $D$ is the undirected graph $G(D) = (V,E)$, where $V = D$ and $\{D,D'\} \in E$ if and only if the intersection of $D$ and $D'$ is not empty. See Figure [1]. In this paper, all graphs are undirected. We say that a graph $G$ is side-disk realizable if there exists a convex polygon $P$ such that $G \simeq G(P)$. For two graphs $G$ and $H$, we write $G \simeq H$ to denote that $G$ and $H$ are isomorphic.

Given a graph $G = (V,E)$, a tree decomposition of $G$ is a tree $T$ of nodes $X_1, X_2, \ldots, X_N \subseteq V$, which satisfies the following three properties:

1. $X_1 \cup X_2 \cup \cdots \cup X_N = V$ (i.e. each $v \in V$ is contained in at least one node).
2. For every edge $\{v,w\} \in E$, there exists a node $X_j$ such that $v, w \in X_j$. 
Fig. 1: Left: An hexagon of sides $s_0, \ldots, s_5$. Right: The intersection graph of the side disks $D_0, \ldots, D_5$.

(3) If nodes $X_i$ and $X_k$ contain a vertex $v \in V$, then all nodes in the shortest path that connects $X_i$ and $X_k$ contain $v$ as well. (i.e. the nodes containing $v$ induce a connected subgraph of $T$).

The width of $T$ is $\max_{i \in [1..N]} |X_i| - 1$, and the treewidth of $G$, denoted $tw(G)$, is the minimum width over all tree decompositions of $G$.

Given an undirected graph $G = (V, E)$, a subset $V' \subseteq V$ is an independent set of $G$ if no pair of vertices in $V'$ define an edge in $E$. The set $V'$ is a maximum independent set (MIS) if $V'$ is an independent set of maximum cardinality among all independent sets of $G$. Let $\alpha(G)$ denote the independence number of $G$, which is the cardinality of a MIS of $G$. Then, any independent set of $G(D)$ is a subset of pairwise disjoint disks of $D$.

We study the graph $G(P)$, which was introduced by Huemer and Pérez-Lantero, motivated by the question whether in any convex pentagon there is a pair of disjoint side disks. The graph $G(P)$ is Hamiltonian, with the Hamiltonian cycle $(D_0, D_1, \ldots, D_{n-1}, D_0)$, and they proved that for every convex polygon $P$ of $n \geq 3$ sides, $G(P)$ is also planar. Our results are the following ones:

1. We present an $O(n)$-time algorithm that receives as input the polygon $P$, and returns a tree decomposition of $G(P)$ of width at most 3. This implies $tw(G(P)) \leq 3$. Using this tree decomposition, we can identify all edges of $G(P)$ in $O(n)$ time as well (Section 2).

2. The famous 4-color theorem implies $\alpha(G(P)) \geq \lceil n/4 \rceil$. We prove that this bound is tight: For every $n \geq 3$, there exist convex polygons $P$ of $n$ sides for which $\alpha(G(P)) = \lceil n/4 \rceil$ (Section 3).

3. We prove that all outerplanar Hamiltonian graphs, except the cycle of length four, are side-disk realizable, there exist convex polygons $P$ of $n$ sides for which $G(P)$ is not outerplanar, and there exist planar Hamiltonian graphs which are not
side-disk realizable. Then, the class of the intersection graphs of the side disks is a proper subclass of the planar Hamiltonian graphs (Section 4).

It is known that a graph has treewidth at most 2 if and only if it does not contain the complete graph $K_4$ as a minor [2]. Since there exist convex polygons $P$ such that $G(P)$ contains $K_4$ as a minor (see for example Section 3 or Figure 1), the bound $tw(G(P)) \leq 3$ is tight. That is, such polygons $P$ satisfy $tw(G(P)) = 3$. More importantly, the graph $G(P)$ is planar and Hamiltonian, and in general planar Hamiltonian graphs can have unbounded treewidth. For example, the $k \times k$ grid graph of $n = k^2$ vertices, where $k$ is even, is both planar and Hamiltonian and its treewidth is $k = \sqrt{n}$.

Since every polygon $P$ satisfies $tw(G(P)) \leq 3$, we can use a known linear-time algorithm [3] to find a tree decomposition of $G(P)$ of width at most 3. On one hand, the asymptotic running time of this algorithm encloses a big hidden constant. On the other hand, this algorithm uses explicitly the edges of the graph $G(P)$ (there are at most $3n - 6$ edges [9]), which need to be obtained from the pairwise intersections between the side disks of $P$ (e.g. in $O(n \log n)$ time with a plane sweep [12]). In our result, a tree decomposition $T$ of $G(P)$ of small width is found directly from $P$ in $O(n)$ time, using the medial axis of $P$ as guide. Note that $T$ has $O(n)$ nodes, each of at most 4 vertices. The edges of $G(P)$ can be obtained by for each node of $T$ querying for the adjacency of each pair of vertices of the node (which are side disks). Since $T$ has $O(n)$ nodes, and we perform at most $\binom{4}{2} = 6$ adjacency queries in each of them, the edges of $G(P)$ can be obtained from $P$ in $O(n)$ time.

The fact that $tw(G(P)) \leq 3$ (i.e. the treewidth is bounded) implies that a large class of NP-hard graph problems (such as maximum independent set, minimum dominating set, hamiltonian cycle, chromatic number, partition into triangles, etc.) can be solved in polynomial time in the graph $G(P)$, using dynamic programming [10]. For example, if $w \leq 3$ is the width of the tree decomposition given by our algorithm, finding a maximum independent set (MIS) of $G(P)$ can be done in $O(2^w \cdot n) = O(n)$ time [2]. This known algorithm for finding a MIS, and similar algorithms for other NP-hard graph problems, are belived to be time optimal in graphs of bounded treewidth [10]. In general, finding a MIS in a planar Hamiltonian graph is NP-hard [7], as well as finding a MIS in an intersection graph of disks, even if the disk representation is given as input [6,13].

**Further notation:** Given three different points $p$, $q$, and $r$ in the plane, let $pq$ be the line segment with endpoints $p$ and $q$, $\triangle pqr$ be the triangle with vertex set $\{p, q, r\}$, and $\angle pqr$ be the angle not bigger than $\pi$ with vertex $q$ and sides through $p$ and $r$, respectively. Given a segment $s$, let $|s|$ be the length of $s$, $\ell(s)$ the line that contains $s$, and $D_s$ the disk with diameter $|s|$ and center the midpoint of $s$. Given a pair $D, D'$ of disks, we say that $D$ and $D'$ are intersecting if $D \cap D' \neq \emptyset$, and that $D, D'$ has a proper intersection if the interiors of $D$ and $D'$ have a non-empty intersection. We say that a set of disks is proper if every pair of intersecting disks in the set has a proper intersection.
2 Bound of treewidth

In this section, we present a linear-time algorithm that constructs from the polygon $P$ a tree decomposition of $G(P)$ of width at most 3. Our algorithm uses (as a preprocessing) the medial axis of $P$. The medial axis of a simple polygon of $n$ sides is the locus of the points of the polygon that have more than one closest point in the boundary [11], and can be computed in $O(n)$ time [5]. If the polygon is convex, the medial axis is a tree made of line segments, each contained in the bisector of two sides (see Figure 2).

Given a convex polygon, a maximal disk is a disk contained in the polygon and tangent to (at least) three sides. Important properties of the medial axis in a convex polygon are as follows:

- Every maximal disk is centered at a vertex of the medial axis.
- If a maximal disk is tangent to three different sides $a, b, c$ and its center is denoted by $u$, then the center $u'$ of another maximal disk tangent to two sides in $\{a, b, c\}$ and another side $d \notin \{a, b, c\}$, is such that $u = u'$ or the segment $uu'$ is an edge of the medial axis.
- The medial axis can be computed in $O(n)$ time so that each vertex $u$ is associated with the sides of the polygon (there are at least three) tangent to the maximal disk centered at $u$.

Let $D_n$ denote $D_0$. Given $u, v \in [0..n]$ with $u \leq v + 1$, let $D[u, v]$ denote the set $\{D_u, D_{u+1}, \ldots, D_v\}$ of consecutive side disks. Note that if $u = v + 1$ then $D[u, v]$ is the empty set. Two sets $D_1, D_2 \subset D[0, n-1] = D$ are called independent if every disk in $D_1$ is disjoint from every disk in $D_2$.

**Lemma 1.** Let $s_i$ and $s_j$, $i < j - 1$, be two sides of $P$ such that: there exists a maximal disk $Q \subset P$ tangent to them, and either the lines $\ell(s_i)$ and $\ell(s_j)$ are parallel or for every $k \in [i+1..j-1]$ the line $\ell(s_k)$ separates the intersection point of $\ell(s_i)$ and $\ell(s_j)$ from the interior of $P$. Then, the only disk in the set $D \setminus D[i, j]$ that can intersect a disk in $D[i+1, j-1]$ is the disk $D_t$, $t \in [0..n] \setminus [i..j]$, such that the interior of $s_t$ is intersected by the bisector of $\ell(s_i)$ and $\ell(s_j)$ through $P$.

Lemma [1] can be proved with the arguments used by Huemer and Pérez-Lantero [9] to prove the 1-Chord Lemma (see [9]).
Lemma 2. Let $s_i, s_j,$ and $s_k$, $i < j < k$, be three sides of $P$ such that: there exists a maximal disk $Q \subset P$ tangent to them, $\ell(s_i)$ and $\ell(s_j)$ intersect at point $A$, $\ell(s_j)$ and $\ell(s_k)$ intersect at point $B$, and $s_j \subset AB$. Then, the sets $D[i+1,j−1]$ and $D[j+1,k−1]$ are independent. Furthermore, the lemma still holds if $\ell(s_i)$ and $\ell(s_j)$ are parallel, or $\ell(s_j)$ and $\ell(s_k)$ are parallel.

Proof. Let $T_i, T_j,$ and $T_k$ be the points of tangency between $Q$ and $s_i, s_j,$ and $s_k$, respectively. Let $Q_A$ (resp. $Q_B$) denote the disk with center $A$ (resp. $B$) and radius $|AT_i| = |AT_j|$ (resp. $|BT_j| = |BT_k|$). Note that $Q_A$ and $Q_B$ are tangent and interior disjoint (see Figure 3). It can be proved that each disk in $D[i+1,j−1]$ is contained in the interior of $Q_A$ [9 Lemma 7]. Similarly, each disk in $D[j+1,k−1]$ is contained in the interior of $Q_B$. Then, the lemma follows.

If $\ell(s_i)$ and $\ell(s_j)$ are parallel, then we can set $Q_A$ as the halfplane bounded by $\ell(T_iT_j)$ that does not contain $s_k$, which will contain every disk in $D[i+1,j−1]$. Similarly, if $\ell(s_j)$ and $\ell(s_k)$ are parallel, we can set $Q_B$ as the halfplane bounded by $\ell(T_jT_k)$ that does not contain $s_i$, which will contain every disk in $D[j+1,k−1]$.

\[ \square \]

Theorem 1. For any convex polygon $P$ of $n$ sides, a tree decomposition of $G(P)$ of width at most 3 can be found in $O(n)$ time.

Proof. Let $f$ be the following generic function, that will be used later in the construction of a tree decomposition of $G(P)$: The input consists of three integers $u, v, z \in [0..n]$ and a disk $Q \subset P$, such that: $u < v$, $z \notin [u..v]$, $Q$ is tangent to both $s_u$ and $s_v$, no disk in $D\{D[u,v] \cup \{D_z\}\}$ intersects a disk in $D[u+1,v−1]$, and $\ell(s_u)$ and $\ell(s_v)$ are parallel, or for every $k \in [u+1..v−1]$ the line $\ell(s_k)$ separates the interior of $P$ from the intersection point of $\ell(s_u)$ and $\ell(s_v)$. The output $f(u,v,z,Q)$ is a rooted tree decomposition of $G(D[u,v] \cup \{D_z\})$ of width at most 3, whose root node contains $\{D_u,D_v,D_z\}$.
We compute \( f(u, v, z, Q) \) as follows: If \( u = v - 1 \), then we return the leaf node \( \{D_u, D_v, D_z\} \). Otherwise, if \( u < v - 1 \), then we find an index \( t \in [u + 1 .. v - 1] \) such that there exists a maximal disk \( Q' \subseteq P \) tangent to \( s_u, s_t, \) and \( s_v \). Note that the centers of \( Q \) and \( Q' \) are the endpoints of an edge of the medial axis of \( P \), or coincide. We can then compute both \( t \) and \( Q' \) in \( O(1) \) time from the medial axis. After that we create the root node \( r' = \{D_u, D_v, D_z, D_t\} \) of \( f(u, v, z, Q) \), which has at most two children, constructed recursively as follows:

1. If \( u < t - 1 \), then we set the following child: If the bisector of \( \ell(s_u) \) and \( \ell(s_t) \) through \( P \) intersects \( s_z \), then we set the child \( f(u, t, z, Q') \). Otherwise, we set the child \( f(u, t, v, Q') \).
2. If \( t < v - 1 \), then we set the following child: If the bisector of \( \ell(s_t) \) and \( \ell(s_v) \) through \( P \) intersects \( s_z \), then we set the child \( f(t, v, z, Q') \). Otherwise, we set the child \( f(t, v, u, Q') \).

Observe that \( D[u + 1, t - 1] \) and \( D[t + 1, v - 1] \) are independent (Lemma 2), which implies that the children of \( r' \) are not in conflict with property (2) of tree decompositions. Furthermore, Lemma 1 ensures that in each call to \( f \) the way we choose the parameters, mainly the third one, is correct.

With \( f \) described, we proceed to explain how to construct a rooted tree decomposition \( T \) of \( G(P) \). Using the medial axis of \( P \), we first find a maximal disk \( Q_0 \) of maximum radius. Note that \( Q_0 \) can be found in \( O(n) \) time. Assume w.l.o.g. that \( Q_0 \) is tangent to the sides \( s_0, s_i, \) and \( s_j \), respectively. Further assume \( 1 \leq i < j \leq n - 1 \). The root of \( T \) is the node \( r = \{D_0, D_i, D_j\} \), and we set to \( r \) at most 3 children, constructed using \( f \) as follows:

1. If \( i > 1 \), then we set \( f(0, i, j, Q_0) \) as a child of \( r \).
2. If \( i < j - 1 \), then we set \( f(i, j, 0, Q_0) \) as a child of \( r \).
3. If \( j < n - 1 \), then we set \( f(j, n, i, Q_0) \) as a child of \( r \).

Refer to Figure 4 for an example. Since \( D[1, i - 1], D[i + 1, j - 1], \) and \( D[j + 1, n - 1] \) are pairwise independent (Lemma 2), this selection of children for \( r \) is not in conflict with property (2) of tree decompositions. Furthermore, Lemma 1 ensures that in each call to \( f \) the parameters, mainly the third one, satisfy the desired properties. The treewidth of \( T \) is trivially at most 3, and using the above arguments, it can be proved formally by induction that \( T \) is in fact a tree decomposition of \( G(P) \). Observe that the running time can be charged to the number of nodes of \( T \). Except of the root node of \( T \), every other node contains a different side disk of \( D \setminus \{D_0, D_i, D_j\} \). Then, \( T \) has \( n - 2 \) nodes and the running time is \( O(n) \).

\[\][\]

3 Bound of the size of a MIS

In this section, we show that for every \( n \geq 3 \), there exist convex polygons \( P \) of \( n \) sides such that \( \alpha(G(P)) = \lceil n/4 \rceil \). The idea is that in those polygons \( P \) the vertices of \( G(P) \) can be partitioned into \( \lceil n/4 \rceil \) subsets, such that the induced subgraph of each subset is isomorphic to \( K_4 \), except possibly one of them that
is isomorphic to some $K_r$ with $r \in \{1, 2, 3\}$. Then, any independent set of $G(P)$ cannot contain two vertices of the same subset; hence it must contain at most $\lceil n/4 \rceil$ vertices.

**Lemma 3.** Let $P$ be a convex polygon of $n \geq 3$ sides such that $P$ has an acute interior angle and $\mathcal{D}(P)$ is proper. For every $m \in \{1, 2, 3, 4\}$, we can construct from $P$ a convex polygon $Q$ of $n + m$ sides, where the side disks of $Q$ can be partitioned into two sets $\mathcal{D}_0$ and $\mathcal{D}_m$ such that $G(\mathcal{D}_0) \simeq G(P)$ and $G(\mathcal{D}_m) \simeq K_m$. If $m = 4$, $Q$ has also an acute interior angle and $\mathcal{D}(Q)$ is proper.

**Proof.** Let $V$ be the vertex set of $P$. Let $A, B, C$ be three consecutive vertices of $P$ in counter-clockwise order along the boundary of $P$, such that the interior angle at $B$ is acute. Since $\mathcal{D}(P)$ is proper, we can select points $A'$ and $C'$ in the interiors of $AB$ and $BC$, respectively, such that: $|A'B| = |BC'|$, and $A'$ and $C'$ are close enough to $B$ so that $G(P) = G(\mathcal{D}) \simeq G(\mathcal{D}_0)$, where $\mathcal{D}_0 = (\mathcal{D}(P) \setminus \{D_{AB}, D_{BC}\}) \cup \{D_{AA'}, D_{CC'}\}$, and $\mathcal{D}_0$ is also proper.

Let $Q_1$ be the convex polygon with vertex set $(V \setminus \{B\}) \cup \{A', C'\}$. If $m = 1$, then the polygon $Q = Q_1$ satisfies the desired properties, where $\mathcal{D}_m = \{D_{A'C'}\}$. 

---

**Fig. 4:** Up: A convex 7-gon $P$ of sides $s_0, s_1, \ldots, s_6$. The disks $Q_0$ and $Q'$ are maximal disks centered at the vertices $u$ and $u'$ of the medial axis of $P$, respectively. The dotted line is the bisector of $\ell(s_2)$ and $\ell(s_5)$, used to call $f(3, 5, 0, Q')$ from $f(2, 5, 0, Q_0)$. Down: A tree decomposition of $P$ of width 3. Each node different from the root is associated with the respective call to the function $f$. 

---
Let $B' \in P$ be a point in the bisector of the angle $\angle ABC$, $B' \neq B$, that is close enough to $B$ so that $\Delta A'B'C' \subset \Delta A'BC'$ and the angle $\angle A'B'C'$ is acute. Let $Q_2$ be the convex polygon with vertex set $(V \setminus \{B\}) \cup \{A', B', C'\}$. If $m = 2$, then the polygon $Q = Q_2$ satisfies the desired properties, where $D_m = \{D_{A'B'}, D_{B'C'}\}$.

Let $T$ be a point in the interior of the segment $C'B'$ such that the boundary of $D_{C'T}$ intersects twice the segment $A'B'$ (see Figure 5). This latter condition can be ensured because angle $\angle A'B'C'$ is acute and $\Delta A'B'C'$ is isosceles with base $A'C'$. Let $R$ be the intersection point between the boundary of $D_{C'T}$ and $A'B'$ that is closer to $B'$. Let $Q_3$ be the convex polygon with vertex set $(V \setminus \{B\}) \cup \{A', R, T, C'\}$. If $m = 3$, then the polygon $Q = Q_3$ satisfies the desired properties, where $D_m = \{D_{A'R}, D_{RT}, D_{TC'}\}$.

Let $S$ be a point in the interior of the shortest arc of the boundary of $D_{C'T}$ that connects $R$ and $T$, such that the pair $D_{ST}, D_{A'R}$ has a proper intersection (see Figure 5). Let $Q_4$ be the convex polygon with vertex set $(V \setminus \{B\}) \cup \{A', R, S, T, C'\}$, and assume $m = 4$. Note that the interior angle $\angle STC'$ of $Q_4$ is acute because $\angle CST = \angle C'T$ equals $\pi/2$ by Thales’ theorem. Furthermore, $Q_4$ is proper. Hence, for $m = 4$ the polygon $Q = Q_4$ satisfies the desired properties, where $D_m = \{D_{A'R}, D_{RS}, D_{ST}, D_{TC'}\}$. \hfill \Box

**Theorem 2.** For every $n \geq 3$, there exists a polygon $P$ of $n$ sides such that $\alpha(G(P)) = \lceil n/4 \rceil$.

**Proof.** If $n = 3$, then every triangle $P$ satisfies $G(P) \simeq K_3$ and $\alpha(G(P)) = 1 = \lceil 3/4 \rceil$. Assume $n \geq 4$, and let $t \geq 1$ and $r \in \{0, 1, 2, 3\}$ be the integer numbers such that $n = 4t + r$. Let $P_4$ be a convex quadrilateral with an acute interior angle and such that $D(P_4)$ is proper and $G(P_4) \simeq K_4$. For example, $P_4$ can be
the quadrilateral with vertices at coordinates \((1, 0), (0, 2), (-1, 0),\) and \((0, -1),\) respectively. Consider the sequence \(P_4, P_8, P_{12}, \ldots, P_{4t}\) of \(t\) convex polygons, where for \(i = 2, \ldots, t\) the polygon \(P_i\) has \(4i\) sides and is constructed from \(P_{4i-4}\) by using Lemma 3 with \(m = 4\). By construction, the vertices of \(G(P_t)\) can be partitioned into \(t\) subsets \(V_1, V_2, \ldots, V_t\) of size 4, such that the graph induced by each \(V_i\) is isomorphic to \(K_4\). Since any independent set of \(G(P_t)\) cannot contain two vertices of the same \(V_i\), \(\alpha(G(P_t)) \leq t = \lceil n/4 \rceil\).

If \(r \in \{1, 2, 3\}\), let \(P_{4t+r}\) be the convex polygon of \(n = 4t + r\) sides constructed from \(P_4\) by using Lemma 3 with \(m = r\). The vertices of \(G(P_{4t+r})\) can be partitioned into subsets \(W_1, W_2, \ldots, W_t, W_{t+1}\) where the graph induced by each of \(W_1, W_2, \ldots, W_t\) is isomorphic to \(K_4\), and the graph induced by \(W_{t+1}\) is isomorphic to \(K_r\). Since any independent set of \(G(P_{4t+r})\) cannot contain two vertices of the same \(W_i\), we obtain \(\alpha(G(P_{4t+r})) \leq t + 1 = \lceil n/4 \rceil\).

For any \(r \in \{0, 1, 2, 3\}\), let \(P = P_{4t+r}\), which satisfies \(\alpha(G(P)) \leq \lceil n/4 \rceil\). Since \(G(P)\) is planar, its chromatic number is at most 4. Then, it can be colored with at most 4 colors, and the majority color induces an independent set of size at least \(\lceil n/4 \rceil\). Hence, \(\alpha(G(P)) = \lceil n/4 \rceil\).

4 Classes of planar Hamiltonian graphs

In this section, we prove that our class of graphs, that is, the side-disk realizable graphs, contains all outerplanar Hamiltonian graphs except the cycle of length four; and that it is a proper subclass of the planar Hamiltonian graphs. Let \(C_4\) denote the cycle graph of length four.

Lemma 4. The graph \(C_4\) is not side-disk realizable.

Proof. It suffices to prove that in any (convex) quadrilateral of sides denoted \(s_0, s_1, s_2,\) and \(s_3\) counter-clockwise, \(D_0 \cap D_2 \neq \emptyset\) or \(D_1 \cap D_3 \neq \emptyset\). Let \(x\) be the distance between the midpoints of \(s_1\) and \(s_3\), and \(y\) be the distance between the midpoints of \(s_0\) and \(s_2\). Observe that \(D_0 \cap D_2 \neq \emptyset\) if and only if \(|s_0| + |s_2| \geq 2y\). Similarly, \(D_1 \cap D_3 \neq \emptyset\) if and only if \(|s_1| + |s_3| \geq 2y\). Since in any quadrilateral the total length of two opposite sides is at least twice the distance between the midpoints of the other two sides [8, Inequality 15.10], we have \(|s_0| + |s_2| \geq 2x\) and \(|s_1| + |s_3| \geq 2y\). That is, \(|s_0| + |s_2| + |s_1| + |s_3| \geq 2x + 2y\). Hence, we must have \(|s_0| + |s_2| \geq 2y\) or \(|s_1| + |s_3| \geq 2x\), which implies the result.

Lemma 5. Let points \(A, B,\) and \(C\) be the vertices of an isosceles triangle of base \(AC,\) so that the interior angle at \(B\) is at least \(\pi/3\). Let \(A' \in \ell(A,B)\) and \(C' \in \ell(B,C)\) be points such that \(A\) belongs to the interior of \(A'B,\) and \(C\) belongs to the interior of \(BC'.\) Let \(k \geq 2\) be an integer, and for every \(i \in \{0, \ldots, k\},\) let \(Q_i\) denote the point of \(AC\) such that \(|CQ_i| = (i/k)|AC|\). Then, \(D_{Q_i, Q_{i+1}} \cap D_{AA'} = \emptyset\) for every \(i \in \{0, \ldots, k - 2\},\) and \(D_{Q_i, Q_{i+1}} \cap D_{CC'} = \emptyset\) for every \(i \in \{1, \ldots, k - 1\}.

Proof. We will prove the first part of the lemma. The proof for the second one is analogous. Let \(\ell_A\) be the line through \(A\) and perpendicular to \(\ell(A,B).\) Note that
\ell_A \text{ separates the points } Q_i, i \in [0..k - 1], \text{ from the disk } D_{AA'} \text{ (see Figure 6).}

Let \( b = |AC|, \beta = \angle ABC \geq \pi/3 \), and \( i \in [0..k - 2] \). Note that the radius \( r \) of \( D_{Q_iQ_{i+1}} \) equals \( b/(2k) \), and the distance \( d \) from the midpoint of \( Q_iQ_{i+1} \) to \( \ell_A \) equals

\[
(b - |CQ_i| - r) \cdot \sin(\beta/2) = \left( b - \frac{ib}{k} - r \right) \cdot \sin(\beta/2)
\]

\[
\geq \frac{1}{2} \left( b - \frac{(k - 2)b}{k} - r \right)
\]

\[
= \frac{1}{2} \left( \frac{2b}{k} - r \right) = \frac{3}{2} r > r.
\]

Since \( d > r \), the line \( \ell_A \) separates \( D_{Q_iQ_{i+1}} \) from the interior of \( D_{AA'} \). This implies \( D_{Q_iQ_{i+1}} \cap D_{AA'} = \emptyset \) for every \( i \in [0..k - 2] \).

\[\square\]

**Theorem 3.** Every outerplanar Hamiltonian graph, except \( C_4 \), is side-disk realizable.

**Proof.** We will prove the theorem by induction in the number of faces of the planar representation of the graph. More precisely, we prove that: For every outerplanar Hamiltonian graph \( G \) different from \( C_4 \), there exists a convex polygon \( P \) such that \( G \simeq G(P) \), and \( P \) is good. We say that a convex polygon \( P \) is *good* if \( D(P) \) is proper, every vertex of \( P \) is contained only in the side disks of the sides of \( P \) adjacent to the vertex, and all interior angles of \( P \) are at least \( \pi/3 \).

The idea behind the induction is to start with realizing an internal face, or two neighboring internal faces, of the planar representation of the graph as a side-disk intersection graph. Then, to incorporate to the realization a new internal face of the planar representation that is a neighbor of a face already realized; until all internal faces have been incorporated. If there are internal faces of the planar embedding with 3 or at least 5 vertices, then we start with any of them. Otherwise, if all internal faces have exactly 4 vertices, then there are at
least two of them because the graph is not $C_4$, and we start with realizing any two neighboring internal faces.

Let $G = (V, E)$ be an outerplanar Hamiltonian graph different from $C_4$. We have two base cases in our induction: (1) $G$ is a cycle. Then $|V| = 3$ or $|V| \geq 5$, and any regular polygon $P$ of $|V|$ vertices satisfies the desired properties. Note that this is not true when $|V| = 4$ by Lemma 4 (2) $G$ has 3 faces, one external of $|V| = 6$ vertices, and two internals of four vertices each that share and edge of $G$. Then, the hexagon $P$ with vertex set $\{-1, 0\}, (0, -1), (1, 0), (1, 3), (0, 4), (-1, 3\}$ satisfies the desired properties.

Consider now the general case, and let $f > 2$ be the number of faces of the planar representation of $G$. Note that $G$ can be decomposed into two induced subgraphs $G_0$ and $G_1$, where $G_0$ is an outerplanar Hamiltonian graph of $f - 1$ faces, and $G_1$ is a path $(v_0, v_1, \ldots, v_t, v_{t+1})$, $t \geq 1$, such that $v_0$ and $v_{t+1}$ are consecutive vertices of the outer face of $G_0$, and $v_1, \ldots, v_t$ are not vertices of $G_0$. Using the inductive hypothesis, let $P_0$ be a convex polygon such that $G(P_0) \simeq G_0$ and $P_0$ is good. Let $V_0$ denote the vertex set of $P_0$. Let $g$ be an isomorphism between $G(P_0)$ and $G_0$, and let $A', B, C'$ be three consecutive vertices of $P_0$ such that $g(v_0) = D_{BC'}$ and $g(v_{t+1}) = D_{A'B}$.

Since $D(P_0)$ is good, we can select points $A$ and $C$ in the interiors of $A'B$ and $BC'$, respectively, such that: $|AB| = |BC|$, and $A$ and $C$ are close enough to $B$ so that the polygon $P_0'$ with vertex set $(V_0 \setminus \{B\}) \cup \{A, C\}$ is good; $G(D(P_0') \setminus \{D_{AC}\}) \simeq G_0$ for some isomorphism $h$ such that $h(D_{AA'}) = D_{A'B}$ and $h(D_{CC'}) = D_{BC'}$; and the side disk $D_{AC}$ of $P_0'$ only intersects its two neighbor side disks $D_{AA'}$ and $D_{CC'}$ (refer to Figure 7). If $t = 1$, note that $P = P_0'$ satisfies $G(P) \simeq G$. Otherwise, if $t \geq 2$, we proceed as follows: Let $Q_1, Q_2, \ldots, Q_{t-1} \in AC$ be $t - 1$ points that split the segment $AC$ into $t$ segments of equal length, and they appear in this order from $C$ to $A$. Let $Q_0 = C$ and $Q_t = A$. By Lemma 5, we have that the disk sets $\{D_{Q_i, Q_{i+1}} \mid i \in [1..t-1]\}$ and $D(P_0') \setminus \{D_{AA'}, D_{AC}, D_{CC'}\}$ are independent. Furthermore, the intersection graph of $\{D_{CC}, D_{Q_0Q_1}, \ldots, D_{Q_{t-1}Q_t}, D_{AA'}\}$ is a path of length $t + 1$, connecting $D_{CC'} = h^{-1}(D_{BC'})$ with $D_{AA'} = h^{-1}(D_{A'B})$, then isomorphic to $G_1$. This implies that for $D = (D(P_0') \setminus \{D_{AC}\}) \cup \{D_{Q_0Q_1}, \ldots, D_{Q_{t-1}Q_t}\}$ we have $G(D) \simeq G$. Now, observe that there exist points $R_1, R_2, \ldots, R_{t-1}$ close enough to $Q_1, Q_2, \ldots, Q_{t-1}$, respectively, so that the point set $(V_0 \setminus \{B\}) \cup \{A, C, Q_1, \ldots, Q_{t-1}\}$ is the vertex set of a good convex polygon $P$ that ensures $G(P) \simeq G(D) \simeq G$. The theorem thus follows. □

**Theorem 4.** Let $\mathcal{G}$ be the class of the side-disk realizable graphs. Then, $\mathcal{G}$ contains all outerplanar Hamiltonian graphs except $C_4$, there are graphs in $\mathcal{G}$ which are not outerplanar, and $\mathcal{G}$ is a proper subclass of the planar Hamiltonian graphs.

**Proof.** Theorem 3 implies that $\mathcal{G}$ contains all outerplanar Hamiltonian graphs except the cycle graph $C_4$. To see that there are graphs in $\mathcal{G}$ which are not outerplanar, consider any graph of $\mathcal{G}$ with $K_4$ as a minor (see for example Section 3 or Figure 1). Such a graph has treewidth 3, whereas all outerplanar graphs have treewidth 2. Finally, to see that $\mathcal{G}$ is a proper subclass of the planar Hamiltonian
graphs, consider again the $k \times k$ grid graph of $n = k^2$ vertices, with $k \geq 4$ and even, which is both planar and Hamiltonian. Since its treewidth is $k = \sqrt{n} > 3$, it does not belong to $\mathcal{G}$. \hfill \Box

From the beginning of the study of the side-disk realizable graphs, also in this paper, the side disks have been considered as closed disks \cite{sasaki1995}. If we consider the side disks as open disks, the intersection graph of them is also planar and Hamiltonian. Furthermore, the cycle graph $C_4$ is side-disk realizable by a square, and all outerplanar Hamiltonian graphs are then side-disk realizable. To note this last statement, observe that in the realization constructed in the proof of Theorem 3 all pairs of intersecting disks have a proper intersection, that is, the open versions of the disks have a non-empty intersection. Hence, in this case the class of the side-disk realizable graphs is a proper superclass of the outerplanar Hamiltonian graphs, and a proper subclass of the planar Hamiltonian graphs.
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