Erratum: Velocity fluctuations of noisy reaction fronts propagating into a metastable state
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On page 6, there is an error in the wording of the final paragraph. It should read as follows.

Furthermore, we combined our sets of measurements for different values of parameters to obtain a rescaled probability distribution of the front positions. First, in each set of simulations with the same parameters, we transformed to a moving frame, \( X' = X - \bar{X} \), by shifting the measured distribution by the average displacement \( \bar{X} \) of the fronts in this set of simulations. Then we combined the data from the different sets of simulations on a single plot that shows the rescaled probability distribution of \( X' \), \( P(y) = \sqrt{4D_f \tau} P(X') \), versus the rescaled front position

\[
y = X' \sqrt{\frac{x_0 N}{4D_f}} = \frac{X'}{\sqrt{4D_f \tau}},
\]

see equation (18). This plot is shown in figure 3. As one can see, there is a very good collapse of data for different sets of simulations and good agreement with the theory.
1. Introduction

The effects of shot noise on the propagation of reaction fronts have been the subject of extensive studies in physics, chemistry and biology; see e.g. [1, 2] for reviews. The shot noise comes from the discreteness of reacting particles and random character of their reactions and migration in space. The role of shot noise in the front dynamics can be very different for fronts propagating into an unstable state and for those propagating into a metastable state (a state which is linearly stable but nonlinearly unstable). A front propagating into an unstable state can be extremely sensitive to the shot noise in the leading edge of the front [1–6]. In particular, for pulled fronts, the front diffusion coefficient $D_f$, describing random wandering of the front position, induced by the noise, is only logarithmically small with the typical number of particles $N \gg 1$ in the front region [5]. Fronts propagating into a metastable state behave more ‘normally’ in this respect, and the scaling $D_f \sim 1/N$ was conjectured a while ago [1, 2]. Not much was known beyond this conjecture until recently, when a systematic theory of noisy reaction fronts propagating into a metastable state was developed, and closed analytic expression for $D_f$ derived [7]. In this work we will test the theory of [7] in stochastic simulations of a microscopic
model of reacting and diffusing particles on a one-dimensional lattice. In addition to the front wandering we will also address a more subtle effect of a systematic shift in the average front position, compared to prediction from the reaction–diffusion equation: a spatially continuum mean-field theory for this system [8, 9]. This systematic shift was previously addressed in [10], where it was suggested that it is exponentially small with respect to the carrying capacity of the system $K$, defined below. We revisit this issue here.

2. Theory

2.1. General

The microscopic model we will adopt here, see e.g. [7, 10], involves a single species of particles $A$ residing on a one-dimensional lattice of sites. The number of particles $n_i$ on each site $i$ varies in time as a result of two types of Markov processes [11]. The first type involves stochastic on-site reactions, such as $A \rightarrow 2A, A \rightarrow 0$, etc with given rate constants. Assuming for simplicity that, in each of these reactions, the number of particles changes by 1, one can reduce all on-site reactions to a birth–death Markov process with given birth and death rates $\lambda(n_i)$ and $\mu(n_i)$, respectively. The second process is an independent random walk of each particle between neighboring sites with rate constant $D_A$.

A spatially continuous deterministic theory for this system can be derived under two assumptions [7]. First, assuming that the carrying capacity is a large parameter, $K \gg 1$, one can write

$$\lambda(n_i) = vK\bar{\lambda}(q_i) \quad \text{and} \quad \mu(n_i) = vK\bar{\mu}(q_i),$$

where $n_i \gg 1$, $q_i = n_i/K$, $\bar{\lambda}(q_i) \sim \bar{\mu}(q_i) \sim 1$ and $v$ is a rate constant [12, 13]. When neglecting noise, this brings about a spatially discrete version of the deterministic reaction–diffusion equation [17]

$$\dot{q}_i = vf(q_i) + D_B(q_{i-1} + q_{i+1} - 2q_i),$$

where $f(q_i) = \bar{\lambda}(q_i) - \bar{\mu}(q_i)$ is the rescaled birth–death rate function. Assuming, in addition, a sufficiently fast hopping, $D_B \gg v$, one can use a continuous position coordinate $x$ instead of the discrete index $i$ and transform equation (2) to the reaction–diffusion equation [8, 9]

$$\partial_x q = vf(q) + D_a\partial^2_x q,$$

where $D = D_Bh^2$ is the diffusion coefficient of the particles, and $h$ is the lattice constant.

A spatially continuous deterministic reaction front corresponds to a traveling wave solution (TWS) of equation (3), $q(x,t) = q_0(\xi)$, $\xi = x - ct$, that connects two linearly stable homogeneous states described by zeros of the function $f(q)$. Let one of them, $q = q_0 > 0$, be located at $x \to -\infty$, and the other, $q = 0$, at $x \to \infty$. There is also a linearly unstable state $q_w$, so that $0 < q_0 < q_w$. The TWS $q_0(\xi)$ obeys the equation

$$D\dot{q}_0 + c_0q_0 + vf(q_0) = 0$$

and is unique up to an arbitrary shift in $\xi$ [8, 9]. Let us introduce the effective potential $V(q) = \int_q^0 f(u)\,du$. Then the state $q = 0$ is trailing ($c_0 > 0$) when $V(q_0) > 0$ [8, 9]. In this case $q = 0$ is called the metastable state. For $V(q_0) < 0$ the state $q = q_w$ is trailing ($c_0 < 0$), and so it is metastable. Finally, for $V(q_0) = 0$ the deterministic front is standing, $c_0 = 0$. We will call the corresponding set of parameters the stall point. The typical front width is on the order of the diffusion length $l_D = (D/v)^{1/2}$.

To account for shot noise, one can go back to the stochastic model on the lattice and use the master equation describing the evolution of the multivariate probability distribution...
The front diffusion coefficient $D_f$ is defined as the master equation $P(n, t) = P(n_1, n_2, \ldots, t)$. For typical, small fluctuations, this master equation can be approximated via a truncated expansion, a Fokker–Planck equation [7, 18]. Instead of dealing with the Fokker–Planck equation directly, Meerson et al. [7] derived a Langevin equation to which the Fokker–Planck equation is equivalent. For $D_0 \gg v$, this Langevin equation is continuous in space and takes the form [7]

$$
\partial_t q(x, t) = v f(q) + D \partial_x^2 q + \sqrt{\frac{v g(q)}{K}} \eta(x, t) + \partial_t \left[ \sqrt{\frac{2q(x, t) D \mu}{K}} \chi(x, t) \right],
$$

where $g(q) = \tilde{\lambda}(q) + \tilde{\mu}(q)$ is the rescaled on-site diffusion coefficient in the space of population sizes, whereas $\eta(x, t)$ and $\chi(x, t)$ are independent Gaussian noises which have zero means and are delta-correlated in $x$ and $t$:

$$
\langle \eta(x, t) \eta(x', t') \rangle = \langle \chi(x, t) \chi(x', t') \rangle = \delta(x - x') \delta(t - t').
$$

The (multiplicative) noise terms in equation (5) come from the on-site birth and death processes, and from the random walk (the third and fourth terms on the right, respectively).

Rescaling the position coordinate $x$ and time $t$ by $l_D$ and $1/v$, respectively, one can rewrite equation (5) as

$$
\partial_t q(x, t) = f(q) + \partial_x^2 q(x, t) + N^{-1/2} R(x, t, q),
$$

where

$$
R(x, t, q) = \sqrt{g(q)} \eta(x, t) + \partial_t [\sqrt{2q} \chi(x, t)].
$$

and $N = Kl_D/h \gg 1$. As the parameter $\epsilon \equiv N^{-1/2} \ll 1$ is small, one can solve equation (7) perturbatively around the deterministic TWS with an a priori unknown front position, slowly varying in time. Mathematically, this perturbation theory is similar to the one used earlier in the context of front velocity fluctuations coming from external multiplicative noise [14–16]. The first order of this perturbation theory yields a closed-form analytic result [7] for the front diffusion coefficient $D_f$ in the frame moving with the average front velocity $\bar{c}$. In the dimensional variables

$$
D_f = \frac{D}{s_0 N},
$$

where

$$
\frac{s_0}{s_0} = \int_{-\infty}^{+\infty} d\xi \left[ \int_{-\infty}^{+\infty} d\xi' \left( \frac{1}{2} g(q_0 e^{i\xi}) + q_0 (\xi_0 e^{i\xi'})^2 \right) \right].
$$

It follows from equation (9) and the definition of $N$ that $D_f$ scales as $K^{-1}$ with the carrying capacity parameter $K$, and as $D^{1/2}$ with the particle diffusion coefficient $D$.

The probability distribution of the typical position $X$ of the fluctuating front at time $\tau$ is a Gaussian:

$$
P(X, \tau) \simeq \left( \frac{s_0 N}{4\pi D \tau} \right)^{1/2} \exp \left[ \frac{s_0 N (X - \bar{c} \tau)^2}{4D \tau} \right].
$$

The Gaussian asymptote holds in the region of $|X/\tau - \bar{c}| \ll (vD)^{1/2}$ [7]. Predictions (9)–(11) were also obtained from a WKB approximation to the master equation, in conjunction with linearization of the WKB equations around the deterministic TWS solution [7].

In the first order of the perturbation theory in $\epsilon$, that the authors of [7] confined themselves to, the average front velocity does not change compared with the prediction of the spatially continuous deterministic theory: $\bar{c} = c_0$. In the second order in $\epsilon \equiv N^{-1/2} \ll 1$ a small systematic shift $\delta c$ of the average front velocity should appear, caused by the shot noise: $\bar{c} = c_0 + \delta c$. In the rescaled variables $\delta c$ is expected to behave as $\delta c = \chi_0 \bar{c}^2$, where $\chi_0$ is a
dimensionless factor, whose magnitude and sign are determined by the properties of functions $f(q)$ and $g(q)$, see equations (7) and (8). In dimensional variables

$$\delta c = \chi_0 D v \nu^2 = \frac{\chi_0 v h}{K}. \tag{12}$$

That is, the shot-noise-induced velocity shift is expected to scale as $K^{-1}$. This is in contrast to the scenario of [10] which predicts a front velocity shift exponentially small in $K$. Somewhat surprisingly, the front velocity shift (12) is independent of $D$. The actual second-order perturbative calculations are very cumbersome, and we will not embark on this route here, confining ourselves to the simple argument leading to equation (12) with the undetermined dimensionless factor $\chi_0$.

What is the expected validity range of equations (9) and (12)? Equation (9) only requires $D_0 \gg v$ (fast hopping) and $K \gg 1$ (weak shot noise). Equation (12) demands an additional criterion. This is because there is an additional, well-known mechanism of shift of the average front velocity. It is purely deterministic and comes from the discreteness of the lattice, see equation (2) [17]. At small $v/D_0$ this velocity shift behaves as $|\delta c|_{\text{d}} = \text{const} \times (v/D_0)\epsilon_0$, as shown by Keener [17]. This deterministic velocity shift will mask the shot-noise-induced velocity shift unless $|\delta c| \gg |(\delta c)_{\text{d}}|$. This criterion can be rewritten as the following strong inequality:

$$\frac{D_0 h}{Kc_0} \gg 1. \tag{13}$$

Far from the stall point the front velocity $c_0$ can be roughly estimated as $c_0 \sim v l_D$, and the two criteria, $K \gg 1$ and equation (13) become a strong double inequality

$$1 \ll K \ll (D_0/v)^{1/2} \tag{14}$$

that is satisfied for sufficiently fast hopping, $D_0/v \gg 1$.

Close to the stall point $c_0$ is small, and the criterion (13) is easily satisfied, making the right inequality in equation (14) unnecessary (one still needs to demand $D_0 \gg v$). This feature makes standing fronts, $c_0 = 0$, especially convenient for numerical studies of small front velocity fluctuations and shift induced by shot noise. Another (even more apparent) advantage of the case of $c_0 = 0$ is the possibility to perform the simulations in relatively short systems.

2.2. Example

A simple set of on-site reactions which exhibits bistability is $A \rightarrow 0$ and $2A \rightleftharpoons 3A$. Let the rate constants of these three processes be $\mu_0$, $\lambda_0$ and $\sigma_0$, respectively. Following [7], we will perform rescaling so that $\lambda(q) = 2q^2$ and $\mu(q) = \gamma q + q^3$, where $\nu = \sqrt{3}\lambda_0/(8\sigma_0)$, $K = 3\lambda_0/(2\sigma_0)$, and $\gamma = 8\mu_0\sigma_0/(9\lambda_0^2)$. The on-site dynamics exhibits bistability at $\delta^2 \equiv 1 - \nu > 0$. In this case the zeros of function $f(q) = -q (q - q_a) (q - q_s)$ describe two stable fixed points of the deterministic theory, 0 and $q_s = 1 + \delta$, and an unstable fixed point $q_a = 1 - \delta$ such that $0 < q_a < q_s$. Here the TWS $q_0(\xi)$ is elementary [8, 9]:

$$q_0(\xi) = \frac{\delta + 1}{1 + e^{(1+\delta)\xi/(\sqrt{2}b)}}, \quad c_0 = (3\delta - 1) \sqrt{\frac{vD}{2}}. \tag{15}$$

According to the spatially continuous deterministic theory, the state $q = q_s$ is advancing at $1/3 < \delta < 1$, retreating at $0 < \delta < 1/3$ and stationary at $\delta = 1/3$. The function $g(q)$, entering equation (10), is equal to $g(q) = \lambda(q) + \mu(q) = \gamma q + 2q^2 + q^3$.

In this example, the factor $s_0 = s_0(\delta)$ from equation (10) can be evaluated analytically for any $\delta$ [7]. In its turn, the factor $\chi_0$ from equation (12) also depends only on $\delta$, but this dependence is unknown at present. In a similar bistable system, studied in [10], the front...
velocity shift \( \delta c \) even changed sign when a parameter similar to our \( \delta \) was varied. In this work we focus on the particular value of \( \delta = 1/3 \), corresponding to the stall point of the mean field theory. Here \( \lambda_0 = \sqrt{2}/6 \) [7], \( \lambda_0 = 9\mu_0/(2K) \), \( \sigma_0 = 27\mu_0/(4K^2) \) and \( \nu = 9\mu_0/8 \), and we can rewrite equations (15), (9), (11) and (12) as

\[
q_0(\xi) = \frac{4}{3(1 + e^{\sqrt{3}\xi})}, \quad \xi = x - \delta c t, \tag{16}
\]

\[
D_f = \frac{9h\sqrt{\mu_0D}}{2K}, \tag{17}
\]

\[
P(X, \tau) = \frac{1}{\sqrt{4\pi D_f \tau}} \exp \left[-\frac{(X - \delta c \tau)^2}{4D_f \tau}\right], \tag{18}
\]

\[
\delta c = \alpha \frac{\mu_0 h}{K}, \tag{19}
\]

where equation (19) includes an unknown numerical coefficient \( \alpha = \mathcal{O}(1) \). It is equations (16)–(19) that we aimed at verifying in stochastic simulations.

3. Simulations

We performed extensive Monte Carlo simulations on a one-dimensional lattice with spacing \( h = 1 \) and integer length \( L \gg 1 \). Every lattice site \( 0 \leq i < L \) can be occupied by any number of particles \( n_j \). The number of particles changes, at each step, because of the independent random walk or one of the reactions

\[
A \rightleftharpoons B \rightleftharpoons C \rightarrow D,
\]

where \( A \rightarrow 0 \) and \( 2A \rightarrow 3A \), see section 2.2. We employed the Gillespie algorithm [19]. A site \( j \) is chosen with probability proportional to \( n_j \). Then a particle on that site is chosen at random. It can jump to a neighboring site on the right or left, produce a new particle, or die with probabilities

\[
p_{\text{right}} = p_{\text{left}} = D/(b_1 + d_1 + 2D),
\]

\[
p_{\text{birth}} = b_1/(b_1 + d_1 + 2D),
\]

\[
p_{\text{death}} = d_1/(b_1 + d_1 + 2D), \tag{20}
\]

respectively. Here,

\[
b_1 = \lambda_0(n_j - 1)/2 \text{ and } d_1 = \mu_0 + \sigma_0(n_j - 1)(n_j - 2)/6.
\]

After every single-particle event, the time is advanced by \( 1/[M(b_1 + d_1 + 2D)] \), where \( M = \sum_j n_j \) is the total number of particles in the system. At the boundaries \( j = 0 \) and \( L \), particles are not allowed to migrate out of the system, which corresponds to no-flux boundary conditions. We took the initial number density profile that corresponds to the mean-field front solution given by equation (16): \( n_j(t = 0) = K q_0(j) \), such that the front interface is located in the center of the system, \( X_0 = L/2 \).

We performed many simulations and determined the front position for different values of parameters. The number of simulations for each value of \( K \) and \( D \) varied between 60 and 420. A typical density profile \( n_j \), observed in the simulations, is shown in figure 1. To find the front position \( X \), we fitted the density \( n_j \) by the mean-field profile that moved distance \( X - X_0 \); the value of \( X \) served as the fitting parameter. For a fixed simulation time \( \tau \), stochastic fronts corresponding to different realizations propagate a different distance \( X - X_0 \). We computed the standard deviation \( \sigma_\alpha \) of the distribution of the front positions \( X \), and determined the front diffusion coefficient \( D_f = \sigma_\alpha^2/(2\tau) \). Figures 2(a) and (b) show the simulation results for \( D_f \) as a function of the carrying capacity \( K \) and of the diffusion coefficient of the particles \( D \).
Figure 1. A typical realization of the front density profile observed in a Monte Carlo simulation of the lattice model with reactions $A \rightarrow 0$ and $2A \rightleftharpoons 3A$ and unbiased random walk. The smooth line shows the mean-field solution $n(j) = K q_0(j)$, see equation (16), with a fitted front position. The parameters are: $K = 30$, $D = 20$, $\nu = 0.1$, $\delta = 1/3$ and $b = 1$.

Figure 2. The front diffusion coefficient $D_f$ as a function of $K$ (a) and $D$ (b). Symbols with error bars: the simulation results. The solid lines are computed from equation (17). The parameters are: $D = 40$ (a) and $K = 30$ (b). Also, $\nu = 0.1$, $\delta = 1/3$, the simulation time is $\tau = 2000$, and the system size is $L = 600$.

respectively. These plots also show theoretical predictions from equation (17), without any fitting parameters. The agreement is good in both cases.

Furthermore, we combined our sets of measurements for different values of parameters to obtain a rescaled probability distribution of the front positions, and therefore of the average. First, in each set of simulations with the same parameters moving frame, $X' = X - \bar{X}$, by shifting the measured distribution by the average displacement $\bar{X}$ of the fronts in this set of simulations. Then we combined the data from the different sets of simulations on a single plot that shows the rescaled probability distribution of $X'$, $\tilde{P}(y) = \sqrt{4D_f \tau} P(X')$, versus the rescaled front position

$$y = X' \sqrt{\frac{q_0 N}{4D_f \tau}} = \frac{X'}{\sqrt{4D_f \tau}}.$$
Symbols: the rescaled distribution of front positions measured in simulations for different values of $D$ and $K$ (the total of 1591 simulations). The solid line: the normal distribution $P(y) = \pi^{-1/2} \exp(-y^2)$ predicted by theory [7] for typical fluctuations. No fitting parameters are used. The rest of parameters are: $\nu = 0.1$, $\delta = 1/3$, the simulation time is $\tau = 2000$, the system size is $L = 600$.

The noise-induced velocity shift $\delta c$ as a function of $D$ for three values of the carrying capacity: $K = 60$ (circles), $K = 90$ (asterisks) and $K = 120$ (squares). The rest of parameters are the same as in figure 3.

We have also measured the average shift in the front position $\bar{X}$, with the aim of verifying the scaling relation (19) for $\delta c$. To remind the reader, for $\delta = 1/3$, the front velocity, predicted by the mean field theory, is zero. The measured average shift, therefore, comes from the shot noise. Figure 4 shows the front velocity correction $\delta c = \bar{X}/\tau$ as a function of the particle diffusion coefficient $D$ for three different carrying capacities $K$. One can see that, at sufficiently large $D$, $\delta c$ becomes independent of $D$, as predicted by equation (12). This equation also predicts that, in the large-$D$ limit, the velocity correction must decrease with $K$ as $1/K$. This prediction is fully supported by our measurements, see figure 5, where the rescaled quantity $K \delta c$ is plotted versus $D$, and good collapse of data points for $K = 60$, 90 and 120, and a single data point for $K = 150$, is observed. For the case of $\delta = 1/3$, considered here, the coefficient $\alpha$ in equation (19) is about 7.6.

see equation (18). This plot is shown in figure 3. As one can see, there is a very good collapse of data for different sets of simulations and good agreement with the theory.
Figure 5. The rescaled noise-induced velocity shift $K\delta c$ as a function of $D$ for four values of the carrying capacity: $K = 60$ (circles), 90 (asterisks), 120 (squares) and 150 (a single point, denoted by diamond). The rest of parameters are the same as in figure 3. The dashed line corresponds to $K\delta c = 0.68$. Then, using equation (19) with $\mu_0 = (8/9)\nu$, we obtain $\nu \approx 7.6$.

4. Summary

Our stochastic simulations strongly support theoretical prediction of [7] of the diffusion coefficient $D_f$ of noisy reaction fronts propagating into a metastable state. The inverse dependence of $D_f$ on $K$ and the $\sqrt{D}$ dependence of $D_f$ on $D$ are both verified, as well as the Gaussian distribution of the (typical) front positions in the reference frame moving with the average front speed.

The simulations also clearly show that, for sufficiently high hopping rates, the noise-induced systematic shift of the front velocity is a second-order effect in the small parameter $\varepsilon \equiv 1/\sqrt{N}$, and so it scales as $K^{-1}$.

The front diffusion coefficient comes from the Gaussian region of the fluctuations of the front position. These are typical, small fluctuations. The WKB theory of [7] also dealt with rare large fluctuations and predicted non-Gaussian tails of the front velocity distribution. Observing these tails in stochastic simulations requires a more specialized simulation algorithm and is left for future work.
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