Magic angle for barrier-controlled double quantum dots
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We show that the exchange interaction of a singlet-triplet spin qubit confined in double quantum dots, when being controlled by the barrier method, is insensitive to a charged impurity lying along certain directions away from the center of the double-dot system. These directions differ from the polar axis of the double dots by the magic angle, equaling \( \arccos \left( \frac{1}{\sqrt{3}} \right) \approx 54.7^\circ \), a value previously found in atomic physics and nuclear magnetic resonance. This phenomenon can be understood from an expansion of the additional Coulomb interaction created by the impurity, but also relies on the fact that the exchange interaction solely depends on the tunnel coupling in the barrier-control scheme. Our results suggest that for a scaled-up qubit array, when all pairs of double dots rotate their respective polar axes from the same reference line by the magic angle, cross-talks between qubits can be eliminated, allowing clean single-qubit operations. While our model is a rather simplified version of actual experiments, our results suggest that it is possible to minimize unwanted couplings by judiciously designing the layout of the qubits.

I. INTRODUCTION

Despite their simplicity, the semiconductor double quantum dots are among the most extensively studied in physics [1]. For example, they are platforms to study interesting transport phenomena including the Coulomb blockade [2, 3] and the Kondo effect [4]. Recently, they play an important role in the search of a viable physical system to host a quantum computer [5], thanks to the technological advance in fabrication, manipulation and measurement of these devices [6–13] and their potential of scalability [14]. While there are many ways to encode a qubit using either charge [15] or spin states [16–19] of electrons confined in the quantum dots, the singlet-triplet spin qubit is among the most successful ones because it is the simplest type that can be controlled solely electrostatically [6, 9, 20–25]. The key control parameter is the Heisenberg exchange interaction between the two spins, which can be varied either by changing the relative energy of the two dots (“tilt control”) [6], or by raising and lowering the central potential barrier with the two dots kept leveled in energy (“barrier control”) [26, 27]. Since the barrier control essentially operates the qubit near a “sweet spot” where the charge noise [28–30] is substantially suppressed [31], this method holds great promise for high-fidelity universal qubit manipulation [32].

The “magic angle”, defined as \( \theta_m = \arccos \left( \frac{1}{\sqrt{3}} \right) \) (\( \approx 54.7^\circ \)), appears in many fields of physics and related sciences. It has been discovered early on in atomic physics by measuring the polarization of the resultant radiation when the mercury vapor is illuminated by a polarized light [33]. It has been found that when a magnetic field was applied at \( \theta_m \) with respect to the polarization axis of the activating light, the resultant radiation appears unpolarized [34, 35]. This interesting effect has since been rediscovered in various other contexts of atomic physics [36–38]. In solid-state nuclear magnetic resonance spectroscopy, it was discovered in an effort to improve the signal-to-noise ratio, that if a solid sample is spun at this angle relative to the applied magnetic field, dipolar interactions between nuclei are suppressed and the observed spectral lines are much sharper [39–41]. This has created the technique of magic-angle spinning [42, 43], which has been used subsequently in chemistry [44], medicine [45], and quantum computation [46]. The magic angle is also of theoretical interest: for example, it has been shown to significantly influence the quantum state transfer along a Heisenberg spin chain [47]. While the magic angle arises in various physical situations, it can be understood mathematically as the root of the second-order Legendre polynomial, which arises for example from the multipole expansion of \( 1/r \). Any interaction dependent on it shall therefore vanish at this angle.

In this paper we shall show that the exchange interaction of a singlet-triplet qubit, while being barrier-controlled, is insensitive to an impurity situated along the direction which is precisely at the magic angle apart from the polar axis of the double dots [48]. This interesting phenomenon stems essentially from the multipole expansion of the additional Coulomb repulsion created by the impurity, but also relies on the fact that the exchange interaction solely depends on the tunnel coupling in the barrier-control scheme. While this finding can be easily generalized to multiple impurities, the most interesting implication is for a series of double dots: when each pair of the double dots has its polar axis rotated from the same reference line by the magic angle, the operation using exchange interaction shall not be affected by other dots in the array.
where electrons, which can be expressed effectively as \[31, 52, 53\], are allowed in the system, its Hamiltonian can be written in a second-quantized form as \[49–51\]:

\[
H = -\mu_1(n_{1\uparrow} + n_{1\downarrow}) - \mu_2(n_{2\uparrow} + n_{2\downarrow}) + U_1n_{1\uparrow}n_{1\downarrow} + U_2n_{2\uparrow}n_{2\downarrow} + U_{12}(n_{1\uparrow} + n_{1\downarrow})(n_{2\uparrow} + n_{2\downarrow}) + t\sum_{\sigma} (c_{i\sigma}^\dagger c_{2\sigma} + \text{H.c.}),
\]

where \(c_{i\sigma}^\dagger\) creates an electron with spin \(\sigma\) on the \(i\)th dot \((i = 1, 2)\), \(-\mu_i\) is the energy of the electron in the \(i\)th dot, \(U_i\) and \(U_{12}\) are on-site and inter-site Coulomb interactions, and \(t\) is the tunnel coupling between the two dots.

A singlet-triplet qubit is formed when each dot is occupied by one electron. The key control parameter is the exchange energy.

**III. RESULTS**

We follow the formalism already established in [31]. An impurity changes the Hubbard parameters as \(\mu_1 \rightarrow \mu_1 - Z_{1i1}, \mu_2 \rightarrow \mu_2 - Z_{1i2}\), and \(t \rightarrow t - Z_{1i2}\) (cf. Eq. (10) in [31]). However, shifts in \(\mu_1\) and \(\mu_2\) are unimportant for our purpose and the key term is \(Z_{1i2}\). Denoting the wave function for the electron in the \(i\)th dot as \(\psi_i\), and the additional Coulomb interaction at \(r\) caused by an impu-
rity (with charge $-e$) at $\mathbf{R}_c$ as $Z = e^2/(4\pi \kappa |r - \mathbf{R}_c|)$, we have $Z_{12} = \langle \psi_1 | Z | \psi_2 \rangle$. (For the convenience of discussion we name $\mathbf{R}_c$ as the "impurity vector".) Under the Hund-Mulliken approximation, we express the electron wave functions as linear superpositions of Fock-Darwin states $\phi_i$:

$$
\begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix} = \begin{pmatrix}
m & n \\
n & m
\end{pmatrix} \begin{pmatrix}
\phi_1 \\
\phi_2
\end{pmatrix},
$$

(4)

and the orthogonality requires that $mn = g/[2(g^2 - 1)]$ and $m^2 + n^2 = 1/(1 - g^2)$, where $m, n$ are real numbers, $g = \langle \phi_1 | \phi_2 \rangle = \exp(-a^2/a_B^2)$ and $a_B$ is the corresponding Fock-Darwin radius [31]. $Z_{12}$ can then be written as

$$
Z_{12} = mnz_{112} + m^2z_{112} + n^2z_{121} + mnz_{122},
$$

(5)

where $z_{ij} = \langle \phi_i | Z | \phi_j \rangle$. Explicit form of this inner product has been given as Eq. (B2) in [31] (see also Appendix A). Using the asymptotic behavior of the modified Bessel function at $x \to \infty$,

$$
I_\nu(x) \sim \frac{1}{\sqrt{2\pi x}} e^x,
$$

(6)
defining $Q_{ij} = R_i + R_j - 2R_c$, and

$$
z_{0ij} = \frac{e^2}{4\pi \sqrt{\kappa a_B^3}} \exp\left(-\frac{1}{4a_B^2}|R_i - R_j|^2\right),
$$

(7)

we have (for $R_c \gg a$)

$$
z_{ij} = z_{0ij} \exp\left(-\frac{1}{8a_B^2} Q_{ij}^2\right) I_0\left(\frac{1}{8a_B^2} Q_{ij}^2\right) \sim 2a_B z_{0ij} \sqrt{\pi} Q_{ij}.
$$

(8)

Therefore,

$$
Z_{11} \approx \frac{e^2 g}{4\pi \kappa \alpha B R_c},
$$

(9a)

$$
Z_{11} \approx \frac{e^2}{4\pi \kappa \alpha B \sqrt{R_c^2 + a^2 + 2aR_c \cos \theta}},
$$

(9b)

$$
Z_{22} \approx \frac{e^2}{4\pi \kappa \alpha B \sqrt{R_c^2 + a^2 - 2aR_c \cos \theta}}.
$$

(9c)

Plugging Eqs. (9a)-(9c) into Eq. (5) and expand $\sqrt{R_c^2 + a^2 \pm 2aR_c \cos \theta}$ in the limit of $R_c \gg a$ to the second order, we have

$$
Z_{12} \approx \frac{e^2 g}{8\pi \kappa \alpha B (g^2 - 1) R_c^3} (3 \cos^2 \theta - 1).
$$

(10)

It is clear that at $\theta = \pm \theta_m = \pm \arccos(1/\sqrt{3})$, $Z_{12}$ approximately vanish and $\delta \phi \approx 0$.

Figure 2 shows the exchange interaction and the charge noise caused by the impurity calculated following the method established in [31]. From Fig. 2(a) it is obvious that $J$ decreases as the barrier is raised (increasing $\xi$) without any impurity. An impurity adds charge noise to the exchange interaction and causes shifts in it, the precise value of which depends on the angle between the impurity vector and the polar axis of the double dots, $\theta$. For the three angles presented, the $\theta = 0$ case has the greatest noise, the $\theta = \pi/2$ case carries a smaller shift, but there is hardly any shift for the case $\theta = \theta_m$. This can be seen more clearly in Fig. 2(b) which plots $|\delta J|/J$ v.s. $J$. $\delta J/J$ is almost zero in the entire range shown for $\theta = \theta_m$ (the actual numerical value is of the order of $10^{-3}$). In Fig. 2(c) we plot $|\delta J|/J$ v.s. $\theta$ for three different $J$ values. All curves come down to zero at a little past $0.3\pi$, which is precisely the value of the magic angle ($\approx 0.304\pi$).

The result of Eq. (10) can be easily extended to multiple impurities. For $N$ impurities with the same charge
the total correction to the tunnel coupling $t$ is

$$
\sum_{k=1}^{N} Z_{112}^{(k)} \approx \frac{e^2 g a^2}{8 \pi \alpha B (g^2 - 1)} \sum_{k=1}^{N} 3 \cos^2 \theta_k - 1 \left( \frac{R_c^{(k)}}{R_c^{(k)}} \right)^3.
$$

(11)

where $R_c^{(k)}$ is the length of $R_c^{(k)}$, the impurity vector for the $k$th impurity, and $\theta_k$ is the angle between the polar axis of the double dots (here equivalent to $\hat{x}$) and $R_c^{(k)}$. When $R_c^{(k)} = R_c$ for all $k$ between 1 and $N$, it is clear that the change to the tunnel coupling and subsequently the exchange interaction vanishes provided $\sum_k \cos^2 \theta_k = N/3$.

Our finding that the exchange interaction of a barrier-controlled singlet-triplet qubit is insensitive to an impurity positioned at certain directions has interesting implications on a scaled-up qubit array. Typically one fabricates an array of double quantum dots linearly, with the polar axes of all qubits lying along the same line (e.g. the $x$ axis) [55, 56]. Our result suggests that in this case or if the qubits are slanted randomly, the exchange energy of a qubit is affected by its neighboring ones. Nevertheless, the qubits will not affect each other provided if all of them are rotated from $\hat{x}$ by an angle of $\pm \theta_m$, being controlled using the barrier method, and are at reasonable distances away from each other ($\gg a$) so that the asymptotic arguments in the aforementioned derivations apply.

Figure 3 presents a numerical demonstration of this argument. Figure 3(a) shows a schematic diagram of two double-dot qubits, $Q_1$ and $Q_2$ at a distance of $R$ apart from each other, both rotated from the $x$ axis by an angle $\varphi$. The calculated exchange interaction $J$ for $Q_1$ v.s. its barrier height $\xi$ is shown in Fig. 3(b). The solid black line shows the case $Q_1$ being alone without any other qubit being present, while the dotted, dashed and dash-dotted lines show cases in presence of $Q_2$ when both qubits are rotated by $\varphi = 0$, $\theta_m$, and $\pi/2$. The behavior is rather similar to Fig. 2(b) that for $\varphi = \theta_m$, almost no drift in $J$ can be seen. The results for $|\delta J|/J$ v.s. $J$ are plotted in Fig. 2(c), and the dashed line shows the result of the $\varphi = \theta_m$ case which is close to zero. The actual numerical value is up to order $10^{-3}$ for larger $J$ values. It is clear that the magic angle plays a key role in reducing the cross-talk between qubits. We emphasize that for our arguments to apply the qubits do not have to be parallel: the angle between the polar axis of the double dots and $\hat{x}$ can be either $\theta_m$ or $-\theta_m$ for any given qubit, as indicated by the light pink dashed line in Fig. 3(a). We have also considered the situation for $R < 8a$ and found no significant deviation from our main conclusion as long as $R \geq 6a$. The results are presented in Appendix B. We note for a typical four-dot device with all dots equally spaced [23], $R = 4a$. In this case, while we are unable to completely suppress the inter-qubit coupling, it can be reduced by about two orders of magnitude [cf. Fig. 4(a)] as compared to the traditional lateral design if all qubit are rotated by the magic angle.

During the execution of a typical quantum algorithm on the quantum-dot chain, both single and two qubit manipulations are required. Our results from this simplified model imply that one may switch between the two schemes efficiently by alternating between the barrier and tilt control schemes. When the two-qubit gates are desired, one uses the tilt control method to maximize the capacitive coupling between qubits. When a single-qubit gate is performed on one qubit, it can be made insensitive to the actions of all other qubits provided that the said qubit is operated in the barrier-control manner, and is rotated by the magic angle with respect to the shared reference line. The maximal insensitivity depends on the distance between the qubits but we have shown that in the usual equidistance case ($R = 4a$) two orders of magnitude in reduction can happen. We note that our results are derived from a rather simplified model which is still

![FIG. 3: (a) Schematics of two pairs of double quantum dots, denoted by $Q_1$ (gray) and $Q_2$ (red), a distance of $R$ apart from each other, both rotated from the $x$ axis by an angle $\varphi$. The light pink dashed line shows an alternative configuration of $Q_2$ (rotated by $-\varphi$). (b) The calculated exchange interaction $J$ for $Q_1$ v.s. its barrier height $\xi$. The black solid line shows the case without any other qubit ("$Q_1$ only"). Other lines show cases in presence of another qubit $Q_2$ when both qubits are rotated by an angle $\varphi$ from the $x$ axis. (c) The absolute value of the relative change noise $|\delta J|/J$ v.s. $\varphi$ for cases in presence of $Q_2$. Parameters are $a = 100$ nm, $\hbar \omega_0 = 100$ $\mu$eV, $R = 8a$.](image)
far from an accurate description of an experimental device. For example, the additional Coulomb interaction caused by an impurity may not be of the exact $1/R$ form due to screening effects, and the undesired coupling between qubits is of dipole character, which becomes more significant as the qubits come close. In the situation where coupling between qubits are implemented by floating gates [57], the qubit layout must be carefully designed and optimized. Nonetheless, our results show that it is possible, albeit in a rather simplified situation, that unwanted coupling can be at least reduced by judiciously designing the qubit layout.

Finally we note that our arguments not only apply to the singlet-triplet qubit but can also be extended to other quantum-dot qubits, as long as the Rabi frequency of certain rotation around the Bloch sphere is solely dependent on the tunnel coupling $t$. An example is the double-quantum-dot charge qubit [15, 58, 59]: while $z$-axis rotations should be achieved by detuning, the $x$-rotations can be performed at the avoid crossing of two energy levels at zero detuning. The control over the $z$-rotation is therefore insensitive to an impurity along a direction that is $\theta_m$ relative to the polar axis of the double dots.

**IV. CONCLUSION**

In conclusion, we have shown that for a singlet-triplet qubit confined in double quantum dots, its exchange interaction is insensitive to a charged impurity, as long as the magic angle, $\theta_m = \arccos (1/\sqrt{3}) \approx 54.7^\circ$ and the exchange interaction is controlled by the barrier method. While our results are derived from a rather simplified model, they show that it is possible to at least reduce the unwanted qubit couplings by carefully designing the qubit layout.
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**Appendix A: The configuration interaction calculation**

In this Appendix, we provide more details of our configuration interaction calculation, including the form of the confinement potential.

In this work we follow [31] to perform the configuration interaction calculation. We outline the key steps in this section. The full Hamiltonian $H$ includes a single-electron part $H_s$, the interaction between quantum-dot electrons $H_I$, and the interaction between electrons in the quantum dots and the impurity $H_c$:

$$H = H_s + H_I + H_c. \quad (A1)$$

Here, $H_s = h(r_1) + h(r_2)$,

$$h(r) = \frac{1}{2m^*}[p - eA(r)]^2 + V(r). \quad (A2)$$

$m^*$ is the effective electron mass (taken to be 0.067$m_e$ for GaAs, where $m_e$ is the electron mass) and $A$ is the vector potential of the applied magnetic field.

$$H_I = \frac{e^2}{4\pi \kappa |r_1 - r_2|}, \quad (A3)$$

where $\kappa = \epsilon_0 \epsilon = 13.1$, and $\epsilon_0$ is the vacuum permittivity. For an impurity with charge $-e$ at $R_c$,

$$H_c = \sum_{i=1}^{2} \frac{e^2}{4\pi \kappa |r_i - R_c|}. \quad (A4)$$

The confinement potential is defined as

$$V(x, y) = \begin{cases} -\mu_1 + \frac{m^*\omega_0^2}{2}[(x + a)^2 + y^2] + \frac{4C+4\mu_1 - a^2m^*\omega_0^2}{a^2}\frac{C}{a^2}\frac{C}{a^2}(x + a)^3 + \frac{6C-6\mu_1 + a^2m^*\omega_0^2}{2a^3}\frac{C}{a^2}\frac{C}{a^2}(x + a)^4 + G(x, y), & x \geq 0, \\ -\mu_2 + \frac{m^*\omega_0^2}{2}[(x - a)^2 + y^2] - \frac{4C+4\mu_2 + a^2m^*\omega_0^2}{a^2}\frac{C}{a^2}\frac{C}{a^2}(x - a)^3 + \frac{6C-6\mu_2 + a^2m^*\omega_0^2}{2a^3}\frac{C}{a^2}\frac{C}{a^2}(x - a)^4 + G(x, y), & x < 0, \end{cases} \quad (A5)$$

where $C = a^2m^*\omega_0/12$ and $G(x, y) = \xi \exp[-8(x^2 + y^2)/a^2]$. This complicated form is designed to guarantee that (i) the location of the two wells and the central barrier will not change upon either tilt or barrier control and (ii) the two wells are well
approximated by the harmonic oscillator potential
\[ V(x,y)|_{(x,y)\rightarrow(\pm a,0)} \approx \frac{m^*\omega_0^2}{2}[(x\pm a)^2 + y^2] - \mu_{1,2}, \quad (A6) \]
with the confinement energy \( \omega_0 \) fixed throughout the control process. The height of the central potential barrier is solely controlled by \( \xi \).

Under the Hund-Mulliken approximation, only the ground states of a harmonic oscillator is considered:
\[
\phi_i(r) = \frac{1}{a_B^{\frac{1}{2}}} \exp\left[ -\frac{1}{2a_B^2} |r - R_i|^2 \right], \quad i = 1, 2, \quad (A7)
\]
where \( \mu_{1,2}, U_{1,2}, U_{12} \) and \( t \) are Hubbard parameters as in Eq. (1), the \( Z_i \) terms are corrections due to the impurity. They are all calculated by taking appropriate inner products.

In calculating \( Z_{12} \), the following integral is useful:
\[
\int \phi_i(r)^* \frac{e^2}{4\pi\kappa|r-R_C|^2} \phi_j(r) dr = \frac{e^2}{4\pi\kappa a_B^2} \exp\left[ -\frac{1}{2a_B^2} |R_i - R_j|^2 - \frac{1}{2a_B^2} |R_i + R_j - 2R_C|^2 \right] I_0 \left( \frac{1}{8a_B^2} |R_i + R_j - 2R_C|^2 \right) \quad (A10)
\]
where \( I_0 \) is the zeroth-order modified Bessel function of the first kind. This equality has been used to derive Eq. (8) in the main text.

**Appendix B: Supplemental results for two singlet-triplet qubits**

Here we discuss, for an array of qubits, how the exchange interaction of one qubit is affected by another when they are closer than the \( R = 8a \) as discussed in the main text.

In the main text we have considered two pairs of singlet-triplet qubits at a distance of \( R \) apart. In Fig. 3 we have shown results for \( R = 8a \). Since many of our arguments works in the large \( R \) limit, it is an interesting question how our main conclusions may change if \( R < 8a \).

For singlet-triplet qubits embedded in a typical linear chain with equal spacing between dots, \( R = 4a \). We therefore calculate \( \delta J/J \) for a range of \( R \) starting with \( R = 4a \). The results of \( \delta J/J \) v.s. \( J \) are shown in Supplementary Fig. 4. For all results shown, \( \delta J/J \) for \( \varphi = \theta_m \) is the smallest compared to other ones. For \( R = 4a \), the system is not quite in the asymptotic regime so that \( |\delta J/J| \) for \( \varphi = \theta_m \) is on the order of 0.1. When \( R \) is increased to \( 5a \), \( |\delta J/J| \) for \( \varphi = \theta_m \) is already mostly below 0.1 (except for the smallest \( J \) value concerned). Further increasing \( R \) leads to decrease of the \( |\delta J/J| \). In Supplementary Fig. 4(c) and (d), \( |\delta J/J| \) at \( \varphi = \theta_m \) is close to or smaller than 0.01 for reasonably large \( J \) used in the quantum computation, suggesting that for \( R \gtrsim 6a \) the inter-qubit cross-talk is sufficiently small for the purpose of qubit control.

We also plot \( |\delta J/J| \) as functions of \( R/a \) in Supplementary Fig. 5. Increasing \( J \) or \( R \) both reduces \( |\delta J/J| \), as expected. We can also see that in all cases, \( |\delta J/J| \) is very small for \( R \gtrsim 6a \), suggesting the validity of our arguments presented in the main text. Even for \( 4a \leq R \leq 6a \), the cross-talk between qubits is already much smaller for \( \varphi = \theta_m \) than other angles, so that our results are still useful in cases where qubits must be fabricated close to each other.
The calculated exchange interaction refers to one of the two qubits. Note different scales of the $y$-axes. (a) $R = 4a$. (b) $R = 5a$. (c) $R = 6a$. (d) $R = 7a$.

FIG. 4: $|\delta J|/J$ v.s. $J$ for a pair of singlet-triplet qubits at a distance of $R$ apart from each other, the polar axes of which are rotated by $\varphi$ from a shared reference line [cf. Fig. 3(a)]. The calculated exchange interaction refers to one of the two qubits. Note different scales of the $y$-axes. (a) $R = 4a$. (b) $R = 5a$. (c) $R = 6a$. (d) $R = 7a$.

FIG. 5: $|\delta J|/J$ v.s. $R/a$ for a pair of singlet-triplet qubits at a distance of $R$ apart from each other, the polar axes of which are rotated by $\varphi$ from a shared reference line [cf. Fig. 3(a)]. The calculated exchange interaction refers to one of the two qubits. (a) $J = 2\mu eV$. (b) $J = 4\mu eV$. (c) $J = 6\mu eV$. (d) $J = 8\mu eV$.
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