Bayesian Unit Root Test for AR(1) Model with Trend Approximated by Linear Spline Function
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Abstract  The objective of present study is to develop a time series model for handling the non-linear trend process using a spline function. Spline function is a piecewise polynomial segment concerning the time component. The main advantage of spline function is the approximation, non-linear time trend, but linear time trend between the consecutive join points. A unit root hypothesis is projected to test the non stationarity due to presence of unit root in the proposed model. In the autoregressive model with linear trend, the time trend vanishes under the unit root case. However, when non-linear trend is present and approximated by the linear spline function, through the trend component is absent under the unit root case, but the intercept term makes a shift with \( r \) knots. For decision making under the Bayesian perspective, the posterior odds ratio is used for hypothesis testing problems. We have derived the posterior probability for the assumed hypotheses under appropriate prior information. A simulation study and an empirical application are presented to examine the performance of theoretical outcomes.
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1. Introduction

The Box-Jenkins approach for analyzing and modelling time series emerged as one of the most acceptable field of data analytic in which anyone may integrate various information from the recorded data through a modelling or methodology approach. It assists in recognizing the order dependence within observations, linear dependence among a set of variables, and prediction for a better perspective. In order to achieve these features, the first and foremost objective of the researchers is to expose the key elements of time series such as linearity, stationarity, trending, co-integration, etc. in the process. Then, one can draw significant inferences about the data generation process through the best-fitted model under some estimation, testing, and model selection procedures. In a time series model, linear dependence occurs when series is nearly symmetric to a lagged version of itself, and disturbance coefficients are constant over time, i.e., series is stationary with its mean, variance and autocorrelation. Even in various applications, series contain non-linear dynamics in case of non-stationarity, strong asymmetric nature, irregular time, seasonal variation, etc. In time series, non-stationarity occurs due to various components such as time trend, presence of unit root, structural break, outliers, etc. If the time series has a unit root and becomes stationary after taking the first difference, it is termed as difference stationary or integrated of order one. In time series, the classical tests of unit root are discussed by [1], [9], and [8]. [2] considered a time series model...
with a polynomial trend where trend component did not disappear under the maintained hypothesis of unit root and developed a classical statistic for the presence of unit root. The classical tests are largely based on asymptotic justification and often lead to the low power of the test, particularly in finite samples. [3] and [4] demonstrated that Bayesian unit root tests based on flat prior assumptions perform better than classical methods. [5] used a Bayesian approach for testing the presence of unit root in various real exchange rate time series. [6] derived the posterior odds ratio for testing the unit root hypothesis under a vague prior assumption. [7] studied the unit root hypothesis for an autoregressive model with a polynomial trend under a Bayesian framework.

To model the non-linear trend components, one may require a polynomial of high order in which estimates of coefficients are usually unstable. An alternative to fit a polynomial of higher order is to approximate it by a spline function. Spline function is a piecewise polynomial segment that has been joined together at the knots in a fashion that ensures certain continuity properties. In other words, spline function fits a curve of low order between different join points, known as knots. A knot is a common point that occurs because there are changes in pattern behavior at different intervals. [10] expressed that splines are the smoothest possible piecewise polynomial which retain a segmented nature, whereas [15] called splines as lines or curves function which are usually required to be continuous and smooth. [11] used the model based on a spline function for predicting the number of deaths due to cancer in the USA. [12] determined the number and positions of knots in the regression splines model using the new Gibbs sampler algorithm, where the model expressed as linear mixed with random effect term. [14] studied the Bayesian approach for modeling the partial linear model with AR(1) error belongs to the scale mixture of normal (SMN) distributions family. [13] used the spline, Bayesian spline, and penalized spline regression methods to model the distribution graph of ratios of export to import for Turkey. [17] considered Buys-Ballot and classical methods of decomposing to estimate the cubic trend as well as other components of the times series and obtained the chain base and fixed base estimators with their statistical properties. [19] proposed a particle swarm optimization B-spline network to improve the prediction accuracy of non-linear time series. They adopted a forecasting error square sum to evaluate the training effect of the B-spline network. [18] presented a new cubic B-spline approximation method for solving second order singular boundary value problems with application in physiological sciences. [16] considered smoothing spline (SS) and penalized spline (PS) methods for estimating the unknown functions in a conditional heteroscedastic non-linear autoregressive (CHNLAR) model and concluded that SS method performed superior to the PS method.

In the present paper, the main emphasis is to build up a Bayesian approach for testing the unit root in an autoregressive time series (AR) model with a non-linear time trend. The non-linear time trend has been approximated by the linear spline function. For unit root testing, we obtain the posterior odds ratio for the considered hypotheses of the model under the appropriate prior assumptions. Due to the complex form of posterior probability, the Monte Carlo integration technique is used to achieve the results from the posterior odds ratio. The precision of linear spline function for the approximation of time trend AR model is justified in both simulation and empirical studies. In an empirical application, dataset on import series of Asian Regional Forum (ARF) countries are taken to demonstrate the applicability of linear spline function in the time series model.

2. Model specification

Let us consider a time series model with a non-linear trend component, which is approximated linearly by a spline function with \( r \) join points \( 1 < t_1 < t_2 < \cdots < t_r < T \). Then, time series model with a spline function is given by,

\[
y_t = \delta_0 + \delta t + \sum_{i=1}^{r} \psi_i s_i(t) + u_t, \tag{1}
\]

where, \( \{y_t; t = 1, 2, \ldots, T\} \) is an observed series, \( \delta_0 \) is the intercept term, \( \delta \) is the trend coefficient, \( r \) is the number of knots contains location of knots \( t_1, t_2, \ldots, t_r \), \( \psi_i \) is the coefficient of \( i^{th} \) knot and \( s_i(t) \) is a spline function describe as a linear polynomial form defined as follow,

\[
s_i(t) = (t - t_i)^+ = \begin{cases} 
  t - t_i, & t > t_i, \\
  0, & t \leq t_i. 
\end{cases}
\]
Let $u_t$ is a stochastic error term follows the AR(1) process,

$$u_t = \rho u_{t-1} + \varepsilon_t, \quad t = 1, 2, \ldots, T$$

(2)

where, $\rho$ is the autoregressive coefficient, and $\varepsilon_t$ are independent and identical distributed normal random variables with zero mean and unknown variance $\tau^{-1}$.

Combining (1) with (2), we can write the model as,

$$y_t = (1 - \rho)\phi + \rho y_{t-1} + \beta t + \sum_{i=1}^{r} \psi_i [s_i(t) - \rho s_i(t-1)] + \varepsilon_t,$$

(3)

where, $\phi = \delta_0 + \frac{\rho}{1-\rho} \delta$ and $\beta = (1 - \rho)\delta$.

Notice that

$$\sum_{i=1}^{r} \psi_i [s_i(t) - \rho s_i(t-1)] = \sum_{i=1}^{r} \psi_i [s_i(t) - s_i(t-1)] + (1 - \rho) \sum_{i=1}^{r} \psi_i s_i(t-1),$$

and

$$\sum_{i=1}^{r} \psi_i \{s_i(t) - s_i(t-1)\} = \begin{cases} 0 & 0 < t < t_1, \\ \psi_1 & t_1 + 1 < t < t_2, \\ \psi_1 + \psi_2 & t_2 + 1 < t < t_3, \\ \vdots & \vdots \\ \psi_1 + \psi_2 + \cdots + \psi_{r-1} & t_{r-1} + 1 < t < t_r, \\ \psi_1 + \psi_2 + \cdots + \psi_r & t_r + 1 < t < T. \end{cases}$$

The model defined in equation (3) is a linear spline autoregressive model of order one with a partially linear time trend. The main objective of this study is to test the hypothesis that the model involves unit root or not in the presence of trend component in the form of linear spline function. Here, the hypothesis under investigation is $H_0 : \rho = 1$ against the alternative $H_1 : \rho \in S, S = \{a < \rho < 1; a > -1\}$. Under the unit root hypothesis, model (3) reduces to

$$\Delta y_t = \delta + \sum_{i=1}^{r} \psi_i [s_i(t) - s_i(t-1)] + \varepsilon_t.$$

(4)

In model (4), the trend component is absent under the unit root case, but the intercept term makes a shift with $r$ knots. For writing the model (3) and (4) in matrix structure, we define the following notations,

$$y = \begin{pmatrix} y_1 \\ y_2 \\ \vdots \\ y_T \end{pmatrix}, \quad y_{-1} = \begin{pmatrix} y_0 \\ y_1 \\ \vdots \\ y_{T-1} \end{pmatrix}, \quad \Delta y = \begin{pmatrix} \Delta y_1 \\ \Delta y_2 \\ \vdots \\ \Delta y_T \end{pmatrix},$$

$$\zeta_T = \begin{pmatrix} 1 & 2 & \cdots & T \end{pmatrix}, \quad l_T = \begin{pmatrix} 1 & 1 & \cdots & 1 \end{pmatrix}, \quad Z(\rho) = ((1 - \rho)l_T - \zeta_T), \quad \gamma = (\phi \beta)^T,$$

$$\psi = \begin{pmatrix} \psi_1 \\ \psi_2 \\ \vdots \\ \psi_r \end{pmatrix}, \quad \epsilon = \begin{pmatrix} \epsilon_1 \\ \epsilon_2 \\ \cdots \\ \epsilon_T \end{pmatrix}, \quad S_L = (I - L)\Gamma, \quad S(\rho) = (I - \rho L)\Gamma,$$

$$\Gamma = \begin{bmatrix} s_1(1) & s_2(1) & \cdots & s_r(1) \\ \vdots & \vdots & \ddots & \vdots \\ s_1(t_1) & s_2(t_1) & \cdots & s_r(t_1) \\ s_1(t_1 + 1) & s_2(t_1 + 1) & \cdots & s_r(t_1 + 1) \\ \vdots & \vdots & \ddots & \vdots \\ s_1(T) & s_2(T) & \cdots & s_r(T) \end{bmatrix}$$

(5)
Here \( I \) is \( T \times T \) identity matrix and \( L \) is \( T \times T \) matrix with all \((i+1)^{th}\) row and \(i^{th}\) column equal to 1 and other elements equal to 0.

Utilizing the given notations in equation (5), the models under unit root and the alternative hypothesis are represented as,

\[
H_0 : \Delta y = l_T \delta + S_L \psi + \varepsilon. \tag{6}
\]

\[
H_1 : y = \rho y_{-1} + Z(\rho) \gamma + S(\rho) \psi + \varepsilon. \tag{7}
\]

3. Posterior odds ratio

In statistics, the Bayesian approach formulates the inference through sample information, i.e., likelihood function with parameter prior information as a random variable, i.e., it makes use of our prior beliefs about the unknown parameters in consideration of available information. In time series, the Bayesian approach is frequently used to identify the best suitable model with different types of characteristics, testing the stationarity, estimating the unknown quantity, comparing unit root models and forecasting future values. The likelihood function under the unit root hypothesis \( H_0 : \rho = 1 \) is given by,

\[
L(y | \delta, \psi, \tau) = \frac{\tau^\frac{T}{2}}{(2\pi)^\frac{T}{2}} \exp \left[ -\frac{\tau}{2} \left\{ (\Delta y - l_T \delta - S_L \psi)' (\Delta y - l_T \delta - S_L \psi) \right\} \right]. \tag{8}
\]

Under the alternative hypothesis \( H_1 \), the likelihood function is,

\[
L(y | \rho, \gamma, \psi, \tau) = \frac{\tau^\frac{T}{2}}{(2\pi)^\frac{T}{2}} \exp \left[ -\frac{\tau}{2} \left\{ (y - \rho y_{-1} - Z(\rho) \gamma - S(\rho) \psi)' (y - \rho y_{-1} - Z(\rho) \gamma - S(\rho) \psi) \right\} \right]. \tag{9}
\]

From a strict Bayesian point of view, one cannot say about the prior function that the assumed prior is relevant and better than others. Selection of prior distributions is an arbitrary procedure and there is no way to explicit it. For this study, we assume the following prior distributions for the parameters of the proposed model from [5] and [7],

\[
\pi(\tau) \propto \frac{1}{\tau}, \quad 0 < \tau < \infty, \tag{10}
\]

\[
\pi(\rho) = \frac{1}{1-a}, \quad a < \rho < 1, a > -1, \tag{11}
\]

\[
\phi \sim N \left( y_0, \frac{1}{(1-\rho^2)\tau} \right), \quad \phi, y_0 \in \mathbb{R}, \tag{12}
\]

\[
\delta \sim N \left( 0, \frac{1}{\theta \tau} \right), \quad \delta \in \mathbb{R}, \theta > 0, \tag{13}
\]

\[
\beta \sim N \left( 0, \frac{(1-\rho^2)}{\theta \tau} \right), \quad \beta \in \mathbb{R}, \tag{14}
\]

\[
\psi \sim MN \left( \psi_0, \frac{1}{\tau} \Omega^{-1} \right), \quad \psi, \psi_0 \in \mathbb{R}, \Omega > 0, \tag{15}
\]

\[
\pi(\theta) \propto 1, \quad \theta \in \mathbb{R}^k. \tag{16}
\]

The prior distribution for \( \gamma \) is,

\[
\gamma \sim MN \left( (1-\rho)\phi_0, \frac{1}{\tau} V(\rho)^{-1} \right), \tag{17}
\]

with \( \phi_0 = \begin{pmatrix} y_0 \\ 0 \end{pmatrix} \) and \( V(\rho) = \begin{pmatrix} \frac{1+\rho}{1-\rho} & 0 \\ 0 & \frac{\phi}{(1-\rho)^2} \end{pmatrix} \).
The joint prior distribution under the null hypothesis parameter \( \Theta_0 = (\delta, \psi, \tau) \) and an alternative hypothesis parameter \( \Theta_1 = (\rho, \gamma, \psi, \tau) \) are given by,

\[
\pi(\Theta_0) = \frac{\tau^{-p_0} |\Omega|^\frac{1}{2} \vartheta^\frac{1}{2}}{(2\pi)^{\frac{1}{2} + \frac{d^2}{2}}} \exp \left[ -\frac{\tau}{2} \left\{ \vartheta \delta^2 + (\psi - \psi_0) \Omega (\psi - \psi_0) \right\} \right],
\]

\[
\pi(\Theta_1) = \frac{\tau^{-p_1} |\Omega|^\frac{1}{2} |V(\rho)|^\frac{1}{2}}{(2\pi)^{\frac{1}{2} + \frac{d^2}{2}}} \exp \left[ -\frac{\tau}{2} \left\{ (\gamma - (1-\rho)\phi_0)' V(\rho) \gamma - (1-\rho)\phi_0 + (\psi - \psi_0) \Omega (\psi - \psi_0) \right\} \right].
\]

Combining the prior distributions with the sample likelihoods, posterior distributions under the null and alternative hypothesis are given by

\[
\pi(\Theta_0 | y) = K_0 \frac{\tau^{-p_0}}{(2\pi)^{\frac{1}{2} + \frac{d^2}{2}}} \exp \left[ -\frac{\tau}{2} \left\{ (\Delta y - l_T \delta - S_L \psi)' (\Delta y - l_T \delta - S_L \psi) + \vartheta \delta^2 + (\psi - \psi_0) \Omega (\psi - \psi_0) \right\} \right],
\]

\[
\pi(\Theta_1 | y) = K_1 \frac{\tau^{-p_1}}{(2\pi)^{\frac{1}{2} + \frac{d^2}{2}}} \exp \left[ -\frac{\tau}{2} \left\{ (y - \rho y_{-1} - Z(\rho) \gamma - S(\rho) \psi)' (y - \rho y_{-1} - Z(\rho) \gamma - S(\rho) \psi) + (\psi - \psi_0) \Omega (\psi - \psi_0) \right\} \right].
\]

where \( K_0 \) and \( K_1 \) are the normalizing constants under the null and alternative hypothesis.

Under the Bayesian perspective, the posterior odds ratio (POR) is used in decision making for the hypothesis testing problem/model selection procedure. POR \( (\beta_{01}) \) is the product of the prior odds ratio with Bayes factor of the null \( (H_0) \) and alternative \( (H_1) \) hypothesis. In other words, POR is the ratio of posterior probabilities for the observed series under the given hypothesis with the product of the ratio of prior probabilities under the null \( (p_0) \) and alternative \( (1 - p_0) \) hypothesis. The POR is expressed as,

\[
\beta_{01} = \frac{P(H_0 | y)}{P(H_1 | y)} = \frac{P(H_0)}{P(H_1)} \frac{P(y | H_0)}{P(y | H_1)} = \frac{p_0}{1 - p_0} \frac{P(y | H_0)}{P(y | H_1)} = O(H_0) \frac{P(y | H_0)}{P(y | H_1)}.
\]

We get the posterior probabilities under \( H_0 \) and \( H_1 \) by integrating the equations (20) and (21) for model parameters. The following notations are used to describe the posterior probabilities

\[
A = S_L' S_L + \Omega,
A(\rho) = S(\rho)' S(\rho) + \Omega,
B = I - S_L A^{-1} S_L',
B(\rho) = I - S(\rho) A^{-1}(\rho)' S(\rho),
D = l_T B l_T + \vartheta,
D(\rho) = Z'(\rho) B(\rho) Z(\rho) + V,
\]

\[
\xi = \Delta y' B \Delta y + \psi_0' \Omega \psi_0 - \psi_0' \Omega' A^{-1} \Omega \psi_0 - \frac{1}{D} \left[ l_T B \Delta y - l_T S_L A^{-1} \Omega \psi_0 \right]^2 - 2 \Delta y' S_L A^{-1} \Omega \psi_0,
\]

\[
\xi(\rho) = (y - \rho y_{-1})' B(\rho) (y - \rho y_{-1}) + (1 - \rho)^2 \phi_0' V(\rho) \phi_0 - 2((y - \rho y_{-1})' S(\rho) A^{-1}(\rho) \Omega \Psi_0)
+ \psi_0' \Omega \psi_0 - \psi_0' \Omega' A^{-1}(\rho) \Omega \psi_0 - C'(\rho)(D(\rho))^{-1} C(\rho).
\]

**Theorem 1**

For testing the unit root against the alternative of trend stationarity, the posterior odds ratio with prior odds ratio \( \frac{p_0}{1 - p_0} \) is obtained as

\[
\beta_{01} = \frac{p_0}{1 - p_0} \int_1^\infty \frac{1 - a}{d^2 |A|^{-\frac{d^2}{2}}} \frac{(1 + \rho)^{\frac{d}{2}}}{D(\rho)^{\frac{d}{2}} |\xi(\rho)|^\frac{d}{2}} \rho \, d\rho.
\]

**Proof**

The detail derivation of equation (23) is given in the Appendix.
The expression of POR in equation (23) involves integral that is not easy to obtain using general computational techniques. Hence, the Monte Carlo integration technique is considered to solve the integral approximately and evaluate the POR.

4. Simulation study

This section discusses the performance and consequence of the proposed model based on simulated series. In the simulation, we generate time series from the model (3) with a seed value of observed series \( y_0 = 100 \) under the assumption that the number and locations of knots are known. For each parameters setting, we replicate the simulated series for 1000 cycles and record the average results. We consider different sizes of time series \( T = (80, 120, 160, 200) \) with the number of spline knots \( r = 3 \) for a set of knot locations \( (T/4, T/2, 3T/4) \). For suitable explanation of simulation exercise, different sets of model parameters are considered as \( \rho = (0.85, 0.9, 0.95, 0.99, 1), \beta = (0.5, 1, 1.5, 2, 2.5), \phi = (0.5, 1, 5, 10, 15), \psi_1 = 20, \psi_2 = -50, \psi_3 = 15 \) and \( \tau = 5 \). So, the distribution of \( \epsilon_i \sim N(0, 0.5) \). The hyperparameters of the assumed priors are \( \varphi = 2, \Omega = I_{3 \times 3} \) and \( \psi_0 = \text{mean of } s_i(t) \text{ series at } i = 1, 2 \) and 3. For computing the posterior odds ratio, the Monte Carlo integration technique is considered to approximate the integral involvement in posterior probability and replicate this technique for 5000 times to obtain the posterior samples. The value of \( \alpha \) is obtained using the following approach of [5], where \( \rho \) has been estimated using the uniform distribution \( U(\alpha, 1) \). In this illustration, we allocate equal prior probabilities to the null and alternative hypothesis which makes the prior odd ratio equal to one. The results of the POR and rejection rate (in parenthesis) of the null hypothesis are given in Tables 1-5 for various sets of parameter values as well as different sizes of the series. Since, there is a possibility that simulated series having outlier at their assumed knots. Hence, we display histogram and box-plot for POR values that define the outlier effect in the simulated POR which is given in Appendix Figures 3-20.

From Tables 1-5, we observe that as the size of the time series is small (\( T \leq 120 \)), the value of POR is more than one for some cases of \( \rho \leq 0.9 \) and \( \beta = 0.5 \), i.e., unit root hypothesis is wrongly accepted for the simulated series. It happens because linear spline function partitions the series in a small linear process with an approximated time trend. However, the POR value is less than one for moderately large size of the series for all \( \rho < 1 \) and the high values of \( \beta \) and \( \phi \). For \( \rho = 1 \), the unit root hypothesis is accepted in all the cases. The value of POR is always greater than one for all parametric settings and sample sizes leading to the acceptance of unit root hypothesis. We also notice that POR value is continuously declining as the values of \( \beta, \phi \) and \( T \) increase as long as \( \rho < 1 \).

5. Real data analysis

This section provides a real application to justify the theoretical outcomes. In the real applications, linear trend may not provide appropriate model and some non-linear trend may provide a better fit. Such a non-linear trend may be approximated by piecewise polynomials under the spline function. For analysis purposes, we consider monthly import series (Billion US Dollar) of 14 selected ASEAN Regional Forum (ARF) countries from the period April, 2012 to August, 2018. This data set is taken from the International Monetary Fund and International Financial Statistics data portal. First of all, we apply Ljung-Box test to check the residuals are independent in each time series where null hypothesis considers residuals are independent. Then, model selection criterion’s are considered to determine the appropriate number and locations of knots in the import series. Here, we assume that the maximum number of knots present in a particular time series is \( r = 3 \). Tables 6-7 record \( \rho \)-value of Ljung-Box test, the number of knots (\( r \)) and their locations with respect to the minimum values of Akaike information criteria (AIC) and Bayesain information criteria (BIC) for different import series.

From Tables 6-7, we observe that out of 14 ARF countries, 11 countries do not reject the null hypothesis at 5% level of significance whereas remaining 3 countries (Taiwan, Indonesia, Thailand) do not reject the null hypothesis at 1% level of significance. This concludes that residuals are independent in each series which we want for the model to be correct. Tables 6-7 also show that each country contains a particular number of joint point(s) at specific locations in the real series, which varies based on information criteria. On the basis of minimum values of AIC and
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BIC, we observe that three knots are present in time trend for Japan, India, and Thailand, whereas two knots are present in time trend for Australia, South Korea, Taiwan, Indonesia, and Malaysia. For remaining countries, i.e., Hong Kong, New Zealand, China, Philippines, Singapore, and Viet Nam contain one knot. Figures 1-2 display the time series plot of each country with piecewise linear segments using the identified knots described in Tables 6-7.

Once we get the joint point(s) of the spline function, the posterior odds ratio is obtained to test the presence of unit root using the derived theorem and records the estimated value of the autoregressive coefficient also. Tables 8-9 present the POR values along with estimated values of $\rho$ for the developed and developing ARF countries, respectively. In Tables 8-9, we observe that the POR value is less than one leading to the rejection of the null hypothesis of unit root. It concludes that the import series of all ARF countries don’t have the unit root when the non-linear trend components is approximated by linear spline function in the autoregressive model.

6. Conclusion

In this paper, we propose the Bayesian unit root test for testing the presence of unit root in an autoregressive model with a non-linear time trend. The non-linear time trend includes a trend component approximated by a linear spline function. The linear spline function contains $r$ joint pieces to allow discontinuity at $t_i$ time point for the $i^{th}$ polynomial. For testing purpose, the posterior odds ratio is derived for the assumed hypotheses under suitable prior distributions. In the simulation study, the posterior odds ratio gives appropriate justification for the proposed model for various combinations of model parameters. An empirical analysis of the import series for selected ARF countries is carried out to illustrate the performance of the proposed model. The number and locations of knots are identified using the two information criteria, AIC and BIC. It states that the import series of all countries reject the unit root hypothesis with proper selection of knots.

![Figure 1. Time series plot with linear spline joint point for selected ARF developed countries](image-url)
Table 1. Posterior odds ratio with intercept term $\phi = 0.5$

| T   | $\rho$ | $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ | $\beta = 2$ | $\beta = 2.5$ |
|-----|--------|---------------|--------------|---------------|-------------|--------------|
| 0.85| (0.98) | 3.78E+00      | 8.87E-01     | 1.42E-01      | 1.39E-02    | 1.07E-03     |
| 0.9 | (0.99) | 1.81E+00      | 2.85E-01     | 1.51E-02      | 5.85E-04    | 2.57E-05     |
| 80  | (1.00) | 8.24E-01      | 1.82E-02     | 1.90E-04      | 3.78E-06    | 1.89E-07     |
| 0.95| (1.00) | 2.61E-01      | 1.06E-03     | 9.02E-05      | 9.79E-07    | 2.66E-07     |
| 0.99| (1.00) | 2.22E+00      | 1.74E+03     | 2.59E+04      | 4.90E+04    | 8.14E+04     |
| 1   | (0.00) | 2.41E+00      | 1.13E-01     | 1.54E-03      | 1.92E-05    | 2.14E-07     |
| 0.85| (0.99) | 8.94E+01      | 7.57E-03     | 1.47E-05      | 5.07E-08    | 2.44E-10     |
| 0.9 | (1.00) | 1.22E+01      | 2.32E-05     | 2.70E-09      | 5.38E-12    | 9.26E-14     |
| 120 | (1.00) | 4.96E-03      | 6.72E-08     | 2.02E-11      | 4.84E-13    | 6.78E-14     |
| 0.95| (1.00) | 3.85E+05      | 6.94E+08     | 2.57E+09      | 5.45E+09    | 4.53E+09     |
| 0.99| (1.00) | 9.32E-01      | 5.75E-03     | 6.90E-06      | 7.30E-09    | 9.77E-12     |
| 1   | (0.00) | 2.21E-01      | 2.86E-05     | 2.86E-09      | 4.27E-13    | 9.85E-17     |
| 160 | (1.00) | 2.83E-03      | 5.73E-10     | 1.02E-15      | 4.19E-20    | 9.66E-23     |
| 0.95| (1.00) | 5.52E-06      | 1.21E-14     | 1.12E-18      | 3.35E-22    | 1.41E-23     |
| 0.99| (1.00) | 2.66E+11      | 6.01E+13     | 1.35E+14      | 1.96E+14    | 2.07E+14     |
| 1   | (0.00) | 4.78E-01      | 1.27E-04     | 1.73E-08      | 2.68E-12    | 5.98E-16     |
| 0.85| (1.00) | 1.43E-02      | 3.52E-08     | 8.40E-14      | 3.97E-19    | 1.49E-23     |
| 0.9 | (1.00) | 8.31E-06      | 9.62E-14     | 8.14E-23      | 1.45E-29    | 5.32E-33     |
| 200 | (1.00) | 2.69E-10      | 4.20E-23     | 5.28E-30      | 1.55E-33    | 2.11E-35     |
| 0.99| (1.00) | 7.19E+16      | 4.12E+18     | 4.42E+18      | 4.14E+18    | 4.88E+18     |
| 1   | (0.00) | 4.14E+18      | 4.42E+18     | 4.14E+18      | 4.88E+18    | 4.88E+18     |

*E-10 means move the decimal to the left 10 places
Table 2. Posterior odds ratio with intercept term $\phi = 1$

| $T$ | $\rho$ | $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ | $\beta = 2$ | $\beta = 2.5$ |
|-----|--------|----------------|-------------|---------------|-------------|---------------|
| 0.85 | 3.66E+00 | 8.23E-01 | 1.40E-01 | 1.09E-02 | 8.69E-04 |
| | (0.99) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.9 | 1.72E+00 | 2.82E-01 | 1.37E-02 | 5.85E-04 | 2.64E-05 |
| | (0.99) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.95 | 7.97E-01 | 1.53E-02 | 1.64E-04 | 3.69E-06 | 1.85E-07 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.99 | 2.24E-01 | 9.76E-04 | 1.03E-05 | 9.75E-07 | 2.24E-07 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 1 | 1.68E+00 | 7.60E+02 | 1.47E+04 | 8.05E+04 | 1.07E+05 |
| | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| 0.85 | 2.33E+00 | 1.04E-01 | 1.68E-03 | 1.83E-05 | 1.72E-07 |
| | (0.99) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.9 | 8.89E-01 | 5.98E-03 | 1.82E-05 | 4.53E-08 | 2.62E-10 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 120 | 1.35E-01 | 2.14E-05 | 2.45E-09 | 5.35E-12 | 8.14E-14 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.99 | 4.93E-03 | 6.12E-08 | 2.60E-11 | 3.89E-13 | 5.83E-14 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 1 | 1.36E+05 | 4.21E+08 | 2.89E+09 | 4.39E+09 | 5.85E+09 |
| | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| 0.85 | 9.17E-01 | 5.64E-03 | 6.30E-06 | 7.16E-09 | 1.21E-11 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.9 | 2.12E-01 | 2.23E-05 | 2.36E-09 | 4.06E-13 | 1.28E-16 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 160 | 2.27E-03 | 3.82E-10 | 8.57E-16 | 4.08E-20 | 8.10E-23 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.99 | 4.90E-06 | 1.53E-14 | 2.00E-19 | 3.41E-22 | 1.50E-23 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 1 | 1.67E+11 | 5.53E+13 | 1.60E+14 | 2.11E+14 | 1.94E+14 |
| | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| 0.85 | 4.06E-01 | 1.14E-04 | 1.83E-08 | 2.33E-12 | 5.48E-16 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.9 | 1.26E-02 | 3.48E-08 | 8.20E-14 | 3.94E-19 | 1.57E-23 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 200 | 8.27E-06 | 1.10E-15 | 1.06E-23 | 1.88E-29 | 5.01E-33 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.99 | 2.56E-10 | 3.05E-23 | 4.84E-30 | 1.28E-33 | 1.98E-35 |
| | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 1 | 3.54E+16 | 4.19E+18 | 4.08E+18 | 3.57E+18 | 4.73E+18 |
| | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
Table 3. Posterior odds ratio with intercept term $\phi = 5$

| $T$ | $\rho$ | $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ | $\beta = 2$ | $\beta = 2.5$ |
|-----|--------|---------------|-------------|--------------|-------------|--------------|
| 80  | 0.85   | 3.54E+00      | 7.62E-01    | 1.32E-01     | 1.31E-02    | 8.09E-04     |
|     |        | (0.99)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.9    | 1.50E+00      | 2.57E-01    | 1.65E-02     | 5.67E-04    | 2.49E-05     |
|     |        | (0.99)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.95   | 7.09E-01      | 1.44E-02    | 1.29E-04     | 2.84E-06    | 1.50E-07     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.99   | 2.48E-01      | 8.95E-04    | 1.10E-05     | 8.70E-07    | 1.05E-07     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 1      | 1.66E+00      | 1.30E+01    | 2.02E+04     | 7.65E+04    | 8.91E+04     |
|     |        | (0.00)        | (0.00)      | (0.00)       | (0.00)      | (0.00)       |
| 120 | 0.85   | 2.32E+00      | 9.78E-02    | 1.37E-03     | 1.65E-05    | 1.43E-07     |
|     |        | (0.99)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.9    | 8.64E-01      | 5.05E-03    | 1.62E-05     | 4.19E-08    | 2.48E-10     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.95   | 1.41E-01      | 2.06E-05    | 3.05E-09     | 4.87E-12    | 7.87E-14     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.99   | 4.61E-03      | 4.92E-08    | 1.77E-11     | 5.02E-13    | 7.04E-14     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 1      | 2.88E+05      | 2.67E+08    | 2.87E+09     | 3.97E+09    | 5.24E+09     |
|     |        | (0.00)        | (0.00)      | (0.00)       | (0.00)      | (0.00)       |
| 160 | 0.85   | 9.10E-01      | 4.97E-03    | 4.76E-06     | 6.25E-09    | 1.17E-11     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.9    | 1.74E-01      | 2.14E-05    | 2.18E-09     | 3.98E-13    | 1.25E-16     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.95   | 2.18E-03      | 3.37E-10    | 7.53E-16     | 6.10E-20    | 8.37E-23     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.99   | 5.27E-06      | 1.57E-14    | 1.91E-19     | 3.39E-22    | 1.21E-23     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 1      | 1.22E+11      | 3.60E+13    | 1.37E+14     | 2.44E+14    | 2.17E+14     |
|     |        | (0.00)        | (0.00)      | (0.00)       | (0.00)      | (0.00)       |
| 200 | 0.85   | 3.77E-01      | 1.14E-04    | 1.83E-08     | 2.33E-12    | 5.48E-16     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.9    | 1.17E-02      | 2.61E-08    | 1.60E-14     | 3.29E-19    | 1.47E-23     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.95   | 7.47E-06      | 1.55E-15    | 8.89E-24     | 1.41E-29    | 4.88E-33     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 0.99   | 2.31E-10      | 2.84E-23    | 4.43E-30     | 1.27E-33    | 2.70E-35     |
|     |        | (1.00)        | (1.00)      | (1.00)       | (1.00)      | (1.00)       |
|     | 1      | 2.13E+16      | 2.60E+18    | 5.12E+18     | 5.87E+18    | 4.17E+18     |
|     |        | (0.00)        | (0.00)      | (0.00)       | (0.00)      | (0.00)       |
Table 4. Posterior odds ratio with intercept term $\phi = 10$

| $\tau$ | $\rho$ | $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ | $\beta = 2$ | $\beta = 2.5$ |
|--------|--------|---------------|--------------|---------------|--------------|---------------|
| 0.85   | 2.96E+00 | 7.33E-01     | 1.25E-01     | 8.88E-03      | 7.58E-04     |
| (0.99) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.9    | 1.35E+00 | 2.45E-01     | 1.27E-02     | 4.37E-04      | 1.98E-05     |
| (0.99) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.95   | 6.47E-01 | 1.39E-02     | 1.09E-04     | 2.67E-06      | 1.22E-07     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.99   | 2.03E-01 | 7.93E-04     | 1.03E-05     | 7.00E-07      | 9.22E-08     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 1      | 1.04E+00 | 1.15E+03     | 8.62E+03     | 1.06E+05      | 8.27E+04     |
| (0.00) | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| 0.85   | 2.32E+00 | 9.78E-02     | 1.37E-03     | 1.65E-05      | 1.43E-07     |
| (0.99) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.9    | 8.18E-01 | 4.84E-03     | 1.30E-05     | 3.21E-08      | 2.08E-10     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.95   | 1.21E-01 | 1.52E-05     | 2.69E-09     | 4.29E-12      | 6.46E-14     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.99   | 4.36E-03 | 4.76E-08     | 2.39E-11     | 4.62E-13      | 6.22E-14     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 1      | 2.84E+05 | 3.84E+08     | 2.62E+09     | 3.90E+09      | 4.12E+09     |
| (0.00) | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| 0.85   | 9.00E-01 | 4.57E-03     | 4.13E-06     | 6.13E-09      | 9.93E-12     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.9    | 1.82E-01 | 2.14E-05     | 2.73E-09     | 3.41E-13      | 1.16E-16     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.95   | 2.03E-03 | 4.49E-10     | 6.94E-16     | 4.51E-20      | 8.70E-23     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.99   | 4.96E-06 | 1.39E-14     | 1.58E-19     | 2.97E-22      | 1.74E-23     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 1      | 1.54E+11 | 6.29E+13     | 1.74E+14     | 2.15E+14      | 1.79E+14     |
| (0.00) | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| 0.85   | 3.13E-01 | 1.18E-04     | 1.72E-08     | 2.09E-12      | 5.03E-16     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.9    | 1.27E-02 | 2.07E-08     | 1.57E-13     | 3.06E-19      | 8.86E-24     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.95   | 7.05E-06 | 1.54E-15     | 7.35E-24     | 1.31E-29      | 3.49E-33     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 0.99   | 1.42E-10 | 2.64E-23     | 3.90E-30     | 1.08E-33      | 3.48E-35     |
| (1.00) | (1.00) | (1.00) | (1.00) | (1.00) | (1.00) |
| 1      | 6.83E+16 | 2.75E+18     | 4.91E+18     | 5.13E+18      | 4.27E+18     |
| (0.00) | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
Table 5. Posterior odds ratio with intercept term $\phi = 15$

| $T$ | $\rho$ | $\beta = 0.5$ | $\beta = 1$ | $\beta = 1.5$ | $\beta = 2$ | $\beta = 2.5$ |
|-----|--------|---------------|--------------|---------------|-------------|--------------|
| 80  | 0.85   | 2.22E+00      | 7.15E-01     | 1.15E-01      | 8.41E-03    | 6.98E-04     |
|     |        | (0.99)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.9    | 1.24E+00      | 2.43E-01     | 1.27E-02      | 4.59E-04    | 1.57E-05     |
|     |        | (0.99)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.95   | 5.50E-01      | 1.36E-02     | 1.20E-04      | 2.25E-06    | 1.09E-07     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.99   | 2.05E-01      | 6.73E-04     | 9.11E-06      | 6.92E-07    | 8.25E-08     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 1      | 1.25E+00      | 1.23E+03     | 1.03E+04      | 6.33E+04    | 9.19E+04     |
|     |        | (0.00)        | (0.00)       | (0.00)        | (0.00)      | (0.00)       |
| 120 | 0.85   | 1.59E+00      | 9.51E-02     | 1.04E-03      | 1.55E-05    | 1.31E-07     |
|     |        | (0.99)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.9    | 7.95E-01      | 4.95E-03     | 1.25E-05      | 3.28E-08    | 2.04E-10     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.95   | 1.03E-01      | 1.33E-05     | 2.17E-09      | 5.18E-12    | 4.54E-14     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.99   | 4.30E-03      | 4.17E-08     | 2.40E-11      | 5.68E-13    | 4.19E-14     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 1      | 9.12E+05      | 8.52E+08     | 2.71E+09      | 4.27E+09    | 3.99E+09     |
|     |        | (0.00)        | (0.00)       | (0.00)        | (0.00)      | (0.00)       |
| 160 | 0.85   | 8.36E-01      | 4.29E-03     | 3.49E-06      | 5.23E-09    | 9.30E-12     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.9    | 1.56E-01      | 2.17E-05     | 2.33E-09      | 2.64E-13    | 1.03E-16     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.95   | 1.39E-03      | 4.68E-10     | 1.48E-15      | 6.69E-20    | 9.77E-23     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.99   | 4.47E-06      | 1.11E-14     | 1.03E-19      | 2.74E-22    | 1.67E-23     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 1      | 1.53E+11      | 5.85E+13     | 1.71E+14      | 1.59E+14    | 2.19E+14     |
|     |        | (0.00)        | (0.00)       | (0.00)        | (0.00)      | (0.00)       |
| 200 | 0.85   | 3.07E-01      | 7.11E-05     | 1.44E-08      | 2.07E-12    | 3.68E-16     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.9    | 1.15E-02      | 1.98E-08     | 1.57E-13      | 9.06E-20    | 6.86E-24     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.95   | 7.80E-06      | 1.36E-15     | 1.21E-23      | 2.81E-29    | 4.83E-33     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 0.99   | 1.37E-10      | 2.26E-23     | 3.65E-30      | 9.10E-34    | 4.19E-35     |
|     |        | (1.00)        | (1.00)       | (1.00)        | (1.00)      | (1.00)       |
|     | 1      | 5.03E+16      | 2.70E+18     | 3.22E+18      | 3.67E+18    | 5.39E+18     |
|     |        | (0.00)        | (0.00)       | (0.00)        | (0.00)      | (0.00)       |
Table 6. Knots selection based on information criteria for ARF developed countries import series

| Country     | r | Location of Knots |  | AIC  | BIC  | p-value Ljung-Box test |
|-------------|---|-------------------|---|------|------|------------------------|
|             |   | \( t_1 \) | \( t_2 \) | \( t_3 \) |      |                        |
| Australia   | 1 | 33 | - | - | 406.141 | 420.204 | 0.0702* |
|             | 2 | 25 | 48 | - | 404.670 | 416.389 |            |
|             | 3 | 25 | 45 | 68 | 407.612 | 424.019 |            |
| Hong Kong   | 1 | 38 | - | - | 328.521 | 340.240 | 0.1582* |
|             | 2 | 14 | 42 | - | 329.991 | 344.053 |            |
|             | 3 | 14 | 19 | 47 | 331.454 | 347.861 |            |
| Japan       | 1 | 33 | - | - | 329.404 | 345.811 | 0.1185* |
|             | 2 | 16 | 39 | - | 327.913 | 341.976 |            |
|             | 3 | 16 | 39 | 64 | 326.444 | 338.163 |            |
| South Korea | 1 | 35 | - | - | 368.787 | 382.850 |            |
|             | 2 | 35 | 57 | - | 367.304 | 379.023 | 0.4985* |
|             | 3 | 35 | 57 | 65 | 370.319 | 386.726 |            |
| New Zealand | 1 | 38 | - | - | 534.635 | 546.354 |            |
|             | 2 | 15 | 44 | - | 536.104 | 550.167 | 0.2360* |
|             | 3 | 15 | 44 | 75 | 537.569 | 553.975 |            |
| Taiwan      | 1 | 12 | - | - | 378.075 | 394.482 | 0.0433** |
|             | 2 | 24 | 50 | - | 375.083 | 386.802 |            |
|             | 3 | 12 | 26 | 53 | 376.554 | 390.617 |            |
Table 7. Knots selection based on information criteria for ARF developing countries import series

| Country    | r | Location of Knots | AIC  | BIC  | p-value Ljung-Box test |
|------------|---|-------------------|------|------|------------------------|
| China      | 1 | 37 - -            | 214.425 | 226.144 | 0.1010*                |
|            | 2 | 36 64 -           | 215.940 | 230.003 |                        |
|            | 3 | 10 36 64          | 217.485 | 233.891 |                        |
| India      | 1 | 19 - -            | 347.895 | 364.301 |                        |
|            | 2 | 20 32 -           | 336.976 | 351.039 | 0.1382*                |
|            | 3 | 14 32 52          | 335.495 | 347.214 |                        |
| Indonesia  | 1 | 33 - -            | 396.815 | 410.878 |                        |
|            | 2 | 33 57 -           | 395.339 | 407.058 | 0.0378**               |
|            | 3 | 29 49 71          | 398.321 | 414.728 |                        |
| Malaysia   | 1 | 37 - -            | 412.853 | 412.853 |                        |
|            | 2 | 24 51 -           | 411.553 | 423.072 | 0.0812*                |
|            | 3 | 12 26 51          | 414.393 | 430.800 |                        |
| Philippines| 1 | 39 - -            | 481.864 | 493.583 |                        |
|            | 2 | 24 39 -           | 483.336 | 497.399 | 0.2817*                |
|            | 3 | 24 39 55          | 485.145 | 501.551 |                        |
| Singapore  | 1 | 35 - -            | 374.868 | 386.587 |                        |
|            | 2 | 12 35 -           | 376.337 | 390.400 | 0.3384*                |
|            | 3 | 12 35 59          | 377.846 | 394.253 |                        |
| Thailand   | 1 | 28 - -            | 404.858 | 421.264 |                        |
|            | 2 | 28 51 -           | 403.347 | 417.410 | 0.0427**               |
|            | 3 | 24 42 65          | 401.861 | 413.580 |                        |
| Viet Nam   | 1 | 32 - -            | 410.495 | 422.214 |                        |
|            | 2 | 12 37 -           | 411.963 | 426.025 | 0.0766*                |
|            | 3 | 12 34 59          | 413.433 | 429.840 |                        |

* 5% level of Significance, ** 1% level of Significance

Table 8. POR value for import series of ARF developed countries

| Country      | r | POR       | ϕ  |
|--------------|---|-----------|----|
| Australia    | 2 | 1.25E-03  | 0.4923 |
| Hong Kong    | 1 | 1.80E-04  | 0.3322 |
| Japan        | 3 | 6.17E-03  | 0.5292 |
| South Korea  | 2 | 2.49E-01  | 0.4006 |
| New Zealand  | 1 | 2.07E-02  | 0.5971 |
| Taiwan       | 2 | 4.34E-08  | 0.7021 |
Table 9. POR value for import series of ARF developing countries

| Country   | r  | POR     | $\hat{\rho}$ |
|-----------|----|---------|---------------|
| China     | 1  | 8.99E-04| 0.4851        |
| India     | 3  | 8.07E-04| 0.3064        |
| Indonesia | 2  | 2.25E-07| 0.3806        |
| Malaysia  | 2  | 4.58E-06| 0.4652        |
| Philippines | 1  | 3.76E-08| 0.9090        |
| Singapore | 1  | 7.80E-02| 0.7388        |
| Thailand  | 3  | 3.81E-05| 0.2831        |
| Viet Nam  | 1  | 2.49E-07| 0.2337        |

Figure 2. Time series plot with linear spline joint point for selected ARF developing countries
Appendix

The posterior probability under $H_0$ from the equation (20) is obtained as

$$
p(y | H_0) = \int_0^{\frac{\tau - 1}{2}} \frac{\Omega_{\frac{1}{2}}}{(2\pi)^{\frac{1}{2} + |A|^2}} \
\exp \left[ -\frac{\tau}{2} \left \{ (\Delta y - l_T \delta - S_L \psi)' (\Delta y - l_T \delta - S_L \psi) + \theta^2 \right \} \
+ \left \{ (\psi - \psi_0)' \Omega (\psi - \psi_0) \right \} \right] d\psi d\delta \tau \\
= \int_0^{\frac{\tau - 1}{2}} \frac{\Omega_{\frac{1}{2}}}{(2\pi)^{\frac{1}{2} + |A|^2}} \exp \left[ -\frac{\tau}{2} \left \{ (\Delta y - l_T \delta)' (\Delta y - l_T \delta) - 2\psi' S_L' (\Delta y - l_T \delta) \right \} \
+ \psi' S_L' S_L \psi + \theta^2 + \psi' \Omega \psi + \psi_0' \Omega \psi_0 - 2\psi' \Omega \psi_0 \right] d\psi d\delta \tau
$$

Let us consider

$$
\psi' S_L' S_L \psi - 2\psi' S_L' (\Delta y' - l_T \delta) + \psi' \Omega \psi - 2\psi' \Omega \psi_0 = (\psi - \tilde{\psi})' A (\psi - \tilde{\psi}) - \tilde{\psi}' A \tilde{\psi}
$$

where $\tilde{\psi} = A^{-1} \left(S_L' (\Delta y - l_T \delta) + \Omega \psi_0\right)$

Hence, integrating with respect to $\psi$, we get

$$
p(y | H_0) = \int_0^{\frac{\tau - 1}{2}} \frac{\Omega_{\frac{1}{2}}}{(2\pi)^{\frac{1}{2} + |A|^2}} \exp \left[ -\frac{\tau}{2} \left \{ (\Delta y - l_T \delta)' (\Delta y - l_T \delta) + \theta^2 + \psi_0' \Omega \psi_0 \right \} \right] d\delta \tau \\
= \int_0^{\frac{\tau - 1}{2}} \frac{\Omega_{\frac{1}{2}}}{(2\pi)^{\frac{1}{2} + |A|^2}} \exp \left[ -\frac{\tau}{2} \left \{ \left(\Delta y' B^2 + 2l_T S_L A^{-1} \Omega \psi_0 \right)' \delta^2 - 2l_T S_L A^{-1} \Omega \psi_0 \right \} \right] d\delta \tau \\
= \int_0^{\frac{\tau - 1}{2}} \frac{\Omega_{\frac{1}{2}}}{(2\pi)^{\frac{1}{2} + |A|^2}} \exp \left[ -\frac{\tau}{2} \left \{ \left(\Delta y' B^2 y - 2l_T S_L A^{-1} \Omega \psi_0 \psi_0 - \psi_0' \Omega A^{-1} \Omega \psi_0 \right)' \delta \right \} ight] d\delta \tau \\
= \int_0^{\frac{\tau - 1}{2}} \frac{\Omega_{\frac{1}{2}}}{(2\pi)^{\frac{1}{2} + |A|^2 + D^2}} \exp \left[ -\frac{\tau}{2} \left \{ \Delta y' B^2 y - 2l_T S_L A^{-1} \Omega \psi_0 - \psi_0' \Omega A^{-1} \Omega \psi_0 \right \} \right] d\delta \tau \\
= \int_0^{\frac{\tau - 1}{2}} \frac{\Omega_{\frac{1}{2}}}{(2\pi)^{\frac{1}{2} + |A|^2 + D^2}} \exp \left[ -\frac{\tau}{2} \left \{ \Delta y' B^2 y - 2l_T S_L A^{-1} \Omega \psi_0 - \psi_0' \Omega A^{-1} \Omega \psi_0 \right \} \right] d\delta \tau
$$

$$
p(y | H_0) = \frac{\Omega_{\frac{1}{2}}}{(\pi)^{\frac{1}{2} + |A|^2 + D^2}} \frac{\Gamma \left(\frac{\tau}{2}\right)}{\left[|\xi|^{\frac{1}{2}}\right]^{\frac{\tau}{2}}} \tag{24}
$$
Under the alternative hypothesis $H_1$, the posterior probability is obtained by the equation (21) as

$$p(y | H_1) = \int_a^1 \int_0^\infty \int_{R^2} \frac{\tau^{\frac{1}{2}} |V(\rho)|^\frac{1}{2}}{2\pi} \exp \left[ \frac{\tau}{2} \left( y - \rho y_1 - Z(\rho) \gamma - S(\rho) \psi \right) + (\gamma - (1 - \rho) \phi_0) V(\rho) (\gamma - (1 - \rho) \phi_0) \right] d\psi d\gamma d\rho$$

Observing that

$$|V(\rho)| = \frac{(1 + \rho) \vartheta}{(1 - \rho)^3} \quad V(\rho) \phi_0 = \frac{(1 + \rho) \phi_0}{(1 - \rho)}$$

$$\hat{\gamma} = D^{-1}(\rho) (Z'(\rho)B(\rho) (y - \rho y_1) + (1 + \rho) \phi_0 - Z'(\rho)S(\rho)A^{-1}\Omega \psi_0)$$

Then

$$p(y | H_1) = \int_a^1 \int_0^\infty \int_{R^2} \frac{\tau^{\frac{1}{2}} |V(\rho)|^\frac{1}{2}}{2\pi} \exp \left[ \frac{\tau}{2} \left( y - \rho y_1 - Z(\rho) \gamma \right) \left( y - \rho y_1 - Z(\rho) \gamma \right) + \psi' S'(\rho)S(\rho) \psi - 2 \psi' S'(\rho) (y - \rho y_1 - Z(\rho) \gamma) + \psi' \Omega \psi + \psi'_0 \Omega \psi_0 - 2 \psi' \Omega \psi_0 \
+ (\gamma - (1 - \rho) \phi_0) V(\rho) (\gamma - (1 - \rho) \phi_0) \right] d\psi d\gamma d\rho$$

$$= \int_a^1 \int_0^\infty \int_{R^2} \frac{\tau^{\frac{1}{2}} |V(\rho)|^\frac{1}{2}}{2\pi \frac{2\pi^2}{2} + 1} \exp \left[ \frac{\tau}{2} \left( y - \rho y_1 - Z(\rho) \gamma \right) \left( y - \rho y_1 - Z(\rho) \gamma \right) + \psi' S'(\rho)S(\rho) + \Omega \psi - 2 \psi' S'(\rho) (y - \rho y_1 - Z(\rho) \gamma) + \Omega \psi_0) + \psi'_0 \Omega \psi_0 \right. \
+ (\gamma - (1 - \rho) \phi_0) V(\rho) (\gamma - (1 - \rho) \phi_0) \left] d\psi d\gamma d\rho \right.$$
\[
\begin{align*}
&= \int_{a}^{1} \int_{0}^{\infty} \int_{R^{2}} \frac{\tau^{\frac{3}{2}} |\Omega|^{\frac{1}{2}} |V(\rho)|^{\frac{1}{2}}}{(2\pi)^{\frac{5}{2}+1}(1-a)|A(\rho)|^{\frac{1}{2}}} \exp \left[-\frac{\tau}{2} \left\{ (y - \rho y_{-1})' (y - \rho y_{-1}) - 2\gamma' Z'(\rho) (y - \rho y_{-1}) \right. \right. \\
&\left. \left. + \gamma' Z'(\rho)Z(\rho)\gamma + \gamma' V(\rho)\gamma - 2(1 - \rho)\gamma' V(\rho)\phi_{0} + (1 - \rho)^{2}\phi_{0}' V(\rho)\phi_{0} - (y - \rho y_{-1}) S'(\rho) + \Omega \psi_{0} \right)' \right. \right. \\
&\left. \left. A^{-1}(\rho) \left( (y - \rho y_{-1}) S'(\rho) + \Omega \psi_{0} \right) + 2\gamma' Z'(\rho)S(\rho) A^{-1}(\rho) \left( (y - \rho y_{-1}) S'(\rho) + \Omega \psi_{0} \right) \right. \right. \\
&\left. \left. - \gamma' Z'(\rho)S(\rho) A^{-1}(\rho)S'(\rho) (Z(\rho)\gamma + \psi_{0}' \Omega \psi_{0}) \right) \right] \, d\gamma \, d\tau \, d\rho \\
&= \int_{a}^{1} \int_{0}^{\infty} \int_{R^{2}} \frac{\tau^{\frac{3}{2}} |\Omega|^{\frac{1}{2}} |V(\rho)|^{\frac{1}{2}}}{(2\pi)^{\frac{5}{2}+1}(1-a)|A(\rho)|^{\frac{1}{2}}} \exp \left[-\frac{\tau}{2} \left\{ (y - \rho y_{-1})' B(\rho) (y - \rho y_{-1}) + \gamma' Z'(\rho)B(\rho) Z(\rho)\gamma \right. \right. \\
&\left. \left. - 2\gamma' Z'(\rho)B(\rho) (y - \rho y_{-1}) + \gamma' V(\rho)\gamma - 2(1 - \rho)\gamma' V(\rho)\phi_{0} + \psi_{0}' \Omega \psi_{0} - \psi_{0}' \Omega' A^{-1}(\rho) \Omega \psi_{0} \right. \right. \\
&\left. \left. + 2\gamma' Z'(\rho)S(\rho) A^{-1}(\rho) \Omega \psi_{0} + (1 - \rho)^{2}\phi_{0}' V(\rho)\phi_{0} - 2(y - \rho y_{-1})' S(\rho) A^{-1}(\rho) \Omega \psi_{0} \right) \right] \, d\gamma \, d\tau \, d\rho \\
\end{align*}
\]

Let us consider
\[
C = (Z'(\rho)B(\rho)(y - \rho y_{-1}) + (1 + \rho)\phi_{0} - Z(\rho)S(\rho) A^{-1}(\rho) \Omega \psi_{0}) \text{ and} \\
\hat{\gamma} = (D(\rho))^{-1} C
\]

Then,
\[
p(y | H_{1}) = \int_{a}^{1} \int_{0}^{\infty} \int_{R^{2}} \frac{\tau^{\frac{3}{2}} |\Omega|^{\frac{1}{2}} |V(\rho)|^{\frac{1}{2}}}{(2\pi)^{\frac{5}{2}+1}(1-a)|A(\rho)|^{\frac{1}{2}}} \exp \left[-\frac{\tau}{2} \left\{ (\gamma - \hat{\gamma})' D(\rho) (\gamma - \hat{\gamma}) + (y - \rho y_{-1})' B(\rho) \right. \right. \\
&\left. \left. (y - \rho y_{-1}) + \psi_{0}' \Omega \psi_{0} - \psi_{0}' \Omega' A^{-1}(\rho) \Omega \psi_{0} + (1 - \rho)^{2}\phi_{0}' V(\rho)\phi_{0} \right. \right. \\
&\left. \left. - 2(y - \rho y_{-1})' S(\rho) A^{-1}(\rho) \Omega \psi_{0} \right) \right] \, d\gamma \, d\tau \, d\rho \\
&= \int_{a}^{1} \int_{0}^{\infty} \int_{R^{2}} \frac{\tau^{\frac{3}{2}} |\Omega|^{\frac{1}{2}} |V(\rho)|^{\frac{1}{2}}}{(2\pi)^{\frac{5}{2}+1}(1-a)|A(\rho)|^{\frac{1}{2}}} \exp \left[-\frac{\tau}{2} \left\{ (y - \rho y_{-1})' B(\rho) (y - \rho y_{-1}) + \psi_{0}' \Omega \psi_{0} \right. \right. \\
&\left. \left. - \psi_{0}' \Omega' A^{-1}(\rho) \Omega \psi_{0} + (1 - \rho)^{2}\phi_{0}' V(\rho)\phi_{0} - C' (D(\rho))^{-1} C \right. \right. \\
&\left. \left. - 2(y - \rho y_{-1})' S(\rho) A^{-1}(\rho) \Omega \psi_{0} \right) \right] \, d\tau \, d\rho \\
&= \int_{a}^{1} \int_{0}^{\infty} \int_{R^{2}} \frac{\tau^{\frac{3}{2}} |\Omega|^{\frac{1}{2}} |V(\rho)|^{\frac{1}{2}}}{(2\pi)^{\frac{5}{2}+1}(1-a)|A(\rho)|^{\frac{1}{2}}} \exp \left[-\frac{\tau}{2} (\xi(\rho)) \right] \, d\tau \, d\rho \\
\]

\[
p(y | H_{1}) = \frac{|\Omega|^{\frac{1}{2}} \phi^{\frac{1}{2}} \Gamma \left( \frac{\tau}{2} \right)}{\pi^{\frac{1}{2}} (1-a)} \int_{a}^{1} \frac{(1 + \rho)^{\frac{1}{2}}}{(1 - \rho)^{\frac{1}{2}} |A(\rho)|^{\frac{1}{2}} |D(\rho)|^{\frac{1}{2}} \xi(\rho)^{\frac{1}{2}}} \, d\rho \\
\]
Figure 3. Boxplot and histogram of POR values at T=80 and $\rho=0.85$ for various values of $\beta$.
Figure 4. Boxplot and histogram of POR values at $T=80$ and $\rho=0.90$ for various values of $\beta$
Figure 5. Boxplot and histogram of POR values at T=80 and ρ=0.95 for various values of β.
Figure 6. Boxplot and histogram of POR values at T=80 and $\rho=0.99$ for various values of $\beta$
Figure 7. Boxplot and histogram of POR values at $T=80$ and $\rho=1$ for various values of $\beta$. 
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Figure 8. Boxplot and histogram of POR values at T=120 and \( \rho = 0.85 \) for various values of \( \beta \)
Figure 9. Boxplot and histogram of POR values at $T=120$ and $\rho=0.95$ for various values of $\beta$
Figure 10. Boxplot and histogram of POR values at $T=120$ and $\rho=0.99$ for various values of $\beta$. 
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Figure 11. Boxplot and histogram of POR values at $T=120$ and $\rho=1$ for various values of $\beta$
Figure 12. Boxplot and histogram of POR values at $T=160$ and $\rho=0.85$ for various values of $\beta$
Figure 13. Boxplot and histogram of POR values at $T=160$ and $\rho=0.90$ for various values of $\beta$. 
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Figure 14. Boxplot and histogram of POR values at $T=160$ and $\phi=0.95$ for various values of $\beta$
Figure 15. Boxplot and histogram of POR values at $T=160$ and $\rho=1$ for various values of $\beta$
Figure 16. Boxplot and histogram of POR values at $T=200$ and $\rho=0.85$ for various values of $\beta$
Figure 17. Boxplot and histogram of POR values at T=200 and \( \rho = 0.90 \) for various values of \( \beta \)
Figure 18. Boxplot and histogram of POR values at T=200 and $\rho=0.95$ for various values of $\beta$
Figure 19. Boxplot and histogram of POR values at $T=200$ and $\rho=0.99$ for various values of $\beta$
Figure 20. Boxplot and histogram of POR values at $T=200$ and $\rho=1$ for various values of $\beta$. 
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