A Robust Maximum Power Point Tracking Control Method for a PEM Fuel Cell Power System
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Abstract: Taking into account the limited capability of proton exchange membrane fuel cells (PEMFCs) to produce energy, it is mandatory to provide solutions, in which an efficient power produced by PEMFCs can be attained. The maximum power point tracker (MPPT) plays a considerable role in the performance improvement of the PEMFCs. Conventional MPPT algorithms showed good performances due to their simplicity and easy implementation. However, oscillations around the maximum power point and inefficiency in the case of rapid change in operating conditions are their main drawbacks. To this end, a new MPPT scheme based on a current reference estimator is presented. The main goal of this work is to keep the PEMFCs functioning at an efficient power point. This goal is achieved using the backstepping technique, which drives the DC–DC boost converter inserted between the PEMFC and the load. The stability of the proposed algorithm is demonstrated by means of Lyapunov analysis. To verify the ability of the proposed method, an extensive simulation test is executed in a Matlab–Simulink™ environment. Compared with the well-known proportional–integral (PI) controller, results indicate that the proposed backstepping technique offers rapid and adequate converging to the operating power point.
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1. Introduction

The entire world lives in a great crisis of energy and environment. This fact behooves many researchers to look for efficient and clean energy sources. Producing clean energy can reduce the pollution caused by carbon dioxide emissions (CO₂). Therefore, several countries are installing solar and wind power plants to decrease these CO₂ emissions [1,2]. One drawback of these energies is their dependency on weather conditions. Solar energy depends on the sun, and the wind tends to blow intermittently. Furthermore, storing surplus energy produced during times of abundance is a hard task. Fuel cells are thus one of the most important alternative sources of clean renewable energy. Moreover, due to their effectiveness and reliability, fuel cells have become one of the most promising power generators. They can provide a continuous power supply throughout all seasons as long as fuel is provided. The most preferable fuel is hydrogen. Hydrogen is a clean renewable energy source. A PEM fuel cell (PEMFC) is a fuel cell that combines hydrogen and oxygen to produce energy. It is characterized by several advantages including a quiet operation, robustness and high efficiency, and produced energy with zero levels of pollutant gases, which is why it is touted as environmentally friendly [3,4]. In many applications, fuel cell generators are used in conjunction with power converters.
that provide an efficient power conversion from the cell stack to the load and that offer a regulated output voltage [5]. Since the PEMFC generates a low output voltage, a high step-up power converter is used to boost and regulate the fuel cell voltage in order to make the PEMFCs operate at the optimal power point as well as providing an applicable direct current (DC) power source. On the other hand, the PEMFC output characteristics are influenced by changes in several parameters, such as the cell temperature, the oxygen and hydrogen partial pressure, and the load demands [6]. Therefore, an MPPT algorithm must be established for optimal and proper operation.

In the literature, a great number of classical MPPT methods have been reported [7–34]. However, the most commonly used are fractional short or open-circuit (FSC, FOC) [7,8], perturb and observe (P&O) [9–11], voltage- and current-based MPPT [12], incremental conductance (Inc-Cond) [13–15], extremum seeking control (ESC) [16–19], sliding mode control (SMC) [20–23], current sweep (CS) [24], and fuzzy logic control (FLC) [25–30]. Smart and advanced computing techniques such as eagle strategy control (ESC), particle swarm optimization (PSO), neural network control (NNC), and genetic algorithms (GAs) have also been commonly used in the last few years [35–42]. Each method of these existing algorithms is characterized by its complexity in hardware implementation, convergence speed, the sensors required, the sensed parameters, and the cost. Despite the simplicity of the fractional open-circuit voltage and current, shown in [7,8], a low efficiency and accuracy remain their main drawbacks. The P&O and Inc-Cond techniques are widely used as conventional algorithms with certain features and drawbacks. The P&O algorithm has the drawback of oscillations around the operating power point, which yields a loss of a considerable amount of power [10]. Moreover, the response of the P&O technique is slow-moving under rapid changes in operating conditions. Many other algorithms such as the variable step-size incremental resistance algorithm (VSIR) and the gradient descent algorithm (GRD) may overcome the drawbacks of these well-known P&O and Inc-Cond methods [13,14,43]. Several advantages of ripple correlation control (RCC) over P&O are discussed in [44–46]. According to [47], despite its hardware implementation complexity, the sliding mode control technique shows high accuracy compared with conventional methods. However, in the presence of large load disturbance and uncertainties, its switching gain becomes higher, which leads to the production of a large amplitude of chattering. The computing techniques yield a high tracking efficiency, but the whole system cost becomes too expensive.

The backstepping technique has recently attracted considerable attention. It is a recursive design methodology developed in 1990 by P. V. Kokotovic and his coauthors for designing stabilizing controls. It has become an important robust algorithm due to its ability to control chaos and its flexibility in the construction of control law. It is commonly used for numerous applications, especially nonlinear uncertain systems (e.g., PEMFC power systems) [48–59]. In [48], it is used for a smart grid-connected distributed photovoltaic system. It is designed to track the PV array maximum power point in order to power up the telecom towers. Similarly, it is also proposed in [49,50] to track the MPP reference voltage, which is generated using the incremental conductance algorithm. In [51], it is used to adapt the turbine speed at its maximum generator speed value. However, pitch control and proportional–integral (PI) regulators are used to determine the optimal speed at which the turbine generates its maximum power. In [55], it is proposed for a PV water desalination system. It dissipates the maximum produced power in a resistive load to generate heat, which is then used for the desalination process. In [59], it is proposed to reduce the steady state error, which degrades the efficiency of the MPPT controller. The authors used a regression plane to determine the reference voltage, which corresponds to the peak power. The current paper proposes a new MPPT method based on a backstepping algorithm to keep the system functioning at its optimal power point. The main feature of this method is its simplicity, robustness, and high tracking performance, confirmed by the obtained results. The global system including the fuel cell, the DC–DC converter, and the controllers are presented, modeled, identified, and then tested under a Matlab–Simulink™ environment. The obtained simulation results are analyzed and discussed. Finally, some conclusions are made and future works are suggested.
2. PEM Fuel Cell

As shown in Figure 1, a PEMFC is composed of a catalyst layer (CL), a gas diffusion layer (GDL), and an electrolyte membrane. Each of these components is fabricated individually and then pressed to each other at high pressures and temperatures. The CL and GDL are placed on both anode and cathode sides. The electrolyte membrane permits only the appropriate ions (protons) to migrate toward the cathode. The PEMFC is supplied by pressurized hydrogen (H\textsubscript{2}) and oxygen (O\textsubscript{2}) as a fuel and generates electricity, water, and heat. The hydrogen atoms (H\textsubscript{2}) enter the PEMFC at the anode side, where the CL divides them into protons (H\textsuperscript{+}) and electrons (e\textsuperscript{−}). The protons flow to the cathode via the electrolyte membrane, while the electrons flow through the external circuit to provide electric energy along the way. The oxygen atoms (O\textsubscript{2}) enter the PEMFC at the cathode side and react with electrons returning from the external circuit and with protons that have traveled through the membrane to produce water and heat [60].

![Figure 1. Fuel cell operation diagram.](image)

The electrochemical reactions occurring on the electrodes can be described in Equations (1)–(3). The first and the second equations show the anode and the cathode side reactions, respectively, and the third equation shows the overall electrochemical reaction [61].

\begin{align*}
H_2 & \implies 2H^+ + 2e^- \quad (1) \\
2H^+ + \frac{1}{2}O_2 + 2e^- & \implies H_2O \quad (2) \\
H_2 + \frac{1}{2}O_2 & \implies H_2O + \text{Energy.} \quad (3)
\end{align*}

The energy of Equation (3) is called the enthalpy of formation \(\Delta H\). It can be divided into two kinds of energies: the first one is the thermal energy represented by the specific entropy \(\Delta S\) multiplied by the temperature \(T\), and the second is the useful work \(\Delta G\). \(\Delta G\) is also called the negative thermodynamic potential (or Gibbs free energy). Therefore, the total energy as given in [62] is

\[ \Delta H = \Delta G + T \times \Delta S. \quad (4) \]

\(\Delta G\) can be extracted as an electric work, defined by the charge \(Q\) across the potential \(E\). \(Q\) is the number of electrons (released from the anode), multiplied by the Faraday constant \(F\). Therefore, the useful work can be calculated by Equation (5):

\[ \Delta G = -Q \times E = -2 \times F \times E. \quad (5) \]
Using Equations (4) and (5), the PEMFC potential can be calculated by Equation (6), where $\Delta G$, $\Delta H$, and $\Delta S$ are negative due to the exothermic reaction (yields energy).

$$E = -\frac{\Delta G}{2F} = -\frac{\Delta H - T \times \Delta S}{2F}.$$  

(6)

The values of the useful work $\Delta G$, which is given in Equation (5), also depend on the reactants. Therefore, it can also be calculated using Equation (7):

$$\Delta G = \Delta G^0 - RT[ln(P_{H_2}) + \frac{1}{2}ln(P_{O_2})]$$  

(7)

where $R$ is a universal constant, $P_{H_2}$ and $P_{O_2}$ are, respectively, the partial pressure of hydrogen and oxygen, and $\Delta G^0$ is $\Delta G$ at the standard condition. Therefore, by placing Equation (7) into Equation (6), the PEMFC potential can be given as

$$E = -\frac{\Delta G}{2F} = -\frac{\Delta G^0}{2F} + \frac{RT}{2F}[ln(P_{H_2}) + \frac{1}{2}ln(P_{O_2})]$$  

(8)

at the standard condition ($T_{std} = 25 ^\circ C, 1 atm$). The term $\frac{\Delta G^0}{2F}$ is equal to $E_0 = 1.229$ V. It varies with the temperature according to the following expression:

$$-\frac{\Delta G}{2F} = 1.229 + (T - 298)(\frac{\Delta G^0}{2F}).$$  

(9)

Using the standard thermo-dynamical relations as developed in [63], Equation (8) becomes

$$E = 1.229 - 0.85 \times 10^{-3}(T - 298) + 4.3 \times 10^{-5} \times T[ln(P_{H_2}) + \frac{1}{2}ln(P_{O_2})].$$  

(10)

However, in practice as shown in Figure 2, the potential of the PEMFC is significantly less than the values of the theoretical potential, which is given in the above equation, due to the existence of losses, including polarization and interconnection losses. According to [63], the main voltage losses in a PEMFC are the electric losses, which can be classified into three main polarization losses: the activation polarization losses $V_{act}$, the ohmic polarization losses $V_{ohm}$, and the concentration polarization losses $V_{con}$. Therefore, the voltage of an individual cell can be calculated as [64]

$$V_{fc} = E - V_{act} - V_{ohm} - V_{con}.  

(11)

$V_{act}$, $V_{ohm}$, and $V_{con}$ were developed in [64], and their equations are given, respectively, as

$$V_{act} = k_1 + k_2 \times T + k_3 \times T \times ln(C_{O_2}) + k_4 \times T \times ln(I)$$  

(12)

$$V_{ohm} = I \times (R_{eq} + R_p)$$  

(13)

$$V_{con} = -\lambda \times ln(1 - \frac{I}{J_{max}}).$$  

(14)

The defined parameters used in the above equations are listed in Table 1.

The resulting polarization curve of a typical PEMFC showing the voltage and power characteristics are shown in Figure 3. These curves are obtained by using the PEMFC model developed in [64]. Thus, 10 unit cells are connected and stacked in series to attain the required power.
Figure 2. Ideal and actual V-I characteristics of the PEM fuel cell (PEMFC).

Table 1. Parameter explanations of the PEMFC model.

| Parameter                                      | Symbol | Value                                      |
|------------------------------------------------|--------|--------------------------------------------|
| Cell operating temperature                     | T      | [K]                                        |
| Cell standard temperature                       | T_{std}| [K]                                        |
| Cell operating current                          | I      | [A]                                        |
| Universal constant of the gases                 | R      | 83.143 [J·mol^{-1}·K^{-1}]                 |
| Constant of Faraday                             | F      | 96,485.309 [C·mol^{-1}]                    |
| Maximum current density                         | J_{max}| 0.062 A cm^{-1}                            |
| Current density                                 | J      | [A·cm^{-2}]                                |
| Change in the free Gibbs energy                 | ΔG    | [J·mol^{-1}]                               |
| Change of entropy                               | ΔS    | [J·mol^{-1}]                               |
| Enthalpy of formation                           | ΔH    | -285.84 kJ·mol^{-1}                        |
| Change in the Gibbs free energy at standard condition | ΔG^0  | [J·mol^{-1}]                               |
| Change of entropy at standard condition         | ΔS^0  | [J·mol^{-1}]                               |
| Electrochemical thermodynamics potential        | E      | [V]                                        |
| Standard potential of the fuel cell             | E_0   | 1.229 [V]                                  |
| Membrane active area                            | A      | [162 cm^2]                                 |
| Hydrogen and oxygen partial pressures           | P_{H_2}, P_{O_2} | [atm]                                    |
| Oxygen concentration                            | C_{O_2} | [mol·cm^{-3}]                     |
| Fuel cell voltage                               | V_{fc}             | [V]                                        |
| Activation losses                               | V_{act}           | [V]                                        |
| Ohmic losses                                    | V_{ohm}           | [V]                                        |
| Concentration losses                            | V_{conc}          | [V]                                        |
| Constant parameters                             | λ      | 0.1 [V]                                    |
| Electric charge                                 | Q      | [coulombs]                                 |
| Equivalent resistance of the electron flow      | R_{eq}  | Ω                                          |
| Proton resistance                               | R_p    | Ω                                          |
| Parametric coefficients                         | k_1, k_2, k_3, k_4 | \begin{align*}
  k_1 &= 0.9514 [V], \quad k_2 = -0.00312 [V·K^{-1}] \\
  k_3 &= -7.4 \times 10^{-5} [V·K^{-1}], \quad k_4 = 1.87 \times 10^{-4} [V·K^{-1}] \end{align*} |
3. DC–DC Boost Converter

DC–DC boost converter is a high step up power converter, which is used to boost and regulate an input DC voltage. In this work, the main objective of using the boost converter is to provide an efficient power conversion from the cell stack to the load and offer a regulated output voltage. As shown in Figure 4, an ideal boost converter consists of linear (filtering capacitor $C$, load resistor $R$, and inductor $L$) and nonlinear (diode $D$, switching transistor $S$) elements.

According to [65,66], the relationship between input and output voltage in a boost converter is presented by Equation (15), where $V_{in}$ is the input voltage source, $V_{out}$ is the output voltage, and $d$ is the control signal which represents the switch position:

$$V_{out} = \left(\frac{1}{1 - d}\right) \times V_{in}. \quad (15)$$

Under continuous conduction mode (CCM), the operation of a DC–DC boost converter becomes fairly simple. Thus, using the inductor $L$ and the two switches $D$ and $S$, the circuit alternates between two states (ON and OFF) for each complete switching cycle $T_s$. Each state of ON and OFF has a varying duration. The ON time $T_{on}$ can be calculated by multiplying the switching cycle $T_s$ with the duty cycle $d$. The OFF time $T_{off}$ can be found by subtracting the ON time $T_{on}$ from the complete switching cycle $T_s$. The waveforms of inductor current $i_L$, inductor voltage $V_L$, switching current $i_s$, switching voltage $V_s$, and diode current $i_d$ are shown in Figure 5.

- The ON state: When the switch $S$ turns ON, the inductor $L$ connects to the DC source voltage. Therefore, the current $i_L$ moves across the inductor $L$ and the transistor switch $S$, which results in an increase in the magnitude of $i_L$ and $i_s$, while $V_L$ is approximately equal to the input voltage $V_{in}$. On the other hand, during this state, the capacitor $C$ discharges through the load.
The obtained differential equations of the inductor current $i_L$ and the output voltage $V_{out}$ are expressed as follows:

$$\begin{align}
\frac{di_L}{dt} &= \frac{1}{L} (V_{in}) \\
\frac{dV_{out}}{dt} &= \frac{1}{C} (-i_{out})
\end{align} \tag{16}$$

- The OFF state: When the switch $S$ turns OFF, the inductor $L$ connects to the capacitor $C$ and the load $R$. Therefore, the current $i_L$ moves across the inductor $L$, the diode $D$, the capacitor $C$, and the load $R$, which results in a decrease in the magnitude of $i_L$ and $i_d$ (discharging of the inductor $L$ into the load $R$ and the capacitor $C$). During this state, $V_L$ is approximately equal to $V_{in} - V_{out}$.

The obtained differential equations of the inductor current $i_L$ and the output voltage $V_{out}$ are expressed as follows:

$$\begin{align}
\frac{di_L}{dt} &= \frac{1}{L} (V_{in} - V_{out}) \\
\frac{dV_{out}}{dt} &= \frac{1}{C} (i_L - i_{out})
\end{align} \tag{17}$$

Figure 5. Waveforms of different currents and voltages under continuous conduction mode (CCM) operation.

The global state-space representation of the high step-up DC–DC boost converter can be expressed in Equation (18), where $x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}$, $x_1$ represents the inductor current, and $x_2$ represents the output voltage.

$$\begin{align}
\dot{x} &= \begin{bmatrix} 0 & \frac{1}{L} \\ \frac{1-d}{C} & -\frac{1}{RC} \end{bmatrix} x + \begin{bmatrix} \frac{1}{L} \\ 0 \end{bmatrix} u \\
y &= \begin{bmatrix} 0 & 1 \end{bmatrix} x
\end{align} \tag{18}$$
4. MPPT Control Design

The MPPT is an algorithm used to obtain the maximum produced power from a source of energy (PV, PEMFC). In this work, in order to keep the system running at an efficient power point, the MPPT based on the backstepping algorithm is used to drive the boost converter, which is placed between the stack cell and the load (Figure 6). The central problem addressed by the MPPT is that the PEMFC efficiency depends on the amount of supplied hydrogen, the cell temperature, and the load variations. In order to keep this efficiency at the highest value, the system must be optimized to obtain the current closest to the current at which the PEMFC characteristic gives the maximum available power. Hence, the aim of the MPPT is to find the MPP and force the PEMFC to operate at this point. Thus, it helps to overcome the difficulties of choosing the most efficient current under the influence of the inputs and the load variations. Therefore, the MPPT can be considered as the fundamental phase for obtaining good performance in a PEMFC. The MPPT control algorithm is usually based on changing the converter duty cycle \( d \) to compel the PEMFCs to function at its MPP.

![Figure 6. Overview of the designed maximum power point tracking control.](image)

In this section, the proposed MPPT method is designed based on two steps. The first is the determination of the current reference estimator \( I_{mpp} \), which corresponds to the current of the MPP. For the controller, \( I_{mpp} \) represents the reference current \( I_{ref} \), which the operating current must achieve. The second step is the development of the backstepping technique, which commands the duty cycle of the boost converter through the pulse width modulation (PDM).

4.1. Current Reference Estimator \( I_{mpp} \)

The aim of this step is the determination of the reference current \( I_{mpp} \) for different operating conditions. According to Figure 7, it is clearly shown that the performance of the PEMFC is largely influenced by the variation made on hydrogen, oxygen, and temperature. Thus, the hydrogen operating pressure \( P_{H_2} \) varied from 0.01 to 0.6 bar, and oxygen operating pressure \( P_{O_2} \) varied from 0.00022 to 0.0022 bar, while the operating temperature \( T \) varied from 25 to 50 °C. When \( P_{H_2} \) and \( P_{O_2} \) are equal to 0.01 and 0.00022 bar, respectively, the power generated by the PEMFC is at the lowest value compared to the pressure of other gasses. On the other hand, once \( P_{H_2} \) and \( P_{O_2} \) increase to 0.6 and 0.0022 bar, respectively, the power produced by the PEMFC is at the highest value. Consequently, the efficiency of the PEMFC is improved by rising the partial pressures. Besides, the efficiency of the PEMFC may also be improved by raising its temperature. However, compared to the influence of the partial pressure, the PEMFC is not largely influenced by its temperature variations.
Figure 7. The effect of the operation pressure and temperature on the PI polarization curves.

Figure 7 also shows that, for each operating temperature and pressure, the maximum power can be obtained using the MPP curve. The latter is constructed using the function given in Equation (19). The synoptic diagram of this function is shown in Figure 8. It calculates the corresponding \( I_{\text{mpp}} \) for each MPP value. Therefore, the blue curve that has been constructed using the fitting function \( I_{\text{mpp}} = f(P) \) is considered as the MPP reference current estimator.

\[
f(P) = a_1 \times P^4 + a_2 \times P^3 + a_3 \times P^2 + a_4 \times P + a_5
\]

where \( a_1 = -5041e^{-10}, a_2 = 1191e^{-07}, a_3 = -103e^{-04}, a_4 = 3943e^{-04}, \) and \( a_5 = 8. \)

Figure 8. Synoptic diagram of the maximum power point tracking function.

Figure 9 clarifies that, for any operating power point, after several projections, the PEMFCs will be managed to operate at the desired point \( I_{\text{mpp}} \) and then extract the maximum power from the PEMFC. For instance, suppose that the system works at \( P_0 \). The projection of this power point onto the blue
curve will change the operating current from $I_0$ to $I_1$. As a consequence, the system will be working at $P_1$. By applying the same process on the operating power point $P_1$, the system will be brought to operate at $P_2$, which is closer to the MPP. After several projections, the operating power point will change repeatedly until it reaches the MPP where the reference current equals to $I_{mpp}$. The main feature of this method is that we can keep the fuel cell working at its MPP with great performance.

![Figure 9. PEMFC PI characteristics and tracking trajectory.](image)

### 4.2. Current Regulation

In order to track the estimated current $I_{mpp}$, the PI controller and backstepping algorithm are designed to force the stack power $P_{stack}$ to track the optimal point $P_{mpp}$. By acting on the duty cycle of the boost converter, the operating current $x_1$ will be forced to track, as much as possible, the current $I_{mpp}$.

#### 4.2.1. PI Controller

The PI controller is a control loop feedback system that attempts as much as possible to continuously calculate the difference between the desired and actual (measured) outputs. The control function of the PI controller is given in Equation (20), while its synoptic diagram is shown in Figure 10, where $e(t)$ is the error, and $K_p$ and $K_i$ are respectively the proportional and integral coefficient terms.

$$s = K_p e(t) + K_i \int e(t) dt.$$  

![Figure 10. Synoptic diagram of the PI controller.](image)

Although the PI controller is commonly used in a wide range of applications, several drawbacks such as the difficulties of finding out the constants $K_p$ and $K_i$ are causing a big issue [67–70]. Moreover,
its sensibility dealing with the load variations has caused researchers to look for another controllers that can provide robustness against load variations. In this paper, the method used for determining the values of $K_p$ and $K_i$ is known as the “Ziegler–Nichols tuning method,” discovered and developed by J. G. Ziegler and N. B. Nichols. It is an online method that is usually used when there is a lack of knowledge of the model parameters [71]. In order to apply this method, three main steps should be accomplished.

1. The first step is to switch off the integral and derivative gains ($K_i = 0$ and $K_d = 0$).
2. The second step is to increase the $k_p$ gain from a low/zero value until the first sustained oscillation occurs (Figure 11). The reached gain at the sustained oscillation is noted as a critical value $k_{cr}$, while the period of these oscillations is measured as $P_{cr}$.

![Figure 11. Sustained oscillation with a period $P_{cr}$.](image)

3. Finally, taking into account the type of the used controller, $K_p$ and $K_i$ can be calculated using the formula given in Table 2.

| Type of Controller | $K_p$   | $T_i = K_p/K_i$ | $T_d = K_d/K_p$ |
|--------------------|---------|-----------------|-----------------|
| P                  | $k_{cr}/2$ | $\infty$       | 0               |
| PI                 | $k_{cr}/2.2$ | $P_{cr}/1.2$   | 0               |
| PID                | $k_{cr}/1.7$ | $P_{cr}/2$     | $P_{cr}/8$     |

4.2.2. Backstepping Algorithm

Backstepping is a nonlinear control solution that acts in accordance with the nonlinearity of the boost converter. It is well known by its robustness against modeling inaccuracies and system parameter fluctuations. After the estimation of $I_{mpp}$, the backstepping algorithm is applied to reduce as much as possible the actual current error between the desired setpoint current $I_{mpp}$ and the PEMFC measured current variable $x_1$. Thus, the backstepping algorithm is designed to enforce $x_1$ to track, as accurately as possible, $I_{mpp}$. The backstepping approach [52–54,56–58] is designed as follows:

- **Step 1.** First, we define the tracking current error as
  \[ e_1 = x_1 - I_{mpp} \tag{21} \]

In order to achieve the tracking objective, it is needed to enforce $e_1$ to vanish. Therefore, the dynamics of $e_1$ must be clearly defined. By placing Equation (18) into Equation (21), the time derivative of $e_1$ can be written as

\[ e_1' = - (1 - u_1) \frac{x_2}{L} + \frac{V_{Stack}}{L} - I_{ref} \tag{22} \]
where the quantity $\frac{x_2}{L}$ is a virtual variable. In order to stabilize the virtual error $e_1$, a Lyapunov function $V_1$ is considered:

$$V_1 = \frac{1}{2} e_1^2. \tag{23}$$

Using the equations mentioned above, the time derivative of $V_1$ can be represented as

$$\dot{V}_1 = e_1 \dot{e}_1 = e_1 \left( -(1 - u_1) \frac{x_2}{L} + \frac{V_{Stack}}{L} - \dot{I}_{ref} \right). \tag{24}$$

Equation (24) shows that $e_1$ can be adjusted to zero ($e_1 = 0$) if $\frac{x_2}{L} = \gamma_1$, where the stabilizing function $\gamma_1$ is defined by Equation (25):

$$\gamma_1 = \frac{1}{1 - u_1} \left( b_1 e_1 + \frac{V_{Stack}}{L} - \dot{I}_{ref} \right) \tag{25}$$

where $b_1$ is a positive constant parameter. Since $\frac{x_2}{L}$ is a virtual variable and not the actual input of the controller, then a second tracking error variable $e_2$ is given by Equation (26):

$$e_2 = \frac{x_2}{L} - \gamma_1. \tag{26}$$

Using Equations (25) and (26), Equation (22) can be written as

$$\dot{e}_1 = -b_1 e_1 - (1 - u_1) e_2. \tag{27}$$

Therefore, the Lyapunov function given in Equation (24) can also be rewritten as

$$\dot{V}_1 = -b_1 e_2 e_1 - (1 - u_1) e_1 e_2. \tag{28}$$

**Step 2.** The aim of this step is to enforce the errors ($e_1, e_2$) to vanish. For this reason, first of all, the dynamics of $e_2$ must be determined. Using Equations (18), (25) and (27), the time-derivative of $e_2$ can be obtained as

$$\dot{e}_2 = -\frac{u_1}{1 - u_1} \gamma_1 + \Psi \tag{29}$$

where

$$\Psi = \frac{1}{1 - u_1} \left( b_1^2 e_1 + (1 - u_1) b_1 e_2 - \frac{V_{Stack}}{L} + \dot{I}_{ref} \right) + \frac{1}{L} \left( \frac{1 - u_1}{C} x_1 - \frac{x_2}{RC} \right). \tag{30}$$

In order to obtain a stabilizing control law $u_1$ for the whole system, the following Lyapunov function candidate is proposed:

$$V = V_1 + \frac{1}{2} e_2^2 = \frac{1}{2} e_1^2 + \frac{1}{2} e_2^2. \tag{31}$$

The time derivative of the above Lyapunov function is obtained by combining Equations (28) and (29):

$$\dot{V} = \dot{V}_1 + e_2 \dot{e}_2 \tag{32}$$

$$= -b_1 e_2^2 + e_2 (\dot{e}_2 - (1 - u_1) e_1). \tag{33}$$

It can be easily determined that the global asymptotic stability of the equilibrium $(e_1, e_2) = (0, 0)$ is achieved only if the time derivative of the error variable $e_2$ is chosen as

$$\dot{e}_2 = -b_2 e_2 + (1 - u_1) e_1 \tag{34}$$
where $b_2$ is a positive design parameter. Finally, by combining Equations (29) and (34), the following control law can be obtained:

$$
\dot{u}_1 = \frac{1 - u_1}{\gamma_1} \left( b_2 e_2 - (1 - u_1) e_1 + \Psi \right).
$$

(35)

Using the above equations, the implementation of the backstepping algorithm in the Matlab–Simulink™ environment is presented by Figure 12.

Figure 12. Synoptic diagram of the backstepping algorithm.

5. Simulation Results

In this section, the PEMFCs including the fuel cell, the boost, and the designed MPPT based on the PI and backstepping algorithm are implemented in a Matlab–Simulink™ environment. Comparison results between the two controllers are also analyzed and discussed in this section. The parameters values of the boost converter components and the controllers are listed in Table 3.

Table 3. Boost converter components and controller parameters.

| Parameter | Ideal DC–DC Boost Converter | PI Controller | Backstepping |
|-----------|-----------------------------|---------------|--------------|
| Ideal DC–DC Boost Converter | Ideal DC–DC Boost Converter | Ideal DC–DC Boost Converter | Ideal DC–DC Boost Converter |
| Parameter | Ideal DC–DC Boost Converter | Ideal DC–DC Boost Converter | Ideal DC–DC Boost Converter | Ideal DC–DC Boost Converter |
| Value | Ideal DC–DC Boost Converter | Ideal DC–DC Boost Converter | Ideal DC–DC Boost Converter | Ideal DC–DC Boost Converter |
| $R$ | 20Ω | 20Ω | 20Ω | 20Ω |
| $L$ | $69 \times 10^{-3}$ H | $69 \times 10^{-3}$ H | $69 \times 10^{-3}$ H | $69 \times 10^{-3}$ H |
| $C$ | $C = 1500 \times 10^{-6}$ F | $C = 1500 \times 10^{-6}$ F | $C = 1500 \times 10^{-6}$ F | $C = 1500 \times 10^{-6}$ F |
| $K_p$ | 0.05 | 0.05 | 0.05 | 0.05 |
| $K_i$ | 10.7 | 10.7 | 10.7 | 10.7 |
| $b_1$ | 9 | 9 | 9 | 9 |
| $b_2$ | 220 | 220 | 220 | 220 |

In order to verify the performances of the proposed MPPT method, variations in temperature, hydrogen, and load resistance are applied at different times. Thus, as shown in Figure 13, load resistance variations are performed at $t = 2$ and $t = 4$ s, from 20 to 100 Ω, and from 100 to 10 Ω, respectively, temperature variations are performed at $t = 1.5$ and $t = 2.5$ s, from 25 to 35°C, and from 35 to 50°C, respectively, and hydrogen variations are performed at $t = 1$ and $t = 3$ s, from 0.01 to 0.1 bar, and from 0.1 to 0.6 bar, respectively.
Figures 14–16 show, respectively, the waveforms of the PEMFC current, voltage, and power. They illustrate the behaviour of the MPPT method based on PI and the backstepping algorithm to track the MPP under the variation of temperature, hydrogen, and load resistance. These figures confirm that the proposed MPPT shows satisfactory results for maintaining the PEMFC at high-performance operation. Hence, the proposed method manifest a gradual and smooth increase to the MPP value. It is clearly presented that, in the presence of hydrogen variations ($t = 1$ and $t = 3$ s), the MPP is obtained quickly with fantastic rigor and global stability of the closed-loop system. Thus, these figures show the validity of the proposed MPPT method to keep the PEMFC generating an efficient power response. In addition, good performance such as high tracking accuracy is achieved even for large system parameter variations. On the other hand, Figures 14–16 show that the proposed backstepping algorithm provides better results compared to the conventional PI controller for tracking the reference current ($I_{mp}$). Moreover, these figures show the excellent recovering features of the backstepping algorithm against load variation. The fuel cell current and voltage signals controlled by backstepping and the PI controller are respectively shown in Figures 14 and 15. According to these figures, it is clearly presented that the proposed backstepping algorithm offers gradual and smooth escalations to the reference current value. It offers a fast start-up with a response time equal to 320 ms, while the PI controller takes approximately 450 ms. Furthermore, these figures illustrate the PI and backstepping behavior when facing hydrogen variations at $t = 1$ and $t = 3$ s, and load resistance variations at $t = 2$ and $t = 4$ s. It is noticeable that the backstepping technique shows better tracking performance compared to the conventional PI controller. Thus, at $t = 1$ s, the PI shows an overshoot current of 80 mA and an undershoot voltage of 45 mV, while the backstepping shows an undershoot current of 45 mA and an overshoot voltage of 30 mV. At $t = 3$ s, the PI shows an overshoot current of 50 mA and an undershoot voltage of 30 mV, while the backstepping shows an undershoot current of 40 mA and an overshoot voltage of 25 mV. However, these overshoots and undershoots appear only for short durations (less than 50 ms), and they quickly converge to the steady-state value. The robustness of the backstepping technique over the PI controller is clearly apparent at $t = 2$ and $t = 4$ s. Thus, despite the variation of the load from 20 to 100 Ω and from 100 to 10 Ω, the backstepping shows high robustness against these variations. On the other hand, the weakness of the conventional PI controller against load variation is clearly shown. It takes 350 ms and 850 ms response times when $t = 2$ and $t = 4$ s, respectively. Therefore, it should be noted that the PI controller may even cause damage to the PEMFC.
Consequently, these figures demonstrate the robustness of the backstepping algorithm against load resistance variations.

![Figure 14. PEM fuel cell stack current.](image1)

![Figure 15. PEM fuel cell stack voltage.](image2)

The PEMFC stack power curves are shown in Figure 16. Compared to the nominal characteristics of the PEMFC, an improvement of 12% in the fuel cell power is obtained using the proposed MPPT control scheme. In addition, although the extracted energies using the two controllers gives almost identical results (with a slight advantage for the backstepping algorithm), it is clear that, when using the backstepping technique, the MPP is obtained with high-performance motion tracking. On the other hand, in addition to its complexity, it is clear that the drawback of the PI controller is its weakness when facing load resistance variation. Consequently, the validity of the backstepping algorithm and its robustness under load resistance variations is clear. Moreover, a magnificent performance, with a quick start-up and high tracking accuracy, is obtained, even for large system parameter variations.
6. Conclusions

In this paper, a detailed mathematical model of a PEM fuel cell and a DC–DC boost converter is described, discussed, and investigated. Moreover, a detailed study of the tracking method as well as the controllers is also presented. An entire system driven by PI and the backstepping algorithm was constructed and checked using Matlab–Simulink\textsuperscript{TM}. The performance of the fuel cell was analyzed using I-V and I-P characteristics at different hydrogen and oxygen pressures. Through an extensive simulation study, it is demonstrated that the proposed new MPPT method shows satisfactory tracking performance with respect to the maximum power point. Moreover, in comparison with PI results, it is clear that the proposed MPPT based on the backstepping technique shows superior behavior, with great robustness, a fast settling time, high control precision, and good adaptation toward external factor variations. This paper paves the way for an experimental study of the proposed feedback control scheme on a real fuel cell power system.
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