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ABSTRACT
In spite of considerable practical importance, current algorithmic fairness literature lacks in technical methods to account for underlying geographic dependency while evaluating or mitigating fairness issues for spatial data. We initiate the study of spatial fairness in this paper, taking the first step towards formalizing this line of quantitative methods. Fairness considerations for spatial data often get confounded by the underlying spatial autocorrelation. We propose hypothesis testing methodology to detect the presence and strength of this effect, then mitigate it using a spatial filtering-based approach—in order to enable application of existing bias detection metrics. We evaluate our proposed methodology through numerical experiments on real and synthetic datasets, demonstrating that in presence of several types of confounding effects due to the underlying spatial structure our testing methods perform well in maintaining low type-II errors and nominal type-I errors.
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1 INTRODUCTION
With increased mechanization in all corners of life, automated decision-making processes are starting to grapple with massive scale-ups of unfair and prejudicial systems either already present in the society and even some new ones. Fairness concerns have been addressed in machine learning (ML) based criminal justice systems, credit scoring, facial recognition among others. In comparison, fairness in spatial prioritization has been studied to a relatively lesser extent. This is owed—in no small measure—to a lack of proper definition of fairness, lack of proper choice of spatial unit, idiosyncrasies associated with spatial data e.g. spatial autocorrelation, not to mention the niche nature of the spatial prioritization problem itself. In this paper, we present the first attempt to formalize a quantitative approach towards problems on spatial fairness.

We focus on spatial fairness through the lens of pre-existing spatial distributions present in a geographic location through localization of different demographic groups in different areas. For historic and societal reasons, distribution of different demographic groups is usually spatially autocorrelated [29]. In this context, we consider deployment of a new service, for example bike share programs, cellular networks, location-based gaming. Such services, especially when deployed through for-profit corporations often are required to adhere to specific fairness guidelines while also attempting to maximize engagement with or subscription to their services. As such, we expect such deployments to track closely with the spatial autocorrelation through demographic features that often act as proxy for net assets and propensity buy/access such services. Deployment locations of such services may need to be constrained by minimum and maximum distances between adjacent pairs or groups of locations. Potential reasons for imposing such constraints may range from an overall goal for optimal coverage and accessibility (e.g. bikeshare stations), to limitations of the underlying technology (e.g. 5G cellular networks). Our goal is to consider detection of biases that may manifest in such deployments which is substantially more than what would be expected if spatial autocorrelation were the only factor.

Motivation. To illustrated the above notion, consider the following scenario. Suppose an organization wants to deploy new service locations (e.g. bikeshare stations) across a city. To do so, its team of analysts has put together a dataset, which consists of pre-designated geographic partitions of the city, whether each partition contains one or more existing service locations ($Y = 1$ or $Y = 0$), whether that partition is a low-income area or not ($A = 1$ or $A = 0$), and other input features (denoted by $X$)—such as historical demand volume and service quality. By analyzing this data, the team wants to come up with other geographic partitions more amenable to deployment of new service locations, while ensuring that the outcomes are not associated with the income indicator sensitive feature $A$.

In the presence of a spatial dependency pattern $S$ between partitions of a geographic area, the estimation of any association or cause-effect relationship between $Y$ and $A$ may be confounded by $S$. As demonstrated in the causal diagram in Fig. 1a, there are multiple subcases of the above scenario, which may result in overestimation of the degree of association between $Y$ and $A$ through any spurious correlation either or both of them might have with $S$.

As a motivating example, consider the 2018 5-year ACS Census data for Cook County, IL, USA. We quantify the spatial dependency pattern $S$ using a pairwise similarity matrix $W$, consisting of inverse distances between centroids of all pairs of census tracts. We take the percent of population in each census tract that is African American as samples of $A$, denoted by $a = (a_1, \ldots, a_n)^T$. Using Moran’s $I$ [22], a known measure of spatial autocorrelation, we can conclude that there is significant positive spatial autocorrelation between the entries of $a$, encoded specifically through the pairwise similarities in $W$.

To demonstrate the effect of spurious correlation in this setup, we generate autocorrelated samples of $Y$ $x = (I_n - \rho W)^{-1} \epsilon; \quad y = 1(x > 1), \epsilon \sim N(0, I_n)$, and over 1000 realizations of the above observe values of the Kolmogorov-Smirnov (KS) statistic that quantifies the dissimilarity of the conditional distributions $A|Y = 0$ and $A|Y = 1$. As seen in Fig. 1b, for $\rho = 0$ (uncorrelated), the conditional distributions are highly similar, as compared to $\rho = 0.95$ (strong positive spatial autocorrelation). When a hypothesis test (see Section 2.1) is performed at significance level 0.05, the false positive rate is 0.75 for $\rho = 0.95$,
Figure 1: Detrimental effects of spatial autocorrelation. In presence of spatial autocorrelation, associations between the outcome feature $Y$ and sensitive feature $A$ get confounded with potential associations with $S$ (panel a). This effect translates to inflated values of bias detection metrics in presence of high spatial autocorrelation (panel b).

Figure 2: Spatial distribution of bikeshare stations in Chicago (left) is largely complementary to that of the percentage of African Americans (right) at census tract level.

evaluating fairness [5, 9], they assume the data samples analyzed to be independent. As we have seen in the motivating example, the presence of an underlying dependency pattern can result in such tests conflating this dependence with the presence of actual demographic bias.

Our contributions. In this paper, we provide a methodological framework for the evaluation of fairness concerns in spatial data, specifically in the scenarios when confounding effects of spatial autocorrelation influence the outcomes of interest, or the sensitive attribute values, or both. Under this setup, we aim to evaluate a number of scenarios regarding the effect of an underlying spatial structure. These scenarios concern the detection of a common spatial effect, detection of whether these effects are equivalent in magnitude, and finally testing for association between the underlying feature $Y$ and sensitive feature $A$ while adjusting for this spatial effect. We formalize the above using a number of research questions (see Section 3), and propose hypothesis testing methods that provide answers to them. We evaluate these methods in a number of data settings, including the Chicago bikeshare data in Fig. 2.

2 PRELIMINARIES

We introduce a few concepts before diving deeper into our fairness evaluation methods. Consider $n$ location units given by $\{l_i\}_{i=1}^n$. For each location unit $i$, we have a set of features $X_i \in \mathbb{R}^p$ that carry information regarding the characteristics of the said location unit.
This gives rise to data matrix $X = (X_1, \ldots, X_n)^T \in \mathbb{R}^{n \times p_1}$. Additionally, we have a (binary or continuous) response variable $y \in \mathbb{R}^n$ that indicates whether a certain resource is allocated to the location $i$. In practice, this response may be the indicator of any presence of a resource in the said location. Define $A = (A_1, \ldots, A_n)^T \in \mathbb{R}^{n \times p_2}$ which contains the corresponding sensitive features. We define $D_i = (y_i, X_i, A_i)$ as the data unit of the $i$th observational unit. For each random vector, we use their lowercase counterpart to represent their realized value; e.g., for $X_i$, we use $x_i$ to represent its realization and so on. For simplicity, we state our methods assuming a single sensitive attribute $A$, i.e. $p_2 = 1$.

### 2.1 Hypothesis testing

Statistical hypothesis testing is a way to determine whether the results obtained from analyzing a dataset provide meaningful evidence towards a certain hypothesis on the underlying process generating that data. The null hypothesis ($H_0$) represents a default assumption on the data generating process, which is tested against the alternative hypothesis ($H_a$). For this comparison, a test statistic is calculated from the data, and if the statistic value falls outside an interval, the test rejects $H_0$ in favor of $H_a$. Hypothesis tests can be seen as a decision function $\phi(\cdot)$ that takes a dataset $D$ as input, and given a significance level $1 - \alpha$, $\alpha \in (0, 1)$, along with hypotheses $H_0, H_a$, returns the decision whether to reject $H_0$ in favor of $H_a$ or not. Two types of errors can happen in this decision problem: (1) Type-I error, or the error of rejecting $H_0$ based on the data when it is true in reality, and (2) Type-II error, or the error of failing to reject $H_0$ when it is actually false. A good test would ideally have both errors small. Generally, in hypothesis problems a hard constraint on the upper bound of the type-I error is imposed:

$$\Pr[\phi(D; \alpha) = \text{Reject } H_0 | H_0 \text{ is true}] \leq \alpha,$$

where the probability is calculated over the randomness of the data.

Given sample data, a test statistic $T$ is calculated to take the above decision $\phi$. A $p$-value refers to the probability that $T$ is at least as extreme (as high or low, depending on what $H_0$ is) as $t$—the value of $T$ for the sample data—given that $H_0$ is true. When $p$-value is $\leq \alpha$, we take the decision $\phi(D; \alpha) = \text{Reject } H_0$, else $\phi(D; \alpha) = \text{do not reject } H_0$. To calculate the $p$-value, we need access to the null distribution of $T$. Depending on the test, this is obtained either using known asymptotic results, or approximated using permutation or bootstrap.

### 2.2 Testing for spatial autocorrelation

Moran’s $I$ [22] is a well-known statistic test for global dependence in spatial datasets. Given realizations of a continuous random variable $Z$, say $z = (z_1, \ldots, z_n)^T$, and a weight matrix $W = ((w_{ij}))$, Moran’s $I$ is formally defined as

$$I = \frac{n}{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij}(y_i - \bar{y})(y_j - \bar{y})}{\sum_{i=1}^{n} (y_i - \bar{y})^2},$$

where $\bar{w} = \sum_{i,j} (w_{ij} + w_{ji})/2, \bar{y} = \sum_j y_j / n$. Under the null hypothesis that no spatial autocorrelation exists, a centered and scaled version of $I$ is asymptotically standard Gaussian [25, 28]. Recently, Lee and Ogbum [19] generalized the Moran’s $I$ for realizations of a categorical random variable $Z^*$ (denote by $z^*$), and proposed an analogous test statistic:

$$\Phi = \frac{n}{W}{\sum_{i=1}^{n} \sum_{j=1}^{n} 2w_{ij} \left[1(z_i^* = z_j^*) - 1\right]}.$$

When observations are binary, standardized versions of Moran’s $I$ and the $\Phi$ statistic above are equivalent, and asymptotically standard Gaussian [19]. Asymptotic Gaussian tail-bounds or permutation tests can be used to obtain $p$-values of either test statistic.

### 2.3 Eigenvector Spatial Filtering

Eigenvector Spatial Filtering (ESF) [10, 13, 15] is a popular method to remove underlying spatial dependencies from spatial observations. It fits a linear regression on that feature, using the top few eigenvectors of the weight matrix $W$ and a number of covariates as input features. The residuals from this regression can be used as dependency-free analogues of the original observations for further analysis.

Formally, this spatial autoregression model assumes:

$$y = (I_n - \rho W)^{-1}(Xb + e); \quad e \sim N(0, \sigma^2 I_n), \sigma > 0,$$

where $\rho \in [-1, 1]$ denotes the degree of spatial autocorrelation, and $b \sim \mathbb{R}^p$ quantifies the (linear) effect of the covariates $X$ on $Y$. Given that the spatial dependency in $Y$ is entirely due to the top $k$ few eigenvectors of $W$, Consider now the spectral decomposition $W = \mathcal{E} \mathcal{A}^T$, where $\mathcal{E} \in \mathbb{R}^{n \times n}$ is orthogonal and $\mathcal{A} \in \mathbb{R}^{n \times n}$ is diagonal. Using straightforward algebra [15], the above model simplifies to

$$y = \rho \mathcal{E} \mathcal{A}^T y + X^T \beta + e \quad \Rightarrow \quad \tilde{y} = y - \rho \mathcal{E} \mathcal{A}^T y + X^T \beta + \hat{\xi},$$

where $\mathcal{E} \mathcal{A}^T y$ estimates the effect of the top $k$ eigenvectors, and $\hat{\xi} \sim N(0, \sigma_1^2 I_n), \sigma_1 > 0$. The least square estimates of $\mathcal{E} \mathcal{A}^T y$, $\beta$ can be plugged in to obtain a ‘sanitized’, decorrelated version of $y$:

$\tilde{y} = y - \rho \mathcal{E} \mathcal{A}^T y + X^T \beta$.

In practice, the number of eigenvectors required to perform this filtering, $k$, is unknown, and model selection or sparse penalization methods [27] may be used to obtain an optimal subset of eigenvectors in Eq. (1).

### 2.4 Fairness metrics

A number of metrics have been proposed in the algorithmic fairness literature that detect demographic bias, for example disparate impact, demographic parity, and statistical parity [21]. Many of these have been proposed keeping classification problems in mind, and work for binary sensitive attribute $A$, and either discrete labels $Y$ or probabilistic outputs $\tilde{Y}$. For example, the disparate impact (DI) metric calculates the ratio of positive probabilities given different values of the sensitive attribute:

$$\text{DI}(Y, A) = \frac{\Pr(Y = 1 | A = 1)}{\Pr(Y = 1 | A = 0)}.$$

When one or more of $Y, A$ is continuous, standard statistical tests like the KS statistic, or $t$-tests can be used to distinguish between the distributions of the continuous attribute, conditioned on different values of the discrete attribute. Finally, when both $Y$ and $A$ are continuous, methods to correlate samples of continuous random variables are used to assess dependence or independence between $Y$ and $A$.
variables, such as the Pearson’s (linear) correlation coefficient and Spearman’s rank correlation can be used.

3 METHODOLOGY

Under the setup of Section 2, we aim to answer three questions: (Q1) Are both Y and A significantly associated with the common weight matrix W? (Q2) Given that they both exhibit significant association with W, are their strength of associations with W similar? (Q3) Can we adjust for spatial association to measure the true degree of association between Y and A? To answer the first two questions, we adapt a combination hypothesis testing procedure based on the Moran’s I statistic. For the third question, we use ESF to eliminate any spatial dependency in Y and/or A.

3.1 Testing for common autocorrelation

Assume that the standardized Moran’s I calculated using the size-n sample y (or A) and W follow the (non-asymptotic) location family distribution F(., μy) (or F(., μa)) with mean parameter μy (or μa). Then, to answer the question (Q1) above, we test the following:

\[ H_{0y}^1: μy = 0 \quad \text{vs.} \quad H_{1y}^1: μy ≠ 0 \]
\[ H_{0a}^1: μa = 0 \quad \text{vs.} \quad H_{1a}^1: μa ≠ 0. \]

Specifically, we are interested in knowing whether the scenario when both the alternate hypotheses hold, i.e. both y and A exhibit significant autocorrelation. Thus we test for the combined null \( H_0^1 = H_{0y}^1 \cup H_{0a}^1 \) against the combined alternative \( H_0^1 = H_{1y}^1 \cup H_{1a}^1 \).

Similarly, to answer question (Q2), we test \( H_0^2 = H_{0y}^2 \cup H_{0a}^2 \) against \( H_0^2 = H_{1y}^2 \cap H_{1a}^2 \), where

\[ H_{0y}^2: μy - μa ≥ δ \quad \text{vs.} \quad H_{1y}^2: μy - μa < δ \quad \text{and} \quad H_{0a}^2: μy - μa ≤ −δ \quad \text{vs.} \quad H_{1a}^2: μy - μa > −δ, \]

for some fixed δ > 0, and with the additional assumption that μy ≠ 0, μa ≠ 0. Guidance for useful values of δ may be determined by target thresholds of fairness metrics, such as the disparate impact thresholds of (0.8, 1.2) based on the EEOC four-fifths rule [11]. We take δ = 1 in our experiments to account for small differences that may occur under null between the two standardized Moran’s I statistics due to sampling noise.

The above setup is different from traditional multiple testing, where a common null is evaluated against multiple alternatives, and is known as the Intersection-Union (IU) principle [3, 4]. Working under the IU principle, we combine test statistics for each of the pairs of sub-hypotheses above using the concept of Pivotal Parametric Products:

Definition 3.1 ([26]). For the problem of testing for a (possibly vector-valued) parameter θ under a union null \( H_0 = \bigcup_{θ \in Θ} H_{0θ} \), a Pivotal Parametric Product (P3) is defined as any function \( η = g(θ) \) such that \( H_0 \) holds if η = 0.

Consequently, testing for \( H_0 : η = 0 \) can be done using an (unbiased or consistent) estimator of η. In our context, we define the P3 functions to test for \( H_{0y}^1 \) vs. \( H_{1y}^1 \) and \( H_{0a}^1 \) vs. \( H_{1a}^1 \) as:

\[ P_1 = \min(|μy|, |μa|); \quad P_2 = |(μy - μa)^2 - δ^2|. \]

Assuming that the individual Moran’s I test statistics are called \( I_y \) and \( I_a \), respectively for y and A, the corresponding test statistics will be:

\[ T_1 = \min(|I_y|, |I_a|); \quad T_2 = |(I_y - I_a)^2 - δ^2|. \]

Denoting the lower-p (p ∈ [0, 1]) tail of the probability distribution of a statistic T by \( T_p \), rejection regions at level α for the above tests are characterized by large values of \( T_1 \) and small values of \( T_2 \), specifically by the sets \( \{ T_1 ≥ T_{1-α} \} \) and \( \{ T_2 ≤ T_{2α} \} \), respectively.

Practically, the first test rejects the composite null at level α ∈ [0, 1] only if both individual Moran’s I statistics are above a certain \( α' \in [0, 1] \). One option of combining the two individual level-α’ tests to get a level-α composite test here is to just take \( α' = α [3] \). But this option tends to highly conservative in maintaining the nominal level of the overall test, meaning that under practical data generating situations, the empirical type-I error tends to be much lower than the upper bound of α [4].

We use permutation testing to navigate the above difficulties. We construct the null distributions for each test statistic by calculating them over randomly permuted samples, then compute the tail probabilities of the statistics above with respect to the respective distributions. The steps are as follows:

- Suppose \( Π \) is the set of all permutations of \{1, ..., n\}. For some permutation π ∈ \( Π \), we calculate the Moran’s I statistics from permuted samples, say \( I_{y,π}, I_{a,π} \), and using these the P3 test statistics \( T_{1,π}, T_{2,π} \).

- Given some large integer M, we obtain permuted samples of the test statistics under their respective null hypotheses by repeating the above for random permutations \( π_1, ..., π_M \):

\[ T_1^0 = \{ T_{1,π_1}, ..., T_{1,π_M} \}; \quad T_2^0 = \{ T_{2,π_1}, ..., T_{2,π_M} \}. \]

- The permutation p-values are empirical tail probabilities of \( T_1, T_2 \) corresponding to the respective (empirical) null distributions:

\[ p_1 = \frac{1}{M} \sum_{m=1}^{M} 1_{\{T_{1,π_m} ≥ T_1\}}; \quad p_2 = \frac{1}{M} \sum_{m=1}^{M} 1_{\{T_{2,π_m} ≥ T_2\}}. \]

Note that in order to generate the joint null distribution of \( (T_1, T_2) \), it is important to use the same set of permutations \( π_l \) to generate null samples \( T_1^0, T_2^0 \) above [1].

3.2 ESF adjustment

To address (Q3) above, i.e. adjusting for underlying autocorrelation while testing for true bias, we use ESF to learn features that capture the spatial structure in Y and A. We then use these features to adjust the bias detection procedure. As described in Section 2.3, when the feature being analyzed is continuous, its decorrelated matrix \( A \) and \( I \) exhibit similar? (Q3)
To choose the tuning parameter $\lambda$ in the above optimization procedure, we use two methods: Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). We train separate models for a range of $\lambda$ values, and choose the model with the minimum values for either AIC or BIC.

When the feature being analyzed is discrete, we use an autologistic model [14], which is simply a logistic version of the spatial autoregression model discussed. Thus, we estimate $\beta, \gamma$ from the below model, again using $l_1$-penalization to select the number of eigenvectors of $E$:

$$p_{yi} := \Pr(y_i = 1|E, y, X) = \left[1 + \exp\left(-\langle \rho E y + X \beta \rangle \right) \right]^{-1}; \quad i = 1, \ldots, n.$$  

There are now three possible cases: both $Y, A$ are continuous, both are discrete, or one of them is continuous and the other is discrete. Below we describe ESF-adjusted testing strategies for each of these cases. In each case, we denote a generic bias metric computed before and after ESF by $r(\hat{y}, \hat{a})$.

**Case I: both continuous.** Examples of relevant fairness metrics in this situation are Pearson’s correlation coefficient, Spearman’s rank correlation, and Kendall’s Tau. In this case, the post-ESF bias metric is computed by simply using the respective residuals, i.e. $r(\hat{y}, \hat{a})$ in place of $r(y, a)$, and compared against standard thresholds for that metric.

**Case II: both discrete.** Disparate impact, equalized odds, and equality of opportunity are examples of fairness metrics applicable when both $Y, A$ are discrete. In our setting, we first estimate the sample-level probabilities using ESF:

$$\hat{p}_{yi} = \left[1 + \exp\left(-\langle \rho E y_i + X \beta \rangle \right) \right]^{-1}; \quad i = 1, \ldots, n.$$  

Following this, we generate $y^b_i \sim \text{Bernoulli}(\hat{p}_{yi}), a^b_i \sim \text{Bernoulli}(\hat{p}_{ai})$, and calculate $r(\hat{y}^b, \hat{a}^b)$. We repeat this 8 times, and obtain the collection of metrics $\{r(\hat{y}^b, \hat{a}^b) : b = 1, \ldots, B\}$—fixing $B = 1000$ in our experiments. This simulates the empirical null distribution of the bias metric, i.e. under the assumption that the only bias present in the data is due to $W$. We now simply compare the unadjusted metric against this distribution to obtain an approximate $p$-value:

$$\hat{p} = \frac{1}{B} \sum_{b=1}^{B} I(r(\hat{y}^b, \hat{a}^b) \geq r(y, a)).$$

**Case III: one discrete, one continuous.** The KS statistic is an example metric that can be used when one of $Y, A$ is discrete. In this situation, we simply estimate the sample class probabilities for the discrete feature (without loss of generality, $Y$) and approximate the empirical null distribution of bias metrics using multiple simulated copies of the ESF-adjusted $\hat{y}$ and the fixed, continuous fitted values $\hat{a}$: $\{r(\hat{y}^b, \hat{a}) : b = 1, \ldots, B\}$. The $p$-value is simply the tail probability at $r(y, a)$ with respect to this empirical distribution.

### 4 NUMERICAL EXPERIMENTS

To evaluate our hypothesis testing methods, we consider the following experimental setup. We take the centroid locations of $n = 2080$ census block groups in the city of Chicago, construct a weight matrix $W$ using the inverse of distances between tracts $i, j$ as the weight $wij, 1 \leq i, j \leq n$, and generate samples of the random variables $(Y, X, A)$ some or all of which are spatially autocorrelated. Under this basic setup, we consider a number of settings that cover a number of possible scenarios. When required, we use 1000 permutations to generate approximate null distributions, and compute all empirical rejection rates using 1000 Monte Carlo runs.

#### 4.1 Testing for common autocorrelation

We evaluate the performance of the IU-combination tests in the three different scenarios described in Fig. 1.

**4.1.1 Association by autocorrelation.** We first focus on the case where both the response $Y$ and the sensitive attribute $A$ are independently correlated with $W$. We start with standard Gaussian errors $e_1, e_2 \sim N(0, I_2)$, and given a value of spatial autocorrelation $\rho$, generate the spatially lagged features:

$$y = (1 - \rho W)^{-1}e_1, \quad a = (1 - \rho W)^{-1}e_2.$$  

We repeat the experiment for $\rho = 0, 0.1, \ldots, 0.9$, and different sample sizes, by either randomly choosing 1000 and 1500 census tracts or using all 2080 census tracts, to quantify how the degree of spatial autocorrelation and sample size affect the power (i.e. Type-II error) of the testing procedure.

We summarize the results in Fig. 3. As the degree of spatial autocorrelation $\rho$ increases, the testing procedure is able to detect the existence of a non-zero $\rho$ with higher power. The test also maintains nominal size, as the value of $T_1$ is exactly 0.05 for $\rho = 0$. For $T_2$, note that rejection implies inferring the equality of $\rho$ across $y$ and $a$. Thus Figure 3 indicates that our permutation test is also able to infer this with higher power as $\rho$ grows larger. The values at $\rho = 0$ indicates that the test $T_1$ is well-calibrated, i.e. maintains nominal size ($\alpha = 0.05$) in absence of any signal. Note that for $T_2$ the alternate hypothesis implies inferring the equality of spatial autocorrelation. This is the case here, so the test rightly maintains rejection rates above 0.05 for all values of $\rho$. Finally, increasing sample size has a positive effect in the performance of both tests.

**4.1.2 Association and autocorrelation.** In this situation $Y$ and $A$ are associated independently, and one or both are spatially autocorrelated. To represent such scenario, we generate synthetic data using the two settings, starting with start with standard Gaussian errors.
4.2 Adjusting for autocorrelation

4.2.1 Association by autocorrelation. For the continuous setup, we consider the model
\[ y = (I - \rho_1 W)^{-1} e_1, \quad a = (I - \rho_2 W)^{-1} e_2, \]
and compare error rates of asymptotic tests using the correlation coefficient before and after ESF-adjustment. For the discrete setup, we take \( y \leftrightarrow I(y > 0), a \leftrightarrow I(a > 0) \), and compare using the disparate impact metric. In this case we obtain the null distribution using a permutation procedure. In both cases, we consider the range of values \( \rho_1 = 0.9, \rho_2 = -0.9, -0.85, \ldots, 0.85, 0.9 \).

We summarize the results in Fig. 5, with two choices of eigenvector selection using ESF—using AIC and BIC. Without the ESF correction, rejection rates stay above the nominal 0.05 level across all values of \( \rho_2 \). However, after spatial filtering is applied, the rejection rates come down to below nominal level.

4.2.2 Association and autocorrelation. In this setup, we consider the case when both \( Y, A \) are discrete. We consider the two subcases:
\[ a_0 = e_2, \quad y = I(\beta a_0 + e_1 > 0), \quad a = I((I - \rho W)^{-1} a_0 > 0), \]
and
\[ a = I((I - \rho W)^{-1} e_2 > 0), \quad y = I(\beta a + e_1 > 0). \]
We present the results in Fig. 6, calculated on a range of values for \( \beta \), and fixing \( \rho = 0.9 \)—with outputs for the first case on the left and second case on the right. It is evident from the results that the rejection rates remain the same pre- and post-filtering.

4.2.3 Proxy autocorrelation. The results due to proxy autocorrelation are largely similar to the first setting, Association by autocorrelation, so we omit those results.

\[ x = (I - \rho W)^{-1} e_2, \quad y = 5x + e_1; \quad a = (I - \rho W)^{-1} e_2. \]
The results for this setting (not shown) are very similar to Fig. 3. This is because setting 3 can be seen as the noisy version of setting 1, where we were essentially testing for a common source of autocorrelation between \( x \) and \( a \), as compared to \( y \) and \( a \) here.

4.2 Adjusting for autocorrelation

For this experiment, we consider two different values of the underlying spatial autocorrelation, and evaluate the ESF-based testing methods for discrete and continuous attributes across the above settings.

\[ \varepsilon_1, \varepsilon_2 \text{ as before:} \]
\[ a_0 = e_2; y = 5a_0 + \varepsilon_1, \quad a = (I - \rho W)^{-1} a_0, \quad (2) \]
and
\[ a = (I - \rho W)^{-1} e_2; y = 5a + \varepsilon_1. \quad (3) \]
In the first case only the sensitive attribute is spatially autocorrelated, while in the second situation both \( Y \) and \( A \) are.

We summarize the results in Fig. 4. The statistic \( T_1 \) geared towards finding evidence of a common level of spatial autocorrelation (rightly) maintains nominal size across different values of \( \rho \) in the first case above, and increasingly becomes more powerful for higher \( \rho \) in the second case. The statistic \( T_2 \) maintains nominal rejection rates for moderate to high \( \rho \) in the first case, giving evidence that there is a mismatch of autocorrelation magnitudes for \( Y \) and \( A \). In the second case, it however maintains higher rejection rates.

4.1.3 Proxy autocorrelation. We now consider the third scenario, of \( Y \) being associated with non-sensitive attributes, i.e. components of \( X \), but not \( A \). However \( X \) and \( A \) are spatially autocorrelated with the same \( W \).

\[ x = (I - \rho W)^{-1} e_2, y = 5x + e_1; \quad a = (I - \rho W)^{-1} e_2. \]

The results for this setting (not shown) are very similar to Fig. 3. This is because setting 3 can be seen as the noisy version of setting 1, where we were essentially testing for a common source of autocorrelation between \( x \) and \( a \), as compared to \( y \) and \( a \) here.
5 CHICAGO BIKESHARE DATA

We apply our methodology on the Chicago bikeshare data\footnote{https://data.cityofchicago.org/Transportation/Divvy-Trips/fg6s-gzvg}, which contains latest information on the location and other neighborhood-related attributes of all bikeshare stations in the city of Chicago. We join this data with the 2018 ACS Census data to obtain two sensitive features at census tract level—percentage of African American population (%AA), and median income. The comparative plots of bikeshare stations vs. %AA (Fig. 2) presents evidence of potential spatial fairness issues in this context. We perform Moran’s I-based tests for a number of categorical and continuous variables to determine their dependence on the weight matrix $W$. We consider several choice of $W$: spatial cross-covariance matrices with exponential covariance function having scaling parameters $10^i, i = 0, -1, -2, -3$, and adjacency matrices indicating 1-hop and 2-hop neighbors of block groups. Results are summarized in Table 1. So this table shows that both sensitive features and the response variable are spatially auto-correlated. Based on the above single-feature Moran’s I, the IU combination test statistics $T_1$ calculated turns out to be significant for all sensitive features, but $T_2$ does not. This demonstrates the presence of a common spatial factor, but the magnitudes of such effects are not the same for the bikeshare indicator vs. any of the sensitive features considered.

We perform ESF on three census tract-level features: number of bikeshare stations, %AA, and median income, based on eigenvectors of the inverse-distance weighted $W$. Table 2 shows the results from pairwise significance tests based on ESF tests before and after removing spatial effects using ESF. Without applying the tests conclude significant association between each of the two sensitive features and bikeshare station numbers in a census tract. However, the underlying spatial autocorrelation completely accounts for this association, and the ESF-adjusted features do not show any significant correlation. Interestingly, the two sensitive features are associated with each other, even after ESF, as is evident by the last row of Table 2.

In the ESF procedure, eigenvectors 3 and 4 were selected in the set of autoregressed eigenvectors for all three features. Looking at the projections of each of the 3 features analyzed along these eigenvectors (Fig. 7), we see that the spatial patterns are largely similar. This underlines the confounding effect of a common spatial factor on our features under consideration.

6 CONCLUSION

In this paper, we have presented a methodological approach for evaluating spatial fairness concerns. As demonstrated through examples and real data situations, the influence of a common spatial factor may have a confounding effect on the estimation and evaluation of any association between a demographically sensitive feature and an outcome of interest. Our proposed hypothesis testing methods provide a first set of quantitative tools to tackle this problem. Even though spatial equity and accessibility has received attention in the geospatial data analysis literature \cite{2,6}, this attention has not yet carried over to the algorithmic fairness, or the ML community in general. We aim to bridge this gap through our paper, and foster new developments in this very relevant domain.
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