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Abstract

The knowledge of the protein structural class is one of the most important sources of information related to protein structure or that about function analysis and drug design. But researchers still face difficulties to predict the protein structural class when it is a question about low-similarity sequences. In this paper, we propose to make the prediction using a hybrid deep learning method and handcrafted features instead of shallow classifier. We input only nine features, mostly from predicted secondary structure information, to a feed-forward deep neural network. The latter will automatically explore and extend those features through many layers and discover the representations needed for classification. The obtained results, when applying the jackknife test on two low-similarity benchmark datasets (25PDB and FC699), proved to be very significant. After comparing our method to others, it has turned out that using deep learning methods affords satisfactory performance in the field of protein structural class prediction.
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1 Introduction

The importance of the protein structural class is displayed in multiple domains. For instance, in the field of protein structure, function analy-
sis, drug design, and a lot of other biomedical applications [1], [2]. Protein structural class was introduced firstly by Levitt and Chothia [3] in 1976. The study they led was related to the polypeptide chain topologies. It consisted in studying a dataset composed of 31 globular proteins. The results yielded to the categorization of the known structure protein domains into four structural classes: all − α, all − β, α/β and α + β classes. The all − α classes represent structures that consist of mainly α-helices, and all − β classes represent structures that consist of mainly β-strands. The α/β and α + β classes contain both α-helices and β-strands, where the α/β class includes mainly parallel β-sheets, and the α + β class includes anti-parallel β-sheets. Since then, many other studies in the field emerged based on the four main classes. However, due to the rapid advance of sequencing technology, genomics, and proteomics, the number of newly discovered protein sequences has grown exponentially. This growth has led to a substantial gap between the number of sequence-known and the number of structure-known proteins. As a result of such inquiry, efforts have been made to reduce this gap, by setting newly developed methods that allow fast and accurate determination of the protein structure classes. In the same line of thought and to perform the structural class prediction, we generally need to follow two steps. The first one is linked to the transformation of the Amino Acid sequences into fixed-length feature vectors, whereas the second step consists of the feeding of the feature vectors to a classification algorithm.

In a parallel way during the last three decades, many efforts have followed trying to improve the accuracy of the prediction. In that, multiple sequence features representing protein sequences have been applied. We may cite the amino acid composition (AAC) [4], pseudo amino acid composition (PseAA) [5], polypeptide composition [6], functional domain composition [7], predicted secondary structure information [8], [9], and PSI-BLAST profile [10]. In these terms, a series of classification algorithms have been used to make the prediction. As example, we can name Bayesian classification [11], information discrepancy [12], fuzzy clustering [13], rough sets [14], logistic regression [15], k-nearest neighbors [16], Fisher’s linear discriminate algorithm [17],
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support vector machine (SVM) [18], [19], [2], classifier ensembles [20], and Convolutional Neural Network [21].

The year 2006 has witnessed the emergence of deep learning, also called hierarchical learning, on behalf of machine learning research [22]. The principal aim of deep learning methods is to learn feature hierarchies. This learning will be achieved through features from the higher levels of the hierarchy already composed of lower-level features [23]. We may add that deep learning methods are seen as a clue in finding solutions to problems that had displayed resistance to the artificial intelligence community for a long period [24]. For instance, deep learning has proved its high efficiency in image recognition [25] and speech recognition [26], also in predicting activities in the fields of protein structure prediction [27], prediction of protein subcellular localization [28].

In this paper, we will exploit the power of deep neural networks for the prediction of protein structural class problem. Firstly, we have used a previous custom-designed feature vector from [9] that includes only nine hand-crafted features (features that are designed beforehand by human experts). After that, the vector is fed to a feed-forward deep neural network to automatically explore those features and discover the representations needed for classification. For more objectivity, we have chosen the jackknife cross-validation test as a means of evaluation to assess the proposed prediction method. The test is used on a couple of largely adopted datasets (25PDB and FC699) both related to be low-similarity benchmark datasets.

The paper is organized as follows. Section 2 gives a small description of the two datasets, the feature vector, the proposed feed-forward deep neural network architecture, and the different performance measure indexes. The obtained results are detailed in Section 3. Section 4 concludes the paper.

2 Materials and methods

2.1 Datasets

One has to know that the effect of sequence similarity on prediction accuracy weighs heavily, since less similarity makes prediction too dif-
difficult to perform [29], [30]. This is obvious regarding the definition of similarity by the amount of amino acids existing in the protein sequences which present resemblance after aligning that sequence with or to other sequences from a given dataset [30]. To test the performance of our approach, two widely used benchmark datasets were selected. The first is the 25PDB dataset [29]. It contains 1673 low similarity proteins (Lower than 25%). The other dataset is FC699 [9] including 858 sequences with similarity lower than 40%. Table 1 presents detailed compositions of each dataset.

Table 1. The composition of 25PDB and FC699 datasets

| Dataset   | all − α | all − β | α/β | α + β | Total |
|-----------|---------|---------|-----|-------|-------|
| 25PDB     | 443     | 443     | 346 | 441   | 1673  |
| FC699     | 130     | 269     | 377 | 82    | 858   |

2.2 Feature vector

In this work, we have used a custom-designed feature vector that includes 9 features previously defined on [9]. 8 out of them are relaying on information obtained from secondary structure predicted with PSIPRED [31], [32]. The last feature is taken directly from the amino acid sequence. Table 2 gives a small description of each feature.

For example, if we have the following amino acid sequence:

```
MDPFLVLLHSVSSLSSSETELKYLCLGRVGRKRLERGVQSLD
LFSMLLEGQNDLPEGHTELLRELLASLRRHDLRVRVDDFELEHH
HHHH
```

The predicted secondary structure sequence is:

```
CCHHHHHHHHHHCCCHHHHHHHHHHHHHHHHHHCCCCCCCCCCC
CCHHHHHHHHHHHHCCCCCCCCCCCCCCHHHHHHHHHHHHCHHHHHHHHH
HHHHHHHHHCC
```

The obtained features are:

PSIPRED-NCount_H^6 = 1
PSIPRED-NCount_H^8 = 1
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Table 2. The description of the used features

| Feature               | Description                                                                 |
|-----------------------|-----------------------------------------------------------------------------|
| PSIPRED-NCount$_H^6$  | Normalized count of α-helix segments (including at least 6 residues)       |
| PSIPRED-NCount$_H^8$  | Normalized count of α-helix segments (including at least 8 residues)       |
| PSIPRED-CMV$_H^1$     | Composition moment vector of α-helix segments (first order)                 |
| PSIPRED-NAvgSeg$_H$   | Normalized average length of α-helix segments                               |
| PSIPRED-CV$_E$        | Composition vector of β-strand segments                                    |
| PSIPRED-NCount$_E^5$  | Normalized count of β-strand segments (including at least 5 residues)      |
| PSIPRED-MaxSeg$_E$    | Length of the longest β-strand segment                                     |
| PSIPRED-NAvgSeg$_E$   | Normalized average length of β-strand segments                             |
| CV$_L$---G            | Count of collocated amino acid pair (L, G) separated by 3 gaps             |

PSIPRED-CMV$_H^1$ = 0.3543
PSIPRED-NAvgSeg$_H$ = 0.3659
PSIPRED-CV$_E$ = 0
PSIPRED-NCount$_E^5$ = 0
PSIPRED-MaxSeg$_E$ = 0
PSIPRED-NAvgSeg$_E$ = 0
CV$_L$---G = 1

2.3 Deep neural network

A standard neural network (NN) is composed of linked processors. The latter are called neurons. Each neuron produces a sequence of real-valued activations. In this part of the definition, we point at the fact that neuron activation may differ from a neuron to another. For
Input neurons need sensors that perceive the environment; others get activated via well-arranged connections, with the help of former active neurons, favoring the process of activation. Another set of neurons may affect the environment due to their triggering activities. Looking for the exact weights that allow the NN display the wished comportment is considered as the credit assignment main function. In this context, such comportment will probably need long causal series of computational phases. The phases take on their charge to change the network aggregate activation, usually in a non-linear way. The essential about Deep Learning is to assign credit accurately through such phases.

After multiple experimental tests, the best feed-forward deep neural network model used is described in detail below. Figure 1 and the referred description offer an outline of the architecture used: as input data, we use only 9 features described previously.

![Figure 1. The proposed Deep Neural Network architecture](image)

We have used a dense (48) layer (a fully-connected layer with 48 hidden units) which has been followed by a second dense (100) layer. In both layers, we have adopted the scaled exponential linear units (SELU) function as activation. In order to prevent our deep neural network from overfitting, we have applied a dropout with a rate 98.
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of 0.2. Whereas the output layer is a fully-connected layer with four hidden units (dense (4)) that uses, as activation function, the softmax regression function, as we are dealing with a multiclass classification problem. Our model was run for 150 epochs (epoch = full pass over the training set), and the stochastic gradient descent (Adam) was chosen as an optimization algorithm. Our method is implemented in Python programming language using Kears library under TensorFlow backend.

2.4 Performance measures

To obtain an accurate statistical prediction, three tests cannot be circumvented. It is the question of the independent dataset test, the subsampling test, and the jackknife test. The three cross-validation methods are largely used. They can easily examine the predictor effectiveness in a given practical situation. But according to the results, the jackknife test is considered the most objective. Its efficiency lays in the fact that it always gives the same result for a given dataset. This is why the jackknife test has been chosen to test the validity of our method. Along the adopted test, every protein sequence in the dataset is picked out, in turn, as a test sample, when the predictor is trained by the rest of the protein sequences. In these terms and to measure the truthfulness and the strength of our predictor, five indexes have been selected for this purpose. The indexes in question are: sensitivity ($Sens$), precision ($Prec$), F-measure ($F$), Area Under ROC Curve ($AUC$) and Overall accuracy ($OA$). $AUC$ is the area calculated under the Receiver Operating Characteristic (ROC). $AUC$ is used to measure the average performance of the classification model. Its value is between 0 and 1. The value 1 is considered as perfect, whereas the value 0 seems to be untruthful. So, the more the value draws near 1 means that the classification model is more truthful. Here are five formulas representing respectively the five indexes:

$$Sens = \frac{TP}{TP + FN};$$
Prec = \frac{TP}{TP + FP};

F = 2 \times \frac{Prec \times Sens}{Prec + Sens};

AUC = \frac{1}{2} \times \left( \frac{TP}{TP + FN} + \frac{TN}{TN + FP} \right);

OA = \frac{TP + TN}{TP + FP + TN + FN}.

In these formulas, the abbreviations TP, FP, TN, and FN stand respectively for the following: true positives, false positives, true negatives, and false negatives.

3 Results and discussion

3.1 Prediction performances of our method

The results of protein structural class prediction on the datasets 25PDB and FC699, obtained by jackknife test and performance evaluation indicators Sens, Prec, F-measure, AUC, and OA, are shown in Table 3.

Table 3. The prediction quality of our method on 25PDB and FC699 datasets

| Dataset | Structural class | Sens(%) | Prec(%) | F-measure | AUC |
|---------|------------------|---------|---------|-----------|-----|
| 25PDB   | all − α          | 96.8    | 95.6    | 0.96      | 0.98|
|         | all − β          | 96.3    | 93.4    | 0.95      | 0.95|
|         | α/β              | 95.1    | 92.2    | 0.94      | 0.93|
|         | α + β            | 90.9    | 86.9    | 0.89      | 0.88|
|         | OA               | 94.8    |         |           |     |
| FC699   | all − α          | 98.9    | 99.1    | 0.99      | 0.99|
|         | all − β          | 97.7    | 96.2    | 0.97      | 0.98|
|         | α/β              | 92.8    | 93.4    | 0.93      | 0.98|
|         | α + β            | 97.8    | 94.5    | 0.96      | 0.94|
|         | OA               | 96.8    |         |           |     |
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Respectively, the results of 94.8% and that of 96.8% represent the overall prediction accuracy of the datasets 25PDB and FC699. As seen in the same table after comparing the prediction accuracy of four protein structural classes, we have noticed that the performance evaluation indexes of all – α class are about 95.6% – 98.0% on the dataset 25PDB, whereas it was 98.9% – 99.1% on dataset FC699. On the other hand, the performance indexes of all – β class are about 93.4% – 98.0% on both protein structural class datasets. This demonstrates that we archive a very high performance for the previous structural classes. The explanation laying behind the fact that all – α class and all – β class have been so performing is that these proteins are helices or stands, in addition to being easily predictable since they are single and highly repetitive structures [37]. In parallel, the result of α/β and α + β classes have revealed so satisfactory. On 25PDB and FC699 datasets, the performances indexes of α/β are 92.2% – 98.0% and about 86.9% – 97.8% for α + β class.

3.2 Comparison with other prediction methods

In order to demonstrate the adopted method efficiency, we have compared the performance of the proposed method with the recently reported protein structural class prediction methods on the same datasets, as shown in Table 4.

Seeing the results displayed in Table 4 about the two datasets, our selected method proves to be the best performing on overall accuracies. It is striking, when analyzing the results, that the overall accuracies on 25PDB and FC699 datasets, respectively scored 1.4% and 0.3% higher than the previous top performed results. We have also noticed that the significant improvement on 25PDB is particularly made for the α/β and α + β classes, which tend to be difficultly predictable classes. In this way, we have improved the accuracy of α/β by 0.3% and by 1.3% on α + β class. Concerning FC699, our deep neural network overpasses the previous best-performing method by 8.8% on the α + β class.
Table 4. Performance comparison of different methods on two datasets

| Dataset | Method | Accuracy (%) |
|---------|--------|--------------|
|         |        | all−α | all−β | α/β | α+β | Overall |
| 25PDB   | 9      | 92.6   | 80.1  | 74.0 | 71.0 | 79.7    |
|         | 18     | -      | -     | -    | -    | 83.0    |
|         | 38     | 94.1   | 87.1  | 84.1 | 74.4 | 85.0    |
|         | 39     | 95.0   | 91.4  | 77.5 | 88.7 | 88.8    |
|         | 19     | 98.9   | 89.6  | 85.6 | 78.9 | 88.4    |
|         | 2      | 96.4   | 94.8  | 92.5 | 89.6 | 93.4    |
|         | 40     | 95.6   | 89.5  | 88.1 | 87.0 | 90.1    |
|         | 30     | 97.3   | 88.9  | 90.8 | 79.4 | 89.0    |
|         | 37     | 95.7   | 97.7  | 94.8 | 84.4 | 93.1    |
|         | 20     | 91.4   | 82.4  | 78.6 | 74.2 | 81.8    |
| This paper |       | 96.8   | 96.3  | 95.1 | 90.9 | 94.8    |
| FC699   | 9      | -      | -     | -    | -    | 87.5    |
|         | 41     | 96.2   | 90.7  | 96.3 | 69.5 | 92.0    |
|         | 18     | -      | -     | -    | -    | 94.5    |
|         | 38     | 96.9   | 94.8  | 97.1 | 78.1 | 94.5    |
|         | 39     | 98.5   | 98.1  | 97.6 | 81.7 | 96.5    |
|         | 19     | 97.7   | 97.4  | 97.1 | 79.3 | 95.6    |
|         | 42     | 96.9   | 89.2  | 89.4 | 89.0 | 90.4    |
|         | 20     | 98.5   | 94.8  | 95.8 | 75.6 | 93.9    |
| This paper |       | 98.9   | 97.7  | 92.8 | 97.8 | 96.8    |

4 Conclusion

Protein structural class prediction is considered as an important problem in bioinformatics. Despite all the attempts that have been done to solve this problem, the prediction accuracy improvement for low-similarity protein datasets is still a challenge. The main reason for the inadequate improvement is the unsatisfactory prediction accuracies for protein from α/β and α+β classes. In this paper, we have proposed to apply deep learning for the prediction of protein structural class. A 9-dimensional feature vector (8 features based on information extracted
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from the secondary structure and one feature computed from the sequence) is used as input to a feed-forward deep neural network. The deep neural network and the jackknife test are employed to predict and evaluate the model over two benchmark datasets: 25PDB and FC699 datasets with sequence similarity lower than 25% and 40%, respectively. The results show that our approach outperforms the existing methods, especially for proteins from the α/β and α + β classes.
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