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Abstract

The paper presents our submission to the WMT2021 Shared Task on Quality Estimation (QE). We participate in sentence-level predictions of human judgments (Task 1) and post-editing effort (Task 2). We propose a glass-box approach based on attention weights extracted from machine translation systems. In contrast to the previous works, we directly explore attention weight matrices without replacing them with general metrics (like entropy). We show that some of our models can be trained with a small amount of a high-cost labelled data. In the absence of training data our approach still demonstrates a moderate linear correlation, when trained with synthetic data.

1 Introduction

Quality Estimation (QE, Blatz et al., 2004; Specia et al., 2009) is an essential part of the machine translation (MT) pipeline, which estimates the quality of the translation output without relying on any reference.

Unlike the previous year, three QE sentence-level tasks were presented in the WMT2021 Shared Task (Specia et al., 2021). The goal of Task 1 is to predict direct assessments (DA), i.e. human judgments of translation quality (Graham et al., 2015), whereas in Task 2, the task is to estimate the post-editing effort required to obtain a correct translation which is measured by the HTER metric (Snover et al., 2006). The goal of Task 3 is to determine if the translation output contains at least one critical error.

We propose a lightweight glass-box approach that can be applied to Task 1 and Task 2. The approach is based on using the encoder-decoder attention weight matrices as input features for supervised translation quality estimation. Next we describe our approach (Section 2) and evaluate it experimentally (Sections 3–5).

2 Approach

There are several QE models based on attention weights of neural MT systems described earlier (Yankovskaya et al., 2018; Fomicheva et al., 2020a,b). Their main idea is to compute the entropy of encoder-decoder attention weights for each target token and then average these entropies to get a sentence-level metric:

\[
\text{Entropy} = -\frac{1}{IJ} \sum_{i=1}^{I} \sum_{j=1}^{J} \alpha_{ji} \log \alpha_{ji},
\]

where \(\alpha\) represents attention weights, \(I\) is the number of target tokens and \(J\) is the number of source tokens.

Yankovskaya et al. (2018) work with attention weights extracted from LSTM (Hochreiter and Schmidhuber, 1997) MT systems. As LSTM has only one attention matrix, the approach of computing entropies is straightforward. However, neural MT models based on Transformer (Vaswani et al., 2017) have several layers and heads, so the number of computed entropies equals \([\text{Layers} \times \text{Heads}]\) for each sentence, which introduces some difficulties in this approach. To overcome it, Fomicheva et al. (2020a) summarise entropies by taking the average or minimum value to get an unsupervised attention-based QE metric. Fomicheva et al. (2020b) use the obtained entropies as features of regression models.

In this article, we propose another approach of using attention weights obtained from Transformer MT models: instead of summarising them into one metric, we feed all encoder-decoder attentions weights into a convolutional neural network (CNN) to get a QE score. We test the approach in a supervised setting, and also show that it can be applied in a zero-shot scenario when training data for the required language pair is not available.

1 http://www.statmt.org/wmt21/quality-estimation-task.html
3 Data

This year, three sentence-level tasks are available: predicting human judgments, post-editing effort and critical errors. In this work, we have focused on the first two tasks.

Task 1 and 2 include eleven language pairs, seven of which have training (7,000 sentences), development (1,000 sentences) and two test sets (WMT2020 and WMT2021, 1,000 sentences each). For the other four languages only test sets (1,000 sentences) are available, which is called the zero-shot subtask. WMT2020 test set includes gold-labels whereas WMT2021 is the usual blind test without labels before submission.

To test our approach, we have focused on two language pairs with training data: English-German (En-De) and Estonian-English (Et-En), as well as one language pair without training data: English-Czech (En-Cz).

Besides data provided by the shared task organizers, we used additional parallel corpora to train CNN networks: the OpenSubtitles (Lison and Tiedemann, 2016), JRC Acquis (Steinberger et al., 2006), EuroParl (Koehn, 2005), DGT and EMEA (Tiedemann, 2012) corpora.

4 Settings

To compare the performance of our approach with CNN models to a previous baseline, we also ran experiments with models based on machine learning algorithms with entropies as input features (ML-Ent).

Below we present the experimental settings which we used for training ML-Ent and CNN models.

4.1 Machine Learning models with entropies as input features (ML-Ent)

There are two machine learning methods that we used. Random Forest (Ho, 1995) was chosen as a relatively easy and fast approach. We used the sklearn library, set a randomized search on the hyperparameters and performed 5-fold cross-validation.

The second method is ensemble building based on (Caruana et al., 2004). The main idea behind the method is doing a greedy search over all trained models to find such models that would improve the ensemble’s performance when added. We used the mljar library. Random Forest and CatBoost (Prokhorenkova et al., 2018) algorithms, set Pearson as the evaluation metric and ran 5-fold cross-validation.

For both models and both tasks, we combined the proposed training and development sets (8,000 sentences in total) and used \([\text{Heads} \times \text{Layers}]\) (in our case 48) entropies for each translation as input.

4.2 CNN-based models

The base architecture of proposed CNN models is presented on Figure 1. The model’s input is attention weights with shape \((\text{Heads} \times \text{Layers}), \text{number of the source tokens, number of the target tokens}\). The number of \([\text{Heads} \times \text{Layers}]\) is constant for all weights obtained from the same system, whereas the number of source and target tokens of each sentence can vary noticeably. To reduce the amount of padding added to each batch, we sort all sentences by the number of source/target tokens (max(src, tgt)) and only after that form a batch. Each CNN-based model consists of two or three CNN blocks, each of them comprises 2D-CNN, Batch Normalization, MaxPooling and Dropout Layers. We use Relu as the activation function. To handle the variable size of input batches, we use the Adaptive Max pooling layer. The last block of the model consists of three feed-forward layers. As a result, the model is trained to produce the desirable score: DA or HTER. We optimised our neural models with Adam (Kingma

3https://scikit-learn.org/stable

48 \times 6 for En-Et and En-De, and 16 \times 12 for En-Cs NMT systems

Figure 1: The proposed architecture of the QE model.
Table 1: Pearson correlation coefficients between human DA scores and predicted values for WMT2020 and WMT2021 test sets (Task 1).

|        | En-De |        | Et-En |        | En-Cs |
|--------|-------|--------|-------|--------|-------|
|        | wmt20 | wmt21  | wmt20 | wmt21  | wmt21 |
| ML-Ent-RF | 0.373 | 0.301  | 0.499 | 0.455  |       |
| ML-Ent-Ensemble | **0.395** | 0.341  | 0.517 | 0.48   |       |
| CNN-DA | 0.22  | 0.21   | 0.518 | 0.464  |       |
| CNN-BLEURT | 0.383 | 0.357  | 0.577 | 0.526  | 0.299 |
| CNN-BLEURT+ | 0.381 | **0.369** |   | **0.599** | **0.547** |

Table 2: Pearson correlation coefficients between HTER scores and predicted values for WMT2020 and WMT2021 test sets (Task 2).

|        | En-De |        | Et-En |        |
|--------|-------|--------|-------|--------|
|        | wmt20 | wmt21  | wmt20 | wmt21  |
| ML-Ent-RF | 0.389 | 0.519  | 0.505 | 0.534  |
| ML-Ent-Ensemble | 0.408 | **0.531** | 0.519 | **0.561** |
| CNN-HTER | **0.430** | 0.503  | **0.580** | 0.549 |
| CNN-HTERart | 0.334 | —      | 0.482 | —      |

and Ba, 2015).

Task 1: To predict DA scores, we considered three models with different training sets:

- **CNN-DA**: we use human-labelled data provided by the shared task organizers: 7 000 for training set and 1 000 for development set;
- **CNN-BLEURT**: we experiment with pre-training on synthetic data and for that we compute the BLEURT (Sellam et al., 2020) score for randomly chosen 300 000 sentences and use them as labels for training and development tests. We have chosen BLEURT to get artificial labels due to its good agreement with human judgments (Mathur et al., 2020);
- **CNN-BLEURT+**: we fine-tune the model CNN-BLEURT on data provided by the organizers.

Task 2 evaluates the proposed QE models for post-editing purposes.

- **CNN-HTER**: we train a model with data provided by the shared task organizers;
- **CNN-HTERart**: we use synthetically computed HTER between translation and reference. Though the preliminary experiments showed a poor performance compared to CNN-HTER, but this setting might be used in the absence of the human annotated training data.

5 Results

Below we present the obtained results and discuss the most interesting observations. To assess the performance of sentence-level QE models, Pearson correlation coefficient is used.

Table 1 shows results for the Task 1. For Et-En language pair, both CNN-BLEURT models show better results compared to ML-Ent models and CNN model trained only on DA score. For En-De, results are mixed. The CNN-DA model shows abysmal performance compared to both CNN-BLEURT and ML-Ent models. In contrast to Et-En, we can see that the performance of CNN-BLEURT and ML-Ent models is comparable.

Results for zero-shot En-Cs are not impressive (Table 1). One of the possible reasons for that is not using enough synthetic training data: while there are 300 000 examples for experiments with En-De and Et-En, we only use 50 000 for En-Cs.

The essential advantage of using CNN-BLEURT models is that they might be used for zero-shot settings when a training dataset is not available. However, the building and tuning of the neural network is not an easy task compared to ML-Ent models. The benefits of last ones are relatively fast training and fewer parameters that need to be tuned.

Table 2 presents results for the Task 2. We can see that for both languages, the results of ML-Ent and CNN-HTER models are pretty similar and
show a moderate correlation. As we mentioned in the previous chapter, the performance of CNN-HTERart is not as good as CNN-HTER, that is why we focus in this chapter only on CNN-HTER model.

Features of ML-Ent models are identical across DA- and HTER-models as well as CNN-DA and CNN-HTER share the same input features. Computed correlation coefficients of HTER- and DA-models are comparable for Et-En language pair. Nevertheless, we see a completely different picture for En-De: coefficients of DA-models are noticeably lower compared to HTER-models. As discussed in (Fomicheva et al., 2020a), the low results of DA models for En-De language pair might be caused by highly-skewed distribution of DA scores, as most translations have high quality scores.

Getting DA scores as well as HTER scores is a time-consuming and expensive task, so the less data you need, the better. To examine how labelled data we need to train models, we ran 10 tests for each examined amount of data (25%, 50%, 75%) and averaged the obtained correlation coefficients. According to our experiments, both discussed approaches, ML-Ent and CNN-HTER/DA, show comparable high performance even with a small amount of training/validation data. As Figure 2 shows, the performance of ML-Ent models for Et-En (top) and En-De (bottom) language pairs slightly worsens with decreased amounts of training data. The performance of CNN-HTER models decreases more noticeably, but still remains quite high. Especially in case of the En-Et language pair, all models demonstrate a moderate linear correlation with post-editing effort even with using 2000 training/validation examples (1750 for training and 250 for validation).

Raganato et al. (2018); Voita et al. (2019) showed that different layers play different roles in the attention mechanism. To examine it from the QE point of view, we compared CNN-HTER models with attention weights extracted from the first three layers, the last three layers and all six layers. According to Table 3, the performance of the models with last layers is comparable to the “all layers” models, whereas the difference between models with first layers and “all layers” models is more noticeable. While the performance gap between different models is not so noticeable for Et-En, then for En-De the difference is significant and even more, the lower layers do not provide any “useful” information to the model.

|                  | Et-En | En-De |
|------------------|-------|-------|
| all layers       | 0.580 | 0.43  |
| first 3 layers   | 0.490 | 0.136 |
| last 3 layers    | 0.536 | 0.43  |

Table 3: Pearson correlation coefficients between predicted values of WMT2020 test set and HTER scores. Results of three settings of CNN-HTER model are presented: with attention weights obtained (1) from all layers, (2) from the first three layers and (3) from the last three layers.

Figure 2: Pearson correlation coefficient between predicted values of WMT2020 test set and HTER scores for Et-En (top) and En-De (bottom) language pairs.
6 Conclusions

We presented sentence-level quality estimation models based on attention weights. The proposed models demonstrated a moderate linear correlation with human judgments as well as with required post-editing effort. The described models can be used as a cost-effective and light-weight QE approach in the machine translation pipeline. Results of empirical evaluation show a good performance even with a small amount of training data, as well as moderate performance in the absence of training data (“zero-shot” settings).
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