Probabilistic Parameter Estimation Using a Gaussian Mixture Density Network: Application to X-ray Reflectivity Data Curve Fitting

Kook Tae Kim and Dong Ryeol Lee*

Department of Physics, Soongsil University, 369 Sangdo-ro, Dongjak-gu, Seoul, 06978, Republic of Korea
* email: drlee@ssu.ac.kr

Abstract

X-ray reflectivity (XRR) is widely used for thin-film structure analysis, and XRR data analysis involves minimizing the difference between an XRR curve calculated from model parameters describing the thin-film structure. This analysis takes a certain amount of time because it involves many unavoidable iterations. However, the recently introduced artificial neural network (ANN) method can dramatically reduce the analysis time in the case of repeated analyses of similar samples. Here, we demonstrate the analysis of XRR data using a mixture density network (MDN), which enables probabilistic prediction while maintaining the advantages of an ANN. First, under the assumption of a unimodal probability distribution of the output parameter, the trained MDN can estimate the best-fit parameter and, at the same time, estimate the confidence interval (CI) corresponding to the error bar of the best-fit parameter. The CI obtained in this manner is similar to that obtained using the Neumann process, a well-known statistical method. Next, the MDN method provides several possible solutions for each parameter in the case of a multimodal distribution of the output parameters. An unsupervised machine learning method is used to cluster possible parameter sets in order of high probability. Determining the true value by examining the candidates of the parameter sets obtained in this manner can help solve the inherent inverse problem associated with scattering data.

1. Introduction

Recently, in the field of X-ray scattering research, machine learning—in particular, experimental data analysis using artificial neural networks (ANNs)—has received extensive attention. For example, an ANN has been successfully used in conjunction with X-ray diffraction to determine the crystal class of crystalline materials (Park et al., 2017; Feng et al., 2019) and in conjunction with grazing-incidence small-angle X-ray scattering (GISAXS) to classifying the lateral nanostructure of thin films (Liu et al., 2019; Ikemoto et al., 2020). One advantage of using an ANN is that it can dramatically shorten the analysis time in experiments that are repeatedly performed within the range of already trained variables. For example, it can be applied to time-resolved or in situ experiments or used in sample quality checks performed during mass production processes. A second advantage is that ANN
can be useful in areas that are difficult to understand with intuitive human perception. In addition, ANNs can be used to distinguish the characteristics of scattering patterns generated by X-ray scattering, which is difficult using a general regression method.

Among X-ray scattering analysis methods, X-ray reflectivity (XRR) is widely used to obtain the laterally averaged electron depth profile of thin films of various materials at the subnanometer scale (Daillant & Gibaud, 2009). Quantitative analysis of these XRR data is carried out by comparing dynamical calculations performed using, for example, Parratt’s recursion formula (Parratt, 1954) or an optical matrix (Daillant & Gibaud, 2009), with experimental data and then obtaining structural parameters such as the density, thickness, and interfacial roughness of each layer inside a thin film. To attain the fitting parameter that best describes the experimental data, the $\chi^2$ minimization method using a nonlinear optimization algorithm is usually used. However, studies that use machine learning technology as a parameter estimation method for XRR data are becoming increasingly common (Mironov et al., 2021; Greco et al., 2021; Carmona-Loaiza & Raza, 2021). Strauß et al. (2004) have shown that the structure of a thin film can be refined after the calculated XRR data have been trained within the range of the pre-specified parameter space using a support vector machine. Greco et al. (2019) introduced fast fitting using an ANN for XRR data recorded for an organic thin film under in situ growth. Parameter estimation using an ANN can be carried out at high speed even with an ANN architecture consisting of a relatively small number of nodes.

Although the body of research involving ANNs is increasing in the overall field of X-ray scattering, including in XRR, the literature contains few studies on the reliability of parameter estimation using ANNs. Only recently, studies on prediction uncertainty of neural networks and methods for increasing prediction accuracy have been conducted (Mironov et al., 2021; Greco et al., 2021). In addition, fundamentally solving the phase problem of X-ray scattering is difficult even if an ANN is used (Carmona-Loaiza & Raza, 2021). That is, because phase information is lost when observing scattering intensity, a one-to-one correspondence between the scattering intensity and structural parameters might not be established and the solution might not be unique. Because ANNs are suitable in cases of one-to-one correspondence between input and output, ANNs may not be appropriate for the inverse problem of finding the structural parameters of a sample from scattering intensity data. Therefore, given this inverse problem, questions arise about the reliability of parameter estimations obtained as a result of XRR curve fitting using a neural network.

In conventional nonlinear optimization problems, the reliability of parameters obtained through curve fitting is usually expressed as a confidence interval (CI) corresponding to the range of parameters for the true parameter to appear as a probability of a certain value around the best-fit parameter. Knowing the error range of the parameter is helpful in determining an appropriate physical model among nonunique solutions; thus, knowing the error range might be important for solving the aforementioned
inverse problem. For example, a parameter with an excessively large error range indicates that the model may be overly complex or that a high correlation exists between different parameters.

To solve this problem, we here apply the mixture density network (MDN) (Bishop, 1994)—a neural network based on probability theory—to XRR analysis. MDN has a structure similar to that of an existing neural network known as the fully connected perceptron (FCP) and also enables the probability distribution of parameters to be quickly estimated on the basis of data. MDNs are suitable for inverse problems, in particular, because they provide a possible multimodal distribution of parameters; MDNs have been successfully applied to inverse design for optical transmission (Unni & Zheng, 2020). We show here that applying MDN to XRR data analysis enables a good solution to the inverse problem of scattering to be obtained and the error range of the parameter to be determined.

2. Neural network for X-ray reflectivity analysis

2.1 X-ray reflectivity

When X-rays are incident on a thin film, absorption and refraction of the X-rays inside the film are described using the real ($\delta$) and imaginary ($\beta$) parts of the refractive index $n$:

$$n = 1 - \delta + i\beta.$$  \hspace{1cm} (1)

If the refractive index of the thin-film structure sample is known, the intensity of X-rays specularly reflected by the film can be calculated. To quantitatively describe the reflected X-ray intensity from a nanoscale thin film, the depth profile of the refractive index inside the film must be known. The depth profile of these refractive indexes is often parameterized by the thickness, the interfacial roughness, and the density relative to the bulk value for each layer. The XRR curve is completely determined from these parameters. Let $x = \{x_i\} (i = 1, 2, 3 \ldots k)$ be the vector of parameters to explain the structure of the film. The XRR curve can be calculated from the parameter vector $x$ of the sample using a well-known method such as the Parratt recursive formula (Parratt, 1954). This XRR curve is calculated as a function of the incident angle $\theta_l$ ($l = 1, 2 \ldots M$) and can be described as $R_l = R(\theta_l; x)$. After an appropriate model of the thin film is determined, let $N$ parameter sets randomly selected from the range of interest or physically possible for each parameter be $\{x^j\} (j = 1, 2 \ldots N)$. Let the corresponding set of $R_l$ be $\{R^j_l\}$. Our goal is to (1) train the neural network on the relation $\{R^j_l\} \rightarrow \{x^j\}$, (2) put the XRR data $R_{\text{obs}}$ obtained through the experiment as input to the neural network, and (3) obtain the best-fit parameter vector $x_{\text{obs}}$ and the error $\sigma_{\text{obs}}$ of the parameter as output in the neural network.
2.2 Mixture density network

An MDN enables probabilistic prediction by obtaining the conditional probability density $p(x^j|R_l^j, w)$ of the output for a given input (Bishop, 1994; Unni & Zheng, 2020; McLachlan et al., 1988). Unlike a general FCP, which gives only one best-fit parameter set for a given input as an output, MDN gives values expressing the probability density distribution of parameters as an output. Therefore, MDN can directly obtain the error range or CI of each parameter from the probability distributions of the parameters provided as outputs.

Any probability distribution can be expressed as a linear combination of several Gaussians (McLachlan et al., 1988). Therefore, the probability distribution of parameter $x^j$ can be expressed as a mixture probability consisting of $N_m$ Gaussians. The training process of an MDN is the same as finding the network weight $w$ that minimizes the following loss function $L$ by the maximum likelihood method (Bishop, 1994):

$$L = \sum_{j=1}^{N} E_j,$$

where $E_j$ represents the extent to which the $j$-th data set among $N$ randomly selected datasets contributes to the loss function. In the case of MDN, finding the $w$ value that minimizes the above loss function corresponds to finding the $w$ value that maximizes the conditional probability density $p(\{x^j\}|\{R_l^j\}, w)$, which is likelihood, for all data sets $\{x^j, R_l^j\}$ used for network training. It can be expressed as a Gaussian mixture model:

$$E_j = -\ln \left( \sum_{m=1}^{N_m} \alpha^m(R_l^j, w) \phi_m(x^j|R_l^j, w) \right),$$

$$\phi_m(x^j|R_l^j, w) = \frac{1}{(2\pi)^{k} \prod_{i=1}^{k} \sigma_i^m(R_l^j, w)} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{k} \left( \frac{x_{i}^j - \mu_i^m}{\sigma_i^m(R_l^j, w)} \right)^2 \right\},$$

where $\alpha^m$, $\phi_m(x^j|R_l^j, w)$, $\mu_i^m$, and $\sigma_i^m$ represent the mixing coefficient, conditional density, mean, and the standard deviation of the $m$-th Gaussian, respectively. The MDN model gives the mixing coefficient $\alpha^m$, mean $\mu_i^m$, and standard deviation $\sigma_i^m$, which describe the probability density of the output parameter for a given XRR curve, as the network output from the last output layer (Fig. 1). In this case, the most commonly used FCP or convolutional neural network can be entered in the remaining hidden layers except for the output layer.
Figure 1  Schematic of the mixture density network (MDN) for true parameter $x_i$. The XRR curve $R_i^l$ becomes the input data after preprocessing. The MDN is composed of hidden layers and the output layer. Hidden layers consist of fully connected perceptrons with weight $w$. The output layer, expressed by the mixing coefficient ($\alpha$), Gaussian mean ($\mu$), and standard deviation ($\sigma$), describes the probability distribution of the true parameter, as shown in the right figure.

The argument of the ln function in Equation (3) must be normalized because it is equal to the conditional probability density at which $x_i$ will be obtained for a given $(R_i^l, w)$. This normalization acts as a constraint on $\alpha^m$, and this constraint is solved by applying softmax activation, a normalized exponential function, to all nodes that give $\alpha^m$ as an output. The positive standard deviation $\sigma_i^m$ uses exponential activation, and the unbounded average value $\mu_i^m$ uses linear activation (Bishop, 1994). As a special case of the MDN model, if the output is modeled by only one Gaussian and the standard deviations of all parameters are the same, then the minimization of the loss function in Eq. (2) becomes the same as the well-known minimization of the mean squared error (Bishop, 1994). In this case, the practically important output among the network outputs is only the mean value $\mu_i^m$ and training the MDN is the same as training the regression model using a general FCP.

2.3 Data processing and network architecture

For the application of an MDN to XRR analysis, the XRR data for a Pt/Co/Pt trilayer thin film used in a previous study were chosen (Kim et al., 2021). As previously described, the depth profile of the
refractive index for the Pt/Co/Pt trilayer can be expressed using parameters such as film thickness, density relative to that of the ideal bulk material, and the interface roughness (Figure 2). The XRR curve was calculated using Parratt's recursive formula (Parratt, 1954) after the depth profile obtained from the parameters was replaced with many slabs of uniform thickness smaller than $2\pi/q_{z,\text{max}}$ where $q_{z,\text{max}}$ is the maximum $q_z$ value of the experimental data. To create training data, a sufficiently large number of parameter sets were randomly chosen within the predefined range of interest for each parameter and the corresponding XRR curves were calculated. In practice, as a result of training a single-Gaussian MDN model while increasing parameter sets from 10,000 to 1,000,000, the minimum size of 500,000 at which the CI does not change any more, was used in this study. The refractive index of the bulk material was calculated using a well-known reference (Henke et al., 1993). The electron density of each layer was obtained from the real value of the refractive index, and the relative ratio to the value of the bulk material was in the range from 0.7 to 1.1. The thickness of each layer was between 20 and 40 Å, and the interfacial roughness was set between 0 and 8 Å. The ranges of these parameters were empirically determined based on nominal values, and a wider range was selected than when manually fitting.

**Figure 2**  (a) Schematic of X-ray reflectivity for a Pt/Co/Pt trilayer. The structural parameters $r$, $t$, and $\sigma$ represent the density relative to that of the bulk material, layer thickness, and the interface roughness, respectively. (b) Depth profile of electron density calculated using the structural parameters.

For efficient neural network training, all input data values should have a similar order. However, because the XRR intensity decreases rapidly as the wave vector transfer $q_z$ proportional to the incident angle $\theta$ increases, the calculated XRR intensity is multiplied by $q_z^4$ and the $\log_{10}(\cdot)$ function is then performed so that the magnitude of the XRR intensity is similar in the entire $q_z$ region. Because the appropriate input data of the neural network must have an absolute value between 0 and
1, it is finally used as input data after scaling using the mean and standard deviation values of $\log_{10}(\text{intensity} \times q^4)$ values for all test data. True parameter data corresponding to the output were normalized between 0 and 1 using the maximum and minimum values within the range of interest for each parameter. After data creation, 50,000 data sets, or 10% of the total data, were used as a test dataset to check the training quality after training. The network model used Tensorflow (Abadi et al., 2016), which is a Python library, and the network architecture used the structure of the input layer, the hidden layer consisting of 400, 800, 400, and 300 perceptrons, and finally the output layer, where the MDN was used. All activations of the hidden layer were performed using the “relu” function, which gives 0 for input values less than 0 and the same value as input for values greater than 0. To apply the MDN, the mixture normal layer provided by the Tensorflow Probability library (Dillon et al., 2017) was used for the final output layer. For $N_m$ mixtures and $k$ output parameters, the output layer contained a total of $(2k + 1)N_m$ output nodes (Figure 1). The program codes used in this paper can be found at https://github.com/KookTaeKim/XRR-MDN.

3. Results and discussion

3.1 Single-Gaussian density network and confidence interval

We first attempted to investigate the CI or error range of each parameter in the case of estimating the parameter with the commonly used FCP ANN. However, the training of this FCP ANN is almost identical to the training of the density network assuming that the distribution of each output parameter is expressed through a single Gaussian. Therefore, instead of an FCP ANN, which does not provide information about parameter error by itself, a single-Gaussian model MDN was used. To this end, as previously described, after the data processing and network architecture setup, training was performed using the density network with single-Gaussian unimodal output distribution. After training was completed, the mean and standard deviation values of the output parameter vector were obtained as the MDN output for the experimental data as input (Table 1). The mean value corresponds to the best-fit parameter. To determine whether the solution obtained through MDN is an appropriate solution, we calculated the XRR curve using the best-fit parameter and compared it with the experimental data (Fig. 3(a)). At low angles of incidence, the XRR curves agreed well with the experimental data; by contrast, at high angles of incidence, they did not explain the total thickness fringe well.
Figure 3  (a) The X-ray reflectivity (XRR) curve and experimental data calculated using the best-fit parameters obtained from the single-Gaussian density network. (b) Contour plots for the best-fit parameters obtained using single-Gaussian MDN from 50,000 test XRR curve data, and the true parameters used to create each test datum. The red dotted line represents the best fit value of the thickness of the top Pt layer predicted for the experimental data. (c) Probability density function of the top Pt thickness predicted for experimental data from single-Gaussian MDN (blue histogram) and the probability distribution of true parameters (red histogram) along the best-fit value indicated by the red dotted line in (b).

Table 1  Mean and standard deviation values of the predicted probability distribution for the output parameter obtained using the density network assuming a single-Gaussian output probability density function (PDF). Parameter \( r \) is the relative density of the bulk material, \( t \) is the layer thickness, and \( \sigma \) is the interface roughness.

|                  | \( r_{Pt,\text{top}} \) | \( r_{Co} \) | \( r_{Pt,\text{bot}} \) | \( t_{Pt,\text{top}} \) (Å) | \( t_{Co} \) (Å) |
|------------------|--------------------------|---------------|--------------------------|-----------------|-----------------|
| Estimated        | 0.82 ± 0.05              | 0.93 ± 0.02   | 0.99 ± 0.04              | 30 ± 1          | 26.1 ± 0.5      |
| \( t_{Pt,\text{bot}} \) (Å) | \( \sigma_{\text{air/Pt}} \) (Å) | \( \sigma_{Pt/Co} \) (Å) | \( \sigma_{Co/Pt} \) (Å) | \( \sigma_{Pt/\text{sub}} \) (Å) |
| Estimated        | 31.3 ± 0.8               | 3.6 ± 0.7     | 4.5 ± 0.8                | 4.8 ± 0.6       | 0.7 ± 0.6       |

Two approaches can be considered for improving the analysis results. First, XRR is relatively more sensitive to the microstructure in the thin film at high incidence angles than at low incidence angles; thus, an additional interlayer structure likely exists. Since increasing the number of parameters may cause an overfitting problem, more complex structural models will not be discussed further in this study. Second, our intuition is that the curve fitting should be improved over the entire range of incidence angles by compromising the quality of curve fitting at low angles of incidence. However, this artificial control to obtain a physically more meaningful solution is not allowed in the general
reduction of statistical uncertainty. However, the methods described here can be extended to include other types of uncertainty, such as model uncertainty. In the next section, we will discuss the application of these methods to a few examples.

The first example is the problem of fitting a single Gaussian to a set of data points. In this case, the MDN can be used to predict the parameters of the Gaussian, along with their uncertainty. The second example is the problem of fitting a mixture of Gaussians to a set of data points. In this case, the MDN can be used to predict the parameters of the mixture, along with their uncertainty. The third example is the problem of fitting a single Gaussian to a set of data points, but with the addition of a bias term. In this case, the MDN can be used to predict the parameters of the Gaussian, along with their uncertainty, as well as the bias term.
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density network. These two distributions appear to have approximately the same mean and variance around the best-fit parameter. However, unlike the distribution of the density network model calculated as exactly one Gaussian, the distribution of the true parameter is not exactly a single-Gaussian shape. This difference can be immediately resolved by using an MDN with many Gaussians, which will be shown later. As a result, the output standard deviation of the density network is shown to well approximate the CI.

Because the CI determination method using the previously described $g(x_{\text{True}}|\hat{x}_{\text{obs}})$ is a well-known method in statistics, it can be equally used for parameter estimation using a general FCP ANN. In the case of an FCP, because the output standard deviation cannot be calculated immediately, the CI can be obtained numerically by solving the integral equation in Equation (5) using $g(x_{\text{True}}|\hat{x})$. However, if we use the MDN, we obtain the CI of the parameter directly without additional analysis. The MDN method is efficient because the time required to obtain the estimated calculation results for the experimental data are similar to those of the FCP ANN model.

3.2 Many-Gaussian mixture density network

We now apply the multimodal mixture density model assuming several Gaussian distributions. As a result of training while increasing the number of Gaussians by a multiple of 2, the probability density distribution of the output parameters hardly changes for more than eight Gaussians. From now on, the MDN with eight Gaussians will be described. After training using an MDN with eight Gaussians, the experimental data were used as a network input to obtain a network output of eight Gaussians. To examine the distribution of multimodal PDFs obtained from the network output in detail, we first compared the PDFs obtained from the density network using one Gaussian and the MDN using eight Gaussians for the top Pt thickness parameter (Fig. 4(a)). These two PDFs have similar mean values and overall spread; however, the many-Gaussian distributions are divided into two peaks. The prediction of multiple peaks in the parameter space by the MDN for the XRR data is due to the inverse problem of X-ray scattering. That is, because the X-ray scattering intensity satisfies a functional relationship with respect to sample structure variables but does not satisfy a functional relationship inversely, several sample structures that can explain the same scattering data are predicted. However, in case of using a general FCP or a single-Gaussian density network, only one best-fit parameter is given for each parameter. Therefore, this network is not a problem if it satisfies one-to-one correspondence between input and output training data, whereas the relationship between the input and output is difficult to predict when there are two or more outputs for one input (Carmona-Loaiza & Raza, 2021; Unni et al., 2020). However, in the case of an MDN that uses several Gaussian mixtures, when there are several outputs for a given input, it can be expressed in the form of a
probability distribution of several peaks. Therefore, as shown in Fig. 3(a) and 3(b), the MDN predicts that each output parameter has several possible values for the experimental data given as input.

![Figure 4](image)

**Figure 4** (a)–(b) Probability density functions (PDFs) obtained using single-Gaussian and many-Gaussian mixture density networks. The PDFs of the thickness (a) and density (b) parameters of the top Pt layer predicted for the experimental data. The total probability of each PDF is normalized to one. (c) Two-dimensional histogram of the predicted probability distribution for the thickness and density parameters of the top Pt layer. For multidimensional histograms of all parameters, clusters are found in order of high probability using K-means clustering, which is machine learning. (d)–(e) Probability distribution for each cluster for the thickness (d) and density (e) parameters of the top Pt layer. To compare the absolute amplitudes of each cluster, the probability distribution for each cluster was not normalized.

Importantly, when sampling a parameter vector using the PDF predicted by an MDN, each parameter may appear to be intertwined rather than independent of each other. However, because the MDN theoretically ignores correlation between parameters, the Gaussian’s multidimensional joint probability distribution predicted by the MDN is interpreted to have several clusters in the parameter space. Figure 4(c) shows a two-dimensional joint probability distribution for the relative density ($r_{Pt,top}$) and thickness...
of the top Pt layer, and several Gaussian combinations of the two parameters are observed to be divided into several clusters.

In the output distribution assuming a single Gaussian, because the output PDF is determined by only one peak, the best-fit parameter is obvious even in the multidimensional parameter space. However, in many-Gaussian mixture models, the number of possible parameter vectors that can be classified is difficult to determine intuitively. In particular, finding a parameter set that corresponds to the same peak in a multidimensional parameter space consisting of two or more parameters in an intuitive manner is difficult. A contour that considers the number of matching cases for all parameters can be drawn; however, quantitatively finding optimal parameters with this approach is also difficult, as is determining which peak in each parameter space corresponds to (or overlaps) which peak in another parameter space.

3.3 Clustering in multidimensional joint probability distribution

To determine how many Gaussian clusters are in the multidimensional joint probability distribution obtained by sampling the PDF predicted by the MDN and to find the location of the Gaussian mean of each cluster, we apply K-means clustering, an unsupervised machine learning method (Lloyd, 1982). The K-means clustering method can easily determine the number of clusters in the multidimensional space and the location of the cluster centroid. To implement K-means clustering, we used the Scikit Learn library (Pedregosa et al., 2011). We found a total of four clusters by carrying out an optimization by changing the number of clusters. Because the probability of the fourth cluster was small, we hereafter ignore it. The centroids of the cluster agree well with the two-dimensional Gaussian joint mean (Fig. 4(c)). Finally, these centroid values are the possible solutions that the MDN predicts for the experimental data. Figure 4(d) and 4(e) shows the clusters for the density ($r_{Pt,\text{top}}$) and thickness ($t_{Pt,\text{top}}$) parameters of the top Pt layer, respectively. When clustering is completed, the standard deviation of the distribution for each cluster can be readily calculated.

|                | $r_{Pt,\text{top}}$ | $r_{Co}$  | $r_{Pt,\text{bot}}$ | $t_{Pt,\text{top}}$ (Å) | $t_{Co}$ (Å) |
|----------------|---------------------|-----------|---------------------|--------------------------|--------------|
| Most           | 0.93 ± 0.01         | 0.96 ± 0.01| 0.91 ± 0.01         | 31.4 ± 0.3               | 27.1 ± 0.3   |
| Second Most    | 0.85 ± 0.01         | 0.96 ± 0.01| 0.97 ± 0.01         | 29.9 ± 0.4               | 27.1 ± 0.3   |
| Third Most     | 0.77 ± 0.01         | 0.96 ± 0.01| 1.04 ± 0.01         | 31.2 ± 0.3               | 26.4 ± 0.3   |
| $t_{Pt,\text{bot}}$ (Å) | $\sigma_{\text{air/Pt}}$ (Å) | $\sigma_{Pt/Co}$ (Å) | $\sigma_{Co/Pt}$ (Å) | $\sigma_{Pt/\text{sub}}$ (Å) |
Table 2 shows the parameter set obtained by classifying the cluster in the aforementioned method. For the three probable solutions, most parameters show little difference; however, a notable difference appears in the roughness parameter. In the case of the highest- and second-highest-probability solutions, the roughness of the surface is greater than that of the Pt/substrate interface, whereas the roughness is reversed for the third solution. The advantage of the MDN is that it enables us to determine which solutions are more physically possible cases. Figure 5 shows the XRR curves calculated using three probable solutions. The XRR curves of the solutions with the highest and second-highest probabilities are similar to the XRR curve of the single-Gaussian solution shown in Fig. 3(a); however, their oscillation periods at high angles better explain the experimental data. This result shows that many-Gaussian MDNs can predict parameter sets more precisely than single-Gaussian MDNs. Another notable point is that the XRR curve for the solution with the third-highest probability shows the largest amplitude of XRR oscillation at high angles, which appears to better explain the experimental data. Although it is necessary to examine whether each structural variable is a physically meaningful value in order to finally determine the structural variable sets, the solution with the third-highest probability is the best in terms of whether it describes the characteristic shape of the XRR curve well. If the method of minimizing $\chi^2$ is used, then obtaining a solution sensitive to this pattern is difficult because only the solution with the highest probability is provided. By contrast, because the neural network is sensitive to the pattern of the input data, another advantage of MDN is that it provides several solutions of different features.

**Figure 5** XRR curves calculated with the three most probable parameter sets obtained using an eight-Gaussian MDN.
When applying the standard least square method using the different solutions obtained from the MDN as an initial estimate, most of the regression process is completed without significantly deviating from the given initial estimate. This is because several solutions obtained by MDN each correspond to the local minima of the $\chi^2$ space. From this point of view, MDN corresponds to a neural network version of advanced regression methods for finding the global minimum in the $\chi^2$ space, for example, Bayesian analysis based on the Monte-Carlo method (McCluskey et al., 2020; Kim et al., 2021).

4. Conclusion

We showed that the problem of estimating the CI, which could not be obtained with the existing ANN method, was solved using the MDN method in curve fitting of XRR data. To this end, the results of the Neumann process, a conventional statistical analysis method for obtaining the CI, and the estimation results obtained using an MDN were compared. Because the MDN could well model the distribution of true parameters for the experimental data, the reliability of the estimated parameters was confirmed. This result could be used in future XRR data analyses related to the mass production of similar thin-film structures. In addition, we showed that MDN can help solve the inverse problem in X-ray scattering because it provides the PDFs instead of a single solution of the output parameters. In particular, using the K-means clustering method, possible output parameter sets from the PDFs were systematically obtained in the order of probability. The XRR data analysis method using MDN introduced here is expected to be useful for parameter estimation in other fields involving X-ray scattering or neutron reflectivity.
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