Galaxies-gravitational waves multimessenger cross-correlations: detectability and exploitation as an astrophysical probe
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Abstract. Gravitational waves astronomy has opened a new opportunity to study the Universe. Full exploitation of this window can especially be provided by combining data coming from gravitational waves experiments with luminous tracers of the Large Scale Structure, like galaxies. In this work we investigate the cross-correlation signal between gravitational waves resolved events, as detected by the Einstein Telescope, and actively star-forming galaxies. The galaxies distribution is computed through their UV and IR luminosity functions and the gravitational waves events, assumed to be of stellar origin, are self-consistently computed from the aforementioned galaxies distribution. We provide a state-of-the-art treatment both on the astrophysical side, keeping into account the impact of the star formation and chemical evolution histories of galaxies, and in computing the cross-correlation signal, for which we include lensing and relativistic effects. We find that, given enough gravitational waves events and for some Star Formation Rate cuts, the cross-correlation signal that would be measured is sufficiently strong to overcome the noise and provide a clear signal. We suggest a possible application of this methodology, which consists in the possibility of distinguishing between different astrophysical scenarios and eventually test theoretical models. We consider a proof-of-concept case in which a metallicity dependence on the compact objects merger efficiency can be discriminated against a reference case with no metallicity dependence. When considering galaxies with a Star Formation Rate $\psi > 10 M_\odot/yr$, a Signal-to-Noise ratio around a value of 2-4 is gained after a decade of observation time, depending on the observed fraction of the sky. This formalism can be exploited as an astrophysical probe and could potentially allow to test and compare different astrophysical scenarios.
1 Introduction

After the first detection of a Gravitational Wave (GW) signal was announced, originating from the merger of Binary Black Holes (BBH) of a total mass $M_{\text{tot}} \sim 60M_\odot$ [1, 2], the era of GW astronomy begun. Its groundbreaking importance comes from the fact that it opened a completely new way to observe the cosmos, using an observable that could not be exploited before. Among the newly opened directions, the birth of GW astronomy also led to new possibilities in the multimessenger field of tracers cross-correlations.

The study of cross-correlations between distinct tracers is not new. Indeed, several studies regarding e.g., correlations between the Large Scale Structure (LSS) and the Cosmic Microwave Background (see e.g., refs. [3–7]), neutrinos (see e.g., ref. [8]) or among different LSS tracers (see e.g., refs. [9–12]) have been performed. For what concerns the specific possibility to cross-correlate GW signals with LSS tracers, various works on different applications have been made, such as the investigation of the origin of merging BBHs [13, 14], the study of anisotropies of the number density and luminosity distances of compact binaries [15] and of the stochastic GW background [16, 17], the investigation of the GW bias [18] and the possibility of alternatives to General Relativity [19].
In this paper we extend the work addressed by the community in the GW × LSS area studying the measurable cross-correlation signal with a refined description of both the LSS and GW tracers. Regarding the characterization of the LSS tracers we make use of actively star-forming galaxies. Observations of the last decade, with the advent of high redshift far-IR/sub-mm surveys, have helped in robustly characterizing the galaxies luminosity functions, from which the Star Formation Rate (SFR) $\psi$ can be derived, allowing us to have a rather solid statistics of actively star-forming galaxies (for a more detailed discussion see section 3.1.1 and references therein). Therefore, we exploit the galaxy SFR to organize different galaxy types in different SFR bins. In this way we can look at the contribution to the cross-correlation signal coming from galaxies with different star formation activities.

On the other hand, the redshift distributions of the detected GW signals, coming from all types of merging compact objects COs (BH-BH, BH-NS, NS-NS, where NS stands for Neutron Stars), are modeled by convolving a detector sensitivity curve with the intrinsic merging rates. The latters are self-consistently derived from the aforementioned galaxies distribution. Thus, the two tracers considered here are not coming from different and independent sources: we are looking at the same objects (star forming galaxies) but through different messengers (light and GWs). However, the GWs distribution does not only depend on the SFR of the galaxies since both the number of merging compact objects and their chirp mass, that affects the GW signal detectability, can strongly depend on the environmental conditions in which the binary forms and evolves. For these reasons, in this work we use a refined determination of the COs merging rates, following reference [20], where a metallicity distribution is associated to each single galaxy through a chemical evolution model. In this way the strong metallicity dependence of the properties of the COs binaries, which emerge from binary evolution simulations, is taken into account at least to some extent. Once the intrinsic merging CO distribution is computed, we convolve it with the sensitivity curve of the future third generation GW observatory Einstein Telescope (ET) [21] to get the detected GW events redshift distribution.

These characterizations altogether lead to a forecast on the cross-correlation signal that can be obtained by realistically modeling these two types of tracers, especially awaiting the soon-to-come GWs detections from third generation observatories. We perform here both a tomographic and a non tomographic approach.

As a possible application of this cross-correlation formalism, we explore the idea of testing different astrophysical scenarios, which predict different GWs distributions, clustering and other specifics. We consider an exemplificative proof-of-concept case, in which we test whether metallicity dependencies on the COs merging efficiency can be detected and distinguished with respect to a benchmark case with no metallicity dependence. Looking at the distribution and clustering of these two tracers can be a promising tool to discriminate between different features imprinted by several astrophysical mechanisms.

This work is structured as follows: in section 2 we provide the mathematical background to describe the cross-correlation signal, given by the number counts angular power spectra $C_\ell$’s; in section 3 we describe the tracers considered and the theoretical background behind the physical quantities characterizing them; in section 4 we present estimates on the cross-correlation signals through Signal-to-Noise computations; in section 5 we describe how to potentially distinguish astrophysical features from different models and predict its viability using a test scenario; in section 6 we draw our conclusions.
2 Cross-correlation formalism

We describe the cross-correlation between two tracers by working in the harmonic space, considering as observable the number counts angular power spectrum $C_{\ell}$. The multipole number $\ell$ relates to the angular resolution $\theta$ as $\ell \sim 180^\circ/\theta$ (see e.g., refs. [22–32] for works about giving up the flat sky approximation and the advantages of working in the harmonic space). What follows is valid both in the case when tomographic maps of the two tracers are available and in the case in which tomography is not performed, whereas the latter case can simply be seen as the first one reduced to a single redshift bin.

Being $X$ and $Y$ the two tracers, we can write the relation between the observed angular power spectrum $C_{\ell}^{XY}(z_i, z_j)$ (obtained cross-correlating tracer $X$ in redshift bin $z_i$ with tracer $Y$ in bin $z_j$) and the harmonic coefficients $a_{\ell m}$ as:

$$
\langle a_{\ell m}^X(z_i) a_{\ell' m'}^{Y^*}(z_j) \rangle = \delta_{\ell \ell'} \delta_{m m'} C_{\ell}^{XY}(z_i, z_j) = \delta_{\ell \ell'} \delta_{m m'} \left[ C_{\ell}^{XY}(z_i, z_j) + \delta_{XY} \delta_{ij} \mathcal{N}_{\ell}^{X}(z_i) \right],
$$

(2.1)

where $\delta$ is the Kronecker delta. In the following we explain the meaning of each term of the equation above. The observed harmonic coefficients $a_{\ell m}^X(z_i)$ are given by the sum of the partial wave coefficients of the signal and of the noise:

$$
a_{\ell m}^X(z_i) = s_{\ell m}^X(z_i) + n_{\ell m}^X(z_i). \quad (2.2)
$$

The quantity $\mathcal{N}_{\ell}^{X}(z_i)$ denotes the shot noise (inversely proportional to the number of sources per steradian) and, as equation (2.1) shows, we construct the noise angular power spectrum from it, assuming no other sources of error and no correlation between noise terms of different experiments and $z$ bins. The expectation value of the noise can then be written as

$$
\langle n_{\ell m}^X(z_i) n_{\ell' m'}^{Y^*}(z_j) \rangle = \delta_{\ell \ell'} \delta_{m m'} \delta_{XY} \delta_{ij} \mathcal{N}_{\ell}^{X}(z_i). \quad (2.3)
$$

The angular power spectrum is directly obtained from the signal wave coefficients as $[33, 34]$:

$$
\langle s_{\ell m}^X(z_i) s_{\ell' m'}^{Y^*}(z_j) \rangle = \delta_{\ell \ell'} \delta_{m m'} C_{\ell}^{XY}(z_i, z_j). \quad (2.4)
$$

Assuming signal and noise as statistically independent, one can write

$$
\langle s_{\ell m}^X(z_i) n_{\ell' m'}^{Y^*}(z_j) \rangle = 0. \quad (2.5)
$$

Finally, the angular power spectrum $C_{\ell}^{XY}(z_i, z_j)$ for different tracers and different redshift bins can be written as

$$
C_{\ell}^{XY}(z_i, z_j) = \frac{2}{\pi} \int \frac{dk}{k} \mathcal{P}(k) \Delta_{\ell}^{X,z_i}(k) \Delta_{\ell}^{Y,z_j}(k), \quad (2.6)
$$

where $\mathcal{P}(k) = k^3 P(k)$ is the primordial power spectrum and

$$
\Delta_{\ell}^{X,z_i}(k) = \int_{z_i - \Delta z}^{z_i + \Delta z} dz \frac{dN_X}{dz} W(z, z_i) \Delta_{\ell}^{X}(k, z), \quad (2.7)
$$

where $\frac{dN_X}{dz}$ is the source number density per redshift interval, $W(z, z_i)$ is a window function centered at $z_i$ with half-width $\Delta z$ (with the integral of $W(z, z_i) \frac{dN_X}{dz}$ being normalized to unity). Note that equation (2.6) follows the notation of reference [35], which reflects how the
The reader interested in the full expressions of the number counts fluctuations in equation (2.8) can find them in Appendix A. The angular power spectra were computed using Multi_CLASS, the modified version of CLASS presented in [39, 40] which allows the user to compute cross-correlations between different tracers $X \neq Y$. We consider Gaussian window functions and fix the cosmological parameters as follows: $\{n_s, \ln 10^{10} A_s, \Omega_{cdm}, \Omega_b, h\} = \{0.9619, 3.0980, 0.26377, 0.04828, 0.67556\}$ [41].

As can be seen by the above equations and Appendix A, there are four main ingredients that are needed to fully characterize one tracer $X$:

- **Redshift distribution** $\frac{dN_X}{dz}$: the source number density per redshift interval is characterized by a shape which is a fundamental ingredient in the angular power spectra computation (see equation (2.7)). Eventually, the number of sources in a specific redshift bin is also necessary to compute the shot noise that enters in the estimate of the observed $\tilde{C}_\ell$’s in equation (2.1). More details about the redshift distributions of the considered tracers are given in sections 3.1.1 and 3.2.1.

- **Bias $b_X$**: it quantifies the mismatch between the distribution of matter and of the tracer $X$ (see e.g., [42–48]). Indicating their local contrasts at position $x$ respectively by $\delta(x)$ and $\delta_X(x)$, for $\delta \ll 1$ the bias can be written as $\delta_X(x) \equiv \frac{n_X(x) - \bar{n}_X}{\bar{n}_X} = b_X \delta(x)$, where $n_X$ is the comoving density of tracer $X$ and $\bar{n}_X$ is its mean value. The bias characterizes the density term of equation (2.8). More details about the bias of our tracers are given in sections 3.1.2 and 3.2.2.

- **Magnification bias $s_X(z)$**: it quantifies the change in the observed surface density of sources of tracer $X$ induced by gravitational lensing [49]. Two effects compete against each other: on one side the number of observed sources can increase due to a magnification of the received flux, which would make visible some sources right below the visibility threshold (luminosity or magnitude for galaxies and Signal-to-Noise ratio for GWs); on the other side an increase of the area reduces the observed number density of objects. The magnification bias mainly affects the lensing term of equation (2.8), but enters also in the velocity and gravity terms. Further discussion about magnification bias of our tracers can be found in sections 3.1.3 and 3.2.3.

- **Evolution bias $f_{X\text{evo}}$**: it reflects the fact that the number of elements of a tracer $X$ is not necessarily conserved in redshift due to the possible formation of new objects. The evolution bias can be written as [50–52]: $f_{X\text{evo}}(z) = \frac{d \ln \left( a \frac{d^2 N_X}{dz dt} \right)}{d \ln a}$, where $a$ is the scale factor and $d^2 N_X$ is the absolute distribution of objects of tracer $X$, which can usually be substituted by the observed distribution with good approximation [14]. The evolution bias appears in sub-leading terms in the velocity and gravity contributions of equation (2.8).
3 Tracers

In this section we describe how our two tracers (galaxies and GWs) are characterized, along with the theoretical frameworks used in their modeling.

3.1 Galaxies

Our first tracers are actively star-forming galaxies. We do not deal with any specific galaxy catalog: we count and distribute galaxies on the basis of the observationally determined SFR functions at different redshifts (described in section 3.1.1). More precisely, in this work we consider objects with three different SFR lower limits: \( \psi \geq 10, 100, 300 \, M_\odot/yr \). The lower value of \( 10M_\odot/yr \) roughly corresponds to the limit below which uncertainties in the SFR functions are significant, especially at high redshift. The cut of \( 100M_\odot/yr \) is set to take into account the highly star forming dusty galaxies which constitute the bulk of the cosmic SFR. Finally, the highest limit of \( 300M_\odot/yr \) is set to take into account the most extreme star forming objects.

3.1.1 SFR functions

The star formation rate functions \( dN/d\log_{10}\psi/dV \) correspond to the number density of galaxies per cosmological comoving volume per logarithmic bin of SFR at a given cosmic time \( t \) or redshift \( z \). In the last years several observations (e.g., UV+far-IR/submillimeter/radio luminosity functions and stellar/gas/dust mass functions) have allowed to robustly estimate these functions. The SFR of a galaxy could in principle be estimated by its UV luminosity, since it is proportional to the quantity of young stars present in the galaxy. However, this estimation can be easily biased by the presence of dust. Indeed, even a modest amount of dust can significantly absorb the UV radiation and re-emit it in the far-IR/(sub)millimeter wavelengths. Standard UV slope corrections (e.g., [53–55]) can still be applied to galaxies with relatively low SFR \( \psi \lesssim 30 – 50M_\odot/yr \), since the dust attenuation for them is mild. Therefore, deep UV surveys in the rest frame UV band are enough to robustly determine the SFR functions at the faint end. Instead, in highly star-forming galaxies with SFR \( \psi \gtrsim 30 – 50M_\odot/yr \) dust obscuration is heavy and the corrections mentioned above are no more reliable (e.g., [56–60]). To soundly estimate their SFR functions, it is necessary to use far-IR/(sub)millimeters observations. The latters have been exploited in many works over the recent years (e.g., [61–65]) to reconstruct, in combination with UV data, the SFR functions for the whole SFR range at redshift \( z \lesssim 3 \). At higher redshifts, given the sensitivity limits of wide-area far-IR surveys, the reconstruction of the SFR functions, especially at the bright end, is more uncertain. Useful information have been obtained from far-IR/(sub)millimeter stacking (see [66], [67]) and super-deblending techniques (see [68]), from targeted far-IR/(sub)millimeter observations (e.g., [69–71]) and from radio surveys ([72]).

All the above datasets have been fitted through simple Schechter functions by [73], obtaining:

\[
dN = \mathcal{N}(z) \left( \frac{\psi}{\psi_c(z)} \right)^{1-\alpha(z)} e^{-\psi/\psi_c(z)},
\]

where the values of the redshift-dependent parameters \( \mathcal{N}(z) \), \( \psi_c(z) \) and \( \alpha(z) \) can be found in table 1 of [73] (see also figure 1 of [20]). From the SFR functions we can obtain the number density of galaxies per unit comoving volume at different cosmic times \( t \) and the cosmic star
formation rate density as:

\[
\frac{dN}{dV}(t) = \int d\log_{10} \psi \frac{dN}{d\log_{10} \psi} \left( \log_{10} \psi | t \right),
\]

(3.2)

\[
\rho_{\psi}(t) = \int d\log_{10} \psi \psi \frac{dN}{d\log_{10} \psi} \left( \log_{10} \psi | t \right).
\]

(3.3)

Notice that the evolution of the cosmic star formation rate density with redshift, reconstructed in this way, is well in agreement with the available datasets (see [20]). The number of galaxies per redshift bin \(dN/dz\) can be easily obtained multiplying equation 3.2 by the differential cosmological comoving volume \(dV/dz\). The redshift distribution of our 3 galactic tracers (galaxies with \(\psi > 10, 100, 100 M_\odot/yr\)) can be obtained integrating the SFR functions excluding galaxies below a certain threshold \(\bar{\psi}\):

\[
\frac{dN_{\bar{\psi}}}{dz}(t, \geq \bar{\psi}) = \frac{dV}{dz} \int_{\bar{\psi}}^{\infty} \frac{dN}{d\log_{10} \psi} \left( \log_{10} \psi | t \right) dV.
\]

(3.4)

In figure 1, left panel, the three \(dN_{\bar{\psi}}/dz\) of the galactic tracers considered in this work are plotted as a function of redshift.

3.1.2 Galaxy bias

A fundamental ingredient entering in the computation of the observed number counts fluctuations in equation 2.8 is the bias \(b_X(z)\). Since our tracers are galaxies selected, counted and divided by their SFR, we should connect the bias to this quantity. We adopt the procedure of reference [74] associating the luminosity/SFR of the galaxy to the mass of the hosting dark matter halo through an abundance matching technique and then assigning to a galaxy with given SFR the bias of the corresponding halo. Abundance matching is a standard method to derive a monotonic relationship between the galaxy and the halo properties by matching the corresponding number densities in the following way:

\[
\int_{\log_{10} \psi}^{\infty} d\log_{10} \psi' \frac{dN}{d\log_{10} \psi'} M_H \left( \frac{dN}{d\log_{10} \psi'} M_H \right) \frac{1}{2} \text{erfc} \left\{ \frac{\log_{10} (M_H(\psi)/M_H')}{\sqrt{2} \bar{\sigma}} \right\},
\]

(3.5)

where \(M_H\) is the halo mass, \(dN/d\log_{10} M_H/dV\) is the galaxy halo mass function i.e. the mass function of halos hosting one individual galaxy (see Appendix A of [74]) and \(M_H(\psi)\) is the relation we are looking for. Finally, \(\bar{\sigma} \equiv \sigma d\log_{10} M_H/d\log_{10} \psi \) is the scatter around that relation (we set \(\sigma_{\log_{10} \psi} \simeq 0.15\) following [75–77]). Once \(M_H(\psi)\) is determined we assign to each galaxy the bias corresponding to the halo associated to its SFR: \(b(z, \psi) = b(z, M_H(z, \psi))\), where \(b(z, M_H)\) is computed as in [78] and approximated by [79].

It is now easy to compute an effective bias for all the galaxies above a certain SFR threshold \(\bar{\psi}\) weighting \(b(z, \psi)\) by the corresponding galaxy distribution:

\[
b_{\bar{\psi}}(z, > \bar{\psi}) = \frac{\int_{\log_{10} \psi}^{\infty} d\log_{10} \psi \frac{dN}{d\log_{10} \psi} b(z, \psi)}{\int_{\log_{10} \psi}^{\infty} d\log_{10} \psi \frac{dN}{d\log_{10} \psi}}.
\]

(3.6)

In figure 1, middle panel, we show the galaxy effective bias as a function of redshift for our galactic tracers. We see, as expected, that it tends to increase with redshift and it is, in general, lower for galaxies with lower SFRs, since these are typically associated to less massive halos.
3.1.3 Galaxy magnification bias

The magnification bias is another important factor entering in the angular power spectra computation. As mentioned above, our galactic tracers have SFR cuts $\bar{\psi} = 10, 100, 300 \, M_\odot/yr$. The magnification bias for each of them is proportional to the logarithmic slope of their $dN_\psi/dz$ computed at $\psi = \bar{\psi}$:

$$s_{g, \bar{\psi}}(z) = -\left. \frac{2}{5} \left( \frac{d\log_{10} \left( \frac{d^2N_\psi(z, > \psi)}{dz\, d\Omega} \right)}{d\log_{10} \psi} \right) \right|_{\psi = \bar{\psi}}. \quad (3.7)$$

Using equation (3.4) we can show that the magnification bias can be directly related to the SFR functions as:

$$s_{g, \bar{\psi}}(z) = \frac{2}{5 \ln 10} \frac{dN}{d \log_{10} \psi}(z, \bar{\psi}) \frac{dV}{dz}. \quad (3.8)$$

Figure 1 (right panel) shows the magnification bias for our galactic tracers as a function of redshift. We can see that, at small $z$, the magnification bias decreases rapidly, especially for the tracers with higher SFRs: this is due to the fact that at small redshifts we have less and less galaxies with high SFRs, therefore the function $d^2N(z, > \psi)/dz\, d\Omega$ strongly depends on the choice of the faint end in SFR. Moreover, the overall magnification bias for higher star forming galaxies is larger because they are less and a variation of the faint end SFR limit has a larger impact on their $dN/dz$. This is why, in general, the magnification bias shape tends to be specular to the one of the $dN/dz$.

![Figure 1](image-url)

**Figure 1.** Full-sky redshift distributions (left), bias (center) and magnification bias (right) for all galactic tracers. Quantities referred to galaxies with Star Formation Rate $\psi > 10 M_\odot/yr$, $\psi > 100 M_\odot/yr$, $\psi > 300 M_\odot/yr$ are respectively in green, cyan and magenta lines.

3.2 Gravitational waves

The other class of tracers that we are considering are GWs resolved signals coming from the merging of BH-BH, NS-NS and BH-NS binaries. In the next subsections, as already done for the case of galaxies, we are going to illustrate how to compute their merging and detected rates, their bias and magnification bias.
3.2.1 Merging rates

The merging rate of compact binaries is the number of merging per year per redshift bin $d\dot{N}/dz$. Multiplying it by an observational time one gets the number of events per redshift bin in that period of time. Computing the merging and detected rates of compact binaries is a complex issue since it involves the necessity to understand and to correctly model many astrophysical processes occurring on different time and spatial scales: from stellar astrophysics, to galaxy formation and evolution, to GW physics. However, a number of studies have approached the problem combining population synthesis simulations (e.g., [80–86]) either with cosmological simulations (e.g., [87–91]) or with recipes on the cosmic star formation rate density and metallicity distributions inferred from observations (e.g., [20, 92–97]). In this work we follow the approach of reference [20], briefly sketched hereafter.

The three main ingredients to compute the merging rates of compact binaries are: i) an observational determination of the SFR functions at different redshifts, ii) average chemical enrichment histories of individual galaxies and iii) outcomes from single stellar and binary evolution simulations.

The first ingredient has already been described in section 3.1.1 and provides the galaxy statistics. In the following subsections we are going to describe respectively the other two ingredients and the way to combine them to compute the merging rates of compact binaries.

Metallicity

The average chemical enrichment histories of individual galaxies is crucial since it allows to associate a metallicity $Z$ to galaxies with different properties (SFR, mass, age or morphological type). Knowing the metallicity is fundamental because many binary evolutionary phenomena strongly depend on it: stellar winds, supernova kicks, direct collapse, common envelope effects, etc. (for a more detail explanation of the main effects of metallicity on stellar and binary evolution see section 5.1 and references therein). In [20] the chemical enrichment history of a galaxy with a given average SFR is reproduced with a simple model featuring a linear increase of the metallicity in the early stages of the galaxy life up to a saturation value dependent on the SFR. This model is an approximation of the more elaborated chemical evolution model of [98] and [99] and well reproduces observations of both elliptical and disk galaxies (see e.g., [100–106]). The authors of [20] generate a metallicity distribution at given cosmic time $t$ and SFR $dp/d\log_{10}Z$ ($\log_{10}Z(t, \psi)$ taking into account the time spent by a galaxy with given SFR in each bin of metallicity. Their final expression to compute the metallicity distribution is:

$$\frac{dp}{d\log_{10}Z}(\log_{10}Z|t, \psi) = \Delta \times \frac{Z}{Z_{\text{sat}}} \ln(10)\Theta_{H}(Z - Z_{\text{sat}}) + (1 - \Delta) \times \delta_{D}(\log_{10}Z - \log_{10}Z_{\text{sat}}),$$

(3.9)

where $Z_{\text{sat}}(t, \psi)$ and $\Delta(t, \psi)$ are parameters depending on the cosmic time and the SFR of the single galaxy. $Z_{\text{sat}}$ represents the saturation value of the metallicity and its typical values are in the range $\sim 0.3 - 1.5Z_{\odot}$, $\Delta \sim 0.1 - 0.3$ specifies how quickly the metallicity saturates to such values as a consequence of the interplay between cooling, dilution and feedback processes.

Stellar and binary evolution

The outcomes of single stellar and binary evolution simulations can provide three important factors: the remnant mass $m_{\bullet}$ as a function of the zero age main sequence (ZAMS) star mass $m_{\star}$ and metallicity $m_{\bullet}(m_{\star}, Z)$, a time delay distribution between the formation of the binary
and the merging $dp/dt_d$ and a mass ratio distribution $dp/dq$, where $q$ is the ratio between the less and the more massive compact remnant.

For the mass distribution of compact remnants we take as a reference the $m_\bullet(m_\star,Z)$ relation given in [84], and we generate a probability distribution function just applying a logarithmic gaussian scatter ($\sigma = 0.1$dex) around the $m_\bullet(m_\star,Z)$ value to take into account possible uncertainties coming from stellar evolutionary processes as in [20]:

$$
\frac{dp}{d\log_{10} m_\bullet(m_\star,Z)} = \frac{1}{\sqrt{2\pi}\sigma} \exp\left[-(\log_{10} m_\bullet - \log_{10} m_\bullet(m_\star,Z))^2/2\sigma^2\right].
$$

(3.10)

To get rid of the dependence on the initial stellar mass it is sufficient to select an initial mass function (IMF) $\phi(m_\star)$ (in this work we used the Chabrier one [107]\(^1\)) and integrate over the initial stellar masses weighting the integral with the IMF:

$$
\frac{dp}{d\log_{10} m_\bullet(m_\star,Z)} = \int_{m_\star} dm_\star \phi(m_\star) \frac{dp}{d\log_{10} m_\bullet(m_\star,Z)},
$$

(3.11)

where $m_\star \sim 7M_\odot$ is the ZAMS star mass limit originating a NS remnant\(^2\). However, since the amplitude of the gravitational wave events is determined by the chirp mass $M_\bullet \equiv m_\bullet q^{3/5}/(1 + q)^{1/5}$, rather than by the primary mass $m_\bullet$, we should make use of the mass ratio distribution to change variable and determine the probability distribution function for a given chirp mass in the following way:

$$
\frac{dp}{dM_\bullet}(M_\bullet|Z) = \int dq \frac{dp}{dq} \frac{dp}{dm_\bullet(q|M_\bullet,q|Z)} \frac{dm_\bullet}{dM_\bullet}(q|Z),
$$

(3.12)

where $m_\bullet(M_\bullet,q) = M_\bullet(1 + q)^{1/5}/q^{3/5}$, $dm_\bullet/dM_\bullet = (1 + q)^{1/5}/q^{3/5}$ and the distribution $dp/dq$ is taken from binary evolution simulations. In particular, the mass ratio distribution for BHâ–â–BH mergers scales linearly with $q$: $dp/dq \propto q$ (see e.g., [82, 92, 108]), instead, for NSâ–â–NS or BHâ–â–NS merging, the mass ratio distribution tends to be flatter (see [81, 90, 109–111]). We set the $q$ distributions ranges for the three types of merging events on the basis of the allowed masses for each CO type. The authors of reference [20] have checked that the merging rate depends very little on the chosen $q$ distribution.

The last ingredient provided by observations and simulations is the probability distribution function for the time delay between the formation of the binary and its merging: $dp/dt_d \propto t_d^{-1}$ [86, 109], normalized to unity between a minimum value of $t_{d,min} \sim 50$Myr and the age of the universe.

**Computing merging and detected rates**

After this brief overview of the main ingredients, we can compute the cosmic merging rates of compact remnant binaries per redshift and chirp mass interval in the following way:

$$
\frac{d^2N_{\text{merge}}}{dz dM_\bullet}(t,M_\bullet) = \frac{dV}{dz(1+z)} \int dt_d \frac{dp}{dt_d} \int d\log_{10} \psi \frac{dN}{d\log_{10} \psi|t - t_d)} \frac{d\log_{10} \psi}{d\log_{10} \psi} \times
$$

$$
\int d\log_{10} Z \frac{dp}{d\log_{10} Z}(\log_{10} Z|t - t_d, \psi) \frac{dp}{dM_\bullet}(M_\bullet|Z).
$$

(3.13)

\(^1\)In principle the IMF could be different and also dependent on the galaxy properties as SFR or metallicity. However the authors of reference [20] showed that its choice has only a mild impact on the detected GWs rate.

\(^2\)Note that in equation (3.11), the integral should contain the quantity $\phi(m_\star)/\int dm_\star \phi(m_\star)m_\star$. However, in literature the denominator is usually left implicit because of the IMF normalization condition $\int dm_\star \phi(m_\star)m_\star = 1M_\odot$, though the reader should keep track of the measurement units (i.e. the factor computed in equation (3.11) is a distribution of remnant masses per unit of star formed mass).
To grasp the meaning of this cumbersome expression let us look first at the innermost integral: it represents the probability of formation of a compact remnant with chirp mass $M_{\bullet\bullet}$ in a galaxy with SFR $\psi$. This quantity is then integrated over all the galaxies weighted with the galaxy statistics (the SFR functions). The multiplication by the SFR $\psi$ itself is present to take into account the fact that galaxies with higher SFR will produce more stars and consequently more remnants. Notice that, for a merging event happening at the cosmic time $t$, the formation time of the binary will be $t - t_d$ with $t_d$ being the time delay. All the quantities discussed so far are computed at the formation time. The outermost integral is performed over all the possible time delays and it is weighted by the time delay distribution. The factor $dV/dz$ is just the differential comoving volume, while the $(1 + z)$ factor in the denominator keeps into account the cosmological time dilation. Finally, the factor $f_{\text{eff}}$ is defined as the fraction of primary compact remnants hosted in binary systems with characteristics apt to allow merging within a Hubble time.

We warn the reader that the $f_{\text{eff}}$ factor is the result of many different and complex physical processes related to stellar and dynamical evolution (binary fraction, common envelope development/survival, SN kicks, mass transfers, etc.), so it could in principle depend on metallicity and binary type. In stellar and binary evolution simulations (e.g., [81, 84, 86, 92, 97, 112, 113]) this quantity is naturally obtained, but largely dependent on model assumptions. This is why, at this stage, we set it empirically by normalizing the local BH-BH, BH-NS and NS-NS merger rates to the logarithmic average values of the 90% confidence interval measured by the LIGO/Virgo collaboration after the O1 and O2 runs (see [114]): 30 Gpc$^{-3}$/yr for BH-BH, 650 Gpc$^{-3}$/yr for NS-NS and 25 Gpc$^{-3}$/yr for BH-NS (this last choice is less certain since the BH-NS local merging rate is limited only by an upper value). We stress that in doing so the factor $f_{\text{eff}}$ loses all the possible metallicity dependence, which, however, is highly uncertain and model dependent (we will come back to its metallicity behaviour in section 5). Therefore, this factor acts only on the normalization of the merging rates and can be changed when a more accurate determination of the local rates will be done after further GWs observations. Thus, the difference in the merging rates normalization between the three types of merging events is given by the different $f_{\text{eff}}$ factors, while the difference in shape is given by the distribution $dp/dM_{\bullet\bullet}(M_{\bullet\bullet}|Z)$ in equation (3.12), depending on the stellar and binary evolution prescriptions.

Once the merging rates per chirp mass bin are computed, it is easy to derive the detected rates by a specific GW detector. As mentioned in section 1, we consider the ET instrument. The rates per unit redshift, chirp mass and signal to noise ratio (SNR) can be computed as:

$$\frac{d^3 \dot{N}_{\text{merge}}}{dz dM_{\bullet\bullet} d\rho}(\rho|z, M_{\bullet\bullet}) = \frac{d^2 \dot{N}_{\text{merge}}}{dz dM_{\bullet\bullet}} \frac{dp}{d\rho}(\rho|z, M_{\bullet\bullet})$$

(3.14)

where $dp/d\rho$ is the probability distribution of SNR dependent on redshift, chirp mass and on the sensitivity curve of the detector (for a full treatment of the $dp/d\rho$ see [20, 96, 115, 116]). Therefore, the rates with SNR $\rho > \bar{\rho}$ can be computed as:

$$\frac{d\dot{N}_{\bar{\rho}}}{dz}(z, > \bar{\rho}) = \int_{\bar{\rho}}^{\infty} dp \frac{d^2 \dot{N}}{dz d\rho}(\rho, z) = \int_{\bar{\rho}}^{\infty} dp \int dM_{\bullet\bullet} \frac{d^3 \dot{N}}{dz dM_{\bullet\bullet} d\rho}(M_{\bullet\bullet}|z, \rho).$$

(3.15)

We consider the GW event detected when the SNR is higher than $\bar{\rho} = 8$. The detected rates by ET for BH-BH, NS-NS and BH-NS are shown in figure 2 (left panel).
3.2.2 Bias for GW events

In equation (3.13) we computed the merging rates of compact remnants per redshift and chirp mass bins integrating over all the possible metallicities, SFRs and delay times. If the integration over one of those quantities is not performed, we obtain the differential merging rates as a function of that quantity. Therefore, avoiding the integration over the SFR yields the contribution to the merging rates for different bins of star formation: \(d\dot{N}_{\text{merge}}/dz/dM_{\bullet\bullet}/d\log_{10}\psi\). From this quantity, following the same procedure depicted above, we can obtain the rates per redshift, SNR and SFR bins \(d\dot{N}_{\text{merge}}/dz/d\rho/d\log_{10}\psi\).

In order to assign a redshift dependent bias to the GW events, we make use of the bias \(b(z,\psi)\), computed in section 3.1.2, associated to a galaxy at a given redshift with given SFR and we weight it through the quantity \(d\dot{N}_{\text{merge}}/dz/d\rho/d\log_{10}\psi\) which keeps into account the contribution of the different SFRs (i.e. of different galaxies) to the total merging rates at a given redshift and SNR. Therefore, to compute the bias for gravitational waves we use the following expression:

\[
 b_{\text{GW}}(z,\rho) = \frac{\int d\log_{10}\psi \frac{d^3N}{dzd\rho d\log_{10}\psi} b(z,\psi)}{\int d\log_{10}\psi \frac{d^3N}{dzd\rho d\log_{10}\psi}}. \tag{3.16}
\]

The effective bias, i.e. the bias for GWs with a SNR above a certain threshold \(\bar{\rho}\), is now easy to compute:

\[
 b_{\text{GW},\bar{\rho}}(z,>\bar{\rho}) = \frac{\int_{\bar{\rho}} d\rho \frac{d^3N}{dzd\rho} b(z,\rho)}{\int_{\bar{\rho}} d\rho \frac{d^3N}{dzd\rho}}. \tag{3.17}
\]

The bias for the detected events (\(\bar{\rho} = 8\)) is shown in figure 2 (middle panel). The interpretation of the shape of the GW bias is not trivial and explained in the following. At low redshift its value is \(\sim 1\) since the only galaxies that contribute to the GW signals have low SFR and consequently a smaller bias. The following rapid increase with redshift is due to two factors: the first is just the standard growth with redshift of the galaxy bias, the second is that, increasing the redshift, there are more and more highly star forming galaxies that contribute to the GW events. These galaxies, as shown in figure 1, are more biased. At redshift \(z \sim 5\) the GW bias flattens. Again, this is due to different astrophysical effects. In particular, the redshift increase of the galaxies bias is compensated by the fact that at high redshift the detected GW events receive a larger contribution by less star forming and, thus, less biased galaxies. This is due to two facts: firstly, the number of highly star forming galaxies tends to decrease at redshift \(z \gtrsim 3 - 4\); secondly, in galaxies with high SFR the metallicity is also high and, consequently, the compact remnants produced are less massive. This means that galaxies with larger SFRs tend to produce GW events with lower chirp mass (see section 5.1). However, at high redshift the detector starts not to see anymore these low chirp mass events and, due to this selection effect, the GW events detected at higher and higher redshifts come from galaxies with lower SFR and are, consequently, less biased.

3.2.3 Magnification bias for GW events

Similarly to the galaxy case and as done in ref. [14], the magnification bias for GW events with \(\rho > \bar{\rho}\) is the logarithmic slope of their \(dN_\rho/dz (z,>\rho)\) computed at \(\rho = \bar{\rho}\):

\[
 s_{\text{GW},\bar{\rho}}(z) = -\frac{d\log_{10}\left(\frac{d^2N_\rho(z,>\rho)}{dzdM_{\bullet\bullet}}\right)}{d\rho}\bigg|_{\rho=\bar{\rho}}, \tag{3.18}
\]
which, after some algebraic manipulation, can be rewritten as:

$$s_{GW,\bar{\rho}}(z) = \frac{d^2 S(z,\bar{\rho})}{d\bar{\rho} dz} \frac{d\rho}{dN_{\bar{\rho}}/dz}.$$  

(3.19)

We shown in figure 2 (right panel) the magnification bias for detected mergers ($\bar{\rho} = 8$). It can be seen that the magnification bias for NS-NS events features a fast growth with redshift because the NS-NS distribution in SNR is peaked at lower values of $\rho$ with respect to BH-BH or BH-NS events (see figure 3). So, as the redshift increases, the peak of such distribution shifts toward values $\rho \lesssim 8$: the choice of the faint end of SNR has then a huge effect on NS-NS events. Instead, for BH-BH and BH-NS events, the distribution in SNR ratio is much broader, even at high redshifts: the choice of the faint end of SNR has not a large impact on the number of detections. For this reason the magnification bias for those events always remains at moderate values.

In figure 3 we show the SNR probability distribution functions for BH-BH, BH-NS and NS-NS events at redshift $z = 0.5$ left panel, $z = 1$ middle panel and $z = 2$ right panel.
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Figure 2. Full-sky redshift distributions for an observation time $T_{\text{obs}} = 1\text{yr}$ (left), bias (center) and magnification bias (right) for all GWs tracers, as detected by ET. Quantities referred to BH-BH, BH-NS, NS-NS mergers are respectively in red, blue and yellow lines.

A useful thing to notice is that changing the cosmological parameters values affects the description of the tracers (both galaxies and GWs) only as a volume term $dV/dz$ in the computation of the redshift distributions, as can be seen in equations (3.4) (for galaxies) and (3.13) (for GWs). This implies that, changing the cosmological parameter values, all the redshift distributions will vary in the same way, making it difficult to constrain them.

4 Galaxies - GWs cross-correlations and Signal-to-Noises

Making use of the formalism presented in section 2 we compute the cross-correlation angular power spectra $C_\ell$’s between the tracers presented in section 3. Note that the GWs events considered in the cross-correlation are computed from the whole galaxy distribution, not just from galaxies with the specified SFR cuts, in order to take into account all detectable GWs signals. We considered both tomographic and non tomographic approaches, whose details and results are provided in sections 4.1 and 4.2 respectively.
Following ref. [14], we can organize the angular power spectra from different tracers and redshift bin couples in a data vector $\mathbf{C}_\ell$ ordered as

$$
\mathbf{C}_\ell = \begin{pmatrix}
    C_{g g}^{(s)} (z_1, z_1) \\
    \vdots \\
    C_{g G W}^{(s)} (z_1, z_1) \\
    \vdots \\
    C_{G W G W}^{(s)} (z_1, z_1) \\
    \vdots 
\end{pmatrix}
$$

(4.1)

where g and GW respectively refer to our galaxy and gravitational wave tracers. Every $I^{th}$ element of the $\mathbf{C}_\ell$ vector can be associated to two indices $(I_1, I_2)$, corresponding to the two tracers and redshift bins of the angular power spectra in that specific entry. As an example, the first ($I = 1$) entry is associated to the couple of indices $[I_1 = g, I_2 = g]$. From this, one can write the covariance matrix $(\text{Cov}_\ell)_{IJ}$, whose elements are given by

$$
(\text{Cov}_\ell)_{IJ} = \tilde{C}_\ell^{I_1 J_1} \tilde{C}_\ell^{I_2 J_2} + \tilde{C}_\ell^{I_1 J_2} \tilde{C}_\ell^{I_2 J_1},
$$

(4.2)

where the $\tilde{C}_\ell$ are the angular power spectra of equation (2.1).

In order to characterize the magnitude of the signal that could be extracted by the cross-correlations and determine whether it could be discerned from the noise, it is useful to compute a Signal-to-Noise ratio (S/N). With this purpose, we compute two types of S/N.

The first one is an estimate of the S/N of the $C_\ell$’s for each combination of redshift bins (at fixed tracers couple). This provides a total of $N_{\text{bin}} \times N_{\text{bin}}$ S/N values. While on the one hand they do not take into account correlations with the other redshift bins (which can be non negligible, especially due to lensing effects), on the other hand they provide an unpacked information about which bin combinations are the most powerful in terms of signal. At fixed multipole $\ell$, the S/N computed in this way can be written as:

$$
\left( \frac{S}{N} \right)_{[I_1, I_2]}^2 (\ell) = f_{\text{sky}} (2\ell + 1) \frac{(\tilde{C}_\ell^{[I_1] [I_2]})^2}{\sigma_{[I_1, I_2]}^2 (\ell)}. 
$$

(4.3)
where $\sigma^2_{[I_1, I_2]}(\ell)$ is obtained imposing $I = J$ in equation (4.2):

$$
\sigma^2_{[I_1, I_2]}(\ell) = \tilde{C}_\ell^{[I_1, I_1]} \tilde{C}_\ell^{[I_2, I_2]} + \left( \tilde{C}_\ell^{[I_1, I_2]} \right)^2. 
$$

(4.4)

The second method for the computation of the S/N provides (still at fixed tracers couple) one single S/N estimate for the whole probe, taking into account also the covariance between the $C_\ell$'s of different redshift bins. It is computed as:

$$
\left( \frac{S}{N} \right)^2_{\text{TOT}}(\ell) = f_{\text{sky}}(2\ell + 1) \cdot C^T_\ell \cdot \text{Cov}^{-1}_\ell \cdot C_\ell
$$

(4.5)

Note that, in order to compute the S/N of the cross-correlation, we do not make use of the auto-correlation $C_\ell$'s appearing in the vector of equation (4.1). In this way we compute the S/N related only to the cross-correlation part, avoiding the contribution from auto-correlations which is likely to increase the S/N, if the auto-correlations are free of systematic effects. The rationale behind this treatment is to be conservative and assume that the cross-correlation signal is less prone to systematic effects compared to the auto-correlations, as it is indeed the case for other Large Scale Structure tracers.

More often, a cumulative Signal-to-Noise ratio $\left( \frac{S}{N} \right)(\ell < \ell_{\text{max}})$ is considered. In both cases it is defined as

$$
\left( \frac{S}{N} \right)(\ell < \ell_{\text{max}}) = \sqrt{\sum_{\ell'=\ell_{\text{min}}}^{\ell_{\text{max}}} \left( \frac{S}{N} \right)^2(\ell')}. 
$$

(4.6)

In sections 4.1 and 4.2 we show the results for the two S/N calculations. Note that in the non tomographic case, characterized by one single redshift bin, the two estimates coincide.

### 4.1 Tomographic case

We cross-correlate all the considered galaxy tracers (i.e. galaxies with $\psi > 10, 100, 300M_\odot/\text{yr}$) with all the GWs tracers (i.e. BH-BH, BH-NS, NS-NS) along three or four redshift bins $z_{i,j}$. The number of bins and their ranges differ from case to case due to the different redshift ranges in which these tracers can be defined (see section 3). In table 1 we provide the redshift binning considered for each probe. In this section we provide results for the exemplificative case of $f_{\text{sky}} = 0.7$ and up to a maximum multipole of $\ell_{\text{max}} = 100$, corresponding to the best angular resolution reachable by ET (see e.g., [117]). The angular power spectra for all the tracers combinations are shown in Appendix B.

In figures 4, 5, 6 we provide the cumulative S/N computed from the first method (i.e. applying equation (4.6) to (4.3)) for all combinations of tracers and redshift bins. Each subplot shows the estimates for one specific galactic tracer, with every GW tracer. The following notation regarding the redshift binning is adopted: given a $g \times \text{GW}$ couple, the notation $z_i - z_j$ means that we are cross-correlating galaxies in bin $z_i$ with GWs in bin $z_j$. Note that each subplot refers to cross-correlations between redshift bins $z_i - z_j$, but each $z_{i,j}$ can actually be different between different tracers according to table 1. For this reason, curves with different colors should not be directly compared to one another, since they refer to different ranges.

As for the S/N values, it can be seen that in several cases $S/N(\ell < \ell_{\text{max}}) > 1$. In particular: i) for all galaxy tracers, the highest $S/N(\ell_{\text{max}})$ are found for correlations among the same
\[ \psi > 10 M_\odot/\text{yr} \]

\[ \psi > 300 M_\odot/\text{yr} \]

| GW          | BH-BH | BH-NS | NS-NS |
|-------------|-------|-------|-------|
| $\psi > 10 M_\odot/\text{yr}$ | $0 \leq z_1 \leq 1$ | $0 \leq z_1 \leq 1$ | $0 \leq z_1 \leq 1$ |
|             | $1 \leq z_2 \leq 2$ | $1 \leq z_2 \leq 2$ | $1 \leq z_2 \leq 2$ |
|             | $2 \leq z_3 \leq 3$ | $2 \leq z_3 \leq 3$ | $2 \leq z_3 \leq 3$ |
|             | $3 \leq z_4 \leq 6$ | $3 \leq z_4 \leq 6$ | $3 \leq z_4 \leq 6$ |
| $g > 100 M_\odot/\text{yr}$ | $0.5 \leq z_1 \leq 1$ | $0.5 \leq z_1 \leq 1$ | $0.5 \leq z_1 \leq 1$ |
|             | $1 \leq z_2 \leq 2$ | $1 \leq z_2 \leq 2$ | $1 \leq z_2 \leq 2$ |
|             | $2 \leq z_3 \leq 3$ | $2 \leq z_3 \leq 3$ | $2 \leq z_3 \leq 3$ |
|             | $3 \leq z_4 \leq 6$ | $3 \leq z_4 \leq 6$ | $3 \leq z_4 \leq 6$ |
| $g > 300 M_\odot/\text{yr}$ | $1 \leq z_1 \leq 2$ | $1 \leq z_1 \leq 2$ | $1 \leq z_1 \leq 2$ |
|             | $2 \leq z_2 \leq 3$ | $2 \leq z_2 \leq 3$ | $2 \leq z_2 \leq 3$ |
|             | $3 \leq z_3 \leq 6$ | $3 \leq z_3 \leq 6$ | $3 \leq z_3 \leq 6$ |

Table 1. Redshift binning for the tomographic case.

redshift bins; ii) cross-correlations between distant redshift bins are those providing a lower $S/N(< \ell_{\text{max}})$: even though effects such as lensing can induce even a strong correlation between distant objects, in many of the cases considered here it is not enough to strengthen the $S/N$; iii) considering correlations among the same bins, the $S/N(< \ell_{\text{max}})$ are strongly sensitive to the amount of detected sources: for large redshift values (bins $z_{2,3,4}$) they are always higher in the BH-BH case, followed by BH-NS and eventually by NS-NS. Indeed, the BH-BH case corresponds to a higher number of merging events (as can be seen by looking at its redshift distribution of the left panel of figure 2). This provides a smaller amount of shot noise, which contributes to making the $S/N$ of equation (4.3) higher. On the other hand, at low redshift (bin $z_1$) the redshift distribution of NS-NS mergers is significantly higher than the others, which is reflected in a $S/N(< \ell_{\text{max}})$ which is often bigger; iv) in analogy with the previous point, at fixed GW tracer the higher is the cut in SFR, the lower is the $S/N$, reflecting the smaller number of galaxies considered.
galaxies: $\psi > 10 \, M_\odot/\text{yr}$

Figure 4. Cumulative Signal-to-Noise $S/N(< \ell_{\text{max}})$ (equations (4.3) and (4.6)) for the cross-correlations cases between galaxies with $\psi > 10 M_\odot/\text{yr}$ with all three types of GWs signals (BH-BH in red, BH-NS in blue, NS-NS in yellow). Horizontal dashed lines correspond to $S/N(< \ell_{\text{max}}) = 1$. The plot refers to $T_{\text{obs}} = 1\,\text{yr}$ and $f_{\text{sky}} = 0.7$. 
Figure 5. Cumulative Signal-to-Noise $S/N(< \ell_{\text{max}})$ (equations (4.3) and (4.6)) for the cross-correlations cases between galaxies with $\psi > 100 M_\odot/\text{yr}$ with all three types of GWs signals (BH-BH in red, BH-NS in blue, NS-NS in yellow). Horizontal dashed lines correspond to $S/N(< \ell_{\text{max}}) = 1$. The plot refers to $T_{\text{obs}} = 1\text{yr}$ and $f_{\text{sky}} = 0.7$. 
Figure 6. Cumulative Signal-to-Noise S/N(< \ell_{\text{max}}) (equations (4.3) and (4.6)) for the cross-correlations cases between galaxies with \( \psi > 300 \, M_\odot / \text{yr} \) with all three types of GWs signals (BH-BH in red, BH-NS in blue, NS-NS in yellow). Horizontal dashed lines correspond to \( S/N(< \ell_{\text{max}}) = 1 \). The plot refers to \( T_{\text{obs}} = 1 \, \text{yr} \) and \( f_{\text{sky}} = 0.7 \).

The cumulative S/N for the whole probe, computed applying equation (4.6) to (4.5), is shown in figure 7. The line-styles refer to a specific galaxy tracer, while the colors distinguish between GW types (as indicated in the legend). It can be seen that generally it reaches values above unity for all the tracers combinations. Note that the cross-correlation signal overcomes the noise already for relatively low multipoles, at around \( \ell_{\text{max}} \sim 10 - 40 \). The S/N is particularly high especially for the \( \psi > 10 M_\odot / \text{yr} \times \text{NS-NS} \) case, where it reaches a value of \( \sim 10 \). The NS-NS case is also the most dependent on the chosen SFR cut, because the peak of the detected NS-NS distribution is at rather low redshift (\( z \leq 1 \)), where the distribution of highly star forming galaxies tends to fall down (see figures 1 and 2, left panels). We stress
again that the different cases should not be directly compared since they refer to different redshift ranges, depending on the tracers characteristic intervals. All in all, cross-correlations between the treated tracers, adopting a tomographic approach, can be informative given the rather high S/N ratio values.

Table 2. Redshift binning for the non-tomographic case.

| gw | $\psi > 10\, M_\odot/\text{yr}$ | $0 \leq z \leq 6$ | $0 \leq z \leq 6$ | $0 \leq z \leq 3$ |
|----|---------------------------------|-------------------|-------------------|-------------------|
| $\psi > 100\, M_\odot/\text{yr}$ | $0.5 \leq z \leq 6$ | $0.5 \leq z \leq 6$ | $0.5 \leq z \leq 3$ |
| $\psi > 300\, M_\odot/\text{yr}$ | $1 \leq z \leq 6$ | $1 \leq z \leq 6$ | $1 \leq z \leq 3$ |

Figure 7. Cumulative Signal-to-Noises $S/N(< \ell_{\text{max}})$ for all cross-correlation cases (equations (4.5) and (4.6)). The horizontal dashed line corresponds to $S/N(< \ell_{\text{max}}) = 1$. Line-styles/colors refer to galaxies ($\psi > 10\, M_\odot/\text{yr}$ in full line, $\psi > 100\, M_\odot/\text{yr}$ in dashed line, $\psi > 300\, M_\odot/\text{yr}$ in dotted-dashed line) while colors refer to gravitational waves (BH-BH in red, BH-NS in blue, NS-NS in yellow). The plot refers to $T_{\text{obs}} = 1\, \text{yr}$ and $f_{\text{sky}} = 0.7$.

4.2 Non-tomographic case

In this subsection we compute the cross-correlations between our tracers without a tomographic approach. This is done to see how the measured cross-correlation signal can differ when squeezing all the detected sources into one single bin, without a sliced tomographic approach. As for the previous case, the redshift ranges of all the tracers combinations differ for each combination. In table 2 we provide the redshift ranges considered for each probe.

In figure 8 (left panel) we show the angular power spectra for all combinations of tracers. As in figure 7, line-styles/colors refer to galaxies/GWs. It can be seen that the power spectra are higher when galaxies with a higher SFR are considered, as logically expected, since a
higher SFR leads to a larger absolute number of remnants, and so to a larger amount of merging pairs.

In figure 8 (right panel) we provide the cumulative $S/N(< \ell_{\text{max}})$ for each probe. We stress again that the $S/N$, computed applying equation (4.6) to equations (4.3) and (4.5), are in this case coincident. It can be seen that for an $\ell_{\text{max}}$ large enough a $S/N(< \ell_{\text{max}}) > 1$ is always reached for any tracer combination. The cross-correlation signal overcomes the noise at around $\ell_{\text{max}} \sim 20 - 40$. The NS-NS contribution in this case is lower with respect to the tomographic approach because, even if their shot noise is small, their $C_{\ell}$’s values are also small, due to the fact that NS-NS mergers are mostly seen at low redshifts making their distribution rather different with respect to the galaxies one.

By comparing figure 7 and figure 8 (right panel) it is possible to gauge the fact that assuming a tomographic approach is indeed an advantage, since the extra (radial) information provided contributes to build a stronger $S/N$.

\[ C_{\ell} \times 10^{-6} \]

Figure 8. Left: angular power spectra $C_{\ell}$’s for all cross-correlations cases. Right: cumulative Signal-to-Noises $S/N(< \ell_{\text{max}})$ for all cross-correlations cases. The horizontal dashed line corresponds to $S/N(< \ell_{\text{max}}) = 1$. Line-styles refer to galaxies ($\psi > 10 M_\odot/\text{yr}$ in full line, $\psi > 100 M_\odot/\text{yr}$ in dashed line, $\psi > 300 M_\odot/\text{yr}$ in dotted-dashed line) while colors refer to gravitational waves (BH-BH in red, BH-NS in blue, NS-NS in yellow). The plot refers to $T_{\text{obs}} = 1$yr and $f_{\text{sky}} = 0.7$.

5 Cross-correlations as astrophysical probe

In this section we are going to discuss about the possibility to exploit GW $\times$ LSS cross-correlations to compare and test the validity of different astrophysical scenarios concerning the formation, evolution and merging of COs binaries. Given the uncertainties in the astrophysics and the enormous modeling possibilities, it is at the moment unlikely to be able to unequivocally determine the validity of one specific combination of prescriptions with respect to any possible other. For this reason, our approach does not aim at excluding or validating specific models, whereas it looks at the possibility to apply this methodology to some general proof-of-concept cases, leaving the chance to use this formalism to whom is interested in applying it for specific tests.
To compare two models (which we describe in section 5.1) and investigate the possibility to discern them, we make use of a $\Delta \chi^2$ statistics, whose formalism and results are presented in section 5.2.

5.1 Compared astrophysical models

The two cases that we compare in this study differ in the treatment of the effect of the galaxy metallicity on binary evolution. We now briefly summarize the main effects of different metallicities on single stellar and binary evolution phenomena. We are not going to analyze in detail all these effects, but we will try to give a physical motivation for the ones that mostly affect the merging rates of COs, in order to understand the main differences between the two cases considered here (for a more detailed explanation see [92], [109], [113]).

The metallicity value of the ZAMS stars constituting the binary, as already mentioned in section 3.2.1, is fundamental in order to determine the subsequent binary evolution. In particular, the value of the metallicity is important in determining both the mass and the number of merging compact remnants per unit of star forming mass. Both these dependencies are due to the fact that at higher metallicities the stellar mass loss from radiation driven winds is more efficient, due to the presence of heavier elements in the stellar atmosphere. Therefore, low metallicity stars experience a smaller mass loss and they reach the collapse phase being much more massive. More massive remnant will receive, in turn, smaller natal kick velocities because their fallback fraction (i.e. the mass fraction of fallback material) is larger. For very high stellar masses ($M_{ZAMS} \gtrsim 40M_\odot$) it is even possible to have a fallback fraction $\sim 1$, meaning that the star directly collapses to a BH without undergoing a supernova (SN) explosion. No natal kick is present in this case. The natal kick velocity is one of the main factor driving binary evolution, indeed the higher the natal kick velocity the higher the probability that the binary will be destroyed after the SN explosion. For these reasons, low metallicity binaries have higher probability to form compact remnants with larger masses and to reach the merging phase.

In section 3.2.1 and throughout this paper we accounted for the differences in the compact remnant masses due to the different metallicities present in galaxies through the factor $dp/d \log_{10} M_{\bullet\bullet} (M_{\bullet\bullet} | Z)$ in equation (3.13). However, as explained in section 3.2.1, we did not consider the possible dependence on metallicity of the merging efficiency due to binary evolution effects as natal kicks. This is translated in the fact that we have chosen a factor $f_{\text{eff}}$ independent on metallicity, whose value was determined by normalizing the merging rates to the local value constrained by the LIGO/Virgo team. This choice was mainly due to the fact that there is not a unique accepted model describing the dependence of this factor with metallicity and the differences between stellar models can be even huge so, for simplicity, we preferred to keep it constant, as already done in other works (e.g., [94], [96], [18]).

In this specific section we change approach, aiming to address the issue of the possibility to distinguish, through GW $\times$ LSS cross-correlations, between different astrophysical models of stellar and binary evolution. Therefore, we compare our precedent results obtained with a constant $f_{\text{eff}}$ (we refer to it as "benchmark case") with one of the models with a metallicity dependent $f_{\text{eff}} (Z)$. As an example we choose the reference model presented in [113]. The metallicity dependence of the number of merging events per unit star forming mass of such a model is shown in figure 1 of [111], thin lines (we refer to it as "Z-dependent case"). However, the reader should keep in mind that we are considering only the shape of this factor as a function of metallicity, the normalization is still fixed by the local merging rate given by the
LIGO/Virgo teams. The equation to compute the merging rates now becomes:

\[
\frac{d^2N_{\text{merge}}(t, M_{\odot})}{dz dM_{\odot}} = \tilde{a} \frac{dV}{dz(1+z)} \int dt_d dp_d \int \log_{10} \psi \frac{dN}{d \log_{10} \psi} \frac{dV}{d \log_{10} \psi} \times \\
\times \int d \log_{10} Z \frac{dp}{d \log_{10} Z} (\log_{10} Z|t - t_d, \psi) f_{\text{eff}}(Z) \frac{dp}{dM_{\odot}} (M_{\odot}|Z),
\]

(5.1)

which is identical to equation (3.13), except for the metallicity dependent \( f_{\text{eff}} \) factor, which now takes part in the integration. The factor \( \tilde{a} \) instead guarantees the normalization to the LIGO/Virgo local values mentioned above.

Thus, we are comparing a simple case (the benchmark one), where the dependence on metallicity enters only in the remnant mass distribution, but not in the number of merging binaries per unit of star forming mass, with a more realistic model (the Z-dependent case) where this latter dependence is included. The differences in the shape of the merging rates between the two cases enters in the computation of the \( C_{\ell} \)'s allowing the possibility to distinguish between them. On the other hand differences in the absolute number of sources affects the shot noise of the two cases, in particular the number of merging events of the benchmark case tends to be, on average, higher with respect to the Z-dependent case, resulting in a lower shot noise.

Clearly this is just a case study to check whether it is possible to detect this metallicity imprinting through GW × LSS cross correlations, but this technique could be in principle pursued in more refined studies to test different astrophysical models. One of the reasons of exploiting the cross-correlation formalism to test these two cases is given by the fact that, since SFR and metallicity are interconnected parameters, a dependence on the metallicity of the efficiency with which COs binaries merge will (non-trivially) be expressed also as a dependence on the SFR, causing GWs mergers to correlate differently with galaxies of different SFR values. We finally remark that we are going to compare these two models only for the BH-BH merging case for two main reasons: the first one is that the metallicity dependence of the number of merging events is stronger for the BH-BH case (see [111]), the second one is that BH-BH events are much more frequent with respect to the other types of merging: this, as already seen, reduces the shot noise enhancing the S/N of the cross-correlation.

### 5.2 Theoretical forecasts

In this section we provide the forecasts for discerning the benchmark scenario from the metallicity dependent one. We make use of a \( \Delta \chi^2 \) statistics to evaluate a S/N, whose value (above/below unity) can provide information on how different the two models (one called as Fiducial and the other as Alternative) are. Following the same approach of [14] we define a S/N as:

\[
\left( \frac{S}{N} \right)^2 \sim \Delta \chi^2 := f_{\text{sky}} \sum_{2}^{\ell_{\text{max}}}(2\ell + 1)(C_{\ell}^{\text{Fiducial}} - C_{\ell}^{\text{Alternative}})T \text{ Cov}^{-1}_{\ell}(C_{\ell}^{\text{Fiducial}} - C_{\ell}^{\text{Fiducial}}),
\]

(5.2)

where \( C_{\ell}^{\text{Fiducial/Alternative}} \) is a vector containing the \( C_{\ell} \)'s from the Fiducial/Alternative model, organized with the same logic of equation (4.1) and where the Cov_{\ell} is the covariance matrix as in equation (4.2), built with the \( C_{\ell} \)'s of the fiducial model. Since the entries of the covariance matrix depend on which model is assumed as fiducial, the final forecasts also depend on this choice. For this reason, we computed S/N in both cases and compared them.
In figure 9 we provide the S/N obtained considering galaxies with $\psi > 10, 100, 300 M_\odot/yr$. We show results for different observed sky-fractions $f_{\text{sky}}$, observation times $T_{\text{obs}}$, and for both models assumed as fiducial. More precisely, our results are expressed not only as a function of $T_{\text{obs}}$ (on the horizontal axis) but, instead, of the product $r \cdot T_{\text{obs}}$. The quantity $r$ is a multiplicative fudge factor to the merging rate of GWs introduced to take into account any possible uncertainty in the modeling of this quantity. Note that $r$ and $T_{\text{obs}}$ are degenerate: for example, observing for $T_{\text{obs}} = 1$ yr with a factor $r = 2$ yields the same result as observing for $T_{\text{obs}} = 2$ yr with a factor $r = 1$. The case of $r = 1$ corresponds to the scenario in which the models used here are the "true" ones. It is worth noticing that the $r$ factor has the same effect of the $\tilde{a}$ factor that quantifies the normalization to the local observed rate introduced in equation 5.1, since they both are multiplicative factors to the merger rate. For this reason, the $r$ factor can also be seen as absorbing the uncertainties on the local merging rates estimates.

First of all, it can be seen that when the benchmark model is assumed as fiducial, the forecasts are significantly better compared to the opposite (for fixed $f_{\text{sky}}$ and $T_{\text{obs}}$): this is due to the fact that this model predicts a higher number of GWs mergers, providing a smaller shot noise contribution. For analogous reasons, when comparing the panels in figure 9, it can be seen that results are more optimistic when considering galaxies with $\psi > 100 M_\odot/yr$: the higher the number of sources (galaxies in this case) the better the results. This is also reflected on the fact that the case with galaxies of $\psi > 300 M_\odot/yr$ is the most pessimistic.

Looking in detail at each of the figures, we can see that in the $\psi > 10 M_\odot/yr$ case a S/N above unity can be reached in a relatively short time: even for small observed fractions of the sky (e.g., $f_{\text{sky}} = 0.3$) not more than 3 years of observation would be required to marginally distinguish the two scenarios. Looking instead at the most pessimistic case, in which only galaxies with $\psi > 300 M_\odot/yr$ are considered, approximately 5 to 10 years of observation would be required to reach S/N $\sim 1$ in the case of benchmark model assumed as fiducial. A much higher observation time (at least above 10 years) is required when assuming the $Z$-dependent scenario as fiducial. The case of $\psi > 100 M_\odot/yr$ lies in between, with a still fairly optimistic prediction.

Finally, we stress again that this forecast does not aim at testing or excluding any of the two models considered here. It aims instead at showing how different astrophysical prescriptions (such as a $Z$ dependence on the $f_{\text{eff}}$ factor) could in principle be distinguished through the cross-correlation formalism, contributing in tackling different astrophysical issues.
Figure 9. S/N from $\Delta \chi^2$ analysis (equation (5.2)) for discerning the two considered astrophysical scenarios. Galaxies with $\psi > 10,100,300 M_\odot/\text{yr}$ are considered (top, central and bottom panel respectively). Continuous/dashed lines refer to the benchmark/Z-dependent model assumed as fiducial. Colors refer to different values of $f_{\text{sky}}$ as shown in legend.
6 Conclusions

In this work we have expanded the investigation in the field of the cross-correlations between resolved GWs signals and LSS tracers. We worked in the harmonic space with the number counts angular power spectra. The two categories of tracers we considered consist in resolved GWs events from BH-BH, BH-NS, NS-NS mergers detectable by the Einstein Telescope and actively star-forming galaxies with SFR cuts of $\psi > 10, 100, 300 \, M_\odot/\text{yr}$. We characterized them with their redshift distributions, bias and magnification bias values, presenting a detailed description of the computation of these quantities. We stress again that both the SFR functions and the GWs distributions derive from the same type of sources (galaxies) but trace them in a different way, since GW signals depend not only on the galaxy SFR, but also on the galaxy metallicity and on stellar and binary evolution prescriptions. For this reasons we kept into account all the aforementioned elements in this work. Cross-correlating the same sources via two different messengers can help not only in alleviating systematics but also in enhancing the amount of astrophysical information encoded in the signal.

In our analysis we took into account all lensing and all general relativistic contributions in the computation of the observed number counts fluctuations and we extended the basis for future works regarding the $\text{GW} \times \text{LSS}$ cross-correlations with a more robust theoretical astrophysical background.

After computing the number counts angular power spectra for all the combinations of our GW $\times$ LSS tracers, we estimated Signal-to-Noise ratios in order to forecast the detectability of the cross-correlation signal. We have considered both tomographic and non-tomographic approaches. Our results show that in several scenarios it is possible to reach a Signal-to-Noise ratio higher than unity, whereas it is not always the case for cross-correlations between distant redshift bins (in the tomographic case) or with a low number of observed objects. In addition, the total cumulative Signal-to-Noise ratios for each of the probes considered in this work are in turn quite optimistic. Even though each of the many considerable surveys (such as ALMA [118], JWST [119], EMU [120], SKA [121] and many others) will have its own specifics, this work still provides a general possibility to gauge the cross-correlations efficacy.

Finally, we have investigated the possibility of exploiting the $\text{GW} \times \text{LSS}$ formalism to compare and test possible scenarios in the astrophysical modeling of GWs events. In particular we considered a proof-of-concept case in which we made use of a $\Delta \chi^2$ statistics to compare the cross-correlation signal obtained by modeling the COs merging efficiency with a specific metallicity dependency with respect to a benchmark signal obtained neglecting this dependency. We have showed that in principle, given enough individual objects observed (i.e. enough observation time, observed fraction of the sky, etc.) a metallicity dependency feature could be discerned from the flat benchmark case. This is another step in the promising multi-tracers field and towards its astrophysical applications for future works to come.
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A Relativistic number counts

We provide here the full expression for the relativistic number counts effects written in equation (2.8):

\[
\begin{align*}
\Delta_{\text{den}}^{k}(z) &= b_X \delta(k, \tau) j_k, \\
\Delta_{\text{vel}}^{k}(z) &= \frac{k}{H} \frac{d}{dr} \left[ V(k, \tau) + \left( \frac{f_X^{\text{evo}}}{k} \right) \frac{2 - 5s_X}{r(z)H} + 5s_X - f_X^{\text{evo}} \right] j_k \bigg|_{r(z)} \\
\Delta_{\text{len}}^{k}(z) &= \ell(\ell + 1) \frac{2 - 5s_X}{2} \int_0^{r(z)} dr \frac{r(z) - r}{(r(z))} \left[ \Phi(k, \tau) + \Psi(k, \tau) \right] j_{\ell}(kr), \\
\Delta_{\text{gr}}^{k}(z) &= \left[ \left( \frac{H'}{H^2} + \frac{2 - 5s_X}{r(z)H} + 5s_X - f_X^{\text{evo}} \right) \Psi(k, \tau) + \left( -2 + 5s_X \right) \Phi(k, \tau) + \Phi'(k, \tau) \right] j_{\ell}(kr) + \\
&+ \int_0^{r(z)} dr \frac{2 - 5s_X}{r(z)} \left[ \Phi(k, \tau) + \Psi(k, \tau) \right] j_{\ell}(kr), \\
&+ \int_0^{r(z)} dr \left( \frac{H'}{H^2} + \frac{2 - 5s_X}{r(z)H} + 5s_X - f_X^{\text{evo}} \right) \frac{\Phi'(k, \tau) + \Psi'(k, \tau)}{r(z)} j_{\ell}(kr). 
\end{align*}
\]

(A.1)

The meaning of the physical quantities written above is the following: \(b_X\) is the bias parameter, \(s_X\) is the magnification bias parameter, \(f_X^{\text{evo}}\) is the evolution bias parameter, \(r\) is the conformal distance on the light cone, \(\tau = \tau_0 - r\) is the conformal time, \(\tau = \tau_0 - r(z)\), \(j_k\), \(j_k' = \frac{dj_k}{dy}\), \(j_k'' = \frac{d^2j_k}{dy^2}\) are the Bessel functions and their derivatives (evaluated at \(y = kr(z)\) if not explicitly stated), \(H\) is the conformal Hubble parameter, the prime symbol ' stands for derivatives with respect to conformal time, \(\delta\) is the density contrast in the comoving gauge, \(V\) is the peculiar velocity, \(\Phi\) and \(\Psi\) are Bardeen potentials.

B Angular power spectra for the tomographic case

We provide here the angular power spectra \(C_{\ell}\)'s for all combinations of tracers in the tomographic approach described in section 4.1. Note that each subplot reports cross-correlations of redshift bins \(z_i - z_j\), but each \(z_i, j\) can actually be different between different tracers according to table 1. Some cases present power spectra with downward spikes: this is because we plotted the absolute values of the \(C_{\ell}\)'s and the spikes simply correspond to change-of-sign multipoles (the reader interested in the non-surprising possibility of having negative \(C_{\ell}\)'s can read e.g., ref. [122]).
galaxies: $\psi > 10 \, M_\odot/yr$

Figure 10. Angular power spectra $C_\ell$'s (absolute values) for the cross-correlations tomographic cases between galaxies with $\psi > 10M_\odot/yr$ with all three types of GWs signals (BH-BH in red, BH-NS in blue, NS-NS in yellow).
Figure 11. Angular power spectra $C_\ell$’s (absolute values) for the cross-correlations tomographic cases between galaxies with $\psi > 100 M_\odot/\text{yr}$ with all three types of GWs signals (BH-BH in red, BH-NS in blue, NS-NS in yellow).
Figure 12. Angular power spectra $C_{\ell}$'s (absolute values) for the cross-correlations tomographic cases between galaxies with $\psi > 300 M_\odot/yr$ with all three types of GWs signals (BH-BH in red, BH-NS in blue, NS-NS in yellow).
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