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Abstract
We investigate manipulations of pure quantum states under incoherent or strictly incoherent operations assisted by a coherence battery, that is, a storage device whose degree of coherence is allowed to fluctuate in the process. This leads to the derivation of fluctuation relations for quantum coherence, analogous to Jarzynski’s and Crooks’ relations for work in thermodynamics. Coherence is thus revealed as another instance of a physical resource, in addition to athermality and entanglement, for which a connection is established between the majorisation framework (regulating pure state transformations under suitable free operations) and the emergence of fluctuation theorems. Our study is hoped to provide further insight into the general structure of battery assisted quantum resource theories, and more specifically into the interplay between quantum coherence and quantum thermodynamics.
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1. Introduction

Quantum coherence is an essential non-classical feature rooted in the foundations of quantum theory. By fixing a particular reference basis \( \{|i\rangle \}_{i=1,...,d} \) of the \( d \)-dimensional Hilbert space \( \mathcal{H} \) in which the quantum states of our system of interest live, coherence is simply visualised as the degree to which these states deviate from being diagonal in the chosen basis. Although elementary in its conception, quantum coherence incarnates the essence of superposition and is thus seen as the first step away from a fully classical description of a system, acting as a building block for more advanced phenomena such as entanglement in composite systems.

It is of no surprise therefore that quantum coherence plays a central role in a wide range of quantum technologies, such as metrology, sensing, communication, and imaging. The development of these quantum technologies has motivated the formalisation of quantum coherence...
as a physical resource within the mathematical framework of resource theories [1]. This has led, *inter alia*, to theoretical and experimental investigations of optimal protocols to distill or dilute quantum coherence, and more generally to manipulate and transform quantum states by means of suitably defined free operations unable to create coherence [2–12].

The development of a resource theory of quantum coherence mirrors the early motivation behind the theoretical investigations of classical thermodynamics, where optimal procedures were derived for distilling work from a thermal machine [13]. These have been superseded by the fields of stochastic and quantum thermodynamics [14, 15], most notably by the seminal fluctuation theorems due to Jarzynski [16] and Crooks [17], which consider the amount of extractable work as a quantity that can fluctuate during a thermodynamic process, and hence characterise fundamental limitations on the associated work distribution.

Recent work has formalised a connection between the algebraic theory of majorisation and the emergence of fluctuation theorems [18, 19]. This has been highlighted not only in thermodynamics [18], where so-called thermo-majorisation provides necessary and sufficient conditions for state transformations under thermal operations within the resource theory of athermality [15, 20, 21], but also in the context of entanglement theory [19], where pure state transformations under local operations and classical communication (LOCC) are once again determined by majorisation relations [22]. These observations raise the prospect that other resources, *in primis* coherence, may also be allowed to fluctuate and give rise to a distribution regulated by fluctuation theorems while implementing the conversion of quantum states under the corresponding set of free operations.

In this work we establish fluctuation relations for the manipulation of quantum coherence under incoherent or strictly incoherent operations [3, 4, 23], that is, another instance where majorisation theory provides necessary and sufficient conditions for pure state transformations [4, 7, 10]. In order to do this, an ancillary device that stores and supplements coherence is necessary, introduced here as a coherence battery $B$. This battery, initialised in a state $|\lambda\rangle_B$, is used as an approximate catalyst to mediate the pure state transformation $|\Psi\rangle_{AB} \rightarrow |\Phi\rangle_{AB}$ as

$$|\Psi\rangle_{AB} = |\psi\rangle_A \otimes |\lambda\rangle_B \rightarrow |\Phi\rangle_{AB} \approx |\phi\rangle_A \otimes |\lambda\rangle_B.$$  

where the approximation becomes exact and the transformation reversible in the limit of an ideal battery, as discussed later in section 3. This establishes a resource-theoretic framework for coherence manipulation under battery assisted incoherent operations (BIO) or battery assisted strictly incoherent operations (BSIO), collectively referred to as B(S)IO. Necessary and sufficient conditions are derived for the battery to gain or lose a quantity of coherence $w$ probabilistically. This gives rise to a coherence distribution $P(w)$ following the transformation. From this distribution, four theorems characterising fundamental limitations on the manipulation of fluctuating coherence are then derived.

**Result 1** A second law of coherence is derived, which governs the amount of coherence extractable from the battery during the transformation. If coherence is allowed to fluctuate, we find that the average extractable coherence is bounded by the difference in relative entropy between initial and final states of the system. This complements the fact that the relative entropy of coherence [3] yields the exact distillable coherence under incoherent operations within the standard resource theory of coherence [4].

**Result 2** A third law of coherence is derived, which demonstrates that the limiting factor for extracting fluctuating coherence is the diagonal rank of the density matrix. This again mirrors the standard result, namely the rank of the diagonal part of pure state density matrices cannot increase under incoherent operations [4].
Result 3 An analogue to Jarzynski’s relation [16] is derived, which applies when the final state of the system is maximally coherent. This shows the nature of fluctuating coherence and, in conjunction with the second and third laws of coherence, demonstrates strong bounds on extractable coherence during the transformation.

Result 4 By comparing forward and reverse transformations, an analogue of Crooks’ relation [17] is found, which applies when the final states of both transformations are maximally coherent. It implies that extracting \( w \) units of coherence from the battery in the forward protocol is exponentially suppressed with respect to extracting \(-w\) units in the reverse protocol, showing an inherent irreversibility in coherence manipulation.

This paper is organised as follows. Section 2 presents basics of coherence theory and the conditions for state transformations under (strictly) incoherent operations defined by the majorisation criteria. Section 3 characterises the coherence battery employed to mediate pure state transformations. Section 4 describes necessary and sufficient conditions for battery assisted state transformations, detailing the protocol that gives rise to the fluctuating coherence distribution. Section 5 presents the aforementioned four results governing the fluctuation relations for coherence. Section 6 contains a summary and discussion of our results. Within the Appendix are proofs of the conditions for battery assisted transformations and the derivation of the reverse protocol necessary for the coherence analogue of Crooks’ theorem.

Throughout this work, the density matrix of a pure state \( |\psi\rangle_A \) will be denoted by \( \psi_A \), the subscript indicating the subsystem to which the state belongs (usually \( A \) for the principal system, and \( B \) for the battery). The Hilbert spaces of system \( A \) and battery \( B \) will be denoted by \( \mathcal{H}_A \) and \( \mathcal{H}_B \), and the corresponding set of density matrices by \( \mathcal{D}(\mathcal{H}_A) \) and \( \mathcal{D}(\mathcal{H}_B) \), respectively. Occasionally subsystem labels will be omitted when clear from the context.

2. State transformations in the resource theory of coherence

Let us begin by briefly reminding the basics of quantum coherence from a resource theoretic perspective, referring the reader to [1] for more details.

Given a reference basis \( \{|i\rangle\}_{i=1,...,d} \) of a \( d \)-dimensional Hilbert space \( \mathcal{H} \), such as e.g. the computational basis, density matrices of the form

\[
\sigma = \sum_i c_i |i\rangle \langle i|,
\]

form the set \( \mathcal{I} \) of incoherent states. For a composite system with Hilbert space \( \mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B \), the reference basis is taken as the tensor product of the reference bases of each individual subsystem, and the set \( \mathcal{I} \) of incoherent states is defined accordingly.

Incoherent operations (IO) are completely positive trace preserving maps \( \Lambda \) which admit an operator sum representation such that all Kraus operators \( \{K_j\} \) map incoherent states into incoherent states, that is, \( \Lambda(\rho) = \sum_j K_j \rho K_j^\dagger \), with \( \sum_j K_j^\dagger K_j = \mathbf{1} \) and

\[
\frac{K_0 \sigma K_0^\dagger}{\text{Tr}(K_0 \sigma K_0^\dagger)} \in \mathcal{I}, \quad \forall \sigma \in \mathcal{I}.
\]

This definition entails that IO cannot create coherence from an incoherent state, not even probabilistically.

Strictly incoherent operations (SIO) are a subclass of IO whose Kraus operators additionally satisfy [4]
This equivalently means that the results of measuring (in the reference basis) an output state after SIO do not depend on the coherence of the input state \( \rho \) [23],

\[
\langle i | K_l \rho K_l^\dagger | i \rangle = \langle i | K_l \Delta(\rho) K_l^\dagger | i \rangle,
\]

where we have introduced the dephasing operation \( \Delta \), whose action is defined as

\[
\Delta(\rho) := \sum_{i=1}^d |i\rangle\langle i| \rho |i\rangle\langle i|.
\]

There are several monotones apt to quantify the degree of coherence of a quantum state \( \rho \) [1]. We will adopt the relative entropy of coherence \( C_{\text{rel}} \) [2, 3, 24–26], which takes the simple closed form

\[
C_{\text{rel}}(\rho) := S(\Delta(\rho)) - S(\rho),
\]

where \( S(\rho) := -\text{Tr}(\rho \ln \rho) \) is the conventional von Neumann entropy, that is used prominently in quantum information theory as well as in extensive thermodynamics. The relative entropy of coherence admits a valuable operational interpretation as it amounts to the distillable coherence under IO in an asymptotic setting [4]1.

A maximally coherent state in a Hilbert space of dimension \( d \) can be written as a uniform superposition of the reference basis states,

\[
|\phi_+^d\rangle := \frac{1}{\sqrt{d}} \sum_{i=1}^d |i\rangle,
\]

and its coherence is given by \( C_{\text{rel}}(\phi_+^d) = \ln(d) \).

In this paper we consider a pure to pure state transformation

\[
|\Psi\rangle \rightarrow |\Phi\rangle.
\]

It is known that such a transformation is possible by means of general deterministic SIO or IO, that is, \( \exists \Lambda \in (S)\text{IO} \) such that \( \Phi = \Lambda(\Psi) \), if and only if [4, 7–10, 27, 28]

\[
\Delta(\Psi) \prec \Delta(\Phi),
\]

that is, \( \Delta(\Psi) \) is majorised by \( \Delta(\Phi) \). Explicitly, the necessary and sufficient condition for this majorisation relation to hold is [29, 30]

\[
\Delta(\Psi) = \sum_m r_m \Xi_m \Delta(\Phi) \Xi_m^\dagger,
\]

where \( r_m \geq 0 \), \( \sum_m r_m = 1 \), and \( \Xi_m \) are permutation matrices. Defining this in terms of a completely positive trace preserving unital map \( \mathcal{E} \) acting on any operator \( X \),

\[
\mathcal{E}(X) := \sum_m r_m \Xi_m X \Xi_m^\dagger,
\]

1 The distillable coherence \( C_d(\rho) \) of a state \( \rho \) is defined as the maximum ratio \( R \) such that the conversion \( \rho^{\otimes m} \rightarrow |\phi_+^d\rangle \langle \phi_+^d|^{\otimes m} \) can be implemented by IO in the limit of many copies \( m \rightarrow \infty \). Strictly speaking, the equality between distillable coherence and relative entropy of coherence holds when \( \log_2 \) is used instead of \( \ln \) in the definition of entropy, as it is customary in information theory. In this paper, we adopt instead natural logarithms to better emphasise the connection with thermodynamics, which means that in our notation we have \( C_d(\rho) = C_{\text{rel}}(\rho) / \ln(2) \).
we then have that, as depicted in figure 1(a), the pure state transformation in equation (9) can be implemented by (S)IO if and only if there exists a unital map $E_A$ of the form (12) such that

$$\Delta(\Psi) = E_A(\Delta(\Phi)).$$

(13)

This is equivalent to the existence of a bistochastic matrix mapping the (nonzero) diagonal coefficients of $\Phi$ to those of $\Psi$ [29].

3. Coherence battery

We consider a system $A$ on which we aim to perform the pure to pure state transformation $|\psi_A\rangle \rightarrow |\phi_A\rangle$, supplemented by a battery $B$, so that the composite state transformation can be written overall as in equation (1). The battery is initialised in a state $|\lambda_B\rangle$ that can be defined in general as a superposition of coherence eigenstates $|c_x\rangle$,

$$|\lambda_B\rangle := \sum_{x=0}^{n} \sqrt{\alpha_x} |c_x\rangle_B,$$

(14)

with $\alpha_x \geq 0$, $\sum_x \alpha_x = 1$. Here by coherence eigenstates we mean states $|c_x\rangle$ with a well defined amount of coherence, as quantified by the relative entropy $C_{rel}$. In particular, in analogy to the case of the entanglement battery studied in [19], we can write each $|c_x\rangle$ as the tensor product of two types of states, namely $x$ copies of a state $|\Upsilon_{+}\rangle$ with higher coherence (i.e. a charged state) and $n-x$ copies of a state $|\Upsilon_{-}\rangle$ with lower coherence (i.e. a discharged state). Precisely,
\[ |c_x\rangle := |\Upsilon^+_u \rangle \otimes \ldots \otimes |\Upsilon^+_u \rangle \otimes |\Upsilon^-_u \rangle \otimes \ldots \otimes |\Upsilon^-_u \rangle \otimes_{n-x}, \tag{15} \]

for chosen integers \(n\) and \(u\) and for all integers \(x \in \{0, \ldots, n\}\), with

\[ |\Upsilon^+_u \rangle := \frac{1}{\sqrt{u}} \sum_{i=1}^{u} |i\rangle, \tag{16} \]

\[ |\Upsilon^-_u \rangle := \frac{1}{\sqrt{u-1}} \sum_{i=u+1}^{2u-1} |i\rangle. \tag{17} \]

From equation (7), we see that the relative entropy of coherence of the charged and discharged states is given respectively by

\[ C_{\text{rel}}(\Upsilon^+_u) = \ln(u), \tag{18} \]

\[ C_{\text{rel}}(\Upsilon^-_u) = \ln(u-1). \tag{19} \]

Note that the states \(|\Upsilon^+_u \rangle\) and \(|\Upsilon^-_u \rangle\) are equivalent to maximally coherent states of dimension \(u\) and \(u-1\), respectively. The coherence of the state (15) is then given by

\[ C_{\text{rel}}(c_x) = \ln \left( u^x (u-1)^{n-x} \right). \tag{20} \]

A measurement of the ‘position’ of the battery, or more properly, of its level of coherence as specified by the index \(x\), can be obtained by defining a set of orthogonal projectors \(\Pi^x\) as

\[ \Pi^x := u^x (u-1)^{n-x} \chi_x, \tag{21} \]

where \(\chi_x\) is the incoherent state corresponding to the diagonal part of the state (15),

\[ \chi_x := \Delta(|c_x\rangle \langle c_x|) = \left( \frac{1}{u} \sum_{i=1}^{u} |i\rangle \langle i| \right) \otimes x \otimes \left( \frac{1}{u-1} \sum_{i=u+1}^{2u-1} |i\rangle \langle i| \right) \otimes (n-x). \tag{22} \]

By construction, \(\sum_x \Pi^x =: B_{\text{B}}\), which is the projector on the diagonal support of the battery; in other words, the projectors \(\{\Pi^x\}\) give a resolution of the identity on the subspace \(B \subset \mathcal{D}(H_B)\) of the state space of the battery, spanned by \(\text{supp}(\Delta(\lambda_B)) = \bigoplus_{x=0}^{u} \text{supp}(\chi_x)\).

Similarly to a conventional energy storage device, the battery \(B\) will act as a coherence supplier that can receive/transfer coherence from/to the system \(A\), by changing the ratio of the states (16) and (17). In fact, the discharging process \(|\Upsilon^+_u \rangle \rightarrow |\Upsilon^-_u \rangle\) corresponds to decreasing \(x\) by one and hence diminishes the coherence in the battery by a quid \(\delta w\),

\[ \delta w := \ln \left( \frac{u}{u-1} \right). \tag{23} \]

This can be seen as extracting one unit of coherence from the battery.

In general, the role of the battery is to mediate the state transformation (1) by exchanging an amount \(w\) of coherence with the system. We may choose the parameter \(u\) large enough, corresponding to a level spacing \(\delta w \approx 1/u\) in the battery fine enough, so that any change \(w\) in the coherence of the battery can be taken approximately to be a multiple of \(\delta w\). Ideally, we would like the battery to be reusable in order to assist subsequent state transformations. Furthermore, we would like the battery to serve the purpose of overcoming the limitations in conventional (unassisted) state transformations under (S)IO on the system, going beyond
the conditions of section 2. Therefore, there are three constraints that an ideal battery should adhere to:

1. In order for the final state $|\phi\rangle_A$ to be pure, the system should be virtually uncorrelated with the battery, $|\Phi\rangle_{AB} \approx |\phi\rangle_A \otimes |\lambda\rangle_B$.

2. The only allowed action on the battery should be the raising and lowering of $w$ units of coherence, by the unitary operator $\Gamma^w$ defined as

$$
\Gamma^w|c_x\rangle_B = |c_{x+w}\rangle_B.
$$

(24)

with $x + w$ assumed modulo $n + 1$, and $x$ and $n$ assumed large enough to avoid hitting the bottom or top levels of the battery.

3. The state of the battery $|\lambda\rangle_B$ should allow for approximately implementing all reversible pure to pure state transformations $|\psi\rangle_A \rightarrow |\phi\rangle_A$ by (S)IO.

The first constraint is fulfilled provided the chosen battery state $|\lambda\rangle_B$ is a superposition over sufficiently many eigenstates $|c_x\rangle$, that is, provided the size of the battery, determined by the parameter $n$, is chosen large enough. The last two constraints are stronger and force the state of the battery $|\lambda\rangle_B$ to be close to a uniform superposition of coherence eigenstates $|c_x\rangle$. To see this, note that the second constraint imposes that the final state of system and battery has to be of the form

$$
|\Phi\rangle_{AB} = \sum_{w:|w| \leq w_{\text{max}}} |\phi_w\rangle_A \otimes \Gamma^w|\lambda\rangle_B.
$$

(25)

for some $w_{\text{max}} > 0$, while the third constraint imposes that, for all reversible transformations (1) implemented by (S)IO, the final state is $\epsilon$-close to the target one,

$$
||\Phi_{AB} - \phi_A \otimes \lambda_B||_1 \leq \epsilon,
$$

(26)

and with identical diagonal marginal on the system,

$$
\Delta(\text{Tr}_B \Phi_{AB}) = \Delta(\phi_A).
$$

(27)

As the conditions above have to hold for all reversible state transformations, we can analyse the specific one where the initial and final states of the system are, respectively,

$$
|\psi\rangle_A = \frac{1}{\sqrt{2}}(|0\rangle_A + |\Upsilon^+_w\rangle_A),
$$

(28)

$$
|\phi\rangle_A = \frac{1}{\sqrt{2}}(|0\rangle_A + |\Upsilon^-_w\rangle_A).
$$

(29)

Considering now system and battery initialised in the state $|\Psi\rangle_{AB} = |\psi\rangle_A \otimes |\lambda\rangle_B$, and noting that the transformation $|\Psi\rangle_{AB} \rightarrow |\Phi\rangle_{AB}$ can be implemented reversibly under SIO [4] or IO [7, 10] if and only if the nonzero diagonal coefficients of the initial and final states are identical, one can show that the only final state of system and battery that fulfils this requirement while complying with equations (25) and (27) is

$$
|\Phi\rangle_{AB} = \frac{1}{\sqrt{2}}(|0\rangle_A \otimes |\lambda\rangle_B + |\Upsilon^-_w\rangle_A \otimes \Gamma^{\delta w}|\lambda\rangle_B).
$$

(30)

The proof follows closely the one reported in [19] for LOCC transformations in entanglement theory, with diagonal coefficients here playing the same role as Schmidt coefficients there. Finally invoking equation (26) and applying further algebra [19], one finds
\[
\sum_{x} |a_x - a_{x+1}| \leq |y| \sqrt{\delta e}, \quad \forall |y| \leq w_{\text{max}}/\delta w.
\]  

This means that, in order for the battery to serve as an approximate catalyst to implement all reversible (Si)O pure to pure state transformations, including the specific instance just discussed, the set of coefficients \(a_x\) in its initial superposition state \(|\lambda\rangle_B\) of the form (14) must be close to a uniform distribution, as formalised by equation (31).

4. Battery assisted state transformations and coherence distribution protocol

We are now ready to investigate necessary and sufficient conditions for the transformation between initial and final states \(|\psi\rangle_A\) and \(|\phi\rangle_A\) of the system \(A\), with diagonal components \(\Delta(\psi_A) = \sum_i p_i |i\rangle_A \langle i|_A\) and \(\Delta(\phi_A) = \sum_j q_j |j\rangle_A \langle j|_A\), mediated by a change in coherence of an amount \(w\) with probability distribution \(P(w)\) in the battery \(B\), initially prepared in the state \(|\lambda\rangle_B\) of equation (14). Here the distribution \(P(w)\) is associated to a two-stage measurement of the battery with the projectors \((21)\) before and after the transformation, that is, \(P(w)\) is the probability of finding the battery in the final state \(|c_{x+w}\rangle_B\), given that it was found initially in the state \(|c_x\rangle_B\).

The main result of this section, which mirrors the analogous one recently reported for entanglement theory [19], is illustrated in figure 1(b) and can be enunciated as follows.

**Theorem 1 (Necessary and sufficient conditions for B(S)O transformations).** The transformation of equation (1) can be implemented by means of SIO or IO on the system and the battery while extracting a coherence distribution \(P(w)\) — that is, by battery assisted (S)O or, in short, B(S)O — if and only if there exists a conditional probability distribution \(P(i,w|j)\), with marginals \(P(i) = p_i\), \(P(j) = q_j\) and \(P(w)\), which fulfils the following three conditions:

\[
\text{Condition 1: } \sum_{i,w} P(i,w|j) = 1, \quad \forall j. \tag{32}
\]

\[
\text{Condition 2: } \sum_{j,w} P(i,w|j)q_j = p_i, \quad \forall i. \tag{33}
\]

\[
\text{Condition 3: } \sum_{j,w} P(i,w|j) = 1, \quad \forall i. \tag{34}
\]

Physically, condition 1 expresses the normalisation of the conditional probability distribution \(P(i,w|j)\), condition 2 regulates the fluctuations of \(w\) units of coherence in the battery with probability \(P(w)\), while condition 3 formalises the requirement that the marginals \(P(i)\) and \(P(j)\) of the joint probability distribution \(P(i,j,w) = P(i,w|j)P(j)\) reproduce the diagonal components \(p_i\) and \(q_j\) of the initial and final states of the system, respectively.

**Proof.** The proof of the theorem consists of two directions. For the ‘if’ part, we need to show that, given a conditional probability distribution \(P(i,w|j)\) obeying conditions 1–3, sequences of B(S)IO protocols \(\Lambda^{(N)}_{AB}\) and states \(|\Psi^{(N)}_{AB}\rangle\) and \(|\Phi^{(N)}_{AB}\rangle\) exist, such that \(\Phi^{(N)}_{AB} = \Lambda^{(N)}_{AB} (|\Psi^{(N)}_{AB}\rangle)\), with \(\lim_{N \to \infty} |\Psi^{(N)}_{AB}\rangle = |\psi\rangle_A \otimes |\lambda\rangle_B\) and \(\lim_{N \to \infty} |\Phi^{(N)}_{AB}\rangle = |\phi\rangle_A \otimes |\lambda\rangle_B\). As recalled in section 2, this is equivalent to showing the existence of a sequence of bistochastic matrices \(G^{(N)}\) mapping the (nonzero) diagonal coefficients of \(\Phi^{(N)}_{AB}\) to those of \(\Psi^{(N)}_{AB}\). Such a derivation
is rather technical and hence deferred to appendix A.1. For the ‘only if’ part, let us assume that a B(S)IO transformation (1) is possible, that is, there exists a unital map $\mathcal{E}_{AB}$ of the form (12) such that the (nonzero) diagonal components of the initial and final states satisfy
\[
\Delta(\Psi_{AB}) = \mathcal{E}_{AB}(\Delta(\Phi_{AB})).
\] (35)
We then need to prove that a conditional probability distribution $P(i, w|j)$ fulfilling the above three conditions exists. It turns out one can explicitly construct such a probability distribution from the following five step protocol, also schematically represented in figure 1(b):

1. Prepare the incoherent state $|j\rangle\langle j| \otimes \hat{\lambda}_B$.
2. Measure the battery with the projector $\Pi_B^x$ from (21).
3. Transform the resulting state of system and battery with the unital map $\mathcal{E}_{AB}$ of equation (35).
4. Measure the system with the projector $|i\rangle\langle i| \otimes \Pi_B^x \equiv \Pi_B^{x'}$ and the battery with $\Pi_B^y \equiv \Pi_B^{x'} - \delta w$.
5. Record the variable $w = (x' - x)\delta w$, discarding $x$ and $x'$.

The protocol above, in which $\frac{w}{\delta w}$ describes the amount $w$ of extracted coherence as a multiple of the unit $\delta w$ defined in (23), gives rise to the probability distribution
\[
P(i, w|j) = \sum_{x'} \alpha x' \text{Tr}[|i\rangle\langle i| \otimes \chi_{j}(x')]\mathcal{E}_{AB}(|j\rangle |j\rangle \otimes \Delta(\lambda_B)\Pi_B^x)],
\] (36)
which, using equation (21), can also be rewritten as
\[
P(i, w|j) = \sum_{x'} \alpha x' \text{Tr}[|i\rangle\langle i| \otimes \chi_{j}(x')]\mathcal{E}_{AB}(|j\rangle |j\rangle \otimes \chi_{j}(x')\Pi_B^x)],
\] (37)
The proof that $P(i, w|j)$ satisfies conditions 1–3 is reported in appendix A.2.

5. Fluctuation theorems from coherence distribution

We have shown that the amount $w$ of fluctuating coherence exchanged between battery and system when mediating a pure to pure state transformation $|\psi\rangle_A \rightarrow |\phi\rangle_A$ gives rise to a conditional probability distribution (37). In analogy to the derivation of the fluctuation theorems from a conditional work probability distribution in thermodynamics [17], several coherence fluctuation theorems can now be obtained. In this section, we present the mathematical derivation of the four main results anticipated in the Introduction, accompanying each of them with relevant physical remarks and comparisons with the corresponding thermodynamic laws.

5.1. Second law of coherence

The following is for an initial state $|\psi\rangle_A$ with diagonal coefficients $p_i$ and a target state $|\phi\rangle_A$ with diagonal coefficients $q_j$.

Starting with Condition 2, multiplying equation (33) by $p_i$, rewriting the conditional probability distribution as $P(i, w|j) = P(i, j, w)/q_j$, and summing over $i$ gives
\[
\sum_{i,j,w} P(i, j, w) \frac{p_i}{q_j} \omega^w = 1,
\] (38)
where we have used condition 3. Now using $q_j = e^{\ln \left( \frac{p_i}{q_j} \right)}$ to move the probabilities into the exponent,

$$\sum_{i,j,w} P(i,j,w) e^{w - \ln q_j + \ln p_i} = 1,$$

and writing in bracket form, we get

$$\langle e^{w - \ln q_j + \ln p_i} \rangle = 1.$$  \hspace{1cm} (39)

This describes the distribution of fluctuating coherence $w$ that can be extracted during our pure state transformation. By expanding to first order, and using equation (7), we find

$$\langle w \rangle \leq C_{\text{rel}}(\psi_A) - C_{\text{rel}}(\phi_A).$$  \hspace{1cm} (41)

This shows that the average coherence extractable from the battery to mediate B(S)IO state transformations is bounded by the difference in relative entropy of coherence between the initial and final states of the system. This is in contrast to the standard operational setting in the resource theory of quantum coherence, in which the relative entropy of coherence (scaled by a factor $\ln(2)$ in our notation) quantifies the exact distillable coherence under IO [4].

We can also see that equation (41) is formally analogous to the traditional second law of thermodynamics, $\langle W \rangle \leq F(\rho) - F(\sigma)$, which states that during the state transformation $\rho \to \sigma$ the average work $W$ required is less than or equal to the difference in free energies $F(\rho) = \langle H \rangle - TS(\rho)$. As equation (41) is the first order expansion, this is just the average result. Higher order Taylor expansions of equation (40) lead to all the moments of the coherence distribution $P(w)$ that can be obtained during the transformation.

5.2. Third law of coherence

The following is for the transformation $|\psi\rangle_A \to |\phi\rangle_A$, where $p_{\min}$ and $q_{\min}$ are the smallest nonzero diagonal coefficients of the initial and final state, respectively.

Starting with condition 3 on the probability distribution (34),

$$\sum_{j,w} P(i_0,j,w) q_j = p_{\min},$$  \hspace{1cm} (42)

where $i_0$ is the index corresponding to the smallest diagonal coefficient of the state, $p_{i_0} = p_{\min}$, we can write the inequality $P(i_0,j,w) q_j \leq p_{\min} \forall j$, that can be substituted into equation (33), to get

$$1 \leq \sum_{j,w} \frac{p_{\min}}{q_j} e^w \leq \sum_{j,w} \frac{p_{\min}}{q_{\min}} e^w,$$  \hspace{1cm} (43)

where we further used the fact that $1/q_j \leq 1/q_{\min} \forall j$ by construction. Summing the rightmost term over $j$, the diagonal rank $d'$ of the final state is obtained, so that we can write

$$\sum_w e^w \geq \frac{q_{\min}}{d' p_{\min}}.$$  \hspace{1cm} (44)

This can be interpreted as the third law for fluctuating coherence. It is well known that the majorisation criterion (10) for state transformations in the resource theory of coherence implies the following statement, namely that the rank of the diagonal part of pure states cannot increase under (S)IO [4]. Here, we find that the amount of fluctuating coherence $w$ required to increase the diagonal rank (i.e. to send $p_{\min} \to 0$) under B(S)IO must diverge. Therefore such an operation is forbidden as it would require a battery of infinite size. The analogous result
in thermodynamics is that decreasing the rank of a density matrix requires infinite resources, which can be regarded as a general statement of the third law [31].

5.3. Jarzynski’s relation for coherence

The following is for the transformation $|\psi\rangle_A \rightarrow |\phi\rangle_A$, where the final state is a maximally coherent state of dimension $d'$.

Starting again from condition 2, and using the fact that $q_j = 1/d'$ $\forall j$ for a maximally coherent final state, we can multiply both sides of equation (33) by $1/d'$ and obtain

$$\sum_{j,w} P(i,j,w) e^w = \frac{1}{d'}.$$  \hfill (45)

Now summing over the index $i$ gives

$$\sum_{i,j,w} P(i,j,w) e^w = \sum_i \frac{1}{d'} = \frac{d}{d'},$$  \hfill (46)

which can again be written in bracket form,

$$\langle e^w \rangle = \frac{d}{d'},$$ \hfill (47)

where $d$ and $d'$ denote the diagonal rank of the initial and final states, respectively.

In statistical mechanics, Jarzynski’s relation [16] $\langle e^{\beta W} \rangle = \frac{Z'}{Z}$ describes an initial thermal state which is driven out of equilibrium to a final state with a different Hamiltonian $H'$, where $Z$ and $Z'$ are the initial and final partition functions, respectively. Jarzynski’s relation implies that, when trying to extract work from a thermal bath, the probability of success decreases exponentially with the amount of work $W$ being extracted. Equation (47) equivalently says that attempting to extract more coherence than the average for an initial state of dimension $d$ results in the dimension of the maximally coherent final state, $d'$, decreasing. As known by the analogous third law of coherence in equation (44), decreasing the dimension of the final state is limited by the maximum fluctuating coherence $w$ and thus by the size of the battery. Explicitly, from equation (47) it follows that $P(w \geq \ln(\frac{d}{d'}) + r) \leq e^{-r}$.

The comparison between equation (47) and Jarzynski’s equation also highlights an analogy between $d/d'$ and $Z'/Z$. Using the relation from statistical mechanics $F = -1/\beta \ln(Z)$, where $F$ is the free energy of the state, the ratio $Z'/Z = e^{\beta(F'-F)}$ is describing the exponential of the extractable work from the state under thermal operations. Similarly for $d/d'$, using the relation $C_{\text{rel}} = \ln d$ for a pure (maximally coherent) state, the ratio $d/d' = e^{C_{\text{rel}}'} - C_{\text{rel}}$ is expressing the exponential of the extractable coherence from the state under B(S)IO. Note also that the fluctuation relation in equation (47) holds for a whole family of (not necessarily maximally coherent) initial states with the same $d$; this is mirrored by the redefinition of free energy from a single average value to a family of free energies with the same fluctuating behaviour [18], giving rise to the ‘many second laws’ of quantum thermodynamics [32].

5.4. Crooks’ relation for coherence

The following is for the transformation $|\psi\rangle_A \rightarrow |\phi\rangle_A$ and its reverse $|\psi'\rangle_A \rightarrow |\phi'\rangle_A$, where the final states of the forward and reverse transformations are maximally coherent states of dimension $d'$ and $d$ respectively.
Crooks’ theorem of statistical mechanics [17] relates the forward and reverse probabilities of extracting a quantity of work \( W \) during a non-equilibrium transformation between two thermal states,

\[
P(W) \frac{P_{\text{rev}}(-W)}{Z'} = e^{-\beta W} \frac{Z'}{Z}.
\]

(Crooks’ equation) shows that the forward protocol is exponentially suppressed in comparison to its reverse. This is a quantitative description of the emergent irreversibility of thermodynamics.

In order to find the coherence analogue of this relation, a reverse transformation protocol is derived in appendix B, where an integer quantity of coherence \(-\frac{w}{\delta w}\) is extracted. This results in forward and reverse coherence distributions of the form

\[
P(w) = \sum_{i,j} P(i,w|j) \frac{1}{d'},
\]

(49)

\[
P_{\text{rev}}(-w) = \sum_{i,j} P_{\text{rev}}(j,-w|i) \frac{1}{d}.
\]

(50)

It is shown in appendix B that these distributions obey the relation

\[
P(w) \frac{P_{\text{rev}}(-w)}{d} = e^{-w} \frac{d}{d'}.
\]

(51)

In analogy to Crooks’ theorem it can be seen that extracting \( w \) units of coherence in the forward protocol is exponentially less likely than extracting \(-w\) in the reverse protocol. One could attempt to increase the preference of the forward protocol \( P(w) \) by decreasing the diagonal rank \( d' \) of its final state, however according to the equivalent third law of coherence in equation (44) this is exponentially difficult in its own right. It has therefore been shown that there is an inherent irreversibility in the manipulation of coherence within the B(S)IO framework.

6. Discussion

In this work we have established fluctuation relations for the manipulation of quantum coherence, in the context of pure to pure state transformations via (strictly) incoherent operations, assisted by a coherence battery which can exchange coherence with the system probabilistically. We hope that this work motivates a further reconsideration of coherence in quantum mechanics, from a useful albeit static resource that may be invested to convert quantum states and realise useful technological applications, to a quantity that more generally can fluctuate during transformations and may enable otherwise impossible applications. This has been accomplished here, similarly to the way in which work has been redefined in quantum thermodynamics [18] and more recently entanglement has been investigated as a fluctuating quantity in quantum information theory [19]. It is surprising that by forming parallels between coherence, entanglement, and work distribution protocols, these three seemingly disparate quantities obey formally analogous fluctuation theorems.

The obvious underlying link between the state transformations in these distinct contexts is the central role played by the majorisation criteria in the corresponding resource theories. This leads to the primary open question of whether majorisation is necessary or just sufficient for the emergence of fluctuation theorems. The present investigation also suggests that there may be more operational contexts in quantum mechanics and beyond for which specific resources can be considered to fluctuate. In this respect, a fascinating problem is whether one might...
establish a hierarchy of fluctuating resources, whereby some fundamental quantity which obeys fluctuation theorems can be shown to induce a similar behaviour onto other resources. Quantum coherence is in fact an essential ingredient not only for entanglement, but also for more general non-classical correlations [1, 33]. It could be worthwhile to address whether fluctuation relations for the latter can be suitably derived by adapting and extending the present work. We further remark that all these phenomena can be naturally quantified by means of extensive quantities, based on the von Neumann and Rényi entropies, but generalisations of our results to non-extensive settings [34], e.g. adopting quantifiers based on Tsallis entropies, could also potentially be considered.

It is intriguing that an ancillary system to transfer and store coherence is necessary in the protocol we introduced, just like a conventional battery (a system that is able to store and transfer work, such as a weight or a piston) is used in thermodynamics. However, unlike work in classical thermodynamics, which can be determined by just measuring the difference in energy between the initial and final state, here to extract the distribution of fluctuating coherence e.g. according to the measurement protocol in figure 1(b), one irremediably destroys the initial superposition. It is this very uncertainty associated to fluctuations of coherence in the battery that ultimately allows the implementation of state transformations which would otherwise be forbidden to occur.

Further comparisons can be made between the fields. Because of the definition of the majorisation criteria for the state transformation (1), which map the diagonal elements of the initial state to those of the final state (rather than vice versa), the probability distribution in equation (36) is formed backwards, which means that the direction of the protocol giving rise to such a distribution is in contrast to the thermodynamic scenario. While the mathematical origin of this discrepancy is clear, its deeper physical meaning remains elusive. As remarked earlier in the text, from the analogue fluctuation theorems in equations (47) and (51), it can also be seen that the partition function of statistical mechanics is akin to the diagonal rank of states in coherence theory, as both quantifiers affect the availability of the given resource, i.e. work in thermodynamics and coherence in this paper.

The results in our study also have important implications for the resource theory of quantum coherence in its own right [1, 3]. In this respect, it is worth comparing explicitly the power of different assisted and unassisted scenarios for coherence distillation and state manipulations under incoherent operations.

In the standard unassisted scenario, as depicted in figure 1(a), the majorisation criteria recalled in section 2 can be equivalently formulated in terms of relative entropy: the state transformation \( |\psi_A \rangle \rightarrow |\phi_A \rangle \) is possible by deterministic IO (or SIO) if and only if [4, 7–10, 27, 28]
\[
C_{\text{rel}}(\psi_A) \geq C_{\text{rel}}(\phi_A). \tag{52}
\]

If we consider instead the framework where the \( d \)-dimensional system \( A \) is assisted by an exact catalyst \( B \), whose state \( \tau_B \) needs to be returned unchanged, then the state transformation \( |\psi_A \rangle \otimes |\tau_B \rangle \rightarrow |\phi_A \rangle \otimes |\tau_B \rangle \) is possible by deterministic IO if and only if [35]
\[
\frac{S_\alpha(\Delta(\psi_A)) - \ln d}{|\alpha|} \geq \frac{S_\alpha(\Delta(\phi_A)) - \ln d}{|\alpha|}, \quad \forall \alpha \in (-\infty, \infty), \tag{53}
\]
where the quantities \( S_\alpha(\rho) := \text{sgn}(\alpha) \ln \left( \text{Tr}(\rho^\alpha) \right)/(1 - \alpha) \) denote a family of Rényi entropies.

In the paradigm investigated in this paper, illustrated in figure 1(b), the system \( A \) and the battery \( B \) are still prepared in an initial product state \( |\psi_A \rangle \otimes |\lambda \rangle_B \), but the coherence in the battery \( B \) is allowed to change by an amount \( w \) with probability \( P(w) \), so that the battery plays
the role of an approximate catalyst. In this case, we have shown that any transformation of the form (1) can be implemented by IO or SIO on the system and the battery, provided the extracted coherence obeys the second law (41),

\[ C_{\text{rel}}(\psi_A) - C_{\text{rel}}(\phi_A) \geq \langle w \rangle. \] (54)

This is somehow comparable to the quantum thermodynamic setting recently investigated in [36], in which by allowing the buildup of arbitrarily small correlations between a system and a catalyst during a thermal operation, one finds that state transformations (for states diagonal in the energy eigenbasis) are specified by the second law expressed just in terms of the conventional Helmholtz free energy [36], rather than in terms of a whole family of Rényi entropies [32].

In the standard resource theory of coherence, it is currently understood that pure state transformations are reversible only in the asymptotic setting of many copies [1]. However, if a coherence battery is employed, then according to the coherence fluctuation theorem in equation (40) a single copy transformation becomes reversible, when accompanied by a non-trivial fluctuation in coherence with probability \( P(w) \). This means that, if there exists a coherence fluctuation \( w = \ln q_i - \ln p_i \), then there exists a reverse process with equal and opposite coherence \( w_{\text{rev}} = \ln p_i - \ln q_i \), where the forward protocol is nevertheless exponentially preferred according to the analogue Crooks relation in equation (51).

Within the standard (unassisted) coherence resource theory, it is also known that in the asymptotic setting the distillable coherence under IO for any state is given by the relative entropy of coherence [4]. However, comparing equations (52) and (54), we may conclude that the second law of coherence demonstrates that, although on average the distillable coherence of a state is given by the relative entropy, in the battery assisted framework there is an exponentially suppressed regime in which more coherence can be extracted.

As a next step, it would be desirable to generalise our analysis to the non-asymptotic regime and explore the role of coherence fluctuation relations in the context of one-shot state transformations under different classes of incoherent operations, following recent work on one-shot coherence dilution and distillation [37, 38], and inspired by thermodynamic studies of one-shot dissipated work [39, 40].

We have not considered the alternative assisted framework where the initial state \( \rho_{AB} \) contains correlations between system \( A \) and ancilla \( B \), as that case would require the state of the system to be mixed. It is known that, in such a collaborative context, the asymptotic distillable coherence on \( A \) under local incoherent-quantum operations amounts to \( S(\Delta(\rho_A)) \), which yields a net gain over the unassisted case \( C_{\text{rel}}(\rho_A) \) by a quantity equal to the reduced von Neumann entropy \( S(\rho_A) \) [41]. It may be worthy in the future to investigate coherence fluctuations in the battery, enhanced by initial correlations with the system. This would be especially interesting in view of the fact that the laws of thermodynamics in the presence of correlations (which might allow for seemingly paradoxical feats such as anomalous heat flow) have only recently begun to be understood in terms of physical processes [42].

It is hoped that, in the same way that the fluctuation theorems of statistical mechanics and thermodynamics have opened up a wide range of theoretic and experimental investigations, the fluctuation theorems of quantum coherence may inspire the discovery of new phenomena within coherence theory and applications, and beyond. It has already been shown in this work that fluctuating coherence allows one to break current limitations on reversibility and distillation in state transformations. The study of hybrid frameworks whereas a coherence battery may be employed to assist state transformations in different resource theories, such as athermality, entanglement, and more general manifestations of non-classicality, also deserves further investigation. This could complement recent studies of catalytic coherence for work
extraction [43, 44] and reveal new crossing points between the characterisation of coherence and quantum correlations [5, 10, 45] in quantum information theory.
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Appendix A. Proof of necessary and sufficient conditions for B(S)IO state transformations

Here we complete the proof of the theorem in section 4.

A.1. Sufficient conditions

Starting with the conditional probability distribution $P(i, w|j)$ satisfying conditions 1–3 as discussed in section 4, let us define a sequence of initial and final states of the $d$-dimensional system $A$ and the battery $B$, indexed by an even $N$, as follows,

$|\Psi(N)\rangle_{AB} = \sum_{i=1}^{d} \sum_{x=0}^{n} \sqrt{\sum_{w} p_{i,w} N + 1 \delta x - x} |i\rangle_A \otimes |c_{x}\rangle_B,$

(A.1)

$|\Phi(N)\rangle_{AB} = \sum_{i=1}^{d} \sum_{x'=0}^{n} \sqrt{\sum_{w} q_{j} N + 1 \delta x' - x'} |j\rangle_A \otimes |c_{x'}\rangle_B.$

(A.2)

Here $p_{i,w} := \sum_{j=1}^{d} P(i, w|j) q_{j}$ and the integer factor

$f_{w} := \left\lfloor \frac{w}{\delta w} \right\rfloor$

(A.3)

measures the fluctuating coherence $w$ in units of $\delta w$, while the symbol $\sum_{k}(S)$ with $S := \{ \frac{n-2k}{2}, \ldots, \frac{n+2k}{2} \}$ denotes an indicator function, i.e. it equals 1 if the index $k \in S$ and 0 otherwise. Furthermore, we set $N := n - 2f_{\text{max}},$ with $f_{\text{max}} := \max \{|f_{w}|\}.$

We then need to construct a sequence of bistochastic matrices $G^{(N)}$ mapping the (nonzero) diagonal entries of $\Phi_{AB}^{(N)}$ to those of $\Psi_{AB}^{(N)}$ [29]. The following adapts the proof reported in [19] for entanglement theory, to which the reader is referred for further details.

Let us begin by defining a new probability distribution

$P(i, x|j, x') := \sum_{w} P(i, w|j) \delta x' - x_{f_{w}},$

(A.4)

with $x, x' \in (-\infty, \infty).$ The three conditions (32)–(34) can then be rewritten as
\[
\sum_{j=1}^{d} \sum_{x=-\infty}^{\infty} P(i, x | j, x') = 1, \quad \text{(A.5)}
\]
\[
\sum_{j=1}^{d} \sum_{x=-\infty}^{\infty} P(i, x | j, x') \left( \frac{u}{u - 1} \right)^{x-x} \leq 1, \quad \text{(A.6)}
\]
\[
\sum_{j=1}^{d} \sum_{x'=-\infty}^{\infty} P(i, x | j, x') \frac{q_{j}}{N + 1} \overline{\nu}_{x'}(S) = \sum_{w} \frac{p_{i, w}}{N + 1} \overline{\nu}_{x + f_{w}}(S), \quad \text{(A.7)}
\]

where for the second equation we have used the fact that \( f_{w} \) is the largest integer such that \( f_{w} \ln \left( \frac{u}{u - 1} \right) \leq w \), which follows from the definitions (23) and (A.3).

With this newly defined conditional probability \( P(i, x | j, x') \), a sequence of sub-bistochastic matrices can now be constructed, whose rows and columns are labelled by the reference product basis of system and battery, say \([i, z]_{AB} \) and \([j, z']_{AB} \), respectively. Here and in the following we employ the shorthand notation \( z \in \chi_{s} \) to mean \( |z\rangle \in \text{supp}(\chi_{s}) \). Then, for all \( z \in \chi_{s} \), \( z' \in \chi_{s'} \), where now the values of \( x, x' \) are truncated as \( x, x' \in \{0, \ldots, n\} \), let
\[
R^{(N)}(i, z | j, z') := P(i, x | j, x') u^{-x}(u - 1)^{x-n}. \quad \text{(A.8)}
\]

Using equations (A.5)–(A.7), we see that the matrices \( R^{(N)}(i, z | j, z') \) are not bistochastic, but they already possess the desired property of mapping the entries of \( \Delta(\Phi^{(N)}) \) to those of \( \Delta(\Psi^{(N)}) \),
\[
\begin{align*}
\sum_{j=1}^{d} \sum_{x'}^{\infty} \sum_{x=-\infty}^{\infty} R(i, z | j, z') \frac{q_{j}}{N + 1} u^{-x'(u - 1)^{x'-n}} \overline{\nu}_{x'}(S) \\
= \sum_{j=1}^{d} \sum_{x'=-\infty}^{\infty} P(i, x | j, x') \frac{q_{j}}{N + 1} u^{-x}(u - x)^{x-n} \overline{\nu}_{x'}(S) \\
= \sum_{w} \frac{p_{i, w}}{N + 1} u^{-x}(u - x)^{x-n} \overline{\nu}_{x + f_{w}}(S). \quad \text{(A.9)}
\end{align*}
\]

Finally, we can define a sequence of bistochastic matrices \( G^{(N)}(i, z | j, z') \) based on \( R^{(N)}(i, z | j, z') \), such that the action of the latter on the support of \( \Delta(\Phi^{(N)}) \) is left intact. This can be done as follows:
\[
G^{(N)}(i, z | j, z') := \begin{cases} R^{(N)}(i, z | j, z'), & \forall z' \in \chi_{s'} \text{ with } x' \in \left( \frac{\mu_{x'}}{N + 1}, \frac{\mu_{x'+1}}{N + 1} \right); \\
\frac{1}{N + 1} \left( 1 - \sum_{z'_{1}=1}^{\mu_{x'}} \sum_{z'_{2}=1}^{\mu_{x'+1}} \sum_{z'_{3} \in \chi_{s'}} R^{(N)}(i, z | j, z') \right), & \text{otherwise,} \end{cases} \quad \text{(A.10)}
\]
where \( \mu := \sum_{z'_{1}=0}^{\mu_{x'}} u^{x'}(u - 1)^{n-x'} + \sum_{z'_{2}=0}^{n} u^{x'}(u - 1)^{n-x'} \), so that \( d\mu \) is the number of columns of \( G^{(N)} \) not belonging to the support of \( \Delta(\Phi_{N}) \). It follows by construction that the matrices \( G^{(N)}(i, z | j, z') \) are bistochastic,
\[
\sum_{j=1}^{d} \sum_{x'=0}^{n} \sum_{z' \in \chi_{s'}} G^{(N)}(i, z | j, z') = \sum_{j=1}^{d} \sum_{x'=0}^{n} \sum_{z' \in \chi_{s'}} G^{(N)}(i, z | j, z') = 1. \quad \text{(A.11)}
\]
Moreover, by virtue of equation (A.9), these matrices map the diagonal coefficients of $|\Phi^{(N^\prime)}\rangle_{AB}$ to those of $|\Psi^{(N)}\rangle_{AB}$. This means that, according to [29], there exists a sequence of (S)IO protocols $\Lambda^{(N)}_{AB}$ that implement the state transformations $\Phi^{(N^\prime)}_{AB} = \Lambda^{(N)}_{AB} (\Phi^{(N)}_{AB})$.

We are only left to verify that $\lim_{N\to\infty} |\Psi^{(N)}\rangle_{AB} = |\Psi\rangle_A \otimes |\lambda\rangle_B$ and $\lim_{N\to\infty} |\Phi^{(N)}\rangle_{AB} = |\phi\rangle_A \otimes |\lambda\rangle_B$. For the final states $|\Phi^{(N)}\rangle_{AB}$, which are uncorrelated across the system versus battery split for any finite $N$, this is manifestly true. For the initial states, $|\Psi^{(N)}\rangle_{AB}$, which are instead entangled across such a split, we need to analyse the large $N$ limit explicitly. It is straightforward to show [19] that the overlaps between the states $|\Psi^{(N)}\rangle_{AB}$ of equation (A.1) and the product states

$$
|\tilde{\Psi}^{(N^\prime)}\rangle_{AB} = \sum_{i=1}^{d} \sum_{x=0}^{n} \sqrt{\frac{p_i}{n+1}} |i\rangle_A \otimes |c_x\rangle_B.
$$

This proves equation (32).

### A.2. Necessary conditions

Here we show that the conditional probability distribution $P(i, w|j)$ defined in equation (36) satisfies the three conditions detailed in equations (32)–(34).

Before proceeding, let us note that all the (diagonal) battery states considered in the protocol of section 4 live entirely in the subspace $\mathcal{B}$ introduced in section 3. Accordingly, the supports of $\Delta (\Psi_{AB})$ and $\Delta (\Phi_{AB})$ are contained in the relevant subspace $\mathcal{V} := \mathcal{D}(\mathcal{H}_A) \otimes \mathcal{B}$ of the state space of system and battery, and the whole protocol described in section 4 to construct $P(i, w|j)$ maps this subspace into itself. It follows that, as $\Delta (\Psi_{AB}) \prec \Delta (\Phi_{AB})$ by hypothesis, then one can find permutations $\Xi_m$ and probabilities $r_m$ such that the unital map $\mathcal{E}_{AB}$ of the form (12) satisfies (35) and furthermore leaves invariant the projector $1_A \otimes \mathcal{B}$ onto $\mathcal{V}$.

To prove condition 1 (normalisation), we sum over the initial reference basis $i$ and the extracted coherence $w$,

$$
\sum_{i, w} P(i, w|j) = \sum_{i', w} \text{Tr}[ (1_A \otimes \mathcal{B}) \mathcal{E}_{AB} (|j\rangle \langle j|_A \otimes \Pi_{B}' \Delta (\lambda_B) \Pi_{B}') ]
$$

$$
= \text{Tr}[ |j\rangle \langle j|_A \otimes \Delta (\lambda_B) ] = 1,
$$

where we have used the fact that $\sum_{w} \Pi_{B}' = \mathcal{B}$ and that both the map $\mathcal{E}$ and the map resulting from the application of the projection operators $X \to \sum_{x} \Pi_{X}^x \Pi_{X}'$ are trace preserving. This proves equation (32).

We continue with the proof of condition 2. Exploiting equation (23), we can expand
\[
\Pi' - \frac{\Pi}{\alpha} = u'^{\alpha - \frac{\Pi}{\alpha}} (u - 1)^{\alpha - \frac{\Pi}{\alpha}} \chi_{c'} - \frac{\Pi}{\alpha}
\]
\[
= \left\{u'^{\alpha - \frac{\Pi}{\alpha}}(u - 1)^{\alpha - \frac{\Pi}{\alpha}}\right\} u - \frac{\Pi}{\alpha} \chi_{c'} - \frac{\Pi}{\alpha}
\]
\[
= \left\{u'^{\alpha - \frac{\Pi}{\alpha}}(u - 1)^{\alpha - \frac{\Pi}{\alpha}}\right\} \left(\frac{u - 1}{u}\right) \frac{\Pi}{\alpha} \chi_{c'} - \frac{\Pi}{\alpha}
\]
\[
= \left\{u'^{\alpha - \frac{\Pi}{\alpha}}(u - 1)^{\alpha - \frac{\Pi}{\alpha}}\right\} e^{-\frac{\Pi}{\alpha}} \chi_{c'} - \frac{\Pi}{\alpha}.
\]
(A.15)

Using the above relation we can write
\[
\sum_{w,j} P(i, w|j)e^w = \sum_{w,j} \alpha_{w'} \text{Tr}[(\langle i| \langle j|_A \otimes \chi_{c'} - \frac{\Pi}{\alpha})) E_{AB}(I_A \otimes \Pi_B)]
\]
\[
\approx \sum_{w,w'} \alpha_{w'} \text{Tr}[(\langle i| \langle j|_A \otimes \chi_{c'} - \frac{\Pi}{\alpha})) E_{AB}(I_A \otimes \Pi_B)]
\]
\[
= \text{Tr}[(\langle i| \langle j|_A \otimes \Delta(\lambda_B)) E_{AB}(I_A \otimes B_B)]
\]
\[
= 1,
\]
(A.16)

where in the final line we have used the property of the unital map \( E \) to preserve the projector on the diagonal support, while in the second line we have approximated \( \alpha_{w'} \approx \alpha_{w'} - \frac{\Pi}{\alpha} \). To verify the validity of the approximation, we invoke equation (31), which yields
\[
\left| \sum_{w,j} P(i, w|j)e^w - 1 \right| \leq \sum_{w,w'} \frac{|\alpha_{w'} - \alpha_{w'} - \frac{\Pi}{\alpha}|}{\sqrt{\epsilon}} \leq \sum_{w:|w| \leq w_{\max}} \frac{|w|}{\delta w}
\]
\[
= \sqrt{\epsilon} f_{\max}(f_{\max} + 1),
\]
(A.17)

with \( f_{\max} \) defined after equation (A.3). This shows that equation (33) is fulfilled in the limit \( \epsilon \to 0 \).

We conclude by proving condition 3, that expresses the correspondence between the marginal probabilities and the diagonal components of the states of the system. Using the definition (37) of the conditional probability, we can write
\[
\sum_{w,j} P(i, w|j)q_j = \sum_{j,j'} q_j \alpha_{w'} \text{Tr}[(\langle i| \langle j|_A \otimes B_B) E_{AB}(j| \langle j|_A \otimes \chi_{c'} B)]
\]
\[
= \text{Tr}[(\langle i| \langle j|_A \otimes B_B) E_{AB}(\Delta(\phi_A \otimes \lambda_B))]
\]
\[
\approx \text{Tr}[(\langle i| \langle j|_A \otimes B_B) E_{AB}(\Delta(\Phi_{AB})]}
\]
\[
= \text{Tr}[(\langle i| \langle j|_A \otimes B_B) \Delta(\Psi_{AB})]
\]
\[
= p_i,
\]
(A.18)

where we have used equation (35) and the approximation
\[
\Delta(\Phi_{AB}) \approx \Delta(\phi_A \otimes \lambda_B) = \left( \sum_j q_j|j\rangle \langle j|_B \right) \otimes \left( \sum_{w'} \alpha_{w'} \chi_{c'} B \right).
\]
(A.19)

To verify the validity of the approximation, we invoke equation (26), which yields
\[ \sum_i \sum_{w,j} P(i,w|j)q_j - p_i = \sum_i \left| \text{Tr}\left[ (|i\rangle \langle i|_A \otimes B_B) \mathcal{E}_{AB}(\Delta(\phi_A \otimes \lambda_B) - \Delta(\Phi_{AB})) \right] \right| \]
\[ \leq \frac{1}{2} \left| \mathcal{E}_{AB}(\Delta(\phi_A \otimes \lambda_B - \Phi_{AB})) \right|_1 \]
\[ \leq \frac{1}{2} \left| \phi_A \otimes \lambda_B - \Phi_{AB} \right|_1 \]
\[ \leq \frac{\epsilon}{2}. \]  

(A.20)

where we have further used the contractivity of the trace distance under quantum channels and the fact that \( \frac{1}{2}||\rho - \sigma||_1 = \max_{0 \leq X \leq 1} |\text{Tr}[X(\rho - \sigma)]| \) for two density matrices \( \rho \) and \( \sigma \). This shows that equation (34) is fulfilled as well in the limit \( \epsilon \to 0 \).

 Appendix B. Forward and reverse protocols for Crooks' coherence relation

Here we construct and investigate both forward and reverse protocols for battery assisted (S)IO state transformations. The existence of a (S)IO protocol for the state transformation \( |\Psi\rangle_{AB} \to |\Phi\rangle_{AB} \), hereby referred to as forward protocol, is ensured by the majorisation relation \( \Delta(\Psi_{AB}) \prec \Delta(\Phi_{AB}) \), which we recall from equation (11) corresponds to

\[ \Delta(\Psi_{AB}) = \sum_m r_m \Xi_m \Delta(\Phi_{AB}) \Xi_m^\dagger = \mathcal{E}_{AB}(\Delta(\Phi_{AB})). \]  

(B.1)

Let us now define a state \( |\Psi'\rangle_{AB} \) with the same diagonal support as \( |\Phi\rangle_{AB} \) and a state \( |\Phi'\rangle_{AB} \) with the same diagonal support as \( |\Psi\rangle_{AB} \), such that the existence of a (S)IO protocol for the state transformation \( |\Psi'\rangle_{AB} \to |\Phi'\rangle_{AB} \), hereby referred to as reverse protocol, is ensured by the dual map,

\[ \Delta(\Psi'_{AB}) = \sum_m r_m \Xi_m^\dagger \Delta(\Phi'_{AB}) \Xi_m = \mathcal{E}_{AB}^*(\Delta(\Phi'_{AB})), \]  

(B.2)

from which it is explicit that \( \Delta(\Psi'_{AB}) \prec \Delta(\Phi'_{AB}) \).

According to the B(S)IO framework, as we have seen in section 4, the forward protocol gives rise to a conditional probability distribution \( P(i, w|j) \), which takes into account the fact that the coherence in the battery can fluctuate by an amount \( w \) with probability \( P(w) \). Analogously, we will consider that in the reverse protocol the coherence in the battery is allowed to change by an amount \(-w\) with probability \( P_{rev}(-w) \).

Our aim is to compare the coherence distributions in the forward and reverse protocols. To do so, let us adopt the setting of appendix A.1, and consider a sequence of forward (S)IO protocols implementing the transformations \( |\Psi^{(N)}\rangle_{AB} \to |\Phi^{(N)}\rangle_{AB} \), with initial and final states defined in equations (A.1) and (A.2). In appendix A.1 we have introduced a sequence of bistochastic matrices \( G^{(N)} \) mapping the (nonzero) diagonal coefficients of \( \Phi^{(N)}_{AB} \) to those of \( \Psi^{(N)}_{AB} \). We will use the fact that, by construction, these matrices satisfy

\[ G^{(N)}(i, z|j, z') = \text{Tr}[(|i\rangle \langle i|_A \otimes |z\rangle \langle z|_B) \mathcal{E}_{AB}(|j\rangle \langle j|_A \otimes |z'\rangle \langle z'|_B)]. \]  

(B.3)
Let us now define the transition matrix

\[
Q(i,x|j,x') := \text{Tr}[\hat{\rho} i | \hat{\rho} j] E_{AB}(\hat{\rho} i | \hat{\rho} j, | \hat{\rho} j) \chi_n], \tag{B.4}
\]

From now on, we will assume for simplicity that \( \frac{m}{\mu} \) is an integer, i.e. \( f_w \equiv \frac{m}{\mu} \). Furthermore, we will impose \( x' \in S \), that is, we will limit the index \( x' \) to span within the range in which the diagonal component of the battery has support. In this range, we have specifically

\[
Q(i,x|j,x') = \sum_{z \in \chi_x, z' \in \chi_x} u^{-x'} (u-1)^{x'-n} \text{Tr}[(\hat{i}| \hat{j}) \hat{\rho} i | \hat{\rho} j] E_{AB}(\hat{\rho} i | \hat{\rho} j) \chi_n]\]

\[
= \sum_{z \in \chi_x, z' \in \chi_x} u^{-x'} (u-1)^{x'-n} P(i,x|j,x')
\]

\[
= \sum_{w} P(i,w|j) \delta_{x'-s, \frac{w}{\mu}}, \tag{B.5}
\]

where in the last line we have used equation (A.4). This means that, in the relevant range of \( x' \), \( Q(i,x|j,x') \) is directly related with the bistochastic matrix mapping the diagonal state coefficients in the forward protocol.

Inspired by equation (B.2), we can analogously define a transition matrix for the reverse protocol, given by

\[
Q^{rev}(j,x'|i,x) := \text{Tr}[\hat{\rho} i | \hat{\rho} j] E_{AB}^{*}(\hat{\rho} i | \hat{\rho} j, | \hat{\rho} j) \chi_n]. \tag{B.6}
\]

Noting that

\[
Q^{rev}(j,x'|i,x) = \frac{u^{x'} (u-1)^{n-x'}}{u^{x'} (u-1)^{n-x'}} Q(i,x|j,x'),
\]

this can be rewritten as

\[
Q^{rev}(j,x'|i,x) \frac{u^{x'} (u-1)^{n-x'}}{u^{x'} (u-1)^{n-x'}} \sum_{w} P(i,w|j) \delta_{x'-s, \frac{w}{\mu}}
\]

\[
= \frac{u^{x'} (u-1)^{n-x'}}{u^{x'} (u-1)^{n-x'}} \sum_{w} \delta_{x'-s, \frac{w}{\mu}} \sum_{x'} \alpha_{x'} \text{Tr}[(\hat{i}| \hat{j}) \hat{\rho} i | \hat{\rho} j] E_{AB}(\hat{\rho} i | \hat{\rho} j) \chi_n]
\]

\[
= \sum_{w} \delta_{x'-s, \frac{w}{\mu}} \sum_{x'} \alpha_{x'} \text{Tr}[(\hat{i}| \hat{j}) \hat{\rho} i | \hat{\rho} j] E_{AB}(\hat{\rho} i | \hat{\rho} j) \chi_n]
\]

\[
= \sum_{w} \delta_{x'-s, \frac{w}{\mu}} \sum_{x'} \alpha_{x'} \text{Tr}[(\hat{i}| \hat{j}) \hat{\rho} i | \hat{\rho} j] E_{AB}^{*}(\hat{\rho} i | \hat{\rho} j, | \hat{\rho} j) \chi_n]. \tag{B.8}
\]

This is now approximated to an ideal battery, which gives

\[
Q^{rev}(j,x'|i,x) \approx \sum_{w} \delta_{x'-s, \frac{w}{\mu}} \sum_{x'} \alpha_{x'} \text{Tr}[(\hat{i}| \hat{j}) \hat{\rho} i | \hat{\rho} j] E_{AB}(\hat{\rho} i | \hat{\rho} j) \chi_n]
\]

\[
\approx \sum_{w} \delta_{x'-s, \frac{w}{\mu}} \sum_{x'} \alpha_{x'} \text{Tr}[(\hat{i}| \hat{j}) \hat{\rho} i | \hat{\rho} j] E_{AB}^{*}(\hat{\rho} i | \hat{\rho} j, | \hat{\rho} j) \chi_n]
\]

\[
= \sum_{w} \rho^{rev}(j,-w) \delta_{x'-s, \frac{w}{\mu}}. \tag{B.9}
\]
where we have defined the conditional probability distribution for the reverse protocol as

\[ P^{rev}(j, -w|i) := \sum_{x''} \alpha_e \cdot \text{Tr}[(j|_{A} \otimes \Pi_{B}^{x''} + \frac{\Pi_{B}^{x''}}{2}) \mathcal{E}_{AB}^r(|i|_{A} \otimes \chi_{e'})]. \]  

(B.10)

The distribution (B.10) is the counterpart to the distribution \( P(i, w|j) \) given in (37) for the forward protocol, and it satisfies analogous conditions to those proved in appendix A.2, i.e.

\[ \sum_{j, w} P^{rev}(j, -w|i) = 1, \quad (B.11) \]

\[ \sum_{j, w} P^{rev}(j, -w|i)e^{-w} = 1, \quad (B.12) \]

\[ \sum_{j, w} P^{rev}(j, -w|i)q'_j = p'_j, \quad (B.13) \]

where \( p'_j \) and \( q'_j \) respectively denote the diagonal elements of the initial and final states of the system \( A \) in the reverse protocol.

Therefore, given a sequence of forward (S)IO protocols with transition matrix \( Q(i, x|j, x') \) mapping the diagonal coefficients of final states \( |\Phi^{(N)}\rangle_{AB} \) to those of initial states \( |\Psi^{(N)}\rangle_{AB} \), there exists a sequence of reverse (S)IO protocols with transition matrix \( Q'^{rev}(j, x'|i, x) \) mapping the diagonal coefficients of final states \( |\Phi'^{(N)}\rangle_{AB} \) to those of initial states \( |\Psi'^{(N)}\rangle_{AB} \). The initial and final states for the reverse protocol can then be chosen, in analogy to the analysis of appendix A.1, as

\[ |\Psi'^{(N)}\rangle_{AB} = \sum_{i=1}^{d} \sum_{x'=0}^{n} \sqrt{p'_j - w} \frac{1}{N'^{+} + 1} \sum_{x'} e^{-jx'} (S') |j|_{A} \otimes |c_{x'}\rangle_{B}, \]  

(B.14)

\[ |\Phi'^{(N)}\rangle_{AB} = \sum_{i=1}^{d} \sum_{x'=0}^{n} \sqrt{q'_j} \frac{1}{N'^{+} + 1} \sum_{x'} (S') |i|_{A} \otimes |c_{x}\rangle_{B}, \]  

(B.15)

where \( p'_j := \sum_{i=1}^{d} P^{rev}(j, -w|i)q'_j \), \( S' := \{ \frac{n-N'}{2}, \ldots, \frac{n+N'}{2} \} \), and \( N' : = N - 2f_{\text{max}} \), thus ensuring that \( x' \in \mathcal{S} \). It is easy then to verify that equation (B.2) is satisfied for the reverse protocol in the limit \( N \to \infty \), adapting the derivation of appendix A.1.

The coherence analogue of Crooks’ theorem can now be obtained. In Crooks’ theorem both the initial and final states are thermal, here to derive its equivalent the final states of both the forward and reverse protocols will be taken to be maximally coherent (with diagonal rank \( d' \) and \( d \) respectively), which sets \( q_j = \frac{1}{d} \) and \( q'_j = \frac{1}{d} \).

The forward and reverse coherence distributions are therefore

\[ P(w) = \sum_{ij} P(i, w|j) \frac{1}{d}, \quad (B.16) \]

\[ P^{rev}(-w) = \sum_{ij} P^{rev}(j, -w|i) \frac{1}{d'} \quad (B.17) \]

Now recalling the definition (21) with \( x = x' - \frac{N'}{2} \), and expanding as in (A.15), we can rewrite equation (B.7) simply as
from which it is immediate to see that the above two distributions $P(w)$ and $P_{\text{rev}}(-w)$ obey Crooks’ analogue relation given in equation (51).
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