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ABSTRACT
In the current approach of Automotive electronic system design, the multicore processors have prevailed to achieve high computing performance at low thermal dissipation. Multicore processors offer functional parallelism that helps in meeting the safety critical requirements of vehicles. The number of ECUs in high-end cars could be reduced by conglomerating more functions into a multicore ECU. AUTOSAR stack has been designed to support the applications developed for multicore ECUs. The real challenges lie in adapting new design methods while developing sophisticated applications with multicore constraints. It is imperative to utilize the most of multicore computational capability towards enhancing the overall performance of ECUs. In this context the scheduling of the real time multitasking software components by the operating system is one of the key issues to be addressed. In this paper, the state of the art scheduling algorithm is reviewed and its merits and limitations are identified. A hybrid scheduler has been proposed, tested and compared with the state of the art algorithm that offers better performance in terms of CPU utilization, average response time and deadline missing rate both in normal and high load conditions.
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1. INTRODUCTION
The recent trend in automotive industry is to explore all the advanced technologies and utilize those into the automobile to make it an intelligent transport system. The Original Equipment Manufacturers (OEMs) are also constrained by the stringent government regulations for fuel emission and road safety, customers demand for driving comfort, fuel economy, entertainment and connectivity. Increasing complexity, high level of integration requirements and strict regulations for quality standards are all constraints and challenges for automotive software design [1, 2]. In order to incorporate sophisticated features and facilities into the vehicle, more complex and faster computing, multitasking applications are getting developed. ECUs intended to run complex control applications have already been upgraded with the multicore processors. Parallelized application tasks need to be efficiently scheduled and allocated to multiple computing cores to accomplish the functions within the specified deadlines to ensure the system is fail safe. The state of the art task scheduling algorithm for multicore ECUs instructs strict partitioning and mapping of the tasks to definite cores [3]. Tasks are scheduled for the intended cores based on static priority scheme. It works fine in normal running condition of the vehicle up to 65% CPU utilization. In contingency scenarios, when engine speed drastically increases or multiple critical events are sensed, the scheduling of regular applications tasks get affected which leads to missing of deadlines [4, 5]. In order to address this issue, a hybrid scheduling algorithm is proposed in this paper. This proposed algorithm is tested with many task sets.
representative of applications for multicore engine control unit. The performance of this algorithm is compared with the state of the art algorithm based on standard parameters such as CPU utilization, average response time and deadline missing rate.

The rest of the paper is organized as follows. Section 2 discusses about the scheduling challenges on multicore ECUs, section 3 presents a review on the state of the art algorithm, section 4 presents the proposed hybrid scheduler, performance evaluation and analysis of results are discussed in sections 5 and 6 and the work is concluded in section 7.

2. SCHEDULING CHALLENGES ON MULTICORE ECUS

Task scheduling is a functionality of real-time operating system that essentially refers to determining the sequence in which the various tasks are to be executed adhering to all the timing constraints. A large number of algorithms for scheduling real-time tasks have so far been developed. Scheduling can be either priority driven with static or dynamic priority or it can be event driven like on occurrence of interrupts. The real time operating system scheduler either can have non-preemptive or preemptive or cooperative scheduling mechanism [6]. When the computing unit is a single core chip, the task scheduling algorithms are quite simple and well tested. But the scheduling complexity increases with the multicore implementation. When the number of computing cores is more, the scheduling challenges and constraints are also increased. If the cores are identical in features, any task can be scheduled on any core. But if the core features are different, there will be allocation constraint which may affect the task response time [7]. Also if tasks on different cores have dependency, it incurs high communication cost. If tasks scheduled on different cores have common data sharing then inter core communication will add complexity to the eco system which is difficult to handle in a critical real time automotive system [8].

In multicore ECUs, the task allocation to various cores can be static or dynamic depending on the criticality of the applications. When the tasks are allocated, there should be proper utilization of the cores and workload should be balanced across the cores. Accordingly, different scheduling approaches are available for multicore processors. Some of them are: utilization balancing algorithm, next fit for RMA, bin packing for EDF, myopic algorithm, fault tolerant algorithm etc [9]. Also there are three scheduling approaches such as: global scheduling, partitioned scheduling and clustered scheduling.

Parallel multithreaded software for multicore ECUs requires an optimal scheduling policy to ensure a highly stabilized and temporally deterministic system. According to Automotive Open System Architecture (AUTOSAR) 4.0, there are certain limitations on multicore software implementation. The scheduling algorithms strictly partition the tasks based on similar functionality or periodicity or dependency and assign those tasks to fixed cores [10, 11]. Tasks are scheduled in the intended core based on their statically assigned priority. In the current scenario, tricore microcontroller implemented in the multicore ECU is utilized upto 60% in normal running condition and few cores are even less utilized [11]. When load increases with the speed of the vehicle, it is transferred to under loaded cores.

3. STATE OF THE ART ALGORITHM

In the context of task scheduling for multicore automotive ECUs, the AUTOSAR suggests partitioned static priority scheduling to get predictable response for safety critical applications [1]. It is considered as the state of the art algorithm for task scheduling. Since there is no fixed partitioning method, the problem of partitioning the task threads and allocating those on multiple identical cores have been addressed through various research works. A low-complexity heuristic algorithm to partition the thread sets to a least loaded core and build sequencer table to execute at a least loaded time slot has been proposed [2]. It is observed that, minimum average load of the total load is distributed to each core to achieve a balanced load with task scheduling. In normal running condition of the vehicle it gives feasible schedule with utilization upto 60%. But this algorithm has limitations with the load conditions. As the partitioned tasks are scheduled in their intended core according to the static priority, at heavy load conditions low priority tasks miss their deadlines. Even though the task threads are clustered considering the precedence and collocation constraints and allocated to one core, it is difficult to partition a cluster of independent thread to the core where other threads of the same task have been allocated [12]. In the real scenario, such an independent thread might lose its sequence which may lead to data corruption. So instead of partitioning the task threads, tasks themselves can be partitioned within which the sequence of threads execution could be defined.
4. PROPOSED HYBRID SCHEDULER

In order to address the above identified problems, various task models have been tested with different heuristic algorithms. The scheduling algorithm used for multicore processor environment is $P|\rho$, deadline, precedence constraints $|C_{\text{max}}$. This algorithm is designed for solving the $\alpha|\beta|=P|\rho|$, prec.,$-dj|C_{\text{max}}$ problem. Here $\alpha=P$ means the target processor has $P$ number of cores, the constraint parameters considered for $\beta$ factor are release time, deadline and precedence constraints. The algorithm uses modified List Scheduling algorithm to determine an upper bound of the criterion $\gamma=C_{\text{max}}$, i.e. maximum completion time [13]. From the resulted schedule, it is inferred that, all these mentioned constraint parameters have to be considered while deriving a feasible schedule for real time tasks. Considering slack of the tasks as the criterion for assigning priority, an efficient hybrid scheduler has been proposed in this paper. The task with minimum slack has highest priority. This algorithm has the features of both global and partitioned scheduling and tasks are allowed to migrate from one core to other with a probability of meeting their deadlines. This proposed algorithm is rigorously tested with multiple task models using a Linux kernel based simulation tool for real time multiprocessor scheduling. It is also tested with task sets of high utilization representing the heavy load conditions in contingency scenarios. Its performance has been compared with the state of the art algorithm. The proposed algorithm has six distinct functions: Initialization, Task Distribution, Scheduler, Core Allocation, and Preemption & Migration.

4.1. Initialization

The algorithm starts with the initialization function. All the global list, local list, local variables and flags are initialized. Once the tasks get activated or unblocked, their slack times are calculated. In this work, since periodic sensor tasks characteristics are used to generate the task models, slack is the difference between the period and the execution time at the time of release. The tasks are then sorted in ascending order of their slack at the global queue (1).

\[
\text{Slack} = (\text{deadline} - \text{release time} - \text{execution time}) = (\text{period} - \text{execution time})
\]

(1)

4.2. Task distribution

The sorted tasks are distributed to the local queues of CPU cores. The criterion for distribution is the density of tasks arrival, i.e. the number of tasks $n$ in the sorted global list. If $n$ is an even number, then first $0.5n$ is passed to the local queue 1, next $0.25n$ to local queue 2 and remaining $0.25n$ to local queue 3 as the algorithm was tested on tricore processor model. If $n$ is an odd number, then $\lceil 0.5(n+1) \rceil$ is passed to the local queue 1, $\lfloor 0.5(n+1) \rfloor/2$ to local queue 2 and remaining tasks to local queue 3. In this simple strategy of tasks distribution, the consequence is, local queue 1 has always more number of tasks than local queue 2 & 3. So the possible migration of tasks is always from queue 1 to queue 2 or queue 3 and not in the reverse direction which considerably reduces the complexity and cost of migration.

4.3. Scheduler

Once the tasks are joined to the corresponding local queues, on SysTick(), the scheduling window i.e time quantum $Q_t$ and the laxity of each task is calculated as per equation 2 and the tasks are sorted in ascending order of their laxity. The task with least laxity is assigned with highest priority and scheduled for execution from the head of the queue. The task at the head of the queue is allocated to the core for execution and runs for a time quantum. It continues execution to complete its Worst Case Execution Time (WCET) unless it is preempted by a higher priority task. A task can also migrate to other local queues when there is possibility of missing deadline (2).

\[
\text{Laxity} = \text{slack} - \text{waiting time} = \lceil \text{slack} - (\text{present time} - \text{release time} - T_{\text{over}}) \rceil
\]

(2)

4.4. Core allocation

In this function, it is checked if the running task is same as the task at the head of the queue. If true, the execution time of the running task is counted and compared with its WCET. If (ET. Trunning=WCET), the task is removed from the core and local queue. Its Execution Time (ET) is reset to zero. But if the condition is false, then the running task is preempted and the scheduled higher priority task goes through the above said process. When a task is blocked on a resource, it is removed from the global queue and joined the wait list. Similarly, when it is terminated on completion of one instance, it is removed from the local list.

4.5. Preemption

When it is identified that, the running task is not same as the newly scheduled task, the preemption function is called. In this function, the Remaining Execution Time (RET) of the task is calculated and
compared with the slack of the scheduled task. If \((\text{RET.\ Running} < \text{Slack. Tqhead})\), no preemption takes place. Otherwise the running task is deallocated from the core and added to the tail of the local queue and the scheduled task is allocated to the core for execution. The local queue is resorted after an event of preemption.

4.6. Migration

At every event of new tasks arrival at local queues, the migration function is called. In this function laxity of the task at the tail of the queue1 is compared with sum of remaining execution times of all tasks listed before it. If

\[
\left( \text{Laxity.} T_{LQ1\text{tail}} < \sum_{i=1}^{k-1} \text{RET(Ti)} \right)
\]

& its precedence task is not added in the queue, migration of the task is allowed.

If \(\left( \text{Laxity.} T_{LQ1\text{tail}} < \text{Laxity.} T_{LQ2\text{head}} \right)\), the task is migrated to LQ2 else in the same condition, the task is migrated to LQ3. After migration, sorting happens according to the ascending order of laxity and the migrated task gets on to the CPU core immediately and finishes execution within deadline. In the case when both the said conditions are not satisfied, the cumulative RET of both LQ2 and LQ3 are calculated for half of their lengths and compared with the laxity of task at the tail of LQ1. If

\[
\left( \text{Laxity.} T_{LQ1\text{tail}} < \frac{\sum_{i=1}^{l/2} \text{RET(Ti)}}{m} \right)
\]

task is migrated to LQ2 else if

\[
\left( \text{Laxity.} T_{LQ1\text{tail}} < \sum_{i=1}^{m} \text{RET(Ti)} \right)
\]

task is migrated to LQ3. Here \(k, l, m\) are the queue lengths of LQ1, LQ2 and LQ3 respectively.

5. TASK MODEL DESCRIPTION

In this work, the partition static and the proposed hybrid scheduler were run and tested using various task models those represent the applications software for engine control ECU that is designed with three identical computing cores [14]. In engine control unit, two types of tasks are executed: the asynchronous or time-triggered tasks, which are activated periodically and the synchronous or engine-triggered tasks, which are activated at a specific angular position of the engine crank shaft. As a consequence, the frequency of engine-triggered task arrival varies with the speed of the engine. Additionally, the execution time of some of the time triggered tasks may also depend on the speed of the engine. With all these considerations, task models were created representing the real time behavior of the engine. The task characteristics, assumptions considered and Schedulability conditions for the proposed hybrid scheduler are presented here.

The ith task is characterized by a three tuple \(T_i=(C_i, R_i, P_i)\). Quantities \(C_i, R_i, \) and \(P_i\) correspond to the worst case execution time (WCET), the releasing instant and the period. Subsequent instances of the tasks are released periodically. Slack is calculated for each task and is denoted by \(S_i\). If \(S_i=\text{Pi}-\text{WCET}-\text{Wt}\) where \(\text{Wt}=\text{waiting time of a task=(present time-release time-execution time)}\). Table 1 shows few periodic tasks of engine control unit [1] that are used as the model tasks for simulation purpose. Task models are the representation of run time behaviour of the functional codes designed with the consideration of all the timing constraints.

For this scheduler, a set of assumptions were made for the task models, considering the safety critical applications.

- Each task is periodically executed strictly. The initial releasing instant of a task can be chosen freely within its period with the objective of balancing the CPU load over a scheduling cycle [D].
- Periods are chosen as 5ms, 10ms, 20 ms, 50 ms and 100ms for realistic automotive applications.
- The WCET of tasks are randomly chosen to have a CPU utilization between 0.1 to 0.2 assuming that, maximum 5 to 10 tasks will be waiting in the queue for execution at the same instant.
- All cores are identical with regard to their processing speed and hardware features. There are no dependencies between tasks allocated on different cores [15, 16].
- Tasks are free to migrate across the cores when they don’t have precedence constraints.

The schedulability conditions are:

- The total CPU utilization.
  \[\mu = \sum_{i=1}^{n} C_i/P_i\ , \text{where} \ n=\text{number of tasks}\]
- \(\forall n, \mu \leq m; \text{where} \ m=\text{number of CPU cores}\)
- Slack of any task ‘\(T_i\)’ should be an integer multiple of its WCET ‘\(C_i\)’.
Slack $S_i=Pi-WCET-Wt$, where $Wt=$ waiting time.
- Remaining slack of a task in a local queue should be greater than the sum of remaining-execution time of tasks arranged before it.

| Periodic Tasks | Description |
|----------------|-------------|
| OS_1ms_Tasks   | Engine speed monitoring task at lower RPM. Watchdog timer handling task. |
| OS_2ms_Tasks   | Crank sensor signal plausibility check task. |
| OS_10ms_Tasks  | Cam sensor signal acquisition task. CAN communication check. |
| OS_20ms_Tasks  | Fan control Exhaust valve sensor control. |
| OS_50ms_Tasks  | Oil pump pressure check Cam shaft shift checking. |
| OS_100ms_Tasks | Crankshaft signal diagnosis Camshaft signal diagnosis. |

6. ANALYSIS FOR REAL TIME PERFORMANCE

The Gantt charts of partition static priority scheduling for three periodic task models are shown in Figure 1 to Figure 3. The task models used for simulation had tasks with 5ms, 10ms, 20ms and 50ms periods. Due to strict partitioning of the tasks, those were with 5ms and 10ms periods allocated to core1 and tasks with 20 ms and 50ms period were allocated to core2. Priorities are assigned based on activation rate. It can be clearly observed from core1 Gantt charts of all three task models that, only higher priority tasks have been scheduled initially and medium priority tasks were scheduled with high response time. The low priority tasks had missed deadlines. As less number of tasks was allocated to core2, all had met their deadlines and core utilization was very less. Since no partition for core3, it was completely idle and utilization of the core was zero.

![Figure 1. Gantt charts for partition static priority algorithm on model 1](image-url)
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Figure 4. Gantt charts for hybrid scheduling algorithm on model 1

Figure 5. Gantt charts for hybrid scheduling algorithm on model 2

Figure 7 shows the graphical presentation of partition static scheduler and hybrid scheduler depicting the variation of CPU core utilization with the number of tasks after running the algorithms with twenty different task models with varied utilization and number of tasks in each core. It can be observed from Figure 8 that, there is a considerable improvement in response time of tasks scheduled by hybrid algorithm over the partitioned algorithm. It is observed from Figure 9 that, as the average utilization of a CPU core exceeds 65% for a task model, for partition static priority scheduling, lower priority tasks miss their deadlines or do not get scheduled.
In this work, the parameters considered for comparing the performance of proposed hybrid scheduler with the existing partition static priority scheduler are:

The percentage of CPU core utilization $\mu$ is given by

$$\mu = \sum_{i=1}^{n} \frac{C_i}{P_i}$$

Average response time for the scheduled tasks

$$\text{Average response time} = \frac{\sum_{i=1}^{n} R_t}{n}$$

Where Response time $R_t$ = Execution time + Waiting Time [17, 18] and deadline missing rate which is the percentage of total tasks scheduled that miss their deadlines.

Figure 6. Gantt charts for hybrid scheduling algorithm on model 3

Figure 7. Variation of CPU utilization with number of tasks
7. CONCLUSION

The main focus of the proposed task scheduling algorithm was to improve the core utilization and reduce the deadline missing rate. In this work, both the proposed hybrid and the state of the art partition static algorithms had been rigorously tested for twenty different task models of varied task characteristics, representatives of engine control ECU functionalities. It has been verified that, the proposed algorithm has considerable improvements over the existing partition static priority algorithm based on the performance parameters such as CPU core utilization, average response time of tasks and deadline missing rate. The main motive behind developing this hybrid scheduling algorithm was to distribute the tasks among the available cores instead of strict partitioning according to the task periods. In this proposed algorithm, tasks were allowed to migrate from one queue to another, hence able to reduce the response time and meet the deadlines. As all the cores share the workload, higher utilization of the cores has been achieved when the work load increased.
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