Electronic control and switching of entangled spin state using anisotropy and exchange in the three-particle paradigm
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Abstract

We explore the control and switching of the entangled spin states of multi-spin particle qubit coupled to an electron using a three-particle spin model described by $S_i (i = 1, 2, 3)$, in which $S_1 = \frac{1}{2}$ is an electron and $S_{2,3}$ can have any spin with both exchange coupling and magnetic anisotropy. We derive a general formula for the existence of a switching (DJ) resonance for any spin $S_{2,3}$. We further contrast the entanglement switching mechanisms for the $S_{2,3} = \frac{1}{2}$ and $S_{2,3} = 1$ spin models. We find that while the onsite magnetic anisotropy in the case of $S_{2,3} > \frac{1}{2}$ allows full control of their spin states via interaction with $S_1$, in order to achieve acceptable control of a Bloch vector within the $S_{2,3} = \frac{1}{2}$ model, additional mechanisms, such as anisotropic exchange coupling, are required.

1. Introduction

The ability to generate and stabilize entanglement within qubits is a prerequisite for usable quantum information devices. Spin qubits, which are the coherent superposition of spin states within quantum objects, make use of entangled spin states for quantum gate operations [1]. This general class of qubits has had much success and is seen as a promising candidate for scalable quantum information science (QIS) technologies [2]. Some applications, like those utilizing confined electrons in quantum dots fabricated in semi-conductors, use manipulation of electrostatic gates, electric dipole spin resonance, and applied magnetic fields to generate, stabilize, and manipulate the entangled states [3–10].

Some of these preparation methods have also been applied to QIS approaches that utilize molecular magnets [11–18]. Molecular magnets, such as TbPc$_2$ [15] and Mn$_{12}$ [19], are complex molecules that possess an onsite magnetic anisotropy because of their larger magnetic moments that distinguishes them from the $S = \frac{1}{2}$ Ising spins. The long coherence times, the ability to tunnel between spin states enabled by their magnetic anisotropy, and tailorable ligands [20] make molecular magnets desirable candidates for QIS systems.

In several QIS approaches, exchange coupling plays a key role [21–23], including the use of the Kondo effect [24] in the switching of entanglement states [25]. Considering magnetic anisotropy in molecular molecules, it is important to incorporate both exchange coupling and magnetic anisotropy within models to predict and realize spin entanglement scenarios. For example, the study of an electron scattering off of two magnetic impurities under a contact exchange interaction found coherent transmission scenarios based on the entangled state of the impurities [26–28]. The study of the interplay of exchange coupling and magnetic anisotropy goes beyond QIS, and has applications in systems which contain both of these dynamical interactions as in ultra-cold optical lattices [29]. While the study of these two effects has been explored for two particles [30], the community’s drive to realize scalable QIS devices may require the investigation of multi-particle models similar to those explored in reference [31]. Work that incorporates multiple sites/particles, exchange coupling, and magnetic anisotropy is ongoing [32, 33].
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In this work, we further investigate a general model introduced in reference [33] that incorporates the interplay of exchange coupling with magnetic anisotropy for three stationary spin particles. In the interest of maintaining wide applicability to contexts outside of QIS, we consider a general model in which two of the spin particles can possess any spin magnitude. Similar to the concepts used in quantum dot technologies and ultra-cold optical lattices, we neglect the kinetic components of the physical system, and concentrate solely on the spin degree of freedom.

As we will show, we find the interactions of the exchange coupling and magnetic anisotropy terms leads to a set of conditions that correspond with perfect (lossless) switching between non-entangled and entangled states, named as ‘DJ resonances’, for any spin \( S_{2\leq3} > \frac{1}{2} \). These resonances allow for full control of appropriately chosen Bloch vectors. We contrast these resonances for two applications of the general model: one in which all three particles possess a spin \( S_{1,2,3} = \frac{1}{2} \), and another in which two of the particles possess a spin \( S_{2,3} = 1 \). We also demonstrate that control of the entanglement state can be accomplished by appropriate spin filtering of the \( S_1 \) particle for any spin \( S_{2,3} \).

2. Theoretical method

As shown in the schematic in figure 1, we consider four interactions: the similar uniaxial magnetic anisotropy possessed by particle 2 and 3, the Heisenberg-like exchange interaction between particle 2 and 3, a Kondo-like interaction between particle 1 and 2 and particle 1 and 3, and a hopping term which describes the movement of particle 1 between particle 2 and 3. We also allow the parameters of the system to generically encompass all available regimes. This is achieved by both allowing the exchange interaction and magnetic anisotropy parameters to take on all values. In other words, the exchange interactions are allowed to be ferromagnetic (\( J < 0 \)) or antiferromagnetic (\( J > 0 \)), and both hard (\( D > 0 \)) or easy (\( D < 0 \)) magnetic anisotropy axes are permitted.

2.1. Model Hamiltonian

The total Hamiltonian is,

\[
\mathcal{H} = \mathcal{H}_H + \mathcal{H}_K + \mathcal{H}_A + \mathcal{H}_t,
\]

where \( \mathcal{H}_H \) is the Heisenberg-like Hamiltonian, \( \mathcal{H}_K \) is the Kondo-like Hamiltonian, \( \mathcal{H}_A \) is the magnetic anisotropy Hamiltonian, and \( \mathcal{H}_t \) is the hopping Hamiltonian. From this point forward, \( \hbar = 1 \). The Heisenberg-like interaction takes the form,

\[
\mathcal{H}_H = J_1 \hat{S}_1^x \hat{S}_2^z + J_2 (\hat{S}_1^+ \hat{S}_2^- + \hat{S}_1^- \hat{S}_2^+),
\]

where \( \hat{S}_i = (\hat{S}_i^x, \hat{S}_i^y, \hat{S}_i^z) \) is the spin operator for the \( i \)th particle, \( J_i \) is the strength of the exchange interaction between particle 2 and 3 parallel to the direction of the magnetic anisotropy axis, and \( J_{xy} \) is the strength of the exchange interaction between particle 2 and 3 perpendicular to the direction of the magnetic anisotropy axis. This exchange term is similar to those used to describe the exchange interaction between two coupled dimers with an Heisenberg XXY model [34]. When this interaction is taken to be isotropic, i.e. \( J_z = J_{xy} \equiv J_{1b} \), this

![Figure 1. Schematic of the three particle spin model. Particle 2 and 3 are coupled via an exchange interaction \( J_{1b} \), and possess magnetic anisotropy \( D \). Each couple with particle 1 with an exchange interaction \( J_{K2} \) and \( J_{K3} \), respectively. Particle 1 may hop between particle 2 and 3 with hopping strength \( t \).](image-url)
The time-ordered operator. For the familiar case in which the Hamiltonian is time-independent, like in all of our applications to our model considered in this paper, the unitary time evolution operator simplifies to 

$$\mathcal{H}_{t} = \frac{1}{2} \sum_{\mu \neq \mu'} J_{\mu \mu'} \hat{s}_{\mu} \cdot \hat{s}_{\mu'}$$

(3)

where $\mu$ is a spin index for particle 1, $\sigma_{\mu \mu'}$ is the corresponding $\mu$, $\mu'$ matrix element of the spin $s = \frac{1}{2}$ Pauli matrix, and $\hat{d}_{\mu}^{\dagger}$/$\hat{a}_{\mu}$ represents (in second quantization language) the creation/annihilation operator of a state in which particle 1 is bound to particle $i$.

The magnetic anisotropy term is given as,

$$\mathcal{H}_{A} = D (\hat{s}_{S}^{x} \hat{s}_{S}^{x} + \hat{s}_{S}^{y} \hat{s}_{S}^{y})$$

(4)

where $D$ is a uniaxial anisotropy strength. This Hamiltonian term is derived differently in depending on the context of the spin particle type. For example, if the two spin particles refer to magnetic molecules, magnetic anisotropy is explained by geometric distortions of constituent ions [19]. Conversely, in ultra-cold optical lattices, an effective magnetic anisotropy is created by direct on-site interactions between atoms in two states [29]. We note that the magnetic anisotropy Hamiltonian term is only meaningful for $S_{2,3} > \frac{1}{2}$.

Last, the hopping Hamiltonian is described by,

$$\mathcal{H}_{h} = \sum_{\mu} \left\{ t \hat{d}_{\mu}^{\dagger} \hat{d}_{\mu,3} + \text{h.c.} \right\}$$

(5)

where $\mu$ is the spin index for particle 1. This term describes kinetic motion of the particle 1 between $S_{2}$ and $S_{3}$ and vice versa. As will be shown later, the hopping term does not play a significant role in the spin dynamics of the system. This, however, does not mean that the hopping term serves no role. We show later that the spin dynamics form a necessary condition in measuring the entanglement state of the coupled particles, but this condition is not a sufficient one. To realize the results of this work in an experimental setup, one should also include the spatial degrees of freedom of the spin particles. For example, we give a derivation of this term as an extension of the two-site Anderson impurity model in the supplementary material available online at stacks.iop.org/JPCO/6/075007/mmmedia, in which the momentum components of this term will certainly contribute to the overall dynamics of that system. While not vital for those systems that do not fit the impurity model, we conclude that it is important to keep the hopping term due to the possible role that the $S_{1}$ particle will play as a transient carrier of information of the coupled particles’ entanglement state. Because of the diagonal nature of the term when projected onto spin space, one may remove the term if it is not needed.

### 2.2. Dynamics and choice of basis

To examine the dynamics of the system, we use the language of density operators to analytically and numerically solve the Liouville-von Neumann equation (the density operator equivalent of the time-dependent Schrödinger equation),

$$i \frac{\partial \rho}{\partial t} = \{\mathcal{H}, \rho\},$$

(6)

where $\rho$ is the density operator in the Schrödinger picture, and the brackets denote the commutator. In general, the solution for (6) is,

$$\rho(t) = U(t) \rho(0) U^\dagger(t),$$

(7)

where $U(t)$ is the unitary time evolution operator,

$$U(t) = T \left[ \exp \left( -i \int_{0}^{t} \mathcal{H}(\tau) d\tau \right) \right],$$

(8)

and $T$ is the time-ordered operator. For the familiar case in which the Hamiltonian is time-independent, like in all of our applications to our model considered in this paper, the unitary time evolution operator simplifies to,

$$U(t) = e^{-i\mathcal{H}t},$$

(9)

Thus, in principle, the time-dependent behavior of our model’s density matrix can be solved exactly.

It is important to consider specific choices of three-particle basis sets to uncover the spin dynamics of our model. The natural choice are states that are aligned to the action of the $\hat{S}^{z} = \hat{S}_{1}^{z} \otimes \hat{S}_{2}^{z} \otimes \hat{S}_{3}^{z}$ operator, i.e. the Hamiltonian and density operator are represented in the product basis $|s, m_{s}\rangle = |s_{1}, m_{1}\rangle \otimes |s_{2}, m_{2}\rangle \otimes |s_{3}, m_{3}\rangle$, where $S = S_{1} + S_{2} + S_{3}$. Because the $S_{2,3}$ particle states are anticipated to be correlated within a Bloch sphere representation, we designate a ’device’ basis which is given by $|s_{1}, m_{1}\rangle \otimes |s_{2,3}, m_{23}\rangle$. In this representation, $|s_{23}, m_{23}\rangle = |s_{2}, m_{2}\rangle \otimes |s_{3}, m_{3}\rangle$ is designated the ’coupled particle’ basis.
3. Results

3.1. Condition for DJ resonance

Switching is a dynamic process in which the exchange coupling \( J \) and the onsite anisotropy \( D \) act as competing interactions. Maximum switching occurs when these two interactions are perfectly balanced, a condition we call the DJ resonance \([33]\). Such resonance has been observed experimentally in an ultra-cold atom system \([29]\).

We first demonstrate that for general \( S_{2,3} > \frac{1}{2} \) and \( S_1 = \frac{1}{2} \), at least two DJ resonances exist. We begin by noting that for two particles with similar spin \( s \), the following coupled particle basis states can be written in \( |s, m_s\rangle \) spin basis notation,

\[
|2s, 2s\rangle = |s, s\rangle |s, s\rangle,
\]

\[
|2s, 2s - 1\rangle = \frac{1}{\sqrt{2}} (|s, s\rangle |s, s - 1\rangle + |s, s - 1\rangle |s, s\rangle).
\]

We couple the \( S_1 \) particle to these coupled particle states, while maintaining spin angular momentum conservation. We choose, as will be apparent later, the two device states \( |\uparrow\rangle |2s, 2s\rangle, |\downarrow\rangle |2s, 2s - 1\rangle \) \{ \( \uparrow \) \rangle \} \{ \( \downarrow \) \rangle \}. Forming a subspace with these two states, one can easily see that the isotropic Heisenberg-like exchange \((5)\) and hopping \((2)\) terms are diagonal in the subspace, and can be neglected when considering the transition dynamics. We again do not restrict the range of the other exchange term, nor of the magnetic anisotropy. We thus concentrate on a reduced spin Hamiltonian of the form (dropping the \( K \) subscript in the exchange term for notational ease),

\[
\mathcal{H} = J \hat{S}_1 \cdot (\hat{S}_2 + \hat{S}_3) + D (\hat{S}_z^2 \hat{S}_z^2 + \hat{S}_z^2 \hat{S}_z^2).
\]

Applying this Hamiltonian to the chosen states within the device basis, we find that no other device states participate in the dynamics within this subspace. The Hamiltonian is then,

\[
\mathcal{H} = \begin{pmatrix} 2Ds^2 - Js & J\sqrt{s} \\ J\sqrt{s} & Js - \frac{1}{2} + D(s^2 + (s - 1)^2) \end{pmatrix}.
\]

Expressing it in a convenient form by removing a constant diagonal offset, we arrive at,

\[
\mathcal{H} = J\sqrt{s} \sigma_x + \left[ D \left( s - \frac{1}{2} \right) - J \left( s - \frac{1}{4} \right) \right] \sigma_z,
\]

where \( \sigma_z \) and \( \sigma_x \) are the spin \( \frac{1}{2} \) Pauli rotation matrices about the \( \hat{z} \) and \( \hat{x} \) axis, respectively. Applying the Rabi formula \([35]\) to this Hamiltonian sub-block results in a Rabi frequency,

\[
\Omega = \sqrt{\left( D \left( s - \frac{1}{2} \right) - J \left( s - \frac{1}{4} \right) \right)^2 + (J\sqrt{s})^2}.
\]

If the system is prepared as a pure \( |\downarrow\rangle |2s, 2s\rangle \) state, the transition probability amplitude takes the form,

\[
P(t) = \frac{J\sqrt{s}}{\Omega} \sin^2(\Omega t).
\]

Resonance is achieved when (16) is maximized to unity. This occurs when the rotation about the \( z \)-axis in this subspace is stopped, or when,

\[
J = \frac{\left( s - \frac{1}{2} \right)}{\left( s - \frac{1}{4} \right)} D.
\]

Performing a similar procedure on the subspace corresponding with the \( |\uparrow\rangle |2s, -2s\rangle, |\downarrow\rangle |2s, -2s + 1\rangle \) states results in the same condition. Thus there are at least two DJ resonances, one for each block described, for every value of \( S_{2,3} > \frac{1}{2} \). A representation of the transition probability amplitudes and a corresponding Bloch sphere representation for any DJ resonance is given in figure 2.

3.2. Generalized DJ resonances

The analysis of the last section can be extended by considering a Hamiltonian with additional terms that contribute to an anisotropic spin response. Our new general spin Hamiltonian incorporates \((2), (12)\), and an applied magnetic field along the same axis as the magnetic anisotropy Hamiltonian term. The general Hamiltonian is then,

\[
\mathcal{H} = J \hat{S}_1 \cdot (\hat{S}_2 + \hat{S}_3) + D (\hat{S}_z^2 \hat{S}_z^2 + \hat{S}_z^2 \hat{S}_z^2) + B \hat{S}_z.
\]
Comparing the two blocks, one sees that the states are matched to the eigenvectors which are favored. If the magnetic anisotropy axis is easy, i.e. \( J \) is negative in our sign convention, the state is preferred. If the magnetic anisotropy axis is hard, i.e. \( J \) is positive, the state is preferred. In the following discussion, we neglect the exchange coupling acting in competition with this rotation. This changes the resonance conditions, leading to two generalized DJ resonances,

\[
\mathcal{H} = J \mathbf{S}_1 \cdot (\hat{\mathbf{S}}_2 + \hat{\mathbf{S}}_3) + D(\hat{\mathbf{S}}_2^z \hat{\mathbf{S}}_3^z + \hat{\mathbf{S}}_2^z \hat{\mathbf{S}}_3^z) + J_s(\hat{\mathbf{S}}_2^z \hat{\mathbf{S}}_3^z + \hat{\mathbf{S}}_2^z \hat{\mathbf{S}}_3^z) + \sum_{i=1}^{3} g_i \mu_B \hat{\mathbf{S}}_i^z B_0,
\]

where \( g_i \) is spin particle \( i \)'s g-factor, and \( B_0 \) is the applied static magnetic field strength for a field directed along the axis of particle 2 and 3’s magnetic anisotropy. We assume that particle 2 and 3 have the same g-factor, i.e. \( g_2 = g_3 = g_3 \). Repeating the same procedure, one finds that when the Hamiltonian is expressed in the device basis, two blocks have the form,

\[
\mathcal{H}_a = \Omega_c \sigma_x - \Omega_c \sigma_z - \frac{1}{2} (g_1 - g_2) \mu_B B_0 \sigma_z \tag{19}
\]

\[
\mathcal{H}_b = \Omega_c \sigma_x + \Omega_c \sigma_z - \frac{1}{2} (g_1 - g_2) \mu_B B_0 \sigma_z \tag{20}
\]

where the ‘a’ block corresponds with the dynamics of the \( \{|\Downarrow\rangle 2s, 2s\} \) states, the ‘b’ block corresponds with the dynamics of the \( \{|\Uparrow\rangle 2s, 2s\} \) states, \( \Omega_c = J \sqrt{\mathbf{S}_2 \cdot \mathbf{S}_3} \), and \( \Omega_s = J (s - 1/4) = D (s - 1/2) + (J_{xy} - J_x) s / 2 \). Comparing the two blocks, one sees that the ‘a’ block rotates an appropriate Bloch vector in that space clockwise about the z-axis. The applied magnetic field acts in concert with this rotation. Conversely, the ‘b’ block rotates a corresponding Bloch vector counter-clockwise, with the applied magnetic field acting in competition with this rotation. This changes the resonance conditions, leading to two generalized DJ resonances,

\[
J_a = D \left( s - \frac{1}{2} \right) + \frac{1}{2} \left( s - \frac{1}{2} \right) (J_x - J_y) - \frac{1}{2} \left( \frac{g_1 - g_2}{s - \frac{1}{2}} \right), \tag{21}
\]

\[
J_b = D \left( s - \frac{1}{2} \right) + \frac{1}{2} \left( s - \frac{1}{2} \right) (J_x - J_y) + \frac{1}{2} \left( \frac{g_1 - g_2}{s - \frac{1}{2}} \right). \tag{22}
\]

We next analyze the eigenvectors of the simpler Hamiltonian in (12) for the two two-dimensional blocks considered so far in order to uncover the physical meaning behind these resonance conditions.

### 3.3. Physical meaning of the DJ resonance

We begin by examining which device basis states that participate in the block given in (14) are energetically preferred. In the following discussion, we neglect the \( s = \frac{1}{2} \) case, as we give results for that case in another section. Within that subspace, if \( J = 0 \), and the magnetic anisotropy axis is hard, i.e. \( D > 0 \), the \( |\Downarrow\rangle 2s, 2s | 2s, 2s \rangle \) state is preferred. If the magnetic anisotropy axis is easy, i.e. \( D < 0 \), the \( |\Downarrow\rangle 2s, 2s | 2s, 2s \rangle \) state is preferred. A proof of this is easily shown by examining the eigensystem of the block when \( J = 0 \). The eigenvalues are \( \pm D \left( s - \frac{1}{2} \right) \) which are matched to the eigenvectors \( |\Downarrow\rangle 2s, 2s | 2s, 2s \rangle \) and \( |\Downarrow\rangle 2s, 2s | 2s, 2s \rangle \), respectively.

The opposite preference occurs when \( D = 0 \) and \( J \neq 0 \). If \( J \) represents antiferromagnetic exchange coupling (i.e. when \( J \) is positive in our sign convention), then the \( |\downarrow\rangle 2s, 2s | 2s, 2s \rangle \) state is preferred. If \( J \) represents ferromagnetic exchange coupling (i.e. \( J \) is negative), then the \( |\downarrow\rangle 2s, 2s | 2s, 2s \rangle \) is favored. Thus when inspecting the regime of the DJ resonance (when \( J \) and \( D \) have the same sign and \( s > \frac{1}{2} \)), one can see that the magnetic anisotropy and exchange terms of the total Hamiltonian are in competition.

Next, we examine the eigensystem of the block for relevant conditions for \( s > \frac{1}{2} \). The eigenvalues are \( \alpha = \pm \sqrt{\beta^2 + (J \sqrt{2})^2} \), where \( \beta \equiv D \left( s - \frac{1}{2} \right) \) and \( J \left( s - \frac{1}{2} \right) \). The corresponding eigenvectors are,
results, are shown in consider the situation in which the Heisenberg-like exchange is applied anisotropically model, in light of the condition that This condition holds exactly at the DJ resonance given in 3.4. Coupled particles with state for positive around the DJ resonance. This can be done by examining the relative proportions of the two device basis states energetically favorable. Armed with the energetically favorable eigenvector, we now uncover the balance of device basis states within the DJ resonance. This can be done by examining the relative proportions of the two device basis states within the basis eigenvector. For example, if the eigenvector contains a larger proportion of the same basis states in the eigenvector. Thus the DJ resonance is the in diagonal and remains uncoupled. The Heisenberg-like exchange, given in is a normalization constant. It is apparent that the eigenstate is always preferred except when . The latter condition is never satisfied for , i.e. there are no condition in which the state is energetically favorable.

Armed with the energetically favorable eigenvector, we now uncover the balance of device basis states around the DJ resonance. This can be done by examining the relative proportions of the two device basis states within the eigen eigenvector. For example, if the eigen vector contains a larger proportion of the basis states within the eigen vector for positive and then one can infer from the prior analysis that the exchange coupling Hamiltonian term plays a stronger role in the dynamics than the magnetic anisotropy term. The test is then to compare the modulus squared values of the components of the eigenvector. When both components are balanced (and noting that both components are always real), the condition is,

\[
\langle J \sqrt{S} \rangle^2 = (\beta - \alpha)^2. \tag{25}
\]

This condition holds exactly at the DJ resonance given in . We repeat this analysis for off resonance conditions, i.e. when is appropriate . We also enforce conditions that lie within the DJ resonance regime, i.e. when and when . A representation of these conditions, and the results, are shown in figure . We find that when , there is a higher proportion of the basis states within the eigenvector that are energetically favorable to magnetic anisotropy. Conversely, when , there is a lower proportion of those same basis states in the eigenvector. Thus the DJ resonance is the inflection point in which the action of the two terms in the total Hamiltonian are in perfect balance. We next explore the model, in light of the condition that takes at that value of , and compare to the model.

### 3.4. Coupled particles with model

For the model, when the Hamiltonian of is expressed in the product basis, the two subspaces are coupled to each other by anisotropic application of the exchange term , while the subspace is diagonal and remains uncoupled. The Heisenberg-like exchange, given in, is diagonal in both the product and device basis if , i.e. the interaction is isotropic between particle 2 and 3. While it’s important to consider the situation in which the Heisenberg-like exchange is applied anisotropically (i.e. ), we first consider the isotropic case. The tunneling Hamiltonian in is also diagonal in both the product and device basis. In the device basis, the tunneling Hamiltonian carries the same eigenvalue across all subspaces in the device basis, and the isotropic Heisenberg exchange Hamiltonian has the same eigenvalue in each subspace. As a result, the total Hamiltonian in the product basis takes the form,
where $\mathcal{H}_{s/2}^0$ refers to the Hamiltonian block that corresponds with the $n'th$ interaction of the two spin $s = \frac{1}{2}$ subspaces, and $\mathcal{H}_{s/2}^3$ is the diagonal $s = \frac{3}{2}$ subspace. When the Hamiltonian is expressed in the device basis, the anisotropic application of the exchange term couples the different $s_{2,3}$ subspaces. This leads to a block Hamiltonian of the form,

$$\begin{pmatrix}
\mathcal{H}_{s/2}^0 & \mathcal{H}_{s/2}^1 & \mathcal{H}_{s/2}^2 \\
\mathcal{H}_{s/2}^1 & \mathcal{H}_{s/2}^2 & \mathcal{H}_{s/2}^3 \\
\mathcal{H}_{s/2}^2 & \mathcal{H}_{s/2}^3 & \mathcal{H}_{s/2}^4
\end{pmatrix},$$

where $\mathcal{H}_{s/2}$ refers to a 3 dimensional Hamiltonian block that corresponds with the $s_{m}$ subspace, and $\mathcal{H}^0$ refers to a 2 dimensional diagonal block of spin $s_{23} = 1$.

We further explore the $m = \pm \frac{1}{2}$ blocks corresponding with the states $\{|m, m\rangle = |1, 0\rangle, |1, 0\rangle, |1, 1\rangle, -1, 1\rangle, 1, 0\rangle, 0, 0\rangle$ states, respectively. They take the form (with a common $t + t^* + \frac{1}{2} J_1$ removed from the diagonal),

$$\mathcal{H}_{s/2} = \frac{1}{4} \begin{pmatrix}
0 & -J_2 & \sqrt{2} \Sigma_K \\
J_2 & -4J_H & -\sqrt{2} \Delta_K \\
-\sqrt{2} \Sigma_K & -\sqrt{2} \Delta_K & -\Sigma_K
\end{pmatrix},$$

where $\Delta_K \equiv J_{k2} - J_{k3}$ and $\Sigma_K \equiv J_{k2} + J_{k3} \equiv 2J_K$. When the exchange term is isotropically applied, i.e. $\Delta_K = 0$, the corresponding $|0, 0\rangle$ states no longer interact with the others. The Hamiltonian blocks then become,

$$\mathcal{H}_{s/2}^0 = \pm J_K \sigma_z + \frac{1}{\sqrt{2}} J_K \sigma_x.$$  

Applying the Rabi formula to the case in which the system is initially prepared in either the pure $|1, 1\rangle$ or $|1, -1\rangle$ state, we find,

$$P(t) = \frac{8}{9} \sin^2(\Omega t),$$

with Rabi frequency,

$$\Omega = \frac{3}{4} |J_K|.$$  

In this case, and as shown in figure 4, there are no resonance conditions in which the maximum transition probability amplitude is unity, even when considering anisotropic application of the exchange coupling.

To check for scenarios in which a maximum transition probability of unity can be achieved in the $S_{2,3} = \frac{1}{2}$ model, we explore applications of spin filtering on the system. To do this, first an appropriate change of basis of the device states is needed. The states, originally expressed in the $|s_i, m_i\rangle \otimes |s_{23}, m_{23}\rangle$, are changed by transforming $|s_i, m_i\rangle$ states to $|\theta, \phi\rangle$ spinor states. In general, the spinor takes the form,

$$\chi = \begin{pmatrix}
\cos \frac{\theta}{2} e^{-i\phi} \\
\frac{\theta}{2} \\
\sin \frac{\theta}{2} e^{i\phi}
\end{pmatrix},$$

where $\theta$ is the polar angle and $\phi$ is the azimuthal angle. Because the reduced Hamiltonian blocks will no longer be two dimensional, we numerically solve (7) to obtain the relative transition probabilities from one state to the next.

We choose to monitor those states that are coupled in the Hamiltonian and correspond with transitions between non-entangled to maximally entangled states. The transition $|1, 1\rangle \rightarrow |1, 0\rangle$ fits this description, as the device-to-spin correspondence is,
Figure 5 investigates the orientations of particle 1’s spin that will lead to maximum probability between these two states at a given snapshot of the Rabi-like oscillations, with the azimuthal orientation angle chosen to be $0$. Peaks of transition probability are found for several combinations of preparation and measurement orientations. Taking figure 5 as guidance to explore a higher transition probability scenario for a given spin filter, particle 1’s prepared polar angle is chosen to be $\theta_{\text{in}} = \pi$ and the measured polar angle to be $\theta_{\text{out}} = \frac{\pi}{2}$. The resulting transition probability oscillations are shown in figure 6. It is clear from this result that the maximum amplitude has indeed been raised from $8/9$, calculated to be $P = 0.995$. Figure 6 demonstrates the same feature of the spin dynamics for the three-particle system as found in reference [33], namely that a single measurement of particle 1’s spin orientation determines the entanglement state of particle 2 and 3. This demonstrates the readout of the entanglement state if the measurement of the $S_1$ spin polarization is taken at any general time $t$. This also demonstrates preparation of the entanglement state if the $S_1$ spin polarization is measured at a specific time $t$ corresponding with a peak in the Rabi oscillation.

$$|1, 1\rangle = |\uparrow\rangle |\uparrow\rangle,$$  

$$|1, 0\rangle = \frac{1}{\sqrt{2}}(|\uparrow\rangle |\downarrow\rangle + |\downarrow\rangle |\uparrow\rangle).$$
Finally, another method may be used to prepare the entanglement state. Looking to (21) and (22), the resonance condition for $S_{2,3}$ without an applied magnetic field is,

$$J_K = J_z - J_{3y}$$

When this resonance condition (which we designate as the 'JJ resonance') is applied to the system considered in figure 4(a), the maximum transition probability amplitude is unity. Thus while the $S_{2,3}$ model does not contain a DJ resonance as indicated in (17), a JJ resonance could be used to achieve the same transition probability behavior. As we will next show, and in comparison to the $S_{2,3}$ model, this resonance switching mechanism is maximized in the $S_{2,3} = 1$ model without the use of spin filtering mechanisms or anisotropy of the exchange interaction between particle 2 and 3.

3.5. Comparison to the coupled particles $S_{2,3} = 1$ model

We next compare the $S_{2,3} = 1$ model as explored in reference [33] by identifying the role of each Hamiltonian term given in (1) in that model. Similar to the $S_{2,3} = 1$ model, the Heisenberg-like exchange and tunneling Hamiltonians are diagonal in the device basis. Because the magnetic anisotropy term is no longer diagonal like in the $S_{2,3} = 1$ model, the $s = 2$ and $s = 0$ subspaces are connected. As shown in reference [33], because the magnetic anisotropy and exchange Hamiltonians have off-diagonal terms in similar $m$ subspaces, there is a complicated interplay of these interactions that influence the transition dynamics of systems prepared for a given value of $m$.

We next summarize the blocks of the $S_{2,3} = 1$ model Hamiltonian. The $m = 1$ subspace, which corresponds with the dynamics of the $\{ |\uparrow\rangle \} \{ |2, 1\rangle, |\uparrow\rangle |1, 1\rangle, |\downarrow\rangle |2, 2\rangle \}$ states, takes the form (after removing a common $t + t^* + J_H + D + \frac{1}{4} \Sigma_K$ from the diagonal),

$$\mathcal{H}_{s_f/2} = \frac{1}{4} \begin{pmatrix} \Delta_K & 2\Sigma_K & 2\Delta_K \\ \Delta_K & -8J_H & -2\Delta_K \\ 2\Sigma_K & -2\Delta_K & -3\Sigma_K + 4D \end{pmatrix}$$

Similarly, the $m = -\frac{3}{2}$ block (corresponding with the dynamics of the $\{ |\downarrow\rangle \} \{ |2, -2\rangle, |\downarrow\rangle |2, -1\rangle, |\downarrow\rangle |1, -1\rangle \}$ states) with the same diagonal values removed has the form,

$$\mathcal{H}_{-s_f/2} = \frac{1}{4} \begin{pmatrix} -3\Sigma_K + 4D & 2\Sigma_K & 2\Delta_K \\ 2\Sigma_K & 0 & -\Delta_K \\ 2\Delta_K & -\Delta_K & -8J_H \end{pmatrix}$$

When the exchange coupling is instead isotropically applied, and similar to the $S_{2,3} = \frac{1}{2}$ model, the $|\uparrow\rangle |1, 1\rangle$ state in (37) and the $|\downarrow\rangle |1, 1\rangle$ state in (38) are no longer coupled to the other states within their respective block Hamiltonians. For the other two states in the $m = \pm \frac{3}{2}$ blocks, the effective Hamiltonians (with the appropriate diagonal entries removed) become,
While the anisotropic case of exchange coupling is more complicated for the $m_1 = \pm \frac{1}{2}$ subspaces, a similar reduction in the corresponding block Hamiltonians is found when the exchange coupling is applied isotropically. Repeating the same procedure, we find

$$\mathcal{H}_{\pm 1/2}^{\text{off}} = \mp \frac{1}{2} \left( D - \frac{3}{2} |J_K| \right) \sigma_x + \frac{1}{2} |J_K| \sigma_z. \quad (39)$$

While the anisotropic case of exchange coupling is more complicated for the $m = \pm \frac{1}{2}$ subspaces, a similar reduction in the corresponding block Hamiltonians is found when the exchange coupling is applied isotropically. Repeating the same procedure, we find,

$$\mathcal{H}_{\pm 1/2}^{\text{off}} = \pm \frac{1}{2} \left( D + \frac{1}{2} |J_K| \right) \sigma_x + \frac{1}{\sqrt{2}} |J_K| \sigma_z. \quad (40)$$

Thus the same procedure to analyze the Rabi frequency of the $m$ subblocks can be used. As shown in figure 7, if $J_K$ is chosen to be minimize the Rabi frequency, e.g. when $|J_K| = \frac{1}{2} D$ for $m = \pm \frac{1}{2}$, the maximum transition probability amplitude is unity. When $J_K$ is chosen off of the resonance condition, the denominator in the Rabi formula increases and the maximum transition probability amplitude decreases.

### 4. Discussion and summary

#### 4.1. Control of degree of entanglement and vectors on the bloch sphere

The main result of this work, demonstrated effectively through (17), is that for any value of $S_{2,3} > \frac{1}{2}$, with no restriction on half-integer versus integer spin, at least two DJ resonances exist. Taking the classical limit as $s \to \infty$, the resonance condition tends towards $J_K = D$. As is shown in table 1, figure 6, and figure 7, both the $S_{2,3} = \frac{1}{2}$ and $S_{2,3} = 1$ models demonstrate preparation and measurement of the coupled particles’ degree of entanglement by appropriate measurement of the $S_1 = \frac{1}{2}$ particle.

![Figure 7](image-url)  
**Figure 7.** Transition probability amplitudes as a function of time for the $S_{2,3} = 1$ model, for the $|m_0, m_{2,3} \rangle = |1 \rangle |2, 1 \rangle$ state when the initial state is prepared as a pure $|1 \rangle |2, 2 \rangle$ state. Several values of the isotropically-applied $J_K$ (i.e. $J_{K2} = J_{K3}$) are given. The exchange strengths correspond with the DJ resonance condition of $J_K = \frac{1}{2} D$ (solid) and off resonance by ±0.1 (dot-dashed and dashed, respectively). In units of cm$^{-1}$, the parameters are: $\Omega_R = -0.05, |J_K| = -0.40, D = -0.60, t_0 = 0.05$.}

### Table 1. Pure state transitions for the $S_{2,3} = 1$ and $S_{2,3} = 1/2$ model, where $J_K$ is the condition on $J_K$ to reach resonance, $P$ is the maximum transition probability amplitude, and $\Omega$ is the Rabi frequency for this maximum amplitude.

| $S_{2,3}$ State Transitions | $J_K$ | $P$ | $\Omega$ |
|-----------------------------|-------|----|--------|
| $\frac{1}{2}$ $|1\rangle|1, 0\rangle, |1\rangle|1, +1\rangle$ | $-\frac{1}{2}$ | $\frac{3}{2} |J_K| \sigma_x + \frac{1}{2} |J_K| \sigma_z$ |
| $\frac{1}{2}$ $|1\rangle|1, 0\rangle, |1\rangle|1, -1\rangle$ | $-\frac{1}{2}$ | $\frac{3}{2} |J_K| \sigma_x + \frac{1}{2} |J_K| \sigma_z$ |
| $1$ $|1\rangle|2, +1\rangle, |1\rangle|2, +2\rangle$ | $\frac{1}{2} D$ | $\frac{3}{2} |J_K| \sigma_z$ |
| $1$ $|1\rangle|2, -2\rangle, |1\rangle|2, -1\rangle$ | $\frac{1}{2} D$ | $\frac{3}{2} |J_K| \sigma_z$ |
| $1$ $|1\rangle|1, 0\rangle, |1\rangle|1, +1\rangle$ | $-2D$ | $\sqrt{2} D |J_K| \sigma_z$ |
| $1$ $|1\rangle|1, -1\rangle, |1\rangle|1, 0\rangle$ | $-2D$ | $\sqrt{2} D |J_K| \sigma_z$ |
We find that the physical interplay between the exchange and anisotropy terms in the Hamiltonian are vital for realizing the DJ resonance. As shown in the $S_{2,3} = \frac{1}{2}$ model, the lack of anisotropy in particle 2 and 3 result in no DJ resonances. We also find that at each DJ resonance, the system has achieved a perfect balance of states that balance the effect of the exchange coupling and magnetic anisotropy terms in the total Hamiltonian. In other words, if $|J_2| = |J_3|$, where $J_2$ is a DJ resonance, the most energetically favorable eigenvector of the Hamiltonian sub block contains an equal mixture of states that favor magnetic anisotropy and exchange coupling.

For the $S_{2,3} = \frac{1}{2}$ model, the non-maximal probability amplitude indicates in the language of the Bloch sphere that the rotation is not about an axes solely on the azimuthal plane, but instead contains a rotation axis component in the polar plane, as shown in figure 8. By searching for appropriate spin filtering conditions, as shown in figure 5, one could find rotations in the Bloch sphere that maximizes the amount of time spent near the non-entangled to entangled transition is possible. The DJ resonances as found in reference [33], however, is a feature for the $S_{2,3} > \frac{1}{2}$ model. Rather than relying on either the use of extra spin filtering step to maximize transition probabilities, or the use of other anisotropies such as the anisotropic application of the Heisenberg-like term, the DJ resonance allows for full control of the Bloch sphere representation with appropriate control of the exchange coupling strength on and off resonance.

Control of the rotation of a general Bloch vector within the appropriate Bloch sphere is important in QIS contexts. Looking to (19) and (20), the exchange coupling $J$ gives one control over rotations of the Bloch vector about the $x$-axis, and the resonance condition allows control of rotations about the $z$-axis. With appropriate pulsing of the parameters, one can realize any point on the corresponding Bloch sphere. It’s precisely because of the resonance condition that all points on the sphere are accessible, which implies that all single qubit operations are possible. This can be seen by inspecting the effective Hilbert spin space. The isolated sub blocks of (19) and (20) belong to the SO(2) group. When substituted into the unitary propagator of (9), the resulting operation is SU(2). The adjoint representation of SU(2) is isomorphic to SO(3). Thus if one is able to realize all SO(3) operations on the Bloch vector, as has been shown, all relevant SU(2) operations can be realized.

4.2. Application to ultra-cold optical lattices
Because of the general nature of the total Hamiltonian considered in this paper, there are several immediate applications within the condensed matter context. For example, reference [29] recently found experimentally-realized resonance conditions of magnetic anisotropy and exchange coupling for a Mott insulator composed of
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an ultra-cold optical lattice of $^{87}\text{Rb}$ atoms. The authors uncover an oscillation in an observable parameter $A$, which represents the longitudinal spin alignment, that is maximized for the resonance condition of $J = \pm \frac{2}{3}D$. Recovering the authors’ form of the two-site Bose–Hubbard Hamiltonian used to explain these resonances from our model is trivial, and is accomplished by setting $J_{k2} = J_{k3} = 0$, while noting the difference in the sign convention of $J$. We use the experimental example to uncover another possible resonance, but also highlight a constraint within DJ resonances. Using the Hamiltonian $m = 0$ sub-block in reference [29], if one were to prepare the system as a pure mixture of either state within the block, i.e. either state in $\{(1, -1) + (1, 1)\}/\sqrt{2}$, $\{0, 0\}$, one finds a resonance condition of $J = 2D$. If one were to choose instead the product basis, a single sub block of the Hamiltonian would emerge associated with the $\{2, 0\}$, $\{0, 0\}$ product states. Preparation as a pure mixture of one of these states results in a different DJ resonance condition, namely $J = \frac{2}{3}D$. Whether any particular resonance is important experimentally, however, is the constraint on whether a measurement of the oscillations between states is feasible.

It is interesting to note that applying our three-particle model with similar conditions leads to strikingly different behavior than the two-site Bose–Hubbard model. To do this, one should first modify our model by matching the particle type across all three particles, i.e. change $S_1$ so that $S_1 = S_2 = S_3 \equiv S_{1,2,3} = 1$, and extend magnetic anisotropy to particle 1. In doing so, and assuming an isotropic coupling between nearest neighbors (i.e. $J_{k2} = J_{k1} = J$ and $J_{k3} = E$), the effective Hamiltonian becomes,

$$\mathcal{H}_{\text{BHS}} = J(\mathbf{S}_1 \cdot \mathbf{S}_2 + \mathbf{S}_2 \cdot \mathbf{S}_3) + D \sum_{i=1}^{3} \mathbf{S}_i^2 \mathbf{S}_i^2. \quad (41)$$

Within this total Hamiltonian, there are three two-dimensional blocks that correspond with transitions between different state phases: $\{2,2\}_{A1}$, $\{2,2\}_{A2}$, $\{2,0\}_{A1}$, $\{2,0\}_{A2}$, and $\{2, -2\}_{A1}$, $\{2, -2\}_{A2}$. These blocks share the same form,

$$\mathcal{H} = \frac{1}{2} (J \sigma_x + \sqrt{3} J \sigma_z).$$

Application of the Rabi formula on this block gives a Rabi frequency $\Omega = |J|$, and a transition probability amplitude of,

$$P(t) = \frac{3}{4} \sin^2 (\Omega t). \quad (43)$$

Thus in the extension of the approximate form of the two-site Bose–Hubbard Hamiltonian to three sites, there is no DJ resonance within that basis, and the transition probability maxima is $3/4$. In contrast, we have found that the DJ resonances appear when considering exchange interactions that extend either to next-nearest neighbor exchange interactions (in the linear chain geometry) or in trimer geometries for $S = 1$.

### 4.3. Application to magnetic molecules and quantum dots

The results of this work can be applied to magnetic molecule models. In single-molecule quantum dots, like those explored in reference [32], the source of magnetic anisotropy is from spin-orbit interactions and the geometry of the system resembles a two-terminal molecular transistor. Even so, the spin model approximation of the system resembles the spin model considered here. Competing effects such as additional exchange coupling interactions with the substrate and decay mechanisms such as spin lattice vibrations could mask these DJ resonances. As found in reference [33], however, significant anisotropic application of the exchange coupling between particle 1 and the others still allows for usable entangled state switching (up to $P=0.995$) around a DJ resonance. This is important when considering the experimental uncertainties inherent in a scenario of coupling an electron to a magnetic dimer on a substrate. Furthermore, the existence of a DJ resonance for any value of $S_{2,3}$ via (17) opens the application of this model to larger spin magnetic molecules coupled together, such as coupled Mn$_3$ monomers.

When considering a trimer geometry for the $S_{1,2,3} = 1$ model, or equivalently a next-nearest neighbor exchange interaction in a chain geometry, the preceding section’s assumption of $J_{k3} = 0$ is modified. Assuming an isotropic application of the exchange strength coupling between each particle in the three-particle system, the $S_{1,2,3} = 1$ model’s effective spin Hamiltonian is

$$\mathcal{H}_{\text{trimer}} = J(\mathbf{S}_1 \cdot \mathbf{S}_2 + \mathbf{S}_2 \cdot \mathbf{S}_3 + \mathbf{S}_3 \cdot \mathbf{S}_1) + D \sum_{i=1}^{3} \mathbf{S}_i^2 \mathbf{S}_i^2. \quad (44)$$

In the device basis, this Hamiltonian contains four two-dimensional blocks corresponding with the conserved spin transitions of $m = \pm 1$ and $m = \pm 2$. The $m = \pm 1$ blocks contain the interactions of the $\{1\} \{1, 0\}$, $\{0\} \{1, 1\}$ and $\{1\} \{1, -1\}$, $\{1\} \{1, 0\}$ states, respectively. The $m = \pm 1$ block’s effective form is,
The $m = \pm 2$ blocks involve the $\{ \ket{1,2}, \ket{0,2,2} \}$ and $\{ \ket{0,2,-2}, \ket{-1,2,-1} \}$ states, respectively, and have the form,

$$H_{m=\pm 2}^{\text{trimer}} = \pm \frac{1}{2} J \sigma_z + \sqrt{2} J \sigma_z.$$  \hfill (46)

Application of the Rabi formula to both the $m = \pm 1$ and $m = \pm 2$ blocks yields two cases. When the state transition is in the $m = \pm 1$ block, the Rabi frequency is $\Omega_{\pm 1} = \sqrt{D^2 + J^2}$ with a transition probability amplitude of,

$$P_{\pm 1}(t) = \left( \frac{1}{\Omega_{\pm 1}} \right)^2 \sin^2(\Omega_{\pm 1} t).$$  \hfill (47)

In other words, the two state system possesses a DJ resonance at $D = \pm J$. If instead the state transition is in the $m = \pm 2$ block, the Rabi frequency is $\Omega_{\pm 2} = \frac{1}{2} |J|$ with an amplitude of,

$$P_{\pm 2}(t) = \frac{8}{9} \sin^2(\Omega_{\pm 2} t).$$  \hfill (48)

Thus in the $m = \pm 2$ block, there is no DJ resonance, and the maximum transition probability amplitude is $8/9$. This maximum matches the maximum amplitude in the $S_{1,2,3} = \pm \frac{1}{2}$ model where anisotropy does not play a role. We also note that in the trimer model, another DJ resonance exists within a different basis: the product basis. In that basis, there are two two-dimensional blocks that contain the transitions between the $\ket{2, \pm 1}_B$ and $\ket{1, \pm 1}_B$ states. They take the form,

$$H_{m=\pm 1}^{\text{trimer}} = \pm \sigma_z + D \sigma_z.$$  \hfill (49)

We note the similarity to (45), but with the reversed role of $D$ and $J$ on Bloch vectors within the corresponding Bloch sphere. The Rabi frequency is the same ($\Omega_{\pm 1} = \sqrt{D^2 + J^2}$), and the transition probability amplitude reflects the $D$ and $J$ role reversal,

$$P_{\pm 1}(t) = \left( \frac{D}{\Omega_{\pm 1}} \right)^2 \sin^2(\Omega_{\pm 1} t).$$  \hfill (50)

**4.4. Summary**

In summary, we have demonstrated the general existence formula for DJ resonances and how these resonances enable full control of the Bloch vector in an appropriately chosen Bloch sphere representation. We also contrasted the difference in entanglement switching mechanisms for the spin $S_{2,3} = \pm \frac{1}{2}$ and $S_{2,3} = \pm 1$ models. We have shown that in order to achieve acceptable control of a Bloch vector within the $S_{2,3} = \pm \frac{1}{2}$ model, additional mechanisms such as outgoing spin filters for particle 1 or anisotropy of the exchange interaction between particle 2 and 3 is required. Last, we have indicated several systems of interest where DJ resonances could be used to explore qubit scenarios and to discover fundamental phenomena.
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