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Abstract—In this paper, a practical power detection scheme for OFDM terminals, based on recent free probability tools, is proposed. The objective is for the receiving terminal to determine the transmission power and the number of the surrounding base stations in the network. However, the system dimensions of the network model turn energy detection into an under-determined problem. The focus of this paper is then twofold: (i) discuss the maximum amount of information that an OFDM terminal can gather from the surrounding base stations in the network, (ii) propose a practical solution for blind cell detection using the free deconvolution tool. The efficiency of this solution is measured through simulations, which show better performance than the classical power detection methods.

I. INTRODUCTION

The ever increasing demand of high data rate has pushed system designers to exploit the wireless channel medium to the smallest granularity. In this respect, the orthogonal frequency division multiplexing (OFDM) modulation has been chosen as the next common standard in most wireless communication systems, e.g. WiMax [5], 3GPP-LTE [4]. OFDM converts a frequency selective fading channel into a set of flat fading channels [20], therefore providing a high flexibility in terms of power and rate allocation. Future wireless networks therefore tend to be based on highly loaded OFDM cells. However, in multiple cell environments, inter-cell interference is still the bottleneck factor which considerably reduces the network-wide capacity. Cooperation between base stations are envisioned to reach the capacity performance of the so-called broadcast channel [13], but many problems (essentially of power allocation and user scheduling) prevent those solutions to appear soon in practical standards. Therefore, it is essential for mobile terminals to be able to determine which neighboring cell provides the best quality of service, so that the terminal quickly hands over this best performance base station. Classically, only scarce and narrow-band pilot sequences allow the terminals to estimate the transmission power of the main surrounding base stations, e.g. in 3GPP-LTE, two sequences of the 0.7 MHz band are available every 5 ms. Those synchronization sequences are usually affected by fast channel fading and overlap data from other base stations; as a consequence numerous occurrences of these pilots need to be accumulated to achieve a satisfying estimation of the base stations transmission power.

The classical alternative to the pilot-aided (also referred to as data-aided) power detection is to perform a blind estimation from the incoming interfering signals. This raises the fundamental cognitive radio question [23], [12], which will be an important topic of the present work: “how much information can a cognitive receiver recover from the incoming signals?”. The response to this question answers two classical concerns of engineers and system designers: (i) is the additional information brought by blind detection worth the computational effort?, (ii) is some given blind detector solution far from providing all the accessible information?. It is clear in particular, from an information theoretic viewpoint, that the information received on the $N$ OFDM subcarriers must ideally not be filtered in order to provide as much information as possible on the problem at hand, i.e. any filtering process diminishes the available information in the Shannon’s sense [1]. Therefore, if as many as $L$ consecutive OFDM symbols are received, the available information is contained in the received $N \times L$ matrix $Y$, with $N$ typically large. As a consequence, since $L$ cannot be taken infinitely large, $N/L$ is non trivial. This leads to the study of large random matrices problems, which is currently a hot topic in the wireless communication community [8]. This is in sharp contrast with classical power detection methods [10], [11] which are only asymptotically unbiased, i.e. these methods assume that one of the system dimensions is large with respect to the others and this condition is necessary to ensure the convergence of the underlying algorithms.

Our purpose is to retrieve relevant information on the base station transmission powers. It will be shown hereafter that, depending on the a priori knowledge of the receiver, the essential part of the power information is, in most practical situations, contained in the eigenvalue distribution of the
matrix $\frac{1}{L}YY^H$. This naturally leads to the consideration of recent research on random matrix theory (RMT) \cite{8} and more specifically on free deconvolution \cite{16}. In particular, in \cite{7}, a similar study of terminal power detection in code division multiple access (CDMA) networks is derived from these tools. However, the model in \cite{7} only considers flat fading channels and dodge the difficulty of multi-path channels; moreover the structure of the CDMA encoding matrix allows to easily recover the transmitted signal variances, which is not the case of multi-cell OFDM in which multiple streams overlap with no dedicated code to separate them.

We propose here first to discuss the optimal amount of information which the receiver can extract from the incoming data to blindly retrieve the values of the powers transmitted by all surrounding base stations, when the receiver’s prior state of knowledge about the environment is very limited. From this analysis, it will be observed that the general problem is not very tractable both in terms of mathematical derivation and therefore in terms of practical implementation. Secondly, we propose a suboptimal but implementable approach to solve the cell detection problem, based on the free probability framework, for which we derive a novel signal detection algorithm for OFDM.

The remainder of the paper is structured as follows: In Section \[\text{II}\] we introduce the model of the multiple cell OFDM network. In Section \[\text{III}\] we discuss the amount of information about transmitted powers which can be collected by the terminal from the received matrix $Y$. The observation that all the necessary information is contained in the eigenvalues of $\frac{1}{L}YY^H$ leads to Section \[\text{IV}\] in which we evaluate the classical energy detection methods, which assume $L/N \rightarrow \infty$. In Section \[\text{V}\] we introduce some basic concepts of random matrix theory \cite{8}, which are needed to the understanding of the subsequent sections. In Section \[\text{VI}\] we provide a novel algorithm to detect the cell transmission powers. Simulation results are then provided in Section \[\text{VII}\] A discussion on the gains and limitations of this novel method is carried out in Section \[\text{VIII}\] Finally, in Section \[\text{IX}\] we draw our conclusions.

**Notations:** In the following, boldface lower case symbols represent vectors, capital boldface characters denote matrices ($I_N$ is the size-$N$ identity matrix). The spaces $M(A, i, j)$ and $M(A, i)$ are the sets of $i \times j$ and $i \times i$ matrices over the algebra $A$, respectively. The transpose and Hermitian transpose operators are denoted $(\cdot)^T$ and $(\cdot)^H$, respectively. The operator $\text{diag}(\cdot)$ turns the vector $\cdot$ into a diagonal matrix. The function $1_{\cdot}$ denotes the indicator function.

**II. DOWNLINK MODEL**

Consider a network of $N_B$ base stations and one terminal equipped with a single receiving antenna. This scenario is depicted in Figure \[\text{I}\] Assume moreover that the receiver is already connected to one serving base station, which we purposely exclude from the set of the $N_B$ surrounding base stations since we already know all information about it. The network is assumed to be synchronized in time and frequency and to use OFDM modulation with a size $N$ discrete Fourier transform (DFT). Denote then $M$ the maximum number of base stations the receiver expects to detect. Ideally $N_B \leq M$. In the following, for simplification, we assume that this condition is always fulfilled and we will only consider the parameter $M$, considering then a network of $M$ base stations, of which some could be of null power. The link between the terminal and the base station $k$ is modelled as a fast-fading complex frequency domain channel $h_k = [h_{k1}, \ldots, h_{kN}]^T \in \mathbb{C}^N$, coupled to a slow-fading path loss $L_k = 1/P_k$ with $P_k$ the mean received power originating from base station $k$. The terminal also receives additive white Gaussian noise $\sigma n \in \mathbb{C}^N$ with entries of variance $\sigma^2$. The base station $k$ sends at time $l$ the frequency-domain OFDM symbol $s_k^{(l)} = [s_{k1}^{(l)}, \ldots, s_{kM}^{(l)}]^T$. Therefore, the received signal vector $y^{(l)} = [y_1^{(l)}, \ldots, y_N^{(l)}]^T$ at time $l$ reads:

$$y^{(l)} = \sum_{k=0}^{M-1} P_k^2 D_k s_k^{(l)} + \sigma n^{(l)}$$  \hspace{1cm} (1)

with $D_k = \text{diag}(h_k)$. This summation over the $M$ cells can be rewritten

$$y^{(l)} = HP^2 \theta^{(l)} + \sigma n^{(l)}$$  \hspace{1cm} (2)

with $\theta^{(l)} \in \mathbb{C}^{MN}$ the concatenated vector $\theta^{(l)} = [s_1^{(l)}, \ldots, s_M^{(l)}]^T$, $H \in M(C,N,MN)$ the concatenated matrix of the $D_k$, $k \in \{1, \ldots, M\}$

and $P \in M(\mathbb{R},N)$ the diagonal matrix

$$P = \begin{bmatrix} P_1 & 0 & \cdots & 0 \\ 0 & P_2 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & P_M \end{bmatrix} \otimes I_N$$  \hspace{1cm} (4)

Now assume that the $M$ channels have a coherence time of order (or more than) $L$ times the OFDM symbol duration. The $L$ samples $y^{(l)}$, $l = 1, \ldots, L$, can be concatenated into an $N \times L$ matrix $Y = [y^{(1)}, \ldots, y^{(L)}]$ to lead to the more general matrix expression of the received signal $Y$

$$Y = HP^2 \Theta + \sigma N$$  \hspace{1cm} (5)

where $\Theta \in M(C,MN,L)$ and $N \in M(C,N,L)$ are the concatenation matrices of the $L$ vectors $\theta^{(l)}$ and $n^{(l)}$, respectively.
### III. Problem Statement

The power detection problem consists in the present situation to retrieve the entries of the matrix \( P \) from the receive matrix \( Y \). The prior information at the receiver is not sufficient to find \( P \) in a straightforward manner. Indeed, the channel matrix \( H \) and the transmitted signal \( \Theta \) are unknown and, worse, even their transmission distribution are usually unknown; in particular, recent flexible multiple access OFDM standards adapt their transmission rates to the channel quality so that the terminal cannot \textit{a priori} assume to receive either QPSK, 16-QAM, 64-QAM or any other type of modulation. The \textit{a priori} knowledge \( I \) at the terminal is therefore limited to: (i) the approximated background covariance \( \text{E}[mm^H] = \sigma^2I \), (ii) the fast-fading channel power \( \text{E}[h^H_k h_k] = 1 \), (iii) the channel delay spread known to be less than the cyclic prefix length, (iv) the transmitted signal covariance \( \text{E}[\theta^H_k \theta^H_k] = I_N \).

From this amount of prior information \( I \), the most reliable channel model is obtained from the maximum entropy principle [14]. The latter states that the transmitted data \( \Theta \) must be modelled as a Gaussian independent and identically distributed process (i.i.d.). As for the short-term channels \( h_k \), given a delay spread \( \tau_d \) (counted in integer number of time-domain samples), the time-domain representation of \( h_k \) must be modelled as a Gaussian i.i.d. vector of length \( \tau_d \); therefore, \( h_k \) is to be modelled as a Gaussian vector with covariance matrix the DFT of \( I_{\tau_d} \). Since little information about \( \tau_d \) is initially known to the receiver, the channels must be modelled as the marginal distribution of those Gaussian processes with \( \tau_d \) varying from 1 to the cyclic prefix length.

Of course, this model might be very different from reality and might provide totally wrong results, as long discussed in [15]. However, this is the best one can blindly infer on the transmission scheme from the available information. The objective now is to determine what is the probability \( p(P|I) \) that a sequence of transmitted powers \( \{P_1, \ldots, P_M\} \) fits the previous model knowing \( I \). From those probabilities, computed for all vectors in \( (\mathbb{R}^+)^M \), an estimate \( \hat{P} \) of \( P \) can be designed which minimizes some error measure, e.g. \( \hat{P} = \text{E}[P|Y, I] \) would be the minimum mean square error estimate of \( P \).

The probability \( p(P|Y, I) \) assigned to the information \( (P|Y, I) \) can be written, thanks to Bayes’ rule

\[
p(P|Y, I) = p(Y|P, I) \cdot \frac{p(P|I)}{p(Y|I)}
\]

in which \( (P|I) \) is the \textit{a priori} knowledge about \( P \). It is classically assigned a uniform distribution over some subspace \([0, P_{\text{max}}]^M\) for a maximum receive power \( P_{\text{max}} \). As for \( p(Y|P, I) \), it can be expanded as

\[
p(Y|P, I) = \int_{\Theta, H} p(Y|P, H, \Theta, I)p(H|I)p(\Theta|I)dHd\Theta
\]

in which all integrands are known from the maximum entropy model aforementioned,

\footnote{by “most reliable model”, we mean the model which satisfies the constraints imposed by \( I \) and which is the most noncommittal regarding unknown system information.}

- \( p(\Theta|I) \) is standard multivariate i.i.d. Gaussian.
- the compound channel \( H \) is assigned a distribution

\[
p(H|I) = \sum_{k=1}^{\tau_{\text{max}}} p(H|\tau_d, I) \cdot p(\tau_d|I)
\]

with \( \tau_d \) the channel delay spread, \( \tau_{\text{max}} \) the cyclic prefix length, \( p(\tau_d|I) = 1/\tau_{\text{max}} \) and \( p(H|\tau_d, I) \) with standard i.i.d. Gaussian diagonals.

However, the explicit computation of \( \hat{P} \) is very involved and requires advanced tools from random matrix theory. A similar calculus was performed by the authors for the simpler single-cell MIMO energy detector [31].

In the latter it was shown that, surprisingly, the standard i.i.d. Gaussian model assigned to the main system parameters makes the energy detection depend only on the eigenvalue distribution of the receive matrix \( Y \). The multi-cell detection problem at hand is very similar in configuration, apart for the channel marginalization of equation 8 which is not i.i.d. Gaussian. Since we cannot provide an optimal information theoretical solution to our problem and since both aforementioned problems are very similar, it seems relevant to concentrate on the close-to-optimal random matrix theoretical approach.

Some important information can nonetheless be already deduced from the integral form of equation (7). If the transmission channels are extremely frequency flat, i.e. for all \( k \),

\[
h_{k1} \approx h_{k2} \ldots \approx h_{kN},
\]

then \( \{HP^\Theta \} \sigma_j = \sum_k \sqrt{P_k} h_k \theta_{kj} \). Therefore, even if the realizations of \( N \) and \( \Theta \) were perfectly known, one will have access at best to the variables \( \sqrt{P_k} h_k \), \( k = 1, \ldots, M \), from which no reliable estimation of \( P_k \) can be drawn; in such a situation, the posterior probability \( p(P|Y, I) \) is very broad and is maximized on a large continuous set of \( P_1, \ldots, P_M \). On an information theoretical viewpoint, this means that the optimal inference on \( P \) given \( Y \) and \( I \) cannot lead to any valuable information. In the random matrix approach, the situation is even worse. If one knew perfectly the entries of \( HP^\Theta \), then nothing at all can be said about \( P_1, \ldots, P_M \). Indeed, \( \{HP^\Theta \} \sigma_j = \sum_k P_k |h_k|^2 \) (see Section IV for details) and the only piece of information which one has about \( P_1, \ldots, P_M \) is the sum \( \sum_k P_k |h_k|^2 \); the latter cannot lead to any estimate of \( P \) when \( M > 1 \) and the problem cannot be solved.

This means that, given the limited prior information of the terminal, it is impossible to come up with a reliable estimate of \( P \) when the channels are frequency flat. In the remainder of this paper, we shall therefore consider that the OFDM channels are very frequency selective. In the following, we investigate the classical power detection techniques, which shall prove inefficient in this large non-trivial matrix problem.

### IV. Classical Power Detection

Usual power detection considers the second order statistics of the received signals. In the scalar case, i.e. \( y^{(l)} \) reduces to a single value \( y^{(l)} \), it was proved [10] that the optimal detector with the aforementioned state of knowledge at the terminal
consists in evaluating \( \frac{1}{L} (|y^{(1)}| \ldots |y^{(L)}|) |y^{(1)}| \ldots |y^{(L)}|^H - \sigma^2 \), with \( L \gg 1 \). We show in what follows that this classical scheme can be simply extended to our network situation but that it is very inefficient for small \( L/N \) ratios.

Assuming that \( L/N \) is very large, the expression of the normalized Gram matrix associated to \( Y \) reads
\[
\frac{YY^H}{L} \xrightarrow{L \to \infty} \mathbb{E} \left[ \frac{1}{L} (H \Theta + \sigma N) (H \Theta + \sigma N)^H \right] + \frac{1}{L} \mathbb{E} \left[ \Theta \Theta^H \right] P^H + \frac{1}{L} \mathbb{E} \left[ N \Theta^H \right] P^H + \mathbb{E} \left[ \frac{1}{L} NN^H \right] + \frac{1}{L} \Theta \Theta^H P^H + \frac{1}{L} \Theta \Theta^H N^H + \frac{1}{L} \Theta \Theta^H + \frac{1}{L} \Theta \Theta^H N^H \right]
\]

the last line comes from the fact that, \( N \) being finite, the \( N \times N \) matrices \( \frac{1}{L} NN^H \) and \( \frac{1}{L} \Theta \Theta^H \) converge in distribution to an identity matrix, and the cross products to null matrices.

As a consequence, as will be detailed in Section VI-B one can estimate the values \( P_k, k \in \{1, \ldots, M\} \) from the moments \( \left\{ \frac{1}{L} YY^H - \sigma^2 I_N \right\} \), \( k \in \{1, \ldots, M\} \), when \( L \) is large compared with \( N \).

Our situation does not fall into this asymptotic \( L/N \to \infty \) context. In present and future OFDM technologies, the number \( N \) of available subcarriers is large, e.g. of order a thousand subcarriers, while \( L \) is limited in our model to the channel coherence time or in general to the number of OFDM symbols the terminal is willing to memorize before treating information. Therefore, even if \( N \) and \( L \) are large, their ratio \( N/L \) is not in general close to zero. The fundamental asymptotic assumption is therefore no longer satisfied.

We show in Table I that the non-trivial ratio \( N/L \) impairs significantly the performance of the classical power detection. The latter is the result of a simulation in which we applied the algorithm that will be described in Section VI-B based on the sample moments of \( \frac{1}{L} YY^H - \sigma^2 I_N \) (instead of the sample moments of \( \frac{1}{L} HPH^H \), whose corresponding results are shown between brackets). The typical situation considered in this example is a three-base station scenario of respective powers \( P_1 = 4, P_2 = 2, \) and \( P_3 = 1 \) and a noise level \( \sigma^2 = 0.1 \), i.e. SNR = 10 dB, \( N = 256 \) and \( L \) is taken in a range from 256 to 32,768. It turns out indeed that \( L \) needs to be large for this method to be satisfying. In this precise example, this compels \( L/N \) to be of order 64, which is not acceptable in our current system settings.

Such problems involving large matrices with non-trivial \( N/L \) ratios are at the heart of a recent field of research, known as random matrix theory (RMT), which is a particular case of the more general free probability theory introduced by Voiculescu [22]. In the subsequent section, we provide a quick introduction to important notions of RMT which are necessary to handle the rest of the multiple cell detection study.

V. RMT AND FREE DECONVOLUTION

A. Random matrix theory

**Definition 1:** A random matrix is a multi-variate random variable \( X = \{ X_{11}, X_{12}, \ldots, X_{MN} \} \) for a given \((M, N) \in \mathbb{N}^2\) couple. As such, \( X \) is a matrix whose entries \( X_{ij} \in \mathbb{C}^{M \times N} \) are ruled by a joint probability distribution \( p(X_{11}, X_{12}, \ldots, X_{MN}) \).

Free probability is the study of random variables in non-commutative algebras, i.e. algebras in which the product operation is non-commutative. The algebra of large Hermitian random matrices is a particular case of those non-commutative algebras. In the following, we shall qualify free any notion attached to the free probability (or RMT) framework while we shall qualify classical any notion attached to the classical probability framework of commutative algebras.

Similarly to the classical theory of probability, a free expectation functional \( \phi \) can be defined. For a given Hermitian random matrix \( X \), the free expectation reads
\[
\phi(X) = \lim_{N \to \infty} \mathbb{E}[\text{tr}_N X]
\]
and we can similarly define free moments \( m_k, k \in \mathbb{N} \) of \( X \), those are
\[
m_k = \phi(X^k)
\]

Thanks to the trace properties, note that the free moments are strongly linked to the eigenvalues \( \lambda_i, i \in \{1, N\} \) of \( X \), since \( m_k \) can also be written
\[
m_k = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \lambda_i^k
\]
Indeed, denote \( X = Q \Lambda Q^H \) with \( \Lambda = \text{diag}(\{\lambda_1, \ldots, \lambda_N\}) \) and \( Q \) unitary, \( X^k = Q \Lambda^k Q^H \). Taking the trace of \( X^k \) leads to equation (12).

The asymptotic \( (N, L \to \infty \) with \( N/L \) constant) marginal distribution of the eigenvalues of \( X \) is called the empirical distribution of \( X \) and will be denoted \( \mu_X \). Its associated cumulative distribution function \( F_X \) reads [8]
\[
F_X(\lambda) = \lim_{n \to \infty} \frac{1}{N} \sum_{i=1}^{N} 1(\lambda_i \leq \lambda)
\]

Therefore the free moments are directly linked to the empirical distribution of the matrix \( X \),
\[
m_k = \lim_{N \to \infty} \int_{\mathbb{R}^+} \lambda^k \mu_X(\lambda) d\lambda
\]
which is the classical definition of moments associated to the distribution \( \mu_X \).
Interestingly, for most usual\footnote{by usual, we qualify matrices found in common wireless communication problems.} random matrices $A$ of large dimensions $N, L \to \infty$ with $N/L = c$ constant, the eigenvalue density of $X = \frac{1}{2}AA^H$ converges to a definite distribution. For instance, in our current problem, since the input signals $\Theta$ and noise $N$ are modelled as standard i.i.d. Gaussian, we are interested in the so-called Wishart matrices that we define hereafter.

**Definition 2:** An $N \times N$ random matrix $X = AA^H$, with $A$ a random $N \times L$ matrix whose columns are zero mean Gaussian vectors with covariance matrix $\Sigma$, is called a generalized Wishart matrix of $L$ degrees of freedom. This is denoted

\[ X \sim W_N(L, \Sigma) \]  
(15)

Wishart matrices $W_N(L, I_N)$ are known to have an eigenvalue distribution which converges, when $(N, L)$ grows to infinity with a constant ratio $c = N/L$, towards the Marchenko-Pastur law $\mu_{\eta_c}$. [8]. The Marchenko-Pastur law is defined by

\[ \mu_{\eta_c} = \left(1 - \frac{1}{c}\right)^+ \delta(x) + \frac{\sqrt{(x-a)^2 + (b-x)^2}}{2\pi c x} \]  
(16)
with $(a, b) = (1 - \sqrt{c}^2, 1 + \sqrt{c}^2)$. In Figure 2 we provide the distribution of $\mu_{\eta_c}$ for different values of $c$.

Note that when $c$ tends to 0, i.e. when $L/N \to \infty$, the Marchenko-Pastur law converges to a single Dirac in 1 and we recover the classical law of large numbers.

Equivalently to classical probability theory, many results of free probability involve the distribution of sum, difference, product and inverse of random matrices. The characteristic function of a distribution, used to derive the distribution of the sum of independent commutative random variables, has a free counterpart called the $R$-Transform. The Mellin transform, used to derive the product of independent commutative random variables, also has a free counterpart, known as the $S$-Transform\footnote{note that independence in the classical probability sense is not enough in free probability to derive the empirical distribution of the sum, difference, product and inverse product of two random matrices. This independence notion is extended to the asymptotic freeness concept [8] which is not a technical issue in our study.}

Given two large random Hermitian matrices $A$ and $B$, whose sum is $C = A + B$ and whose product is $D = AB$, one can then derive the empirical distributions of $C$ and $D$ from the empirical distributions of $A$ and $B$, which we denote

\[ \mu_C = \mu_A \boxplus \mu_B \]  
(17)
\[ \mu_D = \mu_A \boxtimes \mu_B \]  
(18)

Equation (17) is called additive free convolution and equation (18) is called multiplicative free convolution. Similarly, given only the distributions of $B$, $C$ and $D$, one can recover the distribution of $A$

\[ \mu_A = \mu_C \boxminus \mu_B \]  
(19)
\[ \mu_A = \mu_D \boxcup \mu_B \]  
(20)
in which equation (19) is called additive free deconvolution and equation (20) is called multiplicative free deconvolution.

**B. Free deconvolution for information plus noise model**

Our interest is to treat a particular communication model, known as the information plus noise model,

**Definition 3:** Given two $N \times L (N/L \to c)$ large random matrices $R$ (standing for an informative signal) and $X$ (standing for a noise additive signal) and a scalar $\sigma$ (the standard deviation of the noise process), the model given by

\[ W = \frac{1}{L} (R + \sigma X)(R + \sigma X)^H \]  
(21)

is called the information plus noise model. We shall therefore call $W$ an information plus noise matrix.

It has been recently shown [7] that the empirical distribution of $\frac{1}{\sqrt{N}}RR^H$ in the previous definition can be recovered from the empirical distributions of the matrices $W$ and $XX^H$ when $X$ is Gaussian with i.i.d. entries of zero mean and variance $1/L$. This is given by

\[ \mu_{\frac{1}{\sqrt{N}}RR^H} = ((\mu_W \boxplus \mu_{\eta_c}) \boxtimes \delta_{\sigma^2}) \boxplus \mu_{\eta_c} \]  
(22)

For more details about the demonstration of formula (22), refer to [16].

Thanks to this RMT framework and the free convolution tools, we can now address our multiple cell detection problem.

**VI. APPLICATION OF FREE DECONVOLUTION TO MULTIPLE CELL DETECTION**

**A. Signal and noise deconvolution**

In the model [5], the $N \times N$ matrix $\frac{1}{\sqrt{L}}YY^H$ is an information plus noise matrix with $N$ a Gaussian random matrix. Therefore, according to equation (22), when $N, L$ are sufficiently large, one can derive the empirical distribution

\[ \mu_{\frac{1}{\sqrt{L}}YY^H} = ((\mu_W \boxplus \mu_{\eta_c}) \boxtimes \delta_{\sigma^2}) \boxplus \mu_{\eta_c} \]  
(22)

For more details about the demonstration of formula (22), refer to [16].

Thanks to this RMT framework and the free convolution tools, we can now address our multiple cell detection problem.
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\caption{Marchenko-Pastur law $\mu_{\eta_c}$.}
\end{figure}
\[ \mu_{\frac{1}{L}P^H\mathbf{\Theta}^*P^H} = \left( (\mu_{\frac{1}{L}YY^H} \boxplus \mu_n) \boxplus \delta_{\sigma^2} \right) \boxplus \mu_n \]  
where \( c = N/L \), for \( N \) is of size \( N \times L \).

Also, the matrix \( \mathbf{\Theta} \) in equation (5) is modelled as standard i.i.d. Gaussian. Therefore \( \frac{1}{L}P^H\mathbf{\Theta}^*P^H \) is a generalized Wishart matrix with covariance \( P^H\mathbf{H}^*P^H \). Analogously to (15), this can be written

\[ \frac{1}{L}P^H\mathbf{\Theta}^*P^H \sim \mathcal{W}_N(L, P^H\mathbf{H}^*P^H) \]  

Then, the empirical distribution of the covariance matrix \( P^H\mathbf{H}^*P^H \) of the Wishart matrix \( \frac{1}{L}P^H\mathbf{\Theta}^*P^H \) can be recovered from the empirical distribution \( \mu_{\frac{1}{L}P^H\mathbf{\Theta}^*P^H} \) when the couple \((N,L)\) tends to infinity with a constant ratio \( c' = MN/L \) (M is constant).

Consequently, similarly to (20),

\[ \mu_{P^H\mathbf{H}^*P^H} = \mu_{\frac{1}{L}P^H\mathbf{\Theta}^*P^H} \boxplus \mu_n, \]  

The left side of equation (23) is slightly different from the desired expression in the right side of equation (25). Still, thanks to the trace commutativity property, we have the link (8)

\[ \mu_{\frac{1}{L}P^H\mathbf{H}^*P^H} = \frac{1}{M}\mu_{\frac{1}{L}P^H\mathbf{\Theta}^*P^H} + \left( 1 - \frac{1}{M} \right) \delta_0 \]  

This relation is due to the fact that the positive eigenvalues of \( \frac{1}{L}P^H\mathbf{\Theta}^*P^H \) are the same as those of \( \frac{1}{L}P^H\mathbf{\Theta}^*P^H \) (since their traces are identical and then all their moments match). But the rank of both matrices differ and then a certain amount of null values must be introduced. Here, \( \frac{1}{L}P^H\mathbf{\Theta}^*P^H \) is of full rank (N) while \( \frac{1}{L}P^H\mathbf{H}^*P^H \) is only of rank \( N \) for a matrix size \( MN \), hence the \( M \) factor in equation (26).

Finally, similarly connect the left side of equation (23) to \( \mu_{\mathbf{H}^*\mathbf{H}} \) through

\[ \mu_{P^H\mathbf{H}^*P^H} = \frac{1}{M}\mu_{\mathbf{H}^*\mathbf{H}} + \left( 1 - \frac{1}{M} \right) \delta_0 \]  

The empirical distribution of \( \mathbf{H}^*\mathbf{H} \) was then derived from the empirical distribution of \( \frac{1}{L}YY^H \). As a consequence, the free moments \( d_k = \text{E}[\text{tr}_N(\mathbf{H}^*\mathbf{H})^k] \) can be retrieved from the free moments \( m_k = \text{E}[\text{tr}_N(\frac{1}{L}YY^H)^k] \). Surprisingly, it is shown in [16] that for all aforementioned free convolution operations, the set of the first \( k \) moments of the [de]convolved distributions can be recovered from the set of the \( k \) first moments of the operands. This substantially reduces the computational effort, as is described in the following.

Let us work in detail all the steps to derive the moments \( d_k \) from the moments \( m_k \).

1) first, the noise contribution to the signal \( Y \) is deconvolved thanks to formula (23). The multiplicative convolution (resp. deconvolution) \( \mu_{(\text{out})} (\text{resp. } \mu_{(\text{in})}) \) of a distribution \( \mu_{(\text{in})} \) and the Marchenko-Pastur law \( \mu_n \) can be computed from all the moments \( m_k \). It is shown in [7] that \( c \cdot m_k^{(\text{out})} \) can be computed from the moments/cumulants transform (resp. cumulative/moments transform) [8] of the coefficients \( c \cdot m_k^{(\text{in})} \), with \( c = N/L \). As for additive convolution (resp. deconvolution) \( \mu_{(\text{add})} \) of two distributions \( \mu_{(a)} \) and \( \mu_{(b)} \), the free cumulants of \( \mu_{(\text{add})} \) are the sum (resp. difference) of the cumulants of \( \mu_{(a)} \) and \( \mu_{(b)} \). From (23), the moments \( m_k \) of \( \mu_{\frac{1}{L}P^H\mathbf{\Theta}^*P^H} \) are obtained from the moments \( m_k \) of \( \mu_{\frac{1}{L}YY^H} \); therefore, in mathematical terms, this reads

\[ (m'_1, \ldots, m'_M) = S_1(m_1, \ldots, m_M, \sigma^2) \]  

with

\[ S_1 = \frac{1}{c} \mathcal{M} \left[ c \cdot \mathcal{M} \left( \mathcal{C} \left( \frac{c}{M} \right) \right) \right] \]  

where the functions \( \mathcal{M}() \) and \( \mathcal{C}() \) stand respectively for the cumulative/moments transform and the moments/cumulants transform that both take as argument a vector of size \( k \) (the first \( k \) moments or cumulants, respectively) and output a size \( k \) vector (the first \( k \) cumulants or moments, respectively). The inner \( \frac{1}{c} \mathcal{C}() \) operation multiplicatively deconvolve the Marchenko-Pastur law \( \mu_n \). Then the next \( \mathcal{C}() \) application turns the resulting moments into cumulants. The additive deconvolution of \( \delta_{\sigma^2} \) is then performed through the cumulant difference and the output is turned back into the moment space through the \( \mathcal{M}() \) application. The outer \( \frac{1}{c} \mathcal{M}() \) is finally performed to multiplicatively convolve the result with \( \mu_n \).

2) the moments \( m''_k \) of \( \mu_{\frac{1}{L}P^H\mathbf{\Theta}^*P^H} \) are then given through equation (20) by a simple scaling of the moments \( m'_k \) by \( 1/M \). This reads

\[ (m''_1, \ldots, m''_M) = \frac{1}{M}(m'_1, \ldots, m'_M) \]  

3) the Marchenko-Pastur law \( \mu_n \), \( c' = MN/L \), is then deconvoluted from \( \mu_{\frac{1}{L}P^H\mathbf{\Theta}^*P^H} \) according to equation (25). This leads then to the moments \( m'''_k \) of \( \mu_{\frac{1}{L}P^H\mathbf{H}^*P^H} \).

\[ (m'''_1, \ldots, m'''_M) = \frac{1}{c'} \mathcal{C}(c'd'_1, \ldots, c'd'_M) \]  

4) finally, the resulting moments \( m'''_k \) are scaled by \( M \) to obtain the \( d_k \) coefficients,

\[ (d_1, \ldots, d_M) = M(m'''_1, \ldots, m'''_M) \]  

Figure 3 summarizes these steps.

Our final interest though is to find the diagonal values of \( \mathbf{P} \). The distribution of the channel matrix \( \mathbf{H} \) was modelled in Section II by a mixture of correlated Gaussian subchannels. It is difficult, at this point of knowledge in free probability theory, to deconvolve the effect of \( \mathbf{H} \) from the random matrix \( \mathbf{H}^*\mathbf{H} \). Only classical methods can help in this situation. Remarkably, it turns out that the matrix \( \mathbf{H}^*\mathbf{H} \) is diagonal

\[ \mathbf{H}^*\mathbf{H} = \left[ \begin{array}{cccc} \sum_k P_k |h_{k1}|^2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \sum_k P_k |h_{kN}|^2 \end{array} \right] \]  

For \( k \in \{1, \ldots, M\} \), computation of 
\[
m_k = \mathbb{E}\left[\text{tr}_L(YY^H)^k\right]
\]

Deconvolution of the additive noise 
\( (m'_1, \ldots, m'_M) = \frac{1}{\bar{S}_1} S_1(\{m_k\}, \sigma^2) \)

Retrieval of the \( d_k \)'s 
\[
(d_1, \ldots, d_M) = \frac{1}{\bar{S}_1} \mathcal{C}(c'_1, \ldots, c'_M)
\]

Fig. 3. \( m_k \) to \( d_k \) Block Diagram

Therefore the theoretical moments \( d_k \) of \( \mu_{\text{HHH}} \) are the normalized traces of the asymptotic diagonal matrices of entries, 
\[
\left\{ (\text{HHH})^k \right\}_{ij} = \left( \sum_{k=1}^M P_k |h_{ki}|^2 \right)^k \delta^k_i \quad (34)
\]
and then the \( p^\text{th} \) order moment \( d_p = \mathbb{E}[\text{tr}_N(\text{HHH})^p] \) of \( \text{HHH} \) can then be equated for large \( N \) to 
\[
d_p = \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^N \left( \sum_{k=1}^M P_k |h_{kj}|^2 \right)^p \quad (35)
\]

In the following we provide a method to estimate the entries \( P_k \) under the assumption, which is never verified in practice, that the channels are extremely frequency selective, i.e. such that, for any \( k \) and any couple \( j \neq j' \), the entries \( h_{k,j} \) and \( h_{k,j'} \) are independent.

B. Estimation of the powers \( P_k \)

As already concluded in Section III, if the channel delay spreads are very short, then the channel frequency responses \( \{h_{ki}, \ldots, h_{KN}k\}, k \in \{1, \ldots, M\}, \) are strongly correlated and almost nothing can be deduced on the entries of \( P \). On the contrary, assume that the channel delay spread is very large, and rewrite equation \(35\) as 
\[
d_p = \bar{d}_p + w_p \quad (36)
\]
\[
= \frac{1}{N} \sum_{j=1}^N \left( \sum_{k=1}^M P_k |h_{kj}|^2 \right)^p + w_p \quad (37)
\]
with \( \bar{d}_p \) the \( p^\text{th} \) sample order moment \( (N < \infty) \) and \( w_p \) some noise process. The latter converges to 0 when \( N \to \infty \) and the channel frequency response is i.i.d. Gaussian. However, when \( N \) is finite or when the channel is less frequency selective, then \( w_p \) is a bit more difficult to handle.

To push the computation forward, we need first to derive the classical order \( p \) moment \( m_p^{(h)} \) of the variables \( |h_{kj}|^2 \), for any couple \((k,j)\), in the complex case. This gives 
\[
m_p^{(h)} = \mathbb{E}[|h_{kj}|^{2p}] = \frac{1}{2^{2p}} \sum_{i=0}^p C_p^i (2i)! (2[p-i])! \quad (38)
\]

One can then derive the general expression for \( d_p \) as 
\[
d_p = \frac{p!}{2^{2p}} \sum_{k_1, \ldots, k_M}^{M \to 1} \prod_{i=0}^p \left( \sum_{k=0}^i \frac{(2k)!(2[k_i - k]!}{(k_i - k)!}} \right) P_i^{k_i} \quad (39)
\]
The complete derivation of formula \(39\) is provided in the appendix.

1) Bayesian approach: Let \( K \) be some integer greater than or equal to \( M \). The noise process \( \mathbf{w} = [w_1, \ldots, w_K]^T \), as already mentioned, is in general difficult to analyze. We shall consider in the following that one actually has a limited knowledge about \( \mathbf{w} \) which reduces to the covariance matrix \( \mathbf{C} = \mathbb{E}[\mathbf{w} \mathbf{w}^H] \) gathered from previous simulations\(^6\). Now, consider that the set of prior information \( I \) contains the following elements:

- the values of \( P_1, \ldots, P_M \) are real positive and known not to be larger than some value \( P_{\text{max}} \);
- the typical error variance \( \mathbf{C} \) in the observed moments \( \{d_k\}, k \in \{1, \ldots, M\}, \) is known.

In fact, the exact covariance matrix \( \mathbf{C} \) cannot be known since its computation requires the exact knowledge of \( \mathbf{P} \). Indeed, a few lines of calculus of 
\[
\mathbf{C} = \mathbb{E}\left[ (\mathbf{d} - \mathbf{d}_I)^H (\mathbf{d} - \mathbf{d}_I) \right] \quad (40)
\]
with \( \mathbf{d} = [d_1, \ldots, d_K]^T \), lead to equation \(41\), which depends on \( P_1, \ldots, P_M \).

However, let us first consider \( \mathbf{C} \) known before we introduce alternative solutions when \( \mathbf{C} \) is unknown.

The objective is to infer on the set \( \{P_1, \ldots, P_M\} \) given \( I \) and the observed sample moments \( \mathbf{d} \). An error measure must be considered to come up with an estimate of \( \{P_1, \ldots, P_M\} \).

We consider here the estimate of \( \mathbf{P} \) which minimizes the mean quadratic error (MMSE). This MMSE estimate \( \hat{\mathbf{P}} \) is given by 
\[
\hat{\mathbf{P}} = \mathbb{E} [\mathbf{P} | \mathbf{d}] \quad (42)
\]
\[
= \int_{\mathcal{P}} \mathbf{P} p(\mathbf{P} | \mathbf{d}, I) d\mathbf{P} \quad (43)
\]
\[
= \int_{\mathcal{P}} \mathbf{P} \frac{p(\mathbf{P} | I)p(\mathbf{P} | I) \mathbb{E}[\mathbf{P} | \mathbf{d}, I] \mathbb{E}[\mathbf{P} | \mathbf{d}, I] d\mathbf{P} \quad (44)
\]
Since the prior information \( \{\mathbf{P} | I\} \) is limited to the fact that all entries are upper-bounded by \( P_{\text{max}} \), \( p(\mathbf{P} | I) \) should be set uniform on the space \([0, P_{\text{max}}]^M\) according to the maximum entropy principle. However, note that if \( \{P_1, \ldots, P_M\} \) minimizes the MMSE then also does any permutation of this set.

Therefore, to have a correctly defined problem (with a unique solution), the set of prior information \( I \) that maximizes the MMSE then also does any permutation of this set.

\(^6\)honesty would require that we actually derive the maximum entropy distribution of \( \mathbf{w} \) but this would lead to involved computation.
where we denoted previously mentioned, the covariance matrix both integrals rather involved to compute. A way to practically unknown when trying to decipher the cell powers of set of powers, say \( w \) of \( P_k \), \( P_k' \) \( m_k \), \( m_k' \) \( k \) \( k' \) \( j \), \( j' \). 

\[
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\[
(41)
\]

by turning this system of equations into the equivalent system

\[
\sum_{k=1}^{M} P_k = Q_1(d_1)
\]
\[
\sum_{k=1}^{M} P_k^2 = Q_2(d_1, d_2)
\]
\[
\vdots
\]
\[
\sum_{k=1}^{M} P_k^M = Q_M(d_1, \ldots, d_M)
\]

(46)

where we denoted \( w = w(P) \) to remind the actual dependence of \( w \) in the powers \( P_1, \ldots, P_M \) (through the expression of \( d \) in equation \( 39 \)).

Unfortunately, the integration space of equation \( 45 \) makes both integrals rather involved to compute. A way to practically computed \( \tilde{P} \) consists in turning the integrals into finite sums over thin sliced versions of the integration space. Also, as previously mentioned, the covariance matrix \( C \) is obviously unknown when trying to decipher the cell powers \( P_1, \ldots, P_M \). However, iterative methods can be considered in which \( C \) is initially defined as the covariance matrix \( C_{\text{init}} \) of an hypothetic set of powers, say \( P_1 = P_2 = \ldots = P_M = P_{\text{max}}/2 \). Then, running the MMSE estimator with \( C_{\text{init}} \) returns a first set \( P_1^{(1)}, \ldots, P_M^{(1)} \) from which a refined version of \( C \) can be evaluated (from formula \( 41 \)). Note that, in running \( k \) instances of the algorithm, the sample moments \( \tilde{d}_p \) can be accumulated and the covariance matrix \( C \) has to be computed as if as many as \( kN \) subcarriers were actually used in the free deconvolution algorithm. This process can be processed in a loop for a satisfying number of iterations.

2) Alternative estimators: Other estimators than MMSE, such as maximum-likelihood (ML), might be considered which take as an estimate the set \( P \) which minimizes \( w(P)^H C^{-1} w(P) \). However, the measure associated to the ML estimator does not suit the broad \( a \) posteriori distribution \( p(P|d, I) \) as will be shown in simulations. Indeed, a large estimation error is as bad as a small estimation error in the ML context; therefore, when the posterior \( p(P|d, I) \) is not peaky, large estimation errors are expected. The MMSE estimator is, in this scenario, more appropriate.

A zero-forcing method can also be derived. From equation \( 39 \), if nothing were known about the noise process \( w_p \), one might naively consider solving the system of equations \( 39 \), with \( p = 1, \ldots, M \) in the \( M \) unknowns \( P_1, \ldots, P_M \), in which \( d_p \) is set equal to the observed \( \tilde{d}_p \). This can be solved 4

\( 4 \)this would be here again a dishonest consideration as one at least knows that \( d_M \) is more uncertain than \( d_1 \).

VII. SIMULATION AND RESULTS

In the following, we use the results that were previously derived in the case of a three-cell network that the terminal wishes to track. The set of cells studied along this part are of relative powers \( P_1 = 4, P_2 = 2, P_3 = 1 \).

Before performing the first simulation of the complete algorithm, we present in Figure 4 the relative error in the estimation of the moments \( \nu_k = \tr(M(HPH^H)^k) \) from the free deconvolved sample moments \( \tilde{d}_k \). It is observed that even for \( N = 256, L = 512 \) the mean relative error in the computed third moments is of order 1%. This suggests that the free deconvolution technique is very accurate even for non-infinite values of \( N \) and \( L \). The bottleneck approximation in the estimation of \( P_1, \ldots, P_M \), as will be observed in the coming plots, therefore lies in the convergence of the entries \( h_{k,j} \) towards a Gaussian i.i.d. process, and not in the infinite matrix size assumption.

In a first simulation, we study the convergence properties of the proposed scheme. We consider a large OFDM system with
Fig. 4. Relative error on recovered moments $\nu_k = \text{tr}_N(HPH^H)^k$ from the free deconvolution algorithm, $L = 2N$

Fig. 5. Cell power detection, $N = 2048$, $L = 4096$, MMSE estimate, Perfect knowledge of $C$

Fig. 6. Cell power detection, $N = 512$, $L = 1024$, MMSE estimate (left) and ML estimate (right), Perfect knowledge of $C$

Fig. 7. Cell power detection, $N = 512$, $L = 1024$, 10 accumulations, MMSE estimate, Perfect knowledge of $C$

Fig. 8. Cell power detection CDF, $N = 512$, $L = 1024$, Perfect knowledge of $C$

$N = 2048$ subcarriers and $L = 4096$ sampling periods under ideal Gaussian i.i.d. input symbols, uncorrelated Gaussian channel frequency responses and Gaussian additive white noise with signal to noise ratio $\text{SNR} = 20$ dB. The covariance matrix $C$ is the exact covariance matrix. Figure 5 provides the results of this simulation for thousand channel realisations. It is observed that the distribution of the eigenvalues is largely spread over the expected eigenvalues. This is explained by the slow convergence nature of the computed $d_p$ towards the corresponding moments when $N \to \infty$. Also, it is observed that the peak centers are offset from the expected powers. This is mainly due to the fact that the MMSE estimator is meant to minimize the mean quadratic error averaged over all possible sets $P_1, P_2, P_3$ and not for the particular set selected here.

Also, the actually non-Gaussian property of the noise process $7$ it was observed in particular from other simulations that cells of equal powers are generally better estimated.
w as well as the inexact results from the free deconvolution process contribute to the offset.

Figure 6 provides a comparison between the results given by the MMSE estimator and the ML estimator when $N = 512$ and $L = 1024$. It turns out, as discussed earlier, that the ML estimate is more largely spread around the expected cell powers than the MMSE estimate.

In the following, we perform more realistic simulations in which input signals are QPSK modulated instead of complex Gaussian, and with more realistic channels of length varying from 1 to $N/4$ symbols. To reduce the variance of the estimates, we also average the sample $d_p$ over ten channel realizations, which in practice requires around 1 ms of data to process. In Figure 7 we took $N = 512$, $L = 1024$ and a Rayleigh channel of length $N/8$. The covariance matrix $C$ is still the exact covariance matrix. Then a hundred realisations of this process are run. The SNR is still $SNR = 20$ dB in this second experiment. The cumulative distribution function (CDF) of the detected powers is presented in Figure 8 and compared to the CDF when no accumulation is performed. The three thresholds corresponding to the three detected cell powers can be observed, with a slight shift from the expected cell powers caused both by the non-exact Gaussian assumption on $w$ and on the non-exact Gaussian i.i.d. assumption on the channel frequency responses.

Now we propose to examine the performance of the iterative cell power recovery. We initially set $C_{init}$ to the covariance matrix of a set of cells of powers $P_1 = P_2 = P_3 = 2.5$. Then ten iterations of the cell-power detector are run, with at each step a refinement of $C$. Note that, since at each step the sample moments $d_p$ are accumulated, the entries of the covariance matrix $C$ are computed accordingly, i.e. $k$ accumulations demand that $C$ is computed from an effective number $kN$ subcarriers, as presented in Section VII. Figure 9 provides the results of the recursive algorithm, which proves to perform very accurately, with surprisingly little dispersion around the detected powers compared to Figure 7.

Also, we test the robustness of our algorithm against practical short channels, instead of high delay spread channels. This is shown in Figure 10 which proposes a comparison between the ideal long channel situation and the 3GPP-LTE [4] standardized Extended Vehicular A (EVA) and Extended Typical Urban (ETU) channels with parameters given in Table II.

Here we considered a mobile handset with $N_c = 2$ antennas, 256 subcarriers per antenna (and then in total an effective number of $N = 512$ subcarriers), $L = 1024$, $SNR = 20$ dB. The covariance matrix $C$ of the noise process $w$ is an approximated matrix obtained from intensive simulations on short channels. Indeed, the covariance pattern is very different from the matrices used in the Gaussian i.i.d. scenario and is difficult to derive analytically; especially we noticed that the smaller the delay spread, the larger the uncertainty on the higher moments, which turns $C$ into an ill-conditioned matrix. The results are averaged over ten channel realizations. The CDF of the detected power distribution for those channels is provided in Figure 10. The latter shows a rather good behaviour in both ETU and EVA channels. Nonetheless their short delay spreads lead to a larger variance in the mean power estimation.

Surprisingly, it turns out that the distribution of the input signals $s(t)$ does not impact the system performance as long as it is i.i.d. with zero mean and unit variance. This is a known result in free deconvolution which has not been proven yet. Therefore in our simulations, QPSK modulations showed the exact same behaviour as purely Gaussian distributed input signals.
VIII. DISCUSSION

A. Data, prior and convergence

We previously described and simulated a recursive algorithm meant to converge to an accurate estimate of the cell powers $P_1, \ldots, P_M$, whose convergence we did not prove yet. Actually, a mathematical as well as a philosophical reasons for this convergence can be advanced. First, note that a large number of iterations lead to a smaller variance of $w = d - \hat{d}(P)$, therefore to smaller entries of the noise covariance matrix $C$. As a consequence $C^{-1}$ has large entries and the exponential terms $e^{-\frac{1}{2}(d-\hat{d}(P))C^{-1}(d-\hat{d}(P))}$ in the MMSE integrals (45) are relevant only when the differences $d - \hat{d}(P)$ are very small; this is, when $\hat{d}(P) \approx d$. Therefore the accuracy in the entries of $C^{-1}$ is not of fundamental importance, as long as they are large enough. The convergence of the iterative process is ensured by the accumulated data $d$ themselves; but of course this convergence is accelerated with good approximations of $C$.

This observation is very general in the Bayesian probability theory context and has been observed and analyzed thoroughly by Jaynes [15]. Bayesian probabilities rely on a balance between priors and data. If the available data is scarce, then prior information is very valuable; in our situation, as shown by simulation, if $C$ were known, then even a single channel realization allows to approximately recover the transmitted powers. On the contrary, large amounts of data prevail over prior information so that even unfortunate priors may not badly alter the a posteriori probability; this explains why a precise estimation of $C$ is not mandatory when large accumulations of data are considered. Note that in this case, ML estimates and MMSE estimates show similar performance, since the posterior distribution $p(P|Y, I)$ is very peaky in the correct value for $P$.

However, it is important to underline the fact that the offset problem, observed in simulation, in the estimation of $P_1, \ldots, P_M$ will not be reduced by mere data accumulations. Indeed, the issue comes here from the free deconvolution process which is not accurate for finite $N$. Therefore, an appropriate trade-off between large $N$ and many accumulations must be found: large $N$ entail more accurate free deconvolution processes at the expense of computationally demanding large matrix products, while many accumulations ensures a faster convergence (to offset cell powers) at a lower computation cost. Another approach consists in computing higher order moments to strengthen the cell power estimation. However, high order sample moments have a large variance for finite $N$. Their impact on the final estimation might then be very limited since they are very unreliable. For instance we observed in simulations that, for $N = 512$, typical matrices $C$ verify $C_{11} \simeq 1e^{-2}$ and $C_{33} \simeq 1e^4$, which gives a million times more credit to the first order sample moment than to the third order sample moment. Bringing in the computation fourth order moments with $N = 512$ would turn out not worth the computation increase.

B. Applicability

As reminded in the introduction of this paper, usual cell power detection techniques use scarce and largely interfered synchronization sequences. Much time, but low computation, is then required to detect cells with high efficiency. From the authors’ experience in the context of 3GPP-LTE, many problems arise when those pilot sequences are synchronized and the emitting cells have equal powers since both signals interfere to the detriment of the decoder. In the previously derived scheme, even cells of equal power can be counted and isolated. Indeed, if $M$ cells are expected and the CDF of the estimated powers shows a large jump of $2/M$ for a given power $P$, then we can deduce that two cells have equal power $P$. It is therefore not necessary to enhance the quality of the estimation to separate those two cells.

However, some limitations can be found in the applicability of this cognitive scheme. Firstly, loaded cells are required to ensure reliability of the estimates; this requires that the underlying standards optimally reuse the allocated bandwidth. Secondly, if many cells are desired to be detected, then very high order moments must be computed which, as discussed earlier are only reliable if the number of subcarriers $N$ and the number of accumulations are very large. High order moments also require very large matrix products, which might be too demanding to the embedded system processors. Also, under the limited state of knowledge of the system model, neighboring cells can only be detected if the propagation channels are very frequency selective. The flatter the channels, the more numerous the accumulations required to come up with a reliable estimation. The latter limitation is obviously the most constraining factor.

IX. CONCLUSION

In this paper, we provided a practical way to blindly detect neighboring cells in a distributed OFDM network. Assuming constant transmission in those cells on a fairly large bandwidth, we showed that one can determine the individual SNR of every surrounding cell provided that the channel delay spread is sufficiently large. This scheme is particularly suited for the future cognitive OFDM systems which aim to reduce the amount of synchronization sequences while keeping track of the neighboring cells.

X. ACKNOWLEDGEMENT

This work was partially supported by the European Commission in the framework of the FP7 Network of Excellence in Wireless Communications NEWCOM++.

APPENDIX

Consider Gaussian channels with independent frequency responses $h_{ij}$ ($i \in \{1, \ldots, M\}$, $j \in [1, N]$). Then, for a given
where the product of the binomial coefficients \( C_{p_1} \cdots C_{p_{k-1}} \cdots C_{p_{k-1}} \cdots C_{p_{k-1}} \cdots C_{p_{k-1}} \cdots C_{p_{k-1}} \) is the multinomial coefficient \( \binom{M}{n_1, \ldots, n_m} \).

Hence the simplified expression, when averaging \( d_{p,j} \) over \( j \in [1, N] \) (with \( N \to \infty \) to ensure \( \frac{1}{M} \sum_j |h_{ij}|^2 \to E_j[|h_{ij}|^2] \))

\[
d_p = p! \sum_{k_1, k_2, \ldots, k_M} \frac{\prod_{k=1}^M (P_i |h_{ij}|^2)^{k_i}}{\prod_{k_i=1}^{k_i} k_i!} \tag{48}
\]

The moments of the complex variable \( |h_{ij}|^2 \) are deduced from the moments of a Gaussian real variable by considering

\[
|h_{ij}|^2 = (h_{ij}^R + i \cdot h_{ij}^I)(h_{ij}^R - i \cdot h_{ij}^I) \tag{49}
\]

where the real and imaginary parts \( h_{ij}^R \) and \( h_{ij}^I \) of \( h_{ij} \) are standard Gaussian variables whose even moments are known

\[
E[(h_{ij}^R)^{2p}] = E[(h_{ij}^I)^{2p}] = \frac{(2p)!}{2^{p}p!} \tag{50}
\]

This results in

\[
d_p = \frac{p!}{2^{2p}} \sum_{k_1, \ldots, k_M} \frac{\prod_{i=1}^M (2k_i)(2|k_i|)!}{k_i!^2(|k_i|-|k_i|)!} P_i^{k_i} \tag{51}
\]
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