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Abstract

Data-to-text generation has recently seen a move away from modular and pipeline architectures towards end-to-end architectures based on neural networks. In this work, we employ knowledge graph embeddings and explore their utility for end-to-end approaches in a data-to-text generation task. Our experiments show that using knowledge graph embeddings can yield an improvement of up to 2 – 3 BLEU points for seen categories on the WebNLG corpus without modifying the underlying neural network architecture.

1 Introduction

Data-to-text generation is concerned with building systems that can produce meaningful texts in a human language from some underlying non-linguistic representation of information (Reiter and Dale, 2000). Traditionally, most applications for data-to-text generation have relied on rule-based systems which are designed using a modular pipeline architecture (Gatt and Krahmer, 2018). However, there has been a shift recently towards end-to-end architectures using neural networks to convert data in the input to text in a natural language in the output. This trend is largely inspired by the success of the end-to-end approaches in the related task of machine translation as well as the availability of large corpora for data-to-text generation such as the WikiBio (Lebret et al., 2016) or the ROTOWire (Wise-man et al., 2017) datasets, which contain input data in the form of a table consisting of rows and columns. However, the structure and representation of the input data can vary significantly depending on the task at hand. For example, the input can also be a knowledge graph (KG) represented as a set of RDF-triples like the WebNLG corpus (Gardent et al., 2017) or a dialogue-act-based meaning representation like the E2E dataset (Novikova et al., 2017).

In this work, we employ pre-trained knowledge graph embeddings (KGEs) for data-to-text generation with a model which is trained in an end-to-end fashion using an encoder-decoder style neural network architecture. These embeddings have been shown to be useful in similar end-to-end architectures especially in domain-specific and under-resourced scenarios for machine translation (Moussallem et al., 2019). We focus on the WebNLG corpus which contains RDF-triples paired with verbalisations in English. We compare the use of KGEs to two baseline models – the standard sequence-to-sequence model with attention (Bahdanau et al., 2015) and the transformer model (Vaswani et al., 2017). We also do a comparison with pre-trained GloVe word-embeddings (Pennington et al., 2014).

2 Related Work

Castro Ferreira et al. (2019) have compared pipeline-based and end-to-end architectures for data-to-text generation on the WebNLG corpus. Their findings suggest that the systems which are trained end-to-end are comparable to pipeline methods on seen data categories but do not generalise to new and unseen domains of data. Marcheggiani and Perez-Beltrachini (2018) proposed an encoder based on graph convolutional networks to exploit the structure in the input for an end-to-end system which showed a slight improvement over the standard LSTM encoder. However, their test set did not include data from new and unseen categories. As an alternative to end-to-end training, Moryossef et al. (2019) suggested to split the task into two stages, where the first stage is responsible for text planning while the second stage focuses on text realization. This approach generates fluent text in the output using a neural generation component while at the same time the planning stage gives explicit control over the structure of the generated text.
Annervaz et al. (2018) classifies KGEs into two categories: structure-based and semantically enriched. Structure-based embeddings encode only entities and relations while semantically-enriched also take into account the associated semantic information. Approaches where relationships are interpreted as displacements operating on the low-dimensional embeddings of the entities, have been implemented within the TransE toolkit (Bordes et al., 2013). RDF2Vec (Ristoski and Paulheim, 2016) uses language modelling approaches for unsupervised feature extraction from sequences of words and adapts them to RDF graphs. Cochez et al. (2017) exploited the Global Vectors algorithm in RDF2Vec to compute embeddings from the co-occurrence matrix of entities and relations. However, Joulin et al. (2017b) showed that a BoW based approach with the fastText algorithm (Joulin et al., 2017a) generates state-of-the-art results in KGEs. For data-to-text generation, Chen et al. (2019) have shown that leveraging external knowledge is useful in generating text from Wikipedia infoboxes. In our work, we incorporate pre-trained KGEs based on the fastText model with an end-to-end approach for the data-to-text generation.

### 3 Dataset Description

The WebNLG corpus consists of data units made up of RDF-triples extracted from DBpedia (Auer et al., 2007), paired with reference text lexicalisations. These texts contain sequences of one or more short sentences in English, verbalising the data units in the input. The corpus contains triple-sets from 15 DBpedia categories and is divided into two subsets, seen and unseen for evaluation. The ten seen categories are Airport, Astronaut, Building, City, ComicsCharacter, Food, Monument, SportsTeam, University and WrittenWork and the five unseen categories are Artist, Athlete, CelestialBody, Company, MeanOfTransportation and Politician. The corpus\(^1\) contains 16,095 RDF-triples in the

| Number of ... | train seen | dev seen | test seen | unseen unseen |
|---------------|------------|----------|-----------|--------------|
| data-text pairs | 20,470     | 2,550    | 2,494     | 1,726        |
| triples        | 62,209     | 7,801    | 7,527     | 4,897        |
| entities       | 1,776      | 1,142    | 1,159     | 863          |
| lexicalisation tokens | 493,236 | 62,416   | 60,318   | 39,389       |
| lexicalisation types | 4,806    | 2,819    | 2,795     | 2,147        |

Table 1: WebNLG corpus statistics.

| 200 Public Square | location | Cleveland | location | United States |
|-------------------|----------|-----------|----------|---------------|
| floorCount        | 45       | location  | LOCATION | COUNTRY       |

| 200 Public Square | location | FLOORCOUNT | Cleveland | country | United States |
|-------------------|----------|------------|-----------|---------|---------------|
| floor count       | 45       | FLOORCOUNT | LOCATION  | COUNTRY |               |

Table 2: Example of an input tripleset paired with reference text in the output (top) and corresponding delexicalised version (bottom).

### 4 Methodology

#### Knowledge Graph Embeddings
To leverage KGEs, we train the embeddings on around 4.2 million entities and 661 relations represented in the entire DBpedia repository, where each subject \(s\), or object \(o\), of an RDF-triple can be associated as a point in a continuous vector space. The relation or the predicate \(p\) between the subject and the object entities can be modelled as displacement vector \((s + p = o)\) while still preserving the inherent structure of the KG. In this work, we use fastText (Joulin et al., 2017b), which is based on a bag-of-words representation and considers the subject \(s\) and the object \(o\) entities along with the predicate \(p\) as a unique discrete token. Thus, fastText models co-occurrences of these entities and relations and learns a word representation using a hierarchical softmax. This allows us to create semantically-enriched KGEs which are 500-dimensional vectors that are used to initialise the encoder and decoder embedding layers in our end-to-end system. As a comparison to the usage of KGEs, we engage 300-dimensional GloVe embeddings as pre-trained textual embeddings. For each model, we compare the results with and without a delexicalisation step.

#### Delexicalisation
Before training a model, we perform a delexicalisation step where we modify the RDF-triple in the input similar to Gardent et al. (2017). The subject of the RDF-triple is replaced

\(^1\)https://gitlab.com/shimorina/webnlg-dataset, v2.1
by the DBpedia category and the object is replaced by the predicate using a pre-defined delexicalisation dictionary\(^2\). We also split the predicate in each triple on the camelCase using a regular expression. We perform this delexicalisation step on the reference text too based on the corresponding entities in the input, as shown in Table 2.

5 Experimental Setup

We follow the WebNLG baseline system (Gardent et al., 2017) as one of the baseline architectures for our experiments, which is a vanilla sequence-to-sequence LSTM model with attention where the RDF triples in the input are linearised as a sequence and the output text is tokenised before training. We use another baseline based on the transformer architecture similar to the end-to-end architecture setup by Castro Ferreira et al. (2019).

The models are trained using the OpenNMT library (Klein et al., 2017). We use the default parameters for the baseline model: two hidden layers with 500 LSTM units per hidden layer and word embeddings of 500 dimensions. Dropout is applied with value 0.3 and the LSTM models are trained with stochastic gradient descent, starting with a learning rate of 1.0 and learning rate decay enabled. For the transformer model, the encoder-decoder setup contains 6 layers with 512 hidden units. The word embeddings are 512-dimensional and the feed-forward sublayers are 2048-dimensional. Each multi-head attention sublayer consists of 8 attention heads. Dropout is applied with value 0.1 and the model is trained using Adam optimizer (Kingma and Ba, 2015).

The overlap between the model vocabulary and GloVe embeddings is 44.36% while for KG embeddings it is 45.66%. For the delexicalised corpus, the overlap increases to 46.70% for GloVe and 47.40% for KG embeddings respectively. Since the size of the vocabulary of the training corpus is limited to a few thousand words (around 5,000 unique words), we enable the options for dynamic dictionary and shared vocabulary to allow the model to share tokens on between the source and the target side. All models are trained for 100,000 steps and for evaluation on the test set we take the checkpoint with the best BLEU score on the validation set.

6 Results and Discussion

In this section, we report the results of our experiments in terms of two commonly used evaluation metrics, BLEU (Papineni et al., 2002) and METEOR (Denkowski and Lavie, 2014). We also report scores in terms of precision and recall of the input entities covered in the output generations. For statistical significance, we use MultEval (Clark et al., 2011) to perform bootstrap resampling and report the results on three test sets consisting of instances from seen, unseen and all categories in Table 3.

For the test set consisting of seen categories, using KG embeddings shows consistent improvement over the baseline models for both LSTM and transformer architectures. This improvement is observed in both cases whether the delexicalisation step is performed or not. For the models trained on the delex-

---

\(^2\)https://gitlab.com/webnlg/webnlg-baseline/
Acta Mathematica Hungarica (abbreviated as “Acta Math. Hungar.”) covers the academic discipline of Mathematics. It has the ISSN number of “0236-5294” and LCCN number 83646315.

| Model          | Generation                                                                 | BLEU  | METEOR  |
|----------------|-----------------------------------------------------------------------------|-------|---------|
| LSTM           | Acta Mathematica Hungarica (Acta Math. Hungar.) which has a discipline of math has the LCCN number 83646315 and ISSN number 1588-2632. | 27.67 | 32.24   |
| LSTM + GloVe   | Acta Mathematica Hungarica is abbreviated to Acta Math. Hungar. It has the LCCN number 83646315 and the ISSN number 0236-5294 and LCCN number 83646315. | 58.98 | 40.65   |
| LSTM + KGEs    | Acta Mathematica Hungarica has the abbreviation of “Acta Math. Hungar.” and comes under the academic discipline of Math. It has the LCCN number 83646315 and the ISSN number 0236-5294. | 53.31 | 44.96   |
| Transformer    | Acta Mathematica Hungarica, or Acta Math. Hungar., has a LCCN number of 83646315 and a ISSN number of 0236-5294. | 34.75 | 39.75   |
| Transformer + GloVe | Acta Mathematica Hungarica, or Acta Math. Hungar., has a LCCN number of 83646315 and a ISSN number of 0236-5294. | 34.75 | 39.75   |
| Transformer + KGEs | Acta Mathematica Hungarica is abbreviated to Acta Math. Hungar., It has the LCCN number 83646315 and the ISSN number 0236-5294. | 55.26 | 42.47   |

Table 4: Qualitative example highlighting differences in the generations produced the different models. Mistakes are highlighted in bold face, while fragments with underline correspond to the abbreviation predicate in the second triple and fragments in italics refer to the academicDiscipline predicate in the third input triple.

In this work we showed that using KGEs to initialise the encoder and decoder embeddings in neural data-to-text generation consistently achieves better performance by up to 2 or 3 BLEU points over the baseline models for the seen categories on the WebNLG corpus. For future work, we plan to...
leverage KGEs with delexicalised DBpedia entries, specifically to target the unseen data.
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