Abstract—Federated Edge Learning (FEEL) involves the collaborative training of machine learning models among edge devices, with the orchestration of a server in a wireless edge network. Due to frequent model updates, FEEL needs to be adapted to the limited communication bandwidth, scarce energy of edge devices, and the statistical heterogeneity of edge devices’ data distributions. Therefore, a careful scheduling of a subset of devices for training and uploading models is necessary. In contrast to previous work in FEEL where the data aspects are under-explored, we consider data properties at the heart of the proposed scheduling algorithm. To this end, we propose a new scheduling scheme for non-independent and-identically-distributed (non-IID) and unbalanced datasets in FEEL. As the data is the key component of the learning, we propose a new set of considerations for data characteristics in wireless scheduling algorithms in FEEL. In fact, the data collected by the devices depends on the local environment and usage pattern. Thus, the datasets vary in size and distributions among the devices. In the proposed algorithm, we consider both data and resource perspectives. In addition to minimizing the completion time of FEEL as well as the transmission energy of the participating devices, the algorithm prioritizes devices with rich and diverse datasets. We first define a general framework for the data-aware scheduling and the main axes and requirements for diversity evaluation. Then, we discuss diversity aspects and some exploitable techniques and metrics. Next, we formulate the problem and present our data-aware scheduling (DAS) algorithm for FEEL. Evaluations in different scenarios show that DAS algorithm can help achieve high accuracy in few rounds with a reduced cost.
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I. INTRODUCTION

Machine learning (ML) models require large and rich sets of data for training. Nonetheless, the collection of large volumes of data generated by connected devices over wireless networks raises concerns related to data privacy and network congestion [1, 2]. Federated edge learning (FEEL) [3, 4] was proposed to tackle these concerns, by implementing distributed ML at the edge of the network. In addition to preserving privacy by keeping the data locally, FEEL benefits from rapid access to the data generated by end devices and leveraging their computational resources. In FEEL, the model training is performed on edge devices with the orchestration of a multi-access edge computing (MEC) server. Each device trains the model using its local data, and only the resultant model parameters or stochastic gradients are sent to the MEC server for aggregation.

The scarce resources, especially the communication bandwidth, limit the efficacy of FEEL operations, particularly for the transmission of large size models. Consequently, most of the existing works in FEEL focus on designing scheduling algorithms with optimal resource usage. Several proposed works aim, for instance, to minimize the completion time of FEEL [5], local computation energy [6], or transmission energy of participating devices [7]. As a result, the number of scheduled devices is often restricted as a means to meet latency and energy constraints. This restriction often slows down the convergence of training [8, 7]. Therefore, scheduling algorithms aim to maximize the number of collected updates in each round, but this scheduling goal can be biased towards powerful devices with smaller datasets. Thus, the collected updates might not be representative, as they are not trained on richer data. To avoid this issue, scheduling algorithms should also aim to diversify the participating devices through the use of fairness measures [9, 10]. But, the amount of connected devices grows faster than the network capacities, which will make scaling these algorithms harder in practice. Moreover, Internet of things data is highly redundant and inherently unbalanced, given that the data collected by the devices depend on the local environment and the device’s usage pattern. Therefore, the size and the statistical properties of local datasets distributions vary among devices [11]. Thus, a careful selection of participating devices imposes the consideration of their data properties, which motivates this work.

The main idea we advocate in this paper finds its roots in active learning [12, 13], where models are trained using fewer data points provided that the chosen samples are required to be diverse and informative. While in active learning, the selection concerns single unlabelled data points, the selection in FEEL concerns complete datasets with already labelled data points, and therefore requires a different evaluation of diversity. Additionally, the incorporation of the diversity measures in FEEL requires different considerations in regards of privacy and the properties of the FEEL setting [14]. In this paper, we consider diversity as the baseline criterion for choosing participating devices in FEEL. The diversity evaluation is applied on datasets, where the priority is given to devices with potentially more informative datasets to speed up the training process. To this end, we propose a method for incorporating datasets’ diversity properties in FEEL scheduling, by identifying a set of dataset diversity measures, and designing a data-aware scheduling (DAS) algorithm.

The contributions of this paper can be summarized as
follows:
1) we design a suitable diversity indicator, which serves as a priority criterion for the selection of devices;
2) we formulate a joint device selection and bandwidth allocation problem taking into account data diversity;
3) we prove that the formulated problem is NP-hard and we propose a data-aware scheduling algorithm based on an iterative decomposition technique to solve it; and
4) we evaluate the proposed diversity indicator and the DAS algorithm through extensive simulations.

The remainder of this paper is organized as follows. In Section II, we present the background for FEEL and related work. In Section III, we present the design of the proposed diversity measure, starting with the used uncertainty measures and their integration in FEEL. In Section IV, we integrate the proposed measure in the design of the joint selection and bandwidth allocation algorithm. Simulation results are presented in Section V. At last, conclusions and final remarks are presented in Section VI.

II. BACKGROUND AND RELATED WORK

In this section, we start by briefly introducing the main concepts of FEEL. Then, we describe the existing challenges in deploying FL in wireless edge networks. Next, we discuss the related work, illustrate the existing research gaps and motivate the need for a new scheduling scheme for FEEL.

A. Federated Edge Learning

In contrast to centralized training, FL keeps the training data at each device and learns a shared global model through the federation of distributed connected devices. Keeping data locally yields many benefits, reduced bandwidth use, and rapid access to data. Applying FL to wireless edge networks forms the so-called concept of federated edge learning or simply FEEL. FEEL involves a multi-access edge computing (MEC) server that performs aggregation and edge devices that perform collaborative learning. The MEC server that is equipped with a parameter server (PS) can be a next generation nodeB (gNB), or simply a base station (BS), in a wireless edge cellular network in which there are $N$ edge devices that collaboratively train a shared model.

Each device $k$ has a local dataset $D_k$ with a data size of $|D_k|$. The goal is to find the optimal global model parameters $w \in \mathbb{R}^l$ that minimizes the average prediction loss $f(w)$:

$$
\min_{w \in \mathbb{R}^l} f(w) = \frac{1}{D} \sum_{k=1}^{N} f_k(w),
$$

where $w$ is the model parameter vector to be optimized with dimension $l$, $f_k(w)$ is the loss value function computed by device $k$ based on its local training data, and $D$ is the total number of data points across all devices (i.e., $D = \sum_{k=1}^{N} |D_k|$).

Several models’ loss functions can be trained using FEEL, such as linear and logistic regression, support vector machines, and artificial neural networks.

Ideally, all the devices independently train their local models using their local training data. Then, each one uploads its gradient updates to the server for aggregation. The server aggregates the received local updates, typically by averaging, to obtain a global model. Afterwards, the server sends the global model to the edge devices, and a new iteration begins where each device computes the gradient updates and uploads it to the server. Nonetheless, the constrained edge resources and limited communication bandwidth in wireless (edge) networks result in significant delays for FEEL. The federated averaging (FedAvg) [3] algorithm was therefore proposed to perform FEEL in a communication-efficient way. FedAvg is perhaps the most adopted communication-efficient FEEL algorithm. The main idea behind FedAvg is to select a small subset of devices and to run local epochs, in parallel, using stochastic gradient descent (SGD) on the local datasets of the selected devices. Next, all devices’ resulting model updates are averaged to obtain the global model. In contrast to the naive application of SGD, which requires sending updates very often, FedAvg performs more local computation and less frequent communication updates. Since FedAvg assumes synchronous updates collection, this may result in large communication delays. In fact, the computation, storage, and communication capabilities among participating devices might be very different. Further, devices are frequently offline or unavailable either due to low battery levels, or because their resources are fully or partially used by other applications. Thus, due to the synchronous nature of FedAvg, straggler devices, i.e., devices with low performances, will cause large delays to the whole learning process.

Despite the promising theoretical results attained using FedAvg, deploying it or other FEEL algorithms in wireless edge networks is still not clear and challenging due to the fast changing nature of the network, limited resources and statistical heterogeneity. Statistical heterogeneity is a very important aspect in FEEL. In fact, most use cases of FEEL suppose that the system does not have control over participating devices and their training data. Furthermore, data distributions in user equipment depend heavily on the users’ behaviour. As a result, any particular user’s local dataset will not be representative of the population distribution. Additionally, the datasets are massively distributed, statistically heterogeneous, i.e., non-independent and identically distributed (non-IID) and unbalanced, and highly redundant. Moreover, the raw generated data is often privacy-sensitive as it can reveal personal and confidential information.

The wireless edge environment is composed of heterogeneous and limited capabilities of the devices [17], as well as of heterogeneous data distributions. As a result, many new considerations related to communication resources and edge devices’ data should be reflected in the design and deployment of FEEL algorithms. This motivates several works in FEEL to adapt to the communication-restrained edge environment.

B. Related Work

Several prior works investigated the communication-constrained FEEL systems from different perspectives. In addition to several compression [18] and partial participation [19] techniques, several mechanisms were proposed to adapt
the federated training to the constrained resources. For instance, authors in [20] propose an accommodation mechanism where the numbers of global and local iterations are changed depending on the available communication and computation resources. Another suggested approach relays on collecting the updates in an asynchronous manner [21], which allows a smooth adaptation to heterogeneous resources and a flexible updates collection. However, due to stale updates’ effect on learning, synchronous updates collection remains the preferred method. As a result, a common approach is to selectively schedule a subset of devices to send their updates in each communication round. For example, authors in [5] proposed a client selection algorithm to reduce the latency of the model training, where only the end devices with good communication and computation capabilities are chosen, thus avoiding the straggler’s problem. Nevertheless, this method is biased toward powerful devices with better channel states, which discards devices with potentially more informative or important updates, and might lead to models that cannot generalize to a wide range of devices. To diversify the sources of updates, several works adopted scheduling algorithms that aim to maximize the number of participating devices. For instance, authors in [7] proposed an energy-efficient joint bandwidth allocation and scheduling algorithm, which ensures the training speed by collecting the maximum amount of updates possible. Nonetheless, this method does not guarantee the diversity of updates sources. Consequently, fairness measures [3, 10] were adopted in scheduling policies to ensure gradient diversity. For instance, an age-based scheduling (ABS) algorithm was proposed in [9], where higher priority is given to devices that were not selected in several previous rounds. However, relying on strict fairness-based policy may yield a low number of collected updates within a round.

Another approach for selective scheduling relies on evaluating the resulting model in an attempt to reduce the number of collected updates by removing the irrelevant ones [22]. This is achieved through measuring the significance of a local update relative to the current global model, and whether this update aligns with the collaborative convergence trend. Nonetheless, this approach may not be energy efficient, as it is applied post-training. Computing updates is an energy consuming operation, as a result, disregarded updates are synonymous with wasted energy.

Despite the variety of research progresses, the resource-efficient FEEL scheduling algorithm design with highly heterogeneous dataset distributions remains a topic that is not well addressed. This motivates our work, in which we investigate a possible direction to evaluate the potential significance of the updates through local dataset characteristics, namely size and diversity.

III. DIVERSITY IN FEDERATED LEARNING

Our idea comes from the fact that many prior works in ML have imposed the diversity on the construction of training batches to improve the efficiency of the learning process [23]. Furthermore, active learning [13, 12] is premised on the idea that models can be trained with fewer data points, provided that the selected samples are diverse and more informative. In active learning, the diversity is used as a criterion for choosing informative data points for efficient ML training. However, to the best of our knowledge, this premise has never been used in FEEL prior to this work. Thus, we investigate the possibility of exploiting the different dataset properties to carefully select devices with potentially more informative datasets with less redundancy, by measuring their size and diversity. Therefore, we propose data-aware scheduling (DAS) algorithm for FEEL where these aspects are the heart of the devices selection.

The first question to be asked is what would be a good diversity measure for FEEL? Various measures of diversity are used in active learning to choose the samples that should be labeled. For instance, in an image classification problem, images that are hard to classify with high certainty are considered more informative and are selected to be labelled, and the chosen samples are selected from different classes in order to form a diverse dataset [24]. In FEEL, the device selection does not concern independent samples, and the dataset construction is not possible due to on-device processing. As a result, the diversity must be evaluated at the level of the entire dataset. Moreover, in the premise of FEEL, the labels are already known which gives the possibility to use more informed measures. For instance, we can use Shannon entropy [25] or Gini-Simpson index [26] for classification problems, to see whether a dataset has diverse examples from several classes. If a classification dataset has samples from one class only, it should be discarded during training. Additionally, sequence prediction models are sensitive to data-quality, especially missing data and null values [27, 28, 29]. Consequently, the diversity (i.e., variations of the sequence data) should be evaluated using methods such as approximate entropy (ApEn) and sample entropy (SampEn) [30].

The Gini–simpson index is a modification of the Simpson index. The Simpson index measures the probability that two samples taken at random from the dataset of interest are from the same class, it is calculated as follows:

$$\lambda = \sum_{c=1}^{C} p_c^2,$$

where $C$ is the total number of classes, and $p_c$ is the probability of the class $c$. The original Simpson index $\lambda$ represents the probability that two samples taken at random from the dataset are of the same type (i.e., are within the same class). The Gini–Simpson index is its transformation $1 - \lambda$, which represents the probability that the two samples belong to different classes. The Gini-Simpson index is used in different applications such as financial markets [31] and analyzing ECG signal [32].

The Shannon entropy also quantifies the uncertainty of a prediction, and was used in several applications such as text prediction and image classification [33]. In the context of FEEL, it can be used as follows:

$$H = -\sum_{c=1}^{C} p_c \log_2(p_c),$$
where \( C \) is the total number of classes, and \( p_c \) is the probability of the class \( c \). Shannon Entropy is not defined for the extreme case of 0 samples in a class, which can be problematic in some highly unbalanced classification problems.

In sequence data, statistical measures such as the mean and the variance are not enough to illustrate the regularity, as they are influenced by system noise. ApEn was proposed to quantify the amount of regularity and the unpredictability of time-series data. It is based on the comparison between values of data in successive vectors, by quantifying how many successive data points vary more than a defined threshold. A random time series with fewer data points can have a lower ApEn than a more regular time series, whereas, a longer random time series will have a higher ApEn. SampEn was proposed as a modification of ApEn. It can be used for assessing the complexity of time-series data, with the advantage of being independent from the length of the vectors. Both these measures can help eliminate outliers, however, it should be noted that measuring ApEn and SampEn is a computationally heavy task, therefore it should be evaluated on a small sample rather than the entire dataset.

To sum up, several diversity measures can be applied on datasets for different applications. Dataset diversity will allow a more informed participant selection in FEEL. Choosing devices with diversified datasets can accelerate the training and avoid overfitting, as the datasets contain more information.

IV. SYSTEM MODEL AND PROBLEM FORMULATION

Having discussed several diversity measures that can be used in various FEEL applications, let us introduce how such diversity measures can be used in the overall design of the FEEL algorithm. Hereinafter, we consider a FEEL system with multi-device and a single MEC server. The system model is illustrated in Fig. 1. In this section, we introduce the different elements of the system model, then we formulate a joint device selection and bandwidth allocation problem.

To study the suitability of the proposed selection criteria in the context of FEEL, we consider a wireless edge network composed of a MEC server and \( K \) devices collaboratively training a shared model. Each device \( k \) is characterized by a local dataset \( D_k \) with a data size \( |D_k| \).

A. Learning Model

First, the global model’s architecture and weights are initialized by the MEC server. At the beginning of each training round \( r \), the devices send their information and dataset diversity indicators to the MEC server. Based on the received information, alongside with the evaluated channel state information, the server selects a subset \( S_r \) of the devices and allocates the necessary bandwidth to each scheduled device in order to receive the global model \( g \). The scheduling of the devices, presented in Algorithm 2, is based on the trade-off between the datasets diversity and the required time and energy, under the constraint of a minimum number of
devices that should be scheduled in each round. In fact, given
synchronous aggregation, the MEC server requires a minimum
number $K$ of updates to be collected to consider a round
complete. Then, each device $k$ in the chosen subset $S_r$ uses
$|D_k|$ examples from its local dataset. SGD is then used by
each device $k$ to compute its local update for some period of
$E$ local epochs. The updated models $w_k$ are sent to the
MEC server for aggregation. Ideally, all devices transmit their
trained local models to the MEC server simultaneously. The
FEEL process is repeated over $r_{\text{max}}$ communication rounds
and we use $D_r = \sum_{k \in S_r} |D_k|$ to denote the total size of the
datasets of all selected devices.

In order to aggregate the client updates, the MEC server
uses the weighted average technique of the FedAvg algorithm
proposed in [3]. The MEC server aggregates the updates and
sends the resulting parameters to a new subset of selected
devices. This process is repeated until the desired prediction
accuracy is reached or a maximum number of rounds is
attained. In the considered architecture, the considered FEEL
procedure is detailed in Algorithm 1.

Algorithm 1 FEEL Procedure

1: while $r < r_{\text{max}}$ or accuracy < desired accuracy do
2: \hspace{1em} if $r = 0$ then
3: \hspace{2em} initialize the model’s parameters at the MEC server
4: \hspace{1em} end if
5: \hspace{1em} Receive devices information (transmit power, available
data size, dataset diversity index)
6: \hspace{1em} Schedule a subset $S_r$ of devices with at least $N$ devices
7: \hspace{2em} using Algorithm 2
8: \hspace{2em} for device $k \in S_r$ do
9: \hspace{3em} $k$ receives model $g$
10: \hspace{3em} $k$ trains on local data $D_k$ for $E$ epochs
11: \hspace{3em} $k$ sends updated model $w_k$ to MEC server
12: \hspace{2em} end for
13: \hspace{1em} MEC server computes new global model using
14: \hspace{2em} weighted average: $g \leftarrow \sum_{k \in S_r} D_k \frac{w_k}{D_r}$
15: \hspace{1em} start next round $r \leftarrow r + 1$

B. Dataset Diversity Index Design

Due to the unbalance and non-IID nature of the distributions,
and under high bandwidth constraints, the dataset size
and diversity need to be considered in the device selection.

Additionally, we consider a second aspect which can be
viewed at the system level which is the diversity of sources.
This goal can be achieved through maximizing the fairness in
terms of the number of updates collected from each device is
used to guarantee the diversity of the data sources.

Therefore, the goals of the devices’ selection are twofold:
1) select devices with potentially informative datasets, which
is achieved through evaluating the size and diversity of the
datasets; and 2) guarantee that the selected devices are
diversified, which will be attained by adding age-of-update to the
designed diversity index.

Since our scheduling problem can consider multiple cri-
tera, namely dataset diversity and fairness of the selection,
and each measure is calculated with a function that has an
output on different scales, the function should be designed
to output a weighted rank value bounded in $[0, y_i]$, where
$i \in \{\text{dataset diversity, dataset size, age}\}$. The value of this
function is given as follows: $v_i \times y_i$, where $y_i$ is the adjustable
weight for each metric assigned by the server and $v_i$ is the
normalized value of the metric $i$ calculated as follows:

$$v_i = \frac{\text{measured value of metric } i}{\text{maximum for metric } i}.$$  

We define the diversity index of dataset $k$ as:

$$I_k = \sum_i v_{i,k} y_{i,k}, \quad (4)$$

where $v_{i,k}$ is calculated for specific dataset $k$.

Note that this measure is in line with federated learning
principles, as it can be evaluated on-device, and it does not
reveal any privacy-sensitive information about the dataset. If
fact, by combining several measures into one weighted index,
it is hard for an eavesdropper to extract information about the
dataset’s raw elements if they intercept the index.

We formulate the first goal of the device selection problem as:

$$\max_x \sum_{k=1}^K I_k x_k, \quad (5)$$

where $x = [x_1, ..., x_K]$ and $x_k$, for $k = 1, 2, \ldots, K$, is a binary
variable that indicates whether or not device $k$ is scheduled to
send an update, and $I_k$ is the diversity index.

C. Transmission Model

As presented in Algorithm 1, the transmission aspect is also
considered during the devices scheduling. Given that the band-
width is the bottleneck of FEEL, it is essential to estimate the
required transmission time and energy during the scheduling,
as a means to avoid stragglers and device drop out due to
low energy. Henceforth, we consider orthogonal frequency-
division multiple access (OFDMA) for local model uploading
from the devices to the MEC server, with total available
bandwidth of $B$ Hz. We define $a = [a_1, ..., a_K]$, where for
each device $k$, $a_k \in [0, 1]$ is the bandwidth allocation ratio.
The channel gain between device $k$ and the BS is denoted by
$h_k$. Due to limited bandwidth of the system, the bandwidth
allocation ration should respect the constraints $\sum_{k=1}^K a_k \leq 1$.
The achievable rate of device $k$ when transmitting to the BS is
given by:

$$r_k = a_k B \log_2(1 + \frac{g_k P_k}{a_k B N_0}), \quad \forall k \in [1, K], \quad (6)$$

where $P_k$ is the transmit power of device $k$, and $N_0$ is
the power spectral density of the Gaussian noise. Based on
the synchronous aggregation assumption, the duration of a
communication round depends on the last scheduled device to
finish uploading. The round duration is therefore given by:

$$T = \max((t^{\text{train}}_k + t^{\text{up}}_k)x_k), \quad \forall k \in [1, K], \quad (7)$$

where $t^{\text{train}}_k$ and $t^{\text{up}}_k$ are, respectively, the training time and
transmission time of device $k$. The training time $t^{\text{train}}_k$ depends
on device $k$’s dataset properties as well as on the model to be trained. It can be estimated using Eq. (8)

$$t_k^{train} = E |D_k| \frac{C_k}{f_k},$$

(8)

where $C_k$(cycles/bit) is the number of CPU cycles required for computing one sample data at device $k$ and $f_k$ is its computation capacity. To send an update of size $s$ within a transmission time of $t_k^{up}$, we must have:

$$t_k^{up} = \frac{s}{r_k}.$$  

(9)

Finally, the wireless transmit energy of device $k$ is given by:

$$E_k = P_k t_k^{up}.$$  

(10)

D. Device Scheduling Problem Formulation

Considering the collaborative aspect of FEEL, and the communication bottleneck, we define the following goals for the device scheduling algorithm:

- From the perspective of devices, it is desirable to consume the least amount of energy to carry the training and uploading tasks. Given that the participating devices are responsible for the training, the aspect that can be adjusted is the upload energy. Therefore, the first goal is to minimize the consumed upload energy of the scheduled devices:

$$\min_{x, \alpha} \sum_{k=1}^{K} x_k E_k.$$  

(11)

- Due to the heterogeneous device capabilities and the largely varying data sizes, it is hard to estimate a suitable deadline for each round. To avoid stragglers’ problem, it is desirable for the MEC server to have short round duration. Thus, a part of the objective is the minimization of the communication round.

$$\min_{x, \alpha} T.$$  

(12)

- From the perspective of accelerating learning, we adopt the goal defined in Subsection IV-B in Eq. (5).

By combining these three goals, the problem is formulated as a multi-objective optimization problem as follows:

$$\min_{x, \alpha} \left\{ \sum_{k=1}^{K} x_k E_k, T - \sum_{k=1}^{K} x_k I_k \right\}$$  

(13a)

subject to

$$t_k^{train} + t_k^{up} x_k \leq T, \quad \forall k \in [1, K],$$  

(13b)

$$\sum_{k=1}^{K} \alpha_k \leq 1, \quad \forall k \in [1, K],$$  

(13c)

$$0 \leq \alpha_k \leq 1, \quad \forall k \in [1, K],$$  

(13d)

$$\sum_{k=1}^{K} x_k \geq N, \quad \forall k \in [1, K],$$  

(13e)

$$x_k \in \{0, 1\}, \quad \forall k \in [1, K].$$  

(13f)

where the constraints are defined as follows. Constraint (13b) guarantees that the scheduled devices finish training and uploading the models before the deadline. Constraints (13c) and (13d) ensure that the allocated bandwidth fractions are between 0 and 1 and that their sum does not exceed the bandwidth budget. Constraint (13e) guarantees that the number of selected devices is at least equal to the minimum required, with constraint (13f) setting $x_k$ as a binary variable.

E. NP-hardness

Problem (13) is a multi-objective problem that is non-linear. Thus, it is very challenging to solve. Even worse, we show in the following that the problem is NP-hard for a single objective case. Indeed, a restricted version of problem (13) is shown to be equivalent to a knapsack problem and thus it is NP-hard. The main difficulty of the problem comes from maximizing the weighted sum of the devices while allocating the bandwidth. In this regard, when we fix the transmit power and assume that each device is allocated a certain amount of bandwidth, then the multi-objective function in (13a) reduces to, for fixed transmit powers $p_k$ and fixed $\alpha_k$, the problem of maximizing the weighted number of devices, i.e., $\sum_k I_k x_k$ subject to a knapsack capacity given by $\sum_k \alpha_k x_k \leq 1$. Constraint (13c) can be verified for each device to filter out the devices that do not respect them since it depends only on the fixed power. Thus, the problem is equivalent to a knapsack problem and since the latter is NP-hard, so is problem (13).

V. SCHEDULING ALGORITHM

In this section, we present our data-aware FEEL scheduling algorithm to solve the multi-objective problem (13) defined in section V. Besides being NP-hard, problem (13) is a mixed integer non-linear multi-objective program that is hard to solve. The proposed FEEL scheduling algorithm to solve (13) proceeds in two main steps as follows. First, problem (13) is decomposed into two subproblems. Next, the proposed algorithm optimizes iteratively both subproblems.

The first sub-problem (Sub1) is a selection problem in which we select the devices in order to optimize a weighted linear combination of the different objectives. The selection sub-problem is formulated as follows:

$$\min_{x} \quad \lambda_E \sum_{k=1}^{K} x_k E_k + \lambda_T T - \lambda_I \sum_{k=1}^{K} x_k I_k$$  

(14a)

subject to

$$x_k \in \{0, 1\}, \quad \forall k \in [1, K],$$  

(14b)

$$\sum_{k=1}^{K} x_k \geq N, \quad \forall k \in [1, K],$$  

(14c)

where $\lambda_E$, $\lambda_T$, and $\lambda_I$ are positive scaling constants used first to scale the value of the objective function and second to combine the different conflicting objectives into a linear single one.

The second sub-problem (Sub2) is a bandwidth allocation problem in which the device selection decision is fixed through solving the previous selection sub-problem. The objective of the bandwidth allocation problem consists of linear combination, using a positive constant $\rho$, of the consumed energy and
the round’s completion time. This problem is formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad \rho \sum_{k=1}^{K} x_k E_k + (1 - \rho)T \\
\text{subject to} & \quad \sum_{k=1}^{K} \alpha_k \leq 1, \quad \forall k \in [1, K], \\
& \quad 0 \leq \alpha_k \leq 1, \quad \forall k \in [1, K]
\end{align*}
\] (15a)

To solve Sub1, we use relaxation and rounding. Specifically, we relax the integer constraint \( x_k \in \{0, 1\} \) as the real-value constraint \( 0 \leq x_k \leq 1 \), and then the integer solution is determined using rounding after solving the relaxed problem, then verifying whether the condition (14c) is satisfied. The relaxed problem can be written as:

\[
\begin{align*}
\text{minimize} & \quad \lambda E \sum_{k=1}^{K} x_k E_k + \lambda_T T - \lambda_I \sum_{k=1}^{K} x_k I_k \\
\text{subject to} & \quad 0 \leq x_k \leq 1 \quad \forall k \in [1, K]
\end{align*}
\] (16a)

The continuous value of \( x_k \) can be viewed as the selection priority of the device \( k \), therefore, if the condition (14c) is not satisfied, we set \( x_k = 1 \) for the \( N \) devices with highest priorities. To solve Sub2, we applied off-the-shelf solvers in order to obtain the optimal bandwidth allocation ratios.

The proposed FEEL algorithm is an iterative algorithm that solves each sub-problem sequentially as discussed previously and updates the solution in each iteration. The pseudo-code of the data-aware scheduling (DAS) algorithm is given in Algorithm 2. The algorithm iterates until convergence or until a maximum number of iterations is reached, whichever appears first. The convergence happens when the values of \( x \) and \( \alpha \) do not undergo a large change, e.g., when their values are almost the same as in the previous iteration, the loop is terminated. The number of iterations is set to \( \text{iterations}_{\text{max}} \) and is used to guarantee the algorithm termination.

Algorithm 2 DAS algorithm for FEEL

1: initialize \( x_k = 1 \forall k \in [1, K] \)
2: uniformly allocate the bandwidth
3: \( \text{iterations} \leftarrow 1 \)
4: while \( \text{iterations} < \text{iterations}_{\text{max}} \) and not convergence do
5: \quad Solve Sub1 : Return \( x \)
6: \quad Round \( x \)
7: \quad if condition (14c) is satisfied then
8: \quad \quad continue
9: \quad \quad select \( K \) devices with the highest priorities
10: \quad end if
11: \quad Solve Sub2 : Return \( \alpha \)
12: \quad \( \text{iterations} \leftarrow \text{iterations} + 1 \)
13: end while

VI. SIMULATION AND RESULTS

In this section, we present the performance evaluation of the DAS algorithm. The experiments we conducted consist of

1) an evaluation for the proposed diversity index; and 2) an evaluation of the performance of the proposed DAS algorithm.

We first present in Section VI-A the simulation environment and parameters including the wireless edge environment and the datasets and trained models. Next, we evaluate our proposed diversity index in Section VI-B. We compare the diversity index’ impact in the selection of participant devices in comparison to random selection. Then, we evaluate DAS algorithm under different settings by comparing it to other scheduling approaches in Sections VI-C and VI-D. As communication is the bottleneck of FEEL, sending large models over wireless networks limits the number of participants. Thus, we mainly evaluate the performance of DAS algorithm by varying the model size in Section VI-C. Furthermore, since trading communication rounds with more local computation is one of the key enablers of FEEL, we also study the effect of varying the number of local epochs in Section VI-D.

In the experiments, in order to evaluate the possible gain from using our proposed algorithm, we compare DAS to two scheduling strategies: 1) a baseline scheduling where all the devices participate in the training with optimized time and energy following problem Sub2. We compare to this baseline scheduling in order to evaluate the scalability of the algorithm in terms of the consumed energy and time. 2) an age-of-update based scheduling (ABS) algorithm {10, 9}. Specifically, we used the age-based priority function proposed in {10} with \( \alpha = 1 \), \( f(k) = \log(1 + T(k)) \) with \( T(k) \) the number of rounds since last selection of device \( k \). This algorithm considers both the variety of participants. In fact, using ABS, the devices that did not participate in the past few rounds have more priority. Therefore, by comparing DAS to ABS, we are able to measure the importance of the dataset diversity in the algorithm, in contrast to ABS approach that only considers the diversity of participants.

A. Simulation Environment and Parameters

The simulations were conducted on a desktop computer with a 2.6 GHz Intel i7 processor and 16 GB of memory and NVIDIA GeForce RTX 2070 Super graphic card. We used Pytorch [36] for the machine learning library, and Scipy Optimize [37] for the optimization modeling and solver. In the numerical results, each presented value is the average of 50 independent runs.

1) Wireless Edge Environment:

We consider a cellular network modelled as a square of side 500 meters and composed of one BS located in the center of the square. The \( K \) edge devices are randomly deployed inside the square following uniform distribution. Unless specified otherwise, the simulation parameters are as follows. We consider \( K = 100 \) edge devices, and \( N = 1 \) the minimum number of devices to be scheduled. The OFDMA bandwidth is \( B = 1 \) MHz. The channel gains \( g_k \) between edge device \( k \) and the BS includes large-scale pathloss and small-scale fading following Rayleigh distribution, i.e., \( |g_k|^2 = d_k^{-\eta} |h_k|^2 \) where \( h_k \) is a Rayleigh random variable and \( \alpha \) is the pathloss exponent and \( d_k \) is the distance between edge device \( k \) and the BS. We set
the parameters of problem \text{Sub1} as \( \lambda_E = \lambda_T = \frac{1}{2}, \lambda_I = \frac{1}{2} \) and the parameters of \text{Sub2} as \( \rho = \frac{1}{2} \). The remainder of the used parameters are summarized in Table I.

| Devices | CPU frequency | Cycle/bit | Transmit Power | Model Size | Bandwidth | Number of shards per device |
|---------|---------------|-----------|----------------|------------|-----------|-----------------------------|
|         | [1.3 Gzh]     | [10,30]   | [1.5]          | 100 kbits  | [MHz]     | [1,30]                      |

2) Dataset and Trained Models:

**Dataset:** We used benchmark image classification dataset MNIST [38], which we distribute randomly among the simulated devices. The data distribution we adopted is as follows: We first sort the data by digit label, then we form 1200 shards composed of 50 images each. Each shard is composed of images from one class, i.e. images of the same digit. In the beginning of every simulation run, we randomly allocate a minimum of 1 shard and a maximum of 30 shards to each of the 100 devices considered in this simulation. This method of allocation allows us to create an unbalanced and non-IID distribution of the dataset. We keep 10% of the distributed data for test, and use the remaining for training.

**Models:** convolutional neural networks (CNNs) and multi-layer perceptrons (MLPs) are widely used in classification problems. More specifically, MLPs are used for classification problems in general, while CNNs are especially powerful for image classification as they allow scale independence. We used these two different models in order to show the effect of the proposed algorithm in different models’ convergence. The CNN model is given with two 5x5 convolution layers (the first with 10 channels, the second with 20, each followed with 2x2 max pooling), two fully connected layers with 50 units and ReLu activation, and a final softmax output layer. We also train a simpler MLP model with two fully connected layers. Since our goal through using these models is to evaluate our scheduling algorithm and not to achieve state-of-the-art accuracy on MNIST, therefore they are sufficient for our goal. Furthermore, the selected models are fairly small, thus they can be realistically trained on resource-constrained and legacy devices, using reasonable amounts of energy in short time windows.

We first evaluate the diversity index through several experiments. Then we evaluate DAS over wireless networks by varying the model size and the number of local epochs.

**B. Diversity Index Evaluation**

To test the proposed index, we train both models (i.e., CNN and MLP), using the FedAvg algorithm [3] over a total of 15 rounds. Since MNIST is essentially an image classification task, and we have generated highly unbalanced datasets where several devices only have a subset of the target classes, we used Gini-Simpson index to evaluate the datasets diversity. We set the weights of the index equally to \( \frac{1}{3} \). We compare DAS performance to random selection-based scheduling.

To clearly illustrate the efficiency of the diversity index in devices’ selection, we stress-test the selection by limiting the number of selected devices. Furthermore, the trade-off between local update and global aggregation imposes the evaluation of the performance when varying the number of local iterations.

As a first experiment, we limited the number of selected devices to 3, 5 and 7. Fig. 2 shows the obtained accuracy throughout training rounds. The average accuracy obtained using DAS is significantly higher across different simulations. Thus, it is clear that using the diversity index as a criteria for scheduling devices allows to accelerate the learning significantly, especially when the number of devices that can be scheduled is low.

In a second experiment, in Fig. 3, we fix the number of selected devices to 7, and we vary the number of local epochs \( E \in \{1, 2, 3\} \) while choosing a random scheduling algorithm or DAS algorithm. Fig. 3 illustrates the obtained results for the CNN and the MLP models. Adding more local
computations allows significant gains in communication and in accuracy, especially for the MLP model. We notice that the data-aware device selection still surpasses random selection in these simulations when adding more local computation. All in all, these results validate our hypothesis involving the importance of dataset diversity.

C. Effect of Model Size

Fig. 4 and Fig 5 show that using DAS algorithm, the number of required communication rounds to reach the desired accuracy is always lower than (or at least equal to) the one needed using ABS. For both models, the size can affect the convergence speed of the learning. It should be noted that ABS tends to select more devices in early communication rounds, which can yield higher accuracy than DAS similarly to what is shown in Fig 4a. Nonetheless, ABS gives higher priority to devices that did not participate, which leads to a decrease in the number of devices that can be selected, and thus a slower convergence over the following rounds.

Indeed, the baseline scenario requires less rounds to reach high accuracy levels, nonetheless, it is hard to scale for large number of devices in rapidly changing environments. In fact, while Fig. 4a and Fig 5a show that the ABS and DAS are comparable in terms of energy and completion time, the consumed energy and time only represent a fraction of those of the baseline scenario requirements. This is mainly due to
scheduling only a fraction of the devices, which for both algorithms did not exceed 20%.

Considering a goal accuracy of 77% for the MLP model and 92% for the CNN, the values in Fig 6 and Fig 7 represent gains in energy compared to the baseline as follows: On total, the consumed energy per device for the ABS represents a gain of 68.85% on average for training the MLP model and 76.56% for the CNN model. Even higher gains are achieved for DAS, where a gain of 78.86% is reached when training the MLP model and 84.96% CNN. In terms of completion time, the required time across different experiments for DAS is significantly less than the required time for ABS. These results are consistent with the number of required rounds for training presented in Fig. 4 and Fig. 5. Additionally, the ABS algorithm selects more devices in the first few rounds, and much less devices in the later rounds, thus leading to longer rounds in the beginning of the training, and shorter rounds later.

These results show that the careful selection of participating devices jointly with the optimized bandwidth allocation, make DAS scalable in terms of time and energy when training large models.

**D. Local Computation**

In this section, we study the effect of increasing the computation per device. We fix $s = 100$ kbits, and add more local computation per client on each round.

By increasing the number of local epochs $E$, we take full advantage of available parallelism on the client hardware, which leads to higher accuracy on the test set with less communication rounds. However, in previous work [11, 3], long local computation may lead to the divergence training...
loss. Furthermore, due to the changing environment due to the mobility of the devices, it is hard to plan ahead the communication rounds for large \( E \). Therefore, we limit the experiments to \((1, 2, 3)\) local epochs.

Fig. 8 and Fig. 9 show that adding more local epochs per round can produce a dramatic decrease in communication costs. We see that increasing the number of local epochs \( E \) can benefit largely from DAS, as it achieves a closer behaviour to the baseline, especially for the less powerful MLP model.

Fig. 10 and Fig. 11 show how trading frequent communication with more local computation has several benefits, as it reduces the required transmission energy, as well as the FEE completion time. Similarly to the previous experiments, we considered a goal accuracy of 77% for the MLP model and 92% for the CNN, the gains in energy compared to the baseline are as follows: On total, the consumed energy per device for the ABS represents gains of 83.5% and 95.97% for the MLP when training for 2 epochs and 3 epochs respectively 88.19%, 96.95% on average for training the CNN model. Even higher gains are achieved for DAS, where a gain of 86.65% and 96.54% is reached when training the MLP model and 90% and 96.54% for the CNN model. These results are consistent with the fraction of selected devices which does not exceed 20% on average.

We noticed that when increasing the number of local epochs, the required completion time using DAS becomes slightly higher than the required completion time for ABS. This is mainly due to prioritizing devices that have larger datasets, which leads to longer training duration. Nevertheless, the difference can be seen as marginal when considering the gain in energy.
Fig. 9: The impact of the number of local epochs on the required number of rounds to achieve the desired accuracy using the MLP model.

**VII. CONCLUSION**

In this paper, we have investigated the problem of devices scheduling in federated edge learning by formulating the following question: Can the use of a suitable diversity index help achieve a better accuracy in fewer rounds? To answer this question, we consider data properties as the key motor of the selection of devices, as we designed a diversity index which can be adapted to a wide variety of use-cases. Additionally, we integrated the diversity index in a novel scheduling strategy in wireless networks, where the completion time and energy efficiency of the transmission are also of high importance. To this end, we derived the time and energy consumption models for FEEL based on devices and channels properties. With these models, we have formulated a joint selection and bandwidth allocation problem, aiming to minimize a multi-objective function of the completion time and the total transmission energy, while balancing with a goal to maximizing the diversity of the selected devices. We have proposed to solve this problem through an iterative algorithm that starts with the selection of the devices and then allocates the bandwidth. Through extensive evaluations, we proved the importance of the data properties in FEEL and the efficacy of the diversity index. Furthermore, we showed that our proposed scheduling algorithm can effectively reduce the number of required rounds to achieve high accuracy levels especially for large models, which results also in savings in time and energy.
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