MARKET BASKET ANALYSIS ON TRANSACTION DATA USING THE APRIORI ALGORITHM

Sri Karnila¹, Akbar Rizkyandi², Nurjoko³, Rio Kurniawan⁴

¹,²,³Program Studi Sistem Informasi, Institut Informatika dan Bisnis Darmajaya
⁴Program Studi Teknik Informatika, Institut Informatika dan Bisnis Darmajaya

¹,²,³,⁴JL. ZA Pagar Alam no 93, Gedong Meneng, Bandar Lampung, Indonesia
Email: srikarnila_dj@darmajaya.ac.id¹, akbar.2.rizkyandi@gmail.com², nurjoko@darmajaya.ac.id³, riokurniawan@darmajaya.ac.id⁴

Abstract
This research aims to get information about the relationship between sales patterns carried out by CV. Dian Abadi Jaya workshop by using APRIORI algorithms through transaction data sets carried out by customers. The subject of research is a record of shopping cart transactions made by customers, namely vehicle parts sales transactions and vehicle repair service transactions. The data collection techniques used are interviews and documentation. The criteria used in this research are a minimum of frequent itemset of 20 transactions with support criteria of 1.7%, confidence value of 40% and lift ratio value above 1. The results of the research have produced 9 sales pattern relationships with the highest confidence of 100%. The results that have been obtained are expected to help the CV. Dian Abadi Jaya workshop in making a decision for the next sale.
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1. INTRODUCTION
The development of information technology is currently happening so rapidly that it affects all aspects of life. Technological developments also affect data growth, which allows data to continue to grow every day. There is a large amount of data that is around us but is not useful for human purposes if the data is not processed and analyzed into patterns, models, or knowledge[1]. These problems can be overcome by applying data mining methods, namely the process of discovering new patterns from very large datasets, which includes slice methods from artificial intelligence, machine learning, statistics, and databases[2][3]. One improvement that has been made in data mining is how to browse existing data to build a model, then use the model to recognize other data patterns that are not in the stored database[4]. Data mining can be qualified as a science and technology because it is able to provide something new to solve the problems at hand [5][6].

CV workshop. Dian Abadi Jaya is a company engaged in the repair and sale of spare parts for four-wheeled vehicles, which is located on Jalan Kimaja No. 70 Way Halim, Bandar Lampung. The services offered include tune ups, oil changes, and light services like AC repairs. As a company that has quite a lot of customers every day, the volume of transaction data generated will also increase[2][3]. Based on the results of interviews with the salesperson, CV Dian Abadi Jaya can serve 5 to 8 vehicles every day. The transaction data [7] is processed according to the company's needs, such as expense reporting, income reporting, as well as the number of transactions in each particular month[8][9]. Often, the arrangement of goods that is used in the storage warehouse causes the mechanic to find it difficult to find the needed goods because the location of the goods is not in accordance with the habits of transactions made by the customer. In addition, some inappropriate placement of goods in
the warehouse causes the goods to take a long time to sell[8][7].

Therefore, in this study, a shopping basket analysis or market basket analysis will be carried out, that is a method of analyzing consumer behavior which is generally used as an initial step in seeking knowledge from data transactions when we do not know the specific pattern being sought[6][10]. The analysis is carried out to find models of patterns or relationships in the purchase of purchasing goods that are often purchased against other goods simultaneously by using association rules with a priori algorithms[9][11]. It is hoped that it can help the company to compile the layout of goods to make it easier for employees to find spare parts in the storage warehouse and avoid selling old goods. In addition, it is hoped that it can help the company to provide information about the stock of goods that should be provided based on the habits of transactions made by customers[12][8].

II. LITERATURE

2.1 Data
Data is a compound term which means a fact or part of a fact that contains meaning associated with reality, symbols, pictures, numbers, letters, or symbols that indicate an idea, object, condition, or situation[13][14].

2.2. Variable
A variable is defined as a characteristic that can assume more than one set of values in a given numerical measure. A variable can also be a name given to an observation, measurement, or calculation from a known set of data[15][16]. Variables are often also called attributes, namely properties, properties, or characteristics of objects whose values can vary from one object to another, one time to another.

2.3. Information
Information is data that has been processed or interpreted for use in the decision-making process. Information processing systems process data into information, or rather, data processing from useless to useful for the recipient.[17][18]

2.4. Data Mining
Data mining is the process of analyzing hidden data patterns according to various perspectives so that they become useful information[12]. The information generated can facilitate users’ tasks, such as business decision making, weather forecasts, and other information[19].

2.5. Proses Knowledge Discovery in Database (KDD)

Figure 1. Knowledge Discovery Process in Databases (KDD)

The process of KDD is described as follows[20]:
1. Goal identification is the initial stage that must be done in understanding what domains or areas will be taken and what goals are to be achieved (targets must be clear).
2. Data Selection is carried out to see the relevance of the data originating from the database and adjusted to the knowledge of the relevant experts in order to achieve appropriate results, and the level of reliability is also good.
3. Data preprocessing this stage includes operations for data cleaning, such as handling data disturbances, as well as handling inconsistent data, data integration can combine data with different data sources, data transformation and data reduction, including feature selection and extraction[21].
4. Data mining, is an important process where the method is used to extract valid data patterns. This step includes the choice of the most suitable DM strategy, such as classification, regression, clustering, or association[22].
5. Interpretation, or evaluation, is a stage for estimating, identifying, and interpreting patterns that are truly important and represent knowledge based on a measure of the degree of importance.
6. Knowledge, is the last stage that can involve knowledge directly, then combine knowledge into other systems for further processing.

2.5. APRIORI Algorithm
The analysis of association rules aims to obtain a set of items or item sets that appear simultaneously in a collection of transactions. An itemset consists of an i-item which is called an i-itemset[13]. The percentage of transactions or combinations consisting of one item set is called the support itemset and confidence (certainty value) is the ratio of the strength of the relationship between items in the association rules[1][23]. Support and confidence are the two basic criteria in the association rules[19]. An association rule is a data mining technique to find associative rules between a combination of items with the aim of finding frequent item sets contained in a set of data[21]. A priori analysis[24] is defined as a process to find all a priori rules that meet the minimum requirements for support
and confidence. [25][11] The initial stage in the a priori algorithm is to find frequent item sets by analyzing high-frequency patterns, namely by looking for combinations that meet the minimum requirements of the support value in the databases. or datasets[12].

X → Y in DB transactions with confidence c if c% of transactions in DB contain X and also contain Y. In addition, the rule X ⇒ Y has support in DB transactions if s% of transactions in DB are X Y. With the rule having a high level of confidence and a high support value, it can be said that the rule is a strong rule. [26]

The steps for calculating the association rules can be written as follows:
1. The following equation is used to find the support value of an item.

\[
\text{Support}(X) = \frac{\text{the number of transaction contains } X}{\text{total transaction amount}}
\]  

2. The following equation is used to find the support value of the two items:

\[
\text{Support}(A=>B) = \frac{\text{the number of transaction A and B}}{\text{total transaction amount}}
\]  

3. The equation is used to find the support value of the two items.

\[
\text{Confidence} = \frac{\text{jumlah transaksi mengandung Anteceden dan Konsekuen}}{\text{jumlah transaksi mengandung Anteceden}}
\]  

(3)

The antecedent is the cause that makes the item consequent. The consequent is a result or conclusion, namely the item that will be purchased after buying the antecedent. If the association rule A = B is obtained, then A is the antecedent, and B is the consequent. So the formula for calculating the confidence above can be simplified to:

\[
\text{Confidence}(A=>B) = \frac{\text{the number of transaction A and B}}{\text{total transaction amount} A}
\]  

(4)

The next stage is testing the association rules, namely testing the lift value. The Lift Ratio is a measure to determine the strength of the association rule that has been formed from the support and confidence values in each resulting pattern. The lift ratio accuracy test is commonly used in unsupervised learning calculations [14]. Testing the accuracy of the lift ratio value is written using the following equation:

\[
\text{Lift} (X \Rightarrow Y) = \frac{\text{Support } X \text{ dan } Y}{\text{Support } X \times \text{Support } Y}
\]  

(5)

The steps of the APRIORI algorithm to find association patterns in the data are as follows.
1. Set k=1 (points to the 1st items).
2. Count all k-itemsets (item sets that have k item sets), to get candidate 1-items.
3. Calculate the support of all candidate items, then sort the item sets based on the calculation of the minimum support, to get frequent items.
4. Combine all item sets of size k to produce candidate itemset k+1 or candidate k-items.
4. Set k=k+1.
Repeat steps 2-5 until no larger itemset can be formed

III. RESEARCH METHODS
This research is carried out with several steps starting from the collection and a priori stages, which are described as follows:

3.1. Method of collecting data
a) Observation Method
Conduct a review and direct observation of the company’s CV. Dian Abadi Jaya by collecting data and information related to the problem under study.

b) Interview method
Conducting interview sessions with the authorities related to transaction data at the CV company. Dian Abadi Jaya is like the manager and cashier to obtain accurate and correct transaction data.

c) A literature Review
At this stage, the researcher conducts a literature review by collecting data from several related reference books, as well as other sources that support the implementation of the research conducted. The books and references used are related to data mining theory, a priori algorithms, data search, and android programming.

3.2. Metode Data Mining
This study looks for the relationship of two or more items on sales transaction data in CV. Dian Abadi Jaya. Not all attribute data contained in transaction data will be searched for relationships, only a few attributes that match the search for patterns of purchasing spare parts and types of repair services provided by the company[5]. The stages that will be carried out in the data mining process are as follows:

a) Data Source
Research material or data is the object of research. In the research conducted, the data used is transaction data on sales of spare parts and vehicle repair services. Data obtained from the CV workshop by conducting observations and interviews with the company, Dian Abadi Jaya Bandar Lampung the transaction data used is sales transaction data for 3 months, from September 2021
to November 2021, as many as 2720 transaction records.

b) Data Selection

The data selection process is the selection of relevant data for research. In the initial data, there are many attributes that are not used in the data mining process. Therefore, several initial attributes were selected, namely No_Transaction, Item Name, and Service_Name. The following is an explanation of the selected attributes in Table 1.

Table 1. Selected Attributes in Sales Transaction Data

| No | Attribute name | Explanation |
|----|----------------|-------------|
| 1  | Transaction Number | This attribute is used as an attribute that connects the Purchase_Goods table and the Purchase_Services table. |
| 2  | Item name | The item name attribute is used to find out the name of the item purchased on each sales transaction number. This attribute is obtained from the Purchase_Goods table. |
| 3  | Service name | The item name attribute is used to find out the name of the service performed on each sales transaction number. This attribute is obtained from the Purchase_Services table. |

Tabel 2 Attributes to be Formed Association Pattern

| No | Attribute name |
|----|----------------|
| 1  | Air Accu       |
| 2  | Baut           |
| 3  | Boklam K2 Philips |
| 4  | C.Cleaner Megacool |
| 5  | Castrol Magnatec |
| 6  | F Oli Avz/Xn/Agya |
| 7  | F Oli Inv 90915-Yzz2 |
| 8  | F Oli Yaris/Vios |
| 9  | Fastron 10/40 |
| 10 | Full Penetrat Megacool |
| 11 | Kampas Rem |
| 12 | Karet Stabil |
| 13 | Lem Tribon New |
| 14 | M.Rem Petro Kcl |
| 15 | Meditan Sc |
| 16 | Nitrogen |
| 17 | Prima Xp 10/40 |
| 18 | Prima Xp 20/50 |
| 19 | Rad Coolant Kib Hijau |
| 20 | Shell Hx5 |
| 21 | Shell Hx6 |
| 22 | Shell Hx7 5w/40 |
| 23 | Jasa Balance |
| 24 | Jasa Ganti Busi |
| 25 | Jasa Ganti F Oli |
| 26 | Jasa Ganti F Solar/Bensin |
| 27 | Jasa Ganti Kampas Rem |
| 28 | Jasa Ganti Oli Bs |
| 29 | Jasa Ganti Vanbelt |
| 30 | Jasa Kuras Radiator |
| 31 | Jasa Oli Matic |
| 32 | Jasa Service |
| 33 | Jasa Scan |
| 34 | Jasa Spooring |
| 35 | Jasa Tune Up |

The table explains, each transaction[29] will be transformed into tabular data with the criteria that if in one transaction there is one type of item or repair service performed, it is calculated as 1, and if in one transaction there is not one item purchased, it is calculated as 0. Data that is already in tabular form is then stored in Excel format (*.CSV) so that it is ready to be processed by data mining applications.

d) Mining process

Is a process where the method used will be calculated to extract valid data patterns. In this study[5], a data mining process[30] will be carried out with association rules and a priori algorithms[21] to find item association relationships in CV companies. Dian Abadi Jaya.

e) Pattern or model

After the mining process has been carried out, a pattern or model that fits the problem will be obtained.
f) Interpretation or evaluation

It is a stage for estimating, identifying, and interpreting patterns that are truly important and represent knowledge based on measures of degree of importance. The evaluation uses the lift calculation as a reference for the strength of the relationship between the items.

g) Knowledge

This is the last stage that can involve knowledge directly. It then combines knowledge into other systems for further processing. Knowledge of applying the pattern "If you buy x then buy y".

2.3 Testing tools and materials

a) Testing tools

The tools used in this study are divided into two categories, namely hardware and supporting software. The following hardware is used in the study:
- Prosessor Ryzen 5 2400G,
- Memory 20GB,
- Internet Connectivity
- Storage 250GB SSD dan 2TB HDD,
- Keyboard dan Mouse

The supporting software in this study is as follows:
- Operating system, Windows 10 64bit.
- Microsoft Excel 2016
- IntelliJ IDEA 2021.3.2
- Bluestack 4 with android oreo.

b) Materials

The material used in this study is sales transaction data obtained from interviews and observations with related parties in the CV company. Dian Abadi Jaya. The data used is 1160 sales transaction data records for three months starting from September 2021 until November 2021.

IV. RESULTS

The results of the research conducted using a simulation of the minimum frequent item value of 20 transactions for the entire dataset so that by using the support formula, the values obtained are:

\[
\text{Minimum Support} = \frac{\text{Minimal Frequent Itemset}}{\text{Total Transactions}}
\]

\[
= \frac{20}{1160} \times 100% = 1.7%
\]

From the calculation results, the support value is 1.7%, which will be the minimum support value in this study. After the support value is determined, the next step is to find the itemset according to the minimum support value.

a) 1-itemset candidate search

The candidate 1 itemset can be calculated by the following equation (1) formula:

\[
\text{Support } A = \frac{\text{Transaction amount contains } A}{\text{Total transactions}}
\]

| Attribute candidate          | Amount | Support |
|------------------------------|--------|---------|
| Air Accu                     | 31     | 2.7%    |
| C.Cleaner Megacool           | 45     | 3.9%    |
| Castrol Magnatec             | 67     | 5.8%    |
| F Oil Avz/Xii/Agya           | 64     | 5.5%    |
| F Oil Inv 90915-Yzz2         | 24     | 2.1%    |
| Fastron 10/40                | 24     | 2.1%    |
| Full Penetrat Megacool       | 20     | 1.7%    |
| Prima Xp 20/50               | 29     | 2.5%    |
| Shell Hx5                    | 57     | 4.9%    |
| Shell Hx6                    | 58     | 5.0%    |
| Jasa Balance                 | 23     | 2.0%    |
| Jasa Ganti F Oli             | 271    | 23.4%   |
| Jasa Ganti F Solar/Bensin    | 27     | 2.3%    |
| Jasa Gati Kampus Rem         | 55     | 4.7%    |
| Jasa Ganti Oli Bs            | 164    | 14.1%   |
| Jasa Ganti Vanbelt           | 20     | 1.7%    |
| Jasa Service                 | 326    | 28.1%   |
| Jasa Scan                    | 36     | 3.1%    |
| Jasa Sporing                 | 132    | 11.4%   |
| Jasa Tune Up                 | 104    | 9.0%    |

From table 3, The results obtained on the attributes that meet the minimum value of 15 frequent itemset or minimum support of 1.7% are 20 attributes.

b) 2-itemset Candidate Search

At the stage of forming the 2-itemset combination, the attributes used are based on the attributes selected in table 3, and the combination of these attributes will be calculated in total with the overall transaction data for repairing and selling vehicle parts. If in one transaction record there are two combinations sold, it is counted as 1, and if in one transaction it is not sold, it is counted as 0.

Candidate 2 itemset can be calculated by equation (2) below.

\[
\text{Support } A => B = \frac{\text{Transaction amount contains } A \text{ and } B}{\text{Transaction number}}
\]

Based on the results obtained for the 2-itemset combination that meets the minimum value of 20 frequent itemset or minimum support of 1.7%, the results obtained are 24 combinations as follows:

| Attribute candidate          | Amount | Support |
|------------------------------|--------|---------|
| C.Cleaner Megacool, Jasa Service | 21     | 1.8%    |
| C.Cleaner Megacool, Jasa Tune Up | 20     | 1.7%    |
| Castrol Magnatec, Jasa Ganti F Oli | 29     | 2.5%    |
| F Oil Avz/Xii/Agya, Jasa Ganti F Oli | 63     | 5.4%    |
| F Oil Inv 90915-Yzz2, Jasa Ganti F Oli | 24     | 2.1%    |
| Shell Hx5, Jasa Ganti F Oli | 27     | 2.3%    |
| Shell Hx6, Jasa Ganti F Oli | 27     | 2.3%    |
c) Establishment of Association Rules

After obtaining a combination that meets the minimum support value, the next step will be the formation of association rules by calculating the confidence value for each 2-itemset combination candidate. In this study, a minimum confidence value of 40% will be set, which means that all patterns that have a confidence value of less than 40% will be trimmed.

d) Associate candidates to be searched for can be calculated by equation (3) below:

\[
\text{Confidence } \frac{A \rightarrow B}{\text{transaction amount contains } A \text{ and } B} = \frac{\text{transaction amount contains } A}{\text{transaction amount contains } A} \times 100\%
\]

The results obtained in the 2-item combination that meet the minimum value of 40% confidence are 9 patterns. After obtaining a pattern that meets the minimum support and minimum confidence values, the next step will be to calculate the strength of each rule pattern that has been generated. A strong rule is a rule that has a lift ratio value of more than or equal to 1 (lift > 1).

The lift ratio value can be calculated by equation (4) as follows

\[
\text{Lift } (A \Rightarrow B) = \frac{\text{Support } A \text{ and } B}{\text{Support } A \times \text{Support } B}
\]

Based on the results of the calculations, there are 9 patterns that have a value above 1, so that it can be stated that the pattern has met the lift ratio criteria that have been set.

e) Knowledge Representation

After carrying out the various stages contained in the association pattern search stage using the a priori algorithm with the criteria for calculating the minimum support value of 1.7%, the minimum confidence of 40% and the lift ratio of more than 1, we have obtained a pattern that meets the criteria of 9 combination patterns. itemset with APRIORI calculation

The following is an explanation of each purchase pattern that has been obtained as follows:

1. If you buy C. Cleaner Megacool, then buy Service.

   The pattern above means that if a customer buys Cleaner Megacool, it will have the possibility of buying the service at the same time with a confidence level of 47%. The frequency of sales made in the purchase pattern was 21 transactions, with C.Cleaner Megacool as the antecedent and Services as the consequent.

2. If you buy C. Cleaner Megacool, then buy Jasa Tune up.

   The pattern above means that customers who buy C. Cleaner Megacool will have the possibility of buying Tune Up Services simultaneously with a confidence level of 44%. The frequency of sales made in the purchase pattern is 20 transactions with the criteria of C. Cleaner Megacool as an antecedent of Tune Up Services as a consequence.

3. If you buy Castrol Magnatec, then buy service F Oli.

   The above pattern means that if a customer buys Castrol Magnatec, it will have the possibility of buying an F Oil Change Service at the same time with a confidence level of 43%. The frequency of sales made in the purchase pattern is 29 transactions with the criteria of Castrol Magnatec as an antecedent and Oil Change Service as a consequence.

4. If you buy Oli Avz/Xn/Agya, you buy service F Oli.

   The above pattern has a meaning, namely that if a customer buys Bs Oil Change Services, it will have the possibility of buying Services simultaneously with a 95% confidence level. The frequency of sales made in the purchase pattern is 37 transactions with the criteria of Bs Oil Change Service as the antecedent and F Oil Change Service as the consequent.

5. If you buy F Oli Inv 90915-Yzz2, then buy service Ganti F Oli.

   The above pattern means that if a customer buys F Oli Inv 90915-Yzz2, it will have the possibility of buying F Oil Change Services at the same time with a confidence level of 100%. The frequency of sales made in the purchase pattern is 24 transactions with the criteria of F Oli Inv 90915-Yzz2 as the antecedent and F Oil Change Service as the consequent.

6. If you buy Shell Hx5, then buy service F Oli.

   The above pattern means that if a customer buys Shell Hx5, it will have the possibility of buying an F Oil Change Service at the same time with a confidence level of 47%. The frequency of sales made in the purchase pattern is 27 transactions with Shell Hx5 criteria as the antecedent and F Oil Change Service as the consequence.
7. If you buy Shell Hx6, then buy service F Oli
   The above pattern means that if a customer buys Shell Hx6, it will have the possibility of buying an F Oli Oil Change Service at the same time with a confidence level of 47%. The frequency of sales made in the purchase pattern is 27 transactions with Shell Hx6 criteria as the antecedent and F Oli Oil Change Service as the consequent.

8. If you buy service balance, then buy service spooring
   The pattern above has a meaning, namely that if a customer buys balance services, it will have the possibility of buying spooring services simultaneously with a confidence level of 87%. The frequency of sales made in the purchase pattern is 20 transactions with the criteria of Balance Services as an antecedent and Spooring Services as a consequent.

9. If you buy service F Oli, you buy service Oli Bs
   The pattern above has a meaning, namely that if a customer buys an F Oli Oil Change Service, it will have the possibility of buying a Bs Oil Change Service at the same time with a confidence level of 40%. The frequency of sales made in the purchase pattern is 108 transactions with the criteria of Oil Change Service as an antecedent and Bs Oil Change Service as a consequent.

The results of the correlation between the values of support, confidence, and lift ratio are described in the following graph:

![Association Pattern Comparison Chart](image)

**Figure 3**: Association Pattern Comparison Chart

Figure 3 shows a graph of the values for each pattern based on table 7, namely:

- **Jika membeli Jasa**: Confidence value of 2, Support value of 1.7%, and Lift Ratio value of 4.280443.
- **Jika membeli Jasa**: Confidence value of 47%, Support value of 2.1%, and Lift Ratio value of 4.213561.
- **Jika membeli Castrol**: Confidence value of 44%, Support value of 1.7%, and Lift Ratio value of 1.8527.
- **Jika membeli Yzz2**: Confidence value of 98%, Support value of 5.4%, and Lift Ratio value of 4.957265.

V. CONCLUSION

Based on the research that has been done, it can be concluded that: Frequent itemset was successfully generated through various processes, namely preprocessing data, which includes data cleaning and data transformation, then the process of extracting data information is carried out using data mining algorithms with an a priori algorithms. The process of searching for association information with a priori algorithm on sales transaction data can be used by CV companies. Dian Abadi Jaya, analyzing transaction data and generating frequent item relationships. Data mining with a priori algorithms is not only applied to manual analysis methods, but can also be applied to Android-based mobile applications whose results are close to manual calculations. The association search results use a priori calculations with a minimum frequent itemset value of 15 transactions with a minimum support criterion of 0.08982, a minimum confidence of 40% and shows a lift value above 1. There are 9 patterns of association...
obtained, the results of which are in accordance with manual calculations, namely 9 patterns, so it can be said that it is in accordance with what is expected.

Developers can process more data on a scale, including annual data, so that the results of association rules are more accurate. The association search process can be improved by analyzing data for each month's available transactions. Sorting sales data can be upgraded to include association rules for each vehicle.
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