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Abstract

We prove under commonly used assumptions the convergence of actor-critic reinforcement learning algorithms, which simultaneously learn a policy function, the actor, and a value function, the critic. Both functions can be deep neural networks of arbitrary complexity. Our framework allows showing convergence of the well known Proximal Policy Optimization (PPO) and of the recently introduced RUDDER. For the convergence proof we employ recently introduced techniques from the two time-scale stochastic approximation theory. Our results are valid for actor-critic methods that use episodic samples and that have a policy that becomes more greedy during learning. Previous convergence proofs assume linear function approximation, cannot treat episodic examples, or do not consider that policies become greedy. The latter is relevant since optimal policies are typically deterministic.

1 Introduction

In reinforcement learning, popular methods like Proximal Policy Optimization (PPO) (Schulman et al., 2018) lack convergence proofs. Convergence proofs for these methods are challenging, since they use deep neural networks, episodes as samples, policies that become greedy, and previous policies for trust region methods. For $Q$-learning, convergence to an optimal policy has been proven in Watkins & Dayan (1992); Bertsekas & Tsitsiklis (1996) as well as for TD($\lambda$) in Dayan (1992). Convergence of SARSA to an optimal policy has been established for policies that become greedy, like “greedy in the limit with infinite exploration” (GLIE) or “restricted rank-based randomized” (RRR) (Singh et al., 2000). Policy gradient methods converge to a local optimum, since the “policy gradient theorem” (Sutton & Barto, 2018, Chapter 13.2) shows that they form a stochastic gradient of the objective. Stochastic gradients converge according to the stochastic approximation theory to an optimum (Robbins & Monro, 1951; Kushner & Clark, 1978; Tsitsiklis, 1994; Borkar & Meyn, 2000; Kushner & Yin, 2003; Borkar, 2008; Bhatnagar et al., 2013). Temporal difference (TD) convergences to a local optimum with smooth function approximation like by neural networks (Maei et al., 2009). Also Deep Q-Networks (DQNs) (Mnih et al., 2013, 2015) use a single neural network, therefore can be shown to converge, as done in Fan et al. (2020). However it is assumed that every training set of reward-state transitions is drawn iid and that a global minimum of the $Q$-function on the training set is provided.

We prove the convergence of general actor-critic reinforcement learning algorithms (Sutton & Barto, 2018, Chapter 13.5). Recently, actor-critic methods have had a considerable success, e.g. at defeating humans in the game Dota 2 (OpenAI et al., 2019) and in mastering the game of Starcraft II (Vinyals et al., 2019). Actor-critic algorithms simultaneously learn a policy function, the actor, and a critic function that estimates values, action-values, advantages, or redistributed rewards. The critic is responsible for credit assignment, that is, which action or state-action pair was responsible for receiving a reward. Using this credit assignment, a policy function is updated to increase the return. Actor-critic algorithms are typically policy gradient methods, but can also be reward redistri-
The main contribution of this paper is to provide a convergence proof for general actor-critic reinforcement learning algorithms. We apply this convergence proof to two concrete actor-critic methods. First, we establish convergence of a practical variant of Proximal Policy Optimization (PPO) (Schulman et al., 2018). PPO is an actor-critic on-policy gradient method with trust region penalties to ensure a small policy gap (Schulman et al., 2015). Secondly, we prove convergence of the recently introduced RUDDER (Arjona-Medina et al., 2019). RUDDER targets the problem of sparse and delayed rewards by reward redistribution which directly and efficiently assigns reward to relevant state-action pairs. Thus, RUDDER dramatically speeds up learning for sparse and delayed rewards. In RUDDER, the critic is the reward redistributing network, which is typically an LSTM.

The main proof techniques are recent developments from the two time-scale stochastic approximation theory (Borkar, 2008). The recent addition to the theory is the introduction of controlled Markov processes (Karmakar & Bhatnagar, 2017), which can treat policies that become more greedy and trust region methods that use previous policies. The two time-scale stochastic approximation framework has been applied previously to show convergence of actor-critic algorithms (Konda & Tsitsiklis, 2000; Konda & Borkar, 1999) and, more recently, of Linear Quadratic Regulator (LQR) problems (Xu et al., 2019) and off-policy TD learning (Yang et al., 2019). However, only tabular cases or linear function approximations have been considered. In a recent work, convergence was shown for variants of PPO and Trust Region Policy Optimization (TRPO) equipped with neural networks (Liu et al., 2019). However, again the neural networks were only linear, the policy was energy-based, and the Kullback-Leibler term of the trust-region method was modified.

We aim at generalizing these proofs to learning settings which use deep neural networks, use episodes, use policies that become greedy, and use trust region methods. Therefore, the idea of stationary distributions on state-action pairs does not apply (Konda & Tsitsiklis, 2000; Konda & Borkar, 1999) and we have to enrich the framework by a controlled Markov process which describes how the policy becomes more greedy and how to use previous policies. While we are developing a framework to ensure convergence, it does not imply convergence to an optimal policy. Such proofs are in general difficult for methods that use deep neural networks, since locally stable attractors may not correspond to optimal policies (Mazumdar et al., 2019; Jin et al., 2019; Lin et al., 2019). However, convergence to a locally optimal policy can be proven for linear approximation to Q-values (Sutton et al., 2000; Konda & Tsitsiklis, 2003). Our main contributions to the convergence proof are, that we:

- use a Markov control in the two time-scale stochastic approximation framework,
- use episodes as samples instead of transitions,
- allow policies to become greedy,
- allow objectives that use previous policies (trust region methods).

In the next section, the main theorem is provided, which shows local convergence of actor-critic methods. Next, we formulate the results for PPO and RUDDER as corollaries. The third section gives a roadmap for the corresponding proofs, thereby introducing the precise framework and the results from stochastic approximation theory (Borkar, 2008; Karmakar & Bhatnagar, 2017). Finally, we discuss the technical assumptions and details for the proofs.

2 The Main Results

2.1 Abstract setting and Main Theorem

Preliminaries. We consider a finite MDP defined by the 4-tuple \( \mathcal{P} = (S, A, \mathcal{R}, p) \) (we assume a discount factor \( \gamma = 1 \)) where the state space \( S \) and the action space \( A \) consist of finitely many states \( s \) and actions \( a \) and \( \mathcal{R} \) the set of rewards \( r \) which are bounded. Let us denote by \( |A| \) and \( |S| \) the corresponding cardinalities and \( K_R > 0 \) an upper bound on the absolute values of the rewards. For a given time step \( t \), the random variables for state, action, and reward are \( S_t, A_t \) and \( R_{t+1} = R(S_t, A_t) \), respectively. Furthermore, \( \mathcal{P} \) has transition-reward distributions \( p(S_{t+1} = s', R_{t+1} = r'| S_t = s, A_t = a) \).

bution methods like RUDDER (Arjona-Medina et al., 2019) or “backpropagation through a model” (Munro, 1987; Robinson, 1989; Robinson & Fallside, 1989; Bakker, 2007). Actor-critic algorithms have been only proven to converge for simple settings like for the neural networks that are linear (Konda & Tsitsiklis, 2000; Konda & Borkar, 1999; Xu et al., 2019; Yang et al., 2019; Liu et al., 2019). In contrast to these convergence proofs, in our setting both functions can be deep neural networks of arbitrary complexity, though they should not share weights.
By \( \pi \) we denote an associated Markov policy. The (undiscounted) return of a sequence of length \( T \) at time \( t \) is \( G_t = \sum_{k=0}^{T-1} R_{t+k+1} \). As usual, the action-value function for a given policy \( \pi \) is \( q^\pi(s, a) = \mathbb{E}_\pi [G_s \mid S_t = s, A_t = a] \). The goal is to find the optimal policy \( \pi^* = \arg\max_\pi \mathbb{E}_\pi [G_0] \). We assume that the states \( s \) are time-aware (time \( t \) can be extracted from each state) in order to guarantee stationary optimal policies.

The abstract actor-critic setting is assumed to have two loss functions: \( L_h \) for the policy and \( L_g \) for the critic. Additionally we have the following building blocks:

- We consider two classes of parameters, denoted by \( \omega \in \mathbb{R}^m \) and \( \theta \in \mathbb{R}^k \). Moreover, \( z \) denotes an additional controlled Markov process with values in a compact metric space that may allow e.g. to force the policy to get more greedy and for treating trust region methods which rely on previous policies (it may be used for other purposes as well, e.g. Markovian sampling). \( z \) will be defined in a similar abstract way as done in Karmakar & Bhatnagar (2017) to make the setting as general as possible. We defer the technical details to Section 3.1.
- The first loss \( L_h(\theta, \omega, z) \) is minimized with respect to \( \theta \) in order to find an optimal policy. This is achieved by updating a sufficiently smooth policy \( \pi(\theta, z) \), that can be controlled by \( z \). We will discuss in Section 3.2, how \( \pi \) can be constructed in specific situations. Next we consider two optional possibilities, how \( \pi \) can be sufficiently smooth, such that \( \pi \) of \( \theta \) and \( \omega \), \( z \) may be defined: it may equal the expectation \( \phi(\tau, \theta, \omega, z) \) or (ii) a behavioral policy \( \bar{\pi} \), respectively. It will be clear from the context, which of these two possibilities we are using. The function \( \phi \) can be interpreted as a per-sample loss for a sufficiently smooth neural network, that tries to find the optimal critic function \( \bar{\pi} \). Additionally we have the following building blocks:

\[
L_h(\theta_n, \omega_n, z_n) = \mathbb{E}_{\tau \sim \pi(\theta_n, \omega_n, z_n)} [\phi(\tau, \theta_n, \omega_n, z_n)],
\]

\[
h(\theta_n, \omega_n, z_n) = \mathbb{E}_{\tau \sim \pi(\theta_n, \omega_n)} [\nabla_{\theta_n} \log \pi(\theta_n, z_n) \phi(\tau, \theta_n, \omega_n, z_n)] + \nabla_{\theta_n} \phi(\tau, \theta_n, \omega_n, z_n),
\]

where the first possibility for the policy loss \( L_h \) and its gradient \( h \) is listed. \( h \) is computed by the Policy Gradient Theorem, which can be found e.g. in Sutton & Barto (2018, Chapter 13.2). Next we discuss the expressions for the second possibility for \( L_h \) (when sampling via a behavioral policy \( \bar{\pi} \)):

\[
L_h(\theta_n, \omega_n, z_n) = \mathbb{E}_{\tau \sim \bar{\pi}(\theta_n, \omega_n, z_n)} [\phi(\tau, \theta_n, \omega_n, z_n)],
\]

\[
h(\theta_n, \omega_n, z_n) = \mathbb{E}_{\tau \sim \bar{\pi}(\theta_n, \omega_n, z_n)} [\nabla_{\theta_n} \phi(\tau, \theta_n, \omega_n, z_n)].
\]

The expressions for our second loss \( L_g \) and its gradient \( f \) are as follows:

\[
L_g(\theta_n, \omega_n, z_n) = \mathbb{E}_{\tau \sim \pi(\theta_n, \omega_n, z_n)} [\Phi(g(\tau; \omega_n, z_n), \tau, \theta_n, \omega_n, z_n)],
\]

\[
f(\theta_n, \omega_n, z_n) = \mathbb{E}_{\tau \sim \pi(\theta_n, \omega_n, z_n)} [\nabla_{\omega_n} \Phi(g(\tau; \omega_n, z_n), \tau, \theta_n, \omega_n, z_n)].
\]
and finally, the iterative algorithm that optimizes the losses by online SGD, is given by:

\[
\theta_{n+1} = \theta_n - a(n) \hat{h}(\theta_n, \omega_n, z_n), \quad \omega_{n+1} = \omega_n - b(n) \hat{f}(\theta_n, \omega_n, z_n).
\]  

**Main Theorem.** Our main result will guarantee local convergence for (5). To this end we fix a starting point \((\theta_0, \omega_0)\) and determine an associated neighborhood \(V_0 \times U_0\) which can be constructed by the loss assumptions (L1)–(L3) given in Section 3.2. The iterates (5) will always stay in \(V_0 \times U_0\) by these assumptions. Furthermore, let us denote the loss functions that result after considering the “limit” of the control sequence \(z_n \to z\) by \(L_h(\theta, \omega)\) (and similarly \(L_g(\theta, \omega)\)). Again we refer to Section 3.1 for a precise account on this informal description. Moreover, we denote a local minimum of \(L_g(\theta, \cdot)\) by \(\lambda(\theta)\), whereas \(\theta^*(\theta_0, \omega_0)\) should indicate a local minimum of \(L_h(\cdot, \lambda(\cdot))\) in \(V_0 \times U_0\). Also here we refer to Section 3.2 for a precise discussion. We can now state our main theorem:

**Theorem 1.** Fix a starting point \((\theta_0, \omega_0)\). Determine the associated neighborhood \(V_0 \times U_0\) as in Section 3.2. Assume learning rates like (A4) for the time-scales \(a(n)\) and \(b(n)\) mentioned in Section 3.1. Also take the loss assumptions in Section 3.2 for granted. Then Eq. (5) converges to a local minimum \((\theta^*(\theta_0, \omega_0), \lambda(\theta^*(\theta_0, \omega_0)))\) of the associated losses (i) Eq. (1) or (ii) Eq. (2) and Eq. (3): \((\theta_n, \omega_n) \to (\theta^*(\theta_0, \omega_0), \lambda(\theta^*(\theta_0, \omega_0)))\) a.s. as \(n \to \infty\).

### 2.2 Convergence Proof for PPO.

The main theorem is applied to prove convergence of PPO. Our PPO variant uses deep neural networks, softmax outputs for the policy network, regularization, trust region, or exploration terms. Regularization can be entropy, weight decay, or a trust region penalty like the Kullback-Leibler divergence. All functions are assumed to be sufficiently smooth, i.e. at least three times continuously differentiable and bounded w.r.t. the parameters. The losses should satisfy (L1)–(L3) from Section 3.2. The PPO algorithm aims at minimizing the following losses:

\[
L_h(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ -G_0 + (z_2)_n \rho(\tau, \theta_n, z_n) \right],
\]

\[
L_g^{TD}(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ \frac{1}{2} \sum_{t=0}^{T} (\delta^{TD}(t))^2 \right],
\]

\[
L_g^{MC}(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ \frac{1}{2} \sum_{t=0}^{T} (G_t - \hat{q}(s_t, a_t; \omega_n))^2 \right],
\]

\[
\theta_{n+1} = \theta_n - a(n) \hat{h}(\theta_n, \omega_n, z_n), \quad \omega_{n+1} = \omega_n - b(n) \hat{f}(\theta_n, \omega_n, z_n).
\]

Let us now briefly describe the terms in Eq. (6)–(9):

- \(\hat{q}(s_t, a_t; \omega_n)\) is a function that approximates the Q-value \(q^\pi(s_t, a_t)\).
- \(\delta^{TD}(t) = R(s_t, a_t) + q^\pi(s_{t+1}, a_{t+1}; \omega_{n-1}) - q^\pi(s_t, a_t; \omega_n)\) is the temporal difference error.
- The exact gradients \(\hat{h}(\theta_n, \omega_n, z_n)\) (from the Policy Gradient Theorem assuming causality and subtracting a baseline (Sutton & Barto, 2018, Chapter 13.2)), \(\hat{f}^{TD}(\theta_n, \omega_n, z_n)\) and \(\hat{f}^{MC}(\theta_n, \omega_n, z_n)\) of the respective losses can be found in Sections A.1 and A.3 in the appendix.
- \(z_n = ((z_1)_n, (z_2)_n, (z_1)_{n-1}, (z_2)_{n-1}, \theta_{n-1}, \omega_{n-1})\) denotes an additional controlled Markov process with values in compact sets. The controlled Markov process is essential to define the trust region term of PPO which uses previous values of \(\theta\) and \(z_1\). Here, \(z_1 \in [1, \beta]\) increases from 1 to \(\beta > 1\) and \(z_2 \in [0, 1]\) decreases from \(z_2 > 0\) to 1. \(z_1\) controls the amount of greediness and \(z_2\) the regularization. Details can be found in Section 3.2.
- \(\pi(\theta_n, z_n)\) is a softmax policy that depends on \((z_1)_n\) to make it more greedy. We will introduce it precisely in Section 3.2, especially Eq. (15) there. \(\pi\) is learned using \(\hat{q}\) and updated in every time-step.
- \(\rho(\tau, \theta_n, z_n)\) includes the trust region term of PPO and may also include regularization terms like weight decay or entropy regularization. For example, \(\rho(\tau, \theta_n, z_n) = \text{KL}^e(\pi(\theta_n^{-1}, (z_1)_n^{-1}), \pi(\theta_n, (z_1)_n))\), where \(\text{KL}(\mu, \nu) = \text{KL}(\bar{p}, \bar{q})\) with \(\bar{p} = (p + \epsilon)/(1 + k\epsilon)\). The next corollary states that the above described PPO algorithms (TD and MC versions) converge.
Corollary 1 (Convergence PPO). Fix a starting point \((\theta_0, \omega_0)\). Determine the associated neighborhood \(V_0 \times U_0\) as in Section 3.2. Assume learning rates like (A4) for the time-scales \(a(n)\) and \(b(n)\) mentioned in Section 3.1. Also take the loss assumptions in Section 3.2 for granted. Using the same notation as in Theorem 1, the PPO algorithm Eq. (9) converges to a local minimum \((\theta^*(\theta_0, \omega_0), \lambda(\theta^*(\theta_0, \omega_0)))\) of the associated losses Eq. (6) and either Eq. (7) or Eq. (8):

\((\theta_n, \omega_n) \rightarrow (\theta^*(\theta_0, \omega_0), \lambda(\theta^*(\theta_0, \omega_0)))\) a.s. as \(n \rightarrow \infty\).

Proof. We apply Theorem 1 since all its assumption are fulfilled. \(\square\)

2.3 Convergence Proof for RUDDER.

The main theorem is applied to prove convergence of RUDDER, which excels for tasks with sparse and delayed rewards (Arjona-Medina et al., 2018). For a recent application, see Patil et al. (2020). Again, we assume enough smoothness for all functions, i.e. they are at least three times continuously differentiable w.r.t. the parameters and bounded. The losses should satisfy (L1)--(L3) from Section 3.2. We formulate the RUDDER algorithm as a minimization problem of square losses

\[ L_h = \mathbb{E}_{\tau \sim \pi} \left[ \frac{1}{2} \sum_{t=0}^{T} \left( R_{t+1}(\tau; \omega_n) - \hat{q}(s_t, a_t; \theta_n) \right)^2 + (z_2)_n \rho_\theta(\tau, \theta_n, \omega_n) \right] , \]

and

\[ L_g = \mathbb{E}_{\tau \sim \pi(\theta_n, \omega_n)} \left[ \frac{1}{2} \left( \sum_{t=0}^{T} \tilde{R}_{t+1} - g(\tau; \omega_n) \right)^2 + (z_2)_n \rho_\omega(\tau, \theta_n, \omega_n) \right] . \]

Theorem

We apply Theorem 1 since all its assumption are fulfilled. \(\square\)

3 Assumptions and Proof of Theorem 1

This section aims at presenting the theoretical framework from Karmakar & Bhatnagar (2017) and Borkar (2008) that we want to apply to prove Theorem 1. We formulate the convergence result Theorem 2 and the assumptions (A1)--(A7) that we need to ensure in order to get there. Then we discuss how it can be applied to our setting.
3.1 The Stochastic Approximation Theory: Borkar and Karmakar & Bhatnagar.

For this section we use the formulations in Heusel et al. (2017); Karmakar & Bhatnagar (2017). Stochastic approximation algorithms are iterative procedures to find stationary points (minimum, maximum, saddle point) of functions when only noisy observations are provided. We use two time-scale stochastic approximation algorithms, i.e. two coupled iterations moving at different speeds. Convergence of these interwoven iterates can be ensured by assuming that one step size is considerably smaller than the other. The slower iterate is assumed to be slow enough to allow the fast iterate to converge while simultaneously being perturbed by the slower. The perturbations of the slower should be small enough to ensure convergence of the faster. The iterates map at time step \( n \geq 0 \) the fast variable \( \omega_n \in \mathbb{R}^k \) and the slow variable \( \theta_n \in \mathbb{R}^m \) to their new values:

\[
\theta_{n+1} = \theta_n - a(n) \left( h(\theta_n, \omega_n, z_n) + (m_1)_n \right),
\]

\[
\omega_{n+1} = \omega_n - b(n) \left( f(\theta_n, \omega_n, z_n) + (m_2)_n \right),
\]

where:

• \( h(.) \in \mathbb{R}^m \) and \( f(.) \in \mathbb{R}^k \) are mappings for Eq. (13) and Eq. (14), respectively.
• \( a(n) \) and \( b(n) \) are step sizes for Eq. (13) and Eq. (14), respectively.
• \( (m_1)_n \) and \( (m_2)_n \) are martingale difference sequences for Eq. (13) and Eq. (14), respectively.
• \( z_n \) denotes the common Markov control process for Eq. (13) and Eq. (14).

We assume that all the random variables are defined on a common probability space \((\Omega, \mathcal{A}, P)\) with associated sigma algebra \(\mathcal{A}\) and probability measure \(P\). Let us continue with an informal summary of the assumptions needed to ensure convergence of (13)–(14). More precise technical details can be found in Section A.4 in the appendix and in Karmakar & Bhatnagar (2017).

(A1) Assumptions on the controlled Markov processes: \( z_n \) takes values in a compact metric space \( S \). It is controlled by the iterate sequences \( \theta_n \) and \( \omega_n \) and additionally by a random process \( a_n \) taking values in a compact metric space \( W \). The dynamics wrt. \( n \) are specified by a transition kernel. Be aware that this control setting can in general be different than the already introduced MDP setting.

(A2) Assumptions on the update functions: \( f \) and \( h \) are jointly continuous as well as Lipschitz in their first two arguments, and uniformly w.r.t. the third.

(A3) Assumptions on the additive noise: For \( i = 1, 2 \) the \( (m_i)_n \) are martingale difference sequences with bounded second moments.

(A4) Assumptions on the learning rates: Informally, the sums of the positive \( a(n) \) and \( b(n) \) diverge, while their squared sums converge. \( a(n) \) goes to zero faster than \( b(n) \).

(A5) Assumptions on the transition kernels: The transition kernels of \( z_n \) are continuous w.r.t. the topology of weak convergence of probability measures.

(A6) Assumptions on the associated ODES: We consider occupation measures which intuitively give for the controlled Markov process the probability or density to observe a particular state-action pair from \( S \times W \) for given \( \theta \) and \( \omega \) and a given control. A precise definition of these occupation measures can be found e.g. on page 68 of Borkar (2008) or page 5 in Karmakar & Bhatnagar (2017). We need the following assumptions:

• We assume that there exists only one such ergodic occupation measure for \( z_n \) on \( S \times W \), denoted by \( \Gamma_\theta,\omega \). A main reason for assuming uniqueness is that it enables us to deal with ODEs instead of differential inclusions. Moreover, set \( \int f(\theta, \omega) = \int f(\theta, \omega, z) \Gamma_\theta,\omega(dz, W) \).

• For \( \theta \in \mathbb{R}^m \), the ODE \( \dot{\omega}(t) = f(\theta, \omega(t)) \) has a unique asymptotically stable equilibrium \( \lambda(\theta) \) with attractor set \( B_\theta \) such that \( \lambda : \mathbb{R}^m \rightarrow \mathbb{R}^k \) is a Lipschitz map with global Lipschitz constant.

• The Lyapunov function \( V(\theta,.) \) associated to \( \lambda(\theta) \) is continuously differentiable.

• Next define \( \tilde{h}(\theta) = \int h(\theta, \lambda(\theta), z) \Gamma_\theta,\lambda(\theta)(dz, W) \). The ODE \( \dot{\theta}(t) = \tilde{h}(\theta(t)) \) has a global attractor set \( \tilde{A} \).

• For all \( \theta \), with probability 1, \( \omega_n \) for \( n \geq 1 \) belongs to a compact subset \( Q_\theta \) of \( B_\theta \) “eventually”. This assumption is an adapted version of (A6) of Karmakar & Bhatnagar (2017) to avoid too many technicalities (e.g. Karmakar & Bhatnagar (2017) uses a different control for each iterate).

(A7) Assumption of bounded iterates: The iterates \( \theta_n \) and \( \omega_n \) are uniformly bounded almost surely.
Convergence for Eq. (13)–(14) is given by Theorem 1 in Karmakar & Bhatnagar (2017):

**Theorem 2** (Karmakar & Bhatnagar). Under the assumptions (A1)–(A7), the iterates Eq. (13) and Eq. (14) converge: \((\theta_n, \omega_n) \rightarrow \bigcup_{\theta^* \in A(\theta^*, \lambda(\theta^*))} \) a.s. as \(n \rightarrow \infty\).

### 3.2 Application to Proof of Main Result

Next we describe how Theorem 2 yields Theorem 1 by discussing the validity of (A1)–(A7). We additionally mention details about their concrete realization in the context of PPO and RUDDER. We conclude by a discussion on how we can allow our policies to become sufficiently greedy over time.

(A1) **Controlled Markov process for the abstract setting:** For Eq. (1)–(3) we assume to have a controlled process that fulfills the previously discussed requirements for (A1).

(A1) **Controlled Markov process for PPO and RUDDER:** In our applications to RUDDER and PPO, however, the Markov control will have a much simpler form: \(z_n\) mainly consists of real sequences which obey the Markov property. Also we do not have any additional control in these situations. More concretely: \(z_n = ((z_1)_n, (z_2)_n, (z_1)_n^{-1}, (z_2)_n^{-1}, \theta_{n-1}, \omega_{n-1})\) with \((z_1)_n \in [1, \beta]\) for some \(\beta > 1\), and \((z_2)_n \in [0, (2z_2)_0]\) for some \((2z_2)_0 > 1\). 

Next we describe how Theorem 1 in Karmakar & Bhatnagar (2017) is given by Theorem 1 in Karmakar & Bhatnagar (2017) and Eq. (14) converge: \((\theta_n, \omega_n) \rightarrow \bigcup_{\theta^* \in A(\theta^*, \lambda(\theta^*))} \) a.s. as \(n \rightarrow \infty\).

Finally we define the martingale errors as 

\[ z = (\sum_{r=0}^{n} x_r, \sum_{r=0}^{n} y_r) \] ,

with \(x_r\) and \(y_r\) being the partial sums of geometric series converging to zero, each \(\sum_{r=0}^{n} x_r \rightarrow 0 \) a.s. as \(n \rightarrow \infty\).

The baseline probability space is given by \(\Omega = \{\tau = (s, a) : T, s, a\} \) and \(\pi = \mathbb{B}([0, 1])\) with \(\pi\) denoting the Lebesgue measure and \(\mathbb{B}([0, 1])\) the Borel \(\sigma\)-algebra on \([0, 1]\).

We endow \(\Omega\) with a probability measure: 

\[ \tilde{\rho}(\tau) = \prod_{t=1}^{T} p(s_t | s_{t-1}, a_{t-1}) \pi(a_t | s_t) \]

This computes the probability of choosing a sequence \(\tau\) with starting point \((s_0, a_0)\). \(\Omega\) can be ordered according to the magnitude of the values of its events on \(\tilde{\rho}\). We denote this ordering by \(\leq\).

We define \(S_\pi : \Omega \rightarrow \tilde{\Omega}\) as \(S_\pi : x \rightarrow \arg\max_{\tau \in \tilde{\Omega}} \left\{\sum_{t=0}^{T} \tilde{\rho}(\tau) \leq x\right\}\). This map is well defined and measurable and it describes how to get one sample from a multinomial distribution with probabilities \(P_T(\tau)\), where \(\tau \in \tilde{\Omega}\).

Now we are in the position to describe the sampling process. As mentioned already in the beginning, we use an online update, i.e. we introduce functions \(\hat{h}\) and \(\hat{f}\), where \(\hat{h}\) approximates \(h\) by using one sample trajectory instead of the expectation, the same goes for \(\hat{f}\). More formally, for \(j\) we define 

\[ f(j) = \frac{1}{|J|} \sum_{x \in J} f(x) \] ,

Finally we can define the martingale errors as 

\[ (m_1)_{n+1} = \hat{f}(\theta_n, \omega_n, z_n) - h(\theta_n, \omega_n, z_n) \] and 

\[ (m_2)_{n+1} = \hat{f}(\theta_n, \omega_n, z_n) - f(\theta_n, \omega_n, z_n) \].


Further details (regarding the sampling process and the bounds for the second moments) can be found in Sections A.5 and A.6 in the appendix.

**(A2) and (A6) Smoothness for \( h \) and \( f \) and Stability of ODEs via Assumptions on Losses.** We make the following assumptions on the loss functions of Eq. (1) (or Eq. (2)) and Eq. (3):

**(L1)** \( \pi, g, \Phi \) and \( \phi \) all have compact support and are at least three times continuously differentiable wrt. their parameters \( \theta \) and \( \omega \).

**(L2)** For each fixed \( \theta \) all critical points of \( L_\theta (\omega) \) are isolated local minima and there are only finitely many. The local minima \( \{ \lambda_i(\theta) \}_{i=1}^k \) of \( L_\theta (\omega) \) can be expressed locally as at least twice continuously differentiable functions with associated domains of definitions \( \{ \lambda_i(\theta) \}_{i=1}^k \).

**(L3)** Locally in \( V_{\lambda_i}(\theta) \), \( L_{\theta}(\omega, \lambda_i(\theta)) \) has only one local minimum.

Some remarks concerning these assumptions are in order:

- **Comment on (L1):** The parameter space of networks can be assumed to be bounded in practice.
- **Comment on (L2):** For each starting point \( (\theta_0, \omega_0) \) we can find a neighborhood \( U_{\theta_0}(\omega_0) \) that connects \( \omega_0 \) with a local minimum \( \lambda_i(\theta_0) \) of \( L_{\theta}(\omega) \), so that \( U_{\theta_0}(\omega_0) \) contains no further critical points, e.g. a small neighborhood around the steepest descent path on the loss surface of \( L_{\theta}(\omega) \) starting at \( \omega_0 \). Next we apply the implicit function theorem (IFT) to find a neighborhood \( V_0 \) around \( \theta_0 \), such that \( \lambda_i(\theta) \) is twice continuously differentiable there. The IFT can be applied to \( f(\theta, \cdot) = \nabla_\omega L_{\theta}(\omega, \cdot) = 0 \), since the associated Hessian is positive definite and thus invertible. It can even be shown that it is twice continuously differentiable, using analytic versions of the IFT.

- **Comment on (L3):** In a similar vein, for each \( \theta \in V_0 \) we can construct neighborhoods \( U_{\theta}(\omega_0) \) around \( \omega_0 \) with \( \lambda_i(\theta) \) as unique associated local minimum (we may have to shrink \( V_0 \)). Define \( \cup_{\theta \in V_0} \{ \theta \times U_{\theta}(\omega_0) \} = V_0 \times U_0 \).

- **Comment on compatibility with global setting:** By using a suitable regularization (e.g. weight decay) for the networks, we can assume that the algorithm Eq. (13) and Eq. (14) always stays in \( V_0 \times U_0 \). This heuristically justifies that for \( (\theta_0, \omega_0) \) we localize to \( V_0 \times U_0 \).

- **Comment on drawbacks of assumptions:** A completely rigorous justification of this argument would require a more thorough analysis of SGD, which would of course be a very interesting future research direction. For SGD with one time scale, a result in this direction can be found in Metrikopoulos et al. (2020). It would be interesting to extend it to two timescales.

- **Comment on requirements for critical points:** It is also a widely accepted (but yet unproven) conjecture that the probability of ending in a poor local minimum is very small for sufficiently large networks, see e.g. Choromanska et al. (2015); Kawaguchi (2016); Kawaguchi et al. (2017); Kawaguchi & Bengio (2019); Kawaguchi et al. (2019). Thus, we can ensure that Eq. (13) and Eq. (14) really converges to a useful quantity (a high quality local minimum), if our networks are large enough.

Using these smoothness assumptions, it is not hard to ensure the required properties in (A2) and (A6) by relating the analysis of the loss surfaces of \( L_{g} \) and \( L_{h} \) to a stability analysis of the corresponding gradient systems. Further technical details can be found in Section A.6 in the appendix.

**(A5) and (A7) Transition Kernel and Bounded Iterates.** The transition kernel is continuous (c.f. Section A.6 in the appendix). Boundedness of \( \theta_n \) and \( \omega_n \) is achieved by weight decay terms in practice.

**Proof of Theorem 1.**

**Proof.** In the previous paragraphs we discussed how the assumptions of Theorem 2 can be fulfilled.

**Finite Greediness is Sufficient to Converge to the Optimal Policy.** Regularization terms are weighted by \( (z_2)_n \) which converges to zero, therefore the optimal policies are the same as without the regularization. There exists an optimal policy \( \pi^* \) that is deterministic according to Proposition 4.4.3 in Puterman (2005). We want to ensure via a parameter \( (z_1)_n \) that the policy becomes more greedy during learning. If the policy is not greedy enough, estimates of the action-value or the advantage function may misguide the algorithm and the optimal policy is not found. For example, huge negative rewards if not executing the optimal actions may avoid convergence to the optimal policy if the policy is not greedy enough. \( (z_1)_n \) directly enters the policy according to Eq. (15). We show that we can estimate how large \( (z_1)_n \) must become in order to ensure that \( Q \)-value and policy gradient methods converge to an optimal policy, if it is the local minimum of the loss function (we
cannot ensure this). For policy gradients, the optimal actions receive always the largest gradient and the policy converges to the optimal policy. The required greediness will be measured by the parameter $\beta > 1$. In practical applications we know that $\beta$ exists but do not know its value, since it depends on characteristics of the task and the optimal $Q$-values. For a more formal treatment c.f. Section A.7 in the appendix, especially Lemma 2.

Conclusions and Outlook We showed local convergence of an abstract actor-critic setting and applied it to a version of PPO and RUDDER under practical assumptions. We intend to apply our results to similar practically relevant settings, e.g. the PPO algorithm discussed in Schulman et al. (2018). A further future direction is to guarantee convergence to an optimal policy. It would also be interesting to relax some of the required assumptions on the loss functions (e.g. by extending the techniques in Metrikopoulos et al. (2020) to two timescales) or elaborate on convergence rates.
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A Appendix

A.1 Further Details on PPO

Here we describe the minimization problem for the PPO setup in a more detailed way by including the exact expression for the gradients of the respective loss functions:

\[
L_h(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ -G_0 + (z_2)_n \rho(\tau, \theta_n, z_n) \right],
\]

\[
h(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ -\sum_{t=0}^{T} \nabla_{\theta} \log \pi(a_t | s_t; \theta_n, z_n) \cdot \left( \hat{q}^{\pi}(s_t, a_t; \omega_n) - \hat{v}^{\pi}(s_t; \omega_n) \right) + (z_2)_n \nabla_{\theta} \rho(\tau, \theta_n, z_n) \right],
\]

\[
L_{g}^{TD}(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ \frac{1}{2} \sum_{t=0}^{T} \left( \delta^{TD}(t) \right)^2 \right],
\]

\[
f^{TD}(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ -\sum_{t=0}^{T} \delta^{TD}(t) \nabla_{\omega_n} \hat{q}^{\pi}(s_t, a_t; \omega_n) \right],
\]

\[
L_{g}^{MC}(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ \frac{1}{2} \sum_{t=0}^{T} \left( G_t - \hat{q}^{\pi}(s_t, a_t; \omega_n) \right)^2 \right],
\]

\[
f^{MC}(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ -\sum_{t=0}^{T} \left( G_t - \hat{q}^{\pi}(s_t, a_t; \omega_n) \right) \nabla_{\omega_n} \hat{q}^{\pi}(s_t, a_t; \omega_n) \right],
\]

\[
\theta_{n+1} = \theta_n - a(n) \, \hat{h}(\theta_n, \omega_n, z_n), \quad \omega_{n+1} = \omega_n - b(n) \, \hat{f}(\theta_n, \omega_n, z_n),
\]

A.2 Further details on RUDDER

In a similar vein we present the minimization problem of RUDDER in more detail:

\[
L_h(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi} \left[ \frac{1}{2} \sum_{t=0}^{T} \left( R_{t+1}(\tau; \omega_n) - \hat{q}(s_t, a_t; \theta_n) \right)^2 + (z_2)_n \rho_{\theta}(\tau, \theta_n, z_n) \right],
\]

\[
h(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi} \left[ -\sum_{t=0}^{T} \left( R_{t+1}(\tau; \omega_n) - \hat{q}(s_t, a_t; \theta_n) \right) \nabla_{\theta} \hat{q}(s_t, a_t; \theta_n) \right] + (z_2)_n \nabla_{\theta} \rho_{\theta}(\tau, \theta_n, z_n),
\]

\[
L_{g}(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ \frac{1}{2} \sum_{t=0}^{T} \left( \sum_{t=0}^{T} \hat{R}_{t+1} - g(\tau; \omega_n) \right)^2 + (z_2)_n \rho_{\omega}(\tau, \theta_n, z_n) \right],
\]

\[
f(\theta_n, \omega_n, z_n) = E_{\tau \sim \pi(\theta_n, z_n)} \left[ -\left( \sum_{t=0}^{T} \hat{R}_{t+1} - g(\tau; \omega_n) \right) \nabla_{\omega} g(\tau; \omega_n) \right] + (z_2)_n \nabla_{\omega} \rho_{\omega}(\tau, \theta_n, z_n),
\]

\[
\theta_{n+1} = \theta_n - a(n) \, \hat{h}(\theta_n, \omega_n, z_n), \quad \omega_{n+1} = \omega_n - b(n) \, \hat{f}(\theta_n, \omega_n, z_n),
\]

A.3 Causality and Reward-To-Go

This section is meant to provide the reader with more details concerning the causality assumption that leads to the formula for \( h \) in Eq. (16) for PPO. We can derive a formulation of the policy
gradient with reward-to-go. For ease of notation, instead of using \( \hat{p}_\pi(\tau) \) as in previous sections, we here denote the probability of state-action sequence \( \tau = \tau_{0:T} = (s_0, s_0, s_1, a_1, \ldots, s_T, a_T) \) with policy \( \pi \) as

\[
p(\tau) = p(s_0) \pi(a_0 | s_0) \prod_{t=1}^{T} p(s_t | s_{t-1}, a_{t-1}) \pi(a_t | s_t) \tag{26}
\]

\[
= p(s_0) \prod_{t=1}^{T} p(s_t | s_{t-1}, a_{t-1}) \prod_{t=0}^{T} \pi(a_t | s_t) .
\]

The probability of state-action sequence \( \tau_{0:t} = (s_0, s_0, s_1, a_1, \ldots, s_t, a_t) \) with policy \( \pi \) is

\[
p(\tau_{0:t}) = p(s_0) \pi(a_0 | s_0) \prod_{k=1}^{t} p(s_k | s_{k-1}, a_{k-1}) \pi(a_k | s_k) \tag{27}
\]

\[
= p(s_0) \prod_{k=1}^{t} p(s_k | s_{k-1}, a_{k-1}) \prod_{k=0}^{t} \pi(a_k | s_k) .
\]

The probability of state-action sequence \( \tau_{t+1:T} = (s_{t+1}, a_{t+1}, \ldots, s_T, a_T) \) with policy \( \pi \) given \((s_t, a_t)\) is

\[
p(\tau_{t+1:T} | s_t, a_t) = \prod_{k=t+1}^{T} p(s_k | s_{k-1}, a_{k-1}) \pi(a_k | s_k) \tag{28}
\]

\[
= \prod_{k=t+1}^{T} p(s_k | s_{k-1}, a_{k-1}) \prod_{k=t+1}^{T} \pi(a_k | s_k) .
\]

The expectation of \( \sum_{t=0}^{T} R_{t+1} \) is

\[
E_\pi \left[ \sum_{t=0}^{T} R_{t+1} \right] = \sum_{t=0}^{T} E_\pi [R_{t+1}] . \tag{29}
\]

With \( R_{t+1} \sim p(r_{t+1} | s_t, a_t) \), the random variable \( R_{t+1} \) depends only on \((s_t, a_t)\). We define the expected reward \( E_{r_{t+1}} [R_{t+1} | s_t, a_t] \) as a function \( r(s_t, a_t) \) of \((s_t, a_t)\):

\[
r(s_t, a_t) := E_{r_{t+1}} [R_{t+1} | s_t, a_t] = \sum_{\tau_{t+1}} p(r_{t+1} | s_t, a_t) r_{t+1} . \tag{30}
\]

**Causality.** We assume that the reward \( R_{t+1} = R(s_t, a_t) \sim p(r_{t+1} | s_t, a_t) \) only depends on the past but not on the future. The state-action pair \((s_t, a_t)\) is determined by the past and not by the future. Relevant is only how likely we observe \((s_t, a_t)\) and not what we do afterwards.

Causality is derived from the Markov property of the MDP and means:

\[
E_{\tau \sim \pi} [R_{t+1}] = E_{\tau_{0:t} \sim \pi} [R_{t+1}] . \tag{31}
\]

That is
\[ E_{\tau \sim \pi} [R_{t+1}] = \sum_{s_1} \sum_{a_1} \sum_{s_2} \sum_{a_2} \ldots \sum_{s_T} \sum_{a_T} p(\tau) r(s_t, a_t) \]

\[ = \sum_{s_1} \sum_{a_1} \sum_{s_2} \sum_{a_2} \ldots \sum_{s_T} \prod_{i=1}^{T} p(s_i | s_{i-1}, a_{i-1}) \prod_{i=1}^{T} \pi(a_i | s_i) r(s_t, a_t) \]

\[ = \sum_{s_1} \sum_{a_1} \sum_{s_2} \sum_{a_2} \ldots \sum_{s_T} \prod_{i=1}^{T} p(s_i | s_{i-1}, a_{i-1}) \prod_{i=1}^{T} \pi(a_i | s_i) r(s_t, a_t) \]

\[ \sum_{s_{t+1} a_{t+1} s_{t+2} a_{t+2}} \ldots \sum_{s_T} \prod_{i=t+1}^{T} p(s_i | s_{i-1}, a_{i-1}) \prod_{i=t+1}^{T} \pi(a_i | s_i) \]

\[ = E_{\tau_0, \tau \sim \pi} [R_{t+1}] \cdot \]

**Policy Gradient Theorem.** We now assume that the policy \( \pi \) is parametrized by \( \theta \), that is, \( \pi(a_t | s_t; \theta) \). We need the gradient with respect to \( \theta \) of \( \prod_{t=a}^{b} \pi(a_t | s_t) \):

\[ \nabla_\theta \prod_{t=a}^{b} \pi(a_t | s_t; \theta) = \prod_{t=a}^{b} \pi(a_t | s_t; \theta) \nabla_\theta \pi(a_s | s_s; \theta) \]

\[ = \prod_{t=a}^{b} \pi(a_t | s_t; \theta) \sum_{s=a}^{b} \frac{\nabla_\theta \pi(a_s | s_s; \theta)}{\pi(a_s | s_s; \theta)} \]

\[ = \prod_{t=a}^{b} \pi(a_t | s_t; \theta) \sum_{s=a}^{b} \nabla_\theta \log \pi(a_s | s_s; \theta) . \]

It follows that

\[ \nabla_\theta E_{\pi} [R_{t+1}] = E_{\pi} \left[ \sum_{s=1}^{t} \nabla_\theta \log \pi(a_s | s_s; \theta) R_{t+1} \right] . \]

We only have to consider the reward to go. Since \( a_0 \) does not depend on \( \pi \), we have \( \nabla_\theta E_{\pi} [R_0] = 0 \). Therefore

\[ \nabla_\theta E_{\pi} \left[ \sum_{t=0}^{T} R_{t+1} \right] = \sum_{t=0}^{T} \nabla_\theta E_{\pi} [R_{t+1}] \]

\[ = E_{\pi} \left[ \sum_{t=1}^{T} \sum_{k=1}^{t} \nabla_\theta \log \pi(a_k | s_k; \theta) R_{t+1} \right] \]

\[ = E_{\pi} \left[ \sum_{k=1}^{T} \sum_{t=k}^{T} \nabla_\theta \log \pi(a_k | s_k; \theta) R_{t+1} \right] \]

\[ = E_{\pi} \left[ \sum_{k=1}^{T} \nabla_\theta \log \pi(a_k | s_k; \theta) \sum_{t=k}^{T} R_{t+1} \right] \]

\[ = E_{\pi} \left[ \sum_{k=1}^{T} \nabla_\theta \log \pi(a_k | s_k; \theta) G_k \right] . \]
We can express this by $Q$-values.

$$E_\pi \left[ \sum_{k=1}^{T} \nabla_\theta \log \pi(a_k \mid s_k; \theta) \ G_k \right]$$

$$= \sum_{k=1}^{T} E_\pi \left[ \nabla_\theta \log \pi(a_k \mid s_k; \theta) \ G_k \right]$$

$$= \sum_{k=1}^{T} E_{\tau_0, k \sim \pi} \left[ \nabla_\theta \log \pi(a_k \mid s_k; \theta) \ E_{\tau_0, k \sim \pi} [G_k \mid s_k, a_k] \right]$$

$$= \sum_{k=1}^{T} E_{\tau_0, k \sim \pi} \left[ \nabla_\theta \log \pi(a_k \mid s_k; \theta) \ q^\pi(s_k, a_k) \right]$$

$$= E_{\tau \sim \pi} \left[ \sum_{k=1}^{T} \nabla_\theta \log \pi(a_k \mid s_k; \theta) \ q^\pi(s_k, a_k) \right].$$

We have finally:

$$\nabla_\theta E_\pi \left[ \sum_{t=0}^{T} R_{t+1} \right] = E_{\tau \sim \pi} \left[ \sum_{k=1}^{T} \nabla_\theta \log \pi(a_k \mid s_k; \theta) \ q^\pi(s_k, a_k) \right].$$

(A4) Precise statement of Assumptions

Here we provide a precise formulation of the assumptions from Karmakar & Bhatnagar (2017). The formulation we use here is mostly taken from Heusel et al. (2017):

(A1) Assumptions on the controlled Markov processes: The controlled Markov process $z$ takes values in a compact metric space $S$. It is controlled by the iterate sequences $\theta_n$ and $\omega_n$ and furthermore $z_n$ by a random process $a_n$ taking values in a compact metric space $W$. For $B$ Borel in $S$ the $z_n$ dynamics for $n \geq 0$ is determined by a transition kernel $\hat{p}$:

$$P(z_{n+1} \in B \mid z_t, a_t, \theta_t, \omega_t, l \leq n) = \int_B \hat{p}(dz \mid z_n, a_n, \theta_n, \omega_n).$$

(A2) Assumptions on the update functions: $h : \mathbb{R}^{m+k} \times S^{(1)} \to \mathbb{R}^m$ is jointly continuous as well as Lipschitz in its first two arguments, and uniformly w.r.t. the third. This means that for all $z \in S$:

$$\|h(\theta, \omega, z) - h(\theta', \omega', z)\| \leq L^{(1)} (\|\theta - \theta'\| + \|\omega - \omega'\|).$$

Similarly for $f$, where the Lipschitz constant is $L^{(2)}$.

(A3) Assumptions on the additive noise: For $i = 1, 2$, $\{m_i\}_n$ are martingale difference sequences with bounded second moments. More precisely, $\{m_i\}_n$ are martingale difference sequences w.r.t. increasing $\sigma$-fields

$$\mathcal{F}_n = \sigma(\theta_l, \omega_l, (m_1)_l, (m_2)_l, z_l, l \leq n),$$

satisfying $E \left[ \|\{m_i\}_n\|^2 \mid \mathcal{F}_n \right] \leq B_i$ for $n \geq 0$ and a given constants $B_i$.

(A4) Assumptions on the learning rates:

$$\sum_{n} a(n) = \infty, \quad \sum_{n} a^2(n) < \infty,$$

$$\sum_{n} b(n) = \infty, \quad \sum_{n} b^2(n) < \infty,$$

and $a(n) = o(b(n))$. Furthermore, $a(n), b(n), n \geq 0$ are non-increasing.
(A5) Assumptions on the transition kernels: The state-action map

\[ S \times W \times \mathbb{R}^{m+k} \ni (z, a, \theta, \omega) \mapsto \tilde{p}(dy \mid z, a, \theta, \omega) \]

is continuous (the topology on the spaces of probability measures is induced by weak convergence).

(A6) Assumptions on the associated ODEs: We consider occupation measures which intuitively give for the controlled Markov process the probability or density to observe a particular state-action pair from \( S \times W \) for given \( \theta \) and \( \omega \) and a given control. A precise definition of these occupation measures can be found e.g. on page 68 of Borkar (2008) or page 5 in Karmakar & Bhatnagar (2017). We have following assumptions:

- We assume that there exists only one such ergodic occupation measure for \( x_n \) on \( S \times W \), denoted by \( \Gamma_{\theta, \omega} \). A main reason for assuming uniqueness is that it enables us to deal with ODEs instead of differential inclusions. Moreover, set \( f(\theta, \omega) = \int f(\theta, \omega, z) \Gamma_{\theta, \omega} (dz, W) \).
- We assume that for \( \theta \in \mathbb{R}^m \), the ODE \( \dot{\omega}(t) = f(\theta, \omega(t)) \) has a unique asymptotically stable equilibrium \( \lambda(\theta) \) with attractor set \( B_{\theta} \) such that \( \lambda : \mathbb{R}^m \rightarrow \mathbb{R}^k \) is a Lipschitz map with global Lipschitz constant.
- The Lyapunov function \( V(\theta, \cdot) \) associated to \( \lambda(\theta) \) is continuously differentiable.
- Next define \( \hat{h}(\theta) = \int \hat{h}(\theta, \lambda(\theta), z) \Gamma_{\theta, \lambda(\theta)} (dz, W) \). We assume that the ODE \( \dot{\theta}(t) = \hat{h}(\theta(t)) \) has a global attractor set \( \Lambda \).
- For all \( \theta \), with probability 1, \( \omega_n \) for \( n \geq 1 \) belongs to a compact subset \( Q_{\theta} \) of \( B_{\theta} \) “eventually”. This assumption is an adapted version of (A6) of Karmakar & Bhatnagar (2017), to avoid too many technicalities (e.g. in Karmakar & Bhatnagar (2017) two controls are used, which we avoid here to not overload notation).

(A7) Assumption of bounded iterates: \( \sup_n \| \theta_n \| < \infty \) and \( \sup_n \| \omega_n \| < \infty \) a.s.

A.5 Further Details concerning the Sampling Process

Let us formulate the construction of the sampling process in more detail: We introduced the function \( S_\pi \) in the main paper as follows:

\[ S_\pi : \Omega \rightarrow \tilde{\Omega}_\pi, \quad x \mapsto \text{argmax}_{\tau \in \tilde{\Omega}_\pi} \left\{ \sum_{\eta \in \tau} \tilde{P}(\eta) \leq x \right\}. \]

Now \( S_\pi \) basically divides the interval \([0, 1]\) into finitely many disjoint subintervals, such that the \( i \)-th subinterval \( I_i \) maps to the \( i \)-th element \( \tau_i \in \tilde{\Omega}_\pi \), and additionally the length of \( I_i \) is given by \( \tilde{P}(\tau_i) \). \( S_\pi \) is measurable, because the pre-image of any element of the sigma-algebra \( \mathfrak{A}_\pi \) wrt. \( S_\pi \) is just a finite union of subintervals of \([0, 1]\), which is clearly contained in the Borel-algebra. Basically \( S_\pi \) just describes how to get one sample from a multinomial distribution with (finitely many) probabilities \( \tilde{P}(\tau) \), where \( \tau \in \tilde{\Omega}_\pi \). Compare with inverse transform sampling, e.g. Theorem 2.1.10. in Casella & Berger (2002) and applications thereof. For the reader’s convenience let’s briefly recall this important concept here in a formal way:

**Lemma 1** (Inverse transform sampling). Let \( X \) have continuous cumulative distribution \( F_X(x) \) and define the random variable \( Y \) as \( Y = F_X(X) \). Then \( Y \) is uniformly distributed on \((0, 1)\).

A.6 Further Details for Proof of Theorem 1

Here we provide further technical details needed to ensure the assumptions stated before to prove our main theorem Theorem 1.

(A1) Assumptions on the controlled Markov processes: Let us start by discussing more details for controlled processes that appear in the PPO and RUDDER setting. Let us focus on the process related to \( (z_1)_n \): Let \( \beta > 1 \) and let the real sequence \( z_n \) be defined by \( (z_1)_1 = 1 \) and \( (z_1)_{n+1} = (1 - \beta)(z_1)_n + 1 \). The \( z_n \)'s are nothing more but the partial sums of a geometric series converging to \( \beta \).

The sequence \( (z_1)_n \) can also be interpreted as a time-homogeneous Markov process \( (z_1)_n \) with transition probabilities given by

\[ P(z, y) = \delta_{1 - \frac{1}{\beta} z + 1}, \quad (38) \]
where $\delta$ denotes the Dirac measure, and with the compact interval $[1, \beta]$ as its range. We use the standard notation for discrete time Markov processes, described in detail e.g. in Hairer (2018). Its unique invariant measure is clearly $\delta_\beta$. So integrating wrt. this invariant measure will in our case just correspond to taking the limit $(z_n) \to \beta$.

(A2) $h$ and $f$ are Lipschitz: By the mean value theorem it is enough to show that the derivatives wrt. $\theta$ and $\omega$ are bounded uniformly wrt. $z$. We only show details for $h$, since for $f$ similar considerations apply. By the explicit formula for $L_g$, we see that $f(\theta, \omega, z)$ can be written as:

$$\sum_{s_1, \ldots, s_T} \prod_{t=1}^{T} p(s_t | s_{t-1}, a_{t-1}) \pi(a_t | s_t, \theta, z) \nabla_\omega \Phi(g(\tau; \omega, z), \tau, \theta, \omega, z).$$

The claim can now be readily deduced from the assumptions $(L_1)$–$(L_3)$.

(A3) Martingale difference property and estimates: From the results in the main paper on the probabilistic setting, $(m_1)_{n+1}$ and $(m_2)_{n+1}$ can easily be seen to be martingale difference sequences wrt. their filtrations $\mathcal{F}_n$. Indeed, the sigma algebras created by $\omega_n$ and $\theta_n$ already describe $\mathcal{A}_{n\omega_n}$, and thus:

$$E[(m_i)_{n+1} | \mathcal{F}_n] = E[f(\theta_n, \omega_n, z_n) | \mathcal{F}_n] - E[f(\theta_n, \omega_n, z_n)] = 0.$$  

It remains to show that $E[(m_i)_{n+1}]^2 \leq B_i$ for $i = 1, 2$. This, however, is also clear, since all the involved expressions are bounded uniformly again by the assumptions $(L_1)$–$(L_3)$ on the losses (e.g. one can observe this by writing down the involved expressions explicitly as indicated in the previous point (A2)).

(A4) Assumptions on the learning rates: These standard assumptions are taken for granted.

(A5) Transition kernels: The continuity of the transition kernels is clear from Eq. (38) (continuity is wrt. to the weak topology in the space of probability measures. So in our case, this again boils down to using continuity of the test functions).

(A6) Stability properties of the ODEs:

• By the explanations for (A1) we mentioned that integrating wrt. the ergodic occupation measure in our case corresponds to taking the limit $z_n \to z$ (since our Markov processes can be interpreted as sequences). Thus $f(\theta, \omega, z) = f(\theta, \omega, z)$. In the sequel we will also use the following abbreviations: $f(\theta, \omega) = f(\theta, \omega, z)$, $h(\theta, \omega) = h(\theta, \omega, z)$, etc.

Now consider the ODE

$$\dot{\omega}(t) = f(\theta, \omega(t)), \tag{39}$$

where $\theta$ is fixed. Eq. (39) can be seen as a gradient system for the function $L_g$. By standard results on gradient systems (cf. e.g. Section 4 in Abis & Kurdyka (2006) for a nice summary), which guarantee equivalence between strict local minima of the loss function and asymptotically stable points of the associated gradient system, we can use the assumptions $(L_1)$–$(L_3)$ and the remarks thereafter from the main paper to ensure that there exists a unique asymptotically stable equilibrium $\lambda(\theta)$ of Eq. (39).

• The fact that $\lambda(\theta)$ is smooth enough can be deduced by the Implicit Function Theorem as discussed in the main paper.

• For Eq. (39) $L_g(\theta, \omega) - L_g(\theta, \lambda(\theta))$ can be taken as associated Lyapunov function $V_\theta(\omega)$, and thus $V_\theta(\omega)$ is clearly differentiable wrt. $\omega$ for any $\theta$.

• The slow ODE $\dot{\theta}(t) = h(\theta(t), \lambda(\theta(t)))$ also has a unique asymptotically stable fixed point, which again is guaranteed by our assumptions and the standard results on gradient systems.

(A7) Assumption of bounded iterates: This follows from the assumptions on the loss functions.

A.7 Finite Greediness is sufficient to converge to the optimal policy

Here we provide details on how the optimal policy can be deduced using only a finite parameter $\beta > 1$. The $Q$-values for policy $\pi$ are:

$$q^\pi(s_t, a_t) = E_\pi \left[ \sum_{\tau=t}^{T} R_{\tau+1} | s_t, a_t \right] = \sum_{s_{t+1}, \ldots, s_T} \prod_{\tau=t}^{T-1} p(s_{\tau+1} | s_{\tau}, a_{\tau}) \prod_{\tau=t}^{T} \pi(a_{\tau} | s_{\tau}) \sum_{\tau=t}^{T} R_{\tau+1}.$$  

The optimal policy $\pi^*$ is known to be deterministic $\left( \prod_{t=1}^{T} \pi^*(a_t | s_t) \in \{0, 1\} \right)$. Let us assume that the optimal policy is also unique. Then we are going to show the following result:
Lemma 2. For $i_{\text{max}} = \arg \max_i q^* (s, a^i)$ and $v^* (s) = \max_i q^* (s, a^i)$. We define

$$0 < \epsilon < \min_{s,i \neq i_{\text{max}}} (v^* (s) - q^* (s, a^i)), \quad (40)$$

We assume a function $\psi(s, a^i)$ that defines the actual policy $\pi$ via

$$\pi(a^i | s; \beta) = \frac{\exp(\beta \psi(s, a^i))}{\sum_j \exp(\beta \psi(s, a^j))}. \quad (41)$$

We assume that the function $\psi$ already identified the optimal actions, which will occur during learning at some time point when the policy is getting more greedy:

$$0 < \delta < \min_{s,i \neq i_{\text{max}}} (\psi(s, a^{i_{\text{max}}}) - \psi(s, a^i)). \quad (42)$$

Hence,

$$\lim_{\beta \to \infty} \pi(a^i | s; \beta) = \pi^* (a^i | s). \quad (43)$$

We assume that

$$\beta > \max \left( \frac{\log(|A| - 1)}{\delta}, - \log \left( \frac{\epsilon}{2T (|A| - 1) |S||A|^T (T + 1) K_R} \right) / \delta \right). \quad (44)$$

Then we can make the statement for all $s$:

$$\forall j, j \neq i : q^*(s, a^i) > q^*(s, a^j) \Rightarrow i = i_{\text{max}}, \quad (45)$$

therefore the $Q$-values $q^*(s, a^i)$ determine the optimal policy as the action with the largest $Q$-value can be chosen.

More importantly, $\beta$ is large enough to allow $Q$-value based methods and policy gradients converge to the optimal policy if it is the local minimum of the loss functions. For $Q$-value based methods the optimal action can be determined if the optimal policy is the minimum of the loss functions. For policy gradients the optimal action receives always the largest gradient and the policy converges to the optimal policy.

Proof. We already discussed that the optimal policy $\pi^*$ is known to be deterministic $\left( \prod_{t=1}^T \pi^*(a_t | s_t) \in \{0, 1\} \right)$. Let us assume that the optimal policy is also unique. Since

$$\pi(a^i | s; \beta) = \frac{\exp(\beta (\psi(s, a^i) - \psi(s, a^{i_{\text{max}}}))}{\sum_j \exp(\beta \psi(s, a^j) - \psi(s, a^{i_{\text{max}}}))}, \quad (46)$$

we have

$$\pi(a^{i_{\text{max}}} | s; \beta) = \frac{1}{1 + \sum_{j,j \neq i_{\text{max}}} \exp(\beta \psi(s, a^j) - \psi(s, a^{i_{\text{max}}}))} > \frac{1}{1 + (|A| - 1) \exp(- \beta \delta)}, \quad (47)$$

and for $i \neq i_{\text{max}}$

$$\pi(a^i | s; \beta) = \frac{\exp(\beta (\psi(s, a^i) - \psi(s, a^{i_{\text{max}}}))}{1 + \sum_{j,j \neq i_{\text{max}}} \exp(\beta \psi(s, a^j) - \psi(s, a^{i_{\text{max}}}))} < \exp(- \beta \delta). \quad (48)$$

For $\prod_{t=1}^T \pi^*(a_t | s_t) = 1$, we have

$$\prod_{t=1}^T \pi(a_t | s_t) > (1 - (|A| - 1) \exp(- \beta \delta))^T > 1 - T (|A| - 1) \exp(- \beta \delta), \quad (49)$$
where in the last step we used that \(|A| - 1 \exp(-\beta \delta) < 1\) by definition of \(\beta\) in (44) so that an application of Bernoulli’s inequality is justified. For \(\prod_{t=1}^{T} \pi^{*}(a_t \mid s_t) = 0\), we have

\[
\prod_{t=1}^{T} \pi(a_t \mid s_t) < \exp(-\beta \delta) .
\] (50)

Therefore

\[
\left| \prod_{t=1}^{T} \pi^{*}(a_t \mid s_t) - \prod_{t=1}^{T} \pi(a_t \mid s_t) \right| < T (|A| - 1) \exp(-\beta \delta) .
\] (51)

Using Eq. (51) and the definition of \(\beta\) in Eq. (44) we get:

\[
\left| q^{\pi^{*}}(s, a^i) - q^{\pi}(s, a^i) \right| = \left| \sum_{s_1, \ldots, s_T} \prod_{t=1}^{T} p(s_t \mid s_{t-1}, a_{t-1}) \left( \prod_{t=1}^{T} \pi^{*}(a_t \mid s_t) - \prod_{t=1}^{T} \pi(a_t \mid s_t) \right) \sum_{t=0}^{T} R_{t+1} \right|
\]

\[
< \sum_{s_1, \ldots, s_T} \prod_{t=1}^{T} p(s_t \mid s_{t-1}, a_{t-1}) \left| \prod_{t=1}^{T} \pi^{*}(a_t \mid s_t) - \prod_{t=1}^{T} \pi(a_t \mid s_t) \right| (T + 1) K_R
\]

\[
< \sum_{s_1, \ldots, s_T} \prod_{t=1}^{T} \pi^{*}(a_t \mid s_t) - \prod_{t=1}^{T} \pi(a_t \mid s_t) \right| (T + 1) K_R
\]

\[
< |S|^T |A|^T \epsilon \frac{2|S|^T |A|^T (T + 1) K_R}{(T + 1) K_R} = \epsilon / 2 .
\]

Now from the condition that \(q^{\pi^*}(s, a^i) > q^{\pi}(s, a^j)\) for all \(j \neq i\) we can conclude that

\[
q^{\pi^*}(s, a^j) - q^{\pi^*}(s, a^i) < (q^\pi(s, a^j) + \epsilon/2) - (q^\pi(s, a^i) - \epsilon/2) < \epsilon
\] (53)

for all \(j \neq i\). Thus for \(j \neq i\) it follows that \(j \neq i_{\text{max}}\) and consequently \(i = i_{\text{max}}\).