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Abstract—Autonomy is the frontier of research in robotic surgery and its aim is to improve the quality of surgical procedures in the next future. One fundamental requirement for autonomy is advanced perception capability through vision sensors. In this paper, we propose a novel calibration technique for a surgical scenario with da Vinci® robot. Calibration of the camera and the robot is necessary for precise positioning of the tools in order to emulate the high performance surgeons. Our calibration technique is tailored for RGB-D camera. Different tests performed on relevant use cases for surgery prove that we significantly improve precision and accuracy with respect to the state of the art solutions for similar devices on a surgical-size setup. Moreover, our calibration method can be easily extended to standard surgical endoscope to prompt its use in real surgical scenario.

Index Terms—surgical robotics, calibration, multi arm calibration

I. INTRODUCTION
A significant part of the research in Robotic-assisted Minimally Invasive Surgery (R-MIS) is nowadays focussing on the development of supporting autonomous systems for the execution of repetitive surgical steps, such as suturing, ablation and microscopic image scanning [1]. This helps the surgeon, since she/he can focus on more complex cognitive phases of the procedure, while interacting with the robot performing low-level maneuvers. Autonomy requires systems with advanced capabilities in perception, reasoning and motion planning, as demonstrated in [2], [3]. Specifically, advances in medical imaging and vision techniques have significantly improved the performance of robotic surgical systems in a range of clinical scenarios, such as orthopaedics and neurosurgery [4]. Vision systems can retrieve pre and intra operative information from tomography (CT) [5], magnetic resonance (MR) and ultrasound to guide trajectory execution and support the surgeon in decision making. However, in order to perform image-guided interventions, an accurate calibration is necessary to represent poses of robots, instruments and anatomy in a common reference frame. In this paper, we address the problem of accurate calibration in a surgical setup, using the da Vinci® Research Kit (dVRK). We present our preliminary setup with a RGB-D camera, and we perform exhaustive experimental validation on relevant use cases for surgery. We separate the calibration of the two slave manipulators from the hand-eye calibration of the camera. For both calibrations we propose a three steps method with closed-form solution:

• reaching reference points on a custom calibration board with the end-effector of the surgical robot.
• recognizing the marker and the points in 3D space with the camera.
• mapping them with the poses reached by the slave manipulators in the previous step.

The main advantage of the proposed method is the improved accuracy in a 3D metric space, which is increased by four times with respect to the state-of-the-art results with comparable sensors [6]. Moreover, with our method the camera can be mounted on the moving endoscopic arm of the da Vinci®, overcoming the limitations of a fixed camera.

This paper is organized as follows. In Section II we review the main approaches to 3D rigid calibration with a RGB-D camera. In Section III we describe our calibration technique and in Section IV we validate the proposed method performing grasping and dual-arm manipulation on the dVRK. Section V concludes the paper and outlines possible future research.

II. RELATED WORKS
Hand-eye calibration has been widely studied within the robotics literature [7]. Thus far, several closed-form solutions for 2d images have been proposed for hand-eye calibration that solve the problem using linear methods by separating rotation and translation [8]. The orientation component was derived by utilizing the angle-axis formulation of rotation, while the translational component could be solved using standard linear systems techniques once the rotation part is estimated. Chou and Kamel [9] introduced quaternion to represent orientation and solved the rotation group as a homogeneous linear least squares problem. Closed form solution was then derived using the generalized inverse method with singular value decomposition analysis. Other works [10]–[12] used the Kronecker product to get the homogeneous linear equation for the rotation matrix. However, all these methods separate the orientation component from the translational one, while the errors on the two components are correlated. Working directly on the 3D space avoids this kind of errors. In [6] the authors studied the comparison between hand-eye calibration based on 2D and 3D images, introducing quantitative 2D and 3D error metrics for the accuracy of the calibration. They proved that the 3D calibration approach provides more accurate results on average but requires burdensome manual preparation and much more computation time than the 2D approaches. Kim used 3D measurements at the center of markers for the hand-eye calibration [13]. Fuchs [14] proposed a solution which uses depth measurements, instead of 2D images, using a calibration plane with known position and orientation. The hand-eye calibration is then estimated by solving a least squares curve fitting problem of the measured depth values with the calibration plane. With our method the calibration board can be positioned without any prior knowledge without
changing the accuracy and computational time within the work area.

III. MATERIALS AND METHODS

The setup used for the registration between all the frames involved in a surgical task is shown in Figure 1. It consists of the da Vinci® surgical robot controlled through the da Vinci® Research Kit (dVRK) and an Intel RealSense d435 RGB-D camera. We use a custom calibration board (Figure 2a) with an Aruco marker in the center of a circumference of 5 cm radius, with several reference dots \( D \) on it. We also rigidly mount the RGB-D on the da Vinci® Endoscope Camera Manipulator (ECM) with a 3D-printed adapter (Figure 2b).

The procedure starts by positioning the calibration board in the robot workspace, in such a way that reference dots can be reached by the Patient Side Manipulators (PSMs) and the ECM. We choose a subset of reference points \( P \subset D \) such that each point \( p \in P \) is reachable by the arms. The points in \( P \) must be symmetric with respect to the center of the board to compute the origin of the common reference frame, and at least three points are needed to estimate the plane coefficients. We execute Algorithm 1 to generate a common reference plane and frame for all the tools. First, we use teleoperation provided by the dVRK to position the end effector of the PSMs and the ECM on points in \( P \). To this aim, we mount the 3D-printed adapter shown in Figure 2b on the ECM. We touch points with each arm in the same order, then we place the tools above the board to define the plane normal direction.

Afterwards, we proceed with the 3D hand-eye calibration of the camera. We first detect the center of the Aruco marker on the board with respect to the camera frame. Once we get a stable pose of the marker, we align the pose on the point cloud generated from the depth map.

Finally, we use the marker pose and its known radius to generate the pose of every dot in the set \( P \) in the marker reference frame, as well as the point above the calibration board. Given the poses of every point \( p \in P \) with all the tools and the camera, we estimate a plane applying Random Sample Consensus (RANSAC) [15]. Hence, the centroid of all points on the plane is chosen as the origin of the common reference frame for the tools.

Algorithm 1 Multi arm reference frame calibration

```matlab
1: Input: number \( n \) of Points \( p \in Q = P \cup \{point_{top}\} \);
2: Tools;
3: for \( t = 1 \) to \( n \) do
4: if Tool = camera then
5:   Aruco marker identification
6:   Identification of \( p[t] \) ← Point Cloud \( P_in \)
7:   return \( Pose_p[n] \)
8: else if Tool = robotic arm then
9:   Forward kinematic to \( p[t] \)
10: return \( Pose_p[n] \)
11: end if
12: for \( t = 1 \) to \( Pose_p[n] \) do
13:   Plane Estimation ← RANSAC
14: end for
15: end for
```

IV. EXPERIMENTS

Figure 3 shows the re-projection of one da Vinci® surgical instrument in the camera image plane. The calibration pipeline has been implemented using Robot Operating System (ROS) to handle all the frames involved during the workflow. Data from the camera are processed using the Point Cloud Library (PCL) and OpenCV. Since the calibration error depends on the estimation of the plane orientation, we first test the accuracy of our method moving both PSMs to the same poses 5 cm above the calibration board, and we remain within the external circumference of the calibration board. Then, we measure the Euclidean distance between the poses of the PSMs. The maximum error is less than 0.8 mm within 5 cm far from the origin of the common reference frame. This error is lower than the 4-mm minimum error obtained in [6], [16] with comparable camera hardware and on larger scale.

After this preliminary test, we validate our calibration method in two benchmark scenarios for surgical robotics shown in Figure 4 (A) localization and grasping, and (B) dual-arm manipulation.

A. Localization and grasping

In the first scenario (Figure 4a) the two PSMs must autonomously grasp the blue ring on the peg base in two
different points. The RGB-D camera identifies the point cloud corresponding to the ring after color and shape segmentation, and points are transformed from the camera to the common reference frame. The ring has a diameter of 1.5 cm, and the target points for PSM1 and PSM2 are determined as the rightmost and the leftmost in the point cloud, respectively. We place the ring in different positions on the peg base (including the center of the base, two positions on both sides, and the four corners of the base in Figure 4a) and we compute the Euclidean distance between the grasping points estimated from four corners of the base in Figure 4a) and we compute the Euclidean distance between the grasping points estimated from the camera to the common reference frame. The estimated kinematic precision of the robot is 1.02 mm on average (0.58 mm standard deviation) when localizing and reaching fiducial markers [17], with a maximum error of 2.72 mm [18]. The results of our first test are reported in Table I.

We notice that the error has no neat dependency on the positioning on the plane. The overall average error is 1.94 mm (1.21 mm standard deviation), with a maximum overall error of 4.75 mm. Assuming the intrinsic kinematic error is independent on the calibration error, the precision of our calibration procedure on the plane is approximately 1.65 mm, less than one half of the state of the art reached in [6], [16].

**B. Dual arm manipulation**

In the second scenario (Figure 4b), the PSMs start holding the same ring, and they must execute simultaneous circular trajectories in the \( x - z \) plane with radius \( r \) ranging from 1 to 5 cm. The trajectories are pre-computed in the common reference frame, and the PSMs are commanded with the transformed waypoints in their relative frames. This task validates the accuracy of the transformations between the arms resulting from our calibration procedure. Trajectories executed from the PSMs are shown in Figure 5. All trajectories start from the same initial position in order to make the analysis of performances more robust. Notice that for \( r = 5 \) cm the PSMs reach the limit of the workspace and deformation in the trajectory becomes visible. Table II shows quantitative results for this test. We measure the difference between the trajectories of the two PSMs, and we consider the standard deviation and the maximum deviation from the mean for each radius. In absence of calibration and kinematic errors, the difference between the trajectories would have null standard deviation. The variability on the difference between the trajectories increases with the radius of the circumference, hence with the \( z \) coordinate and as the arms approach the limits of their workspace (as already studied in [18]). In the worst case scenario (\( r = 5 \) cm) the overall standard deviation is 1.71 mm. Removing the intrinsic precision of the da Vinci\textsuperscript{®} leads to a (maximum) average calibration error of 1.38 mm, confirming the improvement shown in our first test with respect to the state of the art. This proves the comparable precision of our calibration method along all directions in the Euclidean space.

**V. Conclusion**

In this paper we proposed a novel 3D calibration procedure for the slave manipulators and the ECM of the da Vinci\textsuperscript{®} surgical robot. Our procedure exploits a RGB-D Realsense camera. We have validated our calibration procedure on two different points. The RGB-D camera identifies the point cloud corresponding to the ring after color and shape segmentation, and points are transformed from the camera to the common reference frame. The ring has a diameter of 1.5 cm, and the target points for PSM1 and PSM2 are determined as the rightmost and the leftmost in the point cloud, respectively. We place the ring in different positions on the peg base (including the center of the base, two positions on both sides, and the four corners of the base in Figure 4a) and we compute the Euclidean distance between the grasping points estimated from the camera to the common reference frame. The estimated kinematic precision of the robot is 1.02 mm on average (0.58 mm standard deviation) when localizing and reaching fiducial markers [17], with a maximum error of 2.72 mm [18]. The results of our first test are reported in Table I.

We notice that the error has no neat dependency on the positioning on the plane. The overall average error is 1.94 mm (1.21 mm standard deviation), with a maximum overall error of 4.75 mm. Assuming the intrinsic kinematic error is independent on the calibration error, the precision of our calibration procedure on the plane is approximately 1.65 mm, less than one half of the state of the art reached in [6]. [16].

**TABLE I**

| PSM1 \( (x,y,z) \) | PSM1 error \( \text{mm} \) | PSM2 \( (x,y,z) \) | PSM2 error \( \text{mm} \) |
|-------------------|---------------------|-------------------|---------------------|
| (5.5, 1.0, 23.1)  | 1.890               | (3.6, 18.4, -21.7)| 1.125               |
| (11.7, 10.6, -23.2)| 1.221               | (7.2, 30.4, -1.6) | 0.704               |
| (6.5, 28.6, -22.2)| 0.986               | (7.9, 48.2, -21.9)| 1.267               |
| (14.0, -31.2, -24.5)| 1.970             | (9.7, -11.8, -24.0)| 3.356               |
| (19.7, -52.6, -26.3)| 1.905             | (14.3, -32.7, -25.5)| 1.760               |
| (72.3, -7.2, -28.2)| 2.058               | (77.2, 12.3, -28.5)| 4.745               |
| (-8.8, -57.3, -25.8)| 1.550             | (-12.9, -35.7, -23.5)| 0.621               |
| (-15.3, -3.4, -23.4)| 0.902             | (-17.7, 16.1, -22.1)| 2.141               |
| (106.4, -69.1, -37.6)| 4.727            | (79.1, -47.2, -27.7)| 2.058               |

**TABLE II**

| Radius \( \text{mm} \) | Standard deviation \( \text{mm} \) | Max deviation \( \text{mm} \) |
|------------------------|--------------------------|--------------------------|
| 10                     | 0.23                     | 1.89                     |
| 20                     | 0.42                     | 3.74                     |
| 30                     | 0.66                     | 6.16                     |
| 40                     | 0.85                     | 8.50                     |
| 50                     | 1.71                     | 7.33                     |

---

Fig. 3. An example of re-projection of da Vinci\textsuperscript{®} surgical instruments by using kinematic re-projection of the model directly onto camera color image.

Fig. 4. Scenarios for validation of the calibration procedure (PSM1 right, PSM2 left).
relevant use cases for surgery, localization and grasping of a small object and dual-arm manipulation. Both tasks require an accurate estimation of the transformation tree connecting the arms and the camera, to guarantee precise positioning and coordination of the PSMs. We have compared the errors measured in the two scenarios with the intrinsic kinematic precision of the da Vinci®, to estimate the precision of our calibration procedure only. The results show that our method outperforms the state-of-the-art solutions with RGB-D camera, and guarantees sufficient precision for executing surgical tasks (1.65 mm in the calibration plane and 1.38 mm in the normal plane).

The main drawback of our solution is the use of a RGB-D camera, which limits its application in real surgery. However, our methodology can be easily extended to a setup with a standard surgical endoscope. The main issue with an endoscope is that the small baseline between the stereo cameras introduces additional complexities and reduces the depth range of view. We will address this problem in our future research. Moreover, we will develop an autonomous procedure for our calibration method, which can significantly reduce manual errors and prompt its implementation in real surgical systems.
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