Anomalous Frequency Noise from the Megahertz Channelizing Resonators in Frequency-Division Multiplexed Transition Edge Sensor Readout
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Abstract—Superconducting lithographed resonators have a broad range of current and potential applications in the multiplexed readout of cryogenic detectors. Here, we focus on LC bandpass filters with resonances in the 1-5 MHz range used in the transition edge sensor (TES) bolometer readout of the Simons Array cosmic microwave background (CMB) experiment. In this readout scheme, each detector signal amplitude-modulates a sinusoidal carrier tone at the resonance frequency of the detector’s accompanying LC filter. Many modulated signals are transmitted over the same wire pair, and quadrature demodulation recovers the complex detector signal. We observe a noise in the resonant frequencies of the LC filters, which presents primarily as a current-dependent noise in the quadrature component after demodulation. This noise has a rich phenomenology, bearing many similarities to that of two-level system (TLS) noise observed in similar resonators in the GHz regime. These similarities suggest a common physical origin, thereby offering a new regime in which the underlying physics might be probed. We further describe an observed non-orthogonality between this noise and the detector responsivities, and present laboratory measurements that bound the resulting sensitivity penalty expected in the Simons Array. From these results, we do not anticipate this noise to appreciably affect the overall Simons Array sensitivity, nor do we expect it to limit future implementations.

I. INTRODUCTION

Multiplexed readout is an increasingly common requirement for modern cryogenic detector arrays, as it reduces cost, wiring complexity, and cooling requirements. A natural direction toward multiplexing is with superconducting lithographed resonators, which provide many cryogenically scalable paths to multiplex signals in frequency space. Many such demonstrations exist in the literature in varying forms of maturity: with amplitude readout of resonances modulated by a changing detector impedance [1], with kinetic inductance detectors which double as readout resonators [2], with inductively coupled RF SQUIDs that modulate the resonance frequencies [3], and with a high-kinetic inductance resonator to transduce low-frequency currents into RF resonance frequency shifts [4]. Together, these frequency multiplexing techniques have been used to read out a variety of detectors, including TES calorimeters and bolometers, metallic magnetic calorimeters, superconducting nanowire single photon detectors, and many flavors of kinetic inductance detectors [1]. [4]–[7].

In this manuscript, we describe a phenomena observed in an implementation of the first aforementioned multiplexing paradigm for TES bolometer readout; in particular, the Digital Frequency-domain Multiplexing (DFMux) readout system for the Simons Array CMB polarization experiment [8]. In this readout system, depicted schematically at the top of Fig. 1, each detector is connected in series with an LC bandpass filter so that it can be uniquely addressed by a carrier tone, which doubles as the detector bias and becomes amplitude modulated by the detector signal. A DC Superconducting QUantum Interference Device (SQUID) array, well-matched to the TES impedances, senses the time-varying current produced by the voltage biased detectors. Active nulling feedback acts to linearize the SQUIDs and greatly increases the dynamic range of the system [9]. Custom digital electronics provide carrier synthesis and demodulation at ambient temperature [10].

The Simons Array detector readout system was built on the heritage of previous implementations in the POLARBEAR [11] and SPTpol [12] CMB experiments, and was jointly developed for the SPT-3G [13] experiment. Several technology advances and architectural changes were crucial for scaling up the previously achieved multiplexing factors of 8x (16x) in POLARBEAR (SPTpol) to 40x (68x) in the Simons Array (SPT-3G), a few of which are relevant for the noise mechanism discussed in this manuscript. To accommodate more channels per multiplexer, the channelizing resonators were designed with roughly 4.5x higher resonance frequencies and 4.5x narrower bandwidths. For scalability and greater control over
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resonance frequency placement, the construction of these LC resonators was migrated to a single lithographically defined monolithic chip per multiplexer [14]. The resonators take the form of lumped-element single-layer interdigitated capacitors and spiral inductors completed by a wire bond as shown in the bottom panels of Fig. 1 and are fabricated with a superconducting film of either aluminum or niobium. Under observation conditions, the total quality factors are \(O(10^5)\). All data presented hereafter were collected using Simons Array readout hardware.[1]

II. RESONATOR FREQUENCY NOISE

A key requirement on any readout system for CMB detectors is that its noise contribution be sub-dominant to the noise from statistical fluctuations of the detected photons. When referenced to a current at the SQUID array input coil, we expect a photon white noise level of roughly 30 pA/√Hz in the Simons Array, and we target a readout noise level which does not appreciably increase the total noise level.

Due to the quadrature demodulation in use, we expect different noise levels in the in-phase \((I)\) and quadrature \((Q)\) timestreams. The demodulation electronics choose the phase that defines the \((I,Q)\) basis after detector tuning by enforcing that \(\langle Q(t) \rangle = 0\) so that the carrier and nuller signals are entirely in \(I\). In this basis, \(I\) and \(Q\) have a simple interpretation as the real and imaginary parts of the detector current. Noise sources that are power noise sources in origin will then appear preferentially in \(I\), as they are intrinsically aligned with the bolometer responsivities. Reactive parasitics in the cryogenic circuitry are expected to cause the detector signals and power noise sources to be rotated from this default \((I,Q)\) basis by a few degrees. After applying a small offline rotation to a new \((I',Q')\) basis that undoes this effect, we expect to use the \(I'\) time-ordered data for science analysis and discard \(Q'\). Noise sources not dependent on the detector responsivity (e.g. SQUID noise, amplifier noise, resistor Johnson noise) were expected at the time of design to be equal in amplitude between \(I\) and \(Q\). A minor exception is the TES Johnson noise, which is preferentially suppressed by the detector loop gain in \(I\) but only contributes a negligible fraction of the total noise budget.

However, instead of an equivalency between readout-induced noise in \(I\) and \(Q\), we observe a large excess of \(Q\) noise. Additionally, this excess increases with the current through the resonator and is coupled with a much smaller current dependence in the \(I\) noise level. These effects are demonstrated in Fig. 2 in which a resistive channel with zero power-to-current responsivity was “biased” at several current amplitudes. As can be seen in the right part of the figure, there is a small correlation between \(I\) and \(Q\), explaining the current dependence of the \(I\) noise via a phase shift between the carrier as measured by the room temperature electronics and the phase at which this excess noise is injected.

The current dependence of the \(Q\) noise suggests an underlying phase noise. In the DfMux readout system, a jitter in the phase \(\phi = \tan^{-1}(Q/I)\) of the channel current corresponds to a quadrature noise \(\delta Q\) via

\[
\delta Q = \langle I \rangle \tan \delta \phi
\]
Fig. 3. Left: Noise spectral densities for the currents through two channels at 2.8 and 2.9 MHz with differing resistances within the same multiplexer unit. The measurement was taken at $T = 0.3$ K and with similar probe currents in both channels. The lack of asymmetric noise in the more resistive channel shows that the observed noise is modulated by the resonance width. Right: Calculated complex impedances for the two channels measured on the left. The slopes of the orange curves at zero frequency offset determine the conversion from frequency noise to phase noise for each channel and demonstrate that narrower resonances are more sensitive to frequency noise.

with which we find excellent agreement\(^2\). However, the observed phase noise is in turn due to a frequency noise, as it is observed to be modulated by the conversion factor between frequency noise and phase noise

$$\frac{\delta \phi}{\delta f} = \frac{d(\text{arg } Z)}{df} \bigg|_{f_r}$$

where $f_r = (2\pi \sqrt{LC})^{-1}$ is the natural resonance frequency of the channelizing filter and $Z$ is the complex channel impedance. This is demonstrated in Fig. 3 where two channels within the same multiplexer with different sensitivities to frequency jitter can be seen to demonstrate notably different noise asymmetries.

The underlying mechanism behind the observed frequency noise appears to be one common to related systems; as reviewed in \([7]\) and \([15]\), superconducting lithographed resonators at ∼GHz frequencies generically host fluctuating two-level tunneling states in amorphous dielectrics which couple to the resonator capacitances and induce resonance frequency jitter. TLS fluctuation noise has a notable set of well-studied dependencies which agree well with our observations\(^2\). We are currently unaware of any other mechanism capable of simultaneously reproducing all the observed noise phenomena.

Importantly, we observe no phase noise correlation between multiplexer channels, which strongly disfavors mechanisms such as temperature or clock drifts and is consistent with the expectation from TLS fluctuators. Furthermore, TLS noise is known to follow a red spectrum out to the resonator bandwidth where it typically becomes sub-dominant to other noise sources, which we observe as demonstrated in the left panel of Fig. 4. A characteristic negative temperature dependence of TLS noise is also reported in the literature, typically following a power law of $T^\gamma$ where $\gamma$ varies from −1.2 to −1.7 \([15]\). Measurements of this dependence in our system were slightly hindered by a lack of direct thermometry and imperfectly constrained thermal gradients as evidenced by the channel-to-channel variation shown in the center panel of Fig. 4 but yield broadly consistent fitted power law indices in the −0.6 to −2.5 range. Additionally, the electric field strength in the capacitive part of resonators, or equivalently the average power of the readout tone, is known to suppress TLS noise according to a $P^{-1/2}$ power law. Indeed this is seen in our resonators, as evidenced by the example in the right panel of Fig. 4. Finally, TLS population densities are known to be sensitive to fabrication details: material/substrate pairings, residual surface contaminants, oxide layers, etc. In line with this, we observe on average a factor of ∼4 larger phase noise in resonators fabricated from aluminum films with an evaporation process over others fabricated from niobium films with a sputter process.

III. IMPACT IN THE SIMONS ARRAY

As is visually apparent in the right panel of Fig. 2, a simple change of demodulation basis is sufficient to completely remove the excess TLS noise from the data stream. However, we observe a complicating effect, namely that the basis which optimizes TLS noise avoidance is in general distinct from the basis optimizing the detector signal. This phase difference is shown on the left in Fig. 5 for an outlier channel where the distinction is visually obvious. Maximizing the detector signal therefore comes with a noise penalty, and vice versa. Practically, then, the basis which optimizes signal-to-noise should be used. Presently, the specific mechanism determining the scale of the non-orthogonality of TLS noise and detector responsivity is unclear, but may be a subject of further study.

In laboratory tests of a spare Simons Array TES wafer where detectors were thermally stimulated with out-of-band optical power from an LED in an otherwise dark cryostat, the rotation angles relating the maximum signal-to-noise basis and the default basis where $\langle Q \rangle = 0$ are typically small: centered around zero with a spread of roughly 10 degrees. To constrain the magnitude of the sensitivity impact on the Simons Array, the signal losses and noise increases relative to a hypothetical system with TLS-free resonators are histogrammed in the right panel of Fig. 4, and can be seen to be concentrated at the percent level with a few outliers. As these test conditions under-represent the contribution from photon noise expected during observations, these results should be treated as upper bounds. Therefore, while we expect to perform an offline demodulation basis rotation to maximize sensitivity for the Simons Array, we do not expect TLS noise to appreciably contribute to the overall noise level afterwards.

IV. DISCUSSION

As DfMux is an amplitude readout scheme, it would be insensitive to TLS noise were it not for the observed non-orthogonality between TLS noise and the detector response. Though the precise mechanism behind the relative angle

\(^2\)As later shown in the right panel of Fig. 4, the phase noise $\delta \phi$ itself is a function of $\langle I \rangle$, resulting in a nonlinear dependence of $\delta Q$ on $\langle I \rangle$.

\(^3\)TLS populations are also known to modify the resonance frequencies and internal quality factors as functions of temperature and readout power, but these were not convenient to measure with our system.
is held constant, the phase noise will scale with $L/\sqrt{R_I}$ between frequency noise and phase noise given by Eq. (2).

Impedances in the wiring between the detector elements and probe tone and detector bias are coincident, enabling reactive natural resonance frequency. In our readout system, the RF via circuitry operating at frequencies significantly below the resonances in the channels operated at identical probe currents. Notable channel-to-channel variation is observed, but power law fits yield indices broadly consistent with those reported in the literature for TLS resonator noise.

For future systems that may wish to adopt TLS noise mitigation strategies, several options are identifiable. At a cost of channel density and/or crosstalk performance, the resonator inductance $L$ may be lowered or the TES operating resistance $R_{\text{oper}}$ increased, thereby reducing the conversion factor between frequency noise and phase noise given by Eq. (2). For the practical case in which the detector saturation power is held constant, the phase noise will scale with $L/\sqrt{R_{\text{oper}}}$ after accounting for the current dependence of TLS noise. Reduction of the TLS fluctuations themselves is also an option; a variety of other techniques, including the use of materials that do not form surface oxides, care to remove residual films in the fabrication process, and modification of the capacitor geometries, have been successfully used in other devices and would be applicable for DfMux readout. Additionally, active feedback on the carrier, similar to that described in [9] or [16], may also provide a further option for avoiding TLS noise. As we are unaware of any report of TLS noise in MHz resonators, at the time of design none of these avoidance or mitigation techniques were considered; we anticipate that implementation will be straightforward.

In summary, we have reported an observation of TLS noise in the DfMux readout system, representing both a previously uncharacterized noise source for the Simons Array and a new regime in which TLS fluctuations have been observed. We have further shown that the resulting resonator phase noise is not fully orthogonal to the amplitude modulation given by the detector signals. While we expect to apply an offline phase rotation for mitigation in the Simons Array, the overall sensitivity impact due to TLS noise will be very minor. Currently, the next generation of CMB cameras are under design, many of which are considering DfMux readout; these and other related TES systems should be aware that TLS noise can manifest in MHz resonators, take care not to exacerbate its effects, and implement mitigation strategies if desired.
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Fig. 4. Left: Spectral density of current through a 2.1 MHz, 1 $\Omega$ channel at $T = 0.3$ K over a wider frequency range and with the effect of the anti-aliasing filter removed. The excess asymmetric noise follows a red spectrum out to the resonator bandwidth. Center: Temperature dependence of the phase noise measured with a set of 1 $\Omega$ channels operated at identical probe currents. Notable channel-to-channel variation is observed, but power law fits yield indices broadly consistent with those reported in the literature for TLS resonator noise. Right: Readout current dependence of the phase noise in a 2.1 MHz, 1 $\Omega$ channel at $T = 0.3$ K, showing agreement with the $P^{-1/2} = R^{-1/2} I^{-1} \propto I^{-1}$ expectation from TLS fluctuations.

Fig. 5. Left: The complex current measured in a spare Simons Array detector thermally stimulated at 5 Hz, peak-filtered around the stimulation frequency (blue) and bandpassed in a noise-dominated frequency range (orange). Lines are shown to guide the eye along the principal axis of each data set, showing the non-orthogonality between TLS noise and the detector responsivity. Right: Upper bound of the impact of TLS fluctuations on the Simons Array sensitivity for their assistance in developing the readout hardware and for providing infrastructure for testing.

For unrelated reasons, $R_{\text{oper}}$ is larger by roughly a factor of 2 and a notable fraction of the resonator capacitors were fabricated with wider finger gaps in the SPT-3G implementation relative to the Simons Array implementation [17]. Both of these likely contribute to the relatively smaller level of observed phase noise in SPT-3G.
