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Abstract

Recently, minimax optimization received renewed focus due to modern applications in machine learning, robust optimization, and reinforcement learning. The scale of these applications naturally leads to the use of first-order methods. However, the nonconvexities and nonconcavities present in these problems, prevents the application of typical Gradient Descent-Ascent, which is known to diverge even in bilinear problems. Recently, it was shown that the Proximal Point Method (PPM) converges linearly for a family of nonconvex-nonconcave problems. In this paper, we study the convergence of a damped version of Extra-Gradient Method (EGM) which avoids potentially costly proximal computations, only relying on gradient evaluation. We show that EGM converges linearly for smooth minimax optimization problem satisfying the same nonconvex-nonconcave condition needed by PPM.

1 Introduction

Minimax optimization has a long history in optimization in the contexts of duality theory and robust optimization and more broadly in biology, social sciences, and economics [20]. In these classic settings, the objective is typically well-behaved with respect to both the minimizing and maximizing variables (being convex and concave respectively) and strong computational guarantees are known. In the past few years, this problem has seen several applications in machine learning, and, in particular, in areas such as GANs [10], adversarial training [17], and multi-agent reinforcement learning [23]. However, these modern applications do not possess the same convexity and concavity structure that is foundational to the traditional analysis of minimax optimization. Formally, we consider unconstrained minimax optimization problems of the following form

\[ \min_{x \in \mathbb{R}^n} \max_{y \in \mathbb{R}^m} L(x, y), \]  

where \( L \) is twice continuously differentiable but need not be convex nor concave in \( x \) or \( y \).

Due to the large-scale nature of such applications, first-order methods provide a practical, scalable algorithmic approach whereas higher-order methods may be computationally intractable. Most
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well-known first-order methods are Gradient Descent-Ascent (GDA), the Proximal Point Method (PPM), and the Extra Gradient Method (EGM). The most widely known of these methods is GDA and its iterate update, for solving problem (1), with a step-size \( s > 0 \) is given by

\[
\begin{bmatrix}
  x_{k+1} \\
y_{k+1}
\end{bmatrix} = \begin{bmatrix}
x_k \\
y_k
\end{bmatrix} - s \begin{bmatrix}
  \nabla_x L(x_k, y_k) \\
  -\nabla_y L(x_k, y_k)
\end{bmatrix}.
\]

However, GDA does not converge even in bilinear cases, i.e. the cases where the objective function \( L(x, y) = x^T By \) for some \( B \in \mathbb{R}^{n \times m} \), without the assistance of averaging [6, 16].

A more sophisticated algorithm to solve minimax problems, first studied in the seminal work of Rockafellar [26], is the Proximal-Point Method (PPM). PPM enjoys more favorable theoretical properties compared to other first-order methods. The iteration update for PPM with step-size \( s > 0 \) is as follows

\[
\begin{bmatrix}
x_{k+1} \\
y_{k+1}
\end{bmatrix} = \text{prox}_{s \cdot f}(x_k, y_k) := \arg \min_{u \in \mathbb{R}^n, v \in \mathbb{R}^m} \max L(u, v) + \frac{1}{2s} \| u - x_k \|^2 - \frac{1}{2s} \| v - y_k \|^2.
\]

Recently, it is shown in [11] that PPM (potentially with a damping term, see (5)) converges linearly to a stationary point of any nonconvex-nonconcave objective function whenever there is sufficient interaction between \( x \) and \( y \). However, despite these improved convergence guarantees, the proximal point method remains impractical to employ as it requires (approximately) solving the above proximal subproblem at every iteration.

EGM replaces the proximal step of PPM with two steps in the direction of gradients evaluated at different points, as defined below:

\[
\begin{bmatrix}
x_{k+1}' \\
y_{k+1}'
\end{bmatrix} = \begin{bmatrix}
x_k' \\
y_k'
\end{bmatrix} - s \begin{bmatrix}
  \nabla_x L(x_k, y_k) \\
  -\nabla_y L(x_k, y_k)
\end{bmatrix},
\]

\[
\begin{bmatrix}
x_{k+1} \\
y_{k+1}
\end{bmatrix} = \begin{bmatrix}
x_k \\
y_k
\end{bmatrix} - s \begin{bmatrix}
  \nabla_x L(x_{k+1}', y_{k+1}') \\
  -\nabla_y L(x_{k+1}', y_{k+1}')
\end{bmatrix}.
\]

It is well known that EGM exhibits linear convergence to a saddle point for many convex-concave objective functions [21]. There are no such convergence guarantees for other inexpensive methods, vanilla GDA, which, as stated, is known to diverge even in bilinear case.

In this paper, we show that under similar conditions to PPM, EGM (as well as its generalization incorporating damping) globally converges linearly to a stationary point of a class of nonconvex-nonconcave objective functions. This algorithm is computationally more efficient to implement than PPM, relying only on a gradient oracle. Hence, we find that similar to the convex concave setting of [21], EGM provides an efficient replacement for the proximal point method for nonconvex-nonconcave optimization while preserving its strong theoretical guarantees.

The rest of the paper is organized as follows. In section 1.1 the relevant literature is provided. In Section 1.2 the notation will be laid out for the rest of the paper. In section 2 the preliminaries and the required definitions are furnished. In Section 3 we will present and explain our damped generalization of EGM and show that it approximates a damped variant of PPM. Section 4 formalizes and proves our main Theorem and then provides a nonconvex-nonconcave quadratic minimax problem establishing the tightness of our convergence theory.
1.1 Related Literature

Proximal Point Method (PPM) was first introduced by Rockafellar in his seminal work [26] as a method to solve variational inequality problems. Minimax problems are a special class of variational inequalities and the results Rockafellar established in his paper imply the local linear convergence of PPM when applied to (1) granted (i) the solution to (1) is unique, (ii) the mapping $F : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ is invertible around 0, and (iii) $F^{-1}$ is Lipschitz continuous around 0. Paul Tseng [27] showed the convergence, under some complicated conditions, of PPM and EGM. Nemirovski [21], in his seminal paper, introduces Mirror Prox algorithm, a generalization of EGM, and shows that it converges linearly with rate $O(\frac{1}{\epsilon})$ for convex-concave minimax problems.

There are quite a few works that study a special case of problem (1) with bilinear interaction terms, i.e. when $L(x, y) = f(x) + x^T Ay - g(y)$ where $A \in \mathbb{R}^{n \times m}$ is a matrix and $f, g$ are two proper, lower semi-continuous, and convex functions. The most well-known such work is Nesterov’s smoothing [22], Monteiro’s Hybrid Proximal Extragradient Method [19], Douglas-Rachford Splitting Method [13], Primal-Dual Hybrid Gradient Method (PDHG) [4], and Alternating Direction Method of Multipliers (ADMM) [8]. Recently, O’Connor-Vandenberghe [24] showed that PDHG and Douglas-Rachford Splitting Method are equivalent. ADMM and PDHG differ from EGM in the sense that the formers update the primal and dual sequentially while EGM updates the primal and dual iterates simultaneously.

The introduction of General Adversarial Networks (GANs) [10] has shifted a ton of attention towards nonconvex-nonconcave minimax problems. Recently, Grimmer et. al [11] studied PPM and its global convergence on a class of nonconvex-nonconcave minimax problems that enjoy sufficiently strong interaction between the two underlying agents. Yang et al. [28] furnished another example of global convergence of Alternating Gradient Descent-Ascent (AGDA) for the class of objective functions that satisfy the two-sided Polyak-Lojasiewicz inequality, known to be a weaker condition than strongly-convex-strongly-concave. [14] studied the various notions of optimality in nonconvex-nonconcave minimax problems. Diakonikolas et. al [7] furnished the proof for the ergodic convergence of a special class of our damped EGM, that is, one with a damping parameter of $\lambda = \frac{1}{\epsilon}$, when applied to a nonconvex-nonconcave minimax problems. Lee and Kim [15] furnished the convergence of the so-called two-time-scale anchored extra-gradient method (FEG) to a stationary point (Definition 2.4) of an objective function with a negatively $\rho$-comonotone oracle. This is also known in literature as $|\rho|$-cohyponotonicity (see [3], Remark 2.5 (ii)). Each iteration of FEG iterates from a convex combination of the “current iterate” $z_k$ and the “initial point” $z_0$, and moves along the direction of a linear combination of gradient information in its transition from the mid-point to the next iteration. This was shown to converge sublinearly to a stationary point of an objective function that admits negative comonotonicity. The convergence rate of various implicit and explicit methods for solving nonconvex-nonconcave minimax problems, their convergence rate, are illustrated in Table 1. We note that positive interaction dominance, a slight strengthening of negative comonotonicity, is, to the best of the authors’ knowledge, the most general setting for which linear convergence is known in the literature.

Last but not least, [29] provided a unified approach to various local and global optimal notions such as local and global Nash equilibrium as well as local and global minimax point with enlightening examples throughout. [29] also furnished two preliminary results on the local linear convergence (asymptotic stability) condition of damped EGM, i.e. with a fixed damping constant, for smooth
nonconvex-nonconcave minimax games but furnished no explicit rates.

The literature on convex-concave minimax problems, however, is much richer. Among those, Daskalakis et al. [5] studied Optimistic Gradient Descent Ascent (OGDA) for training GANs, showing that ODGA converges linearly to the unique stationary point of a bilinear objective function with the interaction matrix being nonsingular. Mokhtari et al. [18] furnished a unified study of OGDA, EGM, and PPM, and showed that OGDA and EGM approximate PPM. They also re-proved the concept of linear convergence of EGM, OGDA, and PPM to the unique stationary point of strongly-convex-strongly-concave and full-rank bilinear minimax problems.

1.2 Notations and Assumptions

Throughout the paper, we use \( x \) and \( y \) to denote the minimizing and maximizing variables, respectively. We use \( I \) to denote identity matrix of appropriate dimension. The symbols \( \nabla, \nabla^2, \nabla_x, \) and \( \nabla_{xx}^2 \) are used to denote the gradient, Hessian, partial gradient, and partial Hessian of a function following the symbol. Let \( U \subset \mathbb{R}^n \times \mathbb{R}^m \). We say a mapping \( L : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) is \( \xi \)-Lipschitz on \( U \) if for any pair of \( z, z' \in U \), \( \|L(z) - L(z')\| \leq \xi \|z - z'\| \). We are primarily interested in twice differentiable functions \( L \). We say \( L \) is \( \beta \)-smooth on \( U \) if its gradient is \( \beta \)-Lipschitz in \( U \), or equivalently, when \( L \) is twice continuously differentiable and its Hessian satisfies \( \|\nabla^2 L(z)\| \leq \beta \) for all \( z \in U \). We say that \( L \) is \( \mu \)-strongly convex-strongly concave on \( U \) for \( \mu > 0 \) if for any \( z, z' \in U \), \( \nabla^2_{xx} L(z) \succeq \mu I \) and \( -\nabla^2_{yy} L(z) \succeq \mu I \). When \( \mu = 0 \), this is equivalent to convexity and concavity in \( x \) and \( y \), respectively. However, our primary interest is in nonconvex-nonconcave objectives. We quantify the level of negative curvature in \( x \) and positive curvature in \( y \) as follows: We say \( L \) is \( \rho \)-weakly convex-weakly concave on \( U \) if for all \( z = (x, y) \in U \),

\[
\nabla^2_{xx} L(z) \succeq -\rho I, \quad -\nabla^2_{yy} L(z) \succeq -\rho I.
\]

Moreover, we denote the first-order oracle for the problem \([1]\) by \( F(z) = \begin{bmatrix} \nabla_x L(z) \\ -\nabla_y L(z) \end{bmatrix} \) for any \( z \in \mathbb{R}^n \times \mathbb{R}^m \). For any \( \rho \)-weakly-convex-weakly-concave function \( L \), we denote the prox operator

| Algorithm          | Explicit Method | Setting                        | Constraints | Convergence Rate |
|--------------------|----------------|--------------------------------|-------------|------------------|
| AGDA [28]          | ✓              | two-sided PL                   | ×           | \( O\left(\log\left(\frac{1}{\epsilon}\right)\right) \) |
| PPM [11]           | ×              | Positive Interaction Dominance  | ×           | \( O\left(\log\left(\frac{1}{\epsilon}\right)\right) \) |
| Damped EGM [7]     | ✓              | weak MVI                       | ×           | \( O\left(\frac{1}{\epsilon}\right) \)          |
| CEG+ [25]          | ×              | weak MVI                       | ✓           | \( O\left(\frac{1}{\epsilon} \right) \)         |
| EGM Variant [15]   | ✓              | Negatively Comonotone          | ×           | \( O\left(\frac{1}{\epsilon} \right) \)         |
| Damped EGM [This paper] | ✓            | Positive Interaction Dominance  | ×           | \( O\left(\log\left(\frac{1}{\epsilon}\right)\right) \) |
with stepsize $0 < s \leq 1/\rho$ by

$$(x, y) = \text{prox}_{s, f}(u, v) := \arg \min_{u \in \mathbb{R}^n, v \in \mathbb{R}^m} f(u, v) + \frac{1}{2s} \|u - x\|^2 - \frac{1}{2s} \|v - y\|^2.$$  

For any $0 < s \leq 1/\rho$, we say a function $L$ is $\alpha(s)$-interaction dominant in $x$ if for all $z \in \mathbb{R}^{n+m}$,

$$\nabla^2_{xx} L(z) + \nabla^2_{xy} L(z) (s^{-1} I - \nabla^2_{yy} L(z))^{-1} \nabla^2_{yx} L(z) \succeq \alpha(s) I \tag{2}$$

and $\alpha(s)$-interaction dominant in $y$ if for any $z \in \mathbb{R}^{n+m}$

$$-\nabla^2_{yy} L(z) + \nabla^2_{yx} L(z) (s^{-1} I + \nabla^2_{xx} L(z))^{-1} \nabla^2_{xy} L(z) \succeq \alpha(s) I \tag{3}.$$

Throughout our analysis of the Extragradient Method, we assume the following regularity conditions on the objective. The first two conditions (Lipschitz continuity, smoothness, and weak convexity-concavity) are relatively standard. The third regularity condition is positive interaction dominance (see Assumption 1.1) and is equivalent to the settings considered for the proximal point method in [11] and the negative comonotone setting where accelerated, sublinear rates were recently derived by [15].

**Assumption 1.1.** The objective function $L: \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ satisfies the following four conditions

1. $L$ is continuously twice differentiable and $\beta$-smooth on $\mathbb{R}^n \times \mathbb{R}^m$.
2. $L$ is $\rho$-weakly convex in $x$ and $\rho$-weakly concave in $y$ on $\mathbb{R}^n \times \mathbb{R}^m$.
3. For some $s \in \left(0, \frac{1}{\rho}\right)$, $L$ satisfies the interaction dominance conditions (2) and (3) where $\alpha > 0$ is a positive function.

The smoothing constant $\beta$, weak-convexity-weak-concavity constant $\rho$, and a pair of values $s$ and $\alpha$ satisfying interaction dominance are needed to select stepsize parameters where our theory applies.

**Positive Interaction-Dominance:** Provided $0 < s \leq 1/\rho$, the second terms

$$\nabla^2_{xy} L(z) (s^{-1} I - \nabla^2_{yy} L(z))^{-1} \nabla^2_{yx} L(z)$$

$$\nabla^2_{yx} L(z) (s^{-1} I + \nabla^2_{xx} L(z))^{-1} \nabla^2_{xy} L(z)$$

in (2) and (3) are always positive semi-definite. We thus see that any convex-concave objective function is always nonnegative interaction dominant in both $x$ and $y$. A $\rho$-weakly-convex-weakly-concave function is $\alpha(s)$-interaction dominant with $\alpha(s) \geq -\rho$. For this weakly-convex-weakly-concave function $L(x, y)$ to have nonnegative interaction dominance, $L$ must have “large enough” interaction between $x$ and $y$ in the Hessian in order to “overcome” the effect of the smallest (negative) eigenvalue of partial Hessian $\nabla^2_{xx} L$ and the largest (positive) eigenvalue of partial Hessian $\nabla^2_{yy} L$.  

5
2 Preliminaries

Grimmer et al. [11] used a generalization of the Moreau envelope, called saddle envelope, introduced by [2], to study the behavior of a certain class of nonconvex-nonconcave objective functions. More precisely, given any $\rho$-weakly-convex-weakly-concave objective function $L : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ with $L \in C^2$, and any $s > 0$, the saddle envelope $L_s$ is defined as

$$L_s(x, y) := \min_{u \in \mathbb{R}^n} \max_{v \in \mathbb{R}^m} \left\{ \frac{1}{2s} \| u - x \|^2 - \frac{1}{2s} \| v - y \|^2 \right\}.$$

Suppose $s < \frac{1}{\rho}$, then it is easy to see that $M(u, v) := L(u, v) + \frac{1}{2s} \| u - x \|^2 - \frac{1}{2s} \| v - y \|^2$ is $(\frac{1}{s} - \rho)$-strongly-convex-strongly-concave so that the saddle envelope (4) is well-defined. Corollary 2.2 in [11] implies that to find any stationary point of $L$, one only needs to find those of $L_s$. Imposing nonnegative interaction dominance paves the way for proving more powerful properties of the saddle envelope.

If an objective function is nonnegative interaction dominant in both $x$ and $y$ for some $s \in \left( 0, \frac{1}{\rho} \right)$, its saddle envelope $L_s(x, y)$ would then be convex-concave ([11], Proposition 2.6). If for some $s \in \left( 0, \frac{1}{\rho} \right)$ the objective function is further positive interaction dominance, then the saddle envelope $L_s(x, y)$ is strongly-convex-strongly-concave.

These interaction dominance conditions can be equivalently characterized in terms of the convexity and concavity of the saddle envelop (4) and in terms of the monotonicity of the saddle gradient $F(z) = \left[ \begin{array}{c} \nabla_x L(z) \\ -\nabla_y L(z) \end{array} \right]$. This is formalized in Proposition 2.1.

Recently, [15] presented algorithms with sublinear rate for nonconvex-nonconcave minimax optimization problems with $\rho$-comonotone gradient oracle for some negative $\rho$. A set-valued mapping $T : \mathbb{R}^{n+m} \rightrightarrows \mathbb{R}^{n+m}$ is said to be $\rho$-monotone on $\mathbb{R}^{n+m}$ if for every $\bar{z} \in \mathbb{R}^{n+m}$ there exists a neighborhood $V$ of $\bar{z}$ such that

$$(w - w')^T (z - z') \geq \rho \| z - z' \|^2 \quad \text{for all } z, z' \in V \text{ and all } w \in T(z), \ w' \in T(z').$$

A set-valued mapping $T : \mathbb{R}^{n+m} \rightrightarrows \mathbb{R}^{n+m}$ is said to be $\rho$-comonotone if for every $\bar{z} \in \mathbb{R}^{n+m}$ there exists a neighborhood $V$ of $\bar{z}$ such that

$$(w - w')^T (z - z') \geq \rho \| w - w' \|^2 \quad \text{for all } z, z' \in V \text{ and all } w \in T(z), \ w' \in T(z').$$

The following proposition, in particular, establishes the equivalence of our assumptions and the negative comonotone setting recently considered by [15].

**Proposition 2.1.** Let $L(x, y)$ be a twice-differentiable, $\rho$-weakly-convex-weakly-concave objective function, and $s \in \left( 0, \frac{1}{\rho} \right)$. Then the following statements are equivalent:

---

1The use of set-valued operators is typical here, allowing these definitions to be applied to cases where the objective function is not smooth whence only admitting subdifferentials. However, such nonsmooth optimization is beyond the scope of our paper.
(i) \( L(x, y) \) is \( \alpha(s) \geq 0 \)-interaction dominance in both \( x \) and \( y \),

(ii) The saddle envelope \( \mathcal{L}_s(x, y) \) of \( L \) is convex-concave,

(iii) The oracle \( F(x, y) = \begin{bmatrix} \nabla_x L(x, y) \\ \nabla_y L(x, y) \end{bmatrix} \) of \( L(x, y) \) is \(-s\)-comonotone.

**Proof.** (i) \( \iff \) (ii): Observe that the conditions (2) and (3) hold with nonnegative \( \alpha \) exactly when

\[
\begin{align*}
\nabla_{xx}^2 L(z) + \nabla_{xy}^2 L(z) \left( s^{-1} I - \nabla_{yy}^2 L(z) \right)^{-1} \nabla_{yx}^2 L(z) & \geq 0 \\
-\nabla_{yy}^2 L(z) + \nabla_{yx}^2 L(z) \left( s^{-1} I + \nabla_{xx}^2 L(z) \right)^{-1} \nabla_{xy}^2 L(z) & \geq 0.
\end{align*}
\]

Adding an identity matrix \( \frac{1}{s} I \) above and inverting the resulting positive definite matrix yields the following equivalent characterization

\[
\begin{align*}
s^{-1} I - s^{-2} \left( s^{-1} I + \nabla_{xx}^2 L(z) + \nabla_{xy}^2 L(z) \left( s^{-1} I - \nabla_{yy}^2 L(z) \right)^{-1} \nabla_{yx}^2 L(z) \right)^{-1} & \geq 0 \\
s^{-1} I - s^{-2} \left( s^{-1} I - \nabla_{yy}^2 L(z) + \nabla_{yx}^2 L(z) \left( s^{-1} I + \nabla_{xx}^2 L(z) \right)^{-1} \nabla_{xy}^2 L(z) \right)^{-1} & \leq 0.
\end{align*}
\]

By Lemma 3 in [11], these are exactly the \( xx \) and \( yy \) components of the saddle envelope’s Hessian, i.e. \( \nabla_{xx}^2 \mathcal{L}_s(z) \) and \( \nabla_{yy}^2 \mathcal{L}_s(z) \), whence the assertion is proved.

(ii) \( \iff \) (iii): In [15] Appendix A.1, Lee and Kim showed that the saddle envelope’s gradient mapping \( F_s(.) = \begin{bmatrix} \nabla_x \mathcal{L}_s(.) \\ -\nabla_y \mathcal{L}_s(.) \end{bmatrix} \) is monotone if and only if \( F \) is \(-s\)-comonotone. Recalling that a gradient mapping \((\nabla_x L, -\nabla_y L)\) is monotone if and only if the associated function is convex-concave, the proof is complete. \( \square \)

Let us now state the definition of a stationary point of a bifunction.

**Definition 2.1.** A point \( (x^*, y^*) \in \mathbb{R}^{n+m} \) is a stationary point of an objective function \( L(x, y) \) if

\[
\nabla_x L(x^*, y^*) = 0, \quad \text{and} \quad \nabla_y L(x^*, y^*) = 0.
\]

We now provide a result that is all but stated in [11]:

**Lemma 2.1.** A \( \rho \)-weakly-convex-weakly-concave objective function \( L \) that is positive interaction dominance in both \( x \) and \( y \) has a unique stationary point.

**Proof.** By hypothesis and Proposition 2.6 in [11], the saddle envelope is strongly-convex-strongly-concave whence adopting a unique saddle point \((x^*, y^*)\) which is also its unique stationary point. By Corollary 2.2 in [11], then \((x^*, y^*)\) is the unique stationary point of \( L \); because otherwise, if \( L \) has any other stationary point \((\tilde{x}^*, \tilde{y}^*) \neq (x^*, y^*)\), it would clearly contradict Corollary 2.2 of [11]. \( \square \)
3 Damped EGM

Damped PPM, as the name suggests, introduces a damping parameter \( \lambda \in (0, 1] \) in each iteration of PPM. The iteration update is

\[
\begin{bmatrix}
x_{k+1} \\
y_{k+1}
\end{bmatrix} = (1 - \lambda) \begin{bmatrix}
x_k \\
y_k
\end{bmatrix} + \lambda \text{prox}_{sf} \begin{bmatrix}
x_k \\
y_k
\end{bmatrix}.
\]

This damping, illustrated in (5), decreases the size of the proximal step in each iteration. The inclusion of \( \lambda = 1 \) allows taking a full proximal step in each iteration.

In this section, we introduce the damped EGM and show that it is approximating the damped PPM introduced in [11]. We first recall that EGM is an approximation of PPM [21]. Next, we will extend this result and show that the damped EGM is an approximation to damped PPM (5). Notice that damped EGM does not need to solve an implicit step, thus the update is computationally cheaper than that of damped PPM (5).

The damped EGM is presented in Algorithm 1.

Algorithm 1 Damped EGM

**Input:** \( z_0 := (x_0, y_0) \), step-size \( s > 0 \), damping parameter \( \lambda \in (0, 1] \), and tolerance \( \epsilon > 0 \)

1: \( k = 0 \)
2: while \( \| \begin{bmatrix} \nabla_x L(x_k, y_k) \\ -\nabla_y L(x_k, y_k) \end{bmatrix} \| \geq \epsilon \) do
3: \quad Find the mid-point: \( \begin{bmatrix} x_{k+1}' \\ y_{k+1}' \end{bmatrix} = \begin{bmatrix} x_k \\ y_k \end{bmatrix} - s \begin{bmatrix} \nabla_x L(x_k, y_k) \\ -\nabla_y L(x_k, y_k) \end{bmatrix} \),
4: \quad Find the next-iterate: \( \begin{bmatrix} x_{k+1} \\ y_{k+1} \end{bmatrix} = \begin{bmatrix} x_k \\ y_k \end{bmatrix} - \lambda s \begin{bmatrix} \nabla_x L(x_{k+1}', y_{k+1}') \\ -\nabla_y L(x_{k+1}', y_{k+1}') \end{bmatrix} \)
5: \quad \( k \leftarrow k + 1 \)
6: end while

Damped EGM is a generalization of traditional EGM, where the step-size of the two steps can be chosen differently. This difference in steps comes from the damping parameter \( \lambda \) that controls the length of the second step. Intuitively, it is natural to think that the lack of convexity and concavity would require an algorithm to take a type of “cautiously aggressive” steps to avoid divergence and cycling that are common phenomena in nonconvex-nonconcave minimax optimization [12, 11]. The following Proposition establishes that the damped EGM in Algorithm 1 approximates damped PPM.

**Proposition 3.1.** Damped EGM update in Algorithm 1 when applied to the \( \rho \)-weakly-convex-weakly-concave objective function \( L(x, y) \), is an approximation to the update for damped PPM (5).

**Proof.** We write the Taylor expansion of the update for \( x \) in Algorithm 1 which gives us,

\[
x_{k+1} = x_k - \lambda s \nabla_x L(x_k - s \nabla_x L(z_k), y_k + s \nabla_y L(z_k)) \\
= x_k - \lambda s \left[ \nabla_x L(z_k) - s \nabla^2_{xx} L(z_k) \nabla_x L(z_k) + s \nabla^2_{xy} L(z_k) \nabla_y L(z_k) + o(s) \right] \\
= x_k - \lambda s \nabla_x L(z_k) + \lambda s^2 \nabla^2_{xx} L(z_k) \nabla_x L(z_k) - \lambda s^2 \nabla^2_{xy} L(z_k) \nabla_y L(z_k) + o(s^2).
\]
Similarly, one can find the update of $y$ as
\begin{equation}
    y_{k+1} = y_k + \lambda s \nabla_y L(z_k) - \lambda s^2 \nabla^2_{yy} L(z_k) \nabla_y L(z_k) + \lambda s^2 \nabla^2_{yy} L(z_k) \nabla_y L(z_k) + o(s^2) .
\end{equation}

Let now $z_k^+ := \text{prox}_{sL}(z_k)$ be one proximal step of size from the current iterate $z_k$. We then have,
\begin{align*}
    x_{k+1} &= x_k - s \nabla_x L(z_k) - s \nabla^2_{xx} L(z_k) \nabla_x L(z_k) + s \nabla^2_{xx} L(z_k) \nabla_x L(z_k) + o(s) \\
    &= x_k - s \nabla_x L(z_k) + s^2 \nabla^2_{xx} L(z_k) \nabla_x L(z_k) - s^2 \nabla^2_{xx} L(z_k) \nabla_x L(z_k) + o(s^2) .
\end{align*}

where the second equality follows from the local Lipschitzness of partial gradients.

Similarly,
\begin{equation}
    y_{k+1} = y_k + s \nabla_y L(z_k) - s^2 \nabla^2_{yy} L(z_k) \nabla_y L(z_k) + s^2 \nabla^2_{yy} L(z_k) \nabla_y L(z_k) + o(s^2) .
\end{equation}

We know from (5) that the update iterate of a damped PPM with constant $\lambda$ is given by
\begin{equation}
    \tilde{z}_{k+1} = (1 - \lambda) z_k + \lambda z^+_k .
\end{equation}

Combining (8) and (9) with (10) and comparing with (6) and (7), one can observe that
\begin{equation}
    \| \tilde{z}_{k+1} - z_{k+1} \| = o(s^2) .
\end{equation}

This concludes the proof of the claim that the damped EGM update as defined in Algorithm 1 is an approximation to that of damped PPM.

4 Main Result

In this section, we show that if $L(x,y)$ is interaction dominance, then the damped EGM with proper step-size converges linearly to a stationary point. Furthermore, we show that damped EGM may diverge without interaction dominance, which showcases the tightness of using interaction dominance to characterize the convergence of damped EGM.

4.1 Convergence Result

First, let us state our main convergence result:

**Theorem 1.** Suppose the objective function $L : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ in Problem (1) satisfies Assumption 1.1, and let $z^* := (x^*, y^*)$ be its saddle point. Choose the parameters $s$ and $\lambda$ such that they satisfy
\begin{equation}
    \frac{2}{s^3 \left( \frac{1}{s\alpha(s)} + 1 \right)} > \beta^3, \quad \lambda < \min \left\{ 1, \left( \frac{1}{s\rho} - 1 \right)^2 \right\} \left[ \frac{2}{s\alpha(s)} + 1 - s^3 \beta^3 \right]
\end{equation}

The damped EGM with step-size $s \in \left( 0, \frac{1}{\rho} \right)$ applied to the problem $\min_{x \in \mathbb{R}^n} \max_{y \in \mathbb{R}^m} L(x,y)$ with the constant $\lambda \in (0,1]$ linearly converges to the unique stationary point of $L$. More precisely, for
any iterate \((x_k, y_k)\) and starting point \((x_0, y_0)\) one has
\[
\left\| \begin{bmatrix} x_k - x^* \\ y_k - y^* \end{bmatrix} \right\| \leq \left( 1 - \frac{2\lambda}{s\alpha(x)} + 1 + \frac{\lambda^2}{\min \left\{ 1, \left( \frac{1}{s|\alpha|} - 1 \right)^2 \right\}} + \lambda_0 s^3 \beta^3 \right)^k \left\| \begin{bmatrix} x_0 - x^* \\ y_0 - y^* \end{bmatrix} \right\|.
\]

We now state some of remarks to better understand the statement of the theorem, simplify the conditions under which the statements hold, and observe what the Theorem translates into when considering special cases.

**Remark 1.** For any \(\mu\)-strongly-concave-strongly-concave, Theorem 1 has a linear convergence rate of \(O\left( \frac{1}{s\lambda\mu} \log \left( \frac{1}{\epsilon} \right) \right)\). This is evident by plugging \(\alpha = \mu\) and \(\rho = -\mu\) in the convergence rate in the statement of the Theorem. Assuming that \(s = O\left( \beta^{-1} \sqrt{\frac{\mu}{\lambda}} \right)\), which results in a step-size smaller than \(\frac{1}{\beta}\) by a factor of \(\sqrt{\frac{\mu}{\lambda}}\), we obtain a convergence rate of \(O\left( \sqrt{\frac{s\beta^3}{\lambda^3\mu}} \log \left( \frac{1}{\epsilon} \right) \right)\) which is a reasonable linear rate. The best rate known for EGM in the convex-concave case is \(O\left( \frac{\beta}{\mu} \log \left( \frac{1}{\epsilon} \right) \right)\) (see for example [9, Theorem 1], [18, Theorem 7], [27, Lemma 3.1], or [1, Proposition 2.2]).

**Remark 2.** The selection of the pair of parameters \(\lambda\) and \(s\) satisfying (11) given \(\rho\) and \(\beta\), and \(\alpha\) as a function of \(s\) is not difficult. One observes that, plugging \(s = \frac{S}{\beta}\) in the condition on \(s\) on the left-hand side of (11), one would get an inequality in \(t\) and solve for \(t\). In many cases, e.g. quadratic problems, this inequality entails solely a polynomial and is trivial to solve. This would enlighten one on how smaller than \(\beta\) should the step-size \(s > 0\) be taken. We would like to point out that the possible values for \(s\) usually involve an interval as opposed to arbitrarily small values. We also note that the damping introduced in our method is sometimes necessary for the convergence of EGM.

For instance, consider the problem
\[
\min_{x, y} \max_{x, y} L(x, y) = f(x) + \bar{A}xy - f(y), \quad \text{with } f(x) = (x - 1)(x + 1)(x - 3)(x + 3) \tag{12}
\]
that is a nonconvex-nonconcave problem. Let \(\bar{A} = 100\). A simple examination of our conditions in the Theorem as described above implies that any \(s \in (0.00245, 0.00651)\) with a damping factor \(\lambda \in (0, 0.06)\) would guarantee convergence. Choosing \(s^* = 200\) and \(\lambda^* = 0.01\) we observe convergence for any starting point the box \([-4, 4] \times [-4, 4]\) as in Fig. 1a. Choosing, instead, \(\lambda^* = 1\), whence recovering undamped EGM, results in cycling as shown in Fig. 1b.

**Remark 3.** Let us see through the inequality on the left-hand side of (11) more explicitly under some assumptions. Suppose we are given a problem that is nonnegative interaction dominant and we further restrict \(s\) to satisfy
\[
\frac{1}{s} \geq \max \left\{ \frac{\|\nabla^2_{xx} L\|^2}{\rho}, \frac{\|\nabla^2_{xx} L\|^2}{\rho} \right\} \geq \frac{\rho^2}{\rho} = \rho. \tag{13}
\]
On the other hand, we have
\[
\begin{align*}
(s^{-1}I - \nabla^2_{yy} L(z))^{-1} &\succeq (s^{-1} + \max \left\{ \|\nabla^2_{xx} L\|, \|\nabla^2_{xx} L\| \right\})^{-1} I \\
(s^{-1}I + \nabla^2_{xx} L(z))^{-1} &\succeq (s^{-1} + \max \left\{ \|\nabla^2_{xx} L\|, \|\nabla^2_{xx} L\| \right\})^{-1} I.
\end{align*}
\]
so that \( \alpha \) can be lower-bounded as

\[
\alpha \geq -\rho + \frac{s \lambda_{\min} (\nabla_{xy}^2 L(z) \nabla_{yx}^2 L(z))}{1 + s \max \{ \| \nabla_{xx}^2 L \|, \| \nabla_{xx}^2 L \| \}}. \tag{14}
\]

Clearly, \( s \) can not be chosen arbitrarily small as that would mar interaction dominance. From (14), a sufficient upper bound on \( s \) to preserve nonnegative interaction dominance is

\[
s \geq \frac{\lambda_{\min} (\nabla_{xy}^2 L(z) \nabla_{yx}^2 L(z))}{s} - \rho \cdot \max \{ \| \nabla_{xx}^2 L \|, \| \nabla_{xx}^2 L \| \}. \tag{15}
\]

The lower bound (15), as mentioned, preserves nonnegative interaction dominance. It further illustrates what the “sufficiently large” interaction requirement means. To further illustrate the explicit restrictions on \( s \), in light of the inequality on the left-hand side of (11), let us further suppose \( s < \frac{1}{\beta^2} \). This further assumption and (14) imply

\[
\alpha(s) \geq -\rho + \frac{1 + s \max \{ \| \nabla_{xx}^2 L \|, \| \nabla_{xx}^2 L \| \}}{s (\beta + \max \{ \| \nabla_{xx}^2 L \|, \| \nabla_{xx}^2 L \| \})} \cdot \rho = \frac{1 - s \cdot \beta}{s \cdot (\beta + \max \{ \| \nabla_{xx}^2 L \|, \| \nabla_{xx}^2 L \| \})} \cdot \rho. \tag{16}
\]

Combining (15) and (16) with the inequality on the left-hand side of (11) one would get

\[
\frac{2}{s^3 \left( \frac{1}{\alpha(s)} + 1 \right)} \geq \frac{2 \max \{ \| \nabla_{xx}^2 L \|^3, \| \nabla_{xx}^2 L \|^3 \}}{1 + \frac{1}{s \rho}} > \beta^3.
\]

Therefore, the lower bound

\[
s > \frac{1}{\rho \left( \frac{2}{\max \{ \| \nabla_{xx}^2 L \|^3, \| \nabla_{xx}^2 L \|^3 \}} \right)^{\frac{3}{\beta^3}} - 1}. \tag{17}
\]

is a sufficient to guarantee the inequality condition on the left-hand side of (11) is satisfied.

The reader notes all at once that (15) and (17) are two explicit lower bounds on \( s \) illustrating how small could one select the step-size while ensuring the conditions of the Theorem, nonnegative interaction dominance and the inequality condition on the left-hand side of (11) are satisfied. We have been conservative to preserve the implicit condition in the main theorem to preserve generality as much as is achievable.

**Remark 4.** One observes that damped EGM has a slower convergence rate \( 1 - \frac{2\lambda}{s(\alpha(s)) + 1} + \frac{\lambda^2}{\min \{ 1, \frac{1}{s^2} \}} \) than damped PPM introduced in [29] which converges at a rate of \( 1 - \frac{2\lambda}{s(\alpha(s)) + 1} + \frac{\lambda^2}{\min \{ 1, \frac{1}{s^2} \}} \). This difference aligns with the perspective of EGM approximating the proximal step via two cheaper gradient descent-ascent steps with accuracy depending on the smoothness of the objective function \( \beta \).

**Remark 5.** Our main result also recovers the setting and results of [27]. In particular, Theorem 5.14 in [27] asserts that one does not lose convergence by shrinking the damping parameter. This fact follows as well from our theorem, which additionally quantifies the rate of convergence rate one would see as the damping parameter shrinks.

\(^2\)This condition is consistent with the classical smooth optimization literature choosing a step-size smaller than the reciprocal of the Lipschitz constant of the oracle.
4.2 Proof of Theorem 1

Having noticed the remarks and ramifications of our main theorem, we now furnish a proof for the theorem.

Proof of Theorem 1. Given any iterate \( z_k \), let us first find the exact upper bound to \( \| \tilde{z}_{k+1} - z_{k+1} \| \) where, as noted before, \( \tilde{z}_{k+1} \) is the update of damped PPM and \( z_{k+1} \) is the update of the damped EGM. One notes that

\[
  z_{k+1} = z_k - \lambda s F(z_k - sF(z_k))
\]

and

\[
  \tilde{z}_{k+1} = (1 - \lambda)z_k + \lambda z_k^+ = (1 - \lambda)z_k + \lambda [z_k - sF(z_k^+)] = z - \lambda sF(z_k^+).
\]

One also would observe that \( z_k^+ = z_k - sF(z_k^+) \), whence \( (I + sF)(z_k^+) = z_k \). We need the following lemma in order for further proceeding with the proof.

Lemma 4.1. The operator \( I + sF : \mathbb{R}^{n+m} \to \mathbb{R}^{n+m} \) for any \( 0 < s < \frac{1}{\rho} \) is invertible.

Proof. Since \( L \) is \( \beta \)-smooth, the operator \( (I + sF)(.) \) is continuous. On the other hand, at any \( z \in \mathbb{R}^{n+m} \) we have

\[
|I + s\nabla F(z)| = \left| \begin{bmatrix} I + s\nabla^2_{xx}L(z) & \nabla^2_{xy}L(z) \\ -\nabla^2_{xy}L(z)^T & I - s\nabla^2_{yy}L(z) \end{bmatrix} \right|
\]

\[
= \left| I + s\nabla^2_{xx}L(z) \right| \left| I - s\nabla^2_{yy}L(z) + \nabla^2_{xy}L(z)^T(I + s\nabla^2_{xx}L(z))^{-1}\nabla^2_{xy}L(z) \right|,
\]
where the second equality follows from Schur complement. Moreover, by hypothesis, \( I + s \nabla^2_w L(z) > 0 \), \( I - s \nabla^2_y L(z) > 0 \), and

\[
\nabla^2_{xy} L(z)^T (I + s \nabla^2_{xx} L(z))^{-1} \nabla^2_{xy} L(z) \succeq 0 ,
\]

whence the Jacobian has always nonzero determinant, i.e. \(|I + s \nabla F(z)| \neq 0\). Therefore, by inverse function Theorem, the operator \((I + s F)(.)\) is invertible with a continuously differentiable inverse.

One observes that the proximal step in (10) is equivalent to that of [11] with \( \eta = \frac{1}{\rho} \). For any \( z \), the inverse \((I + s F)^{-1}(z)\) of the operator \( I + s F \) is given by

\[
(I + s F)^{-1}(z) = z - s F(z) + s^2 \nabla F(z) F(z) + o(s^2) .
\]

(18)

For details, one may refer to Appendix B of [16]. Therefore, we can write

\[
\|\tilde{z}_{k+1} - z_{k+1}\| = \lambda s \|F((I + s F)^{-1}(z_k)) - F(z_k - s F(z_k))\| \\
\leq \lambda s \beta \left[ \frac{1}{11} \int_0^s \left| \frac{\partial^2}{\partial \tau^2} (I + \tau F)^{-1}(z_k) \right|_{\tau = t} (s - t) \, dt \right] \\
\leq \lambda s \beta \int_0^s \left| \frac{\partial^2}{\partial \tau^2} (I + \tau F)^{-1}(z_k) \right|_{\tau = t} (s - t) \, dt ,
\]

(19)

where \( \beta \)-smoothness of \( L \), Taylor expansion with the integral form of the remainder of the inverse operator \((I + s F)^{-1}(z)\), and Cauchy-Schwarz inequality are invoked.

We now turn to evaluate \( \frac{\partial^2}{\partial \tau^2} (I + \tau F)^{-1}(z_k) \). For that matter, first note that by Appendix B in [16] and by Lemma 4.1, we have for any \( t < \frac{1}{\rho} \)

\[
(I + t F)^{-1}(z) = z - t F(z) + t^2 \nabla F(z) F(z) + t^3 \left(-\nabla F(z)^2 F(z) - \frac{1}{2} \nabla^2 F(z) \otimes_2 F(z)\right) + o(t^3) ,
\]

where \( \otimes_2 \) refers to the 2-times tensor product of a 2-dimensional tensor with a vector. Now for any \( z \), let \( h_z : \mathbb{R} \to \mathbb{R}^{n+m} \) be the mapping \( h_z : t \mapsto (I + t F)^{-1}(z) \). By Lemma 4.1, for any \( t < \frac{1}{\rho} \) the derivative,

\[
h_z'(t) = \frac{\partial}{\partial t} (I + t F)^{-1}(z) \\
= -F(z) + t(2 \nabla F(z) F(z)) + t^2 \left(-3(\nabla F(z))^2 F(z) - \frac{3}{2} \nabla^2 F(z) \otimes_2 F(z)\right) + o(t^2)
\]

is continuous. Invoking, in addition, the mean value Theorem, for any \( t < \frac{1}{\rho} \), one would have a well-defined mapping \( f : (0, t] \to (0, t], f : t \mapsto f(t) \in (0, t) \) such that

\[
h_z'(t) = -F(z) + 2 f(t) \nabla F(z) F(z) .
\]

This mapping \( f \) is continuous in \((0, \frac{1}{\rho})\), because otherwise there would exist an \( \epsilon > 0, \, t_0 \in (0, \frac{1}{\rho}) \) such that for any \( \delta > 0, \)

\[
\inf_{t \in \mathbb{B}(t_0, \delta) \setminus \{t_0\}} |h_z'(t) - h_z'(t_0)| = \inf_{t \in \mathbb{B}(t_0, \delta) \setminus \{t_0\}} |2 \nabla F(z) F(z)| \cdot |f(t) - f(t_0)| = |2 \nabla F(z) F(z)| \cdot \epsilon ,
\]
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which contradicts the continuity of $h_z(t)$.

Hence, for any $t < 1/\rho$, there exists a sequence $\delta_n \downarrow 0$ such that

$$h''_z(t) = \limsup_{n \to \infty} \frac{h'_z(t + \delta_n) - h'_z(t)}{\delta_n} = 2\nabla F(z) F(z) \limsup_{n \to \infty} \frac{f(t + \delta_n) - f(t)}{\delta_n},$$

with $\limsup_{n \to \infty} \frac{f(t+\delta_n) - h'_z(t)}{\delta_n} \leq f(t) \leq 1$ by construction. Therefore, we can bound (19) as follows

$$\|\tilde{z}_{k+1} - z_{k+1}\| \leq \lambda s^3 \beta \|\nabla F(z_k)\| \leq \lambda s^3 \beta \|z_k - z^*\|$$

by using $F(z^*) = 0$.

Let $c := 1 - \frac{2\lambda}{s \alpha(s)+1} + \frac{\lambda^2}{\min\left\{1,\left(\frac{1}{s\rho} - 1\right)^2\right\}} \in (0, 1)$ be the shrinking constant of the distance to the unique stationary point of $L$ on one iteration of damped PPM as in [11]. Given the upper bound for $\|\tilde{z}_{k+1} - z_{k+1}\|$ just furnished, one has

$$\|z_{k+1} - z^*\|^2 = \|z_{k+1} - \tilde{z}_{k+1}\|^2 + \|\tilde{z}_{k+1} - z^*\|^2 + 2(z_{k+1} - \tilde{z}_{k+1})^T(\tilde{z}_{k+1} - z^*)$$

$$\leq \left(\lambda^2 \beta^6 s^6 + c^2 + 2\lambda cs^3 \beta^3\right) \|z_k - z^*\|^2$$

$$= \left(\lambda \beta^3 s^3 + c\right)^2 \|z_k - z^*\|^2.$$

Should one select a value of $s$ and $\lambda$ such that

$$\lambda \beta^3 s^3 + c < 1$$

linear convergence can be claimed. One would attain convergence if $\lambda$ is chosen small enough, that is,

$$\lambda < \min\left\{1, \left(\frac{1}{s \rho} - 1\right)^2 \right\} \left[\frac{2}{\frac{1}{s \alpha(s)} + 1} - s^3 \beta^3\right].$$

(20)

One notices that [20] indicates an implicit lower bound on $s$, that is already needed to be smaller than $\frac{1}{\beta}$. Given $\alpha(s) > 0$, one would need $s$ to be small enough to make the upper bound on $\lambda$ positive (i.e. so that for some $\lambda \in (0, 1)$ convergence can be attained).

4.3 Tightness of Nonnegative Interaction Dominance

We observed that damped EGM converges to the saddle point of an objective function in problem [1] if $L$ is nonnegative interaction dominance in both variables $x$ and $y$. This interaction dominance does not hold if $s$ is too small. This is an interesting observation which is in contradiction with classic minimization problems where every step-size smaller than the reciprocal of the smoothing modulus is acceptable for convergence. An interesting question, therefore, is whether there is a class of nonconvex-nonconcave problems for which it is “necessary” to have interaction dominance in both variables for the convergence to the saddle point of [1]. We answer this question in the affirmative by exploring the class of nonconvex-nonconcave quadratic saddle problems and showing that the nonnegative interaction dominance is necessary for convergence so that our main result in Theorem [1] is tight. This would affirm that nonconvex-nonconcave minimax problems are in
contrast to classical optimization problems where choosing any step-size smaller than the inverse
of the Hessian norm would suffice to guarantee convergence.

We show that a slight nonconvexity-nonconcavity in a given quadratic saddle problem would ne-
cessitate the nonnegative, in fact, even positive, interaction dominance to hold for convergence
to occur. More precisely, consider the following nonconvex-nonconcave quadratic problem with interaction $\bar{A}$
\[
\min_{x \in \mathbb{R}^n} \max_{y \in \mathbb{R}^n} L(x, y) := -\frac{\rho}{2} x^T x + \bar{A} x^T y + \frac{\rho}{2} y^T y.
\]  
(21)

It is observed in [11] that for the very specific problem of quadratic minimax optimization problem (21), interaction dominance is a necessary condition for the convergence of damped PPM on that
problem. Since damped EGM and damped PPM only differ in terms concerning derivatives of higher
order, it is natural to think that damped EGM too accedes the positive interaction dominance as
a necessary condition in converging to the solution of (21). We show that this, indeed, is the case.

One can observe this by plugging the objective function of problem (21) in the update iterations
(6)-(7) of damped EGM. More precisely, first notice that the largest $\alpha$ that satisfies the interaction
dominance conditions (2)-(3) for the problem (21) is $\alpha = -\rho + ss \cdot \bar{A}^{-1}$.
The update on $x$ is given
\[
x_{k+1} = x_k - \lambda s \nabla_x L(z_k) + \lambda s^2 \nabla^2_{xx} L(z_k) \nabla_x L(z_k) - \lambda s^2 \nabla^2_{xy} L(z_k) \nabla_y L(z_k) \\
= (1 + s\lambda \rho + s^2 \lambda \rho^2 - \lambda s^2 \bar{A}^2) x_k - (s\lambda \bar{A} + 2s^2 \lambda \rho \bar{A}) y_k.
\]

Applying similar calculations for $y_{k+1}$ and stacking the equations yields,
\[
\begin{bmatrix}
x_{k+1} \\
y_{k+1}
\end{bmatrix} =
\begin{bmatrix}
\Theta I & -\Sigma I \\
\Sigma I & \Theta I
\end{bmatrix}
\begin{bmatrix}
x_k \\
y_k
\end{bmatrix},
\]  
(22)

where $\Theta := (1 + s\lambda \rho + s^2 \lambda \rho^2 - \lambda s^2 \bar{A}^2)$ and $\Sigma := s\lambda \bar{A} (1 + 2s\rho)$. Taking the norm of both sides in (22) and simplifying, one gets
\[
\|z_{k+1}\|^2 = (\Theta^2 + \Sigma^2)\|z_k\|^2.
\]

Now observing the unique stationary point of the objective function of the quadratic problem (21)
is $z = 0$, it follows that damped EGM converges if and only if $\Theta^2 + \Sigma^2 < 1$ holds.

Suppose now that in problem (21) we have $\bar{A} = 10$ and $\rho > 0$ a very small positive value. In other
words, the problem is nonconvex-nonconcave with a small negative curvature in partial Hessian
$\nabla^2_{xx} L(z)$ and a small positive curvature in partial Hessian $\nabla^2_{yy} L(z)$. Therefore, one can write the
convergence condition of EGM on problem (21) as follows
\[
\Theta^2 + \Sigma^2 = (1 + s\lambda \rho + \lambda s^2 (\rho^2 - 100))^2 + (10\lambda s (1 + 2s\rho))^2 < 1.
\]

It is easy to notice that one must have $s\lambda \rho + \lambda s^2 (\rho^2 - 100) < 0$ for convergence because otherwise
the term $\Theta > 1$ so that $\Theta^2 + \Sigma^2 > 1$, and by (22) the iterations diverge away from the origin. This
implies
\[
s > \frac{\rho}{100 - \rho^2}.
\]

\[\text{For simplicity, we are considering equal dimensions for both } x \text{ and } y.\]
Since $\alpha(s) = -\rho + \frac{100s}{1-s\rho}$ the convergence condition on $\alpha(s)$ simplifies to

$$\alpha(s) > \frac{\rho^2(\rho + 1)}{100 - 2\rho^2}.$$  \hfill (23)

The condition (23) implies that even a small nonconvextiy-nonconcavity in the problem would necessitate the value of $\alpha(s)$ to be positive in order to attain convergence. Hence even for simple quadratic minimax optimization, our guarantees based on the positive interaction dominance condition are essentially tight, as simple counter examples exist just beyond this regime.

5 Conclusion

In this paper, we showed that EGM with scaled steps also called damped EGM approximates damped PPM. This algorithm is simpler to implement and computationally more efficient than damped PPM. We showed that damped EGM linearly converges to the saddle point of any nonconvex-nonconcave minimax problems that satisfy the nonnegative interaction dominance condition. We also furnished an example displaying the approximate tightness of nonnegative interaction dominance condition.
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