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Abstract

In this paper, we consider the Online Traveling Salesperson Problem (OLTSP) where the locations of the requests are known in advance, but not their arrival times. We study both the open variant, in which the algorithm is not required to return to the origin when all the requests are served, as well as the closed variant, in which the algorithm has to return to the origin after serving all the requests. Our aim is to measure the impact of the extra knowledge of the locations on the competitiveness of the problem. We present an online 3/2-competitive algorithm for the general case and a matching lower bound for both the open and the closed variant. Then, we focus on some interesting metric spaces (ring, star, semi-line), providing both lower bounds and polynomial time online algorithms for the problem.
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1 Introduction

In the classical Traveling Salesperson Problem (TSP), we are given a set of locations in a metric space. The objective is to find a tour visiting all the locations minimizing the total traveled time assuming that the traveler moves in constant speed [15]. Ausiello et al. [5] introduced the Online Traveling Salesperson Problem (OLTSP) where the input arrives over time, i.e., during the travel new requests (locations) appear that have to be visited by the algorithm. The time in which a request is communicated to the traveler (from now on we will refer to him/her as the server) is called release time (or release date). Since then, a series of papers considered many versions of OLTSP in various metric spaces (general metric space [5], the line [5, 7, 11], or the semi-line [4, 6, 8]). Several applications can be modeled as variants of OLTSP, e.g. applications in logistics and robotics [2, 16].

The performance of the proposed algorithms for OLTSP has been evaluated in the framework of competitive analysis, by establishing upper and lower bounds of the competitive ratio which is defined as the maximum ratio between the cost of the online algorithm and the cost of an optimal offline algorithm over all input instances. However, it is admitted that the competitive analysis approach is sometimes very pessimistic as it gives a lot of power to the adversary. Hence, many papers try to limit the power of the adversary by suggesting for instance the notion of a fair adversary [8], or by giving extra knowledge and hence more power to the online algorithm by introducing the notion of ∆-time-lookahead [1], where the
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online algorithm knows all the requests that will arrive in the next $\Delta$ units of time, or the $k$-request-lookahead, where the online algorithm has access to the next $k$ requests [11]. In the same vein, Jaillet and Wagner [13] introduced the notion of disclosure dates, i.e., the dates at which the requests become known to the online algorithm ahead of their release dates. More recently, OLTSPL has also been studied in the framework of Learning-Augmented Algorithms [6, 11, 12]. Here, we study another natural way of giving more power to the online algorithm by considering that the location of each request is known in advance, but its release date arrives over time. The release date, in this context, is just the time after which a request can be served. This is the case for many applications where the delivery/collection locations are known (parcel collection from fixed storage facilities, cargo collection on a harbour etc.). Think for example of a courier that has to deliver packets to a fixed number of customers. These packets may have to be delivered in person, so the customers should be at home to receive them. Each customer can inform the courier through an app when he/she returns home and is ready to receive the packet. We refer to this problem as the online Traveling Salesperson Problem with known locations (OLTSPL-L) and consider two variants: in the closed variant the server is required to return to the origin after serving all requests, while in the open one the server does not have to return to the origin after serving the last request.

Previous results

The offline version of the open variant of the problem in which the requests are known in advance can be solved in quadratic time when the metric space is a line [16, 7]. In [7], Bjelde et al. studied the offline closed variant providing a dynamic program based on the one of [16] that solves the problem in quadratic time. For the online problem, Ausiello et al. [5] showed a lower bound of 2 for the open version and a lower bound of 1.64 for the closed version of OLTSPL, even when the metric space is the line. They also proposed an optimal 2-competitive algorithm for the closed version and a 2.5-competitive algorithm for the open version of OLTSPL in general metric spaces. For the line, they presented a (7/3)-competitive algorithm for the open case and a 1.75-competitive algorithm for the closed one. More recently, Bjelde et al., in [7], proposed a 1.64-competitive algorithm for the close case (on the line) matching the lower bound of [5]. They also provided a lower bound of 2.04 for the open case on the line, as well as an online algorithm matching this bound. In [8], Blom et al. proposed a best possible 1.5-competitive algorithm when the metric space is a semi-line. Chen et al., in [9], presented lower and upper bounds of randomized algorithms for OLTSPL on the line.

In [12], Hu et al. introduced learning-augmented algorithms for OLTSPL. They proposed three different prediction models. In the first model, the number of requests is not known in advance and each request is associated to a prediction for both its release time and its location. In the second model, they assume that the number of requests is given and that, as in the first model, a prediction corresponds to both the release time and the location of the request. While being closer to our model, no direct comparison can be done between their results and ours. In the third model, the prediction is just the release time of the last request. In [6], Bernardini et al. introduced a new error measure appropriate for many online graph problems. For OLTSPL, they assume that a prediction corresponds to both the release time and the location of a request. They study OLTSPL for metric spaces, but also the more special case of the semi-line. Their results are not comparable to ours. In [11], Gouleakis et al. studied a learning-augmented framework for OLTSPL on the line. The authors define a prediction model in which the predictions correspond to the locations of the requests. They establish lower bounds by assuming that the predictions are perfect, i.e. the locations are given, and the adversary can only control
the release times of the requests. They also proposed upper bounds as a function of the value of the error. Let us note that in the case where the error is equal to 0, their model coincides with ours (see Table 1 for a comparison with our results).

2 Our contribution

In this work we study both the closed (closed OLTSP-L) and the open case of OLTSP-L (open OLTSP-L) and present several lower and upper bounds for the problem. In Table 1, we give an overview of our results and the state of the art.

| Metric Space | Lower Bound | Upper Bound | Lower Bound | Upper Bound |
|--------------|-------------|-------------|-------------|-------------|
| Semi-line    | 4/3         | 13/9*       | 1           | 1*          |
|              | Thm. 11     | Thm. 12     | Prop. 13    |             |
| Line         | 13/9        | 3/2         | 3/2         | 3/2*        |
|              | Thm. 4      | Thm. 3      | Thm. 2      | Thm. 1      |
|             | 5/3*        |             |             |             |
| Star         | 13/9        | 3/2         | 3/2         | 3/2         |
|              | Thm. 4      | Thm. 5      | Thm. 2      | Thm. 5      |
|              |             |             |             | (7/4 + ϵ)  |
|              | 5/3*        |             |             | Cor. 8      |
| Ring         | 3/2         | 3/2         | 3/2         | 3/2         |
|              | Prop. 1     | Thm. 5      | Thm. 2      | Thm. 5      |
|              |             |             |             |             |
| General      | 3/2         | 3/2         | 3/2         | 3/2         |
|              | Prop. 1     | Thm. 5      | Thm. 2      | Thm. 5      |

Table 1: Results for the open and closed variants of OLTSP-L. Polynomial time algorithms are denoted by * and tight results in bold.

We first consider general metric spaces (dealt with in Section 4). For the closed version, a lower bound of 3/2 has been shown in [11] (valid in the case of a line). We show that a lower bound of 3/2 holds also for the open case (on rings). We then provide a 3/2-competitive online algorithm for both variants, thus matching the lower bounds. Although our algorithm does not run in polynomial time, the online nature of the problem is a source of difficulty independent of its computational complexity. Thus, such algorithms are of interest even if their running time is not polynomially bounded.

However, it is natural to also focus on polynomial time algorithms. We provide several bounds in specific metric spaces. In Section 5, we focus on rings and present a polytime 5/3-competitive algorithm for the closed OLTSP-L. Next, we give a polytime (7/4 + ϵ)-competitive algorithm, for any constant ϵ > 0, in the closed case on stars (Section 6). In Section 7, we study the problem on the semi-line. We present a simple polytime 1-competitive algorithm for the closed variant and, for the open case, we give a lower bound of 4/3 and an upper bound (with a polytime algorithm) of 13/9.

To measure the gain of knowing the locations of the requests, we also provide some lower bounds on the case where the locations are unknown, and more precisely on the case where the number of locations is known but not the locations themselves. In the open case of the problem, there is a lower bound of 2 in [5] on the line that holds even when the number of requests is known. Hence the same lower bound holds for the star and for the ring. We provide a lower bound of 3/2 (Proposition 10) for the semi-line. For the closed case, we show a lower bound of 2 for the ring (Proposition 11) and the star (Proposition 12). We also present a lower bound of 4/3 (Proposition 9) for the semi-line. For the line, it is easy to see (with a trivial modification in the proof) that the lower bound of 1.64 on the line [5] still holds in this model where we know the number of locations. These lower bounds show that knowing
only the number of requests is not sufficient to get better competitive ratios in most cases, and thus it is meaningful to consider the more powerful model with known locations.

3 Preliminaries

The input of OLTSP-L consists of a metric space $M$ with a distinguished point $O$ (the origin), and a set $Q = \{q_1, ..., q_n\}$ of $n$ requests. Every request $q_i$ is a pair $(t_i, p_i)$, where $p_i$ is a point of $M$ (which is known at $t = 0$) and $t_i \geq 0$ is a real number. The number $t_i$ represents the moment after which the request $q_i$ can be served (release time). A server located at the origin at time $0$, which can move with at most unit speed, must serve all the requests after their release times with the goal of minimizing the total completion time (makespan).

When we refer to general metric spaces or general metrics, we mean the wide class of metric spaces $M$ defined in [5]. This class contains all continuous metric spaces which have the property that the shortest path from $x \in M$ to $y \in M$ is continuous in $M$ and has length $d(x, y)$. We note that our $3/2$-competitive algorithm for general metric spaces also works for discrete metric spaces (where you do not continuously travel from one point to another, but travel in a discrete manner from point $x$ at time $t$ to point $y$ at time $t + d(x, y)$).

For the rest of the paper, we denote the total completion time of an online algorithm $ALG$ by $|ALG|$ and that of an optimal (offline) solution $OPT$ by $|OPT|$. We recall that an algorithm $ALG$ is $r$-competitive if on all instances we have $|ALG| \leq r \cdot |OPT|$. We will often use $\rho$ to denote $\frac{|ALG|}{|OPT|}$ and $t$ to quantify time.

4 General metrics

As mentioned earlier, [11] showed a lower bound of $3/2$ for closed OLTSP-L, even in the case of a line. In this section, we first show that the same lower bound of $3/2$ holds for open OLTSP-L (in the case of a ring). We then devise a $3/2$-competitive algorithm, for general metrics, both in the open and in the closed cases, thus matching the lower bounds in both cases.

Let us first show the lower bound for open OLTSP-L.

Proposition 1. For any $\epsilon > 0$, there is no $(3/2 - \epsilon)$-competitive algorithm for open OLTSP-L on the ring.

Proof. Consider a ring with circumference 1 with 2 requests $A$ and $B$, with a distance of $1/3$ from $O$ and from each other as visualized in Figure 1. At time $t = 1/3$, without loss of generality due to symmetry, we can assume that the algorithm is somewhere in the segment (arc of the ring) $[OA]$ (including both $O$ and $A$). Then, $B$ is released. The second request $A$ is released at time $2/3$. Hence, $OPT$ can visit $A$ and $B$ in time $2/3$, whereas the online algorithm cannot finish before $t = 1$. Whether it serves $A$ or $B$ first, it cannot serve the first request before time $t = 2/3$ and will have to go a distance of $1/3$ to serve the second request, as well.

Now, let us present the $3/2$-competitive algorithm. Roughly speaking, the principle of the algorithm is:

- first, to wait (at the origin) a well chosen amount of time $T$. This time $T$ depends both on the locations of the requests and on the time they are released. It is chosen so that (1) the optimal solution cannot have already visited (served the requests on) a large part of its tour (closed case) / path (open case) and (2) there is a tour/path for which a large part is fully revealed (which is a good tour to follow if not too long).
then, to choose an order of serving requests that optimizes some criterion mixing the length of the corresponding tour/path and the fraction of it which is released at time \( T \), and to follow this tour/path (starting at time \( T \)), waiting at requests if they are not released.

More formally, we consider Algorithm 1, which uses the following notation (see Example 2 for an example illustrating the notation and the execution of the algorithm). For a given order \( \sigma \) on the requests (where \( \sigma(1) \) denotes the first request in the order, \( \sigma(2) \) the second request, ...), we denote:

- by \( \ell_i \) the length of the tour/path associated to \( \sigma(i) \) (starting at \( O \)), i.e., \( \ell_i = d(O, \sigma(i(1))) + \sum_{j=1}^{n-1} d(\sigma(i(j)), \sigma(i(j+1))) \) in the open case, \( \ell_i = d(O, \sigma(i(1))) + \sum_{j=1}^{n-1} d(\sigma(i(j)), \sigma(i(j+1))) + d(\sigma(n), O) \) in the closed case;

- by \( \alpha_i(t) \) the fraction of the tour/path associated to \( \sigma(i) \), starting at \( O \), which is fully released at time \( t \). More formally, if requests \( \sigma(i(1)), \ldots, \sigma(i(k-1)) \) are released at \( t \) but \( \sigma(i(k)) \) is not, then the tour/path is fully released up to \( \sigma(i(k)) \), and \( \alpha_i(t) = \frac{d(O, \sigma(i(1))) + \sum_{j=1}^{k-1} d(\sigma(i(j)), \sigma(i(j+1)))}{\ell_i} \).

**Algorithm 1** Algorithm for closed and open OLTSP-L

| Input: Offline: Request locations \( p_1, \ldots, p_n \) |
| Online: Release times \( t_1, \ldots, t_n \) |
| 1 Let \( \sigma_1, \ldots, \sigma_n \) be the orders of requests. |
| 2 For all \( i \leq n \), compute \( \ell_i \) the length of the tour/path associated to \( \sigma_i \). |
| 3 Wait at \( O \) until time \( T \) defined as the first time \( t \) such that there exists an order \( \sigma_{i_0} \) with (1) \( t \geq \ell_{i_0}/2 \) and (2) \( \alpha_{i_0}(t) \geq 1/2 \). |
| 4 At time \( T \): |
| - Compute an order \( \sigma_{i_1} \), which minimizes, over all orders \( \sigma_i \ (1 \leq i \leq n) \), \( (1 - \beta_i)\ell_i \), where \( \beta_i = \min\{\alpha_i(T), 1/2\} \). |
| - Follow (starting at time \( T \)) the tour/path associated to \( \sigma_{i_1} \), by serving the requests in this order, waiting at a request location if this request is not released. |

**Example 2.** Let us consider the example of Figure 2 with three requests \( q_1, q_2, q_3 \), released respectively at time 2, 6 and 8. We focus on the closed case.

Let us consider the order \( \sigma_0 = (q_1, q_2, q_3) \), with \( \ell_0 = 12 \) (closed case). Then for \( 0 \leq t < 2 \) we have \( \alpha_0(t) = 1/4 \), for \( 2 \leq t < 6 \) we have \( \alpha_0(t) = 1/2 \), for \( 6 \leq t < 8 \) we have \( \alpha_0(t) = 3/4 \),

![Figure 1 Lower bound instance for open OLTPS-L on the ring](image-url)
and for \( t \geq 8 \) we have \( a_0(t) = 1 \).

Now, let us look at the algorithm, and first the determination of \( T \) (line 3 of the algorithm). At time 6, we have \( 6 \geq t_0/2 \) and \( a_0(6) \geq 1/2 \), so \( T \leq 6 \). At any time \( t < 6 \): on the one hand \( t < t_0/2 \), and on the other hand neither \( q_2 \) nor \( q_3 \) is released, and one can see that no tour \( \sigma_i \neq \sigma_0 \) has \( \alpha_i(t) \geq 1/2 \). This means that \( T = 6 \), and that \( t_0 = 0 \).

So the algorithm starts moving at \( T = 6 \). The order minimizing \( (1 - \beta_i)\ell_i \) is \( \sigma_i = (q_2, q_1, q_3) \) (with \( \ell_i \sigma = 9 \), \( \alpha_i(T) = 6/9 \), so \( \beta_i = 1/2 \) and \( (1 - \beta_i)\ell_i = 9/2 \)), so the algorithm will follow this tour, serving \( q_2 \) at \( 6 + 1 = 7 \), \( q_1 \) at 10, \( q_3 \) at 12 and being back in \( O \) at 15.

**Theorem 3.** Algorithm \( \mathcal{A} \) is 3/2-competitive both for closed and open OLTSP-L.

**Proof.** At time \( T \), there exists \( \sigma_t \) with \( T \geq t_0/2 \) and \( \alpha_{t_0}(T) \geq 1/2 \). Then \( \beta_{t_0} = 1/2 \), and

\[
(1 - \beta_{t_0})\ell_{t_0} = \ell_{t_0}/2 \leq T.
\]

\( (1 - \beta_{t_0})\ell_{t_0} \leq T \). (1)

Now, let us consider an optimal solution \( \text{OPT} \), and denote by \( \sigma^* \) the order in which \( \text{OPT} \) serves the requests. We consider w.l.o.g. that \( \text{OPT} \) follows the tour/path \( \sigma^* \), waiting only at requests’ positions \( \text{OPT} \) it goes from \( O \) to the position of \( \sigma^*(1) \) in time \( d(O, \sigma^*(1)) \), waits at (the position of) \( \sigma^*(1) \) if the request is not released, then from \( \sigma^*(1) \) to \( \sigma^*(2) \) in time \( d(\sigma^*(1), \sigma^*(2)) \), \ldots

- If \( \alpha^*(T) \leq 1/2 \), then \( \beta^* = \alpha^*(T) \), and \( |\text{OPT}| \geq T + (1 - \alpha^*(T))\ell_i = T + (1 - \beta^*)\ell_i^* \).  

- If \( \alpha^*(T) > 1/2 \), then \( \beta^* = 1/2 \). We look at the position of \( \text{OPT} \) at time \( T \) in the tour/path associated to \( \sigma^* \). Suppose that it is (strictly) on the second half of this tour/path. Then, at \( T - \epsilon \) (for a sufficiently small \( \epsilon > 0 \)), it was already on the second part. But then \( T - \epsilon \geq \ell_i^*/2 \) (as \( \text{OPT} \) has already visited half of the tour/path), and \( \alpha^*(T - \epsilon) \geq 1/2 \) (for the same reason). Then \( T - \epsilon \) would fulfill the two conditions in Line 3 of the algorithm, a contradiction with the definition of \( T \). Consequently, at \( T \), \( \text{OPT} \) is in the first half of its tour/path. So \( |\text{OPT}| \geq T + \ell_i^*/2 = T + (1 - \beta^*)\ell_i^* \).

Then, in both cases we have \( |\text{OPT}| \geq T + (1 - \beta^*)\ell_i^* \). By definition of \( \sigma_{t_0} \) we deduce that

\[
T + (1 - \beta_{t_0})\ell_{t_0} \leq |\text{OPT}|. \tag{2}
\]

Now we look at the value \( |\text{ALG}| \) of the solution \( \text{ALG} \) output by the algorithm. We distinguish two cases:

\[\text{Indeed, if } |\text{OPT}| \text{ does not do this we can easily transform it into another optimal solution (with the same order of serving requests) that acts like this.}\]
Suppose that ALG never waits after \( T \). Then \(|ALG| = T + \ell_{i_1}\). As by definition \( \beta_{i_1} \leq 1/2 \), 
\( |ALG| \leq T + 2(1 - \beta_{i_1})\ell_{i_1} \). But adding Equations (1) and (2) with coefficients 1/2 and 3/2, we get 
\( T + 2(1 - \beta_{i_1})\ell_{i_1} \leq 3|OPT|/2 \). Hence, \(|ALG| \leq 3|OPT|/2\).

Suppose now that ALG waits after \( T \) for some request to be released. Let \( t^* \) be the last time ALG waits. As a fraction \( \alpha_{i_1}(T) \) of \( \sigma_{i_1} \) is completely released at \( T \) (i.e., when ALG starts), ALG has distance at most \( (1 - \alpha_{i_1}(T))\ell_{i_1} \) to perform after \( t^* \). So 
\[ |ALG| \leq t^* + (1 - \alpha_{i_1}(T))\ell_{i_1} \leq t^* + (1 - \beta_{i_1})\ell_{i_1}, \tag{3} \]
where we use the fact that, by definition, \( \beta_{i_1} \leq \alpha_{i_1}(T) \). We have \( t^* \leq |OPT| \), as a request is released at \( t^* \). Adding Equations (1) and (2) gives 
\( 2(1 - \beta_{i_1})\ell_{i_1} \leq |OPT| \). Putting these two inequalities in Equation (3) gives \(|ALG| \leq 3|OPT|/2\).

Note that Algorithm 1 also solves the more general Online Asymmetric Traveling Salesperson Problem with known locations and achieves again a ratio of 3/2 for both variants. In the asymmetric version of TSP, the distance \( d(a, b) \) from one point \( a \) to another point \( b \) in a given space can be different from the inverse distance \( d(b, a) \). For the problem without the knowledge of the locations, there is an optimal 2.62-competitive algorithm for the closed variant, and it has been proved that there is no constant competitive algorithm for the open variant [3].

5 Ring

In this section, we discuss the problem on the metric space induced by the border of a ring. Without loss of generality, we can assume that the ring is a circle with a circumference of 1. The distance \( d(x, y) \) between points \( x, y \) on the border of the circle is the smaller arc length of the segment between \( x \) and \( y \) (or \( y \) and \( x \)). We denote the location of points on the ring by their clockwise distance from the origin. Further, we assume that the requests are ordered such that \( p_i \) is located next to \( p_{i+1} \) for all \( i \in [n - 1] \) and \( p_1 \) and \( p_n \) are the closest requests to the origin on their respective sides.

In the closed case, for the classic online TSP, a lower bound of 2 on the competitive ratio for this metric space was shown in [5]. Note that the algorithm does not know the number of requests to be released, but even an algorithm with this information would not be able to improve upon the competitive ratio of 2. More formally, we have the following statement (a formal proof can be found in Appendix A.1).

**Proposition 4.** When locations are unknown, for any \( \epsilon > 0 \), there is no \( (2 - \epsilon) \)-competitive algorithm for closed OLTSP on the ring, even if the number of requests is known.

Using the location data of the requests, we now describe an algorithm beating the competitive ratio of 2 in polynomial time. For a simpler exposition, we assume that the shortest time to visit all request locations when ignoring release times is 1. This means that the shortest way to visit all requests is a round trip on the ring. Otherwise, the instance can be interpreted as an instance on the line.

We illustrate the idea of the algorithm in Figure 3. It first deals with a specific case, when there is a large interval without any request inside (so \([p_i, p_{i+1}]\) is large for some \( i \)). This is shown on the left in the figure. In this case the server goes to \( p_i \) or \( p_{i+1} \) (the farthest from \( O \)). Afterwards, it moves back to \( O \), serving requests along the way and waiting for their release if necessary. Then, it goes to the other extremity. There, it turns around, moving
back to $O$, again serving the requests on the way, waiting for their release if necessary. For
the other case, shown on the right in the figure, when there is no such large empty interval,
the server acts as follows: First, it waits at the origin to see whether to take a clockwise
or a counter-clockwise tour around the ring. In order to decide this, the server waits for a
contiguous part of at least $1/3$ of the ring to be released in either half of the ring. More
precisely, all consecutive requests inside a segment of length at least $1/3$ are released and
the whole segment lies completely in $(0, 1/2]$ or in $[1/2, 1)$. We denote the time that this
occurs by $t^{(1)}$. The server then starts moving on the shortest path to segment $s$, serving
released requests it encounters on the way. It then continues in the same direction and serves
segment $s$ (which has been completely released). Having visited $s$, the server continues in the
same direction and stops at the first unreleased request on the tour around the ring. From
then on, the server always waits for the request at the current location to be released before
moving on to the next unserved request. Once the server reaches the origin, there might be
some requests which have not been served because they were unreleased when the server
passed their locations. To complete the TSP tour, the server will therefore go to the furthest
unserved request and back to the origin, waiting at any unreleased request if necessary.

Theorem 5. Algorithm 2 has a competitive ratio of $5/3$ for closed OLTSP-L on the ring.

Proof. In both cases (whether there exists $[p_i, p_{i+1}]$ of size at least $1/3$ or not), the algorithm
goes to the farthest extremity of a free or completely released segment $s$ with extremities $P$
and $Q$, say point $P$, and then continues from this point to serve the (remaining) requests.

pseudocode, see Algorithms 2. The algorithm guarantees a competitive ratio of $5/3$, which we
formalize in Theorem 5.

→ Theorem 5. Algorithm 3 has a competitive ratio of $5/3$ for closed OLTSP-L on the ring.

Proof. In both cases (whether there exists $[p_i, p_{i+1}]$ of size at least $1/3$ or not), the algorithm
goes to the farthest extremity of a free or completely released segment $s$ with extremities $P$
and $Q$, say point $P$, and then continues from this point to serve the (remaining) requests.

Figure 3 The two main cases of Algorithm 2 On the left, there are two subsequent requests at
positions $p_i, p_{i+1}$ with distance at least $1/3$ from each other, on the right, no such pair of requests
exists. The movement of the algorithm is indicated by the arrows, where arrows on the inside of the
ring show a movement without waiting and an arrow on the outside implies waiting at unreleased
requests. For the first case, the algorithm moves without waiting to position $p_{i+1}$ and then goes
back to the origin, serving the requests and waiting for unreleased ones, if necessary. It then moves
instantly to position $p_i$, serving the requests on the way back to the origin, again waiting if necessary.
For the second case, the algorithm waits until a segment $s$ of size at least $1/3$ (marked in bold)
is fully released, then instantly goes to the closest endpoint of $s$, serving all released requests it
encounters. Continuing in the same direction, it serves the requests in $s$ (which are all released).
Afterwards, it continues in the same direction towards the origin, serving the requests it encounters,
waiting if necessary. Then, it moves instantly to the furthest unserved request (which might be
at the start of $s$), waits until it can be served and moves back to the origin, serving the unserved
requests, waiting if necessary.
Algorithm 2  Algorithm for closed OLTSP-L on the ring

\textbf{Input:} Offline: Request locations \( p_1, \ldots, p_n \), numbered clockwise from \( O \)

Online: Release times \( t_1, \ldots, t_n \)

\begin{algorithmic}
\If{there exists a segment \( s = [p_i, p_{i+1}] \) (with \( 1 \leq i \leq n - 1 \)) of size at least \( 1/3 \)}
\State Go to the farmost request from \( O \) between \( p_i \) and \( p_{i+1} \), say \( p_{i+1} \).
\State Move from \( p_{i+1} \) to \( O \) clockwise. Serve the requests on the way. If a request is unreleased, wait until it is released.
\State Move from \( O \) to \( p_i \) (clockwise). Then go back to \( O \), serving the requests on the way. If a request is unreleased, wait until it is released.
\Else
\State Wait at the origin until \( t^{(1)} \), when a segment \( s \subseteq (0, 1/2] \) or \( s \subseteq [1/2, 1) \) of length \( |s| \geq 1/3 \) is completely released, i.e., \( \forall i \in [n] \) s.t. \( p_i \in s \) it holds that \( t_i \leq t^{(1)} \). If \( s \subseteq (0, 1/2] \), move clockwise, else, move counter clockwise, till the farmost (from \( O \)) extremity of \( s \) is reached, serving requests along the way without waiting.
\State Continue in the same direction back to the origin, serving requests along the way, waiting if necessary. Having reached \( O \), continue in the same direction and stop at the unserved request which is furthest from the origin. Wait until it can be served, turn around and move back to the origin, on the way serving the remaining requests, waiting if necessary.
\EndIf
\end{algorithmic}

Note that as the segment has size at least \( 1/3 \), \( Q \) is at distance at most \( 1/3 \) from \( O \). We first consider the case where \( ALG \) has to wait at some time after reaching \( P \). Let \( t^{(0)} \) denote the last time that \( ALG \) has to wait at an unreleased request \( p_j \), and let \( x \) be the distance between \( O \) and \( p_j \). Then, \( |OPT| \geq t^{(0)} + x \). We distinguish two cases:

- If \( x > 1/3 \), and \( Q \) and \( p_j \) are on the same side of the ring (both in \([0, 1/2]\) or both in \([1/2, 1]\)) then \( Q \) is at distance at most \( 1/6 \) from \( O \), and we have \( |ALG| \leq t^{(0)} + 1 - x + 2 \cdot 1/6 \leq t^{(0)} + 1 \) and \( |OPT| \geq t^{(0)} + 1/3 \), so \( |ALG| \leq |OPT| + 2/3 \leq 5|OPT|/3 \).

- Otherwise, as \( Q \) is at distance at most \( 1/3 \) from \( O \), we have \( |ALG| \leq t^{(0)} + x + 2 \cdot 1/3 \), and again \( |ALG| \leq |OPT| + 2/3 \leq 5|OPT|/3 \).

In the rest of the proof, we consider that \( ALG \) does not wait after reaching the farmost extremity of the free/fully released segment.

We first consider the first case, when there are two consecutive requests \( p_i \), \( p_{i+1} \) at distance at least \( 1/3 \). Let us denote by \( x_i \) the distance from \( p_i \) to \( O \). Note that if \( p_{i+1} \) is farther from \( O \) than \( p_i \) (the other case being symmetrical), we have \( x_i \leq 1/3 \). As \( ALG \) never waits for an unreleased request, we have \( |ALG| \leq 1 + 2x_i \leq 5/3 \leq 5|OPT|/3 \).

Now we deal with the second case, i.e., there are no consecutive requests with a distance at least \( 1/3 \).

We first note that in this case any solution that does not go through all the points of the circle (i.e., does not make the whole tour) has cost at least \( 2 \cdot 2/3 = 4/3 \).

As \( ALG \) does not wait for an unreleased request, we have

\[
|ALG| \leq t^{(1)} + 1 + 2 \cdot 1/6 = t^{(1)} + 4/3.
\] (4)

Indeed, after finishing a first tour the server may have to go to the closest extremity of \( s \) and back to \( O \), but as \( |s| \geq 1/3 \) the closest extremity of \( s \) to \( O \) is at distance at most \( 1/6 \) from \( O \).

Consider Figure 4 and let us now look at \( OPT \). As previously said, \( |OPT| \geq 1 \). Also, at \( t^{(1)} - \epsilon \) there must be an unreleased request in \([A, C]\), and one in \([C, E]\). To serve both
requests and go back to $O$, $OPT$ needs at least $1/2$ after $t^{(1)}$, so $|OPT| \geq t^{(1)} + 1/2$.

\begin{figure}[ht]
\centering
\includegraphics[width=0.5\textwidth]{figure4}
\caption{Ring with points at clockwise distance $i/6$ from $O$, $i = 1, \ldots, 5$}
\end{figure}

We distinguish several cases in the following and show that in all cases either $|OPT| \geq t^{(1)} + 2/3$, or $|OPT| \geq 4/3$. Note that then the ratio $5/3$ follows: if $|OPT| \geq t^{(1)} + 2/3$ then $|ALG| \leq t^{(1)} + 4/3 \leq |OPT| + 2/3 \leq 5|OPT|/3$, and if $|OPT| \geq 4/3$ then $|ALG| \leq t^{(1)} + 4/3 \leq |OPT| + (4/3 - 1/2) = |OPT| + 5/6 \leq 5|OPT|/3$ as $5/6 \leq 2/3 - 4/3 \leq 2|OPT|/3$.

Let $F$ be the position of $OPT$ at time $t^{(1)}$, and $x_F$ its distance from $O$. We suppose, without loss of generality, that $F$ is in the clockwise first half of the ring (left part in Figure 4).

1. Suppose that $F$ is in $[OB]$.
   - If $OPT$ goes through $C$ after $t^{(1)}$, then $|OPT| \geq t^{(1)} + 1/6 + 1/2 = t^{(1)} + 2/3$.
   - If $OPT$ goes through $C$ before $t^{(1)}$, and never again after $t^{(1)}$, then it is in $F$ at the earliest at $1 - x_F$. Since there is an unreleased request (at $t^{(1)} - \epsilon$) in $[C, E]$, from $F$ to reach this request (without going through $C$) and to go back to $O$, $OPT$ needs at least $x_F + 2 \cdot 1/6$, so $|OPT| \geq 1 + 1/3 = 4/3$.
   - If $OPT$ never goes through $C$ then $|OPT| \geq 4/3$.

2. Suppose now that $F$ is in $[BC]$.
   - Suppose that $OPT$ goes through $D$ after $t^{(1)}$.
     * If $OPT$ goes back into $[OB]$ before $D$, then $|OPT| \geq t^{(1)} + 2/3$ (1/3 from $B$ to $D$, 1/3 from $D$ to $O$).
     * If $OPT$ goes to some point on $[AC]$ after going through $D$, then $|OPT| \geq t^{(1)} + 2/3$ (1/2 from $C$ to $O$ and 1/3>1/6 from $O$ to $A$ and back to $O$ – or going from $F$ to $D$, which takes at least 1/6 and back to $O$ through $[AC]$, requiring again at least 2/3).
     * Otherwise: there cannot be an unreleased request in $[AB]$ (as $OPT$ has to go there, and we are in one of the two above cases). Let $x$ be the position of the farthest request in $[OB]$ unreleased at $t^{(1)} - \epsilon$. This request is in $[OA]$. Then there is an unreleased request at position $y$ in $[x, x + 1/3]$. This second request must be in $[BC]$. Then, $OPT$ has to go to position $y$, then to $D$, then to $x$, and back to $O$. We get $|OPT| \geq t^{(1)} + (1 - y) + 2x$. As $x \geq y - 1/3$ and $y \geq 1/3$, we have $|OPT| \geq t^{(1)} + 1/3 + y \geq t^{(1)} + 2/3$.

3. Suppose finally that $OPT$ never goes through $D$ after $t^{(1)}$. If there is some unreleased request in $[DE]$, then it needs at least $1/3$ to reach $O$, and $2 \cdot 1/6$ to serve the unreleased request on $[DE]$, so $|OPT| \geq t^* + 2/3$. Otherwise, there are two unreleased request, one in $[EO]$, one in $[CD]$, at distance at most $1/3$. $OPT$ must serve the one in $[CD]$, then take the long road to serve the one in $[EO]$, and this long road has length at least $2/3$. So $|OPT| \geq t^{(1)} + 2/3$. 


\[\frac{5}{3}\]
6 Stars

We consider in this section the case of stars. There is a star, centered at \( O \) (the initial position), with \( k \) branches or rays. If two requests \( q_i \) and \( q_j \), located at \( p_i \) and \( p_j \), are not in the same branch, then the distance between them is \( d(p_i, p_j) = d(p_i, O) + d(O, p_j) \). We first show a lower bound of 2 when the locations of the requests are unknown (even if their number is known), in both the closed and the open version. Formally, we prove the following (the proof can be found in Appendix A.2).

**Proposition 6.** When the locations are unknown, for any \( \epsilon > 0 \), there is no \((2 - \epsilon)\)-competitive algorithm for both closed and open OLTSP on the star, even if the number of requests is known.

We then focus on the closed case and show that this bound of 2 can be improved on stars when the locations of requests are known, with a polynomial time algorithm. More precisely, we devise a polytime algorithm which is \((7/4 + \epsilon)\)-competitive (in the closed case on stars).

The idea of the algorithm is the following. If a long ray (i.e., ray of length at least \( 1/4 \) of the overall length of all rays) exists, it already gives a good competitive ratio to first serve this ray completely before going over to the remaining rays. Otherwise, if all rays are short, the algorithm waits in the origin until time \( t \), which is exactly the combined length of all rays. At this time, it identifies a set \( R \) of rays maximizing the released segments in \( R \) under the constraint that the set \( R \) can be traversed completely, including going back to the origin, in time \( t \). For this, only contiguous segments starting at the outer extremities of the rays are counted. If a segment does not start at the outer extremity of a ray, it will have to be traversed to reach the extremity, so serving it early does not help. Having identified the set \( R \), our algorithm then serves the released requests in the set \( R \) and waits at the origin until all requests are released. Afterwards, it serves the unserved requests in an optimal manner. A visualization of the algorithm is given in Figure 5. Note that finding an optimal set \( R \) constitutes solving a knapsack problem. Thus, this might not be possible in polynomial time. For a simpler exposition, we first show that with an optimal \( R \), the algorithm achieves a competitive ratio of \( 7/4 \) in Theorem 7. Utilizing a knapsack FPTAS to find \( R \) gives us, for every constant \( \epsilon > 0 \), a \((7/4 + \epsilon)\)-competitive polynomial time algorithm (see Corollary 8).

![Figure 5](image-url)

There are 6 rays in the star. The length of each ray indicates the farthest request on it. Released segments are visualized using bold lines. The lengths of the rays and the released segments are given in the table. Although there is a segment which is released on \( R_2 \), the released length is 0, as this segment does not start at the outer extremity of \( R_2 \). For this situation, \( R \) would consist of the rays \( R_1, R_3 \) and \( R_4 \) (or \( R_3, R_4, R_5 \)) with a combined length of \( 1/2 \) and \( \ell = 0.27 \), where \( \ell \) is the combined length of released segments in \( R \).
Online TSP with Known Locations

**Algorithm 3** Algorithm for closed OLTSP-L on the star

**Input:** Offline: Request locations $p_1, \ldots, p_n$

Online: Release times $t_1, \ldots, t_n$

1. Let $R_1, \ldots, R_k$ be the rays of the star and $r_1, \ldots, r_k$ the lengths of the rays, i.e., the distance from the origin to the respective extremity of the ray.

2. **if** there exists $r_j, j \in [k]$, with $r_j \geq 1/4 \sum_{j'=1}^{k} r_{j'}$ **then**

   3. Instantly traverse ray $R_j$, turning once reaching the extremity and start to serve the requests. If a request is unreleased, wait at this location until it is released before continuing.

4. **else**

   5. Wait in the origin until $t = \sum_{j'=1}^{k} r_{j'}$.

   6. Let $R$ be the set of indices $R \subseteq [k]$ maximizing the combined value of\n      contiguously released segments, starting from the outer extremities of their respective rays, s.t. $\sum_{j' \in R} r_{j'} \leq 1/2 \sum_{j'=1}^{k} r_{j'}$.

   7. Traverse the rays of set $R$, serving the released requests and return to $O$.

8. **end**

9. Afterwards, wait in the origin until all requests are released and serve the unserved requests in an optimal manner.

**Theorem 7.** Algorithm achieves a competitive ratio of $7/4$ for closed OLTSP-L on the star.

**Proof.** We assume without loss of generality that $\sum_{j=1}^{k} r_j = 1$. This means that $|OPT| \geq 2$, since every ray has to be fully traversed and the server has to come back to the origin. Further, for the analysis we assume w.l.o.g. that requests are served on the way back to the origin, and that a request is served only if all requests which are farther from the origin on the same ray have already been served.

For the first case, assume that there is a ray $r$ of length at least $1/4$. Then, the algorithm instantly goes to the far end of the ray and serves its requests on the way back, waiting at each until it is released. Having returned to the origin at time $t^*$, the algorithm can serve the remaining requests in time $3/2$ once everything is released. It further holds that $|OPT| \geq t^*$, i.e., $OPT$ cannot serve all requests and return to the origin before $ALG$ has served the ray $r$ and returned to the origin. Since $ALG$ starts serving the remaining requests when all requests are released and $OPT$ cannot finish before that time, we get $|ALG| \leq |OPT| + 3/2$. This means $\rho \leq 1 + 3/4 = 7/4$.

Otherwise, if all rays have a length of less than $1/4$, the algorithm waits until time $t = 1$. At this time, it identifies the set $R$ and serves the requests in $R$. Since the combined length of rays in $R$ is at most $1/2$, $ALG$ will be back at the origin by time $t = 2$. Denote the combined length of the released segments in the rays with index in $R$ by $\ell$. $ALG$ then serves the requests and returns to the origin, waiting there until all remaining requests are released, which is at most $t = |OPT|$. For the remaining requests, $ALG$ needs time at most $2 - 2\ell$, so we get $|ALG| \leq |OPT| + 2 - 2\ell$. Clearly, if $\ell \geq 1/4$, this means that $|ALG| \leq |OPT| + 3/2 \leq 7/4 \cdot |OPT|$ as $|OPT| \geq 2$.

Otherwise, if $\ell < 1/4$, we first observe that even though at most $\ell$ can be covered by time $t = 1$, this does not mean that $OPT$ can have served only an $\ell$-fraction of the requests. It could be that $OPT$ is already on some ray $R_j$, having visited some requests, but not able to return to the origin by time $t = 1$. However, by the definition of $R$, $OPT$ can have visited at most $\ell$ before traversing $R_j$ (the ray on which it is at $t = 1$). Denote by $\ell'$ the length of the
segment of requests visited by $OPT$ on $R_j$ at time 1. It must hold that $\ell' \leq \ell$. Thus, $OPT$ must serve $r_j - \ell'$ on $R_j$ and at least $1 - r_j - \ell$ on the remaining rays. Since $r_j \leq 1/4$, this implies
\[ |OPT| \geq 1 + r_j - \ell' + 2(1 - r_j - \ell) \geq 3 - r_j - 3\ell \geq 11/4 - 3\ell. \]
Since $|ALG| \leq |OPT| + 2 - 2\ell$, we have $\rho \leq 1 + \frac{2 - 2\ell}{11/4 - 3\ell} \leq 1 + \frac{3}{4}$ as $\frac{2 - 2\ell}{11/4 - 3\ell} \leq \frac{3}{4}$ for $0 \leq \ell \leq 1/4$. This concludes the proof.

Note that for a constant number $k$ of rays in the star, the algorithm is able to find the set $R$ in polynomial time and is thus able to run in polynomial time. Otherwise, we can use a knapsack FPTAS to approximately solve for the best set $R$ in polynomial time.

Corollary 8. Using a knapsack-FPTAS to find set $R$ in Algorithm 3, the algorithm achieves a competitive ratio of $7/4 + \epsilon$ for any constant $\epsilon > 0$ for closed OLTSP-L on the star in polynomial time.

Proof. The set $R$ returned by the knapsack FPTAS (see, e.g., [14, Section 6.2]) guarantees a total released length of $(1 - \epsilon)\ell$ for any constant $\epsilon > 0$, where $\ell$ is the optimal released length. Thus, we get $|ALG| \leq |OPT| + 2 - 2\ell + 2\ell$, which increases $\rho$ and thus the competitive ratio by at most an additive $\epsilon$ as $OPT \geq 2$ and $\ell \leq 1$.

7 Semi-Line

In this section, we study the case of a semi-line. Without loss of generality, we consider a semi-line starting at the origin $O$. We denote the location of requests by their distance from the origin, the distance of the furthest request by $L$ and say that the semi-line has length $L$.

First, we show the following lower bounds when only the number of requests is known to an algorithm for both the closed and the open variant (the formal proofs are in Appendix A.3 and A.4, respectively).

Proposition 9. When locations are unknown, for any $\epsilon > 0$, there is no $(4/3 - \epsilon)$-competitive algorithm for closed OLTSP on the semi-line, even if the number of requests is known.

Proposition 10. When locations are unknown, for any $\epsilon > 0$, there is no $(3/2 - \epsilon)$-competitive algorithm for open OLTSP on the semi-line, even if the number of requests is known.

Next, we discuss OLTSP-L on the semi-line. For the open version of the problem, we give a lower bound of $4/3$ on the semi-line (Theorem 11) and then describe an algorithm that is $13/9$-competitive (Theorem 12).

Let us first show the lower bound of $4/3$ on the semi-line.

Theorem 11. For any $\epsilon > 0$, there is no $(4/3 - \epsilon)$-competitive algorithm for open OLTSP-L on the semi-line.

Proof. Let $\epsilon > 0$ and consider a semi-line with length 1 starting at $O$. We place 4 requests at distance 0, 1/6, 5/6 and 1 from $O$, respectively. Consider an algorithm $ALG$ serving the requests and let $s$ be the distance of $ALG$ from $O$.

At time $t = 1$:
- if $s \in [0, 1/6)$ or $s \in (5/6, 1]$, we release the furthest request $q$ from $ALG$ ($q$ is at 1 or 0, respectively). Then, we release the next requests, one after the other, starting from $q$ and ending on the opposite side at times $t = 7/6$, $t = 11/6$ and $t = 2$, respectively.
else: we release the two outer requests (at positions 0 and 1). We then release the furthest inner request (at 1/6 or 5/6) at time $t = 7/6$. At time $t = 11/6$, we release the final inner request.

Note that $OPT$ needs exactly 2 units of time to serve all requests. So, $|OPT| = 2$. Without loss of generality, we can assume that $ALG$ is at $s \in [1/2, 1]$ at time $t = 1$. We now distinguish the following cases:

- $s \in (5/6, 1]$ at $t = 1$: the furthest outer request at 0 is released at $t = 1$ and the request at 1 is released at time $t = 2$. Since $ALG$ has to serve both these requests, it needs at least $2 + 5/6 = 17/6$ units of time and $|ALG| \geq 17/6$.

- $s \in [1/2, 5/6]$ at $t = 1$: the two outer requests are released (at 0 and 1). We now study the following three cases separately according to the position of $ALG$ at time $t = 7/6$.

  - $s \in [1/3, 1/2]$ at $t = 7/6$: the request at 5/6 is released and $ALG$ has not served any requests yet. If $ALG$ moves to the right after $t = 7/6$, then the earliest it can serve all the requests is $7/6 + 1/2 + 1 = 8/3$. If it moves to the left, then the earliest it can finish is $11/6 + 5/6 = 8/3$ (11/6 is the release time of the request at 1/6). So, $|ALG| \geq 8/3$.

  - $s \in (1/2, 5/6]$ at $t = 7/6$: the request at 1/6 is released and $ALG$ has not served any requests yet. If $ALG$ moves to the left after $t = 7/6$, the earliest it can finish is $7/6 + 1/2 + 1 = 8/3$. If it moves to the right, then the earliest it can serve all the requests is $11/6 + 5/6 = 8/3$ (11/6 is the release time of the request at 5/6). So, $|ALG| \geq 8/3$.

  - $s \in [5/6, 1]$ at $t = 7/6$: the request at 1/6 is released. If $ALG$ serves the request at 5/6 before the one at 0, then it needs at least $11/6+5/6=8/3$. Otherwise, since $s \geq 5/6$ at $t = 7/6$, $ALG$ cannot serve the request at 0 before 2, and then needs at least $2 + 5/6 > 8/3$.

Having $|ALG| \geq 8/3$ and $|OPT| = 2$ we get a lower bound of 4/3.

We are now ready to present an algorithm that is 13/9-competitive for open OLTSP-L on the semi-line. The principle of this algorithm (see Algorithm 4 for a formal description) is to reach position $L/2$ and wait until segment $[0, L/4]$ or $[3L/4, L]$ is completely released. More precisely, it waits until all consecutive requests inside the segment $[0, L/4]$ or $[3L/4, L]$ are released. After that, the algorithm moves to position 0 or L and serves all requests on the semi-line without turning around again and possibly waiting multiple times. To keep the competitive ratio small, we have to be careful with how we move away from the origin to reach $L/2$.

At first, $ALG$ moves from the origin only if it does not leave any unreleased requests behind. It follows the same strategy until $t = \min\{L/2+x, 3L/4\}$, where $x$ is the furthest request position such that $[0, x]$ is completely released by time $t$. By construction, the contiguous segment starting from 0 which is served by $ALG$ is at least the size of that of $OPT$.

---

2 Strictly speaking, if $x \geq L$, all requests and thus $[0, x]$ would be released. We will ignore this and only use half-open intervals to avoid technicalities.
If \( x \geq L/4 \), then ALG continues the same strategy until it has served all requests. Otherwise, if \( x < L/4 \), ALG is at position \( x \) at \( t = L/2 + x \) and abandons that strategy to reach position \( L/2 \) at exactly \( t = L \), where it waits for \([0, L/4] \) or \([3L/4, L] \) to be completely released as described above.

**Algorithm 4** Algorithm for open OLTSP-L on the semi-line

| Input: Offline: Request locations \( p_1, \ldots, p_n \), where \( p_1 \leq p_2 \leq \ldots \leq p_n \)  
| Online: Release times \( t_1, \ldots, t_n \) |

1. \( L \leftarrow d(O, p_n) \)
2. Starting from the origin, move in the direction of \( p_n \) and serve all released requests that are encountered. Stop at the first unreleased request. Wait until it can be served, serve it and continue this procedure until \( t = \min\{L/2 + x, 3L/4\} \), where \( x \) is the furthest position such that \([0, x) \) is completely released by time \( t \).
3. If \( x \geq L/4 \) then continue in the same direction until all requests are served. The algorithm terminates.
4. else
5.   Start moving to position \( p = L/2 \).
6.   while \( t < L \) and \([0, L/4) \) is completely released do
7.     return to position \( x \) and serve the requests in \([x, L/4) \).
8.     break
9. end
10. Wait at \( L/2 \) until \([0, L/4) \) (or \([3L/4, L] \) is completely released and serve it moving from \( x \) to \( L/4 \) (or from \( L \) to \( 3L/4 \)). Continue in the same direction and stop at the first unserved request. Wait until it can be served and continue this procedure until all requests are served.
11. end

▶ **Theorem 12.** Algorithm 4 has a competitive ratio of 13/9 for open OLTSP-L on the semi-line.

**Proof.** Without loss of generality, let \( t(1) \) be the first time when \([0, L/4) \) is completely released (when \( t(1) < L \)) or the first time when \([0, L/4) \) or \([3L/4, L] \) is completely released (when \( t(1) \geq L \)).

The proof is based on the following observations.

**Observation 1.** If \( OPT \) turns around at least once, then, without loss of generality, the first time it turns is at \( L \).

Assume that this is not the case. This means that \( OPT \) turns around at least twice, since it turned around before reaching \( L \), where there is a request. Thus, \( OPT \) traversed some segment \([s_1, s_2) \) twice. Instead of turning around at \( s_2 \) and one more time at \( s_1 \), we adapt the algorithm, calling it \( OPT^* \), by letting it wait at \( s_1 \) until \( t(1) \) and \( t(s_1) \), the time at which \( OPT \) serves \( s_1 \). Afterwards, we copy the behavior of \( OPT \). This means that the completion time of our new algorithm \( OPT^* \) is the same as the completion time of \( OPT \). By repeatedly applying this adaptation, we can make sure that \( OPT \) never turns around before reaching \( L \) without increasing the overall time.

**Observation 2.** Assume that ALG has already served \([0, x_{ALG}) \) at \( t = t(1) \). If \( t(1) \leq L/2 + x \) and \( x < L/4 \), then \( OPT \) has served at most \([0, x_{OPT}) \) at \( t = t(1) \), where \( x_{OPT} \leq x_{ALG} \).
Observation 3. When \( x < L/4 \) and \( t = L/2 + x \), \( ALG \) is at position \( x \).

Assume that \( ALG \) is at position \( 0 \leq x_0 < L/4 \) at time \( t_0 = L/2 \). If \( x_0 = 0 \), then \( x = x_0 = 0 \) and this phase of the algorithm (line 2 in the description) terminates with \( ALG \) at position \( x = 0 \). Otherwise, \( x_0 > 0 \) and this phase runs until at least \( t_1 = L/2 + x_0 \). If at time \( t_1 = L/2 + x_0 \) there is no completely released segment \([0, x_1)\) with \( L/4 > x_1 > x_0 \), then \( x = x_0 \), \( t = L/2 + x_0 \) (since \( x < L/4 \)) and the phase terminates with \( ALG \) at position \( x \). If at time \( t_1 = L/2 + x_0 \) there is such a fully released segment \( (0, x_1) \) with \( L/4 > x_1 > x_0 \), then this phase continues until at least \( t_2 = L/2 + x_1 \). By definition of the algorithm it holds that \( ALG \) will have moved to \( x_1 \) by \( t_2 \) at the latest. The starting time is \( t_1 \) and the starting position is at least \( x_0 \). Thus, the distance is at most \( x_1 - x_0 \). The available time is \( t_2 - t_1 = x_1 - x_0 \), and whenever \( ALG \) has not reached the end of a fully released segment, it will move with unit speed towards this point. Now, either \( x = x_1 \) or there exists a larger completely released segment \([0, x_2)\) with \( L/4 > x_2 > x_1 \) and we can argue as above...

Note that whenever a bigger segment exists, this is because at least one new request was released – but there are only \( n \) requests in total (and at least \( q_n \) is outside of \([0, L/4)\)). Hence, after \( i < n \) many steps, no larger completely released segment \([0, x_{i+1})\) can exist such that \( x_{i+1} < L/4 \) and \( ALG \) is at position \( x = x_i \) at \( t = L/2 + x \).

We now distinguish the following cases:

1. If \( x \geq L/4 \), then, without loss of generality, we assume that \( OPT \) turns around at least one time. Otherwise, we have that \( |ALG| = |OPT| \). So, from Observation 1 we can assume that the first time that \( OPT \) turns around is at \( L \).

Let \( x_{ALG} \) and \( x_{OPT} \) be such that \([0, x_{ALG}) \) and \([0, x_{OPT}) \) have been served by \( ALG \) and \( OPT \), respectively, when \( OPT \) reaches \( L \) the first time. We have that \( x_{ALG} \geq x_{OPT} \) and \( x_{ALG} \geq L/4 \).

Since \( OPT \) turns around at \( L \) we get \( |OPT| \geq L + L - x_{OPT} = 2L - x_{OPT} \). We also have that \( |ALG| \leq |OPT| + L - x_{ALG} \) and, since \( x_{ALG} \geq x_{OPT} \), it follows that

\[
\rho \leq \frac{|OPT| + L - x_{ALG}}{|OPT|} \leq 1 + \frac{L - x_{ALG}}{2L - x_{OPT}} \leq 1 + \frac{L - x_{ALG}}{2L - x_{OPT}} \leq 1 + \frac{L}{2L} - 1 = 0.5.
\]

Setting \( a = \frac{L}{x_{ALG}} \), we have that \( f(a) = \frac{a^2 - 1}{2a - 1} \) is increasing at \( a = \frac{L}{x_{ALG}} \in (1, 4) \). Thus, for \( a = 4 \) we get \( \rho \leq 1 + \frac{4}{8 - 1} = 10/7 \).

2. If \( x < L/4 \) and \( t^{(1)} \in [L/2 + x, L) \), then \( ALG \) has already served \([0, x) \) and is at position \( (t^{(1)} - L/2) \) at \( t = t^{(1)} \). It starts returning to position \( x \). \( OPT \) has already served \([0, x_{OPT}) \) and is at position \( s_{OPT} \leq t^{(1)} \) at time \( t = t^{(1)} \).

3. If \( s_{OPT} > t^{(1)} - L/2 \), then \( x_{OPT} \leq x \) and \( OPT \) is closer to \( L \) than \( ALG \). Thus, \( OPT \) has to turn around at least one time to serve \([x, x^+) \) (where \( x^+ \) is after \( x \) on the semi-line but unknown) and we can assume that the first time it turns around is at \( L \). Therefore, \( |OPT| \geq t^{(1)} + L - s_{OPT} + L - x \geq 2L - x \), since \( t^{(1)} \geq s_{OPT} \). Since \( x < L/4 \), we have that \( |OPT| > 7L/4 \).
ALG at $t = t^{(1)}$ starts returning to $x$ and has to serve $[x, L]$ and possibly wait for unreleased requests. So, we get

$$|ALG| \leq \max\left\{ t^{(1)} + t^{(1)} - L/2 - x + L/4 - x, |OPT| \right\} + 3L/4 \leq \max\left\{ 7L/4 - 2x, |OPT| \right\} + 3L/4 = |OPT| + 3L/4.$$  

Overall, this means that $\rho \leq 3/7 + 1 = 10/7$.

- Else: $s_{OPT} \leq t^{(1)} - L/2$ and $x_{OPT} < L/4$.
  - If $OPT$ does not turn around at any time, then $s_{OPT} \leq x < L/4$ at time $t = t^{(1)}$, since $[0,d]$ with $d \geq L/4$ is not completely released before $t^{(1)}$, and $s_{OPT} = x_{OPT}$. We have that $|OPT| \geq t^{(1)} + L - s_{OPT} \geq t^{(1)} + 3L/4$.
  - In addition, we get
    $$|ALG| \leq \max\left\{ t^{(1)} + t^{(1)} - L/2 - x + L - x, |OPT| \right\} = \max\left\{ 2t^{(1)} + L/2 - 2x, |OPT| \right\}.$$  

It follows with the assumption $t^{(1)} < L$ that

$$\rho \leq \frac{\max\left\{ 2t^{(1)} + L/2 - 2x, |OPT| \right\}}{|OPT|} \leq \max\left\{ 1 + \frac{t^{(1)} - L/4 - 2x}{t^{(1)} + 3L/4}, 1 \right\} \leq 10/7.$$  

- Else: $OPT$ turns around at least one time. Then, from Observation 1, we can assume that the first time that $OPT$ turns around is at $L$.
  - So, from the assumption $s_{OPT} \leq t^{(1)} - L/2$ we get $|OPT| \geq t^{(1)} + L - s_{OPT} + 3L/4 \geq 9L/4$ and $|ALG| \leq |OPT| + 3L/4$. Therefore, $\rho \leq 1 + \frac{3L/4}{9L/4} = 4/3$.

- If $x < L/4$ and $t^{(1)} \in [L, 5L/4]$, then $ALG$ has already served $[0, x]$ and is at position $L/2$ at $t = t^{(1)}$. Since $x < L/4$ and $t^{(1)} \geq L$, we get
  $$|OPT| \geq \min\left\{ t^{(1)} + 3L/4, t^{(1)} + L - x - (t^{(1)} - L) \right\} = \min\left\{ t^{(1)} + 3L/4, 2L - x \right\} \geq 7L/4.$$  

- If $ALG$ moves left at $t^{(1)}$, then $ALG$ has to serve $[x, L/4]$. So, using (5), we get
  $$|ALG| \leq \max\left\{ t^{(1)} + L/2 - x + L/4 - x, |OPT| \right\} + 3L/4 = |OPT| + 3L/4.$$  

Hence, we get $\rho \leq 1 + \frac{3L/4}{7L/4} \leq 10/7$.

- If $ALG$ moves right at $t^{(1)}$, then $|ALG| \leq \max\left\{ t^{(1)} + 3L/4, |OPT| \right\} + 3L/4 - x \leq |OPT| + 3L/4$. Again, it follows that $\rho \leq 1 + \frac{3L/4}{7L/4} \leq 10/7$.

- If $x < L/4$ and $t^{(1)} \in [5L/4, 7L/4)$, then $OPT$ has not served $[x, 3L/4]$ yet. If $OPT$ does not turn around at any time, then $OPT \geq t^{(1)} + 3L/4$. Otherwise, the first time that $OPT$ turns around is at $L$ and we have the following 2 cases. If $OPT$ goes straight to $L$, then $OPT \geq t^{(1)} + 3L/4$. Otherwise, $OPT$ can be at $L/4$ having already served $[0, L/4]$ at time $t = L/2 + x + L/4 - x = 3L/4$. Then, it reaches $L$ at $t = 3L/4 + 3L/4 = 3L/2$ and it does not complete the tour before $t = 3L/2 + 3L/4 = 9L/4$. So, we get
  $$|OPT| \geq \min\left\{ t^{(1)} + 3L/4 - x, t^{(1)} + 3L/4, 9L/4 \right\} = \min\left\{ t^{(1)} + 3L/4 - x, 9L/4 \right\}.$$  


If $ALG$ moves left at $t^{(1)}$, then it has to serve $[x, L/4]$. We have the following

$$|ALG| \leq \max \left\{ t^{(1)} + 3L/4 - 2x, |OPT| \right\} + 3L/4 . \quad (7)$$

From (6), (7) we have the following 4 cases:

(a) $\rho \leq \frac{t^{(1)} + t^{(1)} + 3L/4 - 2x}{L/2} \leq 1 + \frac{3L/4 - x}{t^{(1)} + 3L/4 - x} \leq 10/7$ ,
   since $x \leq L/4$ and $t^{(1)} \geq 5L/4$,

(b) $\rho \leq \frac{|OPT| + 3L/4}{|OPT|} \leq 1 + \frac{3L/4 - x}{t^{(1)} + 3L/4 - x} \leq 10/7$ ,
   since $x \leq L/4$ and $t^{(1)} \geq 5L/4$,

(c) $\rho \leq \frac{t^{(1)} + 3L/2 - 2x}{9L/4} \leq \frac{t^{(1)} + 3L/2 - 2x/L}{9/4} \leq 13/9$ ,
   since $t^{(1)} < 7L/4$,

(d) $\rho \leq \frac{|OPT| + 3L/4 - x}{9L/4} \leq 4/3$ .

If $ALG$ moves right at $t^{(1)}$, then

$$|ALG| \leq \max \left\{ t^{(1)} + 3L/4, |OPT| \right\} + 3L/4 - x . \quad (8)$$

From (6), (8) we have the following 4 cases:

(a) $\rho \leq \frac{t^{(1)} + t^{(1)} + 3L/4 - 2x}{L/2} \leq 1 + \frac{3L/4 - x}{t^{(1)} + 3L/4 - x} \leq 10/7$ ,
   since $x \leq L/4$ and $t^{(1)} \geq 5L/4$,

(b) $\rho \leq \frac{|OPT| + 3L/4 - x}{|OPT|} \leq 1 + \frac{3L/4 - x}{t^{(1)} + 3L/4 - x} \leq 10/7$ ,
   since $x \leq L/4$ and $t^{(1)} \geq 5L/4$,

(c) $\rho \leq \frac{t^{(1)} + 3L/2 - x}{9L/4} \leq 13/9$ ,
   since $t^{(1)} < 7L/4$,

(d) $\rho \leq \frac{|OPT| + 3L/4 - x}{9L/4} \leq 4/3$ .

Else: $x < L/4$ and $t^{(1)} \geq 7L/4$, $|ALG|$ is at position $L/2$ at $t = t^{(1)}$ and we have that

$$|OPT| \geq t^{(1)} + L/2 . \quad (9)$$

We distinguish again the following cases:

If $|ALG|$ moves left at $t^{(1)}$, then $|ALG| \leq \max \left\{ t^{(1)} + \frac{3L/4}{4} - 2x, |OPT| \right\} + \frac{3L/4}{4}$. Together with (9), we get

$$\rho \leq \frac{\max \left\{ t^{(1)} + 3L/4 - 2x, |OPT| \right\} + 3L/4}{|OPT|} \leq \max \left\{ t^{(1)} + \frac{3L/4}{4} + L/2, 1 \right\} + \frac{3L/4}{t^{(1)} + L/2}$$
\[
\leq \max \left\{ 1 + \frac{L}{t^{(1)} + L/2}, \frac{1}{3} \right\} + 1/3 \leq \max \{10/9, 1\} + 1/3 = 13/9,
\]
where we used \(t^{(1)} \geq TL/4\) for the third and forth inequality.

- If \(ALG\) moves right at \(t^{(1)}\), then we have that
\[
|ALG| \leq \max \{t^{(1)} + \frac{3L}{4} + 3L/4 - x, |OPT| \} + \frac{3L}{4} - x.
\]
Using this as well as (9), we get
\[
\rho \leq \frac{\max \{t^{(1)} + \frac{3L}{4}, |OPT| \} + 3L/4 - x}{|OPT|} \leq \max \left\{ \frac{t^{(1)} + \frac{3L}{4}}{t^{(1)} + \frac{L}{2}}, 1 \right\} + \frac{3L}{4} - x \leq \frac{13}{9}.
\]
Consequently, we have an upper bound of 13/9.

We now focus on the closed variant of the problem and give a simple optimal algorithm that achieves a competitive ratio of 1 (Algorithm 5). Basically, the algorithm moves to the furthest request and waits until the request is released. Then, it serves it and returns back to the origin, possibly waiting at the locations of unreleased requests, serving all remaining requests. Let us remark here that the semi-line is a special case of the star (with only a single branch) or the line, and our algorithm is essentially a special case of our Algorithm 3 for the star and of algorithm FARFIRST for the line (in [11]). The first condition in Algorithm 3 is always satisfied and gives us exactly the algorithm for the semi-line with its improved competitive ratio.

\begin{algorithm}
\caption{Algorithm for closed OLTSP-L on the semi-line}
\begin{algorithmic}
\STATE \textbf{Input:} Offline: Request locations \(p_1, \ldots, p_n\), where \(p_1 \leq p_2 \leq \ldots \leq p_n\)
\STATE \ 
\STATE \quad Online: Release times \(t_1, \ldots, t_n\)
\STATE 1 Go to \(p_n\).
\STATE 2 Wait until the request at \(p_n\) is released and serve it.
\STATE 3 Move back towards the origin \(O\), serving all unserved requests on the way, waiting for their release if necessary.
\end{algorithmic}
\end{algorithm}

\begin{proposition}
Algorithm 5 has a competitive ratio of 1 for closed OLTSP-L on the semi-line.
\end{proposition}

\textbf{Proof.} In the closed case, \(OPT\) has to serve the request at \(L\) and also return to the origin. So, \(|OPT| \geq 2L\). If \(ALG\) never waits for a request, then \(|ALG| = 2L\) and \(|ALG| \leq \frac{|OPT|}{3/2} \leq 1\). Otherwise, let \(t\) be the last time \(ALG\) waits for a request and assume that \(ALG\) is at distance \(x\) from the origin. Then, \(|ALG| = t + x\) and \(OPT\) has to wait until \(t\) to serve that request and also return to \(O\). Thus, \(|OPT| \geq t + x\) and we get \(|ALG| \leq |OPT| \leq 1\).

\section{Conclusion}

In this work, we showed that the considered OLTSP-L problem admits an optimal 3/2-competitive online algorithm for both variants on the general metric. Then, we provided several lower bounds and polynomial algorithms for some interesting metrics (ring, star, semi-line).

While the algorithm for the general metric is optimal, it does not run in polynomial time. A natural research direction would be to consider polynomial time algorithms for the general case. For instance, we can easily obtain a polynomial 2.5-competitive algorithm (or
more generally a \((1 + r)\)-competitive algorithm provided that there is an \(r\)-approximation algorithm for the off-line problem) for both variants of OLTSP-L as follows: Wait for all requests to be released and then take a tour/path. Clearly, \(|OPT|\) is at least the time it takes for all requests to be released, hence if the chosen tour/path is optimal (resp. \(r\)-approximate) this algorithm has a competitive ratio of at most 2 (resp. \(1 + r\)). We get ratio \(5/2\) for the closed case by using Christofides’ heuristic \(\text{[10]}\) to compute a TSP tour \((3/2\)-approximation), and for the open case by using the \(3/2\)-approximation for path TSP in [17].

Note that the knowledge of the number of requests is sufficient to follow this strategy. Therefore, it is natural to consider if a better competitive ratio can be achieved with the extra knowledge of the locations of the requests.

The study of other metrics could be also of interest, as well as improvements on the polynomial time upper bounds presented in this article.

Finally, we considered in this article only deterministic algorithms. Getting lower and upper bounds, both on general and specific metrics, using randomized algorithms is an interesting question.
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A. Lower Bounds for a Known Number of Requests

A.1 Proof of Proposition 4

Proposition 4 When locations are unknown, for any $\epsilon > 0$, there is no $(2 - \epsilon)$-competitive algorithm for closed OLTS on the ring, even if the number of requests is known.

Proof. We adapt the proof of [5] to use a known number of requests. For any $\epsilon > 0$ let $n = 6 \cdot \lceil 1/\epsilon \rceil + 1$. We consider a ring with circumference 1. Analogously to the previous notation, we denote each point on the ring by the time it takes a unit-speed server to reach this point when traversing the ring clockwise, starting from the origin. We distribute $4(n - 1)/6$ requests equidistantly on the ring, i.e., for each $i = 1, \ldots, 4(n - 1)/6$, a request is placed at position $(i - 1) \cdot 6/(4(n - 1))$. Note that the distance between two requests is at most $\epsilon/4$, since

$$\frac{1}{4(n-1)/6} = \frac{1}{4} \left\lfloor \frac{1}{\epsilon} \right\rfloor \leq \frac{\epsilon}{4}$$

holds. We release these requests with release time 0. Hence, $(n - 1)/3 + 1$ many requests remain to be distributed. So far, the distributed requests can be served optimally by time $t = 1$.

Now, consider any online algorithm ALG. Here, we denote by $pos_{ALG}(t)$ the position of ALG at time $t$. For some $\alpha \in [0, 1/2]$, at time $1/2 + \alpha$, the online server is at one of the two points with distance $1/2 - \alpha$ from the origin. To see that this holds, consider the following function $f : [0, 1/2] \rightarrow [0, 1/2]$, denoting the distance of the online server from the origin at time $1/2 + x$. Since $f$ is a continuous function, so is $g(x) = f(x) - x$, where $g(0) = f(0) \geq 0$ and $g(1/2) = f(1/2) - 1/2 \leq 0$. Hence, there exists at least one $\alpha \in [0, 1/2]$ with $g(\alpha) = 0$, or equivalently, $f(\alpha) = \alpha$. Let $\alpha$ be the smallest such value. Without loss of generality, we can assume that $pos_{ALG}(1/2 + \alpha) \leq 1/2$, i.e., the online server visited all requests between the origin and $pos_{ALG}(1/2 + \alpha)$ on the clockwise tour. Hence, we assume without loss of generality that $pos_{ALG}(1/2 + \alpha) = 1/2 - \alpha$.

The server might have gone a bit further and returned to $1/2 - \alpha$, i.e., the server might have covered the segment $[1/2 - \alpha, 1/2 - \alpha + y]$ for some $y \geq 0$. Similarly, the server might have visited parts of the counter-clockwise tour as well and returned to the origin before starting on the clockwise tour, i.e., the server might have covered a segment between $1 - z$
and the origin for some $z \geq 0$. In the case of $z = 0$, we identify the point 1 with the origin. Since the server had to cover both theses additional segments twice, their combined length is at most $y + z \leq \alpha$, as the server is at a distance $1/2 - \alpha$ at time $1/2 + \alpha$.

Overall, the server still needs to visit the segment $(1/2 - \alpha + y, 1 - z)$ of size at least 2. Additionally, at $t = 1/2 + \alpha$, the remaining $(n - 1)/3 + 1$ requests are revealed. They are distributed equidistantly on the segment $[0, 1/2 - \alpha]$, i.e., the already visited part. The distance between these requests is at most $\epsilon/4$, where the exact distance depends on $\alpha$.

An optimal offline algorithm can still serve all requests in time 1 by taking the counter-clockwise tour around the ring. To optimally finish the tour, the online algorithm can now either continue the clockwise tour and then visit the newly released requests (except for the one at $1/2 - \alpha$, which can instantly be served). This leads to a completion time of at least $1/2 + \alpha + (1 - 1/2 + \alpha) + 2 \cdot (1/2 - \alpha - \epsilon/4) = 2 - 1/2\epsilon > 2 - \epsilon$. Alternatively, the online algorithm could also continue the clockwise tour up to the last unserved request (before reaching $1 - z$) and turn back, going to the origin in a counter-clockwise fashion. This would lead to a completion time of at least $1/2 + \alpha + 2 \cdot (1/2 + \alpha - z - \epsilon/4) + 1/2 - \alpha = 2 + 2\alpha - 2\epsilon - \epsilon/2 \geq 2 - \epsilon/2 > 2 - \epsilon$ as $\alpha \geq z$.

Since the offline optimum is 1, this means that no online algorithm can achieve a better competitive ratio than $2 - \epsilon$, for any $\epsilon > 0$, even when the number of requests is known. ▶

A.2 Proof of Proposition 6

Proposition 6. When the locations are unknown, for any $\epsilon > 0$ there is no $(2 - \epsilon)$-competitive algorithm for both closed and open OLTSP on the star, even if the number of requests is known.

Proof. Let us consider the closed version. Let $\epsilon > 0$, $n = \lfloor 7/\epsilon \rfloor$. We consider a star with $k = \lfloor n/2 \rfloor$ branches, centered at $O$. Let us call $a_i$ the point on the $i$-th branch at distance 1 from $O$. All the locations will be either at the origin, or at some $a_i$.

At time $t = 1$ we release a first set of $k$ requests, one at each $a_i$. Consider an algorithm $ALG$ serving the requests. We proceed as follows until time $t^* = 2k - 1$: each time $ALG$ serves a request at some time $t$ at some point $a_i$, we release a new request at time $t + 2$ on the same location $a_i$.

Note that $ALG$ needs at least 2 units of time to serve a new request after having served one (it either has to move, or to wait 2 at some $a_i$). So at time $t^*$ it has served at most $k$ requests. Hence this way at most $k + k \leq n$ requests have been defined. If less than $n$ requests have been defined, we release at $t^*$ the remaining requests at $O$.

At $t^*$, by construction there is still one request to serve in each branch for $ALG$, so it cannot finish before $t^* + 2(k - 1) = 4k - 3$.

Now, let us show that $|OPT| \leq 2k + 2$, which will lead to the result as $4k - 3 \leq 2 - \frac{7}{3\epsilon}$, $2 - \epsilon$. For each branch $i$, let us consider $t^*_i$ the last time before (or at most) $t^*$ where $ALG$ went in $a_i$ ($t^*_i = 0$ if $ALG$ did not visit $a_i$ before $t^*$). Up to relabeling, suppose that $t^*_1 \leq t^*_2 \leq \cdots \leq t^*_k$. Note that if $t^*_i > 0$ then $t^*_{i+1} \geq t^*_i + 2$. As $t^*_1 \leq t^* = 2k - 1$, we have $t^*_{k-1} \leq t^* - 2 = 2(k - 1) - 1$ and, by an easy recurrence, $t^*_k \leq t^* - 2i = 2(k - i) - 1$, or simply $t^*_k \leq 2i - 1$ (which is also true for $t^*_1 = 0$). So the last request in branch $i$ occurs at time at most $2i - 1 + 2 = 2i + 1$. Then we can simply go to $a_i$ at time $2i + 1$, for $i$ from 1 to $k$, and then go back to $O$. We serve all the requests in time $2k + 2$. The same argument actually works for the open version as well. ▶
A.3 Proof of Proposition 9

Proposition 9. When locations are unknown, for any $\epsilon > 0$, there is no $(4/3 - \epsilon)$-competitive algorithm for closed OLTSP on the semi-line, even if the number of requests is known.

Proof. Let $\epsilon > 0$ and a semi-line starting at the origin $O$ with length 1. Consider an algorithm $ALG$ that serves the only one request and let $s$ be the distance of $ALG$ from $O$.

At time $t = 1$:
- if $s \geq 1/3$, then place and release a request at the origin $O$. In that case, $|OPT| = 1$ and $|ALG| \geq 1 + 1/3 = 4/3$. So, $\frac{|ALG|}{|OPT|} \geq 4/3$.
- else: we place and release a request at position 1. Then, $|OPT| = 2$, $|ALG| \geq 2 + 2/3 = 8/3$ and $\frac{|ALG|}{|OPT|} \geq 4/3$.

Consequently, there is no online algorithm that can achieve a competitive ratio smaller than $4/3 - \epsilon$, for any $\epsilon > 0$, even when the number of requests is known. $\blacktriangle$

A.4 Proof of Proposition 10

Proposition 10. When locations are unknown, for any $\epsilon > 0$, there is no $(3/2 - \epsilon)$-competitive algorithm for open OLTSP on the semi-line, even if the number of requests is known.

Proof. Let $\epsilon > 0$ and a semi-line starting at the origin $O$ with length 1. Consider an algorithm $ALG$ that serves the only one request and let $s$ be the distance of $ALG$ from $O$.

At time $t = 1$:
- if $s \geq 1/2$, then place and release a request at the origin $O$. In that case, $|OPT| = 1$ and $|ALG| \geq 1 + 1/2 = 3/2$. So, $\frac{|ALG|}{|OPT|} \geq 3/2$.
- else: we place and release a request at position 1. Then, $|OPT| = 1$, $|ALG| \geq 1 + 1/2$ and $\frac{|ALG|}{|OPT|} \geq 3/2$.

Therefore, $3/2$ is a lower bound for open OLTSP on the semi-line, even when the number of requests is known. $\blacktriangle$