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ABSTRACT. We provide a new angle and obtain new results on a class of metrics on length-normalized curves in $d$ dimensions, represented by their unit tangents expressed as a function of arc-length, which are functions from the unit interval to the $(d-1)$-dimensional unit sphere. These metrics are derived from the combined action of diffeomorphisms (change of parameters) and arc-length-dependent rotation acting on the tangent. Minimizing a Riemannian metric balancing a right-invariant metric on diffeomorphisms and an $L^2$ norm on the motion of tangents leads to a special case of “metamorphosis”, which provides a general framework adapted to similar situations when Lie groups acts on Riemannian manifolds. Within this framework and using a Sobolev norm with order 1 on the diffeomorphism group, we generalize previous results from the literature that provide explicit geodesic distances on parametrized curves.

1. Introduction

There has been, over the past twenty years, a sizable amount of work exploring elastic distances between plane curves and their computation using a square-root transformation mapping the space of curves into some standard infinite-dimensional Riemannian manifold. In [1, 28, 25] a distance between parametrized plane curves was introduced, in which a transformation of the pair $(\varphi, \theta)$ (involving a square root) placed the metric in a Hilbert space context, where $\varphi$ is the parametrization and $\theta$ is the tangent angle (as functions of the arc-length). This distance can then be optimized with respect to $\varphi$ to yield a metric between curves modulo reparametrization (a.k.a. unparametrized curves). Existence results for minimizers were then provided in [20, 21]. Further analysis were made in the smooth case, with isometries with Stiefel and Grassman manifolds for closed curves and closed curves modulo rotations [27]. A different (but similar) approach was introduced in [13, 7] and further developed in numerous papers, among which [6, 8, 17, 19, 24, 18], to provide a metric between curves, also using a square root to reduce to a Hilbert case. More recently, the authors in [3] designed a different isometry applicable to a family of distances that includes the previous two.

In this paper, we reinterpret this line of work under the viewpoint of metamorphosis, which is described and developed in [12, 22, 23, 5, 15, 16]. This reformulation will allow us to generalize previous results on the subject by placing them in a unified context.

What we mean by elastic distances between curves are Riemannian metrics in spaces of parametrized curves that is, when evaluated at a smooth vector field along a curve, equivalent to the square norm of the derivative of this vector field with respect to the arc length. This is a small part of the range of Riemannian metrics
that were considered in the literature. We refer to \[10, 11\] for an extensive catalog and properties and to \[3, 2\] for more recent developments.

2. Comparing Curves

2.1. Metamorphosis on unit tangents. Metamorphosis describes a general approach to build new Riemannian metrics on Riemannian manifolds acted upon by Lie groups \[12, 22, 23, 5\]. In a nutshell, letting \( G \) be a Lie group acting on a manifold \( M \), we define the action map \( \pi : G \times M \to M \) by \( \pi(\varphi, \alpha) = \varphi \cdot \alpha \) and the right action of \( G \) on \( G \times M \) by \((\varphi, \alpha) \cdot \psi = (\varphi \psi, \psi^{-1} \cdot \alpha)\). A metamorphism is just a curve \( t \mapsto (\varphi(t), \alpha(t)) \) in \( G \times M \) and its image is \( a(t) = \varphi(t) \cdot \alpha(t) \).

Any right invariant metric on \( G \times M \) specifies a unique metric on \( M \) such that \( \pi \) is a Riemannian submersion, and optimal metamorphoses associated with this metric are horizontal geodesics in \( G \times M \). More precisely, if \( R_{\varphi} \) denotes the right translation by \( \varphi \), then a right-invariant metric on \( G \times M \) must satisfy (letting \( id \) denote the identity element of \( G \))

\[
\| (v, \xi) \|_{(\varphi, \alpha)} = \| dR_{\varphi^{-1}}(\varphi, \alpha)(v, \xi) \|_{(id, \varphi, \alpha)}
\]

and optimal metamorphoses are curves in \( G \times M \) that minimize

\[
\int_0^1 \| dR_{\varphi^{-1}}(\varphi(t), \alpha(t))(\partial_t \varphi, \partial_t \alpha) \|_{(id, \varphi(t), \alpha(t))}^2 \, dt
\]

with fixed initial conditions \( \varphi(0) = id, \alpha(0) = a_0, \varphi(1) \cdot \alpha(1) = a_1, a_0, a_1 \in M \).

(The assumption that \( \varphi(0) = id \) is without loss of generality because of right invariance.)

We apply this principle in order to compare curves based on the orientation of their tangent. If \( m : [0, L] \to \mathbb{R}^d \) is parametrized with arc length, its normalized tangent is

\[
T^m : [0, 1] \to \mathbb{R}^d
\]

\[
s \mapsto \partial_s m(Ls).
\]

The function \( T^m \) characterizes \( m \) up to translation and scaling and the pair \((L, T^m)\) characterizes \( m \) up to translation. In the following discussion, functions will depend on time \( t \in [0, 1] \) and normalized arc length \( s \), also in \([0, 1] \). For clarity, we will let \( \Omega = [0, 1] \) for the arc length, i.e., write \( t \in [0, 1], s \in \Omega \). Given a function \( h(t, s), (t, s) \in [0, 1] \times \Omega \), we will denote \( \dot{h} = \partial_t h \) for derivatives with respect to the time variable, and \( dh \) for derivatives with respect to the parameter.

We consider the group of diffeomorphisms \( G \) of \( \Omega \), which acts on the set \( M \) of the measure \( a : \Omega \to S^{d-1} \) (the unit sphere in \( \mathbb{R}^d \)) by \( \varphi \cdot a = a \circ \varphi^{-1} \) (and the group product is \( \varphi \circ \psi = \varphi \circ \psi \)). “Tangent vectors” to \( G \) at \( \varphi = id \) are functions \( v : \Omega \to \mathbb{R} \), with \( v(0) = v(1) = 0 \), and “tangent vectors” to \( M \) at \( \alpha \) are functions \( \xi : \Omega \to \mathbb{R}^d \) such that \( \xi(s)^T \alpha(s) = 0 \) almost everywhere on \( \Omega \) (we will not attempt here to define \( G \) and \( M \) as manifolds and rigorously describe their tangent spaces).

We consider a Hilbert space \( V \) of continuous functions \( v : \Omega \to \mathbb{R} \) (satisfying \( v(0) = v(1) = 0 \)), with norm denoted \( \| \cdot \|_V \) and define

\[
\|(v, \xi)\|_{(id, \alpha)}^2 = \|v\|_V^2 + \frac{1}{\sigma^2} \|\xi\|^2_2
\]
where \( \| \cdot \|_2 \) is the \( L^2 \) norm. Then, the metamorphosis energy in (1) becomes

\[
\int_0^1 \| \dot{\varphi} \circ \varphi^{-1}(t) \|^2_V \, dt + \frac{1}{\sigma^2} \int_0^1 \int_{\Omega} |\dot{\alpha} \circ \varphi^{-1}|^2 \, dt,
\]

to be minimized with \( \alpha(0) = a_0 \) and \( \alpha(1) = a_1 \circ \varphi(1) \).

When the Hilbert space \( V \) is continuously embedded in \( C^1(\Omega, \mathbb{R}) \), and the functions \( \alpha \) are differentiable at all times, this formulation (that can be referred to as a Lagrangian form of metamorphosis) have an equivalent Eulerian form obtained by letting \( v = \dot{\varphi} \circ \varphi^{-1} \) and \( a = \alpha \circ \varphi^{-1} \), for which (2) can be rewritten as

\[
\int_0^1 \| v(t) \|^2_V \, dt + \frac{1}{\sigma^2} \int_0^1 \int_{\Omega} |\dot{\alpha}(t) + v(t)a(t)|^2 \, dt
\]

minimized with \( a(0) = a_0 \) and \( a(1) = a_1 \). The equivalence comes from the fact that the equation \( \dot{\varphi}(t) = v(t) \circ \varphi(t) \) has a unique solution when \( v \) is \( C^1 \). This is the standard form of metamorphosis discussed in [23, 5].

In our case, however, functions in \( V \) are not necessarily differentiable, and we will work only from the first formulation, (2). More precisely, we take

\[
\| v \|^2_V = \int_{\Omega} dv(s)^2 \, ds,
\]

which implies that functions \( v \in V \) are continuous and satisfy a Hölder condition of order \( q \) for any \( q < 1/2 \), but are not necessarily Lipschitz continuous. This choice being made, an elementary computation followed by a change of variable in both integrals provides our final expression of the metamorphosis energy, namely

\[
U_\sigma(\varphi, \alpha) = \int_0^1 \int_{\Omega} \left( \frac{d\varphi}{ds} \right)^2 \, ds \, dt + \frac{1}{\sigma^2} \int_0^1 \int_{\Omega} |\dot{\alpha}|^2 \, ds \, dt
\]

which needs to be minimized over all trajectories \( t \mapsto \varphi(t) \) and \( t \mapsto \alpha(t) \), such that \( \varphi \) is at all times an increasing diffeomorphism of \( \Omega \) and \( \alpha \) a function from \( \Omega \rightarrow S^{d-1} \), with boundary conditions \( \alpha(0) = a_0 \) and \( \alpha(1) = a_1 \circ \varphi(1) \). This energy coincides (up to a multiplicative constant) with the one introduced in [13].

### 2.2. First Reduction

We consider the minimization of \( U_\sigma \) with respect to \( \alpha(\cdot) \), with given \( \varphi(\cdot) \) and use this to reduce the original \( d \)-dimensional problem to a similar two-dimensional one. Indeed, we first notice that, in order to minimize the second term in \( U \), it suffices to minimize separately each integral

\[
\int_0^1 |\dot{\alpha}(t, s)|^2 \, d\varphi(t, s) \, dt
\]

where \( s \) is fixed. Considering this integral, we write \( \alpha(t, s) = \hat{\alpha}(\lambda(t, s), s) \) where

\[
\lambda(t, s) := \frac{\int_0^t d\varphi(t, s)^{-1} \, dt}{\int_0^t d\varphi(t, s)^{-1} \, dt}
\]

is an increasing function satisfying \( \lambda(0, s) = 0 \) and \( \lambda(1, s) = 1 \). We have \( \dot{\lambda} = \dot{\lambda} \dot{\alpha}(\lambda, s) \) and

\[
\int_0^1 |\dot{\alpha}(t, s)|^2 \, d\varphi(t, s) \, dt = \frac{1}{c(s)} \int_0^1 |\dot{\alpha}(\lambda(t, s), s)|^2 \lambda(t, s) \, dt = \frac{1}{c(s)} \int_0^1 |\dot{\alpha}(t, s)|^2 \, dt
\]
This integral must be minimized subject to \( |\tilde{\alpha}(t,s)| = 1 \) for all \( t \), and the solution is given by the arc of circle between \( \tilde{\alpha}(0,s) \) and \( \tilde{\alpha}(1,s) \), which can be expressed as

\[
\tilde{\alpha}(t,s) = \frac{\sin((1-t)\omega(s))}{\sin(\omega(s))}a_0(s) + \frac{\sin(t\omega(s))}{\sin(\omega(s))}a_1 \circ \varphi_1(s)
\]

where

\[
\omega(s) = \arccos(a_0(s)^T a_1 \circ \varphi_1(s)).
\]

The optimal \( \alpha \) is therefore given by

\[
\alpha(t,s) = \frac{\sin((1-\lambda^{-1}(t,s))\omega(s))}{\sin\omega(s)}a_0(s) + \frac{\sin(\lambda^{-1}(t,s)\omega(s))}{\sin\omega(s)}a_1 \circ \varphi_1(s)
\]

where \( \lambda^{-1}(t,s) \) is defined by \( \lambda(\lambda^{-1}(t,s), s) = t \). The optimal cost in (6) is then \( \omega(s)^2/c(s) \). We notice that, because \( \omega(s) \in [0,\pi] \), the coefficients in (7) are non-negative. Moreover, \( \alpha(t,s) \) is at all times in the plane generated by \( a_0(s) \) and \( a_1 = a_1 \circ \varphi_1(s) \).

We now fix \( \varphi_1 \) and study optimal metamorphoses with \( \varphi(1,\cdot) = \varphi_1 \). Introduce the vector \( a_0^\perp \) perpendicular to \( a_0 \) in the plane generated by \( a_0 \) and \( a_1 \), defined by

\[
\alpha_1 = \cos \omega a_0 + \sin \omega a_0^\perp.
\]

(This is well defined if \( \omega \in (0,\pi) \) and we choose \( a_0^\perp \) arbitrarily otherwise.) Without loss of generality, we can search for optimal metamorphoses taking the form

\[
\alpha(t,s) = \cos \tau(t,s)a_0(s) + \sin \tau(t,s)a_0^\perp(s).
\]

Letting \( \xi(t,s) = (\cos \tau(t,s), \sin \tau(t,s)) \in S^1 \), we can write \( U_\sigma(\varphi, \alpha) = \hat{U}_\sigma(\varphi, \xi) \), where

\[
\hat{U}_\sigma(\varphi, \xi) = \int_0^1 \int_\Omega \frac{(d\varphi)^2}{d\varphi} \, ds \, dt + \frac{1}{\sigma^2} \int_0^1 \int_\Omega |\xi|^2 d\varphi \, ds \, dt.
\]

This function now has to be minimized subject to \( \varphi(0,\cdot) = \text{id}, \varphi(1,\cdot) = \varphi_1 \), \( \xi(0,\cdot) = (1,0) \) and \( \xi(1,\cdot) = (\cos \omega, \sin \omega) \), with \( \omega = \arccos(a_0^T a_1 \circ \varphi_1(\cdot)) \). In other terms, we have reduced the \( S^{d-1} \)-valued metamorphosis problem to an \( S^1 \)-valued problem, or, equivalently, our metric on \( d \)-dimensional curves to a two-dimensional case.

2.3. Second Reduction. The second reduction is the by-now well known square root transform that will move the problem into a standard Hilbert framework. Because \( \xi(t,s) \) is differentiable in time, one can define uniquely a differentiable function \( \tau(t,s) \) such that \( \xi(0,s) = (1,0) \) and \( \xi(t,s) = (\cos \tau(t,s), \sin \tau(t,s)) \) at all times. Define \( q(t,s) \) by

\[
q(t,s) = \sqrt{d\varphi(t,s)}(\cos \eta(t,s), \sin \eta(t,s))
\]

with \( 2\sigma \eta(t,s) = \tau(t,s) \). Then, a straightforward computation yields

\[
4|q(t,s)|^2 = \frac{d\varphi^2}{d\varphi} + \frac{1}{\sigma^2} |\dot{\xi}(t,s)|^2
\]
so that

\[ \tilde{U}_\sigma(\varphi, \xi) = 4 \int_0^1 \| \dot{q}(t, \cdot) \|^2 dt \]

We also note that

\[ \| q(t, \cdot) \|^2 = \int_\Omega d\phi(t, s) ds = 1 \]

so that \( q(t, \cdot) \) is a curve on the unit sphere of \( L^2(\Omega, \mathbb{R}^2) \). This implies that its energy, \( \int_0^1 \| \dot{q}(t, \cdot) \|^2 dt \), cannot be larger than that of the minimizing geodesic on this unit sphere, which is the shortest great circle connecting the functions \( q_0 = (1, 0) \) (which is constant) and \( q_1 = \sqrt{d_\varphi} \cos (\eta(1, \cdot)) \), \( \sin (\eta(1, \cdot)) \). Letting

\[ \rho = \arccos \langle q_0, q_1 \rangle = \arccos \int_\Omega \sqrt{d_\varphi} \cos \left( \frac{\omega(s)}{2\sigma} \right) ds \]

this geodesic is given by

\[ \gamma(t, s) = \sin((1 - t)\rho) q_0(s) + \sin(t\rho) q_1(s) \]

with energy equal to \( \rho^2 \). We therefore find that

\[ \tilde{U}_\sigma(\varphi, \xi) \geq 4 \arccos \int_\Omega \sqrt{d_\varphi} \cos \left( \frac{\omega(s)}{2\sigma} \right) ds \]

This provides a lower-bound for the metamorphosis energy. To prove that this lower-bound is achieved, we now investigate whether the trajectory \( \gamma \) in (11) can be derived from a valid trajectory \( (\psi(\cdot, \cdot), \mu(\cdot, \cdot)) \in G \times M \) that connects \( (\text{id}, 0) \) to \( (\varphi_1, \xi_1) \).

We are therefore looking for representations of \( \gamma \) in the form

\[ \gamma(t, s) = \sqrt{d\psi(t, s)} (\cos \tilde{\eta}(t, s), \sin \tilde{\eta}(t, s)) \]

with \( \tilde{\eta}(0, s) = 0 \), which uniquely defines \( \tilde{\eta}(t, s) \) by continuity in \( t \). Notice that we automatically have \( d\psi(0, \cdot) = 1 \) and \( d\psi(1, \cdot) = d_\varphi \) by definition of \( q_0 \) and \( q_1 \). For \( t \in (0, 1) \), we have

\[ d\psi(t, s) = |\gamma(t, s)|^2 \]

so that \( \psi(t, \cdot) \) is non-decreasing and satisfies \( \psi(t, 0) = 0, \psi(t, 1) = 1 \). The function \( s \mapsto \psi(t, s) \) is positive if and only if \( q(t, s) \) does not vanish, which requires

\[ \sin^2((1 - t)\rho) + \sin^2(t\rho) \sqrt{d_\varphi} > 0 \]

A sufficient condition for this to holds for all \( t \) is that the cosine term is strictly larger than \(-1\), which is equivalent to

\[ \frac{\omega}{2\sigma} \neq \pi \quad (2\pi) \]

Since \( \omega \in [0, \pi] \), this condition will be automatically satisfied if \( 2\sigma > 1 \).

Because \( \gamma(1) = q_1 \), we must have

\[ \tilde{\eta}(1, s) = \omega(s)/2\sigma + 2k(s)\pi \]

Because \( \gamma(1) = q_1 \), we must have

\[ \tilde{\eta}(1, s) = \omega(s)/2\sigma + 2k(s)\pi \]
where \( k \) is an integer-valued function. The right-hand side of (11) is a linear combination of \( q_0 \) and \( q_1 \) with positive coefficients, which implies that the time-continuous angular representation of \( q(t) \) starting at 0 cannot deviate by more than \( \pi \) from its initial value, i.e.,

\[
-\pi \leq \tilde{\eta}(1, s) \leq \pi,
\]

and we also have

\[
0 \leq \omega(s) \leq \pi.
\]

We now (and for the rest of the discussion) make the assumption that \( 2\sigma \geq 1 \).

Under this assumption, \( \tilde{\eta}(1, \cdot) = \omega/2\sigma \) satisfies both (15) and (16). Since it is clear that only one value of \( \tilde{\eta}(1, s) \) can satisfy the two equations together, we find that, for all \( s \in \Omega \), one has \( \tilde{\eta}(1, s) = \omega(s)/\sigma \), and the curve \( \gamma \) is associated with a trajectory \((\psi, \beta)\) between \((\text{id}, 0)\) and \((\phi_1, \xi_1)\).

We have therefore proved that \( \gamma \) in (11) provides a valid improved solution to the original \((\phi, \alpha)\) as soon as (14) is satisfied, which is true as soon as \( 2\sigma > 1 \).

If \( \sigma = 1/2 \), then (14) may not hold for the curve in (11). However, the minimum of \( U_\sigma(\phi, \alpha) \) with given \( \phi(1) = \phi_1 \) is still given by the geodesic energy of this curve. To see this, it suffices to consider a small variation \( \tilde{a}_0 \) of \( a_0 \) such that \( \tilde{a}_0^T a_1 \circ \phi_1 > -1 \), so that (14) is satisfied with \( \tilde{a}_0 \) instead of \( a_0 \), and the minimum energy when starting from \( \tilde{a}_0 \) is the geodesic energy of the associated great circle. One can then use the fact that \( U \) is a geodesic energy for a Riemannian metric on \( G \times M \), and combine this with the triangular inequality for the sequence of geodesics going from \((\text{id}, a_0)\) to \((\text{id}, \tilde{a}_0)\) then to \((\phi(1), a_1)\). Indeed, the energy of the sequence is larger than the minimal energy between \((\text{id}, a_0)\) and \((\phi(1), a_1)\), but arbitrarily close to the energy of the minimal geodesic between \((\text{id}, \tilde{a}_0)\) then to \((\phi(1), a_1)\), itself arbitrarily close to the lower bound in (12).

We summarize this discussion in the following theorem.

**Theorem 1.** Assume that \( 2\sigma \geq 1 \), and let \( \phi_1 : \Omega \to \Omega \) satisfy \( \phi_1(0) = 0 \), \( \phi_1(1) = 1 \) and \( d\phi_1 > 0 \). Then

\[
\inf \{ U_\sigma(\phi, \alpha) : \phi(1) = \phi_1, \alpha(0) = a_0, \alpha(1) = a_1 \circ \phi_1 \} = 4 \arccos^2 \int_\Omega \sqrt{d\varphi_1}(s) \cos \left( \frac{\arccos(a_0(s)^T a_1 \circ \phi_1(s))}{2\sigma} \right) \, ds.
\]

Moreover, if \( 2\sigma > 1 \), the minimum is achieved and can be deduced from for a geodesic curve \( \gamma \) on the unit sphere of \( L^2(\mathbb{R}) \).

This induces a distance on \( M \), given by

\[
d_\sigma(a_0, a_1) = 2 \inf_{\phi_1} \left( \arccos \int_\Omega \sqrt{d\varphi_1}(s) \cos \left( \frac{\arccos(a_0(s)^T a_1 \circ \phi_1(s))}{2\sigma} \right) \, ds \right)
\]

minimized over all strictly increasing diffeomorphisms of \( \Omega \).

This theorem is essentially proved in the discussion that precedes it, in which we have left a few loose ends, mostly regarding measurability and dealing with sets of measure 0 that can be tied without too much effort by an interested reader.
It is also interesting to express the distance in terms of the original curves, say $m_0$ and $m_1$, of which $a_0$ and $a_1$ are the unit tangents. Indeed, if $m$ is a parametrized curve (not necessarily with arc length), then (still assuming unit length), its associated tangent function is $a_m = T_m \circ s_m^{-1}$ where $T_m = dm/|dm|$ is the unit tangent in the original parametrization and $s_m$, such that $ds_m = |dm|$, is the arc length reparametrization. The distance is therefore given by

$$d_\sigma(m_0, m_1) = 2 \inf_{\psi_1} \left( \arccos \int_{\Omega} \sqrt{d\varphi_1} F_\sigma(a_{m_1} \circ \varphi_1, a_{m_0}) \, ds \right)$$

where we have denoted, for short

$$F_\sigma(a_1, a_0) = \cos \left( \arccos(a_0(s)^T a_1) / 2\sigma \right).$$

We therefore have

$$d_\sigma(m_0, m_1) = 2 \inf_{\psi_1} \left( \arccos \int_{\Omega} \sqrt{d\varphi_1} F_\sigma(T_m^{-1} \circ s_m, \varphi_1, T_m \circ s_m) \, ds \right)$$

If we let $\psi_1 = s_m^{-1} \circ \varphi_1 \circ s_m$, we get the alternative expression

$$(20) \quad d_\sigma(m_0, m_1) = 2 \inf_{\psi_1} \left( \arccos \int_{\Omega} \sqrt{d\varphi_1} \sqrt{|dm|} \circ \psi_1 \sqrt{|dm|} F_\sigma(T_m \circ \psi_1, T_m) \, du \right),$$

which expresses the distance directly in terms of the compared curves.

2.4. The Square Root Velocity Function. In the two-dimensional case, one can represent functions $\alpha : \Omega \to S^1$ in the form $(\cos \theta, \sin \theta)$ for some angle function $\theta$, defined up to the addition of a multiple of $2\pi$. Given such a representation, one can then consider the transform

$$G : (\varphi, \theta) \mapsto q = \sqrt{d\varphi} (\cos \theta / 2\sigma, \sin \theta / 2\sigma)$$

that defines a mapping from $\text{Diff}(\Omega) \times L^2(\Omega, \mathbb{R})$ to the unit sphere of $L^2(\Omega, \mathbb{R}^2)$. Adding a time dependency, we find, using this transform, that

$$\int_0^1 \int_{\Omega} \frac{(d\varphi)^2}{d\varphi} \, ds \, dt + \frac{1}{\sigma^2} \int_0^1 \int_{\Omega} |\dot{\theta}|^2 \, ds \, dt = 4 \int_0^1 \|\dot{q}\|_2 \, dt,$$

so that minimizers on the left can be associated with geodesics on the unit sphere. One can then compute the metamorphosis distance by minimizing the lengths of great circles between, say, $G(\text{id}, \theta_0)$ and $G(\varphi_1, \theta_1 \circ \varphi_1)$, for a given $\varphi_1$, and optimizing over all angle representations $\theta_0, \theta_1$ of $a_0, a_1$ that satisfy the constraint

$$-2\sigma \pi \leq \theta_1 \circ \varphi_1 - \theta_0 \leq 2\sigma \pi,$$

because (16) still needs to hold for any time-continuous angle representation of $q$.

This provides the same distance $d_\sigma$ as the one obtained in Theorem 1. Notice, however, that this construction is special to the two-dimensional case. In dimension $d > 2$, our reduction to unit-sphere geodesics depended on the end-points $a_0$ and $a_1$, and could not be deduced from a direct transformation applied to curves themselves, such a $G$. The only exception is the case $\sigma = 1/2$, for which $G$ is equivalent to $(\varphi, \alpha) \mapsto \sqrt{d\alpha}$. This transform, called the “square root velocity function,” is clearly applicable to arbitrary dimensions. It has been extensively studied in the
Returning to the two-dimensional case, alternate expressions of the distance can be derived for simple values of \(\sigma\) given angle representations \(\theta_0\) and \(\theta_1\) for \(a_0\) and \(a_1\). Indeed, the cosine in (19) is given by \(\cos((\theta_1 \circ \varphi_1 - \theta_0)/2)\) if \(\sigma = 1/2\), by \(|\cos((\theta_1 \circ \varphi_1 - \theta_0)/2)|\) if \(\sigma = 1\), and by \(\max(|\cos((\theta_1 \circ \varphi_1 - \theta_0)/4)|, |\sin((\theta_1 \circ \varphi_1 - \theta_0)/4)|)\) if \(\sigma = 2\).

The case \(\sigma = 1\) for plane curves was first investigated in [28, 25]. It has interesting additional features, because it corresponds to a Riemannian metric on spaces of curves associated with the first-order Sobolev norm of vector fields along the curves [27] (see section 2.8). The optimization of \(\varphi_1\) (which is still needed to compute the distance) can be done efficiently by dynamic programming, and the reader is referred to [26, 20] for more details.

To conclude this section, we notice that the metamorphosis metric is invariant to the action of rotations, so that one can optimize a rotation parameter in all cases considered above. The rotation invariant version of the distance between plane curves for \(\sigma = 1\), for example, is

\[
\begin{equation}
\label{eq:21}
d_{1,\text{rot}}(a_0, a_1) = 2 \inf_{\varphi_1, c} \left( \arccos \int_\Omega \sqrt{d\varphi_1} \left| \cos \left( \frac{\theta_1 \circ \varphi_1(s) - \theta_0(s) - c}{2} \right) \right| ds \right)
\end{equation}
\]

where \(c\) is a scalar. In higher dimensions, one needs to optimize (19) with \(a_0\) replaced by \(Ra_0\) when \(R\) varies over all rotations of the \(d\)-dimensional space.

2.5. One-dimensional case. Curves in one dimension are functions \(u \mapsto f(u)\) and the unit tangent is \(Tf(u) = \text{sign}(df(u))\), assuming that the latter is non-zero almost everywhere. This reduces the previous representation to functions \(a : \Omega \to \{-1, 1\}\), which does not leave much room for the definition of time-continuous metamorphoses, so that this approach cannot be directly extended to this case.

One can however bypass this difficulty by associating plane curves to such functions. Defining \(\text{sign}(0) = 0\), we can associate to a function \(f : [0,1] \to \mathbb{R}\), the horizontal curve \(m_f(u)\) such that \(m_f(0) = 0\) and

\[
dm_f(u) = (|df(u)| \text{sign}(df(u)), 0).
\]

The normalization to length one means that we normalize function by their total variation

\[
TV(f) = \int_\Omega |df(u)| du
\]

and the arc length is \(s = \psi_f(u)\) with \(d\psi_f = |df|\). To simplify the discussion, we will assume that \(df\) vanishes over no interval so that \(\psi_f\) is strictly increasing. The “angle function” associated with \(m_f\) is therefore \(a_f(s) = \text{sign}(df) \circ \psi_f^{-1}\). Given two functions \(f_0\) and \(f_1\), we use the plane curve distance to compare \(a_{f_0}\) and \(a_{f_1}\), noting
that in this case, one has $\omega(s) = \pi$ if $a_{f_1} \circ \varphi_1(s) \neq a_{f_0}(s)$ and 0 otherwise. One therefore gets

$$d_\sigma(f_0, f_1) = 2 \inf_{\varphi_1} \left( \arccos \int_{\Omega} \sqrt{d\varphi_1(s)} \left( 1_{a_{f_0}(s) = a_{f_1} \circ \varphi_1(s)} + \cos \left( \frac{\pi}{2\sigma} \right) 1_{a_{f_0}(s) \neq a_{f_1} \circ \varphi_1(s)} \right) ds \right).$$

Notice that this compares functions modulo reparametrization, i.e., $a_0$ and $a_0 \circ \varphi$ are considered as identical for any increasing diffeomorphism of $\Omega$.

2.6. The smooth case. In our discussion so far, we have placed little regularity conditions on the functions $a \in M$ beyond their measurability. The resulting class of curves includes, in particular, polygonal curves, for which $a$ is piecewise constant. We here briefly discuss the changes that need to be made in the discussion when the considered curves are smooth.

In this case, the integrals in (6) cannot be minimized independently for each $s$, because we need to ensure that the solution that one obtains is a continuous value of $s$. However, even if not necessarily a minimizing geodesic on $S^{d-1}$, the function $t \mapsto \tilde{a}(t, s)$ for fixed $s$ must still be locally minimizing, i.e., it must still be supported by the great circle connecting $a_0(s)$ and $a_1 \circ \varphi_1(s)$. This implies that the optimal solution is still given by (7) with, this time, $\omega$ being a continuous lift of $s \mapsto \arccos(a_0(s)^T a_1 \circ \varphi_1(s))$. One can therefore still reduce the $d$-dimensional setting to a two-dimensional one.

Taking the same definition for $q$, we find that the metamorphosis energy is no larger than four times the geodesic energy of $q$ in the unit sphere of $L^2(\Omega, \mathbb{R}^2)$. When proving that the lower-bound is achieved, one finds that the function $k(s)$ in (15) must be continuous, hence constant. Here, we can use the fact that one can take $\omega(0) \in [0, \pi]$ and use the same argument as in the non-smooth case for $s = 0$, yielding $k(0) = 0$ and therefore $k(s) = 0$ for all $s$ since $k$ is constant. However, and regardless of the value of $\sigma$, one cannot ensure that (13) is satisfied unless the compared curves are close enough (so that their angles are at distance less than $2\sigma \pi$ after registration). When computed between curves that are too far apart, curves in $M$ deduced from geodesics on the sphere will typically develop singularities (and therefore step out of $M$ if this space is restricted to smooth curves).

The smooth case has also been studied in [3], in which a different transform is proposed, leading to a representation of plane curves in a three-dimensional space. More recently, [9] made a study of the smooth case for planar curves with an approach similar to the one we develop here.

2.7. Existence of Optimal Metamorphoses. To complete the computation of the optimal metamorphosis, one must still optimize (18) with respect to the final diffeomorphism $\varphi_1$. The resulting variational problem is a special case of those studied in [21], which considered the maximization of functionals taking the form

$$F(\varphi) = \int_{\Omega} \sqrt{d\varphi f(s, \varphi(s))} ds$$
over the set $\text{Hom}^+$ of all strictly increasing functions $\varphi : \Omega \to \Omega$ satisfying $\varphi(0) = 0$ and $\varphi(1) = 1$, where $f$ is a function defined on $\Omega^2$. We let
\[ \Delta f = \sup_{\psi \in \text{Hom}^+} \int_{\Omega} \sqrt{d\psi f}(\psi(s), s) \, ds \]
and define the diagonal band
\[ \Omega_c = \{(s, s') \in [0, 1]^2 | |s - s'| \leq c\} . \]
We give without proof the following result, which is a consequence of Theorem 3.1 in [21].

**Theorem 2.** Assume that $f \geq 0$ is continuous on $\Omega^2$ except on a set $G$ that can be decomposed as a union of a finite number of horizontal or vertical segments. Assume also that, for some $c > \sqrt{\frac{1}{2} - \frac{(\Delta f \| f\|_{\infty})^2}{1}}$, there does not exist any non empty open vertical or horizontal segment $(a, b)$ such that $(a, b) \subset \Omega_c$ and $f_1$ vanishes on $(a, b)$, where
\[ f_1(x) = \lim_{\delta \to 0} \inf_{|y - x| < \delta, y \notin G} f(y) \]
is the lower semi-continuous relaxation of $f$.

Then there exists $\varphi^* \in \text{Hom}^+$ such that $F(\varphi^*) = \max\{F(\varphi), \varphi \in \text{Hom}^+\}$. Moreover, if $\varphi$ is a maximizer of $F$, one has, for all $s \in \Omega$, $(\varphi(s), s) \in \Omega_f$.

Intuitively, $f$ vanishing over vertical or horizontal segments allows for either very small or very large values of $d\varphi$ at very little cost, resulting in optimal solutions that may have vanishing derivatives or jump discontinuities. In (19) (with $\sigma = 1/2$), this happens when the tangents of the compared curves are perpendicular. When $\sigma = 1$, this happens when $\theta_1$ and $\theta_0$ are oriented in opposite directions, i.e., their difference is equal to an odd multiple of $\pi$. For $\sigma > 1$, however, the cosine in (19) never vanishes. We also point out that there is no loss of generality in assuming that $f \geq 0$ in the theorem because, if $f < 0$ on some rectangle, it is easy to check that any trajectory $(s, \varphi(s))$ that enters this rectangle can be improved if it is replaced by a trajectory that moves almost horizontally and/or almost vertically within the rectangle, with the new cost converging to 0 over this region. This can be used to show that there is no change in the minimizer if one replaces $f$ by 0 within the rectangle.

One can efficiently maximize $F$ by approximating $f$ by a piecewise constant function taking the form
\[ f(s, \hat{s}) = \sum_{k=1}^{n} f_k 1_{R_k} \]
where $R_1, \ldots, R_n$ is a family of rectangles that partition the unit square and with $f_k \geq 0$, $k = 1, \ldots, n$. One can then show that the minimization can be performed over piecewise linear functions $\varphi$, which are furthermore linear whenever they cross the interior of a rectangle. The search for the optimal $\varphi$ can then be organized as a dynamic program, and run very efficiently (see [20, 21] for details). This method is
Figure 1. Two sets of examples of optimal metamorphoses between curves with $\sigma = 0.5$ (left), 1 (center) and 2 (right). Note that, in the first row, the geodesics with $\sigma = 0.5$ and $\sigma = 1$ grow the missing finger out of the second finger, which that with $\sigma = 2$ grows a new thumb. In each image, the geodesic is computed between the outer curve and the inner curve. Scaling is for visualization only (the computation is scale invariant).

used in the experiments presented in Figure 2 in which the optimal correspondence is drawn over an image representing the function $\max(f_\sigma, 0)$, where

$$f_\sigma(s, \tilde{s}) = \cos \left( \frac{\arccos \cos(\theta_0(s) - \theta_1(\tilde{s}))}{2\sigma} \right).$$

2.8. Case of closed curves. The previous developments were obtained assuming that curves were defined over open intervals, and therefore apply mostly to open curves. Closed curves are defined over $T^1$, the open unit interval where the extremities are identified. The boundary condition on $V$, which was $v(0) = v(1) = 0$ for functions defined over $\Omega$, now only requires $v(0) = v(1)$, offering a new degree of freedom, associated with a change of offset, or initial point of the parametrization, represented by the operation $\tau_\delta : s \mapsto s + \delta$ from $T^1$ to itself (where $+\delta$ represents addition modulo 1). We restrict our discussion to the two-dimensional case, in which we assume that the compared curves $a_0$ and $a_1$ have angle representations $\theta_0$ and $\theta_1$.

One can check easily that the distance in Theorem 1 is equivariant through transformations $\tau_\delta$, so that one can define a distance among closed curves that is
Figure 2. Optimal correspondences estimated with the three metamorphoses in Figure 1. Background images represent the function \(\max(f_\sigma, 0)\) in (23), black color being associated with zeros. The solution attempts to move across higher values of the function, cutting through zeros along vertical or horizontal lines if needed. Each panel corresponds to the same panel in Figure 1.

invariant to rotations and changes of offset by (taking, for example, \(\sigma = 1\))

\[
(24) \quad \bar{d}_{1,\text{rot}}(a_0, a_1) = 2 \inf_{\varphi, c, \delta} \arccos \int_{T^1} \sqrt{\varphi'(s)} \left| \cos((\theta_0(x + \delta) - \theta_1 \circ \varphi(x) - c)/2) \right| \, dx.
\]

Notice that, even when the resulting distance is still attained at a geodesic (or optimal metamorphosis) on the space of functions \(a : T^1 \to S^1\), the corresponding curves at intermediate times are not necessarily closed, because the associated closedness condition requires

\[
\int_{T^1} a(s) \, ds = 0
\]

which is not enforced in this approach. Optimal trajectories are therefore not constrained to consist only of closed curves, and would typically become open for \(t \in (0, 1)\), even though they start and end with closed curves. The distance in (24) has been applied to obtain the geodesics shown in Figure 1, with an extra step in order to close the intermediate curves for better visualization. This “closing” operation simply consisted in replacing \(a\) by \(\bar{a} = (a - \lambda)/|a - \lambda|\) where \(\lambda \in \mathbb{R}^2\) was adjusted so that \(\int_{T^1} \bar{a} \, ds = 0\).

To correctly define a geodesic distance on spaces of closed curves, one needs to consider the metric induced on the space \(M_c\) of functions \(a : T^1 \to S^1\) such that \(\int_{T^1} a \, ds = 0\). This space, however, is not invariant by change of parameters, so that this induced metric is not associated with a metamorphosis (it is the metric
induced on the “submanifold” of closed curves, for the metamorphosis metric on open curves modulo change of offset and possibly rotations). The expression of this constraint in terms of the \( q \) function defined in (9) is simple in the case \( \sigma = 1/2 \), for which \( q = \sqrt{dT} \alpha = \sqrt{dT} a \circ \varphi \), so that, after a change of variable,

\[
\int_{T_1} a \ ds = \int_{T_1} |q(u)| q(u) \ du.
\]

Even in this case, there exists no closed form for the geodesic energy with fixed final reparametrization, but efficient algorithms have been designed to minimize

\[
4 \int_0^1 \|\dot{q}(t, \cdot)\|^2_2 \ dt
\]

subject to the constraints that \( \|q\|^2_{\frac{1}{2}} = 1 \), \( \int_{T_1} |q| q \ du = 0 \), \( q(0) = q_0 \) and \( q(1) = q_1 \) (see, for example, [6]).

The metric on closed curves also has a nice interpretation in the case \( \sigma = 1 \). In this case, let \( f \) and \( g \) denote the two coordinates of the representation \( q = G(\varphi, \theta) \) multiplied by \( \sqrt{2} \), i.e., \( f = \sqrt{2dT} \cos \frac{\theta}{2} \) and \( g = \sqrt{2dT} \sin \frac{\theta}{2} \), where \( a = a \circ \varphi^{-1} = (\cos \theta, \sin \theta) \). The closedness constraint, which is

\[
\int_\Omega \cos \theta \circ \varphi^{-1} \ ds = \int_\Omega \sin \theta \circ \varphi^{-1} \ ds = 0,
\]

becomes

\[
\int_\Omega d\varphi \cos \theta \ ds = \int_\Omega d\varphi \sin \theta \ ds = 0
\]

after a change of variables. Writing \( \cos \theta = \cos^2 \frac{\theta}{2} - \sin^2 \frac{\theta}{2} \) and \( \sin \theta = 2 \cos \frac{\theta}{2} \sin \frac{\theta}{2} \), this is equivalent to

\[
\|f\|^2_2 - \|g\|^2_2 = \langle f, g \rangle_2 = 0.
\]

Because \( \|f\|^2_2 + \|g\|^2_2 = 2 \int_\Omega \partial_s \varphi = 2 \), we find that the constraint is equivalent to \( \|f\|^2_2 = \|g\|^2_2 = 1 \) and \( \langle f, g \rangle_2 = 0 \), i.e., to \((f, g)\) forming an orthonormal 2-frame in \( L^2(\Omega) \), and we have

\[
U_1(\varphi, \alpha) = 2 \int_0^1 (\|\partial_s f\|^2 + \|\partial_s g\|^2) \ ds,
\]

where the left-hand side is two times the geodesic energy of the path \((f, g)\) in the Stiefel manifold \( St(\infty, 2) \). Repeating the arguments made in sections 2.1 or 2.6 in this setting shows that the optimal metamorphosis with fixed \( \varphi_1 \) is obtained from the shortest length geodesic in \( St(\infty, 2) \) connecting the frames \((\sqrt{2} \cos \frac{\theta_0}{2}, \sqrt{2} \sin \frac{\theta_0}{2}) \) and

\[
(\varepsilon \sqrt{2} \partial_s \varphi_1 \cos \frac{\theta_1 \circ \varphi_1}{2}, \varepsilon \sqrt{2} \partial_s \varphi_1 \sin \frac{\theta_1 \circ \varphi_1}{2})
\]

where \( \theta_0 \) and \( \theta_1 \) are angle representations of \( a_0 \) and \( a_1 \) and the optimization is made over all possible measurable functions \( \varepsilon : \Omega \rightarrow \{-1, 1\} \), and all possible offsets \( \delta \), with the notation \( \theta_0^\delta(s) = \theta_0(s + \delta) \). (The optimization over \( \varepsilon \) results from optimizing over all possible angle representations of the two curves.) There is, however, no closed form expression for the geodesic distance on the Stiefel manifold (although equations for geodesics have been described in [4]), and no simple algorithm to solve this optimization problem. Notice that, if one restricts to smooth curves, the search for an optimal \( \varepsilon \) is only over constant functions \( \varepsilon = \pm 1 \) and optimal geodesics can
be obtained using a root-finding algorithm over initial conditions of geodesics in $St(\infty, 2)$.

The rotation-invariant version of the distance also provides an interesting representation, because a rotation acting on curves simply induces a rotation of the frame $(f, g)$, and the space of such frames modulo rotation now is the Grassmann manifold $Gr(\infty, 2)$ of two-dimensional subspaces of $L^2(\mathbb{R})$. The same analysis carries on, the only difference being that one uses now the geodesic distance on the Grassmannian. This geodesic distance can be computed in quasi closed form [14], and is given by $\sqrt{\arccos^2 \lambda + \arccos^2 \mu}$, where $\lambda$ and $\mu$ are the singular values of the matrix

$\begin{pmatrix}
\langle f_0, f_1 \rangle_2 & \langle f_0, g_1 \rangle_2 \\
\langle g_0, f_1 \rangle_2 & \langle g_0, g_1 \rangle_2
\end{pmatrix}$,

$(f_0, g_0), (f_1, g_1)$ being orthogonal bases of the two spaces that are compared. This closed form, however, does not lead to a simple version of the distance when one optimizes over changes of sign in $(f_1, g_1)$. More analysis of this framework (in the smooth case), including explicit computations of the geodesic equation and of the scalar curvature can be found in [27].

3. Conclusion

We have provided in this paper a new view of the first-order Sobolev metric on curves, allowing us to retrieve existing results and obtain new ones. The reduction of an arbitrary $d$-dimensional problem to two dimensions has not, up to our knowledge, been previously proposed in the literature. Neither was the obtention of explicit distances in the non-smooth case, for $\sigma \not\in \{1/2, 1\}$. This metric also provided an original example of metamorphosis, in which the optimal registration is not necessarily diffeomorphic, which led to possible singularities in the optimal solution within a certain range of parameter. This situation is in contrast with existence results for image matching that were obtained, for example, in [22].
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