Adding Visibility to Visibility Graphs: Weighting Visibility Analysis with Attenuation Coefficients
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**ABSTRACT**
Evaluating the built environment based on visibility has been long used as a tool for human-centric design. The origins of isovists and visibility graphs are within interior spaces, while more recently, these evaluation techniques have been applied in the urban context. One of the key differentiators of an outside environment is the weather, which has largely been ignored in the design computation and space-syntax research areas. While a visibility graph is a straightforward metric for determining connectivity between regions of space through a line of sight calculation, this approach largely ignores the actual visibility of one point to another. This paper introduces a new method for weighting a visibility graph based on weather conditions (i.e., rain, fog, snow). These new factors are integrated into visibility graphs and applied to sample environments to demonstrate the variance between assuming a straight line of sight and reduced visibility.

**CCS CONCEPTS**
- Human-centered computing → Accessibility design and evaluation methods;
- Applied computing → Computer-aided design;
- General and reference → General conference proceedings.
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1 **INTRODUCTION**
When translating the experience a person has of large open halls and high ceilings of a building to the urban scale, there may be an assumption that these spatial experiences translate well, as humans remain the same. However, at large distances, atmosphere and environmental conditions impact visibility (Fig. 2). The intuition and results gained from spatial analysis and human subject studies at the building scale (e.g., [4]) and, in many cases of urban environments, miss the impact of adverse weather. Depending on the region, the extent to which these adverse weather conditions happen may vary. However, times in which adverse weather conditions exist may very well be when visibility matters the most. Furthermore, the increased rate of extreme weather patterns from climate change [6] suggests, this consideration will not be unnecessary any time soon.

![Figure 1: Overview of framework. An input model is provided, which we calculate the visibility graph for. The user then sets the weather condition(s). We apply attenuation coefficients calculated per weather condition on the edge distances and re-weight the visibility graph.](image1)

**Figure 2: Illustration of the fall off from a view in an urban environment in which the weather conditions makes the distant objects non-visible.**
and navigational cues as well (e.g., Fig. 2). While adverse weather is not the status quo in many regions, it is important to consider the human experience of the built environment not only at the optimal condition of what we (as designers) intend for the possibility of a design, but to the very real problems and conditions of the environment as well. The importance of this work is considered in light of the frequency adverse weather occurs, just as one would hope a building uses fire-retardant materials and properly lit egress signs, i.e., not for the expectation of commonly occurring fires, but simply to the possibility. From a broad perspective, people’s ability to efficiently navigate an environment relies on visible cues, such as the signs indicating a bus stop location. As research shows reduced use of public transportation during adverse weather [24] (albeit not specific to visibility), improving the users’ ability to easily find transportation stops with coverings is one more step in improving accessibility.

In this paper, we introduce the methods of calculating visibility based on a variety of weather conditions, use these calculations for scoring edges of a graph and view-based distance, and demonstrate how these new metrics perform in spatial analysis along with the difference in a simple space-syntax metric. Unlike a commonly used calculation of visibility referring to a set cut-off threshold, the method implemented in this paper uses a range from which the cut-off threshold is derived. Section 2 introduces the rationale and significance of visibility thresholds and contrast, as well as the role visibility has in understanding design options. Section 3 details the calculations used for weighting edges. Finally, section 4 demonstrates the weighted visibility measures on traditional case studies to explain visibility graphs and large-scale virtual cities.

2 SIGNIFICANCE AND RELATED WORK

The following sections offer a brief background into the concept of visibility and visibility analysis from the physiological and design perspectives to provide context to our work. First, we present a rationale for why we diverge from the traditional implementation of visibility as a threshold value. Second, we present our work within the context of a design discipline.

2.1 Visibility

Visibility is a function of the distance and attenuation coefficient when light passes through a uniform media such as the atmosphere. The term is used when reporting the maximum distance one can see the difference in maximum contrast in a particular light and weather condition. For example, this relationship between distance and attenuation is used in reference to weather reports (e.g., 0.25mi weather.com, Fig. 3), where it is used to show the distance at which an object or light can be clearly identified. The value shown in Figure 3 derives from the Koschmieder equation (Eq. 1):

\[ V_d = \frac{3.912}{\sigma} \]  

(1)

where \( V_d \) is the visibility distance and 3.912 is derived from the 2% contrast ratio as: \( \ln(0.02) = -3.912 \). However, the use of the Koschmieder equation as a reference to visibility can be confusing in the context of the built environment and design, where the visibility of something is unlikely to be considered in absolutes. Rather, this reference of visibility with a specific distance should be considered as object detection and not necessarily identification [20].

For example, an occupant may be able to detect an object is in the distance, but not that it is a sign with information on it (Fig. 2). The original equation, the logarithm of a percentage, defines the Contrast Ratio (\( C_R \)). The visual contrast within an environment is determined by the light difference between an observer from the background and a black object. This value, reported as a ratio (referred to here as \( C_R \)), is shown in Equation 2:

\[ C_R = \exp(-\sigma x) \]  

(2)

where \( \sigma \) is an attenuation coefficient, and \( x \) is a distance. As seen, the Koschmieder equation assumes a contrast ratio of 2%. With this assumption, the distance an object is visible (\( x = V_d \)) is given by only supplying \( \sigma \).

Original visibility calculations of Kruse et al. [17] used 2% as a threshold, while later 5% was suggested as a better estimate and used for runway visibility [12]. While the validity of these values are still being addressed in recent literature [20], these types of changes reinforce the value of using visibility metrics that are computationally varied by distance rather than a predetermined value. Nonetheless, in real-life situations, 2% or even 5% are very small values, as discussed in Section 2.2, as humans can perceive very few objects at such low contrast. It is important to understand how and at what distance objects, signs, and targets are visible at any ratio, enabling context-specific decisions to be made on what values are relevant.

Complicating the matter further, as this is a matter of contrast, a dense forest or urban environment is unlikely to have any pure white background and black objects contrasting with each other, making the cutoff of visibility disjointed from the reality of an environment. The driving principle for analysis methods in the built environment is the experience of the occupant. For this reason, two important criteria considered in this paper are 1) locations for analysis are accessible locations of an occupant and 2) the analysis method is linked to a physiological response (human-centric).

2.2 Physiology of Visibility

While the human visual system is robust and sophisticated, it has some limits in capabilities. There is a limit on the amount of light intensity that an observer can perceive. Specifically, there is a threshold at which observers can no longer identify an object from its background or to resolve detail within an observed object. This is
Weber contrast is defined as the relative size of a stimulus. There are different ways to measure contrast range, yet visibility analysis is not standardized and needs to be addressed in the context of spatial and temporal thresholds that the visual stimuli is grey, while in reality people see a variation of colors. Furthermore, color thresholds are individualized and are not fully standardized. Consequently, will be the focus of our work.

Visual acuity is a measure of the smallest detail a person can resolve (provided that luminance contrast is fixed and optimal). In other words, what level of details one sees when presented with black on white symbols. Visual acuity is expressed in minutes of arc, where 1 arcmin = \( \frac{1}{60} \) of a degree. One of the most common examples of a visual acuity test is a Snellen test, commonly used for eye exams, where letters of different sizes are displayed and the subject needs to correctly identify the letters. Hence the acuity is defined as follows:

\[
\text{Acuity} = \frac{1}{\text{gapsize}} \text{arcmin} (3)
\]

This is, in particular, important to understand in the context of signage. The usual assumption is that people with normal or corrected to normal vision can resolve targets at 1 min arc. Where corrected to normal vision or 20/20 vision term is used to describe a visual capability of an average person. Meaning that people at 20 feet (6 m) can see content that is “normally” (by others) seen at this distance. Any other variation implies how people deviate from an average observer. For example, 20/10 vision would mean that people at 20 feet would see what a person with normal vision would see at 10 feet. Hence, it is an important measure to understand what an average person can see at what distance, yet, it also important to understand that some people, especially the elderly—might not be able to resolve targets that an average person can see.

Furthermore, in real-world scenarios, people do not see black and white. They also see various gradations of grey. Hence, our analysis of the human perception should include both high and mid low-contrast conditions. Therefore, Contrast sensitivity, on the other hand, depends on both the contrast and the spatial frequency (relative size of a stimulus). There are different ways to measure contrast. For example, Weber’s Law predicts the minimum detectable difference in luminance between test spots on a uniform visual field. Weber contrast is defined as:

\[
\frac{I - h_b}{h_b} (4)
\]

where \( I \) is the luminance of the features and \( h_b \) is the luminance of the background. Yet, it is usually used in cases where small features are present on a large uniform background, since outside of these areas, the threshold sensitivity drops off significantly [23].

To summarize; Visual acuity measures visibility at the high contrast range, visibility graphs measure visibility at the highest contrast range, yet visibility measures only the lowest contrast range. Furthermore, visibility analysis is not standardized and needs to consider various factors such as luminance between targets and background, targets’ size, viewing location and duration, as well as physiological capabilities of an observer such as viewer age. Therefore, we introduce a method of using the contrast ratio in visibility graphs that can handle a wide range of metrics. This method can be used then by architects, city planner, and general population, when they need to consider alternatives to the contrast threshold for determining visibility under particular conditions. In particular, our method is addressing the issue of visual range that defines the range of distances at which a target can be seen during weather and the atmospheric effects of light extinction.

### 2.3 Analysis of the Built Environment

Spatial analysis is often performed on a graph that ranges in the way it is constructed and what it represents. A network of lines that create direct connections between key points of interest is often used for route and path planning for both indoor (e.g., [19, 34, 36]) and outdoor (e.g., [11, 28]) environments. When considering the analysis of an entire space, and not just of the paths, all possible locations within a model must be categorized as accessible or not. There are a range of methods in the literature for determining which locations of an environment are human-accessible, ranging from surface-defined regions [18, 29] to grid-based graph of points [25, 33] or both [15]. In addition to the human movement aspect of the dense grid, items or objects in the environment can be associated directly to the closest node. For example, the entrance of a building can be analyzed by the nearest node in the graph, or specific nodes of good visibility can be associated with walls or street corners for sign placement.

The representations of visibility within the built environment that our work is built upon are isovists, visibility graphs, and views. Early work in visibility analysis of space was in the use of isovists [1], which are polygons representing a field of view from a given location (a node). The intersecting locations of polygons can then be reduced to numeric values based on various metrics. Around the same time as the introduction of isovists in spatial analysis, the concept of a visibility graph was also introduced [21], in which a graph is constructed from the direct connections of all vertices in a set given geometric obstacles. This allows for optimal shortest path planning within an environment. The direct connections of a visibility graph for path planning were re-purposed for the built environment and spatial analysis in [37] by connecting a generated grid of nodes along a floor surface. While these two analysis methods are distinct in origin, there is considerable overlap in the use and metrics calculated.

Both isovists and visibility graphs have been continuously developed in the literature for a variety of implementation methods and new metrics to be incorporated. [5] provides descriptions on numerous metrics that can be calculated with isovist arrays, and in turn, a visibility graph. While distance is referred to and used, a majority of past research has focused on the graph distance (number of connections) rather than metric distance. In [39], this concept is extended to 3D with a 3D visual integration metric. A 3D visibility graph was also employed by [22], with the addition of a target point of interest. In traditional isovist literature, often the only reference to distance is in reference to the minimum, maximum, and average extents of
the isovist of a node (also referred to as the radial length). Within more generalized visibility analysis there have been examples of using distance as part of the spatial analysis (e.g., [9, 16, 22, 26]).

The need for additional metrics to more accurately represent the human experience is seen in recent literature. The influence of direct connections between nodes that are not accessible directly (e.g., seeing a node through a window) is shown in [38]. In *viewshed analysis* implemented with Line of Sight (LoS) methods, [26] argued for a more human-centric metric incorporating distance and angle within a 3D environment. A 3D LoS presented in [7, 9] records the distance and object type for a depth map out of a window view. Occupants view has also been used in evaluating urban space for path planning w.r.t. shadows and sun glare during jogging [32], and as a comparative analysis to perceived density w.r.t. the LoS to buildings, sky, and nature while considering pedestrian movement [8]. Path analysis considering human energy expenditure and effort on uneven terrain was shown in [33], and considered for cognitive models as a function of visible path slope in [13].

As shown in past research, there is a correlation between the integration of space and the number of people present [4]. The inverse of this would be that a condition in which spaces that are further away are not visible would reduce integration. In this scenario, the openness of an urban environment or large distances between buildings would be inversely impacted by the traditional isovist metrics. The impact of visibility through space, removed from the built environment, poses a unique challenge for the common metrics and their interpretations. To describe the conceptual problem with visibility analysis as a function of environmental condition, we introduce Fig. 4. Suppose a person is located one meter from and facing towards a wall. In this instance, the minimum radial length of an isovist would be recorded to reflect this up-close object. If this person is on a roof looking up on an overcast day, their view would contain nothing, while having an infinite minimum radial length.

3 METHODOLOGY

To evaluate a location in space for visibility, a LoS calculation is done through ray-casting in a virtual 3D environment, which returns the distance to the closest intersection point, with the ray considered a weighted edge of a graph or as a node attribute. These weights are determined per-condition, such that the distance is used to compute a particular score given an environmental condition. The calculation for each condition is described in Section 3.2.

3.1 Visibility Graph

The visibility graph is defined by the all-to-all connection check of vertices\(^1\) in the environment. This visibility graph is undirected weighted graph defined as \( VG = \{ V, E, W \} \), where \( V \) is a set of vertices; \( \forall v_i \in V, E \) is the set of the edges \( e_{ij} \in E \), and \( W \) is the set of weights mapping to an edge \( w(e_{ij}) \in W \) \( w(e_{ij}) \rightarrow e_{ij} \). An edge \( e_{ij} \in E \) is an unordered pair of vertices \( (v_i, v_j) \) (where \( v_i \neq v_j \) and \( e_{ij} = e_{ji} \)) that are defined as having a direct connection with no obstructions in the environment. As the focus of our work is in the visibility (specifically \( C_G \)), a function of distance, \( W \) is an important set for analysis.

Additionally, a directed, or subset \( V_G \) can be calculated—such that a single vertex, or group of vertices, is considered. In this case, two sets are defined: \( ^aV \) is the set of vertices to be considered in the graph, and \( ^bV \) is a set of vertices that are used for the LoS calculations. Similarly \( ^aV \cup ^bV \subset V(VG) \). This relationship can also be understood by the definition of edges:

\[
E(VG) = \{ e_{ij} | v_i \in ^aV \land v_j \in ^bV \}
\]

There are multiple methods to analyze a \( V_G \). First, one can consider the attributes on the structure of the graph. The degree \( deg(v_i) \)

\(^1\)although at times this is confusing, vertices of the graph refer to a graph vertex, not a vertex of a triangle or mesh

Figure 4: When considering an overcast sky, the contrast reduction of the sky by clouds creates a blank view for an occupant (4a), standing on the top of the building on the right, looking up (field of view shown as a triangle). This view is near identical to that of a person looking across the street to a building with adverse weather conditions. At the same time, they would be able to see the building and/or information associated (e.g., signage) when close (4b), represented by two people on a sidewalk facing the left and right buildings.
is the number of edges in the graph containing that vertex, representing the number of visible locations from and to that vertex, referred to as connectivity. This creates a score for each vertex in the graph that represents perfect visibility between connected vertices, as the binary value is 1 (connection exists) or 0 (no connection exists). In addition to the degree, a neighborhood of a vertex is defined as the vertices that are connected by an edge, denoted \( N_{VG}(v_i) = \{v_j \in V | (v_i, v_j) \in E\} \).

For each condition, the weight mapping is a function of this weather condition, e.g., \( w_\text{light fog}(v_j) \) is the weight mapping for snow, \( w_\text{heavy fog}(v_j) \) light fog, \( w_\text{rain}(v_j) \) heavy fog, and \( w_\text{rain}(v_j) \) rain. Therefore, the weight of an edge \( e_{ij} \) is:

\[
w(e_{ij}) = \exp(-\sigma(|\vec{v}_i - \vec{v}_j|))
\]

where \( \vec{v}_i \) and \( \vec{v}_j \) are the 3D locations in the environment of the graph vertices.

Essentially, there must be a reduction from the edge connections that contain a specific vertex, to a single score (that considers these edges) to assigned as an attribute of the vertex itself. \( \text{deg}(v_i) \) is analogous to the edge count, while also summations \( S_\text{deg} \) and averages \( S_\text{avg} \) can be used on the weight. For summation, the equation is as follows:

\[
S_\text{deg}(v) = \sum_{x \in N_{VG}(v)} w(e_{vx})
\]

and the average is:

\[
S_\text{avg}(v) = \frac{1}{|N_{VG}(v)|} \sum_{x \in N_{VG}(v)} w(e_{vx})
\]

### 3.2 Attenuation Coefficients

In the case of spatial analysis, the predetermined distance and contrast ratio of 2% is not flexible or suitable. Specifically, the desired integration of a visibility graph and a measure of weather impact—suggest a more suitable value of visibility is in the original equation for \( C_R \), i.e., using the distance between nodes to determine a contrast ratio rather than a binary threshold. Therefore, for each weather type, the attenuation (also referred to as extinction) coefficient \( \sigma \) must be defined (as shown below). The calculations to derive an attenuation coefficient used for this paper are based on Recommendation ITU-R P.1817-1[27].

There are two mechanisms involved for the attenuation calculation in the three weather conditions: geometric and aerosol (Mie) scattering. In geometric scattering, the objects of the medium being passed through are large enough that the physical scattering is independent of wavelength. On the other hand, Mie scattering occurs when the particle size is comparable to or slightly smaller than the wavelength of interest. As \( \sigma \) is defined for a specific wavelength in Mie scattering, the midrange often used for human-based visibility of 550 nm is used.

#### 3.2.1 Rain. As a rain droplet is much larger than the wavelength of visible light, the function for visibility is wavelength-independent and calculated implicitly. Rain attenuation is defined in [27] as the power-law:

\[
\sigma_{\text{rain}} = k \cdot R^\alpha
\] where \( k \) is the proportionality parameter, \( \alpha \) the proportionality factor, and \( R \) the rain rate in mm/h. In this paper \( k = 1.17 \), and \( \alpha = 0.65 \), which for validation reproduces the charts in [27].

#### 3.2.2 Snow. Snow is when water crystallizes, creating large particles and impacting transmission largely through geometric scattering (similar to rain drops). The snow-based calculation of \( \sigma \) is defined as:

\[
\sigma_{\text{snow}} = a \cdot S^b \text{ m}^{-1}
\]

where \( S \) is the snowfall rate (mm/h), and \( a, b \) are functions of wavelength coefficients defined for two types of snow - wet and dry (Table 1) in [27].

|       | a       | b       |
|-------|---------|---------|
| Wet   | 0.0001023 · \( \lambda \text{nm} \) + 3.7853466 | 0.72 |
| Dry   | 0.0000542 · \( \lambda \text{nm} \) + 5.4958776 | 1.38 |

Table 1: Wet and Dry Snow calculation coefficients based on [27]. Values are based on \( \text{km}^{-1} \).

For the dry snow, when applying coefficients from Table 1 and with \( \lambda = 0.55 \text{ (\mu m)} \) the scattering coefficient is:

\[
\sigma = 0.0055256876 \cdot \lambda^{-1.38} \text{ m}^{-1}
\]

As the \( \lambda \) used in this work is within the visible range, it has a negligible impact on results. If visibility was to be considered outside of the visible range (i.e., GHz frequency), \( \lambda \) would begin having more considerable impacts.

#### 3.2.3 Fog. Fog is a complex weather phenomenon that is a function of particle sizes and distributions that could encompass both geometric and Mie scattering. Some sources have defined a range of values for \( \sigma \) from 0.0015 to 0.03 [3], which yields visibility at 2% for distances 130m to 2608.015m. Others define \( \sigma \) for Dense fog between 0.06 – 0.2 [10]. To increase the flexibility and applicability of the analysis methods, instead of relying on pre-determined coefficients for Fog, we implement a physics-based calculation integrating over the particle distributions to determine the Mie scattering contribution.

The modified gamma distribution for fog particles is defined as:

\[
N(r) = a r^\alpha \exp(-br)
\]

The values for the particles used in the modified gamma distribution are seen in Table 2.

|       | a       | b    | \( N(\text{cm}^{-3}) \) | \( W(\text{g/m}^3) \) | \( r_m(\text{\mu m}) \) |
|-------|---------|------|------------------------|----------------------|---------------------|
| HA    | 3       | 0.27 | 0.3                    | 0.37                 | 10                  |
| MR    | 6       | 607.5 | 3    | 200                   | 0.02                | 2                   |

Table 2: Attenuation coefficient parameters for Fog in [27]. (HA) Heavy Advection Fog (MR) Moderate radiation Fog.

The particle size distribution is integrated over absorption (or scattering cross-section) to calculate the attenuation. The scattering coefficient is defined as:
\[ \sigma_{\text{fog}}(\lambda) = 10^5 \int_0^\infty Q_d \left( \frac{2\pi r}{\lambda}, n' \right) \pi r^2 \frac{dN(r)}{dr} \, dr \, \text{km}^{-1} \]  

where \( Q_d \) is determined by Mie Scattering theory, \( dN(r)/dr \) is particle size distribution per unit of volume (cm\(^{-4}\)), \( n' \) is the real part of the refractive index \( n \) of the aerosol, and \( r \) is the radius of the particles (cm) [14]. Therefore, \( \sigma_{\text{fog}} \) is found by the distribution function times the scattering cross-section integrated over the radius of the particle sizes.

At 550(nm) \( \sigma = 0.02874311 \text{m}^{-1} \) for Heavy Advection Fog. and \( \sigma = 0.00863808 \text{m}^{-1} \) for Moderate Radiation Fog (by dividing the resulting \( \sigma \) defined for \( \text{km} \) by 1000).

3.3 Implementation

The integration of attenuation coefficients with a visibility graph was implemented through a custom C++ package. The package uses Embree [40] raytracing library for highly performant calculations by passing a set of triangles (i.e., from an OBJ file) in 3D. A python package was developed to interface with the C++ code using ctypes and NumPy data structures, which stores distances of ray intersections as data arrays for the VG. For each weather condition, an element-wise multiplication is performed using the corresponding \( \sigma \) value on the NumPy array. As the code is built to interface through CPython, Section 4 visualizes many of the basic examples in python, while the complex case is shown in Rhino 3D by using grasshopper to load stored results. While performance is not of focus in this paper, it is important to note the usefulness of fast visibility analysis (e.g., 2D line intersections on GPU [31]).

3.4 Case Study Models

Figure 5: 3D view of the simple case-studies used in past work to demonstrate visibility graphs.

3.4.1 Comparative Models. To provide a comparison to the breadth of existing research on visibility graphs and space-syntax analysis, a set of basic models that have been seen throughout the literature is used for explaining how the weather-based calculations perform. In Figure 5, five models are shown in a 3D perspective. Each of the models are a 50x50m grid, with extrusion set to 10m. The grid is sampled at 1m spacing, representing a human-scale resolution by which to divide the space.

3.4.2 City Generation. As a more specific example of when such an approach may be of interest, a sample city was created (Fig. 6). The environment was created using CityEngine with 2m sidewalks defined around the buildings, using one of the automated features for generating a sample city with a hexagonal street network pattern. The city has varying terrain and building heights, allowing for more complex visibility LoS calculations as a hill may occlude nodes otherwise visible in 2D projects. The sidewalks and crosswalks were used to create a grid of 1m spacing. From the main area of interest, 50,000 nodes were generated to be used in the analysis.

4 RESULTS

For the following tests, the height to perform LoS calculations was set to 1.7 m. The values used for weather conditions are varied, but all within ranges found in the literature.

4.1 Visibility Graph Case

First, a basic measure using the models from Figure 5 in visibility graph analysis is performed to ensure the system is able to replicate past results. Figure 7 is the top view of Figure 5 shown with the VG, where the nodes are colored based on the number of edge connections (i.e., number of visible locations), defined as deg(VG). As this result is both logical and follows the visualizations seen in existing works\(^2\), the next step is to understand how \( C_R \) can be analyzed.

Since clear weather has excellent visibility with minimal impact on \( C_R \) – especially under 50m (size of the test cases) – the expectation would be that \( \text{deg}(v) \approx S_5(v) \), as a \( C_R \) with no extinction on the LoS is 1 (i.e., 100% contrast). Although in fact, the attenuation is not none, rather \( \sigma = 0.00015 \), the visualization and quantitative results support this expectation, as seen in Figure 8, where the

\(^2\)https://isovists.org/user_guide/
 maximum value is 2526 compared to 2536 in Figure 7b and the minimum is different by 1 (359 vs. 360).

As discussed in Sec. 3.2, σ is a function of the given weather condition, and in the case of rain and snow, a function of precipitation rates. Between these two values, one of which is continuous, there is an unlimited number of tests that can be performed. For brevity, we demonstrate and report on a subset of the possibilities.

The $C_G$ is calculated by attenuation, and in many cases of extreme weather, the attenuation coefficient becomes very similar, not providing additional insights into the results. Therefore, a more modest value of $8 (mm/h)$, the upper limit of Heavy rain [35] is used. For context, adverse weather for rain could indicate a rainfall rate around $50 (mm/h)$ as it is a severe rainstorm yet under the maximum rain rate of hurricanes in Florida from the table in [2]. For fog, the parameters of Heavy advection (HA in Table 2) are used. Lastly, the snow weather condition needs an input of both type (dry or wet) and rate. Dry snowfall impacts visibility more than wet snow at the same snowfall rate; however, dry snowfall occurs less frequently at higher rates. To illustrate a more impactful weather condition, the calculations for snow use a dry snowfall rate of 4(mm/h), which is high, but within recorded ranges for the type [30].

Figure 9 shows the impact of each example weather condition on the $VG$ using the $S_2$ metric. The attenuation coefficients with the above-described settings are: Fig. 9a $\sigma = 0.0045$, Fig. 9b $\sigma = 0.0287$, Fig. 9c $\sigma = 0.0374$. Notably, the impact of $\sigma$ on the $C_G$ applied to the graph attributes is non-linear. While the range of values when moving from the clear to both weather conditions can be nearly halved, the heatmap shows it is not a 1-1 correlation. For example, the middle case (single box) in Figure 9a has a $S_2$ range of 696-2271, while the same case in Figure 9c has a range of 411-1240. The first learning from this comparison is the reduction in the score at the high values. The second and more insightful result is in the visualization, showing how the addition of $\sigma$ changes the overall relationship of visible regions. If using only the $deg(v)$ as a method to understand highly visible regions in a design, the basic condition would suggest the mid-left and mid-top areas of this case are ideal. However, once attenuation is accounted for, it becomes apparent that the slight left of the box itself is more visible.

Of equal interest in these results is the case studies that seem less affected. While each example has a clear reduction in the scores, some (i.e., first and last cases) maintain the same areas of high visibility, compared to the third and fourth cases. While by studying these examples, it is possible to understand why certain regions are impacted, it is only possible through using such simplistic models. In a complex city landscape, such associations are impossible without this computational intervention. This would suggest, perhaps, there are design solutions that optimize visibility for both cases (clear and adverse weather), while some designs may require additional considerations.

In addition to the graphs all-to-all $VG$, another analysis is done with the graph nodes connected to one location. In this example, the general graph of the discretized environment is used as $^aVG$, and the bottom left corner of the square is used as $^bVG$.

The results of using the single-point analysis are shown in Figure 10. Like previous results, using the same analysis method and $\sigma = 0.00015$ for clear weather condition produced a nearly binary result (Fig. 10a) for visibility of every node in the graph to the bottom left node. The results of using rain (Fig. 10b) and snow (Fig. 10c) begin to illustrate the direct impact on decisions this method can have on design. By selecting a location of interest, the amount of space visible to this location in differing weather conditions (not only in perfect visibility) can help guide decisions such as sign placement. As $C_R$ is a contrast ratio, all the values provided from
4.2 Large-scale Case

In other words, a $C_R$ of 0.5 (green in Fig. 10) means the view of that node has 50% less contrast than in a clear environment. While a black text on a white sign may still be readable, text, signs, or objects that do not begin with maximum contrast will be more difficult to see.

4.2 Large-scale Case

In Figure 12, heatmaps showing the visibility of a single node to all others using dry snow at a snowfall rate of 4(mm/h) illustrate the falloff effect of visibility in that snow weather condition. Numerically, while the highest $S_S$ value was P3, factoring in snowfall reduces this value significantly ($S_S(P3) = 686$). However, P1, the location across from the original high visibility visualization in VG, has a value of $S_S(P1) = 709$, meaning the relative visibility of P1 is, in fact, better than P3 when accounting for heavy snow.

5 CONCLUSIONS

The focus of the work is in illustrating how the addition of attenuation coefficients impact existing modes of visualizing and reporting visibility graphs, with special emphasis placed on weather conditions. New modes of visibility-related design can be considered as a result. For example, when considering the limited visibility with large spaces between buildings and roads, modifications to the environment can be made to ensure occupants have visible wayfinding cues and landmarks available to them. The method presented of using extinction coefficients can also be applied to non-weather-related metrics that capture visibility of humans, such as text legibility, similar to the discussion in Sec. 2.2 (e.g., using Snellen test).

During adverse weather conditions for visibility, such as fog, the relationship between seeing far and close is ambiguous. While an occupant may only be able to see a few meters in front of themselves, it is not necessarily the built environment that restricts this distance. Importantly, it is not the built environment that the person sees either. Using a metric that assumes the number of nodes or isovists that are visible as a measure of openness may be problematic in these instances.

One strength of the work presented is the ease of use and application within existing workflows. As a visibility graph contains the distance between nodes, we can easily retrieve this distance to calculate the theoretical contrast ratio. The present work does not include the impact of varying light sources, which changes the contrast ratio through scattering (i.e., our weather-based calculations assume a homogeneously illuminated environment). Likewise, time of day (i.e., sun angle) is not considered in this work. Future work will consider light placement and distributions with the direction of the visibility graph edge. Likewise, future studies will include analyzing the correlation between reduced visibility and human experience through human-subject studies to understand the meaning (if any) of other space-syntax metrics with this modification.
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