Effect of Ligands and Solvents on the Stability of Electron Charged CdSe Colloidal Quantum Dots
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ABSTRACT: Many colloidal quantum dot (QD)-based devices involve charging of the QD, either via intentional electronic doping or via electrical charge injection or photoexcitation. Previous research has shown that this charging can give rise to undesirable electrochemical surface reactions, leading to the formation of localized in-gap states. However, little is known about the factors that influence the stability of charged QDs against surface oxidation or reduction. Here, we use density functional theory to investigate the effect of various ligands and solvents on the reduction of surface Cd in negatively charged CdSe QDs. We find that X-type ligands can lead to significant shifts in the energy of the band edges but that the in-gap state related to reduced surface Cd is shifted in the same direction. As a result, shifting the band edges to higher energies does not necessarily lead to less stable electron charging. However, subtle changes in the local electrostatic environment lead to a clear correlation between the position of the in-gap state in the bandgap and the energy gained upon surface reduction. Binding ligands directly to the Cd sites most prone to reduction was found to greatly enhance the stability of the electron charged QDs. We find that ligands bind much more weakly after reduction of the Cd site, leading to a loss in binding energy that makes charge localization no longer energetically favorable. Lastly, we show that increasing the polarity of the solvent also increases the stability of QDs charged with electrons. These results highlight the complexity of surface reduction reactions in QDs and provide valuable strategies for improving the stability of charged QDs.

INTRODUCTION

Because of their high surface-to-volume ratio, colloidal quantum dots (QDs) have properties that are significantly influenced by the nature of the surface.1,2 As atoms at the surface typically have a lower coordination than in the bulk, the QD surface often gives rise to localized energy levels in the bandgap.2−4 These in-gap states can trap generated charge carriers, leading to reduced radiative recombination5 or hindered charge transport,5,7 which limits the efficiency of QD devices.5 Much of the study geared toward improving the performance of these devices has been focused on reducing the density of surface traps via ligand capping5,9−11 or core/shell synthesis.12,13

Many QD devices involve charging of the QD, be it via intentional electronic doping,14,15 or via electrical charge injection16−18 or photoexcitation and subsequent charge separation.19−22 However, this charging can lead to the unwanted formation of new surface defects.23 In bulk systems, the degradation of semiconductor materials through reduction of the metal cations or oxidation of the anions has long been known.24,25 In contrast, our understanding of surface electrochemical reactions in charged QDs remains limited. In a previous computational study, we used density functional theory (DFT) calculations to show that electron charging of II−VI semiconductor QDs can lead to the formation of in-gap states due to the reduction of metal atoms. Upon addition of multiple electrons to a CdTe model QD, charge localization on Cd atoms in the (111) facets was found to create metal-based in-gap states.26 We later showed that surface reduction can also occur upon photoexcitation of charge neutral QDs with suboptimal ligand coverage.27

However, these initial studies only start to scratch the surface of the problem. For instance, the energetics of surface reduction are expected to be significantly affected by the ligands present on the surface and the solvent surrounding the QD. In addition to the passivating effect discussed above, ligands can have an electrostatic effect that leads to an energetic shift of the band edges.28−30 The dielectric constant
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model the electron charged CdSe QDs. We use DFT calculations to study the energetics of surface reduction.26 Unrestricted spin-polarized unrestricted calculations have been carried out. This allows the unrestricted spin density of the QD to be investigated, which is important for understanding the electronic properties of QDs. We show that X-type ligands can lead to significant shifts of the band edge energies but that the in-gap state related to reduced surface states, resulting in a further stabilization of the charged QD. These results can be used to design QDs and QD systems with desired electronic properties.

The aim of this work is to look closer at the influence of ligand passivation and solvent interaction on the stability of electron charged CdSe QDs. We use DFT calculations to model the effect of different X- and L-type ligands as well as solvents on the localization of charge on surface Cd sites. We show that X-type ligands can lead to significant shifts of the band edge energies but that the in-gap state related to reduced Cd sites is more pronounced for solvents with a lone electron pair, like acetonitrile or propylene carbonate. In contrast, L-type ligands, binding directly to the Cd sites that are most prone to reduction, can greatly stabilize the QD and thus prevent surface reduction. Finally, polar solvents stabilize the delocalized charges in the CB more than in localized surface states, resulting in a further stabilization of the charged QD. These results can be used to design QDs and QD environments with strongly increased stability against surface reduction.

Methods

Calculations on systems with different X-type ligands or explicit ligand binding were performed at the DFT level by using a PBE exchange-correlation functional34 and double-ζ basis set, as implemented in the CP2K quantum chemistry software package.35 GTH pseudopotentials incorporate the effective core potentials to account for scalar relativistic effects. Geometry optimizations were performed at 0 K in the gas phase. We use the following criteria of convergence for the optimizations: max_force: $4.50 \times 10^{-4}$; rms_force: $3.0 \times 10^{-4}$; max_step: $3.0 \times 10^{-3}$; rms_step: $1.5 \times 10^{-3}$. Unrestricted spin calculations were used for systems with an odd total number of electrons (i.e., $n = 1, 3, \ldots$). Solvation effects were studied with the COSMO model36 as implemented in the ADF package37 by using a TZP basis set and PBE exchange-correlation functional in combination with a large frozen core. Scalar relativistic effects were included through the zeroth-order regular approximation (ZORA).38 Predefined solvents are used within the COSMO model with the default parameters.

Results and Discussion

Model System. This study uses a zincblende Cd$_{68}$Se$_{55}$Cl$_{26}$ QD model that has been used as a basis for previous DFT studies.26,27,41 In accordance with experiments, it contains an excess of cations,42,43 compensated by the presence of 26 X-type chloride ligands, so that the complete system is charged balanced as defined by Voznyy et al.44 Details regarding the substitution of different X-type ligands or addition of L-type ligands are given throughout the text where relevant for the discussion. The QDs were charged with extra electrons by adding neutral potassium atoms. Because of the very negative reduction potential, each potassium will inject one electron into the QD and then remain as a K$^+$ counterion.26 Throughout this work, the number of excess electrons in the QD will be indicated by $n$. Further details of the model system have been reported previously.41

Energetics of Reduction. To introduce the problem of surface reduction,26 Figure 1 shows the charging of the CdSe model system with an increasing amount of electrons. Figure 1B-i shows the density of states (DOS) at $n = 1$. Here, each horizontal line indicates a molecular orbital (MO). The length of each colored segment indicates the contribution of a specific element or atom. The levels above the dashed line are empty, whereas they are filled below the line. For all calculations with an odd total number of electrons (i.e., $n = 1, 3, \ldots$), spin-unrestricted calculations have been carried out. This allows the spin-up ($\alpha$) and spin-down ($\beta$) orbitals to relax independently.

Figure 1. Reduction of a CdSe QD as a result of increasing electron charging. (A) Structure of the QD when 1–4 electrons are injected. The addition of one K$^+$ counterion per injected electron ensures the total system remains uncharged. For $n = 3$ and $n = 4$ the additional K$^+$ ions are not visible as they are located on the backside of the QD. (B) DOS for each of the structures. Each horizontal line corresponds to an MO. The length of each colored line segment indicates the relative contribution of an element or specific atom to that MO. For systems with an odd total number of electrons, unrestricted calculations were used. This results in two distinct densities of states for spin-up and spin-down orbitals, which are shown on the left and right side of the graph, respectively. MOs below the dashed line are filled, and MOs above the line do not contain electrons.
from each other, resulting in two distinct densities of states that are shown on the left and right side of Figure 1B-i, respectively. It can be seen that at \( \langle n \rangle = 1 \) the electron remains delocalized in the conduction band (CB) and that no charge localization takes place. At \( \langle n \rangle = 3 \) (see Figure 1A-v, we will discuss the effects at \( \langle n \rangle = 2 \) soon), a Cd atom (indicated in black as Cd\(_1\)) is ejected from the (111) facet at the top of the QD. At \( \langle n \rangle = 4 \) (Figure 1-vi), a second Cd atom (indicated in red as Cd\(_2\)) is ejected from the (111) facet at the bottom of the QD, and a second in-gap state appears.

From these results, it becomes clear that a limited number of electrons can remain delocalized in the CB \((\langle n \rangle \leq 1 \text{ for our model system})\) but that injection of too many charges \((n \geq 3)\) will result in charge localization and concomitant surface reduction and trap formation. For our model system, the transition between these two effects occurs at \( \langle n \rangle = 2 \). We previously reported that two electrons still remain delocalized in the CB edge,\(^{26}\) as also shown in Figure 1-i. Here, we report that the system, after overcoming an energy barrier of \(-0.07 \text{ eV} (\sim 2.9 \text{ k}_B T \text{ at room temperature, see Figure S1})\), can lower its energy further by \(-0.09 \text{ eV} (\sim 3.4 \text{ k}_B T)\) by reduction and ejection of Cd\(_1\) (see Figure 1-iii). Reduction of Cd\(_2\), as shown in Figure 1-iv, lowers the energy \(-0.03 \text{ eV} (1.1 \text{ k}_B T)\). Throughout this paper, we will refer to the structure with two electrons delocalized in the CB as the QD in its “nonreduced” configuration. The structure with either of the Cd atoms ejected and the concomitant trap will be termed the “reduced” conformation of the QD. The energy change of the system upon its moving from the nonreduced to the reduced configuration will be defined as \( \Delta E_{R} = E_{\text{red}} - E_{\text{nonred}} \) where \( E_{\text{red}} \) and \( E_{\text{nonred}} \) are the energies of the optimized QD in the reduced and nonreduced configuration, respectively.

We note that due to its complex potential energy surface, a QD can further lower its energy upon reduction through ensuing surface reconstructions. Ligand diffusion and subsequent formation of a Cd–Cd dimer or the diffusion of an ejected Cd over the (111) facet can both lower the energy of the QD in Figure 1 even further. Indeed, it is also expected that upon further charging of a QD, reduced Cd atoms will diffuse together and form metallic Cd clusters. However, the ejection of Cd from the (111) facet shown in Figure 1 constitutes the first step in surface reduction. Hence, throughout this paper we will use this surface configuration as a measure of the energetics of surface reduction.

Figure 2 shows the main processes and related energy changes that occur upon surface reduction: (i) \( \Delta E_{\text{trap}} \): trapping of the two CB electrons into an in-gap state; (ii) \( \Delta E_{\text{bind}} \): ejection of a Cd atom from the (111) facet; and (iii) \( \Delta E_{\text{solv}} \): readjustment of the surrounding solvent. As the two CB electrons lower their energy by moving from the CB to a lower-lying in-gap state, we define \( \Delta E_{\text{trap}} = 2(E_{\text{trap-state}} - E_{\text{CB}}) \), where \( E_{\text{trap-state}} \) and \( E_{\text{CB}} \) are the energies of the in-gap and CB, respectively. We posit that the ejection of the Cd atom from the surface has two main contributions: the energy penalty related to expulsion of the Cd from its lattice and the change in binding strength between the Cd atom and the surrounding ligands. As the ejection of the Cd atom is accompanied by subtle rearrangements of the surrounding CdSe lattice, an exact value for the first contribution is difficult to give. Throughout this work, we will therefore focus on the change in ligand binding. \( \Delta E_{\text{solv}} \) refers to any dielectric effect or reorganization of the solvent that may occur when reduction leads to a different charge distribution over the QD.

We note that these energy terms are not entirely independent of each other and that more processes will influence \( \Delta E_{R} \). However, we will use the energy contributions specified above as handles, with which we can explain the complex effects seen in the DFT calculations in a chemically intuitive manner. Therefore, any other effects not specifically studied here, like subtle reorganizations of the ligand shell or slight changes in the valence band (VB) DOS, will be grouped into the term \( \Delta E_{\text{rest}} \). Hence, the final equation which we will use to interpret the results becomes \( \Delta E_{R} = \Delta E_{\text{rest}} = \Delta E_{\text{trap}} + \Delta E_{\text{bind}} + \Delta E_{\text{solv}} + \Delta E_{\text{rest}} \).

**X-Type Ligand Induced Energy Shifts.** To assess the effect of changing the X-type ligands on the stability of electron charged CdSe QDs, we successively change the 26 chloride ligands of the model system at \( \langle n \rangle = 2 \) for bromide, iodide, formate, acetate, methanethiolate (which we will refer to as “thiolate” throughout the paper), and thiophenolate. In agreement with previous experimental and theoretical studies,\(^{29,30}\) the ligand-dependent surface dipoles lead to energy shifts of the CB and VB edges, as shown in Figure 3A. We observe a downward shift of the energy levels of halogen X-type ligands compared to thiolate ligands, which is similar in trend and magnitude to the shifts reported by Brown et al. for these ligands on PbS QDs.\(^{29}\) At first glance, one may expect that the QDs with higher-lying CB edges (i.e., the QDs with thiolate ligands) are more prone to surface reduction than QDs with lower CB energies (i.e., the QDs with halide passivation). After all, the higher the CB energy, the higher the electrochemical potential of electrons in the CB edge and the easier it should become to reduce surface Cd. However, as shown in Figure S2, there is no clear correlation between CB energy and the energy gain upon reduction (\( \Delta E_{R} \)). The reason for this, as also shown in Figure 3A, is that the energy of the in-gap state due to localization on surface Cd is shifted in the same direction as the band edges. We attribute this effect to
the ligand-induced surface dipoles. Although localized, the electrons in the in-gap state will still feel the electrostatic effect of the ligands, and their energy will hence be pushed in the same direction as the band edges.

Yet, whereas the CB edge is completely delocalized over the entire QD and will hence be affected by an average of all ligands, the in-gap state is localized and will hence be mainly influenced by nearby ligands. This results in the energy of the in-gap state not exactly following the CB energy and hence in small differences in $\Delta E_{\text{trap}}$ (as defined in the previous section). Figure 3B shows there is a linear correlation between $\Delta E_{\text{trap}}$ and $\Delta E_R$. The larger $\Delta E_{\text{trap}}$ and hence the more the CB electrons can lower their energy by relaxing into the in-gap state, the more favorable reduction becomes (i.e., $\Delta E_R$ becomes more negative). Figure 3B also shows that due to the local effects that influence $\Delta E_{\text{trap}}$ there can be a significant energy difference between reducing and ejecting Cd$_1$ (black circles) and Cd$_2$ (red triangles). For acetate and formate, the effect of local electrostatics is even large enough to make reduction unfavorable (i.e., $\Delta E_R \geq 0$) for Cd$_2$, whereas $\Delta E_R < 0$ for reduction of Cd$_1$. Nevertheless, both the data sets of Cd$_1$ and Cd$_2$ reduction follow the linear correlation between $\Delta E_{\text{trap}}$ and $\Delta E_R$. Lastly, it should be noted that the slope of the trend in Figure 3B is not 1, as one would expect from the definition of $\Delta E_R$ given in the introduction, but 0.38. This indicates that as $\Delta E_{\text{trap}}$ changes as a function of ligand or ejected Cd atom,
other effects take place (which we have grouped under $\Delta E_{\text{rest}}$ in the previous section) in parallel, which changes the slope of the correlation between $\Delta E_R$ and $\Delta E_{\text{trap}}$ These effects could be related to the reorganization of the CdSe lattice near the reduced Cd, as the atoms closest to the ejected Cd are likely to experience a similar electrostatic effect of the ligands.

To further investigate the local effects of the ligand shell on $\Delta E_{\text{trap}}$ we compare the DOS of fully iodide and thiolate passivated QDs with mixed iodide/thiolate systems in Figure 4. Figure 4-i shows the structure of a fully iodide passivated QD in the reduced configuration at $(n) = 2$. Analogous to Figure 1-iii, an in-gap state is present that is largely localized on Cd$_1$. Figure 4-iv shows the same behavior for a fully thiolate-capped QD, with the difference that the CB edges lies higher and the energy difference between the CB and the in-gap state is smaller than in Figure 4-i. Figures 4-ii/iii both show a QD with a mixed ligand passivation consisting of iodide/thiolate = 50:50. In Figure 4-ii the ligands closest to Cd$_1$ are iodides. In Figure 4-iii the thiolate ligands lie closest to Cd$_1$. A comparison of the two mixed-ligand systems shows that the CB edge has the same energy in both cases, indicating that the shift of the band edges depends on the average electrostatic effect of all the ligands. In contrast, the energy difference between the CB edge and the in-gap state is different in Figures 4B-ii and 4B-iii. In Figure 4B-ii, where Cd$_1$ is surrounded by iodide ligands, the in-gap state lies 0.84 eV below the CB edge, which is very similar to the value of 0.86 eV for the fully iodide passivated QD. In Figure 4B-iii, in which Cd$_1$ is surrounded by thiolates, the trap lies 0.68 eV below the CB, which closely resembles the 0.67 eV for the fully thiolate passivated system. This shows that the shift of the in-gap state is mainly influenced by the ligands that are close to the site where the wave function localizes. These trends can be generalized to other mixed-passivated systems, as shown for CI/1 in Figure S3.

To summarize, X-type ligand exchange causes the band edges and the in-gap state to move largely in parallel. Only subtle changes in the local environment of the trap state influence $\Delta E_{\text{trap}}$ and by extension $\Delta E_R$. Although X-type ligands can hence only play a minor role in making electron charged QDs more stable against intrinsic reduction (i.e., reduction of surface Cd), they are expected to have a large effect on the importance of reduction reactions with external impurities. Contrary to the in-gap states, the reduction potentials of external impurities (e.g., O$_2$ or H$_2$O) are not expected to shift along with the band edge energies. Hence, X-type ligands that lead to a lower CB edge (higher VB edge) may still lead to the more stable electron charging (hole charging) of the QDs.

Direct Ligand Binding. Next, we investigate the effect of ligands directly binding to Cd$_1$ or Cd$_2$ on the energetics of surface reduction. For that we bind a range of L-type ligands (aniline, methylamine, and acetonitrile) as well as hexane and toluene directly to Cd$_1$ and Cd$_2$. As argued in the Introduction, compounds commonly considered as solvent can also be seen as weakly binding ligands. Although hexane and toluene do not have a lone pair and hence are not L-type ligands, they can still interact, albeit weakly, with the QD surface through dispersion forces. As summarized in Figure S4, we assess the effect of direct ligand binding to the QD by adding one ligand to both Cd$_1$ and Cd$_2$. By removing one of the ligands, we can compute the binding energy to the Cd atom by using that $E_{\text{bind}} = E_{QD-1L} - E_{QD-2L} - E_L$, where $E_{QD-2L}$ stands for the energy of the QD with one ligand to both Cd$_1$ and Cd$_2$, $E_{QD-1L}$ for the QD with one ligand attached to either Cd$_1$ or Cd$_2$, and $E_L$ for the energy of a loose ligand. We passivate both Cd sites at the same time to prevent the situation where passivation of one Cd site will simply lead to the CB electrons localizing on the other Cd atom.

As summarized in Table S1, the binding energy of the ligands to the nonreduced QD ranges from $\sim 0.1$ eV (hexane) to $\sim 0.7$ eV (methylamine), with no significant differences between the binding to Cd$_1$ and Cd$_2$. As defined by Green, L-type ligands (a Lewis base) bind to Cd (a Lewis acid) by donation of an electron pair. If a Cd atom is reduced from Cd$^{2+}$ to Cd$^0$, this interaction becomes much less favorable. Indeed, upon reduction of the surface Cd sites, the binding energy decreases with an average of $\sim 90\%$ for the three L-type ligands tested here. In contrast, the binding energy of hexane and toluene, which could only bind to Cd with weak dispersion forces from the start, is on average reduced by $\sim 65\%$ (see Table S1).

Clearly, the reduction in binding strength with the ligands forms an energy penalty the system has to pay to localize charge on surface Cd. To quantify this effect, we define $\Delta E_{\text{bind}} = E_{\text{bind,red}} - E_{\text{bind,nonred}}$, where $E_{\text{bind,red}}$ and $E_{\text{bind,nonred}}$ are the binding energy of the ligands to the QD in its reduced and nonreduced configuration, respectively. Figure 5 shows that there is a linear correlation between $\Delta E_R$ and $\Delta E_{\text{bind}}$. Although hexane and toluene bind only weakly to the QD and hence increase $\Delta E_R$ by a relatively small amount, it is already enough to ensure that $\Delta E_R \geq 0$ and hence make charge localization unfavorable. The L-type amine ligands bind stronger and hence increase $\Delta E_R$ even further. The linear fit to the data indicated by the dashed gray line in Figure 5 has a slope of 0.91, indicating that the direct binding of ligands has a larger effect on $\Delta E_R$ than changing the X-type ligands (as shown in Figure 3B). However, as the slope is not 1, other effects must take place in parallel. For instance, as shown in Figure S5, we found that $\Delta E_{\text{trap}}$ becomes less negative with increasing $\Delta E_{\text{bind}}$. We conclude that the addition of L-type ligands to the surface is a powerful tool to enhance the stability of electron charged QDs and that even weakly binding solvent molecules can help stabilize the system.

Although no direct experimental evidence is available for the relation between surface reduction and L-type ligand
passivation, there are various observations in the literature that support this conclusion. First, it is well-known that addition of L-type ligands can enhance the PLQY of II–VI QDs and that L-type ligands in the form of amines or phosphines are required for near-unity PLQY, even in core–shell QDs. There is, however, no clear atomistic picture of the trap level that is passivated by L-type ligands, since these should bind to undercoordinated surface Cd ions, which should theoretically not expose states in the bandgap. One explanation is that the photoexcitation of CdSe QDs results in surface reduction unless L-type ligands are employed to stabilize the surface Cd ions.27

Perhaps more direct evidence could come from electrochemical studies of CdSe QD films. It is well-known that treatment of films of CdSe QDs with molecules like 1,7-heptanediamine increase the stability and reversibility in electrochemical measurements. Yu et al. showed in a comparison of various surface treatments that cyclic voltammograms of CdSe QD films treated with 1-butylamine, and especially 1,7-heptanediamine, exhibit more reversible electron charging and discharging than films treated in other ways. This could reflect the higher stability of amine passivated CdSe QDs against surface reduction, although it is difficult to draw hard conclusions, since such treatments will also change other properties of the QD films, including an increase in the electron mobility which will also affect the shape of the cyclic voltammograms. In addition, the addition of ligands like 1,7-heptanediamine will result in the stripping of Z type ligands, changing the surface composition in multiple ways.25,26

Solvation Effects. In the previous section, we discussed the direct bonding interaction between solvent molecules and the QD. However, solvents also screen the charge distribution of the QD. In this section, we model this dielectric effect by adding an implicit solvent as implemented in the COSMO model in ADE. Inclusion of the solvent lowers the energy of the system by the solvation energy \( E_{\text{solv}} \) (i.e., with \( E_{\text{solv}} < 0 \)). Following the definition used in the COSMO model, \( E_{\text{solv}} \) includes the stabilizing contribution of the electrostatic interaction between the QD and the solvent, as well as the energy penalty of creating a solute cavity in the continuum, but excludes changes in the energy of the solute (i.e., the QD itself). To quantify the change in \( E_{\text{solv}} \) upon charge localization and assess its effect on \( \Delta E_{\text{tr}} \), we define \( \Delta E_{\text{solv}} = E_{\text{solv,red}} - E_{\text{solv,nonred}} \), where \( E_{\text{solv,red}} \) and \( E_{\text{solv,nonred}} \) are the solvation energy of the QD in its reduced and nonreduced conformation, respectively. As can be seen in Figure 6A, in all solvents the QD is stabilized more in its nonreduced form (\( E_{\text{solv,nonred}} \)) than in its reduced configuration (\( E_{\text{solv,red}} \)). Moreover, \( \Delta E_{\text{solv}} \) becomes more positive with increasing dielectric constant of the solvent. We infer that the solvation effect of delocalized CB electrons is larger than of electrons localized on surface Cd. This can be understood by considering that the CB wave function extends over more of the QD surface than the localized trap level, causing a larger solvation effect in the former case.

Figure 6B shows the correlation between \( \Delta E_{\text{solv}} \) and \( \Delta E_R \) for a chloride passivated QD in increasingly polar solvents. It can be seen that for more positive values of \( \Delta E_{\text{solv}} \) reduction becomes less favorable (i.e., \( \Delta E_R \) increases), a trend which also holds for various X-type ligands (see Figure S6B). However, as was the case for the effect of X-type ligands discussed previously, the slope of the linear fit is not 1, as one would expect. Moreover, although the reduction of Cd1 and Cd2 depends on \( \Delta E_{\text{solv}} \) in the same way (with slopes of 0.28 and 0.26, respectively), the trends do show an offset that was not present in Figures 3B and 5. This shows that while the change in \( \Delta E_{\text{solv}} \) clearly affects \( \Delta E_R \), there are additional energy terms that partially compensate for the effect. For instance, we found for the chloride passivated QD that \( \Delta E_{\text{tr,red}} \) is not constant when changing the solvent but changes with \( \Delta E_{\text{solv}} \) (see Figure S6A). This partially explains the small slope in Figure 6A, although there must be additional effects that are currently not completely understood. The overall trend, however, clearly shows that the stability of electron-charged QDs increases with the dielectric constant of the solvent.

The calculations presented here were performed on CdSe QDs only. In a previous paper, we showed results for charging of various II–VI QDs (CdSe, CdS, CdTe, ZnS, ZnSe, and ZnTe) using a single type of surface coverage and without any solvent interaction. We showed that charging of Zn chalcogenide QDs is stable up to at least four electrons, while for none of the Cd-chalcogenide QDs this is the case. This is attributed to the higher intrinsic stability of Zn2+ against reduction (\( E^0 \) in water is \(-0.76 \) V vs NHE) than of Cd2+ against reduction (\( E^0 = -0.40 \) V vs NHE). We expect that the trends reported here for X- and L-type ligands and solvent

---

Figure 6. Effects of inclusion of implicit solvents on electron-charged CdSe QDs. (A) Relation between the dielectric constant of the solvent and \( E_{\text{solv,red}} \). (B) Relation between \( \Delta E_R \) and \( \Delta E_{\text{solv}} \) when changing the solvent for a chloride passivated QD at \( n = 2 \), when reducing Cd1 (black circles) and Cd2 (red triangles). The gray and light red dashed lines are linear fits to the data points.
polarity also hold for other II–VI QDs, on top of the differences in intrinsic stability against surface reduction.

## CONCLUSIONS

In conclusion, DFT calculations have been used to study the effects of ligand passivation and solvent interaction on the stability of electron charged CdSe QDs. We show that X-type ligands can lead to significant shifts of the band edges. However, as the in-gap state related to metallic Cd moves largely in parallel with the band edges, X-type ligands only have a minor effect on the energetics of surface reduction. Binding L-type ligands directly to the most labile Cd sites was found to greatly enhance the stability of the electron charged QDs. The loss in binding energy upon reduction of the surface creates an energy penalty that is larger than the energy gain related to charge localization, meaning that reduction of the Cd atom is no longer favorable. Lastly, we show that electron charged QDs can be further stabilized by increasing the polarity of the solvent. These results show that the nature of the ligand shell and the surrounding solvent significantly affect the energetics of surface reduction reactions, providing valuable strategies for improving the stability of charged QDs.
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