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Abstract

In this paper we present a high fidelity and articulated 3D human foot model. The model is parameterised by a disentangled latent code in terms of shape, texture and articulated pose. While high fidelity models are typically created with strong supervision such as 3D keypoint correspondences or pre-registration, we focus on the difficult case of little to no annotation. To this end, we make the following contributions: (i) we develop a Foot Implicit Neural Deformation field model, named FIND, capable of tailoring explicit meshes at any resolution i.e. for low or high powered devices; (ii) an approach for training our model in various modes of weak supervision with progressively better disentanglement as more labels, such as pose categories, are provided; (iii) a novel unsupervised part-based loss for fitting our model to 2D images which is better than traditional photometric or silhouette losses; (iv) finally, we release a new dataset of high resolution 3D human foot scans, Foot3D. On this dataset, we show our model outperforms a strong PCA implementation trained on the same data in terms of shape quality and part correspondences, and that our novel unsupervised part-based loss improves inference on images.

1 Introduction

Shape reconstruction from single-view or few-view images is a vital but difficult computer vision task. Current approaches are dependent on strong priors to help constrain this ill-posed problem, usually in the form of well constructed and parameterised 3D models [22, 41]. The process of model creation is also often time consuming, requiring a lot of supervision e.g. registration and correspondence annotation. For the case of human feet, the current state-of-the-art in reconstruction involves the use of expensive scanning equipment [1, 3, 4], unavailable to the average consumer at home. Thus, there is growing interest for easier methods of foot reconstruction, particularly for home health monitoring, custom orthotics and the growing online shoe retail industry. As such, these models must be capable of running on low powered devices such as mobile phones, but also displayable at high resolution e.g. for a doctor’s inspection. To this end, we develop FIND, a Foot Implicit Neural Deformation field...
We produce (1) a coordinate based multilayer perceptron (MLP) architecture, FIND, which receives a 3D vertex position on a template mesh, and a shape, pose and texture embedding, and predicts a corresponding vertex deformation and colour. (2) We train our model with 3D based losses against ground truth scans, and learn a sensible pose space using a contrastive loss (3) We use differentiable rendering at inference to enforce a silhouette based loss, in addition to our novel unsupervised part-based loss.

model, which is easy to train as it requires little to no labels and can produce explicit meshes at tailored resolutions, useful for targeting specific hardware or needs. We can improve the model further by introducing minimal extra supervision: (i) we add the weak label of foot identities to disentangle shape and pose; and (ii) pose descriptions to produce a more interpretable pose latent space.

We outline our key contributions as follows: (1) a novel implicit foot model, FIND, capable of producing high fidelity human feet and fully parameterised by a disentangled latent space of shape, texture and pose. The model can also be tuned to specific hardware considerations or needs; (2) an approach to train the model under various levels of weak supervision, with stronger supervision producing better disentanglement; (3) a novel, unsupervised part-based loss for fitting FIND to images using unsupervised feature learning; and (4) we release Foot3D, a dataset of high resolution foot scans, providing shape and texture information for training of 3D foot models.

2 Related work

Generative shape models. These models endeavour to capture the distribution of an object category’s shape in a set of controllable parameters e.g. height, width, pose, etc. Much of the work in generative shape modelling looks at human bodies where a number of parameterised models have been built [22, 40]. For construction, the models are typically trained with strong supervision via 2D annotation [7, 20] of rich 3D scans [13, 35]. The building of generative models of more niche object categories often uses similar principles, but usually
on much smaller, custom datasets, often due to the time and expense in collecting the data. For examples of the difficulties involved, analogous generative quadruped models have been constructed from scans of toys of real animals \cite{41} (as real animals don’t keep still long enough), and parametric hand models have been constructed from 3D scans \cite{32} and even at larger expense from MRI scans \cite{19}. These models typically use Principal Component Analysis (PCA) to compose a small set of parameters which control linear offsets from a template mesh. We show here, that our implicit surface deformation field performs better against this type of strong PCA baseline on feet.

**Implicit shape representations.** Recent interest has shifted towards implicit representations of shape - functions, often deep networks, that take in coordinates corresponding to a point in space, and return spacial information relating to an object - such as whether the point in space is inside the object \cite{8}, or how near that point is to the object’s surface \cite{29}. These methods are naturally differentiable and can represent scenes at arbitrary scales, so lend themselves to many reconstruction tasks - for example, reconstructing meshes from point clouds \cite{11} or single view images \cite{36}. One particular method, Neural Radiance Fields (NeRFs) \cite{25}, has become increasingly popular due to the very high fidelity in which it can synthesis novel views of a scene. Many extensions to NeRF have investigated how to parameterise shape and texture for generic object classes \cite{27}, decompose scenes into individual, controllable components \cite{21}, and directly make edits to geometry and texture \cite{21}. This has also been extended to posed humans, with several works \cite{34, 37} showing promise in modelling dynamic human models using NeRF architectures. We take inspiration from this approach and, similar to \cite{24}, build our implicit foot model FIND by sampling points on the surface of a manifold, which in our case are vertices of a high resolution template foot mesh, and learn a parameterised deformation field for deforming vertices to different types of foot shapes and poses.

**Unsupervised representation learning for 3D objects.** Generative Adversarial Networks (GANs) \cite{10} have shown promise in learning unsupervised representations of 2D data, even learning information about the underlying 3D geometry \cite{28}. The intermediate feature representations are sufficiently powerful that Zhang et al. \cite{39} showed they can be trained to solve downstream tasks, such as semantic segmentations, with very simple MLP classifiers and an incredibly small amount of ground truth labels. We leverage this for our novel unsupervised part-based loss, allowing us to learn foot part classes in 3D (from 2D images) to aid fitting to 2D images.

**Foot reconstruction.** Solutions exist for high resolution, accurate 3D scanners \cite{1, 3, 4}. These are expensive and difficult to use outside of specific environments, so do not lend themselves to the average consumer. While PCA parameterised foot models do exist \cite{6}, many existing foot reconstruction solutions instead directly predict an unconstrained mesh from pointclouds or depth maps \cite{23}. Large scale, proprietary datasets of feet, scanned at low resolution \cite{15, 16} only release the population measurement statistics to the public. For our work, we build a new foot scan dataset, Foot3D, for model building and evaluation, which we release to the community.
Figure 2: 5 feet from our dataset and corresponding pose descriptions. The pose types are based on foot articulation described in foot anatomy literature [12] - further details in the supplementary.

Figure 3: Our implicit surface field is an MLP which takes as input a 3D point queried on a template mesh’s surface, and texture, shape and pose embeddings, and provides as output a vertex colour value and displacement.

3 Method

3.1 Foot3D Dataset

We produce Foot3D, a dataset of high resolution, textured 3D human feet. For acquisition, we use an Artec Leo 3D scanner [1], which has a 3D point accuracy of up to 0.1mm. A total of 61 scans of the left feet on 34 subjects in a variety of poses was collect. To capture the entire surface of the foot, subjects would sit with their leg on a table for stability, and their foot suspended over the edge, this allowed the scanner to view the entire foot surface. Subjects then hold a static pose for approximately 2 minutes while the scan takes place. Details of the nature of the articulation requested can be found in the supplementary.

The raw data is then processed in Artec Studio 16 [2] to produce 100K polygon meshes. These meshes were cut-off at an approximate position on the shin, by a plane approximately perpendicular to the leg. Next, we leverage this slice-plane as a basis for loosely registering all of the meshes in the dataset, such that these planes are parallel to the XY-plane and a vector from the slice plane to the foot’s centroid lies in the X direction. We then slice each foot at a uniform height above the heel to provide a consistent ankle length. Figure 3.1 shows dataset samples, and further details about this process are provided in the supplementary.

3.2 The FIND model

The FIND model is controlled using a shape, pose and texture embedding to produce a surface deformation and colour field over a template mesh. This function is implemented as an implicit coordinate based neural network. The architecture is now explained in detail.
Figure 4: We show the effect of slicing and masking on our dataset and our differentiable renderer.

**Positional Encoding.** Texture and shape have both high frequency and low frequency information across a foot’s surface. As a result, we leverage positional encoding to allow for the network to capture the higher frequency signals [25, 30],

\[ \gamma_N(x) = \{x, \sin(2\pi x), \cos(2\pi x), \ldots, \sin(2N\pi x), \cos(2N\pi x)\} \]  

(1)

**Network.** After we encode our position with \( N = 10 \), we learn a network \( F \) with weights \( \theta \), which takes shape, pose and texture encodings \( z_s, z_p \) and \( z_t \), and predicts vertex offsets \( \Delta x \) relative to a template mesh and vertex colours \( c \),

\[ F(\theta, \gamma(x), z_s, z_p, z_t) \rightarrow (\Delta x, c) \]  

(2)

The main body of the network is 4 256 × 256 linear layers, encoding the positional encoding \( \gamma(x) \) into a feature, \( g \).

**Heads.** We concatenate \( g \) with the relevant shape codes and pass to a head specific for each task. The colour head receives \( g \) and the texture code \( z_t \), and the displacement head receives \( g \) and the shape and pose codes, \( z_s \) and \( z_p \). Both heads are composed of 3 256 × 256 linear layers. We choose tanh as our activation function, and normalize outputs such that colour values are in the range \([0, 1]\), and displacements in the range \([-0.1, 0.1]\).

**Defining the surface.** We define the surface over which the network is trained by using a template mesh, which we take as a foot in our dataset outside of our training and validation sets. The vertex positions \( x \) are found by sampling across the surface of a template mesh. At inference time, all of these vertices can be used to output a full mesh.

**Latent vectors.** The shape, texture and pose encodings, all of size 100, are jointly learned during training. We place the constraint that texture and shape codes must be shared between different scans of the same foot. We also learn a per-foot registration to the ground truth: an Euler rotation \( r \in \mathbb{R}^3 \), global translation \( t \in \mathbb{R}^3 \), and global XYZ scaling \( s \in \mathbb{R}^3 \).

### 3.3 Learning part-segmentation

Here we aim to develop an inference-time supervisory loss that learns part-awareness in an unsupervised manner.

**Differentiable rendering.** In order to optimise the model to fit to real images, it is necessary to be able to differentiably render the model. We use PyTorch3D’s [31] differentiable renderer. As feet are not complete, watertight objects on their own, we choose to mask out the slice plane applied to the feet models when rendering, as we argue this better reflects how real feet appear in images (post-segmentation). To achieve this, all faces on this slice
plane are marked when formulating the dataset, and these faces are masked out of the renders produced by the differentiable renderer. Figure 4 shows the effect of this process.

**Extracting features.** Using the knowledge that 2D GANs can learn 3D geometrical information \[28\], we train a StyleGAN2 \[17\] network to generate rendered feet from StyleGAN2 latent codes. We train on 100k 128x128 rendered images from models within Foot3D, with camera viewpoints in a hemisphere above the foot. To use this network as an inference loss, invert StyleGAN to obtain the codes using the Restyle \[5\] encoder. When passing a rendered image from our differentiable renderer through the encoder-decoder, similar to \[39\], we can use the features maps after the AdaIN layers of StyleGAN2 as a form of high level information about the foot in the image.

**Learning unsupervised 2D parts.** To learn foot parts from these feature maps, we observe that clustering them with k-means produces meaningful part segmentations, as can be seen in Figure 5, which correspond between different feet. As a result, we train a simple linear classifier to produce these per-pixel part segmentations from a subset of the StyleGAN feature maps. The whole classification process is fully differentiable.

**Moving to 3D.** We then use this classifier to learn a per-vertex part probability on the template mesh \(i.e.\) a \(C\) length vector \(c \in [0, 1]\) where \(C\) is the total number of classes. These vectors can be directly ‘rendered’ using our differentiable renderer to any new \(C\) channel image producing a per pixel foot part probability map.

**Unsupervised part-based loss.** Using this part classification pipeline, we enforce a cross-entropy loss on our \(C\) cluster classes when optimising to images. Given our rendered part probability map \(P \in \mathbb{R}^{H \times W \times C}\), and our ‘ground-truth’ labels from our classifier \(L \in \mathbb{R}^{H \times W}\), we define our loss,

\[
Loss_{CE} = - \frac{1}{H \times W} \sum_{y=1}^{H} \sum_{x=1}^{W} \sum_{c=1}^{C} \ln \frac{\exp P_{y,x,c}}{\sum_{i=1}^{C} \exp P_{y,x,i}}
\]

\[\text{(3)}\]

### 3.4 Training Losses

Our training loop and inference process uses several different losses:

**Chamfer loss.** We sample 5000 vertices uniformly from the surface of each of the ground truth and predicted meshes, to get sampled vertices \(v_{pred}\) and \(v_{gt}\), and evaluate,

\[
L_{\text{chamf}} = \sum_j \min_i \| v_{gt,i} - v_{pred,j} \|_2 + \sum_i \min_j \| v_{gt,i} - v_{pred,j} \|_2
\]

\[\text{(4)}\]

**Smoothness loss.** We enforce a loss on the smoothness of the predicted mesh, which is a combination of a Laplacian smoothness \[26\] metric, and an average edge length regularizer.
Texture loss. We sample 1000 vertices \( v_{gt} \) uniformly over the ground truth mesh surface, collect their colours \( c_{gt} \), and enforce a loss encouraging the network to map \( v_{gt} \) to \( c_{gt} \),

\[
L_{\text{tex}} = \| c_{gt} - F(v_{gt}, z_s, z_p, z_t) \|_2^2
\]  

Contrastive loss. To encourage the latent pose space to meaningfully partition the data, we enforce a contrastive loss between selected pairs of pose latent codes \( z_p \). Given the latent vectors \( z_{p,1} \) and \( z_{p,2} \), and corresponding ‘label’ vectors \( l_1, l_2 \), we enforce the loss,

\[
L_{\text{contr}} = yd^2 + (1 - y) \max(M - d, 0)^2, \quad \text{where } d = \| z_{p,1} - z_{p,2} \|_2^2, y = l_1 \cdot l_2
\]  

where \( M = 0.5 \) is a selected margin distance to encourage between dissimilar pose vectors. Details of the formation of the labels \( l \) can be found in the supplementary.

3.5 Training

Our full training loop consists of three stages: (1) registration, in which we optimise per-foot registration parameters to align our template mesh to the Foot3D dataset; (2) network training, in which we optimise network weights \( \theta \) and latent codes \( z_s, z_p, z_t \) in accordance with our training losses; and (3) latent refinement, where we fix network weights \( \theta \) and fully optimise the latent codes to best match the data. In this loop, we minimise:

\[
E_{\text{registration}}(r, t, s) = \lambda_{\text{chamf}} E_{\text{chamf}} \\
E_{\text{network training}}(\theta, z_s, z_p, z_t) = \lambda_{\text{chamf}} E_{\text{chamf}} + \lambda_{\text{smooth}} E_{\text{smooth}} + \lambda_{\text{tex}} E_{\text{tex}} \\
E_{\text{latent refinement}}(z_s, z_p, z_t) = \lambda_{\text{chamf}} E_{\text{chamf}} + \lambda_{\text{smooth}} E_{\text{smooth}} + \lambda_{\text{tex}} E_{\text{tex}}
\]  

We select \( \lambda_{\text{chamf}} = 10^4, \lambda_{\text{smooth}} = 10^3, \lambda_{\text{tex}} = 1 \), and train our network and latent parameters with an Adam optimizer [18], with a learning rate of \( 5 \times 10^{-5} \).

Levels of supervision. We are able to train our model with three levels of supervision, to provide better pose disentanglement and control: (i) Fully unsupervised, training only from mesh data; (ii) Using foot identity as a weak label, fixing shape between feet of the same identity for disentanglement of shape and pose; (iii) Adding pose descriptions as an additional weak label to allow for a more interpretable pose space via our contrastive loss.

4 Experiments

Foot3D dataset. Our training set contains 27 feet in which the users were instructed to hold a neutral, ‘T-pose’ position, and 51 feet total, including articulated feet. We use a further 8 feet for validation, of which 4 are ‘T-pose’.

Evaluation metrics. We evaluate the shape accuracy of our models using three metrics: a mean chamfer loss between a predicted model and the ground truth (as in Equation 4); a mean euclidean distance between 6 hand-labelled keypoints on the model’s template mesh and the ground truth meshes; and an Intersection over Union (IoU) metric on silhouettes produced from 50 rendered viewpoints sampled uniformly in an arc across the foot.
Figure 6: Our network can be sampled at different resolutions for lower-resolution applications (e.g. mobile phones), or higher-resolution applications. Query times are shown on a Macbook M1 CPU.

Figure 7: Here we show 5 samples within the latent spaces of shape, pose and texture. Shape variations visible are toe lengths, separation and arch of the foot; pose variations visible are toe flexion and foot plantarflexion.

**Baseline.** In order to compare our method with typical PCA implementations, we generate a PCA model. To do this without dense correspondences, we first use a FoldingNet implementation fitted to all of our data to produce a set of 1600-vertex point clouds with learned weak correspondences, and fit a PCA model to this data.

## 5 Results

**Multi-resolution.** As a coordinate based model, our neural surface deformation field can be sampled at as many 3D vertices as desired to produce an output mesh. As visualised in Figure 6, we leverage this to sample at high resolutions for precise applications, or at lower resolutions for memory and CPU-critical applications, such as mobile phones. This requires template mesh to be reproduced at different resolutions, possible through off-the-shelf mesh simplification and subdivision tools.
Figure 8: We visualise the FIND pose space on all training data in its two principal directions. We apply k-means clustering with 4 clusters to show partitioning of the space. We identify feet with poses in one of four pose categories to showcase the effective pose space partitioning due to our contrastive loss.

Figure 9: Qualitative results of our 3D fits to 8 validation feet, rendered from 3 views each.

| Model   | Trained on | Chamfer, µm ↓ | Keypoint, mm ↓ | IoU ↑ |
|---------|------------|---------------|----------------|-------|
| PCA     | T-Pose only| 12.9          | 15.0           | 0.892 |
| PCA     | All        | 11.7          | 15.7           | 0.892 |
| Ours    | T-pose only| 9.0           | 6.4            | 0.923 |
| Ours    | All        | **7.3**       | **5.9**        | **0.931** |

Table 1: Comparison of FIND and a PCA baseline on our 8 validation feet.

**Latent spaces.** Visualised learned shape, pose, and texture spaces of FIND are shown in Figure 7. Observe that our model has learned to disentangle shape and pose with minimal supervision using the simple constraint of fixing shape and texture codes between scans of feet belonging to the same person. Furthermore, we show in Figure 8 that our contrastive loss ensures pose space is suitably segmented according to pose type.

**3D evaluation.** We compare our model to the PCA baseline. For both, we train 2 models: one on the 27 ‘T-pose’ feet in the training dataset, and one on all 51 feet. Our ‘T-pose’ trained model is restricted from learning a pose space. Table 1 shows a significant quantitative improvement over the baseline, and Figure 9 shows qualitative results. Notice our model does a much better job of toe separation.
Inference evaluation. We show in Table 2 our results of optimising FIND to renderings of validation feet, using only 2D losses to fit the registration and latent parameters. In our experiments, we sample 2 and 5 viewpoints in an arc around the foot. We compare three training losses: silhouette only; silhouette + an off-the-shelf VGG-16 [33] perceptual loss; and silhouette + our novel Cross Entropy (CE) unsupervised part-based loss. We show that our loss improves the quality of these reconstructions. We find that our loss has a more substantial improvement in the recovered shape when fewer views are available for optimisation - we see this as likely being due to the extra 3D information this loss has available about unseen viewpoints.

5.1 Ablation study

We investigate in Table 3 the effect on our full model of several features. We observe that the shape and pose disentanglement improves the shape reconstruction quality. Additionally, the texture loss, which is only able to learn from vertex colours, is also responsible for some of the reconstruction quality. We predict that this might be due to the surface colours providing supervision for vertex correspondences.

6 Conclusion

We demonstrate that our neural implicit foot model, FIND, outperforms typical PCA implementations of statistical shape learning, providing a higher fidelity shape space, whilst also able to learn texture and pose with minimal supervision. Furthermore, we have shown that simple foot identity and pose labels can be used to disentangle pose and shape, and produce a meaningful, interpretable pose space. Finally, we have shown that our unsupervised part-based loss improves upon typical shape model inference methods by enforcing part consistency.
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