Effects of dissipation on the superfluid-Mott-insulator transition of photons
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We investigate the superfluid-Mott-insulator transition of a two-dimensional photon gas in a dye-filled optical microcavity and in the presence of a periodic potential. We show that in the random-phase approximation the effects of the dye molecules, which generally lead to dissipation in the photonic system, can be captured by two dimensionless parameters that only depend on dye-specific properties. Within the mean-field approximation, we demonstrate that one of these parameters decreases the size of the Mott lobes in the phase diagram. By considering also Gaussian fluctuations, we show that the coupling with the dye molecules results in a finite lifetime of the quasiparticle and quasihole excitations in the Mott lobes. Moreover, we show that there are number fluctuations in the Mott lobes even at zero temperature and therefore that the true Mott-insulating state never exists if the interactions with the dye are included.

I. INTRODUCTION

In physics there are many theoretically predicted phenomena that are hard to verify directly in experiments. This can have several reasons, such as that predictions are outside the limits of current devices or that other physics overshadows the desired effect. In the latter category examples are the effects of disorder on top of effects predicted for clean systems, or a combination of various kinds of interactions. Therefore, there is a constant search for systems that exhibit interesting physics, are relatively simple, and are described by few parameters of which many are controllable experimentally.

A prime example of such a system is obtained by combining cold atoms with an optical lattice. In this case there is almost full control over the interactions between the atoms and over the lattice structure. Therefore, there exists a broad variety of experimental possibilities in these systems that demonstrate many phenomena in condensed-matter physics, e.g., see Refs. [10–12]. Nowadays this research area is still very active. One of the reasons is that cold fermionic atoms in an optical lattice possibly are quantum simulators for high-temperature superconductivity [10–12].

An interesting property of cold bosonic atoms in optical lattices is that there is a so-called quantum phase transition [13]. By reducing the depth of the optical lattice the system undergoes a transition from the Mott insulator, where each site is filled with an equal and integer amount of particles and number fluctuations are suppressed, to the superfluid phase with a fluctuating number of atoms per site. This transition has first been observed experimentally in 2002 by Greiner et al. [14], and hereafter it has been studied extensively both theoretically and experimentally [15–23]. Although most studies focus on the superfluid-Mott-insulator transition for cold atoms, this phase transition is not restricted only to cold atomic gases. For example, it also has been studied in systems consisting of polaritons [24–30]. Furthermore, the transition has been investigated in interacting photon gases in coupled dissipative cavities [31–34].

More recently, a new candidate for a system that can display a superfluid-Mott-insulator transition has emerged, namely photons in a dye-filled optical microcavity. After the observation of Bose-Einstein condensation of photons in this system [35], recently a new experiment was proposed [36]. By periodically varying the index of refraction of the dye inside the cavity, an effective lattice potential for the photons can be induced. Therefore it is expected that the photons can also undergo this superfluid-Mott-insulator phase transition. However, this system is fundamentally different from the standard cold atomic gases in optical lattices, since the photons can be absorbed and emitted by the dye molecules. Thus, the question arises how this coupling affects the behaviour of the photons in this periodic potential, and in particular the properties of the quantum phase transition to the Mott insulator.

In this article we study the dissipation effects for a photonic lattice in a dye-filled optical microcavity. First, in Sec. II we introduce the general theory and express all quantities that enter our theory in terms of experimentally known parameters. Subsequently, we determine the effect of the molecules on the Mott lobes in mean-field theory in Sec. III. We start by considering a simplified model that neglects the fixed longitudinal momentum of the photons and only considers absorption and emission of photons with zero momentum. We show that at the mean-field level the dye effects are captured in one parameter $\gamma$ that can be calculated analytically, and we express this parameter in experimentally known quantities. Moreover, we show that incorporation of $\gamma$ decreases the size of the Mott lobes. Hereafter, we consider the model that includes the fixed longitudinal momentum of the photons and also the absorption and emission of photons with an arbitrary momentum, and we
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study the effect of these extensions on the value of \( \gamma \). In Sec. IV we go beyond mean-field theory and we calculate in the random-phase-approximation the excitations inside the Mott lobes. We show that in this approximation the dimensionless damping parameter \( \alpha_{\text{lat}} \) enters and therefore we ignored the external hard-lattice spacing. In the following we are primarily interested in the random-phase-approximation the excitations can be simplified, and by using the result of Ref. [40] we obtain

\[
S_{\text{nod}}[\psi^*, \psi] = \sum_{\rho \in \{ \uparrow, \downarrow \}} \int_0^{\hbar \beta} d\tau \int d\mathbf{y} \psi_{\rho}^*(\mathbf{y}, \tau) \psi_{\rho}(\mathbf{y}, \tau),
\]

where \( K_\uparrow = \Delta, \ K_\downarrow = 0 \) and \( \mu_\rho \) denotes the chemical potential of the excited and ground-state molecules. Contrary to the photon part, here the integration is over three-dimensional space. From now on, we use the convention that \( \mathbf{x} \) is a two-dimensional vector and \( \mathbf{y} \) is three dimensional. The last part of the action consist of interaction terms between photons and molecules, and reads

\[
S_c[\psi^*, \psi, \phi^*, \phi] = g \int_0^{\hbar \beta} d\tau \int d\mathbf{y} \left\{ \phi^*(\mathbf{y}, \tau) \psi_{\uparrow}^*(\mathbf{y}, \tau) + \phi(\mathbf{y}, \tau) \psi_{\downarrow}^*(\mathbf{y}, \tau) \psi_{\downarrow}(\mathbf{y}, \tau) \right\},
\]

with \( g \) a coupling constant. Furthermore, \( \phi^*(\mathbf{y}, \tau) \) is related to the photon field \( \phi^*(\mathbf{x}, \tau) \) in Eq. (8) according to

\[
\phi(\mathbf{y}, \tau) = \sqrt{2/L} \sin (k_\gamma z) \phi(\mathbf{x}, \tau).
\]

Here we assumed that in one direction the photons are confined by a box of length \( L \) with impenetrable barriers at either end. Furthermore, in agreement with the experiments we only take into account a single longitudinal momentum \( k_\gamma \).

To make further progress, we expand the photonic fields in Wannier functions as

\[
\phi(\mathbf{x}, \tau) = \sum_{n,i} a_{n,i}(\tau) w_n(\mathbf{x} - \mathbf{x}_i),
\]

where \( a_{n,i}(\tau) \) and its complex conjugate respectively annihilates or creates a photon in a Wannier state \( w_n(\mathbf{x} - \mathbf{x}_i) \) at lattice site \( i \) and in the band with the band index \( n \). Furthermore, the molecular field is expanded as

\[
\psi_{\rho}(\mathbf{y}, \tau) = \sum_{\mathbf{p}} b_{\mathbf{p},\rho}(\tau) e^{i \mathbf{p} \cdot \mathbf{y}} \sqrt{\gamma},
\]

where \( b_{\mathbf{p},\rho}(\tau) \) and \( b_{\mathbf{p},\rho}^*(\tau) \) annihilates or creates a molecule with momentum \( \mathbf{p} \) and internal state \( |\rho\rangle \). Next we consider the tight-binding limit, where each site can be seen as a harmonic oscillator and the Wannier functions are known exactly. Furthermore, we consider the limit where the photons only occupy the lowest band \( \mathbf{n} = \mathbf{0} \). In this approximation the three parts of the action can be simplified, and by using the result of Ref. [10] we obtain

\[
S_{\text{ph}}[\phi^*, \phi] = - \int_0^{\hbar \beta} d\tau \sum_{i \neq j} a_i^*(\tau) \epsilon_{ij} a_j(\tau) \]

\[
+ \int_0^{\hbar \beta} d\tau \sum_i a_i^*(\tau) \left\{ \hbar \frac{\partial}{\partial \tau} + \epsilon_i - \mu + \frac{U}{2} |a_i(\tau)|^2 \right\} a_i(\tau),
\]
where $\epsilon_i$ is the energy at lattice site $i$, $t_{i,j}$ is the hopping strength between sites $i$ and $j$ and $U$ is the on-site interaction strength. The expression of these quantities in terms of Wannier functions can be found in Ref. [10].

Since we consider the tight-binding limit we know the analytic expression for $w_0(x - x_i)$. It is given by

$$w_0(x - x_i) = \left(\frac{m\omega}{\pi\hbar^2}\right)^{1/2} \exp\left\{-m\omega(x - x_i)^2/2\hbar^2\right\},$$  

(9)

where $m$ is the effective mass of the photon and $\omega$ is the frequency of the harmonic potential at every site that can be obtained by performing a Taylor expansion of Eq. (2). Hence,

$$\omega = \frac{2\pi}{\lambda} \sqrt{\frac{2V_0}{m}}.$$  

(10)

Note that the single-band approximation is only valid if we have that both the thermal energy $k_B T$ and the on-site interaction strength $U$ is smaller than the on-site energy of the photons $\hbar\omega$, i.e. $k_B T \ll \hbar\omega$ and $U \ll \hbar\omega$.

Furthermore,

$$S_{mol}[b^*, b] = \int_0^{\hbar\beta} d\tau \sum_{\rho, p} b^*_\rho,\rho(\tau) \left\{ \hbar \frac{\partial}{\partial \tau} + \epsilon_p + K_\rho - \mu_\rho \right\} b_{\rho,\rho}(\tau),$$

where $\epsilon_p = \hbar^2 p^2/2m_d$. Finally, the part that describes the interaction between the photons and molecules can be rewritten as

$$S_c[a^*, a, b^*, b] = \frac{i}{\sqrt{2A V}} \int_0^{\hbar\beta} d\tau \sum_{i, k, k'} \left\{ g_{k, k', i} a^*_i(\tau) b^*_{k', \downarrow}(\tau) \right\}$$

$$\times \left\{ b_{[k, q], \uparrow}(\tau) - b_{[k, q], \uparrow}(\tau) \right\} + g_{k, k', i} a_i(\tau)$$

$$\times \left\{ b^*_{[k, q], \downarrow}(\tau) - b^*_{[k, q], \downarrow}(\tau) \right\} b_{[k', q], \downarrow}(\tau),$$

where $k$ and $k'$ are two-dimensional and $q = q \pm k\gamma$. Above and in the following, $p$ is a three-dimensional momentum vector and $k$ is two dimensional. Furthermore,

$$g_{k, k', j} = g \int d\mathbf{x} w_0(x - x_j)e^{i(k - k') \cdot \mathbf{x}},$$

(13)

and by using Eq. (9),

$$g_{k, k', j} = g_m e^{i(k - k') \cdot \mathbf{x}_j - \hbar(k - k')^2/2m\omega},$$

(14)

with $g_m = \sqrt{4g^2 \pi \hbar^2/m\omega}$. The total action given by the sum of Eqs. (8) and (12) describes the photon gas coupled to dye molecules in a periodic lattice in the single-band approximation. All the parameters that enter in this theory are now expressed into the experimentally tunable parameters $\lambda$ and $V_0$.

### III. MEAN-FIELD THEORY

The model derived in the previous section is rather complicated due to the fixed longitudinal momentum $k\gamma$ and the dependence of $g_{k, k', i}$ on two independent momenta. To get a better understanding of the physics involved in this system, we first consider a simplified model that neglects both the non-zero value of $k\gamma$ and the non-diagonal coupling in $g_{k, k', i}$. We come back to the effects of these approximations in the second part of this section.

#### A. Toy model

We consider a toy model consisting of photons and molecules, where the molecules can only absorb and emit photons with very small momenta compared to the typical molecular momenta momentum. Thus, we consider a model with $S_{ph}[a^*, a]$ and $S_{mol}[b^*, b]$ given by respectively Eqs. (6) and (11), and $S_c[a^*, a, b^*, b]$ is changed into

$$S_c[a^*, a, b^*, b] = \frac{g_m}{\sqrt{A V}} \int_0^{\hbar\beta} d\tau \sum_{i, p} \left\{ a^*_i(\tau) \right\}$$

$$\times b^*_{p, \downarrow}(\tau) b_{p, \uparrow}(\tau) + a_i(\tau) b^*_{p, \uparrow}(\tau) b_{p, \downarrow}(\tau) \right\}.$$  

(15)

Now, we use a mean-field approach to calculate the phase diagram of the photons. Therefore, we introduce the order parameter $\psi = \langle a_i(\tau) \rangle$. However, due to the coupling with the molecules an expectation value of $a_i(\tau)$ will also induce a non-zero value for $\phi_p = \langle b^*_{p, \uparrow}(\tau) b_{p, \downarrow}(\tau) \rangle$. Physically this implies that the molecules are forced into a linear superposition of its internal states. In the language of magnetism this means that the pseudospin of the molecules gets also a component in the x-y plane.

In the end we are only interested in the photons, and therefore we want to calculate $\phi_p$ as a function of $\psi$. Since $S_{ph}[a^*, a]$ is irrelevant for this calculation, we first only consider $S_c[a^*, a, b^*, b]$ and $S_{mol}[b^*, b]$. Up to linear order in the fluctuations, $S_c[a^*, a, b^*, b]$ is given by

$$S_c[a^*, a, b^*, b] = -2\tilde{g}_m N_s \psi \int_0^{\hbar\beta} d\tau \sum_{p} \phi_p$$

(16)

$$+ \tilde{g}_m \int_0^{\hbar\beta} d\tau \sum_{i, p} \phi_p \langle a_i(\tau) + a^*_i(\tau) \rangle$$

$$+ \tilde{g}_m N_s \psi \int_0^{\hbar\beta} d\tau \sum_{p} \left\{ b^*_{p, \downarrow}(\tau) b_{p, \uparrow}(\tau) + b^*_{p, \uparrow}(\tau) b_{p, \downarrow}(\tau) \right\},$$

where $\tilde{g}_m = g_m / \sqrt{A V}$, $N_s$ is the number of lattice sites and without loss of generality we assumed that both $\psi$ and $\phi_p$ are real.

We focus on the last part of the right-hand side of Eq. (16) to obtain an expression for $\phi_p$. By using a Matsubara expansion we can write for the part of the action
that depends on the molecular fields \( b^\dagger \) and \( b \),
\[
S_{\text{mf}}[b^\dagger, b] = \sum_{\mathbf{p}, n} \psi_{\mathbf{p}, n}^* \left[ G_{\psi}^{-1} \frac{\hat{g}_m N_s \psi}{G_{\psi}} \right] u_{\mathbf{p}, n},
\]
where \( G_{\psi}^{-1} = -i\hbar \omega_n + \epsilon_p + K_p - \mu_p \) and
\[
u_{\mathbf{p}, n} = \begin{bmatrix} b_{\mathbf{p}, n}^\dagger \ b_{\mathbf{p}, n} \end{bmatrix}.
\]

Now we perform a unitary transformation to diagonalize the action. Thus, we define
\[
v_{\mathbf{p}, n} = \begin{bmatrix} \beta_{\mathbf{p}, n}^\dagger \ 
\beta_{\mathbf{p}, n} \end{bmatrix} = \begin{bmatrix} \cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta) \end{bmatrix} \begin{bmatrix} b_{\mathbf{p}, n}^\dagger \\
b_{\mathbf{p}, n} \end{bmatrix}.
\]

Rewriting the action in terms of \( v_{\mathbf{p}, n} \) diagonalizes the action with on the diagonal \(-i\hbar \omega_n + \epsilon_p + \Delta/2 - \lambda_\pm \) and
\[
\lambda_\pm = (\mu_\downarrow + \mu_\uparrow + \sqrt{(\Delta - \Delta_n)^2 + 4\hat{g}_m^2 N_s^2 \psi^2})/2.
\]
Moreover,
\[
\sin(2\theta) = \frac{2\hat{g}_m N_s \psi}{\sqrt{(\Delta - \Delta_n)^2 + 4\hat{g}_m^2 N_s^2 \psi^2}},
\]
\[
\cos(2\theta) = \frac{\Delta - \Delta_n}{\sqrt{(\Delta - \Delta_n)^2 + 4\hat{g}_m^2 N_s^2 \psi^2}}.
\]
Here we defined \( \Delta_n = \mu_\uparrow - \mu_\downarrow \). Furthermore, since
\[
\langle \beta_{\mathbf{p}, n}^\dagger(\tau) \beta_{\mathbf{p}, n}(\tau) \rangle = \langle \beta_{\mathbf{p}, n}^\dagger(\tau) \beta_{\mathbf{p}, n}(\tau) \rangle = 0,
\]
we obtain
\[
\phi_{\mathbf{p}} = \langle \beta_{\mathbf{p}, n}^\dagger(\tau) \beta_{\mathbf{p}, n}(\tau) \rangle = \frac{\hat{g}_m N_s \psi}{\sqrt{(\Delta - \Delta_n)^2 + 4\hat{g}_m^2 N_s^2 \psi^2}} \times \{ N_{\text{MB}}(\epsilon_p + \Delta/2 - \lambda_+) - N_{\text{MB}}(\epsilon_p + \Delta/2 - \lambda_-) \},
\]
where we again considered the Maxwell-Boltzmann limit as the system is at room temperature. As already mentioned before, this equation explicitly shows that \( \psi \neq 0 \) also implies a non-zero value of \( \phi_{\mathbf{p}} \).

In order to further investigate the properties of the photons, we substitute this result into the action in Eq. (16). To compare with results for standard Hubbard models as in for example Ref. [40], we switch to the Hamiltonian formalism. In the thermodynamic limit the effective Hamiltonian that describes the photons in the mean-field approximation is now given by
\[
\hat{H}^\text{eff} = z t \psi^2 N_s [1 + 2\gamma] + \frac{U}{2} \sum_i \tilde{n}_i (\tilde{n}_i - 1) + z t \psi [1 + \gamma] \sum_i (\tilde{a}_i + \tilde{a}_i^\dagger) - \mu \sum_i \tilde{n}_i,
\]
where we only considered tunneling between nearest neighbours, \( z \) is the number of nearest neighbours, \( \tilde{n}_i = \tilde{a}_i^\dagger \tilde{a}_i \) is the photon-number operator and
\[
\gamma = \frac{\hat{g}_m}{z t \mu} \sum_{\mathbf{p}} \phi_{\mathbf{p}}
\]
\[
= \frac{g_m^2}{z t \mu} P(\Delta_n) \left( \frac{m_d}{m_{d,\text{real}}} \right)^{3/2} n_s n_{\text{mol}}.
\]
Here \( P(\Delta) \) denotes the polarization of the molecules as defined in Ref. [33], \( m_{d,\text{real}} \) is the real mass of the dye molecules and \( n_{\text{mol}} \) equals the density of molecules. Furthermore, \( n_s = N_s/A \) is the density of sites. Moreover, note that \( \gamma > 0 \) as the polarization \( P(\Delta_n) \) and \( \Delta_n - \Delta \) have the same sign for all values of \( \Delta_n \). Moreover, recall that we modeled the molecules as a two-level system with an effective mass, and therefore the ratio \( m_d/m_{d,\text{real}} \) appears in the final result.

By introducing \( \bar{U} = U/zt \) and \( \bar{\mu} = \mu/z t \), we define
\[
\hat{H}_i = \frac{\bar{U}}{2} \tilde{n}_i (\tilde{n}_i - 1) + \psi^2 [1 + 2\gamma]
\]
\[
- \bar{\mu} \tilde{n}_i - \psi [1 + \gamma] \left( \tilde{a}_i + \tilde{a}_i^\dagger \right).
\]

To calculate the phase diagram of the photons in the dye-filled cavity, we use the usual Landau theory for second-order phase transitions. Hence, we write the energy of the ground state as
\[
E_g(\psi) = a_0(g, \bar{U}, \bar{\mu}) + a_2(g, \bar{U}, \bar{\mu}) \psi^2 + \mathcal{O}(\psi^4),
\]
and we minimize this energy. The corresponding value of \( \psi \) determines the phase of the system. For \( a_2(g, \bar{U}, \bar{\mu}) > 0, \psi = 0 \) and the system is inside a Mott lobe. Differently, for \( a_2(g, \bar{U}, \bar{\mu}) < 0 \) we have that \( \psi \neq 0 \) and the photons are in the superfluid phase. This distinction becomes clear if we consider the ground state of the system. At the level of mean-field theory, the ground state inside
the Mott lobe is a state with a well-defined number of particles at each site. Therefore we obtain \( \psi = |\tilde{a}_i\rangle = 0 \) as the states with different number of photons per site are orthogonal. Furthermore, in the superfluid phase the number of particles per site is not sharply defined. Thus, the ground state is a linear superposition of number states and therefore \( \psi \neq 0 \).

To investigate the phase transition we determine \( a_2(g, \bar{U}, \bar{\mu}) \) by following Ref. [40] and perform second-order perturbation theory. Therefore, we split the Hamiltonian in an exactly solvable part \( \hat{H}_0 \) and a perturbation \( \psi [1 + \gamma] \hat{V} \). In this case

\[
\hat{H}_0 = \frac{\bar{U}}{2} \tilde{n}_i \left( \tilde{n}_i - 1 \right) + \psi^2 [1 + 2\gamma] - \bar{\mu} \tilde{n}_i, \tag{27}
\]

and

\[
\hat{V} = \left( \tilde{a}_i + \tilde{a}_i^\dagger \right). \tag{28}
\]

In perturbation theory the second-order correction to the energy reads

\[
E_k^{(2)} = \psi^2 [1 + \gamma]^2 \sum_{n \neq 0} \frac{|\langle n | \hat{V} | 0 \rangle|^2}{E_k^{(0)} - E_n^{(0)}}, \tag{29}
\]

where \( |n_i\rangle \) is the state with \( n \) particles and for \( n = g \) this state is the ground state. Furthermore, \( E_k^{(0)} \) is the energy of the state \( |n\rangle \) with respect to the exactly solvable Hamiltonian \( \hat{H}_0 \). Again analogous to Ref. [40], we obtain

\[
a_2(g, \bar{U}, \bar{\mu}) = [1 + \gamma]^2 \left( \frac{g}{\bar{U}(g - 1) - \bar{\mu}} + \frac{g + 1}{\bar{\mu} - \bar{U}g} \right) + 1 + 2\gamma \tag{30}
\]

for \( \bar{U}(g - 1) < \bar{\mu} < \bar{U}g \). The boundary of the Mott lobes can be found by solving \( a_2(g, \bar{U}, \bar{\mu}_\pm) = 0 \) for \( \bar{\mu}_\pm \). We find

\[
\bar{\mu}_\pm = \frac{1}{2} \left( (2g - 1) \bar{U} - 1 / \Gamma \right) \pm \frac{1}{2 \sqrt{1 + \bar{U} \Gamma (\bar{U} \Gamma - 4g - 2)}} \tag{31}
\]

where \( \Gamma = (1 + 2\gamma) / (1 + \gamma)^2 < 1 \). In Fig. 1 we present a plot of the two branches of Eq. (31) for several values of \( \gamma \). We obtain that for increasing \( \gamma \), the size of the Mott lobes decreases. Physically this makes sense as the absorption and emission of photons by the molecules effectively increases the hopping of photons between different lattice sites. Furthermore, we note that for increasing number of particles in the ground state the effect of \( \gamma \) also increases. Moreover, the smallest \( \bar{U} \) for each Mott lobe is equal to

\[
\bar{U}_c = \left( 2g + 1 + \sqrt{(2g + 1)^2 - 1} \right) / \Gamma = \bar{U}_{c,0} / \Gamma, \tag{32}
\]

with \( \bar{U}_{c,0} \) the result obtained in Ref. [40] for \( \gamma = 0 \) and correspondingly \( \Gamma = 1 \).

FIG. 2: A plot of the values of \( \gamma \) in terms of the experimental parameters \( V_0 \) and \( \lambda \). We used \( \nu_{mol} = 9 \cdot 10^{23} \text{ m}^{-3} \), \( T = 300 \text{ K} \) and \( \beta |\Delta \mu - \Delta| < 1 \). Furthermore, \( \Lambda_{th} \) is the thermal de Broglie wavelength. On the right-hand side of the solid line \( \gamma > 1 / 2 \) and the corrections to the Mott lobes are important. To the left of the solid line \( \gamma < 1 / 2 \) and the effect of the photon-molecule coupling \( \gamma \) on the Mott lobes is small. Finally, these results are only valid if thermal fluctuations are small \( k_B T \ll \hbar \omega \) or \( 4\pi V_0 / k_B T \gg (\lambda / \Lambda_{th})^2 \).

To estimate the value of \( \gamma \), we want to express this coefficient in terms of the experimental parameters \( \lambda \) and \( V_0 \). As mentioned before, \( \lambda \) is twice the lattice spacing and \( V_0 \) is the depth of the lattice potential. From Eq. (24) it follows that we have to find an expression for \( t \). From Ref. [41], we obtain

\[
\tilde{t} = 4V_0^{3/4} \left( \frac{\Lambda_{th}}{\lambda} \right)^{1/2} \exp \left\{ -2 \left( \frac{\lambda}{\Lambda_{th}} \right) \sqrt{\frac{V_0}{\pi}} \right\} \tag{33}
\]

Here \( \Lambda_{th} = (2\pi \hbar^2 / m_{kB} T)^{1/2} \) is the thermal de Broglie wavelength, \( V_0 = V_0 / k_B T \) and \( \tilde{t} = t / k_B T \). For the two-dimensional squared periodic potential considered here, we take \( n_s = 4 / \lambda^2 \) and \( z = 4 \). Hence,

\[
\gamma = \frac{1}{4\pi^{1/2}} \left( \frac{\Lambda_{th}}{\lambda} \right)^{1/2} \sqrt{\frac{V_0}{\pi} / \lambda} \exp \left\{ 2 \left( \frac{\lambda}{\Lambda_{th}} \right) \sqrt{\frac{V_0}{\pi}} \right\} \tag{34}
\]

\[
\times \frac{g^2 \beta^2 P(\Delta \mu)}{\beta(\Delta \mu - \Delta)} \left( \frac{m_{eff}}{m_{real}} \right)^{3/2} \eta_{mol},
\]

In Fig. 2 we use this expression for \( \gamma \) to illustrate the phase diagram for \( \beta |\Delta \mu - \Delta| < 1 \) and \( z = 4 \). For these chemical potentials we can approximate \( P(\Delta \mu) / \beta(\Delta \mu - \Delta) \approx 1 / 2 \) and for other quantities such as \( g, m_d \) and \( m_{d,real} \) we take the numerical values as found in Ref. [33].
B. Photon Model

Up to now we only considered the terms with diagonal coupling in momentum space and we neglected the fixed momentum $k_i$ of the photon in the longitudinal direction. In the following we consider the effect of these approximations on the phase diagram presented in the previous section. Therefore, we consider the full action consisting of the sum of Eqs. (8) and (12).

In accordance with the previous calculation, we define $\langle b^\dagger_{k',q} (\tau) b_{k,q+,\dagger} (\tau) \rangle = \phi_{k,k',q,\dagger}$ and $\langle a_i \rangle = \psi$. The expectation value of the molecular fields that depend on $q$, are denoted by $\phi_{k,k',q,\dagger}$.

Now we perform a mean-field approximation and we calculate $\phi_{k,k',q,\dagger}$ as a function of $\psi$. Therefore, we consider $S_{\text{mol}}[b^* , b]$ and

\[
S_{\text{c}}[a^* , a, b^* , b] = \frac{iN_e \psi}{\sqrt{2AV}} \int_0^{h\tau} \sum_{k,G,q} g_G (35)
\]

\[
\times \left\{ b^\dagger_{k+G,q,\downarrow} (\tau) b_{k,q-,\dagger} (\tau) - b^\dagger_{k,q+,\dagger} (\tau) b_{k,q+,\dagger} (\tau) \right\}
\]

\[
+ \left( b^\dagger_{k,q-,\dagger} (\tau) - b^\dagger_{k,q+,\dagger} (\tau) b_{k+G,q,\downarrow} (\tau) \right)
\]

where without loss of generality we again assumed that $\psi$ is real. Furthermore, we performed the summation over the lattice sites. After this summation the coupling constant $g_{k,k',i}$ given by Eq. (14), only depends on a two-dimensional reciprocal lattice vector $G$. Here we consider Eq. (2), and therefore we have a cubic lattice with lattice sites $(n\lambda/2 - \lambda m \lambda/2 - \lambda/4)$ with $n$ and $m$ integers.

Therefore, $G = 4n \pi / \lambda$ with $n = (n_x, n_y)$ and $n_x$ and $n_y$ integers. Hence,

\[
g_G = g_m \exp \left\{- \frac{2}{\lambda} \sqrt{\frac{\pi}{V_0}} (n_x^2 + n_y^2) \right\},
\]

where $\lambda = \lambda / \lambda_{\text{th}}$ and $V_0 = V_0 / k_B T$.

To calculate $\phi_{k,k',q}$ we in principle have to invert an infinite-dimensional matrix. However, we are generally interested in the phase transition and therefore we only need to calculate the inverse of this infinite-dimensional matrix up to linear order in $\psi$. Since all the off-diagonal terms of this infinite dimensional matrix are already linear in $\psi$, we obtain up to linear order in $\psi$

\[
\phi_{k,k+G,q+} = -iN_e \psi g_G \sqrt{2AV} (37)
\]

\[
\times \frac{N_{\text{MB}} (\epsilon(k,q+) - \mu_\tau + \Delta) - N_{\text{MB}} (\epsilon(k+G,q) - \mu_\tau)}{\epsilon(k,q+) - \epsilon(k+G,q) + \Delta - \Delta \mu}.
\]

where we used that the contributions of both $\phi_{k,k+G,q+}$ and $\phi_{k,k',q,\dagger}$ are the same. Note that for $k = 0$ and if we only consider $n_x = n_y = 0$, we recover our previous result from the simplified model.

To determine $\gamma$ we have to evaluate a sum over an infinite number of terms. However, by performing a numerical analysis we obtain that the contribution rapidly decreases for increasing $n_x$ and $n_y$. Therefore, it suffices to only take into account the terms where both $n_x \leq 1$ and $n_y \leq 1$. Since $\gamma$ depends on $\Delta \mu$, we obtain a different phase diagram for every value of $\Delta \mu$. However, although there are quantitative differences, the qualitative results of the calculations are not dependent on the precise value of $\Delta \mu$. Therefore, in comparison with the previous calculation we again take $\beta|\Delta - \Delta \mu| < 1$.

In Fig. 3 we show a comparison between the values of $\gamma$ in the thermodynamic limit as a function of the experimental parameters $V_0$ and $\lambda$. For the full photon model discussed here and the simplified model used previously. As can be seen from the figure, both results are qualitatively the same. However, quantitatively there are some differences between both results. The largest difference occurs for relatively small values of $V_0$. Namely, for $V_0 / k_B T < 2$ the full photon model results into a larger region where the value of $\gamma$ is relatively small. For larger $V_0$ both results are remarkably close, and the full model has only a marginally larger region where the effects of the molecule coupling are important.
IV. NUMBER FLUCTUATIONS INSIDE THE MOTT LOBES

In the previous section we constructed a self-consistent mean-field theory to investigate the effect of the photon-molecule coupling on the phase diagram of the photonic lattice in a dye-filled optical microcavity. However, to obtain more information about the physics in the Mott lobes, we have to go beyond mean-field theory and also include fluctuations. Since the theory in the previous section can not easily be generalised to describe these fluctuations, we use functional methods instead of the operator methods used previously. This has the advantage that it is relatively straightforward to include fluctuations at zero temperature.

Similar to the approach in Ref. [38], we integrate out the molecules and expand up to second order in the coupling constant $g$. Thus, we obtain

$$S[a^*, a] = \int_0^{\hbar \beta} d\tau \sum_i a_i^*(\tau) \left( \hbar \frac{\partial}{\partial \tau} - \mu \right) a_i(\tau)$$

$$+ \frac{U}{2} \int_0^{\hbar \beta} d\tau \sum_i a_i^*(\tau) a_i(\tau)$$

$$- \int_0^{\hbar \beta} d\tau \int_0^{\hbar \beta} d\tau' \sum_{i,j} a_i^*(\tau) G^{-1}_{i,j}(\tau - \tau') a_j(\tau'),$$

with

$$G^{-1}_{i,j}(\tau - \tau') = t_{i,j} \delta(\tau - \tau') - \hbar \Sigma_{i,j}(\tau - \tau'),$$

and

$$\hbar \Sigma_{i,j}(\tau - \tau') = \frac{1}{AV} \sum_{\mathbf{k}, \mathbf{k}', p_z} g_{\mathbf{k}, \mathbf{k}': i} G^e_{\mathbf{k}, \mathbf{k}'}(\tau - \tau') \times G_{\mathbf{k}}(\tau' - \tau, \mathbf{k}', p_z) G^*_{\mathbf{k}}(\tau - \tau', \mathbf{k}, p_z + \mathbf{k}_\gamma).$$

Here, the coupling constant $g_{\mathbf{k}, \mathbf{k}': i}$ is defined in Eq. (14) and $G_{\mathbf{k}}(\tau' - \tau, \mathbf{k}', p_z)$ denotes the Green’s function of the excited or ground-state molecules. From these expressions we obtain that the interaction with the molecules is an additional mechanism for the photons to hop between different lattice sites. Since $\hbar \Sigma_{i,j}(\tau - \tau') \neq 0$, the interaction with the molecules also contributes to the on-site Green’s function of the photons. To decouple the hopping term we perform a Hubbard-Stratonovich transformation to the action, and we write

$$S[a, a^*, \psi^*, \psi] = S[a^*, a] + \int_0^{\hbar \beta} d\tau \int_0^{\hbar \beta} d\tau'$$

$$\times \sum_{i,j} (a_i^*(\tau) - \psi_i^*(\tau)) G^{-1}_{i,j}(\tau - \tau') (a_j(\tau') - \psi_j(\tau')).$$

where $\psi_i(\tau)$ is the complex order-parameter field. Following the procedure described in Ref. [40], we calculate the action up to second order in $\psi$ and obtain

$$S^{(2)}[\psi^*, \psi] =$$

$$\int_0^{\hbar \beta} d\tau \int_0^{\hbar \beta} d\tau' \sum_{i,j} \psi_i^*(\tau) G^{-1}_{i,j}(\tau - \tau') \psi_j(\tau')$$

$$- \frac{1}{\hbar} \int_0^{\hbar \beta} d\tau \int_0^{\hbar \beta} d\tau' \int_0^{\hbar \beta} d\tau'' \int_0^{\hbar \beta} d\tau''' \sum_{i,j,k',j'} \psi_i^*(\tau)$$

$$\times G^{-1}_{i,j'}(\tau - \tau''')(a_{j'}(\tau''') a_{i'}^*(\tau'''))G^{-1}_{i',j}(\tau'' - \tau') \psi_j(\tau').$$

Here $\langle \cdots \rangle_0$ denotes the expectation value with respect to the action in Eq. (42) for $G^{-1}_{i,j}(\tau - \tau') = 0$. Now, we separately calculate the first and second part of this action. First, we define

$$\psi_i(\tau) = \frac{1}{\sqrt{\hbar \beta N_0}} \sum_{\mathbf{k}, \mathbf{n}} \psi_{\mathbf{k}, \mathbf{n}} e^{i(\mathbf{k} \cdot \mathbf{x}_i - \omega_n \tau)},$$

where $\mathbf{k}$ only runs over the first Brillouin zone. Now, we substitute the Fourier expansions of $\psi_i(\tau)$ and $\hbar \Sigma_{i,j}(\tau - \tau')$ and again we take $t_{i,j}$ equal to $t$ for nearest neighbours and zero otherwise. By performing the integrations over $\tau$ and $\tau'$, we obtain

$$\int_0^{\hbar \beta} d\tau \int_0^{\hbar \beta} d\tau' \sum_{i,j} \psi_i^*(\tau) G^{-1}_{i,j}(\tau - \tau') \psi_j(\tau')$$

$$= - \sum_{\mathbf{k}, \mathbf{n}} G^{-1}_{\mathbf{m}}(\mathbf{k}, i\omega_n) \psi_{\mathbf{k}, \mathbf{n}}^* \psi_{\mathbf{k}, \mathbf{n}},$$

where

$$G^{-1}_{\mathbf{m}}(\mathbf{k}, i\omega_n) = \epsilon_{\mathbf{k}} + \frac{16\pi \hbar}{m \lambda^2 \omega} \hbar \Sigma(\mathbf{k}, \mathbf{k}_\gamma, i\omega_n).$$

Here, we used that we are inside a Mott lobe where $\omega$ is sufficiently large and therefore we used the approximation that $|g_{\mathbf{k}, \mathbf{k}'}|^2 = |g_{\mathbf{m}}|^2$. Note that if we perform the Wick rotation to real frequencies in $\hbar \Sigma(\mathbf{k}, \mathbf{k}_\gamma, i\omega_n)$, we obtain the retarded self-energy as calculated in Ref. [38]. Furthermore, the lattice dispersion $\epsilon_{\mathbf{k}}$ is given by

$$\epsilon_{\mathbf{k}} = -2t \sum_{j=1}^{2} \cos(k_j \lambda/2).$$

Similar to the calculation in the previous section, the periodicity of the photons induces the introduction of reciprocal lattice vectors for the molecules. The incorporation of these vectors gives additional contributions that are off-diagonal in momentum space. However, especially inside the Mott lobes these contributions are small. Since in this section we only consider that part of the phase diagram, these contributions are neglected throughout the rest of this section.

The calculation of the second term of Eq. (43) is more involved. However, we only consider the zero-temperature case and therefore we can use some results from Ref. [40]. Similarly, we obtain

$$\langle a_{j'}(\tau) a_{i'}^*(\tau') \rangle_0 = \delta_{i', j'} \langle a_i(\tau) a_{i'}^*(\tau') \rangle_0,$$
with
\[ \langle a_i(\tau) a_i^*(\tau') \rangle_0 = \Theta(\tau - \tau')(g + 1) e^{(\mu-gU)(\tau-\tau')/\hbar} \]
(49) + \Theta(\tau' - \tau) e^{(\mu-g(1-U)(\tau-\tau')/\hbar}.

Again, by only taking into account nearest-neighbour hopping we can evaluate the second term of Eq. (43) explicitly. By using Eqs. (40), (41), (44) and (49), we can perform the integration over imaginary time and summations over lattice sites. Combining this result with Eq. (45), we find
\[ S^{(2)}[\psi^*, \psi] = -\hbar \sum_{k,n} \psi^*_{k,n} G^{-1}_{m}(k, i\omega_n) \psi_{k,n}, \]
(50)
where the inverse Green’s function obeys
\[ hG^{-1}(k, i\omega_n) = G_{m}^{-1}(k, i\omega_n) \left\{ 1 + G_{m}^{-1}(k, i\omega_n) \right\} \]
(51)
\[ \times \left\{ \frac{g + 1}{-i\hbar\omega_n - \mu + gU} + \frac{g}{i\hbar\omega_n + \mu - (g-1)U} \right\}. \]

As the quadratic coefficient \( a_2(g, \mu, U) \) of the Landau free energy coincides with \(-hG^{-1}(0, 0)/zt\), this expression allows us to compare this theory with the result from the previous section. By using the expression for the self-energy in Ref. 38, we obtain
\[ -hG^{-1}(0, 0)/zt = \]
(52)
\[ (1 + \gamma) \left\{ \frac{g}{U(g-1) - \mu} + \frac{g + 1}{\mu - U g} \right\}. \]

Since in this approach we do not take into account the non-zero expectation value of \( \langle b^*_{p,\downarrow}(\tau)b_{p,\uparrow}(\tau) \rangle \), we arrive at a slightly different coefficient \( a_2(g, \mu, U) \) as found in Eq. (50). Both mean-field theories are however qualitatively the same as they lead to shrinking Mott lobes for increasing values for \( \gamma \). Although the exact position of the phase boundary of the Mott lobes is slightly different, we expect that inside these loops both approaches are equivalent as in this region of the phase diagram the expectation value of the photon annihilation operator and therefore \( \langle b^*_{p,\downarrow}(\tau)b_{p,\uparrow}(\tau) \rangle \) is zero.

### A. Quasiparticle excitations

First, we use the theory that includes the Gaussian fluctuations to obtain \( \langle a_i(\tau) a_i^*(\tau') \rangle \), and thereby calculating the quasihole and quasiparticle excitations in the Mott lobes. To obtain a relation between this correlator of photon operators and the correlator of the Hubbard-Stratonovich fields \( \psi^*_i(\tau)\psi_j(\tau') \), we add sources \( J_i(\tau) \) and \( J^*_j(\tau') \) that couple to \( a_i(\tau) \) and \( a_i^*(\tau) \). Instead of the Hubbard-Stratonovich transformation used in Eq. (41), we now add
\[ \int_0^{\hbar\beta} d\tau \int_0^{\hbar\beta} d\tau' \sum_{i,j} \left\{ a^*_i(\tau) - \psi^*_i(\tau) + J_i(\tau) \psi_i(\tau) \right\} \]
(53)
\times G_{i,j}^{-1}(\tau - \tau') \left\{ a_j(\tau') - \psi_j(\tau') + [J \cdot G]_{i,j}(\tau') \right\},

to the action in Eq. (59). Here we introduced a shorthand notation for the convolution
\[ [J \cdot G]_{i,j}(\tau) = \sum_{\nu} \int d\tau'' hJ^*_i(\tau'')G_{\nu,i}(\tau'' - \tau). \]
(54)

By differentiation of the partition function with respect to the currents, we obtain
\[ \langle a_i^*(\tau)a_j(\tau') \rangle = \langle \psi_i^*(\tau)\psi_j(\tau') \rangle - hG_{i,j}(\tau - \tau'). \]
(55)

Denoting the Fourier transform of \( \langle a_i^*(\tau)a_j(\tau') \rangle \) by \( G_{ph}(k, i\omega_n) \), we therefore find that
\[ G_{ph}(k, i\omega_n) = \left\{ \frac{g + 1}{-i\hbar\omega_n - \mu + gU} \right\} \left\{ 1 + G_{m}^{-1}(k, i\omega_n) \right\} \]
(56)
\[ \times \left\{ \frac{g + 1}{-i\hbar\omega_n - \mu + gU} + \frac{g}{i\hbar\omega_n + \mu - (g-1)U} \right\}^{-1} \]
\[ \times \left\{ \frac{g + 1}{-i\hbar\omega_n - \mu + gU} + \frac{g}{i\hbar\omega_n + \mu - (g-1)U} \right\}^{-1}. \]

The excitations of the photons in the Mott lobes correspond to the zeros of this inverse Green’s function \( G_{ph}(k, \Omega) \), where we performed an analytic continuation \( i\omega_n \to \Omega \). First, note that for large interactions \( U \) the excitations are also at large frequencies. At these large frequencies the self-energy vanishes and we obtain the usual results. However, for intermediate \( U \) for which we
are inside a Mott lobe and the excitations are still at relatively small frequencies, the self-energy is important. In the following we ignore the real part of the self-energy, since this part in good approximation only results into a shift of dispersions.

By assuming that the excitation are at relatively small energies, we can approximate $\hbar \Sigma^+(k, \epsilon, \Omega) \simeq -i\alpha \hbar \Omega$. Here $\alpha$ is the small dimensionless damping parameter we calculated in previous work [38]. Up to linear order in $\alpha$, we obtain

$$\hbar \Omega^\pm_k = (1 - i\alpha_{\text{lat}})\hbar \omega^\pm_k - \frac{i}{2} \alpha_{\text{lat}} \left( U + \mu \right) - \frac{(2g^2 - 1)U^2 - U(\epsilon_k + \mu(1 + 2g) - \epsilon_k \mu)}{\hbar \omega^+_k - \hbar \omega^-_k},$$

where $\alpha_{\text{lat}} = 8\pi \hbar \alpha/m \omega^2$. Furthermore, $\hbar \omega^+_k$ and $\hbar \omega^-_k$ denote the quasiparticle and quasihole excitations as calculated in Ref. [40].

Moreover, we can also calculate the spectral function that is defined as

$$\rho_{\text{ph}}(k, \Omega) = -\frac{1}{\pi \hbar} \text{Im} \left[ G_{\text{ph}}(k, \Omega) \right].$$

In Fig. 4 we show a plot of the spectral function of the photons inside the $g = 1$ Mott lobe for $k = 0$. The spectral functions has two peaks, one around the quasiholes excitations and the other located at the quasiparticle dispersion. Due to the interaction of the photons with the molecules, the peaks are broadened. The width of the peaks is determined by the value of $\alpha_{\text{lat}}$, and the larger this parameter the broader the peaks become. Furthermore, due to the approximation of the self-energy the sum rule is modified and reads

$$\int d(\hbar \Omega) \rho_{\text{ph}}(k, \Omega) = \frac{1}{1 + \alpha_{\text{lat}}^2},$$

which is the same sum rule as already encountered in Ref. [38]. Thus for relatively small $\alpha_{\text{lat}}$ the sum rule is in very good approximation satisfied. Note that we can exactly satisfy the sum-rule, by taking the full energy dependence of the selfenergy into account and not using only its low-energy approximation.

### B. Number fluctuations

Apart from the excitations and the spectral function inside the Mott lobes, we can also use the presented theory to calculate the number fluctuations. For a Bose gas in an optical lattice that is described by the Bose-Hubbard model, the true Mott insulator state only exists at zero temperature as at this temperature the number fluctuations inside the Mott lobes vanish. However, for non-zero temperatures thermal fluctuations always induce number fluctuations, and strictly speaking there is no Mott insulator. As we show next, in this system of photons in a dye-filled microcavity even at zero temperature the number of photons in the Mott lobes fluctuates. Therefore, for the photons in the dye-filled optical microcavity the true Mott-insulating state does not exist due to the fluctuations induced by the absorption and emission of photons by the dye molecules.

To calculate the number of photons inside the Mott lobes, we first determine the thermodynamic potential. After the Hubbard-Stratonovich transformation that decouples the hopping term, the thermodynamic potential consist of two separate parts. The exactly solvable part is given by the eigenvalue of the Hamiltonian $\hat{H}_0$ in Eq. (27) with $\psi = 0$. The other part is described by Eq. (50) and the contribution to the thermodynamic potential can be calculated by integrating out $\psi$ in the Gaussian approx-
imtion. Hence,
\[ \Omega = N_s E_0 + \frac{1}{\beta} \text{Tr} \left[ \log \left( -\hbar \beta G^{-1} \right) \right], \quad (60) \]

where the inverse Green’s function \( G^{-1} \) is defined in Eq. (51), and \( E_0 \) is the energy of the Hamiltonian in the Mott lobe with \( g \) photons. Thus,
\[ E_0 = \frac{1}{2} U g (g - 1) - \mu g. \quad (61) \]

Note that the thermodynamic potential also has a contribution from the fact that we change the partition function if we simply add a complete square to the action. Namely, by performing the Hubbard-Stratonovich transformation we should multiply exactly with one and therefore the thermodynamic potential has an additional contribution that depends on the self-energy induced by the molecules and the hopping parameter. However, both do not have an explicit dependence on the chemical potential of the photons. Therefore, if we calculate densities by taking a partial derivative of the thermodynamic potential with respect to this chemical potential, this additional contribution has no effect.

Thus the number of photons per site in the Mott lobe is given by
\[ n = \frac{1}{N_s} \left( \frac{\partial \Omega}{\partial \mu} \right) \]
\[ = g - \frac{1}{\beta N_s} \sum_{k, n} G(k, i\omega_n) \frac{\partial G^{-1}(k, i\omega_n)}{\partial \mu}. \quad (62) \]

In this expression we cannot simply perform the sum over Matsubara frequencies analytically, since the self-energy has a non-trivial imaginary part. Therefore, we define
\[ \rho_{\text{ml}}(k, \Omega) = -\frac{1}{\pi} \text{Im} \left[ G(k, \Omega^+) \frac{\partial G^{-1}(k, \Omega^+)}{\partial \mu} \right], \quad (63) \]

where \( \Omega^+ = \Omega + i\epsilon \) with \( \epsilon > 0 \) infinitesimally small. In Fig. 6 we show a typical plot of this spectral function. This function contains four different contributions. There are two delta-peaks at \( \Omega = -\mu \) and \( \Omega = -\mu + gU \), and there are contributions at the quasiparticle and quasihole excitations that are broadened by the photon-molecule coupling.

By using the definition of \( \rho_{\text{ml}}(k, \Omega) \), we can rewrite
\[ n = g + \frac{1}{N_s} \sum_k \int_{-\infty}^{\infty} d(h\Omega) N_{\text{BE}}(h\Omega) \rho_{\text{ml}}(k, \Omega), \quad (64) \]

Here \( N_{\text{BE}}(h\Omega) \) denotes the Bose-Einstein distribution function. Here and in the following we consider the photon gas at zero temperature and only consider quantum fluctuations. This amounts to calculating
\[ n = g - \frac{\lambda^2}{4} \int_{BZ} \frac{dk}{(2\pi)^2} \int_{-\infty}^{0} d(h\Omega) \rho_{\text{ml}}(k, \Omega), \quad (65) \]

where we only integrate the momenta over the first Brillouin zone. Recall that we consider a square lattice with spacing \( \lambda/2 \) and therefore the momenta run from \(-2\pi/\lambda\) to \(2\pi/\lambda\). Since in the low-energy approximation of the self-energy we obtain ultra-violet divergences, we consider the full expression of the self-energy as obtained in Ref. 53 and numerically evaluate the integrals. However, in the following we still use the parameter \( \alpha_{\text{lat}} \) to compare between results for different values of the self-energy.

As an example, we now take \( \lambda/\Lambda_{\text{lat}} = 1 \) and \( V_0/k_B T = 30 \) such that \( \beta zt \approx 0.3 \). Furthermore, we calculate the number of photons for different values of the self-energy, which can be obtained by for example changing the density of molecules or changing the detuning. Moreover, these expressions are only valid in the Mott lobes and therefore the values of \( \tilde{\mu} \) are restricted. In agreement with this theory we use the phase boundaries as calculated by solving \( \hbar G^{-1}(0, 0)/zt = 0 \), where \( \hbar G^{-1}(0, 0)/zt \) is defined in Eq. (52).

In Fig. 5 we show the average number of photons in the \( g = 1 \) Mott lobe at zero temperature for several values of \( \alpha_{\text{lat}} \). We observe that inside the Mott lobe the average number of photons is not constant, and therefore the true Mott insulator never exists if the interactions with the dye molecules are included. Furthermore, for increasing values of \( \alpha_{\text{lat}} \) there are two effects. First, the range of \( \tilde{\mu} \) for which the photons are in the \( g = 1 \) Mott lobe decreases as larger values of \( \alpha_{\text{lat}} \) also correspond to larger values of \( \gamma \). Moreover, the differences between the number of photons for different values of \( \tilde{\mu} \) inside the plateau become larger, i.e., the slope of the plateau increases. This slope is related to the fluctuations in the
average number of photons, namely

$$\delta n := \sqrt{(\hat{n}^2) - \langle \hat{n} \rangle^2} = \sqrt{\frac{\partial n}{\partial (\beta \mu)}} = \sqrt{\frac{\kappa}{zt}},$$  \hspace{1cm} \text{(66)}$$

where we define $\kappa = \partial n / \partial (\beta \mu)$ as the compressibility.

To obtain the number fluctuations due to quantum fluctuations, we first consider the density as given by Eq. \((64)\) and we take the derivative with respect to $\beta \mu$. Then we only consider quantum fluctuations, by neglecting the Bose-Einstein distribution function of the photons and only integrating over negative frequencies. These number fluctuations are shown in the right figure of Fig. \(5\). We observe that for increasing values of $\alpha_{\text{lat}}$ the number fluctuations increase. Moreover, for a fixed value of $\alpha_{\text{lat}}$ we obtain that the number fluctuations increase, if we come closer to the phase boundary. Intuitively, this is because the deeper you are in the Mott lobe, on average the fluctuations in the number of photons decreases.

To obtain more information about how the value of $\alpha_{\text{lat}}$ affects the number fluctuations, we determine the minimal value of $\delta n$ for different values of $\alpha_{\text{lat}}$. The results of this numerical calculation are shown in Fig. \(7\). We observe that for small values of $\alpha_{\text{lat}}$ in very good approximation $\delta n \propto \sqrt{\alpha_{\text{lat}}}$. If $\alpha_{\text{lat}}$ is larger than roughly $10^{-2}$, this relation is no longer valid and the effect of $\alpha_{\text{lat}}$ on the number fluctuations are larger. We also performed the same calculation for $U/zt = 14$ and we obtained similar results for the scaling of $\delta n$.

Although the average number of photons inside a Mott lobe varies, the system is for all practical purposes still a Mott insulator if these number fluctuations are small. To distinguish this region from the regime where the fluctuations are large enough to destroy the Mott insulator, we use our definition of the compressibility. A true Mott insulator is incompressible and this corresponds to $\kappa = 0$ or $\delta n = 0$. However, we anticipate that for $\delta n < 1/2$ it is still possible to make a distinction between different Mott lobes, and therefore we consider this regime practically as the Mott insulator. As can be seen in Fig. \(5\), this condition is satisfied for relatively large $\alpha_{\text{lat}}$, even up to values of $10^{-1}$. Thus, in most cases the photons are in good approximation still in the Mott-insulating phase. Moreover, note that these number fluctuations at zero temperature imply that the transition from a superfluid to a Mott insulator is a crossover instead of a quantum phase transition as is the case for cold bosonic atoms in an optical lattice.

\section{Conclusion and Outlook}

In this paper we have investigated the effects of the dye molecules on the superfluid-Mott-insulator phase transition of photons in a dye-filled optical microcavity. First, we derived expressions for the relevant parameters of our theory in terms of the experimental quantities. Hereafter, we considered a simplified model that neglects the fixed longitudinal momentum of the photons and only takes into account absorption and emission of photons with zero momentum. We have shown that at the mean-field theory level the effect of the photon-molecule coupling can be captured in a single dimensionless parameter $\gamma$. By performing a self-consistent mean-field theory, we have found that a non-zero expectation value of the annihilation operator of the photons induces coherence between different internal molecular states. Subsequently, we have demonstrated that incorporation of $\gamma$ decreases the size of the Mott lobes. Hereafter, we considered the full model that includes the fixed longitudinal momentum and takes into account absorption and emission of photons with non-zero momentum, and we have found generally good agreement between the values of $\gamma$ for this full model and simplified model. However, for small lattice potential depths $V_0$ in the full model there is a larger range of lattice spacings where the value $\gamma$ is smaller.

Moreover, by first integrating out the molecules we calculated both the excitations and the number fluctuations inside the Mott lobes at zero temperature. We obtained that the quasiparticle and quasihole excitation in this system have a finite lifetime, which is visible in the finite width of both contributions in the spectral function. We have demonstrated that the coupling between the photons and dye molecules results into non-zero number fluctuations at zero temperature, and therefore, strictly speaking, the Mott insulator does not exist. However, we have shown that for the most relevant values of $\alpha_{\text{lat}}$, the compressibility is sufficiently small and the system is in good approximation still in the Mott-insulating state. Subsequently, we obtained that for a relatively small coupling the number fluctuations scale with the square root of the dimensionless damping parameter $\alpha_{\text{lat}}$. 
For future research it is interesting to investigate which regions are accessible in experiments. From Ref. [36], we know that for the lattice potential typical lattice spacings in the micron regime are expected. Since this is of the same order as discussed in this work, we expect that for sufficiently deep lattice potentials the coupling with the molecules is important and could prevent the system from being inside a Mott lobe. For example, it is interesting to compare the state of the photons for different molecular densities, detunings or other dye-specific properties. Furthermore, we have found that in the superfluid phase of the photons the molecules are in a superposition of different internal states. Although our calculation does not incorporate the full rovibrational structure of the molecules, we expect that this phenomenon is also present in the experiment. Therefore, it would be interesting to measure and investigate the behaviour of the molecules is important and could prevent the system from being inside a Mott lobe. For example, it is interesting to compare the state of the photons for different molecular densities, detunings or other dye-specific properties. Furthermore, we have found that in the superfluid phase of the photons the molecules are in a superposition of different internal states. Although our calculation does not incorporate the full rovibrational structure of the molecules, we expect that this phenomenon is also present in the experiment. Therefore, it would be interesting to measure and investigate the behaviour of the molecules if the photons are in the superfluid phase. Except for these experimental options, there are also some possibilities for future theoretical work. First of all, in the experimental system there is a harmonic trapping potential and for qualitative agreement this should be taken into account. In a first approximation this can be incorporated in the local-density approximation. Moreover, the presented theory beyond mean-field only takes into account the effect of Gaussian fluctuations at zero temperature. However, in the current experiment the photons are at room temperature. In analogy with the first-order correlation functions and phase fluctuations of a Bose-Einstein condensate of photons under similar conditions, we expect that the thermal fluctuations are also very important [42]. Finally, we note that the presented formalism is potentially also useful to describe the effects of relaxation on the superfluid to insulator transition in quantum magnets [43].
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