Superlinear Precision and Memory in Simple Population Codes
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The brain constructs population codes to represent stimuli through widely distributed patterns of activity across neurons. An important figure of merit of population codes is how much information about the original stimulus can be decoded from them. Fisher information is widely used to quantify coding precision and specify optimal codes, because of its relationship to mean squared error (MSE) under certain assumptions. When neural firing is sparse, however, optimizing Fisher information can result in codes that are highly sub-optimal in terms of MSE. We find that this discrepancy arises from the non-local component of error not accounted for by the Fisher information. Using this insight, we construct optimal population codes by directly minimizing the MSE. We study the scaling properties of MSE with coding parameters, focusing on the tuning curve width. We find that the optimal tuning curve width for coding no longer scales as the inverse population size, and the quadratic scaling of precision with system size predicted by Fisher information alone no longer holds. However, superlinearity is still preserved with only a logarithmic slowdown. We derive analogous results for networks storing the memory of a stimulus through continuous attractor dynamics, and show that similar scaling properties optimize memory and representation.

Information about sensory stimuli or motor variables is often encoded in the joint activity of large populations of neurons. In a classic form of such population coding, neurons fire selectively with a “bump” of elevated activity around a certain preferred value of the encoded variable. In a classic form of such population coding, neurons fire selectively with a “bump” of elevated activity around a certain preferred value of the encoded variable. Neurons tend to independently fire Poisson spikes at a rate \( \lambda \) parametrized by angle \( \phi \) of the encoded variable. Such bump codes, because of their ubiquity in the brain [1][6] and amenability to quantitative analysis, have been the subject of intense theoretical scrutiny [9][11].

Fig. 1 shows a schematic of a bump code, where a network of \( N \) neurons encodes a one-dimensional periodic stimulus parametrized by angle \( \phi \in [0, 2\pi] \). When the stimulus \( \phi \) is presented, each neuron \( i \) independently fires Poisson spikes at a rate \( \lambda_i \):

\[
\lambda_i = \lambda_{\text{max}} \left[ (1 - \epsilon) f_i(\sigma, |\phi - \phi_i|) + \epsilon \right]
\]

(1)

Here, \( \lambda_{\text{max}} \) is the peak firing rate and \( f_i(\sigma, x) \) is a unimodal function with width \( \sigma \) and the peak value of \( 1 \) at \( x = 0 \). We set the baseline firing rate \( \epsilon = 0 \), but later find that this assumption can be relaxed. The preferred angles \( \phi_i \)'s of the neurons are evenly distributed across the stimulus domain, such that \( \phi_i = 2\pi i / N \). Equation (1), which maps each stimulus value to the expected response of a neuron, is known as the neuronal tuning curve. Such unimodal tuning curves are widely observed in sensory and motor peripheries and even in cognitive areas [12][14]. If the spikes are collected for time \( T \) while the stimulus \( \phi \) remains present, the number of spikes fired by each neuron will be distributed as \( r_i \sim \text{Pois}(T\lambda_i) \). The population response \( \mathbf{r} = (r_1, \ldots, r_N) \) constitutes the neural encoding of stimulus \( \phi \).

A natural measure of encoding performance in a population code is the mean squared-error (MSE) in estimating the stimulus from the population response. In general, MSE is difficult to compute thus a common approach has been to instead compute the Fisher information (FI) [15][20]:

\[
J(\phi) = \left\langle \left( \frac{\partial}{\partial \phi} \log p(\mathbf{r} | \phi) \right)^2 \right\rangle_{p(\mathbf{r} | \phi)}
\]

(2)

For any unbiased estimator \( \hat{\phi} \), the MSE is bounded from below by the inverse of FI via the Cramér-Rao bound. [21][22]:

\[
\text{var}(\hat{\phi}) \geq 1/J(\phi)
\]

(3)

Averaging over all possible stimulus values, the quantity \( \langle 1/J(\phi) \rangle_{p(\phi)} \) is a lower bound on overall MSE.

In general, a bigger population will enable more accurate decoding. However, neurons are costly to maintain so the brain may optimize other coding parameters. A parameter of particular interest is the tuning curve width \( \sigma \). For bump codes representing a scalar variable, FI grows as \( N/\sigma \) [16][23][24]. Thus, if \( \sigma \) remained constant, FI would scale linearly with \( N \).

While it may appear that we can achieve infinite precision by sending \( \sigma \to 0 \), this is not the case because the relevant quantity, \( \langle 1/J(\phi) \rangle_{p(\phi)} \), diverges from \( 1/\langle J(\phi) \rangle_{p(\phi)} \) in the regime in which the tuning curves are too narrow to span the space between each neuron’s bump center (i.e., the support of the tuning curves does not cover the stimulus domain). The correct FI-optimal \( \sigma \) that minimizes the former actually scales as \( 1/N \) [25], and so the optimal FI scaling of precision is superlinear, scaling as \( N^2 \).

Unfortunately, the Cramér-Rao bound is guaranteed to be “tight” only when the number of samples collected for the estimate tends to infinity. When the number of spikes obtained from the population is small, the inverse FI can severely underestimate the true MSE, as demonstrated...
FIG. 1. (a) Schematic of a bump code. Ellipse represents a ring of neurons. Tuning curves of three adjacent neurons are shown, centered at preferred stimulus values $\phi_i$. $\Phi$ is the input stimulus value that causes the neurons to fire with firing rate given by the tuning curves (dots). $\sigma$ is the tuning curve width, common to all neurons. (b) Cartoon of an abstract coding space. The curve traces out the deterministic coding line within the activity state space $\vec{r}$. A particular stimulus value corresponds to a particular point on the coding line (black dot). Due to noisy neural responses, the actual response may occur anywhere in the noise ball (gray). Ideally, a response will get mapped to a nearby point on the coding line (lower arrow). Beyond a certain threshold (dashed line; $d/2$ away from the black dot) however, the response will get mapped to a far-away point (upper arrow), causing a large threshold error. (c) Coding lines embedded in 3-dimensional activity space for $\sigma = 1.0$ (solid), 0.66 (dashed), and 0.1 (dotted). As the tuning width decreases, the length of the coding line increases. However, the coding line also approaches the origin (dot), where no neurons respond, resulting in a threshold error. The dots correspond to uniformly distributed angles.

This finding calls into question whether any superlinear scaling of MSE is actually achievable in bump codes. Thus, we are left with two open questions which we answer in this Letter: What is the MSE-optimal scaling of tuning width in classical bump codes? And, is superlinear coding possible?

A natural way to start is to ask when the inverse FI and MSE become decoupled. For this, we adopt a geometric view of coding. A redundant code of an analog variable may be viewed as an embedding of a lower-dimensional manifold (encoded variable) into a higher-dimensional space (coding variables, i.e. neural response). Thus, our bump population code for a scalar variable is an embedding of a line into the $N$-dimensional activity state space $\vec{r}$. In Fig. 1b, the solid black coding line corresponds to the noiseless neural responses $T\vec{X}$ as a parametric function of the encoded variable $\phi$. Noise in the neural responses perturbs the network state away from the coding line, and a decoder must map the perturbed state back onto it. When the noise is small, a good decoder can map the state back to the vicinity of the original point on the coding line; the small remaining errors are local. When the noise magnitude exceeds a threshold value, the perturbed state, and thus its reconstructed estimate, is closer to a distant point on the coding line. Such errors are called threshold errors [28]. Both types of error contribute to the MSE, but FI only takes into account of local errors. Thus, when the threshold errors proliferate, the MSE grows and parts ways from the inverse FI.

The tuning curve width affects the layout, length, and spacing of the coding line, and through them the probability of threshold errors. If the total volume of state space is held fixed (equivalent to fixing the minimum and maximum firing rate of neurons and the number of neurons) as the tuning curve is narrowed, the coding line increases in length, resulting in a smaller local error as a fraction of the range of the variable. However, the longer coding line is packed more closely near the axes of the space and near the origin (Fig. 1c). As we see below, this increases threshold error probability.

We now use the above insight to heuristically derive a simple analytic expression for how MSE scales with network size in bump population codes. The total MSE can be written as a sum of two terms, arising from local and threshold errors:

$$MSE \approx E_{local} (1 - p_{th}) + E_{th} p_{th}$$

where $E_{local}$ ($E_{th}$) corresponds to the expected value of local (threshold) squared errors and $p_{th}$ is the probability of threshold errors.

As noted above, for unimodal tuning curves, the FI for a one-dimensional stimulus has the following scaling:

$$J \approx \alpha N / \sigma$$

where $\alpha \equiv \alpha(T, \lambda_{max})$ is a prefactor dependent on $T$ and $\lambda_{max}$, which is fixed. We assume that $E_{local}$ is accurately described by the Cramér-Rao bound and that the regime of interest satisfies $\sigma > 1/N$. We will subsequently verify the consistency of this assumption.

We next consider the threshold error term. If at any stimulus value few neurons respond and do so with small rates, there is a finite probability that no spikes will be fired. In such a trial, the decoder must guess an angle from no data, resulting in a large error of $O(1)$. This is the manifestation of threshold error in our system, and corresponds to the intersection of a noise ball with the
origin in the geometric view of Fig. 1c. To reduce such error, the neurons must code redundantly in the sense of multiple neurons covering the same angular space to ensure that at least some will respond for any stimulus. It is thus expected that the optimal width will decrease more slowly than ~1/N to ensure that the threshold errors remain comparable to the inevitable local errors.

The equation for the MSE now becomes:

$$MSE \approx \frac{\sigma}{\alpha N} (1 - p_0) + \beta p_0$$

where $p_0$ is the probability that no spikes are fired by any neurons during the observation time $T$ and $\beta = \pi^2/3$ is the mean-squared error in the case of random guessing over the circle. For broad enough tuning curves, the total firing rate in the population is nearly independent of stimulus value and is given by $\lambda_{pop} \approx \gamma \lambda_{max} N \sigma$, where $\gamma$ is a constant determined by the tuning curve shape, e.g. $1/\sqrt{2\pi}$ for Gaussian. Thus, we have $p_0 \approx e^{-T \lambda_{pop}} = e^{-\gamma T \lambda_{max} N \sigma}$. Above, we made the assumption that $\sigma$ decreases more slowly than 1/N. This implies both that fluctuations in $\lambda_{pop}$ is negligible and $p_0 \ll 1$. The scaling of optimal width $\sigma^*$ that we presently derive is consistent with this assumption.

From Equation (7), the value of $\sigma$ that minimizes MSE is readily computed to be

$$\sigma^*(N) \approx \frac{\ln(\alpha \beta \gamma T \lambda_{max} N^2)}{\gamma T \lambda_{max} N^2} \ln N \sim \frac{2}{\gamma T \lambda_{max} N}, \text{ as } N \to \infty$$

With this form for $\sigma$, the optimal MSE then scales as

$$MSE^* \approx \frac{\ln(\alpha \beta \gamma T \lambda_{max} N^2)}{\alpha \gamma T \lambda_{max} N^2} + \frac{1}{\alpha \gamma T \lambda_{max} N^2}$$

Due to $\ln N$ in the numerator, the first term is dominant for large $N$ and scales as $\ln N/N^2$. This provides the optimal scaling of MSE for neurons with unimodal tuning curves encoding a one-dimensional stimulus. An important note is that since the first term corresponds to the local error, the Cramér-Rao bound is in fact asymptotically tight with the optimal scaling in Equation (8). This furthermore implies that the extra error, i.e. the absolute difference between $MSE(\sigma^*)$ and $1/J(\sigma^*)$, the inverse FI at the optimal tuning width, should scale as $1/N^2$.

To test these predictions, we performed simulations of the encoding/decoding process that employed maximum likelihood decoding of neurons with Gaussian tuning curves. We chose various system sizes and measured MSE as a function of tuning curve width for each value of $N$ (Fig. 2a). To check the consistency with our predictions, we rescaled the minimal MSE for each $N$ and plotted $N^2 MSE^*$ versus log $N$ (Fig. 2b), which should be linear if the predicted scaling is correct. We similarly rescaled the optimal tuning curve width and plotted $N \sigma^*$ versus log $N$ (Fig. 2c), which should also be linear. We finally plotted the extra threshold error beyond the local error (Fig. 2d). In all cases, the predicted scaling was observed. These numerical results together provide strong evidence that our simple estimate captures the correct asymptotic behavior and that indeed $1/MSE$ can scale nearly as $N^2$, with only a logarithmic slowdown. Moreover, the optimal tuning curve width scales as $\log(N)/N$, an adjustment from the Fisher information-derived $1/N$ scaling. We emphasize that this is a general result for any unimodal symmetric tuning curves as long as neurons are homogeneous, densely distributed, and fire independent Poisson spikes with zero baseline.

We decided to test whether the result still holds if the neurons are assumed to have a small (compared to the maximum) nonzero baseline firing rate. The above derivation cannot be reused because the main cause of threshold errors is now no longer non-response of the stimulus-driven neurons but higher responses by neurons far from the stimulus. Nevertheless, a heuristic derivation suggests that the basic scaling relations still remain the same, and numerical results also corroborate this. Details can be found in the Supplemental Material.

The brain also uses population representations to store short-term memory of continuous variables, which can be maintained as the dynamical attractor states of a continuous attractor network [29–31]. The performance of such memory networks is also known to be bounded by FI [32]. This motivated us to ask whether the considerations discussed above may also apply in a memory setting. For direct comparison, we consider neurons storing a periodic one-dimensional variable, through bump-like activ-
FIG. 3. (a) Interaction matrix between neurons as a function of preferred angle difference. The dashed line distinguishes excitatory interaction weights above and inhibitory interaction weights below. $\sigma_{int}$ determines the range of excitatory interaction and is linearly related to the bump width, which is analogous to the tuning curve width of the sensory network. (b) Schematic of the memory network. Ellipse represents a ring of neurons. The bump of local activity (bars) was originally initialized at $\theta(0) = \Theta$ by an external input but subsequently diffused to $\theta(t)$.

(\textbf{a}) Interaction matrix between neurons as a function of preferred angle difference. The dashed line distinguishes excitatory interaction weights above and inhibitory interaction weights below. $\sigma_{int}$ determines the range of excitatory interaction and is linearly related to the bump width, which is analogous to the tuning curve width of the sensory network. (\textbf{b}) Schematic of the memory network. Ellipse represents a ring of neurons. The bump of local activity (bars) was originally initialized at $\theta(0) = \Theta$ by an external input but subsequently diffused to $\theta(t)$.

FIG. 4. (a) Example traces of bump dynamics for broad to narrow (top to bottom) interaction widths. We tracked and plotted the location of the bump peak. For broad interactions, bump motion is diffusive. For narrower widths, bump motion exhibits epochs of diffusive dynamics interrupted by large jumps (one indicated by an ellipse). It can be inferred that finding optimal performance depends on balancing diffusive dynamics with jump probability. (b) Effective diffusion constant, measured by computing the slope of the mean squared displacement of bump location over short time intervals, as a function of interaction width, $\sigma_{int}$, for system sizes $N = 128, 256, 512, 1024, 2048$ (top to bottom). Dots indicate the minima. (c) Plot of $N^2D^*$ versus $\log N$. The straight line is consistent with the scaling of minimal mean-squared error found for the sensory system. (d) Plot of $N\sigma_{int}^*$ versus $\log N$, where $\sigma_{int}^*$ is the interaction width that minimizes bump diffusivity.

From the results (Fig. 4b), we found the minimum diffusivity and the corresponding optimal interaction width and plotted $N\sigma_{int}^*$ and $N^2D^*$ versus $\log N$ (Fig. 4c-d). In both cases the scaling is linear, indicating that the optimal memory network exhibits the same $N^2$ scaling as we found for the sensory system.

Thus, it is found that the decomposition of error into local and non-local terms is a phenomenon common to both population coding and short-term memory. Fisher information, being a partial derivative, is fundamentally a local quantity and can only take into account of the first term. Neglecting the existence of the non-local source of error inevitably leads to failure of any FI-based approach to characterizing and optimizing model performance. Conversely, we hope to have demonstrated that FI can still be used fruitfully if it is complemented with an appropriate characterization of the remaining error.
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