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Phosphorene is a bidimensional material that has properties useful for semiconductor devices. In this work we studied the electronic and optical properties of this material using the GW approximation and the Bethe-Salpeter equation (BSE) methods. We stress the importance of a careful convergence study of the most relevant parameters, and we show how they affect the result of the calculations. A comparison with previous results is given. The QP band gap obtained was 2.06 eV and it is in good agreement with experimental results. BSE calculations were performed on top of $G_0W_0$ in order to include excitonic effects. The absorption spectrum was analyzed and an optical gap of 1.22 eV was obtained. The calculated excitonic binding energy is 0.84 eV, also in good agreement with experimental results.

I. INTRODUCTION

Since its recent synthesis, phosphorene has been attracting interest due to its peculiar and distinct properties. Unlike graphene, this material is a semiconductor with a band gap of approximately 2.0 eV, which is much higher than the bulk band gap of 0.3 eV. A wide band gap makes it very useful for semiconductor applications. Studies have reported high mobility and high current on-off ratio for field effect transistors. Phosphorene can be stacked in two or more layers due to the weak Van der Walls interlayer interactions. It was shown that the band gap value can be tuned by the number of stacked layers. This stacking can be used to control the electronic and optical properties by changing the number of the stacked layers. The infrared properties of Phosphorene have been recently measured and found to depend on uniaxial strain and useful for infrared photonics. Band alignment on heterostructures involving phosphorene has been theoretically studied and a high power conversion efficiency for solar cells was found. Another interesting property is the strong in-plane anisotropy of transport and optical properties. This is due to its anisotropic crystal structure, shown in Figure 1. Phosphorene has a puckered lattice due to $sp^3$ hybridization, which also allows band gap engineering by applying strain in-plane or out-plane. It was also shown that the deformation of phosphorene in a specific direction can be used to induce a semiconductor-metal transition. Phosphorene was shown to have negative Poisson’s ratio and mechanical flexibility that allows its use under extreme mechanical conditions. Also it can be used for gas sensors and solar cell applications.

Density Functional Theory (DFT) has been extensively used to calculate electronic and optical properties. Yet, it is well known that DFT, in the most common exchange-correlation approximations used, does not provide a good description of the electronic band structures, namely the band gap is underestimated. Also, because phosphorene has low dimensionality, the excitonic effects cannot not be neglected and must be taken into account if we want to study its optical properties. DFT does not include excitonic effects.

In this paper we study the electronic properties of phosphorene using the GW quasiparticle (QP) approximation. To calculate the GW spectrum we have to determine the electron self-energy operator $\Sigma$, which is equivalent to solve a many-body problem. The self-energy operator is approximated and expressed in terms of the screened Coulomb potential $W$ as $\Sigma \approx iGW$, with $G$ being the single-particle Green’s function. To include the excitonic effects and obtain the optical properties we use a two-particle Green’s function formalism, through the Bethe-Salpeter equation (BSE) on top of the GW approximation.

Phosphorene has been studied before using the GW approximation, but also the GW+BSE method, but the results of these works do not agree (see tables I and II). One possible reason may be different criteria for convergence. Ref. 10 calculates $G_0W_0$ with 112 and 326 empty bands and a vacuum size of 28.34 bohr, while Ref. 20 and 21 used 360 bands (90 bands per
where we compute the $G_0W_0$ calculation in which only $G$ is updated by converging the QP energies. Below), a value larger than some of the works published.\textsuperscript{6,10,22}

Concerning the BSE results, we found that we have to use a grid of 90 $\times$ 90 $\times$ 1 $k$-points in order to achieve convergence (see subsection III.C below), a value larger than some of the works published.\textsuperscript{6,10,22}

In this work we study phosphorene properties with GW+BSE, since to our knowledge very few works have been done. We also expect to contribute to clarify the convergence studies. The GW+BSE approach is much more computationally expensive than DFT, because of the interdependence of the convergence parameters and higher sensitivity to the number of $k$-points and number of bands, as will be explained in Sec. II. A common error may be to not consider that convergence parameters are interdependent and so can result in a false convergence behavior. For instance, Ref. 24, shows that one of the causes of underestimation of the QP band gap of ZnO was the result of an inadequate treatment of the convergence parameters. The demanding resources that are needed to obtain rigorous results in GW+BSE calculations may enhance this problem.

This paper is organized as follows. In Sec. II, the computational details are described, with an emphasis on the parameters that may affect convergence. Section III includes the results of the calculations done with the GW approximation and the BSE and the discussion. The conclusions are given in Sec. IV.

## II. METHOD

This work was done in three steps. In the first step, DFT calculations were performed using the open source software package QUANTUM ESPRESSO.\textsuperscript{25} In the second step, single-shot $GW$ ($G_0W_0$) calculations were done using the DFT results. Lastly, BSE was applied on $G_0W_0$ calculations. Both the $G_0W_0$ and BSE calculations were performed with the software package BERKELEYGW.\textsuperscript{26}

### A. DFT calculations

DFT calculations were done using a scalar-relativistic norm-conserving pseudopotential. The exchange-correlation functional used was the generalized gradient approximation of Perdew-Burke-Ernzerhof (GGA-PBE).\textsuperscript{27} The plane-wave cut-off used was 70 Ry and the integration over the Brillouin-zone was performed using the scheme proposed by Monkhorst-Pack\textsuperscript{28} with a grid of $9 \times 9 \times 1$ $k$-points. Both the plane-wave cut-off and the $k$-points grid were chosen after a convergence analysis. A vacuum size ($L$) between the layer images equal or greater than 20 bohr was enough to avoid interactions between the periodic images.

### B. $G_0W_0$ calculations

$G_0W_0$ calculations were performed on top of DFT. We used the Generalized-Plasmon-Pole (GPP) model proposed by Hybertson and Louie,\textsuperscript{29} where we compute the static dielectric matrix and then extend it to finite frequencies. This is done by considering the static polarizability matrix

$$
\chi_{GG'}(q, 0) = \sum_k \sum_n \sum_{n'} M_{n'n}^*(k, q, G) M_{nn'}(k, q, G') \times \frac{1}{E_{nk+q} - E_{n'k}},
$$

where

$$
M_{n'n}(k, q, G) = \langle n'k | e^{i(q+G)\cdot r} | nk \rangle
$$

are the plane-wave matrix elements, $q = k - k'$ is the momentum transfer, $G$ is the reciprocal lattice vector, $n$ and $n'$ are the band numbers of occupied (occ) and empty (emp) bands respectively, $|nk\rangle$ and $E_{nk}$ are the DFT eigenvectors and eigenvalues respectively. The

| Reference | Type of calculation | Optical gap [eV] | EBE [eV] |
|-----------|--------------------|----------------|---------|
| This Work | $G_0W_0$ + BSE     | 1.22           | 0.84    |
| Ref. 6    | $G_0W_0$ + BSE     | 1.20           | 0.80    |
| Ref. 10   | $G_0W_0$ + BSE     | 1.61           | 0.70    |
| Ref. 22   | $G_0W_0$ + BSE     | 1.24           | 0.78    |
| Ref. 23   | Experimental       | 1.3 ± 0.02     | 0.9 ± 0.12 |
plane-wave matrix elements are evaluated up to \(|q + G|^2\), where \(|q + G|^2 < E_{\text{cut}}\) defines the dielectric matrix cut-off \(E_{\text{cut}}\). The dielectric matrix is given by

\[
\epsilon_{GG'}(q, 0) = \delta_{GG'} - v(q + G)\chi_{GG'}(q, 0),
\]

where \(v(q + G) = \frac{4\pi}{|q + G|^2}\) is the bare Coulomb potential. To construct \(\epsilon_{GG'}\), we have to do a summation on the empty bands and on the \(G\) vectors which are given by the \(E_{\text{cut}}\). These parameters have to be consistent with each other: if we choose for instance 100 empty bands for the summation, then the energy of the 100th empty band is the \(E_{\text{cut}}\) energy. So we have just one convergence parameter for the construction of the \(\epsilon_{GG'}\): either \(E_{\text{cut}}\) or the number of empty bands used. Here we will usually use the number of empty bands for this convergence criterion. The GPP model allows us to extend the static dielectric matrix to a finite frequency dependent matrix and then calculate \(\Sigma\). It is divided in two terms \(\Sigma = \Sigma_{SX} + \Sigma_{CH}\), where \(\Sigma_{SX}\) is the screened-exchange term and the \(\Sigma_{CH}\) is the Coulomb-hole term and they have the following expression

\[
\langle nk|\Sigma_{XX}(\omega)|n'k\rangle = -\sum_{n''qGG'} M_{n''n}(k, -q, -G)M_{n'n'}(k, -q, -G')
\]

\[
\times \delta_{GG'} + \frac{\Omega_{GG'}^2(q)(1 - i \tan \phi_{GG'}(q))}{(\omega - E_{n'n'-q} - \omega_{GG'}^2)} v(q + G'),
\]

(4)

\[
\langle nk|\Sigma_{CH}(\omega)|n'k\rangle = \frac{1}{2} \sum_{n''qGG'} M_{n''n}(k, -q, -G)M_{n'n'}(k, -q, -G')
\]

\[
\times \frac{\Omega_{GG'}^2(q)(1 - i \tan \phi_{GG'}(q))}{\omega_{GG'}^2(q)(\omega - E_{n'n'-q} - \omega_{GG'}^2)} v(q + G').
\]

(5)

The \(\Omega_{GG'}^2\) is the effective bare plasma frequency and it is given by

\[
\Omega_{GG'}^2(q) = \omega_p^2\frac{(q + G) \cdot (q + G') \rho(G - G')}{\rho(0)}.
\]

(6)

where \(\rho\) is the electron charge density in reciprocal space and \(\omega_p^2\) is the classical plasma frequency defined by \(\omega_p^2 = 4\pi\rho(0)e^2/m\). The \(\omega_{GG'}^2\) is the GPP mode frequency and is related to \(\Omega_{GG'}^2\) by the following equations

\[
\omega_{GG'}^2(q) = \frac{\lambda_{GG'}(q)}{\cos \phi_{GG'}(q)},
\]

(7)

\[
|\lambda_{GG'}(q)| = \frac{\Omega_{GG'}^2(q)}{\delta_{GG'} - \epsilon_{GG'}(q, 0)}.
\]

(8)

where \(\lambda_{GG'}(q)\) and \(\phi_{GG'}(q)\) are the amplitude and phase of the renormalized \(\Omega_{GG'}^2(q)\) respectively. For computing the self-energy operator matrices it is necessary to construct the plane-wave matrix \(M\) just like in the case of the dielectric matrix. For the terms \(\Sigma_{SX}\) and \(\Sigma_{CH}\) we have to choose the screened-Coulomb cut-off. This cut-off has the same role of the dielectric cut-off, which is to define an energy truncation for the evaluation of the elements of \(M\). This energy has to be less or equal to \(E_{\text{cut}}\). We chose it to be equal to \(E_{\text{cut}}\) in all calculations. The convergence of the number of bands included in the summation of eq. 5 has to be studied.

So we have to consider two convergence parameters: \(E_{\text{cut}}\) (or number of bands \(N_e\)) of \(\epsilon_{GG'}\) and the number of bands \(N_S\) included in \(\Sigma_{CH}\).

C. BSE calculations

A detailed explanation of the BSE theory can be found in Ref. 30. For each excitonic state \(S\), BSE can be written

\[
\left(E_{ck}^{QP} - E_{ck}^{QP}\right) A_{vck}^{S} + \sum_{v'c'k'} \frac{\langle vck| K_{eh} |v'c'k'\rangle}{\epsilon_{GG'}(q, 0) v(q + G')} = \Omega_{S}^{S} A_{vck}^{S},
\]

(9)

where \(E_{ck}^{QP}\) and \(E_{ck}^{vck}\) are the \(G_0W_0\) energies for the conduction (\(c\)) and valence bands (\(v\)) respectively, \(K_{eh}\) is the electron-hole kernel, \(A_{vck}^{S}\) and \(\Omega_{S}^{S}\) the excitonic wavefunction and energy respectively for an excitonic state \(S\). Tamm-Dancoff approximation\(^{31}\) is considered, where only valence to conduction band transitions are included. The first step to solve the BSE is to compute the electron-hole kernel. It can be separated in two terms \(K_{eh} = K_d + K_x\), where \(K_d\) is the screened direct interaction term and \(K_x\) is the bare exchange interaction term. They are defined in the following way

\[
\langle vck| K_{eh} |v'c'k'\rangle = \sum_{GG'} M_{v'c'}^{*}(k, q, G) W_{GG'}(q, 0) M_{v'v}(k, q, G'),
\]

(10)

\[
\langle vck| K_{eh} |v'c'k'\rangle = \sum_{G \neq 0} M_{v'c'}^{*}(k, q, G) v(q, 0) M_{v'v}(k, q, G).
\]

(11)

where the static screened Coulomb potential has the following expression

\[
W_{GG'}(q, 0) = \epsilon_{GG'}^{-1}(q, 0) v(q + G').
\]

(12)

We also have to choose a cut-off for the kernel matrix construction because of matrices \(M\). The excitonic properties are very sensitive to the grid of \(k\)-points that is used because the contributions of \(q \to 0\) are very important. We then have to compute the kernel in very fine grids, which is computationally prohibitively expensive. The BerkeleyGW package computes the kernel with a coarse grid of \(k\)-points and then interpolate it in a very fine grid of \(k\)-points. To perform this interpolation
we have to choose a grid finer than the coarse grid and include a number of valence and conduction bands. After solving the BSE, the imaginary part of the dielectric function, which is proportional to absorption spectrum, can be calculated by using the expression

$$\epsilon_2^{BSE}(\omega) = \frac{16\pi^2e^2}{\omega^2} \sum_S |\epsilon \cdot (0) v |S|^2 \delta(\omega - \Omega^S). \quad (13)$$

The term $\epsilon \cdot (0) v |S|$ is called the velocity matrix element in the direction of the polarization of the light $\epsilon$. We can also calculate the absorption spectrum without excitonic interactions with the expression

$$\epsilon_2^{RPA}(\omega) = \frac{16\pi^2e^2}{\omega^2} \sum_{v} |\epsilon \cdot (v k) v |(\epsilon k)|^2 \delta(\omega - \epsilon^{QP}_{\epsilon k} + \epsilon^{QP}_{\epsilon k}), \quad (14)$$

which is a random phase approximation (RPA) calculation on top of the $G_0W_0$ results.

**D. Coulomb truncation**

To eliminate the artificial interactions between periodic images we can use the Coulomb truncation technique. The Wigner-Seitz slab truncation implemented in BERKELEYGW is used. The Coulomb interaction is truncated at the edges of the unit cell in the direction perpendicular to the slab plane. The bare Coulomb potential is then corrected to

$$v(q) = \frac{4\pi}{q^2} (1 - e^{-q_{xy}z_c} \cos(q_zz_c)), \quad (15)$$

where $z_c$ is the truncation distance in the direction perpendicular to the phosphorene plane and $q_{xy}$ and $q_z$ are the parallel and perpendicular components of the vector $q$ respectively.

### III. RESULTS AND DISCUSSION

**A. DFT results**

The DFT optimized lattice parameters for the phosphorene structure are $a = 6.24$ bohr and $b = 8.67$ bohr (see Fig. 1). The electronic band structure is shown in Fig. 2, and the band gap is direct at the $\Gamma$ point with an energy of 0.87 eV. This value is in good agreement with several works that use the GGA as the exchange-correlation functional.\(^6\)\(^,\)\(^3\)\(^,\)\(^32\) When HSE\(^{35}\) functionals are used, the band gap increases to about 1.5 eV.\(^3\)\(^,\)\(^32\) To our knowledge there are two experimental works where the band gap of phosphorene was measured, with values of 2.05 eV (Ref. 1) and 2.2 $\pm$ 0.1 eV (Ref. 23). As expected, these values are much larger than the DFT results, and confirm the need of using a QP theory to have better prediction of the electronic properties of phosphorene.

**B. $G_0W_0$ results**

We calculated the QP band structure of phosphorene using the $G_0W_0$ approach. Fig. 2 shows the band structure of phosphorene with and without the QP corrections. The QP band structure is essentially a shift of the DFT conduction bands and the shape of the band structure changes little with the QP corrections.

First we studied the convergence of the QP band gap with the number of bands $N_\Sigma$ and $N_\epsilon$, using a $9 \times 9 \times 1$ grid of $k$-points and a vacuum size of 40 bohr. Convergence was achieved for $N_\epsilon = 1100$ bands for $\epsilon_{GG'}$ (which corresponds to an $E_{cut}$ of 9.73 Ry) and $N_\Sigma = 1000$ bands for $\Sigma_{CH}$. The band gap calculated is 2.18 eV, much larger than the DFT values and closer to the experimental.

Figure 3 shows that the two convergence parameters are mutually dependent. If we choose to construct $\epsilon_{GG'}$ with 300 bands, a convergence of 0.01 eV is achieved by...
In order to cap-a comparison between the BSE and the RPA we summarize the results from other works.

III A shows the convergence alongside with results for different vacuum. Table ǫ

| Vacuum size | 20 | 30 | 40 | 50 |
|-------------|----|----|----|----|
| 9 × 9 × 1   | 2.10 | 2.12 | 2.18 | 2.23 |
| 11 × 11 × 1 | 2.08 | 2.08 | 2.11 | 2.14 |
| 13 × 13 × 1 | 2.07 | 2.06 | 2.07 | 2.10 |
| 15 × 15 × 1 | 2.08 | 2.07 | 2.07 | 2.07 |
| 17 × 17 × 1 | 2.08 | 2.07 | 2.06 | 2.06 |

We repeated the previous calculations with a denser grid of k

calculation means including few G vectors, and so we are preventing the contribution from high energy empty bands to the calculation of ǫ_{G,G}'.

Table I we summarize the results from other works. The G_0W_0 QP band gap we obtained is in excellent agreement with the experimental ones.

Figure 4. (Color online) QP band gap vs number of bands included in Σ_{CH} summation for a G_0W_0 calculation that used a grid of 11 × 11 × 1 k-points. Different colors indicate the number of bands used to construct ǫ_{G,G}'.

including only about 400 bands in the Σ_{CH} summation, and we would have a 1.95 eV band gap. But if we choose N_1 = 1100 bands to construct the ǫ_{G,G}', we will need N_2 = 1000 bands to achieve the same convergence criterion, and would have a band gap of 2.18 eV. These convergence parameters are interdependent because few bands in the ǫ_{G,G}' calculation means including few G vectors, and so we are preventing the contribution from high energy empty bands to the calculation of ǫ_{G,G}'.

G_0W_0 calculations also depend on the number of k or q-points. Despite convergence at DFT level being achieved for a small k-points sampling, for G_0W_0 it usually can only be achieved for a much denser grid. This is due to the large variation of the dielectric function near the Γ point for bidimensional materials. In order to capture this variation, a denser grid of k-points is needed. We repeated the previous calculations with a denser grid of 11 × 11 × 1 k-points. Figure 4 shows the convergence of the QP band gap with that grid. Convergence was achieved for a QP band gap of 2.11 eV, which is only 0.07 eV different from the calculations with the smaller grid of 9 × 9 × 1 k-points. This shows that for phosphorene G_0W_0 calculations are not so dependent on the density of k-points. To achieve a convergence of 0.01 eV we used even denser k-point grids. The results are shown in Table III alongside with results for different vacuum sizes.

It is well known that the QP band gap has a strong dependence on the vacuum size L at the G_0W_0 level because of the non-local screening effects of the GW approximation which makes the gap converge as 1/L. A possible explanation for the increase of band gap with L is that the screening becomes weaker due to the electron-electron correlation being stronger. The weaker the screening the larger the band gap. In order to reduce this dependence, we use the truncation method mentioned in Subsection IID.

C. BSE results

The kernel matrix of the BSE calculations used a coarse grid of 13 × 13 × 1 k-points. The starting point for our BSE calculations was chosen to be the G_0W_0 results with a vacuum size of 40 bohr. For this calculation, we verified the convergence of the bands above and below the band gap, for the bands that were used for the absorption spectrum calculation. We found that most of the energies were converged to better than 0.01 eV, with some cases with higher values, up to 0.014 eV, for the bands farther away from the gap. We deemed this good enough, specially since the most relevant bands were well converged. The first calculation was done with a fine grid for interpolation of 24 × 24 × 1 k-points. We tested for 4 and 5 valence and conduction bands in the kernel matrix and for interpolation, and we found no difference for energies below 4 eV, as can be seen in Fig. 5. So we only included 4 valence bands and 4 conduction bands for the construction of the kernel matrix and for interpolation.

We also tested the convergence with respect to the number of k-points used for the interpolation. Fig. 6 shows that both the BSE and the RPA absorption spectrum are converged for a grid of 90 × 90 × 1 (8100) k-points.

In Fig. 7 a comparison between the BSE and the RPA spectra is shown. When excitonic effects are included, the spectrum red-shifts and discrete peaks of the excitonic states appear, as expected. The first excitonic peak is at an energy of 1.22 eV. This is the optical gap of phosphorene. Knowing that the optical gap is 1.22 eV and the
Figure 5. (Color online) Absorption spectrum of phosphorene with a fine grid of $24 \times 24 \times 1$ k-points. Red curves: 4 valence bands and 4 conduction bands are included to construct the kernel matrix and for interpolation. Blue curves: 5 valence bands and 5 conduction bands are included to construct the kernel matrix and for interpolation. A gaussian broadening of 0.1 eV is used.

Figure 6. (Color online) Absorption spectra of phosphorene for different fine grids used on the interpolation. Red curves: fine grid of 5184 k-points Blue curves: fine grid of 8100 k-points. We used 4 valence and 4 conduction bands for the construction of the kernel matrix and for the interpolation. A gaussian broadening of 0.1 eV is used. For energies greater than 4 eV the spectra are not converged as discusses above.

$G_0W_0$ QP band gap is 2.06 eV, the excitonic binding energy is 0.84 eV. This value is in agreement with the experimental one of $0.9 \pm 0.12$ eV (Ref. 23). A high excitonic binding energy is expected in this material because of its low dimensionality and low screening. The low dimensionality increases the confinement between the electron and hole which enhances its Coulomb interaction.

Table II summarizes the results of our work and three other works that we found that use $G_0W_0$+BSE approach. It also shows the only experimental value we could find. The optical gap we obtained is a bit smaller than the experimental value. This may be due to substrate effects in the experiment; our calculation assumes a suspended monolayer while the experimental measurements were done on a substrate. Our results also differ a bit from other theoretical works. It is not clear to us if $G_0W_0$ calculations were fully converged in other works as we discussed above. And our results showed that a grid of $90 \times 90 \times 1$ k-points is needed in order to achieve convergence, much larger than the ones used by others.

IV. CONCLUSION

$GW$ approximation and the BSE methods were used to study the electronic and optical properties of phosphorene in a careful and systematic numerical convergence study. We found that the $G_0W_0$ QP band gap is 2.06 eV, closer to the experimental values than the results from other works. We also did BSE calculations in order to include the excitonic effects which are important in materials with low dimensionality. An optical gap of 1.22 eV was obtained and an excitonic binding energy of 0.84 eV. These values are consistent with a recent experimental work and results from other theoretical works. We also saw that in order to achieve convergence using those techniques we have to consider the interdependence of the parameters that have to be converged.
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