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The operational formulations of quantum theory are drastically time oriented. However, to the best of our knowledge, microscopic physics is time-symmetric. We address this tension by showing that the asymmetry of the operational formulations does not reflect a fundamental time-orientation of physics. Instead, it stems from built-in assumptions about the users of the theory. In particular, these formalisms are designed for predicting the future based on information about the past, and the main mathematical objects contain implicit assumption about the past, but not about the future. The main asymmetry in quantum theory is the difference between knowns and unknowns.

Introduction

Classical mechanics is invariant under time reversal: its elementary laws do not distinguish past from future. The observed arrow of time is a macroscopic phenomenon that depends on the use of macroscopic variables and the contingent fact that the entropy defined by these variables was lower in the past. Is it the same for quantum mechanics?

On the one hand, the Schrödinger equation is time reversal invariant and so is quantum field theory (up to parity transformation and charge conjugation). Elementary physics is time reversal invariant and the source of time orientation is again macroscopic and entropic. Elementary quantum phenomena do not carry a preferred arrow of time. On the other hand, however, the formalism of quantum theory is often defined in a markedly time oriented way.

Here we address this tension between the physics and the formalism. We investigate the reason for the time orientation of the quantum formalism and show that the tension can be resolved. The asymmetry in the formalism is due to the inherent directionality in the process of inference, which is related to the arrow of time only indirectly.

Let us start by noting that, in any inferential problem, there is an asymmetry between what is known (the data), and what is unknown (the desiderata). Let us call this directionality the arrow of inference. The arrow of inference is not necessarily aligned with the entropic arrow of time. The arrow of inference may be pointed towards the past as well as towards the future. Quantum phenomena are such that we can only compute conditional probabilities, so quantum theory inherits the asymmetry between data and desiderata.

Quantum theory allows us to compute the probability of future events from past ones, but it also allows us to compute the probability of past events from future ones. As we illustrate in detail below, quantum theory does not distinguish between these two tasks. In contrast, the users of quantum theory are generally more interested in predicting the future than postdicting the past. We live in thermodynamically oriented world that has abundant macroscopic traces of the past but not of the future [1, 2]. Hence in most problems, the arrow of inference points in the same direction as the arrow of time. As a result we have designed formulations of quantum theory that conflate the two arrows. Ignoring the distinction may be a source of confusion.

We will focus on formalisms used in quantum information [3–5]. These are designed to study information processing tasks and the correlations that agents can achieve by sharing and manipulating quantum systems. This approach has lead to a wealth of insights, both of theoretical and technological value [6–20]. In particular, the information-theoretic reconstructions of quantum theory [21–30] derive the formal Hilbert space structure of quantum theory from simple physical principles (much like Einstein's two postulates of special relativity allowed to re-derive the Lorentz transformations [31, 32]). With the notable exception of Ding Jia's [29], the reconstructions either start by considering a space of theories that is intrinsically time-oriented [21–23, 25–27, 29] or introduce the time orientation explicitly as a postulate [24, 28, 30] (“no
signaling from the future”).

There is nothing wrong with time-oriented formalisms designed to study time-oriented questions. But the success of this approach risks obscuring the time reversal invariance of elementary physics, and this could turn into an obstacle when extending it to the investigation of phenomena outside the laboratory. An example of such situations is quantum gravitational phenomena, in which the existence of a background spacetime cannot be taken for granted [33, 34].

During the development of this work, Schmid, Selby, and Spekkens [35], and Hardy [36] have proposed formalisms in which the physical and the inferential aspects of a theory can be separated and make space for time-symmetric physics. The present work can be seen as an additional motivation for these frameworks.

Our argument proceeds as follows. We start with the uncontroversial assumption that the Born rule gives prediction probabilities: conditional probabilities for future events, given past ones. We apply standard probability theory to find formulas for postdiction probabilities: probabilities about the past, given the future. Note that we do not postulate these probabilities: we derive them from the prediction probabilities.

In section 2, we show that for closed quantum systems the probabilities for prediction and postdiction are identical, a property we call inference symmetry. The Born rule can be used in both directions of time without modification, contrary to what is sometimes stated.

In section 3, we discuss open quantum systems, where this symmetry is hidden. In that case, the prediction and postdiction probabilities differ. However the difference is dictated by the asymmetries in the inferential problem, not by the arrow of time, once again contrarily to what is often stated in the literature. Unitary quantum mechanics is both time-symmetric and inference-symmetric.

In section 4, we investigate the same question for quantum channels, the more general evolutions featuring in operational formulations of quantum theory used in quantum information. Quantum channels are not, in general, inference-symmetric. By shifting the Heisenberg cut to include part of the apparatus, we show that the inference-asymmetry of quantum channels stems from asymmetries in the inferential data.

In section 5, we relate the tasks of postdiction with passive and active time-reversals, and discover that quantum channels can also be seen as shorthands for calculations about the past.

We combine all insights in section 6 to show that the asymmetries of the quantum information formalizations do not stem from an arrow of time intrinsic to all quantum systems, but from the asymmetry inherent in the process of inference. The time-asymmetry of the operational formalisms used in quantum information theory is that of the time-oriented macroscopic agents that set up the experiments.

At the end of the paper, we briefly discuss the time orientation of other formulations (Copenhagen, Everettian, de Broglie-Bohm) as well.

Previous work

The exploration of the time-symmetry of quantum uncertainty started early with Einstein, Tolman, and Podolski [37] already noting in 1931 that “the principles of quantum mechanics actually involve an uncertainty in the description of past events which is analogous to the uncertainty in the prediction of future events.”

Aharonov, Bergmann, and Lebowitz [38] build a time-symmetric theory out of quantum theory by considering the frequencies of outcomes of a sequence of projective measurements in ensembles constructed by pre- and post-selection. They note that this theory is time-symmetric in the sense that the frequencies observed in one ensemble are the same as the ones observed in the ensemble prepared by swapping the pre- and post-selection and performing the measurements in the reversed order. They note that probabilities calculated based only on preselection are experimentally accurate, while probabilities calculated only on post-selection are insufficient. They argue that this time-asymmetry is not inherent to quantum mechanics but is a consequence of the asymmetry of the macroscopic world. Finally they advance that this asymmetry should be represented by adding a time-asymmetric postulate to the time-symmetric theory. In light of our work, we don’t need to build a time-symmetric theory and then break the symmetry. Quantum mechanics is already symmetric in the sense that generally it does not distinguish prediction and postdiction, or the past from the future. Our work also has a different aim: to understand the time-asymmetry of the operational formulations of quantum theory.

While Aharonov et. al. [38] considered a sequence of measurements “sandwiched” between selection events, the setup in our work is similar to that in [39], where Watanabe was concerned with calculating the probabilities for a past or future event given a present event. Watanabe introduced retrodictive quantum mechanics, where a state is assigned to the system based on present data and then evolved to past times. Like Aharonov et. al., Watanabe remarks that “blind retrodiction,” (i.e. what we call postdiction: retrodiction with flat priors on the past events) does not work well in practice because agents in the past can decide to interrupt or go on with the experiments. Watanabe also recognises that inference is inherently asymmetric and can run in either direction of time, starting from data at a given instant.
Retrodictive quantum mechanics has been further developed over the decades by Barnett, Pegg, Jeﬀers and collaborators [40–42] who devise general postdiction formulas, including ones equivalent those we derive in sections 2 and 4.2 for postdiction in closed systems and for quantum channels respectively. Our contribution to retrodictive quantum mechanics is twofold. First, we propose the explanation of the asymmetry between prediction and postdiction in quantum channels in terms of implicit data about the past of a purifying system. Secondly, we prove no-signalling from the unknown, which is a property of quantum mechanics, and in particular of retrodictive quantum mechanics, that to our knowledge has not been recognised before. We also pay attention to the conceptual difference between retrodiction and time-reversal, and we relate these two concepts.

Leifer and Pusey [43] consider a similar prepare-and-measure scenario as us and investigate what time-symmetry can imply on possible ontological models for quantum theory. Their deﬁnition of an operational time reverse formally equivalent to what we call an active time-reversal. They deﬁne operational time-symmetry as the existence of an operational time reverse. They derive a fascinating no-go theorem for ontic extensions (aka hidden variable models) of operational time-symmetric processes. We share the belief that operational time-symmetry is an essential feature of quantum mechanics, but we do not concern ourselves with ontic extensions. Instead, we are interested in understanding why not all quantum channels are operationally time-symmetric. We also study the diﬀerence and relation between postdiction and time-reversal, prove that operational time-symmetry is equivalent to inference symmetry.

Oreshkov and Cerf [44] deﬁne an extension to operational quantum theory, allowing for a “notion of operation that permits realizations via both pre- and post-selection.” Their motivation for building a new theory is stated in the abstract: “The symmetry of quantum theory under time reversal has long been a subject of controversy because the transition probabilities given by Born’s rule do not apply backward in time.” Our work shows that the Born rule applies equally well in both directions in time—as long as we treat prediction and postdiction on equal footing. We argue that the asymmetry of operational quantum theory reﬂects the asymmetry of the agents, not the asymmetry of quantum phenomena per se.

Our work was inspired by conversations at the QISS conference at HKU and at the QISS virtual seminars [45], where it transpired that the time-asymmetric operational formulation obfuscated the fundamental time-symmetry of quantum theory.

The importance of separating the physical from the inferential in quantum mechanics is a more modern idea, perhaps traceable to E.T. Jaynes who famously compared quantum theory to an omelette to be un-scrambled [46]. The QBists see quantum theory as not much more than the correct probability calculus to use in our world [47]. Leifer and Spekkens [48] have formally developed the analogy between quantum probabilities and Bayesian inference. They introduce a notion of “quantum conditional states” representing sequential and parallel quantum experiments and prediction and postdiction on the same footing, just like in classical probability theory. In our work, we limit ourselves to classical probability theory. At ﬁrst, we use the Born rule to obtain classical conditional probability distributions $P_{\text{pre}}(x|a,U)$ for prediction probabilities in sequential experiments. We show that the Born rule actually can be used to compute prediction and postdiction probabilities.

We summarize the main original contributions of this work.

- We interpret the inference-asymmetry of quantum channels as due to implicit information about the purifying system. (Section 4.3).
- We note that the asymmetry of the operational formulation of quantum mechanics is due to three factors.
  1. The asymmetry intrinsic in the process of inference (Section 6)
  2. The operational formulation is interested in prediction.(Section 4.1)
  3. Quantum operations contain built-in assumptions about the past and the ability of agents to pre-select states, and this is where the time-symmetry is broken. (Sections 4.3 and 6.4)
- The proof of the no-signalling from the unknown property of quantum mechanics, a consequence of the conservation of probability and not an independent axiom. (Section 6.3) When applied to prediction, it reduces to the well-known “no-signalling from the future.”
- The derivation that inference-symmetry is equivalent to bistochasticity (Section 4.4) and hence to operational time-symmetry (Section 5.2).

1 Prediction and postdiction

Quantum indeterminism is time-reversal invariant. In presenting the probabilistic nature of quantum theory, we often emphasise that the future of a quantum system is not entirely determined by its past. It certainly is true that the outcomes of future interactions with a quantum system are uncertain, given the details of past interactions. What is less often recognised is that the converse is equally true: given the details of present interactions, the past ones are uncertain. This was already pointed out a long time ago
the irreducible indeterminism of quantum phenomena cuts both ways, leaving both the past and the future uncertain, given data about the present. This has practical consequences such as the impossibility of deterministic state-discrimination and the no-cloning theorem [3]: interactions with a quantum system do not allow us to guess with certainty how it was prepared.

As we will see below, the past of a quantum system is quantitatively as uncertain as its future: the probabilities calculated using the Born rule can be applied to both predict and postdict. Quantum theory, in fact, does not distinguish a priori the tasks of prediction and postdiction and we might say that there is a fundamental “unpostdictability” of the behaviour of quanta.

Let us operationally define what we mean by prediction and postdiction using two related tasks. In both tasks, a friend prepares a quantum system in an initial configuration, allows it to undergo a given transformation, measures it, and finds it in some final configuration. The friend then gives us some information and about these events, and asks us to guess the rest. In the first task, we are asked to guess the outcome of the measurement, given the initial configuration and the details of the transformation and of the measurement. In the second task, we guess the outcome of the preparation, given the outcome of the measurement, the details of the transformation, and the set of possible initial states.

Definition 1 (Prediction task). Given a preparation, a map and a test and the outcome of the preparation, calculate the probabilities for the outcomes of the test.

Definition 2 (Postdiction task). Given a preparation, a map and a test and the outcome of the test, calculate the probabilities for the outcomes of the preparation.

These are inferential tasks, in which we use the available information to make educated guesses. If we want to think of probabilities in frequentist terms, we can imagine the friend repeating the setup many times, ensuring a uniform distribution in the initial or final configuration and interpret the calculated probabilities as relative frequencies of outcomes in an ensemble of trials, in the limit of infinite trials.

While the setting of these tasks might appear artificial at first, a moment of thought reveals that it serves as a useful shorthand for physically relevant situations. In fact, postdiction has been extensively studied before [40, 49, 41, 50] and has a number of practical applications; see [42, 51, 52] and references therein.

In the following, we study the relation between these two tasks, as it captures the role played by the arrow of time in quantum theory. First, we consider the case of closed systems, namely when the system under consideration is isolated between preparation and observation. Then we consider open systems, namely when we ignore some degrees of freedom, such as environmental degrees of freedom. Finally, we extend the analysis to the more general case in which the notions of preparation, evolution and measurement are subsumed in the more general idea of operation used in quantum information and quantum foundations.

2 Closed systems

In this section, we assume that the friend prepares the system by determining the values of a maximal set of compatible observables and does the same at observation. We also assume that the system under consideration is isolated between preparation and observation. Therefore, the preparation and test are represented by orthonormal bases of the Hilbert space associated with the quantum system and the transformation is represented by a unitary transformation.

In this case, the Born rule is equally good for predicting the future given the past and postdicting the past given the future [39]. Since this fact is not universally known, we derive it assuming only the uncontroversial fact that the Born rule can be used to predict the future.

We denote by \(\{a_i\}_{i=1}^d\) and \(\{x_i\}_{i=1}^d\) the bases of the preparation and test, respectively—although we drop the basis indices when they are not strictly needed, to keep the notation cleaner. The solution to the prediction task with the unitary evolution \(U\), and the outcome of the preparation \(a\) is given by the Born rule: the probability

\[
P_{\text{pre}}(x|a,U) = |\langle x|U|a\rangle|^2, \tag{1}\]

for the outcome \(x\) of the test. The solution to the postdiction task is obtained from the solution of the prediction game and standard probability theory. By Bayes’ theorem

\[
P_{\text{post}}(a|x,U) = \frac{P_{\text{pre}}(x|a,U)P(a)}{P(x)}, \tag{2}\]

where \(P(a)\) is the prior probability on the initial configuration and \(P(x)\) is the probability of the final configuration given the prior. Since all we know in the postdiction task is the basis of the preparation, we have

\[
P(a_i) = \frac{1}{d} \tag{3}\]

for all \(i = 1, \ldots, d\). The \textit{a priori} probability of the outcome of the test is computed summing over all possible initial states:

\[
P(x) = \sum_{i=1}^d \frac{1}{d} P_{\text{pre}}(x|a_i,U) = \frac{1}{d}. \tag{4}\]
where we used the fact that the evolution is unitary. The postdiction probability is then computed from (2):

$$P_{\text{post}}(a|x, U) = | \langle x|ab,U \rangle |^2 = P_{\text{pre}}(x|a, U),$$

which, in terms of the pictorial calculus of Ref. [5], reads

$$P_{\text{pre}}(x|a, U) = \begin{array}{c}
\Phi \\
\downarrow
\end{array} \begin{array}{c}
U \\
\downarrow
\end{array} = P_{\text{post}}(a|x, U).$$

Thus for a closed quantum system, the solution to the prediction and postdiction tasks is given by the same formula.

Note that the flat prior (3) is crucial in the derivation above. Had the prior been different, the postdiction probabilities would be different from the prediction probabilities. However, assuming a different prior would introduce an inappropriate asymmetry between the two tasks. Our objective is to treat the prediction and postdiction tasks on equal footing. When we predict the result of a measurement using the Born rule, we do not assume any prior knowledge on the result of the experiment besides the space of alternatives. Therefore, in a postdiction task we do not assume any prior knowledge of the result of the preparation besides the space of alternatives, hence the flat prior. The flat prior does not imply that the input system was prepared in the maximally mixed state, it is simply the probability distribution that represents the prior knowledge in the postdiction task.

For a system evolving unitarily between the preparation and the observation events, later events are uncertain given the earlier event and earlier events are uncertain given later events, and the probabilities are given by the same formula. The Born rule does not distinguish the past from the future: it allows to calculate the probability of an event given another event, no matter their order in time.

Let us formalise this property:

**Definition 3** (Inference symmetry). A transformation $\Phi$ is inference symmetric if for any two orthonormal bases $\{a_i\}_{i=1}^{d_A}$ and $\{x_i\}_{i=1}^{d_X}$ for the input and output spaces respectively, the prediction and postdiction probabilities are identical for given $i$ and $j$:

$$P_{\text{pre}}(x_i|a_j, \Phi) = P_{\text{post}}(a_j|x_i, \Phi)$$

Quantum unitary evolution is inference-symmetric. Why is this time-symmetric aspect of unitary evolution rarely emphasised?

In most practical situations, we don’t need to use the flat prior when guessing the past. We can do better, because there are macroscopic traces of the past, like our memories or entries in a notebook. Additionally, in most laboratory experiments, the initial distribution is known or chosen so that frequency of events in the ensemble is far from uniform.

The fact that macroscopic traces are records of the past and not the future and the fact that an experimenter’s choice can affect the future and not the past are both macroscopic phenomena that pertain to the irreversible physics of the macroscopic world surrounding the experiment [2, 53], not to the quantum dynamics, which by itself does not know the arrow of time.

Some authors go so far as to say that the Born rule does not work ‘backward in time’ and see it as a fundamental asymmetry in the theory [44] and that quantum theory needs to be modified, or extended, to make it symmetric. But this is too quick. If we do not assume any knowledge or bias in the past, (5) is indeed the correct formula to use according to quantum theory. In turn, the validity of the Born rule in predicting the future relies on the same assumptions about the future. Namely, if we did have some knowledge of the future, then (1) would not be the best formula to make predictions. For example, if the detector does not detect certain states, the Born rule fails.

The presence of records of the past is not a property of quantum theory per se, or the behaviour of a single quantum, but a property of what surrounds the quantum. See also [39, 38] for early examples of this argument.

### 3 Open systems

Let us now consider the case when the system we deal with is not isolated. An open quantum system can always be seen as a part of a larger closed quantum system. To study this case, consider a tensor decomposition of the input $A \otimes B$ and output $X \otimes Y$ Hilbert spaces. The tasks we consider now regard computing probabilities restricted to some of these subspaces. Denote by $d_A$, $d_B$, $d_X$ and $d_Y$ the dimensions of the respective spaces and with $\{a_i\}$, $\{b_i\}$, $\{x_i\}$, and $\{y_i\}$ bases on them. The evolution between input and output space is represented by the unitary $U$. By the results of the previous subsection, this process is inference-symmetric with the solution

$$P_{\text{pre}}(xy|ab, U) = | \langle xy|ab,U \rangle |^2 = P_{\text{post}}(ab|xy, U).$$

Suppose that we agree with our friend to ignore the subspace $Y$ of the outcome space and compute only the probability of finding $x$ as the outcome of the test on $X$. This simulates the situation in which our system gets entangled with some other system that is subsequently ignored, like when information leaks into the environment. Note that the difference between a closed and an open system is in the inferential data,
diction tasks are symmetric.

Spaces are treated symmetrically, prediction and postdiction probabilities again differ by a simple normalisation constant:

\[ P_{\text{post}}(ab|x, U) = \sum_{i=1}^{B} \frac{1}{d_Y} P_{\text{post}}(ab|y_i, U). \]  

(10)

We can use the inference symmetry of the closed system (8) to relate the two expressions above:

\[ P_{\text{post}}(ab|x, U) = \frac{1}{d_Y} P_{\text{pre}}(x|ab, U). \]  

(11)

Thus the prediction and postdiction probabilities are no longer equal once part of the output system is ignored.

Suppose now that we agree with our friend to neglect the B part of the input space. This corresponds to the situation in which a system in an unknown state interacts with our original system. Again, the difference is in the inferential data, not the physical setup. The prediction probabilities are obtained by assigning a flat prior to the system B:

\[ P_{\text{pre}}(xy|a, U) = \sum_{i=1}^{d_Y} \frac{1}{d_B} P_{\text{pre}}(xy|ab_i, U), \]  

(12)

while the postdiction probabilities are

\[ P_{\text{post}}(a|xy, U) = \sum_{i=1}^{d_Y} P_{\text{post}}(ab_i|xy, U). \]  

(13)

The two are again related using (8):

\[ P_{\text{post}}(a|xy, U) = d_B P_{\text{pre}}(xy|a, U). \]  

(14)

Again, the two probabilities are different.

We can similarly analyse the case where we agree with our friend to neglect the result of the preparation in \( B \) and the outcome of the test on \( Y \), which simulates a situation in which the system is open to influences from an unobserved quantum system. The prediction and postdiction probabilities again differ by a simple normalisation constant:

\[ d_Y P_{\text{post}}(a|x, U) = d_B P_{\text{pre}}(x|a, U). \]  

(15)

Note that the probabilities are equal only when \( d_B = d_Y \), so that \( A \equiv X \). When the input and output spaces are treated symmetrically, prediction and postdiction tasks are symmetric.

Crucially, the normalisation factor that makes the two kinds of probabilities different does not depend on time: if we neglect a subsystem \( B \) at time \( t_1 \) and another system \( Y \) at time \( t_2 \), then the probabilities for the values at \( t_2 \) given the values at \( t_1 \) are \( d_Y/d_B \) times the probabilities of guessing the values at \( t_1 \) given the values at \( t_2 \). This has nothing to do with a pre-established direction of time. Indeed, it is true regardless of whether \( t_1 < t_2 \) (as in the example above) or \( t_1 > t_2 \).

In the general case, the asymmetry between the prediction and postdiction tasks arises because of an asymmetry in the inferential data, not because of an intrinsic asymmetry in the physics or the evolution of the system. Indeed, in all these cases, the underlying process \( U \) is inference-symmetric. The inferential tasks are asymmetric only when the inferential data are asymmetric.

The normalisation of the identity is determined by the arrow of inference

We can rephrase all the probability calculations above in terms of density operators. Under unitary evolution a density operator transforms as \( \rho \mapsto U[\rho] := U\rho U^\dagger \). A pure state \( \psi \) can be represented as a density operator by the projector \( |\psi\rangle\langle\psi| \) and the Born rule can be recast as a trace

\[ \langle xy|U|ab\rangle^2 = \text{tr} \left( |xy\rangle\langle xy| U[|ab\rangle\langle ab|] \right). \]  

(16)

Let us start with prediction, the more familiar task. In this language the prediction probability (9) can be rewritten as

\[ P_{\text{pre}}(x|ab, U) = \sum_{i=1}^{d_Y} P_{\text{pre}}(xy_i|ab, U) \]

\[ = \sum_{i=1}^{d_Y} \text{tr} \left( |xy_i\rangle\langle xy_i| U[|ab\rangle\langle ab|] \right) \]  

(17)

\[ P_{\text{pre}}(x|ab, U) = \text{tr} \left( (|x\rangle \otimes \mathbb{I}_Y) U[|ab\rangle\langle ab|] \right). \]

The decision to ignore part of the output system is represented by the insertion of the identity operator \( \mathbb{I}_Y \), which in this role is called the discard operator of the subsystem \( Y \). This is the classic technique of ‘tracing out’ a subsystem to ignore its future. Equation (12) can be similarly recast as

\[ P_{\text{pre}}(xy|a, U) = \text{tr} \left( |xy\rangle\langle xy| U \left[ |a\rangle\langle a| \otimes \frac{1}{d_B} \mathbb{I}_B \right] \right), \]  

(18)

where the flat prior is represented by the maximally mixed state, the density operator \( \mathbb{I}_B/d_B \). This is also the well known result of doing prediction based on partial information. Note that the two formulas above make it clear that the choice of basis of the ignored system is irrelevant to the computed probabilities.
Let us now look at the postdiction probabilities. Using the two equations above together with (11) and (14), we can immediately write

\[ P_{\text{post}}(ab|x, U) = \text{tr} \left( (|x\rangle\langle x|) \otimes \frac{1}{d_x} I_y \right) P(|ab\rangle\langle ab|), \]

(19)

\[ P_{\text{post}}(a|xy, U) = \text{tr} \left( |xy\rangle\langle xy| \right) P(|a\rangle\langle a| \otimes I_B). \]

(20)

We see that the identity operator appears again in the ignored systems. However, the normalisation is the opposite of the predictive case.

The discard operator and the maximally mixed state are well known, and are normally only applied to the output and input side respectively. But the normalisation of the identity operator does not reflect the direction of inference. This is normalisation of the identity operator does not reflect to the output and input side respectively. But the normalisation is the ignored systems. However, the normalisation is.

Thus the way the inference-symmetry appears to be broken in open systems reflects an asymmetry on the inferential data that is, a priori, independent on the direction of time.

An operation \( O \) is represented as a set \( \{ i \} \) of completely positive (CP) trace non-increasing linear maps (aka quantum maps) from the space \( \mathcal{L}(A) \) of linear operators on \( A \) to \( \mathcal{L}(X) \), satisfying the completeness equation (aka the causality condition):

\[ \forall \rho \in \mathcal{L}(A) : \sum_i \text{tr} O_i[\rho] = \text{tr} \rho. \]

(22)

An operation \( O^{A \rightarrow X} = \{ O_i \} \) also defines a completely positive, trace-preserving (CPTP) map \( \rho \mapsto O[\rho] := \sum_i O_i[\rho] \). When the operation \( O^{A \rightarrow X} \) is applied to a system in state \( \rho \), the outcome \( i \) happens with probability given by the generalised Born rule

\[ P(i|\rho, O) = \text{tr} O_i[\rho], \]

(23)

and the state of the system after this outcome is

\[ \rho_i = \frac{O_i[\rho]}{\text{tr} O_i[\rho]}. \]

(24)

The results of these two sections show that the irreducible quantum uncertainty applies equally to both directions of time. Indeed, when dealing with a closed quantum system, the Born rule gives both the prediction and postdiction probabilities directly. When the prediction and postdiction probabilities differ, they do so because of an asymmetry in the inferential data.

4 Quantum Operations

The transformations considered above might seem limited in scope to researchers in quantum information and quantum foundations. In these communities, the notions of preparation, evolution and measurement are subsumed by the more general notion of operation, which reflects their more elaborate needs; a more coarse-grained description of quantum processes, independent on the underlying dynamics, the capacity of melding classical and quantum information processing, dealing with classical uncertainty and so on. However, since agents and labs are made of atoms and photons, and the interactions between atoms and photons is satisfyingly described by the unitary evolution and pure state approach, the results of the previous section have bearing on quantum operations too.

After a brief survey of the notion of quantum operation, we solve the prediction and postdiction tasks for a general quantum channel and explain their postdiction asymmetry.

4.1 Operations

Here we provide a short description of the notion of operation (for a more careful introduction see for example [4, 5, 3]). We then note that this notion is time-oriented by design and recall how it relates to the more basic notions.

An operation \( O^{A \rightarrow X} \) also known as an instrument, from an input Hilbert space \( A \) to an output Hilbert space \( X \) is represented is a set \( \{ O_i \} \) of completely positive (CP) trace non-increasing linear maps (aka quantum maps) from the space \( \mathcal{L}(A) \) of linear operators on \( A \) to \( \mathcal{L}(X) \), satisfying the completeness equation (aka the causality condition):
We see that the completeness requirement (22) amounts to a statement of the conservation of probabilities. If the outcome $i$ is unknown, then the state of the system is a mixture of the states above, weighted by the relevant probability:

$$O[\rho] = \sum_i P(i|\rho, O)\rho_i = \sum_i O_i[\rho].$$  \hspace{1cm} (25)$$

If the output space of an operation $O^{A\rightarrow X}$ coincides with the input space of another operation $M^{X\rightarrow Y}$, these two operations can be sequentially composed forming a new operation $(M \circ O)^{A\rightarrow Y} = \{M_j \circ O_i\}$. If the state of the input system is $\rho$, the probability of the outcome $ij$ is

$$P(ij|\rho, M \circ O) = \text{tr} M_j[O_i[\rho]].$$  \hspace{1cm} (26)$$

Operations can also be composed in parallel using the tensor product structure of the underlying Hilbert spaces.

A preparation of a system associated with a Hilbert space $A$ is an operation $P^{I\rightarrow A}$. By a simple mathematical isomorphism, quantum maps from $I$ to $A$ can always be associated with positive linear operators on $A$, so that any preparation can be represented by a subset $\{\rho_i\} \subset \mathcal{L}(A)$ such that $\sum_i \text{tr} \rho_i = 1$. Above, we have considered only preparations of the form $\{|a_i\rangle\langle a_i|/d_A\}_{i=1}^d$, where $\{|a_i\rangle\}$ is an orthonormal basis for $A$.

A test on the same system is an operation $T^{A\rightarrow I}$ from the Hilbert space $A$ to the trivial Hilbert space. By the isomorphism above, and the Riesz representation theorem, tests are often also represented by a collection of positive operators $\{\sigma_j\} \subset \mathcal{L}(A)$, such that $\sum_j \sigma_j = I_A$ with their actions on the state given by $\rho \mapsto \text{tr} \sigma_j \rho$.

An operation $\Phi^{A\rightarrow X}$ with a single outcome is also called a quantum channel, and is represented by a CPTP map. Quantum channels are also called deterministic quantum maps, as they have only one outcome. Above, we considered only unitary quantum channels, of the form $\rho \mapsto UPU^\dagger$, but much more general ones are possible. For example, consider the dephasing channel on a qubit:

$$\rho \mapsto \{0|\rho|0\} |0\rangle\langle 0| + \{1|\rho|1\} |1\rangle\langle 1|$$  \hspace{1cm} (27)$$

The dephasing channel can be seen as the result of applying the nondestructive projective measurement

$$\{\rho \mapsto |i\rangle\langle i| \rho |i\rangle\langle i|\}_{i=0}^1$$  \hspace{1cm} (28)$$

and ignoring the result.

A preparation with a single outcome is also called a state. States are by definition represented as unit-trace positive operators, i.e. density matrices. A test with a single outcome is also called a deterministic effect. There is only one deterministic effect, represented by the identity operator.

Note that this formalism is time-asymmetric by construction. The time asymmetry shows up in two ways, reminiscent of the Copenhagen-type interpretations. First, the outcomes $\{i\}$ depend probabilistically on the state of the system in the past: the probabilities calculated in this setting are invariably prediction probabilities. Second, the state of a system at any point in time reflects events in the past, and it is independent of the events in the future. The only data assumed to be available is data about the past.

The spaces of states and effects are not isomorphic. This was identified as the main source of time-asymmetry of operational quantum theory in [44], where it was proposed to enlarge the space of effects by not requiring that operations sum up to trace-preserving maps. However, from the perspective of our present work, we understand this asymmetry between states and effects as being the difference between known and unknown in the process of inference. Preparations represent our assumptions in the inferential problem, while tests represent the different propositions about the unknowns. There is no need to remove the distinction between preparations and tests to make quantum theory time-symmetric, all that is needed is to recognise that operational quantum theory is geared for prediction: a situation where the data is in the past of the unknowns.

Operational quantum theory is connected to the simpler setting of pure states and unitary evolutions by the concept of purification. Any quantum channel $\Phi^{A\rightarrow X}$ can be trivial [54], meaning it can be represented by a unitary channel $U_\Phi: A \otimes B \rightarrow X \otimes Y$ and a pure state $b$ for system $B$ such that

$$\forall \rho \in \mathcal{L}(A): \Phi[\rho] = \text{tr}_Y U_\Phi[\rho \otimes |b\rangle\langle b|].$$  \hspace{1cm} (29)$$

In other words, any quantum channel can always be understood as a unitary interaction with an ancilla quantum system prepared in a specific way and where part of the output is ignored. In fact, any operation $O^{A\rightarrow X} = \{O_i\}$ can be purified [55], meaning that it is mathematically equivalent to a unitary evolution of the system $A$ in the presence of an ancilla $B$, in which part of the output system is ignored and part of it is measured on an orthonormal basis. That is, there exists a unitary operator $U_o$ on the Hilbert space $A \otimes B$ and a decomposition $A \otimes B \equiv X \otimes Y \otimes Z$ and a pure state $|b\rangle\langle b| \in \mathcal{L}(B)$ such that

$$\forall \rho \in \mathcal{L}(A), \forall i : O_i[\rho] = \text{tr}_Z U_o \left((|i\rangle\langle i|_Y \otimes I_Z) \circ U_o[\rho \otimes |b\rangle\langle b|]\right).$$  \hspace{1cm} (30)$$

where $i$ now labels an orthonormal basis of the Hilbert space $Y$. Pictorially,

$$O_i = \begin{array}{c|c}
\text{U}_o \\
\hline
\end{array}$$  \hspace{1cm} (31)$$
4.2 Prediction and postdiction with quantum channels

We now solve the prediction and postdiction tasks using the generalised Born rule, similarly to how we did for closed quantum systems. Unitary evolution is replaced by a CPTP map $\Phi$. The input and output spaces are $A$ and $X$ respectively, which do not need to be isomorphic. Preparation and measurement are performed on bases $\{a_i\}_{i=1}^{d_A}$ and $\{x_i\}_{i=1}^{d_X}$. The solution of the prediction task is given by the generalised Born rule:

$$P_{\text{pre}}(x|a, \Phi) = \text{tr} |x\rangle\langle x| \Phi |a\rangle\langle a|. \quad (32)$$

The solution to the postdiction task is found again by Bayesian inversion

$$P_{\text{post}}(a|x, \Phi) = \frac{P_{\text{pre}}(x|a, \Phi)P(a)}{P(x)}. \quad (33)$$

Assigning a flat prior for $P(a)$, we can compute the probability of the data

$$P(x) = \sum_{i=1}^{d_A} \frac{1}{d_A} P_{\text{pre}}(x|a_i, \Phi) = \text{tr} |x\rangle\langle x| \Phi \left[ \frac{1}{d_A} \mathbb{I}_A \right], \quad (34)$$

which this time is not uniform. Equation (33) then becomes

$$P_{\text{post}}(a|x, \Phi) = \frac{\text{tr} |x\rangle\langle x| \Phi |a\rangle\langle a|}{\text{tr} |x\rangle\langle x| \Phi \mathbb{I}_A}. \quad (35)$$

This formula was also derived in [40]. At first, it looks quite different from the formula for the prediction probabilities. However, it is also a remarkably simple solution. Note that the postdiction probabilities are related to the prediction probabilities by a simple multiplicative factor

$$P_{\text{post}}(a|x, \Phi) = f_\Phi(x) \cdot P_{\text{pre}}(x|a, \Phi), \quad (36)$$

where

$$f_\Phi(x)^{-1} = \sum_{i=1}^{d_A} P_{\text{pre}}(x|a_i, \Phi) = \text{tr} |x\rangle\langle x| \Phi \mathbb{I}_A. \quad (37)$$

For a given measurement outcome $x$, the prediction probabilities are proportional to the postdiction probabilities, up to a fixed normalisation factor $f_\Phi(x)$. Once one has calculated the set of prediction probabilities, one already has the postdiction probabilities, up to this normalisation factor.

Inference symmetry is thus broken in general, and this seems to support the idea there is a fundamental difference between the past and the future in quantum theory. But it is broken in a simple way, reminiscent to the situation in the previous section when we were concerned with partial data in a closed system. Indeed, when we “look under the hood” using purification, we see that this is essentially what is going on. From the purified point of view, there is an asymmetry between inputs and outputs because the purifying ancilla’s state is assumed known in input and ignored in output.

4.3 Purified task

Let $\Phi$ be a quantum channel from Hilbert space $A$ to Hilbert space $X$. Then there exists a unitary channel $U_\Phi : A \otimes B \to X \otimes Y$ and a pure state $b$ for system $B$ such that

$$\Phi |a\rangle\langle a| = \text{tr}_Y U_\Phi |a\rangle\langle a| \otimes |b\rangle\langle b|. \quad (38)$$

The prediction probabilities for $\Phi$ are, by definition, just those of the corresponding pure open system:

$$P_{\text{pre}}(x|a, \Phi) = P_{\text{pre}}(x|ab, U_\Phi), \quad (39)$$

given in (9). However, in general

$$P_{\text{post}}(a|x, \Phi) \neq P_{\text{post}}(ab|x, U_\Phi). \quad (40)$$

This is readily explained by the fact that the initial state of the ancilla is assumed known, or “held fixed.” Since we know the ancilla’s input state is $b$, the probability of the data is in fact

$$P(x) = P_{\text{pre}}(x|b, U_\Phi). \quad (41)$$

Thus, by Bayes’ theorem,

$$P_{\text{post}}(a|x, \Phi) = \frac{P_{\text{pre}}(x|ab, U_\Phi)}{d_A P_{\text{pre}}(x|b, U_\Phi)} = \frac{P_{\text{pre}}(x|a, \Phi)}{d_A P_{\text{pre}}(x|b, U_\Phi)}, \quad (42)$$

which indeed immediately translates to (35). We now have a different perspective on the normalisation factor $f_\Phi(x)$: it quantifies the implicit knowledge about the input ancilla system and how this knowledge affects the postdiction task. The specification of the quantum channel $\Phi$ contains information about the past of the purifying system system so that postdiction on the quantum channel $\Phi$ is equivalent to postdiction on the purified system but with some added information about the input system.
Indeed, we can arrive at the same formula by using the postdiction probabilities for the purified open system and the simple formula $P(a|b) = P(ab)/P(b)$. Indeed one can verify that

$$P_{\text{post}}(a|x, \Phi) = \frac{P_{\text{post}}(ab|x, U_{\Phi})}{P_{\text{post}}(b|x, U_{\Phi})}, \quad (43)$$

by using (11) and (15).

While we have used an arbitrary purification, the two equations above hold for any purification of the quantum channel $\Phi$. So, whatever the physically appropriate purification might be, the lesson is the same: the inference asymmetry for a quantum channel derives not from an asymmetry of quantum mechanics, but from an asymmetry in the questions asked.

### 4.4 Inference-symmetric channels

We have seen that not every quantum channel is inference-symmetric. Thanks to the solution (35) to the postdiction task in the case of a general quantum channel, we immediately see that a channel $\Phi$ is inference-symmetric if and only if $f_{\Phi}(x) = 1$ for all pure states $x$, namely, if and only if it is identity-preserving:

$$\Phi[1_A] = 1_X. \quad (44)$$

Since quantum channels are trace-preserving, it follows that the input and output spaces are isomorphic. The trace and identity preserving maps are known as the bistochastic quantum maps or unital channels [56, 57], and they are the free operations of the resource theory of quantum thermodynamics [58] with trivial hamiltonians, and the resource theory of purity [59].

Every unitary channel is obviously bistochastic. The noisy operations:

$$\rho \mapsto \text{tr}_B \left[ \rho \otimes \frac{1}{d_B} \mathbb{I}_B \right], \quad (45)$$

form a strict subset of the bistochastic channels [58, 60]. A noisy operation represents the evolution of a system that undergoes unitary interaction with an ancilla about which nothing is known. These channels are exactly those that are simulated by the tasks considered in the previous section when $Y \equiv B$ and both $Y$ and $B$ are left out of the task.

Since the bistochastic channels are the only channels that admit an active time-reversal [61], the equivalence of inference-symmetry and bistochasticity further connects inference-symmetry and time-reversal invariance, as we will see in the next section.

### 4.5 More general preparations

Until now, we limited the preparation to the random element of an orthonormal basis. The reason we considered this is that it reflects the simplest way to interact with a system, namely, to couple to one of its non-degenerate observables. But what if our friend tells us that they prepared one out of $n$, not necessarily orthogonal, states? This situation can also be accounted for using purification.

Say the set of possible initial states states is $\{\psi_i\}_{i=1}^n$, in the $d$-dimensional Hilbert space $A$, let $U$ be the unitary evolution and $\{x_j\}_{j=1}^d$ the orthonormal basis of the measurement. Then the prediction probabilities are

$$P_{\text{pre}}(x|\psi_i, U) = |\langle x|U|\psi_i \rangle|^2. \quad (46)$$

The postdiction probabilities are again found by Bayes’ theorem:

$$P_{\text{post}}(\psi_i|x, U) = \frac{P_{\text{pre}}(x|\psi_i, U)P(\psi_i)}{P(x)}. \quad (47)$$

Since we are only told the set of possible states, we assume a flat prior over them:

$$P(\psi_i) = \frac{1}{n}, \quad (48)$$

and then the probability for the outcome is

$$P(x) = \sum_{i=1}^n \frac{1}{n} |\langle x|U|\psi_i \rangle|^2 = \text{tr} (|\langle x|U| \rho_A \rangle|^2) \quad (49)$$

where we have defined $\rho_A := \sum_i |\psi_i \rangle \langle \psi_i | / n$. And thus

$$P_{\text{post}}(\psi_i|x, U) = \frac{P_{\text{pre}}(x|\psi_i, U)}{n \text{ tr} (|\langle x|U| \rho_A \rangle|^2)}. \quad (50)$$

So the prediction and postdiction probabilities are in general different if the space of possible initial configurations does not represent an orthonormal basis.

We can understand this asymmetry again in terms of implicit knowledge. Let $B$ be a $n$-dimensional Hilbert space, and $\{b_i\}_{i=1}^n$ an orthonormal base for it. Choose an orthonormal basis $\{a_i\}_{i=1}^n$ on $A$ and find a unitary $U_P$ on $A \otimes B$ that maps:

$$U_P : |a_i \rangle \otimes |b_i \rangle \mapsto |\psi_i \rangle \otimes |b_i \rangle. \quad (51)$$

Also define the unitary $U' : A \otimes B \rightarrow X \otimes B$ given by

$$U' = (U \otimes \mathbb{I}_B) \circ U_P. \quad (52)$$

We can relate the prediction and postdiction probabilities for these two games. For prediction we have:

$$P_{\text{pre}}(x|\psi_i, U) = P_{\text{pre}}(x|a_i b_i, U') \quad (53)$$

since, for an arbitrary basis $\{y_j\}_{j=1}^n$ of $B$:

$$P_{\text{pre}}(x|a_i b_i, U') = \sum_{j=1}^n |\langle x|y_j|U'|a_i b_i \rangle|^2 \quad (54)$$

$$= \sum_{j=1}^n |\langle x|y_j|U \otimes \mathbb{I}_B|\psi_i b_i \rangle|^2 \quad (54)$$

$$= |\langle x|U|\psi_i \rangle|^2 \sum_{j=1}^n |\langle y_j|b_i \rangle|^2$$

$$P_{\text{pre}}(x|a_i b_i, U') = P_{\text{pre}}(x|\psi_i, U), \quad (55)$$
where we have used the definitions of $U'$ and $U_P$ to obtain the second equality. For postdiction we have

$$P_{\text{post}}(\psi_i|x,U) = \frac{P_{\text{post}}(a_1b_i|x,U')}{P_{\text{post}}(a_1|x,U')}, \quad (55)$$

which is entirely analogous with (43). The proof is just a matter of expressing nominator and denominator in terms of probabilities for the original task:

$$P_{\text{post}}(a_1b_i|x,U') = \frac{1}{n} \sum_{j=1}^{n} P_{\text{post}}(a_1b_j|x_{y_j},U')$$

$$= \frac{1}{n} \sum_{j=1}^{n} P_{\text{pre}}(x_{y_j}|a_1b_i,U')$$

$$= \frac{1}{n} P_{\text{pre}}(x|a_1b_i,U')$$

$$P_{\text{post}}(a_1b_i|x,U') = \frac{1}{n} P_{\text{pre}}(x|\psi_i,U)$$

and so

$$P_{\text{post}}(a_1|x,U') = \sum_{i=1}^{n} P_{\text{post}}(a_1b_i|x,U')$$

$$= \sum_{i=1}^{n} \frac{1}{n} P_{\text{pre}}(x|\psi_i,U)$$

$$P_{\text{post}}(a_1|x,U') = tr(\langle x|x \rangle \rho_A).$$

Thus, cases where we have more general preparations can be understood in terms of preparations on orthonormal bases. From (55), in analogy with (43), that the preparation of non-orthonormal states contains some implicit information about an ancilla system that allows to prepare the non-orthogonal states. Again, we see that in this purified game, the only way to achieve postdiction probability 1 is to marginalise over $b_i$, i.e. not guess at all.

This method can be further generalised to the preparation of an arbitrary set of density operators by adding a purifying system that gets traced over in the prediction task, and is assigned a flat prior in the postdiction task. The asymmetry again can be understood as an asymmetry in the assumed knowledge in the tasks.

5 Relation between time-reversal and postdiction

We have explored the symmetry between guessing the future and guessing the past. We have seen that in the case of a closed system, the past is quantitatively as uncertain as the future, in the sense that the Born rule can also be used, without modification, to guess a past event based on information about a future event. In the case of a general quantum channel, this symmetry is broken: the prediction and postdiction probabilities are given by different formulas. However, the reason for this is that the implementation of a general quantum channel requires the preparation of a system in a given state, so that knowing a channel was implemented confers information about the input system, breaking the symmetry between prediction and postdiction. Quantum probabilities by themselves have no regard for the direction of time.

In this section, we examine another way in which the quantum probabilities do not distinguish between past and future by examining the more familiar notion of time symmetry: that of time-reversal symmetry. There are two notions of time-reversal, which we could call active and passive, or operational and descriptive. These notions of time-reversal are slightly different from, but closely related to, those that would be applied to a system of differential equations, where one maps solutions to solutions.

In the passive time-reversal of a system, one simply examines the changes in the system in the reverse order, starting from the future and moving towards the past. Applied to the inference tasks we have been considering, passive time-reversal amounts to switching from the prediction task to the postdiction task and vice versa. The previous sections have thus been an investigation of passive time-reversal symmetry; we proved that passive time-reversal symmetry is equivalent to inference-symmetry.

Active time-reversal consists instead in finding a process that undoes the change that was brought by a previous transformation. In the context of the inference tasks, active time-reversal consists in considering a new, time-reversed task.

5.1 Time-reversed task with unitary channel

Unitary maps are invertible, and thus for every evolution $U$ of a closed quantum system, there exists a time-reversed evolution given by the adjoint $U^\dagger$.

**Definition 4 (Time-reversed task).** Consider a task in which a closed system is prepared in a basis $\{a_i\}_{i=1}^d$ and measured in a basis $\{x_i\}_{i=1}^d$ after undergoing the unitary evolution $U$. In the time-reversed task, the system is prepared in $\{x_i\}_{i=1}^d$ and measured in $\{a_i\}_{i=1}^d$ after undergoing the evolution $U^\dagger$.

It follows immediately from the properties of the inner product that

$$P_{\text{pre}}(a|x,U^\dagger) = P_{\text{pre}}(x|a,U). \quad (58)$$

While this result is trivial to derive, it is nevertheless profound, as it compounds with the inference symmetry

$$P_{\text{pre}}(x|a,U) = P_{\text{post}}(a|x,U), \quad (59)$$

to show how little regard the probabilities of closed quantum systems have about the direction of time.
Indeed, given two pure states $a$ and $x$ of the corresponding Hilbert spaces, the same quantity

$$\left| \langle x|U|a \rangle \right|^2$$

is the solution for four conceptually distinct tasks:

- $P_{\text{pre}}(x|a,U)$, for the prediction task with unitary evolution $U$,
- $P_{\text{post}}(a|x,U)$, for the postdiction task with unitary evolution $U$,
- $P_{\text{pre}}(a|x,U^\dagger)$, for the prediction task with time-reversed unitary evolution $U^\dagger$, and
- $P_{\text{post}}(x|a,U^\dagger)$, for the postdiction task with time-reversed unitary evolution $U^\dagger$.

The familiar Born rule, which is normally thought to apply only to the first case, actually applies to all four of these cases. In each one of them, $x$ can be either the future or the past event, and can either be the known or unknown in the scenario.

$$P_{\text{pre}}(x|a,U) \quad \text{active} \quad \rightarrow \quad P_{\text{pre}}(a|x,U^\dagger)$$

$$P_{\text{post}}(a|x,U) \quad \text{active} \quad \leftarrow \quad P_{\text{post}}(x|a,U^\dagger)$$

Let us now consider the case of open systems and study the time-reversed version of the tasks examined in section 3. If we neglect the outcome of the measurement on $B$, we can write:

$$P_{\text{pre}}(a|xy,U^\dagger) = \sum_{i=1}^{d_B} P_{\text{pre}}(ab_i|xy,U^\dagger)$$

$$= \sum_{i=1}^{d_B} P_{\text{pre}}(xy|ab_i,U)$$

$$P_{\text{pre}}(a|xy,U^\dagger) = P_{\text{post}}(a|xy,U),$$

for when only one side is being ignored, as well as

$$P_{\text{pre}}(a|x,U^\dagger) = P_{\text{post}}(a|x,U),$$

$$P_{\text{post}}(x|a,U^\dagger) = P_{\text{pre}}(x|a,U),$$

for when data is being ignored on both sides. Recall the discussion in section 3 about the normalisation of the identity that is required to calculate the quantities on the right hand side. The same applies here, which reinforces the lesson: the direction of time is irrelevant to the normalisation of the identity. What matters is the direction of inference:

$$P_{\text{pre}}(x|a,U) = \frac{1}{\sqrt{d_A}} \sum_{i=1}^{d_A} P_{\text{pre}}(x|a,U),$$

$$P_{\text{post}}(x|a,U^\dagger) = \frac{1}{\sqrt{d_A}} \sum_{i=1}^{d_A} P_{\text{post}}(x|a,U^\dagger).$$

The equation above\(^1\) refers to inference tasks in which we have information about the system $A$ and want to guess something about the system $X$. It does not matter if $A$ is in the past or the future of $X$. The answer is the same. There is no way of telling which way the arrow of time is pointing.

### 5.2 Time-reversed task with quantum channel

The natural candidate for the time-reversed task is the one with the adjoint $\Phi^\dagger$ of the quantum channel $\Phi$. In fact, Chiribella et. al. proved that this is essentially the unique way of defining the active time-reversal of a quantum channel [61, 62]. We must distinguish two cases, as the adjoint of a CPTP map may or may not be a CPTP map.

The adjoint $\Phi^\dagger$ is trace-preserving if and only if $\Phi$ is unit preserving since, by the definition of the adjoint, for all $\rho \in \mathcal{L}(X)$:

$$\text{tr} \Phi^\dagger[\rho] = \text{tr} \Phi[\rho]$$

Furthermore, we have seen that the bistochastic channels are exactly the inference symmetric channels. In analogy with the discussion above on the closed systems, for a bistochastic channel $\Phi$, the quantity

$$\text{tr} |x\rangle\langle x| \circ \Phi[|a\rangle\langle a|],$$

given by the generalised Born rule, yields the numerical value of four $a$ priori conceptually distinct quantities:

- $P_{\text{pre}}(x|a,\Phi)$, for the prediction task with bistochastic channel $\Phi$,
- $P_{\text{post}}(a|x,\Phi)$, for the postdiction task with bistochastic channel $\Phi$.

\(^1\)In the diagrammatic calculus, flipping a diagram along a horizontal axis denotes taking the hermitian conjugate.
• $P_{\text{pre}}(a|x, \Phi^\dagger)$, for the prediction task with time-reversed bistochastic channel $\Phi^\dagger$

• $P_{\text{post}}(x|a, \Phi^\dagger)$, for the postdiction task with time-reversed bistochastic channel $\Phi^\dagger$.

Thus postdiction-symmetry is intimately linked with time-reversal invariance even in the context of open quantum systems.

In general, however, the adjoint of a CPTP map might fail to be trace non-increasing. So it might not only fail to represent a quantum channel, but may not even be a quantum map, i.e. part of an operation. In this case, an active time-reversal of the corresponding quantum channel does not exist, as has been recently shown in [61, 62].

5.3 Quantum channels towards the past

A quantum channel might not have an active time-reversed version. Nevertheless, we can learn something striking by looking at the time-reversed task of a purification of this quantum channel: CPTP maps can describe postdictions in situations in which part of the future data is left implicit and fixed. Consider the time-reversed version of the purified task in section 4.3. The system is prepared in some state corresponding to the basis $\{x,y\}$ and measured on some basis $\{a,b\}$ after undergoing the transformation described by $U_{\Phi}^\dagger$. Using the time-symmetry of unitary open systems (66), observe that

$$P_{\text{pre}}(x|a, \Phi) = P_{\text{pre}}(x|ab, U_{\Phi}) = P_{\text{post}}(x|ab, U_{\Phi}^\dagger).$$

That is, the quantity

$$\text{tr} |x\rangle\langle x| \Phi [|a\rangle\langle a|]$$

(73)

is the solution to two different tasks:

• $P_{\text{pre}}(x|ab, U_{\Phi})$ for the prediction task with unitary $U_{\Phi}$, and

• $P_{\text{post}}(x|ab, U_{\Phi}^\dagger)$ for the time-reversed postdiction task with $U_{\Phi}^\dagger$.

Thus one can take the quantity (73) to relate to an inference towards the past, in a situation in which part of the future events are only implicitly described. This furthers the argument that the inference-asymmetry of the CPTP maps is not an asymmetry related to an intrinsic direction of time in the details of a quantum process, but in an asymmetry in the data about a system. The input of a CPTP map does not necessarily lie to the past of the output, it can also lie to its future.

This last insight will play a major role in dispelling a source of confusion regarding the time-orientation of quantum phenomena.

6 The arrow of inference

In this section, we discuss two closely related asymmetric aspects of the operational formalism, encapsulated by two maxims: “there exists a unique deterministic effect” and “no signalling from the future”. These expressions reflect mathematical properties of the theory that are often taken as evidence of an asymmetry between the past and the future. Here we show that these properties reflect the asymmetry due to the arrow of inference, which is in principle independent of the arrow of time.

6.1 “There exists a unique deterministic effect”

As a mathematical statement, given the definitions, this maxim is correct. A quantum map is deemed deterministic, or causal, if it is trace preserving. An effect is a quantum map from a Hilbert space to the trivial Hilbert space. Thus a deterministic effect is an effect that is trace-preserving. It is easy to see that the only such effect is the one that maps a state to its trace, i.e. the discard operator. In this precise sense the discard is the only deterministic effect.

As a statement of the irreducible uncertainty of quantum phenomena, the maxim is also correct: the only way to be certain about a prediction in all cases is to not guess at all. In the context of prediction tasks, discarding means not trying to predict anything about the system and is represented by the identity operator as an effect (see section 3). Not guessing is the only way to always guess right, and this is the physical content of “there exists a unique deterministic effect.”

The uniqueness of the deterministic effect is sometimes understood as the conservation of probability, a mere aspect of inference (see for example [63, 35]). However, the maxim is sometimes taken to signify something fundamental about the distinction between the past and the future [44, 64], and this is not correct. In fact, we can define by analogy what it means to discard something in the past. If discarding in the future means marginalising prediction probabilities, then discarding in the past means marginalising postdiction probabilities. Discarding in the past is also represented by the identity operator when computing probabilities—this time in the input side, as we have seen at the end of section 3. Indeed, looking at the formula (35) for postdiction with a general quantum channel, we see that the only way to have probability 1 is to discard the system, i.e. by not guessing at all.

Thus, the uniqueness of the discard operator is not a consequence of the time-orientation of quantum phenomena. It is instead a manifestation of thoroughly time-symmetric quantum indeterminism in the context of prediction.
6.2 “No signalling from the future”

This maxim means that the probabilities of the outcomes of a quantum operation do not depend on the nature of a later operation. To lay down some notation, we reproduce the standard proof of this property, which is an immediate consequence of the equations (22) and (26). In the next subsection we comment on the physical reasons for this and show that it too is in fact a property of the arrow of inference, not a property of time.

Suppose a system starts in a state $\rho$, and the operation $E \rightarrow D = \{E_x\}$ is applied. The quantity

$$P_{\text{pre}}(x|\rho, E) = \text{tr} E_x[\rho]$$

is the probability of observing outcome $x$.

Suppose instead that the operation $E$ is immediately followed by another operation $F \rightarrow Z = \{F_y\}$. The probability for the outcomes $x$ and $y$ is given definition by (26):

$$P_{\text{pre}}(xy|\rho, F \circ E) = \text{tr} F_y [E_x[\rho]]$$

An immediate application of probability theory and the completeness equation (22) yields

$$P_{\text{pre}}(x|\rho, F \circ E) = \sum_y \text{tr} F_y [E_x[\rho]] = \text{tr} E_x[\rho],$$

and we thus have the identity

$$P_{\text{pre}}(x|\rho, F \circ E) = P_{\text{pre}}(x|\rho, E).$$

The probabilities of the outcomes of the first operation are independent on the nature of the second operation.\(^{2}\) The case in which the operation $F$ is performed and the case in which it is not are indistinguishable by looking only at what happens at $E$. A future experimenter cannot affect the statistics in the present by manipulating a system in the future, hence “no signalling from the future.”

What about the opposite direction? By linearity and (25) we have

$$P_{\text{pre}}(y|\rho, F \circ E) = P_{\text{pre}}(y|E[\rho], F),$$

so that the probability of $y$ clearly depends on the first operation $E$.

Thus the future operation does not affect the probabilities of past events, while the past operation affects the probability of future events. One seems compelled to conclude that this reveals a time-asymmetry in quantum theory. But this conclusion is too quick. In previous sections, we have encountered various situations in which asymmetric aspects of quantum theory should not be ascribed to a difference between past and future, but to the directionality of inference and an asymmetry of the data. We have also seen that the operational formulations assume that the arrow of time and the arrow of inference point the same way. We should be cautious.

6.3 “No signalling from the further unknown”

The calculation above in fact shows that the future operation does not affect the prediction probabilities of events in its past, while the past operation affects the prediction probabilities of events in its future. In other words, if somebody in the past of both operations is trying to guess what would be the outcome of the first operation, they can safely discard any information about the second operation that might be available at that time.\(^{3}\) Put another way: an event further away from the data does not affect the prediction probabilities closer to the data.

A similar statement holds also when the arrow of inference points toward decreasing time, i.e. when doing postdiction. As we have already seen in section 5.2, one can understand a CPTP map as a shorthand to calculate a postdiction probability when a future event is implicitly considered fixed. The same is generally true of any operation: it can serve as a shorthand to aid the calculation of postdiction probabilities. Then (77), understood as a statement about postdiction probabilities, tells us that what happened in the further past does not affect our ability to infer what happens in the closer past. When predicting, an event does not affect prediction probabilities about an event in its past. When postdicting, an event does not affect postdiction probabilities of events in its future. In both cases, there is no signalling from the further unknown.

As an illustration, let us consider a purification of the two operations $E \rightarrow D$ and $F \rightarrow Z$ above. Let us assume for simplicity that there is no need to discard a part of the output system (by handling the more general case we would reach the same conclusions but with more typographical effort). Then there exists Hilbert spaces $B, C, X$ and $Y$, unitaries $U_x : A \rightarrow B \rightarrow X \rightarrow D$ and $U_z : D \rightarrow C \rightarrow Y \rightarrow Z$, pure states $|b\rangle \in B$ and $|c\rangle \in C$ as well as orthonormal bases for $X$ and $Y$ labelled by $x$ and $y$ respectively.

Note that the no-signalling from the future property (77) can also be seen as a motivation for the definition (26) for the probabilities of the outcomes of sequential operations in the first place. Indeed by linearity, these can be rewritten as:

$$\text{tr} F_y [E_x[\rho]] = \text{tr} \left[ F_y \left( \frac{E_x[\rho]}{\text{tr} E_x[\rho]} \right) \right] \cdot \text{tr} E_x[\rho]$$

so that, by setting $\rho_x = E_x[\rho]/\text{tr} E_x[\rho]$ one can write:

$$P_{\text{pre}}(xy|\rho, F \circ E) = P_{\text{pre}}(y|\rho_x, F) \cdot P(x|\rho, E).$$

\(^{2}\)To be sure, having knowledge of the outcome of the second operation does provide an advantage in guessing the outcome of the first one, since

$$P(x|y, \rho, F \circ E) = \frac{P(x|\rho, E)}{P(y|\rho, F \circ E) \cdot P(x|\rho, E)}.$$

This data however is unavailable to somebody sitting in the past of both operations.
such that for all $\rho \in \mathcal{L}(A)$ and $\sigma \in \mathcal{L}(D)$:
\begin{align}
E_x[\rho] &= \text{tr}_X |x\rangle\langle x| \circ U_F[\rho \otimes |b\rangle\langle b|], \\
F_y[\sigma] &= \text{tr}_Y |y\rangle\langle y| \circ U_F[\sigma \otimes |c\rangle\langle c|],
\end{align}
meaning that:
\begin{align}
F_y &= U_F \\
E_x &= U_F
\end{align}

We can write down the prediction probabilities for the purified task in terms of the operations:
\begin{align}
P_{\text{pre}}(xy|abc, U_F U_E) &= \text{tr} F_y[E_x[a]].
\end{align}

Now we can use the property (66) of time-reversed unitary tasks to also write
\begin{align}
P_{\text{post}}(xy|abc, U_F^+ U_E^+) &= \text{tr} F_y[E_x[a]].
\end{align}

Thus the quantities $\text{tr} F_y[E_x[a]]$ are also postdiction probabilities for a different scenario, in which future events $b$ and $c$ are held fixed, and this knowledge is used to guess something happening to their past ($x$ and $y$):
\begin{align}
F_y &= U_F \\
E_x &= U_F
\end{align}

In this case, the operation $\mathcal{F}$ contains information about something that happens earlier in the system, namely, the interaction $U_F^+$ between the subsystems $Y$ and $Z$, and the outcome of the measurement of $C$. All of this information is irrelevant when postdicting only the preparation on $X$:
\begin{align}
\sum_y P_{\text{post}}(xy|abc, U_F^+ U_E^+) &= P_{\text{post}}(x|abc, U_E).
\end{align}

Thus, when postdicting, the outcome and nature of the earlier operation is irrelevant to the probabilities for the outcome of the later operation.

### 6.4 Why we can signal from the past

We have seen that the operation $\mathcal{E}$ affects the prediction probabilities for the outcome of $\mathcal{F}$. How is this related to the notion of signalling? Let’s imagine two parties, one located where $\mathcal{E}$ takes place and one where $\mathcal{F}$ takes place. Let’s call them Eve and Fred. How can Eve send a signal to Fred? The barebone scenario for signalling to the future is that Eve’s operation is simply a state preparation of a qubit, and Fred’s is a projective measurement. Eve, who knows the basis on which Fred will measure, chooses one of the two states so that she fully determines the outcome of Fred’s operation. Like this, she can send one bit of information.

Notice, however, that Eve’s ability to choose is crucial to this protocol. If she cannot pick what state to send to Fred, she cannot send a message to him. All she can do is try to predict what will be the outcome of Fred’s measurement, once—and if—she knows what state she sent him. How does somebody prepare a system in a specific state? In practice, this is done by subjecting the system to a maximal test and discarding the systems yielding unwanted results [65]. Alternatively, one can apply a unitary transformation to the system, conditional on the outcome of the maximal test. Both of these procedures require an increase in the entropy of the universe, as the first involves picking and choosing [53, 66] and the second is an instance of erasure so Landauer’s principle applies [67], a rigorous proof of which just appeared [68]. Thus, signalling is a concept beyond single quantum transition probabilities and has its origins in the thermodynamic arrow of time.

We are time oriented creatures, we know more about the past than about the future, we mostly try to guess the future. Quantum probabilities do not care if you are making guesses about the future or the past. They are about predicting what is unknown from what is known. The difference between what is known and what is unknown is at the origin of the time asymmetric maxims of the operational formulations. The first maxim arises from the fact that postdiction scenarios are rarer than prediction ones in practice. If we want to learn about the past, we find there are plenty of records about past events in the present. The existence of traces is not a property of the probabilities of individual quantum systems, so the fact that we rarely have to guess about the past the same way we have to guess about the future is no evidence of a time asymmetry of the physics of quanta.

The grip of the second maxim on the community is more subtle. It rests on the notion of signalling, which is itself tightly linked with ideas of causation and agency, concepts we have strong intuitions for and rely on daily. We humans make choices and these choices influence our future (not our past). The same goes for a lot of systems around us: when my laptop suddenly “decides” to break, it will affect my ability to finish a future paper (not a past one). Is this time-orientation a direct consequence of some time asymmetry in quantum phenomena? Hopefully, by now, the answer is clear. Is causation a fundamental
property of the world in some other way? This question has received surprisingly little attention from the physics community at large [1]. This question needs to be addressed carefully if one hopes of extending these operational formalisms to probe physics outside laboratories. The notion of causes always preceding effects is strongly related to notions of agency. And agency is a perspectival property, stemming from a partial description of systems and the presence of an entropy gradient [53, 66]. One should be cautious in extending notions of time oriented causation all the way to elementary physics.

7 Time orientation of other formalisms

Before concluding the paper, we add some comments regarding the time orientation in other formalisms.

In the de Broglie-Bohm interpretation [69, 70], the particle and the pilot-wave obey time-reversal invariant dynamics. The Everettian wavefunction [71, 72] also obeys time-reversal invariant dynamics. Branching towards the future is interpreted as a past low entropy condition: systems were uncorrelated in the past, hence the vanishing of von-Neumann relative entropy. Alternatively, it can be interpreted as a perspectival aspect of the Everettian relative state determined by an observation in the present.

The Copenhagen quantum state is correlated with past observations, not future ones, but the state is, of course, unobservable and its ontological status is debated. Its empirical content is given by the probabilities it allows to calculate. If we ask time-symmetric questions, the probabilities we obtain are time-symmetric [38]. The state is assumed to be correlated with past events because we are using past data to infer about the future. If we want to guess about the past, we could just as well use a quantum state correlated with a future event [39, 42, 73].

In QBism [47], quantum theory is interpreted as a means to aid decision making, allowing an agent to calculate the probabilities of the consequences of their interactions with the world. Because decision-making agents play a central role in bringing about the world according to the QBists [74], the ontology of the theory is fundamentally time oriented.

Lab measurements generally involve decoherence and amplification of a microscopic phenomenon to the macroscopic realm, both of which rely on the entropy gradient. Views of quantum theory that insist that the only real events are of this kind are therefore time-oriented, even though the probabilities themselves might be time-symmetric. These views also imply that there is no interpretation of the theory outside of the macroscopic approximation.

According to the relational interpretation of quantum mechanics (RQM) [31, 75], facts happen at every interaction between any two systems, but the facts are relative to the systems involved in the interaction. The quantum state only plays a computational role in this interpretation. Decoherence comes into play to ‘stabilise’ a fact [76], so that one might ignore its relational nature, which is manifest in interference effects. Decoherence requires information loss and an increase in entropy. Hence RQM is a time-symmetric formulation of quantum theory, but the dynamics of relative facts is time symmetric while the dynamics of stable facts is time oriented.

Conclusion

Quantum theory is not about predicting the future, it is about time-symmetric conditional probabilities relating events. The directionality internal to the theory is the arrow of inference, the difference between known and unknown.

There are formulations of quantum theory that break time reversal symmetry and use time-oriented theoretical notions. These either refer to non-observable entities, or to assumptions about the time orientation of inference problems, or to the entropic time orientation of decoherence. Examples of such formulations are provided by the use of a quantum state determined by past interactions in the Copenhagen interpretation, and the use of the quantum operations described above. The time orientation of operations is due to them being high-level notions with a built-in assumption about time asymmetric capabilities of the experimentalists.

The time orientation of the formalisms we use is determined by the common boundary conditions we set for the physical processes we study: they come from the assumptions about the agent interacting with the system and the conditions she imposes on it. The agent is not directly modelled in the theory and is instead represented by the inferential boundary conditions and choice of operations, the exogenous variables of [77]. Time orientation is in this way external to the elementary quantum process being modelled. It can, in principle, be entirely accounted for at the level of statistical mechanics as a consequence of the existence of an entropy gradient, namely past low entropy [78, 2, 53, 66].

Some authors [44, 38] have built time-symmetric theories to replace quantum theory. However, the results of sections 2 and 5 show that quantum theory is already time-symmetric as it is. The transition probabilities calculated with quantum theory are blind to the direction of time. The probabilities of closed quantum systems are inference symmetric and time-reversal invariant. Thus, when accounting for all the relevant degrees of freedom, the predictions of quantum theory are thoroughly time-agnostic. The probabilities of open quantum systems are in general neither inference symmetric nor time-reversal invariant. We have shown that the asymmetry between prediction and postdiction in this case is only a con-
sequence of treating the two problems asymmetrically, by assuming more knowledge in one case than in the other. Both inference asymmetry and the failure of time-reversal invariance of quantum channels can be understood in the same terms. This asymmetry is not intrinsic to the mechanical theory, but is, rather, an asymmetry of the questions we humans ask using the theory.
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This situation is reminiscent of the one in classical statistical mechanics, in which one can prove that entropy increases both towards the past and towards the future of the given initial state [1, 77]. In both situations we use time-symmetrical mechanical laws to extrapolate from a state of limited knowledge to a state at other times. This results in even more limited knowledge. The fact that entropy was lower in the past, is a fact external to the laws of mechanics. And the fact that we are mostly interested in extrapolating towards the future is in turn a consequence of the low entropy in the past.
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