A prototype of a handheld augmented reality application to get familiar with ultrasound equipment knobology
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Abstract

Aims: A prototype application has been developed that is adapting modern augmented reality technology to support learning in ultrasound skills-labs or at home. The application enables students to get in real-time an orientation and information about the knobs on an equipment’s control panel that is available in the lab. Material and methods: The Augmented reality (AR) application for smartphones or tablets was created in Unity (San Francisco) with the software development kit Vuforia (Vuforia PTC Inc., Zurich) to support students with their own devices to learn the knobology of an ultrasound equipment. An interface was modelled, which is superimposed on the live camera image and provides information about the displayed knobs and sliders on the control panel. Results: The smartphone or tablet app is able to detect the specific ultrasound equipment in real in the skills-lab, as well as from a hardcopy photo or displayed by a monitor and to provide further detailed information. The application can be used therefore as preparation of a practical course or for orientation within the lab at the equipment. Conclusions: The flexibility of the app is optimal for students to become familiar with the equipment before they are having their skills-lab lecture and might help to reduce time for introduction to orientation at the equipment’s console. Keywords: ultrasound; teaching; augmented reality; education; equipment
problem-oriented solutions might lead to support teaching of technical basics in skills-labs [20,21].

For this purpose, we have developed an AR prototype application for Android-based smartphones and tablets to learn the handling and explain the frequent knobs and sliders by scanning the ultrasound equipment with a handheld device. Free available programming tool kits have been used to keep the development process short and inexpensive for our prototype and to demonstrate that this kind of educational application can be realised without too much effort. The prototype app has been offered to students for getting individual feedback after working with it in a realistic representation in- or outside the skills-lab (e.g. at home).

Material and methods

AR programming

The prototype application has been developed in Android (Android Studio 3.3.1, Google Inc.) which simplifies different module implementation and prototype testing of the app on various smartphones or tablets. Before live camera images are overlayed with AR information, several different working steps are necessary (fig 1).

First, the real ultrasound equipment has been modelled in 3D by photographic scanning (photogrammetry) because no digital computer aided design (CAD) model was available. The free 3DF Zephyr lite version of 3DFLOW (vers. 4.353, 3Dflow SRL Verona) has been used with a capacity of up to 50 camera images. These digital images were taken manually in a semicircle around the ultrasound equipment (fig 2). Considering the front view as the origin (0°), it was started on one side at approximately 80°. When the image was recorded one step to the side (approximately 10°) was taken and the process repeated until the other side was reached (-80°). Then the whole procedure was repeated at a new angle. This resulted in 3 semicircles of images and the remaining ones were used to take close up images of areas of interest or in case something was rendered poorly. Then all images were imported to the 3DF Zephyr lite program to generate out of a spatial point cloud a textured mesh model of the equipment with highest quality output settings. The CAD model of the ultrasound equipment could be constructed with this mesh model using Blender (vers. 2.79b, Blender Foundation) and acts as a reference model to optimize the final designed CAD model together with the knobs and sliders of the console in 3D.

The next step has been the recognition of this 3D CAD model from the live camera video stream of the real equipment. The toolbox Vuforia and the Model Target Generator (both vers. 8.0.010 Vuforia PTC Inc., Zurich) are chosen to implement the detection of the equipment acquired from different spatial positions (fig 3). Both toolboxes generate models that can be used with Unity (vers. 2018.3.11f1, Unity Technologies, San Francisco), a software development kit to combine all previous toolboxes and models for the smartphone app available for Android Studio.
Additionally to the automatic detection of the equipment, an interface is needed to offer real functionality and interaction within AR. Blender has been involved to show additional information within boxes, knobs and sliders at the console while marking the object in the real camera image with the touch screen or adapting scripts to operate the app. In the final step the code has been adopted as suitable for 2D photo or 3D camera recognition before the software app was finalized for Android (Version 4.4. and above).

### App integration in the teaching course

The app was uploaded together with an installation guide and digital photos of the different ultrasound consoles to the internal Moodle platform to be available for the students of a basic ultrasound course. Additionally, a questionnaire (Table I) was created in Moodle to get a first feedback about this prototype acting as a pilot for further extensive AR apps planned.

### Results

Two versions of the app have been created, a 2D version (called ARgUS lite) that can be used to recognize the ultrasound console features from a hardcopy photo (fig 4a) or digital by a monitor (fig 4b) and a 3D version (called ARgUS), suitable for detecting and interacting with the real equipment in the skills-lab (fig 5). In total 5 different types of ultrasound equipment (CX 30 Philips, Logiq E9 GE, Voluson E6 GE, X300 Siemens, Xario200 Canon) were implemented in this way to support teaching and learning with the present imaging equipment in our skills-labs.

After starting the app, the smartphone or tablet camera is activated and depending on the position of the user the whole console (fig 5a) or only a part of it (fig 5b) is automatically detected and knobs and sliders are highlighted that are in view of the camera. Additionally, all console elements are identified with names in an overlayed text box (fig 6), that is clickable and shows more information about the special function (fig 7). On the main window of the app a help function can be selected to get familiar with this AR software or to get a list of the implemented ultrasound equipment. The app works on different handheld devices and has been tested to be operational from Android version 4.4 up to version 9.

A first feedback from the radiotechnology students, who could download this app optionally with other

---

**Table I. Feedback questions with 4 rating categories**

| Question                                                                 | Rating results: mean (range) |
|--------------------------------------------------------------------------|------------------------------|
| Q1. Can interactive augmented reality apps be helpful in the education of students? | 4 (4)                        |
| Q2. Is this app easy to install & use?                                   | 3 (2-4)                      |
| Q3. Is the information from this app helpful for you?                    | 4 (4)                        |
| Q4. Would you use such apps as preparation for a skills lab at home?     | 4 (4)                        |
| Q5. Would you prefer AR apps over traditional learning materials?        | 2 (2)                        |
| Q6. Do you think that such apps help to learn the handling of the device faster? | 3.5 (3-4)                |
| Q7. Do you think that you will be able to find your way around the real device better after using the app? | 3.5 (3-4)                |
| Q8. Would you recommend this AR app to other fellow students?            | 4 (4)                        |

Answering possibilities: not the case (1 point) | not really the case (2 points) | possibly the case (3 points) | definitely the case (4 points)
course documents mainly showed that these kinds of application can support teaching (4/4 points, Q1), the information offered has been helpful (4/4 points, Q3) and usable at home (4/4 points, Q4) to get a faster understanding of the handling and orientation of the equipment (3.5/4 points each, Q6,7). All testers would recommend the app to their fellow students but would prefer installation from an official app store (3/4 points, Q2) and would use it together with classical teaching materials (2/4 points, Q5).

Discussion

The ultrasound equipment is detected once the camera is placed on the photo, monitor or real equipment and the overlay of the control knobs are displayed. On older handheld devices with earlier Android versions installed, there could be a latency time of a few seconds due to slower computer processing unit (CPU) speed and suboptimal internal application programming interfaces (API). Ambient light conditions can influence the recognition speed, too. Due to the fact that the Vuforia toolbox relies on optical and inertial sensors it was possible to obstruct the camera view by e.g. pressing buttons on the device without losing the correct user interface position. The correct spatial position of the overlays is a crucial item and does not come out of the box. Depending on the position of the handheld camera to the console the overlayed information can be shifted a little bit and is not fully superimposed sometimes but this can be omitted by using a wider distance or a position in front of the equipment.

A lot of working time was spent on the photogrammetry and remodelling process to get a digital CAD object of the special equipment. Different sizes and positions of the console’s knobs and sliders of the equipment types needed to be adopted individually. A CAD model from the manufacturer or high-resolution 3D scanning of the equipment might lead to a reduction of this working load for obtaining a mesh file for further processing.

The feedback of this pilot application has been limited because only 3.8% of the course participants were willing to test this app and send back their opinion. This is mainly due to the fact that it was optional to use and the download could not be managed from the Google app Store or app store of Apple because no application has been programmed for iPhone at the moment. However, an AR application is valid to support basic learning of console functions and a faster orientation at the real equipment. Adding more special equipment features and supporting information from the internet might lead to AR applications being used in skills-labs regularly or as a preparation.

Conclusion

Realizing a handheld augmented reality application for teaching students the ultrasound knobology of an equipment with overlaying additional information is possible with already free accessible tool kits and not too great an effort for developing and costs. The developed software app is stable in use and flexible to the needs of students for their individual studies. These kinds of AR-applications supporting basic ultrasound teaching are becoming more attractive if they are available for different operating systems. AR provides new possibilities and features that have not been available until now for this special educational purpose.

The app, equipment photos and a video demonstration are downloadable under a creative commons license (CC BY-NC-SA) from our university server (https://cloudius.meduniwien.ac.at/index.php/s/cDikZ5qLlFVszup).
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