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Abstract

Story Points (SP) are an effort unit that is used to represent the relative effort of a work item. In Agile software development, SP allows a development team to estimate their delivery capacity and facilitate the sprint planning activities. Although Agile embraces changes, SP changes after the sprint planning may negatively impact the sprint plan. To minimize the impact, there is a need to better understand the SP changes and an automated approach to predict the SP changes. Hence, to better understand the SP changes, we examine the prevalence, accuracy, and impact of information changes on SP changes. Through the analyses based on 19,349 work items spread across seven open-source projects, we find that on average, 10\% of the work items have SP changes. These work items typically have SP value increased by 58\%-100\% relative to the initial SP value when they were assigned to a sprint. We also find that the unchanged SP reflect the development time better than the changed SP. Our qualitative analysis shows that the work items with changed SP often have the information changes relating to updating the scope of work. Our empirical results suggest that SP and the scope of work should be reviewed prior or during sprint planning to achieve a reliable sprint plan. Yet, it could be a tedious task to review all work items in the product (or sprint) backlog. Therefore, we develop a classifier to predict whether a work item will have SP changes after being assigned to a sprint. Our classifier achieves an AUC of 0.69-0.8, which is significantly better than the baselines. Our results suggest that to better manage and prepare for the unreliability in SP estimation, the team can leverage our insights and the classifier during the sprint planning. To facilitate future studies, we provide the replication package and the datasets, which are available online.
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1 Introduction

Story Points (SP) are a relative effort unit that is commonly used to represent the effort of a work item in Agile software development process (Usman and Britto 2016). SP are used to facilitate the planning activities of a working iteration (e.g., ‘sprint’ in Scrum). The team mainly uses SP to allocate work items for a sprint. SP are also used to measure the team’s delivery capacity, i.e., the available capacity of the team to work in the upcoming sprint, which helps the team plan the sprint in order to deliver a product increment (Coelho and Basu 2012). (Cohn 2006)[p.7] also suggested that “reliable estimates enable reliable delivery.”

Typically, SP of a work item are initially estimated during product backlog refinement (a.k.a. backlog grooming) (Fowler 2019). Ideally, accurate SP should reflect the development time (Cohn 2006). Thus, the team can achieve a reliable sprint plan, i.e., the selected work items are completed within the sprint. As Agile methodologies are amenable to accepting and adapting to changes, the initially estimated SP may not reflect the relative size of the work item due to changes that have occurred. Therefore, prior to finalizing the sprint plan, the team may revisit the SP to acquire confidence that the selected work items can be delivered within the sprint (Rubin 2012).

SP can be changed (re-estimated) when the relative size of the work item is changed (Cohn 2006). Intuitively, a change of SP indicates that the work item may be larger (or smaller) than initially estimated and the original SP value was inaccurate (i.e., not reflect the development time). Therefore, the change of SP after sprint planning may cause the sprint plan, which is created based on the SP, to become unreliable (Cohn 2006). The impact can be larger if the plan has been committed to the customers. Consecutive SP changes may cause the customer to be reluctant to make important decisions as they may presume that the estimation and the plan are unreliable (Cohn 2006). As suggested by (Prikladnicki et al. 2019), there is a need for an approach or tools to predict the possible unreliability of the estimates.

Hence, we first conduct a mixed-methods empirical study to understand the various aspects of SP changes (i.e., prevalence, accuracy, and the impact of information changes on SP changes) after the work items were assigned to a sprint. Then, to help the team better cope with the unreliability in SP estimation, our goal is to develop a classifier to predict the future SP changes of a work item. In this work, we mine the information that is recorded in the summary, description, and other related fields of a work item. Then, we develop classifiers using machine learning techniques to predict whether a work item will have SP changes after it is assigned to a sprint. We conduct a case study on seven open-source projects which are known to actively use SP and an online task management system (i.e., JIRA) to record the information of a work item. Based on 19,349 work items across these six projects, we answer the following research questions:

(RQ1) To what degree do Story Points change?

Motivation: SP may be changed to better reflect the relative effort of a work item (Cohn 2006). Ideally, SP should not be changed after it was assigned to a sprint (i.e., after the sprint was planned). Such SP changes may have a negative impact on the team, e.g., additional effort may be required to re-plan the sprint, the sprint plan may become unreliable, or the team may lose the customers’ trust (Rubin 2012; Cohn 2006). Nevertheless, the team might
have a policy or norm that allows SP to be changed after the sprint plan is finalized (Hoda and Murugesan 2016; Masood et al. 2022; Pasuksmit et al. 2021). Yet, it is unknown whether SP changes after sprint planning are common and their sizes are significant or not. The high frequency of SP changes with a large changing size would suggest that the team may often encounter unreliable sprint plans. In this RQ, we quantitatively analyze the nature of SP changes (i.e., prevalence, changing size, and frequency) to shed light on whether SP change is a significant issue that often occurs or not.

Key findings: On average, only 10% of the studied work items have SP changes after they were assigned to a sprint, where 88% of them have SP changed only once. Moreover, an average of 57% of these work items have their SP increased by a typical size change of 58%-100% relative to the SP values when they were assigned to the sprint. These results suggest that even though SP are not frequently changed after sprint planning, the SP tend to be increased by a relatively large size change.

(RQ2) Do changed Story Points better reflect the development time than the ones that remain unchanged?

Motivation: To achieve a reliable sprint plan, SP should reflect the development time, i.e., the time spent to complete a work item (Cohn 2006). However, it is still unclear whether the SP that remain unchanged after sprint planning (i.e., unchanged SP) or the SP that are changed even after sprint planning (i.e., changed SP) better reflect the development time. Using the SP values that do not reflect the development time for sprint planning would lead the sprint plan to be unreliable. If the estimated SP do not reflect the development time, the allocated time for the sprint may not be sufficient. On the other hand, the estimated SP that can reflect the development time would allow the team to allocate the right amount of work to fit in the time box of the sprint. Hence, we perform a statistical analysis to empirically examine the relationship between the SP values and the development time.

Key findings: The unchanged SP share a stronger relationship with the development time than the changed SP (either the original SP values or their last values). This result indicates that the stable (unchanged) SP can better reflect the effort of a work item than the unstable (changed) SP. We also found that the last value of changed SP tends to share a stronger relationship with development time than the changed SP value when the work item was assigned to a sprint. The findings of this RQ highlight that creating a sprint plan based on unstable SP (i.e., the SP that will be changed after sprint planning) may prone to be an unreliable plan.

(RQ3) To what extent are Story Points changes are associated with information changes?

Motivation: Grounded Theory studies pointed out that the practitioners may re-estimate the SP when the information is changed (Hoda and Murugesan 2016; Bick et al. 2018; Masood et al. 2022). However, it is unclear whether this association is significant. Moreover, there are various possible types of information changes, e.g., scope changes or clarifications (Madampe et al. 2020; Rubin 2012). However, little is known what types of information changes could lead to SP changes. The findings of this analysis should help the practitioners save effort in maintaining SP by focusing on particular types of information changes that could lead to SP changes. Therefore, in this RQ, we first statistically analyze the association between the frequency of SP changes and information changes. Then, we further conduct a manual analysis to identify the types of information changes that were made to the work items that have resulted in an SP change.

Key findings: After the work items were assigned to a sprint, 33%-60% of the work items with changed SP have information changes, while only 9%-17% of the work items
with unchanged SP have information changes. The odds that a work item with changed SP will have information changes is 2.25-4.35 times higher than that of a work item with unchanged SP. From our manual analysis, 7%-41% of the work items with changed SP have information changes for updating the scope, while 60%-81% of the work items with unchanged SP have information changes for clarification. These results suggest that SP changes often occur along with information changes after the sprint planning. Moreover, the information changes for updating scope often occur in the work items with SP changes.

(RQ4) Can we predict whether a work item will have Story Points changes?

Motivation: SP changes indicate that the effort required for the work item becomes larger (or smaller) than expected. Indeed, our RQ1 shows that SP tend to be increased by a relatively large size change after a work item was assigned to a sprint. Moreover, our RQ2 shows that the SP that were changed after sprint planning do not reflect the development time better than the unchanged SP. However, it could be a tedious task for the team to revisit SP of all work items in the sprint backlog to improve the stability of the sprint plan. Therefore, we develop a classifier to predict whether a work item will likely to have SP changes after being assigned to a sprint. With our classifier, the team can save effort in sprint planning by focusing on revisiting a subset of work items that are predicted as having SP changes.

Key findings: Our classifier can predict whether a work item will have SP changes after it was assigned to a sprint. In particular, our LR classifier achieve an average AUC of 0.69-0.8, an average Balanced Accuracy of 0.6-0.68, and an average D2H of 0.33-0.47, which are better than the baselines. We find that reporter-stable-sp-rate and text-gaussian are the most influential metrics in our classifiers. These results suggest that our classifier can predict whether the SP will be changed after the work item is assigned to a sprint based on the available information. The past tendency of the work items reporter (reporter-stable-sp-rate) and likelihood estimated based on textual content (text-gaussian) are the most important characteristics to anticipate the stability of SP.

Key Contributions. This paper is the first to present: (1) An empirical result on the prevalence, frequency, and size of SP changes; (2) The impact that the estimation unreliability can have on the SP accuracy; (3) A manual categorization of the types of information changes that are associated with SP changes; (4) The classifier that can predict whether the SP will be changed based on the available information when a work item is assigned to a sprint. Our results suggest that the team can leverage our insights of SP changes and the classifier to better manage and prepare for the unreliability during the sprint. Additionally, we provide the replication package to facilitate the replication of our work.1

2 Background

In this section, we describe an ideal Agile iterative development and effort estimation in Agile. We also discuss the potential impact of SP changes based on the literature.

2.1 Agile Iterative Development

In Agile, a software development team plans, develops, and delivers a product increment in a time-boxed iteration (i.e., sprint). Figure 1 shows a typical Agile iterative development process (e.g., Scrum), which includes four main steps, i.e., (1) product backlog refinement,

1https://github.com/aws-research/storypoints-changes
(2) sprint planning, (3) sprint executing, and (4) sprint delivering. Product backlog refinement is the step that the team reviews the work items in the **product backlog**, i.e., a list of work items to develop the software (Sedano et al. 2019). Some work items in the product backlog may be large, i.e., Epics, which describe a high-level overview of a feature. During the product backlog refinement, the team refines Epics by creating a set of smaller work items (e.g., stories or tasks). Then, the team estimates the effort required to complete each work item and prioritize them.

At the beginning of each sprint, the team performs sprint planning to select the work items that the team will commit to delivering as a product increment. To do so, they first define the sprint goal and determine the team’s **delivery capacity**, i.e., the available capacity of the team members to work in the sprint (Fowler 2019). Then, the team reviews and selects the work items that are aligned with the sprint goal and have estimated effort fit into the team’s delivery capacity (Fowler 2019; Masood et al. 2022). The selected work items are then moved from the product backlog to the **sprint backlog**. These work items in the sprint backlog will be committed to be delivered to the customer within the sprint. Ideally, these work items should remain unchanged throughout the sprint (Fowler 2019; Rubin 2012). After the sprint planning, the team executes the sprint, i.e., implementing the work items in the sprint backlog. Finally, they deliver the implemented work items as a product increment to the customer when the sprint ends.

### 2.2 Effort Estimation in Agile

Effort estimation helps the team in sprint planning. When selecting work items for a sprint, the estimated effort of a work item is considered to ensure that the workload will fit the team’s delivery capacity (Schwaber and Sutherland 2020). Additionally, the team’s delivery capacity is also derived from the estimated effort. More specifically, the delivery capacity is determined based on the **velocity**, i.e., the total estimated effort of work items that the team delivered per sprint in the past (Fowler 2019). In addition, the velocity can be used to roughly predict when a software (or a release) should be delivered. For example, a team plans to release a software product that contains work items with a total effort of 100 units. If the team performs a two-weeks sprint with a velocity of 50, the team will require two
sprints (or four weeks) to deliver the software. Hence, to achieve a reliable software delivery, the estimated effort should be reliable (Cohn 2006).

Story Points (SP) are an effort unit that is commonly used in Agile (Usman and Britto 2016). SP reflects the relative effort of a work item (Fowler 2019). For instance, a work item that is assigned with two SP should take twice as much effort as a work item that is assigned with one SP (McConnell 2006). Typically, SP are estimated by the team using subjective decision methods based on team consensus, e.g., Planning Poker (Grenning 2002; Usman and Britto 2016). The team estimates SP of a work item by considering different factors based on the available information, e.g., complexity and size of the work item, and the development team’s experiences (Rubin 2012; Usman and Britto 2016). Henceforth, we will use the term ‘SP’ interchangeably with the term ‘estimated effort’.

2.3 Story Point Changes

SP are allowed to be changed (re-estimated) (Cohn 2006). During product backlog refinement or sprint planning, the team refines work items when detailed information is retrieved. If the refinement causes the SP to become inaccurate, the team may re-estimate the SP to better reflect the relative size of the refined work item (Bick et al. 2018). Then, the team will notify all stakeholders and adjust their plan if needed.

Nevertheless, given that the sprint plan is based on the estimated SP at the sprint planning, any changes to the SP after the sprint planning may impact the sprint plan. Intuitively, SP changes indicate that the effort required to implement a work item is larger (or smaller) than expected. Especially, if the SP are increased after the sprint planning, SP changes can negatively impact the sprint plan, i.e., the actual effort required may exceed the delivery capacity (Rubin 2012). Even though the sprint has not started yet, the team may still waste their effort in re-planning to accommodate the changes. The impact may be larger if the sprint plan is already be committed to the customer (Cohn 2006) or the sprint execution is already commenced (Rubin 2012). Some work items may be forced to complete within the sprint despite the increased SP (Hoda and Murugesan 2016). Yet, such a practice may negatively impact the quality of code and software (Cohn 2006). Furthermore, if several sprint deliveries were unsuccessful or partly successful (i.e., some work items were postponed) due to unreliable sprint plans and/or SP estimates, the team may not be able to build trust with the customer (Rubin 2012).

Achieving reliable SP estimation benefits the team in sprint planning (Cohn 2006). Reliable SP estimation leads to sustainable team workload allocation and enables reliable delivery that builds trust between the team and customer. However, in practice, SP are often initially estimated based on incomplete information. Such information may be discovered late or changed (Hoda and Murugesan 2016; Svensson et al. 2019), which may lead to the SP changes. To minimize the impact, there are needs to better understand the SP changes and an automated approach to predict the SP changes. Hence, in this work, we first conduct an empirical study to better understand SP changes in various aspects, i.e., prevalence, accuracy, the impact of information changes on SP changes. Then, we aim to develop an approach to predict whether the SP will be changed based on the available information when a work item is assigned to a sprint. The key motivation behind is that the changes are inevitable in Agile and forecasting the changes allows the teams to better prepare for the unreliability (Priednik et al. 2019).
3 Case Study Design

This section presents our motivation for our research questions, our project selection, and data preparation approaches.

3.1 Studied Projects

In recent practice, the teams use an online task management system (e.g., JIRA) to record the work items in their product backlog (Hoda and Murugesan 2016; Choetkiertikul et al. 2019). To study the SP changes, we select the open-source projects that satisfy the following criteria.

**Criterion 1 – Traceability:** Since we will perform data analysis to empirically examine and predict the SP changes (i.e., the activity of SP assignments), we need the historical record to determine whether the SP were changed. Hence, we opt to study the projects where the activities are recorded in a task management system.

**Criterion 2 – Active Story Points Usage:** Since this study focuses on SP changes, we select the projects that actively use SP as a unit to represent the effort required to complete a work item. Based on this criterion, we select the projects that have a relatively large number of work items with SP as the projects with only few work items with SP may not actively use SP.

**Criterion 3 – Story Points change norm or policy:** Since we want to study the SP change, we need to ensure that SP changes are generally allowed in the project and the SP changes that we could observed were not occurred by mistakes. Hence, we opt to study the projects where their practice generally allows the SP to be changed by the norm or policy.

To satisfy our first criterion, we obtain a list of 16 Agile software projects provided by (Choetkiertikul et al. 2019), i.e., the state of the art effort estimation approach. These 16 projects use JIRA\(^2\) to track their development tasks and SP assignment activities. Unfortunately, two of these 16 projects (i.e., JIRA Software and Mule Studio) no longer provide public access. Hence, 14 Agile software projects are remaining.

For our second criterion, we determine if a project has a relatively large proportion of work items with SP by examining the distributions of the proportion of work items across all the 14 studied projects. We observe that the proportions of work items with SP of 10 projects skewed towards greater than 10% (i.e., above the 25\(^{th}\) percentile). On the other hand, the proportions of work items with SP of the other four projects (AP, BB, MD, and TE) are relatively lower than the others (i.e., only 2% - 7%, which are under the 25\(^{th}\) percentile). This observation suggests that these four projects may not use SP as actively as other studied projects. Hence, we exclude these four projects from our study.

To satisfy our third criterion, we contact the core contributors of the remaining 10 projects (i.e., the developers who regularly contributed to the projects) to confirm whether their projects generally allow SP to be changed or not. We opt to contact the core contributors because they should be more involved in the effort estimation and sprint planning of the projects than the casual contributors. Therefore, we first identify the core contributors and their contact details from the official website of the projects. If their emails are not publicly available, we ask the contact person listed in the official websites or ask developers in the Slack channel of the project about the core contributors’ emails. Then, we send an email to the core contributors to ask (1) whether their projects generally allow SP to be changed. In

\(^{2}\)https://atlassian.com/software/jira
addition, to confirm that the projects use SP according to our Criterion 2, we also ask (2) do they estimate SP and when, (3) when do they assign the work items to the sprint, and (4) how long is the sprint length. We send 47 emails to the core contributors of the 10 projects and receive 12 responses (26% response rate). In summary, the core contributors of seven projects (i.e., AS, DM, ME, MU, TI, UG, and XD) confirm that SP are generally allowed to be changed in their projects. The core contributors of the other three projects (i.e., CV, DC, and TD) inform us that their projects generally do not allow the SP to be changed. Hence, we exclude these three projects from our study. Noted that we provided the detail of the core contributors’ responses in the Section 4.

Finally, seven projects satisfied the three criteria. Table 1 shows an overview of the seven projects that we will use in this study. These projects are open-source projects. The software are developed and maintained by a team of developers or an organization with multiple teams. Appcelerator Studio (AS) is an Integrated Development Environment (IDE) tool for web and mobile application development. Data Management (DM) is data management systems for storing and manipulating the data from Rubin Observatory. Apache Mesosphere (ME) is a resource management and scheduling system for clusters.

![Springer](https://docs.axway.com/bundle/Appcelerator_Studio_allOS_en/page/axway_appcelerator_studio.html)

![Springer](https://www.lsst.org/about/dm)

![Springer](https://mesos.apache.org), developed by the contributors from D2iQ (https://d2iq.com/about).

### Table 1 An overview of the studied projects

| Project                        | Period              | #work items | Total | With SP (%) | Studied (%) |
|-------------------------------|---------------------|-------------|-------|-------------|-------------|
| Appcelerator Studio (AS)      | 03/2011-03/2019     | 5,925       | 2,724 (46%) | 636 (23%)   |             |
| Data Management (DM)          | 03/2014-04/2019     | 18,678      | 11,480 (61%) | 4,803 (42%) |             |
| Apache Mesosphere (ME)        | 02/2011-04/2019     | 9,695       | 2,362 (24%) | 1,678 (71%) |             |
| Mule (MU)                     | 03/2004-04/2019     | 15,640      | 4,890 (31%) | 2,924 (60%) |             |
| Titanium SDK/CLI (TI)         | 03/2011-04/2019     | 21,189      | 3,127 (15%) | 1,630 (52%) |             |
| Usergrid (UG)                 | 11/2013-04/2019     | 1,338       | 337 (25%) | 201 (60%)   |             |
| Spring XD (XD)                | 04/2013-11/2018     | 3,710       | 2,472 (67%) | 2,030 (82%) |             |

*The projects above the double lines satisfy our selection criteria.
† The projects were excluded by the second criterion.
‡ The projects were excluded by the third criterion.
Mule (MU) is an integration platform that handles communication between subsystems.\(^6\) Titanium SDK/CLI (TI) is a Software Development Kit (SDK) that used to develop multi-platforms applications.\(^7\) Usergrid (UG) is a Backend-as-a-Service (BaaS) to enable a rapid development of web and mobile applications.\(^8\) Spring XD (XD) is a system used for data ingestion, real-time analytics, batch processing, and data export to ease big data application development.\(^9\)

### 3.2 Data Preparation

Our studied projects use JIRA to record their work items. A JIRA work item contains a summary, description, and other properties, including the estimated effort (i.e., SP) and sprint number (see Fig. 2). JIRA also has an activity log that records a history of changes in a work item, e.g., SP, summary, description changes. For example, Fig. 2 shows an activity log where the SP were changed from 3 to 5 along with the description of the work item.

To perform our empirical study, we mine the data recorded in JIRA. Below, we describe our data preparation approach, which consists of four main steps.

**(DP-1) Collecting data.** We download work items that are recorded in the JIRA repositories of the studied projects. We use the REST API provided by JIRA to query the work items that have SP. In this study, we will only focus on the work items that are closed to ensure that the work has already finished and the latest recorded SP are the final ones. In particular, we only collect the work items that have a status of `done`, `closed`, or `resolved`, and a resolution of `done`, `complete`, or `fixed`. Finally, we download the summary, description, other properties, and activity log.

**(DP-2) Identifying the type of work item.** Since each project has a different set of **types of work items**, we will only study the types that are commonly used among the studied projects, i.e., Bug, Improvement, New Feature, Story, and Task. We find that Mule is the only project that has Enhancement Request. We manually examine these work items and find that Enhancement Request can be considered as Improvement. Note that we exclude Epic work items out from our study since they are typically large, vague, and the team does not work on them (Rubin 2012).

**(DP-3) Identifying Story Points changes.** In this work, we focus only SP changes occur after sprint planning. However, since the time point of sprint planning was not recorded in JIRA, we use the time when the work item was assigned to a sprint as the reference time point for sprint planning. We believe that this time point can be represented as the time point of the sprint planning since it is suggested that the work items should be assigned to the sprint during sprint planning (Schwaber and Sutherland 2020). Moreover, the core contributors that we contacted also inform us that the work items are generally assigned to the sprint during sprint planning (see Section 3.1).

To identify whether a work item has SP change after sprint planning, we extract the SP values that were assigned to the work item from the activity log. If there is more than one unique SP values after the work item was assigned to a sprint, the work item is identified as a **work item with changed SP**. Otherwise, the work item is identified as a **work item with unchanged SP**. It is possible that developers may perform documentation (e.g., document

\(^{6}\)https://github.com/mulesoft/mule

\(^{7}\)https://appcelerator.com/titanium/titanium-sdk/4

\(^{8}\)https://usergrid.apache.org/

\(^{9}\)https://projects.spring.io/spring-xd
Fig. 2 An example of an activity log of a work item recorded in JIRA

...the finalized SP values in JIRA) after sprint planning. Hence, we consider the one hour gap after the work item was assigned to a sprint as the documentation period. Therefore, a work item is considered as having SP change if its SP were changed later than one hour after the work item was assigned to a sprint. Moreover, for the changed SP, we also identify the SP value at the sprint assignment time (i.e., changed SP_{sprint}) and the last SP value (i.e., changed SP_{last}).

Figure 3 shows three examples of our approach that identifies the changed SP. Work items #1 and #2 are identified as the work items with unchanged SP because they do not have any SP assignment event after they were assigned to a sprint. Work item #3 is identified as the work item with changed SP because it has an SP assignment event later than one hour after it was assigned to a sprint. In addition for Example #3, the SP value of 1 is identified as the changed SP_{sprint} and the SP value of 3 is identified as the changed SP_{last}.

(DP-4) Cleaning data. In this work, we aim to study the work items that the team worked on them and their SP were estimated before or during sprint planning. Therefore, we first exclude the work items that are assigned with too large (SP>100) or temporary (SP=0) SP values as the teams are not likely to work on them (Cohn 2006; Choetkiertikul et al. 2019). Then, we exclude the work items that have initial SP assigned after they were assigned to a sprint as these late-assigned SP values may not be used for the sprint plan. As justified in DP-3, the first hour after sprint planning could be the documentation period.

---

We discuss this threshold in Section 6.3.
Fig. 3 Examples of the identification of SP changes based on the activity log of a work item. + : unchanged SP, * : changed SP<sub>sprint</sub>, ** : changed SP<sub>last</sub>

Hence, we exclude only the work items that have the initial SP assigned later than one hour after they were assigned to a sprint.

### 3.3 Approach

In this section, we describe our approach to answer each of our research questions.

#### 3.3.1 (RQ1) To what degree do Story Points change?

To address RQ1, we investigate the degree that the SP were changed after the work item was assigned to a sprint. We investigate this in three aspects, i.e., (1) the number of work items with SP changes in a project (i.e., the SP change prevalence), (2) how often the SP were changed for each work item (i.e., the SP change frequency), and (3) how large was the change of SP (i.e., the SP size change). To examine the SP change prevalence, we count the number of work items with changed SP (i.e., the work items that have at least one SP change event that occurred later than one hour after the work item was assigned to a sprint).

To examine the SP change frequency, we count the number of SP change events in the activity log of a work item with changed SP. Note that we do not count the event where the SP value was initially assigned (i.e., the SP value was changed from null to a number). For example, in Fig. 3, the SP change frequency of work item #1 and #2 is zero, while the SP change frequency in work item #3 is one. To examine the SP size change of the work items with changed SP, we calculate the relative difference between changed SP<sub>sprint</sub> and changed SP<sub>last</sub> ($\frac{\text{changedSP}_{\text{last}} - \text{changedSP}_{\text{sprint}}}{\text{changedSP}_{\text{sprint}}} \times 100\%$) of a work item. For example, in Fig. 3, the SP size change of work item #3 is 200% (i.e., $\frac{3-1}{1} \times 100\%$).
In addition, to better understand the nature of SP changes in the studied projects, we examine SP changes in other three aspects, i.e., (1) how long (in days) from the time when the work item was assigned to a sprint until the SP were changed, (2) whether the person who change the SP is the work item reporter or assignee, and (3) the number of SP estimators in the project. To do so, we examine the history log of the work items to extract the time that SP were changed, the user who change the SP, and count the SP estimators. (Porru et al. 2016) suggested that the type of work item can be associated with SP estimation. Hence, we examine whether the SP change prevalence is different across the different types of work items. To do so, we use Kruskal-Wallis Rank Sum tests to determine if the SP change prevalence is statistically different in different types of work item. The Kruskal-Wallis Rank Sum test is a non-parametric statistical test for testing whether the distribution of the multiple sample datasets are similar (Kruskal and Wallis 1952). The statistically significant result of the Kruskal-Wallis Rank Sum test indicates that the SP change prevalence is not different for the work items of different types.

3.3.2 (RQ2) Do changed Story Points better reflect the development time than the ones that remain unchanged?

To address RQ2, we model the relationship between SP and the development time. Then, we analyze the models to determine whether the SP can reflect the development time.

**Modelling the relationship** We construct Linear Mixed-Effects models to capture the relationship between SP and development time. To do so, we first extract the development time (in hours) from the activity log of a work item. The development time is the time when the work item status was set as ‘in progress’ until it was set as ‘done’, ‘completed’, or ‘fixed’. It is possible that a work item may be estimated differently given the different contexts, i.e., priority or types of work item (Porru et al. 2016; Usman et al. 2018). In addition, as our studied projects have a long lifespan (> 5 years), the practices may be changed over time (Gralha et al. 2018). For example, the SP value of 2 in 2015 may represent the development time of 2 hours, while the SP value of 2 in 2022 may represent 4 hours. Therefore, we use the priority, the types of work item, and the year that the SP were estimated as control variables in our models. When fitting the relationship, the SP value is assigned as an independent variable (i.e., fixed effects). The priority, type of work item, and the year that the SP were estimated are assigned as random effects. Finally, the development time is assigned as the response variable.

![Fig. 4](image-url) An overview of our RQ2 models construction
In this RQ, we build three models for each kind of SP, i.e., (1) the unchanged SP, (2) the changed SP, and (3) the changed SP. Figure 4 shows an overview of our model construction approach. The unchanged SP model uses the SP of the work items with unchanged SP as an independent variable. The changed SP model uses the SP of the work items with changed SP at the time when the work items were assigned to a sprint as an independent variable. The changed SP model uses the last SP of the work items with changed SP as an independent variable.

Analyzing the models We use two methods to assess the relationship between SP and the development time, i.e., (1) assessing the goodness of fit of the models and (2) measuring the accuracy of the models in predicting the development time. We describe the two methods below.

To assess the goodness of fit of the models, we use a Log-Likelihood Ratio (LR) test to compare our models with the null models (i.e., \( \text{dev time} \sim 1 \)). Note that we build two null models, i.e., one uses the work items with changed SP and another one uses the work items with unchanged SP. The LR test is used to estimate LR \( \chi^2 \) and its significance level (\( p \)-value). A large LR \( \chi^2 \) value indicates that the fit of our model is better than the null model. Then, we assess the relationship between SP and the development time using Wald \( \chi^2 \) statistics. The larger the Wald \( \chi^2 \) value is, the stronger the relationship between the SP and the development time is. Finally, to compare the Wald \( \chi^2 \) of the SP across the three models, we normalize the Wald \( \chi^2 \) value of the SP by the LR \( \chi^2 \) of the model.

To evaluate the accuracy of the models, we measure the Standardized Accuracy (SA). In particular, SA measures how well our models can estimate the development time in comparison to random guessing (Sarro et al. 2016; Tawos et al. 2021). We measure SA using a calculation of \( 1 - \frac{\text{MAE}_{\text{our}}}{\text{MAE}_{\text{guess}}} \times 100 \), where MAE is the Mean Absolute Error in predicting the development time. The \( \text{MAE}_{\text{our}} \) is the MAE of our models and \( \text{MAE}_{\text{guess}} \) is the MAE of random guessing. To calculate MAE, we use a calculation of \( \frac{1}{|N|} \sum_{i \in N} |\text{estimatedDevTime}_i - \text{actualDevTime}_i| \), where \( N \) is a set of studied work items. The higher SA value indicates that the model can estimate the development time closer to the actual development time.

3.3.3 (RQ3) To what extent are Story Points changes associated with information changes?

To address RQ3, we perform both quantitative and qualitative analyses. For the quantitative analysis, we examine the association between the number of work items with changed SP and the number of work items with changed information. For the qualitative analysis, we manually identify what types of changes were made to the summary and description of work items. Then, to investigate the types of information changes that might lead to SP changes, we examine the types of information changes that are found in the work items with changed SP and the work items with unchanged SP. Below, we describe our approach for identifying the work items with information changes, the quantitative analysis (Section 3.3.3.1), and the qualitative analysis (Section 3.3.3.2).

To identify the work items with information changes, we examine the activity log of the work items. We identify that a work item has information changes when its activity log has at least one event of changing the summary or description after the work item was assigned.
to a sprint. As the first hour after sprint planning could be the documentation period (see Section 3.2, DP-3), we do not consider the change events that occur within one hour after the work item was assigned to a sprint since those changes may correspond to the recent sprint planning activity.

**Quantitative Analysis** We examine the association between the number of work items with changed SP and the number of work items with changed information. Firstly, we construct a contingency table for the number of work items with changed SP and the number of work items with changed information. Then, we use the one-sided Fisher’s Exact test to test whether the work items with changed SP have information changes more often than the work items with unchanged SP. The Fisher’s Exact Test is a statistical analysis to determine an association between two categorical variables (Fisher 1992). In our case, the Fisher’s Exact test determines the odds ratios and their statistical significance ($p$-value). In particular, an odds ratio greater than one indicates that the work items with changed SP have information changes more often than the work items with unchanged SP.

**Qualitative Analysis** To better understand what types of information changes made to the work items, we manually examine the changes occurred in the summary and description of work items between the version at the time when the work items were assigned to a sprint (information@sprint) and the version at the time when the work items are closed (information@close). Then, we identify the types of information changes using an open coding approach (Charmaz 2014). Below, we describe three main steps for our qualitative analysis, i.e., (1) open coding, (2) validation, and (3) categorization. Figure 5 shows an overview of our qualitative analysis.

**Open coding.** Similar to prior studies (Madampe et al. 2020; El Zanaty et al. 2018; Rigby and Storey 2011), we apply an open coding approach to discover the codes, i.e., the types of information change. To build the list of codes, we use DM which is our largest studied dataset. In the coding session, the first and second authors of this paper code the types of information changes for the randomly selected work items. The focused question for coding is “what types of information changes were made to the summary and description?”. For each work item, the two coders examine the text differences between the information@sprint and the information@close in a co-located session. Then, the coders discuss until both agree on the code. In some cases, contextual information is needed to better understand the reasons for the changes. Hence, the comment history is sometimes considered in order to understand the context. The manual coding is conducted for a batch of 50 randomly selected work items until we reach the saturation stage, i.e., no new code is discovered for the entire set of 50 work items. We reach the saturation stage after the manual coding for 250 work items. Then, we revisit the whole 250 work items for another two passes since the late-discovered

![Fig. 5 The approach of our qualitative analysis to discover and validate the codes](image-url)
Table 2  The codes of the information change

| Code         | Description                                                                 |
|--------------|-----------------------------------------------------------------------------|
| (C1) Changing scope |                                                                                           |
| Task adding  | Tasks or subtasks of a work item were added. The task can be added in the form of bullet points or described in a paragraph. |
| Task changing| Tasks or subtasks of a work item were changed from one to another.                |
| Task removing| Tasks or subtasks of a work item were removed.                                    |
| (C2) Clarification |                                                                                   |
| Details improving | The detail of the existing tasks was modified to improve the clarity of the tasks.                                           |
| Rephrasing    | The detail of the work items was changed to improve readability.                   |
| Text formatting| The detail of the work items was reformatted, including paragraph adjustment, spacing, or adding and editing JIRA text formatting notation. |
| (C3) Others   |                                                                                           |
| Work logging  | A note for completed work.                                                           |
| Typo fixing   | Typo errors were fixed or a missing conjunction word was added.                     |
| Work item organizing | A prefix or suffix in the work item summary was added or removed to indicate a group of work items. | codes may be applied to the earlier work items. Finally, we make a cohesive group for codes based on their common properties. Table 2 provides an overview of our codes in this study.

Validation. We validate our codes that are discovered in the open coding session by assessing the agreements on our coding results with two additional coders, i.e., the third author and an external coder. The external coder is a senior software engineer who has been working in the software industry for ten years. To validate the code, we randomly select 50 work items from 250 coded work items. We ask the additional coders to independently categorize those 50 work items based on our codes (see Table 2). Then, we measure the inter-rater reliability between all four coders using percent agreement and Cohen’s kappa coefficient (Syed and Nelson 2015; McHugh 2012). The higher percent agreement and Cohen’s kappa coefficient indicate the higher agreement among all four coders on the codes. Based on the randomly selected 50 work items, the agreement of the four coders reached the average percent agreement of 86% and the average Cohen’s Kappa value of 0.83, indicating that our coding results achieve strong agreements across the four coders (McHugh 2012; Syed and Nelson 2015).

Categorization. Once we obtain the codes derived from the DM dataset, we apply our codes on three other large datasets, i.e., MU, TI, and XD. Since our studied datasets are too large to categorize entirely, we randomly select a statistically representative sample with a 95% confidence level and ten confidence interval. We select a representative sample from the work items with changed SP and another representative sample from the work items with unchanged SP. Finally, we manually categorize the sampled work items using our codes in Table 2. Note that we do not find new code that emerged while categorizing the work items in MU, TI, and XD.

3.3.4 (RQ4) Can we predict whether a work item will have Story Points changes?

To address RQ4, we build classifiers based on 41 metrics that capture various characteristics of work items. We also investigate the most influential metrics in our classifiers to better
understand what characteristics of work items can be used to predict future SP changes. Below, we describe our approaches of constructing classifiers (Section 3.3.4.1), evaluating classifiers (Section 3.3.4.2), and examining the influential metrics (Section 3.3.4.3).

Constructing Classifiers To construct classifiers, we first use 41 metrics to measure the characteristics of a work item. Then, we mitigate the colinearity of the metrics using the correlation analysis. After that, we construct our classifiers based on the remaining metrics. We describe the details of our classifiers construction approach (CC-1 to CC-4) below.

(CC-1) Measuring Characteristics. We measure the characteristics of work items using 41 metrics which are grouped into six dimensions, i.e., (1) activity, (2) completeness, (3) experience, (4) collaboration, (5) readability, and (6) text. Table 3 listed all 41 metrics we used in this study.

Activity dimension captures the activities that occurred in a work item before or at the time when the work item was assigned to a sprint. Our intuition is that the work items with many information changes are more likely to have SP changes. Our RQ3 also shows that SP were changed along with information changes. Hence, we measure how often the information described in the summary and description of a work item was changed (activity-infochange-count); and how large is the change by counting the number of words that were added or deleted (activity-word-count). We count the number of comments that were posted before the work item was assigned to a sprint (activity-comment-count). We also consider the SP value at the time when the work item was assigned to a sprint (activity-sprint-sp), the initial SP value (activity-initial-sp), and the size of the change from activity-initial-sp to activity-sprint-sp (activity-sp-size-change).

Collaboration dimension measures the activities that the reporter of the work item under the study has involved in the community. Our intuition is that the SP estimated by the reporter that has a closer connection with other developers are less likely to be changed. (Hoda and Murugesan 2016) also suggest that effective communication leads to a better effort estimation. To extract the collaboration metrics, similar to prior studies (Zanetti et al. 2013; Fan et al. 2018), we examine a collaboration network. To do so, we first construct the collaboration network where nodes are the developers in prior work items and the directed edges are the comments. For example, \( A \rightarrow B \) indicates that developer A posted a comment in a work item created by developer B. Similar to (Zanetti et al. 2013), we consider only the recent comments that occurred within the past 30 days before the creation date of the work item under study. Note that we construct a collaboration network for the reporter of each work item. Similar to prior work (Zanetti et al. 2013), we measure eight network metrics for a reporter, i.e., collab-in-degree, collab-out-degree, collab-total-degree, collab-kcoreness, collab-clustering-coefficient, collab-closeness-centrality, collab-betweenness-centrality, collab-eigenvector-centrality. The higher the value of the network metric is, the closer the connection to the community that the reporter has.

Completeness dimension measures the completeness of technical information provided in a work item. In RQ3, we observe that information in a work item was changed to include more technical information. (Zimmermann et al. 2010) also show that technical information is important for bug fixing. Therefore, we examine whether or not the description contains stack traces (has-stack), code samples (has-code), patches (has-patch), test cases (has-testcases), steps to reproduce (has-steps), expected behaviors (has-expected-behaviors), observed behaviors (has-observed-behaviors), hyperlink (has-link), bullets of task (has-bullets-task), and attachment (has-attachment). Similar to prior studies (Fan et al. 2018; Chaparro et al. 2017), we use regular expressions to extract the technical information.
Table 3  An overview of our metrics that we use to measure the work item characteristics

| Metric          | Description                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| **Activity**    | activity-infochange-count  
apacity-word-count  
activity-comment-count  
activity-sprint-sp  
activity-initial-sp  
activity-sp-size-change  |
| **Collaboration** | collab-in-degree  
collab-out-degree  
collab-total-degree  
collab-kcoreness  
collab-clustering-coefficient  
collab-closeness-centrality  
collab-betweenness-centrality  
collab-eigenvector-centrality  |
| **Completeness** | has-stack, has-code, has-patch,  
has-testcases, has-steps,  
has-expected-behaviors,  
has-observed-behaviors,  
has-link, has-bullets-task,  
has-attachment  |
| **Experience**  | reporter-workitem-num  
reporter-recent-workitem-num  
reporter-stable-sp-rate  
assignee-workitem-num  
assignee-recent-workitem-num  
assignee-stable-sp-rate  |
| **Readability** | read-flesch, read-fog,  
read-lix, read-kincaid,  
read-ari, read-coleman-liau,  
read-smog  |
| **Text**        | text-multinomial  
text-bernoulli  
text-gaussian  
text-complement  |

For has-attachment, we use the JIRA REST API to check whether a work item has attached files or not.

**Experience** dimension measures the number of work items that the reporter and assignee of the work item under study were involved. Prior studies show that developer experience is important in effort estimation (Usman and Britto 2016; Haugen 2006; Masood et al. 2022).
Similar to prior work (Fan et al. 2018), we measure the experience of work item reporters by counting the number of prior reported work items (reporter-workitem-num), the number of prior reported work items within the past 90 days (reporter-recent-workitem-num), and the rate of prior reported work items with unchanged SP (reporter-stable-sp-rate). We also measure the experience of the work item assignee by counting the number of prior assigned work items (assignee-workitem-num), the number of prior assigned work items within the past 90 days (assignee-recent-workitem-num), and the rate of prior assigned work items with unchanged SP (assignee-stable-sp-rate).

**Readability** dimension measures the text complexity in the summary and description of work items. Prior work has shown that readability can indicate the quality and the validity of the work items (Zimmermann et al. 2010; Fan et al. 2018). Similar to prior work (Fan et al. 2018), we use seven readability metrics, i.e., Flesch (read-flesch), Fog (read-fog, (Gunning 1952)), Lix (read-lix, (Jonathan Anderson 1983)), Flesch-Kincaid (read-kincaid, (Kincaid et al. 1975)), Automated Readability Index (read-ari, (Senter and E.A.Smith 1967)), Coleman-Liau (read-coleman-liau, (Coleman and Liau 1975)), and SMOG (read-smog, (Mc Laughlin 1969)). These metrics indicate the education level required to comprehend the text based on the number of syllables, words, and length of sentences. The higher the readability score is, the more difficult to understand the text. Note that we concatenate the summary and description into one text before calculating the readability metrics.

**Text** dimension estimates the textual content score, i.e., the likelihood that a work item will have SP changes based on textual content. Recent studies have shown that the content of a work item can be used to estimate the SP (Choetkiertikul et al. 2019). To measure text metrics, we first concatenate the summary and description of work items into one text. Then, we tokenize, remove stop words, and stem the remaining words using Python Natural
Finally, we build Naive-Bayes models to estimate the textual content score of a work item. Figure 6 shows an overview of our approach to calculate text metrics for training and testing datasets. For the training dataset, we use the stratified random sampling technique to separate the dataset into two subsets while maintaining the proportion of work items with changed SP. Then, we use the first subset of the training dataset to build Naive-Bayes models to generate textual scores for the second subset of the training dataset. Similarly, we use the second subset to build Naive-Bayes models for the first subset. For the testing dataset, we use the whole training dataset to build Naive-Bayes models to generate the textual scores. In this work, we use four Naive-Bayes algorithms, i.e., Multinomial Naive-Bayes (text-multinomial, (McCallum and Nigam 1998)), Bernoulli Naive-Bayes (text-bernoulli, (McCallum and Nigam 1998)), Gaussian Naive-Bayes (text-gaussian, (Geiger and Heckerman 1994)), and Complement Naive-Bayes (text-complement, (Rennie et al. 2003)).

(CC-2) Analyzing Metrics Correlation. Prior study found that highly-correlated metrics may interfere with the estimated relationship between the explanatory variables and response variable in our classifiers (Tantithamthavorn et al. 2018). Therefore, we use the AutoSpearman function of R Rnalytica package (Jiarpakdee et al. 2018) to perform a correlation analysis and automatically remove the highly-correlated metrics. Specifically, AutoSpearman first measures the Spearman rank correlation ($\rho$) for each pair of metrics. Then, for each pair of highly-correlated metrics ($|\rho| > 0.7$), it selects one metric that shares the least correlation with other metrics that are not in the pair. Then, the other metric in the pair is removed.

(CC-3) Mitigating Imbalance Classes. Since our datasets are imbalanced (See Fig. 7), we applied a class re-balancing technique (i.e., SMOTE (Chawla et al. 2002)) to re-sample the minority class, i.e., the work items with SP changes. To do so, we use SMOTE function of the DMwR R package (Torgo 2010). In addition, we use Differential Evolution (DE) to optimize the number of nearest neighbors (K) and the percentage of the minority class to be resampled (Mullen et al. 2011). Note that we apply the class re-balancing only on the training dataset.

---

Fig. 7 The number of work items where the SP were changed for each studied project

Language Toolkit (NLTK).\footnote{https://www.nltk.org/}
| Dimensions  | Characteristic                  | AS | DM | ME | MU | TI | UG | XD |
|-------------|---------------------------------|----|----|----|----|----|----|----|
| Activity    | activity-infochange-count      | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | activity-word-count            | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | activity-comment-count         | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | activity-sprint-sp             | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | activity-initial-sp            | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | activity-sp-size-change        | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
| Collaboration| collab-in-degree               | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | collab-out-degree              | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | collab-total-degree            | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | collab-kcoreness               | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | collab-clustering-coefficient  | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | collab-closeness-centrality    | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | collab-betweenness-centrality  | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | collab-eigenvector-centrality  | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
| Completeness| has-stack                      | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | has-code                       | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | has-patch                      | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | has-testcases                  | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | has-steps                      | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | has-expected-behaviors         | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | has-observed-behaviors         | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | has-link                       | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | has-bullets-task               | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | has-attachment                 | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
| Experience  | reporter-workitem-num          | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | reporter-recent-workitem-num   | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | reporter-stable-sp-rate        | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | assignee-workitem-num          | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | assignee-recent-workitem-num   | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | assignee-stable-sp-rate        | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
| Readability | read-flesch                    | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | read-fog                       | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | read-lix                       | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | read-kincaid                   | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | read-ari                       | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | read-coleman-liau              | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | read-smog                      | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
| Text        | text-multinomial               | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
|             | text-bernoulli                 | ●  | ●  | ●  | ●  | ●  | ●  | ●  |
Table 4 (continued)

| Dimensions | Characteristic | AS | DM | ME | MU | TI | UG | XD |
|------------|----------------|----|----|----|----|----|----|----|
| text-gaussian | •••• | • | • | • | • | • | • |
| text-complement | • | • | • | • | • | • |

(CC-4) Constructing Classifiers. We use the remaining metrics surviving from our correlation analysis to construct our classifiers. Table 4 shows the list of surviving metrics of each studied project. To construct our classifiers, we adopt four classification techniques, i.e., non-linear Logistic Regression (LR), Random Forest (RF), Support Vector Machine (SVM), and Classification And Regression Tree (CART) that were used in prior effort estimation studies (Xia et al. 2020; Kocaguneli et al. 2011; Corazza et al. 2013; Cerpa et al. 2010). We assign our metrics as explanatory variables. The response variable is assigned as TRUE for the work item that will have SP changes later than one hour after it was assigned to a sprint, and FALSE otherwise. We use the `lrm` function of the rms R package (Harrell Jr. 2019) to construct the LR classifiers, `randomForest` function of the randomForest R package (Liaw and Wiener 2018) to construct the RF classifiers, `svm` function of the e1071 R package (Meyer et al. 2019) to construct the SVM classifiers, and `rpart` function of the rpart R package to construct the CART classifiers (Therneau et al. 2015).

To improve the performance of our classifiers, we fine-tune our classifiers using Differential Evolution (DE). First, we generate a fine-tuning dataset from the training dataset. To do so, we use stratified random sampling to generate the fine-tuning dataset with the size of 20% of the training dataset while preserving the proportion of the work items with changed SP. Then, we use DE to optimize the number of trees in RF classifiers, the cost of constraint violation ($C$) and curvature weight of the decision boundary ($\gamma$) in SVM, and the complexity of the decision tree ($CP$) in CART. To do so, we use the `DEoptim` function of the DEoptim R package (Mullen et al. 2011).

For LR classifiers, as similar to prior work (Thongtanunam et al. 2017; McIntosh and Kamei 2017; Ruangwan et al. 2018), we allocate additional degrees of freedom to the explanatory variables based on the Spearman multiple $\rho^2$, i.e., five and three degrees of freedom to explanatory variables that have strong ($\rho^2 > 0.3$) and moderate ($0.15 \leq \rho^2 \leq 0.3$) potential for a non-linear relationship, respectively.

Evaluating Classifiers To evaluate our classifier, we compare our classifiers against four baselines based on five performance measures. We describe our evaluation approach (EC-1 to EC-4) below.

(EC-1) Measuring Classifiers Performance. We evaluate the performance of a classifier using the Area Under the receiver operator characteristic Curve (AUC), Balanced Accuracy, Recall, False Alarm Rate, and Distance to Heaven. AUC measures an area below the curve of the true positive rate ($\frac{TP}{TP+FN}$) against the false positive rate ($\frac{FP}{FP+TN}$) (Hanley and McNeil 1982). An AUC value greater than 0.5 indicates that our classifier performs better than random guessing. An AUC value of 1 indicates that our classifier well discriminate between the work items that will have SP changes and those that will not have SP changes. Balanced Accuracy (BACC) measures the accuracy for an imbalanced dataset (Velez et al. 2007) by normalizing the true positive and true negative rates
\[ \left( \frac{1}{2} \left( \frac{TP}{TP+FN} + \frac{TN}{TN+FP} \right) \right) \] 

Recall measures how many work items that will have SP changes that can be identified \( \left( \frac{TP}{TP+FN} \right) \). False Alarm Rate (FAR) measures the proportion between the number of work items with unchanged SP that are mis-classified as having changed SP \( \left( \frac{FP}{TP+TN} \right) \). A lower FAR value indicates that the fewer work items with unchanged SP are mis-classified as having changed SP. Distance to Heaven (D2H) is a combination of recall and FAR, suggested by (Agrawal et al. 2019). We measure D2H using a calculation of \( \sqrt{\left(1 - \text{Recall}\right)^2 + \left(0 - \text{FAR}\right)^2} \) (Agrawal et al. 2019). A lower D2H value indicates that our approach achieves a better classification, i.e., high Recall and low FAR value. We used Recall, FAR, and D2H because these measures are recommended to use when the data is imbalanced (Agrawal et al. 2019). We do not use precision and F1-score because they may not reflect the performance of classifiers in the imbalanced data (Menzies et al. 2007).

Prior studies have reported that imbalanced datasets can affect the threshold-depending performance measures, e.g., Precision, Recall, F1-score (Tantithamthavorn and Hassan 2018; Tantithamthavorn et al. 2018). Hence, we determine the optimal threshold based on the training dataset. To do so, we use our classifier to estimate the probability that a work item in the training dataset will have SP changes. We define that the optimal threshold is the average value between the first quartile of the probabilities of the work items that will have SP changes and the third quartile of the probabilities of the work items that will not have SP changes (i.e., \( \frac{1}{2}(Q_{1, \text{changedSP}} + Q_{3, \text{unchangedSP}}) \)). We determine the optimal threshold for each classifier and each training dataset.

(EC-2) Baseline Approaches. We compare the performance of our classifiers against four baselines, which are described below:

One-Rule Classification algorithm (OneR): OneR is a simple classification algorithm for supervised learning. OneR selects one best metrics (based on the training dataset) to predict the outcome with the smallest error (Holte 1993; von Jouanne-Diedrich 2017). Although, OneR is not known for its good classification performance, we used it as our lower-bound performance baseline. This will also evaluate whether our classifier built based on 41 metrics outperforms a simple classifier built using only one best metric. Note that we do not compare our classifiers with OneR in terms of AUC since OneR does not produce likelihood estimates.

Majority Vote: Majority Vote is a classification technique which predicts the target class based on the majority vote of the metrics. We used Majority Vote as our baseline to evaluate whether our classifier can outperform the classifier that considers similar set of metrics but using a different algorithm. In our Majority Vote approach, each metric votes whether a work item will have SP changes based on a threshold of the metric value. For each metric, the threshold is the metric value that achieves the highest recall rate based on the training dataset. Then, the approach predicts the outcome based on the majority votes of all metrics.

Latent Dirichlet Allocation (LDA)-based classifier: A recent study showed that LDA-based classifiers can be used to predict the SP (Tawosi et al. 2022). Hence, we used LDA-based classifier as our baseline to evaluate whether our classifier can outperform a classifier built based on the topics extracted from natural language text. LDA is an unsupervised technique for generating topics from multiple text documents based on independent word distributions (Blei et al. 2003). We first generate \( k \) topics based on the summary and description of work items. We use Differential Evolution (DE) to determine the optimal number of topics (\( k \)) based on the training dataset (Mullen et al. 2011). Then, we built a classifier based on the generated LDA topics as features of work items. Specifically, for each work item, we use the topic scores generated from LDA as the input for the classifier. We
experiment this approach with three classification techniques, i.e., Random Forest, Classification And Regression Tree, and Naive-Bayes. We find that using Random Forest provides the best performance among the three techniques. Therefore, we use LDA with Random Forest (LDA-RF) as a baseline.

**Text-based Classifier:** Prior studies show that the summary and description of the work items could be used to predict the SP (Choetkiertikul et al. 2019; Porru et al. 2016). Hence, we use a text-based classifier as our baseline to evaluate whether our classifier can outperform a classifier built using the summary and description of work items, which known to be an effective predictor of SP. We construct a classifier to predict the future SP changes based on the summary and description of work items. We experiment this approach with four Naive-Bayes techniques, i.e., Multinomial, Gaussian, Bernoulli, and Complement. We find that using Naive-Bayes Bernoulli provides the best performance among the four techniques. Therefore, we use Text classifier with Naive-Bayes Bernoulli as a baseline.

**(EC-3) Validating Performance.** We use the out-of-sample bootstrap validation technique to validate our classifier while mitigating bias in performance estimation (Efron 1983; Harrell Jr 2015; Tantithamthavorn et al. 2017). To do so, we first generate a bootstrap sample, i.e., a dataset that is sampled with replacement from the original dataset. The bootstrap sample has the same size as the original dataset. Then, we use this bootstrap sample as a training dataset to construct the classifier. The instances in the original dataset that do not appear in the bootstrap sample (i.e., the training dataset) will be used as a testing dataset to evaluate the classifier. Finally, we repeat this process 100 times.

**(EC-4) Comparing Performance.** To confirm whether our classifier is better than the baselines, we perform a statistical analysis as follow. First, for each of the 100 bootstrap samples, we measure the performance of our classifier and the baselines. Hence, each approach will have five performance distributions (i.e., AUC, BACC, Recall, FAR, and D2H) estimated based on the 100 bootstrap samples. Then, for each performance measure, we use a one-sided Wilcoxon signed-rank test (Wilcoxon 1992) to compare the performance distribution of our classifier against the performance distribution of the baselines. We also measure the effect size (r), i.e., the magnitude of the difference between two distributions using a calculation of \( r = \frac{Z}{\sqrt{n}} \), where Z is a statistic Z-score and n is the number of work items in the testing dataset (Tomczak and Tomczak 2014). Based on the rule of thumb, \( r \geq 0.8 \) is considered as large, \( 0.5 \leq r < 0.8 \) is medium, and \( 0.2 \leq r < 0.5 \) is small, otherwise negligible (Sawilowsky 2009). A larger and significant effect size (\( p < 0.05 \)) represents a better performance of our classifier over the baselines. We used Z-score statistic because we used a paired difference test (i.e., the Wilcoxon signed-rank test). We did not use the commonly-used Cohen’s D (Cohen 2013) nor Cliff’s δ (Macbeth et al. 2011) to measure the effect size because both methods are not based on the assumption that the samples are matched.

**Examining the Influence of Metrics** To examine the influence of metrics, for each project, we analyze each of the 100 classifiers that are constructed using the bootstrap samples. Since we found that LR classifiers achieve the best performance, we examine the influential metrics in our LR classifiers. We use Wald \( \chi^2 \) statistics to determine the explanatory power (\( \chi^2 \)) of each metric that contributes to the classifier and the overall \( \chi^2 \) of the classifier. Then, we normalize the \( \chi^2 \) value of the metrics by the overall \( \chi^2 \) of the classifier. Finally, we rank the metrics based on the normalized \( \chi^2 \) values across all 100 classifiers. We use the non-parametric Scott-Knott Effect Size Difference (SK-ESD) test to cluster the metrics into statistically distinct ranks (Tantithamthavorn et al. 2017; 2019).
4 Case Study Results

Based on the email responses, the core developers of the seven studied projects inform us that (1) their projects generally allow SP to be changed, (2) they estimated the SP during sprint planning, (3) they assigned the work items to the sprint during sprint planning, and (4) their typical sprint length is 2-4 weeks. They also informed us that the work items were self-assigned and estimated by the team member(s). It is not uncommon for them to change the SP after the initial SP estimation. However, most of them inform us that they try to freeze the sprint (e.g., SP, work items allocation) once the sprint is started. If they found an unexpected complexity during the sprint execution, they may re-estimate (change) the SP of the work item. Below, we present the results of our case study with respect to our four research questions.

4.1 (RQ1) To what degree do Story Points change?

On average, 10% of the studied work items have SP changes after they were assigned to a sprint. Figure 7 presents the number of work items where the SP were changed for each studied project (i.e., SP change prevalence). DM has the largest number of work items with changed SP (i.e., 17%), whereas AS has the smallest number of work items with changed SP (i.e., 3%). The other five projects have work items with changed SP ranging from 5% to 13%. On average across the seven projects, we find that 10% of the studied work items have SP changes after they were assigned to a sprint, suggesting that SP were not frequently changed in our studied projects.

Figure 8 shows the number of work items with changed SP across the five types of work items. Across all studied projects, we do not find the dominant type that often has SP changes. Nevertheless, we observe that bug work items have changed SP less often than the other types in five projects. This might be because the information for fixing bugs are clear and more stable than the information of other types, since bugs have been validated during the bug triage process.

On average, 88% of the work items with changed SP have only one SP change event after they were assigned to a sprint. Figure 9 shows the SP change frequency within a work item (i.e., the number of SP change events). Note that we consider only the work items with changed SP. We find that 78%-94% of the work items have only one
SP change event. Figure 9 also shows that 6%-15% of the work items have two SP change events, and 0%-7% of the work items have more than two SP change events. This result indicates that the SP of a work item in the studied projects were not frequently changed after the work item was assigned to a sprint.

On average, 57% of work items with changed SP have their SP value increased by at least 58% relative to the SP value when they were assigned to a sprint. Table 5 shows that 8%(UG)-82%(TI) of the work items with changed SP have increased SP. At the median values, the changing size of increased SP is ranging from 58% to 100% relative to the SP value when the work item was assigned to a sprint. For example, XD-1503 aimed to refactor the duplicate code.12 However, the SP of this work item was changed from 1 to 10 (i.e., the changing size of 1,000%). The developer also noted that the refactoring task is more complicated than expected. Table 5 also shows that 18%(TI)-92%(UG) of the work items with changed SP have decreased SP. At the median values, the changing size of decreased SP is ranging from 40% to 67% relative to the SP value when the work item was assigned to a sprint. For example, the SP of DM-9282 were changed from 10 to 6 (i.e., the changing size of 40%) since one of the subtasks was removed.12 These results suggest that the SP tend to be increased with a relatively large size change compared to their value when the work item was assigned to a sprint.

We further examine whether the SP size change is associated with the type of work item using the Kruskal-Wallis Rank Sum tests. We find that the results of Kruskal-Wallis Rank Sum tests are not statistically significant in all studied projects except XD ($p \geq 0.05$). This finding indicates that the SP size changes are not different for the work items of different types.

We find that the work items with changed SP typically have SP changes 1.8(AS)-16.9(DM) days after they were assigned to a sprint. We also find that these work items took 8(UG)-100.8(TI) days since they were assigned to a sprint to arrive at the close status.13 These findings suggest that a work item typically has SP change few days after being assigned to a sprint.

In five out of the seven studied projects (except UG and XD), the majority of SP changes were made by the work items assignee, i.e., 52%(MU)-70%(ME). In particular, we find that the work items assignees changed the SP of 31%(UG)-70%(ME) of the work items with

12The url of Jira work items are provided in Appendix (see Section A7)
13A distribution plot is provided in the Appendix (see Section A3)
Table 5: Descriptive statistics of the SP size change. Distributions are in a log scale.

| Proj. | Increased | Decreased | Distribution |
|-------|-----------|-----------|--------------|
|       | #Inc. | 1st Qu. | Med | 3rd Qu. | #Dec. | 1st Qu. | Med | 3rd Qu. | Increased- Decreased (dotted line) |
| AS    | 69%   | 60%    | 60% | 67%    | 31%   | 38%    | 40% | 40%    |                    |
| DM    | 67%   | 50%    | 100%| 158%   | 33%   | 38%    | 50% | 67%    |                    |
| ME    | 77%   | 60%    | 67% | 167%   | 23%   | 33%    | 40% | 50%    |                    |
| MU    | 41%   | 63%    | 100%| 200%   | 59%   | 40%    | 50% | 67%    |                    |
| TI    | 82%   | 60%    | 63% | 150%   | 18%   | 39%    | 60% | 63%    |                    |
| UG    | 8%    | 54%    | 58% | 62%    | 92%   | 64%    | 67% | 67%    |                    |
| XD    | 53%   | 60%    | 100%| 200%   | 47%   | 40%    | 50% | 67%    |                    |

Findings: On average, 10% of the work items in the studied projects have SP changes after they were assigned to a sprint. 88% of them have SP changed only once. An average of 57% of them have their SP increased by at least 58% relative to the SP values when they were assigned to the sprint.

Implication: Even though SP are not frequently changed after the sprint planning, SP tend to be increased by a relatively large size change.

4.2 (RQ2) Do changed Story Points better reflect the development time than the ones that remain unchanged?

Table 6 showsthe statistics of our models that fit the relationship between the development time and (1) unchanged SP, (2) changed SP<sub>sprint</sub>, and (3) changed SP<sub>last</sub>. Table 6 shows that all of our models have a significant LR $\chi^2 (p < 0.05)$, indicating that our models fit the relationships better than the null model. We now discuss the relationship the development time with the unchanged SP and changed SP.

The unchanged SP share a stronger relationship with the development time than the changed SP. Table 6 shows that the unchanged SP have significant Wald $\chi^2$ values in six studied projects ($p < 0.001$). On the other hand, the changed SP<sub>sprint</sub> and the changed SP<sub>last</sub> have significant Wald $\chi^2$ values only in four and five projects, respectively. Table 6 also shows that the Wald $\chi^2$ value of the unchanged SP is larger than that of the changed SP<sub>sprint</sub> and the changed SP<sub>last</sub> in six and five projects, respectively. Moreover, Table 7 shows that the unchanged SP models achieved a higher Standardized Accuracy (SA) than the changed SP<sub>sprint</sub> and changed SP<sub>last</sub> models in all seven projects. These results indicate
that the unchanged SP can better reflect the development time than the changed SP when
the work item was assigned to a sprint, regardless before or after SP changes.
For the changed SP, we observe that the last SP value shares a stronger relationship
with the development time than the SP value when the work item was assigned to a sprint.
Table 6 and Table 7 show that the changed SP\textsubscript{last} have a significantly larger Wald $\chi^2$ value ($p < 0.01$) and achieved a higher SA than the changed SP\textsubscript{sprint} in four projects. These results indicate that the last value of changed SP tends to reflect the development time better
than the changed SP value when the work item was assigned to a sprint.

**Finding:** Based on our mixed-effects models, the unchanged SP share a stronger relation-
ship with the development time than the changed SP. Meanwhile, the changed SP\textsubscript{last} tend
to share a stronger relationship with the development time than the changed SP\textsubscript{sprint}.
**Implication:** The stable (unchanged) SP can better reflect the effort of a work item than
the unstable (changed) SP.

### 4.3 (RQ3) To what extent are Story Points changes associated with information
changes?

Our RQ2 shows that the last value of the changed SP can better indicate the development
time than the SP value at the time when the work item was assigned to a sprint. This may
be in part due to the inadequate information provided in the summary and description of
work items. Therefore, we perform quantitative and qualitative analyses to investigate the
relationship between SP changes and information changes.

#### 4.3.1 Quantitative Analysis

33\%-93\% of the work items with changed SP have information changes, while only 9\%-29\%
of the work items with unchanged SP have information changes. Table 8 shows

| Project | LR$\chi^2$ of the model | Normalized Wald$\chi^2$ of SP |
|---------|--------------------------|-------------------------------|
|         | LR$\chi^2$ of the model | Normalized Wald$\chi^2$ of SP |
|         | USP | CSP\textsubscript{sprint} | CSP\textsubscript{last} | USP | CSP\textsubscript{sprint} | CSP\textsubscript{last} |
| AS      | 15.54 *** | 8.51 ** | 10.69 ** | 0.8 *** | 0.26 ° | 0.98 ** |
| DM      | 115.16 *** | 21.58 *** | 41.98 *** | 1.01 *** | 0.71 *** | 0.89 *** |
| ME      | 66.14 *** | 16.21 *** | 18.23 *** | 0.96 *** | 0.47 ** | 0.58 ** |
| MU      | 215.79 *** | 6.31 * | 43.25 *** | 1.05 *** | 0.34 ° | 1.01 *** |
| TI      | 80.89 *** | 20.67 *** | 16.15 *** | 1 *** | 0.53 *** | 0.44 ** |
| UG      | 7.85 ** | 18.38 *** | 13.06 *** | 0 ° | 0.67 *** | 0.21 ° |
| XD      | 190.2 *** | 7.2 ** | 7.65 ** | 1.05 *** | 0.07 ° | 0.13 ° |

Statistical significance:*** $p < 0.001$, ** $p < 0.01$, * $p < 0.05$, ° $p \geq 0.05$
USP=unchanged SP, CSP\textsubscript{sprint}=changed SP\textsubscript{sprint}, CSP\textsubscript{last}=changed SP\textsubscript{last}
the contingency table of the work items with SP changes and the work items with changed information. We find that $33\% (\frac{4}{12}; \text{AS})-93\% (\frac{13}{14}; \text{UG})$ of the work items with changed SP have information changes, while only $9\% (\frac{51}{599}; \text{AS})-29\% (\frac{39}{135}; \text{UG})$ of the work items with unchanged SP have information changes. Table 8 also shows that the odds that a work item with changed SP will have information changes are $2.25 (\text{ME})-4.35 (\text{MU})$ times higher than that of a work item with unchanged SP. These results suggest that the work items with changed SP are more likely to have information changes than the work items with unchanged SP.

4.3.2 Qualitative Analysis

Table 9 shows the number of sampled work items in DM, MU, TI, and XD, and their proportion that are categorized in each type of information change. Note that only 51 work items are found with multiple categories and 16 work items were marked as “unknown” due to insufficient context knowledge. Below, we describe the three categories shown in Table 2 with our observations (Section 4.3.2.1). Finally, we discuss the difference of information changes between the work items with changed SP and the work items with unchanged SP (Section 4.3.2.2).

Types of Information Changes (C1) Changing scope. Table 9 shows that in $9\% (\text{TI})-35\% (\text{DM and MU})$ of the sampled work items, the summary and description were changed to update task (or subtasks).

(C1-1) Task adding. We observe that developers added more tasks or subtasks into the summary and description of work items after they were assigned to a sprint. The tasks can be added in the form of bullet points or described in a paragraph. The tasks that were newly added can be main tasks or subtasks. For example, in DM-12211, the description was changed and the developer explicitly noted that the scope of this work item was expanded to include additional implementation tasks, i.e., “The scope for this ticket has been significantly expanded to include following features: 1. [feature A] 2. [feature B].”

Table 7 [Left] The Standardized Accuracy (SA) of our models in RQ2. The higher SA value indicates a higher accuracy of our models over random guessing. [Right] The plots of SP (x-axis) and development time (y-axis)

| Project | USP | CSP\text{\_\text{sprint}} | CSP\text{\_\text{last}} | USP | CSP\text{\_\text{sprint}} | CSP\text{\_\text{last}} |
|---------|-----|----------------|----------------|-----|----------------|----------------|
| AS      | 89.96 | 63.48 | 58.02 | USP | CSP\text{\_\text{sprint}} | CSP\text{\_\text{last}} |
| DM      | 95.78 | 91.68 | 92.04 |     |                |                |
| ME      | 93.54 | 88.16 | 88.46 |     |                |                |
| MU      | 93.76 | 81.99 | 83.93 |     |                |                |
| TI      | 96.24 | 86.87 | 86.5 |     |                |                |
| UG      | 92.46 | 64.83 | 59.11 |     |                |                |
| XD      | 95.75 | 91.53 | 91.68 |     |                |                |

USP=unchanged SP, CSP\text{\_\text{sprint}}=changed SP\text{\_\text{sprint}}, CSP\text{\_\text{last}}=changed SP\text{\_\text{last}}

*The blue line indicates the development time predicted by our models based on SP.

*The black dots represent the actual development time spent on the work items for the estimated SP.
Table 8  The contingency table of the work items with changed SP and the work items with changed information

|      | AS | DM | ME | MU | TI | UG | XD |
|------|----|----|----|----|----|----|----|
|      | C^SP | U^SP | C^SP | U^SP | C^SP | U^SP | C^SP | U^SP | C^SP | U^SP | C^SP | U^SP |
| C^info | 4 | 51 | 311 | 586 | 41 | 248 | 101 | 254 | 26 | 230 | 13 | 248 |
| U^info | 12 | 569 | 522 | 3,384 | 95 | 1,294 | 215 | 2,354 | 56 | 1,318 | 14 | 135 |
| Odds Ratio | 3.71* | 3.44*** | 2.25*** | 4.35*** | 2.66*** | 3.19** | 3.36*** |

C^SP=work items with changed SP, U^SP=work items with unchanged SP
C^info=work items with changed information, U^info=work items with changed information
Statistical significance: *** p < 0.001, ** p < 0.01, * p < 0.05, ◦ p ≥ 0.05
Table 9 The number of work items for each type of information changes

| Code       | DM      | MU      | TI      | XD      |
|------------|---------|---------|---------|---------|
| #Sampled (C/U)* | 98 / 152 | 49 / 70 | 21 / 68 | 41 / 68 |
| (C1) Changing scope | 35% | 35% | 9% | 27% |
| - Task adding | 20% | 12% | 6% | 5% |
| - Task changing | 10% | 18% | 3% | 17% |
| - Task removing | 6% | 6% | 0% | 6% |
| (C2) Clarification | 51% | 58% | 75% | 61% |
| - Details improving | 38% | 27% | 55% | 22% |
| - Rephrasing | 8% | 29% | 16% | 32% |
| - Text formatting | 6% | 3% | 4% | 7% |
| (C3) Others | 24% | 10% | 18% | 11% |
| - Work logging | 8% | 1% | 0% | 0% |
| - Typo fixing | 15% | 8% | 9% | 8% |
| - Work item organizing | 1% | 1% | 9% | 3% |

*C=work items with changed SP
*U=work items with unchanged SP

shows that this type of information changes occurred in 5%(XD)-20%(DM) of the sampled work items.

(C1-2) Task changing. We observe that developers changed the existing tasks or subtasks of the work item after it was assigned to a sprint. For example, DM-814 had subtasks to clean up “core/examples” and “admin/bin” modules. Then, the second subtask was changed to clean up the “core/doc” module instead. Table 9 shows that this type of information change occurred in 3%(TI)-18%(MU) of the sampled work items.

(C1-3) Task removing. We observe that developers removed subtasks from the work item after it was assigned to a sprint. For example, DM-9282 aims to implement a server-side extension that covers three subtasks. Then, one of the subtasks was removed. Table 9 shows that this type of information change occurred in 0%(TI)-6%(DM, MU, and XD) of the sampled work items.

(C2) Clarification. Table 9 shows that 51%(DM)-75%(TI) of the sampled work items have an information change for clarifying the summary and description of work items.

(C2-1) Details improving. In this category, the summary and description of work items were modified (added, removed, or changed) to clarify the details of the existing tasks in the work item. However, the scope of work remains the same as the original one. The details also include implementation steps, steps to reproduce, observed behaviors, expected behaviors, stack traces, attachment files, or example codes. For example, TI-23156 aims to implement a new feature to automatically load the modules that are required for an API. The work item description originally contained the background and description of the feature. Then, the work item description was changed in order to add test cases and the expected outcome of the feature (i.e., the modules to be loaded). Table 9 shows that this type of information change occurred in 22%(XD)-55%(TI) of the sampled work items.

(C2-2) Rephrasing. We observe that developers rephrased the description of tasks and other details. For this category, the changes are only for improving readability. For example, the summary of DM-2683 was rephrased from “[module] freeze during integration test case 05” to “Fix case05 [module] freeze”. Table 9 shows that this type of information changes occurred in 8%(DM)-32%(XD) of the sampled work items.
(C2-3) **Text formatting.** The changes of this category are related to updating the format of existing text in the summary and description of work items. The **Text formatting** can be adding white spaces (e.g., DM-14172), line adjustment (e.g., DM-13489), or adding JIRA text formatting notation (e.g., MU-15159). Table 9 shows that this type of information changes occurred in 3%(MU)-7%(XD) of the sampled work items.

(C3) **Others.** The changes of this category are related to logging the completed work, fixing typo errors or spelling, and organizing the work items. For **Work logging**, we observe that the developers put a note for the tasks or pull requests in the work item description that have been completed (e.g., DM-8007). For **Typo fixing**, the changes can be fixing misspelling or missing conjunction (e.g., TI-2568 and DM-7267). For **Work item organizing**, the changes are related to the prefix or suffix of the work item summary (for example, adding “iOS9:” into the summary of TI-19356). Table 9 shows that this type of information changes occurred in 10%(MU)-24%(DM) of the sampled work items.

**Information Changes and Story Points changes** Now, we discuss the difference of information changes between the work items with changed SP and the work items with unchanged SP. Figure 10 shows the number of work items with changed SP and unchanged SP for each type of information change.

The work items with changed SP have information changes related to the scope of work **more often than the work items with unchanged SP.** Figure 10 shows that 14%(TI)-64%(DM) of the work items with changed SP have information changes for **Changing scope**, while only 3%(TI)-21%(MU) of the work items with unchanged SP have information changes for **Changing scope**. Specifically, figure 10 shows that 7%(TI)-41%(DM) of the work items with changed SP have information changes for **Task adding**, while only 1%(XD)-10%(MU) of the work items with unchanged SP have information changes for **Task adding**. For **Task changing** and **Task removing**, we also observe a similar trend, i.e., the work items with changed SP have the scope-related changes more often than the work items with unchanged SP.

The work items with changed SP have information changes for clarification **less often than the work items with unchanged SP.** Figure 10 shows that 29%(TI)-38%(DM and MU) of the work items with changed SP have information changes for **Clarification**, while 60%(DM)-81%(TI) of the work items with unchanged SP have information changes for **Clarification**. More specifically, Fig. 10 shows that 20%(MU and XD)-30%(DM) of the work items with changed SP have **Details improving**, while 24%(XD)-57%(TI) of the work items with unchanged SP have **Details improving**. For **Rephrasing** and **Text formatting**, we also observe a similar trend, i.e., the work items with changed SP have information changes for **Clarification** less often than the work items with unchanged SP.

The work items with changed SP tend to have information changes in the **Others** category **less often than the work items with unchanged SP.** Figure 10 shows that the work items with changed SP have information changes for **Work logging** and **Typo fixing** less often than the work items with unchanged SP in all studied projects. However, we do not observe a dominant difference of information changes for **Work item organizing** across all studied projects.
4.4 (RQ4) Can we predict whether a work item will have Story Points changes?

Our RQ1 shows that SP size change is relatively large. Our RQ2 shows that the changed SP may not reflect the development time. Therefore, it would be worthwhile to timely predict whether the SP will be changed to help developers be aware and better cope with the unreliability in SP estimation. Hence, we develop and measure the performance of the classifiers in predicting whether a work item will have SP changes after being assigned to a sprint (Section 4.4.1). In addition, we examine the influential metrics in the classifiers (Section 4.4.2).

4.4.1 Performance of the Classifiers

Our approach using Logistic Regression achieves an average AUC of 0.69-0.8, an average Balanced Accuracy (BACC) of 0.6-0.68, and an average Distance to Heaven (D2H) of 0.33-0.47. Figure 11 shows the performance distributions of our classifiers and baselines. We observe that the Logistic Regression (LR), Random Forest (RF), and Support Vector Machine (SVM) classifiers used in our approach achieve similar accuracy in terms of AUC across the seven studied projects (i.e., 0.69-0.8 for LR, 0.64-0.77 for RF, and 0.65-0.78 for SVM). Meanwhile, the Classification And Regression Tree (CART) classifier achieves the lowest average AUC (i.e., 0.56-0.61) among the four classification techniques. This may
Fig. 11 The performance distributions of our classifiers (using LR, RF, SVM, and CART) and the four baselines based on 100 bootstrap samples

be because CART may produce unstable decision trees in the model. In particular, (Timo-
ffe 2004) argued that changing several data points could lead to radical changes to CART. In our study, we built CART classifiers based on 100 bootstrap samples, which can have different data points (work items) for training. In consequence, as shown in Fig. 11, the distri-
bution of the performance achieved by CART classifiers had a wider range of values than the other classification techniques.

In terms of other accuracy measures, we observe that LR classifier achieves the best per-
formance, i.e., the highest average BACC and the lowest average D2H in all studied projects among the four classifiers. These results suggest that LR classifier generally performs bet-
ter than other classifiers; and can accurately identify the work items that will have and will not have SP changes. Henceforth, the results of other analyses in this RQ will be reported based on LR classifiers.

Our approach achieves AUC, BACC, and D2H significantly better than the baseline approaches. Figure 11 shows that the baselines (i.e., Majority Vote, LDA, Text Classifier, and OneR) achieve an average AUC below 0.60, an average BACC below 0.56, and
The number of projects $>5$ is the most influential metric for our datasets. Figure 12 shows that reporter-stable-sp-rate in the developer experience dimension is in the first rank (AS, 

Fig. 12  The metrics that are ranked top five most influential in our Logistic Regression classifier. Noted that multiple metrics can be in the same rank based on the non-parametric Scott-Knott ESD tests

an average D2H above 0.46. The statistical tests also show that the AUC and BACC values of our approach using LR classifier are significantly larger than those of the baselines ($p < 0.001$) with small to large effect size (see Table 10). Similarly, Table 10 also shows that our approach using LR classifier achieves a D2H value significantly lower than the baselines ($p < 0.01$) with small to large effect size. We provided the comparison results of our approach using other three classification techniques in the Appendix (see Section A6). These results indicate that our approach can predict the future SP changes better than the baselines. Moreover, the results also show that using various metrics to predict future SP changes achieve the accuracy better than considering a single metric (like OneR) or using only text description (like LDA-based and text-based approaches), suggesting that other factors than the text may also play a role in predicting the SP changes.

4.4.2 Influencing Metrics in the Classifiers

Our results in the previous section show that using various metrics can predict SP changes better than using a single metric. Hence, we examine our classifiers to better understand which metrics are influential in predicting the future SP changes. Figure 12 summarizes the ranks of the metrics in the seven studied projects. The x-axis indicates the metrics that appear as the five most influential metrics in our studied projects. The y-axis indicates the number of projects that have the metrics in that rank. We provide the metrics ranking results for each project in the Appendix (see Section A8).

Developer experience is the most influential metric for our datasets. Figure 12 shows that reporter-stable-sp-rate in the developer experience dimension is in the first rank (AS,
Table 10 The results of the one-sided Wilcoxon signed-rank tests and the effect size comparing between the performance of our Logistic Regression classifier (LR) and the baselines (i.e., LDA-based, Majority Vote, OneR, Text-based classifiers). Noted that Maj. stands for Majority Vote, and Text. stands for Text Classifiers.

| Project | AS | DM | ME | MU |
|---------|----|----|----|----|
| Measures | LR-OneR | LR-Maj. | LR-LDA | LR-Text. | LR-OneR | LR-Maj. | LR-LDA | LR-Text. | LR-OneR | LR-Maj. | LR-LDA | LR-Text. |
| AUC↗ | N/A | L*** | L*** | L*** | N/A | L*** | L*** | L*** | N/A | L*** | L*** | L*** | L*** |
| BACC↗ | L*** | M*** | M*** | L*** | L*** | L*** | L*** | L*** | L*** | L*** | L*** | L*** | L*** |
| D2H↘ | M*** | M*** | M*** | M*** | L*** | L*** | L*** | L*** | L*** | L*** | L*** | L*** | L*** |
| FAR↘ | L^\circ | L*** | M*** | L*** | N^\circ | M*** | L^\circ | L*** | M*** | M*** | S^\circ | L^\circ | M*** | L^\circ | L*** |
| Recall↗ | L*** | S*** | M*** | N^\circ | M*** | N^\circ | L*** | L*** | M*** | M*** | M*** | L*** | M*** | L*** | L*** |

Project: TI, UG, XD

Measures: LR-OneR, LR-Maj., LR-LDA, LR-Text.

Statistical significance: *** \( p < 0.001 \), ** \( p < 0.01 \), * \( p < 0.05 \), \( \circ p \geq 0.05 \)

Effect Size: L-Large (\( r \geq 0.8 \)), M-Medium (0.5 \( \leq r < 0.8 \)), S-Small (0.2 \( \leq r < 0.5 \)),
N-Negligible (\( r < 0.2 \))
MU, TI, XD), the second rank (DM, ME), and the fourth rank (UG) of the most influential metrics in the studied projects. We also observe that on average, the likelihood that a work item will have SP changes decreases by 21% (UG)-80% (ME) when the value of \textit{reporter-stable-sp-rate} increases from first quartile to third quartile. This observation indicates that \textit{reporter-stable-sp-rate} has an inverse relationship with the likelihood that a work item will have SP changes after being assigned to a sprint.

**Textual content is the second most influential metric for our datasets.** Figure 12 shows that \textit{text-gaussian} in the text dimension is in the first rank (DM, ME, MU), the second rank (TI, XD), and the fifth rank (UG) of the most influential metrics in the studied projects. These results indicate that textual content can be used to predict whether the work items will have SP changes.

We suspect that there might be specific keywords in the summary and description of work items that relate to the SP changes. Hence, we use the Local Interpretable Model Explanation (LIME) technique (Ribeiro et al. 2016) to determine the most influential keywords in the \textit{text-gaussian} models that are constructed using the training dataset of the XD project. We find that “stream” is the keyword that is frequently identified as the most influential keyword in the XD dataset. We observe that \textit{stream} is a module in Spring XD system\textsuperscript{14}. We also observe that many work items that impact the \textit{stream} module have SP changes. For example, XD-1280 and XD-2919 are the work items that impact the \textit{stream} module and both of them had SP value increased from 10 to 20 and 3 to 5, respectively. This observation suggests that an important keyword like a module name may be related to the SP changes.

**Findings:** Our Logistic Regression classifier (LR) can identify whether a work item will have SP changes after being assigned to a sprint with an average AUC of 0.69-0.8, an average Balanced Accuracy of 0.6-0.68, and an average Distance to Heaven of 0.33-0.47. We find that \textit{reporter-stable-sp-rate} and \textit{text-gaussian} are the most influential metrics in our LR classifier.

**Implication:** Our classifier can predict whether the SP will be changed after the work item is assigned to a sprint using the characteristics of work items. The past tendency of the work items reporter and the likelihood estimated based on textual content are the most important characteristics to anticipate the stability of SP.

## 5 Discussion

In this section, we discuss the implications of our case study results.

Our RQ1 shows that an average of 10% of the work items in the studied projects have SP changes after they were assigned to a sprint. Moreover, an average of 57% of these work items have their SP increased by 58%-100% relative to the SP values when they were assigned to the sprint. Nevertheless, 88% of them have SP changed only once. Our results

\textsuperscript{14}https://docs.spring.io/spring-xd/docs/current/reference/html
suggest that although SP are less likely to be changed after the work item was assigned to a sprint, SP tend to be increased with a relatively large size change. Since a sprint is planned based on the SP estimates, SP changes (especially the increased ones) after the work items were assigned to a sprint may negatively impact the original sprint plan (Rubin 2012).

In RQ2, we find that the unchanged SP can better reflect the development time than the changed $SP_{\text{sprint}}$ and the changed $SP_{\text{last}}$. This finding indicates that the stable (unchanged) SP can better reflect the development time than the unstable (changed) SP, suggesting that aiming for stable SP estimation will also lead to more accurate SP and the corresponding sprint plan. In other words, to achieve a more accurate SP estimation, the SP should be refined before or during sprint planning.

Our RQ3 shows that the work items with changed SP tend to have information changes after being assigned to a sprint more often than those with unchanged SP. Our findings are consistent with the Grounded Theory study of (Hoda and Murugesan 2016) and (Bick et al. 2018) who reported that the practitioners may re-estimate the effort when the new information becomes available. However, we find that not all types of information changes are associated with the SP changes. Our RQ3 shows that the information changes for updating the scope of work are often found with the work items with changed SP, while the information changes for clarification are often found with the work items with unchanged SP. Our results suggest that to acquire confidence that the sprint plan is created based on the latest and correct information, the scope of work and SP should be revisited before (or during) sprint planning.

Although our RQ2 and RQ3 suggest that SP and scope of work should be revisited before or during sprint planning, it could still be tedious for the team to anticipate the SP changes or ensure the information for all the work items within a limited time. Hence, our classifier developed in RQ4 should help the team focuses on the work items that are likely to have SP changes in the future. Using a logistic regression technique and the 41 metrics, our LR classifier can predict whether a work item will have SP changes with an AUC of 0.69-0.8, which are better than the baseline approaches. These results suggest that our classifier can predict whether a work item will have SP changes after being assigned to a sprint. Hence, our approach should help the team better manage and prepare for the unreliability in SP estimation. For example, instead of revisiting all the work items and their SP estimates in the product backlog (or sprint backlog), the team can review a small set of work items that are predicted to have SP changes after being assigned to a sprint. In addition, the team can reserve (or adjust) the amount of buffer time during the sprint for the possible changes of those work items (Rubin 2012).

Our RQ4 also shows that the developer experience and textual content are the most influential metrics in our LR classifier. These two metrics are also reported in the prior studies to be useful in predicting SP using machine learning models and deep learning models (Porru et al. 2016; Scott and Pfahl 2018; Choetkiertikul et al. 2019). Furthermore, we observed that the experienced developers tend to provide stable SP estimation in all seven studied projects. This suggests that having an experienced developer involved in SP estimation or sprint planning may decrease the likelihood that SP will be changed in the future. We also observed that some keywords in the summary and description of work items (e.g., module name) could indicate SP changes. Nonetheless, it is still unclear what part of the summary and description can determine the SP changes. Future work should investigate what keywords or certain information that can indicate the SP changes.
6 Threats to Validity

We now discuss the possible threats to the validity of our study.

6.1 External Validity

Our results may not be generalized to all kinds of software projects. The process and practices may be varied from project to project (Masood et al. 2022). In this paper, we perform a large-scale empirical study on 19,349 work items from seven open-source projects that we carefully select based on the project selection criteria (see Section 3.1). We find that our studied results are generally similar across the seven studied projects. These projects actively use SP and are various in size (i.e., 19-245 developers), active lifespan (i.e., 5-8 years), and developers community. Nevertheless, the findings of our work may need to be revisited for other software projects with different characteristics.

6.2 Internal Validity

Our study is conducted solely based on the data that is recorded in JIRA. However, SP changes and information changes may be recorded in other repositories that are related to a work item, e.g., project documentation. Linking information across repositories may allow us to access additional data for SP changes and information changes. However, linking multiple repositories is not a trivial task (Vargas et al. 2018; Tiwari et al. 2016). Nonetheless, we carefully check the project documentation of the studied projects and find that JIRA is their main repository to store the information of a work item and the SP estimation. Hence, we believe that the results of our study are less likely impacted.

Since the time point of the sprint planning is not available in the data, we use the time point when the work items were assigned to a sprint as a reference point of sprint planning. This is because the work items are normally assigned to the sprint during sprint planning (Schwaber and Sutherland 2020). However, the work items may be pre-assigned to the sprint prior to sprint planning. To address this possible threat, we confirm with the core contributors of the studied projects about their sprint planning practice. They informed us that the team typically assign the work items to the sprint during sprint planning (see Section 4). Hence, it is less likely that the work items are pre-assigned before sprint planning.

Our types of information changes in RQ3 are derived based on the open coding process performed by the first and second authors. The subjective facets of the coders (e.g., experiences or expertise) can influence the results of the open coding process and subsequent analysis. To mitigate this threat, we validate our coded types with two additional coders and assess the inter-rater reliability (Syed and Nelson 2015; McHugh 2012). The result shows a strong agreement on the types of information changes, which indicates that our results are not subjective to the first and second authors.

15https://mesos.apache.org/documentation/latest/reporting-an-issue
16https://github.com/mulesoft/mule/blob/master/CONTRIBUTING.md
17https://github.com/spring-projects/spring-xd
18https://wiki.appcelerator.org/display/guides2/Contributing+to+Titanium
19https://developer.lsst.io/work/flow.html
6.3 Construct Validity

We study the projects that actively use SP as an effort unit. However, other effort units (e.g., man-hours) may also be used. To mitigate this threat, we asked the core contributors to confirm that they used SP. They informed us that they estimate SP during sprint planning. In addition, we manually checked other properties of work items and did not find any other effort units are being used. Hence, it is unlikely that these projects used other effort units.

We extract SP and their changes recorded in JIRA work item. However, the prevalence of SP changes might be inflated, e.g., the initial SP are a temporary value. To mitigate this threat, we minimize the noise in the dataset by selecting the work items with a reasonable range of SP (see Section 3.1, DP-3).

Since the developers may perform documentation after sprint planning, we only consider a work item as having changed SP if there is an SP change event occurred later than one hour after the work item was assigned to a sprint. Yet, the one hour threshold may not be the best cutoff for this purpose. Hence, we examine the proportion of SP changes that occurred in each hour after the work items were assigned to a sprint. We find that on average, 21% of work items had SP changes within the first hour after they were assigned to a sprint, while 1%-4% of work items had SP changes in the subsequent hours. We provide the charts that show this distribution in the Appendix (Section A2). This observation suggests that the SP changes in the first hour after sprint planning are common and these may be related to documentation activities after sprint planning. Hence, the SP changes and information changes within this period are likely to be acceptable.

When selecting the studied projects, we contact core contributors to confirm that their projects actively use SP and allow SP to be changed according to Criteria 2 and 3 (see Section 3.1). It is possible that they may not fully recall the policy or norm when they respond to our email. To mitigate the risk of inaccurate information, for each project, we contacted 2-10 core contributors to cross-check their answers. In total, we sent emails to 47 core contributors and 12 core contributors provided the information of the relevant projects. Furthermore, we also check if the core contributors actively work on the projects. To do so, we check the number of code commits of these core contributors. We found that all the core contributors are the top ten percentile most frequent committers of their projects. In addition, The core contributors from DM and XD are the authors of the project management guide. Hence, we believed that all the core contributors have a sufficient understanding of the project management activities and provide us the accurate results.

We extract the development time from the time when the status of a work item was set as ‘in progress’ until it was set as ‘done’, ‘completed’, or ‘fixed’. However, the extracted development time may not precisely represent the time spent in development as it may also include other activities, e.g., communication overhead or idle time. We also observed that few work items were re-opened multiple times. Hence, developers may work on those work items in several periods. To mitigate this threat, we tried to exclude the time spent on other activities by using an approach of (Choetkierikul et al. 2019). In particular, we aggregate (sum) the time interval that the work items were under the in progress status instead of relying on only one interval.

---

20https://dmtn-020.lsst.io
21https://docs.spring.io/spring-xd/docs/current-SNAPSHOT/reference/html
In RQ4, we measure the performance of the classifier using the threshold-dependent
metrics, i.e., Balanced Accuracy, Distance to Heaven, False Alarm Rate, and Recall.
To do so, we calculate the optimal threshold based on the training dataset using our
approach in Section 3.3.4.2 (EC-1). Hence, the performance of the classifier may be varied
when applying different thresholds. Nonetheless, a prior study suggests that the threshold-
independent metric (i.e., AUC) should be used as it is less sensitive than the threshold-
dependent metrics (Tantithamthavorn et al. 2018). In addition, our RQ4 shows that our
classifier achieves AUC significantly better than the baselines with small to large effect
size.

We build the classifiers in RQ4 based on four machine learning techniques (i.e., LR, RF,
SVM, and CART). Other classification techniques (e.g., neural network techniques) may
achieve a different prediction accuracy. However, we opted to use these four classification
techniques because they can provide a set of influential metrics for the subsequent analyses
of RQ4 (see Section 3.3.4.3), which neural network techniques cannot.

In RQ4 (CC-2), we remove the highly-correlated metrics using AutoSpear-
man (Jiarpakdee et al. 2018). However, other techniques might provide a different set of
metrics. Nevertheless, for a sake of reproducibility, we opt to use AutoSpearman which has
been shown that it can provide a consistent set of metrics.

7 Related Work

In this section, we discuss the related work with respect to effort estimation and automated
approaches for effort estimation.

7.1 Effort Estimation

Prior studies investigated the effort estimation accuracy against the development time. (Kir-
mani and Wahid 2015) investigated whether the Use Case Points can reflect the development
time (in hours) spent in a project. (Choetkiertikul et al. 2019) found that the SP of a work
item can reflect the development time. However, these two studies focused on the latest
value of the estimated effort. Indeed, the estimated effort may be changed even after sprint
planning. Yet, it is unclear whether the changed or unchanged SP are more accurate in terms
of reflecting the development time. In this paper, our RQ2 investigate the ability to reflect
the development time of unchanged SP, changed SP\textsubscript{sprint}, and changed SP\textsubscript{last}. The results
show that the unchanged SP can better reflect the development time than changed SP\textsubscript{sprint}
and changed SP\textsubscript{last}.

Prior studies suggested that the quality of the available information plays a major role
in estimation accuracy. Based on controlled experiments, (Jørgensen and Gruschke 2009)
found that unclear task specification is one of the reasons that lead to an inaccurate
estimation. Based on a survey, (Britto et al. 2015) found that unclear, unstable, and mis-
documented information leads the teams to overlook the important development activities
when estimating effort. Nevertheless, these prior studies have not yet investigated whether
the association between SP changes and information changes are statistically significant. In
this paper, our statistical analysis in RQ3 has confirmed that the SP changes are significantly
associated with the information changes.
Prior studies pointed out that information changes could possibly cause SP changes. (Hoda and Murugesan 2016) conducted a Grounded Theory study and (Bick et al. 2018) conducted a case study with Agile practitioners. Both studies reported that the Agile practitioners may re-estimate the work item when the related information is changed. However, a recent survey study pointed out that practitioners would re-estimate a work item if the information change is significant (Pasuksmit et al. 2021). Yet, it is still unclear what types of information change are associated with SP changes. In this work, we find that work items with changed SP tend to also have information changes for changing scope more than the other types, e.g., clarification.

7.2 Approaches for Effort Estimation

Since effort estimation is time-consuming (Hoda and Murugesan 2016), prior studies proposed automated approaches to predict the effort at the project level (Manga and Blamah 2014; Kuan 2017; Sarro and Petrozziello 2018; Sarro et al. 2016; Tawosi et al. 2021) and the sprint level (Choetkiertikul et al. 2017; Ramessur and Nagowah 2021). Recent approaches were proposed to predict the effort at the work item level (Porru et al. 2016; Scott and Pfahl 2018; Choetkiertikul et al. 2019; Alhamed and Storer 2021; Fu and Tantithamthavorn 2022; Tawosi et al. 2022). Although these approaches could help practitioners estimate and update the effort anytime, the change of effort estimation after sprint planning could invalidate the sprint plan. Hence, our proposed classifier would help practitioners know in advance whether the estimated SP are likely to be changed after sprint planning, allowing them to gain more confidence in using the SP to plan the sprint.

Recent studies developed prediction models to support the effort estimation practices. For example, (Basri et al. 2016) and (Shah et al. 2018) proposed the models to predict the effort required to address requirement changes based on the change impact analysis and effort estimation techniques. (Dehghan et al. 2017) developed a model to predict whether a requirement will be completed within a development iteration. (Choetkiertikul et al. 2017) proposed an approach to predict the delay to deliver a work item based on the risk factors extracted from the work items properties. However, none of these approaches aimed to support the practitioners to prepare for uncertainty in effort estimation at the work items level. In this study, we aimed to fulfill this gap with our automated approach that aim to help the team better prepare for the unreliability in SP estimation.

Recent studies proposed manual techniques to help the teams achieve a reliable SP estimation. For example, (Popli and Chauahn 2015) suggested to aggregate the SP of subtasks when estimating SP of the associated work item. (Usman et al. 2018) developed a personalized checklist for a software company to help the estimators improve the estimation stability by recalling relevant factors. However, these manual techniques require the additional effort of practitioners, which can be a significant overhead (Usman et al. 2018). In contrast to the prior studies, we proposed an automated approach to predict whether the SP will be changed after a work item is assigned to a sprint using the available information in the work item. Using our approach, the teams can prepare for or be aware of the anticipated SP changes with minimal effort. For example, instead of reviewing all work items in the sprint, the team can review the related information of the predicted work items before sprint planning. The team can also include an expert in effort estimation or reserve more buffer time in the sprint for the anticipated changes (Rubin 2012).
8 Conclusions

Story Points (SP) estimation helps an Agile team to create a sprint plan. While SP can be changed to maintain the ability to reflect the relative effort of the work item, SP changes after sprint planning may invalidate the sprint plan. Yet, the nature of SP changes is still unclear. Hence, we conduct a mixed-methods empirical study and develop an approach to address the following research questions:

(RQ1) To what degree do Story Points change?
(RQ2) Do changed Story Points better reflect the development time than the ones that remain unchanged?
(RQ3) To what extent are Story Points changes associated with information changes?
(RQ4) Can we predict whether a work item will have Story Points changes?

Our results show that although the SP were not frequently changed after the work items were assigned to a sprint (an average of 10%), they tend to be increased with a relatively large size change (i.e., 58%-100% relative to the SP value when they were assigned to the sprint). We also find that the stable (unchanged) SP can better reflect the development time than the re-estimated (changed) SP. Our qualitative result shows that the SP tend to be changed corresponding to the change of scope of work. Our proposed approach can predict whether the SP will be changed after the work item is assigned to a sprint. Our results suggest that to achieve more stable SP estimation and sprint plan, the scope of a work item should be revisited before sprint planning to make sure that the recorded information and SP are up to date. Instead of spending effort on revisiting all the work items in the product backlog or sprint backlog, our classifier should help the team focus on a subset of work items that are likely to have SP changes after being assigned to a sprint.

Appendix

To improve the understandability and reproducibility of this study, we provide additional illustrations and explain the technical details of our approaches and results below.

Appendix A - Threshold for Acceptable Changes (Additional illustration)

In this study, we only consider the SP changes that occurred later than one hour after the work items were assigned to the sprint. This is because we find that there are a large proportion of SP changes occurred within the one hour gap. In particular, on average, 21% of work items with changed SP had SP changes within the first hour after they were assigned to the sprint, while 1%-4% of work items with changed SP had SP changes in each of the subsequent hours. Figure 13a–13g shows the number of work items that their SP were changed within each hour after they were assigned to a sprint.
Fig. 13 The number of work items that their SP were changed within each hour after they were assigned to a sprint
Appendix B - RQ1 (Additional illustration)

In RQ1, we find that the SP of the work items with changed SP were typically changed 1.8(AS)-16.9(DM) days after they were assigned to a sprint, while these work items took 14.8(XD)-100.8(TI) days to arrive at the close status. This finding suggests that a work item typically has SP changes few days after it was assigned to a sprint. Figure 14 shows an average (median) length of time when the SP were changed after a work item was assigned to a sprint and the time when the work item was marked as done, completed, or fixed.

Appendix C - RQ2 (Analysis approach)

To address our RQ2, we construct Linear Mixed-Effects models to assess the relationship between SP and development time while considering the type of work item as a random effect. We construct the Linear Mixed-Effects models using the `lme` function from R nlme package (Pinheiro et al. 2019).

After that, we assess the goodness of fit of the models and examine the relationship between SP and development time. To assess the goodness of fit of the models, we use a Log-Likelihood Ratio (LR) test to compare our models with the null models (i.e., `developmenttime ∼ 1`). We use the `lrtest` function from the R lmtest package (Hothorn et al. 2019) to compute LR $\chi^2$ and its significance level ($p$-value). We then examine our models to assess the relationship between the SP and development time using Wald $\chi^2$ statistics. We use the `Anova Type-III` function of the R car package (Fox and Weisberg 2019) to obtain the Wald $\chi^2$ values.

Appendix D - RQ3 (Quantitative analysis)

In our quantitative analysis study, we examine the association between the number of work items with changed SP and the number of work items with changed information. Figure 15 provides an illustrative example of our approach to identify the work items with information
Fig. 15 Examples of the identification of information changes based on the activity log of a work item. + : Unchanged information, * : information @sprint, ** : information @close

change. The work items #1 and #2 in the figure have no information change event after being assigned to a sprint. Hence, we identify them as the work items with unchanged information. On the other hand, work items #3 and #4 have an information change event that occurs later than one hour after being assigned to a sprint. Therefore, we identify them as the work items with changed information. Then, we use the one-sided Fisher’s Exact test to test whether the work items with changed SP have changed information more often than the work items with unchanged SP. We use the fisher.test function of the R stats package (R Core Team 2013) to determine the odds ratios and their statistical significance ($p$-value).

**Appendix E - RQ4 (Constructing and Evaluating the Classifiers)**

**(CC-1) Extracting Characteristics**

In our RQ4, we construct the classifier to predict whether a work item will have SP changes after being assigned to a sprint. To do so, we first characterize the information provided in
the work items using 41 metrics which are grouped into six dimensions, i.e., (1) activity, (2) collaboration, (3) completeness, (4) experience, (5) readability, and (6) Text.

**Collaboration Dimension.** To extract the Collaboration dimension, we use Python NetworkX package\(^{22}\) to construct the collaboration network of a reporter, i.e., **collab-in-degree**, **collab-out-degree**, **collab-total-degree**, **collab-kcoreness**, **collab-clustering-coefficient**, **collab-closeness-centrality**, **collab-betweenness-centrality**, and **collab-eigenvector-centrality**.

**Text Dimension.** To estimate the textual content score of the work items for the Text dimension, we build the models using four Naive-Bayes algorithms. More specifically, we use the MultinomialNB, GaussianNB, BernoulliNB, and ComplementNB functions of Scikit-learn Python package (Pedregosa et al. 2011) to build Multinomial Naive-Bayes (McCallum and Nigam 1998), Bernoulli Naive-Bayes (McCallum and Nigam 1998), Gaussian Naive-Bayes (Geiger and Heckerman 1994), and Complement Naive-Bayes (Rennie et al. 2003) models, respectively.

**(EC-2) Baseline Approaches**

In this study, we compare the performance of our classifiers against One Rule classification algorithm (OneR (von Jouanne-Diedrich 2017)), Latent Dirichlet Allocation (LDA (Blei et al. 2003)), and Majority Vote. We use OneR function of the R OneR Package to construct OneR classifier (von Jouanne-Diedrich 2017). We use LdaModel function of the gensim Python Package to extract the topic from the summary and description of the work items (Rehurek et al. 2011). For Majority Vote approach, we determine an optimal cutpoint for each metric to vote whether a work item will have SP changes. Then, the approach will give the final decision based on the majority vote of all metrics. We use cutpointR function of the cutpointR R package to determine the optimal cutpoint for each metric (Thiele and Hirschfeld 2021). Then, we compare the performance distributions of our classifiers against the performance distributions of baselines using a one-sided exact Wilcoxon signed-rank test (Wilcoxon 1992). To do so, we use the wilcoxsign_test function of R coin package (Hothorn et al. 2006). Table \(11\) shows the performance improvement of our classifier over the three baselines.

**10.5.3 Examining the Influence of Metrics**

After we constructed our classifiers, we examine the influence of the metrics in our classifiers. We find that **text-gaussian** (i.e., the likelihood that a work item will have SP changes based on textual content) is the second most influence metric in our LR classifier. Then, we use the Local Interpretable Model Explanation (LIME) technique to determine the influential keywords in the classifiers using the explain_instance function from LIME Python package (Ribeiro et al. 2016).

\(^{22}\)https://networkx.github.io
Table 11. The results of the one-sided Wilcoxon signed-rank tests and the effect size comparing between the performance of our approach (using LR, RF, SVM, and CART) and the baselines (i.e., LDA-based, Majority Vote, OneR, Text-based classifiers). Noted that Maj. stands for Majority Vote, and Text. stands for Text Classifiers.

| Proj. Measure | Effect Size |
|---------------|-------------|
|               | LR- OneR | LR- Maj. | LR- LDA | LR- Text. | RF- OneR | RF- Maj. | RF- LDA | RF- Text. | SVM- OneR | SVM- Maj. | SVM- LDA | SVM- Text. | CART- OneR | CART- Maj. | CART- LDA | CART- Text. |
| AS            | AUC     | N/A      | L***    | L***    | N/A      | M***    | L***    | L***    | N/A      | L***    | L***    | L***    | N/A      | S***      | S***      | M***      |
| BACC          | L***    | M***    | M***    | L***    | S°       | M°      | M°      | M°      | M°       | S***    | S***    | M***    | S°       | N°        | N°        | N°        |
| D2H           | M***    | M***    | M***    | M***    | S°       | M°      | S°      | M°      | N°       | N°      | N°      | N°      | N°       | N°        | N°        | N°        |
| FAR           | L°      | L***    | M***    | L***    | N°       | L***    | L***    | L***    | M°       | L***    | M***    | L***    | M***    | L***      | L***      | L***      |
| Recall        | L°      | S***    | M***    | N°      | S°       | M°      | M°      | L°      | M°       | M***    | S°      | S°      | N°       | N°        | S°        | N°        |
| DM            | AUC     | N/A      | L***    | L***    | L***    | N/A      | L***    | L***    | L***    | N/A      | M***    | L***    | L***    | L***      | L***      | L***      |
| BACC          | L***    | L***    | L***    | L***    | S***    | N°      | L***    | L***    | L***    | L***    | L***    | L***    | M***    | L***      | L***      | L***      |
| D2H           | M***    | M***    | M***    | L***    | M°      | L°      | M°      | L°      | M°       | M***    | S***    | L***    | M***    | S***      | M***      | M***      |
| FAR           | N°      | M***    | L°      | L***    | L***    | S°      | L***    | L***    | M°       | L***    | N°      | M***    | L°      | L***      | L***      | L***      |
| Recall        | M***    | N°      | L***    | L***    | L°      | M°      | M°      | L°      | M***    | S***    | S°      | N°      | S**      | S***      | N°        | N°        |
| ME            | AUC     | N/A      | L***    | L***    | L***    | N/A      | L***    | L***    | L***    | N/A      | L***    | L***    | L***    | N/A      | S***      | M***      |
| BACC          | L***    | M***    | M***    | L***    | S°       | M°      | M°      | M°      | M°       | M***    | M***    | M***    | M***    | M***      | M***      | M***      |
| D2H           | L***    | L***    | L***    | L***    | N°       | L°      | M°      | L°      | M°       | M***    | M***    | M***    | M***    | M***      | M***      | M***      |
| FAR           | L°      | M***    | S°      | L***    | L***    | L°      | L***    | L***    | M°       | L***    | M°      | L***    | M°      | M***      | M***      | M***      |
| Recall        | L***    | M***    | M***    | M***    | N°       | L°      | L°      | L***    | S°       | N°      | S***    | M***    | S***    | S***      | S***      | S***      |
| MU            | AUC     | N/A      | L***    | L***    | L***    | N/A      | L***    | L***    | L***    | N/A      | S**     | L***    | M***    | S**       | M***      | M***      |
| BACC          | L***    | L***    | L***    | L***    | M***    | S°       | L***    | L***    | L***    | M***    | M***    | M***    | M***    | M***      | M***      | M***      |
| D2H           | L***    | L***    | L***    | M***    | S°       | L***    | L***    | L***    | L***    | L***    | L***    | L***    | S°       | L***      | S°       | S°       |
| FAR           | L°      | M***    | L°      | L***    | L***    | L°      | L***    | L***    | M°       | L***    | M°      | M***    | M°      | M***      | M***      | M***      |
| Recall        | L***    | M***    | L***    | M***    | L°      | M°      | L°      | L***    | N°       | L***    | M***    | L***    | N°      | L***      | N°        | N°        |
Table 11 (continued)

| Proj. Measure | LR-OneR | LR-Maj. | LR-LDA | LR-Text. | RF-OneR | RF-Maj. | RF-LDA | RF-Text. | SVM-OneR | SVM-Maj. | SVM-LDA | SVM-Text. | CART-OneR | CART-Maj. | CART-LDA | CART-Text. |
|---------------|---------|---------|--------|---------|---------|---------|--------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| TI            | AUC ↗   | N/A     | L***   | L***    | N/A     | L***    | L***   | N/A     | L***    | L***    | N/A     | N°      | L***    | M***    |         |
| BACC ↗        | L***    | L***    | L***   | M***    | S°      | L***    | M***   | L***    | L***    | M***    | S***    | L***   | L***    |         |
| D2H ↘         | L***    | M***    | L***   | M***    | L°      | M°     | M°     | L***   | N°      | L***    | M***    | M°      | S°      | N°      |
| FAR ↘         | L°      | L***    | M***   | L***   | L***   | L***   | L°     | L***   | L***   | M°      | L***   | L***   | L***   |         |
| Recall ↘      | L***    | N°      | M***   | L***   | M***   | L°     | M°    | L°     | L***   | M°      | M***   | M°     | L°      | N°      | N°      |
| UG            | AUC ↗   | N/A     | M***   | M***   | L***   | N/A     | M***   | M***   | L***   | N/A     | M***   | L***   | N/A     | N°      | S***    | M***    |
| BACC ↗        | M***    | S***    | M***   | M***   | N°      | N°      | S°     | S***   | S***   | S**    | M***   | M***   | S°      | N°      | S***    | M***    |
| D2H ↘         | M***    | S°      | S***   | M***   | S°      | M°     | M°     | N°     | S***   | S°     | N°     | S***   | S°      | N°      | S***    | M***    |
| FAR ↘         | M°      | M***   | M°     | M***   | L**    | L***   | M***   | L°     | L***   | M°     | S***   | N°     | M***   | S°      |         |
| Recall ↘      | M***    | N°      | N°     | M***   | S°      | L°     | M°    | S°     | S***   | N°     | S°     | S°     | S°      |         |
| XD            | AUC ↗   | N/A     | L***   | L***   | N/A     | L***   | L***   | N/A     | L***   | L***   | N/A     | S***    | L***   | S***    |         |
| BACC ↗        | L***    | L***   | L***   | L***   | S°      | L***   | S***   | L***   | L***   | L***   | M***    | L***   | M***    |         |
| D2H ↘         | L***    | L***   | L***   | M***   | L°     | L***   | L***   | M***   | M***   | L***   | N°     | L***   | N°      |         |
| FAR ↘         | L°      | L***   | L°     | L***   | M***   | L°     | L***   | M***   | L***   | M°     | S***   | M°     | L***   |         |
| Recall ↘      | L***    | M***   | L***   | M***   | L°     | L***   | N°     | L***   | N°     | L***   | S°     | L***   | M°      |         |

↗: Whether our approach achieve AUC, BACC, and Recall higher than the baselines

↘: Whether our approach achieve FAR and D2H lower than the baselines

Statistical significance: *** $p < 0.001$, ** $p < 0.01$, * $p < 0.05$, ° $p \geq 0.05$

Effect Size: L-Large $r < 0.8$, M-Medium $0.5 \leq r < 0.8$, S-Small $0.2 \leq r < 0.5$, N-Negligible $r \leq 0.2$
Appendix F - URL of JIRA work items

This section provides the URLs of the work items mentioned in the study.

DM-814: https://jira.lsstcorp.org/browse/DM-814
DM-2683: https://jira.lsstcorp.org/browse/DM-2683
DM-7267: https://jira.lsstcorp.org/browse/DM-7267
DM-9282: https://jira.lsstcorp.org/browse/DM-9282
DM-8007: https://jira.lsstcorp.org/browse/DM-8007
DM-12211: https://jira.lsstcorp.org/browse/DM-12211
DM-14172: https://jira.lsstcorp.org/browse/DM-14172
DM-13489: https://jira.lsstcorp.org/browse/DM-13489
MU-15159: https://www.mulesoft.org/jira/browse/MULE-15159
TI-2568: https://jira.appcelerator.org/browse/TIMOB-2568
TI-19356: https://jira.appcelerator.org/browse/TIMOB-19356
TI-23156: https://jira.appcelerator.org/browse/TIMOB-23156
XD-1280: https://jira.spring.io/browse/XD-1280
XD-1503: https://jira.spring.io/browse/XD-1503
XD-2919: https://jira.spring.io/browse/XD-2919

Appendix G - The metrics influence ranks in the LR classifiers

Figure 16a–g show the rank of the metrics by their influence to the prediction of LR classifiers.
Fig. 16  The rank of the metrics by their influence to the prediction of LR classifiers
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