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Abstract: Large area visual landscape quality assessment, especially at the national level is needed to answer the demand from strategic planning. In our paper, we describe and compare two recent modelling approaches for this task regarding their theoretical and empirical basis, resolution, model configuration and results. To compare the outcomes of the two methods, both correlation measures and a visual overlay analysing the inversions are used. The results show, that despite the different methodological approaches, in over 90% of the area of Germany there are only minor deviations between the resulting scenic quality maps (less or equal one step on a five-step scale). The main differences occur due to a different relative weight given to terrain and water indicators in the respective methods. We conclude that a methodologically valid scenic quality evaluation using geodata of homogenous quality is possible also at the national level. By triangulating between different methods, for both, the validity could be proven. The datasets elaborated can also be used as a benchmark for regional landscape assessments and for an upcoming monitoring of changes in visual landscape quality.

Keywords: scenic landscape quality; geographic information system; landscape assessment model; validity

1. Introduction

At the outset, we would like to formulate our guiding question: "What is a large-area assessment of landscape scenery needed for?" In seeking an answer, we here propose the thesis that planning information on the quality of landscape scenery is essential at the national level. And certainly, we can confirm that spatial planning—not just in Germany but worldwide—is increasingly being carried out by national authorities. It is clear that development and implementation tasks are ever more frequently assigned to the national level in order to ensure a more coordinated and harmonized spatial development. Growing disparities between regions can only be overcome by means of supra-regional models and spatial plans. In addition, EU guidelines frequently demand that planning take place at national level, at least within the European Union, for example through directives to establish a Natura 2000 network of nature reserves [1] or measures to develop national concepts for ‘green infrastructure’ in Member States [2]. In Germany, the implementation of the requirement to establish a Europe-wide Natura 2000 network is the responsibility of the individual Länder (i.e., German federal states). Yet past experience has shown that success can only be achieved through the close cooperation of the various Länder with a
specific focus on the national context. This applies, for example, to coordinated management planning for Natura 2000 sites. In order to achieve a favourable conservation status for a habitat type or species, it is precisely the overarching goals at the biogeographical and thus possibly federal states transboundary or even national level that must be taken into account (cf. [3] p. 306). In this case, only a broader and cooperative perspective of management planning leads to overall success. Recently, Germany has also adopted a national concept for ‘green infrastructure’, whereby important natural features and areas are brought together in a strategic network covering all the Länder. The aim in drawing up this network is to aid spatial planning [4] by providing information on ecosystem services. This can assist, for example, in federal planning for transport infrastructure [5] or to expand Germany’s electricity grid by minimizing or compensating impacts on ecosystem services and green infrastructure. Strategic Environmental Assessments of federal plans and programmes are important instruments that require precisely such highly aggregated, nationwide information on the environment and landscapes [6]. In this respect, it is only logical that, in addition to physical-material data on ecosystem services at federal level, large-scale information on cultural ecosystem services is now also being prepared, especially on landscape scenery qualities. This has become necessary to cope with the expansion of the federal electricity grid within the country’s ambitious Energiewende (i.e., the transition to an energy system based on renewable energy) as well as the processes of public participation that it entails.

The horizontal, cross-sectoral need at federal level for data on the environment, nature conservation and landscapes is accompanied vertically by demands at the level of Germany’s Länder and regions. It is becoming increasingly clear that nationwide standardized data on landscapes are also required at the regional planning level [7] or even local level [8]; for example, in order to better compare the development of tourism or recreation-related qualities in different areas (with their specific landscape conditions) for regional or landscape planning. This can help establish a benchmark for tourist regions. Information on landscape scenery qualities at federal level is thus also demanded in Germany by planning levels lower down the vertical hierarchy.

High-resolution data and information is now also on hand to help deal with complex tasks of spatial coordination at federal level for the purposes of spatial development (see, for example, the IOER Monitor of Settlement and Open Space Development [9]). Such sources of data mean that planning at federal level is not limited to purely theoretical considerations but can also be presented at this planning level in great detail with corresponding GIS zoom functions across a range of scales. Thus, technological progress in data gathering and presentation also aids the development of concrete planning goals at federal level. Summarizing, we can say that a large-scale assessment of landscapes and landscape scenery is needed by the national authorities in Germany to secure an empirical basis for a wide variety of new tasks. This need of data on the visual landscape as an input to spatial planning is also confirmed for other countries and planning levels such as coastal landscapes in the French Mediterranean [10], visual impacts caused by wind turbines in parts of Austria, Germany, Poland and the Czech Republic [11], or planning and decision support systems in Switzerland [12].

Looking at both landscape quality assessments and landscape planning in practice in Germany, it can be observed, that methodologically sound visual landscape quality assessment models with an empirical basis, using geodata of homogenous quality, and covering whole federal states or even the whole of Germany were either not existent or were not used in the past [13,14]. Thus, the aim of this paper is to present and compare two modelling approaches addressing visual landscape quality at the national level, and to compare their results in order to cross-validate the underlying methodologies by a method triangulation approach.
2. Materials and Methods

In this paper, we compare two approaches for nationwide visual landscape quality assessment. Walz & Stein developed the first in 2016 [15] using spatial data, providing a nationwide standardised evaluation to be used for the “regular monitoring to make changes over time visible” [15] (p. 65). Roth et al. [16] invented the second method, which in addition to nationwide standardized geodata used a large survey on landscape perception and empirical landscape quality assessment as a basis to statistically model perceived landscape quality. Both methods are based on human perception of landscapes, be it indirect through the selection of parameters that have “a relation to the perception of landscape by humans” [15] (p. 65) or direct through a representative survey on landscape perception [16]. Thus, both approaches are in line with the landscape definition of the European Convention [17] that defines landscape as “an area, as perceived by people, whose character is the result of the action and interaction of natural and/or human factors.” In the following sections, we describe the methodological approaches including the underlying theories, the data used and the results of the two respective methods, before we compare their results and draw some conclusions.

2.1. Landscape Attractiveness (Method Walz & Stein)

2.1.1. Underlying Theory

In the method used by Walz & Stein, the attractiveness of the landscape is derived from the natural features of the landscape and the way it is shaped by man. This model, which basically represents a suitability analysis of a region for nature-related recreation, is based on the assumption that certain features of the landscape have a positive or negative effect on the attractiveness of the landscape and its suitability for recreation.

The basic idea is to carry out a comparable landscape assessment for the whole of Germany on the basis of existing geodata. This will enable regular repetition in the future. Local surveys or questionnaires are therefore out of the question. Instead, parameters or sub-indicators are used which have been cited in the literature as relevant and some of which have been checked for plausibility by means of surveys. These include the methods according to Kiemstedt [18]; Briggs & France [19]; Marks [20]; Chen et al. [21]; Augenstein [22]; Berger & Walz [23]; Federal Office for Building and Regional Planning (BBR) [24] and Roth & Gruehn [25,26]. More recent publications that also use existing geodata to determine the attractiveness of landscapes include Frank et al. [27]; Schirpke et al. [28]; Schüpbach et al. [29] and Hermes et al. [30]. Roth & Bruns [31] provide an overview of the topic for the German-speaking countries.

2.1.2. Description of the Approach and Evaluation Method (including Justification of the Choice of Indicators)

The method used here was initially developed for a nationwide study to analyse possible effects of landscape planning in spatial terms [32]. Following Berger & Walz [23], Chen et al. [21] and BBR [24] (p. 209), positive value-giving parameters such as the diversity of relief, the proportion of open space, the hemeroby index, the wood-dominated ecotone density, the density of watercourse edges, the coastlines and the proportion of unfragmented open spaces > 50 km² were used. This is based on the assumption that people feel most at home in a landscape that is diverse and varied, with a high proportion of near-natural areas, and that these are therefore particularly attractive for recreational purposes [33].

In a further step, this methodology was supplemented by landscape elements of the technical infrastructure, which negatively influence the suitability of the landscape for the mentioned purposes (see also contributions in [34]). Specifically, these are high-voltage power lines, wind turbines and solar fields. The supplemented methodology was published in Walz & Stein [15].

The parameters are in detail:

The topographic diversity (ratio 3D/2D) [35] reflects not only the maximum height difference (relief energy) but also the cumulative height differences. Relief contributes
significantly to the diversity of a landscape and the resulting variety perceived by man [36]. A high value promises a good overview of the landscape, provides views and makes the landscape more interesting. According to Augenstein [22], views have a positive effect in so far as they stimulate the exploration and interpretation of the landscape through the newly emerging visual relationships.

The **proportion of undeveloped areas** is indicated by the open space percentage. We followed the definition of open space in a landscape ecological and landscape architectural understanding [37] as the opposite of built-up space. Thus, open space is the part of the landscape that is not covered by buildings or traffic infrastructure. A low proportion of open space indicates urban or densely built-up village areas, which can weaken the natural attractiveness of the landscape due to the strong overshadowing by technical artefacts. A higher proportion of open space also increases the perceived closeness to nature [22] and thus the attractiveness. This includes forests, grassland areas, but also arable land. Nohl [38] notes that grassland landscapes in Germany have traditionally been important for tourism because they are perceived as aesthetic and attractive landscapes.

The **hemeroby index** is a surface-weighted average of the hemeroby levels of all land uses. The hemeroby index as a measure of human influence gives the open space component a weighting in terms of naturalness and land use. Naturalness is an important factor for the attractiveness of landscapes [22,39,40]. Data from Walz & Stein [41] based on the LBM-DE 2009 and the potential natural vegetation of Germany were used.

The **density of ecotones dominated by woody plants** takes into account the diversity and structure of the landscape. This parameter characterises above all variety and edge effects. In ecology, an ecotone is defined as a transition zone between two different ecosystems. Woody and forest edges, tree rows and hedges play an important role in this context. The more such elements are present in a landscape, the more structured it is. A variety of studies and procedures for landscape perception and assessment [20,42] assume that landscape diversity, which is significantly influenced by marginal effects such as ecotones, increases the recreational and experience value. This parameter consists of lines representing woody and forest edges, as well as rows of trees and hedges. The density (km/km$^2$) of the ecotones for the reference area is determined for this parameter. The less straightened the course of these lines is and the more lines there are, the higher is the density of the linear elements. A high density promises a pronounced complexity, which gives the impression of undisturbed area expansion and thus closeness to nature [36].

Another measure of landscape diversity and structure is the **ratio of riparian areas**. Watercourses have a considerable influence on the landscape and thus on its attractiveness [18,20]. Transitional areas between water (blue) and vegetation (green) are particularly attractive. In the case of lakes, the length of the banks is decisive for those seeking recreation (cf. [43]). By taking watercourse edges into account, smaller lakes and, above all, running waters also attract attention. This parameter reflects the density (km/km$^2$) of all water bodies, except for artificial waterways such as canals and temporary water bodies.

As the **coasts** play a very important role in terms of attractiveness and recreation [40], they are represented by the independent parameter coastlines. The values of this parameter are entered into the indicator with “1” (raster cell has a share of coast) or with “0” (raster cell has no share of coast).

With the **proportion of unfragmented open spaces larger than 50 km$^2$**, the undisturbedness of landscape areas by the fragmenting supra-local transport network is included as a value-giving factor. Coherent forests, woodlands, heaths and other ecologically valuable areas are of great importance as habitats for animals and plants and as recreational areas for humans [44]. The large areas, which in the selection of the dataset only cover those not fragmented by traffic corridors with high traffic volume and bigger than 50 km$^2$ are quiet and contain no barriers due to traffic routes. High proportions occur in sparsely populated regions with low traffic density. In addition to ecologically valuable areas, however, numerous large unfragmented areas also show intensive use (e.g., agriculture or open-cast mines) [44].
The technical infrastructure for the production and transport of renewable energies was taken into account by including the number of wind turbines, the proportion of solar fields and the length of high-voltage lines (see also [45]).

2.1.3. Data Used

In accordance with the above-mentioned objective of the method to provide nationwide comparable results that can be repeated regularly, only data sources that are collected nationwide using comparable methods and updated regularly were considered. Only data from the official surveying authorities fulfil these requirements. In this context, simplifications had to be accepted due to the content and spatial resolution of the geodata regularly collected nationwide.

All parameters used were collected on the basis of the Official Topographic-Cartographic Information System (ATKIS Basis-DLM) or the land cover model (LBM-DE), both dating from 2010, which were the most up-to-date nationwide datasets available at the time of the original project. These are officially collected land use data in vector format by the State and Federal Surveying Authorities. The values of the parameters relief diversity, proportion of open space, hemeroby and ecotone density, wind turbine density and proportion of photovoltaic open space systems are freely available in the IÖR-Monitor (www.ioer-monitor.de; accessed on 8 February 2021).

2.1.4. Resolution, Raster Width of the Grid

The indicator of landscape attractiveness presented here was calculated on the basis of a 5 km grid (according to INSPIRE). The use of the INSPIRE grid was important in order to remain connectable to the European monitoring systems. The INSPIRE spatial units will in future be the applicable reference units for monitoring in various disciplines in Germany. In order to transfer the result values to municipalities (see map in [15]), the average value of all grid cells touched was then given for the municipal areas. This prevents small-scale effects from having too strong impacts on the attractiveness value. The influence of different sizes of municipalities is also mitigated. The inclusion of all grid cells that intersect the municipality also takes into account the fact that the attractiveness of the landscape does not change abruptly at municipal boundaries and that there are visual relationships with the surrounding landscape.

2.1.5. Equal Weighting of All Indicators

All parameters were standardised between 0 and 1 and then summed up. This ensures that all parameters are equally weighted in the total value. No weighting was deliberately applied, as Kiemstedt [18], for example, suggested when calculating the experience value of a landscape (v-value). This lacks an objective basis for evaluation, which would make the methodology less comprehensible.

2.1.6. Correlation of the Parameters with Each Other

It was also crucial for the choice of parameters that they did not correlate with each other. This can be ruled out except for a moderate correlation between the hemeroby index and relief diversity \((r = -0.403; N = 14,589)\) and the proportion of open space and hemeroby \((r = -0.491; N = 14,589; \text{see also Table 1})\). However, since these correlations are only moderate, it can be assumed that all three parameters add further information content to the indicator.
Table 1. Correlation matrix of all parameters; N = 14,859 (Pearson’s r), all correlations are significant at the level of 0.05. Source: [15].

|                                | Proportion of Unfragmented Open Space > 50 km² | Topographic Diversity | Ratio of Riparian Areas | Density of Ecotones Dominated by Woody Plants | Hemeroby Index | Percentage of Open Space | Coastlines | Caracterising Impacts of Technical Infrastructure |
|--------------------------------|------------------------------------------------|------------------------|-------------------------|-----------------------------------------------|----------------|-------------------------|------------|-----------------------------------------------|
| Proportion of unfragmented open space > 50 km² | 1.000                                           | 0.226                  | 0.094                   | −0.115                                         | 0.399          | 0.248                   | 0.171      | 0.056                                          | 0.015 | 0.209                                         |
| Topographic diversity         | 0.226                                           | 1.000                  | −0.027                  | 0.077                                         | 0.403          | 0.107                   | −0.065     | 0.087                                          | 0.030 | 0.093                                         |
| Ratio of riparian areas       | 0.094                                           | −0.027                 | 1.000                   | −0.025                                         | 0.065          | 0.034                   | 0.180      | −0.041                                         | 0.028 | 0.042                                         |
| Density of ecotones dominated by woody plants | −0.115                                          | 0.077                  | −0.025                  | 1.000                                         | 0.033          | −0.117                  | −0.102     | 0.066                                          | 0.031 | −0.022                                        |
| Hemeroby index                | 0.399                                           | 0.403                  | 0.065                   | −0.033                                         | 1.000          | 0.491                   | 0.306      | 0.172                                          | 0.053 | 0.312                                         |
| Percentage of open space      | 0.248                                           | 0.107                  | 0.034                   | −0.117                                         | 0.491          | 1.000                   | 0.012      | −0.071                                         | 0.021 | 0.230                                         |
| Coastlines                    | 0.171                                           | −0.065                 | 0.180                   | −0.102                                         | 0.306          | 0.012                   | 1.000      | −0.021                                         | 0.021 | 0.111                                         |

2.1.7. Classification

The standard deviation from the nationwide mean value of the positively occupied parameters was used to determine the class boundaries (maximum values achieved). The main purpose of this class division is to avoid using a fixed scale, but rather to be able to make statements based on the average values of landscape attractiveness on whether a municipality is less attractive or more particularly attractive in terms of landscape. The verbal scale of intensity is divided in 5 classes by the following calculation rule (Table 2):

Table 2. Scheme for verbal scale of landscape attractiveness outcomes ((MV = mean value, SD = standard deviation).

| Verbal Classification         | Calculation Rule                      |
|-------------------------------|---------------------------------------|
| particularly attractive       | >[MV + 1.5 SD]                        |
| very attractive               | >[MV + 0.5 SD] to [MV + 1.5 SD]      |
| averagely attractive          | >[MV − 0.5 SD] to [MV + 0.5 SD]      |
| less attractive               | >[MV − 1.5 SD] to [MV − 0.5 SD]      |
| least attractive              | <[MV − 1.5 SD]                       |

The division of the values into only five classes is intended to meet the indicative character of the calculation despite the large scale of representation (municipal level, 5 km grid). Thus, no exact indicator value is given, as this would not be very meaningful as an absolute value at first.
2.2. Assessment of Germany’s Scenic Beauty Based on Online Survey and GIS Data (Method Roth et al.)

The second nationwide visual landscape assessment was conducted in a project financed by the German Federal Agency for Nature Conservation, from 2015 to 2018. Its aim is the use in Strategic Environmental Assessment (SEA) for nationwide grid infrastructure planning. Roth et al. [16] assessed the criteria of visual diversity, landscape character and scenic beauty, separately. In this article, we consider only their assessment of scenic beauty ([16]). By definition, this is closest to the landscape attractiveness assessment (carried out by Walz & Stein [15]), described in the above sections. The indicators in the model for scenic beauty are chosen and weighted based on the results of an online survey using landscape photographs as stimuli. Based on the survey results and geodata in the viewsheds of the landscape photographs, Roth et al. developed a statistical model (regression analysis) for scenic beauty using 30 sampling areas (each around 150 km²) distributed representatively over the German landscapes. Subsequently, the model was applied to the whole study area (Germany).

2.2.1. Underlying Theory

The model for scenic beauty landscape assessment can be classified as a perception-based method [46]. Perception based methods (e.g., [26,28,47–52] assume an interaction between the landscape elements (that can be visually perceived) and an observer. The landscape is treated as an objective input to the observer, which is defined by its biophysical components, structures and phenomena. In the online survey, Roth et al. use landscape photographs as a substitute for a real landscape experiences. They also analyse the visible features in the photographs, using GIS Data. The observer’s perception and appreciation of a landscape is affected by biological, cultural and individual factors. The biological factors are—to a great extent—evolutionary determined dispositions, following e.g., the prospect-refugee theory [53,54], the water preference theory [55] or the preference matrix by Kaplan & Kaplan, stating that humans prefer conditions in landscape, which optimize the possibility for gaining knowledge, measured by the four factors legibility, coherence, complexity and mystery [56,57]. The cultural background appears to be a multilayered influence, which may vary across cultural groups and time [58–60]. With a nationwide landscape assessment in Germany Roth et al. addressed the subject group of the German population as an example of a typical western culture.

2.2.2. Description of the Approach and Evaluation Method (including Justification of the Choice of Indicators)

In comparison with other existing large-scale landscape assessments, the whole of Germany is a huge study area (about 358,000 km²). To build a representative sample of landscape photographs to use in the online survey, Roth et al. identified 30 sample areas, each around 150 km² of size. As selection criteria in their two-way stratified sampling, they used the six major regions of the natural landscape classification of Germany [61] and landscape types of Germany defined by Gharadjedaghi et al. [62]. The natural landscape classification of Germany takes into account mainly geological, geomorphical and hydrological features. The Landscape types also represent anthropogenic influences such as human land uses and settlements. Table 3 shows the combinations of the groups of both classifications and the number of sample areas within each combination. The number of sample areas was determined proportionally to the share of area covered by this combination of landscape types and landscape classes within Germany to reach a representative sample of German landscapes covering the maximum diversity of different factors.

Photo documentations were taken in all 30 sample areas, from May to August 2016. Each sample area was visited by car for one day. All photo documentations had to give a representative overview of the different aspects of landscape a sample area exhibits. Different land uses and landscape elements like forest, agriculture, settlements, varying grades of hemeroby, water bodys, roads, wind turbines, power lines etc. have been depicted
in different combinations and at different ranges. Over 10,000 photos were taken in total and Roth et al. chose 822 (25 to 30 per sample area) for their online survey.

Table 3. Combinations of landscape types and classes and their assigned quantity.

| Landscape Types (Gharadjedaghi 2004) | Major Regions of Natural Landscape Classification (Meynen and Schmithüsen 1953–1962) |
|--------------------------------------|----------------------------------------------------------------------------------------|
|                                      | North/Baltic Sea | North German Plain | Central German Upland Range | German Cuestas | Alpine Forelands | Alps |
| Coastal landscapes                   | 2               | 0                 | -                           | -              | -               | -    |
| Forest landscapes                    | -               | 2                 | 3                           | 2              | 0               | 1    |
| Structurally diverse cultural landscapes | 3              | 3                 | 2                           | 2              | 0               | -    |
| Open cultural landscapes             | -               | 5                 | 1                           | 1              | 1               | -    |
| Mining landscapes                    | -               | 1                 | -                           | -              | -               | -    |
| Urban agglomerations                 | -               | 1                 | 0                           | 0              | 0               | -    |

In the online survey, participants rated the photos on a nine level scale (from 1—not beautiful at all to 9—very beautiful). Roth et al. gave a short definition for the criteria scenic beauty: “the subjective liking of the landscape illustrated in the photograph”. They deliberately kept the definition simple, in order to encourage the participants to apply their own sense of beauty. The question asked to the participants was “How beautiful do you find this landscape?”

To reach a large and representative amount of participants Roth et al. cooperated with a social science online research panel (SoSci Survey). In its two-month duration, 3556 participants took part in the online survey. In total, the participants provided 44,573 ratings, which means that an average of more than 54 ratings per image was achieved. In this methodology, mean values of all ratings for each single photograph were used as dependent variable for the scenic beauty model. For all photos, the exact position, field of view (focal length) and horizontal viewing direction was recorded. Through a GIS-based visibility analysis, based on the national digital elevation model with 10 m resolution (ATKIS-DGM 10), Roth et al. calculated the viewsheds for each landscape photograph. For further analysis they divided the individual viewsheds in several distance zones (Table 4).

Table 4. Distance zones used for viewshed analysis and modelling.

| Zone          | Distance                                      |
|---------------|-----------------------------------------------|
| 1             | 0 to 500 m                                    |
| 2             | >500 to 2000 m                                |
| 3             | >2000 to 5000 m                               |
| 4             | >5000 to 10,000 m                             |
| foreground    | 0 to 2000 m (zones 1 and 2 combined)          |
| background    | >2000 to 10,000 m (zones 3 and 4 combined)    |
| overall view  | 0 to 10,000 m (all zones combined)            |

Using a GIS, Roth et al. measured about 80 potential indicators, in each distance zone (land uses, landscape elements and landscape metrics). Combining the potential indicators and the various distance zones led to about 600 potential explanatory variables for the linear regression model. A linear regression model uses explanatory variables (regressors) to compute the given values of an explained/dependent variable based on a linear combination of independent variables (cf. [63]). The model shall explain the scenic
beauty perceived by the participants based on landscape features within the viewsheds of the landscape photos presented. To build the model Roth et al. used a heuristic, iterative procedure. They tested different combinations of regressor variables until the solution with the highest explanatory power was found.

A raster-based approach was used, as it enables a much faster processing than vector-based computations. The smallest possible analyzing unit matches distance zone 1. By using the ArcGIS tool “focal statistics” Roth et al. assigned the concept of distance zones illustrated in Table 2 to the raster analysis. Using this approach, raster datasets for all explanatory variables with their associated distance zone for all 365,000 raster cells of the study area (Germany) were calculated. Based on the raster datasets the scenic beauty model was then applied to the whole of Germany. The outcome of the raster analysis is a nationwide scenic quality map.

2.2.3. Data Used

For a nationwide assessment, the aim was to use geo data of homogeneous quality for the whole of Germany. Extensive land covers were taken from the Land Cover Model for Germany (LBM-DE). They used the land cover classes provided by the LBM-DE as indicators by themselves and furthermore formed groups of related classes. To illustrate this using an example, the classes “broadleaf forest (311)”, “conifer forest (312)” and “mixed forest (313)” were analyzed individually and combined as the land cover group “forest”. For linear elements like power lines and streets, the German Digital Landscape Model (ATKIS-Base-DLM) was used. Single elements were extracted from the OpenStreetMap dataset. Roth et al. also used the nationwide hemeroby dataset of the Leibniz Institute of Ecological Urban and Regional Development [41] and the already mentioned ATKIS-DGM 10 as a digital elevation model (DEM) to take into account the relief.

2.2.4. Resolution, Raster Width of the Grid

After successful model building, Roth et al. determined the occurrence of each indicator, which was used as explanatory variable, in a 1-km raster nationwide. Since the aim of the nationwide scenic beauty assessment was its use in the Strategic Environmental Assessment (SEA) for the nationwide grid infrastructure planning, a relatively fine resolution was desirable. The 1-km resolution is a compromise between accuracy and computing time needed to process the data.

2.2.5. Empirically Based Weighting of Indicators in the Regression Analysis

Table 5 shows the results of the linear regression used to build the scenic beauty model. It lists all explanatory variables with their appropriated distance zone and non-standardized as well as standardized beta coefficients. With a coefficient of determination ($r^2$) of 0.639 the model explains about 64% of the variance in the mean photo ratings for scenic beauty. The model contains 17 explanatory variables. A high positive influence on scenic beauty can be found for the relief (measured by difference in ground level) and the occurrence of water bodies. Forest and other green and natural-appearing land uses have also a positive effect. An indicator that led to explicitly high scenic beauty ratings in photos was the occurrence of heathlands. However, regressors with a negative impact make up the larger part of the model. The major regressor here is hemeroby, the level of anthropogenic influence. Consistent with that effect, land uses and landscape elements, which are clearly signs of human use of landscape are negatively weighted. This applies to traffic infrastructure, industrial areas and arable land. In addition, technical infrastructure like transmission lines and wind turbines have a negative effect.

2.2.6. Correlation of the Parameters with Each Other

To ensure the independence of the regressor variables, it was a requirement that an indicator does not occur multiple times in a distance zone (e.g., in zone 1 and foreground) or individually and in a group of land cover classes. Furthermore, through the iterative
approach, the least possible thematic overlap of the explanatory variables was ensured. In addition, it was screened, that there are no strong correlations between regressors to avoid multi-collinearity.

Table 5. Regressors of linear regression model for scenic beauty with according distances and beta-coefficients (* = significant (\( p \leq 0.05 \)), ** = highly significant (\( p \leq 0.001 \)).

| Regressor Variable | Distance Zone | Non-Standardized Beta Coefficient | Standardized Beta Coefficient |
|-------------------|--------------|----------------------------------|------------------------------|
| constant          | /            | 7.109                            |                              |
| difference in elevation (absolute value) 1 | 0 to 2000 m | +0.002 **                       | +0.171 **                    |
| difference in elevation (absolute value) 2 | 2000 to 10,000 m | +0.001 **                     | +0.185 **                    |
| lake, ocean, river (percentage of viewshed) | 0 to 500 m | +0.008 **                       | +0.152 **                    |
| orchard (percentage of viewshed) | 0 to 10,000 m | +0.031 **                      | +0.096 **                    |
| forest (percentage of viewshed) | 0 to 10,000 m | +0.005 *                       | +0.088 *                     |
| natural grassland (percentage of viewshed) | 500 to 2000 m | +0.025 **                      | +0.083 *                     |
| heathland (percentage of viewshed) | 0 to 500 m | +0.017 *                       | +0.068 *                     |
| hemeroby (average value) | 0 to 500 m | −0.317 **                      | −0.200 **                    |
| road density (m/km²) | 0 to 2000 m | −0.0001 **                     | −0.189 **                    |
| arable land (percentage of viewshed) | 0 to 10,000 m | −0.010 **                      | −0.187 **                    |
| Industrial, commercial and traffic infrastructure 1 (percentage of viewshed) | 0 to 500 m | −0.019 **                      | −0.187 **                    |
| Industrial, commercial and traffic infrastructure 2 (percentage of viewshed) | 500 to 2000 m | −0.018 **                      | −0.106 **                    |
| Industrial, commercial and traffic infrastructure 3 (percentage of viewshed) | 2000 to 5000 m | −0.011 *                      | −0.065 *                     |
| transmission line density (m/km²) | 0 to 500 m | −0.0001 **                     | −0.101 **                    |
| sport and recreation area (percentage of viewshed) | 0 to 500 m | −0.019 **                      | −0.077 **                    |
| Aera with sparse vegetation (percentage of viewshed) | 500 to 2000 m | −0.205 *                      | −0.075 *                     |
| wind turbine density (no./km²) | 0 to 10,000 m | −0.588 *                       | −0.071 *                     |

2.2.7. Classification

Following the nine-step scale of the online survey, the method aimed at assigning a nine-class scale to the outcome raster. In some raster cells, the outcome values in the regression model exceeded the values of the nine-step online survey scale. Thus, a reclassification of the values calculated by the regression model was performed, using a scheme whose class breaks are linked to mean value (MV) and standard deviation (SD) (cf. Table 6).

2.3. Method for Comparison of the Two Large-Area Visual Landscape Assessments

To compare the results of the two methods described above, we use the cardinaly scaled outcome raster of the respective methods, prior to the assignment of any classes. As a spatial reference base, we choose the INSPIRE 5-km-grid of the model for landscape attractiveness (Walz & Stein) presented first. As first step we projected the outcome raster of the scenic beauty model (Roth et al.) to the coordinate system of the reference raster. We then transferred the 1-km raster applied in the scenic beauty assessment to the 5-km raster applied in the landscape attractiveness method, by aggregating mean values of the finer resolution to the zones defined by the coarser resolution. This was done to have the same spatial basis and resolution to enable statistical comparisons. The overlay of
the two visual landscape assessments was then exported to SPSS to determine correlation (Pearson’s r) between the two datasets. To visualize similarities and differences we applied the same classification scheme used for the landscape attractiveness assessment of Walz & Stein [15] to the newly created 5-km raster for scenic beauty. We compared the two 5-class assessments directly by subtracting the values of one raster from the other to generate an inversion display.

Table 6. Scheme for classification of scenic beauty outcomes (MV = mean value, SD = standard deviation).

| Class | Calculation Rule |
|-------|------------------|
| 1     | <\[MV - 2 SD]\) |
| 2     | >\[MV - 2 SD\] to \[MV - 1.5 SD\] |
| 3     | >\[MV - 1.5 SD\] to \[MV - SD\] |
| 4     | >\[MV - SD\] to \[MV - 1/3 SD\] |
| 5     | >\[MV - 1/3 SD\] to \[MV + 1/3 SD\] |
| 6     | >\[MV + 1/3 SD\] to \[MV + SD\] |
| 7     | >\[MV + SD\] to \[MV + 1.5 SD\] |
| 8     | >\[MV + 1.5 SD\] to \[MV + 2 SD\] |
| 9     | > \[MV + 2 SD\] |

3. Results

3.1. Landscape Attractiveness Assessment Results (Method Walz & Stein)

With its diverse cultural and natural landscapes, Germany is very varied and scenically attractive (see Figure 1). The classes “very attractive” and “particularly attractive” describe landscapes that stand out in their diversity and characteristics and are therefore much more attractive than the national German average. These are above all areas on the coasts, in the Alps and in wooded low mountain ranges such as the Black Forest, the Palatinate Forest, the Thuringian Forest, the Harz, the Ore Mountains and others. The relief, the closeness to nature and the particular attractiveness of the coast are particularly evident here. In addition, parts of the north (east) German lowlands with little relief but with a high proportion of lakes and forests in Brandenburg and Mecklenburg-Western Pomerania were also rated very highly. These landscapes, classified as very or particularly attractive, largely coincide with the nationally known destinations for nature-related tourism and the holiday regions.

In the “average attractive” class, there are landscapes which, viewed across Germany, show a typical characteristic of the diversity and landscape structure of Central European landscapes. They are quite attractive, but the outstanding properties are missing. There are many traditional cultural landscapes, which can also be holiday regions, but in particular fulfill local recreational functions. Examples are the Swabian-Franconian Alb, parts of the Rhenish Slate Mountains or the Hessian mountainous region. In the “less attractive” class there are mostly structurally poor, above all intensively agriculturally used areas and metropolitan areas. “Least attractive” landscapes are characterized by low values for all seven parameters, which is an indication of dense development (e.g., in densely populated areas such as the Ruhr area, the Middle Neckar around Stuttgart or in the Berlin area) or low naturalness of land use, e.g., intensive agriculture. Examples of this are the Loessbörden of Lower Saxony, Saxony-Anhalt and Saxony, but also the Lower Bavarian hill country. High densities of technical systems, such as wind turbines, high-voltage lines, etc. can also lead to a reduction in the values.
3.2. Scenic Beauty Assessment Results (Method Roth et al.)

Roth et al. applied the linear regression model described above to the area of Germany and displayed the outcome as a map, dividing scenic beauty on a nine-level-scale (Figure 2). The strong positive effect of relief, water bodies and forest as well as the strong negative impact of anthropogenic influence in the landscape shows clearly on the map. The highest levels 8 and 9 (coloured dark) are assigned to regions like the Harz Mountains, Thuringian Forest, Black Forest, Bavarian Forest and the Alps, which are characterized by steep relief, semi-natural land uses and minor presence of anthropogenic elements in the landscape (Figure 3). Also regions, rich in water reach high levels of 7 and 8 (e.g., Mecklenburg Lake...
District, North and Baltic Sea Coast) (Figure 4). Urban Agglomerations and urbanized regions, with high amounts of traffic infrastructure (e.g., big cities like Berlin, Hamburg or Munich and their surroundings) are assessed particularly negative. Likewise regions with high occurrence of industry and a corresponding high settlement and traffic infrastructure density (e.g., the Ruhr agglomeration) are assigned low values for scenic beauty (Figure 5). Areas with intensive agriculture can also be identified through lower values, especially if they contain a high amount of wind turbines and power lines (cf. e.g., the Magdeburg Börde) (Figure 6).

Figure 2. Resulting map for scenic beauty of Germany based on linear regression (resolution: 1 × 1 km) by Roth et al. [16].
Figure 3. Landscapes with varieties in relief and uncommon sights like heathland belong to the most appreciated landscape photos in the online survey and lead to high levels in scenic beauty assessment (left: Alps near Oberammergau, Bavaria, right: Lueneburg Heath near Hermannsburg, Lower Saxony).

Figure 4. Landscapes dominated by water are preferred, especially when paired with forest and greenways (left: coastal area of North Sea near Nordholz, Lower Saxony, right: lake near Wilhelmsdorf, Baden-Württemberg).

Figure 5. Densely populated regions reached low levels in online survey and model results, especially if they are rich in industry and transport infrastructure (left: Ingelheim, Rhineland-Palatinate, right: Gelsenkirchen, North Rhine-Westphalia).
Figure 6. Unstructured agricultural landscapes often come with energy infrastructure like power lines and wind turbines and are not considered scenically beautiful (left: agricultural area with grid infrastructure near Magdeburg, Saxony-Anhalt, right: agricultural area with wind turbines near Hermannsburg, Lower Saxony).

3.3. Comparison of the Two Large Area Visual Landscape Assessments

As has been described above, in order to compare the results of the two assessments, we transferred them to the same spatial reference system and brought them to the same resolution of the 5-km INSPIRE grid. We calculated the correlation between the two assessment values for each grid cell based on the raw outcome values of the respective methods (not the classified values). A correlation of Pearson’s $r = 0.772$ ($r^2 = 0.596$, $p < 0.001$) could be observed. Taking into account that both methods represent the average individual subjective appreciation of visual landscape quality, which is a complex psychological process and only partially based on the presence of objective landscape elements, we use thresholds from social science literature [63], psychology [64] and geography [65] to interpret the strength of this correlation. From a social sciences and psychology perspective, a value of $r > 0.5$ can be classified as a strong effect, whereas from a geographical perspective, a value of $0.6 < r < 0.8$ would be classified as a distinct effect (and values of $r > 0.8$ as a strong effect).

To be able to contrast both assessments visually, we divided the newly generated cardinally scaled outcome raster for scenic beauty with 5-km resolution in 5 classes (Figure 7) to have both the same spatial reference system (see above) and the same classification system.

The map in Figure 8 shows the inversions, generated by subtracting the raster values of the scenic beauty dataset from the landscape attractiveness values (Walz & Stein-Roth et al.). Thus negative values (red raster cells) reveal areas, where the scenic beauty assessment by Roth et al. [16] scored higher and positive values (blue raster cells) show areas where the landscape attractiveness of Walz & Stein [15]) has higher values. Table 7 shows the frequency of inversion values. In about 91% of all raster cells, there was no difference in the classified assessment or the difference was only one level (on a 5 level ordinal scale). Differences of 3 or 4 level are very rare (<1%).
Figure 7. Resulting map of scenic beauty assessment (Roth et al.) with a resolution of $5 \times 5$ km.
Figure 8. Inversions as visualization for comparison between the two large visual landscape assessments. Red values show a higher score by Roth et al. [16] (scenic beauty assessment) and blue value imply a higher score by Walz & Stein [15] (landscape attractiveness assessment).
Table 7. Frequency and percentage of inversions in comparison between the two visual landscape assessments.

| Inversion Value | Frequency | Percentage |
|-----------------|-----------|------------|
| −3 and −4       | 8         | 0.05       |
| −2              | 381       | 2.55       |
| −1              | 3606      | 24.09      |
| 0               | 6969      | 46.56      |
| 1               | 3100      | 20.71      |
| 2               | 826       | 5.52       |
| 3 and 4         | 79        | 0.53       |

4. Discussion

First of all, it should be noted that the two models lead to valid and reliable results and thus agree to a large extent. It becomes clear that the landscape attractiveness assessment by Walz & Stein [15] scored a little bit higher values in the north of Germany and the scenic beauty assessment by Roth et al. [16] tends to score little higher values in some few parts of central and southern Germany. Main reasons for these differences could be that with the approach Roth et al. [16] (scenic beauty model), the relief (differences in ground level, topographic diversity) plays a major role (relief in fore- and background were the highest weighted regressors), whereas the approach by Walz & Stein [15] weighted indicators equally. Thus, regions of Germany’s up- and highlands areas are partially marked in red in the inversion map. Terrain is not only such a relevant factor (and good predictor of scenic quality) because undulating terrain provides vistas and viewers appreciate long distance lookouts over varied surfaces, but also because many secondary factors depend on terrain. This applies for example to the intensity and parcel size of agricultural uses, which tends to be less intense and on a smaller mosaic in steeper terrain and higher altitudes.

Blue areas (rated higher by the landscape attractiveness assessment by Walz & Stein [15]) are often regions, which are rich in water (e.g., the lake districts in the federal states Mecklenburg-Western Pomerania and Brandenburg, as well as the coastal area). Despite the fact that waterbodies were one of the regressors with the highest positive weight in the scenic beauty model by Roth et al. [16], Walz & Stein [15] gave them an even higher relative weight by equally weighting all indicators.

Generally speaking, some of the indicators used by the two methods were congruent (e.g., the hemeroby indicator). Others were similar but different (e.g., the way terrain was represented in the two models), while some were only present in one model (e.g., the percentage of open space used by Walz & Stein [15], or the heathlands and road density used by Roth et al. [16]).

One fundamental difference is that the scenic beauty assessment by Roth et al. [16] is based on an empirical survey and a statistical modelling approach, which allows to assess the model quality by the coefficient of determination ($r^2$). In contrast, the landscape attractiveness method is based on the normative setting of equal weights for all indicators used. Yet, by triangulating the two methods described in this paper, an additional external validation approach is performed for both methods. The fact that despite the theoretical, methodical and empirical differences, a correlation of Pearson’s $r = 0.772$ ($r^2 = 0.596$, $p = 0.000$) could be observed, shows that a large and common share of visual landscape qualities can be explained by objective geodata on landscape elements, land uses and landscape metrics.

The two approaches differ in the spatial resolution (1 km with Roth et al. [16] and 5 km with Walz & Stein [15]). This leads to different effects: Whereas the finer resolution allows to clearly see narrower river valleys such as the Danube valley in Southern Germany or the Elbe valley in Northern Germany, the coastal zones with high visual quality are better represented in the approach using the coarser resolution).
Another difference in the methodological approaches that is partly due to the different resolutions is that Walz & Stein [15] restricted the indicators relevant for a raster cell to those geodata occurring in this cell. Roth et al. [16] in contrast analysed the indicators in several distance zones around the cell to be assessed in addition to the geodata occurring in this specific cell.

Both datasets can be used for a regular monitoring of landscape quality, by re-assessing the German landscape with updated geodata (changed land uses, new or lost landscape elements, and different landscape metrics). The scenic beauty assessment by Roth et al. [16] also allows including changed value systems in the landscape viewers’ assessment into the method. This can be done by replicating the survey and then giving modified weights to the indicators, based on a new statistical modelling of the regression analysis. A suitable timeframe/interval for the repetition based on modified geodata might start from 3–5 years, whereas the repetition based on changed value systems requires a longer perspective (such as 5–10 years minimum), because the value shifts are slower processes. For the ease of communication with decision-makers, it might make sense to aggregate the resulting data for administrative units such as municipalities, which Walz & Stein [15] have already done.

5. Conclusions and Outlook

The main conclusion of this paper is that a valid visual landscape quality assessment for large areas is possible, and that the quality of these assessment methods/models can be empirically proven by method triangulation. While both approaches investigated are not congruent but cover different aspects of visual landscape quality (and were developed for a different purpose), both can be used as a benchmarking for regional/local assessment to contextualize them within a larger landscape setting. Yet, the following, more detailed levels of planning have to add more detailed data that is relevant on the local and regional level.

During and after the development of the two approaches, a very high demand from the planning practice for these nationwide datasets could be observed. Thus, we are confident, that by providing these datasets to the practice, gaps of a rudimentary assessment or risks of underestimating the visual landscape quality in high-level planning procedures, such as for the Federal Transport Infrastructure Plan or for the expansion of the federal electricity grid, could be avoided. Yet, it cannot always be taken for granted that the political acceptance of these assessments can be ensured. Nevertheless, we are confident that a methodologically sound, validated visual landscape assessment, especially if based on or validated by representative empirical data (which could also be classified as a kind of citizen science approach), has a much better standing and can withstand also better at court, than a single expert’s assessment.

From an academic perspective, the continuous advance of spatial modelling in the field of visual landscape assessment is a prospective research area, knowing that the complexity of the methods used, the amount of data analysed, and the computation power required cannot be provided in standard planning applications by the practitioners themselves. Thus, this paper shall also contribute to raising the awareness about what is technically possible, which is an underutilized potential [66].
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