The strong Feller property of the open KPZ equation
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Abstract

We prove that the semigroup, generated by the open KPZ equation on a bounded spatial interval with Neumann boundary conditions parametrized by real parameters $u$ and $v$, enjoys the strong Feller property. From this, we conclude that for the values of the parameters satisfying either $u + v = 0$ or $u + v > 0$, $\min(u, v) > -1$ the WASEP-stationary measure constructed in [CK21] is the unique stationary measure for the equation. It is expected that the same conclusion holds for all values of $u$ and $v$.

1 Introduction

We consider $h : \mathbb{R}_+ \times [0, 1] \to \mathbb{R}$ to be the solution of the open KPZ equation

$$\partial_t h = \frac{1}{2} \partial_x^2 h + \frac{1}{2} (\partial_x h)^2 + \xi, \quad h(0, \cdot) = h_0(\cdot),$$

(1.1)

with Neumann boundary conditions

$$\partial_x h(t, x) \bigg|_{x=0} = u, \quad \partial_x h(t, x) \bigg|_{x=1} = -v,$$

(1.2)

driven by a Gaussian space-time white noise $\xi$ on $\mathbb{R} \times [0, 1]$. The boundary parameters $u, v \in \mathbb{R}$ and a sufficiently regular initial state $h_0 : [0, 1] \to \mathbb{R}$ are fixed.

In contrast to the standard KPZ equation [Qua12, Hai13], the difficulty with solving equation (1.1) comes not only from the singular non-linearity, but also from the boundary conditions (1.2). Indeed, the standard analysis of the linearized version of (1.1) suggests that the solution $h(t, x)$, provided it is defined, should have the same spatial regularity as a Brownian motion [DPZ14], i.e., $h(t, \cdot) \in C^\alpha([0, 1])$ for every $\alpha < \frac{1}{2}$. This particularly implies that the non-linearity in (1.1) is a priori undefined. On the other hand, the boundary conditions (1.2) are undefined either. The extension of the theory of regularity structures to domains with boundaries [GH19] allows to give a notion of solution to the open KPZ as a limit of (1.1) with a mollified noise, after suitable renormalization. One of the interesting observations in [GH19] was that both the non-linearity and the boundary values should be renormalized. We provide more details on this solution in Section 4.

Another way to solve equation (1.1) is given by the standard Hopf-Cole transformation [CS18], which yields the same solution as [GH19]. Namely, if we formally define

$$Z(t, x) := e^{h(t, x)},$$

then

$$\partial_t Z + \frac{1}{2} \partial_x^2 Z = (\partial_x Z)^2 + \xi,$$

(1.3)

with Neumann boundary conditions

$$\partial_x Z(t, x) \bigg|_{x=0} = u, \quad \partial_x Z(t, x) \bigg|_{x=1} = -v,$$

(1.4)

driven by a Gaussian space-time white noise $\xi$ on $\mathbb{R} \times [0, 1]$. The boundary parameters $u, v \in \mathbb{R}$ and a sufficiently regular initial state $Z_0 : [0, 1] \to \mathbb{R}$ are fixed.

The extension of the theory of regularity structures to domains with boundaries [GH19] allows to give a notion of solution to the open KPZ as a limit of (1.3) with a mollified noise, after suitable renormalization. One of the interesting observations in [GH19] was that both the non-linearity and the boundary values should be renormalized. We provide more details on this solution in Section 4.

Another way to solve equation (1.3) is given by the standard Hopf-Cole transformation [CS18], which yields the same solution as [GH19]. Namely, if we formally define

$$Z(t, x) := e^{h(t, x)},$$

then

$$\partial_t Z + \frac{1}{2} \partial_x^2 Z = (\partial_x Z)^2 + \xi,$$
then $Z$ solves the **stochastic heat equation** with a multiplicative noise

$$\partial_t Z = \frac{1}{2} \partial^2_x Z + Z \xi, \quad Z(0, \cdot) = Z_0(\cdot),$$

with $Z_0(x) = e^{h_0(x)}$ and with inhomogeneous Robin boundary conditions

$$\partial_x Z(t, x)\big|_{x=0} = \left(u - \frac{1}{2}\right) Z(t, 0), \quad \partial_x Z(t, x)\big|_{x=1} = -\left(v - \frac{1}{2}\right) Z(t, 1).$$

In the case when the noise $\xi$ is smooth, this derivation is rigorous. If $\xi$ is a white noise, then (1.3) can be solved classically, using a fixed point argument for the mild reformulation of the equation

$$Z(t, x) = \int_0^1 P_t(x, y) Z_0(y) dy + \int_0^1 \int_0^t P_{t-s}(x, y) Z(s, y) \xi(ds, dy),$$

with the last integral defined in the Itô sense. Here, $P_t(x, y)$ is the heat kernel on $x, y \in [0, 1]$, which is the unique solution of equation

$$\partial_t P_t(x, y) = \frac{1}{2} \partial^2_x P_t(x, y), \quad P_0(x, y) = \delta_{x-y},$$

with boundary conditions

$$\partial_x P_t(0, y) = \left(u - \frac{1}{2}\right) P_t(0, y), \quad \partial_x P_t(1, y) = -\left(v - \frac{1}{2}\right) P_t(1, y),$$

for all $t > 0$ and $y \in [0, 1]$. More precisely, [CS18 Prop. 2.7] states that if all moments of a random initial state $Z_0(x)$ are bounded uniformly in $x$, then there exists a unique adapted global solution of (1.3) with a bounded second moment. If moreover $Z_0$ is positive, then for any $t > 0$ the solution $Z(t, x)$ is almost surely strictly positive. In this case the Hopf-Cole solution to the open KPZ equation (1.1) is defined as $h(t, x) = \log Z(t, x)$.

If we set $u(t, x) = \partial_t h(t, x)$, where the differentiation is in the sense of distributions, then $u$ solves the stochastic Burgers equation

$$\partial_t u = \frac{1}{2} \partial^2_x u + \frac{1}{2} u^2 + \partial_x \xi, \quad u(0, \cdot) = u_0(\cdot),$$

with $u_0 = \partial_t h_0$ and with Dirichlet boundary conditions

$$u(t, 0) = u, \quad u(t, 1) = -v.$$

As for the standard KPZ equation, the usual definition of a stationary measure does not make sense for (1.1), because of a time-dependent shift at the origin. This is however not the case for the stochastic Burgers equation (1.4), in which the spatial derivative removes the shift. More precisely, a stationary measure of the open KPZ equation (1.1) was defined in [CK21] as the law of a random function $\tilde{h}_{u,v} : [0, 1] \to \mathbb{R}$, with $\tilde{h}_{u,v}(0) = 0$, such that if $h$ is the solution of (1.1) with the initial state $h_0 = \tilde{h}_{u,v}$, then for each $t > 0$ the law of the random function $x \mapsto h(t, x) - h(t, 0)$ is independent of $t$ and is equal to the law of $\tilde{h}_{u,v}$. Existence of a stationary measure for any $u, v \in \mathbb{R}$ was proved in [CK21], and in the case $u + v \geq 0$ the distribution of $\tilde{h}_{u,v}$ was characterized by an exact formula for its
multi-point Laplace transform. We provide more information about the stationary measure in Section 3.

We see that the right space for the function \( h_{u,v} \), whose law is defining a stationary measure, is \( \mathcal{C}^\alpha([0,1]) \) for all \( \alpha \in (0, \frac{1}{2}) \), i.e., the space of Hölder continuous functions quotient by constant shifts. This space is isomorphic to \( \mathcal{C}^\alpha([0,1]) \), which contains the functions \( f \in \mathcal{C}^\alpha([0,1]) \) satisfying \( f(0) = 0 \). Hence, we will consider stationary measures as the laws of random functions \( h_{u,v} \in \mathcal{C}^\alpha([0,1]) \). The following is the main result of this article, in which we use the strong Feller property, described in detail in Section 3.

**Theorem 1.1.** For any boundary parameters \( u, v \in \mathbb{R} \), the solution to the open KPZ equation (1.1) on \([0,1]\) is a Markov process on \( \mathcal{C}^\alpha([0,1]) \) for any \( \alpha \in (0, \frac{1}{2}) \), whose semigroup enjoys the strong Feller property. Moreover, if either \( u + v = 0 \) or \( u + v > 0 \), \( \min(u,v) > -1 \), then this process has a unique WASEP-stationary measure \( h_{u,v} \) which is defined in [CK21].

**Remark 1.2.** From uniqueness of the stationary measure and [DPZ14, Thm. 11.11] we conclude that if the parameters \( u \) and \( v \) are as in the statement of Theorem 1.1, then the law of \( h_{u,v} \) is ergodic, i.e., the solution \( h \) of equation (1.1) satisfies

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T F(h_t - h_t(0)) dt = \mathbb{E}[F(h_{u,v})]
\]

for any \( F : \mathcal{C}^\alpha([0,1]) \to \mathbb{R} \) such that \( \mathbb{E}[F(h_{u,v})^2] < \infty \).

### 1.1 Discussion

The multipliers \( \frac{1}{2} \) in (1.1) are needed for consistency with the previous work [CS18], and the Feller property will hold if one replaces them by any constants such that the constant multiplier of \( \partial^2_x h \) is strictly positive.

The Laplace transform formulas for \( h_{u,v} \), discovered in [CK21], were inverted: in the mathematics literature it was done in [BKWW21], while in the physics literature it came in [BLD22]. These inversions provide a satisfying probabilistic description for the stationary measures. Two different representations of the stationary measure were obtained in these papers.

In [BLD22] it was shown that \( h_{u,v} \) is equal to the distribution of \( W + X \) where \( W \) and \( X \) are independent stochastic processes for \( u, v > 0 \). More precisely, the process \( W \in \mathcal{C}([0,1]) \) is a Brownian motion of variance \( \frac{1}{2} \) and the law of \( X \in \mathcal{C}([0,1]) \) is absolutely continuous with respect to the law of a Brownian motion with variance \( \frac{1}{2} \). In the case \( u + v = 0 \), the process \( X \) reduces to a Brownian motion with drift and one sees that \( W + X \) has the law of standard Brownian motion with drift \( u = -v \) (i.e., the law of the random function on \([0,1]\) given by \( y \mapsto B(y) + uy \) where \( B \) is a Brownian motion with variance 1). In [BLD22] it was also conjectured that this representation holds for all values of \( u \) and \( v \). From [BKWW21, Prop. 1.4] and [BK21, Thm. 1.1] it follows that this representation holds for \( u + v \geq 0 \) and \( \min(u,v) > -1 \).

We use these results in our work and it explains where the restrictions on \( u, v \) in the statement of Theorem 1.1 comes from. If this description of the stationary measure is valid for all values of \( u, v \) then our arguments will imply its uniqueness.
Uniqueness of the invariant measure also follows from the One Force – One Solution principle, which was proved in [Ros22] for the standard KPZ equation and was conjectured in [CK21] for the open KPZ equation.

**Conjecture 1.1.** Let us fix any \( u, v \in \mathbb{R} \) and let \( h_0, \tilde{h}_0 \in \mathcal{C}([0,1]) \) be any random functions on the same probability space. Let furthermore \( \xi \) be a white noise on \( \mathbb{R} \times [0,1] \) on this probability space. Let \( h(t,x) = h(t;x;t_0) \) and \( \tilde{h}(t,x) = \tilde{h}(t;x;t_0) \) denote the solutions to the open KPZ equation (1.1) driven by \( \xi \) and started at time \( t_0 \leq 0 \) at \( h_0 \) and \( \tilde{h}_0 \) respectively. Then the following One Force – One Solution principle holds: for any real \( s < s' \) the random functions \( (t,x) \mapsto h(t,x) - h(t,0) \) and \( (t,x) \mapsto \tilde{h}(t,x) - \tilde{h}(t,0) \) converge almost surely in \( \mathcal{C}([s,s'];\mathcal{C}([0,1])) \) to the same limit as \( t_0 \to -\infty \).

### 1.2 Notation

We use \( \mathbb{N} \) for the set \( \{0, 1, 2, \ldots\} \) of non-negative integer numbers. When working on the time-space domain \( \mathbb{R}^2 \) we use the parabolic scaling \( s = (2,1) \), so that the distance between two points \( z_i = (t_i, x_i) \in \mathbb{R}^2 \) is given by

\[
\|z_1 - z_2\|_s := |t_1 - t_2|^{1/2} + |x_1 - x_2|,
\]

where \( t_i \) and \( x_i \) are the time and space variables respectively. We denote by \( \ast \) the convolution on \( \mathbb{R}^2 \).

With a little ambiguity we denote by \( \mathcal{C}^\alpha(\mathbb{R}) \), for \( \alpha \in (0,1) \), the closure of smooth functions with respect to the Hölder norm

\[
\|f\|_{\mathcal{C}^\alpha} := \sup_{x \in \mathbb{R}} |f(x)| + \sum_{x \neq y} \frac{|f(x) - f(y)|}{|x - y|^{\alpha}}.
\]

The set \( \mathcal{B} \) contains all functions \( \varphi \in \mathcal{C}^2(\mathbb{R}^2) \), supported in the ball of unit radius (with respect to the scaling \( s \)), centered at the origin, and satisfying \( \|\varphi\|_{\mathcal{C}^2} \leq 1 \). For a function \( \varphi \in \mathcal{B} \) we will use its rescaling and reentering

\[
\varphi_{\lambda}(t, x) := \frac{1}{\lambda^3} \varphi \left( \frac{s - t}{\lambda^2}, \frac{y - x}{\lambda} \right),
\]

for the scaling parameter \( \lambda \in (0,1] \).

The space \( \mathcal{S}'(\mathbb{R}^2) \) contains all Schwartz distributions. For \( \alpha \in (2,0) \) we define the space of Besov distributions from \( \mathcal{C}^\alpha \) to contain those distributions \( \mathcal{S}'(\mathbb{R}^2) \) which are obtained by the closure of smooth functions \( \zeta : \mathbb{R}^2 \to \mathbb{R} \) with respect to the following system of seminorms: for any compact set \( \mathcal{K} \subset \mathbb{R}^2 \) one has

\[
\sup_{z \in \mathcal{K}} |\zeta(\varphi^\lambda_z)| \leq C \lambda^{\alpha},
\]

uniformly over \( \lambda \in (0,1] \) and \( \varphi \in \mathcal{B} \), and for a constant \( C \) independent of \( \lambda \) and \( \varphi \), but probably dependent on \( \mathcal{K} \). Here, we write \( \zeta(\varphi^\lambda_z) \) for the duality pairing \( \langle \zeta, \varphi^\lambda_z \rangle \). We denote by \( \|\zeta\|_{\alpha, \mathcal{K}} \) the smallest value of the constant \( C \) in (1.6). We will often use the set \( \mathcal{K} = [-2, T] \times [0,1] \) with some \( T > 0 \), for which we simply write \( \|\zeta\|_{\alpha,T} := \|\zeta\|_{\alpha, \mathcal{K}} \). The advantage to define the Besov space as a close is in the separability of the space \( \mathcal{C}^\alpha \). This property is important when using results from Section 3.
1.3 Structure of the paper

In Section 2 we describe the stationary measure for the open KPZ equation, constructed in [CK21], as well as its representations in subsequent works. The solution to the open KPZ equation in the framework of regularity structures is provided in Section 4, and in Section 5 we use the results of [HM18] to show that the Markov semigroup of this solution enjoys the strong Feller property. The main result of this article, Theorem 1.1, is proved in Section 6.
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2 A stationary measure

Existence of a stationary measure for the open KPZ equation (1.1) was proved in [CK21], for any boundary parameters \( u, v \in \mathbb{R} \). It was done by proving tightness of the stationary measures of a properly rescaled open weakly asymmetric simple exclusion process, and combining it with the convergence of the latter to the solution of (1.1), proved in [CS18, Par19]. The following result contains only those parts of [CK21, Thm. 1.4], which are relevant for this article.

Theorem 2.1. For any boundary parameters \( u, v \in \mathbb{R} \), there is a random function \( h_{u,v} \in \mathcal{C}^\alpha([0,1]) \), for any \( \alpha < \frac{1}{4} \), whose distribution is stationary for the open KPZ equation (1.1). Moreover, in particular cases it can be characterized as follows:

1. In the case \( u + v = 0 \) one has \( h_{u,v}(x) = B(x) + ux \), where \( B \) is a standard Brownian motion.

2. In the case \( u + v > 0 \) we define

\[
C_{u,v} := \begin{cases} 
2 & \text{if } u \leq 0 \text{ or } u \geq 1, \\
2u & \text{if } u \in (0,1). 
\end{cases}
\]

Then the distribution of \( h_{u,v} \) is uniquely characterized by the following exact formula for its multi-point Laplace transform:

\[
E \left[ \exp \left( - \sum_{k=1}^{d} c_k h_{u,v}(x_k) \right) \right] = \frac{E \left[ \exp \left( \frac{1}{4} \sum_{k=1}^{d+1} (s_k^2 - \mathbb{T}_k)(x_k - x_{k-1}) \right) \right]}{E[-\mathbb{T}_0/4]},
\]

for any \( d \in \mathbb{N} \), any \( 0 = x_0 < x_1 < \cdots < x_d \leq x_{d+1} = 1 \), any \( c_1, \ldots, c_d > 0 \) such that \( c_1 + \cdots + c_d < C_{u,v} \), and for the values \( s_k = c_k + \cdots + c_d \) and \( s_{d+1} = 0 \). Here, \( \mathbb{T}_k \) is the continuous dual Hahn process, defined in [CK21].

We will use the following representation of the stationary measure obtained in [BKWW21, BK21, BLD22].
Theorem 2.2. Under the assumption \( u + v > 0 \) and \( \min(u, v) > -1 \) the stationary measure of the open KPZ equation (1.1) on \( [0, 1] \) can be represented in the form
\[
(\hat{h}_{u, v}(x))_{x \in [0, 1]} \overset{\text{law}}{=} \left( W(x) + Y(x) - Y(0) \right)_{x \in [0, 1]},
\]
where \( W \) is a Brownian motion of variance \( \frac{1}{2} \) and \( (Y(x))_{x \in [0, 1]} \) is an \( \mathbb{R} \)-valued Markov process, such that the Radon-Nikodym derivative of the law of \( (Y(x) - Y(0))_{x \in [0, 1]} \) with respect to the law of the Brownian motion \( W \) is given by
\[
\frac{dP_{\nu}}{dP_{W}}(\beta) = \frac{1}{\mathcal{X}} e^{-2\nu \beta(1)} \left( \int_{0}^{1} e^{-2\beta(x)} \, dx \right)^{-(\alpha + \nu)}
\]
with the argument of the density function denoted by \( \beta \in \mathcal{C}([0, 1]) \) and an explicit positive normalization constant \( \mathcal{X} \).

The proof of this result in \([BKWW21, BK21]\) relies on the Laplace transform formula from \([CK21]\) and uses the computations from \([BLD22]\), where this representation was first suggested.

Formula (2.2) in particular imply that the stationary distribution of the open KPZ equation is absolutely continuous with respect to the law of the Brownian motion. It is conjectured in \([BLD22]\) that (2.2) is valued for all values of \( u, v \).

3 Properties of Markov operators

In this section we collect several properties of Markov operators which guarantee uniqueness of invariant measures. More information on the topic can be found in \([CFS82, DPZ96]\).

Let \( \mathcal{U} \) be a separable Banach space (in particular, it is Polish) and let \( \Psi \) be a Markov operator on \( \mathcal{U} \). It means that \( \Psi \) maps bounded measurable functions on \( \mathcal{U} \) to bounded measurable functions.

Definition 3.1. \( \Psi \) enjoys the strong Feller property if for any bounded measurable function \( \Psi : \mathcal{U} \to \mathbb{R} \), the function \( \Psi \Psi : \mathcal{U} \to \mathbb{R} \) is bounded and continuous with respect to the supremum norm.

It \( \Psi \) enjoys the strong Feller property we will simply say that \( \Psi \) is a strong Feller operator. We are interested in invariant measures of \( \Psi \), i.e., such measures \( \mu \) on \( \mathcal{U} \) which satisfy
\[
\int_{\mathcal{U}} (\Psi \Psi)(u) \mu(du) = \int_{\mathcal{U}} \Psi(u) \mu(du),
\]
for any bounded measurable function \( \Psi : \mathcal{U} \to \mathbb{R} \). A special role is played by ergodic invariant measures, which are roughly speaking those measures for which the law of large numbers hold (see Birkhoff-Khinchin ergodic theorem \([CFS82]\)).

Definition 3.2. An invariant probability measure \( \mu \) for \( \Psi \) is ergodic if for every set \( A \subset \mathcal{U} \), satisfying \( (\Psi 1_{A})(u) = 1 \) for all \( u \in A \), one has \( \mu(A) \in \{0, 1\} \). Here, we use the indicator function \( 1_{A}(u) = 1 \) if \( u \in A \) and \( 1_{A}(u) = 0 \) otherwise.

We recall that the topological support \( \text{supp}(\mu) \) of \( \mu \) consists of those points \( u \in \mathcal{U} \) such that \( \mu(A) > 0 \) for every open neighborhood \( A \subset \mathcal{U} \) of \( u \). The following result can be found in \([DPZ96]\).
Proposition 3.3. Let $\mathcal{P}$ be strong Feller and let $\mu \neq \nu$ be two ergodic invariant probability measures for $\mathcal{P}$. Then $\text{supp}(\mu) \cap \text{supp}(\nu) = \emptyset$.

This result is usually stated for any mutually singular invariant probability measures $\mu, \nu$. Ergodicity and $\mu \neq \nu$ guarantee mutual singularity (see Theorem 2 in [CFS82, Ch. I.1.2]).

The next result follows immediately from the preceding proposition, which can be also found in [HM18, Cor. 3.9].

Corollary 3.4. Let $\mathcal{P}$ be strong Feller with an invariant measure $\mu$, satisfying $\text{supp}(\mu) = \mathcal{U}$. Then $\mu$ is the only invariant measure.

This corollary is the main result which we are going to use to prove uniqueness of the invariant measure of the open KPZ equation. Namely, we will prove that the solution is a Markov process whose transition semigroup enjoys the strong Feller property. Knowing then from (2.2) that an invariant measure is absolutely continuous with respect to the Brownian motion, we conclude that it has full support, and hence it is unique.

3.1 Comments on proving the strong Feller property

In order to prove Theorem [1.1] we need to prove that for any $t > 0$, the transition semigroup $\mathcal{P}_t$ of the solution to the open KPZ equation (1.1) at time $t$ is strong Feller on a suitable Banach space $\mathcal{U}$. We will do it by describing the evolution of the solution by a family of maps

$$\Phi_{s,t} : \mathcal{U} \times \mathcal{M} \to \mathcal{U}, \quad 0 \leq s \leq t \leq 1,$$

so that given a solution $h$ at time $s$, the map $\Phi_{s,t}(h, \xi)$ gives the solution at time $t$. Here, $\xi$ is a noise taking values in a complete separable metric space $\mathcal{M}$. In our case $\xi$ will be a model (in the sense of the theory of regularity structures) constructed from the driving noise $\eta$ in (1.1). Of course, the maps $\Phi$ should be compatible, allowing us to iterate the solution, i.e., they should satisfy

$$\Phi_{r,t}(\Phi_{s,r}(h, \xi), \eta) = \Phi_{s,t}(h, \xi),$$

for any $r \in [s, t]$ and any $(h, \xi) \in \mathcal{U} \times \mathcal{M}$.

As proved in [HM18, Thm. 3.2], the two key results for $\Phi$, from which the strong Feller property of $\mathcal{P}$ follows, are:

1. For each $\xi \in \mathcal{M}$, the map $h \mapsto \Phi_{s,t}(h, \xi)$ is Fréchet differentiable on $\mathcal{U}$.
2. Shifts of the initial data $h$ can be written in terms of shifts of the noise $\xi$, and the Fréchet derivatives of $\Phi$ with respect to these two shifts are linearly dependent.

Then a perturbation of the initial data can be written in terms of a perturbation of the noise, while the latter can be analyzed using the Girsanov theorem.

We refer to [HM18, Sec. 2] for a precise assumptions on the maps $\Phi$, which in particular allow their blow-ups in finite times. In Section 3 we provide particular cases of these assumptions, which are sufficient to prove the strong Feller property for the transition semigroup of the solution of the open KPZ equation. However, in order to check these assumptions, we need to solve equation (1.1) in the framework of regularity structures. This is what we do in the following section, in which we recall some of the results from [GH10].
The solution to the open KPZ equation

We recall in this section how the solution to the open KPZ equation \((1.1)\) was constructed in \([10]\) Sec. 6.3. We prefer to provide enough details, in order to be able to check transparently the assumptions stated in Section 5, which guarantee that the transition semigroup of the solution enjoys the strong Feller property. In order to keep the exposition more easy, we prefer to use the minimal regularity structure, which contains only those elements that are required to solve the equation.

4.1 A mild form of the open KPZ equation

It follows from \([10]\) Thm. 1.7 that if we use the theory of regularity structures to solve equation \((1.1)\), then after reconstruction the boundary values \(u\) and \(-v\) get shifter by the constant

\[
a := \int_{\mathbb{R}^2} \left( \tilde{\varrho} \ast \varrho \right)(s, y) \left( \frac{1}{2} - \frac{1}{2} \text{Erf}\left( \frac{|y|}{\sqrt{2s}} \right) - 2|y|N(s, y) \right) ds dy,
\]

where the function \(\varrho : \mathbb{R}^2 \to \mathbb{R}\) is used to mollify the noise, \(\tilde{\varrho}(s, y) = \varrho(-s, -y), N\) is the heat kernel and Erf is the Gauss error function. This is why, in order to obtain the required equation \((1.1)\) after reconstruction, we need to consider the shifted boundary conditions

\[
\partial_x h(t, x) \bigg|_{x=0} = u + a, \quad \partial_t h(t, x) \bigg|_{x=1} = -v - a.
\]

It will be advantageous to write the open KPZ equation in a mild form. This is however much easier to do in the case of zero boundary condition, because we can write an explicit formula for the Neumann heat kernel. We formally observe that if \(h\) is the solution of \((1.1)\) with the boundary conditions \((4.2)\), then the transformed function

\[
\tilde{h}(t, x) = h(t, x) + \frac{v + a}{2} x^2 - (u + a)x
\]

solves the SPDE

\[
\partial_t \tilde{h} = \frac{1}{2} \partial_x^2 \tilde{h} + \frac{1}{2} (\partial_x \tilde{h})^2 + a_1 \partial_x \tilde{h} + a_2 + \xi, \quad \tilde{h}(0, \cdot) = \tilde{h}_0(\cdot),
\]

with the initial condition \(\tilde{h}_0(x) = h_0(x) + \frac{v + a}{2} x^2 - (u + a)x\) and with Neumann boundary conditions

\[
\partial_x \tilde{h}(t, x) \bigg|_{x=0} = \partial_x \tilde{h}(t, x) \bigg|_{x=1} = 0.
\]

The polynomials \(a_1\) and \(a_2\) in \((4.4)\) depend only on the spatial variable and are given by

\[
a_1(x) := 2(-2(v + a)x + u + a), \quad a_2(x) := \frac{1}{2} \left((-2(v + a)x + u + a)^2 - v - a \right).
\]

The derivation of equation \((4.4)\) is of course correct of the driving noise \(\xi\) is smooth and the equation can be solved in the classical sense. Formally, equation \((4.4)\) can be written in the mild form

\[
\tilde{h}(t, x) = \int_0^1 \tilde{P}_t(x, y) \tilde{h}_0(y) dy + \frac{1}{2} \int_0^1 \int_0^t \tilde{P}_{t-s}(x, y) (\partial_y \tilde{h}(s, y))^2 ds dy
+ \int_0^1 \int_0^t \tilde{P}_{t-s}(x, y) (a_1(y) \partial_x \tilde{h}(s, y) + a_2(y)) ds dy + \int_0^1 \int_0^t \tilde{P}_{t-s}(x, y) \xi(ds, dy),
\]

(4.7)
We note that \( V \) while \( \tilde{P} \) will solve it using the framework of regularity structures and then define the solution of the equation, and it was constructed in [CS/one/eight]. Namely, we define the smallest collections \( \mathcal{U} \) and \( \mathcal{V} \) of all formal expression, such that \( \mathcal{W}_{\text{poly}} \in \mathcal{U} \cap \mathcal{V} \), \( \Xi \in \mathcal{V} \), and such that the implications hold

\[
\tau \in \mathcal{V} \setminus \mathcal{W}_{\text{poly}} \implies \mathcal{J}(\tau) \in \mathcal{U}, \\
\tau_1, \tau_2 \in \mathcal{U} \setminus \{1\}, \{\tau_1, \tau_2\} \not\in \mathcal{W}_{\text{poly}} \implies \partial\tau_1\partial\tau_2 \in \mathcal{V}.
\]

The symbol \( \Xi \) corresponds to the noise \( \xi \) in (4.7), the symbol \( \mathcal{J} \) corresponds to the convolution with the heat kernel, and \( \partial \) corresponds to a spatial derivative. We make the assumption that the product in (4.9) is commutative, associative, with the unit \( 1 \). We also postulate the standard differentiation rules for monomials \( \partial 1 = 0 \) and \( \partial X_0^{(\ell_0, \ell_1)} = \ell_1 X_0^{(\ell_0, \ell_1-1)} \) for \( \ell_1 \geq 1 \). And it will be convenient to postulate \( \mathcal{J}(X_0^\ell) = 0 \) for all \( \ell \in \mathbb{N}^2 \).

We note that \( \mathcal{V} \) contains all elements \( \partial \tau \) such that \( \tau \in \mathcal{U} \), because they appear in (4.9) as \( \partial X_1 \partial \tau \). Respectively, \( \mathcal{V} \) contains the elements \( 2X_1 \partial \tau \) and \( 3X_1^2 \partial \tau \) for \( \tau \in \mathcal{U} \), because they come in (4.7) from the expressions \( \partial X_1^2 \partial \tau \) and \( \partial X_1^3 \partial \tau \) respectively. Then the set \( \mathcal{V} \) contains the elements corresponding to those appearing on the right-hand side of (4.4), while \( \mathcal{U} \) contains those which appear after integration in (4.7).

We define the set of basis elements \( \Xi := \mathcal{U} \cup \mathcal{V} \). To each element in \( \Xi \) we assign a degree by \( \deg \Xi = -\frac{1}{2} - \kappa \) for a fixed constant \( \kappa \in (0, \frac{1}{10}) \), and then recursively by

\[
\deg(\tau_1\tau_2) = \deg \tau_1 + \deg \tau_2, \quad \deg \mathcal{J}(\tau) = \deg \tau + 2, \quad \deg \partial \tau = \deg \bar{\tau} - 1,
\]
where we consider only those elements which appear in the construction \((4.8)/(4.9)\). Recall that the degrees of the elements of \(W_{\text{poly}}\) have been defined above. We will use the set \(\langle \Xi \rangle\) containing all finite linear combinations of the element of \(\Xi\). It will be convenient to denote \(\mathcal{F}'(\tau) = \mathcal{F}(\partial \tau)\). Then we view \(\tau \mapsto \mathcal{F}(\tau), \tau \mapsto \mathcal{F}'(\tau)\) and \(\tau \mapsto \partial \tau\) as linear maps on respective subspaces of \(\langle \Xi \rangle\).

In order to solve equation \((4.4)\) on a suitable space, it is enough to use only a finite number of elements of \(\Xi\). More precisely, we set

\[
W := \left\{ \tau \in \mathcal{V} : \deg \tau \leq \frac{1}{2} + \kappa \right\} \cup \left\{ \tau \in \mathcal{U} : \deg \tau < \frac{3}{2} + 2\kappa \right\},
\]

and we define the model space \(\mathcal{T}\) as the set of all linear combinations of the element of \(W\). Let \(\mathcal{A}\) be the set of all values \(\deg \tau\) for \(\tau \in W\). For \(\alpha \in \mathcal{A}\), we set the space \(\mathcal{T}_{\alpha}\) to contain all linear combinations of the element of degree \(\alpha\). Respectively, for \(m \in \mathbb{R}\) we set \(\mathcal{T}_{\leq m} := \bigoplus_{\alpha \leq m} \mathcal{T}_{\alpha}\), where \(\alpha\) takes values in \(\mathcal{A}\). Analogously we define the space \(\mathcal{T}_{\leq m}\). We denote by \(\mathcal{I}_{\leq m}\) and \(\mathcal{I}_{\leq m}\) the projections from \(\langle \Xi \rangle\) to \(\mathcal{T}_{\leq m}\) and \(\mathcal{T}_{\leq m}\) respectively. Furthermore, every element \(f \in \langle \Xi \rangle\) can be uniquely written as \(f = \sum_{\tau \in \Xi} f_{\tau} \mathcal{T}\) for a finite collections of non-vanishing values \(f_{\tau} \in \mathbb{R}\), and we define

\[
|f|_{\alpha} := \sum_{\tau \in \Xi : |\tau| = \alpha} |f_{\tau}|,
\]

postulating \(|f|_{\alpha} = 0\) if the sum runs over the empty set.

It is convenient to use a graphical representation of the elements of \(W\). For this, we denote the element \(\Xi\) by a node “\(\ast\)”. Application of the map \(\mathcal{F}\) to a non-polynomial element \(\tau\) is depicted by an edge “\(+\)” going down from the diagram representing \(\tau\). For example, the element \(\mathcal{F}(\Xi)\) corresponds to the diagram “\(+\)”. Respectively, an edge “\(+\)” corresponds to the element \(\mathcal{F}'\), e.g., \(\mathcal{F}'(\Xi)\) is depicted by “\(+\)”. The product of elements \(\tau_1\) and \(\tau_2\) is represented by the diagram, obtained from the two diagrams of these symbols by drawing them from the same root. For example, \(\vartheta\) is the diagram for \(\mathcal{F}'(\Xi)^2\). We write the symbols for the monomials as before. We list in Table 1 all the elements in \(W\) and their degrees.

| Element | Degree | Element | Degree |
|---------|--------|---------|--------|
| \(\Xi\)  | \(-\frac{3}{2} - \kappa\) | \(\vartheta\) | \(-1 - 2\kappa\) |
| \(1\)    | 0      | \(\vartheta\) | \(1 - 2\kappa\) |
| \(X_1\)  | 1      | \(\vartheta\) | \(-2\kappa\) |
| \(\tau\) | \(\frac{3}{2} - \kappa\) | \(\vartheta\) | \(-\frac{3}{2} - 2\kappa\) |
| \(\hat{\tau}\) | \(-\frac{3}{2} - \kappa\) | \(\vartheta\) | \(\frac{3}{2} - 3\kappa\) |
| \(\hat{\tau}\) | \(-2\kappa\) | \(\vartheta\) | \(-4\kappa\) |

Table 1: The elements in \(W\) and their degrees.
4.2.1 A structure group

Now, we will define a structure group $\mathcal{G}$ of linear transformations on $\mathcal{T}$. For this, we introduce the set $\mathcal{W}_+$, containing $X_1$, the elements of $\mathcal{W}$ of the form $\mathcal{J}(\tau)$ (there are three of them), and the elements $\mathcal{J}'(\Psi)$ and $\mathcal{J}'(\mathcal{J}'(\Psi^2)\Psi)$ where we write for brevity $\Psi = \mathcal{J}(\mathcal{E})$. Then we define $\mathcal{T}_+$ to be the free commutative algebra generated by the elements of $\mathcal{W}_+$.

We define a linear map $\Delta : \mathcal{T} \to \mathcal{T} \otimes \mathcal{T}$ by
\[
\Delta \Xi = \Xi \otimes 1, \quad \Delta 1 = 1 \otimes 1, \quad \Delta X_1 = X_1 \otimes 1 + 1 \otimes X_1,
\]
and then, denoting by $I$ the identity operator on $\mathcal{T}_+$, we recursively define
\[
\Delta \tau_1 \tau_2 = (\Delta \tau_1)(\Delta \tau_2),
\]
\[
\Delta \mathcal{J}(\tau) = (\mathcal{J} \otimes I)\Delta \tau + 1 \otimes \mathcal{J}(\tau), \quad \text{for } \tau \not\in \{\Psi, \mathcal{J}'(\mathcal{J}'(\Psi^2)\Psi)\},
\]
\[
\Delta \mathcal{J}(\tau) = (\mathcal{J} \otimes I)\Delta \tau + 1 \otimes \mathcal{J}(\tau) + 1 \otimes X_1 \mathcal{J}'(\tau) + X_1 \otimes \mathcal{J}'(\tau), \quad \text{for } \tau \in \{\Psi, \mathcal{J}'(\mathcal{J}'(\Psi^2)\Psi)\},
\]
for the respective elements $\tau_i, \tau \in \mathcal{W}$. In Table 2 we write the action of $\Delta$ on all elements of $\mathcal{W}$.

| Element | Image |
|---------|-------|
| $\Xi$   | $\Xi \otimes 1$ |
| $1$     | $1 \otimes 1$ |
| $X_1$   | $X_1 \otimes 1 + 1 \otimes X_1$ |
| $\dagger$ | $\dagger \otimes 1 + 1 \otimes \dagger$ |
| $\not\dagger$ | $\not\dagger \otimes 1$ |
| $\not\not\dagger$ | $\not\not\dagger \otimes 1$ |
| $\not\not\not\dagger$ | $\not\not\not\dagger \otimes 1$ |
| $\not\not\not\not\dagger$ | $\not\not\not\not\dagger \otimes 1$ |
| $\not\not\not\not\not\dagger$ | $\not\not\not\not\not\dagger \otimes 1$ |

Table 2: The action of the operator $\Delta$ on the elements of $\mathcal{W}$.

Having the operator $\Delta$ at hand, for any linear functional $f : \mathcal{T}_+ \to \mathbb{R}$ we define the map $\Gamma_f : \mathcal{T} \to \mathcal{T}$ as
\[
\Gamma_f \tau := (I \otimes f)\Delta \tau.
\]

Then the structure group $\mathcal{G}$ is defined as $\mathcal{G} := \{\Gamma_f : f \in \mathcal{G}_+\}$, where $\mathcal{G}_+$ contains all multiplicative linear functionals $f : \mathcal{T}_+ \to \mathbb{R}$, i.e., satisfying $f(\tau \tau') = f(\tau)f(\tau')$ for
This is a standard decomposition of the heat kernel, which is used to prove the Schauder structures. It was used in [Hai/one.taboldstyle/four.taboldstyle] to prove estimates in the framework of regularity. Ex. /four.taboldstyle./one.taboldstyle/five.taboldstyle to write the kernel in the form the values of this function $R$ of the diagonal of $\mathcal{O}$ such that then the action of the map $\Gamma_f$ on the elements of $\mathcal{W}$ is provided in Table 3.

| Element | Image |
|---------|-------|
| $\Xi$   | $\Xi$ |
| $1$     | $1$   |
| $X_1$   | $X_1 + a1$ |
| $\uparrow$ | $\uparrow + b1$ |
| $\uparrow'$ | $\uparrow'$ |
| $\downarrow$ | $\downarrow$ |
| $\downarrow'$ | $\downarrow'$ |
| $\downarrow + (d + ag)1 + gX_1$ | $\downarrow + (h + aw)1 + wX_1$ |

Table 3: The action of $\Gamma_f$ on the elements in $\mathcal{W}$.

One can readily check that the structure group $\mathcal{G}$ consists of all linear maps $\Gamma : \mathcal{T} \to \mathcal{T}$ such that

- $\Gamma \Xi = \Xi$, $\Gamma 1 = 1$ and $\Gamma X_1 = X_1 - x1$ for some $x \in \mathbb{R}$.
- For every $\tau \in \mathcal{T}_\alpha$ one has $\Gamma \tau = \tau \in \mathcal{T}_{<\alpha}$.
- For every $\tau_1, \tau_2 \in \mathcal{W}$, such that $\tau_1 \tau_2 \in \mathcal{W}$ one has $\Gamma (\tau_1 \tau_2) = (\Gamma \tau_1) (\Gamma \tau_2)$.
- For every $\tau \in \mathcal{W}$ such that $\mathcal{F}(\tau) \in \mathcal{W}$, one has $\Gamma \mathcal{F}(\tau) = \mathcal{F}(\Gamma \tau) \in \mathcal{T}_{\text{poly}}$; the same identity holds for the map $\mathcal{F}'$.

Thus, we have constructed a regularity structure $\mathcal{T} = (\mathcal{A}, \mathcal{T}, \mathcal{G})$. The fixed point equation on the regularity structure $\mathcal{T}$ is formulated in [GH19] Sec. 6.3. In order to use the solution map in the following section, we would like to state the fixed point equation here.

### 4.3 The Neumann heat kernel

Equation (4.4) is more convenient to work with, because we have the explicit formula for the Neumann heat kernel $\tilde{P}$ in the mild equation (4.7). In particular, we can use [GH19] Ex. 4.15 to write the kernel in the form $\tilde{P} = K + Z$, where the singular, compactly supported part $K : \mathbb{R}^2 \times \mathbb{R}^2 \setminus \{(z, c) \in \mathbb{R}^2\} \to \mathbb{R}$ has the properties from [GH19] Def. 2.11 with the singularity at the diagonal of order $\beta = 2$. In particular, it can be decomposed into a sum of smooth localized functions $K = \sum_{n \geq 0} K_n$, such that $K_n$ is supported in a $2^{-n}$-neighborhood of the diagonal of $\mathbb{R}^2 \times \mathbb{R}^2$ and $\|D_x^k D_z^\ell K_n\|_{L^\infty} \lesssim 2^{(k+\ell)|z|+1} n$ for any multiindices $k$ and $\ell$. This is a standard decomposition of the heat kernel, which is used to prove the Schauder estimates, and it was used in [Hai14] to prove estimates in the framework of regularity structures.
Due to the Neumann boundary conditions, the function $Z$ is more complicated than in the case of the periodic boundary conditions \[ \text{Hai14}, \] where it was smooth and compactly supported. In this case it has singularities on the boundaries of the space-time domain. More precisely, the initial condition is given on the set $P_0 = \{ (0, x) : x \in \mathbb{R} \}$ and the Neumann boundary conditions are given on $P_1 = \mathbb{R} \times \{ 0, 1 \}$. Then the function $Z : (\mathbb{R}^2 \setminus P)^2 \to \mathbb{R}$ is undefined on the boundaries $P = P_0 \cup P_1$ and has the properties from \[ \text{GH10}, \text{Def. 4.14} \] with the singularity at the boundary of order $\beta = 2$. In particular, one can write $Z = \sum_{n \geq 0} Z_n$, where each function $Z_n$ is smooth, satisfies $\| D^k D^c Z_n \|_{L^\infty} \leq 2^{(k+c+1)n}$ and is supported on
\[
\{(z_1, z_2) = ((t_1, x_1), (t_2, x_2)) : |z_1|_{p_1} + |z_2|_{p_1} + |t_1 - t_2|^{1/2} \leq 2^{-n}\},
\]
where $|(t, x)|_{p_1} := |x| \wedge |x - 1| \wedge 1$ is the distance to the boundary $P_1$.

### 4.4 Models

The notion of model for the regularity structure is exactly the same as in \[ \text{Hai14}, \] and is independent of the boundary conditions on the domain on which the SPDE is being solved. More precisely, a model $\mathcal{M} = (\Pi, \Gamma)$ consists of the following elements:

- A map $\Gamma : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathcal{G}$ such that $\Gamma_{z_1 z_2} \circ \Gamma_{z_2 z_3} = \Gamma_{z_1 z_3}$ for all points $z_1 \in \mathbb{R}^2$.
- A collection of continuous linear maps $\Pi_{z} : \mathcal{T} \to \mathcal{S}'(\mathbb{R}^2)$ such that $\Pi_{z_1} \circ \Gamma_{z_1 z_2} = \Pi_{z_2}$ for all $z_1 \in \mathbb{R}^2$.

Furthermore, these maps are required so satisfy the following bounds: for every compact set $\mathcal{R} \subset \mathbb{R}^2$ one has
\[
|((\Pi_\tau) (\varphi^1))| \leq A^{\text{deg} \tau}, \quad \|\Gamma_\varphi \tau\|_{\mathcal{M}} \leq \|\varphi - \varphi\|_3^{\text{deg} \tau - m}
\] (4.12)
uniformly in $\varphi, \varphi \in \mathcal{R}$, $\varphi \in (0, 1]$, $\varphi \in \mathcal{R}$, $\tau \in \mathcal{T}$, and $m < \text{deg} \tau$. The proportionality constant in this bound can depend on $\mathcal{R}$, but is independent of the other quantities. We always consider models compatible with polynomials in the sense $(\Pi_{(t, x)} \mathbf{1})(s, y) = 1$ and $(\Pi_{(t, x)} X_1)(s, y) = y - x$.

We denote by $\|\Pi\|_{\mathcal{R}}$ and $\|\Gamma\|_{\mathcal{R}}$ the smallest constants such that the bounds (4.12) hold. We will often work on the set $\mathcal{R} = [-2, 2] \times [0, 1]$ for $T > 0$, in which case we will simply write $\|\Pi\|_T$ and $\|\Gamma\|_T$. We will also use $\|\mathcal{M}\|_T = \|\Pi\|_T + \|\Gamma\|_T$.

#### 4.4.1 A canonical lift of the noise

Since the definition of the model is independent of the boundary conditions, this allows us to use the admissible model $\mathcal{M}_{\text{KPZ}} = (\Pi, \Gamma)$ on $\mathcal{T}$ constructed for the periodic KPZ equation in \[ \text{FH20}, \] using the singular part $K$ of the heat kernel (see Section 4.3). The construction was done via smooth approximations. Namely, the authors considered a smooth mollification $\xi_\varepsilon$ of the driving noise, such that $\xi_\varepsilon \to \xi$ in $\mathcal{C}^\alpha(\mathbb{R}^2)$ for any $\alpha < \frac{1}{2}$. The smooth noise $\xi_\varepsilon$ was lifted to a model $(\Pi^\varepsilon, \Gamma^\varepsilon)$, such that after a suitable renormalization the model was proved to have a limit $(\Pi, \Gamma)$ as $\varepsilon \to 0$ with respect to the metric on the space of models. Since only the singular part $K$ of the heat kernel was used in this definition, and $K$ has the same properties for the Neumann and periodic heat kernels, the model $(\Pi, \Gamma)$ is indeed defined in the same way and is independent of the boundary conditions. Since we are not going to use the smooth approximations, we prefer not to go into more details and refer to \[ \text{FH20}. \]
4.5 Modeled distributions

Using a model $(\Pi, \Gamma)$, the set of singular modeled distributions $\mathcal{D}_{p}^{\gamma,w}$ is introduced in [GH19], Def. 3.2, for $\gamma > 0$ measuring the regularity of modeled distributions, and $w = (\eta, \sigma, \mu) \in \mathbb{R}^{3}$ measuring singularities on the boundaries $P$ (the latter is defined in Section 4.4.1). More precisely, the values $\eta$, $\sigma$ and $\mu$ describe the orders of singularities at $P_{0}$, $P_{1}$ and $P_{0} \cap P_{1}$ respectively.

Before defining the space, we need to introduce several quantities. As before we use the distance to the boundary $|(t, x)|_{P_{1}} := |x| \land |x - 1| \land 1$ is the distance to the boundary $P_{1}$. We also define the distance $|(t, x)|_{P_{0}} := |t|^{1/2} \land 1$ to the boundary $P_{0}$, and we set

$$[z_{1}, z_{2}]_{P_{i}} := |z_{1}|_{P_{i}} \land |z_{2}|_{P_{i}}.$$  

For any compact set $\mathcal{R} \subset \mathbb{R}^{2}$ we define

$$\mathcal{R}_{P} := \{(z_{1}, z_{2}) \in (\mathcal{R} \setminus P)^{2} : z_{1} \neq z_{2}, \|z_{1} - z_{2}\|_{s} \leq |z_{1}, z_{2}|_{P_{0}} \land |z_{1}, z_{2}|_{P_{1}}\}.$$  

The space $\mathcal{D}_{p}^{\gamma,w}$ contains those $f : \mathbb{R}^{2} \setminus P \to \mathcal{F}_{c\gamma}$ such that for every compact set $\mathcal{R} \subset \mathbb{R}^{2}$ the following norm is finite

$$\|f\|_{y,w;\mathcal{R}} := \sup_{z \in \mathcal{R}} \sup_{0 < |z|_{P_{0}} \leq |z|_{P_{1}}} \frac{\|f(z)\|_{m}}{\|z\|_{1}} + \sup_{z \in \mathcal{R}} \sup_{m < \gamma} \frac{\|f(z)\|_{m}}{\|z\|_{1}} + \sup_{(z_{1}, z_{2}) \in \mathcal{R}_{P}} \frac{\|f(z_{1}) - \Gamma_{z_{1}, z_{2}} f(z_{2})\|_{m}}{\|z_{1} - z_{2}\|_{s}} (4.13)$$

Properties of the functions from $\mathcal{D}_{p}^{\gamma,w}$ can be found in Sections 3 and 4 in [GH19]. The space $\mathcal{D}_{p}^{\gamma,w}$ depends on the map $\Gamma$ of the underlying model, and we will write $\mathcal{D}_{p}^{\gamma,w}(\Gamma)$ when we want to show this dependence. We denote by $\|f\|_{y,w;\mathcal{R}}$ the sum of the first two terms in (4.13), we note that this quantity is independent of the underlying model. Given then another model $(\Pi, \Gamma)$ and a modeled distribution $\bar{f} \in \mathcal{D}_{p}^{\gamma,w}(\Gamma)$, we define the distance

$$\|f; \bar{f}\|_{y,w;\mathcal{R}} := \|f - \bar{f}\|_{y,w;\mathcal{R}} + \sup_{(z_{1}, z_{2}) \in \mathcal{R}_{P}} \frac{\|f(z_{1}) - \bar{f}(z_{1}) - \Gamma_{z_{1}, z_{2}} \bar{f}(z_{2})\|_{m}}{\|z_{1} - z_{2}\|_{s}} (4.13)$$

When we work on the set $\mathcal{R} = [-2, T] \times [0, 1]$, we will simply write $\|f\|_{y,w;\mathcal{T}}$ and $\|f; \bar{f}\|_{y,w;\mathcal{T}}$.

The reconstruction map $\mathcal{R}$, associated to a model $(\Pi, \Gamma)$, maps modeled distributions to actual functions or distributions on $\mathbb{R}^{2}$. We refer to [Hai14] [GH19] for the definition of $\mathcal{R}$, the proof of its existence and its action on the just introduced singular modeled distributions.

4.6 A fixed point problem

Using the definitions from the previous sections, we can now solve equation (4.4.1) as a fixed point problem on a suitable space of singular modeled distributions. For this we need to make several definitions. Throughout this section we are going to work with the model $\mathcal{M}_{KPZ} = (\Pi, \Gamma)$ introduced in Section 4.4.1.
The fixed point problem can be stated for the remainder of a one step iteration of (4.4). Namely, we define the processes

\[ \psi(t, x) := \int_0^1 \int_0^t \tilde{P}_{t-s}(x, y) \xi(ds, dy) \]  

and \( w(t, x) := \tilde{h}(t, x) - \psi(t, x) \). Then from (4.4) we conclude that \( w \) solves equation (for smooth \( \xi \) these computations are correct, while for a space-time white noise \( \xi \) they are formal)

\[ \partial_t w = \frac{1}{2} \partial_t^2 w + \frac{1}{2}((\partial_t w)^2 + 2\partial_t w \partial_t \psi + (\partial_t \psi)^2) + a_1(\partial_t w + \partial_t \psi) + a_2, \]  

with the initial condition \( w(0, \cdot) = \tilde{h}_0(\cdot) \).

Let \( \kappa > 0 \) be as in the definition of the degree of the symbol \( \Xi \) in Section 4.2. Then we set \( \gamma_0 = \kappa \). Using the decomposition of the Neumann heat kernel \( \tilde{P} = K + Z \) (see Section 4.3), we can introduce the integration map

\[ \mathcal{P} := \mathcal{K}_{\gamma_0} + Z_{\gamma_0}\mathcal{R}, \]

where \( \mathcal{R} \) is the reconstruction map associated to the model, and \( \mathcal{K}_{\gamma_0} \) and \( Z_{\gamma_0} \) are defined in Eq. 2.8 and Remark 4.17 in [GH19] respectively. Let us define

\[ \Psi := \mathcal{P}(R^D \Xi), \]

with the projection \( R^D(t, x) = 1 \) if \( t > 0, x \in D := [0, 1] \), and \( R^D(t, x) = 0 \) otherwise. From the properties of the involved operators one has \( \mathcal{R}\Psi = \psi \), where the latter is defined in (4.14). Then the fixed point problem corresponding to equation (4.15) is

\[ W = \frac{1}{2} \mathcal{P} R^D ((\partial W)^2 + 2(\partial W)(\partial \Psi) + (\partial \Psi)^2) + \mathcal{P} R^D (a_1 \partial W + a_1 \partial \Psi + a_2) + \tilde{h}_0, \]  

where \( \partial \) is the abstract derivative on the regularity structure (see Section 4.2). \( \tilde{P}\tilde{h}_0 \) is the polynomial lift of the harmonic extension, and the functions \( a_1 \) and \( a_2 \), defined in (4.6), are naturally lifted to polynomials as

\[ a_1(X_1) := 2(-2v + a)X_1 + u + a)1, \quad a_2(X_1) := \frac{1}{2}((-2v + a)X_1 + u + a)^2 - v - a)1. \]

In order to solve equation (4.16), we need to specify the respective spaces. The term \((\partial \Psi)^2\) has the lowest degree on the right-hand side of (4.16), \( \deg(\partial \Psi)^2 = 1 - 2\kappa \). Then \( W \) takes values in the sector \( V := \mathcal{F}(\mathcal{T}_{2-1-2\kappa}) + \mathcal{T}_{\text{poly}} \) with the smallest degree \( \alpha = 0 \). The terms on the right-hand side of (4.16) take values in the sectors

\[ \frac{1}{2}(\partial W)^2 \in V_0 := (\partial V)^{\bullet 2}, \]

\[ \frac{1}{2}(\partial W)(\partial \Psi) \in V_1 := (\partial V) \star \mathcal{T}_{2-1-2\kappa}, \]

\[ \frac{1}{2}(\partial \Psi)^2 \in V_2 := \mathcal{T}_{2-1-2\kappa}, \]

\[ a_1 \partial W \in V_3 := \partial V, \]

\[ a_1 \partial \Psi \in V_4 := \mathcal{T}_{2-1-2\kappa}, \]

\[ a_2 \in V_5 := \mathcal{T}_{\text{poly}}. \]

(4.17)
We denote by \( \alpha_i \) the smallest degree of the sector \( V_i \), so that \( \alpha_0 = -4\kappa, \alpha_1 = -\frac{1}{2} - 3\kappa, \alpha_2 = -1 - 2\kappa, \alpha_3 = -2\kappa, \alpha_4 = -\frac{1}{2} - \kappa \) and \( \alpha_5 = 0 \). Now, we need to specify particular spaces of modeled distributions, in which these terms live. Computations of the regularities and orders of singularities at the boundary follow from the properties of singular modeled distributions provided in \([GH19]\). We will be looking for a solution \( W \in \mathcal{D}^{\gamma,w}_P \) with

\[
\gamma = \frac{3}{2} + \kappa, \quad \eta = \kappa, \quad \sigma = \frac{1}{2} + 2\kappa, \quad w = (\eta, \sigma, 0), \quad (4.18)
\]

such that \( \partial W \in \mathcal{D}^{\gamma-1,(\eta-1,\sigma-1,\kappa-1)}_P \). We note that \( \partial W \) takes values in a sector with the minimal degree \( \alpha_3 = -2\kappa \). Then the \( i \)-th term in (4.17) takes values in the space \( \mathcal{D}^{\gamma_i,w_i}_P (V_i) \) with \( \gamma_i = \kappa \) and \( w_i = (\eta_i, \sigma_i, \mu_i) \), where

\[
\begin{align*}
\eta_0 &= 2(\eta - 1) = 2\kappa - 2, & \sigma_0 &= 2(\sigma - 1) = 4\kappa - 1, & \mu_0 &= 2\kappa - 2, \\
\eta_1 &= \eta - 1 + \alpha_4 = \frac{3}{2}, & \sigma_1 &= \sigma - 1 + \alpha_4 = \kappa - 1, & \mu_1 &= -\frac{3}{2}, \\
\eta_2 &= -1 - 2\kappa, & \sigma_2 &= -1 - 2\kappa, & \mu_2 &= -1 - 2\kappa, \\
\eta_3 &= \eta - 1 = \kappa - 1, & \sigma_3 &= \sigma - 1 = -\frac{1}{2} + 2\kappa, & \mu_3 &= \kappa - 1, \\
\eta_4 &= -\frac{1}{2} - \kappa, & \sigma_4 &= -\frac{1}{2} - \kappa, & \mu_4 &= -\frac{1}{2} - \kappa, \\
\eta_5 &= 0, & \sigma_5 &= 0, & \mu_5 &= 0.
\end{align*}
\]

The value of \( \sigma_2 \) is smaller than 1 and does not satisfy the assumptions of \([GH19]\, \text{Lem. 4.12}\). In particular, the abstract integration operator \( \mathcal{P} \) cannot be applied to \( (\partial \Psi)^\circ \). In order to resolve this problem, the singularities at the boundary should be renormalised, what was done in \([GH19]\, \text{Sec. 6.3}\). Then Theorem 5.6 in \([GH19]\) applies, which implies that equation (4.16) has a unique local solution \( W \in \mathcal{D}^{\gamma,w}_P \). However, the reconstructed solution \( \tilde{h}(t,x) = \mathcal{R}(W + \Psi)(t,x) \) solves equation (4.14) with the Neumann boundary conditions

\[
\partial_x \tilde{h}(t,x) \bigg|_{x=0} = -a, \quad \partial_x \tilde{h}(t,x) \bigg|_{x=1} = a,
\]

with the constant \( a \) defined in (4.1). Performing the transformation (4.3), we conclude that \( \tilde{h} \) solves the open KPZ equation (1.1). As follows from the argument provided at the end of Section 6.3 in \([GH19]\), this solution coincides with the Hopf-Cole solution defined in \([CS18]\).

5 The strong Feller property of the open KPZ equation

To get the strong Feller property for the semigroup generated by the open KPZ equation, we will use the general result provided in \([HM18]\, \text{Thm. 4.8}\). This result relies on several technical assumption, and we prefer not to duplicate them here but rather refer to \([HM18]\, \text{Assums. 6-11}\). To check these assumptions, we will use the terminology of the theory of regularity structures, which can be found in \([Hai14]\).

We denote by \( \mathcal{M} \) the space of all admissible models on \( \mathcal{F} \), i.e., those models which act naturally on monomials \( X^\ell \) and on the abstract integration map \( \mathcal{F} \). We consider \( \mathcal{R} \) to be a subgroup of the renormalization group. We have a continuous “canonical lift map” \( \mathcal{L} : \mathcal{C}^\infty(\mathbb{R}^3) \to \mathcal{M} \) and a finite dimensional Lie group \( \mathcal{R} \), with a continuous action \( M \).
of $\mathcal{R}$ onto $\mathcal{M}$. As we stated in the beginning of Section 4.4, the canonical lift of the noise to a model does not depend on the boundary conditions and coincides with the canonical lift for the KPZ equation. The Lie group $\mathcal{R}$ is again the same as for the KPZ equation \[FH/zero, \text{Sec. one/five.}\] More precisely, the group $\mathcal{R}$ is 4-dimensional, whose action $\gamma \in \mathcal{R}$ on the set of trees $\mathcal{X}$ defined in Section 4.2 can be written in the form $L_0 \gamma = 1$, $L_1 \gamma = 1$, $L_2 \gamma ^2 = 1$, $L_3 \gamma ^3 = 1$, where we use the diagrams from Table 4. These definitions should be understood as follows: if $\gamma$ is any diagram then $\gamma \gamma \gamma \gamma$ is the sum of all diagrams obtained from $\gamma$ by performing the contraction rule for $\gamma$. The image of $\gamma$, applied to the elements of Table 4, is provided in Table 5. This shows that the first part of Assumption 6 in [HMT8] holds.

| Element $\gamma$ | Image $M_\gamma \gamma$ |
|------------------|------------------------|
| $\Xi$            | $\Xi$                  |
| $1$              | $1$                    |
| $X_1$            | $X_1$                  |
| $\uparrow$       | $\uparrow$             |
| $\uparrow$       | $\uparrow$             |
| $\uparrow$       | $\uparrow$             |
| $\uparrow$       | $\uparrow$             |
| $\uparrow$       | $\uparrow$             |

Table 4: The image of $M_\gamma$ applied to the diagrams listed in Table 4. Some trees (like the second tree in the second column) do not get renormalized because of our assumption $\mathcal{I}^\prime (1) = \mathcal{I} (1) = 0$.

Our next goal is to check the assumption on non-linearities in SPDEs. For this we write equation (4.16) as

$$W = \sum_{i=0}^{5} \mathbb{P} \mathcal{R}^D F_i (W, \Psi) + \mathbb{P} \tilde{n}_0.$$  \hfill (5.1)

As we describe in Section 4.6 each function $F_i : \mathcal{Q} \times \langle \Psi \rangle \to \mathcal{Q} \times \langle \Psi \rangle$ is strongly locally Lipschitz continuous from $\mathcal{D}_{p,w} \times \langle \Psi \rangle$ to $\mathcal{D}_{p,w}$ over the underlying admissible model. Fixing the constant $\zeta = 1 - 2\kappa$, we have furthermore the inclusions

$$\mathcal{T} \subset \mathcal{U} \subset \mathcal{T} \oplus \mathcal{T}_{\geq \zeta}, \quad \mathcal{T} \subset V_i \subset \mathcal{T} \oplus \mathcal{T}_{\geq \alpha_i},$$

where the constants $\alpha_i$ are as in Section 4.6. This shows that the second part of Assumption 6 in [HMT8] holds.

The next assumption we are going to check is about driving noises of SPDEs and their lifts to admissible models. We need this assumption to hold only for the Gaussian noise which drives the open KPZ equation (4.1).
We have the following from the analogous result for the periodic KPZ equation \cite{FH20}. For every mollifier $\varrho \in C^\infty_0(\mathbb{R}^2)$ there is a sequence $g_\varepsilon \in \mathcal{R}$, such that the sequence of random models $M_{g_\varepsilon} \mathcal{L}(\xi \ast \varrho^\varepsilon)$ (we recall that $M$ is an action of the renormalisation group $\mathcal{R}$ on models in $\mathcal{M}$) converges in probability in $\mathcal{M}$ to a limiting random model $\xi = (\Pi, \Gamma)$. Moreover, for every $z = (t,x), \tilde{z} = (\tilde{t},\tilde{x}) \in [0,1] \times \mathbb{R}$ such that $\tilde{t} \leq t$, the random variables $(\Pi_z(\varphi, \Gamma))$ and $\Gamma_{z \tilde{z}}$ are $\mathcal{F}_t$-measurable, for every $\varphi \in C^\infty_0(\mathbb{R}^2)$ supported on $\mathbb{R} \times \mathbb{R}$.

Measurability of the model follows from its explicit construction in \cite[Sec. 15.4]{FH20}. This is Assumption 7 in \cite{HM18}.

Now, we are going to check Assumption 8 in \cite{HM18}. For $g \in \mathcal{R}$ and a smooth function $\xi \in C^\infty(\mathbb{R}^2)$, let us consider the model of the form $\xi_\varepsilon = M_g \mathcal{L}(\xi)$, where we recall that $\mathcal{L}$ is a lift of $\xi$ to a model and $M_g$ is its renormalisation. Let $W$ be the solution to \eqref{eq:strong_feller_equation} (which is another way to write \eqref{eq:strong_feller_equation}) and let us define its reconstruction $w = \mathcal{R}_g W$. We need to derive a PDE solved by $w$. More precisely, we are going to show that $w$ solves

$$\partial_t w = \frac{1}{2} \partial_x^2 w + \frac{1}{2} (2\partial_x w + \partial_y^2 + 2\partial_x w \partial_x \psi + (\partial_x \psi)^2 - c^{(1)}_{g} \partial_x w - c^{(2)}_{\tilde{g}} \partial_x \psi - c^{(3)}_{g} + a_1 \partial_x w + \partial_x \psi) + a_2,$$

for some constants $c^{(i)}_{g}$, $i = 1, 2, 3$, depending on $g$, and where the functions $\psi$ and $a_i$ are the same as in \eqref{eq:strong_feller_equation}. It is more convenient to write equation \eqref{eq:strong_feller_equation} as

$$W = \frac{1}{2} \mathcal{F} ((\partial W)^2 + 2(\partial W)(\partial \psi) + (\partial \psi)^2) + \mathcal{F} (a_1 \partial W + a_1 \partial \psi) + \text{Rem}(W),$$

where the remainder $\text{Rem}(W)$ is an abstract polynomial. Performing Picard iterations in this equation, we can see that the solution $W$ can be written in the form

$$W = w \mathbf{1} + \tilde{w} X_1 + \frac{1}{2} \mathbf{Y} + \frac{1}{4} \mathbf{Y} + (a_1(0) + \tilde{w}) \mathbf{1},$$

for some real-valued functions $w$ and $\tilde{w}$. We note that the solution theory of the equation, provided in Section \ref{sec:strong_feller_equation}, suggests that $W \in \mathcal{D}_r^\gamma, \mathcal{M}$ where $\gamma$ is slightly larger than $\frac{1}{2}$. Hence, all the elements in the expansion \eqref{eq:strong_feller_equation} with degrees greater than $\text{deg} \mathbf{1}$ can be omitted. Applying the abstract derivative, we get

$$\partial W = \tilde{w} \mathbf{1} + \frac{1}{2} \mathbf{Y} + \frac{1}{4} \mathbf{Y} + (a_1(0) + \tilde{w}) \mathbf{1},$$

which is a modeled distribution of regularity $\gamma - 1$ (which is slightly greater than $\frac{1}{2}$). The diagrams $\mathbf{Y}$ and $\mathbf{1}$ are not included into the regularity structure $\mathcal{F}$ (see Table \ref{table:regularity}), because they are not required to make sense of the non-linearity in equation \eqref{eq:strong_feller_equation}. These diagrams are however elements of the set of trees $\mathcal{T}$ defined in Section \ref{sec:strong_feller_equation} and the action $M_g$ can be applied to them. Then the action $M_g$ applied to $\partial W$ yields (see Table \ref{table:regularity})

$$M_g \partial W = \partial W - \frac{1}{2} C_0 \mathbf{1},$$

and

$$\mathbb{Q}_{\leq 0}(M_g \partial W)^2 = \mathbb{Q}_{\leq 0}(\partial W)^2.$$
Furthermore, the functions inside the integrals on the right-hand side of (5.3) can be written up to order 0 as
\[
\mathcal{Q}_{\leq 0} \left( (\partial W)^2 + 2(\partial W)(\partial \Psi) + (\partial \Psi)^2 \right) = \mathcal{Q}_{\leq 0} \left( \tilde{w}^2 + \frac{1}{4} \tilde{y} + \frac{1}{2} \tilde{\Psi} + \left( a_1(0) + \tilde{w} \right)^2 \right) \\
+ 2\mathcal{Q}_{\leq 0} \left( \tilde{w} \mathbf{1} + \frac{1}{2} \tilde{y} + \frac{1}{4} \tilde{\Psi} + \left( a_1(0) + \tilde{w} \right)^2 \right) \mathbf{1} + \tilde{y} \\
= \tilde{w}^2 \mathbf{1} + \frac{1}{4} \tilde{y} + \tilde{y} + 2\tilde{w} \mathbf{1} + \frac{1}{2} \tilde{\Psi} + \left( 2a_1(0) + \tilde{w} \right)^2 \tilde{\Psi} + \tilde{\Psi}
\]
and
\[
\mathcal{Q}_{\leq 0} \left( a_1 \partial W + a_1 \partial \Psi \right) = a_1 \left( \tilde{w} \mathbf{1} + \frac{1}{2} \tilde{y} + \frac{1}{4} \tilde{\Psi} + \tilde{\Psi} \right).
\]
Applying the map \( M_g \) to these functions (see Table 4 and using (5.5)-(5.6)), we get
\[
M_g \mathcal{Q}_{\leq 0} \left( (\partial W)^2 + 2(\partial W)(\partial \Psi) + (\partial \Psi)^2 \right) = \mathcal{Q}_{\leq 0} \left( (\partial W)^2 + 2(\partial W)(\partial \Psi) + (\partial \Psi)^2 \right) \\
- \frac{1}{4} C_1 \mathbf{1} + 2C_1 \tilde{\Psi} + C_0 \tilde{y} + \frac{1}{2} C_1 \mathbf{1} + \left( 2a_1(0) + \tilde{w} \right)C_0 \mathbf{1} + C_1 \mathbf{1} \\
= \mathcal{Q}_{\leq 0} \left( (M_g \partial W)^2 + 2(M_g \partial W)(\partial \Psi) + (\partial \Psi)^2 \right) \\
- C_0 \mathcal{Q}_{\leq 0}(M_g \partial W) - 2C_0 \partial \Psi - \left( \frac{1}{4} C_2 + \frac{1}{2} C_3 + 2a_1(0) C_0 + C_1 \right) \mathbf{1}
\]
and
\[
M_g \mathcal{Q}_{\leq 0} \left( a_1 \partial W + a_1 \partial \Psi \right) = \mathcal{Q}_{\leq 0} \left( a_1 M_g \partial W + a_1 \partial \Psi \right)
\]
Applying the reconstruction operator \( \mathcal{R}_g \) to these functions and using [FH18], Prop. 15.10, we get
\[
\mathcal{R}_g M_g \mathcal{Q}_{\leq 0} \left( (\partial W)^2 + 2(\partial W)(\partial \Psi) + (\partial \Psi)^2 \right) \\
= \left( (\partial_w w)^2 + 2\partial_w w \partial_x \Psi + (\partial_x \Psi)^2 \right) - C_0 \partial_x w - 2C_0 \partial_x \Psi - \left( \frac{1}{4} C_2 + \frac{1}{2} C_3 + 2a_1(0) C_0 + C_1 \right) \mathbf{1}
\]
and
\[
\mathcal{R}_g M_g \mathcal{Q}_{\leq 0} \left( a_1 \partial W + a_1 \partial \Psi \right) = \mathcal{Q}_{\leq 0} \left( a_1 \partial_x w + a_1 \partial_x \Psi \right),
\]
where \( \partial_x w = \mathcal{R}_g M_g \partial W \). Hence, applying \( \mathcal{R}_g M_g \) to equation (5.3) we get exactly (5.2) with the constants
\[
c^{(1)}_g = C_0, \quad c^{(2)}_g = 2C_0, \quad c^{(3)}_g = \frac{1}{4} C_2 + \frac{1}{2} C_3 + 2a_1(0) C_0 + C_1.
\]
Moreover, the function in the non-linearity in (5.3) is locally Lipschitz continuous with respect to \( \partial w \) because it is a polynomial. This gives Assumption 8 in [HM18].

The map \( F_i \) in (5.1) is twice differentiable as a map between the finite-dimensional vector spaces \( \mathcal{Q}_{< \gamma} \mathcal{U} \) and \( \mathcal{Q}_{< \gamma} \mathcal{V} \), because it is a polynomial. We can compute the first derivatives of these functions:
\[
DF_0(W, \Psi) = \partial W, \quad DF_1(W, \Psi) = \frac{1}{2} \partial \Psi, \quad DF_3(W, \Psi) = a_1,
\]
If $W$ and $J$ belong to $\mathcal{D}_P^{\gamma, w}$ with values in $\mathcal{C}_<\mathcal{Y}$, then the map

$$z \mapsto (DF_j(W(z), \Psi, z))J(z)$$

belongs to $\mathcal{D}_P^{\gamma, w}$, and the map $(W, J) \mapsto DF_j(W, \Psi)J$ is strongly locally Lipschitz continuous, as follows from [Hai14] Prop. 6.12. This yields Assumption 9 in [HM18].

The previous assumptions guarantee that the abstract problem (5.1) has a local (in time) solution. Moreover, we have differentiability of the solution map, which is required by the properties described in Section 3.1. We have convergence of the lifts of mollified driving noises and we understand the action of the renormalization group on the equation, which in turn yields convergence of the renormalized solutions. It is left to describe the shift introduced in Section 3.1.

Since the definition of the model for the regularity structure does not depend on the boundary conditions, Assumptions 10 and 11 in [HM18] are satisfied with the space $X_0 = \mathcal{C}$ and the function $G = 1$, as shown in [HM18] Thm. 5.3 for a more general equation.

Let $h_t(x) = (\mathcal{R}W + \Psi)(t, x)$ be the reconstructed solution of equation (5.1), and let $\Psi_t$ be its transition semigroup at time $t > 0$. The following result follows from the just stated properties of the involved objects and [HM18] Thm. 4.8.

Proposition 5.1. The semigroup generated by the open KPZ equation (1.1) enjoys the strong Feller property.

6 Proof of Theorem (1.1)

The stationary measure $\mu$, described in Section 2, lives on the space $\mathcal{C}^\alpha$ for any $\alpha \in (0, \frac{1}{2})$. In particular, this is a Borel measure on the Polish space.

Proposition 6.1. Assume that either $u + v = 0$ or $u + v > 0$, $\min(u, v) > -1$. Then $\mu$ has full support on $\mathcal{C}^\alpha$ for any $\alpha \in (0, \frac{1}{2})$.

Proof. For $u + v > 0$, $\min(u, v) > -1$, from the representation (2.1) of the invariant measure we see that the Radon-Nikodym derivative (2.2) is strictly positive. Since the law of the Brownian motion $W$ has a full support on $\mathcal{C}^\alpha$, we conclude that the same is true for the stationary distribution of the open KPZ equation.

The case $u + v = 0$ is trivial, because then the stationary measure is a Brownian motion with a linear shift (see Theorem 2.1), which has a full support. \qed

The solution of the open KPZ equation (1.1) is a Markov process on the space $\mathcal{C}^\alpha([0, 1])$ of $\alpha$-Hölder continuous function for any $\alpha \in (0, \frac{1}{2})$. Let $\Psi_t$ be its transition semigroup, i.e., $\Psi_t$ is a Markov operator defined as

$$(\Psi_t\Psi)(f) = \mathbb{E}_{h_t=f} [\Psi(h_t)],$$

for any bounded measurable function $\Psi : \mathcal{C}^\alpha([0, 1]) \to \mathbb{R}$.

Now, we can conclude uniqueness of the invariant measure. Proposition 5.1 implies that for every $t > 0$ the semigroup $\Psi_t$ is strong Feller. Uniqueness of the stationary measure then follows readily from Proposition 6.1 and Corollary 3.4 applied to the Markov operator $\Psi_t$. 

$$DF_2(W, \Psi) = DF_3(W, \Psi) = DF_5(W, \Psi) = 0.$$
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