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Abstract—In recent years, Onboard Self Localization (OSL) methods based on cameras or Lidar have achieved many significant progresses. However, some issues such as estimation drift and feature-dependence still remain inherent limitations. On the other hand, infrastructure-based methods can generally overcome these issues, but at the expense of some installation cost. This poses an interesting problem of how to effectively combine these methods, so as to achieve localization with long-term consistency as well as flexibility compared to any single method. To this end, we propose a comprehensive optimization-based estimator for 15-dimensional state of an Unmanned Aerial Vehicle (UAV), fusing data from an extensive set of sensors: inertial measurement units (IMUs), Ultra-Wideband (UWB) ranging sensors, and multiple onboard Visual-Inertial and Lidar odometry subsystems. In essence, a sliding window is used to formulate a sequence of robot poses, where relative rotational and translational constraints between these poses are observed in the IMU preintegration and OSL observations, while orientation and position are coupled in body-offset UWB range observations. An optimization-based approach is developed to estimate the trajectory of the robot in this sliding window. We evaluate the performance of the proposed scheme in multiple scenarios, including experiments on public datasets, high-fidelity graphical-physical simulator, and field-collected data from UAV flight tests. The result demonstrates that our integrated localization method can effectively resolve the drift issue, while incurring minimal installation requirements.

Index Terms—Localization, Optimization, Aerial Robots

I. INTRODUCTION

STATE estimation is a fundamental task in developing autonomous mobile robots. The problem is even more critical when dealing with unmanned aerial vehicles (UAVs), since they can be quite easily destroyed when system failures occur, yet limited payload capacity also often prevents one from including so many backup systems on the platform. Thus, depending on the specific scenario, one has to carefully assess the priorities on reliability, accuracy, flexibility, and then settle on appropriate set of sensors and fusion techniques for the targeted application.

With the goal of achieving a reliable localization system for UAV-based inspection applications of 3D structures, in this work, we study a general sensor fusion scheme for fusing measurements from Inertial Measurement Units (IMUs), camera/Lidar-based Onboard Self-Localization (OSL) systems, and UWB, hence the name Visual-Inertial-Ranging-Lidar Sensor Fusion framework. Indeed, many developers would find OSL the first choice for the localization task. Thanks to many advances in hardware and software design, it has become quite popular and ubiquitous in research and industry in recent years. Currently, one can find quite reliable and compact off-the-shelf camera/Lidar sensors on the market, along with many open-sourced software software packages to be used with these sensors [1]–[11]. However, besides the sensitivity to lighting condition and availability of features in the environment, OSL systems have two characteristics that one needs to pay attention to. First, OSL data are often referenced to a local coordinate frame that coincides with the initial pose, and second, there will be significant estimation drift over a long period of time. These issues are quite adversely challenging in inspection or surveillance applications, when predefined trajectories need to be executed in reference to a chosen so-called world frame. Thus, some small misalignment of the initial pose can eventually lead to large errors towards the end of the operation.

Therefore, in this work we investigate the fusion of OSL data with range measurements to some UWB anchors, which can be deployed in a field to define such a global frame. To keep the system easy to use, we also employ very simple deployment strategies. Moreover, we also innovate the use of UWB with a body-offset ranging scheme, where orientation is also coupled with the range measurements besides the positions. Such coupling ensures that both position and orientation estimates do not drift during the operation. Besides these advantages, since it is well known that most VIOs can potentially "lose track", relative observations that couple consecutive poses are also constructed from IMU data and fused with UWB measurements to ensure the continuity of estimation. Note that despite its high reliability and inexpensiveness, the integration of the IMU is not a trivial task, as one has to carefully derive the correct kinematic model, handle the biases, and on top of that properly synchronize the high-rate IMU data with other sensors. These issues are successfully addressed in this paper using a synchronization scheme inspired by the image-IMU synchronization process in state of the art VIO [6], [12] and Lidar-inertial systems [8]–[10]. Hence, IMU, OSL and UWB measurements are effectively fused together to provide accurate and reliable localization for the UAV application.

The remaining of this paper is organized as follows. In Section II, we review some of the most related previous works and highlight our contributions. Section III provides several
basic concepts that will be employed in the later parts. Section IV provides an overview of the approach to the estimation problem. Section V goes into detail on how to construct the cost function. Section VI presents the experiment results. Finally, Section VII concludes our work.

II. RELATED WORKS

To the best of our knowledge, this work presents an original and comprehensive sensor fusion scheme in terms of the set of sensors, their utilization for estimation, and the fusion approach. Tab. I summarizes and compares the most related works and ours with respect to these aspects. Note that we only consider the works that employ UWBs in combination with other types of sensors.

As Tab. I presents, over the last five years, many researchers have investigated the use of UWB for UVL localization as a standalone method [13]–[15], [26], or in combination with IMU [16], [17]. These works have confirmed the effectiveness of UWB for localization in the mid-range scale (from 10 m to 100 m) [27]. Since these early works use Extended Kalman Filter (EKF), the fusion of UWB with relative motion information from OSL system can be quite cumbersome. In an early attempt to find an alternative to EKF, in [18], [19] the authors proposed optimizing a cost function comprising of ranging and smoothness factors on a sliding window. This optimization process provides a sequence of pose estimates that best fit the available measurements. Note that the smoothness factors in this formulation are some artificially designed relative factors, i.e. factors that couple two consecutive states in the sliding window, to keep the problem well-posed [19]. As the term smoothness suggests, these factors penalize the solutions where consecutive positions are too close or too far from each other, and assume some conditions on the constant velocity and maximum speed of the robot. Hence the method may only be effective when the robot moves at a low speed. In [20], the authors introduced new relative factors from a Visual SLAM system to the cost function, together with the range and smoothness constraints, and demonstrated the improved localization accuracy compared with purely visual methods.

In the aforementioned methods, it is assumed that UWB anchor positions are known and localization is with respect to the coordinate system specified by the anchor setup. These often require at least four anchors to ensure a unique solution. On the other hand, in [21]–[25], ranging to a single anchor or several unknown anchors are used to aid the OSL systems. More specifically, the works in [21]–[23] employ UWB ranges to estimate the scale factors, which are ambiguous in monocular Visual SLAM systems. Whereas in [24], ranging to a single anchor and among a group of robots are used to reduce the drift of the OSL data. In [25], the authors proposed a 2D UWB/Lidar SLAM problem, where anchor-robot and anchor-anchor ranges along with Lidar scans are used to simultaneously estimate the anchor and robot positions. It should be noted that the position estimates from these methods are still in an arbitrary coordinate frame, and therefore not conducive for executing trajectories relative to some fixed frame of references, which is typical in inspection tasks.

Compared with the previous works, the first contribution of our work is the fusion of a comprehensive set of sensors, namely UWB, IMU, VIO and LOAM (in fact, multiple cameras and Lidars are employed instead of one for each type in our system). Indeed, the integration of such a comprehensive set of sensors prompts a need to design a more comprehensive sensor fusion scheme, whereas previous schemes cannot be easily applied. We will discuss this issue in more details in Section IV. Obviously, the first benefit of using more sensors is to improve the reliability of the localization, especially when OSL methods are involved, as they can lose track and destabilise the localization process. Hence, by employing multiple OSL methods together, we can more reliably detect anomaly in one method and temporarily ignore its data. Moreover, our work also employs a tightly-coupled fusion of IMU-preintegration and UWB ranges in the optimization approach, hence even when all OSL information is lost, localization can still be maintained. This approach is also better than the previous works’ use of smoothness factors, as no strict assumption on maximum velocity is needed.

Moreover, we notice that the previous works only features the coupling of UWB measurements with position state. As mentioned, our method introduces a body-offset ranging scheme plus an observation model that couple both position, orientation and velocity with the range measurements. Thus, not only the use of range factors can reduce the drift in position, but also orientation and velocity. These improvements will be discussed in details in Section VI.

Finally, it should be noted that the derivation of Jacobians that is needed for optimization in previous works were often glossed over, or approximated with numerical methods [28]. Hence their methods would have the potential of facing numerical stability. In contrast, since the analytical forms of the Jacobians can ensure more accurate and fast computations, in this paper we also provide a detailed mathematical derivations.

| Related works | Sensor types | UWB Utilization | Fusion Method |
|---------------|--------------|----------------|--------------|
|               | UWB | IMU | Camera | Lidar | State Coupling | Localization Type |               |
| UWB only: [13]–[15] | ✓  | -  | -  | -  | Position  | Absolute | EKF          |
| UWB-IMU: [16], [17] | ✓  | ✓  | -  | -  | Position  | Absolute | EKF          |
| Range-only Graph Optimization: [18], [19] | ✓  | -  | -  | -  | Position  | Absolute | Optimization |
| UWB-aided Visual SLAM (VSLAM): [20] | ✓  | -  | ✓  | -  | Position  | Absolute | Optimization |
| UWB-aided Monocular VSLAM: [21]–[23] | ✓  | ✓  | ✓  | -  | Position  | Relative | Optimization |
| VIR-SLAM: [24] | ✓  | ✓  | ✓  | -  | Position  | Relative | Optimization |
| UWB/Lidar 2D SLAM: [25] | ✓  | -  | -  | ✓  | 2D Position | Relative | Optimization |
| Ours          | ✓  | ✓  | ✓  | ✓  | Position, Orientation, Velocity | Absolute | Optimization |
of the Jacobians for the IMU, OSL and body-offset UWB ranges, backed up by a comprehensive and succinct self-contained theoretical framework. Our system is successfully implemented on the cere optimization framework [29], which are also used by a majority of current state of the art VIO and LOAM systems [8], [9], [12], [30], [31].

III. PRELIMINARIES

A. Notations

In this article we respectively use \( \mathbb{R}, \mathbb{N}, \) and \( \mathbb{N}^+ \) to denote the sets of natural numbers, non-negative integers, and positive integers. \( \mathbb{R}^m \) denotes the \( m \)-dimension real vector space with \( m \in \mathbb{N} \).

We use \( (\cdot)^\top \) to denote the transpose of a vector or matrix under \( \cdot \). For a vector \( x \in \mathbb{R}^m \), \( \|x\| \) stands for its Euclidean norm, and \( \|x\|^2 \) is short-hand for \( \|x\|^2 = x^\top G x \). For a matrix \( A, \text{brc}_m(A) \) returns the \( m \times m \) block at bottom right corner of \( A \), e.g. \( \text{brc}_3(\begin{bmatrix} 5 & 7 \\ 4 & 3 \end{bmatrix}) = [3] \).

To make it explicit that a vector \( v \) is w.r.t. a coordinate frame \( \{A\} \), we attach a left superscript \( ^A \) to \( v \), e.g. \( ^A v \). A rotation matrix and transformation matrix between two reference frames are denoted with the frames attached as the left-hand-side superscript and subscript, e.g. \( ^B \alpha \) and \( ^A \beta \) are the rotation and transform matrices from frame \( \{A\} \) and \( \{B\} \), respectively. Moreover, left-hand-side subscript \( \delta (\cdot) \) (“\( \delta \)” is for body frame) is implied when none is specified, e.g. \( \delta q_k \) implies the quaternion representing the rotation from the local frame \( L \) to the body frame \( B \) at time \( t_k \), i.e. \( ^B q_k \).

For a list of vectors \( v_1, v_2, \ldots, v_n \) of various dimensions (including scalar), we use the tuple notation \( (v_1, v_2, \ldots, v_n) \) as a short-hand for \( [v_1^\top, v_2^\top, \ldots, v_n^\top]^\top \).

Finally, throughout the paper, super/subscripts may be occasionally omitted for conciseness, or inserted for clarity, when deemed unambiguous in its context.

B. Geometric concepts

1) Special Orthogonal Group: \( \text{SO}(3) \) describes the group of 3D rotations, which are formally defined as

\[
\text{SO}(3) = \{R \in \mathbb{R}^{3\times3} : R^\top R = I, \det(R) = 1\}.
\]

On this algebraic group, the binary operation \([32]\) representing the composition of rotations is defined as \( R_1 \circ R_2 = R_1 R_2 \). By definition it can also be seen that the inverse of a rotation matrix is defined as \( R^{-1} = R^\top \).

In a practical sense, a rotation matrix \( ^A R \) helps convert the coordinate of a vector in the frame \( \{B\} \) to that in the frame \( \{A\} \), e.g. a vector \( v \) whose coordinate in \( \{B\} \) is \( ^B v \) has its coordinates in \( \{A\} \) as \( ^A v = ^B R ^B v \).

2) Skew-symmetric matrix: We define the skew-symmetric matrix of a vector \( a = [a_x, a_y, a_z]^\top \in \mathbb{R}^3 \) as

\[
[a]_\times = \begin{bmatrix}
0 & -a_z & a_y \\
 a_z & 0 & -a_x \\
- a_y & a_x & 0
\end{bmatrix},
\]

which helps define the cross product \( \times \) between two vectors:

\[
a \times b = [a]_\times b = -[b]_\times a.
\]

The space of skew symmetric matrices is a \textit{Lie algebra} associated with \( \text{SO}(3) \), denoted as \( \mathfrak{so}(3) \). We also define the following mappings between \( \mathbb{R}^3 \) and \( \mathfrak{so}(3) \) that will be used in later formulations:

\[
(\cdot)^\wedge : \mathbb{R}^3 \rightarrow \mathfrak{so}(3); \quad \tau^\wedge = [\tau]_\times; \quad (3)
\]

\[
(\cdot)^\vee : \mathfrak{so}(3) \rightarrow \mathbb{R}^3; \quad [\tau]_\times = \tau. \quad (4)
\]

The Lie algebra is called the “infinitesimal generator” of \( \text{SO}(3) \) as one can map an element of \( \mathfrak{so}(3) \) into \( \text{SO}(3) \) via the matrix exponential:

\[
\forall \tau^\wedge \in \mathfrak{so}(3): \exp(\tau^\wedge) \triangleq I + \sum_{k=1}^\infty \frac{1}{k!} [\tau]^k_\times = R \in \text{SO}(3).
\]

Following [33], a closed-form solution of the above matrix exponential is provided as follows

\[
\text{Exp}(\phi) = I + \sin(|\phi|)\frac{[\phi]_\times + \frac{1-\cos(|\phi|)}{|\phi|^2} |\phi|_\times^2}{|\phi|^2}, \quad (5)
\]

where \( \text{Exp}(\phi) \triangleq \exp(\phi^\wedge) \). This equation is commonly known as Rodrigues’ formula, and \( \phi \) is the axis–angle representation of a rotation matrix \( R = \text{Exp}(\phi) \), also called \textit{rotation vector}. The inverse mapping from a rotation matrix to a rotation vector is defined as

\[
\log(R) = \phi = \frac{2\sin(|\phi|)}{|\phi|^2}(R - R^\top),
\]

\[
||\phi|| = \cos^{-1}\left(\frac{\text{Tr}(R) - 1}{2}\right),
\]

where \( \text{Tr}(R) \) denotes the trace of the matrix \( R \). From the definitions of rotation matrix and skew symmetric matrix, we can verify the following identities for all \( R \in \text{SE}(3) \) and \( \phi \in \mathbb{R}^3 \):

\[
[R\phi]_\times = R[\phi]_\times R^\top, \quad \text{Exp}(\phi)R = R\text{Exp}(\phi^\top). \quad (7)
\]

We also have the first order approximation for the mapping \( (5) \) under a small disturbance \( \delta \phi \):

\[
\text{Exp}(\phi + \delta \phi) \approx \text{Exp}(\phi)\text{Exp}(\mathcal{H}(\phi)\delta \phi), \quad (8)
\]

\[
\text{Exp}(\phi)\text{Exp}(\delta \phi) \approx \text{Exp}(\phi + \mathcal{H}^{-1}(\phi)\delta \phi), \quad (9)
\]

where \( \mathcal{H}(\phi) \) is termed the \textit{right Jacobian} of \( \text{SO}(3) \) [32], and is formally defined as:

\[
\mathcal{H}(\phi) = \frac{\partial \log(\text{Exp}(\phi)^\top \text{Exp}(\phi + \theta))}{\partial \theta} \bigg|_{\theta=0} \quad (10)
\]

The closed-form of \( \mathcal{H}(\phi) \) and its inverse are given as follows

\[
\mathcal{H}(\phi) = I - \frac{1 - \cos(|\phi|)}{|\phi|^2} [\phi]_\times + \frac{|\phi| - \sin(|\phi|)}{|\phi|^3} |\phi|_\times^2.
\]

\[
\mathcal{H}^{-1}(\phi) = I + \frac{1}{2} [\phi]_\times + \left(1 - \frac{1 + \cos(|\phi|)}{2|\phi|^2}\right)|\phi|_\times^2.
\]

Note that when \( \phi \) is small, then \( \mathcal{H}(\phi) \approx I \). Thus for two small disturbances \( \delta \phi_1, \delta \phi_2 \) we can have:

\[
\text{Exp}(\delta \phi_1 + \delta \phi_2) \approx \text{Exp}(\delta \phi_1)\text{Exp}(\delta \phi_2). \quad (11)
\]

This result will later be used to derive the equations for propagating the covariance of the IMU preintegration measurements.
3) Quaternion: A quaternion \( q \) is a four-dimensional complex number comprising of a scalar part \( q_w \in \mathbb{R} \), and a vector part \( q_v \in \mathbb{R}^3 \):

\[
q = q_w + i q_x + j q_y + k q_z = (q_w, q_v),
\]

\[
q_w, q_x, q_y, q_z \in \mathbb{R}, \quad q_v = (q_x, q_y, q_z) \in \mathbb{R}^3.
\]  

A unit quaternions, i.e. quaternion \( q \) where \( \|q\| = 1 \), can be used to represent a rotation. The formulae to convert a unit quaternion \( q \) to a rotation matrix \( R = \{a_{ij}\} \), \( i, j \in \{1, 2, 3\} \) and vice versa are recalled from [34] as follows:

\[
\mathcal{R}(q) = (2q_w^2 I_{3 \times 3} + 2q_w \mathcal{Q}(q_v) + q_v q_v^T),
\]

\[
q = \frac{a_{32} - a_{23}}{4q_w}, \quad q_y = \frac{a_{13} - a_{31}}{4q_w}, \quad q_z = \frac{a_{21} - a_{12}}{4q_w}.
\]  

We also have the following formula for the compound mapping \( \mathcal{E}(\phi) = \mathcal{Q}(\text{Exp}(\phi)) \):

\[
\forall \phi \in \mathbb{R}^3: \mathcal{E}(\phi) = \left( \cos \left( \frac{\|\phi\|}{2} \right), \frac{\|\phi\|}{2} \sin \left( \frac{\|\phi\|}{2} \right) \right)
\]

Given two rotation matrices \( \mathbb{R}_a \mathcal{R} \mathbb{R}_c \) and their corresponding quaternions \( \mathbb{R}_a q, \mathbb{R}_c q \), the rotation and quaternion composition operations can be defined via the matrix multiplications, i.e.:

\[
\mathbb{R}_a \mathcal{R}_b \mathbb{R}_c \Leftrightarrow q \circ p = [q]_c p = [p]_b q,
\]

\[
[q]_c = q_w - q_v T \begin{bmatrix} q_w \mathbf{I} + [q_v]_x \end{bmatrix},
\]

\[
[q]_r = q_w - q_v T \begin{bmatrix} q_w \mathbf{I} - [q_v]_x \end{bmatrix},
\]

where \( \circ \) denotes the quaternion multiplication operator.

Despite representing the same object, the use of quaternion and rotation matrix may be advantageous in some cases, and not in other cases (more explanations are given in Section III-D). In this paper we take liberty to use the rotation matrix interchangeably with its corresponding quaternion, as the conversion between them has been provided in the formulae (14) and (16).

4) Special Euclidean Group: SE(3) describes the group of rigid-body motions in 3D space whose definition is

\[
\text{SE}(3) \triangleq \left\{ T = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \in \mathbb{R}^{4 \times 4} : R \in \text{SO}(3), t \in \mathbb{R}^3 \right\}.
\]

Note that \( T \) is often referred to as a transform, \( R \) as rotation and \( t \) as translation. Similar to SO(3), the group operation on \( \text{SE}(3) \) is defined as \( T_1 \circ T_2 = T_1 T_2 \in \text{SE}(3), \forall T_1, T_2 \in \text{SE}(3) \). Given a transform \( T \) its inverse can be found as:

\[
T^{-1} = \begin{bmatrix} R^{-1} & -R^{-1}t \\ 0 & 1 \end{bmatrix}.
\]

In practice, a transform \( \mathbb{R}_b T \) is used to convert a pose in frame \( \{B\} \) to \( \{A\} \) via the operation \( \mathbb{R}_b T^T [\mathbf{p}^T, 1]^T = \mathbb{R}_b T^T [\mathbf{p}^T, 1]^T \), or more simply put, \( \mathbf{p} = \mathbb{R}_b T \mathbf{p} + \mathbb{R}_b t \).

![Fig. 1: The coordinate frames that are considered under the sensor fusion scheme.](image)

C. Coordinate frames and Extrinsic Parameters

In reference to Fig. 1, we denote \( \{B_k\} \) as the robot’s body coordinate frame at time \( t_k \), and \( \{w\} \) is the world frame. Obviously, the main goal of our work is to estimate the transform \( \mathbb{R}_{\tilde{b}_k} T \):

\[
\mathbb{R}_{\tilde{b}_k} T = \begin{bmatrix} \mathbb{R}_{\tilde{b}_k} T & 0 \\ 0 & 1 \end{bmatrix} = \mathcal{R}(\tilde{q}) \begin{bmatrix} \mathbb{R}_{\tilde{b}_k} p \end{bmatrix},
\]

where \( \mathbb{R}_{\tilde{b}_k} q \) and \( \mathbb{R}_{\tilde{b}_k} p \) are the orientation quaternion and position of the body frame w.r.t. the world frame at time \( t_k \).

Following the common practice in the literature, we will consider the IMU-attached frame \( \{I_k\} \) to coincide with the body frame, i.e. \( \{I_k\} \equiv \{B_k\}, \forall k \).

Also in reference to Fig. 1, let us denote \( \{C^i_k\} \) as a coordinate frame attached to the main sensor of the \( i \)-th OSL system, which could be a camera or a Lidar. In most practical OSL systems, we can obtain a measurement of the transform \( \mathbb{R}_{c_k} T \), where \( \{L^i\} \) is some local frame of reference, which usually coincides with \( \{C^i_0\} \). Similar to the case with IMU, we can assume \( \mathbb{R}_{c_k} T \equiv \mathbb{R}_{c_k} T \forall k \) (i.e. the camera is rigidly mounted on the robot) and \( \mathbb{R}_{c_k} T \) is known beforehand (in the literature \( \mathbb{R}_{c_k} T \) is often called the extrinsic parameters and can be measured or estimated from the OSL’s data by some software tools). Indeed we can go a little bit further by assuming \( \mathbb{R}_{c_k} T = \mathcal{C}_{c_k} T \cdot \mathcal{C}_{c_k} T^{-1} \) as the output of the OSL system. In effect, this is the same as assuming that all frames \( \{C^i\} \) coincide with \( \{B\} \), i.e. \( \forall \{C^i_k\}; \mathbb{R}_{c_k} T \equiv \mathbf{I}_{1 \times 4} \).

And henceforth, we will not have any further reference to the frame \( C^i \) in this paper. However, the transform \( \mathbb{R}_{c_k} T \) remains a concern, as it is usually either unknown, very hard to obtain in practice, or subject to drift. In Section V-A, based on the characteristics of OSL system, we will discuss converting this externally-referenced measurements into so-called pose displacement measurements.

D. Optimization problem on Manifold

1) Local reparameterization: In robotic localization applications, we often encounter the following optimization problem

\[
\min_{\hat{X} \in \mathcal{M}} f(\hat{X}),
\]

where \( f(\cdot) \) is a cost function constructed from the sensor measurements, \( \hat{X} \) is the estimate of the robot states that may
include position, orientation quaternion, velocity, etc., and $\mathcal{M}$ is a manifold where the robot states reside on. Since the orientation states are often overparameterized (by nine variables for rotation matrices, and four for quaternion), the condition $\hat{X} \in \mathcal{M}$ introduces extra nonlinear constraints to the problem, and solving such problem with both nonlinear cost function and constraints is not a trivial task. Instead, the problem (21) is often reparameterized so that the decision variable resides on the linear tangent space of the manifold defined at the current state $\hat{X}$, i.e.

$$\min_{\delta \hat{X} \in \mathbb{R}^n} f \left( L_X(\delta \hat{X}) \right), \quad (22)$$

where $L_X(\cdot): \mathbb{R}^n \rightarrow \mathcal{M}$ is called a local reparameterization at $\hat{X}$, or retraction function [35]. After the reparameterization, for each iteration in the Gauss-Newton method, we can calculate the optimal gradient $\delta \hat{X}^*$ and then “retract” the solution $\delta \hat{X}^*$ from the tangent space back to the manifold using the operation $\hat{X} \leftarrow L_X(\delta \hat{X}^*)$. In practice, the mappings (5) and (17) are used to define the local parameterization of rotations as follows:

$$L_R(\delta \phi) = \hat{R} \text{Exp}(\delta \phi), \quad L_q(\delta \phi) = \hat{q} \circ \mathcal{E}(\delta \phi). \quad (23)$$

For a vector state such as position and velocity, the retraction function is simply defined as:

$$L_p(\delta p) = \hat{p} + \delta p, \quad L_v(\delta v) = \hat{v} + \delta v. \quad (24)$$

Note that in (5) and (17), the use of trigonometric function can be computationally expensive, and the variable at the denominator has the potential of causing division by zero fault. This is why we often employ the following approximations

$$L_R(\delta \phi) \approx R(I + [\delta \phi]_{\times}), \quad L_q(\delta \phi) \approx q \circ \left[ \frac{1}{2} \delta \phi \right], \quad (25)$$

which only involve basic arithmetic operations. As can be seen in later parts, the former is convenient for calculating the Jacobians and the covariance, while the latter is more convenient in calculating the rotational residual and the retraction step.

2) Jacobian and the chain rule: One other important concept for the optimization on manifold is the Jacobian of a function $f(\hat{X}): \mathcal{M} \rightarrow \mathcal{N}$ acting on manifolds (e.g. $f(R) = Ry$, where $y \in \mathbb{R}^3$, $\mathcal{M} = \text{SO}(3)$ and $\mathcal{N} = \mathbb{R}^3$), the Jacobian (or more precisely right Jacobian) of $f(\hat{X})$ is defined as

$$J^f(\hat{X}) \triangleq \left[ \frac{\partial \text{Log}_N(f(\hat{X})^{-1} \circ f(L_X(\theta)))}{\partial \theta} \right]_{\theta = 0}, \quad (26)$$

where $\text{Log}_N(\cdot)$ is the mapping from the manifold $\mathcal{N}$ to the tangent space at the identity of $\mathcal{N}$. Recall that in (10), we have applied (26) in the case where $f(\hat{X}) = \text{Exp}(\hat{X})$, $\mathcal{M} = \mathbb{R}^3$ and $\mathcal{N} = \text{SO}(3)$.

From [33] the chain rule simply states that for $Y = f(X)$ and $Z = g(Y)$, we have

$$J^Z_X = J^Z_Y J^Y_X, \quad (27)$$

which can be generalized to any number of variables.

Fig. 2: Illustration of a sliding window consisting of four consecutive states $X_k, \ldots, X_k+M$ of the robot registered at for time steps $t_k, \ldots, t_k+M$. For a closer look, during the interval $(t_{k+1}, t_{k+2})$, we have two body-offset UWB distances $d^U_{k+2}$ and $d^U_{k+3}$, hence the subscript $k + 2$ and the superscripts 1 and 2 are used. Between two consecutive poses, IMU and OSL sensors can provide relative displacement observation. Hence UWB, IMU and OSL data will be fused together to estimate the robot state $X_k$.

IV. METHODOLOGY

A. Problem formulation

Let us denote all of the states to be estimated at time $t_k$ as $X_k$ as follows:

$$X_k = \left( \hat{q}_k, \; \hat{p}_k, \; \hat{v}_k, \; b^x_k, \; b^y_k \right), \quad (28)$$

where $\hat{q}_k = \hat{q}_{k_1} q$, $\hat{p}_k = \hat{p}_{k_1} p$, $\hat{v}_k = \hat{v}_{k_1} v$ are respectively the robot’s orientation quaternion, position and velocity w.r.t. the world frame $\{\hat{w}\}$ at time $t_k$; $b^x_k, b^y_k \in \mathbb{R}^3$ are respectively the IMU accelerometer and gyroscope biases.

Hence, we define the state estimate at each time step $k$, and the sliding windows as follows:

$$\hat{X} = \left( \hat{X}_k, \; \hat{X}_{k+1}, \ldots, \hat{X}_{k+M} \right), \quad (29)$$

$$\hat{X}_k = \left( \hat{q}_k, \; \hat{p}_k, \; \hat{v}_k, \; b^x_k, \; b^y_k \right), \quad (30)$$

where $M \in \mathbb{N}$ is the size of the sliding windows.

Thus, we will construct a cost function based on the observations from UWB, IMU and OSL measurements at every new time step. As can be seen in Fig. 2, UWB, IMU and OSL will provide observations that couple two consecutive states in the sliding window. Using all of the observation obtained from UWB, OSL and IMU, a cost function $f(\hat{X})$ can be constructed at each time step $t_{k+M}$ as:

$$f(\hat{X}) \triangleq \left\{ \begin{array}{l}
\sum_{m=k}^{k+M-1} \sum_{i=1}^{N^m} \| r_u(\hat{x}_m, \hat{x}_{m+1}, u^m_i) \|_{\mathbf{P}^{-1}_u} \| r_v(\hat{x}_m, \hat{x}_{m+1}, v^m_i) \|_{\mathbf{P}^{-1}_v} \\
\sum_{m=k}^{k+M-1} \sum_{i=1}^{N^m} \| r_z(\hat{x}_m, \hat{x}_{m+1}, z^m_i) \|_{\mathbf{P}^{-1}_z} \end{array} \right\}, \quad (31)$$

where $r_u(\cdot), r_v(\cdot), r_z(\cdot)$ are the residuals constructed from UWB, IMU and OSL observations; $\mathbf{P}_u, \mathbf{P}_v, \mathbf{P}_z$ are the
covariance matrices of the measurement error, and $N_{U}^{k}, N_{V}^{k}$ respectively are the number of UWB and OSL observations obtained in the interval $[t_{k}, t_{k+1}]$.

Note that each term $||r(\cdot)||_{P}^{2}$ above is also referred to as a cost factor or simply factor. In Section V we will elaborate on the construction of these terms.

B. Workflow

Fig. 3 provides an overview of our localization system. As having introduced in Section I, the UWB ranging and communication network (Fig. 3, top part) is employed to gather the distance between the anchors, after they have been deployed in the field. These distances will be then used to calculate the position of the anchors by using a self-localization algorithm similar to our previous works [14]. Once the anchors’ positions have been calculated, they will be associated with the UWB measurements. Thus, a UWB observation consists of three main pieces of information, first is the position of the UWB node in the UAV’s body frame, second is the UWB anchor position in the chosen world frame, and third is the distance between these the UWB node and the UWB anchor. Note that some information regarding the sampling times will also be used, as explained Section V-C.

After the anchor self-localization process, UWB, IMU and OSL data will go through multiple stages before they are fused together in the Optimization-based Sensor Fusion (OSF) process.

In the first stage, for each UWB measurement obtained, it will go through some preliminary checks to eliminate bad measurements. These checks include comparing the measurement’s signal over noise ratio (SNR), leading-edge-detection quality, and rate-of-change with some user-defined thresholds, etc. Only those that are within these thresholds will be passed to the buffer for subsequent stages. For IMU and OSL, we will transform these measurements into the body frame using the fixed extrinsic transforms (see Section III-C). These transformed measurements are then passed to the corresponding buffers for the next stages.

In the second stage, after every fixed period of time, we extract UWB measurements together with the IMU and OSL measurements from the buffers to construct some observations, namely IMU preintegration $x_{k}$, OSL-based pose-displacement $v_{k}$ and UWB body-offset ranges $u_{k}$. In reference to Fig. 4, these measurements are extracted at the time instance $t_{k+1}$, which is also used to register a new state estimate $x_{k+1}$. Note when the new step $t_{k+1}$ is created, we can use it to make an interpolated IMU and OSL measurements from the immediate preceding and succeeding samples (see Fig. 4). Hence all of the IMU measurements within $[t_{k}, t_{k+1}]$, including the interpolated values, will be used to calculate the preintegration measurements, and the initial and final OSL values in the interval will be used to calculate the pose displacement measurements. For UWB, each observation also includes the time offset $\delta t^{i}$ from the latest earlier time step (see Fig. 4), which is needed for the construction of the range factor in Section V-C.

In the final stage, the stack of UWB data will be subjected to another check to see if any measurement is an outlier. This is done by comparing the measurement with the predicted range value using the IMU-predicted robot pose at time $t_{k} + \delta t^{i}$. When the UWB measurements have passed the outlier check, we can finally use them to construct the cost function, together with the preintegrated IMU measurements and the OSL-derived pose displacement measurements. The function will be then optimized to provide an estimate of the robot states in the sliding windows. The latest state estimate in the sliding windows will be combined with the latest IMU measurements in the buffer, which are leftovers from the last extraction plus the newly arrived samples during the optimization process, to calculate the high-rate pose estimate. This high-rate pose estimate is also used to perform the outlier check on the UWB measurements that was mentioned earlier.

After the optimization has been completed, the oldest state estimate and its associated measurements will be abandoned, and a new time step will be registered when the conditions mentioned earlier are met.

Remark 1. The design of the synchronization scheme described above generalizes our method compared to previous works [18]–[24] and is a necessary requirement when fusing
such an extensive set of sensor data. In [18]–[21], the creation of a new state $\hat{X}_k$ is synchronized with the acquisition of a new UWB sample, hence when multiple UWB samples are obtained at the same time, or UWB ranging is temporarily lost, the estimation scheme can be destabilized. Moreover, when UWB rate increases, real-time processing may not be guaranteed, since the number of UWB factor increases (hence increasing the computational complexity), but the interval $\Delta t_k$ available for the optimization process is reduced. On the other hand, in [23], [24], the creation of new state is synchronized with the camera sample times, and only UWB samples that are closest to the camera sample times are used, while others are discarded. In our framework, the time steps $t_k$ are independent of the timing of the sensor data. Hence when more sensors are integrated and complexity increases, we can easily adjusted $\Delta t_k$, or even skip the optimization in one step (see Section IV-C) to ensure real-time estimation.

C. Initialization and real-time optimization

While many OSL based methods require an elaborate initialization motions before actual operation [5], [36], this appears to be a very difficult task when working with UAV platforms or medium size or beyond. Thus, in this work, initialization is done by collecting about 100 UWB measurements on startup, then run the optimization with several initial yaw values in $[0, 2\pi]$, and the estimate that yields the smallest cost is chosen. Note that roll and pitch are initialized directly from the angle axis.

During the estimation process, sometimes the optimization operation can return quickly before the next batch of measurements are admitted to the sliding windows. In this case, we can try to "explore" other minima of the cost function by nudging the yaw value around the current estimate, and rerun the optimization. Whenever a smaller cost is obtained, the estimate will be updated to this new value. Moreover, sometimes the optimization may elapse when multiple batches of measurements are still in the queue. In this case we can skip the optimization for a few steps and slide the window forward to use the latest patch for constructing the cost function, so as to ensure the real-time operation of the algorithm.

V. CONSTRUCTION OF THE COST FACTORS

In this section, we will derive the factor for each type of observation in the cost function (31). In general, the basic procedure is as follows: 1) we construct the observation model that states the relationship of the sensor observation, the robot true states, and the measurement error; 2) we calculate the covariance matrix of the error in order to properly apply the weightage of each least-square term in the optimization problem; 3) we calculate the residual (difference) between each observation and its predicted value, which is obtained by plugging the current state estimate into the mathematical observation model; 4) we calculate the Jacobian for the fast implementation of the optimization process.

A. OSL factors

In this section, we discuss the construction of pose-displacement observation from OSL data. Note that we would omit the OSL system index $i$ in (31) since the treatment is the same for all OSL systems available on the UAV.

1) Observation model: OSL systems can have slightly different implementations (monocular or stereo, RGBD or Lidar, etc.) and characteristics (the definition of features, overall accuracy and data rate, etc.). However, as having discussed in Section III-C, due to such diversity, in this paper we consider OSL systems working in a manner similar to odometry, where they essentially measure the relative motion of the sensor between two time instances, and then integrate these relative measurements to provide an estimate of the robot pose w.r.t. some local frame of reference $\{L\}$. To this end, we model the OSL measurement as follows.

\[
\begin{align*}
L_{B_k+1} \ddot{q} &= \frac{L_{B_k}}{B_k} \ddot{q} \circ (\Delta \ddot{q}_k \circ E(\phi_k)), \\
L_{B_k+1} \ddot{p} &= \frac{L_{B_k}}{B_k} \ddot{p} + \frac{L_{B_k}}{B_k} \dot{R}(\Delta \ddot{p}_k + \ddot{d}_k),
\end{align*}
\]

where $E(\phi_k)$, $d_k$ are some errors in the estimation process, $\Delta \ddot{q}_k$ and $\Delta \ddot{p}_k$ are the relative rotation and displacement from time $t_k$ to $t_{k+1}$, which are formally defined as:

\[
\begin{align*}
\Delta \ddot{q}_k &= \frac{L_{B_k}}{B_k} q^{-1} \circ \frac{L_{B_k+1}}{B_k+1} q, \\
\Delta \ddot{p}_k &= \frac{L_{B_k}}{B_k} R^{-1}\left(\frac{L_{B_k+1}}{B_k+1} p - \frac{L_{B_k}}{B_k} p\right).
\end{align*}
\]

From the user’s end, only $\frac{L_{B_k+1}}{B_k+1} \ddot{q}$ and $\frac{L_{B_k+1}}{B_k+1} \ddot{p}$ are accessible. Thus, given these measurements, we can retrieve the pose-displacement observation as follows:

\[
\begin{align*}
\mathcal{V}_k &= (\Delta \ddot{q}_k, \Delta \ddot{p}_k), \\
\Delta \ddot{q}_k &= \ddot{q}^{-1}_k \circ \ddot{q}_{k+1}, \\
\Delta \ddot{p}_k &= R^{-1}_k (\ddot{p}_{k+1} - \ddot{p}_k).
\end{align*}
\]

2) Observation error covariance: In reference to (34), we model the “noises” $\phi_k$ and $d_k$ as independent zero-mean Gaussians with the following covariance

\[
P_{\mathcal{V}k} = \text{Cov}\left(\begin{bmatrix} \phi_k \\ d_k \end{bmatrix}\right) = \Delta t_k \text{diag}(\sigma_{\phi_1}^2, \sigma_{\phi_2}^2, \ldots, \sigma_{\phi_n}^2).
\]

where $\sigma_{\phi_1}^2$, $\sigma_{\phi_2}^2$, $\ldots$, $\sigma_{\phi_n}^2$ are some parameters that can be empirically determined.

3) Residuals: Given the observations in (34), we can calculate the residuals from OSL as follows:

\[
\mathbf{r}_\mathcal{V}(\hat{X}_k, \hat{X}_{k+1}, \mathcal{V}_k) \triangleq \begin{bmatrix} r_{\Delta \ddot{q}} \\ r_{\Delta \ddot{p}} \end{bmatrix} = \left[2\text{vec}(\Delta \ddot{q}_k \circ \Delta \ddot{q}_k) \right] - \left[\Delta \ddot{p}_k - \Delta \ddot{p}_k\right],
\]

where vec$(\cdot)$ returns the vector part of the quaternion, $\Delta \ddot{q}_k$ and $\Delta \ddot{p}_k$ are the estimated pose displacement at time $t_k$, which can be calculated in the same manner with (34):

\[
\Delta \ddot{q}_k \triangleq \ddot{q}^{-1}_k \circ \ddot{q}_{k+1}, \quad \Delta \ddot{p}_k \triangleq R^{-1}_k (\ddot{p}_{k+1} - \ddot{p}_k).
\]
4) Jacobian: Let us first examine $J^r_{\dot{q}_k}$. From (36) and (37) and the fact that $\Delta \dot{q}_k = \dot{q}_k \circ \Delta \dot{q}_k = (\dot{q}_k \circ \Delta \dot{q}_k)^{-1}$, we have $r_{\Delta \dot{q}_k} = -2\text{vec}(\dot{q}_k \circ \Delta \dot{q}_k)$ since $\text{vec}(\dot{q}) = -\text{vec}(\dot{q}^{-1})$ over a unit quaternion $\dot{q}$. Hence:

$$r_{\Delta \dot{q}_k}(L_{\dot{q}_k}(\delta \theta_k)) \approx -2\text{vec}\left[ \dot{q}_k \circ \Delta \dot{q}_k \circ \left[ \frac{1}{2} \delta \theta_k \right] \right],$$

and we can straightforwardly obtain

$$J^r_{\dot{q}_k} = -br_c \left( \left[ \dot{q}_k \circ \Delta \dot{q}_k \right] \circ \left[ \dot{q}_k \circ \Delta \dot{q}_k \right] \right).$$

Similarly we can obtain the Jacobian $J^r_{\ddot{q}_k}$ as follows

$$J^r_{\ddot{q}_k} = -br_c \left( \left[ \dot{q}_k \circ \Delta \dot{q}_k \right] \circ \left[ \dot{q}_k \circ \Delta \dot{q}_k \right] \right).$$

To obtain $J^r_{\ddot{p}_k}$, by employing (25), (2), we can obtain

$$r_{\Delta \ddot{p}_k}(L_{\ddot{p}_k}(\delta \theta_k)) \approx (I + [\delta \theta_k \times])^{-1} \tilde{R}_{\ddot{p}_k}(\dot{p}_k) = -[\delta \theta_k \times] \tilde{R}_{\ddot{p}_k}(\dot{p}_k) = \tilde{R}_{\ddot{p}_k}(\dot{p}_k),$$

Thus, taking the derivative over $\delta \theta_k$ yields

$$J^r_{\ddot{p}_k} \approx \left[ \tilde{R}_{\ddot{p}_k}(\dot{p}_k) \right] \times \delta \theta_k.$$

Following the same steps, we can easily find that

$$J^r_{\ddot{p}_k+1} \approx \left[ \tilde{R}_{\ddot{p}_k+1}(\dot{p}_k) \right] \times \delta \theta_k.$$

B. IMU preintegration factors:

1) IMU kinematic models: Before exploring the preintegration observation models, let us recall some features of IMU. First, let us notice the following kinematic model of the robot pose and velocity w.r.t. to the world frame:

$$q_t = q_t \circ \left[ \begin{array}{c} 0 \\ \omega_t \end{array} \right], \quad p_t = v_t, \quad v_t = R_t a_t,$$

where $\omega_t, a_t$ are the angular velocity and acceleration of the robot measured in the body frame. In reality we only have access to IMU measurements that are corrupted by noises and biases, i.e.:

$$\dot{\omega}_t = \omega_t + b^o_t + \eta^o_t,$$

$$\ddot{a}_t = a_t + R_t^T g + b^a_t + \eta^a_t,$$

$$b^o_t = \eta^o_t, \quad b^a_t = \eta^a_t,$$

where $g = [0, 0, g]^T$ is the gravitational acceleration, $b^o_t, b^a_t$ respectively the biases of the gyroscope and the accelerometer, and $\eta^o_t, \eta^a_t$ are some zero-mean Gaussian noises, whose standard deviations are $\sigma_{\eta^o_t}, \sigma_{\eta^a_t}, \sigma_{\eta^o_t}, \sigma_{\eta^a_t}$, respectively.

2) IMU preintegration: Let us substitute (41) and (42) to the kinematic model (40), (40), and rewrite them in the integral form as follows:

$$q_{k+1} = q_k \circ \left[ 1 - \frac{1}{2} \int_{\Delta t_k} \Omega(\dot{\omega}_s - b^o_s - \eta^o_s)ds \right] q_s,$$

$$p_{k+1} = p_k + \nu_k \Delta t_k - \frac{1}{2} g \Delta t_k^2,$$

$$v_{k+1} = v_k - g \Delta t_k,$$

where $\int(\cdot)$ denotes the integration operator on manifold, and a few short-hands have been employed

$$k q_s \approx b_k q_s, \quad k R_k = R_k, \quad k R_k \approx b_k R,$$

$$\Omega(\omega) \approx \left[ \begin{array}{cc} 0 & -\omega^T \\ \omega & -[\omega] \times \end{array} \right], \quad \Delta t_k \approx t_{k+1} - t_k.$$
where $\tau_n$ is the time stamp of the $n$-th sample, and $\tau_0 = t_k$. Note that the above equations cannot be considered a usable observation model yet, since the observations are still functions of the chosen bias point, i.e. $\hat{\alpha}_{k+1} = \hat{\alpha}_{k+1}(b_k)$, $\hat{\beta}_{k+1} = \hat{\beta}_{k+1}(b_k)$, $\hat{\gamma}_{k+1} = \hat{\gamma}_{k+1}(b_k)$, $b_k \triangleq (\hat{\omega}_b^x, \hat{\omega}_b^y)$. Let $\bar{b}_k = (\bar{\omega}_b^x, \bar{\omega}_b^y)$ be a numerical value of the variable $b_k$, we can further approximate the observation model in (52) (50) as follows:

$$\hat{\alpha}_{k+1} \bigg|_{\bar{b}_k} = \hat{\alpha}_{k+1} + A_{\omega}^k \Delta \bar{\omega}_k^x + A_{\alpha}^k \Delta b_k^x,$$

$$\hat{\beta}_{k+1} \bigg|_{\bar{b}_k} = \hat{\beta}_{k+1} + B_{\omega}^k \Delta \bar{\omega}_k^x + B_{\alpha}^k \Delta b_k^x,$$

$$\hat{\gamma}_{k+1} \bigg|_{\bar{b}_k} = \hat{\gamma}_{k+1} + C_{\omega}^k \Delta \bar{\omega}_k^x,$$

where $\delta \hat{\alpha}_{k+1}$, $\delta \hat{\beta}_{k+1}$, $\delta \hat{\gamma}_{k+1}$ are the measurement errors, and $A, B, C$ are the Jacobians of the IMU preintegrations evaluated at the bias point $b_k$, i.e.

$$C_{\omega}^k \triangleq \frac{\partial C_{\omega}}{\partial \omega_b^x} \Delta \bar{\omega}_k^x$$

$$A_{\omega}^k \triangleq \frac{\partial A_{\omega}}{\partial \omega_b^x} \bigg|_{\bar{b}_k}$$

$$A_{\alpha}^k \triangleq \frac{\partial A_{\omega}}{\partial \alpha_b} \bigg|_{\bar{b}_k}$$

$$B_{\omega}^k \triangleq \frac{\partial B_{\omega}}{\partial \omega_b^x} \bigg|_{\bar{b}_k}$$

$$B_{\alpha}^k \triangleq \frac{\partial B_{\omega}}{\partial \alpha_b} \bigg|_{\bar{b}_k}$$

$$\Delta b_{\omega} \triangleq \Delta b_b^x - \Delta b_b^y,$$

$$\Delta b_{\alpha} \triangleq \Delta b_b^x - \Delta b_b^y.$$
where the measurement error can be calculated by
\[ r_{\beta} = \exp(\mathbf{F}_n\Delta \tau_n)\hat{\mathbf{r}}_n\rightarrow \mathbf{F}_n\exp(\mathbf{F}_n\Delta \tau_n)^\top + \mathbf{Q}_n, \]
and the covariance of \( \hat{\mathbf{l}}_t \) can be propagated from time \( t_k \) to \( t_{k+1} \) via the following iterative steps
\[
\begin{align*}
\mathbf{P}_n &= 0, \tau_n = t_k, \\
\mathbf{P}_{n+1} &= \exp(\mathbf{F}_n\Delta \tau_n)\mathbf{P}_n\exp(\mathbf{F}_n\Delta \tau_n)^\top + \mathbf{Q}_n, \\
\mathbf{Q}_n &= \int_0^{\Delta \tau_n} \exp(\mathbf{F}_n\mathbf{s})\mathbf{G}_n\mathbf{G}_n^\top \exp(\mathbf{F}_n\mathbf{s})\mathbf{d}s, \\
\end{align*}
\]
where \( \mathbf{Q} \triangleq \text{diag}\{\sigma_{n_2}^2, \sigma_{n_2}^2, \sigma_{n_2}^2, \sigma_{n_2}^2\} \), and recall that \( \exp(\mathbf{F}_n\Delta \tau_n) \) is the matrix exponential of \( \mathbf{F}_n\Delta \tau_n \). This matrix exponential and \( \mathbf{G}_n \). \( \mathbf{Q}_n \) can be computed by several techniques such as first-order approximation \( \exp(\mathbf{F}_n\Delta s) \approx \mathbf{I} + s\mathbf{F}_n \) in [6] or closed-form in [37]. In this work we use the
first-order approximation form.

5) **Residual:** The pIMU residual \( r_{\beta}(\hat{\mathbf{x}}_t, \hat{\mathbf{x}}_{t+1}, \mathbf{I}_t) \) is therefore defined as
\[
r_{\beta}(\hat{\mathbf{x}}_t, \hat{\mathbf{x}}_{t+1}, \mathbf{I}_t) \triangleq (r_{\gamma}, r_{\alpha}, r_{\beta}, r_{pbw}, r_{pba}),
\]
where \( \mathbf{I}_t = \exp(\mathbf{F}_n\Delta \tau_n)\hat{\mathbf{r}}_n\rightarrow \mathbf{F}_n\exp(\mathbf{F}_n\Delta \tau_n)^\top + \mathbf{Q}_n \).

6) **Jacobian:** Following the same manipulations in the case of the OSL factor, we can easily find the Jacobians of the preintegrated quaternion residual \( r_{\gamma} \) over the state estimates:
\[
\begin{align*}
\mathbf{J}_{r_{\gamma}}^{\mathbf{r}_{\hat{\mathbf{x}}}} &= -\mathbf{b}_r^3 (\hat{\mathbf{g}}^{(\hat{\mathbf{q}}_{k+1})} \cdot \hat{\mathbf{q}}_{k+1}), \\
\mathbf{J}_{r_{\hat{\mathbf{x}}}}^{\mathbf{r}_{\hat{\mathbf{x}}}} &= \mathbf{b}_r^3 (\hat{\mathbf{g}}^{(\hat{\mathbf{q}}_k)} \cdot \hat{\mathbf{q}}_k), \\
\mathbf{J}_{r_{\hat{\mathbf{x}}}}^{\mathbf{r}_{\hat{\mathbf{x}}}} &= -\mathbf{b}_r^3 (\hat{\mathbf{g}}^{(\hat{\mathbf{q}}_{k+1})} \cdot \hat{\mathbf{q}}_{k+1}),
\end{align*}
\]
where \( \hat{\mathbf{q}}_k \triangleq \hat{\mathbf{q}}_k \circ \mathbf{E}(\mathbf{C}_n\Delta \mathbf{b}_k) \).

The Jacobians of the preintegrated quaternion residual \( r_{\alpha} \) over the state estimates are
\[
\begin{align*}
\mathbf{J}_{r_{\alpha}}^{\mathbf{r}_{\hat{\mathbf{x}}}} &= \left[ \mathbf{R}_k^\top (\hat{\mathbf{p}}_{k+1} - \hat{\mathbf{p}}_k - \hat{\mathbf{v}}_k \Delta t_k + \frac{\Delta t_k^2}{2}\mathbf{g}) \right]^\top, \\
\mathbf{J}_{r_{\hat{\mathbf{x}}}}^{\mathbf{r}_{\hat{\mathbf{x}}}} &= \mathbf{R}_k^\top, \\
\mathbf{J}_{r_{\hat{\mathbf{x}}}}^{\mathbf{r}_{\hat{\mathbf{x}}}} &= \mathbf{R}_k^\top, \\
\mathbf{J}_{r_{\hat{\mathbf{x}}}}^{\mathbf{r}_{\hat{\mathbf{x}}}} &= -\mathbf{A}_k^3, \\
\mathbf{J}_{r_{\hat{\mathbf{x}}}}^{\mathbf{r}_{\hat{\mathbf{x}}}} &= -\mathbf{A}_k^3 + 1.
\end{align*}
\]

C. **UWB factors**

At each time instance \( t^i \in (t_k, t_{k+1}) \) we have the following measurements and priors from a UAV range:
\[
\mathbf{U}^i = (\tilde{d}^i, \mathbf{x}^i, \mathbf{y}^i, \delta t^i, \Delta t_k),
\]
where \( \tilde{d}^i \) is the distance measurement, \( \Delta t_k \triangleq t_{k+1} - t_k, \delta t^i \triangleq t^i - t_k, \mathbf{x}^i \) is the position of the UWB anchor w.r.t. the world frame, and \( \mathbf{y}^i \) is the coordinate of the UWB ranging node in the body frame. The UWB factor of this measurement is constructed via the following steps.

1) **Observation model:** If we assume that the velocity and orientation of the robot change at a constant rate from time \( t_k \) to \( t_{k+1} \), then at time \( t_k + \delta t^i \), we have the following relative position of a UAV ranging node \( \mathbf{y}^i \) from an anchor \( \mathbf{x}^i \) as
\[
\begin{align*}
\mathbf{n}^i &= \mathbf{n}(\hat{\mathbf{p}}_{k+1}, \mathbf{q}_k, \mathbf{q}_{k+1}, \mathbf{v}_k, \mathbf{v}_{k+1}, \delta t^i, \Delta t_k) \\
&\triangleq \mathbf{p}_{k+1} + \mathbf{R}_k \mathbf{Exp}\left(\frac{\delta t^i \mathbf{Log}(\mathbf{R}_k^{-1}\mathbf{R}_{k+1})}{\Delta t_k}\right) \mathbf{y}^i \\
&\quad - \int_{\delta t^i}^{\Delta t_k} \left( \mathbf{v}_k + \frac{\tau}{\Delta t_k} (\mathbf{v}_{k+1} - \mathbf{v}_k) \right) d\tau - \mathbf{x}^i \\
&\triangleq \mathbf{p}_{k+1} + \mathbf{R}_k \mathbf{Exp}\left( s^i \mathbf{Log}(\mathbf{R}_k^{-1}\mathbf{R}_{k+1}) \right) \mathbf{y}^i \\
&\quad + a^i \mathbf{v}_{k+1} + b^i \mathbf{v}_k - \mathbf{x}^i,
\end{align*}
\]
where
\[
\begin{align*}
s^i &= \frac{\Delta t_k - \delta t^i}{\Delta t_k}, \\
a^i &= \frac{-\Delta t_k^2 - \delta t^2}{2\Delta t_k}, \\
b^i &= \frac{-\left(\Delta t_k - \delta t^i\right)^2}{2\Delta t_k}.
\end{align*}
\]

Hence, we consider the distance measurement \( \tilde{d}^i \) at time \( t_k + \delta t^i \) as the norm of the vector \( \mathbf{n}^i \), corrupted by a zero-mean Gaussian noise \( \eta_{U_t} \sim N(0, \sigma_{U_t}^2) \):
\[
\tilde{d}^i = \|\mathbf{n}(\hat{\mathbf{p}}_{k+1}, \mathbf{q}_k, \mathbf{q}_{k+1}, \mathbf{v}_k, \mathbf{v}_{k+1})\| + \eta_{U_t}.
\]

2) **Observation error covariance:** Based on (88), we can straightforwardly identify the covariance of the measurement error as
\[
\mathbf{P}_{U_t} \equiv \sigma_{U_t}^2.
\]

3) **Residual:** The residual of a range measurement \( \mathbf{U}_t \) is the difference between the distance estimate \( \hat{d}_k \) and the distance measurement \( d_k \):
\[
r_{\mathbf{U}_t}(\hat{\mathbf{x}}_t, \hat{\mathbf{x}}_{t+1}, \mathbf{U}_t) \triangleq \mathbf{r}_{\mathbf{U}_t} = \|\mathbf{n}^i\| - \tilde{d}^i,
\]
where
\[
\mathbf{n}^i = \mathbf{n}(\hat{\mathbf{p}}_{k+1}, \mathbf{q}_k, \mathbf{q}_{k+1}, \mathbf{v}_k, \mathbf{v}_{k+1}).
\]
4) Jacobian: From (90) and (86) the Jacobians of the UWB residual over the position and velocity states can be easily calculated as follows
\[
J_{\bar{b}k}^{\bar{r}k} = (\bar{n})^T, \quad J_{\bar{b}k}^{\bar{r}k} = a^i(\bar{n})^T, \quad J_{\bar{b}k}^{\bar{r}k} = b^i(\bar{n})^T.
\] (91)

The Jacobians of the orientation states can be found by using the chain rule. First let us consider the variable $\hat{q}_{k+1}$:
\[
J_{\hat{q}_{k+1}}^{\bar{r}k} = J_{\bar{r}k}^{\hat{q}_{k+1}} J_{\bar{r}k}^{\bar{r}k} J_{\bar{r}k}^{\hat{r}k} J_{\hat{r}k}^{\hat{q}_{k+1}},
\] (92)
where $\bar{R} = \exp(s^i \tilde{\phi}_k)$ and $\hat{\phi}_k \triangleq \log(\bar{R}_k^{-1} \bar{R}_{k+1})$, and the intermediate Jacobians in the above chain are
\[
J_{\bar{r}k}^{\bar{r}k} = (\bar{n})^T \bar{R}_k, \quad J_{\bar{r}k}^{\bar{r}k} = -\exp(s^i \tilde{\phi}_k) [\bar{y}]_x, \quad (93)
\]
\[
J_{\hat{r}k}^{\hat{r}k} = \mathcal{H}(s^i \tilde{\phi}_k), \quad J_{\hat{r}k}^{\hat{q}_{k+1}} = s^i \mathcal{H}^{-1}(\tilde{\phi}_k).
\] (94)

To find the Jacobian of $r_{\bar{r}k}$ with respect to $\tilde{\phi}_k$, some manipulations are needed. First we notice that
\[
\bar{R} = \bar{R}_k \bar{R}_k^{-1} \bar{R}_k \exp(s^i \tilde{\phi}_k)
\]
\[
= \bar{R}_k \exp(\log(\bar{R}_k^{-1} \bar{R}_k)) \exp(s^i \tilde{\phi}_k)
\]
\[
= \bar{R}_k \exp(s^i - 1) \tilde{\phi}_k \bar{R}_k \bar{R}_k^{-1} \exp(s^i \tilde{\phi}_k).
\]

And thus we can obtain a similar Jacobian compared to (92), except for $s^i$ in place of $\bar{n}$:
\[
J_{\bar{r}k}^{\bar{r}k} = J_{\bar{r}k}^{\bar{r}k} J_{\bar{r}k}^{\hat{r}k} J_{\hat{r}k}^{\hat{r}k} J_{\hat{r}k}^{\hat{q}_{k+1}},
\] (95)
where the intermediate Jacobians are
\[
J_{\bar{r}k}^{\bar{r}k} = (\bar{n})^T \bar{R}_k, \quad J_{\bar{r}k}^{\bar{r}k} = -\exp(s^i \tilde{\phi}_k) [\bar{y}]_x
\] (96)
\[
J_{\hat{r}k}^{\hat{r}k} = \mathcal{H}(s^i \tilde{\phi}_k), \quad J_{\hat{r}k}^{\hat{q}_{k+1}} = s^i \mathcal{H}^{-1}(\tilde{\phi}_k)
\] (97)

VI. EXPERIMENTS

In this section, we report results of the sensor fusion method on three types of datasets: public datasets, high-fidelity graphical-physical simulation, and field-collected datasets. Some implementation issues will also be discussed. Video illustrating the sensor fusion results on these datasets can be viewed at https://youtu.be/2um-n_Wec9-k.

A. Public datasets

1) Preparation: Before working with physical systems, we employ the EuRoC datasets [38] to verify the efficacy of our sensor fusion method. We only focus on the V1 and V2 datasets, as these experiments provide both position and orientation ground truth data from VICON, which are necessary to demonstrate the capability of our method to estimate not only the position but also the orientation.

Since the datasets do not contain UWB measurements, vicon data are used to generate UWB measurements, with realistic features taken into account. Specifically we simulate a UWB network of four UWB anchor nodes and two UAV nodes. In addition, each UAV node is assumed to have two antennas A and B, thus there are effectively four UWB ranging nodes in total. We assign the ID numbers 100, 101, 102, 103 to the anchors, and their respective coordinates in the world frame are chosen as (3, 3, 3), (3, -3, 0.5), (-3, -3, 3), (-3, 3, 0.5). Similarly, we assign the ID numbers 200.A, 200.B, 201.A, 201.B to the UAV ranging nodes, and their coordinates in the body frame are chosen as (0.25, -0.25, 0), (0.25, 0.25, 0), (-0.25, -0.25, 0), (-0.25, 0.25, 0).

Each UAV ranging node is given a pre-determined ranging cycle. Specifically, the ranging sequence of node 200 is set as:
200.A → 100, 200.B → 100, 200.A → 101, 200.B → 101, 200.A → 102, 200.B → 102, 200.A → 103, 200.B → 103.

Concurrently, the ranging cycle of 201 is similar, but the ID of the anchor node is cyclically shifted by two units, i.e.: 201.A → 102, 201.B → 102, 201.A → 103, 201.B → 103, 201.A → 100, 201.B → 100, 201.A → 101, 201.B → 101.

Hence, at each step, two UWB measurements can be obtained simultaneously, over a period of 6 steps. The steps are set at 25 ms apart, and we will effectively have an 80 Hz update rate for UWB measurements. Finally a zero-mean Gaussian noise with the standard deviation of 0.05m is added to the measurement, based on the characteristics of the physical sensor.

The software packages are implemented under ROS framework, and the optimization method employs the ceres solver. For each dataset, we run the VINS-Fusion\footnote{https://github.com/HKUST-Aerial-Robotics/VINS-Fusion} algorithm and ORB-SLAM3\footnote{https://github.com/UZ-SLAMLab/ORB_SLAM3} [31] to estimate the aerial robot’s pose based on data from the stereo camera and IMU. The VINS-Fusion estimate is then treated as an OSL data and fused with UWB and IMU using the methods proposed in previous sections.

2) Results and evaluation: After running the algorithms on the datasets, we can obtain the OSL-based trajectory $\hat{X}_{\text{OSL}} = \{\hat{X}_k\}_{k=0}^K$ from the OSL system, and $\hat{X}_{\text{VIRAL}} = \{\hat{X}_k\}_{k=0}^K$ from the VIRAL method. Since each OSL method provides a trajectory estimate $\hat{X}_{\text{OSL}}$ wr.t to a local frame $\{L\}$ that coincides with the initial pose $(\hat{p}_0, \hat{q}_0)$ of the UAV, we need to transform $\hat{X}_{\text{OSL}}$ to $\hat{X}_{\text{VIRAL}} = \{\hat{X}_k\}_{k=0}^K$ before we can compare it with $\hat{X}_{\text{VIRAL}}$. To this end, we perform:
\[
\hat{p}_k = \hat{R}^0_q(\hat{q}_0)^{-1} \hat{p}_k + \hat{p}_0,
\] (98)
\[
\hat{q}_k = \hat{q}_0 \odot \hat{q}_k,
\] (99)
where $(\hat{p}_0, \hat{q}_0)$ is the initial pose of the UAV according to ground truth. Hence we calculate the Root Mean Square Error for the position and rotation estimates as follows
\[
\text{RMSE}_{\text{pos}} = \sqrt{\frac{1}{N+1} \sum_{k=0}^K \| \hat{p}_k - \bar{p}_k \|^2},
\] (100)
\[
\text{RMSE}_{\text{rot}} = \sqrt{\frac{1}{N+1} \sum_{k=0}^K \log(\hat{R}_k^{-1} \hat{R}_k)},
\] (101)
(a) V1_01 dataset.  (b) V1_02 dataset.  (c) V1_03 dataset.

(d) V2_01 dataset.  (e) V2_02 dataset.  (f) V2_03 dataset.

Fig. 5: Trajectories of the UAV and the estimates by multiple methods with the EuRoC datasets.

Fig. 6: Position estimation error of OSL and VIRAL methods on the V1_03 dataset.

Fig. 7: Orientation estimation error of OSL and VIRAL methods from the V1_03 dataset.

From Tab. II, we can clearly see that the VIRAL scheme achieves better positional RMSE compared to both VINS and ORB-SLAM3. This is the desired and expected outcome, since the VINS-Fusion and ORB-SLAM3 algorithms, being OSL methods, will accumulate error over time, while the VIRAL method employs ranging measurements that can constrain the error. This can be seen more clearly in Fig. 5 and Fig. 6, where the trajectory estimate by VINS-Fusion clearly diverges from the ground truth towards the end of the trajectory, while the VIRAL estimate still track the ground truth.

In terms of rotational RMSE, we can see from Tab. II that our proposed scheme can work well in the same number of datasets as VIO methods. The same explanation for the positional RSME can be applied here, as the body-offset ranging scheme can ensure that estimation error will not drift, while the OSL method may suffer from some bias error, as can be seen from Fig. 7.
TABLE III: Translational and rotational RMSE of VINS-Fusion, LOAM and VIRAL estimates on our AirSim datasets.

| Dataset | RMSE_{pos} [m] | RMSE_{rot} [deg] | RMSE_{vel} [ms/s] |
|---------|----------------|-----------------|------------------|
|         | VINS           | ORB3            | LOAM (H)         | LOAM (V)         | VIRAL | VINS | ORB3 | LOAM (H) | LOAM (V) | VIRAL | VINS | ORB3 | VIRAL |
| 01      | 0.8616         | 1.1260          | 0.5561           | 4.5228           | 0.0736 | 5.7186 | 3.5593 | 1.2890 | 17.7741 | 1.2291 | 0.1071 | 0.2633 | 0.0699 |
| 02      | 0.4735         | 0.1102          | 0.1283           | 2.1169           | 0.0656 | 4.1718 | 0.1561 | 1.0533 | 2.3456 | 2.7413 | 0.0824 | 0.2613 | 0.0830 |
| 03      | 0.8392         | 0.6343          | 0.3427           | 0.3902           | 0.1222 | 1.6726 | 0.2957 | 1.6611 | 1.9817 | 1.4319 | 0.2352 | 0.4385 | 0.1438 |

Fig. 8: Trajectories of the UAV and the estimates from multiple methods in the datasets generated from AirSim.

Fig. 9: Velocity estimate from VINS-Fusion and VIRAL compared with groundtruth from the AirSim test #02.

B. High fidelity visual and physical simulation

Though the EuRoC dataset has demonstrated the effectiveness of our localization method, it does not match well with our experiment setup in later part. Specifically, the movement is limited within a small area, and the dataset does not contain Lidar measurements. Moreover, the dataset does not contain velocity groundtruth to compare with our estimate. Hence, to verify the method in a more general manner, we employ the AirSim software package [39] to construct new datasets that resemble the actual scenario with our UA V platform. The software packages needed to reconstruct the datasets for this experiment can be found at https://github.com/britsknguyen/airsim_pathplanner.

The Building 99 environment is used for this experiment, which features a large indoor foyer area. For this experiment, the following sensors are integrated with the UAV model: one 10 Hz stereo-camera setup, two 10 Hz Lidar sensors, one 400 Hz IMU, two UWB sensors, each with two antennae, and four anchors. The configuration of the UWB network is similar to Section VI-A1, except that we set the simulated anchors at the coordinates (0, 0, 11), (-10, 0, 11), (-10, -10, 11), (0, -10, 11). This imitates an installation of these anchors on the ceiling of the building in the real-world scenario. The coordinates of the four UWB ranging nodes in the body frame are set at (0.35, -0.35, 0), (0.35, 0.35, 0), (-0.35, 0.35, 0), (-0.35, -0.35, 0), catered to a bigger platform compared to that in the EuRoC experiment. Finally, for the two Lidars, they are rotated so that one so-called horizontal lidar can effectively scan the surrounding walls, and the other so-called vertical Lidar can scan the floor and the ceiling. The open-sourced A-LOAM software package is used to provide LOAM estimate from Lidar data. The data from VINS-Fusion and LOAM methods are used as OSL to be fused with UWB and IMU (ORB-SLAM3 are only used for reference as the software package currently does not support publication its data in real-time to ROS).

Fig. 8 presents the trajectories of the UAV in three experiments, along with the estimates from VINS, ORB-SLAM3, LOAM and our proposed method. These trajectories are generated from some fixed setpoints with intended purposes. On the first experiment, we generate a trajectory that goes through all the points in a lattice of cubic cells, and the heading setpoint is also changed by the direction from one setpoint to the next, thus this trajectory is supposed to cover all of the 4 degrees of freedom of the UAV. In the second experiment, the trajectory is similarly set by some setpoints limited to a xy plane. Finally, we generate a trajectory from setpoints on the xz plane, and set the head fixed to the -y direction. This trajectory would most resemble our actual operation in the field test, where a vertical structure will be inspected. From Fig. 8, it can be

3https://github.com/microsoft/AirSim/releases/tag/v1.3.1-linux
4https://github.com/HKUST-Aerial-Robotics/A-LOAM
easily seen that all OSL methods exhibit significant drift over time, while our method does not suffer from this thanks to the installation of some fixed anchors in the environment.

Tab. III summarizes the RMSE of the estimation errors of our method. Again, we see the advantage of VIRAL method in terms of positional estimation. In addition, the estimate of orientation and velocity estimate also demonstrate the best or second best accuracy compared to other methods. Fig. 9 shows the velocity estimate from VINS, VIRAL and the groundtruth. It can be seen that the velocity estimate follows the groundtruth quite closely, which demonstrates the advantage of our method over previous works that only considered positional states [18]–[22].

C. Field-collected datasets

To further verify the efficacy of the localization scheme, we develop a platform consisting of a camera system\(^3\), one IMU\(^6\), two Lidar sensors\(^7\), two UWB modules and three anchors\(^8\). The configuration is similar to the AirSim test. Again, the open-sourced VINS-Fusion and A-LOAM packages are used to generate the VIO and LOAM data for the fusion scheme. Unfortunately, we find that ORB-SLAM3 cannot work with these datasets as the front end process fails to detect reliable features. A Leica MS60 station\(^9\) with millimeter-level accuracy is used to provide groundtruth for the experiment. All software are run on a small form factor compute\(^10\) with Intel Core i7-8650U processor. Fig. 10 presents an overview of our setup.

![Image](https://leica-geosystems.com/en-sg/products/total-stations/multistation/) Fig. 10: The hardware setup used in our flight tests.

As having introduced earlier, to keep the problem simple and cost effective, in actual operation we only use three anchors that can be quickly deployed in the field. Fig. 11 illustrates our deployment scheme. Specifically, given three anchors 0, 1, 2, we can define the origin of the coordinate system to be at anchor 0. Then the +x axis of the coordinates system can be defined by the direction from anchor 0 to anchor 1. And by choosing for the z axis to point upwards from the ground, we can easily determine the direction of the y axis using the right hand rule, which is intended to point towards the structure that we seek to inspect. Finally, we can place anchor 2 on the -y half plane, further away from the structure than anchor 0 and anchor 1. All of the anchors are supposed to be on a plane parallel to the ground, and their z coordinates are set to be 1m. By using some communication protocol, the UAV can collect the distances between these three anchors, and estimate the remaining unknown coordinates of the anchors, i.e. anchor 1’s x coordinate and anchor 2’s x and y coordinates. Thanks to this automated self-localization scheme for the anchors, we can quickly set up the anchors at over 60m within 10 to 15 minutes, which mostly comprises of walking time. Otherwise it would be quite a tedious task to measure the coordinates of these anchors, especially at such an extensive distance. The estimated coordinates of the anchors in the flight tests are given in Tab. IV. Fig. 12 shows the UWB measurements in one flight test to demonstrate the advantage of the body-offset ranging scheme.

A total of three flight tests were conducted. Video recording of a flight test can be viewed online\(^11\). As having introduced earlier, since our work is meant to deliver a solution for UAV-based inspection application, the UAV’s trajectory is different from those in common datasets that are often extensive in x and y directions, but have limited movement in the z direction. In our case, for inspection purposes, the UAV only takes off and moves in a vertical plane parallel to the object. Hence the movements along the x and z directions are extensive, while movement along the y direction is minimal. Fig. 13 shows the trajectories of the UAV in these flight tests, along with the estimated results.

Similar to the experiments previous section, for each dataset, we run an experiment where OSL is fused with UWB and IMU data. Since the transform between ground truth coordinate

---

\(^3\)http://wiki.ros.org/ueye_cam
\(^6\)https://www.vectornav.com/products/vn-100
\(^7\)https://ouster.com/products/os1-Lidar-sensor/
\(^8\)https://go.humatics.com/p440
\(^9\)https://leica-geosystems.com/en-sg/products/total-stations/multistation/
\(^10\)https://simplynuc.com
\(^11\)https://youtu.be/2um-n_Wc9-k
Fig. 12: Distance measurements to the anchors from field-collected Dataset 01. From the zoomed-in part of the 200.A→101 plot (middle), the variation of the distance is about 5cm. In the zoomed-in part on the leftmost plot, we can see that the distances between UAV nodes to the anchors are still distinguishable thanks to the significant separation of the UAV nodes on the body frame. We also notice some outliers in the 200.A→102 and 200.B→102 ranging measurements caused by the pilot blocking the anchor during landing. However they are successfully rejected by the algorithm.

Fig. 13: Trajectories of the UAV and the estimates from multiple methods in the self-collected datasets. In datasets 01 and 02, groundtruth was temporarily lost for some periods. The data in these periods are not used in the error analysis.

Fig. 14: Position and Orientation estimate from OSL and VIRAL methods in Dataset 03: it can be seen that all OSL methods exhibit significant drift in this scenario, while the VIRAL method provides drift-free estimates despite using only three anchor nodes deployed at the test area.

frame and the local frame of reference is not known, we transform the estimates using the method in [40], which finds the yaw and translation that minimize the position estimation error of each trajectory, and report these errors Tab. V. Moreover, since the leica ground station does not provide orientation measurements, we use the data from the onboard
orientation estimate error in yaw, pitch, roll representation.

This table shows the results for dataset #03.

| Dataset | RMSEpos [m] | LOAM (H) | LOAM (V) | VIRAL |
|---------|-------------|----------|----------|-------|
| 01      | 0.8416      | 5.4666   | 2.9470   | 0.3965|
| 02      | 0.9381      | 2.9086   | 1.5804   | 0.2138|
| 03      | 2.4057      | 1.0344   | 12.1921  | 0.1692|

TABLE VI: Rotational RMSE of VINS-Fusion, LOAM and VIRAL estimates on our collected datasets.

| Dataset | RMSErot [deg] | LOAM (H) | LOAM (V) | VIRAL |
|---------|---------------|----------|----------|-------|
| 01      | 10.6475       | 5.7859   | 4.8602   | 3.4666|
| 02      | 10.6973       | 7.4157   | 5.4855   | 2.6131|
| 03      | 10.1036       | 1.9316   | 11.5245  | 2.7682|

From the results in Tab. V and Tab. VI, we can reaffirm benefit of the UWB-IMU-OSL fusion scheme, whose positional error is much smaller than the OSL methods. In Fig. 15a, we can see that the position error is bounded. The orientation estimate also performs quite well, and Fig. 15b also shows that the orientation is bounded. Compared to the other experiments on the EuRoC and AirSim datasets, the positional error is slightly larger. This can be attributed to some small error in the anchor self-localization procedure, as the anchors may not be exactly on the same level. Also, some biases in the distance measurements due to extension cable may also affect the accuracy of the UWB measurements. Nevertheless, as can be seen on Fig. 14 that while all of the OSL estimates exhibit significant drift over the operation range, our sensor fusion’s estimation error remains bounded, which is the most important feature required for this work.

VII. CONCLUSION

In this paper we have developed an optimization based sensor fusion framework for visual, inertial, ranging and Lidar measurements. Detailed mathematical models for the construction of the cost function and the on-manifold optimization procedure have been carefully derived. The framework has been successfully implemented with open-source ceres solver and ROS framework. We have also conducted experiments to verify the efficacy and effectiveness of the sensor fusion scheme on multiple datasets, and shown that via the use of some anchors that can be quickly deployed on the field, the issues of OSL drift and misaligned frame of references can be effectively overcome. Moreover, results on estimation of position, orientation, and velocity have also been presented to show the comprehensiveness of the estimator. Via the simulation and experimental results, it can be seen that the VIRAL scheme is reliable, flexible, accurate and has a great potential in many real-world applications.
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