Mass gap in strongly coupled infinite derivative non-local Higgs: Dyson–Schwinger approach
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Abstract
We investigate the non-perturbative degrees of freedom (d.o.f.) in the class of non-local Higgs theories that have been proposed as an ultraviolet completion 4D quantum field theory generalizing the kinetic energy operators to an infinite series of higher derivatives inspired by string field theory and ghost-free non-local approaches to quantum gravity. At the perturbative level, the d.o.f. of non-local Higgs are the same of the local theory. We prove that, at the non-perturbative level, the physical spectrum of the strongly-coupled Higgs mass is actually corrected from the ‘infinite number of derivatives’ present in the action. The technique we use permits to derive the set of Dyson–Schwinger equations in differential form. This proves essentially useful when exact solutions to the local equations are known. We show that all the formalism of the local theory involving the Dyson–Schwinger approach extends quite naturally to the non-local case. Using these methods, the spectrum of the strongly-coupled non-local theories become accessible in the non-perturbative regimes. We calculate the $N$-point correlation functions and predict the mass-gap in the spectrum arising purely from the self-interaction and the non-local scale $M$. The proper weak perturbation limit is correctly recovered from the strong coupling regime in the limit of the coupling of the theory goes to zero. Our results show the mass gap generated in the non-local theories gets damped in the UV and it reaches conformal limit. We discuss the implications of our result in particle physics and cosmology.
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1. Introduction

A simple two-derivative field theory works very well to explain local interactions in the classical and the quantum regimes. However, the issue of re-normalization often encounters ultraviolet (UV) divergences, just like in the case of quantum electrodynamics. Particularly we find that in the context to the standard model (SM) of particle physics, this leads to the very infamous hierarchy problem [1]. Solutions to this problem can be achieved via invoking several new particles at the or near the electroweak scale, as for the case of supersymmetry etc. . . However due to recent null new physics results from the large hadron collider, alternative solutions are actively being pursued.

Either at the local level or at the global level, one may always go to beyond the two-derivative kinetic term paradigm which leads to certain classical and quantum instabilities depending on the sign of the kinetic energy terms being negative or positive; for example, the Ostrogradsky instability [2] arising due to the energy density being unbounded from below at the classical level; this manifests as ghosts at the quantum level3. Very recently, higher-derivative approaches to such UV-completion of quantum field theory (QFT) have become popular. Initially, they were proposed as possible UV-regularized theoretical set-ups [3–8] where infinite derivatives were motivated from p-adic string field theory [9–23]. These attempted diligently to address this divergence problem by generalizing the kinetic energy operators of the SM to an infinite series of higher order derivatives suppressed by the scale of non-locality (M) at which the higher order derivatives come into play [24]. Furthermore, one of the authors studied the negative running of the self-interacting term for the SM Higgs, which gives to rise to a metastable vacuum [25], was also cured by investigating the RGE of the theory [26,27]. It was discovered that the β-functions, at the scale of non-locality, and the wave-function renormalization meant that the fields are frozen beyond M, and the theory reaches a conformal limit resolving the issue of Landau-poles [27]. Frankly speaking, capturing the infinite derivatives by exponential of an entire function softened UV behaviour in the desirable manner, without introducing any new degrees of freedom (d.o.f.) in the particle spectrum, as they contain no new poles in the propagators. These QFTs have been explicitly shown to be ghost-free [28] and provides unique scattering phenomenology rendering transmutation of energy scales4 which has its own astrophysical & cosmological phenomenology [29] by one of the authors. Reference [31] showed the scale of non-locality maybe probed via dark matter (DM) detection experiments implications also studied by one of the authors.

In context to theories of gravity with such infinite derivative approach, reference [32] investigated and was able to show that the most general quadratic curvature gravitational action (parity-invariant and torsion-free), with infinite series of covariant derivatives, can make the gravitational sector free from the Weyl ghost and it is also free from classical singularities, such as black hole singularities [32–43]5 and cosmological singularities [44–49]6. Recently, an astrophysical application was devised implying possible observational effects also in view of an explanation for DM [55]. An extended group of symmetry, implying Galilean shift, was also proposed to obtain non-local extension of gravity theories [56].

3 We call ghosts when there are extra propagating degrees of freedom, coming with a negative residue in the propagator.
4 See reference [30] for a discussion on transmutation on energy scales in gravity and cosmology.
5 In some previous studies, arguments were provided regarding non-singular solutions in references [17,18].
6 For implications in inflationary cosmology in context to infinite-derivative theories & predictions in the CMB, see [50–54].
Naively, having infinite series of higher-order derivatives leads to having to solve the equations of motion with infinite initial values, but on a general ground, the initial value problem for non-local field theories was studied in [57] where it was concluded that infinite derivative equations needs an finite number of initial data and this was illustrated further in context to non-local gravity shown in reference [58]. It has been shown, quite recently, that the unitarity issues are well addressed in Euclidean space and using Cutkosky rules, the results can be analytically continued to the Minkowski space [59, 61, 62]. To be consistent with such results, we assume an Euclidean metric everywhere in this work.

The non-perturbative regime of non-local theories remains unexplored with only some studies attempting to address the question of the re-normalizability of some models of quantum gravity [45, 60, 63–65]. In this paper we provide for the first time an approach to compute the physical spectrum induced in the non-perturbative regimes of the non-local field theory. This approach relies on studies, performed in the last two decades, about local non-linear quantum field theories [71–88]. The main technique we will rely on is the Bender, Milton, Savage method for Dyson–Schwinger equations as devised in [89] that is widely used in the aforementioned studies. We will see that this technique extends quite naturally to non-local theories. Also, we will describe a perturbation approach holding in the formal limit of the coupling going to infinity, as widely discussed in the references already mentioned, but applied to the non-local case.

Our approach starts from exact solutions of the local theory as devised in [75]. This means that the only limitation we are considering arises from adopting the condition that non-local effect are so small to make our perturbation approach meaningful. Then, we are working completely in Euclidean metric where such non-local theories are meaningful and, once we conclude our analysis a analytical continuation is taken to move to the Minkowski space as done in most of the studies about these theories in the current literature. Therefore, as non-local effects are taken to be really small as not yet seen experimentally, we can assume that the propagator of the theory is just lightly deformed by such effects and so, an interpretation of the poles of the Green function as excitations of the theory could be supported yet. In this sense, a mass gap for the non-local theory has the same meaning as for the local case. Considering non-local effect as small and slightly deforming the local theory implies that the boundary problem for Dyson–Schwinger equations can be safely ignored at this stage.

The paper is organized as follows: we describe scalar infinite derivative model in section 2. In section 3, we give an overview of technique that applies in non-perturbative regimes of local field theories. In section 4, we apply the techniques discussed in the preceding section to non-local infinite derivative scalar theory at the classical level. In section 5, we extend our analysis to the quantum theory by computing the corresponding correlation functions till two-point. In the final section, we conclude by discussing some of the impacting aspects of our study in particle physics and cosmology.

2. Infinite derivative Higgs: review

Let us start with the action for the infinite derivative theory given by [24]:

\[ S = \int d^4x \left( -\frac{1}{2} \phi e^{\phi/(\Box + m^2)} \phi - \frac{\lambda}{4!} \phi^4 \right). \]

\(^7\) Four-derivative gravity theories have also recently been popularised as an alternatives approach to quantum gravity, but the theory consists of ghosts [66–70].
The normalization of $\phi$ is so chosen in such a manner that the residue at the $p^2 = m^2$ pole is unity in this case. $\Box = \eta_{\mu\nu} \partial^\mu \partial^\nu \ (\mu, \nu = 0, 1, 2, 3)$ with the convention of the metric signature $(+, -, -, -)$, $m$ is the mass of the scalar particle, and $M$ is the energy scale of the non-locality which is taken to be below the Planck scale. As you may note $n$ the above equation, the kinetic energy terms are generalized with higher derivatives suppressed by the non-local energy scale $M$, whilst the scalar self-interaction is the typical quartic potential one. This action is reduced into the standard local field theory in the limit of $M \to \infty$. Regarding the nonlocal form-factor $\mathbb{e}^{\Box}$, various proposals have been considered in the literature [90]. For simplicity, we will use $\mathbb{e}^{-\frac{1}{2} \Box}$. But overall, what is essential is that the factor is an entire function without zeros avoiding in this way possible ghosts in the spectrum of the theory.

In Euclidean space ($p^0 \to i p^0$) the propagator is given by,

$$\Pi(p^2) = -\frac{ie^{(-p^0)} f(\Box)}{p^0 + m^2}. \tag{2}$$

While the vertex factor is, as usual, given by $-i\lambda$. Note that the non-local extensions of the local theory leads to the exponential suppression of the propagators for $p^0 > M^2$ region, and this fact means that the quantum corrections in the UV will be frozen at energies higher than $M$ (basically all the $\beta$-functions vanish beyond the scale of non-locality $M$ making the theory reach an asymptotically conformal limit in the UV) [26, 27].

Although the action in equation (1) shows a modification in the kinetic term, however, note that an equivalent description can be done with the usual local Klein–Gordon kinetic operator via the following field re-definition [28]:

$$\tilde{\phi}(x) = e^{-\frac{1}{2} f(\Box)} \phi(x) = \int d^4 y F(x - y) \phi(y), \tag{3}$$

where $F(x - y) := e^{-\frac{1}{2} f(\Box)} \delta^{(4)}(x - y)$. However, the real fields of the theory are $\phi$, and not $\tilde{\phi}$. With the field redefinition into the action it becomes:

$$S = -\frac{1}{2} \int d^4 x \left( \tilde{\phi}(x)(\Box + m^2) \tilde{\phi}(x) \right) - \int d^4 x \frac{\lambda}{4!} \left( e^{\frac{1}{2} f(\Box)} \tilde{\phi}(x) \right)^4 + \int j(x) e^{\frac{1}{2} f(\Box)} \tilde{\phi}(x) \tag{4},$$

where we added a source term $j(x)^8$.

Equation (4) shows that the form factor $e^{\frac{1}{2} f(\Box)}$ appears in the interaction term, thereby non-locality is significant only when the interaction is switched on as the free-part remains just the standard local Klein–Gordon kinetic term.

We use the former description using the $\phi$ field definition throughout the paper.

3. Techniques in strongly coupled local field theories

Following references [75–77], we present here some of the results obtained in the local theory that we will use in the rest of the paper for computations in the non-local theory. We consider

8 We will work in the Euclidean space, & in defining the relation between Minkowski and Euclidean metrics, we will assume the conclusions given in [61, 92] which is done via analytical continuation. Technically, at least in our computations, it is fine to go with a standard Wick rotation.
the following action

$$S = \int d^4x \left( \frac{1}{2} (\partial \phi)^2 - \frac{\lambda}{4} \phi^4 + j \phi \right).$$

Therefore, the scalar theory we consider has the following equation of motion

$$-\Box \phi(x) = -\lambda \phi^3(x) + j(x).$$

We would like to do perturbation theory in the formal limit $\lambda \to \infty$. For our aims, we rescale $x \to \sqrt{\lambda}x$ and we put

$$\phi(x) = \sum_{k=0}^{\infty} \lambda^{-k} \phi_k(x).$$

A direct substitution will yield the set of equations

$$-\Box \phi_0(x) = -\phi_0^3(x)$$

$$-\Box \phi_1(x) = -3\phi_0^2(x)\phi_1(x) + j(x)$$

$$-\Box \phi_2(x) = -3\phi_0^2(x)\phi_2(x) - 3\phi_0(x)\phi_1^2(x)$$

$$\vdots.$$ (8)

We see here how we fixed the ordering for the source $j(x)$. This is a lucky case because we know both the solutions to the leading order equation and for the two-point function in the following equations [79] and so, we can have a formal solution to the full set of perturbative equations.

It is important to point out that identical equations for $\phi_n(x)$ can be obtained if we consider equation (6) as a functional equation with $\phi = \phi[j]$ and take the following Taylor series [77]

$$\phi[j] = \phi[0] + \int d^4y \frac{\delta \phi}{\delta j(y)} \bigg|_{j=0} j(y)$$

$$+ \frac{1}{2} \int d^4y d^4z \frac{\delta^2 \phi}{\delta j(y) \delta j(z)} \bigg|_{j=0} j(y)j(z) + O(j^3).$$ (9)

We have immediately the definition of all the correlation functions for the classical theory. Specially, for the two-point function is

$$G_\xi^{(2)}(x-y) = \left. \frac{\delta \phi}{\delta j(y)} \right|_{j=0}.$$ (10)

and $\phi[0] = \phi_0(x)$. To avoid confusion, we will rename $\phi_0 = \phi_c$ in the following. The mass gap arises naturally, due to the non-linear self-interaction term, as

$$\phi_c(x) = \mu \left( \frac{2}{\lambda} \right)^{\frac{1}{4}} sn(p \cdot x + \theta, i),$$

(11)

where $sn$ is a Jacobi elliptical function, $\mu$ and $\theta$ two arbitrary integration constants. This holds provided the following relation is obeyed [79]:

$$p^2 = \mu^2 \left( \frac{\lambda}{2} \right).$$ (12)
What we have got are massive non-linear waves extending to all the space-time. The analog of a free theory are plane waves. It is important to emphasize that $\mu$ fixes the energy scale and $\theta$ grants the translation invariance of the theory in the higher order equations.

The two-point function can be easily obtained as its equation has an exact solution. We write it down in the momenta space [79]:

$$G_c^{(1)}(k) = \sum_{n=0}^{\infty} \frac{B_n}{k^2 - m_n^2 + i\epsilon}$$

(13)

with

$$B_n = (2n + 1)^\frac{3}{2} \frac{\pi}{2K2(i)} \frac{e^{-\left(\left(n+\frac{1}{2}\right)^\frac{1}{2}\right)}}{\left(1 + e^{-(2n+1)i}\right)}$$

(14)

and

$$m_n = (2n + 1)^\frac{1}{2} \frac{\pi}{2K2(i)} \left(\frac{\lambda}{2}\right)^\frac{1}{2} \mu.$$  

(15)

We can see that, in the limit $\mu \rightarrow 0$ the free theory is recovered at the leading order for the weak perturbation limit $\lambda \rightarrow 0$. Anyhow, in such a case the exact solution has the simple form $\phi(x) \sim$ constant $+ \mu t + O(\lambda)$ holding for $\lambda \rightarrow 0$. The propagator then will be given just by the massless case $\sim 1/k^2$ since $\sum_{n=0}^{\infty} B_n = 1$. So, in the local theory case, we see that we correctly recover the proper weak field limit. This will continue to be true in the non-local scenario as well since we will use this exact solution as an input.

For the quantum case, we have given the results and a description of the Bender–Milton–Savage method into appendix. The first two Dyson–Schwinger equations take the form

$$\partial^2 G_1(x) + \lambda[G_1(x)]^3 + 3\lambda G_2(0)G_1(x) + G_3(0, 0) = 0.$$  

(16)

and

$$\partial^2 G_2(x, y) + \lambda[G_1(x)]^3 G_2(x, y) + 3\lambda G_3(0, y)G_1(x)$$

$$+ 3\lambda G_2(0)G_2(x, y) + G_4(0, 0, y) = \delta^4(x - y).$$  

(17)

These two equations are identical to the classical ones except for a re-normalization effect on the mass of the field that is shifted. This yields a gap equation for the theory that can be written down as [73]

$$\delta m^2 = 3\lambda \sqrt{\delta m^2 + \mu^2} \sqrt{\lambda/2Z(\delta m^2, \lambda)} \int \frac{d^4p}{(2\pi)^4} \sum_{n=0}^{\infty} (-1)^n(2n + 1)^2 \frac{2\pi^3}{K^3(k^2(\delta m))}$$

$$\times \frac{q^{n+1/2}}{1 - q^{2n+1}} \frac{1}{p^2 - m_n^2 + i\epsilon},$$  

(18)

where $K(k)$ is the complete integral elliptic of the first kind, $Z(\delta m^2, \lambda)$ a constant multiplying the propagator equation, and

$$k^2(\delta m) = \frac{\delta m^2 - \sqrt{\delta m^2 + 2\lambda \mu^2}}{\delta m^2 + \sqrt{\delta m^2 + 2\lambda \mu^2}},$$  

(19)
and
\[
\lim_{\delta m \to 0} \sqrt{\delta m^2 + \mu^2} \sqrt{\frac{\lambda}{2Z(\delta m^2, \lambda)}} = \frac{1}{8},
\]
(20)

having set \( q = \exp \left( -\pi K'(k^2)/K(k^2) \right) \) with \( K'(k^2) = K(1 + k^2) \). These are the key equations to compute \( \delta m \) assuming it is small.9

In the following section we move on to the case for the non-local theory.

**4. Mass gap in non-local theory: classical case**

The action in equation (1) leads to the equation of motion for \( m = 0 \):
\[
-\Box \phi = -\frac{\lambda}{3!} e^{f(\Box)} \left( e^{f(\Box)} \phi \right)^3 + e^{f(\Box)} j,
\]
(21)

where we have added an arbitrary source \( j \) to be set to zero at the end of computations. We have chosen a local current for our aims as we consider non-local effects at sufficient high-energies to neglect non-local effects on the sources. Our aim is to consider the field \( \phi \) as a functional of \( j \) and to study a functional Taylor series on \( j \).

The main point is to consider a background field approach where we develop a series starting from a non-perturbative solution of the local case. This can be accomplished by re-writing the above equation as
\[
-\Box \phi + \frac{\lambda}{3!} \phi^3 = -\frac{\lambda}{3!} e^{f(\Box)} \left( e^{f(\Box)} \phi \right)^3 + \frac{\lambda}{3!} \phi^3 + e^{f(\Box)} j.
\]
(22)

The idea is that non-local effects are small and then, our solution should not be too far from that of the local case that we know. This is the reason why we introduce the term \( \frac{\lambda}{3!} \phi^3 \) and consider all the rest as a perturbation. Therefore, we will work out our perturbation series starting from the solutions of the equation
\[
-\Box \phi_c + \frac{\lambda}{3!} \phi_c^3 = 0.
\]
(23)

This solution, obtained by properly re-scaling the coupling in equation (11), can be written down as a Fourier series
\[
\phi_c(x) = \mu \left( \frac{1}{3\lambda} \right)^{\frac{1}{2}} \frac{2\pi}{K(i)} \sum_{n=0}^{\infty} (-1)^n \frac{e^{-(n+\frac{1}{2})\pi}}{1 + e^{-(2n+1)\pi}} \sin \left( \frac{(2n+1)\pi}{2K(i)} (p \cdot x + \theta) \right),
\]
(24)

being \( K(i) \) the complete elliptic integral of the first kind. It should be noted that this series is absolutely convergent. The equation for the two-point function can be obtained by the functional derivative with respect to \( j(y) \) of equation (22).

---

9 It was recently shown that the agreement with lattice computations for Yang–Mills theory, with this equation properly re-scaled and derived from quantum theory of Yang–Mills equations, is astonishingly good [73, 74].

10 For our convenience, we remove the 1/2 factor in the exponential, from here-on. This amounts to an inessential re-scaling of the function \( f \).
4.1. Classical strong perturbation series

We follow the methods as in the usual perturbation theory in the formal limit $\lambda \to \infty$ [77]. The technique is same as already described in the preceding section for the local case but, here, we have considered the effects of the non-locality that are evaluated as small deviations from the local limit itself. Our results become the same as the local theory in the limit $M \to \infty$.

This can be obtained after a re-scaling $x \to \sqrt{\lambda} x$ and taking

$$\phi(x) = \sum_{n=0}^{\infty} \lambda^{-n} \phi_n(x).$$

(25)

This yields the following set of perturbation equations (we have retained the coupling $\lambda$ for future convenience but the orderingshould be clear)

$$-\Box \phi_0 = -\frac{\lambda}{3!} e^{f(\Box)} \left(e^{f(\Box)} \phi_0\right)^3$$

$$-\Box \phi_1 = -\frac{\lambda}{2!} e^{f(\Box)} \left[(e^{f(\Box)} \phi_0)^2 e^{f(\Box)} \phi_1 + e^{f(\Box)} j(x)\right]$$

$$\vdots$$

$$-\Box \phi_n = -\frac{\lambda}{3!} e^{f(\Box)} \left[1 \sum_{k=1}^{n} (3k - n + k) e^{f(\Box)} \phi_k(x) \chi_{n-k}(x)\right],$$

(26)

where

$$\chi_{m}(x) = \frac{1}{m e^{f(\Box)} \phi_0(x)} \sum_{k=1}^{m} (kp - m + k) e^{f(\Box)} \phi_k(x) \chi_{m-k}(x) \quad m \geq 1,$$

(27)

where we have used the following recursion relations [93]11:

$$\left(\sum_{n=0}^{\infty} a_n x^n\right)^p = \sum_{n=0}^{\infty} c_n x^n$$

(28)

being $c_0 = a^p$ and given the recurrence relation

$$c_m = \frac{1}{md_0} \sum_{k=1}^{m} (kp - m + k)a_k c_{m-k} \quad m \geq 1.$$

(29)

The same set of equations can be obtained as a functional Taylor series in $j$, having $\phi_n$ as coefficients [77].

4.2. Leading order equation

In order to understand the full physical spectrum and the mass gap in the theory, we solve the first equation in equation (26), re-writing as

$$-\Box \phi_0 + \frac{\lambda}{3!} \phi_0^3 = -\frac{\lambda}{3!} e^{f(\Box)} \left(e^{f(\Box)} \phi_0\right)^3 + \frac{\lambda}{3!} \phi_0^3$$

(30)

11 We set $x = 1$ at the end of computations taking the convergence of these series for granted.
and expanding as perturbative series leading to

\[-\Box \phi_c + \frac{\lambda}{3!} \phi_c^3 = 0\]

\[-\Box \phi_0^{(1)} + \frac{\lambda}{2!} \phi_c^2 \phi_0^{(1)} = -\frac{\lambda}{3!} e^{\Box \phi_c} \left( e^{\Box \phi_c} \phi_c \right)^3 + \frac{\lambda}{3!} \phi_c^3 \]

\[\vdots \]  

(31)

This set is consistent with our previous expansion wherever non-local effects can be considered as a small correction to the local solutions.

Using the solution for \(\phi_c\), as per equation (24), we will have, from the rhs of the second equation in equation (31), to be

\[e^{\Box \phi_c} \left( e^{\Box \phi_c} \phi_c \right)^3 = \mu^3 \left( \frac{1}{3 \lambda} \right)^{\frac{3}{2}} \frac{8 \pi^3}{K^4(i)} e^{\Box \phi_c} \]

\[\times \sum_{n=0}^{\infty} (-1)^n \frac{e^{-(n+\frac{1}{2})^2}}{1 + e^{-(2n+1)^2}} e^{\left(-\frac{(2n+1)^2}{4K^4(i)^2}\right)}\]

\[\times \sin \left( \frac{(2n+1) \pi}{2K(i)} (p \cdot x + \theta) \right)^3\]

\[= \mu^3 \left( \frac{1}{3 \lambda} \right)^{\frac{3}{2}} \frac{8 \pi^3}{K^4(i)} \left[ \frac{e^{\frac{3\pi}{2}}}{1 + e^{-\pi}} \right]^{3} \left( -\frac{e^{\frac{3\pi}{2}}}{1 + e^{-\pi}} \right)\]

\[\times \sin^3 \left( \frac{\pi}{2K(i)} (p \cdot x + \theta) \right) + \sum_{n=1}^{\infty} C_n(x) \]

(32)

where use has been made again of equations (28) and (29). We have interchanged the infinite-derivative factor and the infinite summation assuming this correct as the series, is absolutely convergent as stated before. Similarly, the coefficients \(C_n\) can be computed using equation (29) yielding the recurrence relation

\[C_m(x) = \frac{1}{m-1} \sum_{k=1}^{m} (3k - m + k)a_k(x)c_{m-k}(x).\]  

(33)

Therefore we can derive at all the terms of the solution. E.g., the next term is simply given by

\[C_1(x) = 3a_1d_0^2 - \frac{3}{(1 + e^{-\pi})^2} e^{\frac{3\pi}{2}} \left( -\frac{e^{-\frac{\pi}{4K^4(i)^2}}}{1 + e^{-3\pi}} \right)\]

\[\times \sin^3 \left( \frac{\pi}{2K(i)} (p \cdot x + \theta) \right) \sin \left( 3 \frac{\pi}{2K(i)} (p \cdot x + \theta) \right) \]

(34)

We see that such terms are heavily damped in an exponential manner.

Furthermore, noting the identity,

\[(sn (x, i))'' = -2sn^3(x, i)\]  

(35)
one may straightforwardly reach the field solutions

\[ \phi_3(x) = \mu^3 \left( \frac{1}{3 \lambda} \right)^{\frac{1}{2}} \pi^5 e^{-\frac{(n+\frac{1}{2}) \pi}{2}} \frac{1}{1 + e^{-2(2n+1) \pi}} \sum_{n=0}^{\infty} (-1)^n (2n+1)^2 \frac{e^{-\frac{\pi}{2}(2n+1)}}{2K(i)} \times \sin \left( (2n+1) \frac{\pi}{2K(i)} (p \cdot x + \theta) \right). \]  

(36)

This will give us the final equation to solve.

4.3. Solution to the final equation

The final equation that is to be solved becomes:

\[ -\Box \phi_0^{(1)} + \frac{\lambda}{2!} \phi_0^{(2)} \phi_0^{(1)} = -\mu^3 \left( \frac{\lambda}{27} \right)^{\frac{1}{2}} \frac{4\pi^3}{3K^3(i)} \sum_{n=1}^{\infty} C_n(x) + \mu^3 \left( \frac{\lambda}{27} \right)^{\frac{1}{2}} \times \frac{1 - 4\pi^3}{3K^3(i)} \frac{e^{-\frac{2\pi}{3K(i)}}}{(1 + e^{-\pi})^3} e^{3\pi e^{\frac{2\pi}{3K(i)p}}(p \cdot x + \theta)} \times \sin^3 \left( \frac{\pi}{2K(i)} (p \cdot x + \theta) \right). \]  

(37)

which is the same obtained perturbatively in equation (26). The same equations one has the leading order solution

\[ -\Box \phi_0 = -\frac{\lambda}{3!} e^{f(C)} \left( e^{f(C)} \phi_0 \right)^3. \]  

(38)

4.4. Classical two-point-function solution

Starting from equation (21), we take the functional derivative with respect to \( j \). This yields\(^{12}\)

\[ -\Box G = -\frac{\lambda}{2!} e^{f(C)} \left( e^{f(C)} \phi_0 \right)^2 e^{f(C)} G + e^{f(C)} \delta^4(x - y). \]  

(37)

which is the same obtained perturbatively in equation (26). The same equations one has the leading order solution

\[ -\Box \phi_0 = -\frac{\lambda}{3!} e^{f(C)} \left( e^{f(C)} \phi_0 \right)^3. \]  

(38)

We have already treated this equation by an iterative method starting from exact classical local solutions. We are assuming, as in reference [28], that non-local effects should represent corrections to the known local solutions.

The equation for the classical two-point function is linear. We could apply a Fourier transform straightforwardly [91]. Firstly, we note that, from the leading order solution is

\[ \phi_0(x) = \phi_c(x) + \chi, \]  

(39)

\(^{12}\) It should be pointed out that, in the current literature on non-local infinite-derivative field theories, there is a somewhat cavalier treatment of distributions. Indeed, it is a well-acquired result that the propagator equation has a delta function multiplied by the entire function yielding an exponential factor in the momenta space [3–7, 9–18]. Often, this is neither explicitly discussed nor mathematically deepened and should be considered as an open problem.
where the correction $\chi$ due to the infinite derivatives can be written as
\[
\chi = -\mu^3 \left( \frac{\lambda}{27} \right)^{\frac{1}{4}} \frac{4\pi^2}{3K^3(i)} \times \int d^4y \Delta(x - y)
\]
\[
\times \left\{ \sum_{n=0}^{\infty} C_n(y) + \mu^3 \left( \frac{\lambda}{27} \right)^{\frac{1}{4}} \left[ 1 - \frac{4\pi^3}{3K^3(i)} \left( 1 + e^{-\pi} \right) e^{\frac{3\pi}{4}} \left( \frac{e^{\frac{3\pi}{4}}}{4\pi m^2} \right)^2 \right] \right\}.
\]
\[
(40)
\]
Here $\Delta(x - y) = G^{(1)}(x - y)$ as given in equation (13).

Then, we evaluate the rhs of equation (37) as
\[
e^{\mathcal{F}(\square)} \left[ \left( e^{\mathcal{F}(\square)} \phi_c \right)^2 e^{\mathcal{F}(\square)} G \right] = e^{\mathcal{F}(\square)} \left[ \left( e^{\mathcal{F}(\square)} \phi_c + e^{\mathcal{F}(\square)} \chi \right)^2 e^{\mathcal{F}(\square)} G \right] \approx
\]
\[
e^{\mathcal{F}(\square)} \left[ \left( e^{\mathcal{F}(\square)} \phi_c \right)^2 e^{\mathcal{F}(\square)} G \right] + 2e^{\mathcal{F}(\square)} \left[ \left( e^{\mathcal{F}(\square)} \phi_c \right) \left( e^{\mathcal{F}(\square)} \chi \right) \right] e^{\mathcal{F}(\square)} G.
\]
\[
(41)
\]
This means that we are considering $\chi$ as a higher order correction according to our previous computation in perturbation theory. This implies we can consider the notion that non-local effects will arise as a correction to the local theory. Nonetheless, we notice that, already at the leading order, one gets corrections to the spectrum of the theory. Then, the equation for the two-point function can be written as
\[
-\square G = -\frac{\lambda}{27} e^{\mathcal{F}(\square)} \left[ \left( e^{\mathcal{F}(\square)} \phi_c \right)^2 e^{\mathcal{F}(\square)} G \right]
\]
\[
- \lambda e^{\mathcal{F}(\square)} \left[ \left( e^{\mathcal{F}(\square)} \phi_c \right) \left( e^{\mathcal{F}(\square)} \chi \right) \right] e^{\mathcal{F}(\square)} G + O(\lambda^2) + e^{\mathcal{F}(\square)} \delta^4(x - y).
\]
\[
(42)
\]
Then, we evaluate
\[
\left( e^{\mathcal{F}(\square)} \phi_c \right)^2 = \left[ \mu \left( \frac{1}{3\lambda} \right)^{\frac{1}{4}} \frac{2\pi}{K(i)} \sum_{n=0}^{\infty} \left( -1 \right)^n \frac{e^{- (n + \frac{1}{2}) \pi}}{1 + e^{- (2n + 1) \pi}} e^{\frac{i}{2K(i)}} \left( \frac{\pi}{2K(i)} (p \cdot x + \theta) \right) \right]^2
\]
\[
\times \sin \left( \frac{\pi}{2K(i)} (p \cdot x + \theta) \right).
\]
\[
(43)
\]
At this stage, we have from equation (28)
\[
\left( e^{\mathcal{F}(\square)} \phi_c \right)^2 = \mu^2 \left( \frac{1}{3\lambda} \right)^{\frac{1}{4}} \frac{4\pi^2}{K^2(i)} \left[ \frac{e^{-\pi}}{(1 + e^{-\pi})^2} e^{\frac{3\pi}{4}} \left( \frac{e^{\frac{3\pi}{4}}}{4\pi m^2} \right)^2 \right]
\]
\[
\times \sin^2 \left( \frac{\pi}{2K(i)} (p \cdot x + \theta) \right) + \sum_{n=1}^{\infty} D_n(x) \right].
\]
\[
(44)
\]
with the coefficients $D_n$ given by equation (29). This yields for the two-point function a forced Mathieu-like equation as

$$\begin{align*}
-\Box G + \frac{\lambda_1^2}{2\sqrt{3}} \frac{\pi^2}{K^2(i)} \frac{e^{-\pi}}{(1 + e^{-\pi})^2} e^{\frac{2}{4K^2(i)p^2}} e^{i(\xi)} \left\{ 1 - \cos \left( \frac{\pi}{K(i)} (p \cdot x + \theta) \right) \right\} e^{i(\xi)} G & = -\frac{\lambda_1^2}{2\sqrt{3}} \sum_{n=1}^{\infty} D_n(x) + O(\chi) + e^{i(\xi)} \delta^4(x - y). \\
\end{align*}$$

(45)

From this we can get a set of eigenvalues that apply to the non-local classical theory. We will solve it using a Fourier transform.

By using translation invariance we fix the phase $\theta$ so to take consistently $y = 0$. Then, we Fourier transform to get

$$\begin{align*}
k^2 G(k) + m_0^2 e^{2f(-k^2)} G(k) = \frac{m_0^2}{2} e^{f(-k^2)} & \left[ e^{f(-(k-\eta p)^2)} G(k - \eta p) \\
& + e^{f(-(k+\eta p)^2)} G(k + \eta p) \right] = e^{f(-k^2)} + \mathcal{F} (\text{h.o.c.}). \\
\end{align*}$$

(46)

Here h.o.c. stands for higher order corrections and $\eta = \pi / K(i)$. We notice immediately that the theory developed a mass gap given by

$$m_0^2 = \frac{\lambda_1^2}{2\sqrt{3}} \frac{\pi^2}{K^2(i)} \frac{e^{-\pi}}{(1 + e^{-\pi})^2} e^{\frac{2}{4K^2(i)p^2}} \mu^2. $$

(47)

Anyways, we can write the equation for the propagator as

$$\begin{align*}
G(k) = \frac{e^{f(-k^2)}}{k^2 + m_0^2 e^{2f(-k^2)}} & \left[ 1 + \frac{m_0^2}{2} e^{f(-k^2)} \left( e^{f(-(k-\eta p)^2)} G(k - \eta p) \\
& + e^{f(-(k+\eta p)^2)} G(k + \eta p) \right) \right] + \mathcal{F} (\text{h.o.c.}). \\
\end{align*}$$

(48)

Let us consider the leading order equation

$$\begin{align*}
G_0(k) = \Delta(k) & \left[ 1 + \frac{m_0^2}{2} e^{f(-k^2)} \left( e^{f(-(k-\eta p)^2)} G_0(k - \eta p) \\
& + e^{f(-(k+\eta p)^2)} G_0(k + \eta p) \right) \right]. \\
\end{align*}$$

(49)

being

$$\Delta(k) = \frac{e^{f(-k^2)}}{k^2 + m_0^2 e^{2f(-k^2)}}. $$

(50)
Equation (49) can be solved using an iterative procedure. This is obtained by computing

\[
G_0(k - \eta p) = \Delta(k - \eta p) \left[ 1 + \frac{m_0^2}{2} e^{f(-k-\eta p^2)} \right. \\
\times \left. \left( e^{f(-k-2\eta p^2)} G_0(k - 2\eta p) + e^{f(-k^2)} G_0(k) \right) \right] 
\] (51)

and

\[
G_0(k + p) = \Delta(k + \eta p) \left[ 1 + \frac{m_0^2}{2} e^{f(-k+\eta p^2)} \right. \\
\times \left. \left( e^{f(-k+2\eta p^2)} G_0(k + 2\eta p) \right) \right]. 
\] (52)

Then, we put this into equation (49) yielding

\[
G_0(k) = \Delta(k) \left[ 1 + \frac{m_0^2}{2} e^{f(-k^2)} \left( \Delta(k - 2\eta p) e^{f(-k-2\eta p^2)} \\
\times \left[ 1 + \frac{m_0^2}{2} e^{f(-k-\eta p^2)} \left( e^{f(-k-2\eta p^2)} G_0(k - 2\eta p) + e^{f(-k^2)} G_0(k) \right) \right] \\
+ \Delta(k + \eta p) e^{f(-k+\eta p^2)} \left[ 1 + \frac{m_0^2}{2} e^{f(-k+\eta p^2)} \left( e^{f(-k+2\eta p^2)} G_0(k + 2\eta p) \right) \right] \right] \right]. 
\] (53)

This yields

\[
G_0(k) \left[ 1 - \frac{m_0^4}{4} e^{2f(-k^2)} \Delta(k) \left( \Delta(k + \eta p) e^{2f(-k+\eta p^2)} + \Delta(k - \eta p) e^{2f(-k-\eta p^2)} \right) \right] = \Delta(k) \\
\left[ 1 + \frac{m_0^2}{2} e^{f(-k^2)} \left( e^{f(-k-\eta p^2)} \Delta(k - \eta p) \left[ 1 + \frac{m_0^2}{2} e^{f(-k-2\eta p^2)} G_0(k - 2p) \right] \\
+ e^{f(-k+\eta p^2)} \Delta(k + \eta p) \left[ 1 + \frac{m_0^2}{2} e^{f(-k+2\eta p^2)} G_0(k + 2p) \right] \right] \right]. 
\] (54)

This will give in the end

\[
G_0(k) = \frac{\Delta(k)}{1 - \frac{m_0^4}{4} e^{2f(-k^2)} \Delta(k) \left( \Delta(k + \eta p) e^{2f(-k+\eta p^2)} + \Delta(k - \eta p) e^{2f(-k-\eta p^2)} \right)} \\
\times \left[ 1 + \frac{m_0^2}{2} e^{f(-k^2)} \left( e^{f(-k-\eta p^2)} \Delta(k - \eta p) \left[ 1 + \frac{m_0^2}{2} e^{f(-k-2\eta p^2)} G_0(k - 2p) \right] \\
+ e^{f(-k+\eta p^2)} \Delta(k + \eta p) \left[ 1 + \frac{m_0^2}{2} e^{f(-k+2\eta p^2)} G_0(k + 2p) \right] \right] \right]. \] (55)
The leading term is given by

$$\Delta_R(k) = \frac{e^{f(-k^2)}}{k^2 + m_0^2 e^{2f(-k^2)}} \frac{1}{1 - \Pi(k)}.$$ \hfill (56)

The mass gets renormalized by a finite term. Poles of this propagator yield higher order excitations. Although this procedure is somewhat cumbersome, in principle, it can be iterated as many times as one wants to obtain the exact propagator of the theory and the corresponding spectrum. This propagator, at this iteration stage, can be written down in the form

$$\Delta_R(k) = \frac{e^{f(-k^2)}}{k^2 + m_0^2 e^{2f(-k^2)}} \frac{1}{1 - \Pi(k)},$$ \hfill (57)

where

$$\Pi(k) = \Delta(k) m_0^2 e^{2f(-k^2)} \left( \Delta(k + \eta p) e^{2f(-k^2)} + \Delta(k - \eta p) e^{2f(-k^2)} \right).$$ \hfill (58)

We will recognize here a pole and we are going to show, with an example below, how a mass gap develops in the theory. The self-energy function is given by $\Pi(k)$. This is quite a general behavior of the scalar field theory that happens to hold also in the non-local case.

The propagator we obtained shows a single pole only if the function $f(\Box)$ has no zeros as is the case for an exponential form factor. This we will show explicitly in the next sub-section 13.

4.5. Case with Gaussian non-local operator

For the sake of completeness, we give the leading order value of the mass gap in a simple case. For consistency reasons with our preceding computations, we assume Euclidean metric everywhere and do not consider possible Minkowski case where it may yield tachyonic excitations that are interesting to study anyway but is beyond the scope of our current investigation in this paper. The mass gap is obtained from the propagator in equation (50). If we assume $f(-k^2) = -k^2/M^2$ and obtain on-shell conditions, from the propagator equation

$$\left( \Box + m_0^2 e^{2f(k^2)} \right) \Delta(x - y) = e^{\Box y} \delta^4(x - y)$$ \hfill (59)

the pole is obtained at:

$$k^2 = M^2 \frac{W(-2m_0^2/M^2)}{2}$$ \hfill (60)

being $W(x)$ the Lambert function.\footnote{14} It should be noticed that the Lambert function has also an infinite set of complex solutions representing nonphysical states that we do not consider here. The behaviour of the mass gap as a function of $m_0$ is presented in figure 1. It should be remembered here that $m_0$ is a constant arising from the self-interaction part of the theory as given in equation (47). Anyway, we emphasize that all these factors are finite due to the non-local contributions.

\footnote{13}{A few considerations are in order about the degrees of freedom (d.o.f.) discussions of the theory, as in reference [60, 94]. We expect a single d.o.f. in this case for the scalar field having a single component.}

\footnote{14}{We can, in principle, select a large class of entire functions instead of the Gaussian operator [90].}
Finally, we just note that, in the limit $\lambda \to 0$, the free propagator is properly recovered as

$$\Delta_0(k) = \frac{e^{f(-k^2)}}{k^2}. \quad (61)$$

For the classical theory, this completes our discussion for the non-local case, starting from known results about the local theory. Now we turn to the quantum case to see how the quantum corrections modify the scenario.

5. Mass gap in quantum case

The technique we work out here is based on Bender, Milton and Savage method [89] and we adopt it for the non-local theory. Our aim is to get a set of Dyson–Schwinger equations in differential form.

For the action in equation (1), with source $j$, the partition function can be simply written down as

$$Z[j] = \mathcal{N} \int \mathcal{D}\phi e^{-S - \int d^4x j(x) e^{f(\Box)}\phi}. \quad (62)$$

In order to proceed with the Green’s function we average the equation of motion (21) and divide by $Z[j]$ yielding

$$-\Box G^{(\phi)}_I = -\frac{\lambda}{3!} Z^{-1}[j] e^{f(\Box)} \left( e^{f(\Box)} \phi \right)^3 + e^{f(\Box)}j, \quad (63)$$
where we have introduced the one-point function $G_1^{j \phi} = \langle \phi \rangle / Z[j]$. We are interested in the limit $j = 0$. Let us rewrite this as

$$Z[j] e^{G_1^{j \phi}} = \langle e^{G_1^{j \phi}} \phi \rangle.$$  \hspace{1cm} (64)

Derivative of this equation with respect to $j(x)$ gives

$$Z[j] e^{G_1^{j \phi}} (x)\frac{d}{dj} + Z[j] G_2^{j \phi} (x, x) = \langle (e^{G_1^{j \phi}} \phi(x))^2 \rangle.$$  \hspace{1cm} (65)

Here is $G_2^{j \phi} (x, y) = Z^{-1}[j] \langle e^{G_1^{j \phi}} \phi(x) e^{G_1^{j \phi}} \phi(y) \rangle$.

Once more, performing derivation with respect to $j(x)$, one gets

$$Z[j] e^{G_1^{j \phi}} (x)\frac{d}{dj} + 2Z[j] e^{G_1^{j \phi}} G_2^{j \phi} (x, x) + Z[j] G_1^{j \phi} (x, x, x) = \langle (e^{G_1^{j \phi}} \phi(x))^3 \rangle + \langle (e^{G_1^{j \phi}} \phi(x))^2 \rangle.$$  \hspace{1cm} (66)

with $G_2^{j \phi} (x, y, z) = Z^{-1}[j] \langle e^{G_1^{j \phi}} \phi(x) e^{G_1^{j \phi}} \phi(y) e^{G_1^{j \phi}} \phi(z) \rangle$.

We can put this into equation (63) to obtain

$$-\Box G_1^{j \phi} = -\frac{\lambda}{3!} e^{G_1^{j \phi}} \left[ \langle e^{G_1^{j \phi}} G_1^{j \phi} (x) \rangle^3 + 3G_2^{j \phi} (x, x) e^{G_1^{j \phi}} G_1^{j \phi} (x) + G_3^{j \phi} (x, x, x) \right].$$  \hspace{1cm} (67)

By setting $j = 0$, we get the Dyson–Schwinger equation for the one-point function:

$$-\Box G_1(x) = -\frac{\lambda}{3!} e^{G_1(x)} \left[ \langle e^{G_1(x)} G_1(x) \rangle^3 + 3G_2(x, x) e^{G_1(x)} G_1(x) + G_3(x, x, x) \right].$$  \hspace{1cm} (68)

For the scalar field, one has $G_3(x, x, x) = 0$. We also notice a mass term that arises due to renormalization effects given by

$$\delta m_0^2 = \frac{\lambda}{2!} G_2(0),$$  \hspace{1cm} (69)

where use has been made of invariance by translations. So, finally

$$-\Box G_1(x) = -\delta m_0^2 e^{G_1(x)} \left[ \langle e^{G_1(x)} G_1(x) \rangle^3 \right].$$  \hspace{1cm} (70)

By comparing equations (56) and (70), we note that the mass term is the only difference between the classical case and the quantum cases. We note that the term $\delta m_0^2$, arising purely from the quantum effects, will be present in all the Dyson–Schwinger hierarchy of equations.

Now, we take the functional derivative of equation (67) with respect to $j(y)$. This will give

$$-\Box G_2^{j \phi} (x, y) = -\frac{\lambda}{2!} e^{G_1^{j \phi}} \left[ \langle e^{G_1^{j \phi}} G_1^{j \phi} (x) \rangle^2 e^{G_1^{j \phi}} G_2^{j \phi} (x, y) \right]$$

$$-\frac{\lambda}{2!} e^{G_1^{j \phi}} \left[ G_3^{j \phi} (x, x, y) e^{G_1^{j \phi}} G_1^{j \phi} (x) + G_2^{j \phi} (x, x) e^{G_1^{j \phi}} G_2^{j \phi} (x, y) \right]$$

$$-\frac{\lambda}{3!} e^{G_1^{j \phi}} G_4^{j \phi} (x, x, x, y) + e^{G_1^{j \phi}} \delta^4(x - y).$$  \hspace{1cm} (71)
Taking $j = 0$ and using translation invariance, one gets
\[
-\Box G_2(x, y) = -\frac{\lambda}{2} e^{f(\Box)} \{ [e^{f(\Box)} G_1(x)]^2 e^{f(\Box)} G_2(x, y) \}
- \delta m_0^2 e^{f(\Box)} G_2(x, y) + e^{f(\Box)} \delta^4(x - y).
\]

This recovers again the classical equation, provided we consider the re-normalized mass in equation (69) and we observe that $G_3 = 0$ and $G_4(0, 0, x - y) = 0$.

If the effect of re-normalization can be considered as a small shift in the spectrum, we can map the classical result on the quantum one and recover the spectrum of the theory at the leading order in the quantum case.

In order to see the effect of the mass shift, we exploit the linearity of this equation and write it as an integral equation
\[
G_2(x - y) = G_2^{(c)}(x - y) - \delta m_0^2 \int d^4 z G_2^{(c)}(x - z) e^{f(\Box)} G_2(z - y),
\]
where $G_2^{(c)}$ is the classical two-point function given by equation (57), at the chosen iteration in the momenta coordinates. By a Fourier transform, it is easy to get
\[
G_2(k) = G_2^{(c)}(k) \frac{1}{1 + \delta m_0^2 e^{f(-k^2)} G_2^{(c)}(k)}.
\]

where the shift $\delta m_0^2$ can then be computed by the gap equation
\[
\delta m_0^2 = \frac{\lambda}{2!} \int \frac{d^4 k}{(2\pi)^4} G_2(k).
\]

Thus we arrived at the final summit, that is, the mass gap in the quantum field theory involving infinite-derivative non-local scalar field in the strong coupling limit.

### 6. Discussion & conclusion

In a simple quartic scalar field theory, we showed that the mass gap and the spectrum of the states is completely changed in the non-local theory than that in the local scenario. We summarize the main findings of our paper as follows:

- We showed that the Dyson–Schwinger approach can be straightforwardly extended from the standard field theory to the infinite-derivative case, therefore providing a pathway to access non-perturbative physics in the non-local theories.
- We studied the mass gap generated in non-local infinite-derivative Higgs field theory and showed, as an example, for the case of non-local Gaussian operator, that the non-local scale $M$ is responsible for no extra poles in the propagator even in the non-perturbative regime (see equation (59)).
- In the limit $M \to \infty$, the mass gap becomes just like in the local theory.
- In the limit of the coupling $\lambda \to 0$ we recover the proper massless propagator (see equation (13)) in the weak perturbation scenario.
- We notice that in the UV, beyond the scale of non-locality $M$, the mass gap generated in the Higgs gets exponentially suppressed and the theory transcends into conformal limit in that regime, despite the interactions are present.
• For any given non-local scale, we showed that the mass gap gets exponentially suppressed with the renormalized mass in the quantum case which means that if the mass gap in the local theory increases the extra contribution of the effective mass gap in the non-local limit decreases.

• We computed the spectrum of the non-local theory, and provided a technique to evaluate, in principle, all correlation functions. We also presented the evaluation of the one- and two-point-functions in the classical and the quantum cases for the non-local field theory.

We speculate that our study and the results obtained can find straight-forwardly wide applications in modern cosmology, like one particular application for the scale free theory comes in the context of cosmological inflation. In this regard the mass gap together with the mass-scale \( M \) will play a significant role in breaking the scale invariance, as well as creating the observed density fluctuations in the cosmic microwave background radiation [95]. Similarly, for dark energy models with scalar fields, it can have interesting implications in the sense that the mass gap in the theory acts as source of current cosmic acceleration but was damped in early Universe due to the exponentially damping from the presence of non-local scale \( M \) in the UV, thereby offering an explanation for the fine-tuning problem but details is beyond the scope of the current manuscript.

We expect this nature on the non-local scale \( M \) to transcend a theory from non-conformal regime to scale-free, by exponentially damping the mass gap in the UV, to be valid even for Yang–Mills theory as well. We look to extend our analysis to a non-local Yang–Mills theory; here we point out that, due to the natural mapping between the scalar theory and Yang–Mills theory [75, 82], we expect the same phenomena to survive also in the non-local Yang–Mills case, i.e. an exponentially damped mass gap, but detailed computations will be taken up in another publication [96].
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Appendix. Dyson–Schwinger equations & Bender–Milton–Savage technique

The idea in the Bender–Milton–Savage technique to derive the Dyson–Schwinger equations [89] is to retain their PDE form never introducing the vertexes into the computation.

Then, we consider the partition function of a given theory, a scalar field theory to fix the ideas, into the form

\[
Z[J] = \int [D\phi] e^{i\mathcal{S}(\phi) + i \int d^4x J(x)\phi(x)}. \tag{76}
\]
Then, we will have, for the $1P$-function
\[
\left\langle \frac{\delta S}{\delta \phi(x)} \right\rangle_j = j(x),
\]  
(77)

where
\[
\langle \ldots \rangle = \frac{\int [D\phi] \ldots e^{iS[j(x)]} d^4x \delta \phi(x)}{\int [D\phi] e^{iS[0]} d^4x \delta \phi(x)}
\]  
(78)

Then, we set $j = 0$. The next step is to derive this equation again with respect to $j$ to compute the equation for the $2P$-function. We assume the following definition of the $nP$-functions
\[
\langle \phi(x_1) \phi(x_2) \ldots \phi(x_n) \rangle = \delta^n \ln(Z[j])
\]  
(79)

Then,
\[
\frac{\delta G_k(\ldots)}{\delta j} = G_{k+1}(\ldots, x).
\]  
(80)

We now consider the simple case of a $\phi^4$ theory. Then,
\[
S = \int d^4x \left[ \frac{1}{2} (\partial \phi)^2 - \frac{\lambda}{4} \phi^4 \right].
\]  
(81)

It is easy to see that we have to evaluate
\[
\partial^2 \langle \phi \rangle + \lambda \langle \phi^3(x) \rangle = j(x).
\]  
(82)

This gives
\[
Z[j] \partial^2 G_1^0(x) + \lambda \langle \phi^3(x) \rangle = j(x).
\]  
(83)

From the definition of the $1P$-function one has
\[
Z[j] G_1^0(x) = \langle \phi(x) \rangle.
\]  
(84)

We derive with respect to $j(x)$ obtaining
\[
Z[j][G_1^0(x)]^2 + Z[j] G_2^0(x, x) = \langle \phi^2(x) \rangle.
\]  
(85)

Deriving again, this gives
\[
Z[j][G_1^0(x)]^3 + 3Z[j] G_1^0(x) G_2^0(x, x) + Z[j] G_3^0(x, x, x) = \langle \phi^3(x) \rangle.
\]  
(86)

We substitute this into equation (82) and obtain
\[
\partial^2 G_1^0(x) + \lambda [G_1^0(x)]^3 + 3\lambda G_2^0(0) G_1^0(x) + G_3^0(0, 0) = Z^{-1}[j] j(x).
\]  
(87)

We observe that, due to renormalization, a mass term appeared that, for $j = 0$, yields the first Dyson–Schwinger equation into differential form
\[
\partial^2 G_1(x) + \lambda [G_1(x)]^3 + 3\lambda G_2(0) G_1(x) + G_3(0, 0) = 0.
\]  
(88)
Next step is to derive equation (87) with respect to \( j(y) \). This will give

\[
\partial^2 G_2^j(x, y) + 3\lambda [G_1^j(x)]^2 G_2^j(x, y) + 3\lambda G_1^j(x, y) G_2^j(x, y) + 3\lambda G_2^j(x, x, y) + G_4^j(x, x, x, y) = Z^{-1} [j] \delta^4(x - y) + j(x) \frac{\delta}{\delta y} (Z^{-1} [j]).
\]

Setting \( j = 0 \), one gets the equation for the 2P-function as

\[
\partial^2 G_2(x, y) + 3\lambda [G_1(x)]^2 G_2(x, y) + 3\lambda G_3(0, y) G_1(x) + 3\lambda G_2(0) G_2(x, y) + G_4(0, 0, y) = \delta^4(x - y).
\] (89)

This procedure can be iterated to any order giving, in principle, all the set of the Dyson–Schwinger hierarchy’s equations in PDE form [75].

Extension of this technique to the non-local case is quite straightforward.
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