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\textbf{Abstract.} We demonstrate the possibility of dynamically switching the spin of a single atom or molecule with the magnetic tip of an atomic force microscope making use of the acting exchange forces. We choose single V-, Nb- and Ta-benzene molecules as model systems and calculate the exchange interaction with an Fe tip using density functional theory. The exchange energy displays a Bethe–Slater-type behavior with ferromagnetic coupling at large tip–sample distance and antiferromagnetic coupling at closer proximity. The exchange energies reach maximum values of a few tens of meV, which allows one to switch single spins by overcoming the energy barrier due to the magneto-crystalline anisotropy. The spin dynamics of the system was explored by solving the time-dependent Schrödinger equation with additional Landau–Lifshitz-like spin relaxation. We find that the distance dependence of the exchange interaction
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as well as the appearance of quantum tunneling results in different scenarios for
the switching behavior, e.g. the tip can switch the adatom or lead to a stable
superposition state with zero magnetization.
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1. Introduction

In the quest for smaller magnetic data storage devices, single magnetic atoms or molecular
magnets on surfaces have recently come into the focus of experimental research as they
constitute the ultimate limit of a single bit [1–4]. These studies have become possible using
scanning probe microscopy, which allows one to measure the local properties of magnetic
structures on the atomic level. The experimental challenge is to position the atoms or molecules
controllably on a surface, to stabilize the magnetization against thermal fluctuations, to read the
magnetic state and to switch between states. The first issue has been tackled with the aid of
different experimental techniques such as atom manipulation with the tip of a scanning probe
microscope [5] or by self-organization [6, 7]. The stability of the magnetization of the atom
or molecule depends on the magneto-crystalline anisotropy, which provides a barrier between
symmetry equivalent directions of the magnetization. So far, no system has been identified
that allows one to manipulate a single magnetic moment in a controlled manner. Reading the
magnetic state of a single atom or molecule, on the other hand, has recently been demonstrated
both for single magnetic atoms [1, 5] and molecules [8, 9].

The final task is to switch the magnetization between different stable states. In principle,
this can be realized by different means such as an external magnetic field, a spin-polarized
current or the exchange coupling with a magnetic tip. An external field will lead to a
switching scenario where all the atoms toggle. A spin-polarized scanning tunneling microscope
(SP-STM) can be used to switch the magnetic moments with a current [10, 11]. While this
method allows controllability on an atomic scale [12], it is restricted to conducting samples. On
an insulating substrate, another method is therefore required and the natural choice is magnetic
exchange force microscopy (MExFM) which has recently been demonstrated [13–15]. In such a
setup, the magnetic tip directly interacts with the magnetic sample by the exchange interaction.
The exchange forces decay rapidly with distance [16, 17] and therefore the tip needs to be
brought into very close proximity to a single magnetic atom or molecule. The local character of
the interaction should, in principle, allow one to monitor and switch the spin of a single
atom [16, 17].
In this work, we use a combination of first-principles calculations and spin dynamics simulations to explore the feasibility of switching the spin of a single magnetic molecule due to the exchange forces with a magnetic tip in the dynamic mode of an MExFM. We have chosen a simple model system for our study which consists of an Fe tip composed of five atoms [15, 18] and magnetic half-sandwich vanadium-, niobium- and tantalum-benzene molecules. For simplicity, we have neglected the influence of the substrate on the molecule, as we are mainly interested in the direct interaction between the tip and the molecule. This class of transition-metal-benzene molecules has been theoretically investigated [19] and can be synthesized experimentally [20]. They provide a considerable magnetic moment as well as magneto-crystalline anisotropies of up to 7.5 meV per Ta-atom for Ta-benzene [19]. We find that the exchange forces are strong enough to overcome magneto-crystalline anisotropy barriers of a few meV per atom between different magnetization states. Apart from the question of how strong these tip–molecule magnetic forces are, whether they have a ferro-magnetic (FM) or antiferromagnetic (AFM) character and how they depend on the tip–sample separation distance, we also explore the possibility of manipulating the magnetization orientation of the molecule by means of exchange interaction with the AFM magnetic tip. To this end, we use spin dynamics simulations. We find different switching scenarios depending on the minimal tip–sample distance.

The paper is organized as follows. In the first part, we discuss the \textit{ab initio} calculations of the exchange energies and forces. In the second part the distance-dependence and size of the exchange energy determined from first-principles are used to investigate the spin dynamics of a magnetic molecule interacting with a magnetic tip.

\section{2. Exchange interaction between the tip and the molecule}

The \textit{ab initio} density functional theory (DFT) [21] calculations of the magnetic exchange forces between the tip and the molecule have been performed with the Vienna \textit{ab initio} simulation package code [22, 23] using the projector augmented wave pseudopotentials [24] generated with the Perdew, Burke and Ernzerhof [25] exchange-correlation energy functional. The tip–molecule system was modeled by a tetragonal supercell of $14 \times 14 \times 20 \text{ Å}^3$. The Kohn–Sham wave functions were expanded in a plane wave basis set with a cut-off energy of 500 eV and the \textit{k}-mesh was sampled by the $\Gamma$-point only. Before treating the coupled tip–sample system, we performed separate structural relaxations of the Fe tip and the V-benzene, Nb-benzene and Ta-benzene molecules. No further structural relaxations were considered while approaching the tip to the molecule. However, for a starting FM and AFM alignment of the Fe tip and molecule magnetic moments, for each tip–molecule separation their magnetic moments were allowed to relax during the electronic self-consistency cycle. A schematic drawing of the tip–molecule configuration used in our study is illustrated in figure 1.

The calculated forces for the Fe tip per V-benzene system in an FM and AFM alignment between Fe and V magnetic moments are displayed in figure 2(a). One can note a significant difference between the forces calculated in the two configurations amounting to about 0.5 nN in a tip–molecule separation range between 3.2 and 3.5 Å. However, at a separation of 3 Å the two curves suddenly become identical. This surprising disappearance of the exchange force, which is the difference between the forces in the two alignments, for small tip–molecule distances, can be understood by looking at the magnetic moments of the Fe apex and V atoms. While the Fe and V moments in the AFM state, figure 2(b), remain nearly constant upon approaching the tip,
there is a sudden jump in the FM state, figure 2(c), to an AFM alignment. This effect is due to the strong exchange interaction with the Fe tip which makes the FM alignment unstable and it converges into the AFM solution in our DFT calculation. The exchange interaction between the tip and the molecule can be evaluated quantitatively by plotting the exchange energy which is the difference between the total energy of the FM and AFM solution \( \Delta E(z) = E_{AFM}(z) - E_{FM}(z) \). Figure 2(d) shows that its absolute value rises rapidly at small tip–molecule separations and strongly favors the AFM configuration \( \Delta E < 0 \). Interestingly, there is a change from a positive to a negative exchange energy indicating an FM coupling \( \Delta E > 0 \) at large and an AFM coupling \( \Delta E < 0 \) at small distances. This effect has been observed before in first-principles studies of the exchange interaction between a magnetic tip and a magnetic film or single magnetic atoms [16–18] and has been explained as a transition from an indirect to a direct exchange interaction. The curve also closely resembles the simple Bethe–Slater curve for the exchange interaction between single atoms. The size of the exchange energy rising up to 20 meV even at moderate separation \( \approx 4 \text{ Å} \) suggests the feasibility of overcoming the energy barrier due to magneto-crystalline anisotropy which separates different stable spin configurations of a magnetic molecule. The size of the exchange interaction across a vacuum gap has recently been measured [16] and agrees with first-principle calculations.

The difference between the forces in the two configurations constitutes the magnetic exchange force \( F_{ex}(z) \), i.e. \( F_{ex}(z) = F_{AFM} - F_{FM} \), which is the quantity measured in MExFM. In this way, MExFM allows one to image the magnetic structure of a surface on the atomic scale [13, 15]. Similar to the exchange energy, the exchange force shows a change of sign at a distance of about 4.2 Å. This is in accordance with the fact that the exchange force can be seen as the derivative of the exchange energy with tip–sample separation. Due to the large exchange forces in the intermediate-distance regime which are of the order reported in experimental MExFM studies [15, 16], it seems possible to detect the orientation of the magnetic moment of the V atom.
Figure 2. (a) The calculated $z$-component of the force between a vanadium-benzene molecule and an Fe tip in the FM and AFM starting configuration. The magnetic moments of the Fe apex and vanadium atoms for (b) an AFM and (c) an FM starting configuration. During the electronic self-consistency cycle, for each tip–molecule separation distance the magnetic moments of the tip–molecule system were allowed to relax. Therefore, in (c), the direction of the magnetic moment of V atoms switches when it is approached by the tip. (d) Exchange force and energy defined as the difference between the forces/energies in the AFM and FM configurations. Note that for a molecule–tip distance $d > 3.8 \, \text{Å}$, an FM configuration is in the ground state, whereas below this distance an AFM one is energetically more stable. Also starting from a separation distance $d = 3.0 \, \text{Å}$, a starting FM configuration relaxes to an AFM one.
Figure 3. (a) Exchange energy between the Fe tip and benzene half-sandwich molecules with different TM atoms: V, Nb and Ta. Positive values denote a favorable FM configuration, while a negative sign indicates the AFM state to be energetically lower. (b) Exchange forces for the same systems.

In order to understand the influence of the magnetic transition metal (TM) atom on the strength and distance-dependence of the exchange energy, we have performed calculations for Nb- and Ta-benzene half-sandwiches. Nb and Ta are 4d- and 5d-TMs isoelectronic to V. The magnetic moment in these molecules amounts to 1 $\mu_B$. Qualitatively, the exchange energy is similar to the case of V as seen in figure 3(a). However, the 4d-orbitals of Nb are significantly more extended than the 3d-orbitals of V, which leads to larger (positive) exchange energies and a shift of the crossing point to the AFM regime to smaller separations. Ta-benzene behaves quite similarly to Nb. The exchange forces for all three molecules are rather similar and the transition from positive to negative forces occurs at a similar distance. In conclusion, it seems that heavy 4d- and 5d-TMs are well suited to observe and switch the magnetic state of magnetic molecules, provided that these TMs carry a significant magnetic moment. Another important advantage of heavy 4d- and 5d-atoms is the dramatic increase of the magneto-crystalline anisotropy energy, which constitutes an energy barrier for the alignment of the magnetic moment and could allow for thermal stability of the magnetic moments at low temperatures. In the three cases the values are: 0.05 meV per V-benzene, 0.38 meV per Nb-benzene and 7.5 meV per Ta-benzene. For 5d-TM atoms on graphene, the enhancement of the magnetic anisotropy energy (MAE) is even
more dramatic and values of up to 50 meV per 5d-atom have been found in first-principle calculations [26].

We have further performed calculations for a sandwich structure composed of two benzene rings and one central vanadium atom, i.e. a benzene-V-benzene molecular structure. In this case, we found no splitting of the two force curves, due to the screening of the spin-polarized 3d-orbitals of the V atom by the second benzene ring.

We conclude from our first-principles calculations that one might experimentally detect and even switch the magnetic state of a magnetic molecule depending on the distance between the tip and the molecule. This process corresponds to the read and write procedure in a storage medium based on molecules. Similar exchange energy curves have been reported by Tao et al [17] for 3d TM atoms on Cu(001). While the exchange energies are large enough in our static DFT calculation to overcome the magneto-crystalline anisotropy barrier, the question of how a switching process can be observed in a dynamic MExFM experiment needs to be addressed by spin dynamics simulations.

3. Spin dynamics

So far we have addressed only static magnetic configurations. To prove the applicability to a real experiment it is necessary to perform additionally dynamical simulations. Therefore, we study as an example the dynamical response of the TM-benzene molecule, in the following V-benzene, disturbed by a magnetic tip, i.e. we use the distance-dependent exchange energy from figure 2. However, the given description is more general and can be used also for other atomic systems with adatoms, for instance 5d-TM adatoms on graphene which provide much larger magnetic anisotropy energies [26]. Or it can be used for Fe respectively Cu adatoms on the non-metallic Cu₂N surface [12]. From the experimental point of view there are different possible realizations to use exchange forces for magnetic switching or manipulation. In the following, we propose an experiment as realized in the MExFM [13]. In this case an oscillating tip is positioned above the molecule.

To realize such a kind of experiment in our simulations, we have considered a quantum mechanical Heisenberg model with magnetic properties that are well described by the Hamilton operator

\[ \hat{H} = -J (d) \mathbf{S}_t \cdot \mathbf{S}_s - D_z^s \left( \mathbf{S}_z^s \right)^2 - D_y^s \left( \mathbf{S}_y^s \right)^2 - D_x^s \left( \mathbf{S}_x^s \right)^2. \]  

(1)

The first term describes the exchange interaction between the tip and the sample coming from the ab initio calculations described before. The last terms are uniaxial anisotropies in the x-, y- and z-direction.

Due to the tip oscillation in the MExFM experiment the exchange interaction is time dependent: \( d = d(t) \Rightarrow J(d) = J(t) \). The oscillation of the tip–sample distance is given by

\[ d(t) = d_0 + A \cos (\omega t). \]  

(2)

Here we assume a neutral position of the tip \( d_0 \) at 10 Å above the molecule. The oscillation amplitude \( A \) is assumed to be 5 Å respectively 6.5 Å, and \( \omega = 2\pi f \), the oscillation frequency of the cantilever of the exchange force microscope, corresponds to time scales much larger than the relaxation times of the spin dynamics.
Figure 4. Distance dependence of the exchange constant $J$, which becomes negative (AFM) below $d_c = 3.75$ Å and has a maximum in the FM regime ($J > 0$) at $d_{\text{max}}^{\text{FM}}$. The points correspond to the $ab$ initio calculations figure 2(d) and the solid lines are fitting curves.

Figure 4 shows the exchange constant $J(d)$ as a function of the tip–sample distance $d$. Here, we have assumed that the tip magnetization $S_t$ as well as the spin operator $\hat{S}_s$ are dimensionless ($\hbar \rightarrow 1$) and $J(d)$ has the dimension of energy.

The points correspond to the exchange energies given in figure 2(d) and the solid lines are fitting curves: we used a power law for $d \leq 5$ Å and assumed an exponential decay for $d > 5$ Å. $d_c$ defines the separation at which $J(d)$ changes sign, i.e. transition from FM to AFM coupling. The form of this curve is not restricted to the case of V-benzene as it has been found also for other adatoms on a surface [17].

In our simulation, we further assume a stable tip polarization with magnetization direction given by the classical spin vector $S_t$. Therefore, the exchange interaction acts as a time-dependent external field: $\hat{H}_J = \mathbf{h}(t) \cdot \hat{S}_s$, with $\mathbf{h}(t) = -J(d) S_t$. In the following, we assume that the tip polarization is pointing downwards $S_t = -\hat{z}$.

In the following, we take the $z$-axis as the quantization axis and assume that this axis is an easy axis with $D_z^e = 0.05$ meV. The chosen value corresponds to a V-benzene molecule [19]. The value is very low from the experimental point of view and leads to an experimental temperature of a few milli-kelvin to avoid thermal instabilities. An experimentally more promising system is therefore 5d-TM atoms on graphene [26]. The values of the MAE are up to 1000 times higher in that system and in the range of 10–50 meV per 5d-TM atom. The corresponding experimental temperature is then in the range of a few kelvin.

For the $x$- and $y$-axis, we assume that $D_x^z = 0$ and $D_y^z = 0$, or, in the latter cases, $D_x^z = 0.01$ meV and $D_y^z = 0.06$ meV. After Landau [27] and Zener [28], quantum tunneling can be found in the latter case due to the additional off-diagonal elements in the Hamilton matrix. In the former case quantum tunneling is prohibited. We will show that in both cases interesting physics occurs.

The underlying equation of motion is the time-dependent Schrödinger equation (TDSE) with an additional relaxation term

$$i\hbar \frac{\partial}{\partial t} |\psi\rangle = \hat{H} |\psi\rangle - i\lambda(\hat{H} - \langle \hat{H} \rangle) |\psi\rangle.$$  

\[ \text{(3)} \]
While the left-hand side and the first term on the right-hand side form the well-known TDSE, the second term on the right-hand side is an additional relaxation similar to the classical Landau–Lifshitz damping \[ 29, 30 \] with a damping constant \( \lambda \) and \( \langle \hat{H} \rangle = \langle \psi | \hat{H} | \psi \rangle \). Note that \( |\psi\rangle = \sum c_i |\psi_i\rangle \) is a linear combination of the eigenstates \( |\psi_i\rangle \) of an orthonormal basis. From figure 2, we expect a localized spin of \( S = \frac{1}{2} \) for the V-benzene molecule. Therefore, uniaxial anisotropies along the quantization axis (\( z \)-axis) have no influence. However, the DFT calculations show a nonzero MAE along the direction of the quantization axis. Further, the V-benzene can be seen as an example of magnetic adatoms, e.g. 5d-TM atoms on graphene, with any spin quantum number \( S \) interacting with a magnetic tip. Therefore, to get a more general description and to take the effect of uniaxial anisotropies into account, we assume a system with \( S = 1 \). Therefore, our basis contains the following three states: \( |1\rangle = |\uparrow\rangle \), \( |0\rangle \) and \( |-1\rangle = |\downarrow\rangle \). Such a spin system can be seen as a prototype for all systems with \( S \geq 1 \) as long as the dynamics is adiabatic. In these cases, only the crossing of the lowest energy states with \( m_1 = \pm S \) is important.

The eigenstates \( |\psi_i\rangle \) are time independent; therefore the TDSE becomes a set of coupled differential equations for the expansion coefficients \( c_i(t) \) which can be solved numerically. At the end, we are interested in the time dependence of the expectation values: \( \langle \hat{S}_\alpha^z \rangle = \langle \psi | \hat{S}_\alpha^z | \psi \rangle \), \( \alpha \in \{x, y, z\} \).

In the following, we discuss eight possible scenarios, defined by the occurrence of quantum tunneling, spin relaxation and the minimum tip–sample distance \( d_{\text{min}} \). Let us start with the assumption that \( D_s^x \) and \( D_s^y \) vanish. This could be the case if the molecule feels no distortion due to the surface underneath. In this case tunneling of the magnetization is forbidden. We further assume a small energy relaxation due to electron-spin scattering processes and phonons. Now different situations occur depending on whether the tip–sample distance is larger or smaller than \( d_c \), the distance where the exchange interaction changes from FM to AFM. In the former case, the exchange interaction is always FM, while in the latter case the exchange interaction changes during the oscillation period of the tip from FM to AFM and back to FM. Figure 5(a) shows the tip oscillation, the corresponding exchange interaction and the expectation value \( \langle \hat{S}_z^z \rangle \) of the molecular sample. In this case, the minimal tip–sample distance \( d_{\text{min}} \) is larger than \( d_c \). In this scenario the exchange interaction leads to a controlled switching of the molecule if the initial tip–sample alignment was AFM. The situation changes if \( d_{\text{min}} \) becomes smaller than \( d_c \) as seen in figure 5(b). Here, we find a rectangular function like magnetization signal \( \langle \hat{S}_z^z \rangle \). This can be explained by the periodic change of the exchange interaction from FM to AFM and back to FM. Both scenarios can be found also in a classical description (see the supplementary data, available from stacks.iop.org/NJP/15/013011/mmmedia) which can be used for single atoms with a strong hybridization with the underlying material [31, 32].

If we assume that \( D_s^x \) and/or \( D_s^y \) are nonzero, then quantum tunneling appears. In the following, we assume \( D_s^x = 0.01 \) meV and \( D_s^y = 0.06 \) meV. Further, we assume a small relaxation with \( \lambda = 0.01 \). Again, we have to distinguish between the situations with \( d_{\text{min}} \) larger or smaller than \( d_c \). Figure 6(a) shows the results for \( d_{\text{min}} > d_c \). At the beginning the initial state was \( |\psi\rangle = |\uparrow\rangle \) corresponding to \( \langle \hat{S}_z^z \rangle = 1 \). Due to the fact that no external field has been taken into account and the initial exchange interaction is zero, both states \( |\uparrow\rangle \) and \( |\downarrow\rangle \) are energetically degenerate. The periodic oscillation of \( \langle \hat{S}_z^z \rangle \) between \( +1 \) and \( -1 \) (black area) is a direct consequence of a periodic tunneling between \( |\uparrow\rangle \) and \( |\downarrow\rangle \) at the zero field level crossing. With decreasing the tip–sample distance \( d \) the degeneracy between \( |\uparrow\rangle \) and \( |\downarrow\rangle \) is lifted.
Figure 5. Tip–sample distance in $d(t)$ in Å, exchange interaction $J(d)$ in meV, and the quantum mechanical expectation value $\langle \hat{S}_z \rangle$ corresponding to the two scenarios with spin relaxation only ($\lambda = 0.01$, $D_x = D_y = 0$), i.e. quantum tunneling is forbidden. (a) The first scenario: $A = 5$ Å; (b) the second scenario: $A = 6.5$ Å.

due to the exchange interaction and $|\psi\rangle$ becomes $|\psi\rangle = a |\uparrow\rangle + b |\downarrow\rangle$ with arbitrary $a$ and $b$. Because of the additional relaxation, $\langle \hat{S}_z \rangle$ follows the effective field generated by the exchange interaction and becomes $-1$. As the tip retracts and the exchange interaction vanishes, $J(d) = 0$, $\langle \hat{S}_z \rangle$ becomes zero, corresponding to $|\psi\rangle = \frac{1}{\sqrt{2}} (|\uparrow\rangle \pm |\downarrow\rangle)$. This is a direct consequence of the interplay of quantum tunneling and relaxation. Note that $|0\rangle$ plays an unimportant role due to the fact that this state is higher in energy.

A similar situation occurs for $d_{\text{min}} < d_c$. Figure 6(b) shows the corresponding simulation. The initial configuration is the same as before; therefore we see the same oscillation due to quantum tunneling at the beginning (black area). For nonzero exchange we find that $\langle \hat{S}_z \rangle$ follows the effective field and in between, for $J(d) = 0$, $\langle \hat{S}_z \rangle$ becomes zero corresponding to $|\psi\rangle = \frac{1}{\sqrt{2}} (|\uparrow\rangle \pm |\downarrow\rangle)$.
Figure 6. Tip–sample distance in $d(t)$ in Å, exchange interaction $J(d)$ in meV and the quantum mechanical expectation value $\langle \hat{S}_z \rangle$ corresponding to the two scenarios with relaxation ($\lambda = 0.01$) and quantum tunneling ($D_x = 0.01$ meV, $D_y = 0.06$ meV). (a) The third scenario: $A = 5$ Å; (b) the fourth scenario: $A = 6.5$ Å. The black areas at the beginning of $\langle \hat{S}_z \rangle$ correspond to an oscillation between +1 and −1 caused by the periodic tunneling of $|\psi\rangle$ between its temporarily eigenstates $|\uparrow\rangle$ and $|\downarrow\rangle$.

To reinforce these predictions figure 7(a) shows the probabilities $P_\uparrow = |c_\uparrow|^2$ and $P_\downarrow = |c_\downarrow|^2$ corresponding to the third scenario (figure 6(a)). The oscillation of $\langle \hat{S}_z \rangle$ at the beginning can be clearly seen as oscillations of the probabilities $P_\uparrow$ and $P_\downarrow$. A zoom in (not shown) shows that there is a phase shift of $\pi/2$ between the oscillation of $P_\uparrow$ and $P_\downarrow$, which means that $|\psi\rangle$ oscillates between the eigenstates $|\uparrow\rangle$ and $|\downarrow\rangle$. After the first oscillation cycle a periodic change between 0 and 0.5 for $P_\uparrow$ and 0.5 and 1 for $P_\downarrow$ can be seen corresponding to a periodic change of $\langle \hat{S}_z \rangle$ between 0 and −1. From this signal it is quite simple to draw conclusions about $|\psi\rangle$, especially for $|\psi\rangle = |\uparrow\rangle$ or $|\psi\rangle = |\downarrow\rangle$. The states $|\psi\rangle_+ = \frac{1}{\sqrt{2}} (|\uparrow\rangle + |\downarrow\rangle)$ as well as $|\psi\rangle_- = \frac{1}{\sqrt{2}} (|\uparrow\rangle - |\downarrow\rangle)$ correspond to the probabilities $P_\uparrow = P_\downarrow = 0.5$. Therefore, we cannot say...
Figure 7. (a) Tip–sample distance and propabilities $P_\uparrow = |c_\uparrow|^2$ and $P_\downarrow = |c_\downarrow|^2$ corresponding to the third scenario. The black areas correspond to the oscillation of $|\psi\rangle$ between its eigenstates $|\uparrow\rangle$ and $|\downarrow\rangle$. (b) Real parts of the expansion coefficients $c_\uparrow$ and $c_\downarrow$ during the superposition state. The dashed lines correspond to $\pm 1/\sqrt{2}$.

From $P_\uparrow$ respectively $P_\downarrow$ if $|\psi\rangle_+ = |\uparrow\rangle$ or $|\psi\rangle_- = |\downarrow\rangle$ appears. However, we can extract this information from $c_\uparrow = \text{Re}(c) + i \text{Im}(c)$ $c_\downarrow \in \{c_\uparrow, c_\downarrow\}$. Figure 7(b) shows the real parts $\text{Re}(c_\uparrow)$ and $\text{Re}(c_\downarrow)$ as a function of time during which the superposition state occurs. The $180^\circ$ phase shift corresponds to $|\psi\rangle_- = \frac{1}{\sqrt{2}}(|\uparrow\rangle - |\downarrow\rangle)$. Therefore, we can exclude $|\psi\rangle_+ = \frac{1}{\sqrt{2}}(|\uparrow\rangle + |\downarrow\rangle)$.

To explain these four scenarios and the following ones it is advantageous to give a schematic plot of the energy diagram of the eigenstates (see figure 8). This energy diagram is well known from the Landau–Zener transition [27, 28] to be a simplified sketch to explain the scenario. The dashed lines describe the diabatic states $|\uparrow\rangle$ and $|\downarrow\rangle$. The solid lines describe the adiabatic states $|\phi_\pm\rangle = \left((E^\pm_j + h)|\uparrow\rangle + \Delta|\downarrow\rangle\right)/w_\pm$, with eigenenergies $E^\pm_j = \pm \sqrt{h^2 + \Delta^2}$, normalization $w_\pm = \sqrt{(E^\pm_j + h)^2 + \Delta^2}$ and splitting energy $\Delta$; these states become equal to $|\uparrow\rangle$ respectively $|\downarrow\rangle$ in the limits of $h \rightarrow \pm \infty$. The adiabatic states only occur if quantum tunneling is allowed. In this case the diabatic states couple and split up. $\Delta$ describes the strength of the splitting.

In the first and the second scenario, tunneling is forbidden and the states $|\uparrow\rangle$ and $|\downarrow\rangle$ are uncoupled. Due to the relaxation the system tends to stay in the state with the lowest energy. For $J(d) = 0$ both states $|\uparrow\rangle$ and $|\downarrow\rangle$ are degenerate. The adatom remains in the last occupied state which has the lowest energy.

In the third and the fourth scenario the lowest energy state is $|\phi_-\rangle$. The initial configuration was $|\uparrow\rangle$. As long as $J(d) = 0$, $|\uparrow\rangle$ and $|\downarrow\rangle$ are energetically degenerated. Therefore, we see a periodic tunneling between both states. However, these states are higher in energy, therefore the
The system relaxes to the $|\phi_-\rangle$ state and stays there for the rest of the simulation. For $J(d) = 0$, $|\phi_-\rangle$ becomes $|\psi_-\rangle = \frac{1}{\sqrt{2}} (|\uparrow\rangle - |\downarrow\rangle)$. For $J(d) \to +\infty$, $|\phi_-\rangle$ becomes $|\downarrow\rangle$ due to the tip polarization which is assumed to be pointing in the $-\hat{z}$-direction (downwards). For $J(d) \to -\infty$, $|\phi_-\rangle$ becomes $|\uparrow\rangle$. This can be seen in figures 6(a) and (b) during the FM respectively AFM exchange interaction between the tip and the molecule.

The last four scenarios appear if we assume that spin relaxation is prohibited ($\lambda = 0$); however, quantum tunneling appears ($D_x = 0.01$ meV, $D_y = 0.06$ meV). These scenarios are related to the original Landau–Zener transition. Scenarios 5 ($d_{\text{min}} < d_c$) and 6 ($d_{\text{min}} > d_c$) appear if we assume that the initial configuration is the superposition state $|\psi_-\rangle = \frac{1}{\sqrt{2}} (|\uparrow\rangle - |\downarrow\rangle)$ which is identical to the adiabatic state $|\phi_-\rangle$. The system will stay in this adiabatic state due to the addiabaticity coming from the slow oscillation frequency. The corresponding magnetization curves $\langle \hat{S}_z \rangle$ are equal to figures 6(a) and (b), but without the fast oscillation at the beginning.

The situation changes if we assume the same initial configuration as before for scenarios 1–4. Here the system was prepared to be in the diabatic state $|\uparrow\rangle$. Figure 9(a) shows the situation with $d_{\text{min}} > d_c$. In this case, $|\psi\rangle$ changes periodically between $|\uparrow\rangle$ and $|\downarrow\rangle$, for $J(d) = 0$ which can be seen as fast oscillation in $\langle \hat{S}_z \rangle$. For $J(d) \neq 0$, $\langle \hat{S}_z \rangle$ is equal to zero. The explanation therefore is simple and can be given with figure 8. For $J(d) = 0$, $E_J = 0$ and the system is at the crossing point between $|\uparrow\rangle$ and $|\downarrow\rangle$. Tunneling is allowed; therefore the system is periodically in $|\uparrow\rangle$ or $|\downarrow\rangle$. With increasing or decreasing $J(d)$ the energy splits and only one state $|\uparrow\rangle$ or $|\downarrow\rangle$ becomes energetically favorable. However, we assume no relaxation and $E_J$ has to be conserved. To do so the system occupies the diabatic states $|\uparrow\rangle$ and $|\downarrow\rangle$ with 50% probability in the adiabatic limit. Therefore, we find that $\langle \hat{S}_z \rangle = 0$.

For $d_{\text{min}} < d_c$ (the eighth scenario), we have additional zero crossings of $J(d)$ leading to two additional tunneling processes. It is known that the jumps in the magnetization strongly depend on the field sweeping rate [33, 34]. Due to the slow tip oscillation the system is in
Figure 9. Tip–sample distance in $d(t)$ in Å, exchange interaction $J(d)$ in meV and the quantum mechanical expectation value $\langle \hat{S}_z \rangle$ corresponding to the scenarios with quantum tunneling ($D_x = 0.01$ meV, $D_y = 0.06$ meV) but without spin relaxation ($\lambda = 0$); the seventh scenario ($A = 5$ Å). The black areas correspond to a fast but periodic oscillation.

the adiabatic limit; therefore scenario 8 is identical to scenario 7. For a faster oscillation (non-adiabatic regime) we can assume chaotic behavior.

4. Summary

With the aid of first-principles DFT calculations, we were able to calculate the force between a magnetic Fe tip and a TM-benzene molecule. Depending on parallel or antiparallel alignment of the tip and the adatom, we find a difference in the force between the tip and the molecule. This difference leads to a nonzero magnetic exchange force respectively exchange energy. The curve of the exchange energy shows a Bethe–Slater-like curve. Depending on the distance between the tip and the sample the interaction is either FM or AFM. This behavior seems to be universal and has been found for all the investigated TM atoms.

We could show that the assumed conditions play an important role. We have discussed eight different scenarios depending on the occurrence of relaxation and quantum tunneling. As a consequence of the Bethe–Slater-like exchange interaction and the minimal tip position $d_{\text{min}}$, we saw that a system without the appearance of quantum tunneling shows a controlled switching of the molecule from an antiparallel spin alignment of the tip and the sample (molecule) to a parallel one if the minimal tip–sample distance $d_{\text{min}}$ is larger than the distance $d_c$ where the FM exchange becomes AFM. If $d_{\text{min}} < d_c$ the molecule switches back to the antiparallel spin alignment caused by the changing exchange interaction.

The physics becomes more complicated if quantum tunneling plays a role. Caused by the degeneracy of $|\uparrow\rangle$ and $|\downarrow\rangle$ at zero field, a periodic tunneling appears for $J(d) = 0$. The exchange interaction $J(d)$ acts as an effective field and lifts this degeneracy. After the first oscillation cycle the molecule is in the state $|\psi\rangle = \frac{1}{\sqrt{2}}(|\uparrow\rangle - |\downarrow\rangle)$ if $J(d) = 0$ or follows the effective field coming from the exchange interaction.
The last four scenarios are under the assumption that relaxation is prohibited; however, quantum tunneling occurs. If the field sweep is slow enough, adiabatic Landau–Zener behavior can be found. Under the assumption that the initial state is equal to the adiabatic state $|\phi_-\rangle$ the adatom will stay in this state and an identical behavior as in scenarios 3 and 4 can be seen. If we assume the diabatic state $|\uparrow\rangle$ as the initial state the system shows a periodic tunneling between $|\uparrow\rangle$ and $|\downarrow\rangle$ without exchange interaction ($J(d) = 0$) and occupies both diabatic states with 50% probability. Corresponding to that, $\langle \hat{S}_z \rangle$ oscillates between $\pm 1$ for $J(d) = 0$ and is equal to zero for $J(d) \neq 0$.

Our simulations have investigated the effect of the exchange interaction between the tip and the molecule. The description has been reduced to the interaction between the tip and the sample (molecule) to understand the occurring dynamics just from this interaction for the different scenarios described before. This means that we have given a general description of the scenarios which occur if there is exchange interaction between a magnetic tip and a magnetic adatom or molecule. This also means that we have neglected the effect coming from the temperature. This can be done under the assumption of a stable sample magnetization, without influence coming from the tip. This can be realized e.g. for adatoms on graphene in a cold environment. Additionally, as long as the temperature is low and the sample does not show a superparamagnetic behavior the temperature only assists the switching respectively tunneling process.

Further, in a real experiment we would also find dissipation effects like periodic changes of the magnetization or atomic configuration of the tip. This would also influence the oscillation amplitude of the cantilever. However, these effects are small disturbances with respect to the switching processes described in this paper. However, these effects are important to give detailed information on changes of the measuring signal, e.g. for MExFM, which are necessary to decide if the switching was successful or not without a second control measurement. Therefore, the next step in the theoretical consideration should be a self-consistent calculation taking these effects into account. Alternatively to the MExFM, such an experiment can be realized by a SP-STM scanning over the molecule without any current flow. However, problematic in this case could be that the STM is also able to manipulate the position of the atom and not only its magnetic moment.
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