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Reinforcement learning-based path planning for multi-agent systems of varying size constitutes a research topic with increasing significance as progress in domains such as urban air mobility and autonomous aerial vehicles continues. Reinforcement learning with continuous state and action spaces is used to train a policy network that accommodates desirable path planning behaviors and can be used for time-critical applications. A Long Short-Term Memory module is proposed to encode an unspecified number of states for a varying, indefinite number of agents. The described training strategies and policy architecture lead to a guidance that scales to an infinite number of agents and unlimited physical dimensions, although training takes place at a smaller scale. The guidance is implemented on a low-cost, off-the-shelf onboard computer. The feasibility of the proposed approach is validated by presenting flight test results of up to four drones, autonomously navigating collision-free in a real-world environment.

Nomenclature

| Symbol | Description |
|--------|-------------|
| $\mathcal{A}$ | Action Space |
| $a$ | Action |
| $c$ | Cell Values |
| $d$ | Euclidean Distance [m] |
| $\delta$ | Radius of Delta Zone [m] |
| $\epsilon$ | Radius of Epsilon Zone [m] |
| $E$ | Estimated Value |
| $f$ | Forget Gate |
| $h$ | Hidden State |
| $i$ | Input Gate |
| $i_o$ | Index of Own Agent |
| $j$ | Index of Other Agents |
| $o$ | Output Gate |
| $\pi$ | Policy |
| $R$ | Reward |
| $\mathcal{R}$ | Maximum Reward |
| $r$ | Position [m] |
| $S$ | State Space |
| $s$ | State |
| $\sigma$ | Sigmoid Function |
| $U/W$ | Weight Matrices |
| $\mathcal{V}$ | Set of Vehicles |
| $x$ | Input Tuple |
| $\psi$ | Bearing [rad] |
| $\Omega$ | Physical Space |
| $\odot$ | Hadamard Product |

I. Introduction

Path planning is crucial for many applications in the field of robotics but receives a special interest for large, autonomous multi-agent systems operating under dynamically changing, uncertain situations [1]. Given such conditions, path planning needs to ensure the fulfillment of the mission goals while dealing with other participants and the environment at the same time. Since the two main mission goals for path planning—trajectory tracking and collision avoidance—have different objectives and approaches for solving them [2], balancing the two objectives is a key aspect for every multi-agent path planning algorithm. By assuming a unified strategy and goal for all participants, the path planning problem becomes a cooperative task [3][4]. Solving a problem using a holistic perspective can sacrifice the performance of individual agents to improve the system’s overall performance. In biology, this paradigm is known as swarming behavior.
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Optimal path planning is dominated by search or optimization algorithms such as Rapidly Exploring Random Trees (RRTs) \cite{ferguson2002}. Probabilistic Road Maps (PRMs) \cite{garrett1997}, and Model Predictive Control (MPC) \cite{liu2019,iationException}. However, these approaches exhibit significant drawbacks when applied to complex and dense physical spaces and an increased number of agents, as the required computation times can render these methods unsuitable for real-time applications such as decentralized control of a swarm of unmanned aerial vehicles (UAVs).

MPC aims for minimizing an objective function over a receding horizon. The efficiency of a control strategy based on real-time optimization is highly dependent on—and often limited by—the optimization algorithm used. To solve the time-variant optimization problem for path planning with a varying number of agents, solvers that can cope with partially chaotic systems are required. Mixed-integer linear programming is a method that is often used in this context and facilitates the implementation of restricted flight zones, as well as the incorporation of linear, dynamic constraints \cite{bohan2012,bohan2011}. However, due to the online optimization, MPC requires computational power that is often beyond the capabilities of onboard computers, especially if the model used for optimization is sophisticated.

RRTs also belong to the group of online optimization algorithms. Different variants that extend the originally proposed algorithm by optimality exist, but they all are non-heuristic and, therefore, their use for time-variant real-time applications where the difficulty of the optimization problem changes with every time step can be problematic \cite{cheng2020}. An intermediate approach between online and offline methods is represented by PRMs \cite{garrett1997}, where the graph containing all possible states and their transitions is calculated offline while planning on the pre-computed graph takes place online. The most extreme form of offline methods can be found in state-action score tables with pre-computed optimal solutions for given situations \cite{wilson2012}. A major drawback of table-based methods, however, is the amount of memory required to store the results \cite{kim2010}.

Path planning algorithms can be divided into two categories. Algorithms affiliated with the first category generate a complete trajectory as an output \cite{kim2010,kim2011}. This trajectory can be continuously updated if necessary; however, only the first step is used for actuator commands. The second category does not generate a trajectory directly; it only issues the command for the current time step \cite{kim2010,kim2011}. A complete trajectory can be obtained by the propagation of the system. Artificial potential fields, for which the agent’s actions are based on the gradient of the potential at the current position represent an example of this second category \cite{kim2010,kim2011}. The second approach is advantageous since it avoids the generation of unnecessary data and is easier to implement.

Since all previously described methods are subject to either computational or memory limitations, we look at deep learning using artificial neural networks (ANNs). ANNs represent a class of highly adaptable functions that can be tailored to application-specific requirements. Applications include numerous tasks in the field of robotics such as the replacement of conventional controllers \cite{kim2010} or complex tasks such as lane-keeping in autonomous driving based on raw sensory input \cite{kim2010}. Using ANNs as a non-linear approximation for a path planning design model has not only been proven functional \cite{kim2010,kim2011}, but also provides a heuristic approach for near-optimal path planning. Optimization with regard to a mission objective takes place while training the ANN. At the evaluation, an estimate of the optimal behavior is obtained; however, hard time constraints can be observed \cite{kim2010}. Different approaches exist to train the parameters of an ANN-based path planning model, which is commonly referred to as a policy. Supervised learning-based methods are used to mimic the behavior of an expert. This expert can be a human pilot \cite{kim2010,kim2011} or a numerically determined optimal solution \cite{kim2010,kim2011}. RRTs can also be used as optimal solutions \cite{kim2010}. A hybrid strategy wherein an ANN works alongside a conventional controller is reported to be successfully employed by \cite{kim2010}. Since all approaches using supervised learning are reliant on extensive datasets and the imitation of the recorded behavior is generally less powerful than the method on which it is based, we explore reinforcement learning, an approach where an optimal behavior is obtained purely by interacting with the environment \cite{kim2010,kim2011}.

Reinforcement learning can successfully be applied to path planning for multi-agent systems \cite{kim2010,kim2011,liu2019,liu2019}. It has been used for coordinated wildfire surveillance \cite{kim2010} as well as for collision avoidance \cite{kim2010}. Both scenarios use multiple agents; however, the number of agents has to be constant to comply with the nature of most ANN architectures that expect a time-invariant state space. Dealing with a varying amount of agents requires the implementation of an encoding mechanism or a decomposition into tasks with a constant number of agents and recombination into the multi-agent scenario \cite{kim2010}. Most often, occupation maps are used for this purpose \cite{kim2010,kim2011,kim2011}. Using discrete occupation maps for spatial encoding, however, not only limits the performance of a downstream algorithm for a continuous path-planning problem but is also inefficient with regard to memory usage for a sufficient resolution of a large state space.

Following the approach of relative positions of the agents \cite{kim2010,kim2011} yields a higher information density compared to occupation maps. However, dealing with a varying number of agents in that context has not been investigated so far.
Such an approach would make maneuvering in cluttered situations more reliable since more relevant information can be passed efficiently to the policy. Overall, the decision-making process becomes more informed. Nevertheless, an encoding mechanism is required to process the variably-sized input. The contribution of this paper is a multi-agent path planning approach that is memory-efficient and scalable concerning the number of agents. This allows to overcome limitations that are given under practical implementation conditions. It is proposed to apply a Long Short-Term Memory module (LSTM) [33] for encoding the relative vehicle positions, followed by a non-recurrent ANN to transform the encoded states alongside other relevant information into actions. This novel approach to spatial encoding is both memory-efficient and scalable concerning the number of agents. Therefore, employing a “Long Short-Term Memory for Spatial Encoding” combines the advantages of classical encoding mechanisms while not suffering from the respective drawbacks. Concerning the application of multi-agent path planning, the overall control policy makes the vehicles reach their target positions in minimum time while avoiding collisions and excessive accelerations. The authors demonstrate the scalability of the approach to a nearly unlimited number of agents with minimal training required. Finally, the algorithm is implemented on low-cost, off-the-shelf embedded hardware for quadrotor drones. Flight test results of up to four drones navigating autonomously and without collision demonstrate the feasibility and performance of the proposed approach in a real-world environment.

II. Deep Reinforcement Learning for Path Planning

A. Assumptions and Equations of Motion
A flat, non-rotating Earth is assumed. All vehicles are treated as point masses; thus the equations of motion simplify to:

$$\dot{r} = v$$  \hspace{1cm} (1)

The model is simulated using Euler’s method for fast evaluation. All observations are limited to the horizontal plane of motion. Using a simplified model for the purpose of training accelerates the training process significantly and still results in the desired behavior when interacting with the original environment, provided that reasonable assumptions have been made [35].

B. Reinforcement Learning: Actions, Observations, and Policy
Reinforcement learning is a biologically inspired method with a characteristic interaction between an agent and the environment. The agent submits actions \(a\) to the environment, and a reward \(R\)—a quantity describing the compliance with a previously agreed-upon mission objective—is returned to the agent together with the new states. An optimization algorithm alters the parameters \(\theta\) of the agent’s policy in an attempt to increase the reward. The interaction between an agent and the environment is illustrated in Fig. 1.

For the path-planning application discussed, all actions are expressed as commanded velocities in a body-fixed coordinate system, which is advantageous because it reduces the complexity of the simulation model. However, this procedure does not resemble reality, where forces and torques are controlled rather than velocities. Nevertheless, as the policy is expected to behave in an acceleration-minimizing manner due to the reward function shaped as described in section II.D, the approach seems reasonable. The set of all possible actions is denoted as \(A\), where \(a \in A\) refers to a specific action.

Observations regarding each other agent \(j\) from the perspective of agent \(i\) are described using a tuple of three quantities: \(b_{ij}\) referring to the distance between the two agents, \(\psi_{ij}\) denoting the angular position of \(j\) as seen from \(i\) in the direction of movement, and \(\psi_{ji}\) describing the included angle between the velocity vector of \(j\) and the line of sight between \(i\) and \(j\). All described quantities are depicted in Fig. 2. The set of all possible states, the state space, is referred to as \(S\), where \(s \in S\) denotes a specific state. The policy itself takes observations as input and maps them to the actions as output: \(a = f(s)\).

*A similar approach was developed independently and was presented at the same time on the AIAA SciTech Forum 2021 [34].
†We assume observations equaling states, i.e., a fully observable decision process, herein.
C. Proximal Policy Optimization as the Training Algorithm

The goal of reinforcement learning is to train an agent’s policy $\pi$ in such a way that actions that contribute to higher rewards will be more likely in future evaluations of the policy than those that lead to a lower reward. It is the agent’s objective to maximize the reward. In order to obtain a policy that not only delivers desirable results for the immediate reward, but also takes future evaluations into account, the concept of a discounted reward $\eta$ is defined as:

$$\eta (s_0, a_0, s_1, \ldots) = \sum_{t=0}^{\infty} \gamma^t R (s_t)$$  \hspace{1cm} (2)

where $\gamma \in (0, 1)$ is known as the discount factor. The value of a state $V_\pi$ describes the expected discounted reward when applying $\pi$ at that particular state, taking transition probabilities into account. Additionally, the value of an action $Q_\pi$ measures the expected discounted reward for a given action and a given state $[28]$:

$$V_\pi (s_t) = \mathbb{E}_{a_t, s_{t+1}, \ldots} [\sum_{k=0}^{\infty} \gamma^k R (s_{t+k})]$$  \hspace{1cm} (3)

$$Q_\pi (s_t, a_t) = \mathbb{E}_{s_{t+1}, a_{t+1}, \ldots} [\sum_{k=0}^{\infty} \gamma^k R (s_{t+k})]$$  \hspace{1cm} (4)

The so-called advantage $A$ is the difference between $Q$ and $V$, $A = Q - V$, where $V$ and $Q$ are defined in Eqs. (3) and (4), respectively. If $A$ is positive, the action taken is expected to lead to a larger reward than the expected reward for
that particular state following policy $\pi$. The opposite applies for a negative advantage.

**Proximal Policy Optimization (PPO)** is a policy gradient-based method. The loss for a gradient descent is defined as:

$$L^{PG}(\theta) = \mathbb{E}_t \left[ \log \pi_{\theta}(a_t | s_t) \hat{A}_t \right]$$

(5)

Given a captured episode of the agent interacting with the environment, the only variable that needs to be estimated in the advantage is the value of the state. $\mathcal{Q}$ can be determined using the captured data. A stochastic gradient descent would determine the gradient of the loss with respect to $\theta$ and modify the parameters accordingly. However, the first order derivative can become invalid, especially when the objective features a large curvature. This can lead to unstable behavior given a specific update step. The predecessor of PPO, **Trust Region Policy Optimization (TRPO)**, refers to the constrained optimization problem [36]:

$$\text{maximize } \mathbb{E}_t \left[ r_t (\theta) \cdot \hat{A}_t \right]$$

subject to $\mathbb{E}_t \left[ D_{KL} \left[ \pi_{\theta_{t-1}} (\cdot | s_t) . \pi_{\theta_t} (\cdot | s_t) \right] \right] \leq d$

(6)

where $r_t (\theta) = \frac{\pi_{\theta_t}(a_t | s_t)}{\pi_{\theta_{t-1}}(a_t | s_t)}$, $\hat{A}$ is the estimated advantage, and $D_{KL}$ is the Kullback-Leibler divergence. Hence, TRPO restricts the difference between two policies using the Kullback-Leibler divergence to an elliptical search region.

TRPO is based on the idea of a line search along the line connecting the original policy and the policy after an update using natural gradient ascent (restricted by the trust region). Optimizing the surrogate objective stated in Eq. (6) is equivalent to the more intuitive line search method [36]. However, due to the difficulties in estimating $D_{KL}$ and the detrimental effects of extremely positive policy update estimates through the ratio $r_t (\theta)$, the constrained problem was replaced by an unconstrained optimization problem in PPO where $r_t (\theta)$ is clipped instead and a surrogate objective is defined as [37]:

$$L^{CLIP}(\theta) = \mathbb{E}_t \left[ \min \left( r_t (\theta) \cdot \hat{A}_t , \text{clip} (r_t (\theta) , 1 - \epsilon , 1 + \epsilon) \cdot \hat{A}_t \right) \right]$$

(7)

where $\epsilon$ is a hyperparameter and $\text{clip}(x,a,b)$ is the clipping function where $\text{clip}(x,a,b) = a$ if $x < a$, $\text{clip}(x,a,b) = b$ if $x > b$, and $\text{clip}(x,a,b) = x$ otherwise. For the training of the policy’s parameters, we use the Adam optimizer. With the advantage of the loss function being estimated based on a batch of sampled tuples of state, action, and reward received, the estimated loss becomes a random variable itself. We employ Adam for optimizing the parameters on the control policy. Adam is a well-established algorithm for optimization that uses momentum and efficient step size annealing to improve the convergence of stochastic gradient descent [38].

**D. Reward Function**

The reward function is used to outline a desirable agent behavior and plays an essential role for the training (Eqs. (2) to (4)) and the behavior of the agent. A negative reward $R \in \mathbb{R}^-$ is associated with an undesirable state or action, whereas a positive reward $R \in \mathbb{R}^+$ indicates a preferable action or state. The reward function is formed as the weighted sum of four behavioral patterns:

1) **Arrival at target position:**

For the arrival reward, an $\epsilon$-zone around the target position $r_D$ of radius $\epsilon_{ARR}$ is defined:

$$\Omega_{\epsilon,ARR} := \forall r : (\| r - r_D \| \leq \epsilon_{ARR}) = \text{True}$$

(8)

where $\| r - r_D \|$ is the Euclidean distance between the agent’s current position and the destination. Let $R_{ARR} \in \mathbb{R}^+$ denote a constant reward that is rewarded once the agent is inside its respective $\Omega_{\epsilon,ARR}$, then the arrival reward $R_{ARR}$ holds:

$$R_{ARR} := \begin{cases} R_{ARR} & \forall r \in \Omega_{\epsilon,ARR} \\ 0 & \forall r \notin \Omega_{\epsilon,ARR} \end{cases}$$

(9)

An example portraying different arrival reward outcomes can be seen in Fig. [5a]. $i_1$ is located inside the $\epsilon$-region, therefore receiving the full arrival reward. $i_2$ and $i_3$ are both located outside the $\epsilon$-region and consequently receive an arrival reward of zero, despite $i_2$ being closer to the $\epsilon$-region than $i_3$. The binary nature of the arrival reward makes the training more stable.

* $\theta$ denotes the parameters (i.e., weights and biases) of a policy. Accordingly, $\pi_\theta$ denotes the policy parametrized by $\theta$. However, it is common to use $\theta$ as an abbreviation for $\pi_\theta$. 
2) Collision avoidance:
In a similar manner, $\Omega_{\epsilon, CAV, j}$ for collision avoidance between vehicle $i$ and $j$ is defined as:

$$\Omega_{\epsilon, CAV, j} := (\forall r_i : (b_{ij} \leq \epsilon_{CAV}) = \text{True})$$  \hspace{1cm} (10)

with $b_{ij}$ as Euclidean distance between $i$ and $j$. Another region, the so-called $\delta$-region $\Omega_{\delta, CAV, i}$ is defined by:

$$\Omega_{\delta, CAV, j} := (\forall r_i : ((b_{ij} > \epsilon_{CAV}) \land (b_{ij} \leq \delta_{CAV})) = \text{True})$$  \hspace{1cm} (11)

where $\delta_{CAV} > \epsilon_{CAV}$. Entering $\Omega_{\epsilon, CAV, j}$ is prohibited, while entering $\Omega_{\delta, CAV, j}$ is not preferred but tolerated.

The collision reward for the vehicle pair $i$ and $j$ then reads:

$$R_{CAV, i, j} := \begin{cases} R_{CAV} & \forall r_i \in \Omega_{\epsilon, CAV, j} \\ R_{CAV} \cdot f(b_{ij}) & \forall r_i \in \Omega_{\delta, CAV, j} \\ 0 & \forall r_i \not\in (\Omega_{\epsilon, CAV, j} \cup \Omega_{\delta, CAV, j}) \end{cases}$$  \hspace{1cm} (12)

where $R_{CAV} \in \mathbb{R}^-$ defines the maximum negative collision avoidance reward. $f$ is an arbitrary function that is used as the transition between the boundaries $\partial \Omega_{\epsilon, CAV}$ and $\partial \Omega_{\delta, CAV}$, in the most simple case, a linear transition. The final collision reward for vehicle $i$ then reads:

$$R_{CAV, i} = \sum_{j} R_{CAV, i, j} \quad \text{with} \quad (j \in \mathcal{V}) \land (i \neq j)$$  \hspace{1cm} (13)

Fig. 3b showcases possible constellations for different collision avoidance rewards. $j_1$ is located inside the $\epsilon$-region of $i$, therefore both agents are considered to be part of a collision. The maximum negative reward is awarded to both. $j_2$ is located inside the $\delta$-region which is tolerated (with a smaller negative reward), but not preferred. $j_3$ and $i$ are clear of conflict.

3) Time minimization for arrival at target position:
The time reward $R_{TME}$ is realized by awarding a small negative reward for each time step. However, due to different distances between the individual agents’ original locations and destinations, the negative reward per time step is normalized by the Euclidean distance between the origin and destination for each agent, so that the total time reward $R_{TME}$ is equal for all agents, independent of the length of their route.

4) Acceleration minimization:
For the acceleration reward $R_{\text{ACC}}$, the absolute value of the agent’s acceleration is integrated over time and the sign is inverted to be coherent with the following definition of the reward:

$$R_{\text{ACC}} = -\int \lvert a \rvert \, dt$$  \hspace{1cm} (14)

The total reward is the weighted sum of the individual rewards. The weights can be determined and adjusted according to the behavior of the agent. In the context of a homogeneous multi-agent system, i.e., all agents follow the same policy, each agents’ experience is stacked and treated as multiple episodes of a single agent.

### III. Path Planning for Variably-Sized Observation Spaces

Dealing with observation spaces of changing size constitutes an area of special interest and provides challenges since artificial neural networks commonly take a constant amount of data as input. Therefore, some kind of encoding mechanism is required. Unlike other approaches that use occupancy maps, the proposed approach incorporates the encoding problem into the path planning problem by exploring the use of Long Short-Term Memory for the purpose of encoding.

#### A. Long Short-Term Memory and Policy Network Architecture

A Long Short-Term Memory is an advanced type of recurrent structure in the form of a neural network that is mainly used for time-series applications \[33,39\]. The input of the structure is denoted as $x \in \mathbb{R}^m$ and the output, commonly referred to as the hidden layer, as $h \in \mathbb{R}^n$. Internally, the LSTM is composed of three gates: the input gate $i$, the forget gate $f$, and the output gate $o$, each dependent on the values of the input and hidden layers. The core of the LSTM module is the cell $c$, which can be regarded as the organizational center of the module. The input and forget gates regulate what information will be stored in the cell for the next update cycle based on the current input, cell, and hidden states. The output gate is responsible for regulating the information that is transferred from the cell to the hidden state based on the current input and hidden states. The data is passed sequentially into the LSTM. In the presented case, each tuple $x = \begin{bmatrix} b_{ij} & \psi_{ij} & \phi_{ji} \end{bmatrix}^T$, identifying a vehicle’s relative position and heading (see Fig. 2), is taken as an element $t$ of the input sequence into the LSTM. For a scenario with $\dim \{V\}$ vehicles, the LSTM has to be evaluated $\dim \{V\} - 1$ times. Only the hidden states after the last iteration are used for further calculations as illustrated in Fig. 4. The following equations describe the behavior of the LSTM:

$$i_t = \sigma (W_i \cdot x_t + U_i \cdot h_{t-1} + b_i)$$  \hspace{1cm} (15)

$$f_t = \sigma (W_f \cdot x_t + U_f \cdot h_{t-1} + b_f)$$  \hspace{1cm} (16)

$$o_t = \sigma (W_o \cdot x_t + U_o \cdot h_{t-1} + b_o)$$  \hspace{1cm} (17)

$$c_t = f_t \odot c_{t-1} + i_t \odot \tanh (W_c \cdot x_t + U_c \cdot h_{t-1} + b_c)$$  \hspace{1cm} (18)

$$h_t = o_t \odot \tanh (c_t)$$  \hspace{1cm} (19)

Throughout Eqs. (15) to (19), $\sigma$ denotes the sigmoid function and $\odot$ denotes the Hadamard Product. $b$ always represents a constant bias vector of size $\mathbb{R}^n$. $W$ and $U$ are weight matrices of dimensions $\mathbb{R}^{m \times m}$ and $\mathbb{R}^{n \times n}$, respectively.

In a larger context, the LSTM mainly contributes to the objective of collision avoidance from the list of desirable path planning properties. To guide the vehicle to its destination, the relative angle between the current heading and...
the destination, denoted as $\psi_D$, is necessary. The hidden states after the $(\dim\{V\} - 1)$-th iteration represent an encoded version of the positions and heading of all vehicles. This is equivalent to the commonly used occupation map $S_{map}$, where the positions of vehicles are marked. Using LSTMs, the relative heading information of $j, \psi_{ji}$, could be included as well without increasing the state space significantly. Generally, $\dim\{h\} \ll \dim\{S_{map}\}$.

The size of $\dim\{h\}$ is a trade-off between more information to transmit and a smaller number of parameters to estimate. We chose $\dim\{h\} = 63$ based on a simple estimate using the entropy of an occupancy map by treating the map as discrete random variable \[40\]. The hidden states after the last iteration of the LSTM are then stacked with $\psi_D$ and used as input to a fully connected neural network with two hidden layers with 64 neurons each, using the hyperbolic tangent as activation function. The last layer, the output layer, consists of $\dim\{\Omega\}$ neurons, where $\dim\{\Omega\}$ denotes the number of spatial dimensions. The complete layout is depicted in Fig. 4.

### B. Scenario Creation for Efficient Training

Applying the proposed method to use LSTMs as an encoding mechanism, thereby enabling work with observation spaces of variable size without the prior use of encoding mechanisms like maps, raises the problem of efficient scenario creation.

Compared to commonly used encoding mechanisms for position encoding, LSTMs require more specific training. Using occupation maps as an encoded representation of the agents' relative positions, the task can be treated as interpreting an image and calculating the best commands from it. The structure of the neural network presented in this work incorporates the encoding process; thus, we must not only learn the transformation between encoded

**Fig. 4** Layout of the policy network with a leading LSTM, a trailing fully connected neural network, and actions in Cartesian coordinates as the outputs.

**Fig. 5** Structure of an LSTM module.


versions of the physical state into commands, but also the encoding itself. Regarding the task, only the collision avoidance reward benefits from complex scenarios, whereas an optimal behavior with respect to arrival at destination, time optimality, and minimization of acceleration does not require a large number of agents. On the contrary, large quantities of agents, especially in an initial phase of the training, tend to impact the agent’s performance negatively due to scenarios where the probability of a positive outcome approaches zero. Therefore, it is advised to sample the amount of agents \( \dim \{V\} \) from a geometric probability distribution:

\[
\dim \{V\} \sim (1 - p)^{n-1} \cdot p \tag{20}
\]

where \( p \in (0, 1) \) is a constant which is suggested to be set to \( p = 1/3 \). Using these parameters, unnecessarily computation-intensive calculations can be avoided and the training becomes more efficient.

IV. Results

A. Overall Performance

As depicted in Fig. 5, there are significant differences when comparing occupancy maps, the method currently used in many applications, to LSTMs as an encoding mechanism. As indicated in Fig. 6a, the policy using a occupancy map of size \( 8 \times 25 \) (8 bins and 25 bins for \( b_{ij} \) and \( \psi_{ij} \), respectively) on average converges faster than the LSTM-based policy. However, the LSTM-based policy collects a higher maximum average reward during training. The difference between the two settings becomes even more obvious when reviewing ground tracks in Fig. 6b and Fig. 6c, respectively. The use of occupancy maps results in unwanted trajectories with sharp turns and high accelerations. In
comparison, using LSTMs results in smooth trajectories, satisfying all conditions, after the same number of training episodes.

B. Collision Avoidance
Since collision avoidance is the essential objective, an evaluation will be shown to understand how the policy ensures collision avoidance. For the evaluation of $\dim \{ V \}$ agents, $\dim \{ V \} - 1$ agents are placed at a static location and bearing in the physical space. The remaining agent’s position is altered to be at each position of the physical space once. The bearing is always oriented in the positive $x$-direction ($\psi_i = 0$). For each location, the policy is evaluated and the commanded bearing difference $\Delta \psi$ is calculated. Fig. 7 depicts a map, wherein the commanded angles are color-coded with Fig. 7a showing a scenario for two agents, where the fixed agent is located at $(0, 0)$ with $\psi_j = \pi$, causing a confrontational course. Fig. 7b shows a more complex situation with four agents. Positions of the agents are: $r_{j_1} = (-20, -20)$, $r_{j_2} = (10, 10)$, and $r_{j_3} = (20, 20)$. The bearings are: $\psi_{j_1} = 0$, $\psi_{j_2} = \pi$, and $\psi_{j_3} = \pi$.

Regarding the case of a two-agent scenario as depicted in Fig. 7a, four observations can be made:

1) In normal operations, the policy commands changes for collision avoidance early enough to prevent harsh corrections. This behavior is specifically influenced by $R_{ACC}$. However, in challenging situations like a trajectory crossing with a small included angle, it might not be possible to react as early as desired. Such cases are represented by larger actuator commands ($\epsilon_{CAV} = 3m$ and $\delta_{CAV} = 10m$ for the example given). Therefore, the observable behavior of larger commanded changes in the bearing only appears when $r \in (\Omega_{\epsilon,CAV} \cup \Omega_{\delta,CAV})$.

2) Closer evaluation of the distribution of commands clearly displays that the presented policy favors right-handed evasion maneuvers. Even for positions located slightly to the left of the center axis, the policy commands a right turn. Since no particular requirements for this situation have been specified in the reward function, training with different random seeds also happens to result in policies favoring left-handed evasion maneuvers.

3) In Fig. 7 an outer ring of counter actions can be observed outside the inner ring of actions. This behavior was not actively intended while designing the reward function; however, it leads to an interesting conclusion that the optimal behavior with respect to the reward function is the return to the original trajectory as intended before the evasive maneuver. Such a behavior enhances the predictibility of the whole system since the agents will, according to $R_{TMF}$, choose a route that is time-optimal. The direct route is only interrupted by evasion maneuvers.

4) A non-omittable artifact is the immediate change in behavior between $\psi_{ij} = -\pi$ and $\psi_{ij} = \pi$. A model where $\psi_{ij} = -\pi$ and $\psi_{ij} = \pi$ not only have the same physical meaning, but also share the same quantitative description that would solve the problem. This could be achieved by using a two-dimensional vector space with one constraint for the description of $\psi_{ij}$. However, while testing the algorithm, no significant pitfalls were observed since the majority of all possible collision hazards were resolved early enough.

Regarding Fig. 7b for distant agents the behavior of the two agent-scenario is mostly shifted to the agent’s position and stacked. This behavior can be observed for $j_1$, but not for the agents positioned closely to one another, $j_2$ and $j_3$.

![Fig. 7](image-url)  Commanded yaw angle for each position of the ego agent $i$ relative to agent $j$, $j_1$, $j_2$, and $j_3$. 
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Close proximity of two agents increases the zone with larger commands beyond the size of $\Omega_{\delta,2} \cap \Omega_{\delta,1}$, i.e., keeping other agents away.

**C. Scalability of the Policy**

Usually, control strategies are limited to the boundaries for which they were designed. Extrapolation is highly inadvisable since the control strategy has not been designed to handle such situations. However, the presented guidance strategy with LSTMs represents an exception. Even training with as few as five agents on limited physical space of $\dim \{\Omega\} = 60 \, \text{m} \times 60 \, \text{m}$, which keeps the required computations at a tolerable level and ensures fast initial success with regard to finding the target, leads to a policy that can be used for a seemingly indefinite number of agents as well as in a physical space that is larger than the training space by orders of magnitude.

With an increasing number of agents, group dynamics become visible. Agents might block each other and prevent individuals from reaching their target position, especially in dense situations. The mutual blocking results in a formation of swarms. Swarms might be suboptimal for the individual agent; however, when considering all agents, the formation of swarms can be beneficial, at least in congested space.

Fig. 8 demonstrates the scalability of the policy. Ground tracks of 35 agents are shown, where the starting and terminating points have been randomly selected. The underlying policy was trained with $\dim \{\mathcal{V}\} \leq 5$ on a constrained space of $60 \, \text{m} \times 60 \, \text{m}$. All agents reach their respective destinations while no collisions occur. Larger situations are possible, but ground tracks of such situations are vacuous.

**V. Complexity Analysis**

Comparing methods such as MPC or RRTs to ANN-based path planning, the main difference is the time when the optimization takes place. A policy network can be trained for as long as necessary in order to estimate the solution of the optimization problem. However, while in evaluation mode, a non-recurrent neural network always has a computa-
tional complexity of $O(1)$, rendering it perfect for real-time applications as the number of floating point operations required for one step is almost constant (slight variances may occur when estimating the values of non-rational activation functions). Adding the LSTM layer for the encoding process results in a change of computational complexity from constant to linear depending on the number of agents, i.e., $O(\dim \{V\})$. This behavior is still better than other online methods, when limiting the maximum number of agents under consideration to a reasonable value, the method can be applied to real-time systems.

Assuming a network architecture as depicted in Fig. 4 with $w$ with $w$ fully connected layers between the hidden state and the action layer and using the hyperbolic tangent as the activation function, the number of floating point operations can be calculated by:

$$
\text{FLOPs} = (\dim \{V\} - 1) \cdot \left(8 \cdot \dim \{h\}^2 + 8 \cdot \dim \{h\} \cdot \dim \{x\} + 26 \cdot \dim \{h\}\right)
+ 2 \cdot (\dim \{h\} + 1) \cdot \dim \{\ell_1\} + 4 \cdot \dim \{\ell_1\}
+ \sum_{k=1}^{w-1} (2 \cdot \dim \{\ell_k\} \cdot \dim \{\ell_{k+1}\} + 4 \cdot \dim \{\ell_{k+1}\})
+ 2 \cdot \dim \{\ell_w\} \cdot \dim \{a\} + 4 \cdot \dim \{a\}
$$

(21)

For the model previously described (Fig. 4), this becomes: $\text{FLOPs} = (\dim \{V\} - 1) \cdot 34,902 \text{ FLOPs} + 17,160 \text{ FLOPs}$. In the case of 20 agents, this results in 0.7152 MFLOPs. That total number of floating point operations required to compute the control law enables every up-to-date processor to carry out these calculations multiple times per second. Even faster evaluation can be efficiently achieved by reducing $\dim \{h\}$, since the computational complexity scales quadratically with $\dim \{h\}$, i.e., $O\left(\dim \{h\}^2\right)$.

VI. Flight Tests

To validate the theoretically developed concepts, we present real-world flight tests with up to four simultaneously flying vehicles, demonstrating the feasibility of the LSTM-based encoding approach in combination with a guidance based on artificial neural networks in a real-world environment.

A. Setup

Although the basic configuration for all four quadrotor drones is the same, there are three different frames utilized among the four drones, ranging in diameter from 0.20 m to 0.48 m. An off-the-shelf Pixhawk computer with PX4 as the framework can be found on all four drones [41]. The standard PX4 flight deck is augmented by a custom module dedicated to the evaluation of the policy and trained with the simplified simulation. To avoid connectivity problems, we prefer to have the policy evaluated onboard the main flight computer and not a companion computer, as often seen in applications involving the evaluation of artificial neural networks. For this purpose, the parameters of the trained policy are exported and the model is rewritten in C/C++ to integrate with PX4.

As the relative positions between the vehicles are crucial to evaluating the policy, each of the agents must know about the position of the other vehicles in its neighborhood. For each agent to be informed about its own position, a GNSS module is installed on all the drones. The relative angle to the target position, $\psi_D$, can be calculated with knowledge of the target position $r_D$ and the current position $r$. In order for the other vehicles to be informed about the location of possible obstacles, each vehicle broadcasts its position and heading (required for $\psi_{ji}$) to all other vehicles. XBee radio modules are used for the data transmission, which occurs at a rate of only 3 Hz. Due to the lack of native support for XBee radio modules, a Raspberry Pi Zero serves as the relay between the Pixhawk and the XBee radio module using the Mavlink protocol. All components relevant for the flight tests are labeled in Fig. 9a. The signal path and the inter-drone communication scheme is depicted in Fig. 10. Due to space restrictions on the smaller frames, no additional telemetry radios were installed and the communication via the XBee modules provides the link to the ground station.

The types of commands that can be transmitted from the ground station to the airborne vehicles is limited to basic commands: takeoff, landing, go to a local position (relative to takeoff position), go to a global position, activate hold mode, and emergency shutdown of the motors. The policy is used for all position-based flight modes to avoid

\footnote{For a video demonstration, please see https://schlichting.page.link/lstm_flight_test}
collisions. Because of the communication network’s mesh architecture, all vehicles can be addressed from one ground-based transmitter.

**B. Flight Test Results**

The real-world flight tests compare closely with the results obtained from simulations despite uncertain factors such as weather, sensor imperfection, and communication interruptions. This indicates that the underlying approach is robust with respect to real-world phenomena, despite the fact that the simulation used for the training made various simplifying assumptions. For all scenarios depicted in Fig. 11 the same policy was used to validate the encoding for a varying number of agents. Additionally, the algorithm runs on low-cost and low-powered hardware, only taking about 4% of the Pixhawk’s computational resources. The approximately linear behavior in computational complexity as described in section V can also be observed when comparing the logging data from different test scenarios. A general behavioral pattern that can be observed for three or more agents (Figs. 11c and 11d) is the tendency to estimate the future behavior of the other agents, resulting in relatively smooth flight paths. Especially in Fig. 11d it can be seen that the policy results, for the southernmost agent, in a trajectory that completely avoids the cluttered region around \( r = 30 \text{ m}, 60 \text{ m} \). The blocking of the two agents as depicted in Fig. 11b is a behavior that can occur when the flight direction of the vehicles are approximately equal. For small quantities of vehicles, as in the case provided here, better solutions exist. However, for larger quantities of vehicles, flocking results in more efficient usage of space. Overall, the flight tests show that LSTM-based encoding not only proves functional in a real-world environment with all possible confounding effects, but is also executable on commonly used hardware.
VII. Conclusions

The proposed approach towards path planning utilizes artificial neural networks and deep reinforcement learning techniques for a continuous observation and action space. To accomplish this procedure, Proximal Policy Optimization (PPO) is used as a training algorithm. The training is expanded to facilitate multi-agent environments though the use of Long Short-Term Memory (LSTMs) as an encoding mechanism. This approach holds significant advantages over the commonly used maps since the information density is higher, the state space remains small, and additional states beyond the position can easily be incorporated into the planning procedure. In fact, the number of states is indefinite. Additionally, LSTMs can naturally deal with an unlimited number of agents, while the number of required floating point operations scales linearly with the number of agents.

Using a relatively small set of agents for training and a constrained physical space supports the initial success for a converging policy while limiting the computation time required. However, the final policy is still fully capable of dealing with an unlimited number of agents in a physical space of indefinite size. Hence the presented path planning method is particularly suited for environments where high scalability is required. All the characteristic properties of the theoretically developed approach are successfully verified in a real-world multi-agent environment using quadrotor drones.
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