Accurate dynamics in an azimuthally-symmetric accelerating cavity
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ABSTRACT: We consider beam dynamics in azimuthally-symmetric accelerating cavities, using the EMMA FFAG cavity as an example. By fitting a vector potential to the field map, we represent the linear and non-linear dynamics using truncated power series and mixed-variable generating functions. The analysis provides an accurate model for particle trajectories in the cavity, reveals potentially significant and measurable effects on the dynamics, and shows differences between cavity focusing models. The approach provides a unified treatment of transverse and longitudinal motion, and facilitates detailed map-based studies of motion in complex machines like FFAGs.
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1 Introduction

Particle accelerators have become very complex, and the capability to compute accurate particle trajectories in these machines has become central to understanding their dynamics [1–4]. While there exist techniques for computing these dynamics in very general electromagnetic elements and complex fields — for example in fringe fields or extraction magnets — these computations can pose significant challenges. Radio-frequency (RF) cavities with time-dependent fields are an important example of time-dependent structures with complex fields that have significant effects on both the transverse and longitudinal motion in an accelerator. They can provide both acceleration and longitudinal confinement (bunching), and these devices are used in the majority of particle accelerators. As such, a detailed understanding of their dynamics is essential for the design and optimisation of modern particle accelerators. The equations of motion in these structures cannot be solved exactly, and the various approximations exhibit the usual trade-off between accuracy and speed. Hence the ability to construct accurate transfer maps with controlled approximations for such structures becomes of central importance.

To calculate the beam dynamics, we need to know the electromagnetic fields or, equivalently, the electromagnetic vector potentials. Once these are known in a given beam-line component, the equations of motion can be integrated numerically to compute an explicit particle trajectory for a given a set of initial conditions. For example, if the field is represented by a vector potential, one can apply numerical integration to Hamilton’s equations to compute the motion. This is a well-established technique; but because it applies to the initial conditions of individual particles, it is a computationally intensive approach for long-term particle tracking in storage rings or other circular machines such as fixed-field alternating-gradient (FFAG) accelerators. As an alternative to direct integration, one may construct a transfer map for a given element. This is a single set of functions that describes the transformation of phase-space coordinates (position and momentum) from the
entrance to the exit of a given beam-line element. Because a single transfer map can apply to all tracked particles, it constitutes an efficient method for computing the particle motion.

Of course the transfer map itself must be computed in advance to some desired accuracy. In practical work, a computational simulation requires its transfer maps in some particular representation — of which there are many. A very common, and useful, representation is a multi-variate power series, truncated at some order: one writes the final phase-space coordinates of a particle as a collection of Taylor series written in terms of the initial phase-space coordinates. Such an object, called a Taylor map, constitutes an explicit and easy-to-use transfer map for any given element. Moreover, one may construct the series coefficients in a straightforward manner using techniques of differential algebra (DA) [6]. However, finite computational resources require us to truncate the series, and this has consequences. The most obvious consequence is that a transfer map only approximates the true particle trajectories. A more insidious consequence (in the context of long-term tracking) is that this representation is not symplectic [3], although attempts, for example [5], have been made to remedy this difficulty.

An alternative representation of transfer maps uses another form of multi-variate power series called a mixed-variable generating function [7, 8]. Such objects represent the transfer map implicitly as a power series in the initial and final variables. This provides a compact (in terms of the number of coefficients) and formally symplectic representation of the dynamics, although the solution of the implicit equations generally violates symplecticity unless carried out to machine precision. However, interpolation between members of a family of generating functions [9, 10], parameterised perhaps by magnet strength or RF phase, will yield symplectic objects. One method of computing the generating function is first to calculate the Taylor series representation of the transfer map, and then extract, from the Taylor series, the coefficients of the generating function. An alternative approach was proposed in [11], where the generating function was calculated directly from the electromagnetic field’s vector potential. This provides an efficient tool for particle tracking.

To use any of these methods, the vector potential of the accelerator element needs to be known. This is normally represented by an expansion in the transverse variables, as a function of longitudinal location in the element. Extensive work was performed in [12, 13] to construct this vector potential in magneto-static elements directly from field data, using off-axis data to construct accurately the on-axis field and its derivatives. This formulation, in terms of generalised gradients, has been successfully applied to several magneto-static elements, for example [9]. The generalised gradients are normally obtained by fitting to a field on the surface of the cylinder inscribed inside the element aperture. The method was extended to the calculation of a vector potential from time-dependant field data in [14], permitting the extraction of a harmonically varying vector potential from the electric field inside a RF cavity. We use this method in this work and, combined with the beam dynamics tools just described, refer to the resulting cavity model as the Field Fitted Cavity Model (FFCM).

RF cavities are commonly modelled in beam dynamics terms as a simple energy kick [15], perhaps sandwiched between drift regions to obtain a kick model, or as a linear map with some approximations [16]. These models tend to ignore important transverse focusing effects and omit high order effects, which may be important in longer term particle storage rings or in detailed calculations of longitudinal beam dynamics. In these simulations, the RF cavity is present both to accelerate the beam and to manipulate its longitudinal phase space. There have been some attempts
to provide matrix-based RF models such as the Rozenzweig-Serafini model [17], the Chambers derivative model [17], and the Krafft model [18, 19], which typically apply only to ultra-relativistic beams in periodic structures. There has also been some progress in using Hamiltonian methods for cavity modelling [15]. Of particular interest to models of transverse focusing are the beam-based measurements in, for example, [20, 21], which provide an opportunity for studying potentially significant differences in the cavity focusing models.

The aim of this work is to build on that of [14] to calculate the beam dynamics of a real accelerating cavity and represent the transfer map both as a Taylor series and a mixed variable generating function derived directly from field data. The final output will place the RF cavity on an equal footing with other accelerator elements in modern tracking tools, which will be important for calculations of both transverse and longitudinal dynamics. As an illustration, the transverse dynamics in small rings may be perturbed by the focusing of the cavity, similar to the EMMA [9, 22] closed-orbit variation with amplitude. In terms of longitudinal dynamics, the high-order effects of the cavity may be relevant when dealing with serpentine acceleration in FFAG machines. This includes variation in the time-of-flight with amplitude, and the need for complete FFAG simulations during acceleration, for which a detailed cavity model is mandatory. Further applications are the low-, medium-, and high-β cavities at facilities such as ESS, where the detailed beam dynamics in the cavities is important.

We shall perform a complete analytical fitting of the EMMA accelerating cavity [22, 23] from a real electromagnetic azimuthally symmetric field map, giving a complete and analytic representation of the vector potential (and hence the field). The analytic field is ultimately computed from a single function, which is parameterised as a polynomial for use in other work. We shall then study the beam dynamics of the cavity using Hamiltonian and DA methods, including a consistent treatment of transverse and longitudinal effects, a treatment of the transverse focusing of a low- and high-β cavity, and computations of accurate transverse and longitudinal transfer maps as a function of phase. The calculated map of the cavity makes potentially measurable predictions and can be used in map-based simulations to give an accurate cavity model. The linear maps will be compared with the energy kick model and with commonly-used RF cavity focusing models, where we shall find potentially significant and measurable differences between the predictions. Finally, we shall also express the cavity dynamics using a 6D time-dependent generating function. This not only ensures a symplectic transformation, but also allows for symplectic interpolation between phases. The unified treatment of transverse and longitudinal dynamics presented is a step towards a consistent computational treatment of accelerating systems — e.g. serpentine acceleration in FFAG accelerators — and opens the possibility to a comparison of the model against measured focusing properties of real cavities.

The layout of this paper is as follows: section 2 describes the EMMA accelerating cavity used in this work, very briefly summarises the field fitting techniques, and performs the analysis to compute the analytic representation of the cavity vector potential. In section 3 we compute the Taylor series representation of the transfer maps using a DA code, study the resulting linear and non-linear maps, and compare to existing cavity models. We represent the transfer map as a 6D mixed-variable generating function in section 4, and in section 5 we draw our conclusions, where we demonstrate two representations of the accurate dynamics in an RF cavity based on real field data, providing a precise model of transverse and longitudinal dynamics.
2 The EMMA accelerating cavity

The starting point for constructing the dynamics in the cavity is consideration of the electromagnetic fields contained in the cavity volume. These fields shall be used to fit an analytic vector potential, expressed as a power series in the transverse variables and suitable for calculating the beam motion in the cavity. Note that this form of the fields can also be used for analytic studies of the field behaviour in the cavity.

2.1 EMMA cavity overview, parameters and fields

The EMMA FFAG is a non-scaling FFAG accelerator located at Daresbury Laboratory. It has 42 cells: each consists of two offset quadrupoles that provide bending and focusing, and one RF accelerating cavity. The flat top of the electric field is 18 MV/m at the maximum designed field, the cavity frequency is 1.3 GHz and the total length of the cavity structure is 0.2 m. The design of the cavity is shown in figure 1.
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Figure 1. The EMMA FFAG accelerating cavity.

Shown in figure 2 are the electric field components $E_z$ (left) and $E_\rho$ (right) at a radius of 3.5 mm at phase $\pi/4$ for the TM$_{010}$ accelerating mode. The accelerating electric field, $E_z$, falls to zero at each end of the cavity, and it is the longitudinal variation of that field which produces the radial electric field, $E_\rho$. Note that the accelerating field is confined primarily to the region $\pm 0.05$ m, which is relevant for the application of existing RF accelerating cavity focusing models later in this work.

Figure 3 shows the longitudinal electric field $E_z$ as a function of azimuthal angle $\phi$ at $z = 5$ mm at varying values of the radius $\rho$ in the cavity. As we shall show in section 2 there is considerable simplification to the vector potential analysis for the case of an azimuthally symmetric electric field and we shall demonstrate this symmetry for the EMMA cavity. We shall do this by consideration of the field profiles in figure 3, and validate this assumption mathematically later with explicit
Figure 2. The off-axis electric fields $E_z$ (left) and $E_\rho$ (right) of the EMMA cavity at $\rho = 3.5$ mm.

calculation of the functions we expect to be zero (e.g. $\tilde{f}_m$, as defined later) for the azimuthally symmetric case. Figure 3 shows only a small variation as a function of $\phi$ as a residual 4-fold symmetry from the field solver.

Figure 3. The electric field $E_z$ as a function of $\phi$ at $z = 5$ mm at varying values of $\rho$. The field shows only a small variation as a function of $\phi$ as a residual 4-fold symmetry from the field solver.

2.2 Surface fitting methods to obtain the vector potential

Inside the RF accelerating cavity with no charges or currents, the vacuum form of Maxwell’s equations apply and the time dependent electric field in the cavity obeys the wave equation

$$\nabla^2 \vec{E} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = 0, \quad (2.1)$$

where $c$ denotes the speed of light in vacuum. The electric field can be decomposed into a series of standing wave modes, each with its own angular frequency $\omega_l$,

$$\vec{E}(\vec{x}, t) = \sum_l \vec{E}^{(l)}(\vec{x})e^{-i(\omega_l t + \theta_l)}, \quad (2.2)$$

where $\theta_l$ is some arbitrary phase for the mode labelled by $l$. It immediately follows that each model obeys the vector Helmholtz equation, with $k_l = \omega_l / c$,

$$\nabla^2 \vec{E}^{(l)}(\vec{x}) + k_l^2 \vec{E}^{(l)}(\vec{x}) = 0. \quad (2.3)$$
These equations are obeyed by the electric fields in the cavity, and are the ones solved by the surface fitting method. Following the analysis in [14] we can express the solution to the electric field in the cavity, working in cylindrical polar coordinates, in a completely general form for a particular standing wave mode. For the derivation of these results, the reader is referred to [14].

The EMMA RF cavity has a strong azimuthal symmetry and this implies that we can make considerable simplification to the analysis of [14]. In this case the electric field in the cavity is written in terms of generalised gradients,

\begin{align}
E_p(\rho, z) & = \sum_{j=0}^{\infty} \frac{(\rho/2)^{-1+2j}}{(j!)^2} C_{\rho0j} (2.4a) \\
E_z(\rho, z) & = \sum_{j=0}^{\infty} \frac{(\rho/2)^{2j}}{(j!)^2} C_{z0j} (2.4b)
\end{align}

where the generalised gradients for the azimuthally symmetric case,

\begin{align}
C_{\rho0j} & = \int_{-\infty}^{\infty} \frac{dk}{\sqrt{2\pi}} e^{ikz} \left( -\frac{ik}{k_{l}} \right) s_l(k)/k_{l}^{-1+2j} \hat{e}_0(k) (2.5a) \\
C_{z0j} & = \int_{-\infty}^{\infty} \frac{dk}{\sqrt{2\pi}} e^{ikz} s_l(k)/k_{l}^{2j} \hat{e}_0(k) (2.5b)
\end{align}

are obtained from the function

\[ \hat{e}_0(k) = \frac{1}{R_0(k,R)} \int_{-\infty}^{\infty} \frac{dz}{\sqrt{2\pi}} e^{-ikz} E_{z0}(R,z) = \frac{\tilde{E}_{z0}(R,k)}{R_0(k,R)}. (2.6) \]

In this equation \( E_{z0} \) is obtained from an azimuthal Fourier decomposition of the fields,

\[ E_z(R,\phi,z) = E_{z0}(R,z) + \sum_{m=1}^{\infty} [E_{znm}(R,z) \cos(m\phi) + E_{znm}(R,z) \sin(m\phi)]. (2.7) \]

Hence knowledge of this function \( \hat{e}_0(k) \) for the electric field purely determines the electromagnetic field inside the cylinder. Given the harmonic dependence of the electric field, we can write for a given mode

\[ \vec{A} = -\frac{1}{\omega_0} \vec{E}, (2.8) \]

and as an explicit example we can write the cartesian vector potential assuming azimuthal symmetry as a power series in the transverse variables \( x \) and \( y \),

\begin{align}
A_x(x,y,z) & = -\frac{1}{\omega_0} \sum_{j=1}^{\infty} \frac{x(x^2+y^2)^{j-1}}{2j-1(j!)^2} C_{\rho0j}(z) (2.9a) \\
A_y(x,y,z) & = -\frac{1}{\omega_0} \sum_{j=1}^{\infty} \frac{y(x^2+y^2)^{j-1}}{2j-1(j!)^2} C_{\rho0j}(z) (2.9b) \\
A_z(x,y,z) & = -\frac{1}{\omega_0} \sum_{j=0}^{\infty} \frac{(x^2+y^2)^j}{2^{2j}(j!)^2} C_{z0j}(z). (2.9c)
\end{align}

This form of the vector potential is suitable for the study of beam dynamics in the cavity, once the azimuthally symmetric generalised gradients (via. the function \( \hat{e}_0(k) \)) are obtained.
2.3 Analytic representation of the vector potential in the cavity

The azimuthal symmetry of the cavity fields mean we need, in order to analytically represent the vector potential in the cavity, to compute the function $e_0(k)$ as given by equation (2.6). To compute this function we need the longitudinal electric field on the surface of some cylinder inscribed inside the cavity volume. This cylinder should be inside the material of the cavity, but large enough to enclose the required working volume for the computation of the cavity maps. The fields within this cylinder are then completely described. For the purposes of this work we take a cylinder inscribed inside the cavity of radius $\sqrt{12.5 \text{ mm}^2 + 12.5 \text{ mm}^2} = 17.7 \text{ mm}$.

We have performed the relevant Fourier integrals over the longitudinal field, equation (2.6) using Filon integration to obtain the real function $\tilde{e}_0(k)$, valid at 17.7 mm, and smaller, radii. It is plotted in figure 4, where the function itself is shown on the left plot and the logarithm of the function is shown on the right plot to show the decay to zero at large Fourier variable $k$.

![Figure 4. The function $\tilde{e}_0(k)$ (left) and log $\tilde{e}_0(k)$ (right).](image)

As a complete check of the analysis, we have computed the functions $\tilde{e}_m(k)$ and $\tilde{f}_m(k)$ for $m > 0$, as defined in [14], with azimuthal decomposition of the fields to find these functions are very small compared to $\tilde{e}_0(k)$ and make no significant contribution to the fitted fields. We find the reconstructed fields at smaller radii are identical to those obtained with the function $\tilde{e}_0(k)$.

Now that the function $\tilde{e}_0(k)$ is known from the analysis on the surface of the cylinder, the electric and magnetic fields may be reconstructed at any location inside this cylinder. The result of the calculation of the field at a a radius of 3.5 mm using equation (2.4a) is shown in figures 5 and 6 for the longitudinal field and radial field respectively as a function of the longitudinal distance $z$ inside the cavity. In both of these figures the left plot shows the physical field, with the line showing the field reconstructed from the surface fitting and the points showing the field from the field map at this radius. The right plot in both figures shows the difference between the two, expressed as a fractional difference in figure 5 and a unnormalised difference\(^1\) in figure 6. The figures show the longitudinal and radial field is completely reconstructed using the function $\tilde{e}_0(k)$, with a small residual. We have checked the field reconstruction at other radii and found similar results, that the field is completely reconstructed using the function $\tilde{e}_0(k)$ with only a small residual.

The fitted fields can be reconstructed using this method along any axis in the cavity. As an example figure 7 shows the reconstructed $E_z$ field on-axis ($\rho = 0$). Now that the fields are described by analytic functions, field studies may be made or, as is done in the rest of this work, beam

---

\(^{1}\)This is due to a zero in the radial field.
dynamics of the cavity can be studied by constructing the vector potential in cartesian coordinates using equation (2.9a).

Figure 5. The electric field $E_z$ as a function of $z$ at $\rho = 3.5$ mm. The left plot shows the actual field, with the line showing the field reconstructed from the surface fitting and the points showing the field from the field map at this radius. The right plot shows the fractional difference between the two.

Figure 6. The electric field $E_\rho$ as a function of $z$ at $\rho = 3.5$ mm. The left plot shows the actual field, with the line showing the field reconstructed from the surface fitting and the points showing the field from the field map at this radius. The right plot shows the difference between the two.

Figure 7. The reconstructed electric field $E_z$ as a function of $z$ at $\rho = 0$ mm.

To show convergence of the longitudinal vector potential as a function of longitudinal position, the first six terms of the sum over $j$ in equation (2.9a) are shown in figure 8 at a radius of 3.5 mm. The terms in the series quickly become small and the expression for the longitudinal vector potential rapidly converges. This has been checked numerically.
terms up to tenth order for an accurate fit, giving \( \rho \) evaluated at \( \rho = 3.5 \text{ mm} \). The contribution of varying terms in the \( j \) summation for the longitudinal vector potential, evaluated at \( \rho = 3.5 \text{ mm} \).

To allow the fields in the cavity to be reconstructed analytically, knowledge of the function \( e_0(k) \) is sufficient. We have fitted Chebyshev polynomials of the 2nd kind to \( e_0(k) \), requiring terms up to tenth order for an accurate fit, giving

\[
e_0(k) \simeq 0.140943T_0(k') - 0.264262T_1(k') + 0.213457T_2(k') - 0.136707T_3(k') \\
+ 0.0514519T_4(k') + 0.0167902T_5(k') - 0.0452114T_6(k') + 0.0338657T_7(k') \\
- 0.00881017T_8(k') - 0.00691772T_9(k') + 0.00548739T_{10}(k')
\] (2.10)

with \( k' = k/200 - 1 \).

3 EMMA cavity transfer maps

Now that we have obtained an analytic form of the vector potential in the EMMA RF cavity, we can use Hamiltonian and DA methods to calculate the transfer map of the cavity in Taylor series form. We shall compare this transfer map to direct integration through the cavity and to existing kick and focusing models of the cavity.
3.1 From the vector potential to the transfer map

To compute the transfer map we shall start from the classical relativistic Hamiltonian,

\begin{equation}
H = \sqrt{(\vec{p} - q\vec{A})^2 + m^2c^4} + q\phi,
\end{equation}

where \(\vec{p}\) denotes the canonical momenta for a particle of charge \(q\) and mass \(m\), and the particle is moving in a scalar potential \(\phi\) and vector potential \(\vec{A}\). We note that it is assumed that the vector and scalar potentials generally depend on the spatial position coordinates. Following the standard procedure of writing this Hamiltonian in a form where the potential depends on the longitudinal distance through the accelerator it becomes

\begin{equation}
H = \delta - \sqrt{\left(\frac{1}{\beta_0} + \delta\right)^2 - (p_x - a_x)^2 - (p_y - a_y)^2 - \frac{1}{\beta_0^2 \gamma_0^2} a_z + p_s},
\end{equation}

where \(\beta_0\) and \(\gamma_0\) are the reference velocity and relativistic \(\gamma\) function corresponding to the reference momentum \(p_0\). In this Hamiltonian we have used the canonical variable pairs on the extended phase space

\begin{equation}
(x, p_x) (y, p_y) (z, \delta) (s, p_s)
\end{equation}

and defined the longitudinal momentum variable as

\begin{equation}
\delta = \frac{E}{p_0c} - \frac{1}{\beta_0}.
\end{equation}

The longitudinal coordinate conjugate to the longitudinal momentum is given by

\begin{equation}
z = \frac{s}{\beta_0} - ct.
\end{equation}

We have also set the scalar potential to zero and normalised the components of the vector potential to the reference momentum,

\begin{equation}
\vec{a} = q\vec{A}/p_0 = \frac{\vec{A}}{Bp},
\end{equation}

with \(Bp\) denoting the beam rigidity. The independent variable is given by \(\sigma\) and, given,

\begin{equation}
\frac{dx}{d\sigma} = \frac{dH}{dp_x} = 1
\end{equation}

they are simply related by

\begin{equation}
s = \sigma + \sigma_0.
\end{equation}

For the case where the canonical variables and potentials are small, the Hamiltonian, equation (3.2), can be expanded using the paraxial approximation using the Hamiltonian,

\begin{equation}
H = \frac{(p_x - a_x)^2}{2(\frac{1}{\beta_0} + \delta)} + \frac{(p_y - a_y)^2}{2(\frac{1}{\beta_0} + \delta)} - \left(\frac{1}{\beta_0} + \delta\right) + \frac{1}{2\beta_0^2 \gamma_0^2} \left(\frac{1}{\beta_0} + \delta\right)^{-1} + \frac{\delta}{\beta_0} - a_z + p_s,
\end{equation}

generating terms of the form \((p_x - a_x)^2\). A significant advancement in the treatment of split Hamiltonians of this form was made by Wu et al. [24], which allows conversion of Lie transformation
terms involving \( (p_x - a_x)^2 \) into \( p_x^2 \) terms and the construction of an explicit symplectic integrator. This is achieved by defining a function \( I_x \) of the vector potential,

\[
I_x = \int x_a(x', y, s) dx'
\]  

(3.10)

and using the Lie algebraic identity

\[
e^{f_2} e^{g_2} e^{-f_2} = \exp : e^{f_2} : g : \]  

(3.11)

to rewrite terms in the Hamiltonian involving \( (p_x - a_x)^2 \) as

\[
\exp \left( -\Delta \sigma : \frac{(p_x - a_x)^2}{2(\frac{1}{p_0} + \delta)} : \right) = e^{I_x} \exp \left( -\Delta \sigma : \frac{p_x^2}{2(\frac{1}{p_0} + \delta)} : \right) e^{-I_x}. \]  

(3.12)

Here we define the Lie operator \( : f : \) by the rule that it acts on any other function by taking a Poisson bracket,

\[
: f : g = \sum_{i=1}^{n} \left( \frac{\partial f}{\partial q_i} \frac{\partial g}{\partial p_i} - \frac{\partial f}{\partial p_i} \frac{\partial g}{\partial q_i} \right) , \]  

(3.13)

where \( q \) denotes the coordinates and \( p \) denotes the momenta. This splitting method, using integrals and derivatives of the vector potential, allows the Hamiltonian defined in equation (3.2) to be written as a sum of solvable pieces and an explicit symplectic integrator to be constructed for a vector potential with \( s \) dependence. At this stage we can use a differential algebra (DA) code to write explicit transformations of the canonical variables, if the potential is expressed as a power series in the variables \( (x, y, z) \) with \( s \) dependent coefficients. The result is a representation of the transfer map as a Taylor series in the initial canonical variables. This method requires truncation of the Taylor series for any realistic case, violating symplecticity and requires storage of a large number of power series coefficients.

### 3.2 The transfer maps of the cavity

The transfer maps are computed in Taylor series form using the fitted vector potential combined with the split Hamiltonian given by the paraxial form of equation (3.2). The DA code allows each of the transfer maps for the canonical variables to be written as multi-variable power series in all the canonical variables [25]. This form of the map is useful for particle tracking but in general must be truncated at some order to keep a reasonable number of terms. The integrator is formulated by the sequential evaluation of the Lie operations defined by the split Hamiltonian in section 3.1, with appropriate integrals and differentials of the vector potential. The result is the transfer map for the EMMA cavity in terms of Taylor series of the canonical variables for the map of one complete transformation through the EMMA cavity. In this work we will study the behaviour of the cavity transfer maps as a function of arrival phase with respect to the maximally accelerating phase. These transfer maps are, by virtue of the approach, valid for both non-relativistic and relativistic regimes. Hence we will compute the maps for two representative cases to illustrate the differences between the two. The first is a ultra-relativistic regime with the particle velocity close to the speed of light, and the second is a sub-relativistic regime. Table 1 shows the beam particle parameters used for these two cases and all the beam dynamics in this work are computed for these two test particles,
Table 1. The parameters used in the calculation of the maps.

| $\beta$ | $\beta < 1$ |
|---------|------------|
| $\beta$ | 0.998      | 0.654      |
| $E_0$   | 10.511 MeV | 0.676 MeV  |
| $P_0$   | 10.499 MeV/c | 0.442 MeV/c |
| $\gamma_0$ | 20.5695 | 1.323 |

one with velocity close to $c$ and with a lower velocity. These cases are denoted $\beta = 1$ (although the velocity is not exactly $c$) and $\beta < 1$.

We have implemented the Wu-Forest-Robin (WFR) integrator in [24] in the DA code described in [25], using the Hamiltonian given above and implementing the paraxial approximation. The vector potential at a given step through the cavity is expressed using the field fitting described in the previous section. The result is the transfer map for any particle moving through the cavity, with one truncated power series representation for a given cavity RF phase. Whilst the integrator is formally symplectic, and symplectic to machine precision when implemented numerically, the DA power series representation is not symplectic due to truncation of the series. The symplectic error is the order of the truncated series and may be reduced by adding additional terms to the power series representation.

The linear maps are obtained from the linear terms in the Taylor series representation of the map from the entrance to the exit of the cavity. In general this map is written as

$$X_s^{i=1} = f(X_s^{i=0})$$

with a Taylor series representation

$$X_i = C_i + R_{i1}X_1 + R_{i2}X_2 + \ldots + T_{i11}X_1X_1 + T_{i12}X_1X_2 + \ldots$$

(3.15)

where $X_i = (x, p_x, y, p_y, z, \delta)$ denotes one of the canonical variables. The constant term corresponds to an acceleration of the appropriate variable, the elements $R_{ij}$ represent the linear part of the map and the $T_{ijk}$ represent the first non-linear terms in the map. The maps are written as a function of phase, arising from the $e^{i(\omega t + \phi_0)}$ oscillation of the vector potential.

Before we study the complete linear maps, we can compare the transfer maps across the cavity with the kick model described in the introduction to this paper. This model, commonly used to particle tracking codes, models the action of the cavity as a kick to the momentum coordinate sandwiched between two half-cavity drifts. The resulting model gives a kick to both the momentum variable and the conjugate position variable, as well as a non-zero $R_{56}$. In the language of this work this is equivalent to the transformations

$$\delta \rightarrow \delta = \delta + qV \cos(\phi_0)$$

(3.16)

$$z \rightarrow z = z + \frac{LqV \cos(\phi_0)}{\gamma_0^2 \beta_0^2},$$

(3.17)

and the linear matrix element

$$R_{56} = \frac{L}{\gamma_0^2 \beta_0^2},$$

(3.18)

where $L$ is the length of the cavity and $V$ is the voltage.
To compare to the complete cavity model in this work we normalise the energy gain in the cavity (i.e. the additive term to $\delta$) to account for the transit time factor, and a single normalisation factor fixed at $\phi_0 = 0$ is sufficient for identical predictions of this term between the two models. Retaining this factor, figure 9 shows the prediction of the $z$ kick and the $R_{56}$ matrix element between the two models. The level of agreement between these terms in the kick model and the FFCM is good in terms of numerical size of the matrix elements and the variation of $z_0$ with phase. This gives a useful cross-check of the FFCM but also indicates the dominant linear dynamics in the cavity arise from the kick action of the integrated accelerating fields combined with a drift through the body of the cavity. We can also conclude that particle tracking codes can therefore accurately approximate linear longitudinal motion in a cavity using an energy kick combined with a drift model to generate the $R_{56}$ transfer matrix element. This generates the linear momentum compaction behaviour but ignores the longitudinal focusing term $R_{65}$ and non-linear corrections to both transverse and longitudinal terms.

\[ R_{56} \]

\[ z_0 \]

**Figure 9.** The calculation of $R_{56}$ (left) and $z_0$ (right) across the cavity using the kick model and the FFCM calculation.

The fitted fields RF cavity model (FFCM) makes it possible to calculate the linear transfer map for the cavity, including the terms predicted by the kick model but also the complete set of linear transfer terms as a function of phase. This includes the transverse focusing terms not present in kick models and which can be compared to cavity focusing matrix models. The linear transfer maps as a function of phase are shown in figure 10 for the case of $\beta = 1$. These terms shown in this figure correspond to transverse focusing ($R_{21}$), the determinant of the linear transfer map, longitudinal dynamics ($R_{56}$ and $R_{65}$), the momentum gain of the particle ($\delta_0$) and the longitudinal constant term ($z_0$) (needed to maintain symplecticity). From this figure the longitudinal focusing is maximised ($R_{65}$) when the energy gain is minimised and the transverse focusing is always negative for all values of the phase. This is the expected behaviour for a relativistic particle in the cavity and has been observed in previous studies and measurements [20]. The longitudinal $R_{56}$ shows the sinusoidal behaviour already compared to the kick model, and we also calculate $R_{65}$, which is not present in the kick model. These transfer maps give access to an accurate time of flight through the cavity as a function of phase and longitudinal momentum deviation, allowing a complete inclusion of the cavity in longitudinal motion simulations and also allow accurate transverse focusing effects to be included. For example, detailed simulation of longitudinal motion have been performed in the EMMA FFAG to study serpentine acceleration using a single kick model of a cavity. The accurate transfer maps presented here would increase the accuracy of such simulations and include transfer map terms omitted from simpler models.
Figure 10. Linear transfer maps for the field fitted cavity using the $\beta = 1$ parameters as a function of cavity phase.

The corresponding linear transfer map plots for the $\beta < 1$ case are shown in figure 11, again as a function of phase. Of particular interesting are the transverse focusing term, showing the potentially strong transverse focusing of a low velocity beam in an RF cavity. It is interesting the note the different behaviour of the transverse focusing term at low $\beta$, which can be both positive and negative. The longitudinal focusing term is generally of the opposite sign to the transverse focusing term. All the focusing terms are of larger magnitude for lower velocity particles than for the relativistic particles considered in figure 10, with potentially large consequences for transverse and longitudinal dynamics simulations involving low-beta accelerating structures such as ESS [27] or HEI-ISOLDE [28].

We note the possibility of comparison to measurement of cavity transfer maps, as performed in [20, 21], to experimentally validate the transverse and longitudinal focusing term predictions. Specifically the linear transverse ($R_{21}$) and longitudinal ($R_{65}$) terms are measurable at both low and high $\beta$ and comparable to the model predictions presented in this work.

The validity of the DA analysis can be verified by comparing the behaviour of the transverse focusing as a function of phase obtained from the DA calculation of the linear transfer map to direct numerical integration of Hamilton’s equations. This integration scheme is inherently symplectic and does not make the paraxial approximation to the Hamiltonian. The results of this analysis are shown in figures 12 and 13 for the high $\beta$ and low $\beta$ cases respectively. Each figure shows the $R_{21}$ transfer map terms as a function of phase, with the left plot showing a direct comparison with the line denoting the DA analysis and the spots denoting the direct numerical integration. The right
Figure 11. Linear transfer maps for the field fitted cavity using the $\beta < 1$ parameters as a function of cavity phase.

Figure 12. The term $R_{21}$ as a function of phase for the DA analysis and direct numerical integration of Hamilton’s equations (left), and the fractional difference between the DA calculation of $R_{21}$ and the numerical integration for the high $\beta$ parameters. The line denotes the DA analysis and the spots denote the direct numerical integration.

plots shows the fractional difference between the two calculations. In both particle velocity regimes we consider the agreement is good, with a small residual attributable to the impact of the paraxial approximation. We have explicitly checked the other linear terms in the FFCCM, such as $\delta_0$, $z_0$, $R_{56}$ and $R_{65}$ and found similar levels of agreement and low residuals between the DA analysis and the direct integration through the fields.

Now that the linear transfer maps of the cavity have been calculated and compared to the longitudinal predictions of the kick model we can consider the transverse focusing behaviour of
Figure 13. The term $R_{21}$ as a function of phase for the DA analysis and direct numerical integration of Hamilton’s equations (left), and the fractional difference between the DA calculation of $R_{21}$ and the numerical integration for the low $\beta$ parameters. The line denotes the DA analysis and the spots denote the direct numerical integration.

The linear map. The transverse focusing naturally emerges from the FFCM developed in this work and hence gives a more accurate description of cavity focusing. There are several commonly used models of transverse focusing in RF cavities, and we can compare the fitted field model to the Chambers and to the Krafft models, which are transverse focusing models for RF cavities valid for $\beta = 1$.

The Chambers model ([29], see equation (13) of [17]) follows directly from the Rosenzweig and Serafini model [17] for the case of a pure $\pi$-mode cavity. For the case of a particle accelerated from $\gamma_i$ to $\gamma_f$ the transverse focusing transfer matrix takes the form

$$M_r = \begin{pmatrix} \cos(\alpha) - \sqrt{2}\cos(\phi_0)\sin(\alpha) & \sqrt{\frac{8}{\gamma_i}}\cos(\phi_0)\sin(\alpha) \\ -\frac{\gamma_f}{\gamma_i} \left(\frac{\cos(\phi_0)}{\sqrt{2}} + \frac{1}{\sqrt{8}\cos(\phi_0)}\right) \sin(\alpha) & \frac{\gamma_f}{\gamma_i} [\cos(\alpha) + \sqrt{2}\cos(\phi_0)\sin(\alpha)] \end{pmatrix},$$

(3.19)

where $\gamma'$ is the cavity energy gradient in units of $mc^2$, $\gamma_i, f$ are the initial and final Lorentz factors, $\gamma_f = \gamma_i + \gamma'L$ and

$$\alpha = \left(\sqrt{\frac{1}{8}}\frac{\cos(\phi_0)}{\cos(\phi_0)}\right) \log\left(\frac{\gamma_f}{\gamma_i}\right).$$

(3.20)

In these equations $\phi_0$ represents the phase of the particle with respect to the on-crest phase and the matrix acts on the space $(x, x')$.

The Krafft model [18, 19] is derived assuming $\beta = 1$, and gives the transverse transfer matrix of an RF cavity to be

$$m_{11} = 1 - \frac{\cos(\phi_0)}{2\gamma_i mc^2} \int_{-\infty}^{+\infty} E_z(z)\cos(\omega z/c)dz,$$

(3.21a)

$$m_{12} = L/\gamma_i,$$

(3.21b)

$$m_{21} = -\frac{\cos^2(\phi_0)}{4\gamma_i} \int_{-\infty}^{+\infty} E_z(z)\cos^2(\omega z/c)dz - \frac{\sin^2(\phi_0)}{4\gamma_i} \int_{-\infty}^{+\infty} E_z(z)\sin^2(\omega z/c)dz,$$

(3.21c)

$$m_{22} = 1 + \frac{\cos(\phi_0)}{2\gamma_i mc^2} \int_{-\infty}^{+\infty} E_z(z)\cos(\omega z/c)dz.$$

(3.21d)

The Rosenzweig and Serafini model gives the transfer matrix of an RF structure of arbitrary mode content.
In these equations \( m_{ij} \) represent the transfer matrix elements and \( E(z) \) represents the electric field in the cavity as a function of longitudinal position through the cavity, taken to be 18 MV/m in the central region. To compute maps for the EMMA cavity appropriate for a comparison with the transfer maps for the cavity presented in this work, the middle 0.1 m region of the cavity is assumed to be the accelerating region, and this map for either the Chambers or Krafft model is inserted between two 0.05 m drift regions to form the 0.2 m cavity structure. The resulting linear maps for \( R_{21} \) obtained for the Chambers and Krafft model can be seen in figure 14 as the dashed and dotted lines, showing a reasonable agreement in the prediction of the two models of the term \( R_{21} \) using EMMA parameters. The level of agreement between the two models is consistent with [19, 20].

The comparison of these models with the FFCM calculation of \( R_{21} \) can also be seen in figure 14 for the EMMA cavity parameters and the \( \beta = 1 \) particle parameters. The correspondence in behaviour as a function of phase is consistent, with qualitatively similar features of negative \( R_{21} \) for all phases (as observed in [19, 20]) and a consistent variation with \( \phi_0 \). However the models give different predictions for \( R_{21} \). This uncertainty in \( R_{21} \) is compatible with the analysis in [19, 20] and demonstrate the level of uncertainty inherent in some transverse focusing models. The levels of consistency and inconsistency between the three models is potential significant and could be tested experimentally and also used an a measure of uncertainty in beam dynamics simulations. As previously noted the transverse focusing of the cavity is a measurable quantity, as done in [20], and would be an interesting validation of the accurate model presented in this work.

The FFCM gives access to the non-linear transfer matrix elements as a function of phase in a natural way from the DA approach, extending previous approaches. The dominance of non-linear terms in the map is cavity phase dependent, and a complete analysis of the dominant terms should take place with a complete map-based study of an accelerator ring. However the non-linear behaviour of the cavity can be illustrated by two examples. The first is an analysis of the dominant non-linear terms for the momentum deviation \( \delta \) map at the maximally accelerating phase. These coefficients are shown in the left plot of figure 15 at the maximally accelerating phase, using the notation \( abcdef \) for the transfer matrix term \( \delta^a z^b p^c_y d^d p^f_y e^f \), and indicate the variation of the energy gain in the phase space of the accelerated particle.

The non-linear behaviour of the cavity at this phase is rich, and several terms have potentially large impact on the beam. These include the geometric term \( z^3 \) and the chromatic term \( \delta(x,y)^2 \).
These terms, and other large non-linear transfer map terms, have the potential to perturb the longitudinal and transverse motion. As a second illustration of the non-linear behaviour we can compute the non-linear momentum compaction factors $T_{566}$ and $T_{5666}$ as a function of cavity phase. These are shown in the middle and right plots of figure 15, and these non-linear terms will contribute to the path length through the cavity for off-momentum particles. They are potentially important for longitudinal dynamical simulations, for example serpentine acceleration in FFAGs and in any machine dependent on time of flight control like an energy recovery linac. In principle they could be measured by suitably sensitive beam-based experiments. A complete non-linear analysis requires a machine context but as a first look, the leading non-linear contribution to the momentum compaction is an order of magnitude lower than the linear contribution for a momentum deviation $\delta = 5 \times 10^{-3}$. Finally we note the possibility of additional higher order terms from relaxing the paraxial approximation of the Hamiltonian, potentially extending the analysis presented here.

![Figure 15](image_url)

Figure 15. The non-linear coefficients of the transfer map for $\delta$ (left), using the notation $\delta^{a \ b \ c \ d \ e \ f}$ and the non-linear momentum compaction factors $T_{566}$ (middle) and $T_{5666}$ (right) as a function of cavity phase.

## 4 EMMA cavity time dependent generating functions

So far in this work we have computed the dynamics through the EMMA cavity using a truncated power series derived from an explicit symplectic integrator. This means the transformation is inherently non-symplectic and provides a non-compact representation of the map. An alternative approach is to describe the dynamics using mixed-variable generating functions. These provide a compact and symplectic representation of the motion [11]. For example, one of the transformation from the WFR integrator

\[ M = p_x - a_x \]  

(4.1)
can be written as the generating function,

\[ F(x_1, p_{x2}, s_1, p_{s2}) = x_1 p_{x2} + \int_0^{x_1} a_s(x, s_1) dx + s_1 p_{s2} \]  

(4.2)

where the entrance and exit variables are related by

\[ x_2 = \frac{\partial F(x_1, p_{x2}, s_1, p_{s2})}{\partial p_{x2}} \]  

(4.3a)

\[ p_{s1} = \frac{\partial F(x_1, p_{x2}, s_1, p_{s2})}{\partial x_1} \]  

(4.3b)

In [11] a technique was proposed to directly construct the overall generation function describing the transformation through a machine element by concatenating the generating functions describing
the steps in the WFR explicitly symplectic integrator [24]. This procedure was performed using an
iterative method to concatenate two generating functions of the second kind, \( F_A \) and \( F_B \), into the
generating function representing the overall transformation \( F_C \).

We have extended the method in [11] to the case of time dependent generating functions oper-
ating on 6-dimensional phase space. This adds considerable algebraic complexity to the method
but the underlying philosophy remains the same. A further difference to [11] is the expression of
the transformation of the extended phase space variables \((s, p_s)\) using explicit transformations, with
the dynamics of the remaining six phase space variables expressed using the generating functions.
This approach permits expression of the 6D motion as a generating function while retaining the
evolution of \( s \) through explicit equations. The appropriate generating functions of the second kind
for the WFR integrator are

\[
F_{a1}(x_1, p_{y2}, y_1, p_{y2}, z_1, \delta_2, h) = x_1 p_{y2} + y_1 p_{y2} + z_1 \delta_2 - ha_x(x_1, y_1, z_1, s)
\]

\[
F_{b1}(x_1, p_{y2}, y_1, p_{y2}, z_1, \delta_2, h) = x_1 p_{y2} + y_1 p_{y2} + z_1 \delta_2 - \frac{1}{2} \frac{\delta_2^2}{2h^2}
\]

\[
F_{c}(x_1, p_{y2}, y_1, p_{y2}, z_1, \delta_2, h) = x_1 p_{y2} + y_1 p_{y2} + z_1 \delta_2 - \frac{1}{2} h p_s^2
\]

\[
F_{h}(x_1, p_{y2}, y_1, p_{y2}, z_1, \delta_2, h) = x_1 p_{y2} + y_1 p_{y2} + z_1 \delta_2 + \int_0^{x_1} a_s(x, y_1, z_1, s) dx
\]

\[
F_{i-1}(x_1, p_{y2}, y_1, p_{y2}, z_1, \delta_2, h) = x_1 p_{y2} + y_1 p_{y2} + z_1 \delta_2 - \int_0^{x_1} a_s(x, y_1, z_1, s) dx. \tag{4.4}
\]

We have omitted the obvious expressions for \( F_y \), \( F_h \), and \( F_{i-1} \) and \( h \) denotes the step size.
The extension of the method in [11] to the six dimensional time dependent case proceeds as follows. Let \( F_A(x_1, p_{x1}, y_1, p_{y1}, z_1, \delta_1) \) be the generating function for the transformation from
\((x_1, p_{x1}, y_1, p_{y1}, z_1, \delta_1)\) to \((x_2, p_{x2}, y_2, p_{y2}, z_2, \delta_2)\) and \( F_B(x_2, p_{x3}, y_2, p_{y3}, z_2, \delta_3) \) be the generating function for the transformation from
\((x_2, p_{x2}, y_2, p_{y2}, z_2, \delta_2)\) to \((x_3, p_{x3}, y_3, p_{y3}, z_3, \delta_3)\). We form the six dimensional generating function \( F_C(x_1, x_2, x_3) \), where \( x_i \) denotes the phase space variables of
step \( i \) then, following [11], \( F_C \) provides a generating function of the second kind which represents
the transformation from \( x_1 \) to \( x_3 \) provided the intermediate variables \( x_2 = (x_2, p_{x2}, y_2, p_{y2}, z_2, \delta_2) \) are
eliminated from \( F_C \). This is done with the equations

\[
x_2 = \partial_{p_{x2}} F_A
\]

\[
p_{x2} = \partial_{x_2} F_B
\]

\[
y_2 = \partial_{p_{y2}} F_A
\]

\[
p_{y2} = \partial_{y_2} F_B
\]

\[
z_2 = \partial_{z_2} F_A
\]

\[
\delta_2 = \partial_{\delta_2} F_B \tag{4.5}
\]

which we write as a set of six polynomials

\[
G_1 = \partial_{p_{x2}} F_A - x_2
\]

\[
G_2 = \partial_{x_2} F_B - p_{x2}
\]

\[
G_3 = \partial_{p_{y2}} F_A - y_2
\]
These polynomials are written to order $N$ in the intermediate variables, with coefficients which depend on $x_1$ and $x_3$. To solve for the intermediate variables (e.g. $x_2$) we construct the 6D Jacobian matrix

$$
J = \begin{pmatrix}
\partial_3 G_1 & \partial_{p_2} G_1 & \partial_3 G_1 & \partial_{p_2} G_1 & \partial_3 G_1 & \partial_{G_1} G_1 \\
\partial_3 G_2 & \partial_{p_2} G_2 & \partial_3 G_2 & \partial_{p_2} G_2 & \partial_3 G_2 & \partial_{G_2} G_2 \\
\partial_3 G_3 & \partial_{p_2} G_3 & \partial_3 G_3 & \partial_{p_2} G_3 & \partial_3 G_3 & \partial_{G_3} G_3 \\
\partial_3 G_4 & \partial_{p_2} G_4 & \partial_3 G_4 & \partial_{p_2} G_4 & \partial_3 G_4 & \partial_{G_4} G_4 \\
\partial_3 G_5 & \partial_{p_2} G_5 & \partial_3 G_5 & \partial_{p_2} G_5 & \partial_3 G_5 & \partial_{G_5} G_5 \\
\partial_3 G_6 & \partial_{p_2} G_6 & \partial_3 G_6 & \partial_{p_2} G_6 & \partial_3 G_6 & \partial_{G_6} G_6
\end{pmatrix}.
\tag{4.6}
$$

The solution for the intermediate variables $(x_2, p_{2x}, y_2, p_{2y}, z_2, \delta_2)^T$ is then found by assuming the initial solutions $\vec{X}^{(0)} = (0, 0, 0, 0, 0)^T$ and constructing improved solutions iteratively using Newton’s method,

$$
\vec{X}^{(n+1)} = \vec{X}^{(n)} - J^{-1} \cdot (G_1, G_2, G_3, G_4, G_5, G_6)^{(n)},
\tag{4.7}
$$

beginning at $n = 1$.

We have computed the overall generating function for the EMMA accelerating cavity using the techniques described in this section and the generalised gradients of the EMMA cavity. The generating function of the second kind is is computed for the transformation through the cavity, from $s = -0.1$ m to $s = +0.1$ m using the paraxial Hamiltonian and the WFR integrator. The generating functions for the steps of the integrator are given by equation (4.4). We retain terms up to fifth order in the generating function and performed the computations in Mathematica [26]. The result is a fifth order mixed variable generating function describing the transformation of the canonical variables through the cavity. The appropriate derivative are then computed and a set of implicit equations solved to calculate the transfer map through the cavity. Note the entire dynamics in the cavity are compactly represented by the mixed variable generating function for a particular phase.

The transfer functions, the transformation of coordinates and momenta as functions of the initial coordinates $x$ and $p_x$, are shown in figures 16 and 17 for the canonical pairs $(y, p_y)$ and $(z, \delta)$ respectively. We show the pair $(y, p_y)$ as this is not dominated by the drift map (which is why we do not show $(x, p_x)$). The calculation is done for a RF phase of $\phi = 0$ and $L$ denotes the length of the cavity.

To understand the accuracy of the generating function description of the map, we have also calculated the the transfer functions by direct numerical integration of Hamilton’s equations, as was done in the analysis in section 3. The resulting residuals for the transfer maps are shown in figures 18 and 19 for the canonical pairs $(y, p_y)$ and $(z, \delta)$ respectively.

The residuals are small, showing the generating function of the overall cavity gives a good description of the dynamics. We can explore the dynamics further by comparing the linear transfer maps of the cavity as a function of phase using the generation function method with the linear transfer map obtained from the DA analysis of the cavity dynamics described in section 3. We shall focus on the term $R_{21}$, giving the linear transverse focusing for compactness.
**Figure 16.** The $y(L)$ and $p_y(L)$ transfer maps as a function of $(x(0), p_x(0))$ computed using the 6D generating function.

**Figure 17.** The $z(L)$ and $\delta(L)$ transfer maps as a function of $(x(0), p_x(0))$ computed using the 6D generating function.

**Figure 18.** The fractional residuals of the 6D generating function and a direct integration through the cavity for $y(L)$ and $p_y(L)$ transfer maps as a function of $(x(0), p_x(0))$.

**Figure 19.** The fractional residuals of the 6D generating function and a direct integration through the cavity for $z(L)$ and $\delta(L)$ transfer maps as a function of $(x(0), p_x(0))$. 
The left plot of figure 20 shows the $R_{21}$ element of the linear transfer map computed with both the DA analysis of section 3 (line) and the generating function analysis of this section (spots). The resulting residual between the two methods is shown in the right plot of figure 20. The residual is very small and verifies the accurate description of the dynamics of the EMMA cavity with a 6-dimensional generating function.

Hence we can represent the motion through cavity in an alternative way to the previous section by using a 6D mixed variable generating function. This provides a compact, efficient and symplectic representation of the map, at the cost of a numerical and iterative procedure to obtain the generating function. An advantage of this representation would be the ability to interpolate between phases of the cavity the coefficients of the generating function, which would give a symplectic map for the interpolated phase. This would not be the case for interpolating between coefficients of a Taylor series representation of the map. However the associated numerical cost solving the implicit equations of the generating function representation is potentially high, estimated around a factor of five for a single element based on the required number of evaluations and iterations. This topic requires further study in a realistic case to fully understand these implications.

5 Conclusion

In this work we have computed the transfer map of a real accelerating cavity, using field fitting, differential algebra and generating function techniques. The representations of the map give an insight into the dynamics in the cavity, provide accurate maps with potentially measureable effects and, using 6D generating functions, provide a symplectic representation of the dynamics.

The calculation has two steps. The first is to use a real electromagnetic azimuthally symmetric field map of the EMMA FFAG accelerating cavity and perform a fitting to obtain an analytic representation of the vector potential. The function $e_0(k)$ is sufficient to specify the fields and can be parameterised as a polynomial for use in other work. The second step is to calculate the beam dynamics in the cavity using Hamiltonian and DA techniques, to represent the transfer map as a function of phase as either a truncated Taylor map or as a mixed variable generating function. The two stages are not coupled, so the analytic vector potential, as written in equation (2.10), can be used in other beam dynamics simulations, and the DA and 6D generating function analysis performed for the cavity can be done for an arbitrary time dependent structure.
The result, as presented in this work, gives a cavity mode which includes a complete and consistent treatment of transverse and longitudinal effects such as focusing and non-linear time of flight and the ability to compute accurate transverse and longitudinal transfer maps as a function of phase. The calculation makes predictions of transfer map parameters which are potentially measurable and which may be important for detailed machine simulations. In this work the linear maps were compared to the energy kick model and commonly used RF cavity focusing models, with notable differences. The cavity dynamics can also be represented as a 6D time dependent generating function to ensure a symplectic transformation and allow symplectic interpolation between phases, for example to model systems with variable arrival phase. We hope the unified treatment of transverse and longitudinal dynamics presented is a step towards consistent computational treatment of accelerating systems, for example serpentine acceleration in FFAG accelerators, and opens the possibility to a comparison of the model to measured focusing properties of the cavity and potential application to proton driver machines such as ESS. Our hope is to place accelerating cavities on the same mathematical footing as other machine elements in tracking and beam dynamics simulations.

There are some issues that remain to be investigated. The linear cavity models studied show the same qualitative behaviour for quantities such as $R_{21}$ but different normalisations. This interesting observation, possibly related to the differing assumptions in the models, could be disentangled through an experimental campaign. A further extension would be the use of an exact Hamiltonian in a form amenable to the WFR integrator, for example the exact Hamiltonian in [24]. Such an approach would be complementary to the one presented here and would be an interesting study of the higher order behaviour of the cavity. Beyond this, the next step for the EMMA FFAG would be the construction of a map-based simulation, with both accurate transfer maps for the offset quadrupoles and the RF cavities in the ring to study aspects such as the serpentine acceleration process. These studies would be important to understand dynamics in these machine, understand beam-based measurements made on EMMA and would be a step forward in the modelling of small rings. The calculations presented here can also be readily extended to the non-azimuthally symmetric case to quantify the impact of couplers and tuners on the transfer map, and to apply these techniques to elements like deflecting cavities. Detailed transfer maps for these common accelerator structures without this symmetry can then be achieved.

The fitted vector potential is available through equation (2.10) for use in other work. The transfer maps and the generating functions are available from the authors as a function of phase to be used as accelerating cavity models in tracking codes.
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