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Abstract—In this paper, we propose a model-based machine-learning approach for dual-polarization systems by parameterizing the split-step Fourier method for the Manakov-PMD equation. The resulting method combines hardware-friendly time-domain nonlinearity mitigation via the recently proposed learned digital backpropagation (LDBP) with distributed compensation of polarization-mode dispersion (PMD). We refer to the resulting approach as LDBP-PMD. We train LDBP-PMD on multiple PMD realizations and show that it converges within 1% of its peak dB performance after 428 training iterations on average, yielding a peak effective signal-to-noise ratio of only 0.30 dB below the PMD-free case. Similar to state-of-the-art lumped PMD compensation algorithms in practical systems, our approach does not assume any knowledge about the particular PMD realization along the link, nor any knowledge about the total accumulated PMD. This is a significant improvement compared to prior work on distributed PMD compensation, where knowledge about the accumulated PMD is typically assumed. We also compare different parameterization choices in terms of performance, complexity, and convergence behavior. Lastly, we demonstrate that the learned models can be successfully retrained after an abrupt change of the PMD realization along the fiber.
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I. INTRODUCTION

The rapidly increasing demand for reliable long-distance data transmissions presents a need for increased capacity in optical communication links [1]. One of the main limiting factors for capacity in optical channels is the nonlinear Kerr effect imposed on signals during propagation [2]. The non-linearity mixes with linear effects like chromatic dispersion (CD) [3], [4] and polarization-mode dispersion (PMD) [5], which makes it challenging to develop suitable schemes that can invert the nonlinear transfer function from channel input to output. In this paper, we consider the application of deep learning as a potential solution for designing powerful nonlinear signal compensation algorithms, which has recently gained significant attention in the literature [7]–[14].

The traditional application of deep learning to physical-layer communication replaces or augments digital signal processing (DSP) blocks (e.g., equalization or decoding) with artificial neural networks (ANNs). An ANN consists of many concatenated linear and nonlinear operators that can be optimized to approximate a desired input–output function. The aim of this approach is to learn new algorithms through data-driven optimization that can perform better than the conventional DSP blocks, e.g., in terms of accuracy or computational load. More generally, one may regard the entire transceiver design as an end-to-end reconstruction task and jointly optimize transmitter and receiver ANNs [10]. Both traditional [7]–[9] and end-to-end learning [11]–[13] have received considerable attention for optical fiber systems. However, ANNs are often used as “black boxes” which makes it difficult to incorporate existing domain knowledge. As opposed to conventional DSP algorithms which are based on well-understood mathematical models and theory, the structure of the algorithm learned by an ANN has no obvious relation to the problem at hand and their high-level operation is difficult to interpret.

Rather than relying on ANNs, a different approach is to start from an existing model and parameterize it. For fiber-optic systems, it has been shown in [15] that this can be done by considering the split-step Fourier method (SSFM) for numerically solving the nonlinear Schrödinger equation (NLSE). By viewing all CD steps as general linear functions, one obtains a parameterized model similar to a multi-layer ANN [15]. This approach has several advantages over general-purpose ANNs [15]–[19]: it allows for a more intuitive selection of hyperparameters such as the number of layers; it provides good initializations for gradient-based optimization; and it allows one to inspect and interpret the obtained solutions in order to understand why they work well, thereby providing significant insight into the problem.

The approach in [15] only applies to the standard NLSE and does not take polarization-dependent effects into account. This paper is an expanded version of [20], where our main contribution is to extend the model-based machine-learning approach proposed in [15] to dual-polarization (DP) transmission by parameterizing the SSFM for the Manakov-PMD equation. The proposed parameterization leads to a multi-layer model alternating complex-valued $2 \times 2$ multiple-input
multiple-output finite impulse response (MIMO-FIR) filters with nonlinear Kerr operators. The complexity of the MIMO filters is reduced by decomposing them into separate FIR filters for each polarization followed by memoryless rotation matrices \([18, 19]\). This decomposition mimics the forward propagation model, where PMD introduces a polarization-dependent differential group delay (DGD) and rotates the principal states of polarization (PSP) along the fiber link in a distributed fashion \([24]\).

As an application of the proposed machine-learning model, we consider joint digital backpropagation (DBP) and distributed PMD compensation. This is similar to \([22, 25]\), where PMD-compensating sections are inserted into the standard DBP algorithm. However, all of these works assume that the accumulated PMD is known to the receiver, either to heuristically compute the individual PMD sections \([22–24]\) or to initialize a gradient-free optimization procedure \([25]\). On the other hand, our approach relies on gradient-based deep learning and does not assume any knowledge about the particular PMD realizations along the link (i.e., the DGDs and PSPs), nor any knowledge about the total accumulated PMD. Moreover, the employed model uses hardware-friendly time-domain implementations \([26, 27]\) based on very short FIR filters to account for DGD. We demonstrate that our model converges reliably to a solution whose performance is close to the case where PMD is absent from the link.

Compared to the conference version \([20]\), this paper aims to provide a thorough numerical investigation of different parameterization choices including different initialization schemes, by comparing them in terms of performance, complexity, and convergence behavior. We also show that our method outperforms the case where a single lumped MIMO-FIR filter is learned. Finally, we demonstrate that the learned model can be successfully retrained after an abrupt change of the PMD realization along the fiber, which constitutes an important first step towards an adaptive real-time implementation of the proposed approach.

II. DEEP LEARNING REVIEW

In this section, we give a brief overview of the general theory behind deep learning.

A. Artificial Neural Networks

An ANN is a directed computational graph where each node \(n\) applies a scalar function \(f^{(n)}(\mathbf{x}^{(n)}; \mathbf{w}^{(n)})\) to its input vector \(\mathbf{x}^{(n)}\) \([28\text{, Ch. 6}], [29\text{, Ch. 1}]\). Here, \(\mathbf{w}^{(n)}\) is a set of parameters that, in combination with the analytical definition of \(f^{(n)}\), defines the node operation. An ANN node usually applies a linear operation to propagate each of its inputs to its output, followed by a nonlinear activation function. An example of an often-used node operation is

\[
     f^{(n)}(\mathbf{x}^{(n)}; \mathbf{w}^{(n)}) = \varepsilon((\mathbf{w}^{(n)})^\top \mathbf{x}^{(n)} + b^{(n)}),
\]

where \(\varepsilon\) is the activation function, \(\mathbf{w}^{(n)}\) is a weight vector, \(b^{(n)}\) is a bias and \(\mathbf{w}^{(n)} = \{w^{(n)}; b^{(n)}\}\).

Groups of nodes that share the same inputs are abstracted into MIMO functions

\[
     g^{(l)}(\mathbf{x}^{(l)}; \Phi^{(l)}) = [f^{(0)}(\mathbf{x}^{(l)}; \Psi^{(0)}), \ldots, f^{(N-1)}(\mathbf{x}^{(l)}; \Psi^{(N-1)})],
\]

where \(\Phi^{(l)} = \{\Psi^{(0)}, \ldots, \Psi^{(N-1)}\}\) and nodes 0 through \(N-1\) form layer \(l\). An ANN is constructed by defining \(L\) layers and connecting their in- and outputs to obtain a large overall directed computational graph \(\mathbf{y} = f(\mathbf{x}; \theta) \in \mathcal{Y}\), where \(\mathbf{x} \in \mathcal{X}\) is the input, \(\mathcal{X}\) and \(\mathcal{Y}\) are the input and output alphabets (typically sets of vectors), respectively, and \(\theta = \{\Phi^{(0)}, \ldots, \Phi^{(L-1)}\}\) collects all tunable parameters. An example of a feed-forward ANN with fully-connected layers is shown in Fig. 1.

B. Gradient-Based Learning

The parameter set \(\theta\) can be optimized in an iterative fashion with data-driven gradient-based optimization methods as follows. Given a data set \(D \subset \mathcal{X} \times \mathcal{Y}\), a minibatch \(B_\kappa \subseteq D\) is sampled from \(D\), where \(|B_\kappa|\) is the minibatch size, and \(\kappa\) is the iteration index. For each input–output pair \((\mathbf{x}, \mathbf{y}) \in B_\kappa\), the input \(\mathbf{x}\) is propagated through the ANN to obtain a prediction \(\hat{\mathbf{y}} = f(\mathbf{x}; \theta)\). The prediction is then compared to the desired output \(\mathbf{y}\) by using a per-sample loss function \(\ell(\hat{\mathbf{y}}, \mathbf{y})\). The average loss associated with the entire minibatch is given by

\[
     \mathcal{L}_{B_\kappa}(\theta) = \frac{1}{|B_\kappa|} \sum_{(\mathbf{x}, \mathbf{y}) \in B_\kappa} \ell(f(\mathbf{x}; \theta), \mathbf{y}).
\]

Afterwards, the gradient \(\nabla_\theta \mathcal{L}_{B_\kappa}(\theta)\) with respect to the network parameters is calculated numerically, by applying the chain rule to local gradients per node \([29\text{, Ch. 2}]\). Finally, the computed gradient is used to take an optimization step with a chosen optimizer.

The simplest optimizer is stochastic gradient descent (SGD), which applies

\[
     \theta_{\kappa+1} = \theta_\kappa - \eta \nabla_\theta \mathcal{L}_{B_\kappa}(\theta),
\]

where \(\eta\) is a chosen learning rate. Due to problems like small gradients at suboptimal values of \(\theta\) (e.g., saddle points or...
flat regions), and variance in the sensitivity of $\mathcal{L}$ to different parameters, SGD is often not enough to effectively navigate the loss landscape. In this work, we rely on the Adam optimizer [30] that addresses both mentioned issues by introducing momentum and per-parameter adaptive learning rates.

The combination of linearity and nonlinearity in ANNs allows for the learning of complex functions. On the other hand, a downside of deep learning with ANNs is that, although ANNs can potentially converge to very accurate solutions, these solutions are generally hard to interpret. In this paper, this issue is countered by implementing a model whose structure is based on a modified version of the SSFM, which is a well-understood existing algorithm. Indeed, supervised learning is not restricted to ANNs and learning algorithms such as SGD can be applied to other function classes as well. For example, in state-of-the-art practical systems, PMD is typically compensated by choosing the function $f(\cdot, \theta)$ as the convolution of the received signal with the impulse response of a complex-valued $2 \times 2$ MIMO-FIR filter, where $\theta$ are the filter coefficients. For a particular choice of the loss function $\ell$, applying SGD then maps into the well-known constant modulus algorithm [31].

III. Model-Based Machine Learning for Dual-Polarization Systems

A. The Manakov-PMD Equation

The evolution of DP signals through a single-mode fiber can be described by a set of coupled NLSEs that takes into account the interactions between the two degenerate polarization modes as a function of propagation distance [21]. In birefringent fibers where the PSP changes rapidly along the link, propagation in a noiseless fiber is governed by the Manakov-PMD equation [32]

$$\frac{\partial u}{\partial z} = \left( -\frac{1}{2} \alpha - \beta_1(z) \frac{\partial}{\partial t} - j\beta_2 \frac{1}{2} \frac{\partial^2}{\partial t^2} \right) u + j\frac{8}{9} \gamma \|u\|^2 u,$$

(5)

where $u = [u_x(t, z), u_y(t, z)]^T$ is the Jones vector comprising the complex baseband signals in both polarizations, $t$ and $z$ are propagation time and distance, $\alpha$ is fiber attenuation, $\beta_1(z) \in \mathbb{C}^{2 \times 2}$ represents PMD, $\beta_2$ is group-velocity dispersion giving rise to CD, dispersion slope $\beta_3$ is neglected, $\gamma$ is the nonlinear Kerr parameter, $\|u\| = \sqrt{u^H u}$, and $\square^H$ denotes the Hermitian transpose, $\beta_1(z)$ can be decomposed into DGD and PSP rotations, which will be discussed in detail in the following subsection.

B. Distributed PMD Modeling in the SSFM

The correlation length $L_c$ of a fiber is defined as the distance which a DP signal can travel before its PSP is uncorrelated with its initial state [6, 32]. In order to model PMD, the fiber is divided into $K$ PMD sections of length $L_c$ as illustrated in Fig. 2, where each section $k = 0, \cdots, K - 1$ applies a PMD operator

$$\beta_1^{(k)} = R^{(k)} \left( \frac{\tau^{(k)}}{2} \sigma_1 \right),$$

(6)

where $\tau^{(k)} \in \mathbb{R}$ is the DGD that section $k$ introduces between the two polarizations, $\sigma_1 = \left[ \frac{1}{2} \ 0 \ -0 \ 1 \right]$ is a Pauli spin matrix, $R^{(k)} \in SU(2)$ is a PSP rotation matrix, and

$$SU(2) = \left\{ \begin{bmatrix} a & b \\ -b^* & a^* \end{bmatrix} : a, b \in \mathbb{C}, |a|^2 + |b|^2 = 1 \right\},$$

(7)

is the special unitary group of degree 2. In the context of [5] with $\alpha = \beta_2 = \gamma = 0$, the application of the DGD operator can be solved in the frequency domain, which results in the application of a frequency-dependent Jones matrix

$$J^{(k)}(\omega) = \begin{bmatrix} \exp \left( -j\omega \tau^{(k)} \right) & 0 \\ 0 & \exp \left( j\omega \tau^{(k)} \right) \end{bmatrix},$$

(8)

Thus, each PMD section $k$ applies a Jones matrix $R^{(k)} J^{(k)}(\omega)$ to its frequency-transformed input, where

$$J(\omega) = \prod_{k=0}^{K-1} R^{(k)} J^{(k)}(\omega)$$

(9)

is the overall PMD transfer function matrix.

Like the NLSE, the Manakov-PMD equation has no general closed-form solution, but it can be solved numerically using the SSFM [23 Ch. 2], [34 Ch. 1]. This is done by merging the step distribution of the SSFM for the NLSE in each span with $K$ uniform PMD sections of length $L_c$. During each SSFM step of length $h$ within PMD section $k$, a fraction of the DGD $\tau^{(k)} h/L_c$ is applied by substituting it for $\tau^{(k)}$ in [8]. After the last SSFM step in the $k$-th PMD section, the PSP is rotated by $R^{(k)}$. Additionally, CD is modeled like in the regular SSFM for the NLSE as

$$\ddot{u} \exp \left( \frac{j}{2} \beta_2 \omega^2 h \right),$$

(10)

where $\ddot{u} = \ddot{u}(\omega, z)$ is the baseband signal in the frequency domain, and the Kerr effect is modeled as

$$u \exp \left( \frac{8}{9} \gamma h \|u\|^2 \right).$$

(11)

For generating a particular PMD realization, i.e., particular values for the DGDs $\tau^{(k)}$ and rotation matrices $R^{(k)}$ for all sections $k = 0, \cdots, K - 1$, we use the same approach as described in [23]. More specifically, $\tau^{(k)}$ is sampled from a Gaussian distribution with mean $\tau$ and standard deviation $\tau/5$. 

![Fig. 2. A fiber divided into $K$ length-$L_c$ PMD sections. PSP-rotating matrices $R^{(k)}$ are applied after each section. DGD is applied during each section, where $\tau^{(k)}$ is defined as the delay section $k$ adds between the polarizations.](image)
C. Proposed Machine-Learning Model

For DP signals, each linear step in the SSFM corresponds to the combined effect of all linear operators in the Manakov-PMD equation (5), which can be approximated by a $2 \times 2$ complex MIMO-FIR filter in discrete time. The proposed approach is to fully parameterize these MIMO filters by regarding all filter coefficients as free parameters. Similar to an ANN, this gives a parameterized multi-layer model alternating linear steps and nonlinearities according to

$$\varepsilon(u) = u \exp \left( \frac{8}{9} \gamma h \| u \|^2 \right),$$

where a corresponding block diagram is shown in the bottom of Fig. 3. The model can be written as $w[n] = f(v[n]; \theta)$, where $v[n] = [v_x[n], v_y[n]]^T$ is the sequence of receiver inputs in both polarizations after down-sampling and $w[n] = [w_x[n], w_y[n]]^T$ is the model output. In this paper, we focus on receiver-side DBP as an application, where the model can learn to apply arbitrary filter shapes to DP signals in a distributed fashion. This essentially extends the learned DBP (LDBP) approach proposed in [14] to DP signals and we refer to the resulting method as LDBP-PMD. In general, the model can also be used at the transmitter to learn optimized pre-distortions [35, 36] or split-DBP [37].

For multi-layer models, it is important to simplify the individual steps as much as possible to limit the overall complexity [18, 19]. This is especially important since PMD is a time-varying impairment that requires adaptive filtering in practice [21]. We therefore propose to simplify the individual linear steps by decomposing the MIMO-FIR filter into three components as illustrated in the top part of Fig. 3.

1) Two complex-valued symmetric filters of odd length $F_k$ that can account for CD in each step, where the same

$$F_k = \left[ c^{(k)}_0, \ldots, c^{(k)}_L \right] \text{ are used in both polarizations.}$$

2) Two real-valued asymmetric filters of length $F_k$ with "flipped" coefficients $d^{(k)} = \left[ d^{(k)}_0, d^{(k)}_1, \ldots, d^{(k)}_{F_k-1} \right]$ in different polarizations to approximate fractional-delay DGD filters. In this paper, all DGD filters are assumed to have the same length, denoted by $F$ in the following.

3) A complex-valued $2 \times 2$ PSP-rotating Jones matrix.

Note that the model output at (discrete) time $n$ depends on the model input at times $n - F_k - 1, \ldots, n - F_k - 1$, where $F$ is the total memory introduced by all filters in the model, i.e.,

$$F = \sum_{k=0}^{K-1} \left( F_k + F_k \right) - 2K,$$

and the term $-2K$ accounts for the total length when convolving $2K$ filters. We also note that attenuation is implicitly taken into account through a scaling of the filter coefficients in the linear steps. Alternatively, one may introduce a scaling factor in the computation of the nonlinear phase shift in (12).

D. Parameterizations

We consider multiple parameterizations for the compensating DGD filters and PSP rotating matrices, which result in varying degrees of freedom (DOF) for the optimization and computational load. For the DGD filters, we consider the following two cases:

1) All filter taps are freely optimized, which gives $F$ DOF, where $F$ is the filter length.

2) The DGD filters are constrained as Lagrange fractional-delay filters with filter taps according to [38]

$$d^{(k)}_n = \prod_{i=0, i\neq n}^{F_k-1} f_s \tau^{(k)} / j - i, \quad (14)$$

where $f_s$ is the sampling frequency. In this case, the DGD $\tau^{(k)}$ is optimized directly, resulting in only 1 DOF per model step, independently of the filter length $F$.

For both of the above parameterizations, applying the two real-valued filters results in $4F$ real multiplications (RMs) per 2 polarizations and model step.

For the PSP rotation matrices, we also consider two parameterizations, both of which require 16 RMs per model step:

1) All 4 complex-valued matrix entries are freely optimized, which results in 8 DOF.

2) The matrices are from SU(2), but without imposing a unitary constraint on the rotation. We denote the resulting set as

$$SU(2) = \left\{ \begin{bmatrix} a & b \\ -b^* & a^* \end{bmatrix} : a, b \in \mathbb{C} \right\},$$

which reduces the number of DOF to 4.

The complexity of each parameterization in terms of DOF and RMs per model step is shown in Table 1. The case of a full $2 \times 2$ MIMO-FIR filter of length $F$ is also shown as reference.
TABLE I

| Parameterization | DOF | RM |
|------------------|-----|----|
| free MIMO filter | $8^F$ | $16^F$ |
| free DGD filter  | $P^F$ | $4^P$ |
| Lagrange filter  | 1   |    |
| PSP rotation     | free matrix | 8 |
|                  | SU(2) matrix | 16 |

TABLE II

| Property                          | Value                                      |
|-----------------------------------|--------------------------------------------|
| constellation                    | Gaussian                                   |
| pulse shape                       | 1% root-raised cosine                      |
| symbol rate                       | 32 Gbaud                                   |
| forward SSFM bandwidth            | 192 GHz (6 samples/symbol)                 |
| receiver bandwidth                | 64 GHz (2 samples/symbol)                  |
| fiber spans                       | $10 \times 100$ km                        |
| SSFM StPS                        | 1000 linear asymmetric                     |
| DBP StPS                         | 1000 mod-logarithmic symmetric [39]       |
| LDBP/LDP-MD StPS                 | 4 mod-logarithmic symmetric                |
| $\alpha$                         | 0.2 dB/km                                  |
| $\beta_2$                        | $-21.67$ ps/km²                           |
| $\gamma$                         | $2 \times 12$ rad/km                      |
| $\tau$                           | $0.2$ ps/√km                              |
| $L_c$                            | 0.1 km                                     |
| amplifier noise figure            | 4.5 dB                                     |
| central wavelength               | 1550 nm                                    |

Remark 1: Another possible parameterization for the rotation matrices that is used, for example, in [25] is via an alternative definition of SU(2) according to

$$SU(2) = \left\{ e^{-j(\phi_1 \sigma_1 + \phi_2 \sigma_2 + \phi_3 \sigma_3)} : \phi_1, \phi_2, \phi_3 \in \mathbb{R} \right\},$$  \hspace{1cm} (16)

where $\sigma_2 = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$ and $\sigma_3 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$ are Pauli spin matrices, and $\phi_1, \phi_2, \phi_3$ are rotation angles in Stokes space. While this further reduces the DOF to 3, gradient-based optimization based on (16) is challenging due to the matrix exponential which is currently not supported in the deep-learning framework used for our implementation (PyTorch).

IV. SIMULATION SETUP

We consider the simulation setup in [23] with slightly adjusted parameters which can be viewed in Table I. For the forward simulation, each span is divided into 1000 uniform steps per span (StPS) and an optical amplifier is inserted after each span. Note that in this case, the SSFM step size is the same as the PMD correlation length. PMD is emulated at every SSFM step as described in Sec. III-B, where 40 different PMD realizations, i.e., sets of $\tau^{(k)}$ and $R^{(k)} \forall k \in \{0, \ldots, K - 1\}$ are used to obtain the numerical results.

A block diagram of the used receiver is shown in Fig. 4. The signal is first low-pass filtered and downsampled. Then, either LDBP or LDBP-PMD is applied as described in the following two subsections. We note that for the simulations, finite-length sequences are used and all linear filtering steps are implemented as circular convolutions. In this case, the input (and similarly the output) of the machine-learning models are two vectors of length $2N_{sym}$ (one vector for each polarization), where $N_{sym}$ is the number of symbols per polarization and 2 is the oversampling factor used at the receiver. Finally, a matched filter and ideal phase-offset compensation are applied. The phase-offset correction is genie-aided according to $\hat{s} = \tilde{s}e^{-j\phi}$, where $\phi = \arg(s^H\tilde{s})$, $\tilde{s}$ is the symbol vector after the matched filter, and $s$ is the originally transmitted symbol sequence. The accuracy of the receiver output sequence $\hat{s}$ is evaluated in terms of the effective SNR defined as

$$\text{effective SNR} = \frac{||\hat{s}||^2}{||\hat{s} - s||^2}. \hspace{1cm} (17)$$

A. LDBP Baseline

Before optimizing LDBP-PMD, we start by training a standard 4-StPS LDBP model, where only the complex-valued symmetric filters $c^{(k)}$ are being optimized [15]. The resulting model has a total of 41 steps, where the last step is a purely linear “half-step”. Due to the use of mod-logarithmic step sizes, the individual filter lengths $F_k^s$ are different in each step, where the average filter length is 25 (symmetric) taps. PMD is assumed absent from the link during training, i.e., $\tau^{(k)} = 0$, $R^{(k)} = I_2 \forall k$. The performance of the trained standard LDBP model with and without PMD on the link is used as a reference for all further trained receivers. With PMD, a MIMO filter with frequency response $J^{-1}(\omega)$ is applied after LDBP that perfectly inverts the PMD accumulated over the link.

B. LDBP-PMD

The trained LDBP model is then used as the starting point for all LDBP-PMD optimizations. Five different parameterizations are considered, where the first parameterization uses a MIMO-FIR filter as a reference. The other four parameterizations use the different combinations of DGD filters and
PSP rotation matrices described in Sec. III-D. The MIMO and DGD filter length is set to $F = 5$ in all cases. In the following, the five parameterizations will be referred to as

1) “free MIMO filters”,
2) “free DGD filters + free matrices”,
3) “free DGD filters + SU(2)∗ matrices”,
4) “Lagrange filters + free matrices”, and
5) “Lagrange filters + SU(2)∗ matrices”.

In terms of parameter initialization, the DGD filter taps are always initialized in $[0, 0, 1, 0, 0]$. For the rotation matrices, we consider two different initialization schemes, where

1) $R^{(k)} = I_2 \triangleq \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \forall k \in \{0, \ldots, K - 1\}$, or
2) $R^{(k)}$ is chosen uniformly at random from SU(2).

Each parameterization is trained for both initialization methods, giving 10 cases in total. All models are trained with the Adam optimizer at $P = 8$ dBm transmit power using normalized MSE $= (\text{effective SNR})^{-1}$ as a loss function, 1500 iterations, minibatch size $|\mathcal{B}_n| = 50$, sequences of $N_{\text{sym}} = 512$ symbols $s$, and the learning rates in Table III which were obtained using a grid search. Unlike the learning rate, the minibatch size was not optimized. However, we repeated some of the experiments assuming a different minibatch size of 25, 75 and 100, without notable changes in performance. During training, the pre-trained complex-valued symmetric filter taps $c^{(k)}$ of the original LDBP model (see Fig.3) are frozen in all steps since they are assumed to account for static impairments such as CD.

### V. Numerical Results

#### A. LDBP-PMD Initialization

In order to illustrate that the model parameterization and initialization can have a large effect on the training behavior, Fig. 5 shows the 40 individual learning curves for two combinations of parameterization and initialization methods: “free MIMO filters” with random initialization (top) and “Lagrange filters + free matrices” with $I_2$ initialization (bottom). It can be seen that for the first case, all learning curves exhibit a similar behavior and quickly converge to their final effective SNR value, regardless of the particular PMD realization. On the other hand, for the second case, the individual learning curves show a markedly different behavior with a relatively large spread in terms of the final achieved effective SNR.

The training behavior for all proposed parameterization and initialization methods is summarized in Fig. 6, where we show the mean (bottom) and standard deviation (top) of the effective SNR as a function of the training iterations. Note that the two cases shown in Fig. 5 are those methods with the best and worst final mean effective SNR from Fig. 6 after 1,500 iterations. From Fig. 6 it is clear that the way the rotations are initialized is important for the learning behavior: for all parameterizations, initializing the rotations as $I_2$ yields a lower mean effective SNR compared to random initializations.

Fig. 7 shows the performance of the same cases as in Fig. 6 after 1,500 training iterations as a function of transmission power $P$, where we note that the optimization was only performed at $P = 8$ dBm and the models were not retrained at other powers. Random initializations (solid lines) outperform Identity initializations (dashed-dotted lines) in terms of mean effective SNR at optimum launch power for every parameterization. This improvement ranges from 0.028 dB for the “free MIMO filters” parameterization up to 0.76 dB for the “free DGD filters + SU(2)∗ matrices” case. Considering that the initialization has no impact on the computational complexity, this leaves no reason to initialize the rotation matrix with $I_2$. Therefore, all results in the remainder of this section will be obtained with random initial rotations.

#### B. LDBP-PMD Parameterizations

In the following, each parameterization will be assessed in terms of the following metrics:

- **Performance** in terms of the peak mean effective SNR and the corresponding standard deviation,
- **Complexity** in terms of the DOF and required RM s per model step, and
- **Convergence speed** defined as the average number of training iterations before the models converge to within 1% of the final effective SNR.
The above metrics are summarized for each parameterization in Table IV assuming random initial rotations. Performance for LDBP with and without PMD in the forward link is included as a reference. The first thing to note is that “Lagrange filters + SU(2)∗ matrices” outperforms “Lagrange filters + free matrices” in every single metric including computational complexity. This is somewhat surprising since the free matrices offer more DOF and can hence represent a larger class of functions. A potential explanation can be obtained from Fig. 5 (bottom), where it can be seen that many learning curves for the latter parameterization are still increasing, i.e., they have not yet converged. Therefore, choosing a larger number of iterations may close the gap between these two parameterizations. We also note that the poor convergence speed of the Lagrange filters may be related to the fact that the functional form in (14) is quite restrictive. Indeed, Lagrange filters are not guaranteed to be optimal fractional-delay filters (in a mean-squared-error sense) and they may induce larger frequency-response errors compared to the free DGD filters. In turn, these errors may be responsible for the slower convergence speed compared to the free DGD filters, even though fewer DOF are being optimized.

The remaining four parameterizations present a trade-off: performance improves in terms of increased mean SNR and decreased standard deviation when computational complexity is increased. The gap in computational complexity from “free MIMO filters” to the next-most complex parameterization “free DGD filters + free matrices” is relatively large. The MIMO filters require more than twice the number of DOF and RMs while the peak mean SNR is only increased by 0.11 dB and standard deviation decreased by a factor 1.7. The MIMO filters might therefore be used in cases where the importance of SNR performance outweighs that of an efficient implementation or when a performance baseline is needed. The case “Lagrange filters + SU(2)∗ matrices” has the fewest degree of freedoms per step, which might be advantageous in a real-time implementation of the gradient-descent procedure. On the other hand, compared to the MIMO filters, the peak mean SNR is 0.62 dB lower and the standard deviation is a factor 4.9 higher. Both parameterizations that employ free DGD filters provide a compromise between these cases, where
“free DGD filters + free matrices” slightly outperforms “free DGD filters + SU(2)* matrices” with 0.05 dB peak mean SNR and a standard deviation decrease of factor 1.5 at the cost of 4 extra DOF.

We consider the “free DGD filters + SU(2)* matrices” parameterization, as it provides a trade-off between performance and complexity in comparison to the others. The SNR mean and standard deviation of the considered parameterization are shown as the green curve in Fig. 8 and compared to all baselines. As an upper performance bound, results for standard DBP without PMD assuming 1000 uniform StPS (same as for the forward propagation) is also included. The peak mean SNR of LDBP-PMD is only 0.30 dB (1.21 dB) lower than DBP (DBP) without assuming any PMD, and on average 1.87 dB (1.71 dB) higher than DBP (DBP) with an ideal frequency-domain MIMO filter appended. Additionally, it decreases the standard deviation at peak mean SNR by at least a factor 4.5 with respect to these last two cases.

When it comes to comparing the total complexity between schemes, the main difference between DBP and LDBP is that the linear steps in LDBP are trainable filters, whereas in DBP such steps are represented by fixed chromatic-dispersion filters. However, we have shown in previous work that the filters in LDBP can be pruned to very short lengths (as few as 3 taps/step) \([16, 27]\). Thus, each LDBP step can be implemented efficiently in the time domain. When it comes to comparing LDBP+MIMO and LDBP-PMD, we only need to compare the complexity of the MIMO filter (for LDBP+MIMO) to the combined complexity of all the distributed PMD operations in LDBP-PMD. As an example, we assume that the MIMO filter has length 16 and is implemented as a full \(4 \times 4\) filter, as proposed in \([40]\). In this case the number of RMs and trainable parameters (DOF) is 256.

In terms of trainable parameters, this is comparable to the considered LDBP-PMD models, which have \(41 \cdot 9 = 369\) DOF for the “free DGD filters + SU(2)* matrices” and \(41 \cdot 5 = 205\) DOF for the “Lagrange filters + SU(2)* matrices”. On the other hand, the number of RMs is \(41 \cdot 36 = 1476\) and, thus, significantly larger compared to using a single MIMO filter. Here, we see essentially two possibilities to reduce complexity. First, while we have assumed that distributed PMD operations are performed in each step of the model, complexity could be reduced by performing such operations less frequently, e.g., only once per span, similar to \([25]\). The second possibility is to reduce the per-step complexity, e.g., by reducing the length of the DGD filters or by simplifying the rotation operations. However, this may come at the price of a performance penalty, see Sec. V-D below.

### C. Learning a Single Lumped MIMO-FIR Equalizer

In practical systems, PMD compensation is typically performed in a lumped fashion after static equalization by optimizing the coefficients of a MIMO-FIR filter using SGD. Thus, rather than using an ideal frequency-domain MIMO filter, in this section we consider the case where the MIMO filter after LDBP is learned from data, where our main goal is to compare the convergence behavior to the distributed case. To that end, instead of learning 41 length-5 MIMO-FIR filters, a single length-\(5 \cdot 41 = 205\) MIMO-FIR filter is appended to the converged LDBP model and optimized. The learning rate was kept the same as for the “free MIMO filters” parameterization. The resulting learning performance is shown in Fig. 9. This case converges to a mean SNR of 23.59 dB with a standard deviation of 0.86 dB at \(P = 8\) dBm transmission power. As expected, this is slightly worse than the ideal frequency-domain MIMO filter in Fig. 8. In terms of convergence behavior, the lumped MIMO filter reaches...
Fig. 10. Mean learning curve over all 40 PMD realizations for the “free DGD filters + SU(2)* matrices” parameterization with random initialization for several DGD filter length $F$.

convergence after an average of 415 training iterations. This is only slightly faster than the 443 iterations for LDBP-PMD with “free MIMO filters”. This suggests that the amount of training data required for distributed PMD compensation is comparable to state-of-the-art lumped PMD compensation algorithms in practice.

D. Varying the DGD Filter Length

In all previous scenarios, the DGD filter length was always set to $F = 5$. In this section, we study the trade-off between performance vs. complexity when varying the DGD filter length $F$. To that end, Fig. 10 shows the learning curves for the “free DGD filters + SU(2)* matrices” parameterization assuming several DGD filter lengths $F \in \{3, 5, 7, 9\}$. These results show that reducing the filter length from $F = 5$ to $F = 3$ results in a mean SNR penalty of around 1.0 dB after 600 training iterations. On the other hand, the complexity associated with implementing the DGD filters (which scales linearly with $F$) is reduced by 40%. Fig. 10 also shows that further increasing the filter length beyond $F = 5$ to either $F = 7$ or $F = 9$ does not result in a noticeable improvement in terms of mean effective SNR. This is somewhat expected since the DGD per step is typically small. Thus, short fractional-delay filters should be sufficient for the compensation.

In that regard, it is also interesting to mention the possibility of compensating DGD with pure delay elements instead of fractional-delay filters. This would significantly reduce the computational complexity by avoiding any multiplications or additions. For example, it has been shown that the walk-off delay in subband-based linear and nonlinear equalizers can (at least partially) be performed with delay elements \(^{41}, 42\). However, it is not immediately clear how this approach could be applied to PMD compensation. Indeed, the DGDs are randomly distributed, whereas \(^{41}, 42\) exploit the fact that the walk-off delay is a deterministic function of the chosen sampling rate.

E. Instantaneous PMD Changes

So far, all considered links comprised a static PMD scenario. However, in practice, PMD may drift over time, calling for an adaptive scheme. To conclude this paper, we consider a scenario where the PMD realization changes instantaneously and is uncorrelated with its prior state. To that end, each converged LDBP-PMD model with the “free DGD filters + SU(2)* matrices” parameterization and random initialization is retrained for 1,500 additional iterations on a different PMD realization, randomly chosen from the 39 remaining realizations that were not used for the initial training. The resulting learning performance is shown in Fig. 11. In this case, the model converges slower compared to the case where it is randomly initialized, taking an average of 657 iterations instead of the original 428. However, it does converge to a mean SNR of 26.07 dB with a standard deviation of 0.14, which is only 0.05 dB lower and a factor 1.1 higher than the original case. While these results suggest that training again “from scratch” may be better compared to retraining the already converged model, it is not clear if the same conclusion also holds if an abrupt PMD change occurs only “locally”, i.e., over a short propagation distance. A closer investigation of this question is left for future work.

VI. CONCLUSIONS

We have proposed a multi-layer machine-learning model for DP systems based on parameterizing the SSFM for the Manakov-PMD equation. As an application, we have considered receiver-side DBP and distributed PMD compensation, where we investigated several parameterization choices and compared them in terms of performance, complexity, and convergence behavior. In general, parameterizations with more DOF can attain better performance but may also require
more training iterations to convergence. A good compromise between performance and complexity is obtained by freely optimizing short real-valued DGD filters combined with SU(2)-rotating matrices without the unitary constraint. We demonstrated that our model provides performance close to the PDM-free case, without any prior knowledge about the PDM realizations along the link or the total accumulated PDM.
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