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An Optimal Time for Treatment—Predicting Circadian Time by Machine Learning and Mathematical Modelling
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Simple Summary: Personalized cancer treatments show decreased side-effects and improved treatment success. One aspect of individualized treatment is the timing of medicine intake, which may be optimized based on the biological diurnal rhythm of the patient. The personal biological time can be assessed by a variety of tools not yet commonly included in diagnostics. We review these tools with a focus on their applicability in a clinical context. Using biological samples from the patient, most tools predict individual time using machine learning methodologies, often supported by rhythmicity analysis and mathematical core-clock models. We compare different approaches and discuss possible promising future directions.

Abstract: Tailoring medical interventions to a particular patient and pathology has been termed personalized medicine. The outcome of cancer treatments is improved when the intervention is timed in accordance with the patient’s internal time. Yet, one challenge of personalized medicine is how to consider the biological time of the patient. Prerequisite for this so-called chronotherapy is an accurate characterization of the internal circadian time of the patient. As an alternative to time-consuming measurements in a sleep-laboratory, recent studies in chronobiology predict circadian time by applying machine learning approaches and mathematical modelling to easier accessible observables such as gene expression. Embedding these results into the mathematical dynamics between clock and cancer in mammals, we review the precision of predictions and the potential usage with respect to cancer treatment and discuss whether the patient’s internal time and circadian observables, may provide an additional indication for individualized treatment timing. Besides the health improvement, timing treatment may imply financial advantages, by ameliorating side effects of treatments, thus reducing costs. Summarizing the advances of recent years, this review brings together the current clinical standard for measuring biological time, the general assessment of circadian rhythmicity, the usage of rhythmic variables to predict biological time and models of circadian rhythmicity.
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1. Introduction

Cancer treatment typically aims to eradicate cancer cells, for example by inducing DNA damage and impairing DNA repair mechanisms and triggering cell death pathways while keeping side-effects at bay. Recent research shows that the efficacy of medication is influenced by the timing of the administration, known as chronotherapy [1]. The administration time can be best coordinated to the daily rhythm that modulates not only our sleep and wake phases but also physiological characteristics such as body temperature and heart rate or, more relevant to cancer treatment, immune response and xenobiotic detoxification pathways (Figure 1) [2–4]. Multiple clinical studies have successfully demonstrated the potential of chronotherapy as an effective treatment optimization tool, which could increase effectiveness, lower drug toxicity and increase survival. Supporting evidence is provided by randomized clinical trials that compared chronotherapy to conventional treatment especially in the case of metastatic colorectal cancer [5–7].

Figure 1. Circadian clock main components and the interplay between circadian time assessment and chronotherapy. (A) The internal clock is composed of central and multiple peripheral clocks, sharing a common molecular network of transcription/translation feedback loops. (B) Multiple methods are used to assess internal circadian rhythms including chronotype evaluation questionnaires and various biological samples that can be collected to assess hormonal concentration and gene expression profiles. Time-of-day treatment adjustment in alignment with the internal circadian clock of the body has been reported to increase effectiveness and decrease toxicity of treatment.

Daily rhythms or circadian rhythms (from the Latin circa dies, about a day), are generated by an endogenous timing mechanism and differ between subjects. This timing mechanism is sensitive to external signals such as light, temperature, food intake or a cup of coffee (so-called zeitgebers), thus aligning (entraining) the organism to the geophysical time (Figure 2A). The geophysical time is related to the zeitgeber time, which is for humans often defined as sunrise and in general based on external signals such as day and night. The circadian time, on the other hand, is the subjective time of the organism. Each morning, the first light of the day acts as a strong zeitgeber and resets the circadian time to the geophysical time, a process named entrainment (Figure 2A). Entrained to the day-night rhythm, the time interval between two peaks of the rhythm (period of the oscillation) amounts to circa 24 h [8]. Circadian oscillations are endogenously generated and persist with a period of around 24 h even in the absence of external cues. Under constant environmental conditions (controlled light exposure), the circadian free-running period (Figure 2B,C) in humans may differ by up to one hour [9]. The different internal periods correlate with preferential wakeup times, subjects with a short period tend to wake up about 3 h earlier than subjects with a long period (Figure 2D) [10,11], seemingly in accordance with differences in the rhythmicity of core-clock genes of up to three hours [12]. The subjective morning can thus differ by a couple of hours between two subjects. The difference in circadian time can get even larger throughout the day, as a shorter period effectively speeds up the passing of time.
Circadian oscillations are commonly characterized by three parameters, the above-mentioned period, the amplitude of the oscillation (the difference between the maximum expression and the minimum expression values) and the phase, which is, for a circadian oscillation, the time of the first maximum of expression (peak of expression) within 24 h (Figure 2C). To assess the phase, the maximum of the data points is a crude estimate, especially for data with a low temporal resolution, for example, one data point every three hours. Instead, the phase and other parameters of interest, such as amplitude and period, are often extrapolated using a cosine function fitted to the data instead of the data itself (Section 3.1).

In practice, there is no agreed-upon definition of circadian time. In principle, circadian time should denote the absolute phase of the central pacemaker, which is however not directly measurable in humans. In lieu, the phase of several physiological oscillations, as reviewed below, are used to define circadian time, most common are definitions based on a subject’s melatonin profile (Figure 2E). Subtracting phases of different subjects, we obtain their difference in circadian time [13], sometimes referred to as phase difference, which is a better defined quantity. More informative than a single number representing circadian time might be the circadian profile, that is, measurements of physiological parameters over 24 h. It is worth noticing that an alternative definition of circadian time identifies the start of an organism’s activity as circadian time zero and passing of time is measured in circadian hours defined as 1/24 of the organism’s period under dark-dark conditions. This definition is however hardly useful in humans for whom the activity schedule is shaped rather by society than by biology. If the circadian time is used, instead of geophysical time, treatment can be optimally personalized to the circadian rhythm of the patient. Indeed, knowledge of the circadian time or eventually of the full circadian profile of a subject, might also be useful to align all sorts of daily activities, from food intake to sports and sleep, to one’s internal rhythm and thus maintaining a good health, also in extreme environments (e.g., astronauts in space missions [14]).

Figure 2. Circadian oscillations in humans. (A) The circadian rhythm is evident from the sleep/wake cycle of humans. Subjected to a normal day-night rhythm, humans are awake (white) and sleep (blue).
with a period adapted to 24 h. Normally, the first light acts as a strong zeitgeber that entrains the subject to its rhythm. Other zeitgebers include temperature, food or the cup of coffee in the evening, which likely delays sleep onset. (B) Under constant light conditions, humans retain a rhythm of wake (white) and sleep (blue) phases with a period of around 24 h. In this example, the period is slightly longer than 24 h, thus shifting wake and sleep from day to day. (C) The core body temperature shows circadian oscillations. The phase (also named acrophase) is defined as the first peak of the oscillation, the time between two peaks is the period and the amplitude is the difference between peak and trough. (D) Indicated are the awake (white) and sleep (colored) phases for two subjects. Subject 1 (blue) has an earlier phase than subject 2 (pink). (E) To measure the dim-light melatonin onset (DLMO), subjects are kept under dim-light conditions during the evening, with hourly sampling for subsequent melatonin quantification. The circadian phase is defined as the time when the concentration of melatonin reaches an absolute (e.g., 2 pg/mL) or relative (e.g., 25%) threshold [15]. (F) The analysis of circadian oscillations of a set of genes for a given subject (here visualized with profile sketches for three imaginary transcripts, mRNA₁, mRNA₂, mRNA₃) allows to predict the circadian time of that subject. The difference between predicted and actual circadian time constitutes the prediction error.

In mammals, the circadian timing system is hierarchically regulated with two main levels of control, the central pacemaker clock and the peripheral clocks, located in most peripheral tissues including heart, liver, kidney and skin, controlled by a complex network of interacting genes and proteins [16]. The central pacemaker is located in the suprachiasmatic nuclei (SCN) within the anterior part of the hypothalamus. The SCN can be entrained directly via external cues (e.g., light) and generate cellular oscillations that propagate towards other tissues and organs (Figure 1A). Ablation of the SCN led to the loss of rhythm in hormonal secretion and physiological functions [17]. The SCN send synchronizing information to other cells in the body through physiologic cues (e.g., temperature), hormonal activity and the autonomous nervous system [18]. Peripheral clocks are also influenced by external signals such as food and activity, which have been investigated in depth in mammals [19].

Both the SCN clock and the peripheral clocks rely on the same molecular network, formed by interconnected transcription and translation feedback loops (TTFLs). The mechanistic insights on the TTFLs and the discovery of the molecular mechanisms controlling circadian rhythms led, in 2017, to the Nobel Prize in Physiology and Medicine awarded to Jeffrey C. Hall, Michael Rosbash and Michael W. Young [20–22]. In mammals, the core-clock is responsible for inducing circa 24 h oscillations mainly through a dynamic interplay between two feedback loops bound via the CLOCK/BMAL1 heterodimer complex [23]. CLOCK (circadian locomotor output cycles kaput) and BMAL1 (Brain and Muscle ARNT-Like1) activate the transcription of multiple target genes that play a key role in circadian regulation. Among those are elements of the negative feedback loop, PER1, PER2, PER3 (Period 1, 2 and 3) and CRY1, CRY2 (Cryptochrome 1 and 2), which inhibit CLOCK/BMAL1 function [24]. A second loop, which is activated by the CLOCK/BMAL1 complex regulates the expression of BMAL1 via the nuclear receptors RORA, RORB, RORC (RAR related orphan receptors A, B and C) and REV-ERβ (REV-ERB nuclear orphan receptors). The interplay between these two transcription/translation feedback loops orchestrates the circadian oscillatory mechanism in cells (Figure 1A). This intricate time keeping system plays a significant role in regulating various molecular and cellular functions from RNA processing to immune pathways, it controls several steps in metabolic pathways and governs the expression patterns of numerous cell cycle proteins [25–32]. Subsequently, disruption in circadian processes may not only favor cancer progression but also result in various other pathologies [33–36].

The influence of the circadian clock on health and disease has been extensively reviewed in recent work [37–41], here we review some of the methods that can be used to determine a personalized circadian time, with a focus on the mammalian system to facilitate clinical applicability. We start with a brief overview on the current developments of chronotherapy (Section 2) and then review the computational strategies for assessing circadian rhythms (Section 3). We describe how circadian rhythms can be computationally evaluated, how machine-learning can then be used to
extract a personal circadian time and how mathematical models of the mammalian core-clock network can contribute to improve the estimate of circadian time. Finally, we discuss the translational potential and other aspects related to chronotherapy (Section 4).

2. Clinical Overview

The circadian clock plays an instrumental role in human health and disease, as described in the Introduction. Due to its function as regulator of physiology and behavior in synchrony with external environmental cues, the circadian machinery is responsible for generating and maintaining proper organ functionality, via regulating gene and protein activity. In fact, studies conducted in animal models including mice [42] and the primate Papio anubis (baboon, [43]) reported that more than 80% of protein-coding genes show circadian rhythms in expression, in at least one tissue and several of these genes are involved in processes related to the so-called hallmarks of cancer [44]. These include genes governing key biological functions such as energy metabolism (e.g., NR1D1, HKDC1, PCK1 and GLUTs), DNA repair (e.g., XPA and TP53), cell cycle (e.g., MYC, WEE1 and INK4A), cell motility (e.g., NR1D1 and SNAI1), as well as protein and macromolecules integrity (e.g., KRT1, ITM2B) [25,28,42,43,45–48]. The circadian clock thus plays a central role in maintaining tissue homeostasis, which, if disrupted, could lead to disease onset or progression. Therefore, it is relevant to consider the bidirectional interplay between the internal clock of the patient and the applied therapy regimen accurately in order to enhance patient outcome and treat diseases more effectively [49].

2.1. Current Methods to Assess Circadian Time

It is of paramount importance to develop robust methods to monitor and accurately characterize the circadian time in humans. Multiple approaches can be used to tackle this aspect, each with its particular advantages and limitations. The term “chronotype” is used to denominate the relative phase of entrainment of the individual to the environment, that is, the temporal difference between the internal timing (e.g., morning vs. evening types) and external zeitgeber (e.g., light-dark cycles). The chronotype attempts to classify a subject as a “morning” or “evening” person [50]. Around 30% of individuals are classified as morning type, 20% as evening type while the remaining 50% are considered to have a chronotype in between the two extremes [51]. One of the simplest ways to estimate the chronotype is via a structured questionnaire. Multiple questionnaire-based methods have been developed for chronotype assessment including the Morningness-Eveningness Questionnaire (MEQ) [50], the Composite Scale of Morningness (CSM) [52] and the Munich ChronoType Questionnaire (MCTQ) [53], which vary in the categorization of the participants in their morning-evening preference type and in the number of questions included. Additionally, shorter forms of the questionnaires have been developed, based on the same principles but incorporating less questions [54]. More information regarding the number of questions and the type of results acquired from the questionnaires are provided in Table 1.

| Questionnaire                              | Abbreviation | Number of Questions | Results                                                                 |
|--------------------------------------------|--------------|---------------------|-------------------------------------------------------------------------|
| Morningness-Eveningness Questionnaire       | MEQ          | 19                  | five categories: definite evening type, moderate evening type, neither type, moderate morning type and definite morning type |
| Composite Scale of Morningness             | CSM          | 13                  | three categories: evening type, intermediate type and morning type.     |
| Munich ChronoType Questionnaire            | MCTQ         | 32                  | population-specific continuous distributions featuring different categories |

While questionnaires serve as a quick and simple method to assess chronotypes and determine Morningness-Eveningness preferences, they lack the robust objective perspective of an experimental method and do not provide insights into the molecular basis leading to the different chronotypes. To
overcome these limitations multiple experimental techniques using biological samples have been developed and provide a more comprehensive and objective perspective [14]. The current gold standard method to determine the exact internal time in humans is referred to as DLMO (dim-light melatonin onset) [55]. In order to measure DLMO, blood, saliva or urine samples are collected every 0.5–1 h under dim light conditions, as light suppresses melatonin secretion and the concentration of the pineal hormone melatonin is measured [13]. DLMO (Figure 2C) is proven to be very accurate in assessing phase delays or advances of internal rhythms of an individual in relation to the external environment, which has an impact on health and performance [13, 56]. Another hormone-based method to experimentally assess the circadian timing is measuring cortisol concentration, which also shows robust circadian variations [57]. Hormone-based measurements bare two main limitations: the inconvenience of the need for high-sampling frequency and the lack of information at the gene expression level. Thus, developing other approaches that could accurately determine the internal clock, more conveniently and using fewer time points is needed. Gene expression data accompanied with recent computational methods (discussed in detail in Section 3) present a valuable asset that could help solving this problem by gaining molecular insights into the circadian time. Moreover, gene expression-based methods provide direct information at the gene level, which can be further used to identify circadian drug targets and time-relevant aspects in drug metabolism related to drug delivery and efficacy. Measuring the expression of core-clock and/or clock-controlled genes involved in drug processing can be used to monitor the pharmacokinetic and pharmacodynamic interactions, which are also impacted by the oscillatory machinery. For instance, antiangiogenic agents, interferon and irinotecan hydrochloride are examples of drugs with varying efficiency and toxicity associated with the circadian rhythm of the patient where a deeper analysis at the gene expression level would be advantageous for treatment planning [58]. However, it remains unclear how measuring rhythmic gene expression from peripheral tissues contributes to the assessment of pharmacokinetic and pharmacodynamic interactions (see Discussion). Several biological materials have been used for the extraction of gene expression information. These are mainly (semi-) invasive methods, to determine peripheral clock phenotypes in humans via gene expression profiling [59]. Blood is commonly used (via invasive sampling methods) to assess the internal clock of individuals based on gene expression profiles [60–63]. Hair follicle cells and oral mucosa (semi-invasive sampling) have also been used to evaluate the peripheral circadian clock in humans based on the genetic expression profiles of clock genes [64–66].

With current advancements in technology and in particular in wearable devices, more attention is being taken toward using wearables to assess circadian and ultradian rhythms in humans (reviewed in [67]). A major advantage of using wearables is that they enable real-time and high-resolution monitoring of one’s circadian rhythms by tracking physiological indications (e.g., heart rate, rest-activity, sleep, glucose, skin temperature and exposure to external cues such as light) [68–71]. The data obtained from one or more multiple wearables can serve as high-dimensional input data to computational models or machine learning approaches in order to personalize chronotherapy for patients [72]. For cancer patients, for example, wearables can be used to assess the impact of chronomodulated drug delivery on the daily life and physiological parameters of patients in real time [73]. This can involve multidimensional tele-monitoring of circadian rest-activity rhythms (CircAct), sleep, patient-reported outcome measures and body weight changes (BWCS) [73].

2.2. Chronotherapy and Its Importance for Cancer Treatment

The recent advancements in the understanding of the molecular mechanisms underlying the circadian effects and the accumulating evidence on the fundamental role of the biological clock in health and disease, have driven researchers to further investigate the advantages of circadian regulation in a clinical setting [49]. One of the most promising applications of circadian biology is its potential in the optimization of drug administration regimen in alignment with the circadian rhythm of the patient, referred to as “chronotherapy” [74, 75]. This is highlighted by the fact that around 50% of the top 100 best-selling drugs in the United States (among which are numerous drugs used for cancer treatment) and notably all the top 7 best-selling drugs, target proteins that are the products of
circadian expressed genes (Table 2) [42]. All target genes listed in Table 2 show circadian oscillations according to the circadDB database (http://circadb.hogeneschlab.org/) in mouse tissues and 8 genes show circadian oscillations in human tissues, which may vary from tissue to tissue and patient to patient and thus need to be tested individually.

Table 2. Cancer-related drugs from the top-100 best-selling drugs list that target circadian genes and have half-life < 6 h. Information extracted from [42].

| Drug       | Indications                              | Drug Target Genes          | Organs in Which Targets Oscillate                  |
|------------|------------------------------------------|----------------------------|---------------------------------------------------|
| Filgrastim | Acute myeloid leukemia                    | Csfr3                      | lung                                              |
| Rituximab  | Non-Hodgkin’s lymphoma                    | Fcgr2b, Ms4a1, Fcgr3       | liver, kidney, skeletal muscle                    |
| Bevacizumab| Colorectal cancer, Non-small cell lung cancer | Fcgr2b, Vegfa, Fcgr3       | heart, brown fat, liver, kidney, skeletal muscle |
| Trastuzumab| Breast cancer                             | Fcgr2b, Erbb2, Egfr, Fcgr3 | heart, liver, kidney                             |
| Imatinib   | Chronic myeloid leukemia                  | Ptg1, Kit, S1c22a, Abcg2, Pdgfra, Pdgfrb, Ddr1, Abca3, Abl1, Ret, Abcb1a | lung, heart, brainstem, white fat, adrenal gland, brown fat, liver, kidney |
| Pemetrexed | Non-small cell lung cancer                | Tmys, Atic, Gard, Slc29a1  | lung, heart, brainstem, brown fat, liver, kidney |
| Filgrastim | Acute myeloid leukemia                    | Csfr3                      | lung                                              |
| Capecitabine| Breast cancer, colorectal cancer          | Cda, Tympl, Tmys, Ces1g, Dpyd | lung, adrenal gland, liver, brown fat, kidney, aorta |

A broad range of treatments for various medical conditions has been investigated in recent years including: allergy [76,77], arthritis [78,79], asthma [80,81], hyperlipidemia [82,83], hypertension [84,85] and cancer (Table 3). In particular, tyrosine kinase inhibitors such as Erlotinib, Sunitinib and Lapatinib targeting EGFR/Ras/Raf/MAPK pathway have shown chronopharmacological effects in mouse and rabbit models [86–90]. Also, Roscovitine (aka. Selicilib, CDK inhibitor), Everolimus (mTOR inhibitor) and Irinotecan (Top1 inhibitor) all belong to anticancer drugs, which show time-of-day dependent effects in mouse models [91–93]. The concept of chronotherapy and its interplay with circadian time assessment including its different methods [94] is visualized in Figure 1. The raising potential of chronotherapy has motivated an increasing collection of clinical studies that have been conducted to examine the effect of time-of-day adjusted treatment [6,75,95–98]. Hence, the usage of time-of-day adapted therapies personalized with the internal clock of the patient might be superior to standard treatment, however the results are sometimes varying in terms of the desired effect of chronotherapy in comparison to standard treatment in particular concerning gender-related efficacy of chronotherapy [99,100]. More studies and a more precise stratification of patients are needed before chronotherapy can be used in the clinical practice.

Table 3. Summary of clinical trials conducted to examine the effect of time-of-day adjusted cancer treatment.

| Type of Cancer                                      | Type of Intervention:     | Reference       |
|-----------------------------------------------------|---------------------------|-----------------|
| Brain metastasis in non-small-cell lung carcinoma   | Radiosurgery              | [101,102]       |
| Multiple brain metastases                           | Radiotherapy              | [103]           |
| Breast cancer                                       | Radiotherapy              | [104]           |
| Breast carcinoma, hepatocellular carcinoma, Cholangiocarcinoma | Chemotherapy             | [105]           |
| Painful bone metastases                             | Radiotherapy              | [106]           |
| Cervical carcinoma                                  | Radiotherapy              | [107]           |
| Colorectal                                          | Chemotherapy              | [5,6,98,108–110]|
| Head and neck                                       | Radiotherapy              | [111,112]       |
3. Computational Methods

As chronotherapy capitalizes on circadian rhythmicity, an adaptation of treatment to personalized circadian time instead of to external time should further strengthen its advantages (Figure 1). To facilitate the estimation of circadian time of a patient, several groups have proposed computational methods, which use as input time-course data from subjects to predict the circadian time. In the following, we will discuss how biological data is initially assessed for oscillations, which prediction algorithms have been used and how models can help to estimate the circadian time.

Data driven computational predictions are increasingly used in medical care. Among the used computational methods are machine-learning algorithms [121]. These derive an artificial relation between subject data and circadian time, which, when used on new data, can predict circadian time in a subject-specific way, for example, relating gene expression with circadian time as inferred from the melatonin profile [60,63]. For the prediction of circadian time, a machine-learning algorithm is trained on a set of inputs, for example, the patient’s gene expression data, with the circadian time as desired output. This set with known input and output is also called training set [121]. As research on human data often copes with small numbers of subjects, a successful algorithm should be able to generalize well despite the small training sets used. This is typically tested on a second set of data with known circadian time, the test set. The prediction of the algorithm based on the patient data is compared to the actually measured circadian time, allowing thereby to gauge the quality of the personalized prediction (Figure 2F) [60,122].

A personalized prediction of circadian time must be based on some form of patient data. To ensure a sufficient amount of information, two different types of data can be used, low-dimensional data with a high temporal resolution or high-dimensional data with a lower temporal resolution. High temporal resolution can be gained by wearable technical devices that continuously measure physiological data [123–128]. The high temporal resolution seems to balance the low number of features measured, for example, for temperature and light exposure data, in contrast to RNA sequencing data with thousands of transcripts measured. While two physiological parameters are sufficient for predicting circadian time (as defined by the melatonin profile) with a precision comparable to using more parameters, using a single parameter reduces prediction precision significantly [128].

Though these approaches result in relatively precise prediction of the circadian time [127,128], the need of special devices has so far limited their applicability in a clinical context. The availability of high-resolution data appropriate for predictions of circadian time will dramatically increase now that patients can acquire their own devices that track physiological parameters, such as smart watches.

An alternative approach is to use more complex data but with a low temporal resolution—often just a single-time point measurement. Gene expression data is sufficiently complex and can be extracted from blood or saliva samples (see Section 2, [64–66]). However, expression data from non-relevant genes might confuse the machine learning approach. Additional data that is non-informative on the circadian time enhances the amount of data required for training the prediction algorithm, as the algorithm needs to separate useful from useless data in addition to the prediction step itself. To optimize the data for machine learning, high-dimensional data is frequently reduced to a subset of allegedly informative data, often only data showing circadian rhythmicity is used. For physiological data such as skin temperature or activity, circadian variation is well-established. For gene expression data, there are several tools that distinguish between oscillating and non-oscillating genes, reviewed in Section 3.1. The selection and pre-processing of patient data, such as the detection of rhythmically expressed genes, is an important step in the prediction of circadian time, as it constrains the
information available for the prediction. Once an appropriate data set for prediction has been selected, several well-established prediction mechanisms are available. Those used in previous studies will be reviewed in Section 3.2. The prediction mechanisms can be separated into model-based and model-free algorithms. Model-free algorithms ground the prediction solely on the data of the training set. On the other hand, model-based algorithms are equipped with additional biological information on the process, considering the underlying molecular regulatory network. We will review the potential benefit of models for the prediction of circadian time in Section 3.3.

3.1. Computational Methods for Detecting Rhythmic Patterns

The circadian transcriptome is defined as the set of expressed genes, which show a rhythmic behavior in their mRNA expression levels with a periodicity of ~24 h. Early studies using microarrays revealed the existence of rhythmic gene expression profiles in various organisms from fruit flies to humans [129–133]. With the development of next generation sequencing (NGS) platforms, RNA-seq became one of the most commonly used high-throughput platforms for the generation of time-course expression data [29,30]. Other NGS platforms widely used in the field include chromatin immune precipitation DNA-sequencing (CHIP-seq) [134,135] for studying the transcriptional and chromatin regulation of clock-controlled rhythms and regulation of cycling mRNAs, which revealed links to biological processes (e.g., metabolism) [136]. The relevance of the experimental design for circadian experiments, as well as the parameters to be considered (e.g., sampling frequency, number of complete circadian cycles, number of replicates) for the measurements have been extensively discussed [137–140]. In particular, rhythm detection is facilitated by an appropriately chosen measurement protocol. For circadian studies, it is recommended that the experimental data is collected for more than a day to capture the rhythmic patterns (ideally over 2 consecutive days), with 2 to 3 h sampling interval. If the collection of data points over 48 h is not possible, the usage of a shorter time series might be compensated by the inclusion of biological replicates in the experimental design.

However, the impact of the number of data points collected, in the oscillatory properties and in rhythmicity detection has not yet been fully explored. A previous study by Akashi and colleagues investigated the use of different number of data points for the assessment of circadian rhythmicity in humans, which were collected over one daily cycle (24 h) [141]. Hair follicles were used in the study as the biological source for the characterization of clock gene expression profiles. Samples were collected at different time intervals (3, 6, 9 and 15 h). The authors suggested that the prediction of circadian parameters was accurate using three-data points when samples were collected with 3 h and 6 h intervals. The results showed an accurate prediction of phases also using a single time point for nine core-clock genes. Hence, the authors recommended to design the sampling interval as short as possible (3 h) in order to conclude an accurate phase prediction that can be applicable to clinical use.

In this section, we aimed to extract rhythmic profiles in different experimental set ups and to analyze how the rhythmicity detection is affected based on the sampling interval and the number of data points. The sampling interval and the number of data points included in the experimental design are directly correlated to the statistical significance of the results. The increase in the number of data points results in lower p-values. To illustrate the relationship between the frequency of data collection and the robustness in rhythmicity detection, we used a previously published RNA-seq data set from the human colorectal cancer cell line SW480 (E-MTAB-7779, [29]). SW480 cells were synchronized by medium change and samples were collected from 12 to 42 h after synchronization with a sampling interval of 3 h [29]. We selected the core-clock gene BMAL1 as an example for our analysis and used the harmonic regression [142] method to generate a fitting curve for the visualization of the rhythmic expression of BMAL1 (Figure 3A–C). In this particular example, the harmonic regression produces a statistically significant fit ($p = 0.012$) in the 30 h time-course data collected with 3 h sampling interval ($N_{\text{timepoints}} = 11$) (Figure 3B). To visualize the impact of sample size and sampling interval in the analysis, we plotted the oscillation of BMAL1 by excluding data points (from the original data set), which resulted in a sampling interval of 6 h ($N_{\text{timepoints}} = 6$) (Figure 3A). Lastly, to simulate a longer time-course data set, we duplicated the time points, which resulted in a virtual data set sampled over
two -consecutive days (Figure 3C). As exemplified by these results, for the study of circadian rhythmicity, ideally the data should be sampled for longer than one day and with a short sampling frequency (3 h) (Figure 3C). For larger sampling intervals (6 h, Figure 3A) BMALI was not detected as significantly oscillating \((p = 0.14)\). Additionally, technical and biological replicates can increase the robustness of the results and the accurate assessment of statistical analysis \([138]\).

Next, we analyzed the differential output between the different methods used for detecting rhythmic gene expression. The choice of the particular computational algorithm for detection of cycling genes and transcripts is a crucial aspect in the analysis of the circadian transcriptome. There are multiple algorithms available in the literature for the analysis of time-series data, which recognize different sets of genes as oscillating, see for example, Figure 3D. These methods vary mostly in terms of the output waveforms that they optimally analyze: symmetric waveforms (harmonic regression \([142]\), ARSER \([143]\), JTK_CYCLE and Lomb Scargle \([144]\)) and asymmetric waveforms (RAIN \([145]\) and empirical JTK_CYCLE \([146]\)). Another important distinction can be made based on the type of output produced by the different methods: period and harmonics (Lomb Scargle periodogram \([144]\) and spectral analysis with ARSER \([143]\)); or other circadian properties like mesor, amplitude and phases (harmonic regression \([142]\), JTK_CYCLE \([147]\), BIO_CYCLE \([148]\) and ARSER \([143]\)). In the following, we described in detail each of these methods.

Gene expression values are provided as input for all the algorithms in order to study changes occurring at the transcriptome level over time. These inputs are then processed based on either frequency \([149,150]\) or time-domain approaches \([151,152]\). For time-domain approaches, the time series is explored for the presence of a trend and a forecasting model is fitted by treating the events in the data as a function of time. The frequency-based approaches on the other hand aim at the deconvolution of periodic functions present in a time series by using wave-like periodic profiles, which can be modelled by cosine/sine functions. One of the most well-known procedures in the field for the detection of circadian rhythmicity is using harmonic regression, which is based on trigonometric functions. Another well-known method, RAIN \([145]\) detects also non-parametric rhythmic patterns and can deal with missing values, as well as outliers. RAIN detects symmetric and non-symmetric waveforms by considering both the rising and falling shape of the wave patterns. It separates the data into two groups that belong to the rising or falling edge of an oscillation period. These are then tested using a summation of Mann-Whitney tests for rising and falling slopes independently. Other commonly used algorithms in the field are compiled in an R package named MetaCycle \([153]\), which merges JTK_CYCLE (JTK) \([147]\), Lomb Scargle (LS) \([144,154]\) and ARSER (ARS) \([143]\). LS periodogram is an extension of the Fourier-like Spectrum analysis with an additional extension for the detection of rhythmic pattern in an unevenly distributed time series. In a classical periodogram analysis, uniform sampling with Gaussian white noise allows the results to be normally distributed. However, for unequal sampling, the classical approaches for distinguishing periodic and non-periodic signals remains challenging. LS resolves this issue by estimation of frequency spectrum with a least-square approach based on sinusoidal fitting to the data points.

JTK (Jonckheere-Terpstra Kendall’s Tau) applies a ranking to gene expression values. It uses the Jonckheere-Terpstra’s trend test that aims at the detection of a repetitive change between different experimental groups based on a dependent variable such as mRNA expression values and integrates the time as an independent variable. The Kendall’s Tau method is used for the assessment of rank correlation for two independent quantities. Based on the pre-defined period length, JTK identifies an ideal combination of phases and periods to characterize the cycling patterns \([147]\). Empirical JTK, which is an extension of JTK, incorporates also non-symmetrical waveforms \([146]\).

ARSER uses an autoregressive spectral domain approach, which detects and outputs oscillation parameters (period, phase and amplitude). It considers signal to noise (S/N) levels and uses harmonic regression to model the changes over time. In recent years, deep neural networks (DNNs) for the detection of circadian rhythmicity have been used in several studies \([148,155]\). BIO_CYCLE, which is also based on DNNs, works firstly by training an algorithm with periodic data. This data is then used to estimate period, amplitude, phase and phase lag of a new subset of training data \([148]\). It is suggested that BIO_CYCLE can outperform some of the other commonly used methods like
JTK_CYCLE for the detection of circadian rhythmicity. However, as the method can only be applied via an interactive portal, its current application is limited due to the lack of freedom to optimize algorithm parameters for different dataset requirements.

Each of the above-mentioned methods has different pros and cons, which should be carefully evaluated before the application. One of the relevant aspects for the accurate assessment of circadian rhythms relies on how the algorithms handle noisy data, a problem commonly encountered in biological data. JTK_CYCLE performs well against low signal to noise (S/N) ratio and can be favored when there are outliers in the data set. It is also widely used as a comparison for the assessment of prediction accuracy in machine learning studies. ARSER is less affected by the level of noise and curve type bias, due to the combination of time-domain and frequency-domain analyses that underlie the algorithm but cannot deal with uneven sampling or with missing values. RAIN, which uses a ranking approach to the real gene expression values, works well for the detection circadian of rhythmic genes and considers also non-symmetrical waveforms. However, it does not work as robust as parametric approaches (such as harmonic regression) in terms of the identification of phases. LS, RAIN, e-JTK and BIO_CYCLE can work on unevenly sampled time-series data and can be favored in data sets with irregular sampling intervals.

A single method cannot be easily favored as the rhythmicity detection depends also on the filters applied to the data set while defining the rhythmic genes using \( p \)- and \( q \)-value thresholds for a particular rhythmicity method. For the comparison of different computational algorithms used in rhythmicity analysis, next we plotted the number of rhythmic genes detected in the above described time course data (E-MTAB-7779, [29], Figure 3D). We compared the intersection of the number of genes detected by these different algorithms, harmonic regression, RAIN, LS, JTK and ARS (\( p < 0.05 \), for all methods). Although LS was tested in the same data set, there were no significant oscillations detected, the same had been previously observed in another time-course data set using LS [139]. Our results showed that RAIN and harmonic regression shared the highest number of genes detected to be circadian expressed (Figure 3D) followed by JTK_CYCLE and ARS. These results highlight the relevance of the algorithm used for defining the set of rhythmically expressed genes. While for example the harmonic regression method is suitable for the detection of rhythmicity using cosine/sine functions, RAIN, which allows for the incorporation of non-parametric waveforms, can be used for the detection of circadian oscillations when rhythmicity patterns cannot be modelled using trigonometric functions. It should be noted that in our example only the significance of the fit to a 24 h period of the oscillations was used for the detection of circadian rhythmic genes. However, considerations of additional circadian properties such as phase shifts and relative amplitudes might also be used for comparisons of oscillating patterns between different experimental conditions or for a more curated selection of circadian expressed genes.
Figure 3. The impact of experimental design and computational algorithm of choice for the assessment of circadian rhythmic expression. Fitted oscillation curves (green lines) together with the experimental values (full circles) were plotted using harmonic regression for BMAL1 (in SW480 cells, E-MTAB-7779). (A) Normalized time-series expression for BMAL1 with a low temporal resolution (N = 6; 6 h sampling interval). (B) Normalized time-series expression for BMAL1 as measured experimentally in the time series used (N = 11; 3 h sampling interval). (C) Normalized time-series expression for BMAL1 duplicating the data points (pink full circles) between 21-36 h (N = 17; 3 h sampling interval). The green area marks the confidence area of the harmonic regression fitted to the data for 24 h rhythmic expression. (D) Venn diagram for the visualization of the intersection of 24 h rhythmic expression detected by RAIN, JTK, Harmonic regression and ARS.

3.2. Machine Learning in Prediction of Circadian Time

Recent improvements in high-throughput screening and computational efficiency contributed to the application of machine learning in various areas of medical research [156–159] and drug discovery [160,161]. The amount of time-course based experiments on animal models has increased considerably and data sets are available at open source databases (e.g., EUCLOCK, CircadiOmics or GEO), which set the basis for the development of predictive time-dependent computational models (Figure 4A). However, available data sets are still limited for human biological samples and would be necessary for the further development of applications of circadian research for clinical usage. With the current methodologies, including the development of non-invasive sampling methods (as discussed in Section 2.1), we are likely to gain access to more time-course based data in the future especially from human subjects, for the development of more accurate predictive models. Nevertheless, machine learning holds already an enormous potential in the prediction of circadian parameters for subsequent usage in chronotherapy [162]. Machine learning based prediction methods are majorly categorized as supervised and unsupervised learning algorithms [163]. Supervised machine learning involves methods in which the model is trained on a specific set of input parameters or features, that are associated with a known outcome like the interpretation of Electrocardiograph (ECG) images and its association with risk assessment of a disease through individual characteristics (e.g., age, body mass index) [164]. On the other hand, unsupervised machine learning is not associated with a known outcome. In unsupervised learning, the model is trained on the unlabeled data, this means that only input data is provided for which no expected output is known. Unsupervised learning algorithms then find the underlying connections between datasets using approaches like clustering. In medicine, the application of unsupervised learning
holds a great potential in finding common patterns (e.g., similar disease clusters) from patient’s electronic health records, where the specific output is not provided and thus can be used as a decision support tool for the diagnosis by the physician [165]. To explore the current status of machine learning in circadian research, we have included both genomics- and phenotype/physiological-based studies that have developed and/or utilized different algorithms for predictions applied to circadian research (Figure 4B).
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**Figure 4.** Schematic workflow of a computational prediction pipeline using machine learning based algorithms and possible applications in personalized medicine. (A) Inter-disciplinary data collected from human subjects, animal and cell line models are integrated using computational methods. The integrated data is then examined and features (variables) depicting potentially relevant information for the prediction model are selected. Based on the complexity of features and the prediction goal, an algorithm is selected and the computational prediction takes place. The prediction model can produce knowledge that serve as the basis for chronotherapy planning. (B) Schematic representation of supervised (blue lines) and unsupervised (yellow lines) machine learning algorithms used to predict circadian parameters based on genomics or physiological data.

3.2.1. Application of Machine Learning Methodologies on Gene Expression Data

In the past years, different machine learning based algorithms were applied on high-throughput RNA-sequencing and microarray data obtained from different types of in vitro and in vivo mammalian model systems to predict various circadian variables [60–63,148,155,166–170]. Molecular-timetable (MTT) was the first reported supervised learning based method which predicted circadian time through the evaluation of a set of “time-indicating genes” from mouse liver gene expression data [166]. MTT trains a predictor by selecting features that have high periodicity (i.e., high correlation with a cosine curve of a 24 h period at any phase angle) and overall high variability. A set of time-indicating genes was defined based on the criteria of significant circadian rhythmicity and high amplitude. The peak time of the best-fitted cosine curve to the genome-wide expression profiles (obtained from DNA microarrays) of the time-indicating genes, was used as an estimation of the circadian time. The time-indicating genes included a set of more than 100 genes out of which some genes were *NR1D1, NR1D2, BMAL1* and *PER2*. The authors evaluated the accuracy of the MTT algorithm by measuring the absolute difference between the experimental sampling time and the estimated circadian time. The accuracy of MTT directly correlates with the number of identified rhythmic genes from genome datasets (>100 genes). Later, the MTT method was adapted to construct molecular timetables of blood metabolites using metabolomics data of mice plasma [171] and human plasma samples [172]. “TimeTeller” based on supervised learning was later developed to differentiate between functional and dysfunctional clock from mammalian microarray data [170]. The TimeTeller panel consisted of 10 clock genes (*BMAL1, NPAS2, PER1/2/3, NR1D1, NR1D2, CHRONO, Thyrotrophic Embryonic Factor (TEF) and D Site-Binding Protein (DBP)). The combined expression of 10 clock genes was then used by the algorithm to calculate the likelihood curve, which depicted
the single phase from the expression of 10 genes. The clock dysfunctional metric was then calculated as the ratio of the predicted phase by TimeTeller to the original time point of sample collection. The lower and higher clock dysfunctional metric represented a functional and dysfunctional clock, respectively. Other machine learning based algorithms like “BIO_CLOCK” were developed to predict the time at which the experiment took place [148]. The training for the BIO_CLOCK algorithm was carried out using previously established deep neural network methodologies [173, 174]. This algorithm was developed using synthetic data from the BioCycleSyn dataset and mouse gene-expression data from the CircadiOmics database. BIO_CLOCK can predict the time (within 1 h range) at which a particular sample from a transcriptomic based experiment was obtained. BIO_CLOCK works best when trained and tested on the data generated from the same tissue type. The authors reported a testing error when the trained model was derived using data from one tissue and then applied to a different tissue type for predictions. Considering the tissue-specific variation in circadian rhythm, the ZeitZeiger algorithm, which is based on supervised machine learning was developed using a microarray data set derived from 21 different mouse organs [168]. ZeitZeiger was reported as a multi-organ predictor of internal time (circadian time). The phase predicted by ZeitZeiger was termed as the circadian time. The accuracy of ZeitZeiger was evaluated by analyzing the difference between the predicted circadian time and the real circadian time. Because of no true values of real circadian time in the datasets exist, the real circadian time was the time according to external cues (i.e., zeitgebers). The circadian time for each sample was standardized to be in 0–24 h range. C0 corresponded to the sunrise in ZeitZeiger. The precision of ZeitZeiger (≤1 h) was compared against MTT (≈3 h) and showed higher performance. ZeitZeiger was successfully tested on RNA-seq data of human blood samples for the prediction of circadian time and its accuracy was compared against DLMO phase values [60, 62].

Often, publicly available human gene expression data sets contain missing values or lack of information on the sample collection time. Cyclic Ordering by Periodic Structure (CYCLOPS) algorithm was built to predict rhythmic patterns from high-dimensional human data containing missing information [169]. CYCLOPS utilizes evolutionary conservation and unsupervised machine learning to predict the phase of each sample. The authors validated CYCLOPS by testing the algorithm on genomic data from mouse liver and human cancer cell lines where the time of sampling was known and CYCLOPS predicted the phase of samples with an error of ≤2 h against the original time point. Intriguingly, the proof-of-concept of CYCLOPS was also demonstrated by authors in finding the best time for drug administration in an animal model.

To address the heterogeneity of data originating from different animal models and human studies, the partial least square regression (PLSR) method was developed. The authors have shown that this method predicted the DLMO phase with an error of ≤2 h when compared to the actual DLMO phase and the results obtained with the MTT algorithm [63]. The PLSR method can also work with only two samples for optimization. The diversity of gene expression platforms presents an obstacle to the applicability of a generalized prediction model. “TimeSignature,” a supervised learning method, was developed as a generalized predictor of circadian time from microarray and RNA-seq mammalian data and to overcome differences in clinical and experimental data [61]. TimeSignature was tested on four different transcription profiling studies of human blood. The authors demonstrated that the trained model created from one study can be applied without re-normalization to different studies. Moreover, cross-platform validation and accuracy of TimeSignature (≤2 h) outperformed ZeitZeiger (3 h) and PLSR (≈2.25 h) in the prediction of circadian time when compared to the corresponding time of sampling.

3.2.2. Application of Machine Learning on Non-Invasive and Phenotypic Measurements

Besides genomic data, many studies rely on indirect measurements like ambulatory recordings of wrist actigraphy and DLMO to predict circadian time and evaluate misalignments [175, 176]. Several studies applied indirect and non-invasive measurements to develop a predictive model of phase [123–128, 177]. Autoregressive moving average with exogenous inputs (ARMAX) model was developed using a supervised learning approach and predicted the DLMO phase using 24 h data
obtained from ambulatory recordings [127]. Such recordings included wrist actigraphy, light exposure, electrocardiograms (ECG) and proximal/distal skin temperature data from healthy subjects. Additionally, saliva samples were collected to measure the actual DLMO phase as a reference. The model was trained using all possible combinations of features like heart rate variability, physical activity and light exposure. The difference between predicted DLMO phase and actual DLMO phase was defined as the prediction error. The best performing model was obtained using the combination of heart rate variability and light exposure data, which showed a prediction error of 39 min. The authors have later also tested ARMAX by incorporating additional data like skin temperature from the upper leg of healthy patients measured during two weeks and showed similar accuracy against the DLMO method [123]. Ambulatory measurements of body temperature, ECG, respiration and body movement from healthy subjects (number of subjects = 25) were also used to predict the phase using an artificial neural network (ANN) based model [128]. The measurements were taken maintaining the real-life conditions and without stressing the subjects. The ANN method outputted results with a prediction error of 41 min when compared to the predicted melatonin onset using the standard DLMO procedure. The ANN based model was later tested on shift workers (number of subjects = 28) for its generalizability [126]. Indeed, the model could predict the phase with a precision of ±2 h, compared to DLMO measurements, for 89% of individuals on diurnal schedules but showed poor performance when applied to datasets from individuals in night shift schedules.

Actigraphy is another non-invasive method to assess human sleep/wake cycles. A hidden Markov model (HMM) from unsupervised learning was applied to predict sleep/wake time in multi-ethnic individuals (number of subjects = 43) data [125]. The data used for the HMM algorithm were taken from the Multi-Ethnic cohort Study of Atherosclerosis (MESA; number of subjects = 2200) [178,179]. The HMM model showed higher accuracy (85.7% of 43 subjects) in prediction of sleep/wake cycles when compared against an Activewatch device software (84.7% of 43 subjects). Indirect calorimetry (IC) measurements can also serve to gain insights into circadian rhythms. This method provided detailed information on the energy metabolism of mice, it evaluated energy expenditure through indirect calorimetry by measuring oxygen consumption with an open flow respirometric system [177]. The International Mouse Phenotyping Consortium (IMPC) provides indirect calorimetric data generated from different knock-out mouse models. “Syncscreener” was developed to predict phase using available calorimetric measurements from wild type and genetically altered mice. The algorithm could predict five genes associated with circadian misalignment among 750 mutant lines [177].

The gained information regarding predictions of the circadian phase, from established machine learning algorithms using genomics or physiological data, may be enhanced by the possible combination of both genomic and physiological data into one prediction model increasing the prediction power and driving the applicability of circadian information into the clinics.

3.3. Modelling Genetic Networks Related to Cancer And Circadian Time

While a machine-learning algorithm typically constructs a relation between subject’s data and the personalized clock phenotype without detailed considerations of the underlying biological process, biological knowledge on the drug target-specific molecular network can add information and thus improve the predictive power of the model towards its usability in treatment timing. In this section, we review promising mathematical models of circadian biological processes, such as the transcriptional-translational networks underlying circadian rhythmicity as well as cancer pharmacokinetics and pharmacodynamics, that is, the dynamical action of pharmacological interventions on a molecular level, involving cell metabolism, cell cycle and toxicity. These types of mathematical models are built using ordinary differential equations (ODEs) and can be used as a pre-processing step for the machine-learning methodologies (reviewed in Section 3.2) or can be suitably extended to directly predict optimal treatment timing. In the following, we will focus on transcriptional-translational network mathematical models based on the mammalian SCN clock, given its pacemaker role and thus relevance for the determination of the circadian time.
Models of other mammalian tissues, such as liver [180], might be particularly interesting for tumor specific modeling of circadian rhythms, given their role in the regulation of drug metabolism and detoxification pathways. Various models also exist for non-mammalian organisms, see for example [181–183].

A model is a formal and often simplified or even incomplete, description of a biological process. The biological processes of interest for the prediction of circadian time for optimized cancer treatment is on one hand the mammalian core-clock (described in detail in Section 2) and on the other hand the processes related to the toxicity and efficacy of the particular cancer treatment. When simulating a mathematical model in the computer, the output, for example temporal profiles of RNA or protein expression, can be compared to experimentally measured molecular values, obtained from biological samples and used for parameter estimation and model fitting. Typical models of gene regulatory networks consist of differential equations. The resulting dynamic behavior, which simulates the expression profiles of genes and proteins, is specified by a set of parameters, such as transcription or degradation rates, chosen such that the model output fits the experimental results (Figure 5A). Once the model is fitted, deliberate perturbations in specific parameters can mimic experimental scenarios, such as knockouts of specific genes or blocking the binding of a specific protein to its target [8]. On the one hand, this allows for reproduction of experimental outcomes beyond those used for fitting, showing that the model captures a particular biological mechanism (Figure 5B). On the other hand, choosing a perturbation not yet carried out experimentally, results in a prediction of future experimental outcomes, which raises new hypotheses and drives the planning of new experiments. When these predictions are tested experimentally, the results can be used to recursively refine the model—a continuous interaction between experiment and model that enhance our biological understanding and can also reduce the need for animal research. Often data from cell lines that show a dampening of the oscillation as in Figure 5B is used to fit models. The dampening comes from a continuous dispersion of the cells that were initially synchronized (by external agents, for example, serum shock). Models can capture this behavior by explicitly modelling a noise source, which will lead to a similar dispersion in phase when simulating multiple outputs of the model.

To assess optimal timing of cancer treatment, models can in principle be used in two ways, one directly resulting in a prediction and the other indirectly, as a pre-processing step for subsequent predictions. For example, a core-clock model could (i) increase the temporal resolution of the measured time-series by extrapolating additional data points and thus help to derive peak time and oscillation amplitude, (ii) predict missing data, as a common precondition for machine learning is complete data or (iii) it could derive the temporal dynamics of mRNA or proteins that were not measured experimentally but which are included in the model (Figure 5C–E). Such simulated elements (mRNA or proteins) with a high predictive power could, for example, be added to the set of experimentally measured genes to improve predictions. Models can also be used directly for predictions by additionally implementing a medically relevant output such as time-dependent toxicity for a particular drug. The implementation of the chosen output can be a simple linear step on top of the original model or can involve additional network elements. An example for a linear relation is the prediction of the best cancer treatment time in mice, where the expression profiles of two core-clock genes, Rev-erha and Bmal1, were used to model the toxicity of the medication as a predictor for optimal timing [93]. Additional network elements can for example result from joining two models. For example, extending a core-clock model with a model for pharmacokinetics and pharmacodynamics provides additional information on the causal chain linking expression data to toxicity. In this section, we review available models of the core-clock and treatment-associated transcriptional-translational networks.

The mammalian clock has been modelled on different levels of detail. An example of a model is with few details is the response of the clock network to zeitgebers such as light (Figure 2). Exposure to light shifts the phase of circadian rhythms. The length of the shift depends on the timing of the light exposure. The relation between timing of light and induced shift, the so-called phase response curve, allows for a prediction of the overall change in the circadian phase by a summation of the individual changes due to light exposure [122,184]. Compared to predictions based on gene
expression [61,63], predictions with an error of approximately one hour are astonishingly precise given the simple underlying model [122], potentially because people intuitively adapt their daily routine and thus also their light exposure (and activity) to their circadian phenotype. For bedridden patients entrained to clinical routine, whose internal circadian rhythm are reduced in amplitude [185], predictions will likely be worse. For these patients, the prediction of circadian time based on gene expression data has been proposed [60]. We here suggest that predictions might be improved by taking advantage of additional biological information. For example, an almost anti-phase relationship is observed for the mRNA of BMAL1 and PER2, as sketched for the traces of mRNA and mRNAs in Figure 2F [186]. If a patient shows instead an in-phase relationship, a problem with at least one of these genes seems likely. A crucial question remains: How can we test in general whether patient data agree with the healthy state established by experimental results? As the core-clock model incorporates this knowledge, subjects can be considered as having a functional core-clock if their circadian profile can be fitted by the core-clock model. On the other side, fitted parameters with unexpected values might hint at which part of the clock is malfunctioning, for example, an import rate close to zero could hint at a dysfunctional import process. The role of the unrealistic parameters might even help to identify which pathways are disturbed.

Regulatory gene network-based models or molecular models for the circadian clock, date back to work by Goodwin in 1965 [187], who conceived a three-variables oscillator model involving a negative feedback loop (Figure 5D), for a review see [183]. The negative feedback results from the inhibition of mRNA transcription by its own protein product, resulting in repeated waxing and waning of the model variables. Current clock models consider a set of interacting core-clock genes [23,188–192] (Figure 5E,F). The mRNA is translated into a cytosolic protein, which, once imported to the nucleus, acts as a transcription factor closing the loop (Figure 5D). The time needed to reach a certain concentration of the cytoplasmic protein, its subsequent nuclear import and binding to the target gene to initiate transcription introduces delays to the system, which eventually add up to the 24 h-period observed for circadian oscillations.

Detailed molecular models of the core-clock are based on interaction networks similar to the example represented in Figure 5E, which is mostly based on the model from Relógio et al. [23]. As often done, the network in Figure 5E merges members of a gene family into a single variable (e.g., PER instead of PER1, PER2 and PER3). To translate such a network into a mathematical model, a few established methods are available (reviewed in [8,193]). Most approaches make use of ordinary differential equations to describe the molecular interactions, that is, equations which relate an element’s growth or decay with its causes. For example, the amount of nuclear protein increases with the import of cytosolic protein and decreases, for example, due to degradation, export and complex formation. While the step from the gene network to the equations is straightforward, the thereby established model has unknown parameters, whose identification is a prerequisite for the application of the model. Early clock models were fitted to show realistic periods and the ability for entrainment [188,189], recent core-clock models base the parameter estimation on (increasing) sets of experimental observations [23,191,192]. For finding appropriate parameters of core-clock models, two approaches have been used. Some authors retrieve experimental values, via a curated literature search, to identify as many parameters as possible and manually fit only the remaining parameters based on experimental data and educated guesses [23,190]. Other models use automated approaches, which repetitively improve on the parameters to fit the model on available experimental data [191,192]. The latter approach is considered as more objective, however, there might be more than a single parameter combination that leads to the experimental behavior or phenotype. Due to the nature of complex systems, the algorithm might find an optimum of in silico parameters that involves biologically unrealistic values. Some fitting procedures allow to specify biological constraints, such as used by Ballesta et al. [194] or Kim et al. [192]. Unrealistic parameter values are also prevented by manual curation of the parameters. Here, the difficulty is that the information is collected from different sources and might thus not fit together. Personalized core-clock models use the parameter sets of published mammalian models as an initial guess and try to reduce the range of admissible parameters based on experimental data. A relatively large range of parameters in the models leads
to qualitatively similar behavior, as the oscillation inherits salient properties from a limited number of oscillation mechanism [23,192,195,196]. Noteworthy is an approach which does not provide a single set of parameters but considers a whole ensemble of model fits simultaneously [197].

Figure 5. Basic mechanisms of genetic core-clock models. (A) Adapting the parameters of the model, the simulated model (blue and pink lines) can be fitted to experimental or clinical data (blue and pink dots). (B) After fitting, the model is validated by predicting, for example, whether or not oscillations are observed for known knock-out scenarios. (C) The model can be used to directly predict the circadian phenotype or to derive features for a subsequent prediction, such as additional data points or unobserved data. (D) The negative feedback loop in the circadian clock is based on an mRNA, which, translated to a cytosolic protein, is imported to the nucleus, where the nuclear protein inhibits the subsequent transcription of its target mRNA. (E) The basic interactions between different genes in the core-clock network. Each node represents a simplification of the translation/importing steps depicted in D. Green lines represent activation reactions, pink lines inhibitions and black lines complex formation. (F) Published molecular models of the core-clock implement different sets of core-clock genes. Models were selected for mammalian parameters and a focus on core-clock gene dynamics. Model 1, Becker-Weimann et al. 2004 [190]; Model 2, Forger et al. 2003 [189]; Model 3, Leloup et al. 2003 [188]; Model 4, Mirsky et al. 2009 [191]; Relógio et al. 2011 [23].

The step from genes to treatment has been attempted for one cancer medication, irinotecan (CPT11), whose activity is controlled by core-clock-regulated genes [93,198,199]. Irinotecan administration induces a cellular pathway which eventually leads to the formation of a cell-toxic complex involving TOP1 (topoisomerase 1). This enzyme catalyzes the transient breaking and rejoicing of a single strand of DNA altering the topologic states of DNA during transcription and is extremely important during DNA repair [200,201]. TOP1, as well as further elements of the pharmacokinetic pathway (ABC-transporters, CES2 (Carboxylesterase 2), UGT1A (UDP Glucuronosyltransferase Family 1 Member A Complex Locus)) are regulated by the core-clock, thus the toxicity of irinotecan for synchronized cells, which are interpreted as healthy, can be minimized by appropriately timed administration, while for unsynchronized cancer cells the timing is irrelevant [198,199]. The model furthermore allows to identify the most critical processes involved in
cytotoxicity [199]. While a general prediction of optimal irinotecan timing can be based on cell lines [198,199], the prediction could potentially be improved by personalized transcription-translational networks. A personalized cancer-specific model of the core-clock should for example include the mutations in core-clock genes seen in around 4% of cancer patients [44]. Besides the irinotecan network, the addition of a cell-cycle network could be interesting for treatment by timing medication to the cell cycle of non-cancer cells, which likely have a different clock [25]. Given the range of molecular time-dependent processes that the circadian clock regulates, including metabolism, DNA repair and the cell cycle, it has the potential to act as a tumor suppressor [25,46]. Indeed, several clock-controlled genes show a strong association with cancer and cancer progression, in particular genes related to metabolism [26,28,44]. In reverse, cancer also impacts the core-clock network [48], which, when implemented into a combined model, will result in a complex interaction between the core-clock and the cancer network. An even more complete model would in addition model the micro-environment of the tumor cells, for example fibroblasts and their impact on tumor cells [36].

4. Discussion, Limitations and Conclusions

Several therapeutic interventions are likely to be time-of-day-dependent and their efficacy could potentially be optimized by individual tailoring, based on the internal rhythms of the patient. However, multiple bottlenecks need to be overcome, in order to advance chronotherapeutic applications. As of 2016, less than 0.2% of all clinical trials registered under https://clinicaltrials.gov include chronobiological aspects [202]. The individual differences of the ideal dosing times, partially attributed to variations in gender and age groups, create a challenge for the translation of circadian research findings into clinical practice. Another key barrier in preventing the widespread adoption of time-of-day-dependent therapeutic approaches in clinics is the lack of a standard method for circadian phase/internal time determination, which is preferably non-tedious, user-friendly and affordable. Therefore, for the successful application of the knowledge of the internal clock in chronotherapy and chrono-medicine, the method should have (a) high accuracy, sensitivity and reliability regarding individual assessment of circadian parameters in the clinic and (b) it should be user friendly and non-invasive, so that it could be performed at home by the patients themselves or in a routine examination at the hospital [203]. One possible solution to overcome this limitation is the usage of wearable devices, which can gather physiological information at high-temporal resolution and from different sources to monitor and predict circadian variations in patients (see Section 2.1).

The study of the core-clock, clock-controlled genes and their related biological and molecular processes, in human subjects and animal models, has strongly contributed to gaining insights into the circadian dysregulation underlying severe diseases including cancer [204–210]. Determining the circadian time and the circadian profile of a healthy subject and detecting possible abnormalities or malfunctions of the biological clock which may trigger disease or increase its severity remains a challenging task, in particular when asking for a mechanistic understanding on which clinical trials may be based. A wealth of knowledge may be expected from future high-throughput screenings interpreted with bioinformatic expertise. Recent studies advanced our ability to predict circadian parameters and individualized circadian time, from genomics and physiological data using machine learning algorithms. Several algorithms like ZeitZeiger and TimeSignature could predict circadian variables from inter-species data sets obtained from high-throughput sequencing. On the other hand, algorithms like ARMAX and ANN could predict circadian phase from physiological data.

At the current state of the art, circadian phase is predicted with an error of 1 to 2 h. To gauge the quality of prediction, this value has to be compared with the error that would result from using the external time directly as prediction for the circadian time. As the reported range of circadian time is typically less than 6 h, as shown in previous studies (e.g., [61]), it seems reasonable to assume that circadian phases of humans are distributed in a Gaussian bell-shaped curve with a standard deviation of 1.5–2 h, such that 95% of tested individuals have a circadian phase within an interval of 6 h [162]. Drawing circadian phases from this distribution and assigning as “prediction” the mean of the distribution, results in a standard deviation of 1.5–2 h for the error, which is potentially on the same order of magnitude as some prediction errors reported in the literature. This shows that the
estimation of circadian time still has potential to be improved. It is likely that the combination of genomics and physiological data may result in the development of more accurate machine learning models for circadian time prediction. Such models can also be used for the stratification of subjects (e.g., for clinical trials) based on their circadian profiles, as well as for the optimization of individualized therapies. Further improvement might result from a combination of machine learning with modelling. Testing circadian parameters determined by machine learning methodologies on a mathematical model might also help to validate predictions for their clinical application. The estimated circadian time can be used to predict optimal treatment timing. Given the current low precision of circadian phase predictions, it might be more useful to replace circadian phase by a direct prediction of optimal treatment timing. This might have the advantage of reduced error accumulation compared to the detour via circadian time and could facilitate the usage of ultradian rhythms, which are lost when focusing on circadian time [211,212]. For direct predictions of optimal treatment timing, mathematical models might be particularly useful, for example they can help in optimizing the time for drug delivery with low toxicity outcome.

5. Future Perspectives

The endogenous circadian clock regulates numerous processes in our cells. The circadian machinery targets thousands of genes and leads to the oscillatory expression of more than 40% of genes across all different mammalian tissues. At least 50% of these genes are drug targets of FDA (Food and Drug Administration) approved drugs. The potential impact of timing in drug development and treatment cannot be ignored. Yet more research is needed to bring such knowledge into the clinics. Clinical studies with larger cohorts of subjects, stratified according to their circadian profiles, are still lacking. The experimental methods used for sampling biological material and their analysis must be improved to allow for the robust assessment of the biological clock and the subsequent generation of clinically relevant predictions. Another challenge in the field is the lack of one common methodology for the detection of rhythmic patterns. Our analysis using different algorithms for the detection of circadian oscillations in time course data revealed distinct numbers of rhythmically expressed genes across methods, this may result in irreproducibility of the observed results, which should be addressed in the future. The usage of machine learning algorithms and predictive mathematical models of regulatory networks in circadian research enables to utilize and extrapolate biological data and to identify predictive circadian parameters. Such knowledge may lead to the identification of biomarkers within circadian expressed genes and can ultimately be used for accurate estimates of drug administration timing. The difference between core-clock and peripheral clock poses an open challenge for cancer therapy. While current predictions focus on the central clock, the peripheral clock of the cancerous tissue might be more important for its treatment. As tumor removal is hopefully done at a single time point, genomics-based predictions, which only require a single time point are particularly promising to assess the relevant tissue-specific internal time. Most studies use machine learning to predict circadian time, based on a relatively small training set of a few subjects, with the drawback of low statistical power [1]. Machine learning becomes more powerful with increasing data sets. The establishment of a large data set which could be used to train prediction algorithms is best achievable by a joint effort, for example via the establishment of an international database fed with clinical time-course data on different patients. In this regard, a promising initiative is the Clinical Trials Information System (CTIS) of the European Medical Agency, once the clinical trial regulation comes into application. Time-course data could be collected as part of the normal clinical routine, if, for example, daily blood drawing was performed at different times of the day. But not only clinicians, also pharmaceutical companies are asked for their contribution by providing information on treatment timing. Testing treatment success at different treatment time points to increase in the patient’s well-being will hopefully be worth the increased financial costs resulting from such an extension of drug testing. The characterization and monitoring of our internal circadian clock will potentially lead us towards a tailor-made optimized treatment of cancer with less side effects and increased efficacy.
**Author Contributions:** Conceptualization, A.R.; formal analysis, M.Y.; writing—original draft preparation, J.H., D.M., M.Y., O.A., A.B., A.R.; writing—review and editing, J.H., D.M., M.Y., O.A., A.B., A.R.; visualization, J.H., D.M., M.Y., O.A., A.B.; supervision, A.R.; project administration, A.R.; funding acquisition, A.R. All authors have read and agreed to the published version of the manuscript.

**Funding:** The work in the group of A.R. was funded by the German Federal Ministry of Education and Research (BMBF)—eBio-CIRSPICE—FKZ031A316 and the Rolf M. Schwiete Stiftung. M.Y. was additionally funded by the Einstein Foundation. A.B. and M.Y. were additionally funded by the Berlin School of Integrative Oncology (BSIO) graduate program funded within the German Excellence Initiative and the German Cancer Consortium (GCC). O.A. was additionally funded by the Inventors for Health (I4H) program of the Stiftung Charité.

**Acknowledgments:** The vector icons used in the graphical abstract, Figures 1, 2, 4 and 5 in this article were downloaded from Flaticon (https://www.flaticon.com/). We acknowledge support from the German Research Foundation (DFG) and the Open Access Publication Fund of Charité–Universitätsmedizin Berlin.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Ballesta, A.; Innominato, P.F.; Dallmann, R.; Rand, D.A.; Levi, F.A. Systems Chronotherapeutics. *Pharm. Rev.* 2017, 69, 161–199, doi:10.1124/pr.116.013441.
2. Gachon, F.; Olela, F.F.; Schaad, O.; Descombes, P.; Schibler, U. The circadian PAR-domain basic leucine zipper transcription factors DBP, TEF, and HLF modulate basal and inducible xenobiotic detoxification. *Cell Metab.* 2006, 4, 25–36, doi:10.1016/j.cmet.2006.04.015.
3. Bollinger, T.; Schibler, U. Circadian rhythms—From genes to physiology and disease. *Swiss Med. Wkly.* 2014, 144, w13984, doi:10.4414/smw.2014.13984.
4. Bicker, J.; Alves, G.; Falcao, A.; Fortuna, A. Timing in drug absorption and disposition: The past, present, and future of chronopharmacokinetics. *Br. J. Pharmacol.* 2020, 177, 2215–2239, doi:10.1111/bjp.15017.
5. Levi, F.; Zidani, R.; Misset, J.L. Randomised multicentre trial of chronotherapy with oxaliplatin, fluorouracil, and folinic acid in metastatic colorectal cancer. *International Organization for Cancer Chronotherapy. Lancet* 1997, 350, 681–686, doi:10.1016/s0140-6736(97)03358-8.
6. Giacchetti, S.; Bjarnason, G.; Garufi, C.; Genet, D.; Iacobelli, S.; Tampellini, M.; Smaaland, R.; Focan, C.; Coudert, B.; Humblet, Y.; et al. Phase III trial comparing 4-day chronomodulated therapy versus 2-day conventional delivery of fluorouracil, leucovorin, and oxaliplatin as first-line chemotherapy of metastatic colorectal cancer: The European Organisation for Research and Treatment of Cancer Chronotherapy Group. *J. Clin. Oncol.* 2006, 24, 3562–3569, doi:10.1200/JCO.2006.06.1440.
7. Focan, C.; Levi, F.; Kreutz, F.; Focan-Henrard, D.; Lobelle, J.P.; Adam, R.; Dallemagne, B.; Jeehaes, C.; Markievicz, S.; Weerts, J.; et al. Continuous delivery of venous 5-fluorouracil and arterial 5-fluorodeoxyxuridine for hepatic metastases from colorectal cancer: Feasibility and tolerance in a randomized phase II trial comparing flat versus chronomodulated infusion. *Anticancer Drugs* 1999, 10, 385–392, doi:10.1097/00001813-199904000-00006.
8. Fuhr, L.; Abreu, M.; Pett, P.; Relogio, A. Circadian systems biology: When time matters. *Comput. Struct. Biotechnol. J.* 2015, 13, 417–426, doi:10.1016/j.jsb.2015.07.001.
9. Eastman, C.I.; Tomaka, V.A.; Crowley, S.J. Sex and ancestry determine the free-running circadian period. *J. Sleep Res.* 2017, 26, 547–550, doi:10.1111/jsr.12521.
10. Duffy, J.F.; Rimmer, D.W.; Czeisler, C.A. Association of intrinsic circadian period with morningness–eveningness, usual wake time, and circadian phase. *Behav. Neurosci.* 2001, 115, 895–899, doi:10.1037//0735-7044.115.4.895.
11. Wright, K.P., Jr.; Gronfier, C.; Duffy, J.F.; Czeisler, C.A. Intrinsic period and light intensity determine the phase relationship between melatonin and sleep in humans. *J. Biol. Rhythm.* 2005, 20, 168–177, doi:10.1177/0748730404274265.
12. Hida, A.; Kitamura, S.; Ohsawa, Y.; Enomoto, M.; Katayose, Y.; Motomura, Y.; Moriguchi, Y.; Nozaki, K.; Watanabe, M.; AritaKe, S.; et al. In vitro circadian period is associated with circadian/sleep preference. *Sci. Rep.* 2013, 3, 2074, doi:10.1038/srep02074.
13. Pandi-Perumal, S.R.; Smits, M.; Spence, W.; Srinivasan, V.; Cardinali, D.P.; Lowe, A.D.; Kayumov, L. Dim light melatonin onset (DLMO): A tool for the analysis of circadian phase in human sleep and
34. Gaucher, J.; Montellier, E.; Sassone-Corsi, P. Molecular Cogs: Interplay between Circadian Clock and Cell Cycle. Trends Cell Biol. 2018, 28, 368–379, doi:10.1016/j.tcb.2018.01.006.

35. El-Athman, R.; Relogio, A. Escaping Circadian Regulation: An Emerging Hallmark of Cancer? Cell Syst. 2018, 6, 266–267, doi:10.1016/j.cels.2018.03.006.

36. Fuhr, L.; Abreu, M.; Carbone, A.; El-Athman, R.; Bianchi, F.; Laukkanen, M.O.; Mazzoccoli, G.; Relogio, A. The Interplay between Colon Cancer Cells and Tumour-Associated Stromal Cells Impacts the Biological Clock and Enhances Malignant Phenotypes. Cancers 2019, 11, 988, doi:10.3390/cancers11070988.

37. Levi, F.; Okyar, A.; Dulong, S.; Innominato, P.F.; Clairambault, J. Circadian timing in cancer treatments. Annu. Rev. Pharmacol. Toxicol. 2010, 50, 377–421, doi:10.1146/annurev.pharmtox.48.110306.094626.

38. Panda, S. The arrival of circadian medicine. Nat. Rev. Endocrinol. 2019, 15, 67–69, doi:10.1038/s41574-018-0142-x.

39. Finger, A.M.; Dibner, C.; Kramer, A. Coupled network of the circadian clocks: A driving force of rhythmic physiology. FEBS Lett. 2020, 594, 2734–2769, doi:10.1002/1873-3468.13898.

40. Dong, D.; Yang, D.; Lin, L.; Wang, S.; Wu, B. Circadian rhythm in pharmacokinetics and its relevance to chronotherapy. Biochem. Pharmacol. 2020, 178, 114045, doi:10.1016/j.bcp.2020.114045.

41. Klerman, E.B.; Rahman, S.A.; St Hilaire, M.A. What time is it? A tale of three clocks, with implications for personalized medicine. J. Pineal. Res. 2020, 68, e12646, doi:10.1111/jpi.12646.

42. Zhang, R.; Lahens, N.F.; Ballance, H.I.; Hughes, M.E.; Hogenesch, J.B. A circadian gene expression atlas in mammals: Implications for biology and medicine. Proc. Natl. Acad. Sci. USA 2014, 111, 16219–16224, doi:10.1073/pnas.1408886111.

43. Mure, L.S.; Le, H.D.; Benegiamo, G.; Chang, M.W.; Rios, L.; Jillani, N.; Ngotho, M.; Kariuki, T.; Dkhissi-Benyahya, O.; Cooper, H.M.; et al. Diurnal transcriptome atlas of a primate across major neural and peripheral tissues. Science 2018, 359, eaao0318, doi:10.1126/science.aao0318.

44. Yalcin, M.; El-Athman, R.; Ouk, K.; Priller, J.; Relogio, A. Analysis of the Circadian Regulation of Cancer Hallmarks by a Cross-Platform Study of Colorectal Cancer Time-Series Data Reveals an Association with Genes Involved in Huntington’s Disease. Cancers 2020, 12, 963, doi:10.3390/cancers12040963.

45. Robles, M.S.; Cox, J.; Mann, M. In-vivo quantitative proteomics reveals a key contribution of post-transcriptional mechanisms to the circadian regulation of liver metabolism. PLoS Genet. 2014, 10, e1004047, doi:10.1371/journal.pgen.1004047.

46. Basti, A.; Fior, R.; Yalin, M.; Povoa, V.; Astaburuaga, R.; Li, Y.; Naderi, J.; Godinho Ferreira, M.; Relogio, A. The Core-Clock Gene NR1D1 Impacts Cell Motility In Vitro and Invasiveness in A Zebrafish Xenograft Colon Cancer Model. Cancers 2020, 12, 853, doi:10.3390/cancers12040853.

47. Robles, M.S.; Humphrey, S.J.; Mann, M. Phosphorylation Is a Central Mechanism for Circadian Control of Metabolism and Physiology. Cell Metab. 2017, 25, 118–127, doi:10.1016/j.cmet.2016.10.004.

48. Relogio, A.; Thomas, P.; Medina-Perez, P.; Reischl, S.; Bervoets, S.; Gloc, E.; Riemer, P.; Mang-Fatehi, S.; Maier, B.; Schafer, R.; et al. Ras-mediated deregulation of the circadian clock in cancer. PLoS Genet. 2014, 10, e1004338, doi:10.1371/journal.pgen.1004338.

49. Gaspar, L.S.; Alvaro, A.R.; Carmo-Silva, S.; Mendes, A.F.; Relogio, A.; Cavadas, C. The importance of determining circadian parameters in pharmacological studies. Br. J. Pharmacol. 2019, 176, 2827–2847, doi:10.1111/bph.14712.

50. Horne, J.A.; Ostberg, O. A self-assessment questionnaire to determine morningness-eveningness in human circadian rhythms. Int. J. Chronobiol. 1976, 4, 97–110.

51. Solomon, N.L.; Zeitzer, J.M. The impact of chronotype on prosocial behavior. PLoS ONE 2019, 14, e0216309, doi:10.1371/journal.pone.0216309.

52. Smith, C.S.; Reilly, C.; Midkiff, K. Evaluation of three circadian rhythm questionnaires with suggestions for an improved measure of morningness. J. Appl. Psychol. 1989, 74, 728–738, doi:10.1037/0021-9010.74.5.728.

53. Roenneberg, T.; Wirz-Justice, A.; Merrow, M. Life between clocks: Daily temporal patterns of human chronotypes. J. Biol. Rhythm. 2003, 18, 80–90, doi:10.1177/0748730402239679.

54. Ghotbi, N.; Pilz, L.K.; Winnebeck, E.C.; Vetter, C.; Zerbini, G.; Lenssen, D.; Frighetto, G.; Salamanca, M.; Costa, R.; Montagnese, S.; et al. The microMCTQ: An Ultra-Short Version of the Munich ChronoType Questionnaire. J. Biol. Rhythm. 2020, 35, 98–110, doi:10.1177/0748730419868698.

55. Danilenko, K.V.; Verevkin, E.G.; Antyufeev, V.S.; Wirz-Justice, A.; Cajochen, C. The hockey-stick method to estimate evening dim light melatonin onset (DLMO) in humans. Chronobiol. Int. 2014, 31, 349–355, doi:10.3109/07420528.2013.855226.
56. Roenneberg, T.; Pilz, L.K.; Zerbini, G.; Winnebeck, E.C. Chronotype and Social Jetlag: A (Self-) Critical Review. *Biological Rhythm Research* 2019, 50, 841–870, doi:10.1080/13897890.2019.1622683.

57. Bhake, R.C.; Kluckner, V.; Stassen, H.; Russell, G.M.; Leendertz, J.; Stevens, K.; Linthorst, A.C.E.; Lightman, S.L. Continuous Free Cortisol Profiles-Circadian Rhythms in Healthy Men. *J. Clin. Endocrinol. Metab.* 2019, 104, 5935–5947, doi:10.1210/jc.2019-00449.

58. Ohdo, S. Circadian rhythms in the CNS and peripheral clock disorders: Chronopharmacological findings on antitumor drugs. *J. Pharmacol. Sci.* 2007, 103, 155–158, doi:10.1254/jphs.fmj06003x6.

59. Wu, G.; Ruben, M.D.; Francey, L.J.; Smith, D.F.; Sherrill, J.D.; Oblong, J.E.; Mills, K.J.; Hogenesch, J.B. A population-based gene expression signature of molecular clock phase from a single epidermal sample. *Genome Med.* 2020, 12, 73, doi:10.1186/s13073-020-00768-9.

60. Wittenbrink, N.; Ananthasubramaniam, B.; Munch, M.; Koller, B.; Maier, B.; Wescche, C.; Bes, F.; de Zeeuw, J.; Nowozin, C.; Wahnschaffe, A.; et al. High-accuracy determination of internal circadian time from a single blood sample. *J. Clin. Investig.* 2018, 128, 3826–3839, doi:10.1172/JCI120874.

61. Braun, R.; Kast, W.L.; Iwanaszko, M.; Kula-Eversole, E.; Abbott, S.M.; Reid, K.J.; Zee, P.C.; Allada, R. Universal method for robust detection of circadian state from gene expression. *Proc. Natl. Acad. Sci. USA* 2018, 115, E9247–E9256, doi:10.1073/pnas.1800314115.

62. Hughley, J.J. Machine learning identifies a compact gene set for monitoring the circadian clock in human blood. *Genome Med.* 2017, 9, 19, doi:10.1186/s13073-017-0406-4.

63. Laing, E.E.; Moller-Levet, C.S.; Poh, N.; Santhi, N.; Archer, S.N.; Dijk, D.J. Blood transcriptome based biomarkers for human circadian phase. *elife* 2017, 6, e20214, doi:10.7554/eLife.20214.

64. Takahashi, M.; Tahara, Y.; Tsubosaka, M.; Fukazawa, M.; Ozaki, M.; Iwakami, T.; Nakaoka, T.; Shibata, S. Chronotype and social jetlag influence human circadian clock gene expression. *Sci. Rep.* 2018, 8, 10152, doi:10.1038/s41598-018-28616-2.

65. Koshy, A.; Cuesta, M.; Boudreau, P.; Cermakian, N.; Boivin, D.B. Disruption of central and peripheral circadian clocks in police officers working at night. *FASEB J.* 2019, 33, 6789–6800, doi:10.1096/fj.201801889R.

66. Bjarnason, G.A.; Jordan, R.C.; Wood, P.A.; Li, Q.; Lincoln, D.W.; Sothern, R.B.; Hrushesky, W.J.; Ben-David, Y. Circadian expression of clock genes in human oral mucosa and skin: Association with specific cell-cycle phases. *Am. J. Pathol.* 2001, 158, 1793–1801, doi:10.1016/S0002-9440(10)64135-1.

67. Kim, D.W.; Zavala, E.; Kim, J.K. Wearable technology and systems modeling for personalized chronotherapy. *Curr. Opin. Syst. Biol.* 2020, 21, 9–15, doi:10.1016/j.cosib.2020.07.007.

68. Hasselberg, M.J.; McMahon, J.; Parker, K. The validity, reliability, and utility of the iButton(R) for measurement of body temperature circadian rhythms in sleep/wake research. *Sleep Med.* 2013, 14, 5–11, doi:10.1016/j.sleep.2010.12.011.

69. Walch, O.; Huang, Y.; Forger, D.; Goldstein, C. Sleep stage prediction with raw acceleration and photoplethysmography heart rate data derived from a consumer wearable device. *Sleep* 2019, 42, zsz180, doi:10.1093/sleep/zsz180.

70. Roberts, D.M.; Schade, M.M.; Mathew, G.M.; Gartenberg, D.; Buxton, O.M. Detecting sleep using heart rate and motion data from multisensor consumer-grade wearables, relative to wrist actigraphy and polysomnography. *Sleep* 2020, 43, zsa045, doi:10.1093/sleep/zsa045.

71. Smets, E.; Rios Velazquez, E.; Schiavone, G.; Chakroun, I.; D’Hondt, E.; De Raedt, W.; Cornil, J.; Janssens, O.; Van Hoecke, S.; Claes, S.; et al. Large-scale wearable data reveal digital phenotypes for daily-life stress detection. *NPJ Digit. Med.* 2018, 1, 67, doi:10.1038/s41746-018-0074-9.

72. Porumb, M.; Stranges, S.; Pescue, A.; Pecchia, L. Precision Medicine and Artificial Intelligence: A Pilot Study on Deep Learning for Hypoglycemic Events Detection based on ECG. *Sci. Rep.* 2020, 10, 170, doi:10.1038/s41598-019-56927-5.

73. Innominato, P.; Komarzynsky, S.; Karaboue, A.; Ulusakarya, A.; Bouchada, M.; Haydar, M.; Bossevoet-Demaris, R.; Moquery, M.; Plessis, V.; Levi, F. Home-Based e-Health Platform for Multidimensional Telemonitoring of Symptoms, Body Weight, Sleep, and Circadian Activity: Relevance for Chronomodulated Administration of Irinotecan, Fluorouracil-Leucovorin, and Oxaliplatin at Home-Results From a Pilot Study. *JCO Clin. Cancer Inform.* 2018, 2, 1–15, doi:10.1200/CCI.17.00125.

74. Smith, D.F.; Ruben, M.D.; Francey, L.J.; Walch, O.J.; Hogenesch, J.B. When Should You Take Your Medicines? *J. Biol. Rhythm.* 2019, 34, 582–583, doi:10.1177/0748730419892099.

75. Levi, F. From circadian rhythms to cancer chronoatherapeutics. *Chronobiol. Int.* 2002, 19, 1–19, doi:10.1081/cbi-120002676.
76. Reimberg, A.; Sidi, E. Circadian changes in the inhibitory effects of an antihistaminic drug in man. *J. Investig. Derm.* 1966, 46, 415–419, doi:10.1038/jid.1966.61.

77. Haye, R.; Hoye, K.; Berg, O.; Frones, S.; Odégaard, T. Morning versus evening dosing of desloratadine in seasonal allergic rhinitis: A randomized controlled study [ISRCTN23032971]. *Clin. Mol. Allergy* 2005, 3, 3, doi:10.1186/1476-7961-3-3.

78. Buttgerfeit, F.; Doering, G.; Schaeffler, A.; Witte, S.; Sierakowski, S.; Gromnica-Ihle, E.; Jeka, S.; Krueger, K.; Szechinski, J.; Alten, R. Efficacy of modified-release versus standard prednisone to reduce duration of morning stiffness of the joints in rheumatoid arthritis (CAPRA-I): A double-blind, randomised controlled trial. *Lancet* 2008, 371, 205–214, doi:10.1016/S0140-6736(08)60132-4.

79. To, H.; Yoshimatsu, H.; Tomonari, M.; Idá, H.; Tsurumoto, T.; Tsuji, Y.; Sonemoto, E.; Shimasaki, N.; Koyanagi, S.; Sasaki, H.; et al. Methotrexate chronotherapy is effective against rheumatoid arthritis. *Chronobiol. Int.* 2011, 28, 267–274, doi:10.3109/07420528.2011.553017.

80. Fauxschou, P.; Engel, A.M.; Haanæs, O.C. Salmeterol in two different doses in the treatment of nocturnal bronchial asthma poorly controlled by other therapies. *Allergy* 1994, 49, 827–832, doi:10.1111/j.1398-9995.1994.tb00782.x.

81. Burioka, N.; Miyata, M.; Endo, M.; Fukuoka, Y.; Suyama, H.; Nakazaki, H.; Igawa, K.; Shimizu, E. Alteration of the circadian rhythm in peak expiratory flow of nocturnal asthma following nighttime transdermal beta2-adrenoceptor agonist tulobuterol chronotherapy. *Chronobiol. Int.* 2005, 22, 383–390, doi:10.1081/cbi-200053587.

82. Yi, Y.J.; Kim, H.J.; Jo, S.K.; Kim, S.G.; Song, Y.R.; Chung, W.; Han, K.H.; Lee, C.H.; Hwang, Y.H.; Oh, K.H. Comparison of the efficacy and safety profile of morning administration of controlled-release simvastatin versus evening administration of immediate-release simvastatin in chronic kidney disease patients with dyslipidemia. *Clin. Ther.* 2014, 36, 1182–1190, doi:10.1016/j.clinthera.2014.06.005.

83. Yoon, H.S.; Kim, S.H.; Kim, J.K.; Ko, S.H.; Ko, J.E.; Park, S.J.; Park, M.G.; Lee, J.H.; Hyon, M.S. Comparison of effects of morning versus evening administration of ezetimibe/simvastatin on serum cholesterol in patients with primary hypercholesterolemia. *Ann. Pharm.* 2011, 45, 841–849, doi:10.1345/aph.1P511.

84. Hermida, R.C.; Ayala, D.E.; Mojón, A.; Fernandez, J.R. Ambulatory blood pressure control with bedtime aspirin administration in subjects with prehypertension. *Am. J. Hypertens.* 2009, 22, 896–903, doi:10.1038/ajh.2009.83.

85. Hermida, R.C.; Ayala, D.E.; Chayan, L.; Mojón, A.; Fernandez, J.R. Administration-time-dependent effects of olmesartan on the ambulatory blood pressure of essential hypertension patients. *Chronobiol. Int.* 2009, 26, 61–79, doi:10.1080/07420528.2009.1014983.

86. Lin, P.; An, F.; Xu, X.; Zhao, L.; Liu, L.; Liu, N.; Wang, P.; Liu, J.; Wang, L.; Li, M. Chronopharmacodynamics and mechanisms of antitumor effect induced by erlotinib in xenograft-bearing nude mice. *Biochem. Biophys. Res. Commun.* 2015, 460, 362–367, doi:10.1016/j.bbrc.2015.03.039.

87. Liu, J.; Wang, C.Y.; Ji, S.G.; Xu, X.; Wang, P.P.; Zhang, B.; Zhao, L.Y.; Liu, L.; Lin, P.P.; Liu, L.K.; et al. Chronopharmacokinetics of Erlotinib and Circadian Rhythms of Related Metabolic Enzymes in Lewis Tumor-Bearing Mice. *Eur J. Drug Metab. Pharm.* 2016, 41, 627–635, doi:10.1016/s1331-3185-015-0284-3.

88. Kloth, J.S.; Binkhorst, L.; de Wit, A.S.; De Bruijn, P.; Hamberg, P.; Lam, M.H.; Burger, H.; Chaves, I.; Wiemer, E.A.; van der Horst, G.T.; et al. Relationship Between Sunitinib Pharmacokinetics and Administration Time: Preclinical and Clinical Evidence. *Clin. Pharm.* 2015, 54, 851–858, doi:10.1007/s40262-015-0239-5.

89. Szalek, E.; Karbownik, A.; Sobanska, K.; Polom, W.; Grabowski, T.; Wolc, A.; Matuszewski, M.; Grzeskowiak, E. The influence of the time-of-day administration of the drug on the pharmacokinetics of sunitinib in rabbits. *Eur. Rev. Med. Pharmacol. Sci.* 2014, 18, 2393–2399.

90. Lauriola, M.; Enuka, Y.; Zeisel, A.; D’Uva, G.; Roth, L.; Sharon-Sevilla, M.; Lindzen, M.; Sharma, K.; Nevo, N.; Feldman, M.; et al. Diurnal suppression of EGFR signalling by glucocorticoids and implications for tumour progression and treatment. *Nat. Commun.* 2014, 5, 5073, doi:10.1038/ncomms6073.

91. Sallam, H.; El-Serafi, A.T.; Filipiski, E.; Terelius, Y.; Levi, F.; Hassan, M. The effect of circadian rhythm on pharmacokinetics and metabolism of the Cdk inhibitor, roscovitine, in tumor mice model. *Chronobiol. Int.* 2015, 32, 608–614, doi:10.3109/07420528.2015.1022782.

92. Okazaki, H.; Matsunaga, N.; Fujioka, T.; Okazaki, F.; Akagawa, Y.; Tsurudome, Y.; Ono, M.; Kuwano, M.; Koyanagi, S.; Ohdo, S. Circadian regulation of mTOR by the ubiquitin pathway in renal cell carcinoma. *Cancer. Res.* 2014, 74, 543–551, doi:10.1158/0008-5472.CAN-12-3241.
93. Li, X.M.; Mohammad-Djafari, A.; Dumitru, M.; Dulong, S.; Filipski, E.; Siffroi-Fernandez, S.; Mteyrek, A.; Scaglione, F.; Guettier, C.; Delaunay, F.; et al. A circadian clock transcription model for the personalization of cancer chemotherapy. *Cancer Res.** 2013, 73, 7176–7188, doi:10.1158/0008-5472.CAN-13-1528.

94. Cederroth, C.R.; Albrecht, U.; Bass, J.; Brown, S.A.; Dyhrfeld-Johnsen, J.; Gachon, F.; Green, C.B.; Hastings, M.H.; Helfrich-Forster, C.; Hogenesch, J.B.; et al. Medicine in the Fourth Dimension. *Cell Metab.* **2019**, 30, 238–250, doi:10.1016/j.cmet.2019.06.019.

95. Levi, F. Circadian chronotherapy for human cancers. *Lancet Oncol.* **2001**, 2, 307–315, doi:10.1016/S1470-2045(00)00326-0.

96. Ruben, M.D.; Smith, D.F.; FitzGerald, G.A.; Hogenesch, J.B. Dosing time matters. *Science* **2019**, 365, 547–549, doi:10.1126/science.aax7621.

97. Levi, F.; Karaboue, A.; Saffroy, R.; Desterke, C.; Boige, V.; Smith, D.; Hebbar, M.; Innominato, P.; Taieb, J.; Carvalho, C.; et al. Pharmacogenetic determinants of outcomes on triplet hepatic artery infusion and intravenous cetuximab for liver metastases from colorectal cancer (European trial OPTILIV, NCT00852228). *Br. J. Cancer* **2017**, 117, 965–973, doi:10.1038/bjc.2017.278.

98. Levi, F.; Karaboue, A.; Etienne-Grimaldi, M.C.; Paintaud, G.; Focan, C.; Innominato, P.; Bouchahda, M.; Milano, G.; Chatelut, E. Pharmacokinetics of Irinotecan, Oxaliplatin and 5-Fluorouracil During Hepatic Artery Chronomodulated Infusion: A Translational European OPTILIV Study. *Clin. Pharm.* **2017**, 56, 165–177, doi:10.1007/s40262-016-0431-2.

99. Gottlieb, J.F.; Benedetti, F.; Geoffroy, P.A.; Henriksen, T.E.G.; Lam, R.W.; Murray, G.; Phelps, J.; Sit, D.; Swartz, H.A.; Crowe, M.; et al. The chronotherapeutic treatment of bipolar disorders: A systematic review and practice recommendations from the ISBD task force on chronotherapy and chronobiology. *Bipolar Disord.* **2019**, 21, 741–773, doi:10.1111/bdi.12847.

100. Bailey, M.; Silver, R. Sex differences in circadian timing systems: Implications for disease. *Front. Neuroendocr.* **2014**, 35, 111–139, doi:10.1016/j.yfrne.2013.11.003.

101. Rahn, D.A.; 3rd; Ray, D.K.; Schlesinger, D.J.; Steiner, L.; Sheehan, J.P.; O’Quigley, J.M.; Rich, T. Gamma knife radiosurgery for brain metastasis of nonsmall cell lung cancer: Is there a difference in outcome between morning and afternoon surgery? *Cancer 2011*, 117, 414–420, doi:10.1002/cncr.25423.

102. Badiyan, S.N.; Ferraro, D.J.; Yaddanapudi, S.; Drzymala, R.E.; Lee, A.Y.; Silver, S.A.; Dyk, P.; DeWees, T.; Simpson, J.R.; Rich, K.M.; et al. Impact of time of day on outcomes after stereotactic radiosurgery for non-small cell lung cancer brain metastases. *Cancer 2013*, 119, 3563–3569, doi:10.1002/cncr.28237.

103. Chan, S.; Rowbottom, L.; McDonald, R.; Zhang, L.; Bjarnason, G.A.; Tsao, M.; Danjoux, C.; Barnes, E.; Lam, H.; Popovic, M.; et al. Could time of whole brain radiotherapy delivery impact overall survival in patients with multiple brain metastases? *Ann. Palliat. Med.* **2016**, 5, 267–279.

104. Noh, J.M.; Choi, D.H.; Park, H.; Huh, S.J.; Park, W.; Seol, S.W.; Jeong, B.K.; Nam, S.J.; Lee, J.E.; Kil, W.H. Comparison of acute skin reaction following morning versus late afternoon radiotherapy in patients with breast cancer who have undergone curative surgical resection. *J. Radiat. Res.* **2014**, 55, 553–558, doi:10.1093/jrr/rtrt141.

105. Caussanel, J.P.; Levi, F.; Brienza, S.; Misset, J.L.; Itzhaki, M.; Adam, R.; Milano, G.; Hequet, B.; Mathe, G. Phase I trial of 5-day continuous venous infusion of oxaliplatin at circadian rhythm-modulated rate compared with constant rate. *J. Natl. Cancer Inst.* **1990**, 82, 1046–1050, doi:10.1093/jnci/82.12.1046.

106. Chan, S.; Zhang, L.; Rowbottom, L.; McDonald, R.; Bjarnason, G.A.; Tsao, M.; Barnes, E.; Danjoux, C.; Popovic, M.; Lam, H.; et al. Effects of circadian rhythms and treatment times on the response of radiotherapy for painful bone metastases. *Ann. Palliat. Med.* **2017**, 6, 14–25, doi:10.21037/apm.2016.09.07.

107. Shukla, P.; Gupta, D.; Bisht, S.S.; Pant, M.C.; Bhatt, M.L.; Gupta, R.; Srivastava, K.; Gupta, S.; Dhawan, A.; Mishra, D.; et al. Circadian variation in radiation-induced intestinal mucositis in patients with cervical carcinoma. *Cancer 2010*, 116, 2031–2035, doi:10.1002/cncr.24867.

108. Levi, F.A.; Zidani, R.; Vannetzel, J.M.; Perpoint, B.; Focan, C.; Faggiuolo, R.; Chollet, P.; Garufi, C.; Itzhaki, M.; Dogliotti, L.; et al. Chronomodulated versus fixed-infusion-rate delivery of ambulatory chemotherapy with oxaliplatin, fluorouracil, and folinic acid (leucovorin) in patients with colorectal cancer metastases: A randomized multi-institutional trial. *J. Natl. Cancer Inst.* **1994**, 86, 1608–1617, doi:10.1093/jnci/86.21.1608.

109. Qvortrup, C.; Jensen, B.V.; Fokstuen, T.; Nielsen, S.E.; Keldsen, N.; Glimelius, B.; Bjergaard, B.; Mejer, J.; Larsen, F.O.; Pfeiffer, P. A randomized study comparing short-time infusion of oxaliplatin in combination with capecitabine XELOX(30) and chronomodulated XELOX(30) as first-line therapy in patients with advanced colorectal cancer. *Ann. Oncol.* **2010**, 21, 87–91, doi:10.1093/annonc/mdp272.
110. Innominato, P.F.; Ballesta, A.; Huang, Q.; Focan, C.; Chollet, P.; Karaboue, A.; Giacchetti, S.; Bouchahda, M.; Adam, R.; Garufi, C.; et al. Sex-dependent least toxic timing of irinotecan combined with chronomodulated chemotherapy for metastatic colorectal cancer: Randomized multicenter EORTC 05011 trial. *Cancer Med.* **2020**, *9*, 4148–4159, doi:10.1002/cam4.3056.

111. Goyal, M.; Shukla, P.; Gupta, D.; Bisht, S.S.; Dhawan, A.; Gupta, S.; Pant, M.C.; Verma, N.S. Oral mucositis in morning vs. evening irradiated patients: A randomised prospective study. *Int. J. Radiat. Biol.* **2009**, *85*, 504–509, doi:10.1080/0955300902883802.

112. Bjarnason, G.A.; Mackenzie, R.G.; Nabid, A.; Hodson, I.D.; El-Sayed, S.; Grimard, L.; Brundage, M.; Wright, J.; Hay, J.; Ganguly, P.; et al. Comparison of toxicity associated with early morning versus late afternoon radiotherapy in patients with head-and-neck cancer: A prospective randomized trial of the National Cancer Institute of Canada Clinical Trials Group (HN3). *Int. J. Radiat. Oncol. Biol. Phys.* **2009**, *73*, 166–172, doi:10.1016/j.ijrobp.2008.07.009.

113. Tsuchiya, Y.; Usuijima, K.; Noguchi, T.; Okada, N.; Hayakasa, J.I.; Jinbu, Y.; Ando, H.; Mori, Y.; Kusama, M.; Fujimura, A. Influence of a dosing-time on toxicities induced by docetaxel, cisplatin and 5-fluorouracil in patients with oral squamous cell carcinoma; a cross-over pilot study. *Chronobiol. Int.* **2018**, *35*, 289–294, doi:10.1080/07420528.2017.1392551.

114. Hsu, F.M.; Hou, W.H.; Huang, C.Y.; Wang, C.C.; Tsai, C.L.; Tsai, Y.C.; Yu, H.J.; Pu, Y.S.; Cheng, J.C. Differences in toxicity and outcome associated with circadian variations between patients undergoing daytime and evening radiotherapy for prostate adenocarcinoma. *Chronobiol. Int.* **2016**, *33*, 210–219, doi:10.3109/07420528.2015.1130049.

115. Dincol, D.; Samur, M.; Pamir, A.; Sencan, O.; Akbulut, H.; Yalcin, B.; Onur, H.; Demirkazik, A.; Senler, F.C.; Icli, F. Prospective randomized comparison of morning versus night daily single subcutaneous administration of granulocyte-macrophage-colony stimulating factor in patients with soft tissue or bone sarcoma. *Cancer* **2000**, *88*, 2033–2036.

116. Lin, H.X.; Hua, Y.J.; Chen, Q.Y.; Luo, D.H.; Sun, R.; Qiu, F.; Mo, H.Y.; Mai, H.Q.; Guo, X.; Xian, L.J.; et al. Randomized study of sinusoidal chronomodulated versus flat intermittent induction chemotherapy with cisplatin and 5-fluorouracil followed by traditional radiotherapy for locoregionally advanced nasopharyngeal carcinoma. *Cancer* **2013**, *32*, 502–511, doi:10.5732/cjc.013.10004.

117. Bi, T.; Jin, F.; Wu, W.; Long, J.; Li, Y.; Gong, X.; Luo, X.; Li, Z.; He, Q.; Qu, B. Phase II clinical trial of two different modes of administration of the induction chemotherapy for locally advanced nasopharyngeal carcinoma. *Zhonghua Zhong Liu Za Zhi* **2015**, *37*, 676–681.

118. Zhang, P.X.; Jin, F.; Li, Z.L.; Wu, W.L.; Li, Y.Y.; Long, J.H.; Chen, G.Y.; Chen, X.X.; Gan, J.Y.; Gong, X.Y.; et al. A randomized phase II trial of induction chemotherapy followed by cisplatin chronotherapy versus constant rate delivery combined with radiotherapy. *Chronobiol. Int.* **2018**, *35*, 240–248, doi:10.1080/07420528.2017.1397684.

119. Li, J.; Chen, R.; Ji, M.; Zou, S.L.; Zhu, L.N. Cisplatin-based chronotherapy for advanced non-small cell lung cancer patients: A randomized controlled study and its pharmacokinetics analysis. *Cancer Chemother. Pharmacol.* **2015**, *76*, 651–655, doi:10.1007/s00280-015-2804-x.

120. Athuri, H.; Campian, J.L.; Talcott, G.; Meyer, M.; Slat, E.; Rubin, J.; Huang, J.; Chheda, M.G.; Johannis, T.M.; Tao, Y.; et al. Effect of temozolomide chronotherapy in patients with high-grade glioma. *J. Clin. Oncol.* **2020**, *38*, e14525–e14525, doi:10.1200/JCO.2020.38.15_suppl.e14525.

121. Bishop, C.M. *Neural Networks for Pattern Recognition*; Clarendon Press: Oxford, UK, 1995; 482p.

122. St Hilaire, M.A.; Klerman, E.B.; Khalsa, S.B.; Wright, K.P., Jr.; Czeisler, C.A.; Kronauer, R.E. Addition of a non-photic component to a light-based mathematical model of the human circadian pacemaker. *J. Theor. Biol.* **2007**, *247*, 583–599, doi:10.1016/j.jtbi.2007.04.001.

123. Gil, E.A.; Aubert, X.L.; Beersma, D.G.M. Ambulatory estimation of human circadian phase using models of varying complexity based on non-invasive signal modalities. In *Proceedings of the 36th Annual International Conference of the IEEE Engineering in Medicine and Biology Society*, Chicago, IL, USA, 26–30 August 2014; pp. 2278–2281.

124. Urwyler, P.; Rampa, L.; Stucki, R.; Buchler, M.; Muri, R.; Mosimann, U.P.; Nef, T. Recognition of activities of daily living in healthy subjects using two ad-hoc classifiers. *Biomed. Eng. Online* **2015**, *14*, 54, doi:10.1186/s12938-015-0050-4.

125. Li, X.; Zhang, Y.; Jiang, F.; Zhao, H. A novel machine learning unsupervised algorithm for sleep/wake identification using actigraphy. *Chronobiol. Int.* **2020**, *37*, 1002–1015, doi:10.1080/07420528.2020.1754848.
126. Stone, J.E.; Phillips, A.J.K.; Ftouni, S.; Magee, M.; Howard, M.; Lockley, S.W.; Sletten, T.L.; Anderson, C.; Rajaratnam, S.M.W.; Postnova, S. Generalizability of A Neural Network Model for Circadian Phase Prediction in Real-World Conditions. Sci. Rep. 2019, 9, 11001, doi:10.1038/s41598-019-47311-4.

127. Gil, E.A.; Aubert, X.L.; Most, E.I.; Beersma, D.G. Human circadian phase estimation from signals collected in ambulatory conditions using an autoregressive model. J. Biol. Rhythm. 2013, 28, 152–163, doi:10.1177/0748730413484697.

128. Kolodyazhnii, V.; Spati, J.; Frey, S.; Gotz, T.; Wirz-Justice, A.; Krauchi, K.; Cajochen, C.; Wilhelm, F.H. An improved method for estimating human circadian phase derived from multichannel ambulatory monitoring and artificial neural networks. Chronobiol. Int. 2012, 29, 1078–1097, doi:10.3109/07420528.2012.700669.

129. McDonald, M.J.; Rosbash, M. Microarray Analysis and Organization of Circadian Gene Expression in Drosophila. Cell 2001, 107, 567–578.

130. Akhtar, R.A.; Reddy, A.B.; Maywood, E.S.; Clayton, J.D.; King, V.M.; Smith, A.G.; Gant, T.W.; Hasting, M.H.; Kyriacou, C.P. Circadian Cycling of the Mouse Liver Transcriptome, as Revealed by cDNA Microarray, Is Driven by the Suprachiasmatic Nucleus. Curr. Biol. 2002, 12, 540–550, doi:10.1016/s0960-9822(02)00759-5.

131. Panda, S.; Antoch, M.P.; Miller, B.H.; Su, A.I.; Schook, A.B.; Straume, M.; Schultz, P.G.; Kay, S.A.; Takahashi, J.S.; Hogenesch, J.B. Coordinated transcription of key pathways in the mouse by the circadian clock. Cell 2002, 109, 307–320, doi:10.1016/s0092-8674(02)00722-5.

132. Hughes, M.E.; DiTacchio, L.; Hayes, K.R.; Vollmers, C.; Pulvarthiy, S.; Baggs, J.E.; Panda, S.; Hogenesch, J.B. Harmonics of circadian gene transcription in mammals. PLoS Genet. 2009, 5, e1000442, doi:10.1371/journal.pgen.1000442.

133. Duffield, G.E.; Best, J.D.; Meurers, B.H.; Bittner, A.; Losor, J.J.; Dunlap, J.C. Circadian Programs of Transcriptional Activation, Signaling and Protein Turnover Revealed by Microarray Analysis of Mammalian Cells. Curr. Biol. 2002, 12, 551–557.

134. Takahashi, J.S.; Kumar, V.; Nakashe, P.; Koike, N.; Huang, H.C.; Green, C.B.; Kim, T.K. ChIP-seq methods to study circadian control of transcription in mammals. Methods Enzymol. 2015, 551, 285–321, doi:10.1016/bs.mie.2014.10.059.

135. Le Martelot, G.; Caneilla, D.; Symul, L.; Migliavacca, E.; Gilardi, F.; Liechti, R.; Martin, O.; Harshman, K.; Delorenzi, M.; Desvergne, B.; et al. Genome-wide RNA polymerase II profiles and RNA accumulation reveal kinetics of transcription and associated epigenetic changes during diurnal cycles. PLoS Biol. 2012, 10, e1001442, doi:10.1371/journal.pbio.1001442.

136. Hatanaka, F.; Matsubara, C.; Myung, J.; Yoritaka, T.; Kamimura, N.; Tsutsumi, S.; Kanai, A.; Suzuki, Y.; Sassone-Corsi, P.; Aburatani, H.; et al. Genome-wide profiling of the core clock protein BMAL1 targets reveals a strict relationship with metabolism. Mol. Cell Biol. 2010, 30, 5636–5648, doi:10.1128/MCB.00781-10.

137. Deckard, A.; Anafi, R.C.; Hogenesch, J.B.; Haase, S.B.; Harer, J. Design and analysis of large-scale biological rhythm studies: A comparison of algorithms for detecting periodic signals in biological data. Bioinformatics 2013, 29, 3174–3180, doi:10.1093/bioinformatics/btt541.

138. Hughes, M.E.; Abruzzi, K.C.; Allada, R.; Anafi, R.; Arpat, A.B.; Asher, G.; Baldi, P.; de Bekker, C.; Bell-Pedersen, D.; Blau, J.; et al. Guidelines for Genome-Scale Analysis of Biological Rhythms. J. Biol. Rhythm. 2017, 32, 380–393, doi:10.1177/0748730417728663.

139. Mei, W.; Jiang, Z.; Chen, Y.; Chen, L.; Sancar, A.; Jiang, Y. Genome-wide circadian rhythm detection methods: Systematic evaluations and practical guidelines. Brief. Bioinform. 2020, 1, bbaa135, doi:10.1093/bib/bbaa135.

140. Laloum, D.; Robinson-Rechavi, M. Methods detecting rhythmic gene expression are biologically relevant only for strong signal. PLoS Comput. Biol. 2020, 16, e1007666, doi:10.1371/journal.pcbi.1007666.

141. Akashi, M.; Soma, H.; Yamamoto, T.; Tsugitomi, A.; Yamashita, S.; Yamamoto, T.; Nishida, E.; Yasuda, A.; Liao, J.K.; Node, K. Noninvasive method for assessing the human circadian clock using hair follicle cells. Proc. Natl. Acad. Sci. USA 2010, 107, 15643–15648, doi:10.1073/pnas.1003878107.

142. Luck, S.; Thurlow, K.; Thaben, P.F.; Westermark, P.O. Rhythmic degradation explains and unifies circadian transcriptome and proteome data. Cell Rep. 2014, 9, 741–751, doi:10.1016/j.celrep.2014.09.021.

143. Yang, R.; Su, Z. Analyzing circadian expression data by harmonic regression based on autoregressive spectral estimation. Bioinformatics 2010, 26, i168–i174, doi:10.1093/bioinformatics/btp189.
144. Lomb, N.R. Least-squares frequency analysis of unequally spaced data. Astrophys. Space Sci. 1975, 39, 447–462.
145. Thaben, P.F.; Westermark, P.O. Detecting rhythms in time series with RAIN. J. Biol. Rhythm. 2014, 29, 391–400, doi:10.1177/074873041453029.
146. Hutchison, A.L.; Maienschein-Cline, M.; Chiang, A.H.; Tabei, S.M.; Gudjonson, H.; Bahroos, N.; Allada, R.; Dinnen, A.R. Improved statistical methods enable greater sensitivity in rhythm detection for genome-wide data. PLoS Comput. Biol. 2015, 11, e1004094, doi:10.1371/journal.pcbi.1004094.
147. Hughes, M.E.; Hogenesch, J.B.; Kornacker, K. JTK_CYCLE: An efficient nonparametric algorithm for detecting rhythmic components in genome-scale data sets. J. Biol. Rhythm. 2010, 25, 372–380, doi:10.1177/0748730410379711.
148. Agostinelli, F.; Ceglia, N.; Shahbaba, B.; Sassone-Corsi, P.; Baldi, P. What time is it? Deep learning approaches for circadian rhythms. Bioinformatics 2016, 32, i8–i17.
149. Chudova, D.; Ihler, A.; Lin, K.K.; Andersen, B.; Smyth, P. Bayesian detection of non-sinusoidal periodic patterns in circadian expression data. Bioinformatics 2009, 25, 3114–3120, doi:10.1093/bioinformatics/btp547.
150. Wichert, S.; Fokianos, K.; Strimmer, K. Identifying periodically expressed transcripts in microarray time series data. Bioinformatics 2004, 20, 5–20, doi:10.1093/bioinformatics/btg364.
151. Leise, T.L.; Harrington, M.E. Wavelet-based time series analysis of circadian rhythms. J. Biol. Rhythm. 2011, 26, 454–463, doi:10.1177/0748730411416330.
152. Leise, T.L. Wavelet-based analysis of circadian behavioral rhythms. Methods Enzymol. 2015, 551, 95–119, doi:10.1016/bs.mie.2014.10.011.
153. Wu, G.; Anafi, R.C.; Hughes, M.E.; Kornacker, K.; Hogenesch, J.B. MetaCycle: An integrated R package to evaluate periodicity in large scale data. Bioinformatics 2016, 32, 3351–3353, doi:10.1093/bioinformatics/btw405.
154. Scargle, J. Studies in astronomical time series analysis. II- Statistical aspects of spectral analysis of unevenly spaced data. Astrophys. J. 1982, 263, 835–853.
155. Cui, P.; Zhong, T.; Wang, Z.; Wang, T.; Zhao, H.; Liu, C.; Lu, H. Identification of human circadian genes based on time course gene expression profiles by using a deep learning method. Biochim. Biophys. Acta Mol. Basis Dis. 2018, 1864, 2274–2283, doi:10.1016/j.bbadis.2017.12.004.
156. Chen, C. Ascent of machine learning in medicine. Nat. Mater. 2019, 18, 407, doi:10.1038/s41563-019-0360-1.
157. Ambale-Venkatesh, B.; Yang, X.; Wu, C.O.; Liu, K.; Hundley, W.G.; McClelland, R.; Gomes, A.S.; Folsom, A.R.; Shea, S.; Guallar, E.; et al. Cardiovascular Event Prediction by Machine Learning: The Multi-Ethnic Study of Atherosclerosis. Circ. Res. 2017, 121, 1092–1101, doi:10.1161/CIRCRESAHA.117.311312.
158. Cuperlovic-Culf, M. Machine Learning Methods for Analysis of Metabolic Data and Metabolic Pathway Modeling. Metabolites 2018, 8, 4, doi:10.3390/metabo8010004.
159. Erickson, B.J.; Korfiatis, P.; Akkus, Z.; Kline, T.L. Machine Learning for Medical Imaging. Radiographics 2017, 37, 505–515, doi:10.1148/rg.2017160130.
160. Martorell-Marugan, J.; Tabik, S.; Benhammou, Y.; Del Val, C.; Zwir, I.; Herrera, F.; Carmona-Saez, P. Deep Learning in Omics Data Analysis and Precision Medicine. In Computational Biology; Husi, H., Ed.; Codon Publications: Brisbane, Australia, 2019.
161. Ekins, S.; Puhl, A.C.; Zorn, K.M.; Lane, T.R.; Russo, D.P.; Klein, J.J.; Hickey, A.J.; Clark, A.M. Exploiting machine learning for end-to-end drug discovery and development. Nat. Mater. 2019, 18, 435–441, doi:10.1038/s41563-019-0338-z.
162. Talamanca, L.; Naef, F. How to tell time: Advances in decoding circadian phase from omics snapshots. F1000Research 2020, 9, 1150, doi:10.12688/f1000research.26759.1.
163. Bastanlar, Y.; Ozysal, M. Introduction to machine learning. Methods Mol. Biol. 2014, 1107, 105–128, doi:10.1007/978-1-62703-748-8_7.
164. Madani, A.; Ong, J.R.; Tibrewal, A.; Mofrad, M.R.K. Deep echocardiography: Data-efficient supervised and semi-supervised deep learning towards automated diagnosis of cardiac disease. NPJ Digit. Med. 2018, 1, 59, doi:10.1038/s41746-018-0065-x.
165. Wang, Y.; Zhao, Y.; Therneau, T.M.; Atkinson, E.J.; Tafti, A.P.; Zhang, N.; Amin, S.; Limper, A.H.; Khosla, S.; Liu, H. Unsupervised machine learning for the discovery of latent disease clusters and patient subgroups using electronic health records. J. Biomed. Inform. 2020, 102, 103364, doi:10.1016/j.jbi.2019.103364.
166. Ueda, H.R.; Chen, W.; Minami, Y.; Honma, S.; Honma, K.; Iino, M.; Hashimoto, S. Molecular-timetabled methods for detection of body time and rhythm disorders from single-time-point genome-wide expression profiles. Proc. Natl. Acad. Sci. USA 2004, 101, 11227–11232, doi:10.1073/pnas.0401882101.

167. Anafi, R.C.; Lee, Y.; Sato, T.K.; Venkataraman, A.; Ramanathan, C.; Kavakli, I.H.; Hughes, M.E.; Baggs, J.E.; Grove, J.; Liu, A.C.; et al. Machine learning helps identify CHRONO as a circadian clock component. PLoS Biol. 2014, 12, e1001840, doi:10.1371/journal.pbio.1001840.

168. Hughey, J.J.; Hastie, T.; Butte, A.J. ZeitZeiger: Supervised learning for high-dimensional data from an oscillatory system. Nucleic Acids Res. 2016, 44, e80, doi:10.1093/nar/gkw030.

169. Anafi, R.C.; Francey, L.J.; Hogenessch, J.B.; Kim, J. CYCLOPS reveals human transcriptional rhythms in health and disease. Proc. Natl. Acad. Sci. USA 2017, 114, 5312–5317, doi:10.1073/pnas.1619320114.

170. Vlachou, D.; Bjarnason, G.A.; Giacchetti, S.; Lévi, F.; Rand, D.A. TimeTeller: A New Tool for Precision Circadian Medicine and Cancer Prognosis. bioRxiv 2020, 622050, doi:10.1101/622050.

171. Minami, Y.; Kasukawa, T.; Kakazu, Y.; Iigo, M.; Sugimoto, M.; Ikeda, S.; Yasui, A.; van der Horst, G.T.; Soga, T.; Ueda, H.R. Measurement of internal body time by blood metabolomics. Proc. Natl. Acad. Sci. USA 2009, 106, 9890–9895, doi:10.1073/pnas.0900617106.

172. Kasukawa, T.; Sugimoto, M.; Hida, A.; Minami, Y.; Morì, M.; Honma, S.; Honma, K.; Mishima, K.; Soga, T.; Ueda, H.R. Human blood metabolite timetable indicates internal body time. Proc. Natl. Acad. Sci. USA 2012, 109, 15036–15041, doi:10.1073/pnas.1207768109.

173. Sutskever, I.; Martens, J.; Dahl, G.; Hinton, G. On the importance of initialization and momentum in deep learning. In Proceedings of the 30th International Conference on Machine Learning, Atlanta, GA, USA, 17–19 June 2013; pp. 1139–1147.

174. Rumelhart, D.E.; Hinton, G.E.; Williams, R.J. Learning representations by back-propagating errors. Nature 1986, 323, 533–536, doi:10.1038/323533a0.

175. Martinez-Nicolás, A.; Martinez-Madrid, M.J.; Almaida-Pagan, P.F.; Bonnati-Carrion, M.A.; Madrid, J.A.; Rol, M.A. Assessing Chronotypes by Ambulatory Circadian Monitoring. Front. Physiol. 2019, 10, 1396, doi:10.3389/fphys.2019.01396.

176. Lewy, A.J.; Sack, R.L. The dim light melatonin onset as a marker for circadian phase position. Chronobiol. Int. 1989, 6, 93–102, doi:10.3109/07420528909059144.

177. Zhang, T.; Xie, P.; Dong, Y.; Liu, Z.; Zhou, F.; Pan, D.; Huang, Z.; Zhai, Q.; Gu, Y.; Wu, Q.; et al. High-throughput discovery of genetic determinants of circadian misalignment. PLoS Genet. 2020, 16, e1008577, doi:10.1371/journal.pgen.1008577.

178. Dean, D.A., 2nd; Goldberger, A.L.; Mueller, R.; Kim, M.; Rueschman, M.; Moberly, D.; Sahoo, S.S.; Jayapandian, C.P.; Cui, L.; Morrical, M.G.; et al. Scaling Up Scientific Discovery in Sleep Medicine: The National Sleep Research Resource. Sleep 2016, 39, 1151–1164, doi:10.5665/sleep.5774.

179. Zhang, G.Q.; Cui, L.; Mueller, R.; Tao, S.; Kim, M.; Rueschman, M.; Marian, S.; Moberly, D.; Redline, S. The National Sleep Research Resource: Towards a sleep data commons. J. Am. Med. Inform. Assoc. 2018, 25, 1351–1358, doi:10.1093/jamia/ocx064.

180. Woller, A.; Duez, H.; Staels, B.; Lefranc, M. A Mathematical Model of the Liver Circadian Clock Linking Feeding and Fasting Cycles to Clock Function. Cell Rep. 2016, 17, 1087–1097, doi:10.1016/j.celrep.2016.09.060.

181. Schmelling, N.M.; Axmann, I.M. Computational modelling unravels the precise clockwork of cyanobacteria. Interface Focus 2018, 8, 20180038, doi:10.1098/rsfs.2018.0038.

182. Bujdoso, N.; Davis, S.J. Mathematical modeling of an oscillating gene circuit to unravel the circadian clock network of Arabidopsis thaliana. Front. Plant. Sci. 2013, 4, 3, doi:10.3389/fplants.2013.00003.

183. Asgari-Targhi, A.; Klerman, E.B. Mathematical modeling of circadian rhythms. Wiley Interdiscip. Rev. Syst. Biol. Med. 2019, 11, e1439, doi:10.1002/wsbm.1439.

184. Jewett, M.E.; Forger, D.B.; Kronauer, R.E. Revised limit cycle oscillator model of human circadian pacemaker. J. Biol. Rhythm. 1999, 14, 493–499, doi:10.1177/074873049901404006.

185. Roenneberg, T.; Merrow, M. The Circadian Clock and Human Health. Curr. Biol. 2016, 26, R432–R443, doi:10.1016/j.cub.2016.04.011.

186. Reppert, S.M.; Weaver, D.R. Molecular analysis of mammalian circadian rhythms. Annu. Rev. Physiol. 2001, 63, 647–676, doi:10.1146/annurev.physiol.63.1.647.

187. Goodwin, B.C. Oscillatory behavior in enzymatic control processes. Adv. Enzym. Regul. 1965, 3, 425–438, doi:10.1016/0065-2571(65)90067-1.
188. Leloup, J.C.; Goldbeter, A. Toward a detailed computational model for the mammalian circadian clock. *Proc. Natl. Acad. Sci. USA* 2003, 100, 7051–7056, doi:10.1073/pnas.1132112100.

189. Forger, D.B.; Peskin, C.S. A detailed predictive model of the mammalian circadian clock. *Proc. Natl. Acad. Sci. USA* 2003, 100, 14806–14811, doi:10.1073/pnas.2036281100.

190. Becker-Weimann, S.; Wolf, J.; Herzel, H.; Kramer, A. Modeling feedback loops of the Mammalian circadian oscillator. *Biophys. J.* 2004, 87, 3023–3034, doi:10.1529/biophysj.104.040824.

191. Mirsky, H.P.; Liu, A.C.; Welsh, D.K.; Kay, S.A.; Doyle, F.J., 3rd. A model of the cell-autonomous mammalian circadian clock. *Proc. Natl. Acad. Sci. USA* 2009, 106, 11107–11112, doi:10.1073/pnas.0904837106.

192. Kim, J.K.; Forger, D.B. A mechanism for robust circadian timekeeping via stoichiometric balance. *Mol. Syst. Biol.* 2012, 8, 630, doi:10.1038/msb.2012.62.

193. Gonze, D. Modeling circadian clocks: From equations to oscillations. *Open Life Sci.* 2011, 6, 699–711, doi:10.2478/s11535-011-0061-5.

194. Ballesta, A.; Lopez, J.; Popgeorgiev, N.; Gonzalo, P.; Doumic, M.; Gillet, G. Data-driven modeling of SRC control on the mitochondrial pathway of apoptosis: Implication for anticancer therapy optimization. *PLoS Comput. Biol.* 2013, 9, e1003011, doi:10.1371/journal.pcbi.1003011.

195. Leloup, J.C.; Goldbeter, A. Modeling the mammalian circadian clock: Sensitivity analysis and multiplicity of oscillatory mechanisms. *J. Theor. Biol.* 2004, 230, 541–562, doi:10.1016/j.jtbi.2004.04.040.

196. Battogtokh, D.; Tyson, J.J. Deciphering the Dynamics of Interlocked Feedback Loops in a Model of the Mammalian Circadian Clock. *Biophys. J.* 2018, 115, 2055–2066, doi:10.1016/bjp.2018.10.005.

197. Jolley, C.C.; Ukai-Tadenuma, M.; Perrin, D.; Ueda, H.R. A mammalian circadian clock model incorporating daytime expression elements. *Biophys. J.* 2014, 107, 1462–1473, doi:10.1016/bjp.2014.07.022.

198. Ballesta, A.; Dulong, S.; Abbara, C.; Cohen, B.; Okyar, A.; Clairambault, J.; Levi, F. A combined experimental and mathematical approach for molecular scale study reveals 24-h operational rhythms in hospital treatment. *Proc. Natl. Acad. Sci. USA* 2019, 116, 20953–20958, doi:10.1073/pnas.1909557116.

199. Dulong, S.; Ballesta, A.; Okyar, A.; Levi, F. Identification of Circadian Determinants of Cancer Chronotherapy through In Vitro Chronopharmacology and Mathematical Modeling. *Mol. Cancer Ther.* 2015, 14, 2154–2164, doi:10.1158/1535-7163.MCT-15-0129.

200. Bjornsti, M.A.; Kaufmann, S.H. Topoisomerases and cancer chemotherapy: Recent advances and unanswered questions. *F1000Research* 2019, 8, 1704, doi:10.12688/f1000research.20201.1.

201. Thomas, A.; Pommier, Y. Targeting Topoisomerase I in the Era of Precision Medicine. *Clin. Cancer Res.* 2019, 25, 6581–6589, doi:10.1158/1078-0432.CCR-19-1089.

202. Selfridge, J.M.; Gotob, T.; Schiffhauer, S.; Liu, J.; Stauffer, P.E.; Li, A.; Capelluto, D.G.; Finkielstein, C.V. Chronotherapy: Intuitive, Sound, Founded. But Not Broadly Applied. *Drugs* 2016, 76, 1507–1521, doi:10.1007/s40265-016-0646-4.

203. Ruben, M.D.; Francey, L.J.; Guo, Y.; Wu, G.; Cooper, E.B.; Shah, A.S.; Hogenesch, J.B.; Smith, D.F. A large-scale study reveals 24-h operational rhythms in hospital treatment. *Proc. Natl. Acad. Sci. USA* 2019, 116, 20953–20958, doi:10.1073/pnas.1909557116.

204. Fu, L.; Kettner, N.M. The circadian clock in cancer development and therapy. *Prog. Mol. Biol. Transl. Sci.* 2013, 119, 221–282, doi:10.1016/B978-0-12-396971-2.00009-9.

205. Masri, S.; Sassone-Corsi, P. The emerging link between cancer, metabolism, and circadian rhythms. *Nat. Med.* 2018, 24, 1795–1803, doi:10.1038/nm.4301-018-0271-8.

206. Morgan, M.N.; Dvuchbabny, S.; Martinez, C.-A.; Kerr, B.; Cistulli, P.A.; Cook, K.M. The Cancer Clock Is (Not) Ticking: Links between Circadian Rhythms and Cancer. *Clocks Sleep* 2019, 1, 435–458.

207. Sahar, S.; Sassone-Corsi, P. Metabolism and cancer: The circadian clock connection. *Nat. Rev. Cancer* 2009, 9, 886–896, doi:10.1038/nrc2747.

208. Sulli, G.; Lam, M.T.Y.; Panda, S. Interplay between Circadian Clock and Cancer: New Frontiers for Cancer Treatment. *Trends Cancer* 2019, 5, 475–494, doi:10.1016/j.trecanc.2019.07.002.

209. Tsuchiya, Y.; Umemura, Y.; Yagita, K. Circadian clock and cancer: From a viewpoint of cellular differentiation. *Int J. Urol.* 2020, 27, 518–524, doi:10.1111/iju.14231.

210. Furtado, A.; Astaburuaga, R.; Costa, A.; Duarte, A.C.; Goncalves, I.; Cipolla-Neto, J.; Lemos, M.C.; Carro, E.; Relojo, A.; Santos, C.R.A.; et al. The Rhythmicity of Clock Genes is Disrupted in the Choroid Plexus of the APP/PS1 Mouse Model of Alzheimer’s Disease. *J. Alzheimers Dis.* 2020, 77, 795–806, doi:10.3233/JAD-200331.
211. Castellana, S.; Mazza, T.; Capocefalo, D.; Genov, N.; Biagini, T.; Fusilli, C.; Scholkmann, F.; Relogio, A.; Hogenesch, J.B.; Mazzoccoli, G. Systematic Analysis of Mouse Genome Reveals Distinct Evolutionary and Functional Properties Among Circadian and Ultradian Genes. *Front. Physiol.* **2018**, *9*, 1178, doi:10.3389/fphys.2018.01178.

212. Genov, N.; Castellana, S.; Scholkmann, F.; Capocefalo, D.; Truglio, M.; Rosati, J.; Turco, E.M.; Biagini, T.; Carbone, A.; Mazza, T.; et al. A Multi-Layered Study on Harmonic Oscillations in Mammalian Genomics and Proteomics. *Int. J. Mol. Sci.* **2019**, *20*, 4585, doi:10.3390/ijms20184585.

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Submitted for possible open access publication under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).