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Abstract

The roundoff errors in computer simulations of continuous dynamical systems, which are caused by finiteness of machine arithmetic, can lead to qualitative discrepancies between phase portraits of the resulting spatially discretized systems and the original systems. These effects can be modelled on a multidimensional integer lattice by using a dynamical system obtained by composing the transition operator of the original system with a quantizer representing the computer discretization procedure. Such model systems manifest pseudorandomness which can be studied using a rigorous probability theoretic approach. To this end, the lattice $\mathbb{Z}^n$ is endowed with a class of frequency measurable subsets and a spatial frequency functional as a finitely additive probability measure describing the limit fractions of such sets in large rectangular fragments of the lattice. Using a multivariate version of Weyl’s equidistribution criterion and a related nonresonance condition, we introduce an algebra of frequency measurable quasiperiodic subsets of the lattice. The frequency-based approach is applied to quantized linear systems with the transition operator $R \circ L$, where $L$ is a nonsingular matrix of the original linear system in $\mathbb{R}^n$, and $R : \mathbb{R}^n \to \mathbb{Z}^n$ is a quantizer (in an idealized fixed-point arithmetic with no overflow) which commutes with the additive group of translations of the lattice. It is shown that, for almost every $L$, the events associated with the deviation of trajectories of the quantized and original systems are frequency measurable quasiperiodic subsets of the lattice whose frequencies are amenable to computation involving geometric probabilities on finite-dimensional tori. Using the skew products of measure preserving toral automorphisms, we prove mutual independence and uniform distribution of the quantization errors and investigate statistical properties of invertibility loss for the quantized linear system, thus extending the results obtained by V.V.Voevodin in the 1960s. In the case when $L$ is similar to an orthogonal matrix, we establish a functional central limit theorem for the deviations of trajectories of the quantized and original systems. As an example, these results are demonstrated for rounded-off planar rotations.
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1 Introduction

The roundoff errors in computer simulations of continuous dynamical systems, which are caused by finiteness of machine arithmetic, can lead to dramatic discrepancies between phase portraits of the resulting spatially discrete systems and the original systems [2, 9, 11]. A model class of these spatially discretized systems is provided by dynamical systems on multidimensional integer lattices, obtained by composing the transition operator of the original system with a quantizer which represents the computer discretization procedure [4, 13, 17]. Trajectories of such model systems exhibit pseudorandomness. This suggests that their statistical properties can be studied from a probability theoretic point of view by equipping the integer lattice with a probability measure so as to quantify the discretization effects for a sufficiently wide class of dynamical systems.

The present study is concerned with those “events” on the lattice which are associated with the deviation of trajectories of the discretized and original systems. We develop a rigorous probabilistic approach to quantized linear systems on the $n$-dimensional integer lattice $\mathbb{Z}^n$ with the transition operator $R \circ L$, where $L$ is a nonsingular matrix of the original linear system in
\( \mathbb{R}^n \), and the map \( R \) is a quantizer in an idealized fixed-point arithmetic with no overflow. To this end, the lattice \( \mathbb{Z}^n \) is endowed with a class of frequency measurable subsets and a spatial frequency functional as a finitely additive probability measure on such sets. We introduce an algebra of quasiperiodic subsets of the lattice, which are frequency measurable under a nonresonance condition, and apply this frequency-based approach to the quantized linear systems. We show that almost every matrix \( L \) satisfies the nonresonance condition, and the events associated with the deviation of trajectories of the quantized and original systems over a bounded time interval are representable as frequency measurable quasiperiodic subsets of the lattice. The frequencies of these sets are amenable to computation which involves geometric probabilities on finite-dimensional tori. In particular, for the generic matrices \( L \), satisfying the nonresonance condition, we prove the mutual independence and uniform distribution of quantization errors, and investigate the statistical properties of the invertibility loss for the transition operator. In the case where \( L \) is similar to an orthogonal matrix, this allows a functional central limit theorem to be established for the deviations of trajectories of the quantized and original systems. As an illustration, we apply these results to a two-dimensional quantized linear system associated with the problem of rounded-off planar rotations.

Given the length of this report, we will now outline its structure and main results. In Section 2 the \( n \)-dimensional integer lattice \( \mathbb{Z}^n \) is endowed with a frequency functional \( F \). The frequency \( F(A) \) of a set \( A \subset \mathbb{Z}^n \) is defined as the limit fraction of points of the set in unboundedly increasing rectangular fragments of the lattice. The class \( S \) of frequency measurable sets, for which this limit exists, is closed under the union of disjoint sets and the complement of a set to the lattice, and \( F \) is a finitely additive probability measure on the class \( S \) of such subsets of the lattice. The frequency \( F \) is defined in Section 2.2 as an average value of the indicator function of a set, with the average value functional \( A \) on a class of averageable functions being introduced in Section 2.1. Since \( S \) is not a \( \sigma \)-algebra, and \( F \) is not a countably additive measure, the triple \((\mathbb{Z}^n, S, F)\) can be regarded as an unusual probability space (where the average value functional \( A \) plays the role of expectation) which does not satisfy Kolmogorov’s axioms [14]. Nevertheless, this probability space allows a random element with values in a metric space \( X \) to be defined as a map \( g : \mathbb{Z}^n \to X \) for which there exists a countably additive probability measure \( D \) such that the preimage \( g^{-1}(B) \) of every \( D \)-continuous [1] Borel set \( B \subset X \) is frequency measurable with frequency \( F(g^{-1}(B)) = D(B) \). Any such map \( g \) is called \( D \)-distributed and generates an algebra \( S_g \subset S \) of events related to the behaviour of \( g \). The distributed maps are discussed in Section 2.3. The averageability of a function, the frequency measurability of a set and the property of a map to be distributed are closely related to each other and can be formulated in terms of the weak convergence of probability measures in metric spaces [1].

Section 3 introduces a class of quasiperiodic objects which are nontrivial examples of averageable functions, frequency measurable sets and distributed maps. Section 3.2 describes quasiperiodic subsets of the lattice \( \mathbb{Z}^n \). Any such set is specified by a Jordan measurable set \( G \subset [0, 1]^m \) and a matrix \( \Lambda \in \mathbb{R}^{m \times n} \), and is denoted by \( Q_m(G, \Lambda) \). The set \( Q_m(G, \Lambda) \) is formed by those points \( x \in \mathbb{Z}^n \) for which the \( m \)-dimensional vector \( \Lambda x \), whose entries are considered modulo one, belongs to \( G \). The resulting class \( Q_m(\Lambda) \) of \( \Lambda \)-quasiperiodic sets is an algebra with respect to set theoretic operations. Furthermore, Section 3.3 shows that if the matrix \( \Lambda \) is nonresonant in the sense that the rows of the matrix \( \begin{bmatrix} I_n \\ \Lambda \end{bmatrix} \) are rationally independent (with \( I_n \) the identity matrix of order \( n \)), then every \( \Lambda \)-quasiperiodic set \( Q_m(G, \Lambda) \) is frequency measurable and its frequency coincides with the \( m \)-dimensional Lebesgue measure \( \text{mes}_m G \) of the set \( G \). Similarly, a \( \Lambda \)-quasiperiodic function on \( \mathbb{Z}^n \) is defined as the composition \( f \circ \Lambda \) of the linear
map, specified by a matrix \( \Lambda \in \mathbb{R}^{m \times n} \), and a \( \text{mes}_m \)-continuous bounded function \( f : \mathbb{R}^m \to \mathbb{R} \), unit periodic in its \( m \) variables. In a similar vein, Section 3.4 defines a \( \Lambda \)-quasiperiodic map from \( \mathbb{Z}^n \) to a metric space \( X \) as the composition \( g \circ \Lambda \) of the linear map \( \Lambda \) with a unit periodic \( \text{mes}_m \)-continuous map \( g : \mathbb{R}^m \to X \). It is shown that if the matrix \( \Lambda \) is nonresonant, then every \( \Lambda \)-quasiperiodic function \( f \circ \Lambda \) is averageable, with \( \Lambda(f \circ \Lambda) = \int_{[0,1]^m} f(u) \, du \), and any \( \Lambda \)-quasiperiodic map \( g \circ \Lambda \) is distributed, with the algebra \( \mathcal{S}_g \Lambda \) consisting of \( \Lambda \)-quasiperiodic sets. It turns out that when \( \text{mes}_m \)-almost all matrices \( \Lambda \in \mathbb{R}^{m \times n} \) are nonresonant, and the corresponding algebras \( \mathcal{Q}_m(\Lambda) \) of \( \Lambda \)-quasiperiodic sets are parameterized by Jordan measurable subsets of \( [0,1]^m \). Therefore, a typical matrix \( \Lambda \) leads to sufficiently rich classes of \( \Lambda \)-quasiperiodic frequency measurable sets, averageable functions and distributed maps, which can be studied in the framework of the probability space \( (\mathbb{Z}^n, \mathcal{S}, \mathcal{F}) \). The above properties of quasiperiodic objects are established by using a multivariate version of what is known as the method of trigonometric sums in number theory [16] and Weyl’s equidistribution criterion in the theory of weak convergence of probability measures [1]. The quasiperiodic sets are then extended to infinite dimensional matrices \( \Lambda \). More precisely, for a matrix \( \mathcal{L} \in \mathbb{R}^{\infty \times n} \), the class \( \mathcal{Q}_\infty(\mathcal{L}) \) of \( \mathcal{L} \)-quasiperiodic sets is defined as the union of the algebras \( \mathcal{Q}_m(\Lambda) \) over all positive integers \( m \) and all submatrices \( \Lambda \in \mathbb{R}^{m \times n} \) of the matrix \( \mathcal{L} \). The class \( \mathcal{Q}_\infty(\mathcal{L}) \) is also an algebra and consists of frequency measurable subsets of the lattice \( \mathbb{Z}^n \), provided \( \mathcal{L} \in \mathbb{R}^{\infty \times n} \) is nonresonant in the sense that all its submatrices \( \Lambda \in \mathbb{R}^{m \times n} \) are nonresonant. The discussion of quasiperiodic objects in Sections 3.2, 3.4 employs the notion of a cell in \( \mathbb{R}^m \), which extends that of a space-filling polytope [3] and is given in Section 3.1.

Section 4 applies the results of Section 3 to a frequency-based probabilistic analysis of quantized linear systems, which is the main theme of the present report. A quantized linear system is defined in Section 4.1 as a dynamical system in \( \mathbb{Z}^n \) with the transition operator \( T := R \circ L \), where \( L \in \mathbb{R}^{n \times n} \) is a nonsingular matrix, and \( R : \mathbb{R}^n \to \mathbb{Z}^n \) is a quantizer which commutes with the additive group of translations of \( \mathbb{Z}^n \) and such that \( R^{-1}(0) \) is a Jordan measurable set. An example of a quantizer is the roundoff operator \( R_s \) with \( R_s^{-1}(0) = [-1/2, 1/2]^n \). The quantized linear \((R, L)\)-system is a model of the spatial discretization of a linear dynamical system in fixed-point arithmetic with no overflow. Section 4.2 defines an associated algebra \( \mathcal{Q} \) of \( \mathcal{L} \)-quasiperiodic subsets of \( \mathbb{Z}^n \), with the matrix \( \mathcal{L} \in \mathbb{R}^{\infty \times n} \) formed from nonzero integer powers of \( L \). By splitting \( \mathcal{L} \) into two submatrices \( \mathcal{L}^- \) and \( \mathcal{L}^+ \) formed from negative and positive integer powers of \( L \), respectively, we define a backward algebra \( \mathcal{Q}^- \) of \( \mathcal{L}^- \)-quasiperiodic subsets of \( \mathbb{Z}^n \) and a forward algebra \( \mathcal{Q}^+ \) of \( \mathcal{L}^+ \)-quasiperiodic sets. It turns out that the associated algebra \( \mathcal{Q} \) is invariant with respect to both the transition operator \( T \) and its set-valued inverse \( T^{-1} \), and that the backward and forward algebras \( \mathcal{Q}^- \) and \( \mathcal{Q}^+ \) are invariant with respect to \( T \) and \( T^{-1} \), respectively. Section 4.3 shows that a \( \text{mes}_m \)-almost every nonsingular matrix \( L \in \mathbb{R}^{n \times n} \) is iteratively nonresonant in the sense that its positive and negative integer powers form a nonresonant matrix \( \mathcal{L} := (L^k)_{k \in \mathbb{Z} \setminus \{0\}} \in \mathbb{R}^{\infty \times n} \). Hence, for any such matrix \( L \), the associated algebra \( \mathcal{Q} \) (including its subalgebras \( \mathcal{Q}^- \) and \( \mathcal{Q}^+ \)) consists of frequency measurable subsets of the lattice \( \mathbb{Z}^n \). Moreover, it turns out that for an iteratively nonresonant matrix \( L \), the corresponding transition operator \( T \) is not only \( \mathcal{Q}^- \)-measurable, but also preserves the frequency \( \mathcal{F} \) on the forward algebra \( \mathcal{Q}^+ \), thus allowing the quadruple \((\mathbb{Z}^n, \mathcal{Q}^+, \mathcal{F}, T)\) to be regarded as a dynamical system with an invariant finitely additive probability measure \( \mathcal{F} \). Section 4.4 is concerned with quantization errors which are defined as the compositions \( E_k := E \circ T^{k-1} \) for \( k = 1, 2, 3, \ldots \), where the first quantization error \( E \) maps a point \( x \in \mathbb{Z}^n \) to the vector \( E(x) := Lx - T(x) \in R^{-1}(0) \). It is shown that, under the condition that the matrix \( L \) is iteratively nonresonant, the quantization errors \( E_1, E_2, E_3, \ldots \) are mutually independent, uniformly distributed on the set \( R^{-1}(0) \) and
are $Q^+$-measurable in the sense that for any positive integer $N$ and any Jordan measurable set $G \subset (R^{-1}(0))^N$, the following set is an element of the forward algebra $Q^+$ and its frequency is $\text{mes}_{Nn}G$:

$$\{ x \in \mathbb{Z}^n : (E_k(x))_{1 \leq k \leq N} \in G \} \in Q^+. \quad (1.1)$$

These properties of the quantization errors, which extend V.V. Voedovin’s results of [18], are closely related to the property that the transition operator $T$ is not only $Q^+$-measurable and preserves the frequency $F$ on the forward algebra $Q^+$, but is also mixing. Hence, the quadruple $(\mathbb{Z}^n, Q^+, F, T)$ can be regarded as an ergodic dynamical system. Using the property that the quantization errors are uniformly distributed over $R^{-1}(0)$, we define a supporting dynamical system in $\mathbb{R}^n$ with the affine transition operator $T(x) := Lx - \mu$, where $\mu := \int_{R^{-1}(0)} u du$ is the mean vector of the uniform distribution. It is more convenient to study the deviation of trajectories of the quantized linear system from those of the supporting system whose phase portrait is qualitatively similar to that of the original linear system. Section 4.5 shows that the vector $(T_k(x) - T_k(x))_{1 \leq k \leq N} \in \mathbb{R}^n$, which describes the deviation of positive semitrajectories of the quantized linear and the supporting systems during the first $N$ steps of their evolution from a common starting point $x \in \mathbb{Z}^n$, is an affine function of the quantization errors $E_1(x), \ldots, E_N(x)$, thus clarifying the role of the latter. Moreover, the sequence $(T_k(x) - T_k(x))_{k \geq 1}$, driven by the quantization errors, is a homogeneous Markov chain on the probability space $(\mathbb{Z}^n, Q^+, F)$. Therefore, in view of the results of Sections 4.4 and 4.5 for any iteratively nonresonant matrix $L$, the events, which pertain to the deviation of positive semitrajectories of the discretized system and the original linear system in a finite number of steps of their evolution, are representable as frequency measurable quasiperiodic subsets of the lattice in $(1.1)$ which belong to the forward algebra $Q^+$.

In contrast to the original linear system, the nonlinear transition operator $T$ is, in general, neither surjective nor injective. There are “holes” $x \in \mathbb{Z}^n$ in the lattice, which are not reachable for $T$, that is, $T^{-1}(x) = \emptyset$, and there also exist points $x \in \mathbb{Z}^n$ for which the set $T^{-1}(x)$ consists of more than two elements. Therefore, the negative semitrajectory $(T^{-k}(x))_{k \geq 1}$ of the quantized linear system is a set-valued sequence with values from the class of finite (possibly, empty) subsets of the lattice. Section 4.6 defines a compensating system as the quantized linear $(R, L^{-1})$-system with the transition operator $\widetilde{T} := \tilde{R} \circ L^{-1}$, where the quantizer $\tilde{R}$ is given by $\tilde{R}(u) := R(u + (I_n + L^{-1})\mu)$. This allows the preimage $T^{-N}(x)$ to be represented as the Minkowski sum $\tilde{T}^N(x) + \Sigma_N(x)$ of the singleton $\tilde{T}^N(x)$ and a finite (possibly, empty) set $\Sigma_N(x) \subset \mathbb{Z}^n$. The set $\Sigma_N(x)$ is completely determined by the quantization errors $\tilde{E}_1(x), \ldots, \tilde{E}_N(x)$ for the compensating system which are defined similarly to the quantization errors of the quantized linear $(R, L)$-system. Under the assumption that the matrix $L$ is iteratively nonresonant, the quantization errors of the compensating system are mutually independent, uniformly distributed on the set $\tilde{R}^{-1}(0)$ and $Q^-$-measurable in the sense that, for any positive integer $N$ and any Jordan measurable set $H \subset (\tilde{R}^{-1}(0))^N$, the following set is an element of the backward algebra $Q^-$ and its frequency is $\text{mes}_{Nn}H$:

$$\{ x \in \mathbb{Z}^n : (\tilde{E}_k(x))_{1 \leq k \leq N} \in H \} \in Q^- \quad (1.2)$$

Due to these properties, the set-valued sequence $(T^{-k}(x) - T^{-k}(x))_{k \geq 1}$ consists of the Minkowski sums of the corresponding elements of the sequence $(T^{-k}(x) - \tilde{T}^k(x))_{k \geq 1}$ and the set-valued sequence $(-\Sigma_k(x))_{k \geq 1}$, with the last two sequences being homogeneous Markov chains on the probability space $(\mathbb{Z}^n, Q^-, F)$. As a corollary, a martingale property [14] is established for the sequence $(|\text{det} L|^k \#T^{-k}(x))_{k \geq 1}$ which describes the cardinality structure of the set-valued
negative semitrajectory of the quantized linear system. In view of the results of Section 4.6 under the assumption that the matrix $L$ is iteratively nonresonant, any event, pertaining to the deviation of negative semitrajectories of the discretized and linear systems in a finite number of steps of their evolution, is representable as a frequency measurable quasiperiodic subset of the lattice in (1.2) which belongs to the backward algebra $Q^-$. 

Therefore, Section 4 can be summarized as follows. The phase portrait of the original linear system with a nonsingular matrix $L \in \mathbb{R}^{n \times n}$ is distorted when the system is replaced with the quantized linear $(R, L)$-system. This distortion can be described in terms of the deviations of positive and negative semitrajectories of the quantized linear system from those of the original linear system. For an iteratively nonresonant matrix $L$ (such matrices are typical), these deviations can be studied in the framework of the probability space $(\mathbb{Z}^n, Q, F)$, since all the events, related to the deviations in a finite number of steps of system evolution, are representable as frequency measurable quasiperiodic subsets of the lattice belonging to the associated algebra $Q$.

Section 5 considers a particular class of neutral quantized linear $(R, L)$-systems on the lattice $\mathbb{Z}^n$ of even dimension $n = 2r$, with a matrix $L$ being similar to an orthogonal matrix with a nondegenerate spectrum. This class of systems is specified in Section 5.1. The special structure of the matrix $L$ is used in Section 5.2 in order to establish a functional central limit theorem for the deviation of positive semitrajectories of the quantized linear system and the supporting system. Section 5.3 applies the above results to quantitative analysis of the phase portrait of a two-dimensional neutral quantized linear system with which the problem on rounded-off planar rotations is concerned [2, 4, 11]. We compute the frequencies of some events pertaining to the phase portrait of the system and compare these theoretical predictions with a numerical experiment on a moderately large fragment of the lattice.

The results of this report (some of them were partially announced in [9]) can be used for rigorous justification of ad hoc models [5] for spatial discretizations of dynamical systems. The apparatus of frequency measurable quasiperiodic sets, proposed in the present study, is also applicable to quantitative analysis of aliasing structures [7, 8].

2 A probability structure on the integer lattice

2.1 Averageable functions

In what follows, $\mathbb{Z}^n$ denotes the integer lattice in the real Euclidean space $\mathbb{R}^n$ of $n$-dimensional column-vectors with the standard inner product $x^T y$ and Euclidean norm $|x| := \sqrt{x^T x}$, where $(\cdot)^T$ is the transpose. Let $M$ denote the linear space of bounded functions $f : \mathbb{Z}^n \to \mathbb{R}$ with the uniform norm

$$||f|| := \sup_{x \in \mathbb{Z}^n} |f(x)|.$$ 

Denoting the class of nonempty finite subsets of the lattice $\mathbb{Z}^n$ by

$$\Pi := \{ P \subseteq \mathbb{Z}^n : 0 < #P < +\infty \},$$

(2.1)

with $#(\cdot)$ the number of elements in a set, we define a functional $W : M \times \Pi \to \mathbb{R}$ which maps a function $f \in M$ to its average value over a set $P \in \Pi$:

$$W(f, P) := \frac{1}{#P} \sum_{x \in P} f(x).$$

(2.2)
This quantity is also representable as the expectation $\mathbb{E} f(\xi)$, where $\xi$ is a random vector with uniform probability distribution over the set $P$. For any vectors $a := (a_k)_{1 \leq k \leq n} \in \mathbb{Z}^n$ and $\ell := (\ell_k)_{1 \leq k \leq n} \in \mathbb{N}^n$, with $\mathbb{N}$ the set of positive integers, let

$$P_{a,\ell} := \{ x := (x_k)_{1 \leq k \leq n} \in \mathbb{Z}^n : a_k \leq x_k < a_k + \ell_k \text{ for all } 1 \leq k \leq n \}$$

(2.3)
denote a discrete parallelepiped which consists of $\prod_{k=1}^n \ell_k$ points of the lattice. For any vectors $a := (a_k)_{1 \leq k \leq n} \in \mathbb{Z}^n$ and $\ell := (\ell_k)_{1 \leq k \leq n} \in \mathbb{N}^n$, with $\mathbb{N}$ the set of positive integers, let

$$P_{a,\ell} := \{ x := (x_k)_{1 \leq k \leq n} \in \mathbb{Z}^n : a_k \leq x_k < a_k + \ell_k \text{ for all } 1 \leq k \leq n \}$$

(2.4)
denote a discrete parallelepiped which consists of $\prod_{k=1}^n \ell_k$ points of the lattice. For any given $N \in \mathbb{N}$, we also define a class

$$P_N := \{ P_{a,\ell} : a, \ell \in \mathbb{Z}^n, \min_{1 \leq k \leq n} \ell_k \geq N \}$$

(2.5)
of sufficiently large parallelepipeds whose edge lengths are bounded below by $N$. These sets form a decreasing sequence: $P_1 \supset P_2 \supset \ldots$, with the class

$$P := \{ P_N : N \in \mathbb{N} \}$$

(2.6)

specifying a topological filter base on the set $\Pi$ in (2.1). For any function $f \in M$, consider the lower and upper limits of the average $W(f, P)$ in (2.2) as the set $P$ tends to infinity in the sense of (2.5):

$$A_*(f) := \liminf_{P \to \infty} W(f, P) := \sup_{N \geq 1} \inf_{P \in P_N} W(f, P),$$

(2.6)

$$A^*(f) := \limsup_{P \to \infty} W(f, P) := \inf_{N \geq 1} \sup_{P \in P_N} W(f, P).$$

(2.7)

**Definition 1** For a given function $f : \mathbb{Z}^n \to \mathbb{R}$, the limits (2.6) and (2.7) are called the lower and upper average values of the function, respectively. If these limits coincide, their common value is written as $A(f)$ and is called the average value of $f$, and the function is called averageable.

Therefore, the average value of an averageable function $f$ is the limit $A(f) := \lim_{P \to \infty} W(f, P)$. Constants are trivial examples of averageable functions. In particular, the identically unit function $1 : \mathbb{Z}^n \to \{1\}$ is averageable, and its average value is $A(1) = 1$. Less trivial averageable functions will be studied in Section 3.

**Lemma 1**

(a) The functionals $A_*, A^* : M \to \mathbb{R}$ are concave and convex on the space $M$, are monotone with respect to the set $M^+$ of nonnegative-valued bounded functions, are positively homogeneous and satisfy a Lipschitz condition,

$$|A_*(f) - A_*(g)|, |A^*(f) - A^*(g)| \leq A^*(|f - g|) \leq \|f - g\|;$$

(2.8)

(b) the class of averageable functions $M$ is a linear subspace of $M$;

(c) the functional $A : M \to \mathbb{R}$ is linear, positive with respect to the set $M^+$ of nonnegative-valued averageable functions and satisfies $|A(f)| \leq A^*(|f|) \leq \|f\|$.  


Proof. From (2.2), it follows that for any given nonempty finite set \( P \subset \mathbb{Z}^n \), the functional \( W(\cdot, P) : M \to \mathbb{R} \) is linear, positive with respect to the cone \( M^+ \) and satisfies \( |W(f, P)| \leq W(\|f\|, P) \leq \|f\| \). These properties imply the assertion of the lemma. ■

The average value functional \( A \) is extended in a standard fashion to the complex linear space \( \mathcal{M} + i \mathcal{M} \) as \( A(f) := A(\text{Re} f) + i A(\text{Im} f) \). Furthermore, if \( f : \mathbb{Z}^n \to X \) is a map with values in an \( r \)-dimensional real linear space \( X \), given by \( f := \sum_{k=1}^r f_k b_k \), where \( f_k : \mathbb{Z}^n \to \mathbb{R} \) are averageable functions and \( b_1, \ldots, b_r \) is a basis in \( X \), then the corresponding average value is defined to be \( A(f) := \sum_{k=1}^r A(f_k) b_k \). This definition does not depend on a particular choice of the basis in \( X \).

## 2.2 Frequency measurable sets

For any set \( A \subset \mathbb{Z}^n \), let

\[
\begin{align*}
F^*_A(A) &:= A_*(I_A) = \liminf_{P \to \infty} \frac{\#(A \cap P)}{\#P}, \\
F^*_A(A) &:= A^*(I_A) = \limsup_{P \to \infty} \frac{\#(A \cap P)}{\#P}
\end{align*}
\]

(2.9) denote the lower and upper average values of the indicator function \( I_A(x) := \begin{cases} 1 & \text{for } x \in A \\ 0 & \text{for } x \notin A \end{cases} \) of the set. In (2.9) and (2.10), use is made of the equality

\[
W(I_A, P) = \frac{\#(A \cap P)}{\#P}
\]

(2.11) for the relative fraction of points of the set \( A \) in (a discrete parallelepiped) \( P \), which follows from (2.2). Note that

\[
0 \leq F^*_A(A) = 1 - F^*_A(\mathbb{Z}^n \setminus A) \leq F^*_A(A) \leq 1.
\]

**Definition 2** For a given set \( A \subset \mathbb{Z}^n \), the quantities \( F^*_A(A) \) and \( F^*_A(A) \) in (2.9) and (2.10) are called the lower and upper frequencies of the set, respectively. If they coincide, then their common value is denoted by \( F(A) \) and is called the frequency of \( A \), and the set is called frequency measurable.

Therefore, the frequency measurability of a set \( A \) is equivalent to the averagability of its indicator function \( I_A \). The frequency \( F(A) \) of a frequency measurable set \( A \) is the limit of the ratio (2.11) in the sense of (2.5)–(2.7):

\[
F(A) := \lim_{P \to \infty} \frac{\#(A \cap P)}{\#P}.
\]

That is, \( F(A) \) is the limit fraction of points of a given set \( A \) in unboundedly increasing rectangular fragments of the lattice. A straightforward example of a frequency measurable set is \( \mathbb{Z}^n \), with \( F(\mathbb{Z}^n) = 1 \). Also note that any finite subset of \( \mathbb{Z}^n \) has zero frequency. A class of non-trivial frequency measurable sets, relevant to the context of spatial discretizations of dynamical systems, will be considered in Section 3.
Lemma 2

(a) For any disjoint sets \( A, B \subset \mathbb{Z}_n \), their lower and upper frequencies satisfy the inequalities

\[
F_*(A \cup B) \geq F_*(A) + F_*(B), \quad F^*(A \cup B) \leq F^*(A) + F^*(B).
\]

Furthermore, \( F_*(A) \leq F_*(B) \) and \( F^*(A) \leq F^*(B) \) hold for any sets \( A \subset B \subset \mathbb{Z}_n \);

(b) the class \( S \) of frequency measurable subsets of \( \mathbb{Z}_n \) contains the lattice and is closed under the union of disjoint sets and complement of a set to the lattice;

(c) the frequency functional \( F : S \to [0, 1] \) is a finitely additive probability measure, which satisfies \( F(\mathbb{Z}_n) = 1 \) and \( F(A \cup B) = F(A) + F(B) \) for any disjoint sets \( A, B \in S \);

(d) if the symmetric difference \( A \triangle B \) of sets \( A, B \subset \mathbb{Z}_n \) is frequency measurable with zero frequency \( F(A \triangle B) = 0 \), then \( A \) is frequency measurable if and only if so is \( B \), with \( F(A) = F(B) \) in the case of frequency measurability.

Proof. The assertion (a) of the lemma follows from the concavity, convexity, monotonicity and positive homogeneity of the functionals \( A_* \) and \( A^* \) (see the assertion (a) of Lemma 1) and from the equality

\[
\mathcal{I}_{A \cup B} = \mathcal{I}_A + \mathcal{I}_B \tag{2.12}
\]

for any disjoint sets \( A, B \subset \mathbb{Z}_n \). The assertions (b) and (c) of the lemma follow from the linearity of the space \( \mathcal{M} \) and of the functional \( A \) (see the assertions (b) and (c) of Lemma 1), and from the equality (2.12) for disjoint sets. The assertion (d) of the lemma is established by using the inequalities

\[
|F_*(A) - F_*(B)|, \quad |F^*(A) - F^*(B)| \leq F^*(A \triangle B)
\]

which follow from (2.8) and from the identity \( \mathcal{I}_{A \triangle B} = |\mathcal{I}_A - \mathcal{I}_B| \), thus completing the proof of the lemma. \( \blacksquare \)

The assertions (b) and (c) of Lemma 2 show that the triple \( (\mathbb{Z}_n, S, F) \) can be regarded as a probability space, with the average value functional \( A : \mathcal{M} \to \mathbb{R} \) playing the role of expectation. In view of Lemma 2(d), this probability space is complete. However, this space does not satisfy the axiomatics of A.N.Kolmogorov [14] since \( S \) is not a \( \sigma \)-algebra and \( F \) is not a countably additive measure. Despite this pathology, frequency measurable sets and the frequency functional on them possess geometric properties which correspond to those of Lebesgue measurable sets and the Lebesgue measure in \( \mathbb{R}^n \).

Theorem 1 For any set \( A \in S \), any nonsingular matrix \( F \in \mathbb{Z}_n^{n \times n} \) and any vector \( z \in \mathbb{Z}_n \), the set \( FA + z \) is also frequency measurable, with

\[
F(FA + z) = \frac{F(A)}{|\det F|}. \tag{2.13}
\]
We will first verify the equality (2.13) for the identity matrix $F = I_n$ of order $n$. This is equivalent to that the translated set $A + z$ inherits frequency measurability from $A \in S$, with

$$F(A + z) = F(A)$$

for any $z \in \mathbb{Z}^n$. Note that $P_{a,\ell} + z = P_{a+z,\ell}$ for any $a \in \mathbb{Z}^n$ and $\ell \in \mathbb{N}^n$, where $P_{a,\ell}$ is the discrete parallelepiped defined by (2.3). Hence, each of the classes $P_N$ in (2.4) is invariant under translations of the constituent parallelepipeds:

$$P_N + z := \{ P + z : P \in P_N \} = P_N.$$ 

In combination with the identities $\#((A + z) \cap P) = \#(A \cap (P - z))$ and $\#(P - z) = \#P$, the translation invariance implies that

$$\inf_{P \in P_N} \frac{\#((A + z) \cap P)}{\#P} = \inf_{P \in P_N} \frac{\#(A \cap (P - z))}{\#P},$$

$$\sup_{P \in P_N} \frac{\#((A + z) \cap P)}{\#P} = \sup_{P \in P_N} \frac{\#(A \cap (P - z))}{\#P}.$$ 

From the arbitrariness of $N \in \mathbb{N}$ in the last two equalities and from the assumption that $A \in S$, it follows that $F_*(A + z) = F^*(A + z) = F(A)$, which implies (2.14). Therefore, it now remains to prove the property (2.13) for $z = 0$. More precisely, we will show that the set $FA$ is frequency measurable and

$$F(FA) = \frac{F(A)}{|\det F|}$$

for any $A \in S$ and nonsingular $F \in \mathbb{Z}^{n \times n}$. To this end, for every $\nu \in \mathbb{N}$ and $\alpha := (\alpha_k)_{1 \leq k \leq n} \in \mathbb{Z}^n$, consider a discrete cube

$$P_\alpha^{(\nu)} := \{ x := (x_k)_{1 \leq k \leq n} \in \mathbb{Z}^n : \nu \alpha_k \leq x_k < \nu (\alpha_k + 1) \text{ for all } 1 \leq k \leq n \}$$

which consists of $\nu^n$ points. For any given $\nu$, the cubes $P_\alpha^{(\nu)}$ belong to the class $P_\nu$ in (2.4) and form a partition of $\mathbb{Z}^n$. Therefore, the sets $A_{\nu,\alpha} = A \cap P_\alpha^{(\nu)}$, $\alpha \in \mathbb{Z}^n$, form a partition of the set $A \subset \mathbb{Z}^n$, and for any nonempty finite set $P \subset \mathbb{Z}^n$,

$$F \bigcap_{\alpha \in \Phi_\nu(P)} A_{\nu,\alpha} \subset (FA) \bigcap_{\alpha \in \Psi_\nu(P)} A_{\nu,\alpha},$$

where

$$\Phi_\nu(P) := \{ \alpha \in \mathbb{Z}^n : FP_\alpha^{(\nu)} \subset P \} \subset \Psi_\nu(P) := \{ \alpha \in \mathbb{Z}^n : (FP_\alpha^{(\nu)}) \bigcap P \neq \emptyset \}.$$ 

In view of the assumption that $\det F \neq 0$, it follows from (2.17) that

$$\nu^n \Phi_\nu(P) \inf_{Q \in P_\nu} \frac{\#(A \cap Q)}{\#Q} \leq \#((FA) \bigcap P) \leq \nu^n \Psi_\nu(P) \sup_{Q \in P_\nu} \frac{\#(A \cap Q)}{\#Q}.$$ 

We will now prove that the limits

$$\lim_{P \not\to \infty} \frac{\nu^n \Phi_\nu(P)}{\#P} = \lim_{P \not\to \infty} \frac{\nu^n \Psi_\nu(P)}{\#P} = \frac{1}{|\det F|}$$

for every $F$. To this end, for every $\nu \in \mathbb{N}$ and $\alpha \in \mathbb{Z}^n$, consider a discrete cube

$$P_\alpha^{(\nu)} := \{ x := (x_k)_{1 \leq k \leq n} \in \mathbb{Z}^n : \nu \alpha_k \leq x_k < \nu (\alpha_k + 1) \text{ for all } 1 \leq k \leq n \}$$

which consists of $\nu^n$ points. For any given $\nu$, the cubes $P_\alpha^{(\nu)}$ belong to the class $P_\nu$ in (2.4) and form a partition of $\mathbb{Z}^n$. Therefore, the sets $A_{\nu,\alpha} = A \cap P_\alpha^{(\nu)}$, $\alpha \in \mathbb{Z}^n$, form a partition of the set $A \subset \mathbb{Z}^n$, and for any nonempty finite set $P \subset \mathbb{Z}^n$,
in the sense of (2.5)–(2.7) hold for any \( \nu \in \mathbb{N} \). To this end, consider the Minkowski sums
\[ \tilde{P}_{a,\ell} := P_{a,\ell} + V \quad \text{and} \quad \tilde{P}_{a}^{(\nu)} := P_{a}^{(\nu)} + V \]
of the discrete parallelepipeds \( P_{a,\ell}, P_{a}^{(\nu)} \subset \mathbb{Z}^n \) with the cube \( V := [-1/2, 1/2]^n \subset \mathbb{R}^n \). By using the matrix norm \( \|F\| := \max_{1 \leq j \leq n} \sum_{k=1}^{n} |f_{jk}| \),
which is induced by the Chebyshev norm in \( \mathbb{R}^n \), with \( f_{jk} \) denoting the entries of the matrix \( F \), it follows that
\[ \tilde{P}_{a,\ell} \supset ((2\nu - 1)\|F\| + 1)V \subset \bigcup_{\alpha \in \Psi_{\nu}(P_{a,\ell})} (F\tilde{P}_{a}^{(\nu)}) \]  
and
\[ \bigcup_{\alpha \in \Psi_{\nu}(P_{a,\ell})} (F\tilde{P}_{a}^{(\nu)}) \subset \tilde{P}_{a,\ell} + ((2\nu - 1)\|F\| - 1)V \]  
where \( G \triangleq H = \{ u \in \mathbb{R}^n : u + H \subset G \} \) denotes the Minkowski subtraction of sets \( G, H \subset \mathbb{R}^n \).

The inclusions (2.20) and (2.21) imply that
\[ \inf_{P \in \mathcal{P}_N} \frac{\nu^n \#P_{\nu}(P)}{\#P} \geq \frac{1}{|\det F|} \left( 1 - \frac{(2\nu - 1)\|F\| + 1}{N} \right)^n, \]
\[ \sup_{P \in \mathcal{P}_N} \frac{\nu^n \#P_{\nu}(P)}{\#P} \leq \frac{1}{|\det F|} \left( 1 + \frac{(2\nu - 1)\|F\| - 1}{N} \right)^n. \]

These inequalities lead to the limits in (2.19). Now, from (2.18) and (2.19), it follows that for any \( \nu \in \mathbb{N} \),
\[ \frac{1}{|\det F|} \inf_{Q \in \mathcal{P}_\nu} \frac{\#(A \cap Q)}{\#Q} \leq F_*(FA) \leq F^*(FA) \leq \frac{1}{|\det F|} \sup_{Q \in \mathcal{P}_\nu} \frac{\#(A \cap Q)}{\#Q}, \]
and hence,
\[ \frac{F_*(A)}{|\det F|} \leq F_*(FA) \leq F^*(FA) \leq \frac{F^*(A)}{|\det F|}. \]

The last inequalities and the assumption \( A \in \mathcal{S} \) imply (2.15), thereby completing the proof of the theorem.

A geometric interpretation of (2.13) is that the frequency functional \( F \) is translation invariant, and a linear transformation of a frequency measurable set \( A \) with an integer matrix \( F \), satisfying \( |\det F| > 1 \), leads to a “sparser” set \( FA \).

2.3 Distributed maps

Suppose \( X \) is a metric space equipped with the Borel \( \sigma \)-algebra \( \mathcal{B} \), and let \( D \) be a countably additive probability measure on the measurable space \( (X, \mathcal{B}) \). Recall that a map \( g : X \to Y \) with values in another metric space \( Y \) is said to be \( D \)-continuous [11] if the discontinuity set of \( g \) has zero \( D \)-measure. Accordingly, a set \( B \in \mathcal{B} \) is called \( D \)-continuous if its boundary \( \partial B \) (which is the set of discontinuity points of the indicator function \( I_B \) of the set \( B \)) satisfies \( D(\partial B) = 0 \).

**Definition 3** Suppose \( g : \mathbb{Z}^n \to X \) is a map with values in a metric space \( X \), and \( D \) is a countably additive probability measure on \( (X, \mathcal{B}) \). The map \( g \) is said to be \( D \)-distributed if the preimage
\[ g^{-1}(B) := \{ x \in \mathbb{Z}^n : g(x) \in B \} \]
of any $D$-continuous set $B \in \mathcal{B}$ under the map $g$ is frequency measurable and its frequency satisfies
\[ F(g^{-1}(B)) = D(B). \] (2.22)

In this case, the algebra
\[ S_g := \{ g^{-1}(B) : B \in \mathcal{B}, \ D(\partial B) = 0 \}, \]
which consists of frequency measurable sets, is referred to as the algebra generated by the map $g$.

**Lemma 3** Suppose $g : \mathbb{Z}^n \to X$ is a map with values in a metric space $X$, and let $D$ be a countably additive probability measure on $(X, \mathcal{B})$. Then the following properties are equivalent:

(a) for any bounded continuous function $f : X \to \mathbb{R}$, the composition $f \circ g : \mathbb{Z}^n \to \mathbb{R}$ is averageable, with
\[ A(f \circ g) = \int_X f(x) D(dx); \] (2.23)

(b) for any bounded $D$-continuous function $f : X \to \mathbb{R}$, the composition $f \circ g$ is averageable and (2.23) holds;

(c) the map $g$ is $D$-distributed.

**Proof.** For any nonempty finite set $P \subset \mathbb{Z}^n$, consider a countably additive probability measure $U_P$ on $(\mathbb{Z}^n, 2^{\mathbb{Z}^n})$ defined by
\[ U_P(A) := W(I_A, P) = \frac{\#(A \cap P)}{\#P}, \] where use is made of (2.2). Any such set $P$ and any map $g : \mathbb{Z}^n \to X$ generate a countably additive probability measure $U_P \circ g^{-1}$ on $(X, \mathcal{B})$. The expectation of a Borel measurable function $f : X \to \mathbb{R}$, interpreted as a random variable on the probability space $(X, \mathcal{B}, U_P \circ g^{-1})$, takes the form
\[ \int_X f(x)(U_P \circ g^{-1})(dx) = W(f \circ g, P). \] (2.24)

In particular, application of the equality (2.24) to the indicator function $f = I_B$ of a set $B \subset X$ yields
\[ (U_P \circ g^{-1})(B) = \frac{\#(g^{-1}(B) \cap P)}{\#P}. \] (2.25)

Now, we assume the map $g$ to be fixed but otherwise arbitrary, and, similarly to (2.4) and (2.5), define a topological filter base
\[ D := \{ D_N : N \in \mathbb{N} \}, \quad D_N := \{ U_P \circ g^{-1} : P \in \mathcal{P}_N \}, \] (2.26)
on the class of countably additive probability measures on $(X, \mathcal{B})$. The existence of a limit $D$ in the sense of (2.26) in the topology of weak convergence of probability measures on $(X, \mathcal{B})$ means that
(a') for any bounded continuous function $f : X \to \mathbb{R}$,

$$
\lim_{P \to \infty} \int_X f(x)(U_P \circ g^{-1})(dx) = \int_X f(x)D(dx).
$$

(2.27)

By the well-known criteria for the weak convergence, the last property is equivalent to each of the following ones:

(b') the convergence (2.27) holds for any bounded $D$-continuous function $f : X \to \mathbb{R}$;

(c') for any $D$-continuous set $B \in \mathcal{B}$,

$$
\lim_{P \to \infty} (U_P \circ g^{-1})(B) = D(B).
$$

(2.28)

The properties (a')–(c') are equivalent to the corresponding properties (a)–(c) stated in the lemma. Indeed, in view of (2.24), the left-hand side of (2.27) is $A(f \circ g)$, and by (2.25), the left-hand side of (2.28) is $F(g^{-1}(B))$. Hence, the equivalence of the properties (a')–(c') implies that (a)–(c) are also equivalent to each other, thereby completing the proof of the lemma.

From the proof of Lemma 3, it follows that for any map $g : \mathbb{Z}^n \to X$ with values in a metric space $X$, there exists at most one countably additive probability measure $D$ on $(X, \mathcal{B})$ such that $g$ is $D$-distributed.

Lemma 4  Suppose $X_1$ and $X_2$ are two metric spaces with Borel $\sigma$-algebras $\mathcal{B}_1$ and $\mathcal{B}_2$, respectively. Also, let $g_1 : \mathbb{Z}^n \to X_1$ and $g_2 : X_1 \to X_2$ be two maps which satisfy the following conditions:

(a) $g_1$ is $D_1$-distributed, with $D_1$ a countably additive probability measure on $(X_1, \mathcal{B}_1)$;

(b) $g_2$ is $D_1$-continuous.

Then the composition of the maps $g_2 \circ g_1 : \mathbb{Z}^n \to X_2$ is $D_2$-distributed, with the probability measure $D_2$ on $(X_2, \mathcal{B}_2)$ given by

$$
D_2(B) = D_1(g_2^{-1}(B)), \quad B \in \mathcal{B}_2,
$$

(2.29)

and the generated algebras satisfy the inclusion

$$
S_{g_2 \circ g_1} \subset S_{g_1}.
$$

(2.30)

Proof. Let $\varphi : X_2 \to \mathbb{R}$ be a bounded continuous function. Then, by the assumption (b) of the lemma, the function

$$
\varphi \circ g_2 : X_1 \to \mathbb{R}
$$

(2.31)

is bounded and $D_1$-continuous. Hence, by the assumption (a) of the lemma and by the criterion (b) of Lemma 3 the function $f \circ g_1 : \mathbb{Z}^n \to \mathbb{R}$ is averageable and

$$
A(f \circ g_1) = \int_{X_1} f(x)D_1(dx) = \int_{X_2} \varphi(y)D_2(dy),
$$

(2.32)
where $D_2$ is the probability measure given by \((2.29)\). Since the function $\varphi$ is otherwise arbitrary, then, in view of the criterion (a) of Lemma 3, it follows from \((2.31)\) and \((2.32)\) that the map \(g_2 \circ g_1\) is $D_2$-distributed. It now remains to prove the inclusion \((2.30)\). From the assumption (b) of the lemma and from \((2.29)\), it follows that 
\[ D_2(\partial B) = D_1(\partial g_2^{-1}(B)) \]
for any $B \in \mathcal{B}_2$, and hence, $g_2^{-1}(B)$ is a $D_1$-continuous Borel subset of $X_1$ for any $D_2$-continuous set $B \in \mathcal{B}_2$. Therefore,
\[
\{g_1^{-1}(g_2^{-1}(B)) : B \in \mathcal{B}_2, \ D_2(\partial B) = 0\} \subset \{g_1^{-1}(B) : B \in \mathcal{B}_1, \ D_1(\partial B) = 0\}.
\]
Since the left-hand side of this inclusion is the algebra $S_{g_2 \circ g_1}$, whilst the right-hand side is $S_{g_1}$, the inclusion \((2.30)\) follows.

\section{Quasiperiodic objects on the integer lattice}

\subsection{Cells}

In what follows, we will use an extension of the notion of a space-filling polytope \([3]\) given below.

**Definition 4** A set $V \subset \mathbb{R}^m$ is called a cell if its translations $V + z$, considered for all $z \in \mathbb{Z}^m$, form a partition of $\mathbb{R}^m$.

An example of a cell in $\mathbb{R}^m$ is provided by the cube $[0, 1)^m$. Recall that any unimodular matrix (that is, a square integer matrix with determinant $\pm 1$) describes a linear bijection of the integer lattice.

**Lemma 5**

(a) For any unimodular matrix $F \in \mathbb{Z}^{m \times m}$, any $u \in \mathbb{R}^m$ and any cell $V \subset \mathbb{R}^m$, the set $FV + u$ is a cell in $\mathbb{R}^m$;

(b) a set $V \subset \mathbb{R}^m$ is a cell if and only if there exists a partition
\[
\{\Omega_z : z \in \mathbb{Z}^m\}
\]
of $[0, 1)^m$ satisfying
\[
V = \bigcup_{z \in \mathbb{Z}^m} (\Omega_z + z).
\]
Moreover, such a partition is unique;

(c) any Lebesgue measurable cell $V \subset \mathbb{R}^m$ has a unit measure, $\text{mes}_m V = 1$;

(d) for any cells $V_1 \subset \mathbb{R}^{m_1}$ and $V_2 \subset \mathbb{R}^{m_2}$, the set $V_1 \times V_2$ is a cell in $\mathbb{R}^{m_1+m_2}$. 
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Proof. To establish the assertion (a), note that any unimodular matrix $F \in \mathbb{Z}^{m \times m}$ determines a linear bijection of $\mathbb{Z}^m$. Hence, for any cell $V \subset \mathbb{R}^m$, any $u \in \mathbb{R}^m$ and any $z \in \mathbb{Z}^m \setminus \{0\}$, the set $G := FV + u$ satisfies

$$G + \mathbb{Z}^m = u + F(V + F^{-1}\mathbb{Z}^m) = \mathbb{R}^m,$$

$$G \bigcap (G + z) = u + F \left( V \bigcap (V + F^{-1}z) \right) = \emptyset$$

which means that $G$ is also a cell. In order to prove the assertion (b), we associate with a given but otherwise arbitrary set $V \subset \mathbb{R}^m$ the sets

$$\Omega_z^0 := [0, 1)^m \bigcap (V - z), \quad z \in \mathbb{Z}^m,$$  \hspace{1cm} (3.3)

in terms of which the set $V$ is representable by (3.2), that is, $V = \bigcup_{z \in \mathbb{Z}^m}(\Omega_z^0 + z)$. Indeed, for any $z \in \mathbb{Z}^m$,

$$\Omega_z^0 + z = ([0, 1)^m + z) \bigcap V,$$  \hspace{1cm} (3.4)

and hence,

$$\bigcup_{z \in \mathbb{Z}^m} (\Omega_z^0 + z) = \left( \bigcup_{z \in \mathbb{Z}^m} ([0, 1)^m + z) \right) \bigcap V = V.$$

On the other hand, the sets $\Omega_z^0$ in (3.3) partition the cube $[0, 1)^m$ if and only if $V$ is a cell in $\mathbb{R}^m$. This proves the first part of the assertion (b). We will now prove that the sets $\Omega_z^0$ in (3.3) provide a unique partition of $[0, 1)^m$ such that a given cell $V \subset \mathbb{R}^m$ is represented by (3.2). To this end, let (3.1) describe an arbitrary partition of the cube $[0, 1)^m$ satisfying (3.2). Then for any $z \in \mathbb{Z}^m$,

$$\Omega_z + z = ([0, 1)^m + z) \bigcap V,$$

which, in view of (3.3), implies that $\Omega_z = \Omega_z^0$, thus proving the uniqueness of the partition. The assertion (c) follows from the relations

$$\text{mes}_m V = \sum_{z \in \mathbb{Z}^m} \text{mes}_m (\Omega_z^0 + z) = \sum_{z \in \mathbb{Z}^m} \text{mes}_m \Omega_z^0 = \text{mes}_m [0, 1)^m = 1$$

which hold for any Lebesgue measurable cell $V \subset \mathbb{R}^m$ and are based on (3.3), (3.4) and the translation invariance of the Lebesgue measure. The assertion (d) of the lemma follows from the identities $\mathbb{Z}^{m_1 + m_2} = \mathbb{Z}^{m_1} \times \mathbb{Z}^{m_2}$ and $\mathbb{R}^{m_1 + m_2} = \mathbb{R}^{m_1} \times \mathbb{R}^{m_2}$. \hfill \blacksquare

Lemma 6 shows that there exist more complicated cells in $\mathbb{R}^m$ than the cube $[0, 1)^m$. This is illustrated by Fig. 1 which provides an example of such a cell in $\mathbb{R}^2$.

Lemma 6

(a) Let $f : \mathbb{R}^m \to \mathbb{R}$ be a locally integrable function, unit periodic with respect to its $m$ variables:

$$f(u + z) = f(u) \quad \text{for all } u \in \mathbb{R}^m, \ z \in \mathbb{Z}^m.$$  \hspace{1cm} (3.5)

Then $\int_{V} f(u)du = \int_{[0, 1]^m} f(u)du$ for any Lebesgue measurable cell $V \subset \mathbb{R}^m$;

(b) any translation invariant set $G \subset \mathbb{R}^m$ (under the group of translations of $\mathbb{Z}^m$ in the sense that $G + \mathbb{Z}^m = G$) is representable as $G = (V \bigcap G) + \mathbb{Z}^m$ where $V$ is an arbitrary cell in $\mathbb{R}^m$.
(c) Let $G \subset \mathbb{R}^m$ be a translation invariant and Lebesgue locally measurable set. Then, for any Lebesgue measurable cell $V \subset \mathbb{R}^m$,

$$\text{mes}_m \left( V \cap G \right) = \text{mes}_m \left( [0, 1]^m \cap G \right).$$

**Proof.** The assertion (a) of the lemma is proved by the following equalities for any unit periodic and locally integrable function $f : \mathbb{R}^m \to \mathbb{R}$:

$$\int_V f(u) du = \sum_{z \in \mathbb{Z}^m} \int_{\Omega_{z} + z} f(u) du = \sum_{z \in \mathbb{Z}^m} \int_{\Omega_z} f(u) du = \int_{[0, 1]^m} f(u) du,$$

which employ a partition (3.1) from Lemma 5(b) for a Lebesgue measurable cell $V \subset \mathbb{R}^m$ and the translation invariance of the Lebesgue measure. The assertion (b) of the lemma is established by the relations

$$\left( V \cap G \right) + \mathbb{Z}^m = \bigcup_{z \in \mathbb{Z}^m} \left( (V + z) \cap (G + z) \right) = (V + \mathbb{Z}^m) \cap G = G$$

which hold for any cell $V \subset \mathbb{R}^m$ and any translation invariant set $G \subset \mathbb{R}^m$. The assertion (c) of the lemma follows from the assertion (a) and from the property that the indicator function $I_G$ of any translation invariant set $G \subset \mathbb{R}^m$ is unit periodic with respect to its $m$ variables. ■

### 3.2 Quasiperiodic sets

With any positive integer $m \in \mathbb{N}$, any set $G \subset \mathbb{R}^m$ and any matrix $\Lambda \in \mathbb{R}^{m \times n}$, we associate a set

$$Q_m(G, \Lambda) := \{ x \in \mathbb{Z}^n : \Lambda x \in G + \mathbb{Z}^m \} \quad (3.6)$$

The following lemma provides a useful formalism for set theoretic operations with such subsets of the lattice $\mathbb{Z}^n$ which will play an important role in the subsequent sections.

**Lemma 7** The subsets of $\mathbb{Z}^n$, defined by (3.6), possess the following properties:
(a) for any $m \in \mathbb{N}$, any $\Lambda \in \mathbb{R}^{m \times n}$, any $G \subset \mathbb{R}^{m}$ and any cell $V \subset \mathbb{R}^{m}$,

$$Q_{m}(G, \Lambda) = Q_{m}\left(V \cap (G + \mathbb{Z}^{m}), \Lambda\right);$$

(b) for any $m \in \mathbb{N}$, any $\Lambda \in \mathbb{R}^{m \times n}$, any cell $V \subset \mathbb{R}^{m}$ and any $G, H \subset V$,

$$Q_{m}(V, \Lambda) = \mathbb{Z}^{n},$$

$$\mathbb{Z}^{n} \setminus Q_{m}(G, \Lambda) = Q_{m}(V \setminus G, \Lambda),$$

$$Q_{m}(G, \Lambda) \cap Q_{m}(H, \Lambda) = Q_{m}\left(G \cap H, \Lambda\right),$$

$$Q_{m}(G, \Lambda) \cup Q_{m}(H, \Lambda) = Q_{m}\left(G \cup H, \Lambda\right);$$

(c) for any $m \in \mathbb{N}$, $G \subset \mathbb{R}^{n+m}$ and $\Lambda \in \mathbb{R}^{m \times n}$,

$$Q_{n+m}\left(G, \begin{bmatrix} I_{n} \\ \Lambda \end{bmatrix}\right) = Q_{m}(H, \Lambda),$$

(3.7)

where

$$H := \left\{ v \in \mathbb{R}^{m} : \text{there exists } u \in \mathbb{Z}^{n} \text{ such that } \begin{bmatrix} u \\ v \end{bmatrix} \in G \right\};$$

(3.8)

(d) for any $m \in \mathbb{N}$, any $G \subset \mathbb{R}^{m}$, any $\Lambda \in \mathbb{R}^{m \times n}$ and any unimodular $F \in \mathbb{Z}^{m \times m}$,

$$Q_{m}(FG, F\Lambda) = Q_{m}(G, \Lambda);$$

(e) for any $m_{1}, m_{2} \in \mathbb{N}$, $G_{1} \subset \mathbb{R}^{m_{1}}$, $G_{2} \subset \mathbb{R}^{m_{2}}$, $\Lambda_{1} \in \mathbb{R}^{m_{1} \times n}$, $\Lambda_{2} \in \mathbb{R}^{m_{2} \times n}$,

$$Q_{m_{1}+m_{2}}\left(G_{1} \times G_{2}, \begin{bmatrix} \Lambda_{1} \\ \Lambda_{2} \end{bmatrix}\right) = Q_{m_{1}}(G_{1}, \Lambda_{1}) \cap Q_{m_{2}}(G_{2}, \Lambda_{2});$$

(f) for any $m \in \mathbb{N}$, $\Lambda \in \mathbb{R}^{m \times n}$, $G \subset \mathbb{R}^{m}$ and $z \in \mathbb{Z}^{n}$,

$$Q_{m}(G, \Lambda) + z = Q_{m}(G + \Lambda z, \Lambda).$$

Proof. Since the set $G + \mathbb{Z}^{m}$ is translation invariant, then, in view of Lemma 6(b), it can be represented as

$$G + \mathbb{Z}^{m} = \left(V \cap (G + \mathbb{Z}^{m})\right) + \mathbb{Z}^{m}$$

for any cell $V \subset \mathbb{R}^{m}$. In view of (3.6), this implies the assertion (a) of Lemma 7. The assertion (b) follows from the property immediately below. For any given cell $V \subset \mathbb{R}^{m}$, the map $K : \mathbb{R}^{m} \rightarrow 2^{\mathbb{R}^{m}}$, defined by $K(G) = G + \mathbb{Z}^{m}$, satisfies $K(V) = \mathbb{R}^{m}$ and preserves the set theoretic operations in the sense that

$$\mathbb{R}^{m} \setminus K(G) = K(V \setminus G),$$

$$K(G) \cap K(H) = K\left(G \cap H\right),$$

$$K(G) \cup K(H) = K\left(G \cup H\right)$$
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for any $G, H \subset V$. In order to prove the assertion (c), we note that a point $x \in \mathbb{Z}^n$ belongs to the set on the left-hand side of (3.7) if and only if there exist $u \in \mathbb{R}^n, v \in \mathbb{R}^m, y \in \mathbb{Z}^n, z \in \mathbb{Z}^m$ satisfying $x = u + y, Lx = v + z$ and $\begin{bmatrix} u \\ v \end{bmatrix} \in G$. The last three relations hold if and only if $x$ belongs to the set on the right-hand side of (3.7), with the set $H$ given by (3.8). The assertion (d) follows from the property that for any unimodular matrix $F \in \mathbb{Z}^{m \times m}$ and any set $G \subset \mathbb{R}^m$. The assertion (e) of the lemma follows from the equality $(G_1 \times G_2) + \mathbb{Z}^{m_1 + m_2} = (G_1 + \mathbb{Z}^{m_1}) \times (G_2 + \mathbb{Z}^{m_2})$ for any sets $G_1 \subset \mathbb{R}^{m_1}$ and $G_2 \subset \mathbb{R}^{m_2}$. Finally, the assertion (f) is proved by noting that for any $z \in \mathbb{Z}^n$, a point $x \in \mathbb{Z}^m$ satisfies $\Lambda x \in G + \mathbb{Z}^m$ if and only if $\Lambda (x + z) \in G + \Lambda z + \mathbb{Z}^m$.

By Lemma 7(a), we can restrict ourselves, without loss of generality, to considering the sets $Q_m(G, \Lambda)$ in (5.6) only for $G \subset V$, where $V$ is a fixed but otherwise arbitrary cell in $\mathbb{R}^m$. For any matrix $\Lambda \in \mathbb{R}^{m \times n}$, we define the class of sets

$$Q_m(\Lambda) := \{ Q_m(G, \Lambda) : G \subset [0, 1)^m \text{ is Jordan measurable} \}.$$  \hspace{1cm} (3.9)

From Lemma 7(b) and the property that Jordan measurable subsets of $[0, 1)^m$ form an algebra, it follows that $Q_m(\Lambda)$ in (3.9) is an algebra of subsets of $\mathbb{Z}^n$.

**Definition 5** The algebra $Q_m(\Lambda)$, defined by (3.9) for given $m \in \mathbb{N}$ and $\Lambda \in \mathbb{R}^{m \times n}$, is called the algebra of $\Lambda$-quasiperiodic subsets of $\mathbb{Z}^n$.

**Lemma 8** The algebra (3.9) possesses the following properties:

(a) for any unimodular matrix $F \in \mathbb{Z}^{m \times m}$, $Q_m(FA) = Q_m(\Lambda)$;

(b) if $\Lambda_1 \in \mathbb{R}^{m_1 \times n}$ is a submatrix of $\Lambda_2 \in \mathbb{R}^{m_2 \times n}$, then $Q_{m_1}(\Lambda_1) \subset Q_{m_2}(\Lambda_2)$;

(c) for any $m \in \mathbb{N}$ and any $\Lambda \in \mathbb{R}^{m \times n}$,

$$Q_{n+m} \left( \begin{bmatrix} I_n \\ \Lambda \end{bmatrix} \right) = Q_m(\Lambda); \hspace{1cm} (3.10)$$

(d) the algebra $Q_m(\Lambda)$ is translation invariant in the sense that $A \in Q_m(\Lambda)$ implies $A + z \in Q_m(\Lambda)$ for any $z \in \mathbb{Z}^n$.

**Proof.** In order to prove the assertion (a), we note that, in view of the assertions (a) and (d) of Lemma 7,

$$Q_m(G, FA) = Q_m(K(G), \Lambda)$$

holds for any unimodular matrix $F \in \mathbb{Z}^{m \times m}$ and any set $G \subset [0, 1)^m$. Here, the set $K(G) \subset [0, 1)^m$ is given by

$$K(G) = [0, 1)^m \cap (F^{-1}G + \mathbb{Z}^m).$$

The map $K$ is a bijection on the algebra of Jordan measurable subsets of $[0, 1)^m$, whence the assertion (a) of the lemma follows. In order to establish the assertion (b), it suffices to consider the case where

$$\Lambda_2 = \begin{bmatrix} \Lambda_1 \\ \Lambda_3 \end{bmatrix},$$
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with $\Lambda_3 \in \mathbb{R}^{(m_2-m_1)\times n}$. Indeed, this structure can always be achieved by permuting the rows of the matrices $\Lambda_1$ and $\Lambda_2$, which, in view of the assertion (a) of the lemma, does not affect the corresponding algebras of quasiperiodic sets $Q_{m_1}(\Lambda_1)$ and $Q_{m_2}(\Lambda_2)$. By using the assertions (b) and (e) of Lemma 7, it follows that any $\Lambda_1$-quasiperiodic set $Q_{m_1}(G, \Lambda_1)$ (with a Jordan measurable set $G \subset [0, 1)^{m_1}$) is representable as

$$Q_{m_1}(G, \Lambda_1) = Q_{m_2}(G \times [0, 1)^{m_2-m_1}, \Lambda_2).$$

The right-hand side of this equality is a $\Lambda_2$-quasiperiodic subset of $\mathbb{Z}^n$, thus establishing the assertion (b) of the lemma. In order to prove the assertion (c), we note that, since $\Lambda \in \mathbb{R}^{m \times n}$ is a submatrix of $\begin{bmatrix} I_n \\ \Lambda \end{bmatrix}$, then, in view of the above assertion (b), the algebra $Q_m(\Lambda)$ is a subalgebra of the algebra on the left-hand side of (3.10). On the other hand, by applying Lemma 7(c), it follows that any $\begin{bmatrix} I_n \\ \Lambda \end{bmatrix}$-quasiperiodic set is representable as a $\Lambda$-quasiperiodic set. Hence, these two algebras also satisfy the opposite inclusion and the equality (3.10). The assertion (d) of the lemma follows from Lemma 7(f).

For what follows, we need an extension of the algebra of quasiperiodic sets (3.9) to infinite-dimensional matrices $\Lambda$. More precisely, for a given matrix $L := (\lambda_{jk})_{j \in \mathbb{Z}, 1 \leq k \leq n} \in \mathbb{R}^{\infty \times n}$, (3.11), we define

$$Q_{\infty}(L) := \left\{ Q_m(G, \Lambda) : G \in [0, 1)^m \text{ is Jordan measurable,} \right.$$

$$\Lambda \in \mathbb{R}^{m \times n} \text{ is a submatrix of } L, \ m \in \mathbb{N} \left. \right\}$$

$$= \bigcup_{m \geq 1} \bigcup_{\Lambda \text{ is an (m\times n)-submatrix of } L} Q_m(\Lambda) \tag{3.12}$$

which is also an algebra of subsets of the lattice $\mathbb{Z}^n$.

**Definition 6** The algebra $Q_{\infty}(L)$, defined by (3.12) for a given matrix $L \in \mathbb{R}^{\infty \times n}$, is called an algebra of $L$-quasiperiodic sets.

### 3.3 Frequency measurability of quasiperiodic sets

With any $\omega \in \mathbb{R}^n$, we associate an elementary trigonometric polynomial $T_\omega : \mathbb{R}^n \to \mathbb{C}$ defined by

$$T_\omega(x) := e^{2\pi i \omega^T x}, \tag{3.13}$$

where $i := \sqrt{-1}$ is the imaginary unit.

**Lemma 9** For any $\omega \in \mathbb{R}^n$, the function $T_\omega$ in (3.13) is averageable and its average value is $A(T_\omega) = \mathcal{I}_{\mathbb{Z}^n}(\omega)$. 
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Proof. If \( \omega \in \mathbb{Z}^n \), then \( T_\omega(x) = 1 \) for all \( x \in \mathbb{Z}^n \), and hence, \( A(T_\omega) = 1 = I_{\mathbb{Z}^n}(\omega) \) holds for such vectors \( \omega \). Now, suppose \( \omega := (\omega_k)_{1 \leq k \leq n} \notin \mathbb{Z}^n \), that is, the indices of noninteger entries of \( \omega \) form a nonempty set
\[
K := \{ 1 \leq k \leq n : \omega_k \notin \mathbb{Z} \}. \tag{3.14}
\]
The function \( T_\omega \) in (3.13) has the following average value (2.2) over the discrete parallelepiped \( P_{a,\ell} \) in (2.3):
\[
W(T_\omega, P_{a,\ell}) = \exp \left( 2\pi i \sum_{k=1}^{n} \omega_k \left( a_k + \ell_k - \frac{1}{2} \right) \right) \prod_{k=1}^{n} \psi(\ell_k, \omega_k), \tag{3.15}
\]
where the function \( \psi : \mathbb{N} \times \mathbb{R} \to [-1, 1] \) is defined by
\[
\psi(u, v) = \begin{cases} 
(−1)^{(u−1)v} & \text{for } v \in \mathbb{Z} \\
\frac{\sin(\pi uv)}{u \sin(\pi v)} & \text{for } v \notin \mathbb{Z}.
\end{cases} \tag{3.16}
\]
From (3.15) and (3.16), it follows that for any \( N \in \mathbb{N} \),
\[
\sup_{P \in \mathcal{P}_N} |W(T_\omega, P)| \leq \frac{1}{N^{\#K}} \prod_{k \in K} \frac{1}{|\sin(\pi \omega_k)|}, \tag{3.17}
\]
where \( \mathcal{P}_N \) is the class of sufficiently large parallelepipeds given by (2.4). Since the set \( K \) in (3.14) is not empty (and hence, \( \#K > 0 \)), then the right-hand side of (3.17) converges to zero as \( N \to +\infty \). This convergence implies that, for any vector \( \omega \in \mathbb{R}^n \setminus \mathbb{Z}^n \), the function \( T_\omega \) in (3.13) is averageable, with \( A(T_\omega) = 0 = I_{\mathbb{Z}^n}(\omega) \), thus completing the proof of the lemma. \( \blacksquare \)

**Definition 7** A matrix \( \Lambda \in \mathbb{R}^{m \times n} \) is said to be nonresonant if the rows of the matrix \( \begin{bmatrix} I_n \\ \Lambda \end{bmatrix} \in \mathbb{R}^{(n+m) \times n} \) are linearly independent over the field of rationals.

Note that nonresonant matrices do exist. Moreover, resonant matrices \( \Lambda \in \mathbb{R}^{m \times n} \) (which are not nonresonant) form a set of \( mn \)-dimensional Lebesgue measure zero. Indeed, since the nonresonance property is equivalent to
\[
\Lambda^T u \notin \mathbb{Z}^n \quad \text{for all } u \in \mathbb{Z}^m \setminus \{0\}, \tag{3.18}
\]
then the set of all resonant matrices \( \Lambda \in \mathbb{R}^{m \times n} \) can be represented as a countable union
\[
\bigcup_{u \in \mathbb{Z}^m \setminus \{0\}, v \in \mathbb{Z}^n} \Gamma_{u,v}
\]
of \( (m−1)n \)-dimensional affine subspaces \( \Gamma_{u,v} := \{ \Lambda \in \mathbb{R}^{m \times n} : \Lambda^T u = v \} \), each of which has zero \( mn \)-dimensional Lebesgue measure.

**Theorem 2** Suppose \( \Lambda \in \mathbb{R}^{m \times n} \) is a nonresonant matrix, and a function \( f : \mathbb{R}^m \to \mathbb{R} \) satisfies the conditions
\[
\textbf{(a)} \quad f \text{ is unit periodic with respect to its } m \text{ variables;}
\]
\[
\textbf{(b)} \quad f \text{ is mes}_m\text{-continuous;}
\]
\[
\textbf{(c)} \quad f \text{ is bounded.}
\]
Then the function \( f \circ \Lambda : \mathbb{Z}^n \to \mathbb{R} \) is averageable, and its average value is computed as
\[
A(f \circ \Lambda) = \int_{[0,1]^m} f(u) du. \tag{3.19}
\]
Proof. We will follow a standard scheme which is known as the method of trigonometric sums in number theory [16] and as Weyl’s equidistribution criterion in the theory of weak convergence of measures [1]. More precisely, the proof will be carried out in three steps: we will establish (3.19) for trigonometric polynomials \( f \), then for continuous functions \( f \) and finally, for arbitrary functions \( f \) satisfying the assumptions (a)–(c) of the theorem. Throughout the proof, \( \Lambda \in \mathbb{R}^{m \times n} \) is a nonresonant matrix in the sense of (3.18).

**Step 1.** Suppose \( f : \mathbb{R}^m \to \mathbb{C} \) is a trigonometric polynomial, that is, a linear combination of functions \( T_\omega \) from (3.13):
\[
f := \sum_{\omega \in \Omega} c_\omega T_\omega.
\] (3.20)
Here, \( c_\omega \) are complex coefficients, and \( \Omega \) is a finite subset of \( \mathbb{Z}^n \), which, without loss of generality, is assumed to contain the zero vector. Then
\[
c_0 = \int_{[0,1]^m} f(u) du.
\] (3.21)
The composition \( f \circ \Lambda \) of the function \( f \) with the linear map specified by the matrix \( \Lambda \) is also a trigonometric polynomial:
\[
f \circ \Lambda = \sum_{\omega \in \Omega} c_\omega T_{\Lambda^T \omega}.
\]
By using Lemmas 1 and 9 it follows that the function \( f \circ \Lambda \) is averageable with the average value
\[
A(f \circ \Lambda) = \sum_{\omega \in \Omega} c_\omega A(T_{\Lambda^T \omega}) = \sum_{\omega \in \Omega} c_\omega I_{\mathbb{Z}^n}(\Lambda^T \omega).
\] (3.22)
Under the nonresonance condition (3.18) for \( \Lambda \), the relation (3.22) reduces to \( A(f \circ \Lambda) = c_0 \), which is equivalent to (3.19) in view of (3.21).

**Step 2.** Suppose \( f : \mathbb{R}^m \to \mathbb{R} \) is a unit periodic continuous function. By the Weierstrass approximation theorem, for any \( \varepsilon > 0 \), there exists a trigonometric polynomial \( f_\varepsilon : \mathbb{R}^m \to \mathbb{C} \), defined by (3.20), such that
\[
\max_{u \in [0,1]^m} |f(u) - f_\varepsilon(u)| \leq \varepsilon.
\]
Therefore, by using the Lipschitz continuity of the upper average value functional (see Lemma 1(a)) and Step 1,
\[
A^*(f \circ \Lambda) \leq A(f_\varepsilon \circ \Lambda) + \varepsilon = \int_{[0,1]^m} f_\varepsilon(u) du + \varepsilon \leq \int_{[0,1]^m} f(u) du + 2\varepsilon.
\] (3.23)
In view of the arbitrariness of \( \varepsilon > 0 \), it follows from (3.23) that
\[
A^*(f \circ \Lambda) \leq \int_{[0,1]^m} f(u) du.
\] (3.24)
A similar reasoning leads to
\[
A_*(f \circ \Lambda) \geq \int_{[0,1]^m} f(u) du.
\] (3.25)
The inequalities (3.24) and (3.25) imply the averagability of the function \( f \circ \Lambda \), with the average value given by (3.19).
Step 3. Now, let \( f : \mathbb{R}^m \to \mathbb{R} \) be an arbitrary function satisfying the conditions (a)–(c) of the theorem. Consider the functions \( f^- : \mathbb{R}^m \to \mathbb{R} \) and \( f^+ : \mathbb{R}^m \to \mathbb{R} \) defined by

\[
f^-(u) = \min \left( f(u), \liminf_{v \to u} f(v) \right), \quad f^+(u) = \max \left( f(u), \limsup_{v \to u} f(v) \right).
\]

Both functions \( f^- \) and \( f^+ \) are unit periodic in their \( m \) variables, and are lower and upper semi-continuous, respectively. Also, they satisfy the inequalities

\[ f^-(u) \leq f(u) \leq f^+(u) \]

which turn into equalities for \( \text{mes}_m \)-almost all \( u \in [0,1]^m \) in view of the \( \text{mes}_m \)-continuity of the function \( f \). Hence, there exists a decreasing sequence of unit periodic continuous functions \( f_k^+ : \mathbb{R}^m \to \mathbb{R} \) which converge to the function \( f^+ \) point-wise in the cube \([0,1]^m\) and hence, to the function \( f \) almost everywhere in \([0,1]^m\) as \( k \to +\infty \). Therefore, by using Step 2, it follows that

\[
A^*(f \circ \Lambda) \leq \int_{[0,1]^m} f_k^+(u) \, du.
\]

Application of the Lebesgue dominated convergence theorem to the right-hand side of (3.26) leads to the upper bound (3.24). The lower bound (3.25) is verified similarly. As before, (3.24) and (3.25) imply the avaragability of the function \( f \circ \Lambda \) together with (3.19), thus completing the proof of the theorem.

Theorem 3. For any nonresonant matrix \( \Lambda \in \mathbb{R}^{m \times n} \) and any Jordan measurable set \( G \subset \mathbb{R}^m \), the \( \Lambda \)-quasiperiodic set \( Q_m(G, \Lambda) \) in (3.6) is frequency measurable, and its frequency is computed as

\[
\mathbf{F}(Q_m(G, \Lambda)) = \text{mes}_m \left( V \cap (G + \mathbb{Z}^m) \right),
\]

where \( V \subset \mathbb{R}^m \) is an arbitrary Lebesgue measurable cell.

Proof. The Jordan measurability of the set \( G \subset \mathbb{R}^m \) ensures that the indicator function \( f := \mathcal{I}_{G+\mathbb{Z}^m} \) satisfies the conditions (a)–(c) of Theorem 2. Hence, if the matrix \( \Lambda \in \mathbb{R}^{m \times n} \) is nonresonant, then Theorem 2 implies that the function

\[
f \circ \Lambda = \mathcal{I}_{G+\mathbb{Z}^m} \circ \Lambda
\]

is averageable, and

\[
A(f \circ \Lambda) = \int_{[0,1]^m} f(u) \, du = \text{mes}_m \left( [0,1]^m \cap (G + \mathbb{Z}^m) \right).
\]

Therefore, since the right-hand side of (3.28) is the indicator function of the set \( Q_m(G, \Lambda) \) in (3.6), then this set is indeed frequency measurable, and, in view of (3.29), its frequency is given by (3.27) for any Lebesgue measurable cell \( V \subset \mathbb{R}^m \), with the last property following from Lemma 6(c).

According to Theorem 3 if \( \Lambda \in \mathbb{R}^{m \times n} \) is a nonresonant matrix, then all the \( \Lambda \)-quasiperiodic sets, which form the algebra \( Q_m(\Lambda) \) in (3.9), are frequency measurable subsets of the lattice \( \mathbb{Z}^n \). This result can be generalised to infinite-dimensional matrices \( \mathcal{L} \) in (3.11) by appropriately extending Definition 7.
**Definition 8** A matrix $\mathcal{L} \in \mathbb{R}^{\infty \times n}$ is said to be nonresonant if all its submatrices $\Lambda \in \mathbb{R}^{m \times n}$ are nonresonant in the sense of Definition 7 for any $m \in \mathbb{N}$.

The existence of nonresonant matrices $\mathcal{L} \in \mathbb{R}^{\infty \times n}$ is established similarly to that in the case of finite-dimensional matrices.

**Theorem 4** Suppose a matrix $\mathcal{L} \in \mathbb{R}^{\infty \times n}$ is nonresonant. Then the algebra $\mathbb{Q}_{\infty}(\mathcal{L})$ of $\mathcal{L}$-quasiperiodic sets in (3.12) has the following properties

(a) $\mathbb{Q}_{\infty}(\mathcal{L})$ consists of frequency measurable subsets of $\mathbb{Z}^n$;

(b) for any $N \in \mathbb{N}$ and any collection of $N$ pairwise nonoverlapping submatrices $\mathcal{L}_k \in \mathbb{R}^{\infty \times n}$ of the matrix $\mathcal{L}$, the corresponding algebras $\mathbb{Q}_{\infty}(\mathcal{L}_k)$ are mutually independent in the sense that

$$F\left(\bigcap_{k=1}^{N} A_k\right) = \prod_{k=1}^{N} F(A_k)$$

for any $A_k \in \mathbb{Q}_{\infty}(\mathcal{L}_k)$.

**Proof.** The assertion (a) follows from Theorem 3 and from the property that for any $A \in \mathbb{Q}_{\infty}(\mathcal{L})$, there exists a finite-dimensional submatrix $\Lambda \in \mathbb{R}^{m \times n}$ of the matrix $\mathcal{L}$ such that $A \in \mathbb{Q}_m(\Lambda)$. In order to prove the assertion (b), we note that for any sets $A_k \in \mathbb{Q}_{\infty}(\mathcal{L}_k)$ described in the theorem, there exist finite-dimensional submatrices $\Lambda_k \in \mathbb{R}^{m_k \times n}$ of the corresponding matrices $\mathcal{L}_k$ (and hence, $\Lambda_1, \ldots, \Lambda_N$ are also non-overlapping submatrices of the matrix $\mathcal{L}$), and Jordan measurable sets $G_k \subset [0, 1)^{m_k}$ such that $A_k = Q_{m_k}(G_k, \Lambda_k)$. Therefore, repeated application of Lemma 7(e) yields

$$\bigcap_{k=1}^{N} A_k = Q_{m_1 + \ldots + m_N}\left(G_1 \times \ldots \times G_N, \left[\begin{array}{c} \Lambda_1 \\ \vdots \\ \Lambda_N \end{array}\right]\right).$$

(3.30)

Since the matrix $\mathcal{L}$ is nonresonant, then the right-hand side of (3.30) is a quasiperiodic set (associated with a nonresonant matrix) whose frequency measurability is guaranteed by Theorem 3 with

$$F\left(\bigcap_{k=1}^{N} A_k\right) = \prod_{k=1}^{N} \text{mes}_m G_k = \prod_{k=1}^{N} F(A_k),$$

thus completing the proof of Theorem 4.

---

### 3.4 Distributed quasiperiodic maps

**Theorem 5** Suppose a matrix $\Lambda \in \mathbb{R}^{m \times n}$ is nonresonant in the sense of Definition 7. Also, let $g : \mathbb{R}^{m} \to X$ be a map with values in a metric space $X$ such that

(a) $g$ is unit periodic with respect to its $m$ variables;

(b) $g$ is $\text{mes}_m$-continuous.
Then the composition \( g \circ \Lambda : \mathbb{Z}^n \to X \) is \( D \)-distributed, with \( D \) a probability measure on \((X, \mathcal{B})\) given by

\[
D(B) := \operatorname{mes}_m \left( V \cap g^{-1}(B) \right),
\]

(3.31)

where \( V \subset \mathbb{R}^m \) is an arbitrary Lebesgue measurable cell. Furthermore, the algebra \( S_{g \circ \Lambda} \), generated by the map \( g \circ \Lambda \), consists of \( \Lambda \)-quasiperiodic sets:

\[
S_{g \circ \Lambda} \subset Q_m(\Lambda).
\]

(3.32)

**Proof.** For what follows, let \( \operatorname{mod}_m : \mathbb{R}^m \to [0, 1)^m \) denote the map which sends a vector \( u := (u_k)_{1 \leq k \leq m} \) to the vector

\[
\operatorname{mod}_m(u) := (\{u_k\})_{1 \leq k \leq m},
\]

where \( \{\cdot\} \) denotes the fractional part of a number. The map \( \operatorname{mod}_m \) is unit periodic with respect to its \( m \) variables and identically maps the cube \([0, 1)^m\) onto itself. We will now prove that if \( \Lambda \in \mathbb{R}^{m \times n} \) is a nonresonant matrix, then the composition \( \operatorname{mod}_m \circ \Lambda : \mathbb{Z}^n \to [0, 1)^m \) is \( \operatorname{mes}_m \)-distributed. To this end, note that, for any bounded continuous function \( \varphi : [0, 1)^m \to \mathbb{R} \), the function \( f := \varphi \circ \operatorname{mod}_m \) satisfies the conditions (a)–(c) of Theorem 2 and hence, the function \( f \circ \Lambda \) is averageable, with \[
A(\varphi \circ \operatorname{mod}_m \circ \Lambda) = \int_{[0,1]^m} f(u) \, du = \int_{[0,1]^m} \varphi(u) \, du.
\]

(3.33)

Since the function \( \varphi \) is otherwise arbitrary, then, in view of the criterion (a) of Lemma 3 it follows from (3.33) that the map \( \operatorname{mod}_m \circ \Lambda : \mathbb{Z}^n \to [0, 1)^m \) is \( \operatorname{mes}_m \)-distributed. Furthermore, application of Definition 5 yields

\[
S_{\operatorname{mod}_m \circ \Lambda} = Q_m(\Lambda).
\]

(3.34)

Now, suppose a map \( g : \mathbb{R}^m \to X \) with values in a metric space \( X \) satisfies the assumptions (a) and (b) of the theorem. In particular, the unit periodicity of \( g \) implies that

\[
g \circ \Lambda = g \circ \operatorname{mod}_m \circ \Lambda.
\]

(3.35)

Since the map \( g \) is \( \operatorname{mes}_m \)-continuous, and \( \operatorname{mod}_m \circ \Lambda \) has been proved above to be \( \operatorname{mes}_m \)-distributed, then, in view of Lemma 4 the map \( g \circ \Lambda \) is \( D \)-distributed, where \( D \) is a probability measure on \((X, \mathcal{B})\) given by

\[
D(B) = \operatorname{mes}_m \left( [0, 1)^m \cap g^{-1}(B) \right).
\]

(3.36)

Due to the unit periodicity of \( g \), the preimage \( g^{-1}(B) \) of any set \( B \subset X \) is a translation invariant subset of \( \mathbb{R}^m \). Hence, in view of the assertion (c) of Lemma 6 the right-hand side of (3.36) coincides with that of (3.31) for any Lebesgue measurable cell \( V \subset \mathbb{R}^m \). Moreover, by Lemma 4 it follows from (3.33) that \( S_{g \circ \Lambda} \subset S_{\operatorname{mod}_m \circ \Lambda} \). The latter inclusion, combined with (3.34), implies (3.32), thus completing the proof of the theorem. \( \blacksquare \)
4 Quantized linear systems: general case

4.1 Definition of a quantized linear system

Suppose $R : \mathbb{R}^n \to \mathbb{Z}^n$ is a map which commutes with the additive group of translations of the lattice $\mathbb{Z}^n$: $R(u + z) = R(u) + z$ for all $u \in \mathbb{R}^n$, $z \in \mathbb{Z}^n$. (4.1)

Such a map $R$ is completely specified by the set $R^{-1}(0)$ which is a cell in $\mathbb{R}^n$ in the sense of Definition 4. Indeed, in view of (4.1), the preimages $R^{-1}(z) := \{ u \in \mathbb{R}^n : R(u) = z \} = R^{-1}(0) + z$, considered for all $z \in \mathbb{Z}^n$, form a partition of $\mathbb{R}^n$. Moreover, for a given set $V \subset \mathbb{R}^n$, there exists a unique map $R : \mathbb{R}^n \to \mathbb{Z}^n$, satisfying (4.1) with $R^{-1}(0) = V$, if and only if $V$ is a cell in $\mathbb{R}^n$.

Definition 9 A map $R : \mathbb{R}^n \to \mathbb{Z}^n$ is called a quantizer if it satisfies (4.1) and the set $R^{-1}(0)$ is Jordan measurable.

There is a one-to-one correspondence between quantizers and Jordan measurable cells in $\mathbb{R}^n$. An example of a quantizer is as follows.

Definition 10 The quantizer $R_* : \mathbb{R}^n \to \mathbb{Z}^n$, with $R_*^{-1}(0) = [-1/2, 1/2)^n$, is called the roundoff quantizer.

The roundoff quantizer $R_*$ maps a vector $u := (u_k)_{1 \leq k \leq n} \in \mathbb{R}^n$ to a nearest node of the lattice $\mathbb{Z}^n$ given by $R_*(u) := \left( \left\lfloor u_k + \frac{1}{2} \right\rfloor \right)_{1 \leq k \leq n}$, with $\lfloor \cdot \rfloor$ the floor function. This is an idealised model of discretization in fixed-point arithmetic (with no overflow taken into account). In the framework of this model, there are more complicated quantizers $R$ whose cells $R^{-1}(0)$ are different from the cube $[-1/2, 1/2)^n$, as discussed in Section 3.1.

Definition 11 Suppose $R : \mathbb{R}^n \to \mathbb{Z}^n$ is a quantizer and $L \in \mathbb{R}^{n \times n}$ is a nonsingular matrix. The dynamical system in the state space $\mathbb{Z}^n$, with the transition operator $T : \mathbb{Z}^n \to \mathbb{Z}^n$ given by $T := R \circ L$, (4.2)

is called a quantized linear $(R, L)$-system.

The map $T$, defined by (4.2), provides a model for the spatially discretized dynamical system which arises in simulating a linear system in $\mathbb{R}^n$ (specified by the matrix $L$) on a computer with fixed-point arithmetic.
4.2 Associated, backward and forward algebras

The following lemma shows that the class of quasiperiodic subsets of the lattice, introduced in Section 3.2, is closed under the dynamics of the quantized linear system in the sense that quasiperiodic sets are transformed to quasiperiodic sets.

**Lemma 10** For any \( m \in \mathbb{N} \), any set \( G \subset \mathbb{R}^m \) and any matrix \( \Lambda \in \mathbb{R}^{m \times n} \), the quasiperiodic set \( Q_m(G, \Lambda) \) in (3.6) is transformed by the transition operator \( T \) in (4.2) and its set-valued inverse \( T^{-1} \) as

\[
T^{-1}(Q_m(G, \Lambda)) = Q_{n+m}
\end{align*}

\[
T(Q_m(G, \Lambda)) = Q_{m+n}
\end{align*}

**Proof.** The definition (3.6) implies that a point \( x \in \mathbb{Z}^n \) belongs to the set on the right-hand side of (4.3) if and only if there exist \( u \in G, \; v \in R^{-1}(0), \; y \in \mathbb{Z}^n, \; z \in \mathbb{Z}^m \)

\[
\begin{bmatrix}
I_n \\
\Lambda
\end{bmatrix} Lx = \begin{bmatrix} 0 \\ u \end{bmatrix} L^{-1} \begin{bmatrix} I_n \\
\Lambda
\end{bmatrix} v + \begin{bmatrix} y \\ z \end{bmatrix}.
\end{align*}

In terms of the corresponding subvectors, the last equality is equivalent to

\[
Lx = v + y, \quad \Lambda(Lx - v) = \Lambda y = u + z.
\end{align*}

On the other hand, in view of (4.5), the leftmost equality in (4.6) is equivalent to \( T(x) = y \), whereas the rightmost equality in (4.6) is equivalent to \( y \in Q_m(G, \Lambda) \). Therefore, the fulfillment of (4.5) and (4.6) is equivalent to \( T(x) \in Q_m(G, \Lambda) \), that is, \( x \in T^{-1}(Q_m(G, \Lambda)) \). Since the point \( x \) in the above considerations was arbitrary, the set on the right-hand side of (4.3) indeed coincides with \( T^{-1}(Q_m(G, \Lambda)) \). Although the proof of the representation (4.4) is similar, we will provide it for completeness of exposition. A point \( x \in \mathbb{Z}^n \) belongs to the set on the right-hand side of (4.4) if and only if there exist

\[
\begin{bmatrix}
I_n \\
\Lambda
\end{bmatrix} L^{-1}x = \begin{bmatrix} u \\ 0 \end{bmatrix} L^{-1} \begin{bmatrix} \Lambda \\
I_n
\end{bmatrix} v + \begin{bmatrix} z \\ y \end{bmatrix}.
\end{align*}

The last relation is equivalent to

\[
Ly = v + x, \quad \Lambda(L^{-1}x + L^{-1}v) = \Lambda y = u + z.
\end{align*}

On the other hand, in view of (4.7), the leftmost equality in (4.8) is equivalent to \( T(y) = x \), whilst the rightmost equality in (4.8) is equivalent to \( y \in Q_m(G, \Lambda) \). Therefore, the fulfillment of (4.7) (4.8) is equivalent to \( x \in T(Q_m(G, L)) \). Hence, by the arbitrariness of the point \( x \), it follows that the set on the right-hand side of (4.4) is equal to \( T(Q_m(G, \Lambda)) \), thus completing the proof of the lemma.
Lemma 10 shows that the action of the transition operator $T$ of the quantized linear system or its inverse $T^{-1}$ on a quasiperiodic set $Q_m(G, \Lambda)$ modifies the matrix $\Lambda$, thus leading to a set with a qualitatively different quasiperiodicity pattern. However, an algebraic closedness can be achieved here by restricting $\Lambda \in \mathbb{R}^{m \times n}$ to submatrices of an infinite matrix $L \in \mathbb{R}^{\infty \times n}$ which satisfies the property

$$\Lambda \ll L \quad \implies \quad \begin{bmatrix} I_n & \Lambda \\ \Lambda & I_n \end{bmatrix} L \ll \mathcal{L} \quad \text{and} \quad \begin{bmatrix} \Lambda \\ I_n \end{bmatrix} L^{-1} \ll \mathcal{L},$$

(4.9)

where $A \ll B$ signifies “$A$ is a submatrix of $B$” for matrices with the same number of columns $n$. In particular, (4.9) implies that such a matrix $\mathcal{L}$ must contain $L$ and $L^{-1}$ as submatrices. Hence, by induction, the minimal matrix $L$, which satisfies (4.9), is formed from integer powers of $L$. Moreover, in view of Lemma 8(c), the zeroth power $L^0 = I_n$ is redundant and can be discarded without affecting the algebras of quasiperiodic sets. Thus, for what follows, we define the matrix

$$\mathcal{L} := \begin{bmatrix} \vdots \\ L^{-2} \\ L^{-1} \\ L \\ L^2 \\ \vdots \end{bmatrix} = \begin{bmatrix} \mathcal{L}^- \\ \mathcal{L}^+ \end{bmatrix} \in \mathbb{R}^{\infty \times n},$$

(4.10)

which is obtained by “stacking” nonzero integer powers of $L$ one underneath the other and is partitioned into the submatrices

$$\mathcal{L}^- := \begin{bmatrix} \vdots \\ L^{-2} \\ L^{-1} \end{bmatrix}, \quad \mathcal{L}^+ := \begin{bmatrix} L \\ L^2 \\ \vdots \end{bmatrix}.$$  

(4.11)

Also, we denote by

$$Q := Q_\infty(\mathcal{L}), \quad (4.12)$$

$$Q^- := Q_\infty(\mathcal{L}^-), \quad Q^+ := Q_\infty(\mathcal{L}^+) \quad (4.13)$$

the algebras of quasiperiodic subsets of the lattice $\mathbb{Z}^n$ generated by the matrices (4.10) and (4.11), so that $Q^-$ and $Q^+$ are subalgebras of $Q$.

**Definition 12** For a given quantized linear $(R, L)$-system, the algebra $Q$ of $L$-quasiperiodic sets in (4.12), generated by the matrix $\mathcal{L}$ in (4.10), is called an associated algebra. The algebras $Q^-$ and $Q^+$ of $\mathcal{L}^-$- and $\mathcal{L}^+$-quasiperiodic sets in (4.13), generated by the matrices $\mathcal{L}^-$ and $\mathcal{L}^+$ in (4.11), are called backward and forward algebras, respectively.

In order to clarify the structure of the associated, backward and forward algebras $Q$, $Q^-$ and $Q^+$, we define, for any $a, b \in \mathbb{N}$, the matrix

$$\mathcal{L}_{a,b} := \begin{bmatrix} L^{-a} \\ \vdots \\ L^{-1} \\ L \\ \vdots \\ L^b \end{bmatrix} = \begin{bmatrix} \mathcal{L}^-_a \\ \mathcal{L}^+_b \end{bmatrix} \in \mathbb{R}^{(a+b)n \times n}.$$  

(4.14)
which is partitioned into submatrices \( L_a^- \) and \( L_b^+ \) given by

\[
L_N^{-} := \begin{bmatrix} L^{-N} \\ \vdots \\ L^{-1} \end{bmatrix}, \quad L_N^{+} := \begin{bmatrix} L \\ \vdots \\ L^{N} \end{bmatrix}
\]  

(4.15)

for any \( N \in \mathbb{N} \). We will now consider the corresponding algebras of quasiperiodic subsets of the lattice \( \mathbb{Z}^n \):

\[
\begin{align*}
Q_{a,b} &:= Q_{(a+b)n}(L_{a,b}), \\
Q_{a,b}^- &:= Q_{Nn}(L_{a,b}^-), \\
Q_{a,b}^+ &:= Q_{Nn}(L_{a,b}^+).
\end{align*}
\]  

(4.16)  

(4.17)

These algebras are monotonically increasing with respect to the corresponding subscripts in the sense that

\[
Q_{a,b} \subset Q_{a+1,b}, \quad Q_{a,b} \subset Q_{a,b+1}, \quad Q_{a,b} \subset Q_{a+1,b+1}, \quad Q_N \subset Q_{N+1}, \quad Q_N^+ \subset Q_{N+1}^+
\]

for all \( a, b, N \in \mathbb{N} \). Furthermore, the algebras \( Q, Q^- \) and \( Q^+ \) in (4.12) and (4.13) are representable in terms of (4.16) and (4.17) as

\[
Q = \bigcup_{a,b \geq 1} Q_{a,b}, \quad Q^- = \bigcup_{N \geq 1} Q_{N}^-, \quad Q^+ = \bigcup_{N \geq 1} Q_{N}^+.
\]

**Lemma 11** The algebras \( Q_{a,b}, Q_N^- \) and \( Q_N^+ \) in (4.16) and (4.17) are transformed by the transition operator \( T \) in (4.2) and its set-valued inverse \( T^{-1} \) as follows:

(a) for any \( a, b \in \mathbb{N} \),

\[
T^{-1}(Q_{a,b}) \subset Q_{a-1,b+1}, \quad T(Q_{a,b}) \subset Q_{a+1,b-1};
\]  

(4.18)

(b) for any \( N \in \mathbb{N} \),

\[
T^{-1}(Q_{N}^+) \subset Q_{N+1}^+, \quad T(Q_{N}^-) \subset Q_{N+1}^-.
\]  

(4.19)

**Proof.** We will first prove the assertion (a). Suppose \( a, b \in \mathbb{N} \), and let \( A \) be a quasiperidoc set \( A := Q_{(a+b)n}(G, L_{a,b}) \in Q_{a,b} \), where \( G \subset \mathbb{R}^{(a+b)n} \) is a Jordan measurable set. Then application of Lemma[10] yields

\[
T^{-1}(A) = Q_{(a+b+1)n} \left( G_+, \begin{bmatrix} I_n \\ L_{a,b} \end{bmatrix} L \right), \quad T(A) = Q_{(a+b+1)n} \left( G_-, \begin{bmatrix} L_{a,b} \\ I_n \end{bmatrix} L^{-1} \right),
\]  

(4.20)

where the sets \( G_-, G_+ \subset \mathbb{R}^{(a+b+1)n} \) are given by

\[
G_+ := \{0\} \times G + \begin{bmatrix} I_n \\ L_{a,b} \end{bmatrix} R^{-1}(0), \quad G_- := G \times \{0\} - \begin{bmatrix} L_{a,b} \\ I_n \end{bmatrix} L^{-1} R^{-1}(0)
\]

and inherit Jordan measurability from \( G \) and \( R^{-1}(0) \). The definition of the matrix \( L_{a,b} \) in (4.14) implies that

\[
\begin{bmatrix} I_n \\ L_{a,b} \end{bmatrix} L = F_+ \begin{bmatrix} I_n \\ L_{a-1,b+1} \end{bmatrix}, \quad \begin{bmatrix} L_{a,b} \\ I_n \end{bmatrix} L^{-1} = F_- \begin{bmatrix} I_n \\ L_{a+1,b-1} \end{bmatrix},
\]  

(4.21)
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where $F_+, F_- \in \{0, 1\}^{(a+b+1)n \times (a+b+1)n}$ are permutation matrices

\[
F_+ := \begin{bmatrix} 0 & 0 & I_n & 0 \\ 0 & I_{(a-1)n} & 0 & 0 \\ I_n & 0 & 0 & 0 \\ 0 & 0 & 0 & I_{bn} \end{bmatrix}, \quad F_- := \begin{bmatrix} I_{an} & 0 & 0 & 0 \\ 0 & 0 & 0 & I_n \\ 0 & 0 & I_{(b-1)n} & 0 \\ 0 & I_n & 0 & 0 \end{bmatrix}.
\]

Hence, by using the assertions (c) and (d) of Lemma 7, it now follows from (4.20) and (4.21) that

\[
T^{-1}(A) = Q_{(a+b)n}(H_+, \mathcal{L}_{a-1,b+1}), \quad T(A) = Q_{(a+b)n}(H_-, \mathcal{L}_{a+1,b-1}),
\]

(4.22)

where the sets

\[
H_+ := \left\{ v \in \mathbb{R}^{(a+b)n} : \begin{bmatrix} u \\ v \end{bmatrix} \in F_+ G_+ \text{ for some } u \in \mathbb{Z}^n \right\},
\]

\[
H_- := \left\{ u \in \mathbb{R}^{(a+b)n} : \begin{bmatrix} u \\ v \end{bmatrix} \in F_- G_- \text{ for some } v \in \mathbb{Z}^n \right\}
\]

are Jordan measurable. Therefore, the representations (4.22) imply that $T^{-1}(A) \in Q_{a-1,b+1}$ and $T(A) \in Q_{a+1,b-1}$, thus establishing the inclusions (4.18), in view of the arbitrariness of the set $A \in Q_{a,b}$. We will now prove the assertion (b) of the lemma. Suppose $N \in \mathbb{N}$ and $A \in Q_N^+$, that is,

\[
A := Q_{Nn}(G, \mathcal{L}_N^+)
\]

(4.23)

for a Jordan measurable set $G \subset \mathbb{R}^{Nn}$. Then application of Lemma 10 leads to

\[
T^{-1}(A) = Q_{(N+1)n}(H, \begin{bmatrix} I_n \\ \mathcal{L}_N^+ \end{bmatrix} L),
\]

(4.24)

where the set $H \subset \mathbb{R}^{(N+1)n}$ is given by

\[
H := \{0\} \times G + \begin{bmatrix} I_n \\ \mathcal{L}_N^+ \end{bmatrix} R^{-1}(0).
\]

(4.25)

Since $\begin{bmatrix} I_n \\ \mathcal{L}_N^+ \end{bmatrix} L = \mathcal{L}_{N+1}^+$ in view of (4.15), then it follows from (4.24) and the Jordan measurability of the set $H$ in (4.25) that

\[
T^{-1}(A) = Q_{(N+1)n}(H, \mathcal{L}_{N+1}^+) \in Q_{N+1}^+.
\]

(4.26)

This representation implies the first of the inclusions in (4.19) due to the arbitrariness of $A \in Q_N^+$. The second of the inclusions (4.19) can be established in a similar fashion by using the relations

\[
T(Q_{Nn}(G, \mathcal{L}_N^-)) = Q_{(N+1)n}(G \times \{0\} - \mathcal{L}_{N+1}^- R^{-1}(0), \mathcal{L}_{N+1}^-) \in Q_{N+1}^-
\]

which hold for any $N \in \mathbb{N}$ and any Jordan measurable set $G \subset \mathbb{R}^{Nn}$, which completes the proof of the lemma. ■
Theorem 6 The associated, backward and forward algebras $Q$, $Q^-$ and $Q^+$ in (4.12) and (4.13) are transformed by the transition operator $T$ in (4.2) and its set-valued inverse $T^{-1}$ as follows:

(a) the associated algebra $Q$ is invariant under the maps $T$ and $T^{-1}$:

$$T^{-1}(Q) \subset Q, \quad T(Q) \subset Q;$$

(b) the forward algebra $Q^+$ is invariant under the map $T^{-1}$:

$$T^{-1}(Q^+) \subset Q^+;$$

(c) the backward algebra $Q^-$ is invariant under $T$:

$$T(Q^-) \subset Q^-;$$

(d) for any $A \in Q$, there exists $N \in \mathbb{N}$ such that $T^{-k}(A) \in Q^+$ and $T^k(A) \in Q^-$ for all $k \geq N$.

Proof. The assertions (a), (b) and (c) of the theorem follow from Lemma 11. The assertion (d) can be proved by using the inclusions

$$T^{-(a+c)}(Q_{a,b}) \subset Q^+_{a+b+c} \subset Q^+, \quad T^{(b+c)}(Q_{a,b}) \subset Q^-_{a+b+c} \subset Q^-$$

(which hold for all $a, b, c \in \mathbb{N}$ and follow from Lemma 11) and the property that for any $A \in Q$ there exist $a, b \in \mathbb{N}$ satisfying $A \in Q_{a,b}$.

By Theorem 6(b), the transition operator $T$ is measurable with respect to the forward algebra $Q^+$. The assertion (d) of the theorem can be interpreted as an absorbing property of $Q^+$ with respect to the map $T^{-1}$ and the absorbing property of the backward algebra $Q^-$ with respect to the transition operator $T$.

4.3 Frequency preservation on the forward algebra

We will need the following enhancement of the nonresonance property for the matrix $L$ of the quantized linear $(R, L)$-system.

Definition 13 A nonsingular matrix $L \in \mathbb{R}^{n \times n}$ is said to be iteratively nonresonant if the corresponding matrix $L_\infty \in \mathbb{R}^{\infty \times n}$, associated with $L$ by (4.10), is nonresonant in the sense of Definition 8.

Since the matrix $L$ is nonsingular, then the iterative nonresonance property is equivalent to the rational independence of the rows of the matrix

$$\begin{bmatrix}
I_n \\
L \\
\vdots \\
L^N
\end{bmatrix} \in \mathbb{R}^{n(N+1) \times n}$$

30
for every $N \in \mathbb{N}$, where $\mathcal{L}_N^+$ is the matrix given by (4.15). Therefore, $L$ is iteratively nonresonant if and only if so is $L^{-1}$. Also note that iteratively nonresonant matrices $L \in \mathbb{R}^{n \times n}$ do exist. Moreover, iteratively resonant matrices $L$ (which are not iteratively nonresonant) form a set of zero $n^2$-dimensional Lebesgue measure. Indeed, the set of such matrices $L \in \mathbb{R}^{n \times n}$ can be represented as a countable union

$$\bigcup_{N \geq 1} \bigcup_{u \in \mathbb{Z}^n \setminus \{0\}, v \in \mathbb{Z}^n} \Upsilon_{N,u,v}$$

of the following sets

$$\Upsilon_{N,u,v} := \left\{ L \in \mathbb{R}^{n \times n} : \det L \neq 0 \text{ and } \sum_{k=1}^{N} (L^T)^k u_k = v \right\},$$

where $u := \begin{bmatrix} u_1 \\ \vdots \\ u_N \end{bmatrix}$ is an $Nn$-dimensional vector partitioned into $n$-dimensional subvectors $u_1, \ldots, u_N$. Each of the sets $\Upsilon_{N,u,v}$ has zero $n^2$-dimensional Lebesgue measure which can be verified as follows. By assuming, without loss of generality, that $|u_N| = 1$, the Hilbert space $\mathbb{R}^{n \times n}$ (endowed with the Frobenius inner product of matrices [6]) can be split into the orthogonal sum $\mathbb{R}^{n \times n} = \text{span}(Z) \oplus Z^\perp$ of the one-dimensional subspace spanned by a nonzero idempotent matrix $Z := u_N u_N^T$ and the corresponding orthogonal complement $Z^\perp := \{ Y \in \mathbb{R}^{n \times n} : \text{Tr}(Y^T Z) = u_N^T Y u_N = 0 \}$ which is an $(n^2 - 1)$-dimensional hyperplane in $\mathbb{R}^{n \times n}$.

Now, by considering an $\mathbb{R}^n$-valued polynomial $h(X) := \sum_{k=1}^{N} X^k u_k - v$ for $X := Y + \lambda Z$, with $Y \in Z^\perp$, it follows that $h(Y + \lambda Z)$ is a polynomial of degree $N$ with respect to $\lambda \in \mathbb{R}$, with the leading coefficient $Z^N u_N = u_N u_N^T u_N = u_N \neq 0$ in view of the idempotence of $Z$. Therefore, the following integral with respect to the $(n^2 - 1)$-dimensional Lebesgue measure over the hyperplane $Z^\perp$ vanishes,

$$\text{mes}_{n^2} \Upsilon_{N,u,v} \leq \text{mes}_{n^2} \left\{ X \in \mathbb{R}^{n \times n} : h(X) = 0 \right\} \leq \int_{Z^\perp} \text{mes}_1 \left\{ \lambda \in \mathbb{R} : h(Y + \lambda Z) = 0 \right\} dY = 0$$

because the set, involved in the integrand, is finite (consisting of at most $N$ values of $\lambda$) and, thus, has zero one-dimensional Lebesgue measure for every matrix $Y \in Z^\perp$.

**Theorem 7** Suppose the matrix $L \in \mathbb{R}^{n \times n}$ of the quantized linear $(R, L)$-system is iteratively nonresonant. Then:

(a) the associated algebra $\mathcal{Q}$ in (4.12) consists of frequency measurable subsets of the lattice $\mathbb{Z}^n$;

(b) the backward and forward algebras $\mathcal{Q}^-$ and $\mathcal{Q}^+$ in (4.13) are independent in the sense that

$$\mathbf{F} \left( A \bigcap B \right) = \mathbf{F}(A) \mathbf{F}(B)$$

for all $A \in \mathcal{Q}^-$, $B \in \mathcal{Q}^+$;

(c) the transition operator $T$ in (4.2) preserves the frequency $\mathbf{F}$ on the forward algebra $\mathcal{Q}^+$:

$$\mathbf{F}(T^{-1}(A)) = \mathbf{F}(A) \quad \text{for all } A \in \mathcal{Q}^+. \quad (4.27)$$
Proof. The assertion (a) of the theorem follows from Theorem 4(a). The assertion (b) is a corollary from Theorem 4(b) since the matrices $L^-$ and $L^+$, defined by (4.11), are nonoverlapping submatrices of the matrix $L$ given by (4.10). We will now prove the assertion (c). Suppose $A \in Q^+$ is a fixed but otherwise arbitrary set from the forward algebra, and hence, $A$ is representable by (4.23) for $N \in \mathbb{N}$ and a Jordan measurable set $G \subset [0, 1)^{Nn}$. Then, as was obtained in the proof of Lemma 11(b), the set $T^{-1}(A)$ is given by (4.26), where $H \subset \mathbb{R}^{(N+1)n}$ is a Jordan measurable set defined by (4.25). Therefore, application of Theorem 3 (under the assumption that $L$ is iteratively nonresonant) yields

\begin{align*}
F(A) &= \text{mes}_{Nn}G, \quad (4.28) \\
F(T^{-1}(A)) &= \text{mes}_{(N+1)n} \left( V \cap (H + \mathbb{Z}^{(N+1)n}) \right), \quad (4.29)
\end{align*}

where $V$ is an arbitrary Lebesgue measurable cell in $\mathbb{R}^{(N+1)n}$. It will be convenient to use the set

$$V := R^{-1}(0) \times [0, 1)^{Nn} \quad (4.30)$$

which is a cell in $\mathbb{R}^{(N+1)n}$ in view of Lemma 5(d). From (4.25) and (4.30), it follows that the set on the right-hand side of (4.29) is representable as

$$K := V \cap (H + \mathbb{Z}^{(N+1)n}) = \left\{ \begin{bmatrix} u \\ v \end{bmatrix} : u \in R^{-1}(0), \ v \in W_u \right\},$$

where

$$W_u := [0, 1)^{Nn} \cap (L^+_N u + G + \mathbb{Z}^{Nn}). \quad (4.31)$$

Hence,

$$\text{mes}_{(N+1)n} K = \int_{R^{-1}(0)} \text{mes}_{Nn} W_u du. \quad (4.32)$$

Here, the integrand is identically constant since (4.31) and the above assumption that $G \subset [0, 1)^{Nn}$ imply that $\text{mes}_{Nn} W_u = \text{mes}_{Nn} G$ for all $u \in \mathbb{R}^n$. In combination with the equality $\text{mes}_n R^{-1}(0) = 1$, this reduces the integral in (4.32) to $\text{mes}_{(N+1)n} K = \text{mes}_{Nn} G$, and hence, (4.29) takes the form

$$F(T^{-1}(A)) = \text{mes}_{Nn} G. \quad (4.33)$$

In view of arbitrariness of the set $A \in Q^+$, comparison of (4.28) with (4.33) establishes (4.27), thus completing the proof of the theorem. □

Theorems 6 and 7 are illustrated by Fig. 2. In particular, in view of Theorem 7(b) (under the assumption that the matrix $L$ is iteratively nonresonant), $F(A) \in \{0, 1\}$ for all $A \in Q^- \cap Q^+$. Indeed, any set $A \in Q^- \cap Q^+$ is self-independent in the sense that $F(A) = F(A \cap A) = (F(A))^2$ and hence, $F(A)$ equals either zero or one. This is a version of Kolmogorov's zero-one law [14].

Theorem 6(b) and Theorem 7(c) show that, under the iterative nonresonance assumption on $L$, the quadruple $(\mathbb{Z}^n, Q^+, F, T)$ can be regarded as a dynamical system with an invariant finitely additive probability measure $F$, which can be studied from the viewpoint of ergodic theory. In particular, Theorem 11 in the next section establishes a mixing property for this quadruple.

An ergodic theoretic result is provided by Theorem 8 below. Note that the transition operator $T$ preserves the frequency $F$ on the forward algebra $Q^+$, and this property does not necessarily
Figure 2: The associated algebra \( Q \) is invariant under the transition operator \( T \) and its set-valued inverse \( T^{-1} \). The backward algebra \( Q^- \) and the forward algebra \( Q^+ \) are invariant under \( T \) and \( T^{-1} \), respectively. Under the assumption that the matrix \( L \) is iteratively nonresonant, the algebra \( Q \) is contained by the class \( S \) of frequency measurable subsets of \( \mathbb{Z}^n \). The map \( T \) is frequency preserving and mixing on \( Q^+ \). The algebra \( Q^- \cap Q^+ \) consists of trivial sets whose frequencies are either zero or one.

Theorem 8 Suppose the matrix \( L \in \mathbb{R}^{n \times n} \) of the quantized linear \((R, L)\)-system is iteratively nonresonant. Then:

(a) for any element \( A \in Q \) of the associated algebra \( Q \) in (4.12), there exists a limit

\[
\hat{F}(A) = \lim_{k \to +\infty} F(T^{-k}(A));
\]

(b) the functional \( \hat{F} : Q \to [0, 1] \) is a finitely additive probability measure on \((\mathbb{Z}^n, Q)\) and satisfies

\[
\hat{F}(T^{-1}(A)) = \hat{F}(A) \leq \hat{F}(T(A)) \quad \text{for all } A \in Q;
\]

(c) the measures \( \hat{F} \) and \( F \) coincide on the forward algebra (4.13),

\[
\hat{F}(A) = F(A) \quad \text{for all } A \in Q^+.
\]

Proof. In order to prove the assertion (a) of the theorem, we fix an arbitrary \( A \in Q \). The absorbing property of the forward algebra \( Q^+ \) with respect to \( T^{-1} \) from Theorem 6(d) implies that there exists \( N \in \mathbb{N} \) such that \( T^{-k}(A) \in Q^+ \) for all \( k \geq N \). Hence, from the frequency preservation property of the transition operator \( T \) on \( Q^+ \), established in Theorem 7(c), it follows...
that $F(T^{-k}(A)) = F(T^{-N}(A))$ for all $k \geq N$, which implies the convergence (4.34). In order
to prove the assertion (b), we note that the property that $\hat{F}$ is a finitely additive probability
measure on $(\mathbb{Z}^n, \mathcal{Q})$ follows from that of the functional $F \circ T^{-k} : \mathcal{Q} \to [0,1]$ for any $k \in \mathbb{N}$. The equality in (4.35) follows from the definition of $\hat{F}$. The inequality in (4.35) can be obtained
by using the inclusion $A \subset T^{-1}(T(A))$ for any $A \subset \mathbb{Z}^n$. Indeed, by combining this inclusion with the properties of $\hat{F}$ established above, it follows that
$$\hat{F}(A) \leq \hat{F}(T^{-1}(T(A))) = \hat{F}(T(A))$$
for any $A \in \mathcal{Q}$. Finally, the assertion (c) is proved by noting that (4.36) follows from the
measurability and frequency preservation properties of the transition operator $T$ with respect to
the forward algebra $\mathcal{Q}^+$ (see Theorem 6(b) and Theorem 7(c)), which completes the proof of
the theorem. $lacksquare$

4.4 Independence and uniform distribution of quantization errors

We will now apply the frequency-based analysis on quasiperiodic subsets of the lattice $\mathbb{Z}^n$ to
the deviation of trajectories of the quantized linear $(\mathbb{R}, L)$-system from those of the original
linear system with a nonsingular matrix $L \in \mathbb{R}^{n \times n}$. In one step of the system dynamics, such
deviation is described by a map $E : \mathbb{Z}^n \to R^{-1}(0)$ defined by
$$E(x) := Lx - T(x) \quad (4.37)$$
More generally, for any $k \in \mathbb{N}$, the deviation of trajectories of the systems in $k$ steps of their
evolution can be expressed as
$$L^N x - T^N(x) = \sum_{k=1}^{N} L^{N-k} E_k(x) \quad (4.38)$$
in terms of maps $E_k : \mathbb{Z}^n \to R^{-1}(0)$ defined by
$$E_k := E \circ T^{k-1}. \quad (4.39)$$

Definition 14 The map $E_k : \mathbb{Z}^n \to R^{-1}(0)$, defined by (4.37) and (4.39), is called the $k$th
quantization error.

Also, for any $N \in \mathbb{N}$, we define a map $E_N : \mathbb{Z}^n \to (R^{-1}(0))^N$ which is formed from the
first $N$ quantization errors as
$$E_N := \begin{bmatrix} E_1 \\ \vdots \\ E_N \end{bmatrix}. \quad (4.40)$$

Lemma 12 For any $N \in \mathbb{N}$, there exists a map $g_N : \mathbb{R}^{Nn} \to (R^{-1}(0))^N$ such that
(a) the map $E_N$ in (4.40) is representable as
$$E_N = g_N \circ \mathcal{L}_{N}^+, \quad (4.41)$$
where the matrix $\mathcal{L}_{N}^+ \in \mathbb{R}^{Nn \times n}$ is given by (4.15);
(b) the map $g_N$ is unit periodic with respect to its $Nn$ variables;
(c) $g_N$ is mes$_{Nn}$-continuous;
(d) $g_N$ is a mes$_{Nn}$-preserving bijection of the set $(R^{-1}(0))^N$ onto itself.
Proof. We will carry out the proof by induction on \( N \). By recalling (4.2), it follows that the first quantization error \( E_1 = E \) in (4.37) is representable as

\[
E_1 = E = g \circ L,
\]  

(4.42)

where the map \( g : \mathbb{R}^n \to R^{-1}(0) \) is given by

\[
g(u) = u - R(u).
\]  

(4.43)

In view of the commutation property (4.1) and Jordan measurability of the set \( R^{-1}(0) \), the map \( g \) is unit periodic with respect to its \( n \) variables and is mes\(_n\)-continuous. Furthermore, \( g \) maps the set \( R^{-1}(0) \) identically onto itself and hence, preserves the \( n \)-dimensional Lebesgue measure on this set. Therefore, the map \( g \) in (4.43) indeed satisfies the conditions (a)–(d) of the lemma for \( N = 1 \). Now, assume that the assertion of the lemma holds for some \( N \in \mathbb{N} \). Consider the next map \( E_{N+1} : \mathbb{Z}^n \to (R^{-1}(0))^{N+1} \) in (4.40):

\[
E_{N+1} = \begin{bmatrix} E_N \\ E_{N+1} \end{bmatrix}.
\]  

(4.44)

From (4.38), it follows that

\[
T^N(x) = L^N x - \sum_{k=1}^{N} L^{N-k} E_k(x),
\]

which, in combination with (4.42) and (4.43), leads to

\[
E_{N+1}(x) := E(T^N(x)) = g(L^{N+1} x - F_N E_N(x)),
\]  

(4.45)

where the matrix \( F_N \in \mathbb{R}^{N \times n} \) is given by

\[
F_N := \begin{bmatrix} L^N & \ldots & L \end{bmatrix}.
\]

In view of (4.41), the representation (4.45) implies that

\[
E_{N+1} = h_N \circ L_{N+1}^+, \tag{4.46}
\]

where the map \( h_N : \mathbb{R}^{(N+1)n} \to R^{-1}(0) \) is defined by

\[
h_N(u) := g \left( u_{N+1} - F_N g_N \begin{bmatrix} u_1 \\ \vdots \\ u_N \end{bmatrix} \right), \quad u := \begin{bmatrix} u_1 \\ \vdots \\ u_{N+1} \end{bmatrix},
\]  

(4.47)

where the vector \( u \in \mathbb{R}^{(N+1)n} \) is partitioned into subvectors \( u_1, \ldots, u_{N+1} \in \mathbb{R}^n \). By substituting (4.46) into (4.44) and recalling (4.41), it follows that \( E_{N+1} = g_{N+1} \circ L_{N+1}^+ \), where the map \( g_{N+1} : \mathbb{R}^{(N+1)n} \to (R^{-1}(0))^{N+1} \) is given by

\[
g_{N+1}(u) := \begin{bmatrix} g_N \left( \begin{bmatrix} u_1 \\ \vdots \\ u_N \end{bmatrix} \right) \\ h_N(u) \end{bmatrix}.
\]  

(4.48)
Note that the map $g_{N+1}$ is the skew product \( \text{[12][15]} \) of the maps $g_N$ and $h_N$. From the properties of the map $g$ in (4.43), it follows that the map $h_N$ in (4.47) is unit periodic with respect to its $(N + 1)n$ variables (which are the entries of the vectors $u_1, \ldots, u_{N+1}$) and is $\text{mes}(N+1)n$-continuous. Moreover, for any fixed subvectors $u_1, \ldots, u_N \in \mathbb{R}^n$, the map

\[
h_N \left( \begin{bmatrix} u_1 \\ \vdots \\ u_N \\ \bullet \end{bmatrix} \right) : \mathbb{R}^n \to R^{-1}(0),
\]

which is obtained in (4.47) from $g$ by translating the argument, is unit periodic in its $n$ variables, $\text{mes}_n$-continuous and bijectively maps the set $R^{-1}(0)$ onto itself, preserving the $n$-dimensional Lebesgue measure on this set. Therefore, the map $g_{N+1}$ in (4.48) is unit periodic in its $(N + 1)n$ variables, $\text{mes}_{(N+1)n}$-continuous and bijectively maps the set $(R^{-1}(0))^{N+1}$ onto itself. The property that $g_{N+1}$ preserves the $(N + 1)n$-dimensional Lebesgue measure is established by a similar reasoning as for the skew products of measure preserving automorphisms. This completes the induction step and the proof of the lemma.

**Theorem 9** Suppose the matrix $L$ is iteratively nonresonant. Then the quantization errors $E_k$ in (4.39) are mutually independent, uniformly distributed on the set $R^{-1}(0)$ and are measurable with respect to the forward algebra $Q^+$. More precisely, for any $N \in \mathbb{N}$, the map $E_N$ in (4.40) is $\text{mes}_{Nn}$-distributed over the set $(R^{-1}(0))^N$, and the algebra $S_{E_N}$, generated by this map, coincides with the algebra $Q^+_N$ given by (4.47).

**Proof.** For a fixed but otherwise arbitrary $N \in \mathbb{N}$, let $g_N : \mathbb{R}^n \to (R^{-1}(0))^N$ be the map satisfying the conditions (a)–(d) of Lemma [12] and constructed in the proof of the lemma. Then (4.41) implies that

\[
E_N^{-1}(B) = \{ x \in \mathbb{Z}^n : L^+_N x \in g_N^{-1}(B) \}
\]

for any set $B \subset (R^{-1}(0))^N$. For what follows, $B$ is assumed to be Jordan measurable. Now, since $R^{-1}(0)$ is a Jordan measurable cell in $\mathbb{R}^n$, then, in view of Lemma [5](d), the set $(R^{-1}(0))^N$ is a Jordan measurable cell in $\mathbb{R}^{Nn}$. In combination with the condition (b) of Lemma [12] this implies that $g_N^{-1}(B)$ is a translation invariant subset of $\mathbb{R}^{Nn}$ which, in view of Lemma [6](b), is representable as

\[
g_N^{-1}(B) = G + \mathbb{Z}^{Nn},
\]

with

\[
G := (R^{-1}(0))^N \bigcap g_N^{-1}(B).
\]

Due to the condition (c) of Lemma [12] the set $G$ is Jordan measurable. Therefore, from (4.49) and (4.50), it follows that

\[
E_N^{-1}(B) = Q_{Nn}(G, L^+_N),
\]

and hence, this set is $L^+_N$-quasiperiodic. By Theorem [3] under the iterative nonresonance assumption on $L$, the set $E_N^{-1}(B)$ is frequency measurable, with

\[
F(E_N^{-1}(B)) = \text{mes}_{Nn}G.
\]
By recalling (4.51) and the $\text{mes}_{Nn}$-preserving property of the map $g_N$ (see the condition (d) of Lemma 12), it follows that $\text{mes}_{Nn}G = \text{mes}_{Nn}B$ and hence, (4.53) takes the form

$$F(\mathcal{E}_N^{-1}(B)) = \text{mes}_{Nn}B.$$  

Since the last equality holds for an arbitrary Jordan measurable set $B \subset (R^{-1}(0))^N$, then the map $\mathcal{E}_N$ is indeed $\text{mes}_{Nn}$-distributed (that is, uniformly distributed) over the set $(R^{-1}(0))^N$.

Finally, by using the property that $g_N$ bijectively maps the set $(R^{-1}(0))^N$ onto itself (see the condition (d) of Lemma 12), it follows that for any Jordan measurable set $G \subset (R^{-1}(0))^N$, there exists a Jordan measurable set $B \subset (R^{-1}(0))^N$ which represents $G$ by (4.51). In combination with (4.52), this implies that the inclusion $S_{\mathcal{E}_N} \subset Q^+_N$ is, in fact, an equality $S_{\mathcal{E}_N} = Q^+_N$, which completes the proof of the theorem.

**Theorem 10** Suppose the matrix $L \in \mathbb{R}^{n \times n}$ of the quantized linear $(R, L)$-system is iteratively nonresonant. Then the algebras $S_{E_k}$, generated by the quantization errors $\mathcal{E}_k$ in (4.39), are representable as

$$S_{E_k} = T^{-(k-1)}(Q_1^+) \subset Q_k^+ \quad \text{for all } k \in \mathbb{N},$$  

and are mutually independent in the sense that for any $N \in \mathbb{N}$ and any sets $A_k \in S_{E_k}$, $1 \leq k \leq N$,

$$F\left(\bigcap_{k=1}^N A_k\right) = \prod_{k=1}^N F(A_k).$$  

**Proof.** The equality in (4.54) is obtained by using the definition (4.39) and the relation $S_E = Q_1^+$ which was established in the proof of Theorem 9. The inclusion in (4.54) follows from Lemma 11(b). We will now prove the mutual independence of the algebras generated by the quantization errors. To this end, suppose $N \in \mathbb{N}$, and let $A_k \in S_{E_k}$ be arbitrary elements of the corresponding algebras, representable as

$$A_k = E_k^{-1}(G_k) = \mathcal{E}_k^{-1}((R^{-1}(0))^{k-1} \times G_k), \quad k = 1, \ldots, N,$$  

where $G_k$ are Jordan measurable subsets of $R^{-1}(0)$, and use is made of the maps $\mathcal{E}_k$ defined by (4.40). Then application of Theorem 9 leads to

$$F(A_k) = \text{mes}_{kn}((R^{-1}(0))^{k-1} \times G_k) = \text{mes}_nG_k,$$  

where the rightmost equality also follows from the frequency preservation property of the transition operator $T$ on the forward algebra $Q^+$. On the other hand, the intersection of the sets $A_k$ in (4.56) is representable as

$$\bigcap_{k=1}^N A_k = \mathcal{E}_N^{-1}(G_1 \times \ldots \times G_N)$$  

and hence, by Theorem 9 its frequency takes the form

$$F\left(\bigcap_{k=1}^N A_k\right) = \text{mes}_{Nn}(G_1 \times \ldots \times G_N) = \prod_{k=1}^N \text{mes}_nG_k.$$  
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A comparison of (4.58) with (4.57) leads to (4.55), which completes the proof of the theorem.

In addition to extending the results of [18] on the asymptotic distribution of roundoff errors, Theorems 9 and 10 clarify the role of the forward algebra $Q^+$. More precisely, under the assumption that $L$ is iteratively nonresonant, $Q^+$ is the minimal algebra containing all the mutually independent algebras $S_{E_k}$ of frequency measurable quasiperiodic subsets of the lattice, generated by the quantization errors for $k \in \mathbb{N}$. Equivalently, the forward algebra describes events which pertain to the deviation of positive semitrajectories of the quantized linear system from those of the original system over finite time intervals (which will be considered in Section 4.5).

The following theorem is a corollary from Theorem 9 and develops an ergodic theoretic point of view for the quantized linear $(R, L)$-system, for which, as mentioned before, the restriction of the frequency $F$ to the forward algebra $Q^+$ is an invariant finitely additive probability measure.

**Theorem 11** Suppose the matrix $L \in \mathbb{R}^{n \times n}$ is iteratively nonresonant. Then the quadruple $(\mathbb{Z}^n, Q^+, F, T)$ satisfies the mixing property

$$\lim_{k \to +\infty} F \left( T^{-k}(A) \cap B \right) = F(A)F(B), \quad A, B \in Q^+. \quad (4.59)$$

**Proof.** Let $A, B \in Q^+$ be fixed but otherwise arbitrary elements of the forward algebra. Then there exists $N \in \mathbb{N}$ such that $A, B \in Q^+_N$, where the algebra $Q^+_N$ is defined by (4.17). Hence, in view of Theorem 9, the sets $A$ and $B$ are representable as

$$A = E_N^{-1}(G), \quad B = E_N^{-1}(H) \quad (4.60)$$

for some Jordan measurable sets $G, H \subset (R^{-1}(0))^N$. From the definitions (4.39) and (4.40), it follows that

$$E_N \circ T^k = \begin{bmatrix} E_{k+1} \\ \vdots \\ E_{k+N} \end{bmatrix}$$

for any $k \geq 0$. In combination with the first of the equalities in (4.60), this implies that the set

$$T^{-k}(A) = (E_N \circ T^k)^{-1}(G) = \left\{ x \in \mathbb{Z}^n : \begin{bmatrix} E_{k+1}(x) \\ \vdots \\ E_{k+N}(x) \end{bmatrix} \in G \right\}$$

belongs to the algebra $\bigvee_{i=1}^N S_{E_{k+i}}$ generated by the quantization errors $E_{k+1}, \ldots, E_{k+N}$. Since for every $k \geq N$, the maps $E_N$ and $\begin{bmatrix} E_{k+1} \\ \vdots \\ E_{k+N} \end{bmatrix}$ are formed from nonoverlapping sets of quantization errors, they induce mutually independent algebras. Hence, by recalling the second equality from (4.60), it follows that

$$F \left( T^{-k}(A) \cap B \right) = F(T^{-k}(A))F(B) = F(A)F(B).$$
Since the last two equalities hold for any \( k \geq N \), they imply the convergence \((4.59)\), thus completing the proof.

Note that the proof of Theorem 11 establishes a stronger result: under the assumption that \( L \) is iteratively nonresonant, the algebras \( Q_N^+ \) and \( T^{-k}(Q_N^+) \) are mutually independent for all \( N \in \mathbb{N} \) and \( k \geq N \), and hence, by the version of Kolmogorov’s zero-one law of Section 4.3, the algebra \( Q_N^+ \cap T^{-k}(Q_N^+) \) consists of trivial subsets of the lattice whose frequencies are either zero or one.

### 4.5 Distribution of the deviation of positive semitrajectories of the quantized linear and supporting systems

For what follows, we define an affine map \( T_* : \mathbb{R}^n \to \mathbb{R}^n \) by

\[
T_*(x) := Lx - \mu, \quad (4.61)
\]

where

\[
\mu := \int_{R^{-1}(0)} u \, du \quad (4.62)
\]

is the mean vector of the uniform probability distribution over the cell \( R^{-1}(0) \).

**Definition 15** For the quantized linear \((R, L)\)-system, the dynamical system in \( \mathbb{R}^n \) with the transition operator \( T_* \) given by \((4.61)\) is referred to as the supporting system.

For every \( N \in \mathbb{N} \), we introduce a deviation map \( \delta_N : \mathbb{Z}^n \to \mathbb{R}^n \), which describes the deviation between the \( N \)th iterates of the quantized and supporting systems as

\[
\delta_N(x) := T_N^*(x) - T^N(x) = \sum_{k=1}^{N} L^{N-k}(E_k(x) - \mu). \quad (4.63)
\]

Also, we define another map \( \xi_N : \mathbb{Z}^n \to \mathbb{R}^n \) by

\[
\xi_N(x) := x - T_{-N}(T^N(x)) = \sum_{k=1}^{N} L^{-k}(E_k(x) - \mu). \quad (4.64)
\]

The maps \( \delta_N \) and \( \xi_N \) are related to each other by a linear transformation

\[
\delta_N = L^N \xi_N \quad (4.65)
\]

and satisfy recurrence equations

\[
\delta_N = L \delta_{N-1} + E_N - \mu, \quad \xi_N = \xi_{N-1} + L^{-N}(E_N - \mu) \quad (4.66)
\]

for all \( N \in \mathbb{N} \), with initial conditions \( \delta_0 = \xi_0 = 0 \).

For every \( N \in \mathbb{N} \), the map \( \xi_N \) in \((4.64)\) is an affine function of the first \( N \) quantization errors. Hence, in view of Lemma 4 and Theorem 9 for any iteratively nonresonant matrix \( L \), a map \( \Xi_N : \mathbb{Z}^n \to \mathbb{R}^{Nn} \) defined by

\[
\Xi_N := \begin{bmatrix}
\xi_1 \\
\vdots \\
\xi_N \\
\end{bmatrix} = \begin{bmatrix}
L^{-1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
L^{-1} & \cdots & L^{-N} \\
\end{bmatrix} \begin{bmatrix}
E_1 - \mu \\
\vdots \\
E_N - \mu \\
\end{bmatrix},
\]
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is uniformly distributed over the set
\[
\begin{bmatrix}
L^{-1} & 0 \\
\vdots & \ddots \\
L^{-1} & \cdots & L^{-N}
\end{bmatrix} (R^{-1}(0) - \mu)^N
\]
with constant probability density function (PDF) \( \det L^{\frac{N(N+1)}{2}} \) with respect to mes\(_{Nn}\). Moreover, the corresponding algebra \( S_{\Xi N} \) coincides with the algebra \( Q^+_N \) defined by (4.17).

Therefore, the maps \( \delta_N \) and \( \xi_N \) can be regarded as \( \mathbb{R}^n \)-valued random vectors on the probability space \((\mathbb{Z}^n, Q^+, F)\). From (4.66) and the mutual independence and uniform distribution of the quantization errors, it follows that the sequence \( (\delta_N)_{N\geq 1} \) has the structure of a homogeneous Markov chain, whilst \( (\xi_N)_{N\geq 1} \) is a non-homogeneous Markov chain with independent increments (whose average values are zero since \( A(E_k) = \mu \) in view of (4.62)). We will use these properties in Section 5.2 in order to establish a functional central limit theorem for the sequence \( (\xi_N)_{N\geq 1} \) for a class of quantized linear systems.

### 4.6 Distribution of the deviation of negative semitrajectories of the quantized linear and supporting systems

For any \( k \in \mathbb{N} \), the preimage
\[
T^{-k}(x) := \{ y \in \mathbb{Z}^n : T^k(y) = x \}
\]
of a point \( x \in \mathbb{Z}^n \) is a finite (possibly empty) subset of the lattice \( \mathbb{Z}^n \). The set-valued sequence \( (T^{-k}(x))_{k\geq 1} \) describes a negative semitrajectory of the quantized linear \((R, L)\)-system, and its fragment
\[
T^{-1}(x), \ldots, T^{-N}(x)
\]
is a basin of attraction of depth \( N \) for the point \( x \). The aim of this subsection is to study the deviation of negative semitrajectories of the quantized linear \((R, L)\)-system from those of the supporting system introduced in the previous section. To this end, we define yet another dynamical system on \( \mathbb{Z}^n \) with the transition operator \( \tilde{T} : \mathbb{Z}^n \to \mathbb{Z}^n \) given by
\[
\tilde{T}(x) := R(\mu + T^{-1}_*(x)),
\]
where \( \mu \) is the mean vector from (4.62), and \( T_* \) is the transition operator of the supporting system in (4.61) with the inverse
\[
T^{-1}_*(x) = L^{-1}(x + \mu).
\]

Therefore, the map \( \tilde{T} \) in (4.68) is representable as
\[
\tilde{T} = \tilde{R} \circ L^{-1},
\]
where \( \tilde{R} : \mathbb{R}^n \to \mathbb{Z}^n \) is a quantizer given by
\[
\tilde{R}(u) := R(u + (I_n + L^{-1})\mu).
\]

**Definition 16** For the quantized linear \((R, L)\)-system, the quantized linear \((\tilde{R}, L^{-1})\)-system

with the quantizer \( \tilde{R} \) in (4.70), is called the compensating system.
Note that the map \((R, L) \mapsto (\tilde{R}, L^{-1})\) is an involution in the sense that the compensating system for the quantized linear \((\tilde{R}, L^{-1})\)-system coincides with the quantized linear \((R, L)\)-system.

We will now define quantization errors \(\tilde{E}_k : \mathbb{Z}^n \to \tilde{R}^{-1}(0)\) for the compensating system in a similar fashion to the quantization errors \(E_k\) for the quantized linear \((R, L)\)-system in Section 4.4:

\[
\tilde{E}_k := \tilde{E} \circ \tilde{T}^{k-1}, \quad k = 1, 2, 3, \ldots, \tag{4.71}
\]

where

\[
\tilde{E}(x) := L^{-1}x - \tilde{T}(x). \tag{4.72}
\]

The quantization errors \(\tilde{E}_k\) of the compensating system take values in the cell \(\tilde{R}^{-1}(0)\) which, in view of (4.70), is given by

\[
\tilde{R}^{-1}(0) = R^{-1}(0) - (I_n + L^{-1})\mu. \tag{4.73}
\]

**Theorem 12** Suppose the matrix \(L \in \mathbb{R}^{n \times n}\) is iteratively nonresonant. Then:

(a) the quantization errors \(\tilde{E}_k\) of the compensating system in (4.71) are mutually independent, uniformly distributed on the cell \(\tilde{R}^{-1}(0)\) in (4.73) and are measurable with respect to the backward algebra \(Q^-\) given by (4.13). More precisely, for any \(N \in \mathbb{N}\), the map \(\tilde{E}_N : \mathbb{Z}^n \to (\tilde{R}^{-1}(0))^N\), defined by

\[
\tilde{E}_N := \begin{bmatrix} \tilde{E}_1 \\ \vdots \\ \tilde{E}_N \end{bmatrix}, \tag{4.74}
\]

is mes\(_{\mathbb{N}^n}\)-distributed, and the algebra \(S_{\tilde{E}_N}\), generated by this map, coincides with the algebra \(Q_{\tilde{E}_N}^-\) defined in (4.17);

(b) the algebras, generated by the quantization errors of the compensating system, are representable as \(S_{\tilde{E}_k} = \tilde{T}^{-(k-1)}(Q_1^-) \subset Q_k^-\) for all \(k \in \mathbb{N}\), and are mutually independent.

**Proof.** It was remarked in Section 4.3 that if the matrix \(L\) is iteratively nonresonant then so is its inverse \(L^{-1}\). Therefore, the assertions of the theorem can be established by applying Theorems 9 and 10 to the compensating system. \(\blacksquare\)

Now, for any \(N \in \mathbb{N}\), we define a set-valued map \(\Sigma_N : \mathbb{Z}^n \to 2^{\mathbb{Z}^n}\) by using the transition operator \(\tilde{T}\) of the compensating system as

\[
\Sigma_N(x) := T^{-N}(x) - \tilde{T}^N(x). \tag{4.75}
\]

This allows the preimage \(T^{-N}(x)\) of a point \(x \in \mathbb{Z}^n\) to be represented as the translation of the set \(\Sigma_N(x) \subset \mathbb{Z}^n\) by the vector \(\tilde{T}^N(x) \in \mathbb{Z}^n:\n\]

\[
T^{-N}(x) = \tilde{T}^N(x) + \Sigma_N(x). \tag{4.76}
\]

In particular, for \(N = 0\), the definition (4.75) implies that the set \(\Sigma_0(x)\) is a singleton consisting of the origin:

\[
\Sigma_0(x) = \{0\}. \tag{4.77}
\]
In view of this initial condition, it follows by induction that the sets $\Sigma_N(x)$ in (4.75) satisfy the recurrence equation

$$\Sigma_N(x) = \mathbb{Z}^n \cap (\mathcal{E}_N(x) + L^{-1}(\Sigma_{N-1}(x) + R^{-1}(0))), \quad N \in \mathbb{N}. \quad (4.78)$$

Indeed, by using (4.75), (4.76) and recalling the first quantization error $\mathcal{E}$ from (4.72), it follows that

$$\Sigma_N(x) = \left(\mathbb{Z}^n \cap (L^{-1}(T^{-(N-1)}(x) + R^{-1}(0)))\right) - \mathcal{E}_N(x)$$

$$= \left(\mathbb{Z}^n \cap (L^{-1}(\mathcal{E}_N(x)) + \Sigma_{N-1}(x) + R^{-1}(0))\right) - \mathcal{E}_N(x)$$

$$= \left(\mathbb{Z}^n \cap (\mathcal{E}_N(x)) + L^{-1}(\Sigma_{N-1}(x) + R^{-1}(0))\right)$$

$$= \mathbb{Z}^n \cap (\mathcal{E}_N(x) + L^{-1}(\Sigma_{N-1}(x) + R^{-1}(0)))$$

for any $N \in \mathbb{N}$. For what follows, we add the empty subset of the lattice to the class $\Pi$ in (2.1) and denote by

$$\tilde{\Pi} := \{A \subset \mathbb{Z}^n : \#A < +\infty\} = \Pi \cup \{\emptyset\} \quad (4.79)$$

the class of finite subsets of $\mathbb{Z}^n$. Also, we define a function $\Delta : \tilde{\Pi}^2 \to [0, 1]$ which maps a pair of such sets $A$ and $B$ to

$$\Delta(B \mid A) = \text{mes}_n \left\{ u \in \mathbb{R}^{-1}(0) : \mathbb{Z}^n \cap (u + L^{-1}(A + R^{-1}(0))) = B \right\}. \quad (4.80)$$

Note that $\sum_{B \in \tilde{\Pi}} \Delta(B \mid A) = 1$ for any $A \in \tilde{\Pi}$, and hence, the function $\Delta(\cdot \mid A) : \tilde{\Pi} \to [0, 1]$ describes a conditional probability mass function on the class $\tilde{\Pi}$ (which is a denumerable set).

**Theorem 13** Suppose the matrix $L$ is iteratively nonresonant. Then the sequence of the set-valued maps $\Sigma_N : \mathbb{Z}^n \to \tilde{\Pi}$ defined by (4.75) is a homogeneous Markov chain with respect to the filtration $\{\mathcal{Q}_N\}_{N \geq 1}$ formed from the algebras in (4.17) with the transition kernel $\Delta(\cdot \mid \cdot)$ in (4.80). More precisely, for any $N \in \mathbb{N}$ and any finite subsets $B_1, \ldots, B_N$ of the lattice $\mathbb{Z}^n$ (that is, elements of the class $\tilde{\Pi}$ in (4.79)),

$$\bigcap_{k=1}^N \Sigma_k^{-1}(B_k) = \{x \in \mathbb{Z}^n : \Sigma_k(x) = B_k \text{ for all } k = 1, \ldots, N\} \in \mathcal{Q}_N^{-}$$

and

$$\mathbf{F} \left(\bigcap_{k=1}^N \Sigma_k^{-1}(B_k)\right) = \prod_{k=1}^N \Delta(B_k \mid B_{k-1})$$

with $B_0 := \{0\}$. 
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Proof. From (4.77) and (4.78), it follows by induction that for any $N \in \mathbb{N}$, the map $\Sigma_N$ in (4.75) is representable as

$$\Sigma_N = \rho_N \circ \tilde{\mathcal{E}}_N.$$  

(4.81)

Here, $\tilde{\mathcal{E}}_N$ is the map defined by (4.74) and $\rho_N : (\tilde{R}^{-1}(0))^N \rightarrow \tilde{\Pi}$ is a $\text{mes}_{N\mu}$-continuous map satisfying the recurrence equation

$$\rho_N(u) = \mathbb{Z}^n \cap \left( u_N + L^{-1} \left( \rho_{N-1} \left( \begin{bmatrix} u_1 \\ \vdots \\ u_{N-1} \end{bmatrix} \right) + R^{-1}(0) \right) \right),$$  

(4.82)

where the vector $u := \begin{bmatrix} u_1 \\ \vdots \\ u_N \end{bmatrix} \in (\tilde{R}^{-1}(0))^N$ is partitioned into $n$-dimensional subvectors $u_1, \ldots, u_N \in R^{-1}(0)$, and the initial condition $\rho_0 = \{0\}$ is used. The assertions of the theorem can now be obtained from the representation (4.81) and the recurrence relation (4.82) by using Lemma 4 and Theorem 12.

The relation (4.76) implies that

$$T^{-N}(x) - T^{-N}_{\ast}(x) = \Sigma_N(x) - \tilde{\delta}_N(x),$$  

(4.83)

where the maps $\tilde{\delta}_N : \mathbb{Z}^n \rightarrow \mathbb{R}^n$ are defined by

$$\tilde{\delta}_N := T^{-N}_{\ast} - \tilde{T}^N = \sum_{k=1}^{N} L^{k-N} (\tilde{E}_k + L^{-1}\mu)$$

and satisfy the recurrence equation

$$\tilde{\delta}_N = L^{-1}\tilde{\delta}_{N-1} + \tilde{E}_N + L^{-1}\mu, \quad N = 1, 2, 3, \ldots,$$

with the initial condition $\tilde{\delta}_0 = 0$. This equation is similar to the first of the recurrence relations (4.66).

Therefore, the importance of Theorems 12 and 13 consists in representing the deviation (4.83) as the Minkowski sum of two sequences driven by mutually independent and uniformly distributed quantization errors of the compensating system: the $n$-dimensional sequence $\tilde{\delta}_N(x)$ and the set-valued sequence $\Sigma_N(x)$ which are homogeneous Markov chains with respect to the filtration $\{Q_N\}_{N \geq 1}$ formed from the algebras (4.17).

This clarifies the role of the backward algebra $\mathcal{Q}^-$ defined by (4.13): while the forward algebra $\mathcal{Q}^+$ is formed from events which pertain to the deviation of positive semitrajectories of the quantized linear $(R, L)$-system and the supporting system (see Section 4.5), the backward algebra $\mathcal{Q}^-$ describes events related to the deviation of negative semitrajectories of these systems.

Now, for any $k \in \mathbb{N}$, we define a function $\nu_k : \mathbb{Z}^n \rightarrow \mathbb{Z}_+$ by

$$\nu_k(x) := \#T^{-k}(x) = \#\Sigma_k(x)$$  

(4.84)

The corresponding map $\mathcal{N}_N := \begin{bmatrix} \nu_1 \\ \vdots \\ \nu_N \end{bmatrix} : \mathbb{Z}^n \rightarrow \mathbb{Z}^N_+$ describes the cardinality structure of the basin of attraction (4.67). From Theorem 13 (under the assumption that the matrix $L$ is
iteratively nonresonant), it follows that for any \( N \in \mathbb{N} \), the map \( N_N \) is distributed and \( S_{N_N} \subset Q^-_N \).

**Theorem 14** Suppose the matrix \( L \) is iteratively nonresonant. Then the following functions, obtained by rescaling (4.84) as

\[
\tilde{\nu}_N := |\det L|^N \nu_N : \mathbb{Z}^n \to \mathbb{R}_+ , \tag{4.85}
\]

form a martingale \([14]\) with respect to the filtration \( \{Q^-_N\}_{N \geq 1} \) of the algebras (4.17) in the sense that

\[
A(\tilde{\nu}_{N+1} I_A) = A(\tilde{\nu}_N I_A) \quad \text{for all } N \in \mathbb{N}, \ A \in Q^-_N . \tag{4.86}
\]

**Proof.** Since, by Theorem 13, the sequence \( (\Sigma_N)_{N \geq 1} \) of the set-valued maps (4.75) is a homogeneous Markov chain with respect to the filtration \( \{Q^-_N\}_{N \geq 1} \) with the transition probabilities (4.80), the statement of Theorem 14 will be proved if we show that

\[
\sum_{B \in \tilde{\Pi}} \Delta(B | A) \#B = \#A \quad \text{for all } A \in \tilde{\Pi} . \tag{4.87}
\]

To this end, we will first prove that if \( V, G \subset \mathbb{R}^n \) are Lebesgue measurable and \( V \) is a cell, then

\[
\int_V \#(\mathbb{Z}^n \cap (u + G)) du = \text{mes}_n G . \tag{4.88}
\]

Indeed,

\[
\int_V \#(\mathbb{Z}^n \cap (u + G)) du = \int_V \sum_{z \in \mathbb{Z}^n} I_{u+G}(z) du = \sum_{z \in \mathbb{Z}^n} \int_V I_G(z-u) du = \sum_{z \in \mathbb{Z}^n} \text{mes}_n (G \cap (z-V)) = \text{mes}_n (G \cap (\mathbb{Z}^n - V)) = \text{mes}_n G .
\]

A combination of (4.80) and (4.88) allows the sum on the left-hand side of (4.87) to be represented as

\[
\sum_{B \in \tilde{\Pi}} \Delta(B | A) \#B = \int_{R^{-1}(0)} \#(\mathbb{Z}^n \cap (u + L^{-1}(A + R^{-1}(0)))) du = \text{mes}_n (L^{-1}(A + R^{-1}(0))) = \frac{\text{mes}_n (A + R^{-1}(0))}{|\det L|} . \tag{4.89}
\]

Since \( R^{-1}(0) \) is a cell in \( \mathbb{R}^n \) and \( A \) is a finite subset of \( \mathbb{Z}^n \), then \( \text{mes}_n (A + R^{-1}(0)) = \#A \). Hence, the right-hand side of (4.89) leads to that of (4.87), which completes the proof of the theorem.



The martingale property (4.86) of the rescaled functions (4.85) established by Theorem 14 implies that (under the assumption that \( L \) is iteratively nonresonant) the average values of the functions (4.84) can be computed as \( A(\nu_k) = |\det L|^{-k} \) for all \( k \in \mathbb{N} \).

In order to provide another corollary from Theorem 13 we will now consider the set \( T^N(\mathbb{Z}^n) \) of those points of \( \mathbb{Z}^n \) which are reachable in \( N \) iterates of the transition operator \( T \). These reachability sets satisfy

\[
T^{N+1}(\mathbb{Z}^n) \subset T^N(\mathbb{Z}^n) = \{ x \in \mathbb{Z}^n : \nu_N(x) > 0 \} \quad \text{for all } N \in \mathbb{N} . \tag{4.90}
\]
Theorem 15 Suppose the matrix $L$ is iteratively nonresonant. Then for any $N \in \mathbb{N}$, the frequency of the $N$th reachability set in (4.90) can be computed as

$$F(T^N(Z^n)) = H_N(\{0\})$$

in terms of functions $H_N : \Pi \rightarrow [0, 1]$ which are governed by the following linear recurrence equation

$$H_N(A) = \sum_{B \in \Pi} \Delta(B | A)H_{N-1}(B)$$

for all $A \in \Pi$, with the initial condition $H_0 = 1$, where $\Delta(\cdot | \cdot)$ is the Markov transition kernel from (4.80).

Proof. The assertion of the theorem follows from Theorem 13 and from the property that $\emptyset$ is an absorbing state of the set-valued Markov chain $(\Sigma_N)_{N \geq 1}$ in its state space $\tilde{\Pi}$ defined by (4.79). 

From Theorem 15 it follows that, under the assumption that the matrix $L$ is iteratively nonresonant,

$$F(T(Z^n)) = H_1(\{0\}) = 1 - \Delta(\emptyset | \{0\}),$$

where

$$\Delta(\emptyset | \{0\}) = \text{mes}_n \left\{ u \in \tilde{R}^{-1}(0) : Z^n \cap (u + L^{-1}R^{-1}(0)) = \emptyset \right\}$$

is the frequency of the set $Z^n \setminus T(Z^n)$ of “holes” in $Z^n$ (not reachable for $T$) which quantifies nonsurjectivity of the transition operator $T$. Moreover, since the relation (4.91) involves only the first iterate of $T$, it remains valid if the nonsingular matrix $L$ is resonant (that is, not necessarily iteratively nonresonant), with $T(Z^n)$ being a frequency measurable $L^{-1}$-quasiperiodic subset of $Z^n$.

5 Quantized linear systems: neutral case

5.1 The class of quantized linear systems being considered

We will now consider a particular class of quantized linear $(R, L)$-systems on the integer lattice $Z^n$ of even dimension $n := 2r$, with the matrix $L \in \mathbb{R}^{n \times n}$ being similar to an orthogonal matrix:

$$L := \sum_{k=1}^{r} U_k J_k V_k.$$  \hspace{1cm} (5.1)

Here, $U_k \in \mathbb{R}^{n \times 2}$ and $V_k \in \mathbb{R}^{2 \times n}$ are the blocks of a nonsingular matrix $U \in \mathbb{R}^{n \times n}$ and its inverse,

$$U := [U_1 \ldots U_r], \quad U^{-1} := \begin{bmatrix} V_1 \\ \vdots \\ V_r \end{bmatrix},$$  \hspace{1cm} (5.2)

and

$$J_k := \begin{bmatrix} \cos \theta_k & -\sin \theta_k \\ \sin \theta_k & \cos \theta_k \end{bmatrix}$$  \hspace{1cm} (5.3)
are the matrices of planar rotation by angles $\theta_k \in (0, 2\pi)$. The matrix $L$, given by (5.1)–(5.3), has $r$ two-dimensional invariant subspaces $U_k \mathbb{R}^2$. For what follows, we assume that the spectrum of $L$ is nondegenerate, that is, its eigenvalues $e^{\pm i\theta_k}$, $1 \leq k \leq r$, are all pairwise different.

Note that, for any given nonsingular matrix $U \in \mathbb{R}^{n \times n}$, those vectors $\theta := (\theta_k)_{1 \leq k \leq r} \in (0, 2\pi)^r$, for which the corresponding matrix $L$ in (5.1)–(5.3) is iteratively resonant, form a set of $r$-dimensional Lebesgue measure zero. Indeed, the set of such vectors $\theta$ is representable as a countable union

$$
\bigcup_{N \geq 1} \bigcup_{u \in \mathbb{Z}^N \setminus \{0\}, v \in \mathbb{Z}^n} \Theta_{N,u,v}
$$

of the sets

$$
\Theta_{N,u,v} := \Theta_{N,u,v}^{(1)} \times \ldots \times \Theta_{N,u,v}^{(r)},
$$

where

$$
\Theta_{N,u,v}^{(k)} := \left\{ \theta_k \in (0, 2\pi) : \sum_{\ell=1}^N J_k^{-\ell} U_k^T u_\ell = U_k v \right\}.
$$

Here, the vector $u$ is partitioned into $n$-dimensional subvectors $u_1, \ldots, u_N$. For any $N \in \mathbb{N}$, $u \in \mathbb{Z}^N \setminus \{0\}$ and $v \in \mathbb{Z}^n$, there exists at least one value of the index $k = 1, \ldots, r$ such that the set $\Theta_{N,u,v}^{(k)}$ consists of real roots of a nonconstant trigonometric polynomial and hence, is finite. Therefore, each of the sets $\Theta_{N,u,v}$ has zero $r$-dimensional Lebesgue measure and so does their countable union.

Hence, for any given nonsingular matrix $U \in \mathbb{R}^{n \times n}$, the matrix $L$, described by (5.1)–(5.3), is iteratively nonresonant and has a nondegenerate spectrum for $\text{mes}_r$-almost all vectors $\theta \in (0, 2\pi)^r$ of rotation angles.

Since the eigenvalues of the matrix $L$ have unit modulus (and hence, the linear dynamical system $x \mapsto Lx$ is marginally stable), the corresponding quantized linear $(\mathbb{R}, L)$-system will be called neutral.

### 5.2 A functional central limit theorem for the deviation of positive semi-trajectories of the quantized linear and supporting systems

In what follows, we will need a technical lemma which is given below for completeness of exposition.

**Lemma 13** Suppose the matrix $L \in \mathbb{R}^{n \times n}$, given by (5.1)–(5.3), has a nondegenerate spectrum. Then, for any real positive definite symmetric matrix $\Psi$ of order $n$, the following convergence holds:

$$
\Phi := \lim_{N \to +\infty} \left( \frac{1}{N} \sum_{\ell=1}^N L^{-\ell} \Psi (L^{-\ell})^T \right) = \frac{1}{2} \sum_{k=1}^r \sigma_k^2 U_k U_k^T,
$$

where

$$
\sigma_k := \sqrt{\text{Tr}(V_k \Psi V_k^T)}.
$$
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Proof. For any $N \in \mathbb{N}$, let

$$
\Phi_N := \frac{1}{N} \sum_{\ell=1}^{N} L^{-\ell} \Psi(L^{-\ell})^T \tag{5.6}
$$

denote the matrix whose convergence is considered in (5.4). By using (5.1)–(5.2), this matrix can be represented as

$$
\Phi_N = \sum_{j,k=1}^{r} U_j \Phi_{j,k}^{(N)} U_k^T, \tag{5.7}
$$

where

$$
\Phi_{j,k}^{(N)} := \frac{1}{N} \sum_{\ell=1}^{N} J_j^{-\ell} \Psi_{j,k} J_k^{\ell}, \tag{5.8}
$$

and

$$
\Psi_{j,k} := V_j \Psi V_k^T. \tag{5.9}
$$

Each of the planar rotation matrices in (5.3) is representable as

$$
J_k = W \left[ \begin{array}{cc} e^{i\theta_k} & 0 \\ 0 & e^{-i\theta_k} \end{array} \right] W^*, \tag{5.10}
$$

where $(\cdot)^*$ denotes the complex conjugate transpose, and

$$
W := \frac{1}{\sqrt{2}} \left[ \begin{array}{cc} 1 & 1 \\ -i & i \end{array} \right]. \tag{5.11}
$$

Substitution of (5.10) into (5.8) leads to

$$
\Phi_{j,k}^{(N)} = W (F_{j,k}^{(N)} \odot (W^* \Psi_{j,k} W)) W^*, \tag{5.12}
$$

where $\odot$ denotes the Hadamard product of matrices [6], and

$$
F_{j,k}^{(N)} = \frac{1}{N} \sum_{\ell=1}^{N} \left[ e^{-i\ell\theta_j} \right] \left[ e^{-i\ell\theta_k} \right]^*. \tag{5.13}
$$

Under the assumption that the spectrum of the matrix $L$ is nondegenerate, the following convergence holds:

$$
\lim_{N \to +\infty} F_{j,k}^{(N)} = \begin{cases} I_2 & \text{for } j = k, \\ 0 & \text{for } j \neq k. \end{cases} \tag{5.14}
$$

A straightforward verification leads to the property of the matrix $W$ in (5.11) that

$$
W (I_2 \odot (W^* F W)) W^* = \frac{\text{Tr} F}{2} I_2, \tag{5.15}
$$

for any real symmetric $(2 \times 2)$-matrix $F$. Now, from (5.7) and (5.12)–(5.15), it follows that

$$
\lim_{N \to +\infty} \Phi_N = \frac{1}{2} \sum_{k=1}^{r} U_k U_k^T \text{Tr} \Psi_{k,k}. \tag{5.16}
$$

In view of (5.5), (5.6) and (5.9), the convergence (5.16) is equivalent to (5.4), which completes the proof of the lemma. \[\square\]
Note that the matrix \( \Phi \), given by (5.4) and (5.5), is symmetric, positive definite and satisfies \( L\Phi L^T = \Phi \). The latter property implies the orthogonality of the matrix \( \Phi^{-1/2}L\sqrt{\Phi} \), where \( \sqrt{\Phi} \in \mathbb{R}^{n \times n} \) is a (not necessarily symmetric) matrix square root of \( \Phi \) (satisfying \( \sqrt{\Phi}(\sqrt{\Phi})^T = \Phi \)) with the inverse \( \Phi^{-1/2} := (\sqrt{\Phi})^{-1} \). It will be convenient to use the following matrix square root of \( \Phi \):

\[
\sqrt{\Phi} := \frac{1}{\sqrt{2}} \begin{bmatrix} \sigma_1 U_1 & \ldots & \sigma_r U_r \end{bmatrix}
\]

which satisfies

\[
\Phi^{-1/2}L\sqrt{\Phi} = \begin{bmatrix} J_1 & 0 \\ \vdots & \ddots \\ 0 & J_r \end{bmatrix} = J.
\]  

(5.18)

Now, let the matrix \( \Psi \in \mathbb{R}^{n \times n} \) in Lemma 13 be the covariance matrix of the uniform distribution over the set \( R^{-1}(0) \):

\[
\Psi := \int_{R^{-1}(0)} (u - \mu)(u - \mu)^T du,
\]

(5.19)

where \( \mu \) is the mean vector from (4.62). The matrix \( \Psi \) is symmetric and positive definite. Its nonsingularity follows from the property that \( R^{-1}(0) \) is a cell in \( \mathbb{R}^n \) and hence, can not be contained by an \( (n-1) \)-dimensional hyperplane.

By using the matrix \( \Phi \in \mathbb{R}^{n \times n} \) expressed through (5.4) in terms of the matrix \( \Psi \) in (5.19), and recalling (4.64), we will now define, for arbitrary \( N \in \mathbb{N} \) and \( t \in [0,1] \), a map \( W_{N,t} : \mathbb{Z}^n \rightarrow \mathbb{R}^n \) by

\[
W_{N,t} := \frac{1}{\sqrt{N}} \Phi^{-1/2} \left( \xi_{[Nt]} + \{Nt\} \left( \xi_{[Nt]} - \xi_{[Nt]} \right) \right).
\]

(5.20)

Here, \([\cdot]\) denotes the ceiling function, and \( t \) plays the role of a continuous time variable. For any fixed \( N \in \mathbb{N} \) and \( x \in \mathbb{Z}^n \), the map \( W_{N,\bullet}(x) : [0,1] \rightarrow \mathbb{R}^n \) is a continuous piecewise linear function which satisfies

\[
W_{N,\frac{k}{N}}(x) = \frac{1}{\sqrt{N}} \Phi^{-1/2} \xi_k(x), \quad k = 0,\ldots,N.
\]

Hence, the map \( W_{N,t} \) in (5.20) generates a map \( \widetilde{W}_N : \mathbb{Z}^n \rightarrow C \) which maps a point \( x \in \mathbb{Z}^n \) to the function \( W_{N,\bullet}(x) \) belonging to the complete separable metric space

\[
C := C_0([0,1], \mathbb{R}^n)
\]

(5.21)

of continuous functions \( f : [0,1] \rightarrow \mathbb{R}^n \) satisfying \( f(0) = 0 \). The space \( C \) is endowed in a standard fashion with the uniform norm \( ||f|| := \max_{t \in [0,1]} |f(t)| \) and the corresponding Borel \( \sigma \)-algebra \( B_C \).

Under the assumptions that the matrix \( L \) is iteratively nonresonant and has a nondegenerate spectrum, the family \( \{W_{N,t} : t \in [0,1]\} \) of the maps (5.20) can be regarded, for any given \( N \in \mathbb{N} \), as an \( \mathbb{R}^n \)-valued random process on the probability space \( (\mathbb{Z}^n,\mathcal{Q}^+,\mathbb{P}) \). This follows from the property (which can be obtained by using Theorem 9) that for any \( p \in \mathbb{N} \) and any reals \( 0 < t_1 < \ldots < t_p \leq 1 \), the map

\[
\tilde{\Omega}_{N,t_1,\ldots,t_p} : \begin{bmatrix} W_{N,t_1} \\ \vdots \\ W_{N,t_p} \end{bmatrix} : \mathbb{Z}^n \rightarrow \mathbb{R}^m
\]

(5.22)
is distributed with a countably additive probability measure $D_{N,t_1,...,t_p}$ on $(\mathbb{R}^{pn}, \mathcal{B}^{pn})$ (with $\mathcal{B}^{pn}$ the $\sigma$-algebra of Borel subsets of $\mathbb{R}^{pn}$), and the algebra induced by this map is contained by the algebra $\mathcal{Q}^+_N$ given by (4.17). The probability measures $D_{N,t_1,...,t_p}$ satisfy the compatibility conditions of A.N.Kolmogorov [14] and are the finite-dimensional distributions of the process (5.20).

On the other hand, under the above mentioned assumptions on matrix $L$, for any $N \in \mathbb{N}$, the map $\tilde{W}_N : \mathbb{Z}^n \to C$, specified by (5.20), is distributed with a countably additive probability measure $D_N$ on $(C, \mathcal{B}_C)$, and the algebra induced by this map is again contained by $\mathcal{Q}^+_N$. Therefore, the map $\tilde{W}_N$ can be regarded as a random element on the probability space $(\mathbb{Z}^n, \mathcal{Q}^+, \mathbb{P})$ with values in the metric space $C$. The relationship between the probability measures $D_N$ and $D_{N,t_1,...,t_p}$ is described in terms of the cylinder sets as

\[ D_{N,t_1,...,t_p}(B) = \tilde{D}_N \left\{ f \in C : \begin{bmatrix} f(t_1) \\ \vdots \\ f(t_p) \end{bmatrix} \in B \right\} \]

for all $B \in \mathcal{B}^{pn}$.

We will now establish a functional central limit theorem for the map $\tilde{W}_N$, that is, the weak convergence of the probability measure $\tilde{D}_N$ as $N \to +\infty$, to the countably additive probability measure $\mathcal{W}$ on $(C, \mathcal{B}_C)$ corresponding to the $n$-dimensional standard Wiener process. This will be carried out using the standard scheme [11]: first, the weak convergence of the finite-dimensional distributions $D_{N,t_1,...,t_p}$ of the random process (5.20) to those of the standard Wiener process will be proved; then it will be shown that the sequence of probability measures $(D_N)_{N \geq 1}$ satisfies the Prokhorov criterion of relative compactness in the topology of weak convergence of probability measures on $(C, \mathcal{B}_C)$.

**Lemma 14** Suppose the matrix $L$ in (5.1)–(5.3) is iteratively nonresonant and has a nondegenerate spectrum. Then the finite-dimensional distributions of the random process (5.20) weakly converge to those of the $n$-dimensional standard Wiener process as $N \to +\infty$. More precisely, for any $p \in \mathbb{N}$, any reals $t_0 := 0 < t_1 < \ldots < t_p \leq 1$ (5.23) and any Jordan measurable set $B \subset \mathbb{R}^{pn}$, the distribution of the map $\mathcal{U}_{N,t_1,...,t_p}$ in (5.22) satisfies

\[
\lim_{N \to +\infty} \mathbb{P}\left\{ x \in \mathbb{Z}^n : \mathcal{U}_{N,t_1,...,t_p}(x) \in B \right\} = (2\pi)^{-pn/2} \prod_{k=1}^{p} (t_k - t_{k-1})^{-n/2} \\
\times \int_B \exp \left( -\frac{1}{2} \sum_{k=1}^{p} \frac{|u_k - u_{k-1}|^2}{t_k - t_{k-1}} \right) \, du_1 \times \ldots \times du_p,
\]

(5.24)

where $u_0 := 0$.

**Proof.** Let the numbers $p \in \mathbb{N}$ and $t_1, \ldots, t_p$ in (5.23) be fixed but otherwise arbitrary. Then, for any $N \geq \frac{1}{\min_{1 \leq k \leq p}(t_k - t_{k-1})}$, the distribution $D_{N,t_1,...,t_p}$ of the map $\mathcal{U}_{N,t_1,...,t_p}$ in (5.22) is absolutely continuous with respect to $\mu_{n,p}$. Hence, for any such $N$, the following equality holds for any Jordan measurable set $B \subset \mathbb{R}^{pn}$:

\[
\mathbb{P}\left\{ x \in \mathbb{Z}^n : \mathcal{U}_{N,t_1,...,t_p}(x) \in B \right\} = D_{N,t_1,...,t_p}(B).
\]
Therefore, the assertion of the lemma will be proved if we establish the weak convergence of the probability measure $D_{N,t_1,...,t_p}$ to the joint distribution of the values of the $n$-dimensional standard Wiener process at the moments of time (5.23). In view of the property that the sequence $(\xi_k)_{k\geq 1}$ of the maps (4.64) has independent increments, this task reduces to proving the weak convergence of the distribution $D_N$ of the map

$$W_{N,1} = \frac{1}{\sqrt{N}} \Phi^{-1/2} \xi_N = \frac{1}{\sqrt{N}} \Phi^{-1/2} \sum_{k=1}^{N} L^{-k}(E_k - \mu) : \mathbb{Z}^n \rightarrow \mathbb{R}^n$$  

(5.25)

to the $n$-dimensional Gaussian measure $D$ with zero mean vector and the identity covariance matrix. The probability measure $D_N$ can be uniquely recovered from its characteristic function $\varphi_N : \mathbb{R}^n \rightarrow \mathbb{C}$ defined by

$$\varphi_N(u) := \int_{\mathbb{R}^n} e^{iu^T v} D_N(dv).$$  

(5.26)

From Theorem 9 and (5.25), it follows that

$$\varphi_N(u) = \prod_{k=1}^{N} \varphi \left( \frac{1}{\sqrt{N}} (\Phi^{-1/2} L^{-k})^T u \right),$$  

(5.27)

where $\varphi : \mathbb{R}^n \rightarrow \mathbb{C}$ is the characteristic function for the uniform distribution over the set $R^{-1}(0) - \mu$:

$$\varphi(v) := \int_{R^{-1}(0)} e^{i v^T (w - \mu)} dw.$$  

(5.28)

Note that the function (5.28) is infinitely differentiable with respect to $v \in \mathbb{R}^n$ and its asymptotic behaviour near the origin is

$$\varphi(v) = 1 - \frac{1}{2} \|v\|^2 + o(|v|^2) \quad \text{as} \quad v \rightarrow 0,$$  

(5.29)

where $\|v\|_\Psi := \sqrt{v^T \Psi v}$ denotes the Euclidean norm in $\mathbb{R}^n$ associated with the covariance matrix $\Psi$ in (5.19). By using (5.29), (5.27) and Lemma 13, it follows that

$$\lim_{N \rightarrow +\infty} \ln \varphi_N(u) = \frac{1}{2} \lim_{N \rightarrow +\infty} \left( \frac{1}{N} \sum_{k=1}^{N} \| (\Phi^{-1/2} L^{-k})^T u \|^2_\Psi \right)$$

$$= -\frac{1}{2} u^T \Phi^{-1/2} \lim_{N \rightarrow +\infty} \left( \frac{1}{N} \sum_{k=1}^{N} L^{-k} \Psi (L^{-k})^T \right) (\Phi^{-1/2})^T u = -\frac{|u|^2}{2}$$

holds for any $u \in \mathbb{R}^n$, and hence, $\lim_{N \rightarrow +\infty} \varphi_N(u) = e^{-\frac{|u|^2}{2}}$. The latter limit implies that $D_N$ converges weakly to the standard normal distribution $D$ in $\mathbb{R}^n$ as $N \rightarrow +\infty$, and the lemma is proved.

In order to formulate the functional central limit theorem below, we will now define the subalgebra

$$\tilde{B}_C := \left\{ B \in B_C : \mathcal{W}(\partial B) = 0 \text{ and } \tilde{D}_N(\partial B) = 0 \text{ for all sufficiently large } N \in \mathbb{N} \right\}$$  

(5.30)

of the algebra of $\mathcal{W}$-continuous Borel subsets of the metric space (5.21) (as before, $\mathcal{W}$ denotes the Wiener measure on $(C, B_C)$).
Theorem 16 Suppose the matrix $L$ in (5.1)–(5.3) is iteratively nonresonant and has a non-degenerate spectrum. Then, for any $B \in \mathcal{B}_C$,

$$\lim_{N \to +\infty} F \left\{ x \in \mathbb{Z}^n : \tilde{W}_N(x) \in B \right\} = \mathcal{W}(B).$$

(5.31)

Proof. For any element $B \in \tilde{\mathcal{B}}_C$ of the algebra (5.30) and for all sufficiently large $N \in \mathbb{N}$, the set $\tilde{W}^{-1}_N(B) = \left\{ x \in \mathbb{Z}^n : \tilde{W}_N(x) \in B \right\}$ is frequency measurable, and its frequency is given by $F(\tilde{W}^{-1}_N(B)) = \tilde{D}_N(B)$. Since every $B \in \tilde{\mathcal{B}}_C$ is a $\mathcal{W}$-continuous Borel subset of $C$, the relation (5.31) will follow from the weak convergence of the measure $\tilde{D}_N$ to $\mathcal{W}$ as $N \to +\infty$. Therefore, in view of Lemma [14] it remains to show that the sequence $(\tilde{D}_N)_{N \geq 1}$ satisfies the Prokhorov criterion of relative compactness in the topology of weak convergence of probability measures on $(C, \mathcal{B}_C)$. The latter task reduces to verifying the following condition (see, for example, [1] Theorem 8.4):

$$\inf_{\lambda > 1} \left( \lambda^2 \limsup_{N \to +\infty} \max_{0 \leq j \leq N} F \left\{ x \in \mathbb{Z}^n : \max_{j \leq k \leq N} \left| W_{N,j,N}^{-1}(x) - W_{N,k,N}^{-1}(x) \right| \geq \lambda \right\} \right) = 0. \quad (5.32)$$

To this end, let $N \in \mathbb{N}$, $0 \leq j \leq N$ and $\lambda > 1$ be fixed but otherwise arbitrary. Since, under the assumption that $L$ is iteratively nonresonant, the sequence of the maps (4.64) has mutually independent increments with zero average value, then a multidimensional version of [1] inequality (10.7)] leads to

$$F \left\{ x \in \mathbb{Z}^n : \max_{j \leq k \leq N} \left| W_{N,j,N}^{-1}(x) - W_{N,k,N}^{-1}(x) \right| \geq \lambda \right\}$$

$$= F \left\{ x \in \mathbb{Z}^n : \frac{1}{\sqrt{N}} \max_{j \leq k \leq N} \left| \Phi^{-1/2} \sum_{\ell=j+1}^k L^{-\ell} (E_\ell(x) - \mu) \right| \geq \lambda \right\}$$

$$\leq 2F \left\{ x \in \mathbb{Z}^n : \frac{1}{\sqrt{N}} \Phi^{-1/2} \sum_{\ell=j+1}^N L^{-\ell} (E_\ell(x) - \mu) \geq \lambda - \sqrt{2} \right\} \quad (5.33)$$

By applying the Chebyshev inequality [14] to the right-hand side of (5.33), it follows that, for any $\lambda > \sqrt{2}$,

$$F \left\{ x \in \mathbb{Z}^n : \frac{1}{\sqrt{N}} \Phi^{-1/2} \sum_{\ell=j+1}^N L^{-\ell} (E_\ell(x) - \mu) \geq \lambda - \sqrt{2} \right\}$$

$$\leq \frac{1}{N^2(\lambda - \sqrt{2})^4} A \left( \Phi^{-1/2} \sum_{\ell=j+1}^N L^{-\ell} (E_\ell - \mu) \right)^4. \quad (5.34)$$

The fourth moment on the right-hand side of (5.34) can be estimated by using the mutual independence and uniform distribution of the quantization errors over the set $R^{-1}(0)$. From the
orthogonality of the matrix \((5.18)\) and from \((5.19)\), it follows that

\[
A \left( \left| \Phi^{-1/2} \sum_{\ell=j+1}^{N} L^{-\ell} (E_{\ell} - \mu) \right|^4 \right) = A \left( \left| \sum_{\ell=j+1}^{N} J^{-\ell} \Phi^{-1/2} (E_{\ell} - \mu) \right|^4 \right)
\]

\[
= (N - j) \int_{R^{-1}(0)} \left| \Phi^{-1/2} (u - \mu) \right|^4 \, du + (N - j)(N - j - 1)(\text{Tr } \Upsilon)^2
\]

\[
+ 2 \sum_{j+1 \leq m \leq N} \text{Tr} \left( \Upsilon J^{m+1} \Upsilon J^{m-\ell} \right)
\]

\[
\leq N \int_{R^{-1}(0)} \left| \Phi^{-1/2} (u - \mu) \right|^4 \, du + N^2 K, \quad (5.35)
\]

where the parameter \(K := (\text{Tr } \Upsilon)^2 + 2\text{Tr} (\Upsilon^2)\) is associated with an auxiliary matrix \(\Upsilon := \Phi^{-1/2} \Psi (\Phi^{-1/2})^T\). The relations \((5.33)\)–\((5.35)\) lead to the inequality

\[
\limsup_{N \to +\infty} \max_{0 \leq j \leq N} \left\{ x \in \mathbb{Z}^n : \max_{j \leq k \leq N} \left| W_{N,j,N}(x) - W_{N,k,N}(x) \right| \geq \lambda \right\} \leq \frac{2K}{(\lambda - \sqrt{2})^4} \quad (5.36)
\]

which holds for any \(\lambda > \sqrt{2}\). Since the right-hand side of \((5.36)\) is \(o(\lambda^{-2})\) as \(\lambda \to +\infty\), this inequality establishes \((5.32)\), which, in view of the above discussion, implies the assertion of the theorem.

\[\blacktriangleleft\]

**Theorem 17** Suppose the matrix \(L\) in \((5.1)\)–\((5.3)\) is iteratively nonresonant and has a nondegenerate spectrum. Then the distribution of the map

\[
\frac{1}{\sqrt{N}} \Phi^{-1/2} \delta_N : \mathbb{Z}^n \to \mathbb{R}^n
\]

(\(\text{where use is made of } (4.63), (5.4) \text{ and } (5.19)\)) weakly converges to the \(n\)-dimensional Gaussian measure with the zero mean vector and identity covariance matrix as \(N \to +\infty\). More precisely, for any Jordan measurable set \(B \subset \mathbb{R}^n\),

\[
\lim_{N \to +\infty} \Phi \left\{ x \in \mathbb{Z}^n : \frac{1}{\sqrt{N}} \Phi^{-1/2} \delta_N(x) \in B \right\} = (2\pi)^{-n/2} \int_B e^{-\frac{|u|^2}{2}} \, du. \quad (5.38)
\]

**Proof.** The linear bijection \((4.65)\) between the maps \((4.63)\) and \((4.64)\) allows the map \((5.37)\) to be represented as

\[
\frac{1}{\sqrt{N}} \Phi^{-1/2} \delta_N = \frac{1}{\sqrt{N}} \Phi^{-1/2} L_N \xi_N = J_N W_{N,1}, \quad (5.39)
\]

where use is made of \((5.18)\) and \((5.25)\). Therefore, the map in \((5.37)\) is \(D_N \circ J^{-N}\)-distributed, where \(D_N\) is the distribution of the map \(W_{N,1}\). Hence, for any Jordan measurable \(B \subset \mathbb{R}^n\), the frequency of the set on the left-hand side of \((5.38)\) coincides with \(D_N(J^{-N} B)\). Therefore, the assertion of the theorem can be proved by establishing the weak convergence of the probability measure \(D_N \circ J^{-N}\) to the \(n\)-dimensional Gaussian measure \(D\) with the zero mean vector and identity covariance matrix as \(N \to +\infty\). For this purpose, we will use the weak convergence of
Due to orthogonality of the matrix $J$ in (5.18), the functions $f_N$ have the same Lipschitz continuity constant as the function $f$. Therefore, in view of the Arzela-Ascoli theorem, for any $\varepsilon > 0$, the restrictions of these functions to a ball $B_\varepsilon := \{ u \in \mathbb{R}^n : |u| \leq \frac{1}{\varepsilon} \}$ form a totally bounded set
\[ \{ f_N|_{B_\varepsilon} : N \in \mathbb{N} \} \] in the Banach space $C(B_\varepsilon, \mathbb{R})$ of continuous functions on the ball. Hence, there exist $N_\varepsilon \in \mathbb{N}$, a surjective map $\nu_\varepsilon : \mathbb{N} \rightarrow \{ 1, 2, \ldots, N_\varepsilon \}$ and a finite $\varepsilon$-net
\[ \{ f^{(\varepsilon)}_k : 1 \leq k \leq N_\varepsilon \} \subset C(B_\varepsilon, \mathbb{R}) \] for the set (5.41) satisfying
\[ \sup_{N \geq 1, u \in B_\varepsilon} |f_N(u) - f^{(\varepsilon)}_{\nu_\varepsilon(N)}(u)| \leq \varepsilon. \] (5.43)

Now, recalling (5.39) and (5.40), consider the following integrals
\[ A \left( f \left( \frac{1}{\sqrt{N}} \Phi^{-1/2} \delta_N \right) \right) = \int_{\mathbb{R}^n} f(u)(D_N \circ J^{-N})(du) \]
\[ = \int_{B_\varepsilon} f_N(u)D_N(du) + \int_{\mathbb{R}^n \setminus B_\varepsilon} f_N(u)D_N(du). \] (5.44)

In view of the weak convergence of $D_N$ to $D$, the rightmost integral in (5.44) can be bounded asymptotically as
\[ \limsup_{N \to +\infty} \left| \int_{\mathbb{R}^n \setminus B_\varepsilon} f_N(u)D_N(du) \right| \leq (1 - D(B_\varepsilon)) \| f \|, \] (5.45)

where $\| f \| := \sup_{u \in \mathbb{R}^n} |f(u)|$ is the uniform norm of $f$. A combination of the same weak convergence with (5.43) leads to
\[ \liminf_{N \to +\infty} \int_{B_\varepsilon} f_N(u)D_N(du) \geq \min_{1 \leq k \leq N_\varepsilon} \int_{B_\varepsilon} f^{(\varepsilon)}_k(u)D(du) - \varepsilon. \] (5.46)

On the other hand, from (5.43) and the rotational invariance of the Gaussian measure $D$, it follows that
\[ \min_{1 \leq k \leq N_\varepsilon} \int_{B_\varepsilon} f^{(\varepsilon)}_k(u)D(du) \geq \min_{N \geq 1} \int_{B_\varepsilon} f_N(u)D(du) - \varepsilon = \int_{B_\varepsilon} f(u)D(du) - \varepsilon. \] (5.47)

A combination of (5.46) with (5.47) yields $\liminf_{N \to +\infty} \int_{B_\varepsilon} f_N(u)D_N(du) \geq \int_{B_\varepsilon} f(u)D(du) - 2\varepsilon$. Hence, in view of (5.45), it follows that
\[ \liminf_{N \to +\infty} \int_{\mathbb{R}^n} f_N(u)D_N(du) \geq \int_{\mathbb{R}^n} f(u)D(du) - 2\left( \varepsilon + (1 - D(B_\varepsilon)) \| f \| \right). \]
The arbitrariness of \( \varepsilon > 0 \) in the latter inequality and the property \( \lim_{\varepsilon \to +0} D(B_\varepsilon) = 1 \) imply that

\[
\liminf_{N \to +\infty} \int_{\mathbb{R}^n} f_N(u)D_N(du) \geq \int_{\mathbb{R}^n} f(u)D(du).
\]

A similar reasoning leads to the inequality

\[
\limsup_{N \to +\infty} \int_{\mathbb{R}^n} f_N(u)D_N(du) \leq \int_{\mathbb{R}^n} f(u)D(du).
\]

A combination of the last two inequalities leads to the following convergence for the left-hand side of (5.44):

\[
\lim_{N \to +\infty} \int_{\mathbb{R}^n} f(u)(D_N \circ J^{-N})(du) = \int_{\mathbb{R}^n} f(u)D(du).
\] (5.48)

Since \( f : \mathbb{R}^n \to \mathbb{R} \) is an arbitrary bounded Lipschitz continuous function, then, in view of the well-known criterion [14] of the weak convergence of probability measures, (5.48) implies that \( D_N \circ J^{-N} \) weakly converges to \( D \) as \( N \to +\infty \), whence the assertion of the theorem follows.

\[\Box\]

**Theorem 18** Suppose the matrix \( L \) in (5.1)–(5.3) is iteratively nonresonant and has a nondegenerate spectrum. Then for any Jordan measurable set \( B \subset \mathbb{R}^+_r \),

\[
\lim_{N \to +\infty} \int_{\mathbb{R}^n} f(u)(D_N \circ J^{-N})(du) = \int_{\mathbb{R}^n} f(u)D(du).
\] (5.49)

where use is made of (4.63), (5.4) and (5.19), and \( \tau(\cdot) \) denotes the PDF for the largest Euclidean deviation of the two-dimensional standard Wiener process from the origin over the time interval \([0, 1]\).

**Proof.** By using (5.17) and (5.18), it follows that, for any \( 1 \leq j \leq r \) and \( 1 \leq k \leq N \),

\[
\sqrt{\frac{2}{N}} \sigma_j^{-1} V_j \delta_k = J_j^k \Pi_j W_{N, \frac{k}{N}},
\] (5.50)

where

\[
\Pi_j := \begin{bmatrix} 0_{2 \times (j-1)} & I_2 & 0_{2 \times (n-2j)} \end{bmatrix} \in \mathbb{R}^{2 \times n}
\] (5.51)

with \( 0_{p \times q} \) denoting the zero \((p \times q)\)-matrix. Since each of the rotation matrices \( J_j \) is orthogonal, (5.50) implies that

\[
\sqrt{\frac{2}{N}} \sigma_j^{-1} |V_j \delta_k| = \left| \Pi_j W_{N, \frac{k}{N}} \right|.
\] (5.52)

Note that the vector \( W_{N, t}(x) \) in (5.20) depends on the auxiliary time variable \( t \in [0, 1] \) in a continuous piece-wise linear fashion (it is a linear function of \( t \in [(k-1)/N, k/N] \) for any \( 1 \leq k \leq N \)). Therefore, it follows from (5.52) that

\[
\sqrt{\frac{2}{N}} \max_{1 \leq k \leq N} \left| \frac{V_j \delta_k}{\sigma_j} \right| = \max_{t \in [0, 1]} \left| \Pi_j W_{N, t} \right|.
\] (5.53)
Now, consider the vector-valued map
\[ \alpha_N := \sqrt{\frac{2}{N}} \left( \max_{1 \leq k \leq N} \left| V_j \delta_k \right| \right)_{1 \leq j \leq r} = \left( \max_{t \in [0,1]} |\Pi_j W_{N,t}| \right)_{1 \leq j \leq r} : \mathbb{Z}^n \to \mathbb{R}^r \] (5.54)
whose entries are described by (5.53). For any \( N \in \mathbb{N} \), this map is representable as the composition \( \alpha_N = \varphi \circ \tilde{W}_N \) of the map \( \tilde{W}_N : \mathbb{Z}^n \to C \) defined above and a Lipschitz continuous map \( \varphi : C \to \mathbb{R}^r_+ \) on the space (5.21) given by
\[ \varphi(f) := \left( \max_{t \in [0,1]} |\Pi_j f(t)| \right)_{1 \leq j \leq r}. \] (5.55)
The preimage \( \varphi^{-1}(B) \) of any Jordan measurable set \( B \subset \mathbb{R}^r_+ \) belongs to the algebra (5.30), and hence, application of Theorem 16 leads to \( \lim_{N \to +\infty} F(\alpha_N^{-1}(B)) = W(\varphi^{-1}(B)) \). The latter convergence implies (5.49) in view of (5.51), (5.54) and (5.55). Here, we have also used the property that the projections of the \( 2r \)-dimensional standard Wiener process onto \( r \) pairwise orthogonal two-dimensional subspaces are mutually independent two-dimensional standard Wiener processes.

5.3 An application to the rounded-off planar rotations

We will now apply the above results to a dynamical system on the two-dimensional lattice \( \mathbb{Z}^2 \), with which a celebrated problem on the rounded-off planar rotations [4, 11] is concerned. More precisely, consider the quantized linear \((R_*, L)\)-system, where \( R_* : \mathbb{R}^2 \to \mathbb{Z}^2 \) is the roundoff quantizer with
\[ R_*^{-1}(0) = \left[ -1/2, 1/2 \right]^2 \] (5.56)
(see Section 4.1), and
\[ L := \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \] (5.57)
is the matrix of rotation by angle \( \theta \in (0, 2\pi) \). This dynamical system, whose transition operator is given by
\[ T = R_* \circ L, \]
is a particular case of the neutral quantized linear systems described in Section 5.1. Indeed, the matrix \( L \) in (5.57) is of the form (5.1)–(5.3), with \( r = 1 \) and \( U = I_2 \). Note that the assumption for the matrix \( L \) to have a nondegenerate spectrum is equivalent to \( \theta \neq \pi \) which holds, for example, if \( \theta \in (0, \pi/2) \). Furthermore, it is assumed throughout this subsection that the rotation angle \( \theta \) belongs to the set
\[ \Theta := \{ \theta \in (0, \pi/2) : \text{the matrix } L \text{ in (5.57) is iteratively nonresonant} \}; \] (5.58)
see Section 4.3. As discussed in Section 5.1, the set \( \Theta \) is of full Lebesgue measure, and moreover, the set \((0, \pi/2) \setminus \Theta \) of “pathological” values of the rotation angle is countable. Also, \( \theta/\pi \) is irrational for any \( \theta \in \Theta \).

The following theorem provides corollaries from the corresponding results of the previous subsection and Section 4. For its formulation, we note that, in view of (5.56) and (5.57), the mean vector \( \mu \) in (4.62) vanishes,
\[ \mu = \int_{[-1/2,1/2]^2} u \, du = 0, \]
and hence, the supporting system with the transition operator in (4.61) coincides with the original linear system. Also note that the matrix \( \Phi \) in (5.4) and the covariance matrix \( \Psi \) in (5.19) for the uniform distribution over the square in (5.56) take the form

\[
\Phi = \Psi = \int_{[-1/2,1/2]^2} uu^T du = \frac{I_2}{12}.
\]

(5.59)

**Theorem 19**  Suppose the rotation angle \( \theta \) belongs to the set \( \Theta \) in (5.58). Then the quantized linear \((R_*, L)\)-system, specified by (5.56) and (5.57), satisfies the following properties:

(a) the quantization errors \( E_k \) given by (4.39) are mutually independent and uniformly distributed over the square \([-1/2,1/2]^2\). In particular,

\[
F \left( \bigcap_{k=1}^N E_k^{-1}(B_k) \right) = \prod_{k=1}^N \text{mes}_2 B_k
\]

holds for any \( N \in \mathbb{N} \) and any Jordan measurable subsets \( B_1, \ldots, B_N \) of the square;

(b) for any Jordan measurable set \( B \subset \mathbb{R}^2 \),

\[
\lim_{N \to +\infty} F \left\{ x \in \mathbb{Z}^2 : \sqrt{\frac{12}{N}}(L^N x - T^N(x)) \in B \right\} = \frac{1}{2\pi} \int_B e^{-|u|^2/2} du.
\]

(5.60)

In particular, for any \( \alpha \geq 0 \),

\[
\lim_{N \to +\infty} F \left\{ x \in \mathbb{Z}^2 : \sqrt{\frac{12}{N}}|L^N x - T^N(x)| > \alpha \right\} = e^{-\alpha^2/\pi};
\]

(5.61)

(c) for any \( \alpha \geq 0 \),

\[
\lim_{N \to +\infty} F \left\{ x \in \mathbb{Z}^2 : \sqrt{\frac{12}{N}} \max_{1 \leq k \leq N} |L^k x - T^k(x)| > \alpha \right\} = \int_0^{+\infty} \tau(u) du,
\]

where \( \tau : \mathbb{R}_+ \to \mathbb{R}_+ \) is the PDF of the largest Euclidean deviation of the two-dimensional standard Wiener process from the origin over the time interval \([0, 1]\);

(d) the cardinality of the preimage of a point under the transition operator \( T \) takes values 0, 1, 2 with the following frequencies

\[
F \left\{ x \in \mathbb{Z}^2 : \#T^{-1}(x) = k \right\} = \begin{cases} 
\beta & \text{for } k = 0 \\
1 - 2\beta & \text{for } k = 1 \\
\beta & \text{for } k = 2
\end{cases},
\]

(5.62)

where

\[
\beta := 1 - F(T(\mathbb{Z}^2)) = (\cos \theta + \sin \theta - 1)^2
\]

(5.63)

is the frequency of “holes” in the lattice \( \mathbb{Z}^2 \) which are not reachable for the system.
Proof. The assertion (a) of the theorem is a corollary from Theorem 9. The assertion (b) is established by noting that (5.60) follows from (5.59) and Theorem 17. The relation (5.61) can be obtained from (5.60) by using the fact that the squared Euclidean norm of a two-dimensional Gaussian random vector with zero mean and identity covariance matrix has the $\chi^2$-distribution with two degrees of freedom:

$$\frac{1}{2\pi} \int_{u \in \mathbb{R}^2: |u|^2 > \alpha} e^{-\frac{|u|^2}{2}} du = e^{-\frac{\alpha}{2}} \quad \text{for all } \alpha \geq 0.$$  

The assertion (c) follows from Theorem 18. The assertion (d) is a corollary from Theorems 13 and 15. Indeed, by using (4.80), it follows that

$$F \{ x \in \mathbb{Z}^2 : \# T^{-1}(x) = k \} = \text{mes}_2 \left\{ u \in [-1/2, 1/2)^2 : \# \left( \mathbb{Z}^2 \cap (u + L^{-1}[-1/2, 1/2)^2) \right) = k \right\}. \quad (5.64)$$

In combination with (4.91) and (4.92) (see also Fig. 3), the relation (5.64) leads to (5.62) and (5.63). 

Figure 3: Calculation of the frequency $F(\mathbb{Z}^2 \setminus T(\mathbb{Z}^2))$ of “holes” in the two-dimensional lattice $\mathbb{Z}^2$ which are not reachable for the rounded-off planar rotation with a generic angle $\theta$. This frequency is equal to the area $(\cos \theta + \sin \theta - 1)^2$ of the shaded square.

Unlike the statements (a)–(c) of Theorem 19, its assertion (d) involves only the first iterate of the transition operator $T$ and remains valid for nonresonant (that is, not necessarily iteratively nonresonant) matrices $L$ in (5.57); see Section 4.6. Since for the orthogonal $(2 \times 2)$-matrices, the nonresonance property is equivalent to irrationality of $e^{i\theta}$, then Theorem 19(d) holds, in particular, for $\theta = \frac{\pi}{6}$. In this case, the rational independence of the rows of the corresponding matrix

$$\begin{bmatrix} I_2 & \mathbf{L} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \sqrt{3}/2 & -1/2 \\ 1/2 & \sqrt{3}/2 \end{bmatrix}$$
can also be verified directly. For this rotation angle, a fragment of the reachability set $T(Z^2)$ is shown in Fig. 4. This is an example of a frequency measurable $L^{-1}$-quasiperiodic subset of the lattice, which is not spatially periodic. According to (5.63) of Theorem 19(d), the frequency of the reachability set is

$$F(T(Z^2)) = 1 - \left( \cos \frac{\pi}{6} + \sin \frac{\pi}{6} - 1 \right)^2 = \frac{\sqrt{3}}{2} = 0.8660...$$

(5.65)

The relative fraction of reachable points in the moderately large fragment of the lattice under consideration is $0.8659...$, with the relative error of the theoretical prediction in (5.65) being $0.015\%$.

Also note that, by Theorem 19(d), the frequency $\beta$ of “holes” for the rounded-off planar rotation in (5.63) asymptotically achieves its largest value $(\sqrt{2} - 1)^2 = 0.1716...$ for generic rotation angles $\theta$ approaching $\frac{\pi}{4}$. For such rotation angles, the transition operator $T$ manifests “minimal surjectivity”.

A comparison of the above discussed theoretical predictions with experimental results can also be found in [9], where the relative fraction of points in sufficiently large rectangular fragments of $Z^2$ were calculated (along with their frequencies) for other events relevant to the phase portraits of the rounded-off planar rotations. That comparison also demonstrates close proximity of the numerical experiment and the predictions provided by the frequency-based approach.
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