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ABSTRACT. This work is devoted to studying non-variational, nonlinear singularly perturbed elliptic models enjoying a double degeneracy character with prescribed boundary value in a domain. In its simplest form, for each $\varepsilon > 0$ fixed, we seek a non-negative function $u^\varepsilon$ satisfying

$$\begin{cases}
|\nabla u^\varepsilon|^p + a(x)|\nabla u^\varepsilon|^q \Delta u^\varepsilon = \zeta^\varepsilon(x,u^\varepsilon) & \text{in } \Omega, \\
u^\varepsilon(x) = g(x) & \text{on } \partial \Omega,
\end{cases}$$

in the viscosity sense for suitable data $p, q \in (0, \infty)$, $a, g$, where $\zeta^\varepsilon$ one behaves singularly of order $O(\varepsilon^{-1})$ near $\varepsilon$-level surfaces. In such a context, we establish the existence of certain solutions. We also prove that solutions are locally (uniformly) Lipschitz continuous, and they grow in a linear fashion. Moreover, solutions and their free boundaries possess a sort of measure-theoretic and weak geometric properties. Particularly, for a restricted class of nonlinearities, we prove the finiteness of the $(N-1)$-dimensional Hausdorff measure of level sets. At the end, we address a complete and in-depth analysis concerning the asymptotic limit as $\varepsilon \to 0^+$, which is related to one-phase solutions of inhomogeneous non-linear free boundary problems in flame propagation and combustion theory. Finally, we also present some fundamental regularity tools in the theory of doubly degenerate fully nonlinear elliptic PDEs, which may have their own mathematical interest.
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1. INTRODUCTION

In this manuscript we shall develop an approach to study (locally) sharp and geometric estimates of one-phase solutions to singularly perturbed problems having a non-homogeneous double degeneracy, whose mathematical model is given by: Fixed a parameter $\varepsilon \in (0, 1)$, we would like to find

$$\begin{cases}
-H(x, \nabla u^\varepsilon)F(x, D^2 u^\varepsilon) = \zeta^\varepsilon(x, u^\varepsilon) & \text{in } \Omega, \\
u^\varepsilon(x) = g(x) & \text{on } \partial \Omega,
\end{cases}$$

for a bounded and open set $\Omega \subset \mathbb{R}^N$, where $0 \leq g \in C^0(\partial \Omega)$, and $F$ is a second order, fully non-linear (uniformly elliptic) operator, i.e., non-linear in its highest derivatives.

We will focus our attention to reaction-diffusion models with singular behavior of order $O(\varepsilon^{-1})$ near $\varepsilon$-level layers, i.e. $\{u^\varepsilon \sim \varepsilon\}$. Furthermore, the diffusion process is assumed to be anisotropic and doubly degenerate, thereby collapsing as $|\nabla u^\varepsilon| \sim 0$.

In a few words, under the appropriated hypothesis on data, we show that, for $\varepsilon \to 0^+$, the family of solutions $\{u^\varepsilon\}_{\varepsilon > 0}$ to $(P_{\varepsilon})$ are asymptotic approximations to a one-phase solution $u_0$ of an inhomogeneous non-linear free boundary problem (for short FBP), which arises in the mathematical formulation of some issues in flame propagation and combustion theory (stationary setting - cf. [15], [47] and [67]).
1.1. Main assumptions. From here we will assume the following structural assumptions:

(A0) \textbf{(Continuity and normalization condition)}

Fixed $\Omega \ni x \mapsto F(x, \cdot) \in C^0(\text{Sym}(N))$ and $F(\cdot, 0_{N \times N}) = 0$.

(A1) \textbf{(Uniform ellipticity)} For any pair of matrices $X, Y \in \text{Sym}(N)$

$$M^-_{\lambda, \Lambda}(X - Y) \leq F(x, X) - F(x, Y) \leq M^+_{\lambda, \Lambda}(X - Y)$$

where $M^\pm_{\lambda, \Lambda}$ stand for Pucci’s extremal operators given by

$$M^-_{\lambda, \Lambda}(X) := \lambda \sum_{\varepsilon_i > 0} e_i(X) + \Lambda \sum_{\varepsilon_i < 0} e_i(X) \quad \text{and} \quad M^+_{\lambda, \Lambda}(X) := \Lambda \sum_{\varepsilon_i > 0} e_i(X) + \lambda \sum_{\varepsilon_i < 0} e_i(X)$$

for ellipticity constants $0 < \lambda \leq \Lambda < \infty$, where $\{e_i(X)\}_i$ are the eigenvalues of $X$.

Moreover, for our Lipschitz estimates, we must require some sort of continuity on coefficients:

(A2) \textbf{(continuity of coefficients)} There exist a uniform modulus of continuity $\omega : [0, \infty) \rightarrow [0, \infty)$ and a constant $C_F > 0$ such that

$$\Omega \ni x, x_0 \mapsto \Theta_F(x, x_0) := \sup_{X \in \text{Sym}(N), X \neq 0} \frac{|F(x, X) - F(x_0, X)|}{\|X\|} \leq C_F \omega(|x - x_0|),$$

which measures the oscillation of coefficients of $F$ around $x_0$. Finally, we define

$$\|F\|_{\text{osc}(\Omega)} := \inf \left\{ C_F > 0 : \Theta_F(x, x_0) \leq C_F \omega(|x - x_0|) \right\}.$$ 

In our studies, the diffusion properties of the model \([P^\varepsilon]\) degenerate along an \textit{a priori} unknown set of singular points of existing solutions:

$$S_0(u, \Omega') := \{x \in \Omega' \cap \Omega : |\nabla u(x)| = 0\}.$$ 

For this reason, we will enforce that $\mathcal{H} : \Omega \times \mathbb{R}^N \rightarrow [0, \infty)$ one behaves as

$$L_1 \cdot \mathcal{H}_{p,q,a}(x, |\xi|) \leq \mathcal{H}(x, \xi) \leq L_2 \cdot \mathcal{H}_{p,q,a}(x, |\xi|)$$

for constants $0 < L_1 \leq L_2 < \infty$, where

\textbf{(N-HDeg)} $\mathcal{H}_{p,q,a}(x, |\xi|) := |\xi|^p + a(x)|\xi|^{q}$, for $(x, \xi) \in \Omega \times \mathbb{R}^N$.

In addition, for the non-homogeneous degeneracy \textbf{(N-HDeg)}, we suppose that the exponents $p, q$ and the modulating function $a(\cdot)$ fulfill

$$0 < p \leq q < \infty \quad \text{and} \quad a \in C^0(\Omega, [0, \infty)).$$

Roughly speaking, $\mathcal{H}$ satisfies distinct growths at origin and at infinity:

$$\lim_{|\xi| \rightarrow 0^+} \frac{\mathcal{H}(x, \xi)}{|\xi|^p (1 + a(x))} \in (0, \infty) \quad \text{and} \quad \lim_{|\xi| \rightarrow +\infty} \frac{\mathcal{H}(x, \xi)}{|\xi|^q (1 + a(x))} \in (0, \infty)$$

(uniformly in $x \in \Omega$).

Moreover, (for $p \neq q$)

$$\lim_{|\xi| \rightarrow 0^+} \frac{\mathcal{H}(x, \xi)}{|\xi|^p} = +\infty \quad \text{and} \quad \lim_{|\xi| \rightarrow +\infty} \frac{\mathcal{H}(x, \xi)}{|\xi|^q} = \left\{ \begin{array}{ll} \text{finite} & \text{if } a(x_0) = 0 \\ +\infty & \text{if } a(x_0) > 0 \end{array} \right.$$ 

In turn, in our research, the reaction term, i.e. $\zeta : \Omega \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$, represents the singular perturbation of the model. In this point, we are interested in a singular behaviour of order $O(\varepsilon^2)$ along $\varepsilon$-level layers $\{u_\varepsilon \sim \varepsilon\}$. Hence, we are led to consider reaction terms fulfilling

$$\mathcal{R}_0 \leq \zeta_\varepsilon(x, t) \leq \frac{A}{\varepsilon^2} \chi_{[0,\varepsilon]}(t) + \mathcal{B}, \quad \forall (x, t) \in \Omega \times \mathbb{R}_+,$$
for nonnegative constants \(\mathscr{A}, \mathscr{B}, \mathscr{G} \geq 0\). Notice that \(\zeta_\varepsilon \equiv 0\) satisfies (1.3). Nevertheless, we shall also impose the following non-degeneracy assumption in order to ensure that such a reaction term enjoys an authentic singular character:

\[
J := \inf_{\Omega \times [t_0, T_0]} \varepsilon \zeta_\varepsilon(x, \varepsilon t) > 0,
\]

for some constants \(0 \leq t_0 < T_0 < \infty\), where \(J\) does not depend on \(\varepsilon\). Intuitively, (1.4) reads that the singular term behaves as \(\sim \frac{1}{\varepsilon^p} \chi_{(0,\varepsilon)}\) plus a non-negative noise that stays uniformly controlled. Indeed, simpler cases covered by our analysis are singular reaction terms built up as a multiple of the approximation of unity plus a uniform bounded function

\[
\zeta_\varepsilon(x, t) := \mathscr{D}(x) \frac{1}{\varepsilon^p} \zeta \left( \frac{t}{\varepsilon} \right) + f_\varepsilon(x).
\]

For such approximations, \(0 < \mathscr{D} \in C^0(\overline{\Omega})\), \(0 \leq \zeta \in C^\infty(\mathbb{R})\) with \(\text{supp} \ \zeta = [0, 1]\), and \(f_\varepsilon\) is a non-negative continuous function bounded away from infinity. Finally, it is readily verifiable that the reaction term in (1.5) does fulfill (1.3) and (1.4) with \(\mathscr{A} = \|\mathscr{D}\|_{L^\infty(\Omega)} \|\zeta\|_{L^\infty(\mathbb{R})}\), \(\mathscr{B} = \inf_{\Omega} f_\varepsilon(x)\) and \(\mathscr{G} = \|f_\varepsilon\|_{L^\infty(\Omega)}\).

1.2. Statement of main results. To formulate our main results, we need to introduce some definitions. We will start with the definition of the viscosity solution to

\[
\mathscr{D}(x, \nabla u, D^2 u) := \mathscr{H}(x, \nabla u)F(x, D^2 u).
\]

**Definition 1.1 (Viscosity solution).** A function \(u \in C(\Omega)\) is called a viscosity sub-solution (super-solution) of

\[
\mathscr{D}(x, \nabla u(x), D^2 u(x)) = f(x, u(x)) \quad \text{in} \quad \Omega,
\]

if whenever \(\phi \in C^2(\Omega)\) and \(u - \phi\) has a local maximum (minimum) at \(x_0 \in \Omega\) there holds

\[
\mathscr{D}(x, \nabla \phi(x_0), D^2 \phi(x_0)) \geq f(x_0, \phi(x_0)) \quad \text{(resp.} \leq f(x_0, \phi(x_0)))\]

Finally, a function \(u\) is a viscosity solution when it is a simultaneously a viscosity sub and super-solution.

In order to prove some key geometric properties of solutions, it is pivotal to adopt a more appropriate notion of viscosity solution. As a matter of fact, (Pε) has a lack of comparison principle, thus uniqueness assertions might not be true. Therefore, we shall make a particular election of solutions. For this reason, the least supersolution approach takes place in our studies by way of Perron type solutions.

**Definition 1.2 (Perron type solution).** Throughout this manuscript we will work with Perron type solutions to the singularly perturbed problem (Pε). Precisely, fixed a viscosity sub-solution \(u_*\), and a viscosity super-solution \(u^*\) to (Pε), fulling \(u_* \leq u^*\), in \(\Omega\), the Perron solution \(u^\varepsilon\) is given by

\[
u^\varepsilon(x) = \inf \left\{ w(x) \mid w \text{ is a super-solution to (P}_\varepsilon) \text{, and } u_* \leq w \leq u^* \right\}.
\]

It is worth noting that for each \(\varepsilon > 0\) fixed, the existence of such a Perron’s solution follows by sub/super-solutions methods, see e.g. [19] Theorem 4.1. Therefore, from now on, by a solution \(u^\varepsilon\) to (Pε), we denote a Perron type solution built-up as in (1.7).

We establish existence of Perron type solutions to (Pε) in our first result.

**Theorem 1.3 (Existence of Perron solutions).** Let \(\Omega \subset \mathbb{R}^n\) be a bounded Lipschitz domain and let \(0 \leq g \in C(\partial \Omega)\) be a boundary datum. Then, for each fixed \(\varepsilon > 0\) there exists a non-negative viscosity solution \(u^\varepsilon \in C(\overline{\Omega})\) to (Pε).
We prove uniform gradient estimates, which supplies local compactness in the uniform convergence topology in our next result.

**Theorem 1.4 (Optimal Lipschitz estimate).** Let \( \{u^\varepsilon\}_{\varepsilon>0} \) be a solution of \(\mathcal{P}_\Omega\). Given \(\Omega' \Subset \Omega\), there exists a constant \(C_0\) depending on dimension, ellipticity constants and on \(\Omega'\), but independent of \(\varepsilon > 0\), such that

\[
\|\nabla u^\varepsilon\|_{L^\infty(\Omega')} \leq C_0.
\]

Additionally, if \(\{u^\varepsilon\}_{\varepsilon>0}\) is a uniformly bounded family then it is pre-compact in the Lipschitz topology.

We stress that a key ingredient in order to prove optimal Lipschitz regularity is the \(C^{1,\alpha}_{\text{loc}}\) estimates addressed in [24]. Other important pieces of information are the versions of the Harnack inequality and inhomogeneous Hopf type result adapted to our double degenerate context (see, Appendices for more details).

From now on, we will label the distance of a point in the non-coincidence set \(x_0 \in \Omega \cap \{u^\varepsilon > 0\}\) to the approximating transition boundary, \(\Gamma_\varepsilon\), by

\[
d_\varepsilon(x_0) := \text{dist}(x_0, \{u^\varepsilon \leq \varepsilon\}).
\]

Next, we prove that, inside \(\{u^\varepsilon > \varepsilon\}\), solutions grow in a linear fashion away from \(\varepsilon\)-level surfaces.

**Theorem 1.5 (Linear growth).** Let \(\{u^\varepsilon\}_{\varepsilon>0}\) be a Perron’s solution of \(\mathcal{P}_\Omega\). There exists \(c\) (universal parameters) > 0 such that, for \(x_0 \in \{u^\varepsilon > \varepsilon\}\) and \(0 < \varepsilon < d_\varepsilon(x_0) < 1\), there holds

\[
u^\varepsilon(x_0) \geq c \cdot d_\varepsilon(x_0).
\]

The proof of Linear growth consists of combining the construction of an appropriate barrier function with the minimality of Perron solutions. Such an instrumental idea was first introduced in the last author’s works [3] and [59] for the fully nonlinear scenario.

In a free boundary point of view, it is important highlighting that viscosity solutions of \(\mathcal{P}_\Omega\) develop two “distinct free boundaries”. The first one is the set of singular points of existing solutions \(S_0(u^\varepsilon, \Omega')\), and the second one is the so-named “physical transition”, i.e. \(\Gamma_\varepsilon := \{u^\varepsilon \sim \varepsilon\}\) (\(\varepsilon\) - level surfaces). One of the most difficult tasks in our research consists in showing that these two free boundaries do not intersect in measure. As a matter of fact, we are able to obtain a uniform lower/upper control of \(u^\varepsilon\) in terms of \(\text{dist}(\cdot, \Gamma_\varepsilon)\):

\[
dist(x_0, \Gamma_\varepsilon) \lesssim u^\varepsilon(x_0) \lesssim \text{dist}(x_0, \Gamma_\varepsilon).
\]

Next, we prove that Perron type solutions are strongly non-degenerate near \(\varepsilon\)-level surfaces. Summarily, the maximum of \(u^\varepsilon\) on the boundary of a ball \(B_r(x_0)\), centered in \(\{u^\varepsilon > \varepsilon\}\), is of the order of \(r\).

**Theorem 1.6 (Strong Non-degeneracy).** Given \(\Omega' \Subset \Omega\), there exists a positive constant \(c\) (universal) such that, for \(x_0 \in \{u^\varepsilon > \varepsilon\}\), \(\varepsilon \ll \rho \ll 1\), there holds

\[
c \cdot \rho \leq \sup_{B_\rho(x_0)} u^\varepsilon(x) \leq c^{-1} \cdot (\rho + u^\varepsilon(x_0)).
\]

As a consequence of Theorem 1.4, we get the following result:

**Theorem 1.7 (The limiting PDE).** Let \(u^\varepsilon\) be a solution to \(\mathcal{P}_\Omega\), then for any sequence \(\varepsilon_k \to 0^+\) there exist a subsequence \(\varepsilon_{k_j} \to 0^+\) and \(u_0 \in C^{0,1}_{\text{loc}}(\Omega)\) such that

\[^1\text{Such a bound will be universal, i.e., it will depend only on data of the problem. Moreover, this statement is obtained via the application of Alexandroff-Bakelman-Pucci estimate adapted to our context.}\]
Let us introduce the notation:
\[ \mathcal{F}(u_0, \partial) := \partial \{ u_0 > 0 \} \cap \partial. \]

**Theorem 1.8 (Asymptotic behavior close free boundary).** Let \( \Omega' \subset \Omega \). Fix \( x_0 \in \{ u_0 > 0 \} \cap \Omega' \) such that \( \text{dist}(x_0, \mathcal{F}(u_0, \Omega')) \leq \frac{1}{2} \text{dist}(\Omega', \partial \Omega) \). Then there exists a constant \( C > 0 \) independent of \( \varepsilon \) such that
\begin{equation}
C^{-1} \cdot \text{dist}(x_0, \mathcal{F}(u_0, \Omega')) \leq u_0(x_0) \leq C \cdot \text{dist}(x_0, \mathcal{F}(u_0, \Omega')).
\end{equation}

Finally, we will prove that the limiting free boundary \( \mathcal{F}(u_0, \Omega') \) has local finite \( \mathcal{H}^{N-1} \)-Hausdorff measure. To this end, we must restrict our analysis to the class of operators satisfying an Asymptotic Concavity Property, which will be stated precisely in Section 6.

**Theorem 1.9 (Hausdorff estimates).** Given \( \Omega' \subset \Omega \), there exists a positive constant \( C(\Omega', \text{universal parameters}) \) such that, for \( x_0 \in \mathcal{F}(u_0, \Omega') \),
\[ \mathcal{H}^{N-1}(\mathcal{F}(u_0, \Omega') \cap B_\rho(x_0)) \leq C \cdot \rho^{N-1}. \]

Additionally, there exists a positive constant \( C_1(\Omega', \text{universal parameters}) \), such that for \( \rho \ll 1 \) and \( x_0 \in \mathcal{F}(u_0, \Omega') \), there holds
\[ C_1^{-1} \cdot \rho^{N-1} \leq \mathcal{H}^{N-1}(\mathcal{F}_\text{red}(u_0, \Omega') \cap B_\rho(x_0)) \leq C_1 \cdot \rho^{N-1}, \]
where \( \mathcal{F}_\text{red}(u_0, \Omega') := \partial_\text{red} \{ u_0 > 0 \} \cap \Omega' \) is the reduced transition boundary. Particularly,
\[ \mathcal{H}^{N-1}(\mathcal{F}(u_0, \Omega') \setminus \mathcal{F}_\text{red}(u_0, \Omega')) = 0. \]

In conclusion, it is worth highlighting that our findings extend regarding non-variational scenario, former results from [3, 56, 59, 62], and to some extent, those from [20, 46, 52, 54, 55], concerning degenerate and variational models, by making use of different systematic approaches and techniques adjusted to the framework of fully non-linear models with non-homogeneous degeneracy. Moreover, they are new even for the toy model:
\[ ||\nabla u^\varepsilon||^p + a(x)||\nabla u^\varepsilon||^q \Delta u^\varepsilon = \mathcal{D}(x) \frac{1}{\varepsilon^q} \left( \frac{u^\varepsilon}{\varepsilon^q} \right) + f_\varepsilon(x) (\text{with } (1.2) \text{ and } (1.5) \text{ in force}). \]

Lastly, it is noteworthy to point out that in order to establish our findings, we have developed pivotal auxiliary tools which, according to our scientific knowledge, were not available in the current literature for our model equations. Thereby they may have their own mathematical interest. Among these, we must quote, Weak and Harnack inequalities, Local Maximum principle, Hölder regularity, ABP estimate and inhomogeneous Hopf type results, just to mention a few (see, Appendices 8 for more details).

---

2The reduced free boundary, i.e., \( \partial_\text{red} \{ u_0 > 0 \} \) is a subset of \( \partial \{ u_0 > 0 \} \) where there exists, in the measure theoretic sense, the normal vector, see the Monograph [13] for a survey concerning geometric measure theory.
1.3. Motivations and State-of-Art. The mathematical theory of singular perturbation concerns a wide class of methods employed in several fields of Mathematics, Physics and their affine areas (see, [39] for an introductory essay). As a matter of fact, penalization methods were pivotal in studying certain discontinuous minimization problems in the theory of critical points of non-differentiable functionals, where the Alt-Caffarelli’s seminal work [1] marks the genesis of such a theory by carrying out the analysis of the minimization problem

\[
\min_{u_0 \in H^1_0(\Omega)} \int_{\Omega} \left( \frac{1}{2} |\nabla u|^2 + \mathcal{Q}(x) \chi_{\{u > 0\}} \right) \, dx \quad \text{for suitable data } g \geq 0 \text{ and } \mathcal{Q} > 0.
\]

Historically, such a variational problem (1.9) has appeared in the mathematical formulation of a variety of relevant one-phase models: cavity type problems [36], jets problem (see, [18, Ch. 1] and therein references), optimal design problems [63, Chapter 6], just to mention few of them. Notice that the Euler-Lagrange equation to (1.9) is

\[
\Delta u_0(x) = \mathcal{Q}(x) \delta_{u_0} \quad \text{in } \Omega
\]

in an appropriate distributional sense, addressed in [1]. Therefore, minimizers to (1.9) are obtained as the uniform limit when \( \varepsilon \to 0^+ \) of the problem

\[
\Delta u^\varepsilon(x) = \mathcal{Q}^2(x) \beta_\varepsilon(u^\varepsilon) \quad \text{in } \Omega \quad \text{(for } \beta_\varepsilon \sim \varepsilon^{-1} \chi_{(0,\varepsilon)} \text{)}.
\]

Therefore, the core idea of studying approximation solutions is that small perturbations for certain elliptic problems propagate in a quantifiable fashion. Thus, analysing perturbed solutions can be useful to establish regularity estimates for the desired minimal solution of (1.9) and its free boundary.

Such an influential idea can also be employed in analysing over-determined problems as follows: given \( \Omega \subset \mathbb{R}^N \) a bounded and smooth domain and functions \( 0 \leq f, g \in C(\Omega) \) and \( 0 < \mathcal{Q} \in C^0(\Omega) \), we would like to find a “compact hyper-surface” \( \Gamma_0 := \partial \Omega' \subset \Omega \) such that the inhomogeneous one-phase Bernoulli-type problem

\[
\begin{aligned}
\mathcal{L} u(x) &= f(x) \quad \text{in } \Omega \setminus \Omega' \\
u(x) &= g(x) \quad \text{on } \partial \Omega \\
u(x) &= 0 \quad \text{on } \Omega' \\
\frac{\partial v}{\partial \nu}(x) &= \mathcal{Q}(x) \quad \text{on } \Gamma_0 \quad \text{(in a suitable sense)}
\end{aligned}
\]

admits a non-negative solution for a second order elliptic operator \( \mathcal{L} \) (in divergence or in non-divergence form) with suitable structure. As above, limiting solutions coming from certain approximating regularized problems are natural profiles to solve (1.10) (in an appropriate sense with \( \Gamma_0 := \partial \{ u > 0 \} \)). This will motivate the next paragraph.

1.3.1. Modern developments in singular perturbation theory. Our impetus for current investigations in this work also comes from their intrinsic connections with non-linear one-phase problems, which arise in the mathematical theory of combustion, as well as in the study of flame propagation problems (stationary setting). Precisely, they appear in the description of laminar flames as an asymptotic limit for the non-linear formulation of high energy activation models with source terms (cf. [15], [20], [44], [47] and [67]). In a general framework, such models corresponds to the limit as \( \varepsilon \to 0 \) in (1.2), i.e. a one-phase inhomogeneous FBP, where the reaction-diffusion is driven by a doubly degenerate operator.
(I-FBP-NH)

\[
\begin{aligned}
G(x, \nabla u, D^2 u) &= f(x) \quad \text{in } \{u > 0\}, \quad \text{(for } f \in C^0(\Omega) \cap L^\infty(\Omega)\}) \\
u(x) &\geq 0 \quad \text{in } \Omega \\
\mathcal{H}(x, |\nabla u(x)|) &\leq \mathcal{G}(x) \quad \text{on } \partial \{u > 0\}, \quad \text{(for } 0 < \mathcal{G} \in C^0(\Omega)\}) \\
u(x) &= g(x) \quad \text{on } \partial \Omega.
\end{aligned}
\]

The condition that \( H \) enforces on \( u \) is commonly referred to as free boundary condition.

The mathematical development of these regularized problems has yielded important scientific breakthroughs in the free boundary theory. Historically, their studies date back to Berestycki-Caffarelli-Nirenberg’s pioneering work \([5]\), where the linear elliptic scenario was addressed (cf. \([64]\) for the analysis of elliptic PDEs of the flame propagation type via a variational treatment)

\[
\mathcal{L}[u] := \sum_{i,j=1}^N a_{ij}(x) u_{ij} + \sum_{i=1}^N b_i(x) u_i + c(x) u = \beta(u), \quad \text{for } C^1 \text{ coefficients}.
\]

Before presenting the recent progresses in the fully non-linear scenario, we must quote some fundamental contributions of several authors regarding homogeneous/inhomogeneous singular perturbation problems (one and two-phases and their parabolic counterpart), as well as variational problems with uniformly elliptic and degenerate structure, see \([16, 17, 20, 44, 48, 49, 52, 55, 54, 56]\) for an extensive but incomplete list of such investigations:

\[
\mathcal{L}^\varepsilon u(x) := \begin{cases}
\operatorname{div}(A(x) \nabla u^\varepsilon) &= \Gamma(x)\beta_\varepsilon(u^\varepsilon) \quad \text{Uniformly elliptic operator} \\
\operatorname{div}(|\nabla u^\varepsilon|^{p-2} \nabla u^\varepsilon) &= \beta_\varepsilon(u^\varepsilon) + f_\varepsilon(x) \quad \text{p-Laplacian} \\
\operatorname{div}\left(\frac{\chi_u}{|\nabla u^\varepsilon|} \nabla u^\varepsilon\right) &= \beta_\varepsilon(u^\varepsilon) \quad \text{g-Laplacian in Orlicz-Sobolev spaces} \\
\operatorname{div}(|\nabla u^\varepsilon|^{\mu(x)-2} \nabla u^\varepsilon) &= \beta_\varepsilon(u^\varepsilon) + f_\varepsilon(x) \quad \text{p(x)-Laplacian} \\
\Delta u^\varepsilon \geq 0 &\quad \text{in } \Omega \\
\Delta u^\varepsilon &= \beta_\varepsilon(u^\varepsilon) + f_\varepsilon(x) \quad \text{Two-phase problem for Laplacian} \\
\Delta u^\varepsilon - u^\varepsilon &= \beta_\varepsilon(u^\varepsilon) + f_\varepsilon(x) \quad \text{Two-phase problem for Heat operator} \\
\operatorname{div}(|\nabla u^\varepsilon|^{p-2} \nabla u^\varepsilon) &= \beta_\varepsilon(u^\varepsilon) \quad \text{Two-phase problem for p-Laplacian}
\end{cases}
\]

In the last two decades, non-linear FBPs like (I-FBP-NH) were widely studied in the literature via singular perturbation methods. In contrast with their variational counterpart (cf. \([11, 20, 52, 54, 55, 64]\)), the analysis of non-variational singularly perturbed PDEs imposes significant challenging obstacles, mainly due to lack of monotonicity formulae (cf. \([50, 51]\)), energy estimates (cf. \([20, 44]\)) and a stable notion of “weak formulation” of solutions (see, \([64]\)), just to cite a few.

In this scenario, Teixeira in \([62]\) started the journey of investigation into fully non-linear elliptic singular PDEs as follows

\[
F(x, D^2 u^\varepsilon) = \beta_\varepsilon(u^\varepsilon) \quad \text{in } \Omega \quad \text{with } u^\varepsilon \geq 0,
\]

where \( \beta_\varepsilon(u^\varepsilon) \to \delta_0 \) (the Dirac delta measure). The author proves optimal Lipschitz regularity of solutions of \((1.11)\), as well as \( H^1 \) compactness for Bellman’s singular PDEs. Thereafter, in \([59]\) the authors finish the analysis introduced in \([62]\). In effect, they prove, among other analytic and geometric properties, that the free boundary condition is driven by a new operator, namely \( F^* \), the recession profile, which arises via a blow-up argument on the family of elliptic equations generated by the original operator \( F \) (we recommend to reader to \([60]\) for the parabolic counterpart of such studies). On the sequence, \([57]\)
Theorem 1.3] obtain global Lipschitz regularity estimates to

\begin{align}
F(x,\nabla u^\varepsilon, D^2 u^\varepsilon) &= \beta_\varepsilon(u^\varepsilon) \quad \text{in} \quad \Omega \\
u^\varepsilon(x) &\geq 0 \quad \text{in} \quad \Omega \\
u^\varepsilon(x) &= g(x) \quad \text{on} \quad \partial \Omega,
\end{align}

and [56] studied a FBP like (1.12) with an inhomogeneous forcing term like (1.5). Finally, in [3], the authors prove similar existence, optimal regularity and geometric results for the class of fully nonlinear, anisotropic degenerate elliptic FBPs (with (A0)-(A1), (1.3) and (1.4) in force) as follows

\[ |\nabla u^\varepsilon|^p F(D^2 u^\varepsilon) = \xi(x,u^\varepsilon) \quad \text{in} \quad \Omega \quad \text{with} \quad p \geq 0 \quad \text{and} \quad u^\varepsilon \geq 0. \]

Such current results summarize studies on singularly perturbed non-variational PDEs.

1.3.2. Recent progresses on degenerate equations in non-divergence form. Now, we turn our attention towards regularity features of our model operator in (1.4). Regarding regularity properties to non-variational scenario, more specifically, fully non-linear models with single degeneracy structure

\[ \mathcal{G}_p(x,\nabla u, D^2 u) := |\nabla u|^p F(x, D^2 u) \quad \text{with} \quad 0 < p < \infty, \]

have been an increasing focus of studies over the last decades due to their intrinsic connection to several qualitative/quantitative issues in pure mathematics (see. [2, 6, 7, 9, 10, 11, 12] and [41]), as well as a number of geometric and FBPs (see, [3], [21], [27], [37], [45], [46], [55], [57], [59], [61], [62], [65], [66] for an incomplete list of corresponding results in the uniformly elliptic scenario.

In turn, in contrast with (1.13), one of the main characteristics of the model case

\[ u \mapsto |\nabla u|^p + a(x)|\nabla u|^q \Delta u \quad \text{with} \quad (1.2) \quad \text{in force} \]

is its transition between two distinct degeneracy rates, which depends on the values of the modulating function $a(\cdot)$. For this reason, the diffusion process presents a non-uniformly elliptic and doubly degenerate signature, which mixes up two different $p-$Laplacian type operators in non-divergence form (cf. [2, 9, 10, 11, 12] and [41]). Such a prototype in (1.14) can be understood as a non-variational extension of certain variational integrals of the calculus of variations with $(p,q)-$growth conditions as follows

\[ \text{(DPF)} \quad \left( W^{1,p}_0(\Omega) + g, L^m(\Omega) \right) \ni (w,f) \mapsto \min \int_{\Omega} \left( \frac{1}{p} |\nabla w|^p + \frac{a(x)}{q} |\nabla w|^q - fw \right) dx, \]

where $a \in C^0(\Omega, [0,\infty))$, for some $0 < \alpha \leq 1 < p \leq q < \infty$ and $m \in (N,\infty]$. Finally, notice that minimizers to (DPF) exhibit non-uniform and doubly degenerate ellipticity in a model with a kind of $(p,q)-$structure:

\[ \text{div}(\mathcal{A}(x,\nabla u)\nabla u) = f(x) \quad \text{in} \quad \Omega, \quad \text{where} \quad \mathcal{A}(x,\xi) := |\xi|^{p-2} + a(x)|\xi|^{q-2} \]

We recommend seeing [41, 31, 32, 33, 34] and [53] for interesting related works.

Now, let us come back to non-variational models like (1.14). Regarding regularity estimates of fully non-linear models with non-homogeneous degeneracy, the starting point was De Filippis’ manuscript [30], where $C^{1,\alpha}_{\text{loc}}$-regularity for viscosity solutions of

\[ |\nabla u|^p + a(x)|\nabla u|^q F(D^2 u) = f \in L^m(\Omega), \quad \text{with} \quad (A0)-(A1) \quad \text{and} \quad (1.2) \quad \text{in force} \]

was addressed, for some $\alpha \in (0,1)$ depending on universal parameters. In the sequence, [24] establishes sharp gradient estimates to general models driven by (1.6), as well as a
number of applications of such estimates in geometric free boundary and related non-linear elliptic PDEs (cf. [21] and [27]).

At this point, a natural question arises: what are the regularity and geometric features of solutions and level surfaces to problems of the type \( P_\varepsilon \)? Particularly, we are looking for geometric properties that are independent of the regularization parameter and therefore allow to be carried over (in a uniform fashion) in the limit process.

To the best of the authors’ acknowledgment, few advances are known concerning the regularity theory for inhomogeneous FBPs like \( \text{I-FBP-NH} \). As a matter of fact, many of these are available in the context of linear operators (cf. [1], [50] and [51]) and in the uniformly elliptic scenario (cf. [59]). We must quote a recent work [35], where the authors deal with an inhomogeneous two-phase FBP driven by fully nonlinear elliptic operators. Finally, further results on the limiting FBPs \( \text{I-FBP-NH} \), which include particularly the regularity of the free boundary, are challenging and open issues in such a line of investigation.

A schedule for developing the theory of \( \text{I-FBP-NH} \) is summarized as follows:

✓ Existence, uniform/geometric regularity estimates for certain regularizing solutions of \( P_\varepsilon \).
✓ Existence and optimal regularity estimates of certain solutions of \( \text{I-FBP-NH} \), e.g., viscosity solutions obtained as a limit of singular perturbation problems.
✓ Measure theoretic properties of the free boundary, such as finite perimeter and density features for the positivity region.
✓ Strong regularity properties of the interfaces, e.g. Lipschitz or “flat” interfaces became “regular” enough (cf. [18, Ch. 4 and 5]) - In forthcoming work, see [22].

2. BACKGROUND RESULTS

In the sequel, we will state an essential tool we will make use of, namely the fundamental estimate from [24, Theorem 1.1] and [30]. For this reason, we recall the following \( C^{1,\alpha}_{\text{loc}} \) regularity result.

**Theorem 2.1 (\( C^{1,\alpha}_{\text{loc}} \)-estimates).** Let \( F \) be an operator satisfying (A0)-(A2). Suppose further assumptions (1.1) and (1.2) are in force. Let \( u \) be a bounded viscosity solution to

\[
\mathcal{G}(x, \nabla u, D^2 u) = f(x, u) \in L^m(\Omega \times \mathbb{R}).
\]

Then, \( u \in C^{1,\alpha}_{\text{loc}}(\Omega) \). Moreover, the following estimate holds true

\[
\|u\|_{C^{1,\alpha}(\Omega')} \leq C \cdot \left( \|u\|_{L^m(\Omega)} + 1 + \|f\|_{L^1(\Omega \times \mathbb{R})}^{1/p+1} \right)
\]

for universal constants \( \alpha \in (0, 1) \) and \( C > 0 \).

**Remark 2.2.** In the sequence, we recall some pivotal estimates, we will make use of through this manuscript. Precisely, if \( u \) is a non-negative viscosity solution to

(2.1) \[
\mathcal{G}(x, \nabla u, D^2 u) = f \in C^0(\Omega)
\]

and the assumptions (A0)-(A2), (1.1) and (1.2) there hold. Then, we have

1. **Harnack inequality:** If \( f \in L^m(B_1) \cap C^0(B_1) \) with \( m > N \), then

\[
\sup_{B_{1/2}} u(x) \leq C(N, \lambda, \Lambda, p, q, L_1) \left\{ \inf_{B_{1/2}} u(x) + \max \left\{ \|f\|_{L^m(B_1)}^{1/\alpha}, \|f\|_{L^1(B_1)}^{1/\alpha} \right\} \right\}.
\]
(2) **Gradient estimates:** If \( f \in L^\infty(B_1) \), then, \( u \in C^{1,a}(B_1) \) and
\[
|\nabla u(0)| \leq C(N, \lambda, \Lambda, p, \alpha, L_1, L_2, \|F\|_{L^\infty}, \|a\|_{L^\infty}) \cdot \left( \|u\|_{L^\infty(B_1)} + 1 + \|f\|_{L^\infty(B_1)} \right)
\]

In the sequel, we have a kind of “Cutting Lemma”, which strongly relies on [41, Lemma 6]) and is concerned with the homogeneous, doubly degenerate problem. We refer the reader to [30, Lemma 4.1], which, on the one hand, is not the precise statement of such a result, but on the other hand, it can be inferred from [30, Lemma 4.1] (see also [41, Lemma 6]) by a careful inspection of the proof.

**Lemma 2.3 (Cutting Lemma).** Let \( F \) be an operator satisfying (A0)-(A2), (1.1) and (1.2), and \( u \) be a viscosity solution of
\[
\mathcal{H}(x, Du)F(x, D^2u) = 0 \quad \text{in} \quad B_1(0).
\]
Then \( u \) is viscosity solution of
\[
F(x, D^2u) = 0 \quad \text{in} \quad B_1(0).
\]

Now, let us present a useful comparison tool. For that purpose, we shall assume the following: There exists a continuous function \( \tilde{\omega} : [0, \infty) \to [0, \infty) \) with \( \tilde{\omega}(0) = 0 \), such that if \( X, Y \in \text{Syn}(N) \) and \( \zeta \in (0, \infty) \) fulfill
\[
\zeta \left( \begin{array}{cc} \text{Id}_N & 0 \\ 0 & \text{Id}_N \end{array} \right) \leq \left( \begin{array}{cc} X & 0 \\ 0 & Y \end{array} \right) \leq 4\zeta \left( \begin{array}{cc} \text{Id}_N & -\text{Id}_N \\ -\text{Id}_N & \text{Id}_N \end{array} \right),
\]
then
\[
\mathcal{G}(x, \zeta(x-y), X) - \mathcal{G}(y, \zeta(x-y), -Y) \leq \tilde{\omega}(\zeta |x-y|^2) \quad \forall x, y \in \mathbb{R}^N, x \neq y.
\]

We stress that such a condition is not necessary when \( \mathcal{G} \) does not depend on \( x \)-variable. In this context, conditions (A0) and (A1) are sufficient to our purpose (cf. [19]).

The proof of Comparison Principle holds the same ideas as ones in [6, Theorem 1.1] and [7, Theorem 1]. For this reason, we will omit the proof here.

**Lemma 2.4 (Comparison Principle).** Assume that assumptions (A0)-(A1), (1.1), (1.2), (2.2) and (2.3) there hold. Let \( f \in C^0(\overline{\Omega}) \) and \( h \) be a continuous increasing function satisfying \( h(0) = 0 \). Suppose \( u_1 \) and \( u_2 \) are respectively a viscosity supersolution and subsolution of
\[
\mathcal{G}(x, \nabla w, D^2w) = h(w) + f(x) \quad \text{in} \quad \Omega.
\]
If \( u_1 \geq u_2 \) on \( \partial \Omega \), then \( u_1 \geq u_2 \) in \( \Omega \).

Furthermore, if \( h \) is nondecreasing (in particular if \( h \equiv 0 \)), the result holds if \( u_1 \) is a strict supersolution or vice versa if \( u_2 \) is a strict subsolution.

Finally, we present a qualitative property known as ABP estimate (cf. [29] and [43]).

**Theorem 2.5 (Alexandrov-Bakelman-Pucci estimate).** Assume that assumptions (A0)-(A2) there hold. Then, there exists \( C = C(N, \lambda, \Lambda, p, q, \text{diam}(\overline{\Omega})) \) \( > 0 \) such that for any \( u \in C^0(\overline{\Omega}) \) viscosity sub-solution (resp. super-solution) of (2.1) in \( \{x \in \Omega : u(x) > 0\} \) (resp. \( \{x \in \Omega : u(x) < 0\} \), satisfies
\[
\sup_{\Omega} u(x) \leq \sup_{\partial\Omega} u^+(x) + C \cdot \text{diam}(\Omega) \max \left\{ \left\| \frac{f^+}{1+a} \right\|_{L^N(\Gamma^+(u^+))}, \left\| \frac{f^-}{1+a} \right\|_{L^N(\Gamma^-(u^-))} \right\},
\]
\[
\left( \text{resp. } \sup_{\Omega} u^-(x) \leq \sup_{\partial\Omega} u^-(x) + C \cdot \text{diam}(\Omega) \max \left\{ \left\| \frac{f^+}{1+a} \right\|_{L^N(\Gamma^+(u^-))}, \left\| \frac{f^-}{1+a} \right\|_{L^N(\Gamma^-(u^-))} \right\} \right).
\]
where $\Gamma^+(u) := \{ x \in \Omega : \exists \xi \in \mathbb{R}^N \text{ such that } u(y) \leq u(x) + \langle \xi, y - x \rangle \forall y \in \Omega \}$. 

Let us finish this section by commenting on how to construct viscosity solutions. The idea is to obtain a solution of the Perron type, the least super-solution. Our approach holds by adapting the so-called method of sub-solutions and super-solution to the viscosity theory to produce a solution.

Given a regular boundary datum $g$, a pair of sub-solution and super-solution solutions can be obtained by solving

\begin{align*}
0 & \leq u - C \text{ on } \Omega, \\
(2.4) \quad G(x, \nabla u^\varepsilon, D^2 u^\varepsilon) & = \sup_{\Omega \times (0, +\infty)} \zeta_i(x, t) \quad \text{and} \quad G(x, \nabla \bar{u}^\varepsilon, D^2 \bar{u}^\varepsilon) = \inf_{\Omega \times (0, +\infty)} \zeta_i(x, t)
\end{align*}

satisfying $u^\varepsilon = \bar{u}^\varepsilon = g$ on $\partial \Omega$. We stress that the existence of solutions of (2.4) for instance follows from ideas in [3, Proposition 2 and 3].

Finally, fixed a pair of sub-solution and super-solution solutions of the equation $(P_\varepsilon)$, the following general procedure yields the existence of Perron’s solution:

**Theorem 2.6.** Let $G$ be an elliptic fully non-linear operator satisfying (A0)-(A2), (1.1) and (1.2), and $h \in C^{0, 1}(\Omega \times [0, \infty))$ be a bounded, Lipschitz function in $\mathbb{R}^N$. Suppose that the equation

\[ G(x, \nabla u, D^2 u) = h(x, u) \]

admits $u_\ast, u^\ast \in C^0(\overline{\Omega})$ sub-solution and super-solution, respectively, such that $u_\ast \leq u^\ast$ in $\Omega$ and $u_\ast = u^\ast = g \in C^0(\partial \Omega)$. Define the set of functions,

\[ S := \{ w \in C(\overline{\Omega}) ; u_\ast \leq w \leq u^\ast \text{ and } w \text{ super-solution of } G(x, \nabla u, D^2 u) = h(x, u) \}. \]

Then,

\[ v(x) := \inf_{w \in S} w(x) \]

is a continuous viscosity solution of

\[ \begin{cases} 
G(x, \nabla u, D^2 u) = h(x, u) & \text{in } \Omega \\
u(x) = g(x) & \text{on } \partial \Omega
\end{cases} \]

By using [19] and Theorem 8.3, the proof follows the same lines as the one given by [3, Theorem 2.1]. For this reason, we will omit it.

3. Lipschitz Regularity Estimates

In this Section, we derive uniform gradient estimates, which in particular provides compactness in the local uniform convergence topology. In view of the results proven in Section 4 such an estimate is indeed optimal.

Before starting the proof of the local Lipschitz estimate, we need to ensure the uniform bound for non-negative solutions to $(P_\varepsilon)$. Such a statement is a direct consequence of the Alexandroff-Bakelman-Pucci estimate (see, Theorem 8.6).

**Lemma 3.1.** Let $u^\varepsilon$ be a non-negative viscosity solution to $(P_\varepsilon)$. Then, there exists a constant $C(\text{universal}) > 0$ such that

\[ \|u^\varepsilon\|_{L^\infty(\Omega)} \leq \|g\|_{L^\infty(\partial \Omega)} + C \cdot \text{diam}(\Omega) \max \left\{ \frac{\|R_0\|_{L^\infty(\Omega)}}{1 + a}, \frac{\|\frac{1}{r} - \|}{L^\infty(\Omega)} \right\}, \]

where $R_0$ is the radius of the domain $\Omega$.
Finally, by combining (3.1) and (3.2) we get
\[ x \]
Hence, it follows from the structural assumption (1.3) that
\[ \text{where (see, equation (1.6))} \]
Proof. Define \( v^\varepsilon(x) := u^\varepsilon(x) - \|g\|_{L^f(\partial \Omega)} \). Now, notice that
\[ \mathcal{G}(x, \nabla v^\varepsilon, D^2 v^\varepsilon) \geq \mathcal{B}_0 \quad \text{in} \quad \Omega \]
in the viscosity sense. Moreover \( v^\varepsilon \leq 0 \) on \( \partial \Omega \). Therefore, the Aleksandrov-Bakelman-Pucci estimate (Theorem 8.6) provides the desired estimate. \( \square \)

Proof of Theorem 1.4. Firstly, we will analyze the transition region \( \{0 \leq u^\varepsilon \leq \varepsilon \} \cap \Omega' \). Thus, for \( \varepsilon \leq \min \{1, \frac{1}{2} \text{dist}(\Omega', \partial \Omega)\} \), fix \( x_0 \in \{0 \leq u^\varepsilon \leq \varepsilon \} \cap \Omega' \) and define the scaled function
\[ v(x) := \frac{1}{\varepsilon} u^\varepsilon(x + \varepsilon x) \quad \text{in} \quad B_1. \]
It is straightforward to show that \( v \) fulfils in the viscosity sense
\[ \mathcal{G}_{v^\varepsilon}(x, \nabla v(x), D^2 v(x)) = \varepsilon \xi(x_0 + \varepsilon x, u^\varepsilon(x_0 + \varepsilon x)) \quad \text{in} \quad B_1, \]
where (see, equation (1.6))
\[
\begin{align*}
F_{v^\varepsilon}(x, X) &:= \varepsilon F(x_0 + \varepsilon x, \frac{1}{\varepsilon} X) \\
\mathcal{H}_{v^\varepsilon}(x, \xi) &:= \mathcal{H}(x_0 + \varepsilon x, \xi) \\
\alpha_{v^\varepsilon}(x) &:= \alpha(x_0 + \varepsilon x) \\
f_{v^\varepsilon}(x) &:= \varepsilon \xi(x_0 + \varepsilon x, u^\varepsilon(x_0 + \varepsilon x))
\end{align*}
\]
Hence, it follows from the structural assumption \( \{1.3\} \) that
\[ 0 \leq f_{v^\varepsilon}(x) \leq \mathcal{A} + \mathcal{B} := C_* \]
Moreover, it is easy to check that the assumptions (A0)-(A2) and (1.1) and (1.2) are satisfied to \( F_{v^\varepsilon}, \mathcal{H}_{v^\varepsilon} \) and \( \alpha_{v^\varepsilon} \) (with the same universal constants). Therefore, from the \( C_{loc} \) regularity estimate (see, Theorem 2.1 and Remark 2.2 (Item (2))), we have
\[
(3.1) \quad |\nabla v(0)| \leq C \quad \left\{ \frac{\|v\|_{L^f(B_{1/2})}}{1 + C_* r^{p+1}} \right\} \quad \text{for a constant} \quad C(\text{universal}) > 0,
\]
Additionally, since \( v(0) = \frac{1}{\varepsilon} u^\varepsilon(x_0) \leq 1 \), by Harnack inequality (Theorem 8.3) we obtain
\[
(3.2) \quad \|v\|_{L^f(B_{1/2})} \leq C_0(N, \lambda, \Lambda, L_1, a, p, q, C_*) \quad \text{for some} \quad C_0 > 0 \text{ independent of } \varepsilon.
\]
Finally, by combining (3.1) and (3.2) we get
\[
(3.3) \quad |\nabla u^\varepsilon(x_0)| = |\nabla v(0)| \leq C_1, \quad \text{(for some} \quad C_1 > 0 \text{ independent of } \varepsilon).
\]
Now, we proceed in analysing the region \( \{u^\varepsilon > \varepsilon\} \cap \Omega' \). For that end, let us designate
\[ \Gamma_\varepsilon := \{x \in \Omega' \mid u^\varepsilon(x) = \varepsilon\}, \]
and fix a point \( \hat{x}_0 \in \{u^\varepsilon > \varepsilon\} \cap \Omega' \). Next, we evaluate the distance from \( \hat{x}_0 \) up to the \( \Gamma_\varepsilon \) and we will label it as \( r_0 := \text{dist}(\hat{x}_0, \Gamma_\varepsilon) \). Then, we define the re-normalized function
\[
v_{\hat{x}_0, r_0} : B_1 \rightarrow \mathbb{R} \quad \text{as}
\]
\[ v_{\hat{x}_0, r_0}(x) := \frac{u^\varepsilon(\hat{x}_0 + r_0 x) - \varepsilon}{r_0}. \]
It is easy to check that \( v_{\hat{x}_0, r_0} \) satisfies in the viscosity sense
\[
(3.4) \quad \mathcal{G}_{v_{\hat{x}_0, r_0}}(x, \nabla v_{\hat{x}_0, r_0}(x), D^2 v_{\hat{x}_0, r_0}(x)) = r_0 \xi(\hat{x}_0 + r_0 x, u^\varepsilon(\hat{x}_0 + r_0 x)),
\]
where as before
\[
\begin{aligned}
F_{\hat{\omega}, r_0}(x, X) &:= r_0 F \left( \hat{\omega} + r_0 x, \frac{1}{r_0} X \right), \\
\mathcal{H}_{\hat{\omega}, r_0}(x, \xi) &:= \mathcal{H} \left( \hat{\omega} + r_0 x, \xi \right), \\
a_{\hat{\omega}, r_0}(x) &:= a(\hat{\omega} + r_0 x), \\
f_{\hat{\omega}, r_0}(x) &:= r_0 \xi (\hat{\omega} + r_0 x, u^\varepsilon (\hat{\omega} + r_0 x)).
\end{aligned}
\]

By construction, \( u^\varepsilon (\hat{\omega} + r_0 x) > \varepsilon \) for every \( \varepsilon \in B_1 \). Particularly, \( v_{\hat{\omega}, r_0}(x) \geq 0 \) for every \( x \in B_1 \).

Hence, it follows from the assumption (1.3) that
\[
\|f_{\hat{\omega}, r_0}\|_{L^\infty(B_1)} \leq C_2(\mathcal{B}, \text{diam}(\Omega')).
\]

By making use of \( C^{1, \alpha}_{\text{loc}} \) regularity estimate (see, Theorem 2.1 and Remark 2.2 (Item (2))), we conclude
\[
(3.6) \quad |\nabla u^\varepsilon (\hat{\omega})| = |\nabla v_{\hat{\omega}, r_0}(0)| \leq C : \left( \frac{1}{r_0} \|u^\varepsilon - \varepsilon\|_{L^\infty(B_{\frac{1}{2}}(\hat{\omega}))} + 1 + C_1 \varepsilon \right).
\]

It remains to show a uniform control for the term \( \frac{1}{r_0} \|u^\varepsilon - \varepsilon\|_{L^\infty(B_{\frac{1}{2}}(\hat{\omega}))} \). For that purpose, let \( z_0 \in \Gamma_\varepsilon \) be a point that achieves distance, i.e., \( r_0 = |\hat{\omega} - z_0| \). Now, from the Lipschitz estimate proven for points within \( \{0 \leq u^\varepsilon \leq \varepsilon\} \cap \Omega' \), namely sentence (3.3), we have
\[
|\nabla u^\varepsilon (z_0)| \leq C_0.
\]

Hence,
\[
(3.7) \quad \frac{\partial v_{\hat{\omega}, r_0}}{\partial \nu}(y_0) \leq |\nabla u^\varepsilon (z_0)| \leq C_0 \quad \text{with} \quad v_{\hat{\omega}, r_0}(y_0) = 0 \quad \text{and} \quad y_0 := \frac{z_0 - \hat{\omega}}{r_0}.
\]

Thus, from (3.4), (3.5) and (3.7) we are able to apply Lemma 8.7 and conclude that there exists a constant \( c(\text{universal}) > 0 \) such that
\[
(3.8) \quad v_{\hat{\omega}, r_0}(0) \leq c.
\]

Moreover, from Harnack inequality (see, Theorem 8.3) we obtain (using (3.8))
\[
\frac{1}{r_0} \|u^\varepsilon - \varepsilon\|_{L^\infty(B_{\frac{1}{2}}(\hat{\omega}))} = \sup_{B_{\frac{1}{2}}(0)} v_{\hat{\omega}, r_0}(x) \leq C_0(N, \lambda, \Lambda, p, q, L_1, a, c, \mathcal{B}, \text{diam}(\Omega'))
\]

which finishes the proof of the Theorem. \( \square \)

Remark 3.2. It is important stress that for each \( \varepsilon > 0 \) fixed, viscosity solutions \( u^\varepsilon \) are in effect \( C^{1, \alpha}_{\text{loc}}(\Omega) \). Particularly, when \( F \) is concave/convex, it follows from [24, Corollary 1.1] that \( u^\varepsilon \in C^{1, \alpha}_{\text{loc}}(\Omega) \). At this point, on one hand, for any \( 0 < \zeta \ll 1 \) small, near \( \varepsilon \)-layers, one obtains that
\[
\lim_{\varepsilon \to 0^+} \|\nabla u^\varepsilon\|_{C^{0, \gamma}(\Omega')} = + \infty.
\]

On the other hand, Theorem 1.4 one ensures that the Lipschitz norm of \( u^\varepsilon \) remains uniformly controlled (independently of \( \varepsilon \)). In such a point of view, our estimates are optimal.
4. Geometric non-degeneracy

4.1. Building Barriers. As previously explained in the introduction, one of the main intricacies in dealing with singularly perturbed models with non-homogeneous degeneracy is to avoid that solutions degenerate along their transition surfaces. For this reason, a decisive devise for overcoming such an obstacle will be implementing a geometric non-degeneracy estimate.

In this Section, we show that solutions grow in a linear fashion away from $\varepsilon$-level surfaces, inside $\{u^\varepsilon > \varepsilon\}$. In particular, this implies that in measure the two free boundaries do not intersect. The proof shall be based on building an appropriate barrier function. To this end, we shall look at elliptic models with non-homogeneous degeneracy as follows

\begin{equation}
\mathcal{H}(x, \nabla w) \mathcal{M}^+_{x, \lambda}(D^2w) = \zeta(x, w) \quad \text{in} \quad \mathbb{R}^N \quad \text{(with (1.1) and (1.2) in force)},
\end{equation}

where the reaction term fulfills the non-degeneracy assumption (cf. (1.4)):

\begin{equation}
\mathcal{I}^+ := \inf_{\mathbb{R}^N \times [t_0, T_0]} \zeta(x, t) > 0,
\end{equation}

**Proposition 4.1 (Barrier).** Let $0 < t_0 < T_0 < 1$ be fixed. For a constant $A_0(\text{universal}) > 0$ to be chosen a posteriori, there exists a radially symmetric profile $\Theta_L : \mathbb{R}^N \to \mathbb{R}$ fulfilling:

1. $\Theta_L \in C^{1,1}_\text{loc}(\mathbb{R}^N)$;
2. $t_0 \leq \Theta_L(x) \leq T_0$;
3. $\Theta_L$ is a (point-wise) super-solution to (4.1);
4. For some $\kappa_0(\text{universal}) > 0$

\begin{equation}
\Theta_L(x) \geq \kappa_0 \cdot 4L \quad \text{for} \quad |x| \geq 4L, \quad \text{where} \quad L \geq L_0 := \sqrt{\frac{T_0 - t_0}{A_0}}.
\end{equation}

**Proof.** For an $\alpha(\text{universal}) > 0$ to be chosen (a posteriori) let us define

\begin{equation}
\Theta_L(x) := \begin{cases} 
  t_0 & \text{for} \quad 0 \leq |x| < L; \\
  A_0 \left( |x| - L \right)^2 + t_0 & \text{for} \quad L \leq |x| < L + \sqrt{\frac{T_0 - t_0}{A_0}}; \\
  \psi(L) - \phi(L) \left| \frac{|x|}{A_0} \right|^{1 + \alpha} & \text{for} \quad |x| \geq L + \sqrt{\frac{T_0 - t_0}{A_0}};
\end{cases}
\end{equation}

where

\begin{equation}
\begin{cases} 
  \phi(L) := \frac{2}{\alpha} \sqrt{(T_0 - t_0)A_0} \left( L + \sqrt{\frac{T_0 - t_0}{A_0}} \right)^{1 + \alpha}, \\
  \psi(L) := T_0 + \phi(L) \left( L + \sqrt{\frac{T_0 - t_0}{A_0}} \right)^{1 + \alpha}.
\end{cases}
\end{equation}

It is easy to check that $\Theta_L \in C^{1,1}_\text{loc}(\mathbb{R}^N)$. For this reason, we may compute the second order derivatives of $\Theta_L$ a.e. Moreover, from definition $t_0 \leq \Theta_L(x) \leq T_0$ is easily verified.

In the sequel, we are going to show that $\Theta_L$ satisfies (point-wise) (4.1), as long as we perform the appropriate choices under the parameters $\alpha, A_0 > 0$.

In effect, for $0 \leq |x| < L$ such an inequality is clearly satisfied (due to (4.2)).

In the annular region $L \leq |x| < L + \sqrt{\frac{T_0 - t_0}{A_0}}$, we obtain

\begin{equation}
\begin{cases} 
  |\nabla \Theta_L(x)| & = & 2A_0 \left( |x| - L \right) \\
  & \leq & 2 \sqrt{A_0(T_0 - t_0)}, \\
  D^2\Theta_L(x) & = & 2A_0 \left( \frac{1}{|x|^2} - \frac{(|x| - L)^2}{|x|^4} \right) x \otimes x + \frac{(|x| - L)}{|x|^3} \text{Id}_N \\
  & \leq & 4A_0 \cdot \text{Id}_N.
\end{cases}
\end{equation}
Therefore, by using (1.1) and (1.2) we obtain
\[ H(x, \nabla \Theta_L(x)) \mathcal{M}^+ L(D^2 \Theta_L(x)) \leq 4A_0 \Lambda L_2 \left[ \left( 2 \sqrt{A_0 (T_0 - t_0)} \right)^p + \| \alpha \|_{L^\infty(\Omega)} \left( 2 \sqrt{A_0 (T_0 - t_0)} \right)^q \right]. \]

Now, thanks to the assumption (4.2) we are able to choose a positive constant \( A_0 = A_0(N, \Lambda, L_2, p, q, \| \alpha \|_{L^\infty(\Omega)}, T_0 - t_0, J^+ \) such that
\[ H(x, \nabla \Theta_L(x)) \mathcal{M}^+ L(D^2 \Theta_L(x)) \leq J^+. \]

Thus, by using the Item (2) we conclude that
\[ H(x, \nabla \Theta_L(x)) \mathcal{M}^+ L(D^2 \Theta_L(x)) \leq J^+ \leq \xi(x, \Theta_L(x)). \]

Finally, let us analyse the region \( |x| \geq L + \sqrt{\frac{10 - 8\xi}{\kappa_0}} \). Straightforward calculation gives
\[ D^2 \Theta_L(x) = \alpha \phi(L) |x|^{-(\alpha + 2)} \left( -\frac{(\alpha + 2)}{|x|^2} x \otimes x + \text{Id}_N \right). \]
Thus,
\[ \mathcal{M}^+ L(D^2 \Theta_L(x)) \leq \alpha \phi(L) |x|^{-(\alpha + 2)} \left[ -\frac{(\alpha + 1)}{\lambda} + (N - 1) \Lambda \right]. \]
Therefore, selecting \( \alpha \in [(N - 1) \frac{1}{\lambda} - 1, \infty) \), we get (using (4.2) and \( H(x, \xi) \geq 0 \))
\[ H(x, \nabla \Theta_L(x)) \mathcal{M}^+ L(D^2 \Theta_L(x)) \leq 0 \leq \xi(x, \Theta_L(x)), \]
which assure us that \( \Theta_L \) fulfils (4.1) as desired.

In conclusion, we will show that the super-solution \( \Theta_L \) fulfils (4.3)

At this point, from (4.5) (second sentence) we have
\[ |x| \geq 4L \geq 2(L + L_0) = 2 \left( \frac{\phi(L)}{\psi(L) - T_0} \right)^{\frac{1}{\alpha}}. \]
Hence, for \( \alpha > 0 \)
\[ \Theta_L(x) = \psi(L) - \frac{\phi(L)}{|x|^\alpha} \geq \psi(L) - \frac{1}{2\alpha} (\psi(L) - T_0) > \frac{1}{2\alpha} (\psi(L) - T_0). \]
Therefore, by using (4.5)
\[ \Theta_L(x) \geq \kappa_0 \cdot 4L \quad \text{for} \quad \kappa_0 := \frac{\alpha^{-1}}{2^{\alpha+1}} \sqrt{A_0 (T_0 - t_0)}. \]

\[ \square \]

4.2. Linear Growth. In order to establish lower bounds on the growth of solutions to (1.5) inward the set \( \{ u^\varepsilon > \varepsilon \} \), the strategy will be to consider appropriate scaling versions of the universal barrier \( \Theta_L \).

Proof of Theorem 1.5 Let us assume, without loss of generality, \( 0 \in \{ u^\varepsilon > \varepsilon \} \). Now, we set \( \eta := \frac{d_\varepsilon(0)}{2} \) and consider the reaction term
\[ \zeta(z, t) := \begin{cases} \varepsilon \xi \varepsilon \xi (\varepsilon x, \varepsilon t), & \text{if } \varepsilon x \in \Omega \\ \xi^+, & \text{otherwise.} \end{cases} \]
Given the barrier \( \Theta_L \) built-up previously, we define
\[ \Theta_\varepsilon(x) := \varepsilon \cdot \Theta_L \left( \frac{x}{\varepsilon} \right). \]
Next, one verifies that the scaled barrier \( \Theta_e \) fulfils
\[
G(x, \nabla \Theta_e(x), D^2 \Theta_e(x)) \leq \zeta_e(x, \Theta_e(x)),
\]
Moreover, by (4.3) and (4.4) we verify that for \( 4L_\varepsilon \eta \ll \eta \),
\[
\Theta_e(0) = t_0 \cdot \varepsilon \quad \text{and} \quad \Theta_e(x) \geq \kappa_0 \cdot \eta \quad \text{on } \partial B_\eta.
\]
In the sequel, we claim that there exists a \( z_0 \in \partial B_\eta \) such that
\[
\Theta_e(z_0) \leq u^\varepsilon(z_0).
\]
Indeed, if we assume \( \Theta_e > u^\varepsilon \) everywhere in \( \partial B_\eta \), then
\[
v^\varepsilon(x) := \min \{ \Theta_e(x), u^\varepsilon(x) \}
\]
would be a super-solution to (P\_2). However, \( v^\varepsilon \) is strictly below of \( u^\varepsilon \), which contradicts the minimality of \( u^\varepsilon \). Therefore, by (4.6) and (4.7), we conclude
\[
\sup_{B_\eta} u^\varepsilon(x) \geq u^\varepsilon(z_0) > \Theta_e(z_0) \geq \kappa_0 \cdot \eta.
\]
Furthermore, \( u^\varepsilon \) solves in the viscosity sense
\[
\mathcal{B}_0 \leq G(x, \nabla u^\varepsilon, D^2 u^\varepsilon) \leq \mathcal{B} \quad \text{in} \quad B_{2\eta}.
\]
Therefore, by Harnack inequality (see, Theorem 8.3 and Remark 8.4), we obtain
\[
\sup_{B_\eta} u^\varepsilon \leq C(N, \lambda, \Lambda, q, L_1) \cdot \left( u^\varepsilon(0) + \max \left\{ (2\eta)^{\frac{p+q}{p+q+1}}, (2\eta)^{\frac{q+q}{q+q+1}} \right\} \right).
\]
Thus, by (4.8),
\[
u^\varepsilon(0) \geq \left( C^{-1} \kappa_0 - 2^{\frac{q+2}{p+1}} \max \left\{ \mathcal{B}^{\frac{1}{p+1}} \eta^{\frac{1}{p+1}}, \mathcal{B}^{\frac{1}{q+1}} \eta^{\frac{1}{q+1}} \right\} \right) \eta.
\]
Finally, by taking
\[
0 < \eta < \min \left\{ \mathcal{B} \cdot \left( C^{-1} \kappa_0 2^{\frac{q+2}{p+1}} \right)^{p+1}, \mathcal{B} \cdot \left( C^{-1} \kappa_0 2^{\frac{q+2}{q+1}} \right)^{q+1}, \frac{\text{diam}(\Omega)}{4} \right\},
\]
we have
\[
u^\varepsilon(0) \geq c \cdot \eta.
\]
for some constant \( 0 < c(\text{universal}) < C^{-1} \kappa_0 \).

5. Some important implications from Theorems 1.4 and 1.5

In this section, we discuss some implications of the sharp control of solutions, established in the sections 3 and 4.2. As a consequence of Lipschitz regularity, i.e. Theorem 1.4 and linear growth, i.e. Theorem 1.5 we obtain the complete control of \( u^\varepsilon \) in terms of \( d_e(x_0) \).

**Corollary 5.1.** Given \( \Omega' \subseteq \Omega \), there exists a constant \( C(\Omega', \text{universal parameters}) > 0 \) such that for \( x_0 \in \{ u^\varepsilon > \varepsilon \} \cap \Omega' \) and \( 0 < \varepsilon \leq \frac{1}{4} d_e(x_0) \), there holds
\[
C^{-1} d_e(x_0) \leq u^\varepsilon(x_0) \leq C d_e(x_0).
\]
**Proof.** Take \( z_0 \in \partial \{ u^\varepsilon > \varepsilon \} \), such that \( |z_0 - x_0| = d_e(x_0) \). Thus, follow from Theorem 1.4
\[
\sup_{\partial \Omega} u^\varepsilon(x_0) \leq C_0 d_e(x_0) + u^\varepsilon(z_0) \leq (C_0 + 1) d_e(x_0),
\]
The first inequality is precisely the statement of Theorem 1.5.
Next we will prove that Perron type solutions are strongly non-degenerate near $\varepsilon$-layers. It means that the $\sup_{B_r(x_0)} u^\varepsilon$ (for $x_0 \in \{u^\varepsilon > \varepsilon\} \cap \Omega'$) is comparable to $r$. This is an important piece of information about the growth rate of $u^\varepsilon$ away from $\varepsilon$-surfaces. The proof is, to a certain extent, a scholium of the proof of Theorem 1.6.

**Proof of Theorem 1.6.** Firstly, the estimate from above follows directly from Lipschitz regularity (Theorem 1.4). Now, as in the Theorem 1.5, we take $\Theta_\varepsilon(x) = \varepsilon \Theta_\varepsilon^0(x)$. Thus, $u^\varepsilon(x) > \Theta_\varepsilon(x)$, for some point $z_0 \in \partial B_\rho(x_0)$. Finally, we note that

$$ \sup_{B_\rho(z_0)} u^\varepsilon(x) \geq u^\varepsilon(z) > \Theta_\varepsilon(z_0) \geq \kappa_0 \cdot \rho. $$

\[\square\]

**Corollary 5.2.** Given $x_0 \in \{u^\varepsilon > \varepsilon\} \cap \Omega'$, $\varepsilon \ll \rho$ and $\rho \ll 1$ small enough (in a universal way), there exists a constant $0 < c_0(\text{universal}) \ll 1$ such that

$$ \mathcal{L}^N(B_\rho(x_0) \cap \{u^\varepsilon > \varepsilon\}) \geq c_0 \cdot \mathcal{L}^N(B_\rho(x_0)) $$

where $\mathcal{L}^N$ is the Lebesgue measure of the set $S \subset \mathbb{R}^N$.

*Proof.* From Strong non-degeneracy (Theorem 1.6) that there exists $y_0 \in B_\rho(x_0)$ such that

$$ u^\varepsilon(y_0) \geq c_0 \rho. $$

From Lipschitz regularity (Theorem 1.4), for $z_0 \in B_{k\rho}(y_0)$, we have

$$ u^\varepsilon(z_0) - C \rho \geq u^\varepsilon(y_0). $$

Thus, by previous estimates, it is possible to choose $0 < \kappa \ll 1$ small (in a universal way) such that

$$ z \in B_{k\rho}(y_0) \cap B_\rho(x_0) \quad \text{and} \quad u^\varepsilon(z) > \varepsilon. $$

Finally, there exists a portion of $B_\rho(x_0)$ with volume in order $\sim \rho^N$ within $\{u^\varepsilon > \varepsilon\}$. Thus, we verify

$$ \mathcal{L}^N(B_\rho(x_0) \cap \{u^\varepsilon > \varepsilon\}) \geq \mathcal{L}^N(B_\rho(x_0) \cap B_{k\rho}(y_0)) = c_0 \mathcal{L}^N(B_\rho(x_0)), $$

for some constant $0 < c_0(\text{universal}) \ll 1$.

\[\square\]

**Corollary 5.3.** Given $x_0 \in \{u^\varepsilon > \varepsilon\} \cap \Omega'$, $\varepsilon \ll \rho$ and $\rho \ll 1$ small enough (in a universal way), then

$$ \frac{1}{\rho} \int_{B_\rho(x_0)} u^\varepsilon(x) \, dx \geq c $$

for a constant $c(\text{universal}) > 0$ also depending on $\varepsilon$.

*Proof.* As in Corollary 5.2, there exists a constant $0 < \kappa(\text{universal}) \ll 1$, such that

$$ \int_{B_\rho(x_0)} u^\varepsilon(x) \, dx \geq C_N \int_{B_\rho(x_0) \cap B_{k\rho}(y_0)} u^\varepsilon(x) \, dx \geq c \rho $$

for a constant $0 < c(\text{universal}) \ll 1$ and some $y_0 \in \{u^\varepsilon > \varepsilon\} \cap \Omega'$.

\[\square\]
5.1. A Harnack type inequality. For solutions of \((P_{\varepsilon})\) a classical Harnack inequality is valid for balls that touch the free boundary along the \(\varepsilon\)-surfaces, i.e., \(\partial \{ u^\varepsilon > \varepsilon \} \cap \Omega' \).

**Theorem 5.4.** Let \( u^\varepsilon \) be a solution of \((P_{\varepsilon})\). Let also \( x_0 \in \{ u^\varepsilon > \varepsilon \} \) and \( \varepsilon \leq d := d_\varepsilon(x_0) \).

Then,

\[
\sup_{B_\frac{d}{2}(x_0)} u^\varepsilon(x) \leq C \cdot \inf_{B_\frac{d}{2}(x_0)} u^\varepsilon(x)
\]

for a constant \( C(\text{universal}) > 0 \) independent of \( \varepsilon \).

**Proof.** Let \( z_1, z_2 \in B_\frac{d}{2}(x_0) \) be points such that

\[
\inf_{B_\frac{d}{2}(x_0)} u^\varepsilon(x) = u^\varepsilon(z_1) \quad \text{and} \quad \sup_{B_\frac{d}{2}(x_0)} u^\varepsilon(x) = u^\varepsilon(z_2).
\]

Since \( d_\varepsilon(z_1) \geq \frac{d}{2} \), by Corollary 5.1

\[
(5.1) \quad u^\varepsilon(z_1) \geq C_1 \cdot d.
\]

Moreover, by Strong non-degeneracy 1.6

\[
(5.2) \quad u^\varepsilon(z_2) \leq C_2 \cdot \left( \frac{d}{2} + u^\varepsilon(x_0) \right).
\]

Next, by taking \( y_0 \in \partial \{ u^\varepsilon > \varepsilon \} \) such that \( d = |x_0 - y_0| \) and \( z \in B_{\bar{d}}(y_0) \cap \{ u^\varepsilon > \varepsilon \} \), we obtain from Corollary 5.1 and Theorem 1.6

\[
(5.3) \quad u^\varepsilon(x_0) \leq \sup_{B_{\bar{d}}(z)} u^\varepsilon \leq C_2 \cdot (d + u^\varepsilon(z)) \leq C_3 \cdot d.
\]

In conclusion, by combining (5.1), (5.2) and (5.3), we obtain

\[
\sup_{B_\frac{d}{2}(x_0)} u^\varepsilon(x) \leq C \cdot \inf_{B_\frac{d}{2}(x_0)} u^\varepsilon(x).
\]

\( \square \)

5.2. Porosity of the level surfaces. As a consequence of the growth rate and the non-degeneracy (Theorems 1.4 and 1.5), we obtain porosity of level sets.

**Definition 5.5 (Porous set).** A set \( S \subset \mathbb{R}^n \) is denominated porous with porosity \( \delta > 0 \), if \( \exists R > 0 \) such that

\[
\forall x \in S, \quad \forall r \in (0, R), \quad \exists y \in \mathbb{R}^n \quad \text{such that} \quad B_{\bar{r}}(y) \subset B_r(x) \setminus S.
\]

A porous set of porosity \( \delta \) has Hausdorff dimension not exceeding \( N - c \delta^N \), where \( c = c(N) > 0 \) is a dimensional constant. Particularly, a porous set has Lebesgue measure zero (see, [68]).

**Theorem 5.6 (Porosity).** Let \( u^\varepsilon \) be a solution of \((P_{\varepsilon})\). Then, the level sets \( \partial \{ u^\varepsilon > \varepsilon \} \cap \Omega' \) are porous with porosity constant independent of \( \varepsilon \).

**Proof.** Let \( R > 0 \) and \( x_0 \in \Omega' \cap \Omega \) be such that \( B_{4R}(x_0) \subset \Omega \).

**CLAIM:** The set \( \partial \{ u^\varepsilon > \varepsilon \} \cap B_{R}(x_0) \) is porous

Let \( x \in \partial \{ u^\varepsilon > \varepsilon \} \cap B_{R}(x_0) \) be fixed. For each \( r \in (0, R) \) we have \( B_r(x) \subset B_{2R}(x_0) \subset \Omega \). Now, let \( y \in \partial B_r(x) \) such that \( u^\varepsilon(y) = \sup_{\partial B_r(x)} u^\varepsilon(x) \). From Strong non-degeneracy (Theorem 1.6)

\[
(5.4) \quad u^\varepsilon(y) \geq c \cdot r.
\]
On the other hand, we know that (see, Theorem 1.4) near the free boundary
\begin{equation}
\|u^\varepsilon\| \leq C \cdot d_\varepsilon(y),
\end{equation}
where \(d_\varepsilon(y)\) is the distance of \(y\) from the set \(B_{2\varepsilon R}(x_0) \cap \Gamma_\varepsilon\). Next, from (5.4) and (5.5) we get
\begin{equation}
d_\varepsilon(y) \geq \delta r
\end{equation}
for a positive constant \(\delta \in (0, 1)\).

Let now \(y^* \in [x, y]\) (straight line segment connecting the points \(x\) and \(y\)) be such that
\[|y - y^*| = \frac{\delta r}{2}.
\] Hence, we see that
\begin{equation}
B_{\frac{\delta r}{2}}(y^*) \subset B_{\delta r}(y) \cap B_r(x).
\end{equation}
In effect, for each \(z \in B_{\frac{\delta r}{2}}(y^*)\)
\[|z - y| \leq |z - y^*| + |y - y^*| < \frac{\delta r}{2} + \frac{\delta r}{2} = \delta r;
\] \[|z - x| \leq |z - y^*| + (|x - y| - |y^* - y|) < \frac{\delta r}{2} + \left(\frac{r - \frac{\delta r}{2}}{2}\right) = r,
\]
then (5.7) follows.

Now, from (5.6) \(B_{\delta r}(y) \subset B_{d_\varepsilon(y)}(y) \subset \{u^\varepsilon > \varepsilon\}\), then
\[B_{\delta r}(y) \cap B_r(x) \subset \{u^\varepsilon > \varepsilon\},
\] which provides together with (5.7) the following
\[B_{\frac{\delta r}{2}}(y^*) \subset B_{\delta r}(y) \cap B_r(x) \subset B_r(x) \setminus (\partial \{u^\varepsilon > \varepsilon\} \cap B_R(x_0)),
\] thereby finishing the proof. \(\square\)

It is important to stress that for FBP\textsuperscript{s} modeled by a merely uniformly elliptic operator, one should not expect an improved Hausdorff estimate for the interface. In turn, when diffusion is driven by Laplacian operator, then Alt-Caffarelli’s theory in [1] establishes that \(c\delta^N = 1\). At this point, a natural issue is what is the minimum structural assumption under \(F\) as to obtain perimeter estimates of the interface. We will address an answer to such a question in the next Section.

6. Hausdorff measure estimates

In this section, we establish Hausdorff measure estimates of the approximating level surfaces. A necessary condition for the study of such an estimate is to impose the non-degeneracy of the reaction term propagates up to the transition layer. Hereafter, in condition (1.4), we shall take \(t_0 = 0\), i.e.,
\[\mathcal{J} := \inf_{\Omega \times [0, T_0]} \varepsilon \zeta (x, \varepsilon t) > 0
\]
for some \(T_0 > 0\) will be enforced. A condition at infinity on the governing operator \(F\) is also required in our analysis concerning Hausdorff estimates, which will be discussed soon.

Next result states that, in measure, the Hessian of an approximating solution blows-up near the transition layer as \(\varepsilon \to 0^+\). The proof follows the same lines as [3, Proposition 6.1] and [58, Proposition 5.1]. For this reason, we will omit it here.
Proposition 6.1. Fix $\Omega' \Subset \Omega$, $C \gg 1$ and $\rho < \text{dist}(\Omega', \partial \Omega)$. There exists $\varepsilon_0 > 0$ such that, for $\varepsilon \leq \varepsilon_0$ there holds
\begin{equation}
\int_{B_\rho(x_\varepsilon)} (\xi_\varepsilon(x, u') - C) \, dx \geq 0 \quad \text{for any} \quad x_\varepsilon \in \partial \{u' > \varepsilon\} \cap \Omega'.
\end{equation}

Mathematically, Proposition 6.1 implies that near the transition layer, the governing operator $F$ gets evaluated at very large matrices. Such an insight motivates the following structural asymptotic condition on the nonlinearity:

Definition 6.2 (Asymptotic Concavity). A uniformly elliptic operator $F : \Omega \times \text{Sym}(N) \to \mathbb{R}$ is said to fulfill the $C_F$–Asymptotic Concavity Property (resp. Asymptotic Convexity Property) if there exists $\mathfrak{A} \in \mathcal{A}_F$ and non-negative continuous function $C_F : \Omega \to \mathbb{R}$ such that
\begin{equation}
F(x, X) \leq \text{tr}(\mathfrak{A}(x) \cdot X) + C_F(x) \quad \text{(resp.} F(x, X) \geq \cdots),
\end{equation}
for all $(x, X) \in \Omega \times \text{Sym}(N)$, where
\[\mathcal{A}_{\mathfrak{A}, \Lambda} := \{ \mathfrak{A} \in \text{Sym}(N) \mid \lambda \text{Id}_N \leq \mathfrak{A} \leq \Lambda \text{Id}_N \} .\]

It is noteworthy that the $\mathcal{A}_{\mathfrak{A}, \Lambda}$ condition is weaker than the concavity (resp. convexity) one, which, for instance it is required for instance in Evans-Krylov-Trudinger’s $C^{2,\alpha}$ regularity theory (see, \cite{37, 45, 46, 65} and \cite{66}). Indeed, it means a sort of concavity (resp. convexity) condition at the infinity of $\text{Sym}(N)$ for $F$. Furthermore, the concavity (resp. convexity) assumption is precisely when $C_F = 0$. In a geometric viewpoint, such a condition means that for each $x \in \Omega$ fixed, there exists a hyperplane which decomposes $\mathbb{R} \times \text{Sym}(N)$ in two semi-spaces such that the graph of $F(x, \cdot)$ is always below such a hyperplane (see \cite{3}, \cite{58}, \cite{59} and references therein for some motivations and other details).

In turn, if $F$ fulfills $\mathcal{A}_{\mathfrak{A}, \Lambda}$, then its recession operator is a concave (resp. convex) operator, in other words
\[F^*(x, X) = \lim_{\tau \to 0^+} \frac{1}{\tau} F \left( x, \frac{1}{\tau} X \right) \leq \lim_{\tau \to 0^+} \left[ \text{tr}(\mathfrak{A}(x) \cdot X) + \tau C_F(x) \right] = \text{tr}(\mathfrak{A}(x) \cdot X) \quad \text{(resp.} \geq \text{tr}(\mathfrak{A}(x) \cdot X)).\]

Example 6.3. Let us consider $F : \text{Sym}(N) \to \mathbb{R}$ a $C^1$ uniformly elliptic operator. Then, its recession profile $F^*$ should be understood as the “limiting operator” for the natural scaling on $F$. By way of illustration, for a number of operators, it is possible to verify the existence of the following limit
\[\mathfrak{A}_{ij} := \lim_{\|X\| \to \infty} \frac{\partial F}{X_{ij}}(X),\]

In such a context, we obtain $F^*(X) = \text{tr}(\mathfrak{A}_{ij}X)$. An interesting example is the class of Hessian type operators:
\[F_m(e_1(D^2u), \cdots, e_N(D^2u)) := \sum_{j=1}^N \sqrt{1 + e_j(D^2u)^m} - N,\]
where $m \in \mathbb{N}$ is an odd number. In this setting,
\[F^*(X) = \sum_{j=1}^N e_j(X) \quad \text{(the Laplacian operator)}.
\]

We recommend the reader to \cite{23} Example 2.4, \cite{24} Section 6.2, \cite{27} Example 3.6 and \cite{28} Example 5 for a number of other illustrative examples.
Recently, improved regularity estimates for viscosity solutions of Asymptotically Concave equations were proven in [61] (see also [23] for global regularity results). We also emphasize that such operators play an essential role in establishing finiteness of $\Omega$ for any $\Omega'$. (Definition 6.7)

The equations were proven in [61] (see also [23] for global regularity results). We also

property in $\Omega$ (Definition 6.6) ($\delta$-density).

Therefore, by the $\delta$-density (Lemma 6.5). At this point, the proof can be obtained following the same ideas as ones in [3, Lemma 6.3] and [59, Lemma 4.1].

Next, we will introduce the notion of the Hausdorff measure. For this reason, the limiting free boundary condition is ruled by the $F^*$ rather than $F$ (see, [59] for an illustrating example).

Finally, hereafter in this Section, we assume the governing operator $F$ has the asymptotically concave property (ACP).

Remark 6.4. Notice that if $u^\varepsilon$ is a Perron’s solution to $\text{(P_\varepsilon)}$, then we may verify in the viscosity sense

\[
F(x,D^2 u^\varepsilon) = \zeta(x,u^\varepsilon)\mathcal{H}(x,\nabla u^\varepsilon)^{-1} \quad \text{in} \quad \{ u^\varepsilon > \varepsilon \} \cap \Omega',
\]

for any $\Omega' \subset \Omega$. Hence, by Lipschitz regularity (Theorem 1.4) and (N-HDeg), one has

\[
F(x,D^2 u^\varepsilon) = \zeta(x,u^\varepsilon)\mathcal{H}(x,\nabla u^\varepsilon)^{-1} \geq \zeta(x,u^\varepsilon)L_2^{-1}(C_0^p+\|a\|_{L^\infty(\Omega)}C_0^q)^{-1}.
\]

Therefore, by the (ACP) condition

\[
\int_{B_p(x_\varepsilon)} a_{ij}(x) D_{ij} u^\varepsilon(x) \, dx \geq \int_{B_p(x_\varepsilon)} \left[ \zeta(x,u^\varepsilon)\mathcal{H}(x,\nabla u^\varepsilon)^{-1} - C_p^p(x) \right] \, dx \\
\geq C_{p,q}^{-1} \int_{B_p(x_\varepsilon)} \left[ \zeta(x,u^\varepsilon) - \|C_p^p\|_{L^\infty(\Omega)} C_{p,q} \right] \, dx \\
> 0,
\]

where $C_{p,q} := L_2(C_0^p+\|a\|_{L^\infty(\Omega)}C_0^q)$ and we have used the Proposition 6.1.

In the next result, Remark 6.4 will allow us to adapt some arguments available for elliptic linear problems (cf. [11]). At this point, the proof can be obtained following the same ideas as ones in [3, Lemma 6.3] and [59, Lemma 4.1].

Lemma 6.5. There exists a constant $C(\Omega', \text{universal parameters}) > 0$ such that, for each $x_\varepsilon \in \partial \{ u^\varepsilon > \varepsilon \} \cap \Omega'$ and $\rho \ll 1$, there holds

\[
\int_{B_\rho(x_\varepsilon) \cap \{ \varepsilon \leq u^\varepsilon < \mu \}} |\nabla u^\varepsilon|^2 \, dx \leq C\mu \rho^{N-1}.
\]

Next, we will remember some definitions and auxiliary results.

Definition 6.6 ($\delta$-density). Given an open subset $\mathcal{G} \subset \mathbb{R}^N$, we say that $\mathcal{G}$ has the $\delta$-density property in $\Omega$ for $0 < \delta < 1$, if there exists $\tau > 0$ such that

\[
\mathcal{L}^N(B_{\delta}(x) \cap \mathcal{G}) \geq \tau \cdot \mathcal{L}^N(B_{\delta}(x)).
\]

Definition 6.7 ($\delta$-neighborhood of a set). Given a measurable set $S \subset \mathbb{R}^N$ and a positive constant $\delta > 0$, we denote:

\[
\mathcal{N}_\delta(S) := \{ x \in \mathbb{R}^N \mid \text{dist}(x,S) < \delta \},
\]

the $\delta$-neighborhood of $S$ in $\mathbb{R}^d$.

Next we will introduce the notion of the Hausdorff measure.
Definition 6.8 ($\mathcal{H}^j$-Hausdorff measure). Let $r_0 > 0$ be given, $0 < \delta < r_0$ be fixed, and let $S \subset \mathbb{R}^N$ be a given Borel set. For an arbitrary $j \in \mathbb{N} \setminus \{0\}$, we define the $(\delta, j)$-Hausdorff content of $S$ as follows:

$$\mathcal{H}^j_\delta(S) := \inf \left\{ \sum_i r_i^j : S \subset \bigcup_i B_{r_i}(x_i) \text{ such that } r_i < \delta \right\},$$

where the infimum is taken over all covers $\{B_{r_i}(x_i)\}_i$ of $S$. Therefore, the $\mathcal{H}^j$-Hausdorff measure of $S$ is defined as:

$$\mathcal{H}^j(S) := \lim_{\delta \to 0^+} \mathcal{H}^j_\delta(S).$$

Before establishing uniform bounds of the $\mathcal{H}^{N-1}$-Hausdorff measure of the level-surfaces $\partial \{u^\varepsilon > \varepsilon\}$, let us recall a classical result from measure theory.

Lemma 6.9 (Density property). Given an open set $\Omega \Subset \mathbb{R}^N$, there holds:

1. If there exists $\delta$ such that $\partial \Omega$ has the $\delta$-density property, then there exists a constant $C_c = C(\tau, N)$, where:

$$|\mathcal{N}_\delta(\partial \Omega) \cap B_\rho(x)| \leq \frac{1}{2^N} |\mathcal{N}_\delta(\partial \Omega) \cap B_\rho(x) \cap \partial \Omega| + C \delta \rho^{N-1}$$

with $x \in \partial \Omega \cap \Omega$ and $\delta \ll \rho$.

2. If $\partial \Omega$ has uniform density in $\Omega$ along $\partial \Omega$, then $|\partial \Omega \cap \Omega| = 0$.

Proof. Property (1) holds by using a covering argument and (2) is a consequence of the Lebesgue Differentiation Theorem (see [38]).

Next, we obtain an $N$-dimensional measure estimate on $\varepsilon$-level layers, that are uniform with respect to parameter $\varepsilon$. The proof holds the same lines as one in [3 Lemma 6.5]. We will omit it here to avoid an unnecessary duplication.

Lemma 6.10. Fixed $\Omega' \Subset \Omega$, there exists a constant $C^*(\Omega', \text{universal parameters}) > 0$, such that if $C^* \mu \leq 2 \rho \ll \text{dist}(\Omega', \partial \Omega)$ then, for $\mu, \varepsilon > 0$ small enough, with $3C_1\varepsilon < \mu \ll \rho$, we have

$$\mathcal{L}^N \left( \{ C_1 \varepsilon < u^\varepsilon \cap B_\rho(x_\varepsilon) \} \right) \leq C^* C_1 \mu \rho^{N-1},$$

where $x_\varepsilon \in \partial \{ u^\varepsilon > \varepsilon \} \cap \Omega'$, with $d_\rho(x_\varepsilon) \ll \text{dist}(\Omega', \partial \Omega)$ and $d_\rho(x_\varepsilon) \ll 1$.

Finally, we are ready to establish the $(N-1)$-Hausdorff estimate of approximating level sets (uniform with respect to the parameter $\varepsilon$).

Theorem 6.11. Fixed $\Omega' \Subset \Omega$, there exists a constant $C^*(\Omega', \text{universal parameters}) > 0$, such that

$$\mathcal{H}^{N-1}(\{ C_1 \varepsilon < u^\varepsilon \cap B_\rho(x_\varepsilon) \} \cap \Omega') \leq C_1 \rho^{N-1},$$

for $C_1 > 1$, $x_\varepsilon \in \partial \{ C_1 \varepsilon < u^\varepsilon \} \cap \Omega'$, with $d_\rho(x_\varepsilon) \ll \text{dist}(\Omega', \partial \Omega)$ and $C_1 \varepsilon \ll \rho$. Particularly,

$$\mathcal{H}^{N-1}(\{ u^\varepsilon = C_1 \varepsilon \cap B_\rho(x_\varepsilon) \}) \leq C \cdot \rho^{N-1},$$

for constants $C, C_1 > 0$ independent of $\varepsilon$.

Proof. From Lipschitz regularity (Theorem 1.4), for $z \in \partial \{ C_1 \varepsilon < u^\varepsilon \}$ and $y \in \mathcal{N}_\delta(\partial \{ C_1 \varepsilon < u^\varepsilon \} \cap B_\rho(x_\varepsilon) \cap \{ C_1 \varepsilon < u^\varepsilon \})$, we obtain

$$u^\varepsilon(y) \leq u^\varepsilon(z) + C[|z - y| - C^\delta |y - x_\varepsilon|] \leq \mu + C \delta \leq \kappa \mu,$$

for $\mu = C \delta$ and $\kappa(\text{universal}) > 0$. Therefore, the inclusion

$$\mathcal{N}_\delta(\partial \{ C_1 \varepsilon < u^\varepsilon \} \cap B_\rho(x_\varepsilon)) \cap \{ C_1 \varepsilon < u^\varepsilon \} \subset \{ C_1 \varepsilon < u^\varepsilon < \kappa \mu \} \cap B_\rho(x_\varepsilon)$$
there holds. On the other hand, by Corollary 5.4 and by taking $\delta$ as above, we verify that
\[
\mathcal{L}^N(B_\delta(x) \cap \{u^\varepsilon > C_1 \varepsilon\}) \geq c \cdot \mathcal{L}^N(B_\delta(x)) \quad \text{for} \quad x \in \partial \{u^\varepsilon > \varepsilon\}.
\]
Hence, we conclude that $\partial \{u^\varepsilon > C_1 \varepsilon\}$ has the $\delta$-density property. Thus, Lemma 6.9 ensures the existence of a constant $M(\text{universal}) > 0$ such that
\[
\mathcal{L}^N(\mathcal{N}_\delta(\partial \{C_1 \varepsilon < u^\varepsilon\}) \cap B_\rho(x_\varepsilon)) \leq C_2 \mathcal{L}^N(\mathcal{N}_\delta(\partial \{C_1 \varepsilon < u^\varepsilon\}) \cap B_\rho(x_\varepsilon) \cap \{C_1 \varepsilon < u^\varepsilon\}) + M\delta \rho^{-N-1}.
\]
Hence, by applying (6.3), we obtain
\[
\mathcal{L}^N(\mathcal{N}_\delta(\partial \{C_1 \varepsilon < u^\varepsilon\}) \cap B_\rho(x_\varepsilon)) \leq C_2 \mathcal{L}^N(\{C_1 \varepsilon < u^\varepsilon < \kappa \mu\} \cap B_\rho(x_\varepsilon)) + M\delta \rho^{-N-1},
\]
for some constant $C_2(\text{universal}) > 0$. Finally, for $\mu \ll \rho$, Lemma 6.10 yields
\[
\mathcal{L}^N(\mathcal{N}_\delta(\partial \{C_1 \varepsilon < u^\varepsilon\}) \cap B_\rho(x_\varepsilon)) \leq C\delta \rho^{-N-1} \quad \text{for some} \quad C > 0.
\]
In order to conclude, we take a covering of $\partial \{C_1 \varepsilon < u^\varepsilon\} \cap B_\rho(x_\varepsilon)$ by balls $\{B_{r_j}\}$ centered at points along $\partial \{C_1 \varepsilon < u^\varepsilon\} \cap B_\rho(x_\varepsilon)$ with radius $\mu \ll 1$. Thus, we may write
\[
\bigcup_{j} B_{r_j} \subset \mathcal{N}_\mu((\{C_1 \varepsilon < u^\varepsilon\}) \cap B_{\rho+\mu}(x_\varepsilon)).
\]
Therefore, there exist universal constants $C_3, C_4 > 0$, such that
\[
\mathcal{H}_\mu^{N-1}(\partial \{C_1 \varepsilon < u^\varepsilon\} \cap B_\rho(x_\varepsilon)) \leq C_3 \sum_j \mathcal{L}^{N-1}(\partial B_{r_j}) = \frac{C_3}{\mu} \sum_j \mathcal{L}^N(B_{r_j}) \leq \frac{C_3}{\mu} \mathcal{L}^N(\mathcal{N}_\mu((\{C_1 \varepsilon < u^\varepsilon\}) \cap B_{\rho+\mu}(x_\varepsilon))) \leq C_4 C(\rho + \mu)^{-N-1} + o(1).
\]
Finally, we finish the proof of the Theorem by letting $\mu \to 0^+$.

\section{7. Limiting Scenario as $\varepsilon \to 0^+$}

We will establish geometric and measure theoretic properties for a limiting profile $\lim_{j \to \infty} u^{k_j}(x)$, for a subsequence $\varepsilon_{k_j} \to 0$. In effect, from Lipschitz regularity the family $\{u^{k_j}\}$ is pre-compact in $C^{0,1}_{loc}(\Omega)$ topology. Thus, up to a subsequence, there exists a function $u_0$, obtained as the uniform limit of $u^{k_j}$, as $\varepsilon_{k_j} \to 0$.

From now on, we will use the following definition when referring to $u_0$:
\[
u_0(x) := \lim_{j \to \infty} u^{k_j}(x).
\]
Furthermore, we see that such a limiting function verifies
\begin{enumerate}
\item $u_0 \in [0,K_0]$ in $\overline{\Omega}$ for some constant $K_0(\text{universal}) > 0$ (independent of $\varepsilon$);
\item $u_0 \in C^{0,1}(\Omega)$;
\item $\mathcal{G}(x, \nabla u_0, D^2 u_0) = f_0(x)$ in $\{u_0 > 0\}$, with $0 \leq f_0 \in L^\infty(\Omega) \cap C^0(\Omega)$.
\end{enumerate}
Notice that by combining item (3) with the regularity estimate established in [24, Theorem 1.1], it follows that \( u_0 \in C^{1,\alpha}_{\text{loc}}(\{u_0 > 0\}) \). However, such an estimate degenerates as we approach \( \mathfrak{S}(u_0, \Omega') \). Nevertheless, from item (2), the gradient remains under control, even when \( \text{dist}(x_0, \mathfrak{S}(u_0, \Omega')) \to 0 \).

In the sequel, we show that at each point \( z_0 \in \mathfrak{S}(u_0, \Omega') \), there exists a cone with vertex \( z_0 \) that confines the graph of the limiting profile.

**Proof of Theorem 1.8**  Firstly, the upper estimate follows from the local Lipschitz continuity of \( u_0 \). Next, from Corollary 5.1, there exists \( y_0 \in \{0 \leq u^\varepsilon \leq \varepsilon\} \cap \Omega^\delta \) with \( d_\delta(x_0) = |x_0 - y_0| \) such that

\[
u^\varepsilon(x_0) \geq c \cdot d_\delta(x) = c |x_0 - y_0|,
\]

for a constant \( c(\text{universal}) > 0 \). Thus, up to a subsequence, \( y_\varepsilon \to y_0 \in \{u = 0\} \) and hence \( u_0(x_0) \geq c |x_0 - y_0| \geq c \text{dist}(x_0, \mathfrak{S}(u_0, \Omega')). \)

\[\square\]

**Theorem 7.1.**  Given \( \Omega' \subset \Omega \), there exist universal positive constants \( C_0 \) and \( r_0 \), such that

\[ C_0^{-1} r \leq \sup_{B_r(x_0)} u_0(x) \leq C_0(r + u_0(x_0)) \]

for any \( x_0 \in \{u_0 > 0\} \cap \Omega' \) with \( \text{dist}(x_0, \partial \{u_0 > 0\}) \leq \frac{1}{4} \text{dist}(x_0, \partial \Omega') \) and \( r \leq r_0 \).

**Proof.**  Such estimates are consequences of passing the limit as \( \varepsilon \to 0 \) in Theorem 1.6  \[\square\]

Next result states that the set \( \{u_0 > 0\} \) is the limit, in the Hausdorff distance, of \( \{u^\varepsilon > \varepsilon\} \) as \( \varepsilon \to 0 \).

**Theorem 7.2.**  Given \( C_1 > 1 \), the following inclusions

\[ \{u_0 > 0\} \cap \Omega' \subset \mathcal{N}_\delta(\{u^\varepsilon > C_1 \varepsilon \}) \cap \Omega' \quad \text{and} \quad \{u^\varepsilon > C_1 \varepsilon \} \cap \Omega' \subset \mathcal{N}_\delta(\{u_0 > 0\}) \cap \Omega', \]

hold for \( \delta \ll 1 \) and \( \varepsilon_k \ll \delta \).

**Proof.**  We will prove the first inclusion, since the second one is obtained similarly. Let suppose for sake of contradiction that there exist a subsequence \( \varepsilon_k \to 0 \) and points \( x_k \in \{u_0 > 0\} \cap \Omega' \) such that

\[
\text{dist}(x_k, \{u^\varepsilon > C_1 \varepsilon \}) > \delta.
\]

From Theorem 7.1 and taking \( k \gg 1 \), we obtain

\[ u^\varepsilon(y_k) = \sup_{B_\delta(x_k)} u^\varepsilon(x) \geq \frac{1}{2} \cdot \sup_{B_\delta(x_k)} u_0(x_k) \geq C_1 \varepsilon_k \]

for some \( y_k \in B_\delta(x_k) \cap \{u^\varepsilon > C_1 \varepsilon \} \), which contradicts (7.1). This finishes the proof. \[\square\]

**Theorem 7.3.**  Given a sub-domain \( \Omega' \subset \Omega \), there exists a constant \( C(\text{universal}) > 0 \) and \( \rho_0(\Omega', \text{universal parameters}) > 0 \) such that, for any \( x_0 \in \mathfrak{S}(u_0, \Omega') \) and \( \rho \leq \rho_0 \), there holds

\[ C^{-1} \leq \frac{1}{\rho} \int_{\partial \mathcal{B}_\rho(x_0)} u_0(x) \, d\mathcal{H}^{N-1} \leq C. \]
Proof. From the Lipschitz regularity, the upper estimate is easily satisfied. Now, to prove the other inequality, we consider $z_k \in \partial \{ u_k > 0 \} \cap \Omega'$, satisfying

$$|z_k - x_0| = \text{dist}(x_0, \partial \{ u_k > 0 \}).$$

Next, from Theorem 7.2, $z_k \to x_0$. Thus, we may pass the limit as $\varepsilon_k \to 0$ in the thesis of Corollary 5.3 thereby finishing the Theorem. □

Remark 7.4. Taking into account the condition (7.2), we will say that $u_0$ is locally uniformly non-degenerate in $\mathcal{F}(u_0, \Omega')$. Finally, in some extent, such a property is another way of saying that $u_0$ enjoys Lipschitz regularity and Non-degeneracy property.

Next, we see that the set $\{ u_0 > 0 \}$ has uniform density along $\mathcal{F}(u_0, \Omega')$.

**Theorem 7.5.** Given $\Omega' \Subset \Omega$, there exists a constant $c_0(\text{universal}) > 0$, such that for $x_0 \in \mathcal{F}(u_0, \Omega')$ there holds

$$\mathcal{L}^N(B_\rho(x_0) \cap \{ u_0 > 0 \}) \geq c_0 \mathcal{L}^N(B_\rho(x_0)),$$

for $\rho \ll 1$. Particularly, $\mathcal{L}^N(\mathcal{F}(u_0, \Omega')) = 0$.

**Proof.** The estimate (7.3) follows as in the proof of Corollary 5.2. We conclude the result by making use of the Lebesgue differentiation theorem and a covering argument (a Besicovitch–Vitali type result, see [38] for details). □

Finally, we are in a position to establish the Hausdorff measure estimate of the limiting free boundary.

**Proof of Theorem 1.9.** From Theorem 7.2, for $k \gg 1$ large enough, one has

$$\mathcal{N}_\delta(\mathcal{F}(u_0, \Omega')) \cap B_\rho(x_0) \subset \mathcal{N}_\delta(\partial \{ u_k > C_1 \varepsilon_k \}) \cap B_{2\rho}(x_0).$$

Now, by assuming, $\varepsilon_k \ll \delta \ll \rho \ll \text{dist}(\Omega', \partial \Omega)$, the hypothesis of Theorem 6.11 are verified, thereby implying the following estimate for the $\delta$-neighborhood,

$$\mathcal{L}^N(\mathcal{N}_\delta(\mathcal{F}(u_0, \Omega')) \cap B_\rho(x_0)) \leq C \cdot \delta \rho^{N-1}.$$

Next, let $\{ B_{r_j} \}_{j \in \mathbb{N}}$ be a covering of $\mathcal{F}(u_0, \Omega') \cap B_\rho(x_0)$ by balls with radii $\delta > 0$ and centered at free boundary points on $\mathcal{F}(u_0, \Omega') \cap B_\rho(x_0)$. Hence,

$$\bigcup_{j \in \mathbb{N}} B_{r_j} \subset \mathcal{N}_\delta(\mathcal{F}(u_0, \Omega')) \cap B_{\rho + \delta}(x_0).$$

Therefore, there exists a constant $\overline{C}(\text{universal}) > 0$ such that

$$\mathcal{H}^{N-1}_\delta(\mathcal{F}(u_0, \Omega') \cap B_\rho(x_0)) \leq \overline{C} \sum_j \mathcal{L}^{N-1}(\partial B_{r_j})$$

$$= N \overline{C} \delta \sum_j \mathcal{L}^N(B_{r_j})$$

$$\leq N \overline{C} \delta \mathcal{L}^N(\mathcal{N}_\delta(\mathcal{F}(u_0, \Omega')) \cap B_{\rho + \delta}(x_0))$$

$$\leq C(N)(\rho + \delta)^{N-1}$$

$$= C(N) \rho^{N-1} + o(\delta).$$

Finally, by letting $\delta \to 0^+$ we conclude the proof.
As a consequence of the previous statement we conclude that \( \mathcal{F}(u_0, \Omega') \) has locally finite perimeter (see, \cite{38} for a precise definition). Furthermore, the reduced free boundary, i.e. \( \mathcal{F}_{\text{red}}(u_0, \Omega') := \partial_{\text{red}} \{ u_0 > 0 \} \cap \Omega' \) has a total \( H^{N-1} \) measure in the sense that
\[
H^{N-1} \left( \mathcal{F}(u_0, \Omega') \setminus \mathcal{F}_{\text{red}}(u_0, \Omega') \right) = 0,
\]
We recommend to reader to \cite{3} Theorem 6.7 for the detailed proof. Particularly, the limiting free boundary has an outward vector for \( H^{N-1} \) a.e. in \( \mathcal{F}_{\text{red}}(u_0, \Omega') \) (see, \cite{38}).

7.1. Final comments: An ansatz on the free boundary condition. In the particular case coming from the homogeneous flame propagation theory:
\[
\zeta_\varepsilon(t) = \frac{1}{\varepsilon} \zeta \left( \frac{t}{\varepsilon} \right),
\]
where \( \zeta \) is a continuous function supported in \([0, 1]\), then the limiting function satisfies
\[
F(x, D^2 u) = 0 \quad \text{in} \quad \{ u > 0 \},
\]
in view of Cutting Lemma in \cite{41} Lemma 6]. In this case, even though the gradient degeneracy is no longer present in the limiting equation, it does leave its signature on the expected linear behavior along the limiting transition boundary.

Let us analyze one-dimensional profiles, i.e., the limiting configuration of the equation
\[
(\varepsilon |u_x|^p + \kappa |u_x|^q) \cdot u_x = \zeta_\varepsilon(u^\varepsilon) \quad \text{for} \quad \kappa > 0
\]
By multiplying the above equation by \( u_x^\varepsilon dx \), we find the differential equality:
\[
(|u_x^\varepsilon|^p + \kappa |u_x^\varepsilon|^q) \cdot (u_x^\varepsilon dx) = \zeta_\varepsilon(u^\varepsilon) \cdot u_x^\varepsilon dx.
\]
However,
\[
\zeta_\varepsilon(u^\varepsilon) \cdot u_x^\varepsilon dx = \frac{d}{dx} \mathcal{Z}_\varepsilon(u^\varepsilon),
\]
where
\[
\mathcal{Z}_\varepsilon(x) := \int_0^x \zeta(s) ds \rightarrow \int_0^1 \zeta(s) ds \quad \text{as} \quad \varepsilon \rightarrow 0^+.
\]
Performing a change of variables
\[
u_x^\varepsilon(x) = w(x) \quad \implies \quad u_x^\varepsilon dx = dw,
\]
then we can write
\[
\int \left( |u_x^\varepsilon|^p + \kappa |u_x^\varepsilon|^q \right) u_x^\varepsilon dx = \int (|w|^p + \kappa |w|^q) w dw.
\]
Thus, computing anti-derivatives in (7.5) and letting \( \varepsilon \rightarrow 0 \), we obtain for the limiting function \( u \) that
\[
\frac{1}{p+2} |u'(x_0)|^{p+2} + \frac{\kappa}{q+2} |u'(x_0)|^{q+2} = \int_0^1 \zeta(s) ds.
\]
Therefore,
\[
|u'(x_0)| \leq \min \left\{ \sqrt[p+2]{(p+2) \int_0^1 \zeta(s) ds}, \sqrt[q+2]{\frac{q+2}{\kappa} \int_0^1 \zeta(s) ds} \right\}.
\]
Particularly, by taking \( p = 0 = \kappa \), we recover the classical free boundary condition in the isotropic flame propagation theory, see \cite{5}.
8. Appendices

8.1. Harnack Inequality. For the reader’s convenience, in this Appendix we gather the statements of two fundamental results in elliptic regularity, namely the Weak Harnack inequality and the Local Maximum Principle. Such pivotal tools will provide a Harnack inequality (resp. local Hölder regularity) to viscosity solutions.

Theorem 8.1 (Weak Harnack inequality, \cite{40} Theorem 2). Let \( u \) be a non-negative continuous function such that

\[
F_0(x, \nabla u, D^2 u) \leq 0 \quad \text{in} \quad B_1
\]

in the viscosity sense. Assume that \( F_0 \) is uniformly elliptic in the \( X \) variable (see, A1 condition) and \( F_0 \in C^0(B_1 \times (\mathbb{R}^N \setminus B_{M_F}) \times \text{Sym}(N)) \) for some \( M_F \geq 0 \). Further assume that

\[
|\xi| \geq M_F \quad \text{and} \quad F_0(x, \xi, X) \leq 0 \implies M^{-}_{\lambda, \Lambda}(X) - \sigma(x)|\xi| - f_0(x) \leq 0.
\]

for continuous functions \( f_0 \) and \( \sigma \) in \( B_1 \). Then, for any \( q_1 > n \)

\[
\|u\|_{L^{q_1}(B_{\frac{1}{4}})} \leq C \inf_{B_{\frac{1}{2}}} \left\{ u + \max \left\{ M_F, \|f_0\|_{L^N(B_1)} \right\} \right\}
\]

for some (universal) \( p_0 > 0 \) and a constant \( C > 0 \) depending on \( N, q_1, \lambda, \Lambda \) and \( \|\sigma\|_{L^q(B_1)} \).

Theorem 8.2 (Local Maximum Principle, \cite{40} Theorem 3). Let \( u \) be a continuous function satisfying

\[
F_0(x, \nabla u, D^2 u) \geq 0 \quad \text{in} \quad B_1
\]

in the viscosity sense. Assume that \( F_0 \) is uniformly elliptic in the \( X \) variable and \( F_0 \in C^0(B_1 \times (\mathbb{R}^N \setminus B_{M_F}) \times \text{Sym}(N)) \) for some \( M_F \geq 0 \). Further assume that

\[
|\xi| \geq M_F \quad \text{and} \quad F_0(x, \xi, X) \geq 0 \implies M^{+}_{\lambda, \Lambda}(X) + \sigma(x)|\xi| + f_0(x) \geq 0.
\]

for continuous functions \( f_0 \) and \( \sigma \) in \( B_1 \). Then, for any \( p_1 > 0 \) and \( q_1 > N \)

\[
\sup_{B_{\frac{1}{4}}} u \leq C \left\{ \|u^+\|_{L^{p_1}(B_{\frac{1}{2}})} + \max \left\{ M_F, \|f_0\|_{L^N(B_1)} \right\} \right\}
\]

where \( C > 0 \) is a constant depending on \( N, q_1, \lambda, \Lambda, \|\sigma\|_{L^q(B_1)} \) and \( p_1 \).

Let us recall that such results were proved in Imbert’s manuscript \cite{40} by following the strategy of the uniformly elliptic case, see \cite{14} Section 4.2. Such a strategy is based on the so-called \( L^2 \)-Lemma, which establishes a polynomial decay for the measure of the super-level sets of a non-negative super-solution for the Pucci extremal operator \( \overline{M}^+_{\lambda, \Lambda} \):

\[
\mathcal{L}^N(\{x \in B_1 : u(x) > t\} \cap B_1) \leq \frac{C}{t^\varepsilon}.
\]

Unfortunately, Imbert’s manuscript has a gap in the proof of (8.3). Such an error was recently made up in a joint work with Silvestre, see \cite{42}, where an appropriate \( L^2 \)-estimate was addressed. In fact, their proof holds for “Pucci extremal operators for large gradients” defined, for a fixed \( \tau \), by:

\[
\overline{M}^+_{\lambda, \Lambda}(D^2 u, \nabla u) := \begin{cases} 
M^+_{\lambda, \Lambda}(D^2 u) + \Lambda|\nabla u| & \text{if } |\nabla u| \geq \tau \\
+\infty & \text{otherwise}
\end{cases}
\]
whenever \( \mathcal{M}_{\lambda,\Lambda}(D^2 u, \nabla u) := \left\{ \begin{array}{ll} \mathcal{M}_{\lambda,\Lambda}(D^2 u) - \Lambda |\nabla u| & \text{if } |\nabla u| \geq \tau \\
\infty & \text{otherwise} \end{array} \right. \)

The \( L^p \)-estimate is proved to hold whenever \( \tau \leq \varepsilon_0 \) universal (see, \cite[Theorem 5.1]{42}). Moreover, notice that the ellipticity condition \( \mathcal{M}_{\lambda,\Lambda} \) is consistent with \( (8.1) \) if we take \( \sigma(x) \equiv \Lambda \). Precisely, if \( (8.1) \) and \( u \) is a super-solution for \( F_0 \), then it is also a super-solution for \( \mathcal{M}_{\lambda,\Lambda} \) with right hand side \( f_0 \). An analogous reasoning is valid for \( \mathcal{M}_{\lambda,\Lambda}^+ \) and \( (8.2) \).

In this point, once the \( L^p \) is derived, the proof of Theorem \( 8.1 \) is exactly as the one in \( [40] \) which is, in turn, a modification of the uniformly elliptic case in \( [14, \text{Theorem 4.8, a}] \). As for Theorem \( 8.2 \) it also follows from \( (8.3) \) by assuming (in a first moment) that the \( L^p \) norm of \( u^+ \) is small and the obtaining the general result by interpolation. Indeed, the smallness of the \( L^p \) norm readily implies \( (8.3) \) which in turn gives \( u \) is bounded (see, \cite[Lemma 4.4, which is adapted in \cite[Section 7.2]{40}].

Notice that our class of operators fits in this scenario by setting

\[
F_0(x, \nabla v, D^2 v) := \mathcal{H}(x, \nabla v)F(x, D^2 v) - f(x).
\]

and

\[
f_0(x) := \frac{L_1^{-1} f^+(x)}{\varepsilon_0^q + a(x) \varepsilon_0^p}
\]

for suitable \( \varepsilon_0 > 0 \).

In effect, we have that whenever

\[
\mathcal{H}(x, \nabla v)F(x, D^2 v) \leq f(x) \quad \text{in } B_1
\]

in the viscosity sense, then the ellipticity condition of \( F (A1) \) ensures that

\[
\mathcal{M}_{\lambda,\Lambda}(D^2 v) \leq F(x, D^2 v) \leq \frac{f(x)}{\mathcal{H}(x, \nabla v)} \leq \frac{f^+(x)}{\mathcal{H}(x, \nabla v)} + \frac{L_1^{-1}}{\varepsilon_0^q + a(x) \varepsilon_0^p} f^+(x) \leq 0
\]

whenever \( |\nabla v| \geq M_p = \varepsilon_0 > 0 \) so that

\[
\mathcal{M}_{\lambda,\Lambda}(D^2 v) - \Lambda |\nabla v| - f_0(x) \leq \left( \frac{1}{\mathcal{H}(x, \nabla v)} - \frac{L_1^{-1}}{\varepsilon_0^q + a(x) \varepsilon_0^p} \right) f^+(x) \leq 0.
\]

Remember that the constants obtained in \( [42] \) are monotone with respect to \( \tau \) and bounded away from zero and infinity, so we get a uniform estimate as \( (8.3) \) for super-solutions of \( \mathcal{H}(v) := \mathcal{H}(x, \nabla v)F(x, D^2 v) \).

Therefore, in such a situation we have (recall \( \sigma(x) \equiv \Lambda \) from Theorem \( 8.1 \))

\[
(8.4) \quad \|v\|_{L^{p_0}(B_{1/2})} \leq C \left\{ \inf_{B_{1/2}} v + \varepsilon_0 + \|f_0\|_{L^{p_0}(B_1)} \right\} \leq \Xi_0,
\]

where

\[
\Xi_0 := \left\{ \begin{array}{ll}
C \left\{ \inf_{B_{1/2}} v + \min_{B_{1/2}} \left\{ 1, \left( q + 1 \right) \sqrt{|B_1| L_1^{-1}} \left\| \frac{f^+}{1 + a} \right\|_{L^{p_0}(B_1)} \right\} \right\} & \text{if } \varepsilon_0 \in (0, 1] \\
C \left\{ \inf_{B_{1/2}} v + \min_{B_{1/2}} \left\{ 1, \left( p + 1 \right) \sqrt{|B_1| L_1^{-1}} \left\| \frac{f^+}{1 + a} \right\|_{L^{p_0}(B_1)} \right\} \right\} & \text{if } \varepsilon_0 \in (1, \infty) \end{array} \right.
\]

Notice that we have used in above inequalities that the function

\[
(0, \infty) \ni t \mapsto b(t) = t + \frac{1}{t^r} \left( \frac{1}{f^+} \left\| \frac{f^+}{1 + a} \right\|_{L^{p_0}(B_1)} \right)
\]
is optimized (i.e. its lowest upper bound) when \( r^* = \left( s \sqrt{\frac{1}{s}} \right)^{r_{1+}} \) for \( s \in (0, \infty) \).

In conclusion, in any case, we obtain (since \( 0 < p \leq q < \infty \))

\[
\|v\|_{L^p(B_\frac{1}{2})} \leq C \left\{ \inf_{B_{\frac{1}{2}}} v + (q+1)^{-\frac{1}{p+1}} \Pi_{p,q}^{-,a} \right\}
\]

where

\[
\Pi_{p,q}^{-,a} := \max \left\{ \left[ \frac{\sqrt{|B_1|} L_1^{-1}}{1 + \alpha} \right]^{\frac{1}{p+1}}, \left[ \frac{\sqrt{|B_1|} L_1^{-1}}{1 + \alpha} \right]^{\frac{1}{q+1}} \right\}.
\]

Similarly, from Theorem 8.2 if

\[ \mathcal{H}(x, \nabla v) F(x, D^2 v) \geq f(x) \quad \text{in} \quad B_1 \]

in the viscosity sense we again have

\[ \mathcal{M}_{\lambda, \Lambda}^+(D^2 v) \geq F(x, D^2 v) \geq \frac{f(x)}{\mathcal{H}(x, \nabla v)} \geq -\frac{f^{-}(x)}{\mathcal{H}(x, \nabla v)} \quad \text{whenever} \quad \varepsilon_0 = M_F \leq |\nabla u|, \]

and we can set, similarly as above, \( f_0(x) := \frac{L_1^{1-f^{-}(x)}}{\varepsilon_0 + a(x) \varepsilon_0^p} \) to get

\[ \mathcal{M}_{\lambda, \Lambda}^+(D^2 v) + \Lambda |\nabla v| + f_0(x) \geq \left( \frac{L_1^{1-f^{-}(x)}}{\varepsilon_0 + a(x) \varepsilon_0^p} - \frac{1}{\mathcal{H}(x, \nabla v)} \right) f^{-}(x) \geq 0. \]

Therefore, in such a setting, we have from Theorem 8.2

\[
\sup_{B_{\frac{1}{2}}} v \leq \|u^+\|_{L^p(B_1)} + \varepsilon_0 + \|f_0\|_{L^q(B_1)} \]

(8.5)

where, as before, we can estimate

\[
\Xi_1 := \left\{ \begin{array}{ll}
C \left\{ \|v^+\|_{L^p(B_{\frac{1}{2}})} + \min \left\{ 1, \left[ (q+1)^{-\frac{1}{p+1}} \right] \right\} \right\} & \text{if} \quad \varepsilon_0 \in (0,1] \\
C \left\{ \|v^+\|_{L^p(B_{\frac{1}{2}})} + \min \left\{ 1, \left[ (p+1)^{-\frac{1}{q+1}} \right] \right\} \right\} & \text{if} \quad \varepsilon_0 \in (1,\infty).
\end{array} \right.
\]

Therefore, in any setting (since \( 0 < p \leq q < \infty \))

\[
\sup_{B_{\frac{1}{2}}} v \leq C \left\{ \|v^+\|_{L^p(B_{\frac{1}{2}})} + (q+1)^{-\frac{1}{q+1}} \Pi_{p,q}^{-,a} \right\}
\]

thereby finishing this analysis.

Finally, by combining (8.4) and (8.5), we obtain the following Harnack inequality for viscosity solutions:

**Theorem 8.3 (Harnack inequality).** Let \( u \) be a non-negative viscosity solution to

\[ F_0(x, \nabla v, D^2 v) = 0 \quad \text{in} \quad B_1. \]

Then,

\[
\sup_{B_{\frac{1}{2}}} u(x) \leq C \left\{ \inf_{B_{\frac{1}{2}}} u(x) + (q+1)^{-\frac{1}{q+1}} \Pi_{p,q}^{f, a} \right\},
\]

where \( C > 0 \) depends only on \( N, \lambda, \Lambda \).
Remark 8.4 (Harnack inequality - scaled version). For our purposes, it will be useful to obtain a scaled version of Harnack inequality. Indeed, let \( v \) be a non-negative viscosity solution to

\[ G(x, \nabla v, D^2 v) = f(x) \quad \text{in} \quad B_r \quad \text{for a fixed} \quad r \in (0, \infty) \]

where \((A0)-(A2), (1.1)\) and \((1.2)\) are in force. Then, the solution to

\[ \text{to obtain a scaled version of Harnack inequality. Indeed, let } \]

\[ \text{let } \]

\[ \sup_{B_{\frac{r}{2}}} v \leq C \cdot \left\{ \inf_{B_{\frac{r}{2}}} v + (q+1)^{\frac{q+2}{q}} \max \left\{ \frac{p^2}{p}, \frac{q^2}{q} \right\} \Pi R^{\frac{1}{p}, q} \right\}, \]

where \( C(N, \lambda, \Lambda) > 0 \).

Finally, from Harnack inequality (Theorem 8.3) and making use of arguments in [14, Proposition 4.10], we can obtain, in a standard way, the following interior Hölder regularity result (cf. [30, Theorem 2]).

Theorem 8.5 (Local Hölder estimate). Let \( u \) be a viscosity solution to

\[ F_0(x, \nabla v, D^2 v) = 0 \quad \text{in} \quad B_1. \]

where \( f \) is a continuous and bounded function. Then, \( u \in C^{0, \alpha}_{\text{loc}}(B_1) \) for some universal \( \alpha \in (0, 1) \). Moreover,

\[ \|u\|_{C^{0, \alpha}(B_{\frac{r}{2}})} \leq C \cdot \left\{ \|u\|_{L^p(B_1)} + (q+1)^{\frac{q+2}{q}} \Pi R^{\frac{1}{p}, q} \right\}, \]

where \( C > 0 \) depends only on \( N, \lambda, \) and \( \Lambda \).

8.2. An Alexandroff-Bakelman-Pucci type estimate. In the sequel, we will deliver an ABP estimate adapted to our context of fully nonlinear models with non-homogeneous degeneracy (cf. [29, Theorem 1] and [43, Theorem 1.1]). Such an estimate is pivotal in order to obtain universal bounds for viscosity solutions in terms of data of the problem.

Theorem 8.6 (Alexandroff-Bakelman-Pucci estimate). Assume that assumptions \((A0)-(A2)\) there hold. Then, there exists \( C = C(N, \lambda, p, q, \text{diam}(\Omega)) > 0 \) such that for any \( u \in C^0(\Omega) \) viscosity sub-solution (resp. super-solution) of \((2.1)\) in \( \{ x \in \Omega : u(x) > 0 \} \) (resp. \( \{ x \in \Omega : u(x) < 0 \} \), satisfies

\[ \sup_{\Omega} u(x) \leq \sup_{\partial \Omega} u^+(x) + C \cdot \text{diam}(\Omega) \max \left\{ \left\| \frac{f}{1+a} \right\|_{L^p(\Gamma^+(u^+))}, \left\| \frac{f}{1+a} \right\|_{L^p(\Gamma^-(u^+))} \right\}, \]

\[ \left( \text{resp. } \sup_{\Omega} u-(x) \leq \sup_{\partial \Omega} u^-(x) + C \cdot \text{diam}(\Omega) \max \left\{ \left\| \frac{f}{1+a} \right\|_{L^p(\Gamma^-(u^-))}, \left\| \frac{f}{1+a} \right\|_{L^p(\Gamma^+(u^-))} \right\} \right) \]

where

\[ \Gamma^+(u) := \{ x \in \Omega : \exists \xi \in \mathbb{R}^N \text{ such that } u(y) \leq u(x) + \langle \xi, y-x \rangle \forall y \in \Omega \}. \]

Particularly, we conclude that

\[ \|u\|_{L^p(\Omega)} \leq \|u\|_{L^p(\partial \Omega)} + C \cdot \text{diam}(\Omega) \max \left\{ \left\| \frac{f}{1+a} \right\|_{L^p(\Omega)}, \left\| \frac{f}{1+a} \right\|_{L^p(\Omega)} \right\} \]
Proof. We are going to prove the first estimate, the second one follows by similar reasoning. In the sequel, we will show that our class of operators fits into the framework of [40, Theorem 1]. For that purpose, as before, let us consider

$$F_0(x, \xi, X) := \mathscr{H}(x, \xi)F(x, X) - f(x)$$

and

$$f_0(x) := \frac{L_1^{-1}f^+(x)}{\xi_0^0 + a(x)\xi_0^0}$$

for fixed \( \varepsilon_0 \in (0, \infty) \).

Now, if we have (in the viscosity sense)

$$\mathscr{H}(x, \nabla u)F(x, D^2 u) \leq f(x) \quad \text{in } B_1,$$

then condition (A1) and by supposing \(|\nabla| \geq M_F = \varepsilon_0 > 0\) ensure that

$$\mathcal{M}_{\lambda, \Lambda}(D^2 u) \leq F(x, D^2 u) \leq \frac{f^+(x)}{\mathscr{H}(x, \nabla u)}.$$

Consequently,

$$\mathcal{M}_{\lambda, \Lambda}(D^2 u) - \lambda|\nabla u| - f_0(x) \leq \left( \frac{1}{\mathscr{H}(x, \nabla u)} - \frac{L_1^{-1}}{\xi_0^0 + a(x)\xi_0^0} \right) f^+(x) \leq 0.$$

Therefore, \( u \) is a viscosity super-solution of a uniformly elliptic problem with “large” gradient. From ABP estimate in [40, Theorem 1] we obtain that

$$\sup_{\Omega} u^-(x) \leq \sup_{\partial\Omega} u^-(x) + C \cdot \text{diam}(\Omega) \left( \varepsilon_0 + \|f_0\|_{L^N(\Gamma^+(u^+))} \right).$$

Next, we will separate the analysis in two cases: First, if \( \varepsilon_0 \in (0, 1] \), then

$$\begin{align*}
\sup_{\Omega} u^-(x) &\leq \sup_{\partial\Omega} u^-(x) + C \cdot \text{diam}(\Omega) \left( \varepsilon_0 + L_1^{-1} \frac{1}{\xi_0^0} \left\| \frac{f^+}{1 + a} \right\|_{L^N(\Gamma^+(u^+))} \right) \\
&\leq \sup_{\partial\Omega} u^-(x) + C \cdot \text{diam}(\Omega) \min \left\{ 1, \left( (q+1)L_1^{-1} \left\| \frac{f^+}{1 + a} \right\|_{L^N(\Gamma^+(u^+))} \right)^{\frac{1}{q}} \right\}
\end{align*}$$

On the other hand, if \( \varepsilon_0 \in (1, \infty) \) then

$$\begin{align*}
\sup_{\Omega} u^-(x) &\leq \sup_{\partial\Omega} u^-(x) + C \cdot \text{diam}(\Omega) \min \left\{ 1, \left( (p+1)L_1^{-1} \left\| \frac{f^+}{1 + a} \right\|_{L^N(\Gamma^+(u^+))} \right)^{\frac{1}{p-q}} \right\}.
\end{align*}$$

Therefore, by combining inequalities (8.7) and (8.8) we conclude that

$$\sup_{\Omega} u^-(x) \leq \sup_{\partial\Omega} u^-(x) + C \cdot \text{diam}(\Omega), p, q, L_1, \Lambda) \max \left\{ \left\| \frac{f^+}{1 + a} \right\|_{L^N(\Gamma^+(u^+))}, \left\| \frac{f^+}{1 + a} \right\|_{L^N(\Gamma^+(u^+))} \right\}.$$

8.3. An inhomogeneous Hopf type result. In this final part, we will present a pivotal tool in proving uniform Lipschitz estimates of solutions, namely a quantitative version of the Hopf Lemma, in the inhomogeneous setting for fully nonlinear problems with non-homogeneous degeneracy (cf. [57, Lemma 2.10] for the uniformly elliptic and homogeneous case).
Lemma 8.7 (Inhomogeneous Hopf type Lemma). Suppose that the assumptions (A0)-(A1) and (1.1) are in force. Let \( u \) be a positive viscosity solution to
\[
G(x, \nabla u, D^2u) = f(x) \quad \text{in} \quad B_R(z_0)
\]
where \( f \in L^\infty(B_R(z_0)) \). Assume further that for some \( x_0 \in \partial B_R(z_0) \),
\[
u(x_0) = 0 \quad \text{and} \quad \frac{\partial u}{\partial \nu}(x_0) \leq \mathcal{A},
\]
where \( \nu \) is the inward normal direction at \( x_0 \). Then, for any \( r \in (0, 1) \), there exists a constant \( C_0(\text{universal}) > 0 \) such that
\[
\sup_{B_{2r}(z_0)} u(x) \leq C_0R, \quad \left\{ \mathcal{A} + \max \left\{ \left( (r^{p+2}R)^{\frac{1}{p+1}}, (r^{p+2}R)^{\frac{1}{p+1}} \right) \right\} \right. \Pi \left( f, r^{p+2}a(z_0 + rR) \right) \}
\]
Proof. First, it is sufficient to consider the scaled function \( v_{20, R} : B_1 \to \mathbb{R} \) given by
\[
v_{20, R}(x) := \frac{u(z_0 + rRx)}{R},
\]
for \( r \in (0, 1) \) to be determined a posteriori.
In effect, \( v_{20, R} \) is a non-negative viscosity solution of
\[
\mathcal{H}_{20, R}(y, \nabla v_{20, R})F_{20, R}(x, D^2v_{20, R}) = f_{20, R}(x) \quad \text{in} \quad B_1
\]
where
\[
\begin{align*}
F_{20, R}(x, \xi) &:= r^2RF(z_0 + rRx, \frac{1}{rR} \xi) \\
\mathcal{H}_{20, R}(x, \xi) &:= r^p \mathcal{H}(z_0 + rRx, \frac{1}{rR} \xi) \\
a_{20, R}(x) &:= r^{p-2}a(z_0 + rRx) \\
f_{20, R}(x) &:= r^{p+2}f(z + rRx)
\end{align*}
\]
Moreover, \( F_{20, R}, \mathcal{H}_{20, R} \) and \( a_{20, R} \) fulfill the structural assumptions (A0)-(A2), (1.1) and (1.2).
Now, let \( \mathcal{A} := B_1 \setminus B_2 \) and define \( \Phi : \mathcal{A} \to \mathbb{R}_+ \) a barrier function given by
\[
\Phi(x) = \mu_0 \left( e^{-\delta|x|^2} - e^{-\delta} \right)
\]
where \( \mu_0, \delta > 0 \) will be chosen a posteriori. The gradient and the Hessian of \( \Phi \) in \( \mathcal{A} \) are
\[
\nabla \Phi(x) = -2\mu_0 \delta x e^{-\delta|x|^2} \quad \text{and} \quad D^2 \Phi(x) = 2\mu_0 \delta e^{-\delta|x|^2} (2\delta x \otimes x - \text{Id}_N).
\]
Next, we will show that such a barrier is a viscosity solution to
\[
\mathcal{H}(x, \nabla \Phi)F(x, D^2 \Phi) > f_{20, R}(x) \quad \text{in} \quad \mathcal{A}
\]
provided we may adjust appropriately the values of \( \mu_0, \delta > 0 \) and \( r > 0 \).
For this purpose, notice that for \( \delta > \frac{\Lambda(N-1)}{2\lambda} \), then \( \Phi \) is a convex and decreasing function in the annular region \( \mathcal{A} \). Hence,
\[
\mathcal{M}_{\lambda, \Lambda}(D^2 \Phi(x)) = 2\mu_0 \delta e^{-\delta|x|^2} [2\delta \lambda - \Lambda(N-1)] \geq 2\mu_0 \delta e^{-\delta} [2\delta \lambda - \Lambda(N-1)] \quad \text{in} \quad \mathcal{A}.
\]
In the sequel, we obtain by using the above sentence, (A1) and (1.1)
\[
\mathcal{H}(x, \nabla \Phi)F(x, D^2 \Phi) \geq \mathcal{H}(x, \nabla \Phi)\mathcal{M}_{\lambda, \Lambda}(D^2 \Phi(x)) \geq 2\mu_0 \delta e^{-\delta} [2\delta \lambda - \Lambda(N-1)] (\delta^p \mu_0^p e^{-\delta p} + \delta^q \mu_0^q e^{-\delta q} a(x)) > r^{p+2}f \| f \|_{L^\infty(\mathcal{A})},
\]
which holds true provided we choose \( r \ll 1 \) small enough by fixing \( \mu_0 \) and choosing \( \delta > 0 \).
In effect, by choosing $\mu_0 := (e^{-\delta/4} - e^{-\delta})^{-1} \inf_{\partial B_{\frac{1}{2}}} v_{\gamma_0,R}(x) > 0$ follows that

$$\Phi(x) \leq v_{\gamma_0,R}(x) \quad \text{on} \quad \partial \mathcal{A}_{\frac{1}{2},1}.$$  

Thus, by the Comparison Principle (see, Lemma $2.4$)

$$(8.10) \quad \Phi(x) \leq v_{\gamma_0,R}(x) \quad \text{in} \quad \mathcal{A}_{\frac{1}{2},1}$$

Therefore, if we label $\gamma_0 := \frac{\gamma_0 - \gamma_0^*}{R}$, and taking into account $(8.10)$ and the hypotheses $u(x_0) = 0$, we obtain concerning the normal derivatives in the direction $v$ at $x_0$ the following

$$(8.11) \quad \mu_0 \delta e^{-\delta} \leq \frac{\partial \Phi(\gamma_0)}{\partial v} \leq \frac{\partial v_{\gamma_0,R}(\gamma_0)}{\partial v} \leq \mathcal{Z}.$$  

Thus,

$$\inf_{\partial B_{\frac{1}{2}}} v_{\gamma_0,R}(x) \leq \mathcal{Z} \delta^{-1} \cdot (e^{-\frac{3}{2}\delta} - 1)$$

On the other hand, by the Harnack inequality (see, Theorem $5.3$) we have that

$$\sup_{B_{\frac{1}{2}}} v_{\gamma_0,R}(x) \leq C \cdot \left\{ \inf_{\partial B_{\frac{1}{2}}} v_{\gamma_0,R} + (q + 1) \frac{1}{\mathcal{V}^{T}} \max \left\{ \left( (p + 2) R \right)^{\frac{1}{\mathcal{V}^{T}}}, \left( (p + 2) R \right)^{\frac{1}{\mathcal{V}^{T}}} \right\} \Pi^{f,\alpha_{0},R}_{p,q} \right\}$$

$$\leq C \cdot \left\{ \inf_{\partial B_{\frac{1}{2}}} v_{\gamma_0,R} + (q + 1) \frac{1}{\mathcal{V}^{T}} \max \left\{ \left( (p + 2) R \right)^{\frac{1}{\mathcal{V}^{T}}}, \left( (p + 2) R \right)^{\frac{1}{\mathcal{V}^{T}}} \right\} \Pi^{f,\alpha_{0},R}_{p,q} \right\}$$

$$\leq C_0 \cdot \left\{ 3 + \max \left\{ \left( (p + 2) R \right)^{\frac{1}{\mathcal{V}^{T}}}, \left( (p + 2) R \right)^{\frac{1}{\mathcal{V}^{T}}} \right\} \Pi^{f,\alpha_{0},R}_{p,q} \right\}.$$  

and by using the definition of $v_{\gamma_0,R}$ we conclude that

$$\sup_{B_{\frac{3}{2}}} u(x) \leq C_0 R \cdot \left\{ 3 + \max \left\{ \left( (p + 2) R \right)^{\frac{1}{\mathcal{V}^{T}}}, \left( (p + 2) R \right)^{\frac{1}{\mathcal{V}^{T}}} \right\} \Pi^{f,\alpha_{0},R}_{p,q} \right\}$$
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