Identification of environmental bottleneck using Bayesian Networks: a case study of an Indian pig iron manufacturing organization

Parag Sen*
Department of Chemical Engineering, National Institute of Technology, Durgapur 713209, West Bengal

Received 17 March 2015 / Accepted 22 August 2015

Abstract – Environmentally conscious manufacturing has become a global attention for the iron and steel manufacturers to prevent global warming and climate change while making money. Iron and steel sector is considered as one of the most polluting sectors in the world. It is also one of the most energy intensive industries. During pig iron manufacturing, there is a number of steps that affect the environment emitting different pollutants. While some step(s) may be considered critical to damage the environment among all the steps, some pollutant(s) may be considered critical to affect the environment among all the pollutants. This paper proposes environmental bottleneck to consider critical step and critical pollutant simultaneously. Unless environmental bottleneck is improved, environmental performance of the entire manufacturing process may not improve significantly even if other processes (i.e. other than environmental bottleneck) are taken care of. Thus, environmental bottleneck must be taken care of properly by the manufacturing organization to enable environmentally conscious manufacturing. Hence, a method should be developed to identify environmental bottleneck. Current research work uses Bayesian Networks (BN) to identify environmental bottleneck. The contribution of the paper is to identify the environmental bottleneck for an Indian pig iron manufacturing organization. Results suggest that carbon monoxide (CO) emission from the blast furnace is the environmental bottleneck for the current pig iron manufacturing organization. Hence, proper precautions should be considered to control the CO emission from the blast furnace.
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1. Introduction

Iron is one of the most important raw materials in the modern world [1]. However, iron and steel sector produces a huge amount of greenhouse gases (GHG) all over the world every year leading to global warming and climate change. Approach of continuous improvement in the iron manufacturing process may decrease the environmental impacts. Hence, environmentally conscious manufacturing has been the focus of considerable attention for the iron and steel manufacturers to protect the natural environment [2–4]. There also may be a number of good reasons to get involved in taking action on this matter like to reduce production cost [5]. Global and domestic environmental regulations are forcing many sectors including iron and steel sector to produce environmentally friendly [6–8].

There are a number of routes for pig iron production. Though pig iron can be produced directly reducing the iron ore, however in majority of cases pig iron is produced through the blast furnace route in India. Indian pig iron manufacturing organizations are continuously focusing to decrease the environmental impacts [9, 10]. Typical foundry grade pig iron is carbon enriched with other constituents. It is brittle in nature and the weight may vary from 3 to 5 kg [11, 12].

Pig iron starts with three basic raw materials; namely iron ore, limestone and coking coal. First, the coking coal is heated in the coke oven to produce coke. Simultaneously, iron ore, limestone and coke breeze are granulated, mixed and preheated in a sinter plant to form sinter (porous material). In palletizing plant, iron ores are palletized in order to feed the blast furnace. In blast furnace oxygen is combusted with coke to form carbon monoxide (CO) releasing heat. CO reduces iron ore to liquid pig iron (hot metal) [11–13].

Coke making, sintering, palletizing and iron making (i.e. blast furnace melting) processes emit different major pollutants like carbon dioxide (CO₂), carbon monoxide (CO), sulphur oxides (SO₂) and nitrogen oxides (NOₓ) [14]. Considering a time horizon of 20 years, while CO₂ has a global warming potential (GWP) of one, CO may have a GWP of 7.
CO indirectly helps to increase the amount of methane (CH$_4$) which is a GHG. Recent studies indicate that SO$_x$ and NO$_x$ also may lead to increase the temperature of the globe [15, 16]. Some GHGs not only increase the temperature of the earth, but also may affect the local environment and occupational health. For example, CO, SO$_x$, and NO$_x$ may cause respiratory problems and lung diseases [17]. Prolonged exposure of SO$_x$ and NO$_x$ may cause violent coughing and difficulty in breathing [17, 18]. High concentration of CO exposure in blast furnace may significantly increase the carboxyhaemoglobin (COHb) level of the blast furnace workers [19]. Freeman discusses in detail about the causes behind CO accidents. He also shows the conditions of human health for different COHb concentration level in the blood [20].

To enable environmentally conscious manufacturing, environmental bottleneck must be identified. Environmental bottleneck is a relatively new concept which may be defined as an entity in a particular manufacturing process which considers critical step (of the entire manufacturing process) and critical pollutant simultaneously. Unless environmental bottleneck is

---

**Table 1. CPT for node GWP.**

|       | PLT | CO | CO$_2$ | SO$_x$ | NO$_x$ |
|-------|-----|----|--------|--------|--------|
| C     | 1   |    | 1      | 1      | 1      |
| NC    | 0   | 0  | 0      | 0      | 0      |

---

**Figure 1.** Methodological framework for identification of environmental bottleneck of an Indian pig iron manufacturing organization.

**Figure 2.** Bayesian Networks to identify environmental bottleneck.

CO indirectly helps to increase the amount of methane (CH$_4$) which is a GHG. Recent studies indicate that SO$_x$ and NO$_x$ also may lead to increase the temperature of the globe [15, 16].
improved, environmental performance of the entire manufacturing process may not improve significantly even if other processes (i.e. other than environmental bottleneck) are taken care of. Environmental bottleneck also includes occupational environment to incorporate total health affecting potential of the pollutants. A proper method is required to identify the environmental bottleneck for a particular manufacturing. In this paper Bayesian networks are used to identify the environmental bottleneck because of its ability and flexibility in limited knowledge environment.

Environmental bottleneck also depends on the average amount of generation of the pollutants which may be termed as average generation percentage (AGP). There may be different corrective measures for each step of pig iron manufacturing in different manufacturing units (MU) (i.e. coke making plant, sintering plant, palletizing plant and blast furnace). These measures should be taken into account while identifying the environmental bottleneck because these corrective measures decrease the possibility of being environmental bottleneck for the concerned consideration (i.e. combination of a particular manufacturing step/unit and pollutant).

Information about rest of the paper is organized as follows. Literature review is discussed in Section 2. Study methods and data collection are provided in Section 3. Results are discussed in Section 4 and the conclusion is provided in Section 5.

### 2. Literature review

Several researchers proposed different modelling and optimization techniques to improve the process of pig iron manufacturing. These modelling and optimization techniques essentially focused to improve the process efficiency and the quality of pig iron. In particular, artificial intelligence was widely used to predict different parameters related to pig iron manufacturing. Tunckaya and Koklukaya predicted blast furnace flame temperature using artificial intelligence and statistical methods [21]. Kumar et al. suggested a model to predict blast furnace hot metal temperature through neural network [22]. Angstenberger showed the application of fuzzy clustering and neural networks to classify temperature profiles and to build a model of the interdependence between process operation parameters and the resulting temperature profiles [23].

Table 2. CPT for node OHAP.

| PLT | CO | CO₂ | SOx | NOx |
|-----|----|-----|-----|-----|
| MPS | BF | SP | PP | COP | BF | SP | PP | COP | BF | SP | PP | COP |
| H   | 0.1 | 0.1 | 0.1 | 0.1 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| M   | 0.2 | 0.2 | 0.2 | 0.2 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 |
| L   | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |

Table 3. CPT for node EIN.

| MPS | BF | SP | PP | COP |
|-----|----|----|----|-----|
| C   | 0.1 | 0.1 | 0.1 | 0.1 |
| NC  | 0.2 | 0.2 | 0.2 | 0.2 |

Bayesian networks have also been used for more specific cases of selection and decision support systems [42, 43].
Kelly and Kolstad illustrate the importance of Bayesian learning to control pollution and environmental problems [44]. Wang uses Bayesian networks to predict the blast furnace silicon content in hot metal [45]. Zheldak et al. develop a knowledge-based intellectual system using Bayesian network for deoxidation of steel [46]. Leicester et al. apply Bayesian network to evaluate the social, economic and environmental impacts of community deployed renewable energy [47]. But Bayesian networks have not been highlighted for a particular manufacturing organization to identify a special entity like environmental bottleneck under considerations. Hence, the objective of this paper is to identify environmental bottleneck for a particular pig iron manufacturing organization using Bayesian networks under considerations. Identification of environmental bottleneck may help the pig iron manufacturing organization to develop future strategies ensuring which particular area is needed to be improved.

3. Study methodology and data collection

Based on the existing gap, this section proposes study methodology to enable Bayesian networks (BN) including data collection. BNs are directed acyclic graphs (DAG) associated with joint probability distributions (JPD). In BN, directed cycles are not allowed. Basically it integrates the principles of graph theory and probability theory to provide a normative framework for documenting cause and effect relationships considering “if-then” statements. Different attributes make BN ideal for modelling and assessing several aspects of environmental management. A key benefit of BN is that the probabilities can be easily modified as knowledge is improved. Whenever new information becomes available, changes made in one area of the model may propagate throughout the rest of the model (from input to output and vice-versa) and may lead to affect the model outcomes. BN have the advantages over other similar methods like Monte Carlo simulation is that the whole set of variables is represented as DAG, making it a suitable tool for complexity reduction [35, 48].

The uncertainties related to environmental bottleneck may be conceptualized by the data. For example, the uncertainty (overall mean and variation) involved in pollutant emission may be addressed by analyzing the historical data. Moreover, the decision makers’ subjective judgments must be incorporated during the analysis. For this reason, Bayesian network is chosen for the current analysis as it has the potentiality to accept limited information or knowledge. This study methodology consists of the following steps to describe the problem definition, model inference and model validation (see Figure 1 [49]):

Step 1: The first step is to identify the variables responsible for the environmental bottleneck. The random variables indicate different nodes and the nodes may be categorized as state nodes, decision nodes and utility nodes. State nodes represent different states each with certain probability. Decision nodes represent sets of distinct management alternatives. Utility nodes allow valuating the states defined by the modality combinations of its parents. These nodes also may be classified as parent nodes and child nodes. Parent nodes (variables with no external influence and values set by user) provide information to selective child nodes (variables whose values are conditional upon the values of its parent nodes). In other words, for each possible configuration of the parent values, a probability is provided for each state of the child [50].

Step 2: The second step deals with determining the structure of the model by building relations among the selected criteria/variables. The arcs between the nodes represent the interdependence causal relations. The causality is defined according to a certain probability of occurrence. As mentioned earlier, an arc from variable x to y represents that x is a direct cause of y. Using standard terminology in graph theory, it may be stated as x is the parent of y and y is the child of x. A directed path from x to z through y represents that y shields all the causal influence of x to z (i.e. z and x are conditionally independent given y). If neither x nor y has any parent, the two variables are marginally independent (i.e. not relevant to each other) [39].

| GWp | OHAP | C | NC | C | NC | C | NC | C | NC |
|-----|------|---|----|---|----|---|----|---|----|
| EIN | H    | 1 | 0.05 | 0.8 | 0.3 | 0.75 | 0 | 0.7 | 0.1 | 0 | 0 | 0 |
| M   | 0    | 0.15 | 0.2 | 0.7 | 0.2 | 0.2 | 0 | 0.2 | 0.1 | 0 | 0 | 0 |
| L   | 0    | 0   | 0 | 0 | 0.05 | 0.8 | 0 | 0.1 | 0.7 | 0.8 | 1 |

Table 4. CPT for node EI.
Step 3: The third step is to feed the data as conditional probability table (CPT) into the BN. CPTs define the probabilistic relationship between variables in the BN and these can be inferred from a variety of information sources, including observed data and experts’ judgments. Variables connected through Bayes’ rule may update the nodes of BN as $P(x|y) = P(x,y)/P(y)$, where $x$ indicates a state of a target variable and $y$ indicates evidence of a parent node to describe $P(x|y)$ (i.e. probability of $x$ given $y$) [48]. In BN, JPDs over a large set of variables can be compactly specified by a reduced number of variables. It is to be noted that for feeding the data as CPT into the model of BN, discretization of the continuous variables may be required. This may be considered as a weakness of BN which may be handled through the application of dynamic discretization. Dynamic discretization is a computational mechanism that approximates the distribution of a continuous variable $x$ by finding an optimal discrete set of intervals in the range of $x$, and also the optimal values for $x$’s discretized probability density function [40]. However, uncertainty associated with the formulation of the model will not be explicitly accounted for in the BN. Hence, results generated by the model for conditions outside of the model calibration and validation data range may add unreliability to the model. Large amounts of data may be required to calibrate a deterministic model. Thus, in this case, it may be more appropriate to find out probability distributions directly from the data [49].

Step 4: The fourth step is to select the decision under considerations. All the possible decision combinations may be checked to select the best scenario (outcome). Finally, a sensitivity analysis may be performed for model validation due to the uncertainties associated with the BN model [49].

4. Case study

For the present case study, GeNiE 2.0 software is used because this is a user-friendly software to perform BN. First, three experts’ (chief production manager, chief environmental manager and chief energy manager) are chosen for the current study who have over 15 years of industrial experience in the area of pig iron manufacturing. The manufacturing process is analyzed precisely to identify the variables which may be responsible to identify environmental bottleneck for the pig iron manufacturing organization. A total of six variables are selected, namely (i) pollutants (PLT), (ii) manufacturing plants/sections (MPS), (iii) global warming potential of the pollutants (GWP), (iv) occupational health affecting potential of the pollutants (OHAP), (v) energy intense nature (EIN) and (vi) environmental impact (EI). Among these variables, the first two variables are decision variables because condition of these two variables will be used to detect the environmental bottleneck. Third, fourth and fifth variables may be considered as utility variables as they are utilized to determine the condition of the state variable “environmental impact”.

For the present study four pollutants are considered, namely carbon monoxide (CO), carbon dioxide (CO$_2$), sulphur oxide (SO$_x$) and nitrogen oxide (NO$_x$). Regarding manufacturing plants/sections, namely coke oven plant (COP), palletizing plant (PP), sintering plant (SP) and blast furnace (BF), are considered. As per the opinion of the experts whereas GWP and EIN are discretized as “critical” and “not critical”, OHAP and EI are discretized as “high”, “moderate” and “low”. This factor depends on the severity and average generation percentage of the pollutants in the manufacturing plants/sections. For example, though BF produces CO at an average of only 4%, however it is larger than COP and PP (2% and 1% respectively). Moreover, the severity of CO on health is very high. Hence, OHAP of CO on blast furnace is high. OHAP of CO is also high in case of sintering plant. Again, OHAP of SO$_x$ in sintering plant is high though the severity of SO$_x$ on health is not as high as CO, because SP produces SO$_x$ at an average of 67%, which is quite high compared to COP, PP and BF (23%, 2% and 6% respectively). Regarding the variable EIN, BF melting process is the only energy intensive process in the entire pig iron manufacturing.

After identifying and getting the data of the variables, they can be fed to the BN model. However, before that the BN model must be structured considering the variables to build up the interdependence causal relationships. In this case, PLT and MPS are the parent nodes. Whereas GWP is the child node of PLT, EIN is the child node of MPS. OHAP is the child node of both the parent nodes (i.e. PLT and MPS). GWP, OHAP and EIN have the child node EI. The structure of the proposed BN model is shown in Figure 2. Rectangles are used for decision variables, diamond shapes are used for utility variables and oval is used to represent state variable. Data (see Tables 1-4) is fed in the form of CPT for each node as per experts’ opinion.

5. Results and discussion

In the present study, the target node is EI. For each possible scenario (i.e. combination) of the PLT and MPS, the value of EI is noticed. It is found that for CO-BF combination the probability of EI being high is the highest (98%), followed by the combinations for CO-SP and CO$_2$-BF. The probability of CO-BF combination to be moderate is only 2% (see Figure 3). Hence, carbon monoxide emission from the blast furnace is the
most important criteria to be considered in order to minimize the environmental impacts. Management should take necessary steps to reduce the carbon monoxide emission from the blast furnace in this manufacturing plant. Though carbon monoxide emission from the sintering plant and carbon dioxide emission from the blast furnace also need to take care of; however their relative importance is low.

It is also noticed that for CO-COP combination (i.e. carbon monoxide emission from the coke oven plant), the probability of EI being moderate is the highest, followed by the combinations for CO$_2$-COP, SO$_2$-BF and NO$_x$-BF. The highest probability of EI being low is for the combinations SO$_2$-PP (i.e. sulphur oxides emission from palletizing plant) and NO$_x$-PP (nitrogen oxides emission from palletizing plant), which is followed by the combinations for CO$_2$-PP and SO$_2$-COP (see Table 5).

6. Conclusions

In this paper, an attempt has been made to identify a new concept of environmental bottleneck for an Indian pig iron manufacturing organization using Bayesian networks. In this study, environmental bottleneck is considered taking into account critical pollutant and critical operational step (that has the most environmental impacts) simultaneously. From the Bayesian analysis, it is observed that the carbon monoxide emission from the blast furnace may be considered as the environmental bottleneck for the present pig iron manufacturing organization, because it may have the highest environmental impacts. The results obtained from the study have direct managerial implications. It is suggested that the management should take proper initiatives to control the carbon monoxide emission from the blast furnace to minimize the environmental impacts. This study is also useful for the research scholars who work on the area of environmental management, because this paper proposes a new concept of environmental bottleneck. Finally, this is to be concluded that this research work helps the pig iron manufacturing organization to develop their environmental strategy taking precautions properly to control the environmental impacts.
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