Labelling unlabelled videos from scratch with multi-modal self-supervision
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Abstract

A large part of the current success of deep learning lies in the effectiveness of data – more precisely: labelled data. Yet, labelling a dataset with human annotation continues to carry high costs, especially for videos. While in the image domain, recent methods have allowed to generate meaningful (pseudo-) labels for unlabelled datasets without supervision, this development is missing for the video domain where learning feature representations is the current focus. In this work, we a) show that unsupervised labelling of a video dataset does not come for free from strong feature encoders and b) propose a novel clustering method that allows pseudo-labelling of a video dataset without any human annotations, by leveraging the natural correspondence between the audio and visual modalities. An extensive analysis shows that the resulting clusters have high semantic overlap to ground truth human labels. We further introduce the first benchmarking results on unsupervised labelling of common video datasets Kinetics, Kinetics-Sound, VGG-Sound and AVE.

1 Introduction

One of the key tasks in machine learning is to convert continuous perceptual data such as images and videos into a symbolic representation, assigning discrete labels to it. This task is generally formulated as clustering [32]. For images, recent contributions such as [6, 13, 25, 38] have obtained good results by combining clustering and representation learning. However, progress has been more limited for videos, which pose unique challenges and opportunities. Compared to images, videos are much more expensive to annotate; at the same time, they contain more information, including a temporal dimension and two modalities, aural and visual, which can be exploited for better clustering. In this paper, we are thus interested in developing methods to cluster video datasets without manual supervision, substantially reducing the cost of labelling video data.

Just as for most tasks in machine learning, clustering can be greatly facilitated by extracting a suitable representation of the data. However, representations are usually learned by means of manually supplied labels, which we wish to avoid. Inspired by [78], we note that a solution is to consider one of the recent state-of-the-art self-supervised representation learning methods and apply an off-the-shelf clustering algorithm post-hoc. With this, we show that we can obtain very strong baselines for clustering videos.

Still, this begs the question of whether even better performance could be obtained by simultaneously learning to cluster and represent video data. Our main contribution is to answer this question affirmatively and thus to show that good clusters do not come for free from good representations.

*Joint first authors
In order to do so, we consider the recent method SeLa \[6\], which learns clusters and representations for still images by solving an optimal transport problem, and substantially improve it to work with multi-modal data. We do this in three ways. First, we relax the assumption made in \[6\] that clusters are equally probable; this is not the case for semantic video labels, which tend to have a highly-skewed distribution \[1,30,42\], and extend the algorithm accordingly. Second, we account for the multi-modal nature of video data, by formulating the extraction of audio and visual information from a video as a form of data augmentation, thus learning a clustering function which is invariant to such augmentations. For this to work well, we also propose a new initialization scheme that synchronizes the different modalities before clustering begins. This encourages clusters to be more abstract and thus ‘semantic’ and learns a redundant clustering function which can be computed robustly from either modality (this is useful when a modality is unreliable, because of noise or compression). Third, since clustering is inherently ambiguous, we propose to learn multiple clustering functions in parallel, while keeping them orthogonal, in order to cover a wider space of valid solutions.

With these technical improvements, we substantially outperform the post-hoc approach \[78\], SeLa \[6\] applied to video frames, as well as a recent multi-modal clustering-based representation learning method, XDC \[2\]. We evaluate our method by testing how well the automatically learned clusters match manually annotated labels in four different video datasets: VGG-Sound \[17\], AVE \[80\], Kinetics \[42\] and Kinetics-Sound \[3\]. We show that our proposed model results in substantially better clustering performance than alternatives. For example, our method can perfectly group 32% of the videos in the VGG-Sound dataset and 55% in the AVE dataset without using any labels during training. Furthermore, we show that, while some clusters do not align with the ground truth classes, they are generally semantically meaningful (e.g. they contain similar background music) and provide an interactive cluster visualization\[3\].

In a nutshell, our key contributions are: (i) establishing video clustering benchmark results on four datasets for which labels need to be obtained in an unsupervised manner; (ii) developing and assessing several strong clustering baselines using state-of-the-art methods for video representation learning, and (iii) developing a new algorithm tailored to clustering multi-modal data resulting in state-of-the-art highly semantic labels.

2 Related work

Unsupervised labelling for images. Early approaches to clustering images include agglomerative clustering \[9\] and partially ordered sets of hand-crafted features \[10\], while more recent methods combine feature learning with clustering. First, there are methods which propose to implicitly learn a clustering function by maximizing mutual information between the image and nuisance transformations \[36,38\]. Second, there are methods which use explicit clustering combined with representation learning \[6,13,14,16,49,76,79\]. Lastly, there are methods which build on strong feature representations and, at a second stage, utilize these to obtain clusters \[25,48,78\].

Representation learning from videos. There is a growing literature on representation learning from videos. Many of these methods are uni-modal, leveraging works from the image domain \[5,8,18,27,28,57,58,69,74,81\], such as predicting rotations \[40\] and 3D jigsaw puzzles \[43\]. Other works leverage temporal information explicitly and predict future features \[31\], the order of frames \[47,54\] and clips \[77\], the direction of time \[73\] or the framerate \[11,19\]. However, videos usually contain multiple modalities, such as audio, speech and optical flow. Multi-modal learning, originally proposed by de Sa \[22\], has seen a resurgence with the goal of learning strong feature representations that can be used for finetuning on downstream tasks. Most works leverage audio-visual semantic correspondence \[3,7,60,61\] or the synchronized timing of content \[44,59\] between the audio and visual streams. Some works use this information to obtain within-clip sound localisation \[4,35,59,64,65,82\] as well as audio-separation \[15,26\]. Other methods use a modality distillation framework to learn video encoders from other modalities \[60,62\]. New methods have started to learn even stronger representations by using ASR generated text from videos as another modality \[50,53,55,67,68\].

Clustering videos. Perhaps the simplest way of combining representation learning and clustering in videos is to apply post-hoc a clustering algorithm after pretraining a representation. In Cluster-
Our model views modalities as different augmentations and produces a multi-modal clustering of video datasets from scratch that can closely match human annotated labels.

Fit [78], the authors show that running a simple $k$-means algorithm on the features from a pretrained network on the pretraining dataset yields small but consistent gains for representation learning when these clusters are used as labels and the networks are retrained. While in [78], the authors found the optimal number of clusters to consistently be at least one order of magnitude higher than the number of ground-truth labels, we investigate applying this method on various pretrained methods as baselines for our task of labelling an unlabelled video dataset. Specifically, we apply $k$-means on state-of-the-art single modality models such as DPC [31] and MIL-NCE [53], as well the multi-modal model XDC [2], which itself uses $k$-means on the audio and visual streams to learn representations. However, they do this as a pretext task for representation learning and obtain separate clusters for audio and video. In contrast, our goal is multi-modally labelling an unlabelled dataset, and we find that our method works significantly better at this task.

3 Method

Given a dataset $D = \{x_i\}_{i \in \{1, \ldots, N\}}$ of multi-modal data $x_i$, our goal is to learn a labelling function $y(x) \in \{1, \ldots, K\}$ without access to any ground-truth label annotations. There are two requirements that the labelling function must satisfy. First, the labels should capture, as well as possible, the semantic content of the data, in the sense of reproducing the labels that a human annotator would intuitively associate to the videos. As part of this, we wish to account for the fact that semantic classes are not all equally probable, and tend instead to follow a Zipf distribution [1, 42]. We then evaluate the quality of the discovered labels by matching them to the ones provided by human annotators, using datasets where ground-truth labels are known. The second requirement is that the labelling method should not overly rely on a single modality. Instead, we wish to treat each modality as equally informative for clustering. In this way, we can learn a more robust clustering function, which can work from either modality. Furthermore, correlating of modalities has been shown to be a proxy to learn better abstractions [4, 44, 59, 61].

While our method can work with any number of data modalities (vision, audio, depth, textual transcripts, . . . ), we illustrate it under the assumption of video data $x = (a, v)$, comprising an audio stream $a$ and a visual stream $v$. The following two sections describe our method in detail and show how it meets our requirements.

3.1 Non-degenerate clustering via optimal transport

In this section, we briefly summarize the formulation of [6] to interpret clustering as an optimal transport problem. SeLa [6] is a method that learns representations via clustering images. The labelling function can be expressed as the composition $y(\Psi(x))$, where $z = \Psi(x)$ is a data representation (i.e. a feature extractor implemented by a deep neural network), and $y(z) \in \{1, \ldots, K\}$ operates on top of the features rather than the raw data.

Any traditional clustering algorithm, such as $k$-means or Gaussian mixture models, defines an energy function $E(y)$ that, minimized, gives the best data clustering function $y$. When the representation is accounted for, the energy $E(y, \Psi)$ is a function of both $y$ and $\Psi$, and we may be naively tempted to optimize over both. However, this is well known to yield unbalanced solutions, which necessitates ad-hoc techniques such as non-uniform sampling or re-initialization of unused clusters [13, 14]. Theoretically, in fact, for most choices of $E$, the energy is trivially minimized by the representation $\Psi$ that maps all data to a constant.
Asano et al. [6] address this issue by constraining the marginal probability distributions of the clusters to be uniform, and show that this reduces to an optimal transport problem. The algorithm then reduces to alternating the fast Sinkhorn-Knopp algorithm [21] for clustering, and standard neural network training for representation learning. To do this, one introduces the cross-entropy loss $E(q, p)$, between the labels given as one-hot vectors in $q$ (i.e. $q(y|x) = 1 \forall x$) and the softmax outputs $p$ of a network $\Psi$:

$$E(p, q) = \frac{1}{N} \sum_{i=1}^{N} \sum_{y=1}^{K} q(y|x_i) \log p(y|x_i), \quad p(y|x_i) = \text{softmax} \, \Psi(x_i),$$

where $K$ is the number of clusters. This energy is optimized under the constraint that the marginal cluster probability $\sum_{i=1}^{N} \frac{1}{K} p(y|x_i) = \frac{1}{K}$ is constant (meaning all clusters are a-priori equally likely). Note that minimizing $E$ with respect to $p$ is the same as training the deep network $\Psi$ using the standard cross-entropy loss.

Next, we show that minimizing $E(p, q)$ w.r.t. the label assignments $q$ results in an optimal transport problem. Let $P_{yi} = p(y|x_i) \frac{1}{K}$ be the $K \times N$ matrix of joint probabilities estimated by the model and $Q_{yi} = q(y|x_i) \frac{1}{K}$ be $K \times N$ matrix of assigned joint probabilities. Matrix $Q$ is relaxed to be an element of a transportation polytope

$$U(r, c) := \{ Q \in \mathbb{R}^{K \times N}_+ | Q \mathbb{1} = r, Q^\top \mathbb{1} = c \}, \quad r = \mathbb{1}/K, \quad c = \mathbb{1}/N. \tag{2}$$

where $\mathbb{1}$ are vectors of ones, and $r$ and $c$ the marginal projections of matrix $Q$ onto its clusters and data indices, respectively. Finally, optimizing $E(P, Q)$ w.r.t. to $Q \in U(r, c)$ is a linear optimal transport problem, for which [21] provides a fast, matrix-vector multiplication based solution.

### 3.2 Clustering with arbitrary prior distributions

A shortcoming of the algorithm just described is the assumption that all clusters are equally probable. This avoids converging to degenerate cases but is too constraining in practice since real datasets follow highly skewed distributions [11][42], and even in datasets that are collected to be uniform, they are not completely so [17][42][80]. Furthermore, knowledge of the data distribution, for example long-tailedness, can be used as additional information (e.g. as in [62] for meta-learning) that can improve the clustering by allocating the right number of data points to each cluster. Next, we describe a mechanism to change this distribution arbitrarily.

In the algorithm above, changing the label prior amounts to choosing a different cluster marginal $r$ in the polytope $U(r, c)$. The difficulty is that $r$ is only known up to an arbitrary permutation of the clusters, as we do not know a-priori which clusters are more frequent and which ones less so. To understand how this issue can be addressed, we need to explicitly write out the energy optimised by the Sinkhorn-Knopp (SK) algorithm [21] to solve the optimal transport problem. This energy is:

$$\min_{Q \in U(r,c)} \langle Q, -\log P \rangle + \frac{1}{\lambda} \text{KL}(Q||rc^\top), \tag{3}$$

where $\lambda$ is a fixed parameter. Let $r' = Rr$ where $R$ is a permutation matrix matching clusters to marginals. We then seek to optimize the same quantity w.r.t. $R$, obtaining the optimal permutation as $R^* = \text{argmin}_R E(R)$ where

$$E(R) = \langle Q, -\log P \rangle + \frac{1}{\lambda} \text{KL}(Q||Rrc^\top) = \text{const} + \sum_y -q(y) \, [R \log r]_y. \tag{4}$$

While there is a combinatorial number of permutation matrices, we show that minimizing Eq. (4) can be done by first sorting classes $y$ in order of increasing $q(y)$, so that $y > y' \Rightarrow q(y) > q(y')$, and then finding the permutation that $R$ that also sorts $[R \log r]_y$ in increasing order.\footnote{To see why this is optimal, and ignoring ties for simplicity, let $R$ be any permutation and construct a permutation $\hat{R}$ by applying $R$ and then by further swapping two labels $y > y'$. We can relate the energy of $R$ and $\hat{R}$ as:

$$E(R) = E(\hat{R}) + q(y)[R \log r]_y + q(y')[\hat{R} \log r]_{y'} - q(y)[\hat{R} \log r]_{y'} - q(y')[R \log r]_y.$$}

We conclude that

$$E(\hat{R}) = E(R) + (q(y) - q(y')) ([R \log r]_y - [\hat{R} \log r]_{y'}). \tag{5}$$

Since the first factor is positive by assumption, this equation shows that the modified permutation $\hat{R}$ has a lower energy than $R$ if, and only if, $[R \log r]_y > [\hat{R} \log r]_{y'}$, which means that $\hat{R}$ sorts the pair in increasing order.
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The experiments are divided into three parts. First, in Section 4.1, we analyze the need for using multiple labelling functions $y$ and investigate the effect of our individual technical contributions.

Next, we tackle our second requirement of extracting as much information as possible from multi-modal data. In principle, all we require to use the clustering formulation with multi-modal data $x = (a, v)$ is to design a corresponding multi-modal representation $\Psi(a, v)$. However, we argue for multi-modal single labelling instead. By this, we mean that we wish to cluster data one modality at a time, but in a way that is modality agnostic. Formally, we introduce modality splicing transformations $61$ $t_a(x) = a$ and $t_v(x) = v$ and use these as data augmentations. Recall that augmentations are random transformations $t$ such as rotating an image or distorting an audio track that one believes should leave the label/cluster invariant. We thus require our activations used for clustering to be an average over augmentations by replacing matrix $\log P$ with

$$[\log P]_{yi} = \mathbb{E}_t[\log \text{softmax}_y \Psi(t(x))] . \quad (6)$$

If we consider splicing as part of the augmentations, we can learn clusters that are invariant to standard augmentations as well as the choice of modality. In practice, to account for modality splicing, we define and learn a pair $\Psi = (\Psi_a, \Psi_v)$ of representations, one per modality, resulting in the same clusters ($\Psi_a(t_a(x)) \approx \Psi_v(t_v(x)))$. This is illustrated in Figure 1.

**Initialization and alignment.** Since networks $\Psi_a$ and $\Psi_v$ are randomly initialized, at the beginning of training their output layers are de-synchronized. This means that there is no reason to believe that $\Psi_a(t_a(x)) \approx \Psi_v(t_v(x))$ simply because the order of the labels in the two networks is arbitrary. Nevertheless, in many self-supervised learning formulations, one exploits the fact that even randomly initialized networks capture a useful data prior [71], which is useful to bootstrap learning.

In order to enjoy a similar benefit in our formulation, we propose to synchronise the two output layers of $\Psi_a$ and $\Psi_v$ before training the model. Formally, we wish to find the permutation matrix $R$ that, applied to the last layer of one of the two encoders maximizes the agreement with the other (still leaving all the weights to their initial random values). For this, let $W_a$ and $W_v$ be the last layer weight matrices of the two networks such as $\Psi_a(a) = W_a \Psi_a(a)$ and $\Psi_v(v) = W_v \Psi_v(v)$. We find the optimal permutation $R$ by solving the minimization problem:

$$\min_R \sum_{i=1}^N |\text{softmax}(R W_a \Psi_a(t_a(x_i))) - \text{softmax}(W_v \Psi_v(t_v(x_i)))| , \quad (7)$$

In order to compare softmax distributions, we choose $| \cdot |$ as the 1-norm, similar to [54]. We optimize Eq. (7) with a greedy algorithm: starting with a feasible solution and switching random pairs when they reduce the cost function [20], as these are quick to compute and we do not require the global minimum. Further details are given in Appendix A.3. With this permutation, the weight matrix of the last layer of one network can be resorted to match the other.

**Decorrelated clustering heads.** Conceptually, there is no single ‘correct’ way of clustering a dataset: for example, we may cluster videos of animals by their species, or whether they are taken indoor or outdoor. In order to alleviate this potential issue, inspired by [6] [38], we simply learn multiple labelling functions $y$, using multiple classification heads for the network. We improve this scheme as follows. In each round of clustering, we generate two random augmentations of the data. Then, the applications of SK to half of the heads (at random) see the first version, and the other half the second version, thus increasing the variance of the resulting clusters. This increases the cost of the algorithm by only a small amount — as more time is used for training instead of clustering.

4 Experiments

The experiments are divided into three parts. First, in Section 4.1 we analyze the need for using both modalities when clustering and investigate the effect of our individual technical contributions
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4We assume that the linear layer biases are incorporated in the weight matrices.
via ablations and comparison to other approaches. Second, in Section 4.2 we demonstrate how our method achieves its stated goal of labelling a video dataset without human supervision. Third, in Section 4.3 we show that a side effect of our method is to learn effective audio-visual representations that can be used for downstream tasks e.g. video action retrieval, establishing a new state of the art.

**Datasets.** While the goal and target application of this work is to group unlabelled video datasets, for analysis purposes only, we use datasets that contain human annotated labels. The datasets range from small- to large-scale: The first is the recently released VGG-Sound [17], which contains around 200k videos obtained in the wild from YouTube with low labelling noise and covering 309 categories of general classes. The second dataset is Kinetics-400 [42], which contains around 230k videos covering 400 human action categories. Third, we test our results on Kinetics-Sound proposed in [3], formed by filtering the Kinetics dataset to 34 classes that are potentially manifested visually and audibly, leading to 22k videos. Lastly, we use the small-scale AVE Dataset [80] originally proposed for audio-visual event localization and containing only around 4k videos. Among these, only VGG-Sound and Kinetics-400 are large enough for learning strong representations from scratch. We therefore train on these datasets and unsupervisedly finetune the VGG-Sound model on Kinetics-Sound and AVE.

**Training details.** Our visual encoder is a R(2+1)D-18 [70] network and our audio encoder is a ResNet [33] with 9 layers. For optimization, we use SGD for 200 epochs with weight decay of $10^{-5}$ and momentum of 0.9, further implementation details are provided in Appendix A.2.

**Table 1: Architectures and pretraining datasets.** We use state-of-the-art representation learning methods and combine pretrained representations with k-means as baselines in the Tables 5a to 5d.

| Method     | Input shape | Architecture | Pretrain dataset |
|------------|-------------|--------------|------------------|
| Supervised | 32 x 3 x 112 x 112 | R(2+1)D-18 | Kinetics-400     |
| DPC [31]   | 40 x 3 x 224 x 224 | R3D-34 | Kinetics-400     |
| MIL-NCE [53] | 32 x 3 x 224 x 224 | S3D | HowTo100M        |
| XDC [2]    | 32 x 3 x 224 x 224 | R(2+1)D-18 | Kinetics-400     |

**Baselines.** To compare our method on this novel task of clustering these datasets, we obtained various pretrained video representations (DPC [31], MIL-NCE [53] and XDC [2]), both supervised and self-supervised (see Table 1 for details). For comparison, following [78], we run k-means on the global-average-pooled features, setting k to the same number of clusters as our method to ensure a fair comparison. For the k-means algorithm, we use the GPU accelerated version from the Faiss library [41].

**Evaluation.** We adopt standard metrics from the self-supervised and unsupervised learning literature: the normalized mutual information (NMI), the adjusted rand index (ARI) and accuracy (Acc) after matching of the self-supervised labels to the ground truth ones (for this we use the Kuhn–Munkres/Hungarian algorithm [46]). We also report the mean entropy and the mean maximal purity per cluster, defined in Appendix A.4 to analyze the qualities of the clusters. For comparability and interpretability, we evaluate the results using the ground truth number of clusters – which usually is unknown – but we find our results to be stable w.r.t. other number of clusters (see Appendix).

### 4.1 Technical Analysis

**Multi-modality.** In order to shed light on the nature of labelling a multi-modal dataset, we provide a detailed study of the use and combination of modalities in Table 2. While visual-only methods such as the Kinetics-400 supervisely pretrained model, MIL-NCE or DPC cannot work when only audio-stream is provided, we show the results for XDC and our method when a single or both modalities are provided. In particular, we find that even when only the visual-stream is present at test-time, our method (57% NMI) already outperforms methods solely developed for representation learning, even surpassing the 100M videos with transcripts trained MIL-NCE (49% NMI). When only the audio-stream is used, our method’s performance drops only slightly, congruent with 5
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5 The R(2+1)D-18 model from PyTorch trained on Kinetics-400 from https://github.com/pytorch/vision/blob/master/torchvision/models/video/resnet.py
Table 2: **The value of multi-modal understanding** is observed for obtaining a strong set of labels for VGG-Sound. Our method combines both modalities effectively to yield accuracies beyond a single modality and other methods.

| Method  | NMI | ARI | Acc. | (H) | (p<sub>max</sub>) |
|---------|-----|-----|------|-----|------------------|
| Random  | ×   | ✔  | 10.2 | 4.0 | 2.2              |
| Supervised | ×   | ✔  | 46.5 | 15.6| 24.3             |
| DPC     | ×   | ✔  | 15.4 | 0.7 | 3.2              |
| MIL-NCE | ×   | ✔  | 48.5 | 12.5| 22.0             |
| XDC     | ×   | ✔  | 16.7 | 1.0 | 3.9              |
| Ours    | ✔   | ✔  | 52.8 | 19.7| 30.1             |

**Figure 2:** **Effective use of multi-modality** is found for our method when the visual input is compressed and decompressed.

Table 3: **Ablation** of multi-modality, audio-visual Alignment and Gaussian marginals. **Decorrelated Heads.** Models are evaluated at 100 epochs on the VGG-Sound dataset.

| Method | A? | G? | DH? | NMI |
|--------|----|----|-----|-----|
| (a) SeLa | ✔️ | –  | –   | 20.1|
| (b) Concat | ×  | ✔  | –   | 24.7|
| (c) Ours | ✔️ | ✔️ | ✔️  | 51.9|
| (d) Ours | ✔️ | ✔️ | ✔️  | 52.6|
| (e) Ours | ✔️ | ✔️ | ✔️  | 52.7|
| (f) Ours | ✔️ | ✔️ | ✔️  | 52.4|
| (g) Ours | ✔️ | ✔️ | ✔️  | 53.2|

Table 4: **Retrieval** via various number of nearest neighbors.

| Method | Recall | HMDB | UCF |
|--------|--------|------|------|
| 3D-Puzzle [43] | –  | –   | 19.7 | 28.5 | 40.0 |
| OPN [47] | –   | –   | 19.9 | 28.7 | 40.6 |
| ST Order [12] | –  | –   | 25.7 | 36.2 | 49.2 |
| ClipOrder [77] | 7.6 | 22.9 | 48.8 | 14.1 | 30.3 | 51.1 |
| SpeedNet [11] | –   | –   | 13.0 | 28.1 | 49.5 |
| VCP [52] | 7.6 | 24.4 | 53.6 | 18.6 | 33.6 | 53.5 |
| VSP [19] | 10.3| 26.6 | 54.6 | 24.6 | 41.9 | 76.9 |
| Ours     | 24.8| 47.6 | 75.5 | 52.0 | 68.6 | 84.5 |

the balanced informativeness of both modalities in our method. Finally, when both modalities are used, we find that our method profits from both, such that the combined performance is significantly higher than the maximal performance of each single modality alone.

**Degraded modality.** In [Fig. 2] we analyze how well our method fares when the quality of one modality is reduced. For this, we compress the video-stream by down and upsampling of the video resolution by factors 1, 4, 8 and 16 (details are provided in Appendix A.5). Even though our method has not been trained with compressed videos, we find that its performance degrades more gracefully than the baselines indicating it has learned to rely on both modalities.

**Ablation.** Next, we ablate the key parameters of our method and show how they each contribute to the overall clustering quality in [Table 3]. First, we show a baseline model in [Table 3](a), when naïvely applying the publically available source-code for SeLa [6] on video frames ( ), this yields a NMI of 20%. Compared to this frame-only method, in row (b), we find the results for concatenating the features of both modalities (followed by a single clustering head) to only lead to a small improvement upon the frame-only method with a NMI of 25%. Our method is shown in row (c), where we find a substantial improvement with a NMI of 52%, i.e. a relative gain of more than 100%. While part of the gain comes from multi-modality, especially compared to row (b), the largest gain comes from the ability of our method in exploiting the natural correspondence provided in the multi-modal data. Finally, by ablating the technical improvements in rows (d)-(f) we find the strongest gain to be coming decorrelated heads, followed by the audio-visual alignment procedure, and that each improvement indeed benefits the model.
Table 5: **Unsupervised labelling of datasets.** We compare labels from our method to labels that are obtained with \(k\)-means on the representations from a supervised and various unsupervised methods on four datasets.

(a) **VGG-Sound.**

| Method  | NMI   | ARI   | Acc.  | \(\langle H\rangle\) | \(\langle p_{max}\rangle\) |
|---------|-------|-------|-------|------------------------|-----------------------------|
| Random  | 10.2  | 4.0   | 2.2   | 4.9                    | 3.5                         |
| Supervised | 46.5  | 15.6  | 24.3  | 2.9                    | 30.8                        |
| DPC     | 15.4  | 0.7   | 3.2   | 4.7                    | 4.9                         |
| XDC     | 18.1  | 1.2   | 4.5   | 4.41                   | 7.4                         |
| MIL-NCE | 48.5  | 12.5  | 22.0  | 2.6                    | 32.9                        |
| Ours    | 56.7  | 22.5  | 32.3  | 2.4                    | 38.0                        |

(b) **AVE.**

| Method  | NMI   | ARI   | Acc.  | \(\langle H\rangle\) | \(\langle p_{max}\rangle\) |
|---------|-------|-------|-------|------------------------|-----------------------------|
| Random  | 9.2   | 1.3   | 9.3   | 2.9                    | 12.6                        |
| Supervised | 58.4  | 34.8  | 50.5  | 1.1                    | 60.6                        |
| DPC     | 18.4  | 5.0   | 15.1  | 2.7                    | 17.5                        |
| XDC     | 17.1  | 6.0   | 16.4  | 2.6                    | 19.1                        |
| MIL-NCE | 56.3  | 30.3  | 42.6  | 1.2                    | 57.1                        |
| Ours    | 64.4  | 43.0  | 54.8  | 1.2                    | 58.6                        |

(c) **Kinetics.**

| Method  | NMI   | ARI   | Acc.  | \(\langle H\rangle\) | \(\langle p_{max}\rangle\) |
|---------|-------|-------|-------|------------------------|-----------------------------|
| Random  | 11.1  | 0.2   | 1.8   | 5.1                    | 3.3                         |
| Supervised | 70.5  | 43.4  | 54.9  | 1.6                    | 62.2                        |
| DPC     | 16.1  | 0.6   | 2.7   | 4.9                    | 3.9                         |
| XDC     | 17.2  | 0.8   | 3.4   | 4.7                    | 6.2                         |
| MIL-NCE | 48.9  | 12.5  | 23.5  | 2.7                    | 33.7                        |
| Ours    | 24.9  | 2.5   | 6.6   | 4.4                    | 8.7                         |

(d) **Kinetics-Sound.**

| Method  | NMI   | ARI   | Acc.  | \(\langle H\rangle\) | \(\langle p_{max}\rangle\) |
|---------|-------|-------|-------|------------------------|-----------------------------|
| Random  | 2.8   | 0.5   | 5.9   | 3.3                    | 8.3                         |
| Supervised | 81.7  | 66.3  | 75.0  | 0.5                    | 85.4                        |
| DPC     | 8.8   | 2.2   | 9.6   | 3.1                    | 13.6                        |
| XDC     | 7.5   | 1.9   | 9.4   | 3.1                    | 13.6                        |
| MIL-NCE | 47.5  | 24.0  | 37.8  | 1.5                    | 51.0                        |
| Ours    | 50.2  | 31.4  | 43.2  | 1.7                    | 48.1                        |

4.2 **Unsupervised labelling audio-visual data**

Table 5 shows the quality of the labels obtained automatically by our algorithm. We find that for the datasets VGG-Sound, Kinetics-Sound, and AVE, our method achieves state-of-the-art clustering performance with high accuracies of 32%, 43%, 55%, even surpassing the one of the strongest video feature encoder at present, the manually-supervised R(2+1)D-18 network. This result echoes the findings in the image domain [25] where plain \(k\)-means on representations is found to be less effective compared to learning clusters. For Kinetics-400, we find that the clusters obtained from our method are not well aligned to the human annotated labels. This difference can explained by the fact that Kinetics is strongly focused on visual (human) actions and thus the audio is given almost no weighting in the annotation. We encourage exploring our interactive material, where our method finds clusters grouped by similar background music, wind or screaming crowds. We stress that such a grouping is ipso facto not wrong, only not aligned to this set of ground truth labels.

4.3 **Labelling helps representation learning**

Finally, we show how the visual feature representations unsupervisedly obtained from our method perform on downstream tasks. While not the goal of this paper, we test our representation on a standardized video action retrieval task in Table 4 and also provide results on video action classification in Table A.3 and refer to the Appendix for implementation details. We find that in obtaining strong labels, our method simultaneously learns robust, visual representations that can be used for other tasks without any finetuning and significantly improve the state of the art by over 100% for Recall @1 on UCF-101 and HMDB-51.

5 **Conclusion**

In this work, we have established strong baselines for the problem of unsupervised labelling of several popular video datasets; introduced a simultaneous clustering and representation learning approach for multi-modal data that outperforms all other methods on these benchmarks; and analysed the importance of multi-modality for this task in detail. We have further found that strong representations are not a sufficient criterion for obtaining good clustering results, yet, the strongest feature representations remain those obtained by supervised, i.e. well-clustered training. We thus expect the field of multi-modal clustering to be rapidly adopted by the research community who can build upon the presented method and baselines.
**Broader Impact**

We propose a method for clustering videos automatically. As such, we see two main areas of potential broader impact on the community and society as a whole.

**Few-label harmful content detection.** Our method clusters a video dataset into multiple sets of similar videos, as evidenced by the audio- and visual-stream and produces consistent, homogenous groupings. In practice, unsupervised clustering is especially useful for reducing the amount of data that human annotators have to label, since for highly consistent clusters only a single label needs to be manually obtained which can be propagated to the rest of the videos in the cluster. Using such an approach for the purpose of detecting harmful online content is especially promising. In addition, label-propagation might further lead to a beneficial reduction of type I errors (saying a video is safe when it is not). Furthermore, the multi-modality of our method allows it to potentially detect harmful content that is only manifested in one modality such as static background videos of harmful audio. Multi-modal harmful content detection has also been a subject of a recent data challenge that emphasizes insufficiency of using a single modality. Lastly, the generality of our method allows it to also scale beyond these two modalities and in the future also include textual transcripts. Given the importance of this topic, it is also important to acknowledge, while less of a direct consequence, potential downstream applications in automating censorship. However, given the numerous pitfalls and failures when deploying computer vision systems to the real world, we believe that the positive impact of foundational research on public datasets, such as is presented in this paper, far outweights these risks lying further downstream.

**Overestimating clustering quality.** The main benefit of our approach is to reduce the cost of grouping large collections of video data in a ‘meaningful’ way. It is difficult to think of an application where such a capability would lead directly to misuse. In part, this is due to the fact that better clustering results can generally be obtained by using some manual labels, so even where clustering videos could be misused, this probably would not be the method of choice. Perhaps the most direct risk is that a user of the algorithm might overestimate its capabilities. Clustering images is sometimes done in critical applications (e.g. medical science). Our method clusters data based on basic statistical properties and the inductive prior of convolutional neural networks, without being able to tap into the deep understanding that a human expert would have of such domain expertise. Hence, the clusters determined by our method may not necessarily match the clusters an expert would make in a particular domain. Further, as the method is unsupervised, it may learn to exploit biases present in the data that might not be desired by the users. While we believe it has potential to be broadly applied after being finetuned to a specific domain, at present, our method is a better fit for applications such as indexing personal video collections where clustering ‘errors’ can be tolerated.
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A Appendix

A.1 Pretrained model details

Here we provide additional information about the pretrained models we have used in this work.

Table A.1: Details for audio encoder. Architectural and pretraining details for XDC’s audio encoder used for benchmarking.

| Method | Input shape | Architecture | Pretrain dataset |
|--------|-------------|--------------|------------------|
| XDC    | 40 × 1 × 100 | Resnet-18    | Kinetics-400     |

A.2 Implementation details

We train our method using the Sinkhorn-Knopp parameter $\lambda = 20$, an inverse quadratic clustering schedule with 100 clustering operations and 10 heads which we adopt from [6]. For evaluation, we report results for head 0 to compare against the ground-truth, as we found no significant difference in performance between heads. For the Gaussian distribution, we take the marginals to be from $\mathcal{N}(1, 0.1) \ast N/K$. For the clustering-heads, we use two-layer MLP-heads as in [8][13]. The video inputs are 30 frame long clips sampled consecutively from 30fps videos and are resized such that the shorter side is 128 and during training a random crop of size 112 is extracted, no color-jittering is applied. Random horizontal flipping is applied to the video frames with probability 0.5, and then the channels of the video frames are Z-normalized using mean and standard deviation statistics computed across the dataset. The audio is processed as a 1 × 257 × 199 image, by taking the log-mel bank features with 257 filters and 199 time-frames and for training, random volume jittering between 90% and 110% is applied to raw waveform, similar to [55]. For evaluation, a center-crop is taken instead for the video inputs and audio volume is not jittered. We use a mini-batch size of 16 on each of our 64 GPUs giving an effective batch size of 1024 for distributed training for 200 epochs. The initial learning rate is set to 0.01 which we linearly scale with the number of GPUs, after following a gradual warm-up schedule for the first 10 epochs [29]. For training on Kinetics-Sound and AVE, we initialize our model with a VGG-Sound pretrained backbone due to the small training set sizes ($N = 22k$ and $N = 3328$). The clustering heads are re-initialized randomly. This ensures a more fair comparison as XDC, DPC and the supervised model are pretrained on Kinetics-400 with $N = 230k$ and MIL-NCE on HowTo100M with $N = 100M$ videos. We train on VGG-Sound for 200 epochs, which takes around 2 days.

A.3 Pair-based optimization for AV-Alignment

For aligning the visual and audio encoder, we use a greedy switching algorithm that starts from a feasible initial solution [23][24][63]. In particular, we consider 50000 potential pair switches with 5 randomized restarts and take the final permutation that yields the lowest cost.

A.4 Evaluation metrics details

The normalized mutual information (NMI) is calculated by the formula

$$NMI = \frac{\text{MI}(U, V)}{0.5H(U) + 0.5H(V)},$$

where the Mutual information MI is given by $\text{MI}(U, V) = \sum_{i=1}^{\lfloor U \rfloor} \sum_{j=1}^{\lfloor V \rfloor} P(i, j) \log \left( \frac{P(i, j)}{P(i)P(j)} \right)$, and $H$ is the standard entropy, with $H(U) = -\sum_{i=1}^{\lfloor U \rfloor} P(i) \log(P(i))$. The NMI ranges from 0 (no mutual information) to 100%, which implies perfect correlation.

The rand index (RI) is given by $RI = \frac{a+b}{T}$, where $a, b$ are the number of pairs of elements that are in the same/different set in the ground truth labelling and in the same/different set in the predicted clustering and $C$ is the total number of such pairs. The adjusted Rand index (ARI) corrects for
random assignments and is given by

$$ARI = \frac{RI - E[RI]}{\max(\{RI\}) - E[RI]}$$

where the expected RI of a random label assignment is subtracted in both nominator and denominator. Due to the subtraction, the ARI varies from -1 to 1 with a value close to 0 implying random correlation and a value of 1 implying identical agreement.

The mean entropy per cluster is given by

$$\langle H \rangle = \frac{1}{K} \sum_{k \in K} H(p(y|\hat{y}_k = k)),$$

where \( \hat{y} \) are unsupervisedly obtained clusters and \( p(y|\hat{y}_k = k) \) is the distribution of ground-truth clusters for cluster \( k \). Hence, the optimal number of this metric is 0 and a chance assignment yields \( \langle H \rangle = -\log 1/K \).

Further, as we wish to understand the semantic purity compared to the ground truth labels of each cluster, so we additionally report the the mean maximal purity per cluster,

$$\langle p_{\text{max}} \rangle = \frac{1}{K} \sum_{k \in K} \max(p(y|\hat{y}_k = k)),$$

which ranges from \( \langle p_{\text{max}} \rangle = 1/K \) (chance level) to perfect matching at \( \langle p_{\text{max}} \rangle = 100\% \).

### A.5 Single modality degradation experiment details

We use the default input-sizes for each model, i.e. 112 for ours and the supervised model, 224 for MIL-NCE. Compression is implemented by nearest-neighbor downsampling and subsequently nearest-neighbor upsampling for speed. For this experiment only, we evaluate the performance on the smaller validation sets.

### A.6 Further ablations

In Table A.2, we provide the results for varying the number of clusters \( K \) in our algorithm. We find that even when moving from the ground-truth number of classes \( (K = 309) \), to lower numbers \( (K = 256) \) or higher estimates \( (K = 619, 1024) \) our results remain stable with the NMI staying almost constant. While the ARI does drop for larger \( K \), we also observe an increase in the purity of the clusters for a larger number of clusters from \( \langle p_{\text{max}} \rangle = 38.0 \) for \( K = 309 \) to \( \langle p_{\text{max}} \rangle = 42.7 \) for \( K = 619 \), which can be particularly useful when dividing the dataset into clusters and subsequently only obtaining human annotations for few examples per cluster.

| Method | \( K \) | NMI | ARI | Acc. | \( \langle H \rangle \) | \( \langle p_{\text{max}} \rangle \) |
|--------|--------|-----|-----|------|----------------|------------------|
| Ours   | 309    | 56.7| 22.5| 32.3 | 2.4           | 38.0             |
| Ours   | 256    | 56.8| 24.3| 34.2 | 2.4           | 36.9             |
| Ours   | 619    | 56.9| 16.8| 23.0 | 2.2           | 42.7             |
| Ours   | 1024   | 55.1| 16.3| 9.6  | 2.1           | 42.2             |

### A.7 Retrieval downstream task implementation details

We follow [77] in our evaluation protocol and use split 1 of UCF101 and HMDB-51. We uniformly sample 10 clips per video, and average the max-pooled features after the last residual block for each clip per video. We then utilize the averaged features from the validation set to query the videos in the training set. The cosine distance of representations between the query clip and all clips in the training set are computed and when the class of a test clip appears in the classes of \( k \) nearest training clips, it is considered to be correctly retrieved.
### A.8 Visual classification downstream task

Table A.3: **Representation learning downstream evaluation.** Self-supervised and fully-supervised trained methods on UCF101 and HMDB51 benchmarks. We follow the standard protocol and report the average top-1 accuracy over the official splits and show results for finetuning the whole network. Methods with † indicate the additional use of video titles and ASR generated text as supervision. Methods with * use ASR generated text.

| Method                  | Architecture | Pretrain Dataset | Top-1 Acc% |
|-------------------------|--------------|-----------------|------------|
|                         |              |                 | UCF        | HMDB       |
| Full supervision [2]    | R(2+1)D-18   | ImageNet        | 82.8       | 46.7       |
| Full supervision [2]    | R(2+1)D-18   | Kinetics-400    | 93.1       | 63.6       |
| Weak supervision, CPD [50]† | 3D-Resnet50 | Kinetics-400    | 88.7       | 57.7       |
| MotionPred [72]         | C3D          | Kinetics-400    | 61.2       | 33.4       |
| RotNet3D [40]           | 3D-ResNet18  | Kinetics-600    | 62.9       | 33.7       |
| ST-Puzzle [43]          | 3D-ResNet18  | Kinetics-400    | 65.8       | 33.7       |
| ClipOrder [77]          | R(2+1)D-18   | Kinetics-400    | 72.4       | 30.9       |
| DPC [31]                | 3D-ResNet34  | Kinetics-400    | 75.7       | 35.7       |
| CBT [67]                | S3D          | Kinetics-600    | 79.5       | 44.6       |
| Multisensory [59]       | 3D-ResNet18  | Kinetics-400    | 82.1       | -          |
| XDC [2]                 | R(2+1)D-18   | Kinetics-400    | 84.2       | 47.1       |
| AVTS [44]               | MC3-18       | Kinetics-400    | 85.8       | 56.9       |
| AV Sync+RotNet [75]     | AVSlowFast   | Kinetics-400    | 87.0       | 54.6       |
| GDT [61]                | R(2+1)D-18   | Kinetics-400    | 88.7       | 57.8       |
| SeLaVi (ours)           | R(2+1)D-18   | Kinetics-400    | 83.1       | 47.1       |
| SeLaVi (ours)           | R(2+1)D-18   | VGG-Sound       | 87.7       | 53.1       |

In Table A.3, we show the performance of our method on two common visual-only video feature representation benchmarks, UCF-101 [66] and HMDB-51 [45]. Note that, as is the standard in this evaluation, we use our visual encoder as initialization and fine-tune the whole network on the target down-stream task. In particular, we follow the finetuning schedule of the one of the current state-of-the-art methods [61]. We find that we achieve competitive performance when trained on VGG-Sound, even surpassing XDC, despite our method using only a spatial resolution of $112 \times 112$ and not $224 \times 224$. 

