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Abstract

With the rapid development of computer and communication techniques, copyright protection of vector geographic data has attracted considerable research attention because of the high cost of such data. A novel adaptive watermark detection algorithm is proposed for vector geographic data that can be used to qualitatively analyze the robustness of watermarks against data addition attacks. First, a watermark was embedded into the vertex coordinates based on coordinate mapping and quantization. Second, the adaptive watermark detection model, which is capable of calculating the detection threshold, false positive error (FPE) and false negative error (FNE), was established, and the characteristics of the adaptive watermark detection algorithm were analyzed. Finally, experiments were conducted on several real-world vector maps to show the usability and robustness of the proposed algorithm.
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1. Introduction

Vector geographic data are fundamental achievements of national information infrastructure and earth science research and have been widely used in cartography, navigation, spatial analysis and many other areas. With the rapid development of computer and communication technology, vector geographic data can be conveniently replicated and distributed. The acquisition of vector geographic data is a costly process; therefore, the copyright protection of vector geographic data has become a hot issue in the geospatial data security domain.

As an effective algorithm for copyright protection, watermarking for vector geographic data has been studied for more than ten years [1]. A number of watermarking algorithms for vector geographic data have been proposed. Generally, digital watermark techniques for vector geographic data contain three parts: watermark generation, embedding, and detection. The first step is selecting a watermark, which could be an image, character, binary sequence, or voice. Preprocessing is performed when necessary, and examples include watermark encryption and watermark compression. The second step is to hide the watermark in the cover data used to embed the watermark. A watermark may be contained in the cover data or not. According to the different embedded domains, digital watermarking is categorized as spatial and transform domain watermarking. Spatial watermarking hides the watermark in the spatial domain component, and transform domain watermarking hides the watermark in the discrete cosine transform (DCT) [2]-[3], discrete Fourier transform (DFT) [4]-[6], or discrete wavelet transform (DWT) domain [7]-[8]. To date, many studies on digital watermark embedding for vector graphic data have been undertaken [9]-[16]. The third step of the digital watermark technique includes extracting and detecting the watermark. Extraction is mostly the inverse operation of the embedding process, and it is used to extract the embedded watermark. The detection step employs various methods to judge the specific content of the watermark. If the original data are not available for detection, the process is called “blind detection”, whereas if the data are available, then the process is called “informed detection.” Compared with research on embedding, the research on detection algorithms is limited [17]-[23]. For most existing watermarking algorithms, robustness has been qualitatively analyzed rather than quantitatively analyzed. However, the detection algorithm is an important part of digital watermark techniques and affects the robustness, reliability, and practicability of the watermark system. A better detection algorithm is useful for improving the robustness and capability of the watermark system.

Data deletions and data additions are the most common types of data processing performed in geographic information systems (GIS), and quantitatively analyzing the robustness of the watermark against data deletion and data addition attacks is a critical process. Therefore, we focus on the detection algorithm, and the design of a watermark detection algorithm based on statistical characteristics is presented. This paper proposes an adaptive watermark detection algorithm that a) can calculate the detection threshold, false positive error (FPE) and false negative error (FNE), b) is robust to data deletions and data additions and c) can qualitatively analyze the robustness of watermarks against data adding attacks.

The remainder of the paper is organized as follows. Section 2 briefly describes the watermark generation and embedding algorithms. Section 3 presents the fixed watermark detection process and establishes the adaptive watermark detection. Section 4 analyzes the characteristics of the proposed watermark detection method. Section 5 describes the experiments and results, and Section 6 presents the conclusions of the paper.
2. Watermark Generation and Embedding

2.1 Watermark Generation

Research manuscripts reporting on large datasets deposited in a publicly available database should specify where the data have been deposited and provide the relevant accession numbers. If the accession numbers have not yet been obtained at the time of submission, a note should be included stating that the numbers will be provided during review. The numbers must be provided prior to publication.

Watermark information can be classified into two main categories: significant watermarks and insignificant watermarks. A significant watermark is usually represented as a binary logo, and this logo is extracted to detect the presence of the watermark by visual inspection by a third entity, whereas an insignificant watermark is usually represented as a pseudo-random sequence. The presence of the watermark is detected using statistical correlations so that the detection of an insignificant watermark is more objective [11]. Moreover, the length of an insignificant watermark is usually much shorter than that of a significant watermark; thus, an insignificant watermark is more suitable for small datasets, which are common in vector geographic data. To establish the watermark detection model and quantitatively analyze the robustness of the proposed watermarking algorithm, we used a pseudo-random sequence as a watermark for this paper.

Let the watermark information be \( W = \{ w[i], 0 \leq i < N \} \), where \( w[i] \) is the watermark bit, \( i \) is the watermark bit index, \( N \) is the length of the watermark, and \( w[i] \in \{-1,1\} \). The statistical characteristics of \( w[i] \) are \( P(w[i] = -1) = 1/2 \) and \( P(w[i] = 1) = 1/2 \), which means that the probabilities that \( w[i] \) are equal to -1 or 1 are the same. We set \( N \) to 200 for this paper.

The steps used to generate watermark information are as follows: first, a random integer is generated and used as a watermark seed; second, according to the watermark seed, the watermark is generated by the pseudo-random sequence generator; and third, the watermark seed is saved for the potential watermark detection. A one-to-one relationship is observed between the watermark seed and the corresponding watermark; therefore, we only need to save the watermark seed for the potential watermark detection.

In the subsequent section, the terms watermark seed, watermark, watermark bit, and watermark bit index are frequently referenced. The relationships among the watermark, watermark bit, and watermark bit index are shown in Fig. 1, in which \( N \) is the length of the watermark.

![Fig. 1. Relationships among the watermark seed, the watermark, the watermark bits, and the watermark bit index](image-url)
2.2 Watermark Embedding

The vector geographic data consist of the vertex coordinates. Vertex coordinates are the fundamental units of points, polylines, and polygons that describe geographical objects, such as wells, rivers, and residential areas. To obtain a watermarking algorithm that is robust against the most common watermarking attacks such as data cropping, data reordering, data simplification, vertex adding and vertex deleting, we establish the mapping relationships between the vertex coordinates and the watermark bit index [23], and the watermark bits are then embedded into the corresponding vertex coordinates according to the mapping relationships.

In this paper, let the vertex coordinates of the vector geographic data be the set \( VC, VC = \{v_i | (x_i, y_i), 0 \leq i < M\} \), where \( v_i \) is the \( i \)th vertex, \((x_i, y_i)\) is the coordinate of the \( i \)th vertex, and \( M \) is the number of vertex coordinates. The details of the steps for establishing mapping relationships are as follows.

1) The vertex coordinates \( VC \) are mapped to region \( R \), which has a size of \( R_x \times R_y \) as shown in equation (1):

\[
\begin{align*}
x'_i &= \left\lfloor x_i \times s \right\rfloor \% R_x \\
y'_i &= \left\lfloor y_i \times s \right\rfloor \% R_y 
\end{align*}
\]

(1)

where \((x'_i, y'_i)\) is the mapped coordinate and \( s \) is a scaling factor used to control the data distortions in the watermark embedding.

2) The region \( R \) is divided into \( N_c \times N_r \) grid cells and by establishing the mapping relationships between coordinate \((x'_i, y'_i)\) and the grid cell index \((ic, ir)\), which are shown in equation (2), where \( N_r, N_c, LD_x, \) and \( LD_y \) are all positive integers, \( R_x \) can be divided by \( N_c \), and \( R_y \) can be divided by \( N_r \). Additionally, \( N_r = R_y / LD_y \), \( N_c = R_x / LD_x \), and \( N_c \times N_r = N \).

\[
\begin{align*}
ir &= \left\lfloor y'_i / LD_y \right\rfloor \\
ic &= \left\lfloor x'_i / LD_x \right\rfloor 
\end{align*}
\]

(2)

3) The 2-dimensional index of grid cell \((ic, ir)\) is mapped to the 1-dimensional index of the watermark bit per equation (3).

\[
i = ir \cdot N_c + ic
\]

(3)

According to the preceding steps, “many-to-one” mapping relationships are established between the vertex coordinates and the index of the watermark bit, the watermark bits are embedded into the corresponding vertex coordinates, and the quantization algorithm is adopted for embedding the watermark bit to ensure the blind extraction of the watermark bit [24].

3. Watermark Detection

The extraction of the watermark is the inverse process of watermark embedding. The basic steps for extracting watermark bits are as follows: for arbitrary vertex coordinates \((x_i, y_i)\), the
watermark bit is extracted from \((x, y)\) according to the quantization, and the index for the extracted watermark bit is then calculated based on the mapping function we established. In most cases, the number of vertex coordinates is far larger than the watermark length, which leads to the “many-to-one” mapping relationships between the vertex coordinates and the index of the watermark bit such that one watermark bit index will correspond to many extracted watermark bits.

Let the extracted watermark bits be the set \(W'\); \(W' = \{w'[i][j], 0 \leq i < N, 0 \leq j < L_i\}\), and \(w'[i][j] \in \{-1, 1\}\), where \(w'[i][j]\) is the \(j\)th extracted watermark bit corresponding to the \(i\)th watermark bit index, \(N\) is the length of watermark, \(L_i\) represents the number of extracted watermark bits corresponding to the \(i\)th watermark bit index, and \(M\) represents the number of vertex coordinates in the detected vector geographic data. Additionally, \(L_i \geq 0\) and \(\sum_{i=0}^{N-1} L_i = M\).

### 3.1 Fixed Watermark Detection Algorithm

Currently, the most common algorithm used for watermark detection is fixed watermark detection, and the basic principle underlying this algorithm is as follows: first, establish a watermark \(W''\) with a fixed watermark length of \(N\) based on the detected watermark bits \(W'\), and then calculate the correlation coefficient between \(W''\) and the original watermark \(W\) to judge whether a watermark is contained in the detected data. Let the established watermark be \(W''\) such that \(W'' = \{w''[i], 0 \leq i < N\}\) and \(w''[i] \in \{-1, 1\}\). In addition, \(t_i = \sum_{j=0}^{L_i-1} w'[i][j]\), and watermark \(W''\) can be established according to expression (4).

\[
\begin{align*}
  w''[i] & = 1 \quad \text{if} \quad t_i > 0 \\
  w''[i] & = -1 \quad \text{if} \quad t_i < 0
\end{align*}
\]

(4)

Additionally, when \(t_i = 0\), we set \(w''[i]\) to 1 or -1 randomly.

When the extracted watermark \(W''\) is acquired, the normalized correlation coefficient between \(W''\) and the original watermark \(W\) is calculated. Let the normalized correlation coefficient be \(c_1\), and we can then judge whether a watermark is contained in the detected data from the value of \(c_1\). The formula for calculating the correlation coefficient is shown in equation (5).

\[
c_i = \frac{\sum_{i=0}^{N-1} w'[i]w''[i]}{N}
\]

(5)

When a watermark is not contained in the detected vector geographic data, \(c_i\) can be approximated by the following normal distribution with a mean of 0 and standard deviation of \(1/N\) and shown in expression (6).

\[
c_i \sim N(0, \frac{1}{N})
\]

(6)

When a watermark is contained in the detected vector geographic data and watermarking attacks on the watermarked data are not observed, then correlation coefficient \(c_i\) is equal to
Therefore, the detection threshold can be set to $4 \sqrt{1/N}$ to ensure that the FPE is less than 0.0001.

Based on the derivation of the formula of the above detection algorithm, we can obtain the detection threshold by controlling the FPE, although calculating the FNE is difficult because the influence of the watermarking attack on the detection result is not clear; therefore, quantitatively analyzing the robustness of the watermarking algorithm is also difficult. To solve this problem, we design an adaptive watermark detection algorithm for vector geographic data.

### 3.2 Adaptive Watermark Detection Algorithm

To solve the above-mentioned problem, another normalized correlation coefficient, $c_2$, is directly established based on the extracted watermark bit set $W'$ and the number of detected vertex coordinates $M$ as shown in equation (7).

$$c_2 = \frac{\sum_{i=0}^{N-1} \sum_{j=0}^{L-1} w[i] \cdot w'[i][j]}{M} \quad (7)$$

We will now discuss the statistical characteristics of the normalized correlation coefficient $c_2$ under the following two conditions.

#### 3.2.1 Non-watermarked Data

When a watermark is not contained in the detected data, for watermark bit index $i$, the extracted watermark bit $w'[i][j]$ is randomly equal to 1 and -1; therefore, we can suppose that the probabilities that $w[i][j]=1$ and $w[i][j]=-1$ are equal, i.e., $P(w[i][j]=1)=1/2$ and $P(w[i][j]=-1)=1/2$.

The mean and standard deviation of $w[i] \cdot w'[i][j]$ can be expressed as $E(w[i] \cdot w'[i][j]) = 0$ and $D(w[i] \cdot w'[i][j]) = 1$, respectively. According to the central limit theorem, correlation coefficient $c_2$ can be approximated by the normal distribution with a mean of 0 and a standard deviation of $1/M$ as shown in expression (8).

$$c_2 \sim N(0, \frac{1}{M}) \quad (8)$$

#### 3.2.2 Watermarked Data

Suppose that the detected data consist of two different parts, the watermarked data and the non-watermarked data. The extracted watermark bit set $W'$ can then be expressed as two parts, $W' = W'_1 \cup W'_2$, where $W'_1$ is the watermark bit set extracted from the watermarked data and $W'_2$ is the watermark bit set extracted from the non-watermarked data. Let $W'_1$ and $W'_2$ be $W'_1 = \{w'_1[i][j], 0 \leq i < N, 0 \leq j < L_{1,1}\}$ and $W'_2 = \{w'_2[i][j], 0 \leq i < N, 0 \leq j < L_{1,2}\}$, respectively, where $W' = W'_1 \cup W'_2$ and $L_i = L_{1,1} + L_{1,2}$. Additionally, let $M_1 = \sum_{i=0}^{N-1} L_{1,1}$ and $M_2 = \sum_{i=0}^{N-1} L_{1,2}$, where $M = M_1 + M_2$.

The normalized correlation coefficient $c_2$ can therefore be expressed as equation (9).
\[
c_2 = \frac{\sum_{i=0}^{N-1} \sum_{j=0}^{L-1} w[i] w'[i][j] + \sum_{i=0}^{N-1} \sum_{j=0}^{L-1} w[i] w'_2[i][j]}{M} \quad (9)
\]

For any watermark bit \( w'[i][j] \), the equation \( w[i] = w'[i][j] \) is correct, and we can therefore obtain expression (10) from expression (9).

\[
c_2 = \frac{M_1 + \sum_{i=0}^{N-1} \sum_{j=0}^{L-1} w[i] w'_2[i][j]}{M} \quad (10)
\]

According to the deduction of expression (8), correlation coefficient \( c_2 \) can be approximated by the normal distribution with a mean of \( \frac{M_1}{M} \) and standard deviation of \( \frac{M-M_1}{M \cdot \sigma^2} \) as shown in expression (11).

\[
c_2 \sim N\left(\frac{M_1}{M}, \frac{M-M_1}{M \cdot \sigma^2}\right) \quad (11)
\]

Based on expressions (8) and (11), correlation coefficient \( c_2 \) can be approximated by a normal distribution. For example, the probability distributions of \( c_2 \) when \( M_1 = 100 \) and \( M = 200 \) are shown in Fig. 2 when the detected data partly contain or do not contain a watermark.

![Fig. 2. Probability distributions for \( c_2 \) when the detected data partly contain or do not contain a watermark](image)

Expression (8), equation (11) and Fig. 2 show that the means and standard deviations are different when the detected data partly contain or do not contain a watermark, thus representing the mechanism underlying the watermark detection model.
1) Calculating thresholds using discriminant analysis when $M_1$ is known.

Based on expressions (8) and (11), the Mahalanobis distance discrimination analysis can be used to calculate the detection threshold. Let the distributed population for expression (8) be $\pi_1$ and the distributed population for expression 11) be $\pi_2$. The Mahalanobis distance of correlation coefficient $c_2$ to $\pi_1$ and $\pi_2$ can be depicted as shown in expressions (12) and (13).

$$d(\pi_1, c_2) = \frac{|c_2 - 0|}{\sqrt{M}}$$

(12)

$$d(\pi_2, c_2) = \frac{|c_2 - M_1|}{\sqrt{M - M_1}}$$

(13)

When $0 < c_2 < \frac{M_1}{M}$, according to the Mahalanobis distance discrimination analysis, the discriminant function used to detect watermark can be illustrated as shown in equation (14).

$$T(c_2) = d(\pi_1, c_2) - d(\pi_2, c_2) = c_2 \cdot \sqrt{M - \frac{M_1 \cdot c_2 \cdot M}{M - M_1}}$$

$$= \frac{\sqrt{M} \cdot \sqrt{M - M_1} + M}{\sqrt{M - M_1}} \cdot (c_2 - \frac{M_1}{\sqrt{M} \cdot \sqrt{M - M_1} + M})$$

(14)

The detection threshold is $\mu = \frac{M_1}{\sqrt{M} \cdot \sqrt{M - M_1} + M}$, and the watermark detection rule is as shown in expression (15).

$$\begin{align*}
\text{non-watermarked data} & \quad c_2 \leq \mu \\
\text{watermarked data} & \quad c_2 > \mu
\end{align*}$$

(15)

The FPE $e_1$ and FNE $e_2$ can be calculated via expression (16).

$$e_1 = e_2 = \Phi\left(-\frac{M_1}{\sqrt{M - M_1} + \sqrt{M}}\right)$$

(16)

2) Calculating the threshold by controlling the FNE when $M_1$ is unknown.

For the most part, the value of parameter $M_1$ is unknown in the process of watermark detection, and the discriminant analysis mentioned above is not suitable for calculating the detection threshold. In this situation, we can calculate the detection threshold by controlling the FNE. On the condition that FNE ($e_1$) and the number of detected vertex coordinates of carrier data ($M$) are fixed, detection threshold, $\mu'$, can be determined according to equation (17). Therefore, in watermark detection processing the detection probability of virtual detection is equal to $e_1$. 

In practical applications, the value of $e_i$ is generally relatively small to ensure the effectiveness of watermark detection results. Generally, "3 $\sigma$ " principle or "4 $\sigma$ " principle can be used to determine the detection threshold. Using the "3 $\sigma$ " principle, the detection threshold is $\mu^* = 3 \times \frac{1}{\sqrt{M}}$. And the virtual detection probability is $e_i = 0.0013$. Using the principle of "4 $\sigma$ ", the detection threshold is $\mu^* = 4 \times \frac{1}{\sqrt{M}}$, the FPE, $e_1$, and FNE, $e_2$, are as shown in equation (18). In the experimental part of this paper, the "4 $\sigma$ " principle is used to determine the detection threshold.

\[
\begin{align*}
  & e_1 = 1 - \Phi(4) = 0.000031671 \\
  & e_2 = \Phi\left(-\frac{4\sqrt{M} - M_i}{\sqrt{M - M_i}}\right) = \Phi\left(-\frac{4\sqrt{M} - M_i}{\sqrt{M - M_i}}\right)
\end{align*}
\]

Compared with the fixed watermark detection algorithm mentioned above, equation (18) can be used to calculate the FNE, which is useful for quantitatively analyzing the robustness of the watermarking algorithm against data adding attacks, which will be verified in experimental sections.

### 4. Characteristic Analysis for the Adaptive Watermark Detection Algorithm

In Section 3.2, the adaptive watermark detection algorithm for vector geographic data was established based on the different probability distributions of correlation coefficients in different situations. In this section, we will quantitatively analyze the anti-noise capability of the proposed watermark detection algorithm.

From equation (18), we can determine that a change in $M_i$ has an influence on the FNE $e_2$. Fig. 3 shows the influence of $M_i$ on the FNE $e_2$ when $M$ is 1000, 3000, 5000 and 7000 based on equation (18). Vector geographic data are the fundamental achievements of national information infrastructure and earth science research and have been widely used in cartography, navigation, spatial analysis and many other areas. With the rapid development of computer and communication techniques, vector geographic data can be conveniently replicated and distributed. In addition, the acquisition of vector geographic data is a costly process, and as a consequence, the copyright protection of vector geographic data has become a hot issue in the geospatial data security domain.
Fig. 3 shows that the FNE \( e_2 \) is equal to approximately 0.5 when \( M_1 \) is close to 0; in addition, the FNE \( e_2 \) decreases with increasing \( M_1 \) and eventually approaches 0.0, which means that watermark detection will not be missed.

Although correlation coefficient \( c_2 \) will increase as \( M_1 \) increases, the most important problem is determining a threshold value for \( M_1 \) to ensure that a watermark can be identified in the detected data. We will quantitatively discuss this issue under the FNE constraint.

Let the FNE constraint condition be \( e_{2,c} \). The minimum values of \( M_1 \) that can ensure a FNE greater than the \( e_{2,c} \) for different values of \( M \) were calculated using expression (18), and the results are shown in Table 1 for a FNE constraint of 0.001, where \( \text{min } M_1 \) is the minimum value of \( M_1 \) and FNE_C is the corresponding FNE with parameters \( M \) and \( M_1 \).

**Table 1.** Minimum values of \( M_1 \) under the FNE constraint \(( e_{2,c} = 10^{-3} \))

| ID | M  | \( \text{min } M_1 \) | FNE_C \((10^{-3})\) |
|----|----|----------------------|-------------------|
| 1  | 200| 40                   | 8.4498            |
| 2  | 400| 58                   | 8.8762            |
| 3  | 600| 72                   | 8.8513            |
| 4  | 800| 83                   | 9.8602            |
| 5  | 1000| 94                  | 9.0814            |
| 6  | 2000| 134                 | 9.6767            |
| 7  | 4000| 191                 | 9.8825            |
| 8  | 6000| 235                 | 9.8614            |
| 9  | 8000| 272                 | 9.8872            |
| 10 | 10000| 305                | 9.7680            |
Table 1 shows that the min $M_1$ value increases with increasing $M$ under the FNE constraint. To further analyze the anti-noise capability, the min $M_1$ values for different $M$ values under FNE constraints of 0.0001, 0.001 and 0.01 were calculated. Fig. 4 shows the relationships between min $M_1$ and $M$ under the different FNE constraints, and Fig. 5 shows the relationship between min $M_1/M$ and $M$.

Fig. 4. Relationships between min $M_1$ and $M$ under different FNE constraints

Fig. 5. Relationships between min $M_1/M$ and $M$ under different FNE constraints

Fig. 4 and 5 show that min $M_1$ increases with increasing $M$ and decreases with increasing $e_c$ and min $M_1/M$ decreases with increasing $M$, indicating that smaller ratios of watermarked data to detected data are needed to ensure watermark detection from the detected data for increasing $M$. 
5. Experiments and Results

To evaluate the performance of the proposed watermarking detection algorithm, several vector geographic maps at a scale of 1: 1,000,000 were adopted. We performed several experiments to verify the usability and robustness of the proposed watermarking detection algorithm.

5.1 Applicability Analysis

We established the two different probability distributions for \( c_2 \) in Section 3.2, and they represent the basic principle for calculating the watermarking detection threshold. However, the premise for this detection model is the Lindeberg conditions, which are difficult to demonstrate by means of theoretical derivation. Therefore, the applicability of expression (8) is verified by making experiments by using 151 different 2D vector maps.

The watermark detection results are mainly influenced by the quantization step and the original watermark when the mapping relationship is fixed. Therefore, the experiments were performed using the following steps.

1) Set the quantization step \( s \) for the watermark bit extraction.
2) Extract all watermark bits from the cover data.
3) Generate 10 watermarks randomly, calculate correlation coefficient \( c_i \) between the extracted watermark bits and the watermarks generated according to equation (7), and normalize correlation coefficient \( c_i \) to \( c_i' \) using the formula \( c_i' = c_i \times \sqrt{M} \).
4) Repeat experimental steps 1 – 3 using the 151 different 2D vector maps.

The above experiments are repeated for 4, 6, 8, and 10 quantization steps \( s \), and we obtain 4 groups of experimental results, each of which contains 1510 normalized correlation coefficients \( c_i' \). The flow chart for every quantization step present in Fig. 6. \( i, j, \) and \( k \) are the positive integers. And \( i \) is the number of quantization steps, \( j \) is the number of 2D vector maps, \( k \) is the number of randomly generating watermarks. Data\( i \) is Data as shown in Fig. 7.

![Fig. 6. The flow chart of the applicability analysis experiments](image)
\(W^e\) is the extraction watermark. \(W'_e\) is the randomly generation watermark. According to expression (8), the normalized correlation coefficient \(c'_2\) obeys the standard normal distribution, i.e., \(c'_2 \sim N(0,1)\). The 4 groups of experimental results are denoted Data1, Data2, Data3 and Data4, and the value distribution and normal probability plots for the 4 groups of experimental results are shown in Fig. 7.
Fig. 7. Value distribution and normal probability plots for the experimental results. (a) Plots for Data1; the mean value is 0.0216, and the standard deviation is 1.0202. (b) Plots for Data2; the mean value is -0.0394, and the standard deviation is 1.0083. (c) Plots for Data3; the mean value is -0.0485, and the standard deviation is 0.9868. (d) Plots for Data4; the mean value is -0.0031, and the standard deviation is 1.0045.

Fig. 7 shows that the experimental results were clustered near 0.0 and all experimental results ranged from -4.0 to 4.0. The mean values and standard deviations of the 4 experimental datasets and the corresponding normal probability plots show that the experimental results can be approximated by a normal distribution with a mean of 0 and standard deviation of 1.0. This result is consistent with the theoretical derivation; therefore, the adaptive watermark detection proposed here is suitable for use with vector geographic data.

5.2 Robustness Analysis

Data deletion and data addition are the most common types of data processing in GIS. We will discuss the robustness of the proposed algorithm against data deletion and data addition attacks in this section.

5.2.1 Data Deletion Attacks

Data deletion processing consists of deleting vertices, compressing data, cropping data, and deleting features. The steps used to analyze robustness against data deletion included embedding the watermark into the experimental data, performing data deletion attacks on the watermarked data, and detecting the watermark from the attacked vector geographic data using the two watermark detection algorithms mentioned in Section 3. We randomly chose 10 different 2D vector maps from the experimental data to perform the experiment. Fig. 8 shows one of the experimental polyline-based vector maps that consists of 40591 vertex coordinates, and Table 2 shows the corresponding watermark detection results.
As expressed in Table 2, the deletion attacks are watermarking attacks on the watermarked data, and they consist of deleting vertices, cropping data, compressing data and deleting features. For these watermarking attacks, deleting vertices refers to randomly delete coordinate points from the watermarked data; the data cropping attack crops any regions of watermarked data (as shown in Fig. 9 (a)). The data compression attack uses the Douglas-Peucker algorithm to compress the watermarked data [25]. The feature detecting attack randomly deletes features from the watermarked data (as shown in Fig. 9 (b)). The vertex number of residual data is the vertex number of detected data after the watermarking attacks, \(c_1\) is the correlation coefficient calculated according to the fixed watermark detection algorithm, \(c_2\) is the correlation coefficient calculated according to the adaptive watermark detection algorithm, and \(\checkmark\) indicates that the watermark can be detected from the cover data.
Table 2. Watermark detection results for the experimental data

| Deletion attacks       | Vertex number of residual data | \( C_1 \) | \( C_2 \) |
|-----------------------|-------------------------------|-----------|-----------|
| Deleting vertices     | 32473                         | 1.0(√)    | 1.0(√)    |
|                       | 16237                         | 1.0(√)    | 1.0(√)    |
|                       | 8199                          | 1.0(√)    | 1.0(√)    |
|                       | 812                           | 1.0(√)    | 9.7(√)    |
|                       | 406                           | 1.0(√)    | 0.85(√)   |
| Cropping data         | 35279                         | 1.0(√)    | 1.0(√)    |
|                       | 14485                         | 1.0(√)    | 1.0(√)    |
|                       | 2529                          | 1.0(√)    | 1.0(√)    |
|                       | 558                           | 1.0(√)    | 0.93(√)   |
|                       | 201                           | 1.0(√)    | 0.58(√)   |
| Compressing data      | 33456                         | 1.0(√)    | 1.0(√)    |
|                       | 29786                         | 1.0(√)    | 1.0(√)    |
|                       | 23562                         | 1.0(√)    | 1.0(√)    |
|                       | 16543                         | 1.0(√)    | 1.0(√)    |
|                       | 11754                         | 1.0(√)    | 1.0(√)    |
| Deleting features     | 15678                         | 1.0(√)    | 1.0(√)    |
|                       | 4229                          | 1.0(√)    | 1.0(√)    |
|                       | 1300                          | 1.0(√)    | 1.0(√)    |
|                       | 728                           | 1.0(√)    | 0.95(√)   |
|                       | 299                           | 1.0(√)    | 0.82(√)   |

Table 2 shows that we can detect the watermark from the attacked data, the correlation coefficients \( c_1 \) and \( c_2 \) are both equal to 1.0 when the vertex number of residual data is large, correlation coefficient \( c_3 \) remains equal to 1.0, and correlation coefficient \( c_4 \) decreases as the vertex number decreases when the vertex number of the residual data is small (e.g., less than 1000). Coefficient \( c_1 \) is not equal to 1.0 because watermark bits are not extracted for part of the watermark bit indexes when the vertex number of the residual data was small.

We performed the same experiments on other experimental data, and the experimental results were consistent with those in Table 2.

5.2.2 Data Addition Attacks

The data addition process consists of adding vertices, merging data, and smoothing data. The steps used to analyze robustness against data additions included embedding the watermark into the experimental data, performing data addition attacks on the watermarked data, and then detecting the watermark from the attacked vector geographic data using the two watermark detection algorithms mentioned in Section 3. Fig. 10 shows the experimental point-based vector map that consists of 2613 vertex coordinates. In the experiments, we randomly added vertices into the cover data.
Although the strengths of watermark attacks may be similar, the detection results may differ if the vertices are added randomly. Therefore, we performed 4 experiments using the experimental data. **Fig. 11** shows the 4 experimental results, for which Num is the vertex number of detected data, which increases as the strength of the data addition attack increases.

**Fig. 11.** Experimental results for the data addition attacks

**Fig. 11** shows that the correlation coefficients $c_1$ and $c_2$ decreased as the strength of the data addition attack increased. In **Fig. 11**, the curve for correlation coefficient $c_2$ is more stable than that of $c_1$, which means that correlation coefficient $c_2$ is more predictable.
Correlation coefficient $c_2$ was distributed around $M_i / M$, which is consistent with formula (11). Fig. 11 shows that the adaptive watermark detection method was more robust than the fixed watermark detection method for data addition attacks.

We randomly chose 10 different 2D vector maps from the 151 experimental maps to perform the same data addition experiments mentioned above, and the experimental results are consistent with the results shown in Fig. 11.

6. Conclusion

In this paper, an adaptive watermark detection algorithm for vector geographic data is proposed that can quantitatively analyze the robustness of watermark methods for data addition. The following conclusions were derived from the results.

1) A watermark detection threshold can be calculated based on the proposed detection model, and the FPE and FNE can be determined to evaluate the robustness of the watermarking algorithm.

2) Data deletion attacks (such as cropping data and deleting vertices) have no influence on the watermark bit detection using residual data, and we can detect watermarks from residual watermarked data after deletion attacks when the amount of residual watermarked data is not very small.

3) Data addition attacks (such as merging data and inserting vertices) are equivalent to when a part of the detected data contains a watermark while another part does not contain a watermark, and the robustness against data addition can be quantitatively analyzed using the proposed watermark detection algorithm.

4) Only part of the vector geographic data containing a watermark can ensure that we detect the watermark from the detected data, which provides the ability to only select the modifiable vertex coordinates to embed a watermark when non-modifiable vertex coordinates are contained in the dataset.

In the processing of vector geographic data, rotation, scaling, and translation are also common. These transformations are all attacks for the cover data. Future work will include the development of a watermarking detection algorithm that can be used to quantitatively analyze these watermarking attacks.
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