Novel model for predicting individuals’ movements in dynamic regions of interest
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ABSTRACT
The increasing amount of geotagged social media data provides a possible resource for location prediction. However, existing location prediction methods rarely incorporate temporal changes in mobility patterns, which could lead to unreliable predictions. In particular, human mobility patterns have changed greatly in the COVID-19 era. We propose a novel model to predict individuals’ movements in dynamic regions of interest (ROIs), taking into account changes in activity areas and movement regularity. To address changes in the activity areas, we design a new updating strategy that can ensure the realistic extraction of an individual’s ROIs. Then, we develop an integration model for changes in the movement regularity based on two newly proposed prediction methods that consider both rapid and slow changes. The proposed integration model is evaluated based on five real-world social media datasets; three Weibo datasets related to COVID-19 collected in three Chinese cities, one Twitter dataset collected in New York and one dense GPS dataset. The results demonstrate that the proposed model can achieve better performances than state-of-the-art models, especially when mobility patterns change greatly. Combined with related pandemic data, this study will benefit pandemic prevention and control.

1. Introduction
Understanding human mobility patterns is useful for the efficient development of smart cities and studies on social behavior; moreover, it is widely applicable in various fields. Accordingly, numerous studies have been conducted on accessibility analyses (B. Y. Chen et al. 2018), crime dynamics (Caminha et al. 2017), and socioeconomic status (Xu et al. 2018). Recently, human mobility data have been used to study the influence of Coronavirus disease of 2019 (COVID-19) on economy and society (Bonaccorsi et al. 2020). Another study presented the correlation between Twitter and COVID-19 confirmed cases and proved that Twitter is helpful in analyzing epidemic outbreaks (Comito 2021). One of the main related issues is location prediction (P. Chen et al. 2019; Lv et al. 2017), that is, inferring the subsequent location most likely to be visited by an individual based on historical mobility data.

Currently, many studies related to location prediction populate the literature. First, locations are often recorded by longitude and latitude and should be processed for prediction. Some studies map the coordinates to grids (Nizetic, Fertalj, and Kalpic 2009; Do and Gatica-Perez 2012; Yao et al. 2017), but it is difficult to describe the actual activity space using the scale and shape of grids. Points of interest (POIs) are also popular for representing locations (Ahas et al. 2010; Q. Liu et al. 2016). However, for places where POIs are very dense, such as a large shopping mall, the matching method may not work. Regions of interest (ROIs) extracted by clustering coordinates are now popular because of their arbitrary shape and no additional data (Q. Huang 2017; P. Chen et al. 2019). The individuals’ mobility patterns are then modeled for location prediction. The prediction models include Markov-based, classification, sequence-based, and neural networks. Many Markov- and sequence-based models cannot extract temporal patterns well (Lv et al. 2017; Q. Huang 2017; Kautsar and Akbar 2017), and neural networks rely on very dense data for model training (Karatzoglou et al. 2017), which is a difficult condition for an individual. Classification models can utilize spatial–temporal features and are...
adapted to both sparse and dense data (Comito 2018; P. Chen et al. 2019). However, they still face some difficulties that need to be addressed.

A significant problem in location prediction is dynamic activities, including changes in ROIs and movement regularity. Especially under COVID-19, human mobility patterns have changed greatly, including tourism (M. Yang et al. 2021), traffic (Rojas-Rueda and Morales-Zamora 2021; Harkins et al. 2021), and workplace (Fukumura et al. 2021). As a result, the ROIs of the individuals constantly changed. Many existing prediction methods do not consider the ROI changes, caused by reasons such as working from home under COVID-19 (Q. Huang 2017; P. Chen et al. 2019), which leads to unreliable prediction results. Some studies take activity changes into account but only in training data, and changes in new data cannot be identified (W. Huang et al. 2015). Additionally, the regularity of an individual’s movement varies with time owing to the physical conditions or road reconstruction (Sevtsuk and Ratti 2010). Traditional methods encounter inconsistency between old and new data (Cho 2016), and one solution is a data window that can collect new data and further delete old data (Chen et al. 2019). However, it is difficult to determine the length of the window and methods such as a naïve Bayes model with adaptive windowing (NB-ADWIN) are necessary (Bifet and Gavalda 2007). In addition, using the decay factor can help reduce the effect of old data (Chen and Tu 2007). However, both NB-ADWIN and decay factor still suffer from very complex changes, and adapting to location prediction is still a problem.

To resolve problems caused by dynamic activities, we propose a model to predict individuals’ movements by considering dynamic ROIs (PMDR). The main contributions of this study are as follows.

(1) An updating strategy was designed to ensure the realistic extraction of an individual’s ROIs, which fills the gap in the change detection of updated activity regions. This strategy uses a new index based on the spatial similarity between the old and new ROIs to detect whether the ROIs change. Previous studies either used unchanged ROIs or only considered changes in training data. In contrast, our model can check the changes in ROIs with new data and update the ROIs.

(2) Two new prediction models were proposed for different degrees of change in the mobility pattern. One prediction model extends the NB-ADWIN with adaptive weights and updated ROIs (PMAU) for rapid changes. Then, a prediction model with decay factors (PMDF) was proposed for predictions when changes in the movement regularity are slow. Most previous studies used a fixed window length; however, the limitation of such approaches is that a fixed length can be suitable for complex changes in ROIs and movement regularities. The two proposed models use adaptive values of the window length or decay factors to ensure that the models are more suitable for prediction in dynamic ROIs.

(3) An integration model, PMDR, based on PMAU and PMDF was developed to choose the most credible result from the two models. Consequently, more stable and reliable prediction results were obtained compared to the results of the separate models. Most existing location prediction models either use a signal model or train different models’ weights in the training data. The proposed model further updates the weights for each new data to dynamically adjust the integration model with the individuals’ mobility patterns.

The proposed model was evaluated on five real-life datasets and showed a better performance than those of state-of-the-art models. The experiment datasets included three Weibo (a social media platform in China) datasets, one Twitter dataset, and one GPS dataset. The data comprising Weibo datasets obtained when the COVID-19 pandemic first spread through China were collected in three different cities, including Beijing, Shenzhen, and Shanghai. The Twitter dataset was collected from July 2018 to January 2019 in New York. The GPS dataset called Geolife (Zheng et al. 2009) is a public dataset with a period from April 2007 to August 2012. The proposed model performed better than the current models for all five datasets, especially when the mobility patterns changed significantly.

The remainder of this paper is organized as follows. Section 2 includes a review of the related studies and Section 3 provides an introduction of the experimental datasets. The proposed model is discussed in Section 4, and the experiments and results are presented in Section 5. We conclude the paper in Section 6.
2. Related studies

2.1. Human mobility analysis using social media data

The data obtained from social media have recently become a popular data source in human mobility studies owing to their extensiveness (Kemp 2018) and various methods by which they can be accessed, such as application programming interfaces (APIs) (Martí, Serrano-Estrada, and Nolasco-Cirugeda 2019). Although there are different types of data that can reflect human mobility, such as traffic trajectory (Liu et al. 2017), mobile phone (Jiang, Ferreira, and Gonzalez 2016), and smart card (Zhong et al. 2016) data, access to these data is limited owing to their high cost and privacy issues. By contrast, social media data are available at a price and can be accessed through crawling and APIs (Martí, Serrano-Estrada, and Nolasco-Cirugeda 2019). In particular, the long-term series of user trajectory data from social media data can be used for location prediction (Chen et al. 2019). In comparison to other types of data, social media data cover the wide spatiotemporal range of human mobility; moreover, they can be easily accessed by researchers.

Various studies have performed human mobility analyses based on social media data. Wu et al. (2014) proposed a method to model location and activity transitions using check-in data. They utilized two types of travel demands and three types of trip patterns to build a model based on the two parts of transition probabilities associated with activity and movement. Yang et al. (2019) mined the mobility patterns of a college community and determined how distance influences the active areas. Huang and Wong (2015) introduced a method to build space-time paths represented by cones of different sizes and colors. An approach, called TPM, was presented to extract dense regions and mobility patterns in the regions and was evaluated using a new validation methodology. In addition, the extracted patterns were evaluated by a novel similarity measure method (Cesario, Comito, and Talia 2017). Cui, Xie, and Liu (2018) analyzed human mobility using a novel framework based on Weibo check-in records. The framework can identify activity-specific locations and modifies the bias of population representativeness. A recent review surveyed and classified event detection methods based on Twitter data, and also revealed the subtasks and shortcomings of the detection methods (Hasan, Orgun, and Schwitter 2018).

2.2. Location identification

Some applications, such as location prediction and recommender systems, prioritize the identification of location (i.e. by extracting meaningful locations from raw data) before using the origin location data. For this research, the original locations were recorded using coordinates (longitude and latitude). One location may be represented by different coordinates, making it necessary to extract activity areas from the raw data. This can be done by extracting stay points, which are locations where users stay beyond a time threshold (Zheng et al. 2009). After extracting the stay points of all users, a clustering method is used to divide the stay points into different groups. Thomason, Griffiths, and Sanchez (2016) presented a novel method to extract stay points by defining a buffer of specific points and deciding whether a trajectory point belongs to a visit point according to the buffer gradient.

Several methods of extracting stay points are based on dense cell phone data, but the individual trajectories of social media data are irregular and sparse (Huang 2017). The time interval of continuous trajectory points is relatively long, and the interval length is not fixed. Clustering methods are commonly used for social media data, such as density clustering (Huang and Wong 2015) and graph clustering (Papadopoulos et al. 2012). Huang (2017) used density-based spatial clustering of applications with noise (DBSCAN) to cluster the locations of an individual’s Tweets and formed ROIs according to the boundary of each cluster. The clustering parameters were determined by the empirical values and all individual parameters were the same. Chen et al. (2019) utilized hierarchical DBSCAN (HDBSCAN) with an adaptive parameter based on two criteria (HDAP) to replace DBSCAN. However, individuals may not visit a location that was once frequently visited for several reasons, such as moving to a new home (Huang et al. 2015) or the urge to visit new locations. The dynamic nature of human mobility patterns and gradual changes in activity areas are prominent issues in existing studies. Therefore, the current study utilizes an updating strategy to solve the problem related to changes in the activity area.
2.3. Human mobility prediction

Several studies have been conducted on human mobility prediction, and some studies have obtained positive results. By studying the trajectories of mobile phone users, González, Hidalgo, and László Barabási (2008) found that human mobility has a high temporal and spatial regularity. Song et al. (2010) predicted a potential average human mobility of 93% using mobile phone carrier records by combining the empirically determined user entropy and Fano’s inequality. Based on the predictability of human mobility, various prediction methods have been proposed that can be classified according to two methods: objective and basic.

There are two main prediction models based on objective methods: next-place and spatiotemporal location predictions (Chen et al. 2019; Lv et al. 2017). Next-place predictions infer the next location of an individual based on their history of visited places. A next-place prediction method was proposed by combining several features describing the mobility patterns based on MS model trees (Comito 2018). Chauhan, Tejwani, and Toshniwal (2016) proposed a model using classifiers combined with Markov models that was tested on a Twitter dataset. Spatiotemporal location predictions aim to predict the location of an individual at any instance. Unlike next-place prediction, spatiotemporal location predictions consider more temporal information, such as the time interval between the current and next visits. Ma et al. (2015) proposed a model named W4 with multiple functions, including location prediction for a given instance. Liu et al. (2016) extended a recurrent neural network to spatial–temporal recurrent neural networks by modeling the spatiotemporal information and analyzed the influence of different window widths on the accuracy.

The main types of human mobility prediction models under the basic methods include Markov-based (Lv et al. 2017), classification (Comito 2018), sequence-based (Kautsar and Akbar 2017), and neural network-based models (Karatzoglou et al. 2017). Among these, Markov-based models are popular owing to their simplicity. Huang (2017) predicted an individual’s locations by combining a Markov chain model with temporal information and placing importance on the ROI. Chen et al. (2019) combined the transition probabilities with the temporal habit and time interval based on a naïve Bayes algorithm. Sequence-based models commonly use sequential pattern-mining technologies to predict future locations by measuring the similarity between the current trajectory and patterns. Ying, Lee, and Tseng (2013) mined the patterns in space, time, and semantics, and built a prefix tree to index them. Comito (2020) proposed a next-place prediction framework, based on frequent pattern mining and classification. This model combined individuals’ mobility patterns and all Twitter users’ mobilities to obtain better performance. Recently, neural networks have been studied for predicting individual locations owing to their strong learning abilities. Yao et al. (2017) presented a prediction framework with the multiple factors considered in recurrent neural networks (RNNs) for semantic trajectories. The framework was tested on two datasets, Foursquare and Twitter, which yielded a better performance than those of other methods. Despite the existence of several methods for predicting individual locations, changes in human mobility patterns have been overlooked. Thus, this study proposes an integration model to overcome the problem of changes in movement regularity.

3. Data description

Five datasets were used in this study, including three Weibo (a social media platform in China) datasets, one Twitter dataset and one GPS data, called Geolife. The Weibo datasets were collected in three different cities, including Beijing, Shenzhen, and Shanghai. The three cities are all important and famous cities in China in terms of economy and culture, and the time range of the three datasets covered the outbreak of COVID-19. Weibo data from Wuhan, a large city affected by the COVID-19 pandemic, was not collected because many individuals stayed at home, and the mobility data were too small to test. The Twitter dataset was collected in New York and the main data of Geolife were recorded in Beijing by GPS receivers and GPS phones.

To ensure the validity of the experiment, preprocessing was implemented on the five datasets. First, dirty data were deleted, including repeated data and data with missing and abnormal values. Then, individuals with a time span of fewer than two months
were filtered to ensure that prediction models could learn mobility patterns from the data. Finally, 19,954 stay points were extracted from the Geolife dataset using the method in the work that published the dataset (Zheng et al. 2009). The main statistical data after preprocessing are listed in Table 1. The time span of the Geolife dataset is very large (5 years), and that of the Shanghai dataset also reaches 21 months with 8,723 individuals. Figure 1 depicts the heatmaps of the five datasets, showing the different spatial distributions of hot spots. For example, Figure 1(b) shows many small hot spots distributed in different places, and in Figure 1(d) there are two main hot spots and a small one. Figure 2 shows the data distribution of the datasets, and a few individuals’ data sizes are much larger than others, and they account for most of the total posts. According to Figure 3, the time-frequency of the New York data- set mainly ranges from 0.5 to 3 h and that of the Shanghai dataset ranges from 0 to 6 h. In addition, the sample rate of the Geolife dataset is approximately every 1–5 s at a data point. In summary, the datasets including both the sparse (social media data) and dense (GPS data) one with different hot spot spatial distributions; three of these were influenced by the COVID-19 pandemic and the Spring Festival travel rush. Therefore, the five datasets can efficiently test the reliability and generality of the proposed model.

4. Methodology

As illustrated in Figure 4, the workflow of the proposed model includes the following three parts.

1. Change detection of ROIs: Individuals’ historical social media data are first clustered to extract the ROIs. When new data are obtained, the ROIs are updated. Then, a method is proposed to detect whether the ROIs change by measuring the similarity between the old and new ROI sets. Once a change occurs, the prediction model described in Section 4.2, is rebuilt; otherwise, the new data are used to update the model.

2. PMDR model construction: The spatiotem- poral features characterizing mobility are first extracted. The PMAU model with multiple weighted features is proposed and trained for prediction when rapid changes occur in the mobility pattern. Then, the newly proposed PMDF model that weakens the influence of old data is trained for prediction when the changes in human mobility patterns are slow. Finally, the two models were integrated to build the proposed integra- tion model, PMDR. Consequently, the PMDR model can obtain stable and reliable prediction results when the mobility pattern changes.

3. Prediction and model updating: A prediction request requires the PMDR model to infer the subsequent ROIs at a specific time. Once a new record is published, the prediction results based on the time of the new record and true ROI are combined to update the prediction model.

4.1. Change detection of ROIs

In this study, we utilized hierarchical DBSCAN with an adaptive parameter (HDAP) to extract ROIs from individuals’ online footprints, and propose a method to detect the changes in ROIs. The adaptive parameter is the minimum number of points in a cluster. As change detection of ROIs is independently processed on each individual, the concepts introduced next are also personal. After clustering the existing data, new data posted by an individual may change the ROIs, and

| Table 1. Detailed information of the five datasets, showing the differences in statistical characteristics. The time spans of the datasets are reported, as well as the data scales of the entire datasets and the average individual scales. |
| --- |
| **Beijing dataset** | **Shenzhen dataset** | **Shanghai dataset** | **New York dataset** | **Geolife dataset** |
| **Time span** | January 2020 – April 2020 | January 2020 – April 2020 | January 2019 – September 2020 | July 2018 – January 2019 | April 2007 – July 2012 |
| **Number of individuals** | 170 | 118 | 8,723 | 129 | 61 |
| **Total records** | 21,876 | 16,512 | 1,000,394 | 84,104 | 21,273,620 |
| **Average records per individual** | 129 | 140 | 125 | 652 | 348,748 |
the data are re-clustered to ensure realistic extraction of individuals’ activity areas. Because human mobility has a certain regularity, the clustering process is performed again after obtaining a certain amount of data. Here, the amount of data is set as the minimum number of points to form a cluster, which is automatically determined by the HDAP algorithm.

To demonstrate the necessity of updating the ROIs, an individual from the datasets was selected to show the changes in the ROIs. Figure 5 depicts the ROI identification of the individual at different time points. There are three common clusters in both the left and right pictures, including Clusters 1, 3, and 4. Clusters 3 and 4 remain the same at different time periods, and Cluster 1 obtains new points in the right picture. In addition, an evident difference was observed between the two pictures. According to Figure 3(a), there are a small number of points and only one cluster, Cluster 2, in the lower left. However, in Picture 3(b), the surrounding visits increased, and Cluster 2 evolved into two new clusters, Cluster 5 and Cluster 6. If there is no ROI updating strategy, some possible new ROIs, such as Cluster 5, cannot be extracted because the locations in the area are all considered as noise. Therefore, it is necessary to update and detect changes in ROIs to ensure a realistic extraction of individuals’ activity areas.

![Heatmaps of the five datasets with a different blue brightness representing data density differences. The brighter the color, the denser the data. It shows the spatial distribution of individual activity hotspots across the five cities.](image_url)
Figure 2. Distribution of individual data volume across the five datasets, where individuals are sorted by the amount of data from large to small.

Figure 3. Time-frequency of the five datasets. Time intervals for continuous records of individuals are calculated and the maximum, minimum, median and upper and lower quartiles are presented in the box diagram.
Two situations are observed after clustering is performed again: (1) the ROIs change and the prediction model should be rebuilt, and (2) the ROIs do not change, and the previous prediction model is continually used. First, to demonstrate the change detection method, some related concepts are presented. In this research, location \( l \) is represented by longitude and latitude, \( l = (\text{lon}, \text{lat}) \). An ROI \( r \) is a set of locations clustered by HDAP, \( r = \{l_0, l_1, l_2, \ldots, l_k\} \), where \( k \) is the number of locations in the ROI; thus an ROI set with \( n \) ROIs is defined as \( R = \{r_0, r_1, r_2, \ldots, r_n\} \). Then, the proposed method detects whether the ROIs change by calculating the similarity between the old and new ROI sets \( R_{\text{old}} \) and \( R_{\text{new}} \). The ROIs in the sets are called \( r_{\text{old}}(i) \) and \( r_{\text{new}}(j) \), where \( 0 \leq i \leq n_{\text{old}} \), \( 0 \leq j \leq n_{\text{new}} \); \( n_{\text{old}} \) and \( n_{\text{new}} \) are the numbers of ROIs in the old and new ROI sets, respectively. After clustering again, the labels of the two same ROIs are different; therefore, the two same ROIs should first be found and assigned to the same label. The similarity between two ROIs \( r_{\text{old}}(i) \) and \( r_{\text{new}}(j) \) is defined as follows:

\[
S(r_{\text{old}}(i), r_{\text{new}}(j)) = \frac{N(r_{\text{old}}(i) \cap r_{\text{new}}(j))}{N(r_{\text{old}}(i) \cup r_{\text{new}}(j))}
\]  

(1)

Figure 4. Proposed methodology framework with three main parts. The trapezoids refer to historical and new data, the diamond is used to show the different steps according to the detection result, and the squares mean various processing steps.

Figure 5. Real case of an individual’s ROI identification. Different clusters are distinguished by color and each cluster represents an ROI. The change in the ROIs from (a) to (b) is shown.
where \( N'(r_{\text{old}(i)} \cap r_{\text{new}(j)}) \) refers to the number of same locations in the two ROIs, and \( N'(r_{\text{old}(i)} \cup r_{\text{new}(j)}) \) denotes the total number of locations. If \( S(r_{\text{old}(i)}, r_{\text{new}(j)}) \) reaches a threshold, the two ROIs are the same, and their locations are assigned to the same label. Then, the updated ROIs are defined as \( r'_{\text{old}(i)} \) and \( r'_{\text{new}(j)} \) and the updated ROI sets are \( R'_{\text{old}} \) and \( R'_{\text{new}} \). The similarity between \( R'_{\text{old}} \) and \( R'_{\text{new}} \) is defined as follows:

\[
S(r'_{\text{old}}, r'_{\text{new}}) = \frac{N(r'_{\text{old}} \cap r'_{\text{new}})}{N(r'_{\text{old}} \cup r'_{\text{new}})} \tag{2}
\]

where \( N(r'_{\text{old}} \cap r'_{\text{new}}) \) refers to the number of the common locations in the two sets, and \( N(r'_{\text{old}} \cup r'_{\text{new}}) \) refers to the total number of locations. Here, if the labels of a location in two ROI sets are the same, then this location is common. If \( S(r'_{\text{old}}, r'_{\text{new}}) \) reaches the similarity threshold, the ROI sets are unchanged after clustering again, and the prediction model does not need to be rebuilt. The similarity thresholds of ROIs and ROI sets are both set at 0.99 to detect as many changes as possible and allow minimal changes that may be produced by statistical errors.

The average rate of changes in ROIs per new data (RCP) is used to analyze the changes in ROIs, and can be calculated as follows:

\[
RCP = \frac{N_{\text{detection}}}{\sum_{i=1}^{N_{\text{newdata}}} S(r_{\text{old}}, r_{\text{new}})} \tag{3}
\]

where \( N_{\text{detection}} \) is the number of detected times, \( N_{\text{newdata}} \) is the number of new data at the ith change detection, and \( S(r_{\text{old}}, r_{\text{new}}) \) is the similarity between the old and new ROI sets.

4.2. PMDR model construction

4.2.1. Mobility features

As mentioned earlier, in this study, we integrated two classification models to predict future ROIs; therefore, several features must be defined for classification. We focused on spatiotemporal data and defined three different features: previous visit, time of the day, and day of the week.

Previous visit (pv) is an important feature for describing the human mobility pattern and is commonly used in predictions (Chauhan, Tejwani, and Toshniwal 2016; Huang 2017). For example, if mobility behavior is from \( r_i \) to \( r_j \), then \( pv \) refers to \( r_j \).

Time of the day (td) refers to the time when an individual visits \( r_j \) during the day. In this study, we utilized the division method used by Comito (2018), wherein a day is divided into six parts: night (N, 0:00–5:59), early morning (EM, 6:00–9:59), morning (M, 10:00–13:59), afternoon (A, 14:00–17:59), early evening (EE, 18:00–20:59), and evening (E, 21:00–23:59).

Day of the week (dw) refers to the day when an individual visits \( r_j \) during the week. It was used in this study because individuals usually exhibit clearly different mobility patterns on weekdays and weekends (Long, Jin, and Joshi 2012), and a certain degree of difference is observed even on different weekdays (Zhou et al. 2018; Zhang and Liu 2018).

4.2.2. PMAU model and PMDF model construction

Both PMAU and PMDF models are based on the naïve Bayes algorithm (NB). The NB in this study can be written as

\[
\hat{r}_{NB} = \underset{r \in R}{\text{argmax}} \ P(r = r_i|pv, td, dw) \\
\propto \underset{r \in R}{\text{argmax}} \ P(pv|r_i)P(td|r_i)P(dw|r_i)P(r_i)
\]

where \( \hat{r}_{NB} \) is the predicted ROI by NB and \( r_i \) is the ROI of the ROI set.

To solve the problem of gradual changes in the movement regularity, the PMAU model is proposed and defined as follows:

\[
\hat{r}_{\text{PMAU}} = \underset{r \in R}{\text{argmax}} \ \frac{P(pv \land r_i)^{w_{pv}}}{P(r_i)} \frac{P(td \land r_i)^{w_{td}}}{P(r_i)} \frac{P(dw \land r_i)^{w_{dw}}}{P(r_i)} P(r_i)^{w_r} \tag{5}
\]

where the symbol \( \land \) means the left and right things of \( \land \) happen together, \( w_{pv}, w_{td}, w_{dw}, w_r \) are the weights of the four objects, including three features and one prediction object. To calculate the probabilities in the equation, the adaptive window (ADWIN) was built for each combination of different values of features and prediction objects. The window stores an unfixed length of data, and when the window obtains new data, the data in the window are repeatedly divided into old and new parts from the first data point to the last. The mean values of the two parts are calculated to check if a change occurred. If the data change, the old part is deleted, and a new part is used to calculate the probability. Then, a method to adaptively adjust the weights according to the real-time prediction result was
developed. In Equation (4), four objects need to be weighted; the larger the weight, the more important is the object. If a prediction result tends toward the true value of the ROI (r_{true}) due to an object, the object is more important. Here, r_{true} refers to the ROI that an individual visits given the three mobility features. Therefore, the probabilities of four objects with r_{i} (r_{i} \in R) were tested to find the ROI with the largest probability, \hat{r}_{object}, where object \in \{pv, td, dw, r\}. For example, to weigh the mobility feature pv, \hat{r}_{pv} can be calculated as follows:

\[
\hat{r}_{pv} = \arg \max_{r_{i} \in R} \left( \frac{P(pv \cap r_{i})}{P(r_{i})} \right)
\]  

(6)

If \hat{r}_{object} is the same as r_{true}, the object is considered to have a positive role in the equation, and its weight can increase. The weights can be updated as follows:

\[
w_{object} = \begin{cases} 
W_{object} & \text{if } \hat{r}_{object} = r_{true} \\
W_{object} \times c & \hat{r}_{object} \neq r_{true}
\end{cases}
\]

(7)

where object \in \{pv, td, dw, r\}, c is a coefficient that ranges from 0 to 1, and p is the probability of \hat{r}_{object}. When p is greater than 0.5, the result is more certain, and if it is true, its weight is increased further. When p is less than 0.5, even if it is true, the result is not reliable, and the weight is increased in smaller increments. If the result is incorrect, regardless of whether the probability is greater or less than 0.5, it is considered unreliable, and the weight is decreased. The value of c represents the degree of change in the mobility pattern, and can be determined based on a grid search. The training data were divided into two parts (80% and 20%). The proposed model with different c (ranging from 0 to 1 and 0.05 increase each time) is trained on one part (80%) and tested on another (20%) to find the value of c that can obtain the best performance.

Although we propose the PMAU model for rapid changes, it is not always stable. In a window, when the data changes slowly, there is no clear split point to divide the data into two parts: data before a change and data after a change, which is a significant problem. Additionally, the uncertainty in human mobility can influence the performance of the PMAU. For example, if on one day an individual stays at home and does not go to work due to a minor illness, PMAU may detect the change and delete all the data before the illness. When the individual returns to work, the PMAU model needs to learn the pattern again. Therefore, another stable method that can weaken the influence of outdated data is required. In this study, we propose an additional model, PMDF, that combines NB with decay factors for spatiotemporal location prediction. The probability of r_{i} can be calculated as follows:

\[
P(r_{i} | pv, td, dw) \propto \frac{N(pv \cap r_{i})N(td \cap r_{i})N(dw \cap r_{i})N(r_{i})}{N(r_{i}) N(r_{i}) N(r_{i}) N(r) N(r) N(r)}
\]

(8)

where N(pv \cap r_{i}) is the number of visits to r_{i} from pv. N(td \cap r_{i}) and N(dw \cap r_{i}) denote the number of visits to r_{i} at the time represented by td and dw, respectively. N(r_{i}) is the number of visits to r_{i} and N(r) is the total number of visits to any ROI of an individual. In summary, all variables in the equation represent the number of occurrences of different incidents, including pv \cap r_{i}, td \cap r_{i}, dw \cap r_{i}, r_{i}, and r. Then t_{io} denotes the time when an incident occurs (io) and S_{io} denotes the set of occurrences of this incident. For example, when the incident refers to td \cap r_{i}, io means the individual visit r_{i} at td once; when it refers to r, io means the individual visits any ROI once. From the decay factor, the number of occurrences of an incident at t, N_{t}(io), can be defined as follows:

\[
N_{t}(io) = \sum_{io \in S_{io}} c^{-t_{io}}
\]

(9)

where c is the decay factor value, which is equal to that in Equation (7).

Based on Equations (8) and (9), the PMDF model can be extended with weighted features as follows:

\[
\hat{r}_{PMDF} = \arg \max_{r_{i} \in R} \frac{N_{t}(pv \cap r_{i})^{w_{pv}} N_{t}(td \cap r_{i})^{w_{td}}}{N_{t}(r_{i})} \frac{N_{t}(dw \cap r_{i})^{w_{dw}} N_{t}(r_{i})^{w_{r}}}{N_{t}(r_{i})^{w_{r}}}
\]

(10)

The weights in Equation (10) are updated by Equation (7) when getting a new data point.

4.2.3. Integrating models

The build of the PMDR model is based on the two prediction models. As the PMAU and PMDF models are both Naïve Bayes-based models and use the same mobility features described in Section 4.1, we can implement the same data input, storage, and management on the two models. The main difference between the two models is the method used to calculate the probability: Equations (5) and (10). Therefore, we set a weight for each model to evaluate the reliability of the two models’ probabilities; for predictions, the model with the higher weight was selected. The integration process is defined as follows:
\[
\hat{r}_{\text{PMDR}} = \begin{cases} 
\hat{r}_{\text{PMAU}} & \text{if } w_{\text{PMAU}} \geq w_{\text{PMDF}} \\
\hat{r}_{\text{PMDF}} & \text{if } w_{\text{PMAU}} < w_{\text{PMDF}}
\end{cases}
\]

where \(\hat{r}_{\text{PMDR}}\) is the prediction result of the integration model, \(w_{\text{PMAU}}\) and \(w_{\text{PMDF}}\) are the weights of the two models. The same updating strategy of the features was used to update the weights of the models. The same updating strategy of the features was used to update the weights of the models. In Equation (6), let \(\text{object} \in \{\text{PMAU, PMDF}\}\). Then, \(w_{\text{PMAU}}\) and \(w_{\text{PMDF}}\) are the weights of the two models, and \(r_{\text{object}}\) is the ROI predicted by the two classification models. This process yields a larger model weight with higher prediction accuracy. The upper bound of the weights was set to 1, and the lower bound was set to 0.1, instead of 0, to ensure that the weights reached the lower bound in a limited time and increased more quickly. Most existing studies train the weights of different models on the training data, and the weights are fixed; but our method updates the weights with new data to adjust the most suitable model for the new data.

Based on Equations (5), (10), and (11), the PMDR model is defined by Equation (12).

\[
\hat{r}_{\text{PMDR}} = \begin{cases} 
\arg \max_{\theta \in \Theta} \left( w_{\text{PMAU}} \cdot \frac{N_{\text{PMAU}}(r_i^\theta)}{N_{\text{PMAU}}(r_i)} + (1 - w_{\text{PMAU}}) \cdot \frac{N_{\text{PMDF}}(r_i^\theta)}{N_{\text{PMDF}}(r_i)} \cdot \hat{r}_{\text{PMAU}} \right) & \text{if } w_{\text{PMAU}} \geq w_{\text{PMDF}} \\
\arg \max_{\theta \in \Theta} \left( w_{\text{PMDF}} \cdot \frac{N_{\text{PMAU}}(r_i^\theta)}{N_{\text{PMDF}}(r_i)} + (1 - w_{\text{PMDF}}) \cdot \frac{N_{\text{PMDF}}(r_i^\theta)}{N_{\text{PMDF}}(r_i)} \cdot \hat{r}_{\text{PMDF}} \right) & \text{if } w_{\text{PMAU}} < w_{\text{PMDF}}
\end{cases}
\]

5. Experiment

5.1. Efficiency in change detection of ROIs

The raw coordinates of individuals were clustered to extract ROIs, and the details are shown in Table 2. The average number of ROIs per user in the Geolife dataset is maximal, which means that this dataset recorded the most detailed movements of individuals. The New York dataset has the largest number of visits to each ROI. It is reasonable that the New York dataset has the largest average records per individual in the social media datasets and the visits to the Geolife dataset are calculated by stay points. In addition, the New York dataset has the largest average area of ROIs, which means that the individuals in this dataset may post in several main ROIs. To analyze the changes in ROIs, the similarities calculated by the change detection method were recorded, and their distributions are shown in Figure 6. Most values of the similarity were in the range 0.9–1, and the proportion of other segmentations was significantly less than this range, which means that the changes in ROIs were mostly minimal. Additionally, the similarity distributions of the three Weibo datasets were comparable, and the similarities of the New York dataset were smaller than those of the other datasets. This implies that the ROIs of individuals in New York changed more than individuals in other cities for every change detection. Figure 7 shows the rate of detected changes to all detected times, as well as the average rate of changes in ROIs per new data (RCP), which is defined in Section 4.1. Additionally, for the Geolife dataset, a new stay point is used in the RCP instead of each new GPS record. From Figure 7(a), it is evident that changes in the ROIs were widespread, and the maximum rate was obtained for the Geolife datasets. According to Figure 7(b), the RCP of the New York dataset is the lowest, which means that the ROIs of the other four datasets changed more quickly than those of the New York dataset. The RCP of the Shanghai dataset is maximal, which may be due to the maximum time coverage of COVID-19. For the Geolife dataset, the large value of RCP may be caused by the detailed records, which means that the stay points can represent much more activities of individuals than social media data. In summary, changes in ROIs were widespread and minimal at most times in all five datasets.

The Shanghai dataset was selected to further analyze the influence of COVID-19 on the changes in the ROIs. Figure 8 shows the time distribution of the similarity between the old and new ROIs. An obvious minimum value of similarity appears around the end of January 2020, during the COVID-19 outbreak and beginning of the Spring Festival. Then, from mid-February to early April 2020, the similarity is very high because many individuals reduced outdoor activities and stay at home. Finally, the similarity dropped for two months, which shows that individuals returned to work and school. In addition, individuals may travel on May Day holiday and students start summer vacation. Overall, the demand for
outdoor activities rebounded and led to changes in the ROIs. This shows that the similarity measure method captures the changes in crowd activities, so the change detection method can ensure a more realistic extraction of ROIs than others without change detection.

5.2. **Accuracy evaluation**

To evaluate the performance of the proposed model, each individual’s data were divided into two parts: the first (70%) and second (30%) parts were used to train and test the model, respectively. The performance is
described by the prediction accuracy, which is the proportion of correct predictions to the total predictions, and three popular classification indicators, including recall, precision, and F1-score. In addition to the proposed PMDR model, a multi-feature weighted Bayesian model (MWBM) proposed by Chen et al. (2019), a sparse mobility Markov chain model (SMMC) proposed by Huang (2017), spatial temporal recurrent neural networks (ST-RNN) proposed by Q. Liu et al. (2016), and the baseline model NB were tested. The parameters of MWBM were set to the recommended value in the study, and the features of NB were extracted in the same way as in this study. Compared to previous studies, the proposed method updates and detects changes in ROIs, which provides more complex mobility patterns and potentially influences the prediction accuracy. The proposed method is more suitable for real-world applications.

Figure 9 shows the accuracy of the five models for the datasets, and Figure 10 presents the detailed distribution of the accuracy. According to Figure 9, PMDR demonstrated the best performance among the five models on all datasets, which proves the validity of considering the dynamic ROIs. Additionally, Figure 10 showed that almost no individuals’ accuracies of PMDR distributed between 0 and 0.1, but for the other four models there were many examples whose accuracies ranged from 0 to 0.1, which shows the better stability of PMDR. The performance of MWBM was second only to PMDR,
benefiting from the fixed-length window. The prediction accuracies of the SMMC, NB, and ST-RNN models were poor in all cases because the models retained the outdated data, which may deviate from the latest mobility patterns. The SMMC can train the weights for the length of time each user stays in each region and the importance of a region, and the NB model assigns the same weight to all features; thus the NB model obtained a lower prediction accuracy. The ST-RNN model utilizes temporal information by extracting the time interval between two ROIs but ignores the importance of individuals’ specific activities at a specific time, which is used in all the other four models. As a result, the ST-RNN model obtained the lowest accuracy for most datasets. Totally, the performance of PMDR was better and more stable compared with the other models.

It is evident from Table 3 that PMDR had the best performance in Shanghai, and the average improvements by PMDR above other models were all over 10% and some even reached 35%. The performance of PMDR on the three datasets (Beijing, Shenzhen, and New York) was similar and worse than that of the Shanghai and Geolife datasets. This can be explained by the larger time span of the Shanghai and Geolife datasets than

**Table 3.** Detailed performance comparison of the five models. In addition to the prediction accuracy, three popular classification indicators are used to evaluate the comprehensive performance.

|                   | PMDR  | MWBM  | SMMC  | ST-RNN | NB    |
|-------------------|-------|-------|-------|--------|-------|
| **Beijing dataset** |       |       |       |        |       |
| Accuracy          | 60.42%| 48.06%| 42.32%| 32.58% | 40.15%|
| Recall            | 41.67%| 30.44%| 23.07%| 11.43% | 26.97%|
| Precision         | 41.12%| 26.77%| 26.70%| 21.09% | 25.24%|
| F1-score          | 41.40%| 28.49%| 24.58%| 14.83% | 26.07%|
| **Shenzhen dataset** |       |       |       |        |       |
| Accuracy          | 58.01%| 46.02%| 40.00%| 27.97% | 38.05%|
| Recall            | 39.49%| 28.20%| 21.59%| 8.23%  | 24.38%|
| Precision         | 38.88%| 25.29%| 25.34%| 19.94% | 23.75%|
| F1-score          | 39.19%| 26.66%| 23.40%| 11.65% | 24.06%|
| **Shanghai dataset** |       |       |       |        |       |
| Accuracy          | 70.84%| 52.95%| 48.41%| 26.11% | 34.36%|
| Recall            | 57.56%| 43.69%| 35.39%| 11.50% | 25.93%|
| Precision         | 49.16%| 31.10%| 35.42%| 21.23% | 21.20%|
| F1-score          | 53.03%| 36.34%| 35.41%| 14.92% | 23.33%|
| **New York dataset** |       |       |       |        |       |
| Accuracy          | 56.89%| 44.02%| 28.45%| 27.58% | 32.36%|
| Recall            | 34.98%| 25.10%| 10.03%| 6.72%  | 16.18%|
| Precision         | 36.54%| 22.01%| 14.14%| 15.56% | 17.16%|
| F1-score          | 35.74%| 23.45%| 11.73%| 9.39%  | 16.66%|
| **Geolife dataset** |       |       |       |        |       |
| Accuracy          | 64.10%| 35.31%| 26.78%| 20.02% | 31.43%|
| Recall            | 42.42%| 24.07%| 14.88%| 4.66%  | 23.29%|
| Precision         | 41.99%| 17.34%| 17.67%| 13.44% | 21.13%|
| F1-score          | 42.20%| 20.15%| 16.16%| 6.92%  | 22.16%|
| **Average improvement** |     |     |     |        |       |
| Accuracy          | \    | 16.74%| 24.86%| 35.20% | 26.78%|
| Recall            | \    | 12.93%| 22.24%| 34.72% | 19.88%|
| Precision         | \    | 17.04%| 17.72%| 23.29% | 19.84%|
| F1-score          | \    | 15.29%| 20.06%| 30.77% | 19.86%|
the others, which allows the models to extract mobility patterns better. However, the other four models, except PMDR, all show worse performance on the Geolife dataset than those on other datasets. This indicates that for a dense dataset, our proposed model PMDR can still obtain a better performance based on the updated weights and change detection both in the ROIs and the movement regularity. In conclusion, the PMDR model performed better than the other models for all four indicators of the five datasets.

Two indicators, the rate of detected changes to all detected times and RCP, were used to analyze the relationship between the prediction accuracy and change in the mobility pattern of an individual. For a more intuitive display, the RCP values were normalized and divided into ten intervals. In addition, while the value of RCP after normalization was greater than 0.4, there was very little data to be statistically significant in the intervals. Therefore, the data in these intervals were deleted, and normalization was performed on RCP again. Figure 11"
shows a plot of the relationship between the two indicators and prediction results, including the prediction accuracies of the five models and improvement of PMDR compared with other models. According to Figure 11(a,c), the overall prediction accuracy of the five models tended to be lower when the two indicators increased. This is because for large indicators, the mobility uncertainty of an individual is high, and the models cannot accurately fit the data. In addition, the prediction accuracies quickly reduced initially, before slowing, which implies that the prediction accuracy is greatly influenced when the changes in the mobility pattern increase from zero. In addition, the proposed PMDR model was less affected compared to the other models; the prediction accuracy almost not changes when the RRC increased, as shown in Figure 11(c). As a result, PMDR performed better than other four models, as shown in Figure 11(b,d). It can also be observed that with an increase in two indicators, the improvement of PMDR increased, compared with the other four models.
The Shanghai dataset was selected to show the influence of COVID-19 on prediction accuracy. Figure 12 shows the variation in the prediction accuracies and the improvements with time. The prediction accuracies of the five models remained steady at first and increased around February 2020 because individuals reduced their outdoor activities and stayed at home for epidemic prevention. PMDR still shows good performance from March to September 2020, but the prediction accuracies of other models decrease when individuals start going out. As a result, noticeably better improvement was observed in the PMDR compared with other models, as shown in Figure 12(b). Thus, it can be concluded that the proposed PMDR model can better fit data with ROI changes and has a better stability than the other four models.

5.3. Analysis of the prediction results

To further analyze the spatial and temporal characteristics of the prediction results, one spatial feature referring to the number of ROIs of individuals and

![Figure 12](image-url) - Comparison of the prediction results at different times. The variations in the prediction accuracies and the improvements are displayed to analyze the influence of COVID-19 on the prediction results.
another temporal feature referring to the time interval
in a day, which is described in Section 4.2.1, was
extracted. Figure 13 shows the relationship between
the number of ROIs and prediction accuracy of PMDR
using a kernel density estimation. The prediction
accuracy tends to decrease with increasing number
of ROIs in both datasets. This is because individuals
with fewer ROIs present a simple mobility pattern,
which can be easily fitted by the prediction model.
Figure 14 shows the prediction accuracies at different
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**Figure 13.** Relationship between the number of ROIs and prediction accuracy. The top and right parts of the figures show the distributions, and the middle parts show the relationship by a two-dimensional kernel density estimation.
times per day. From the figure, it is evident that the prediction accuracy exhibits certain regularities with different characteristics of the five datasets. The prediction accuracy decreased from N to A, and then increased from A to E for the Beijing and Shenzhen datasets. A similar observation is made in the Shanghai dataset, but it reached the lowest value in the time interval EE. Compared with the three Weibo datasets, the accuracy on the New York and Geolife datasets showed substantial differences. The lowest value was obtained in M, and the accuracies in other intervals were similar for the New York dataset; the maximum value was obtained in EE for the Geolife dataset. This can be attributed to the different activity patterns in the groups of individuals in the four datasets. In conclusion, the individuals showed different spatial and temporal characteristics, which greatly influenced the prediction performance.

Figure 14. Prediction accuracies performed on the five datasets at different times in a day. The accuracy of a time interval is the mean of all prediction accuracies in the time interval.
6. Conclusion

In this research, we proposed an integration model, PMDR, that includes the dynamic ROIs for movement prediction; the proposed model was evaluated on five datasets. An updating strategy was used to ensure that the ROIs conform to the real activity areas, and a spatial similarity measure method was designed to determine the changes in the ROIs; accordingly, changes in the activity areas were considered. The PMDR model integrates two newly proposed models: PMAU and PMDF. This led to improvements in the prediction accuracy when the mobility patterns changed, and an experiment was performed using three Weibo datasets under the COVID-19 pandemic, one Twitter dataset and one GPS dataset. The changes in the ROIs indicated that variations existed in individuals’ activity areas, and a change detection method is needed. The best prediction accuracy of the proposed model was 70.84% for the Shanghai dataset. Compared to state-of-the-art models, the proposed model performed better, especially when the human mobility patterns changed greatly. On average, the prediction accuracies for the MWBM, SMMC, and ST-RNN increased by 16.74%, 24.86%, and 35.20%, respectively.

Social media data and GPS data were used in this research, covering sparse and dense data. Social media data are easily accessible for research and obtained from location-based services, which contributes to the practical application of the proposed model. In addition, social media data are actively released by users and are mostly sparse, which reduces the severity of privacy issues compared with other datasets. As a result, our proposed model based on social media data can be better used in areas such as tourism and information services. However, the sparse data hardly represents individuals’ detailed mobility; the GPS data, which are dense data, were used to compensate for this shortcoming. The raw locations of the datasets are coordinates and are then represented by ROIs. The areas of ROIs have been shown in Table 2 and the ROIs can be schools, business centers, stadiums, etc. However, there may be some large ROIs that can influence the usefulness of the proposed model. Benefiting from the change detection method, some of the large ROIs can be updated and divided into several small parts.

This work can be useful in real applications for the protection of privacy and the description of the activity space. The use of ROIs can blur real positions, like home numbers, to protect the privacy of individuals. Many data providers reduce the accuracy of locations to prevent privacy leaks. This is fatal for the models based on accurate locations but has less impact on the ROI-based models. Moreover, the activities of individuals are dynamic, and the accurate positions at time points cannot describe them. ROIs can better represent the individual activity space around specific time points. Therefore, many services can provide better experiences based on the predicted ROIs. Many kinds of information, such as traffic, weather, epidemic situation, can be obtained according to the time points and predicted ROIs. Then, individuals can be informed of the related status of the predicted ROIs in advance to get better activity experiences. After the ROI prediction of individuals, governments can also facilitate the reasonable arrangement of public services, such as buses, subways, and taxis.

The proposed model is scalable and can be enhanced in the future. Textual social media data can be used as a model feature to extract semantic information. Other related data, such as points of interest and land use data, can enrich semantic information using methods such as map matching. In addition, our model currently runs on a computer, whereas most social media-based applications are used by mobile phones. In such situations, efficient routing, resource allocation, and energy management become major challenges, and methods such as an energy-aware clustering scheme may be necessary (Comito, Talia, and Trunfio 2011). Additionally, Twitter data have been proved helpful in analyzing epidemic outbreaks (Comito 2021). Further, we may try to combine Weibo datasets with COVID-19 data to propose a risk forecast method based on mobility prediction and apply it to mobile phones.
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