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Abstract

The mathematical theory of rigidity of body-bar and body-hinge frameworks provides a useful tool for analyzing the rigidity and flexibility of many articulated structures appearing in engineering, robotics and biochemistry. In this paper we develop a symmetric extension of this theory which permits a rigidity analysis of body-bar and body-hinge structures with point group symmetries.

The infinitesimal rigidity of body-bar frameworks can naturally be formulated in the language of the exterior (or Grassmann) algebra. Using this algebraic formulation, we derive symmetry-adapted rigidity matrices to analyze the infinitesimal rigidity of body-bar frameworks with Abelian point group symmetries in an arbitrary dimension. In particular, from the patterns of these new matrices, we derive combinatorial characterizations of infinitesimally rigid body-bar frameworks which are generic with respect to a point group of the form $\mathbb{Z}/2\mathbb{Z} \times \cdots \times \mathbb{Z}/2\mathbb{Z}$. Our characterizations are given in terms of packings of bases of signed-graphic matroids on quotient graphs. Finally, we also extend our methods and results to body-hinge frameworks with Abelian point group symmetries in an arbitrary dimension. As special cases of these results, we obtain combinatorial characterizations of infinitesimally rigid body-hinge frameworks with $C_2$ or $D_2$ symmetry - the most common symmetry groups found in proteins.

1 Introduction

An important application of rigidity theory is the rigidity and flexibility analysis of biomolecules and proteins, where an ideal molecule is modeled as a body-hinge framework, that is, a structural model consisting of rigid bodies connected, in pairs, by revolute hinges along assigned lines [22]. A result by Tay [16, 17] and Whiteley [21, 19] asserts that a generic body-hinge framework is infinitesimally rigid in $\mathbb{R}^3$ if and only if $5G$ contains six edge-disjoint spanning trees, where $G$ denotes the underlying graph obtained by identifying each body with a vertex and each hinge with an edge, and $5G$ denotes the graph obtained from $G$ by replacing each edge by five parallel copies. Based on this result, efficient combinatorial algorithms have been used for analyzing the rigidity properties of proteins (see, e.g., [23, 8, 4]), even though body-hinge frameworks arising from...
molecules do not fit the genericity assumption in Tay-Whiteley’s theorem. However, a re-
cent result by Katoh and Tanigawa \[6\] successfully eliminated this assumption, and hence
this approach for analyzing the flexibility of proteins is now proven to be mathematically
rigorous.

However, many molecules and proteins (as well as many man-made structures such as
buildings or mechanical linkages) exhibit non-trivial point group symmetries, and recent
work has shown that symmetry can sometimes lead to additional flexibility in a structure
(see, e.g., \[15, 10\]). Thus, our goal in this paper is to develop a symmetric extension of
generic rigidity theory which permits a rigidity analysis of structures that possess non-
trivial symmetries. Our main result is an extension of Tay-Whiteley’s theorem which
characterizes rigid symmetric body-hinge structures in terms of a graph packing condition.
This result leads to an efficient combinatorial algorithm for checking the infinitesimal (or
static) rigidity properties of body-hinge frameworks in the presence of symmetry.

The state of the art in the rigidity analysis of symmetric frameworks is as follows (see
also \[13\] for a list of recent papers on the subject). The most basic structure in the context
of rigidity theory is a bar-joint framework, which is composed of rigid bars connected at
their ends by flexible joints \[22\]. In \[1\] necessary conditions were derived for a symmetric
bar-joint framework to be isostatic (i.e., minimally infinitesimally rigid) in \(\mathbb{R}^d\) based upon
a block-decomposition of the rigidity matrix (see also \[3\] for the analogous results for
body-bar frameworks). Moreover, for some point groups in dimension 2, it was shown in
\[11, 12\] that the conditions in \[1\], together with the standard Laman conditions \[7\], are also
sufficient for a 2-dimensional bar-joint framework to be isostatic, if it is realized as generic
as possible subject to the given symmetry constraints. However, since an infinitesimally
rigid symmetric framework typically does not contain an isostatic subframework on the
same vertex set with the same symmetry, these results do not provide a general test for
infinitesimal rigidity of symmetric frameworks.

An advanced approach for the rigidity analysis of symmetric bar-joint frameworks was
recently established by us in \[13\], where we extended the concept of the ‘orbit rigidity
matrix’ introduced in \[14\] to each of the irreducible representations of the group when the
underlying symmetry group is Abelian. With the help of these new symmetry-adapted
rigidity matrices, combinatorial characterizations of infinitesimally rigid symmetric bar-
joint frameworks in the plane were established for several point groups \[13\].

A natural and important question is whether one can extend these combinatorial re-
sults to symmetric frameworks in higher dimensions \(d \geq 3\), but for this purpose one first
needs to find a combinatorial characterization of the graphs which form rigid bar-joint
frameworks for all generic realizations (without symmetry) in Euclidean \(d\)-space. Unfor-
tunately, finding such a characterization for \(d \geq 3\) remains a long-standing open problem
in discrete geometry \[22\].

However, for the special class of body-bar frameworks – which consist of rigid bodies
connected by rigid bars (as shown in Figure \[1(a)\]) – there exist neat combinatorial char-
acterizations for generic rigidity in all dimensions \[18\]. Specifically, it was shown by Tay
in 1984 that a generic realization of a multigraph \(G\) as a body-bar framework in \(d\)-space
is rigid if and only if \(G\) contains \(\binom{d+1}{2}\) edge-disjoint spanning trees. As mentioned above,
it was independently confirmed by Tay \[16, 17\] and Whiteley \[21\] that this combinatorial
condition also characterizes rigid generic body-hinge frameworks. (See also \[5\] for further
discussions on body-bar-hinge frameworks.) Also it was recently confirmed that the even
more special class of ‘molecular frameworks’ also have the same good combinatorial theory
as generic body-bar frameworks [6].

In this paper, we present several new results concerning the infinitesimal rigidity of
symmetric body-bar and body-hinge frameworks by extending the basic approach for
analyzing symmetric bar-joint frameworks described in [13] to these structures.

First, for any Abelian point group $\Gamma$ which acts freely on the bodies of an arbitrary-
dimensional body-bar framework, we construct an ‘orbit rigidity matrix’ for each of the
irreducible representations of $\Gamma$ using a rigidity formulation of body-bar frameworks in
terms of the exterior (or Grassmann) algebra [18, 21, 20] (see Section 3.3).

Note that a body can be considered as a complete bar-joint framework on joints affinely
spanning $\mathbb{R}^d$. In other words, a body-bar framework is a special case of a bar-joint frame-
work which consists of disjoint complete frameworks connected by bars. Thus the infinites-
imal rigidity of body-bar frameworks can be analyzed using rigidity matrices of bar-joint
frameworks, and one could also use the constructions described in [13] to set up orbit
rigidity matrices of symmetric body-bar frameworks. However, the infinitesimal motions
of a $d$-dimensional body-bar framework can be expressed in the most natural way using
the exterior algebra. In particular, this algebraic formulation allows us to extend the
combinatorial characterizations of rigid generic body-bar frameworks given in [18, 21] to
body-bar frameworks which are generic with respect to certain point group symmetries.

Specifically, in Section 4, we derive combinatorial characterizations of infinitesimally
rigid body-bar frameworks which are generic with respect to a point group of the form
$\mathbb{Z}/2\mathbb{Z} \times \cdots \times \mathbb{Z}/2\mathbb{Z}$. These characterizations are obtained by using signed-graphic matroids
and by extending the tree-packing ideas in [20]. In Section 5, we then also extend these
results to body-hinge frameworks which are generic with respect to a group $\mathbb{Z}/2\mathbb{Z} \times \cdots \times
\mathbb{Z}/2\mathbb{Z}$ that acts freely on the structure. Our characterization will be given in terms of a
tree-like subgraph packing condition for the quotient graphs, more precisely in terms of
bases of signed-graphic matroids on the quotient graphs.

Finally, in Section 6, we discuss some further applications of our results and methods,
and propose some directions for future work.

2 Body-bar frameworks

In this section we recall the description of the rigidity matrix of a body-bar framework
in terms of the exterior algebra given by Tay [18] and Whiteley [21]. To this end we first
provide some preliminary facts on Plücker coordinates.

2.1 Plücker coordinates

Let $p \in \mathbb{R}^d$. The homogeneous coordinates of $p$ are denoted by $\hat{p}$, that is, $\hat{p} = \begin{pmatrix} p \\ 1 \end{pmatrix} \in \mathbb{R}^{d+1}$.

For affinely independent points $p_1, \ldots, p_k \in \mathbb{R}^d$, the Plücker coordinates of the (oriented)
k-simplex determined by $p_1, \ldots, p_k$ is the $\binom{d+1}{k}$-dimensional vector $\hat{p}_1 \wedge \cdots \wedge \hat{p}_k$ whose
entries are the determinants of the $\binom{d+1}{k}$ submatrices of size $k \times k$ of the $(d+1) \times k$ matrix
$(\hat{p}_1 \ldots \hat{p}_k)$. Hence we may index the coordinates of $\hat{p}_1 \wedge \cdots \wedge \hat{p}_k$ by $k$-tuples $(i_1, \ldots, i_k)$,
where $1 \leq i_1 < \cdots < i_k \leq d+1$, and we may assume that the coordinates are arranged
in the lexicographical order of the indices. The vector $\hat{p}_1 \wedge \cdots \wedge \hat{p}_k$ is sometimes called a
$k$-extensor in the context of rigidity theory.
For any \( \hat{p}_1, \ldots, \hat{p}_k \in \mathbb{R}^{d+1} \), we may define the wedge product \( \hat{p}_1 \wedge \cdots \wedge \hat{p}_k \) by using the same definition (taking the determinants of the \( \binom{d+1}{k} \) submatrices of size \( k \times k \) of \( \hat{p}_1 \ldots \hat{p}_k \)). Let \( Gr(k,d+1) = \{ \hat{p}_1 \wedge \cdots \wedge \hat{p}_k \mid \hat{p}_1, \ldots, \hat{p}_k \in \mathbb{R}^{d+1} \setminus \{0\} \} \). Then \( Gr(k,d+1) \) linearly spans a \( \binom{d+1}{k} \)-dimensional space which is called the \( k \)-th exterior power \( \bigwedge^k \mathbb{R}^{d+1} \) of \( \mathbb{R}^{d+1} \).

\[
\bigwedge^k \mathbb{R}^{d+1} \text{ and } \bigwedge^{d+1-k} \mathbb{R}^{d+1} \text{ are dual to each other via the product } \circ : \bigwedge^k \mathbb{R}^{d+1} \times \bigwedge^{d+1-k} \mathbb{R}^{d+1} \rightarrow \mathbb{R} \text{ which is defined by }
\]

\[
p \circ q = \sum_{i_1 < \cdots < i_k} \text{sign}(\sigma)p_{i_1 \cdots i_k}q_{j_1 \cdots j_{d+1-k}}
\]

for \( p \in \bigwedge^k \mathbb{R}^{d+1} \) and \( q \in \bigwedge^{d+1-k} \mathbb{R}^{d+1} \), where \( p_{i_1 \cdots i_k} \) and \( q_{j_1 \cdots j_{d+1-k}} \) denote the \((i_1, \ldots, i_k)\)-th coordinate of \( p \) and the \((j_1, \ldots, j_{d+1-k})\)-th coordinate of \( q \), respectively. \( j_1, \ldots, j_{d+1-k} \) is the complement of \( i_1, \ldots, i_k \) in \( \{1,2,\ldots,d+1\} \) with \( j_1 < \cdots < j_{d+1-k} \), and \( \text{sign}(\sigma) \) is the sign of the permutation \( \sigma = \left( i_1 \cdots i_k \ j_1 \cdots j_{d+1-k} \right) \). For example, for \( d = 3 \) and \( k = 2 \), we have \( p \circ q = p_{1,2}q_{1,3} - p_{1,3}q_{1,2} + p_{2,1}q_{2,3} + p_{2,3}q_{2,1} - p_{3,1}q_{3,2} - p_{3,2}q_{3,1} \).

Note that all \( \bigwedge^k \mathbb{R}^{d+1} \) and \( \bigwedge^{d+1-k} \mathbb{R}^{d+1} \) have a nonzero intersection if and only if the Plücker coordinates \( p \) of a \( k \)-simplex \( X \) and the Plücker coordinates \( b \) of \( \varphi(X) \) satisfy \( p \circ b = 0 \). This is because if \( p = \hat{p}_1 \wedge \cdots \wedge \hat{p}_k \in Gr(k,d+1) \) and \( q = \hat{q}_1 \wedge \cdots \wedge \hat{q}_{d+1-k} \in Gr(d+1-k,d+1) \), then \( p \circ q = \hat{p}_1 \wedge \cdots \wedge \hat{p}_k \wedge \hat{q}_1 \wedge \cdots \wedge \hat{q}_{d+1-k} \), which is equal to the determinant of a square matrix obtained by aligning \( \hat{p}_1, \ldots, \hat{p}_k, \hat{q}_1, \ldots, \hat{q}_{d+1-k} \).

Note that both \( \bigwedge^k \mathbb{R}^{d+1} \) and \( \bigwedge^{d+1-k} \mathbb{R}^{d+1} \) are \( \binom{d+1}{k} \)-dimensional linear spaces, and there is a well-known isomorphism between them, known as the Hodge star operator. Let \( e_1, \ldots, e_{d+1} \) be the standard basis of \( \mathbb{R}^{d+1} \). The Hodge star operator is the linear operator \( * : \bigwedge^k \mathbb{R}^{d+1} \rightarrow \bigwedge^{d+1-k} \mathbb{R}^{d+1} \) defined by

\[
*(e_{i_1} \wedge \cdots \wedge e_{i_k}) = \text{sign}(\sigma)e_{j_1} \wedge \cdots \wedge e_{j_{d+1-k}},
\]

where \( j_1, \ldots, j_{d+1-k} \) is the complement of \( i_1, \ldots, i_k \) in \( \{1,2,\ldots,d+1\} \). For example, if \( d = 3 \) and \( k = 2 \), \( *q = (q_{3,4} - q_{2,4} + q_{2,3} + q_{1,4} - q_{1,3} + q_{3,4}) \) for \( q = (q_{1,2}, q_{1,3}, q_{1,4}, q_{2,3}, q_{2,4}, q_{3,4}) \).

By identifying \( \bigwedge^k \mathbb{R}^{d+1} \) with \( \bigwedge^{d+1-k} \mathbb{R}^{d+1} \) via \( * \) and identifying \( \bigwedge^k \mathbb{R}^{d+1} \) with \( \mathbb{R}^{\binom{d+1}{k}} \), we can regard \( \circ \) as an inner product \( \langle \cdot, \cdot \rangle \) in \( \mathbb{R}^{\binom{d+1}{k}} \) since \( p \circ q = \langle p, *q \rangle \).

### 2.2 Rigidity matrices of body-bar frameworks

A body-bar framework is a structural model consisting of rigid bodies which are pairwise connected by rigid bars as shown in Figure 1. We identify each body with a vertex and each bar with an edge to indicate the underlying incidence of bodies and bars in the body-bar framework (see also Figure 1(b)). More formally, we define a body-bar framework to be a pair \((G, b)\) of an undirected multigraph \( G \) and a bar-configuration \footnote{Note that an edge \( \{u, v\} \) is an unordered pair, whereas \( \hat{e}_{u,v} \wedge \hat{e}_{v,u} \) is ordered (i.e., \( \hat{e}_{u,v} \wedge \hat{e}_{v,u} = -\hat{e}_{v,u} \wedge \hat{e}_{u,v} \)). Formally, we should define \( b \) in such a way that \( b : E(G) \rightarrow Gr(2, d+1) / \{1, -1\} \), but for the sake of simplicity of the description we will use the definition of \( \hat{e}_{u,v} \). In fact, for deciding whether the framework is infinitesimally rigid or not, we just need the linear space spanned by \( \hat{e}_{u,v} \wedge \hat{e}_{v,u} \) for each bar.}

\[
b : E(G) \rightarrow Gr(2, d+1)
\]

\[
e = \{u, v\} \mapsto \hat{e}_{u,v} \wedge \hat{e}_{v,u}.
\]
Figure 1: A (non-symmetric) 3-dimensional body-bar framework \((G, b)\) (a) and its underlying multigraph \(G\) (b). We may think of each of the two bodies of \((G, b)\) as a complete bar-joint framework on the end-points of the bars attached to the body.

That is, \(b(\{u, v\}) = \hat{p}_{e,u} \land \hat{p}_{e,v}\) indicates the Plücker coordinates of the bar connecting the point \(p_{e,u}\) in the body \(u\) and the point \(p_{e,v}\) in the body \(v\). (See again Figure 1 for an example.)

An infinitesimal motion of a body-bar framework \((G, b)\) is defined as \(m : V(G) \rightarrow \mathbb{R}^{(d+1)/2}\) satisfying

\[
\langle m(u) - m(v), b(e) \rangle = 0 \quad \text{for all } e = \{u, v\} \in E(G).
\]

It should be noted that (2) is essentially equivalent to the first-order length constraint appearing in the infinitesimal (or static) analysis of bar-joint frameworks, as \(b(e)\) denotes (the coordinates of) the direction from \(p_{e,u}\) to \(p_{e,v}\).

Observe that \(m\) is an infinitesimal motion if \(m(u) = m(v)\) for all \(u, v \in V(G)\). Such a motion is called a trivial (infinitesimal) motion. Thus, the set of trivial motions forms a \((d+1)/2\)-dimensional linear space. \((G, b)\) is called \textit{infinitesimally rigid} if all infinitesimal motions of \((G, b)\) are trivial.

The \textit{rigidity matrix} \(R(G, b)\) of \((G, b)\) is the \(|E(G)| \times (d+1)/2|V(G)|\) matrix defined by

\[
\begin{pmatrix}
u \\ u \\ \vdots \\
0 & \ldots & 0 & b(e) & 0 & \ldots & 0 & -b(e) & 0 & \ldots & 0
\end{pmatrix},
\]

that is, \(R(G, b)\) is the matrix associated with the linear system (2). Note that \((G, b)\) is infinitesimally rigid if and only if \(\text{rank } R(G, b) = (d+1)/2|V(G)| - 1\).

A bar-configuration \(b\) is said to be \textit{generic} if \(\{p_{e,u}, p_{e,v} \mid e = \{u, v\} \in E(G)\}\) is algebraically independent over \(\mathbb{Q}\). Tay \cite{Tay1986} proved that if \(b\) is generic, then \((G, b)\) is infinitesimally rigid if and only if \(G\) contains \((d+1)/2\) edge-disjoint spanning trees. We shall give a symmetric extension of this result in Theorem 4.1.

3 Symmetric body-bar frameworks

3.1 Symmetric multigraphs

In order to develop a rigidity theory for symmetric body-bar frameworks, we first need to introduce some basic concepts concerning symmetric graphs.
Let $G$ be a finite simple graph. An automorphism of $G$ is a permutation $\pi : V(G) \to V(G)$ such that $\{u, v\} \in E(G)$ if and only if $\{\pi(u), \pi(v)\} \in E(G)$. The set of all automorphisms of $G$ forms a subgroup of the symmetric group on $V(G)$, known as the automorphism group $\text{Aut}(G)$ of $G$. An action of a group $\Gamma$ on $G$ is a group homomorphism $\theta : \Gamma \to \text{Aut}(G)$. An action $\theta$ is called free on $V(G)$ (resp., $E(G)$) if $\theta(\gamma)(v) \neq v$ for any $v \in V(G)$ (resp., $\theta(\gamma)(e) \neq e$ for any $e \in E(G)$) and any non-identity $\gamma \in \Gamma$. We say that a graph $G$ is $\Gamma$-symmetric (with respect to $\theta$) if $\Gamma$ acts on $G$ by $\theta$. Throughout the paper, we only consider the case when $\theta$ is free on $V(G)$, and we omit to specify the action $\theta$, if it is clear from the context. We then denote $\theta(\gamma)(v)$ by $\gamma v$.

For a $\Gamma$-symmetric graph $G$, the quotient graph $G/\Gamma$ is a multigraph whose vertex set is the set $V(G)/\Gamma$ of vertex orbits and whose edge set is the set $E(G)/\Gamma$ of edge orbits. Several distinct graphs may have the same quotient graph. However, if we assume that the underlying action is free on $V(G)$, then a gain labeling makes the relation one-to-one as explained below.

Let $H$ be a directed graph which may contain multiple edges and loops, and let $\Gamma$ be a group. A $\Gamma$-gain graph (or $\Gamma$-labeled graph) is a pair $(H, \psi)$ in which each edge is associated with an element of $\Gamma$ via a gain function $\psi : E(H) \to \Gamma$.

Given a $\Gamma$-symmetric graph $G$, we arbitrarily choose a vertex $v$ as a representative vertex from each vertex orbit. Then each orbit is of the form $\Gamma v = \{gv | g \in \Gamma\}$. If the action is free, an edge orbit connecting $\Gamma u$ and $\Gamma v$ in $G/\Gamma$ can be written as $\{(gu, ghv) | g \in \Gamma\}$ for a unique $h \in \Gamma$. We then orient the edge orbit from $\Gamma u$ to $\Gamma v$ in $G/\Gamma$ and assign to it the gain $h$. In this way, we obtain the quotient $\Gamma$-gain graph, denoted by $(G/\Gamma, \psi)$. $(G/\Gamma, \psi)$ is unique up to choices of representative vertices. Figure 2 illustrates an example, where $\Gamma$ is the reflection group $C_5$.
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**Figure 2:** A $C_5$-symmetric graph (a) and its quotient gain graph (b), where $C_5 = \{id, s\}$. For simplicity, we omit the direction and the label of every edge with gain id.

The map $c : G \to H$ defined by $c(gv) = v$ and $c(gu, g\psi(e)v) = (u, v)$ is called a covering map. In order to avoid confusion, throughout the paper, a vertex or an edge in a quotient gain graph $H$ is denoted with the mark tilde, e.g., $\tilde{v}$ or $\tilde{e}$. Then the fiber $c^{-1}(\tilde{v})$ of a vertex $\tilde{v} \in V(H)$ and the fiber $c^{-1}(\tilde{e})$ of an edge $\tilde{e} \in E(H)$ coincide with a vertex orbit and an edge orbit, respectively, in $G$.

Since the underlying graph of body-bar frameworks are multigraphs, we need to extend the definition of symmetric graphs from simple graphs to multigraphs. This can be done in a straightforward fashion: a multigraph $G$ is $\Gamma$-symmetric with respect to $\theta : \Gamma \to \text{Aut}(G)$ if $\theta$ is a group homomorphism. By fixing a representative vertex for each vertex orbit we can define the quotient $\Gamma$-gain graph in the analogous way. However, in the case of multigraphs, distinct $\Gamma$-symmetric multigraphs may lead to the same $\Gamma$-gain graph.
To see this, consider a $\mathbb{Z}/2\mathbb{Z}$-gain graph with one vertex $\tilde{v}$ and one loop $\tilde{e}$. Let the fiber of $\tilde{v}$ be $\{v, v'\}$. Then, if $\Gamma$ acts freely on the edge set, the fiber of $\tilde{e}$ is the set consisting of two parallel edges joining $v$ and $v'$; otherwise, if $\Gamma$ does not act freely on the edge set, the fiber of $\tilde{e}$ is the set consisting of the single edge $\{v, v'\}$ (see Figure 3).

Figure 3: Two distinct $\Gamma$-symmetric multigraphs ((a),(b)) which may have the same quotient $\Gamma$-gain graph (c). In the case of (a) we have $L = \emptyset$, whereas in the case of (b) we have $L = \{\tilde{e}\}$.

Therefore, to impose a one-to-one correspondence between $\Gamma$-symmetric multigraphs and quotient graphs (up to the choice of representative vertices), we equip the quotient graph $H$ with a gain labeling $\psi : E(H) \to \Gamma$ and also with the set $L$ of loops in $H$ that correspond to edge orbits of $G$ on which $\Gamma$ does not act freely via $\theta$. Note that $L \subseteq \{\tilde{e} \in E(H) \mid \tilde{e}$ is a loop with $\psi(\tilde{e})^2 = id\}$. (See also Fig. 4 for another example.)

### 3.2 Symmetric body-bar frameworks

Let us first recall some basic facts regarding group actions on exterior product spaces. Suppose that $\Gamma$ has an orthogonal representation $\hat{\tau} : \Gamma \to O(\mathbb{R}^{d+1})$. Then there is a unique representation $\hat{\tau}^{(2)} : \Gamma \to O(\bigwedge^2 \mathbb{R}^{d+1})$ induced by $\hat{\tau}$ such that $\hat{\tau}^{(2)}(\tilde{p} \wedge \tilde{q}) = \hat{\tau}(\tilde{p}) \wedge \hat{\tau}(\tilde{q})$ for any $\tilde{p} \wedge \tilde{q} \in Gr(2, d + 1)$.

In the following, we will give an explicit definition of $\hat{\tau}^{(2)}$. For an orthogonal matrix $A$ of size $(d + 1) \times (d + 1)$, we define a matrix $A^{(2)}$ of size $\left(\frac{d+1}{2}\right) \times \left(\frac{d+1}{2}\right)$ as follows. Assume that each row and each column of $A^{(2)}$ is indexed by pairs $(i, j)$ and $(k, l)$, where $1 \leq i < j \leq d + 1$ and $1 \leq k < l \leq d + 1$, respectively. Then the entries of $A^{(2)}$ are given by

$$A^{(2)}[(i, j), (k, l)] = \det A_{i,j}^{k,l},$$

where $A_{i,j}^{k,l}$ is the $2 \times 2$-submatrix of $A$ induced by the $i$-th and the $j$-th rows and by the $k$-th and the $l$-th columns.

For $\hat{\tau}$, define $\hat{\tau}^{(2)}$ by $\hat{\tau}^{(2)}(\gamma) = (\hat{\tau}(\gamma))^{(2)}$ for every $\gamma \in \Gamma$. Then it is known that $\hat{\tau}^{(2)}$ is a well-defined representation of $\Gamma$. Moreover, if $\hat{\tau}$ is an orthogonal representation, then $\hat{\tau}^{(2)}$ is also an orthogonal representation. (To see this, consider a matrix $A = \hat{\tau}(\gamma)$. Then we have $(A^{(2)})^T = (A^T)^{(2)}$ by definition, and $(A^{-1})^{(2)} = (A^{(2)})^{-1}$ since $\hat{\tau}^{(2)}$ is a group representation. Therefore, we have $(A^{(2)})^T = (A^T)^{(2)} = (A^{-1})^{(2)} = (A^{(2)})^{-1}$.)

For any $1 \leq k \leq d + 1$, one can define an orthogonal representation $\hat{\tau}^{(k)} : \Gamma \to O(\bigwedge^k \mathbb{R}^{d+1})$ in the same manner.

Now let us return to symmetric body-bar frameworks. Let $\Gamma$ be a finite group and let $\tau : \Gamma \to O(\mathbb{R}^d)$. We define the augmented representation $\hat{\tau} : \Gamma \to O(\mathbb{R}^{d+1})$ by $\hat{\tau}(\gamma) =$
where the submatrix block \( \hat{\tau}(\gamma) \hat{p}_{e,v} = \hat{p}_{\theta(\gamma)e,\theta(\gamma)v} \) for all \( \gamma \in \Gamma \) and \( e = \{u,v\} \in E(G) \).

This implies

\[
\hat{b}(\theta(\gamma)e) = \hat{\tau}^{(2)}(\gamma)b(e) \quad \text{for all } e = \{u,v\} \in E(G).
\]

We denote by \( P_V : \Gamma \rightarrow GL(\mathbb{R}^V) \) the linear representation of \( \Gamma \) induced by \( \theta \) over \( V(G) \), that is, \( P_V(\gamma) \) is the permutation matrix of the permutation \( \theta(\gamma) \) of \( V(G) \). Specifically, \( P_V(\gamma) = [\delta_{i,\theta(\gamma)(j)}]_{i,j} \), where \( \delta \) denotes the Kronecker delta symbol. Similarly, let \( P_E : \Gamma \rightarrow GL(\mathbb{R}^E) \) be the linear representation of \( \Gamma \) consisting of permutation matrices of permutations induced by \( \theta \) over \( E(G) \).

The following is the counterpart of [13, Theorem 3.1], where \( \otimes \) stands for the Kronecker product (the tensor product). We omit the identical proof.

**Theorem 3.1.** Let \( \Gamma \) be a finite group with \( \tau : \Gamma \rightarrow O(\mathbb{R}^d) \), \( G \) be a \( \Gamma \)-symmetric graph with a free action \( \theta \) on \( V(G) \) and \((G,b)\) be a \( \Gamma \)-symmetric body-bar framework with respect to \( \theta \) and \( \tau \). Then \( R(G,b) \) is an intertwiner of \( \hat{\tau}^{(2)} \otimes P_V \) and \( P_E \), i.e., \( R(G,b)(\hat{\tau}^{(2)} \otimes P_V) = P_E R(G,b) \).

It follows from Theorem [3.1] and Schur’s lemma that there are non-singular matrices \( S \) and \( T \) such that \( T^\top R(G,b)S \) is block-diagonalized as

\[
T^\top R(G,b)S := \widetilde{R}(G,b) = \begin{pmatrix} \widetilde{R}_0(G,b) & 0 \\ \vdots & \ddots \\ 0 & \widetilde{R}_r(G,b) \end{pmatrix},
\]

where the submatrix block \( \widetilde{R}_i(G,b) \) corresponds to the irreducible representation \( \rho_i \) of \( \Gamma \).

### 3.3 Block-diagonalization of the rigidity matrix for body-bar frameworks with Abelian symmetry

In this subsection we shall derive explicit entries of each block in the block-diagonalized form of the rigidity matrix. The corresponding work for bar-joint frameworks was done in our previous paper [13], and here we just confirm that the same technique can be applied.

Throughout the subsequent discussion, \( \Gamma \) is assumed to be an Abelian group of the form \( \mathbb{Z}/k_1\mathbb{Z} \times \cdots \times \mathbb{Z}/k_l\mathbb{Z} \) for some positive integers \( k_1, \ldots, k_l \). Thus, we may denote each element of \( \Gamma \) by \( i = (i_1, \ldots, i_l) \), where \( 0 \leq i_1 \leq k_1, \ldots, 0 \leq i_l \leq k_l \), and regard \( \Gamma \) as an additive group.

Let \( k = |\Gamma| = k_1k_2\ldots k_l \). It is an elementary fact from group representation theory that \( \Gamma \) has \( k \) non-equivalent irreducible representations which are denoted by \( \{\rho_j : j \in \Gamma\} \). Specifically, for each \( j \in \Gamma \), \( \rho_j \) is defined by

\[
\rho_j : \Gamma \rightarrow \mathbb{C}/\{0\}, \quad i \mapsto \omega_1^{i_1j_1} \cdot \omega_2^{i_2j_2} \cdot \ldots \cdot \omega_l^{i_lj_l},
\]
where \( \omega_t = e^{\frac{2\pi \sqrt{-1}}{t}} \), \( t = 1, \ldots, l \). To cope with such representations, we extend the underlying field from \( \mathbb{R} \) to \( \mathbb{C} \) if required.

Let \((G, b)\) be a \( \Gamma \)-symmetric body-bar framework and \((H, \psi)\) be the quotient \( \Gamma \)-gain graph of \( G \) with covering map \( c : G \to H \). Let \( K \) be the set of all maps \( m \) of the form \( m : V(G) \to \mathbb{R}^{(G)}_{(+1)} \). Then the rigidity matrix \( R(G, b) \) represents a linear map from \( K \) to a linear space of dimension \(|E(G)|\). Also \( \hat{\tau}^{(2)} \otimes P_V \) acts on \( K \). An infinitesimal motion \( m \in K \) is said to be \( \rho_j \)-symmetric if

\[
m(i_v) = \hat{\tau}^{(2)}_j(i)m(v) \quad \text{for each } i \in \Gamma \text{ and } v \in V(G)
\]

where \( \hat{\tau}^{(2)}_j \) denotes the matrix representation of \( \Gamma \) defined by

\[
\hat{\tau}^{(2)}_j : i \mapsto \rho_j(i)^{-1} \cdot \hat{\tau}^{(2)}(i).
\]

Let \( K_j = \{ m \in K \mid m \text{ satisfies } (7) \} \). The following lemma validates the definition of \( \rho_j \)-symmetric infinitesimal motions.

**Lemma 3.2.** \( K_j \) is the \( \rho_j \)-invariant subspace of \( K \) under the action \( \hat{\tau}^{(2)} \otimes P_V \). In other words,

\[
(\hat{\tau}^{(2)} \otimes P_V)(i) \cdot m = \rho_j(i) \cdot m
\]

for every \( m \in K_j \) and every \( i \in \Gamma \).

**Proof.** For each \( v \in V(G) \), \((\hat{\tau}^{(2)} \otimes P_V)(i) \cdot m(v) = \hat{\tau}^{(2)}(i) \cdot m(v) = \hat{\tau}^{(2)}(i) \cdot \hat{\tau}^{(2)}_j(i)^{-1} \cdot m(v) = \rho_j(i) \cdot m(v) \).

Now let us consider how to compute the dimension of the set of \( \rho_j \)-symmetric infinitesimal motions. Recall that for a body-bar framework \((G, b)\), a map \( m \in K \) is an infinitesimal motion if and only if

\[
\langle b(e), m(u) - m(v) \rangle = 0 \quad \text{for all } e = \{u, v\} \in E(G).
\]

This system of linear equations for \( m \) is redundant if \( m \) is restricted to be \( \rho_j \)-symmetric. Since the edge orbit associated with \( \tilde{e} \in E(H) \) is \( c^{-1}(\tilde{e}) = \{ \{\gamma u, \gamma \psi \tilde{e} v \} | \gamma \in \Gamma \} \), \((10)\) can be written as

\[
\langle b(\{\gamma u, \gamma \psi \tilde{e} v \}), m(\gamma u) - m(\gamma \psi \tilde{e} v) \rangle = 0 \quad (\gamma \in \Gamma)
\]

for each edge orbit. By \((4)\) and \((7)\), \((11)\) becomes

\[
\langle \hat{\tau}^{(2)}(\gamma) b(\{u, \psi \tilde{e} v \}), \hat{\tau}^{(2)}_j(\gamma) (m(u) - m(\psi \tilde{e} v)) \rangle = 0 \quad (\gamma \in \Gamma).
\]

These \( k \) equations are equivalent to the single equation

\[
\langle b(\{u, \psi \tilde{e} v \}), m(u) - \hat{\tau}^{(2)}_j(\psi \tilde{e}) m(v) \rangle = 0
\]

for each edge orbit.

This implies that the analysis can be done on the quotient \( \Gamma \)-gain graph \((H, \psi)\). To see this, let us define the motion \( \tilde{m}(\tilde{v}) \) of a vertex \( \tilde{v} \in V(H) \) to be the motion \( m(v) \) of the
representative vertex (body) \( v \) of the vertex orbit \( c^{-1}(\tilde{v}) \). Also, for a bar-configuration \( b \) of the form \([1]\), let \( \tilde{b}: E(H) \to Gr(2, d+1) \) be given by

\[
\tilde{b}(\tilde{e}) = b(u, \psi_v v) = \tilde{p}_{e,u} \wedge \tilde{p}_{e,\psi_v v} \quad (\tilde{e} \in E(H))
\]

for each \( \tilde{e} \in E(H) \), where \( e, u, v \) denote the representative edge and vertices in the corresponding orbits \( c^{-1}(\tilde{e}), c^{-1}(\tilde{v}), c^{-1}(\tilde{u}) \).

Then, for a \( \Gamma \)-gain graph \((H, \psi)\) and \( \tilde{b}: E(H) \to Gr(2, d+1) \), a map \( \tilde{m}: V(H) \to \mathbb{R}^d \) is said to be a \( \rho_j \)-symmetric motion of \((H, \psi, \tilde{b})\) if

\[
\langle \tilde{b}(\tilde{e}), \tilde{m}(\tilde{u}) - \tau^{(2)}_j(\psi_v)\tilde{m}(\tilde{v}) \rangle = 0 \quad \text{for all } \tilde{e} = (\tilde{u}, \tilde{v}) \in E(H).
\]

We define the \( \rho_j \)-orbit rigidity matrix, denoted by \( O_j(H, \psi, \tilde{b}) \), to be the matrix of size \(|E(H)| \times \left(\frac{d+1}{2}\right)|V(H)|\) associated with the system \((14)\), in which each vertex has the corresponding \((\frac{d+1}{2})\) columns, and the row corresponding to \( \tilde{e} = (\tilde{u}, \tilde{v}) \in E(H) \) has the form

\[
\begin{array}{ccc}
0 & \ldots & 0 \\
\tilde{b}(\tilde{e}) & & 0 \\
0 & \ldots & 0 \\
\end{array}
\]

where each vector is assumed to be transposed. If \( \tilde{e} \) is a loop at \( \tilde{v} \), then the entries of \( \tilde{v} \) become the sum of the two entries:

\[
\begin{array}{ccc}
0 & \ldots & 0 \\
\tilde{v} & & 0 \\
0 & \ldots & 0 \\
\end{array}
\]

\[
I_{\left(\frac{d+1}{2}\right)} - \left(\tau^{(2)}_j(\psi_v)\right)^{-1} \tilde{b}(\tilde{e})
\]

The following proposition asserts that one can reduce the problem of computing the rank of each block in the block-diagonalization to the computation of the rank of \( O_j(H, \psi, \tilde{b}) \).

**Proposition 3.3.** Let \( \Gamma \) be an Abelian group, \((G, b)\) be a \( \Gamma \)-symmetric framework in \( \mathbb{R}^d \), and \((H, \psi)\) be the quotient \( \Gamma \)-gain graph of \( G \). Then, for each \( j \in \Gamma \)

\[
\text{rank } \tilde{R}_j(G, b) = \text{rank } O_j(H, \psi, \tilde{b}).
\]

**Proof.** The detailed description for the corresponding proposition for bar-joint frameworks is given in [13, Section 4]. Hence we only give a sketch of the proof.

One can easily check that \( K = \bigoplus_{j \in \Gamma} K_j \). Hence, by Lemma 3.2, the kernel of each block \( \tilde{R}_j(G, b) \) is equal to the set of \( \rho_j \)-symmetric infinitesimal motions. From the above discussion this set has a one-to-one correspondence with the kernel of \( O_j(H, \psi, \tilde{b}) \). \( \square \)

### 3.4 \( \Gamma \)-generic Frameworks

For a discrete point group \( \Gamma \subseteq O(\mathbb{R}^d) \), let \( \mathbb{Q}_\Gamma \) be the field generated by \( \mathbb{Q} \) and by the entries of the matrices in \( \Gamma \).

In this subsection we shall give a formal definition of generic bar-configurations under symmetry. To this end it should be noted that for \( \tilde{b}(\tilde{e}) \), defined in \([14]\), there exists a geometric relation between \( \tilde{p}_{e,v} \) and \( \tilde{p}_{e,\psi_v v} \) if \( \Gamma \) does not act freely on the edge orbit corresponding to \( \tilde{e} \). To see this, let us consider a \( \Gamma \)-symmetric body-bar framework \((G, b)\) for which the underlying action \( \theta \) is not free on \( E(G) \). Recall that for a quotient gain
Thus, for each \( ˜\tau \) for some \( \hat{\tau} \), a \( \Gamma \)-symmetric body-bar framework \( (G, b) \) is called a \( \Gamma \)-generic if there is a set \( \{ \hat{\rho}_e, \hat{\ psi}_e \mid e \in E(G) \} \cup \{ \hat{\rho}_e \mid e \in L \} \) of points in \( \mathbb{R}^{d+1} \) such that the set of coordinates is algebraically independent over \( \mathbb{Q} \) and \( b \) is of the form

\[
\tilde{b}(\tilde{e}) = \begin{cases} 
\hat{\rho}_e \wedge \hat{\ psi}_e & \text{if } \tilde{e} \in E(G) \setminus L \\
\hat{\rho}_e \wedge \hat{\tau}(\psi_e)\hat{\rho}_e & \text{if } \tilde{e} \in L 
\end{cases} \quad (\tilde{e} \in \tilde{E}(H)).
\]

A loop \( \tilde{e} \) is called a zero loop in \( O_j(H, \psi, b) \) if the row corresponding to \( \tilde{e} \) is a zero vector in \( O_j(H, \psi, \tilde{b}) \). Due to the above geometric restriction, a loop \( \tilde{e} \) of \( L \) may be a zero loop even if \( (G, b) \) is \( \Gamma \)-generic.

**Proposition 3.4.** Let \( \Gamma \) be an Abelian group, \( \tau : \Gamma \to O(\mathbb{R}^d) \) be a faithful representation, and \( (G, b) \) be a \( \Gamma \)-symmetric body-bar framework. Then a loop \( \tilde{e} \) in \( L \) is a zero loop in \( O_j(H, \psi, b) \) if and only if \( \rho_j(\psi_e) = -1 \).

**Proof.** Since \( \tilde{e} \in L \), \( \tilde{b}(\tilde{e}) = \hat{\rho} \wedge \hat{\tau}(\psi_e)\hat{\rho} \) for some non-zero \( \hat{\rho} \in \mathbb{R}^{d+1} \), by (16). We have

\[
(2 - \hat{\tau}(\psi_e)^2) \tilde{b}(\tilde{e}) = \hat{\rho} \wedge \hat{\tau}(\psi_e) + \rho_j(\psi_e^{-1})\hat{\tau}(\psi_e^{-1})\hat{\rho}
\]

by

\[
(I_{d+1} - \hat{\tau}(\psi_e)^2) \tilde{b}(\tilde{e}) = (I_{d+1} - \rho_j(\psi_e^{-1})\hat{\tau}(\psi_e^{-1}))\hat{\rho} \wedge \hat{\tau}(\psi_e)\hat{\rho} - \rho_j(\psi_e^{-1})\hat{\tau}(\psi_e^{-1})\hat{\rho} \wedge \hat{\rho} = \hat{\rho} \wedge \hat{\tau}(\psi_e) + \rho_j(\psi_e^{-1})\hat{\tau}(\psi_e^{-1})\hat{\rho}.
\]

Thus, \( \psi_e^{-1} = \text{id} \) if \( \rho_j(\psi_e) = -1 \), then we have \( \rho_j(\psi_e^{-1}) = -1 \) and \( \tau(\psi_e) = \tau(\psi_e^{-1}) \), implying that \( \tilde{e} \) is a zero loop, by (17).

Conversely, let \( \rho_j(\psi_e^{-1}) = \omega \) and \( \tau(\psi_e) = A \). We show that if \( \tilde{e} \) is a zero loop, then \( \omega = -1 \). Note that

\[
\hat{\tau}(\psi_e) + \rho_j(\psi_e^{-1})\hat{\tau}(\psi_e^{-1}) = \begin{pmatrix} A & 0 \\
0 & 1 \end{pmatrix} + \omega \begin{pmatrix} A^{-1} & 0 \\
0 & 1 \end{pmatrix} = \begin{pmatrix} A + \omega A^{-1} & 0 \\
0 & 1 + \omega \end{pmatrix}.
\]

If \( \tilde{e} \) is a zero loop, (17) implies that

\[
\begin{pmatrix} A + \omega A^{-1} & 0 \\
0 & 1 + \omega \end{pmatrix} = cI_{d+1} \text{ for some } c \in \mathbb{C}.
\]

We then have \( c = 1 + \omega \) and \( A + \omega A^{-1} = (1 + \omega)I_d \). The latter equation implies \( \omega = 1 \) or \( \omega = -1 \) (see the proof of Proposition 4.3 in [13]). Since \( \omega \neq 1 \) (otherwise \( G \) contains a loop), we obtain \( \omega = -1 \). \( \square \)
3.5 Example

Consider the 3-dimensional body-bar framework \((G, b)\) depicted in Figure 4 (a) which consists of two bodies connected by six bars. Such a structure is also known as a ‘Stewart platform’ in the engineering community. The framework in Figure 4 (a) is \(C_s\)-symmetric (with respect to \(\theta\) and \(\tau\)), where \(C_s = \{id, s\}\), and the corresponding quotient gain graph \((H, \psi)\) is shown in Figure 4 (b). Recall that \(C_s\) has only two non-equivalent irreducible representations \(\rho_0\) and \(\rho_1\). Let us construct the \(\rho_1\)-symmetric (or ‘anti-symmetric’) orbit rigidity matrix \(O_1(H, \psi, \tilde{b})\) of \((G, b)\). This matrix describes the ‘anti-symmetric’ infinitesimal rigidity properties of \((G, b)\), where, by \(\hat{7}\), an infinitesimal motion \(m\) of \((G, b)\) is anti-symmetric if

\[
m(\theta(s)(v)) = \hat{\tau}_1^{(2)}(s)m(v) \quad \text{for all } v \in V(G).
\]

Suppose that the reflection plane of \(s\) is the \(x-y\)-plane, that is, \(\hat{\tau}(s) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}\). Then (using the lexicographical order for the row and column indices of \(\hat{\tau}^{(2)}(s)\)) we have

\[
\hat{\tau}_1^{(2)}(s) = \rho_1(s) \cdot \hat{\tau}^{(2)}(s) = (-1) \cdot \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 \end{pmatrix}.
\]

Figure 4: A body-bar framework in 3D (also known as a ‘Stewart platform’) with reflection symmetry \(C_s\) (a) and its quotient gain graph (b).

The anti-symmetric orbit rigidity matrix \(O_1(H, \psi, \tilde{b})\) is the following \(4 \times 6\) matrix:

\[
\begin{pmatrix}
\tilde{u} \\
\tilde{e} \\
\tilde{f} \\
\tilde{h} \\
\tilde{k} \\
\end{pmatrix}
\begin{pmatrix}
(I_6 - \hat{\tau}_1^{(2)}(s)^{-1}) \tilde{b}(\tilde{h}) \\
(I_6 - \hat{\tau}_1^{(2)}(s)^{-1}) \tilde{b}(\tilde{k}) \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
where an edge \( \tilde{a} \) with label \( \gamma \) is denoted by \((\tilde{a}; \gamma)\), and \( \bar{b}(\tilde{a}) = \hat{p}_{a,u} \land \hat{p}_{a,\theta(s)(u)} = \hat{p}_{a,u} \land \hat{p}_{a,v} \). Note that by Proposition 3.4, the loops \( \tilde{e} \) and \( \tilde{f} \) in \( L \) are zero loops in \( O_1(H, \psi, \bar{b}) \), and hence \( O_1(H, \psi, \bar{b}) \) has only two non-trivial rows.

While generic realizations of the multigraph \( G \) as a body-bar framework (without symmetry) are clearly rigid (in fact, isostatic), as six ‘independent’ bars remove the six relative degrees of freedom between the two bodies, we will show in the next section that \( C_s \)-generic realizations of \( G \) as a body-bar framework such as the one in Figure 4 (a) are infinitesimally flexible with an anti-symmetric infinitesimal flex.

4 Combinatorial characterizations for body-bar frameworks

For a \( \Gamma \)-symmetric body-bar framework \((G, b)\) with respect to \( \theta \) and \( \tau \), we say that \((G, b)\) is \( \Gamma \)-regular if \( R(G, b) \) has maximal rank among all \( \Gamma \)-symmetric body-bar realizations of \( G \). Note that a \( \Gamma \)-generic framework is clearly \( \Gamma \)-regular. In this subsection we give a combinatorial characterization of infinitesimally rigid \( \Gamma \)-regular body-bar frameworks for \( \Gamma \) isomorphic to \( \mathbb{Z}/2\mathbb{Z} \times \cdots \times \mathbb{Z}/2\mathbb{Z} \). For this we use a result from matroid theory which we explain in Section 4.1. We then give the combinatorial characterization in Section 4.2.

4.1 Signed-graphic matroids

Let \((H, \psi)\) be a \( \mathbb{Z}/2\mathbb{Z} \)-gain graph, where we treat \( \mathbb{Z}/2\mathbb{Z} \) as a multiplicative group \( \mathbb{Z}/2\mathbb{Z} = \{-1, 1\} \). Then a cycle in \( H \) is called positive (resp. negative) if the number of edges with negative gains is even (resp. odd). In the signed-graphic matroid \( G(H, \psi) \), an edge set \( F \subseteq E(H) \) is independent if and only if each connected component contains at most one cycle, which is negative if it exists. The signed-graphic matroid is a special case of frame matroids (or, bias matroid) on gain graphs, see, e.g., [9] for more details.

It is known that \( G(H, \psi) \) is representable over \( \mathbb{R} \) as follows. To each \( \tilde{e} = (\tilde{i}, \tilde{j}) \in E(H) \), we associate a vector \( x_{\tilde{e}} \in \mathbb{R}^{V(H)} \) defined by

\[
x_{\tilde{e}}(\tilde{v}) = \begin{cases} 
-\psi(\tilde{e}) & \text{if } \tilde{v} = \tilde{i} \\
1 & \text{if } \tilde{v} = \tilde{j} \\
0 & \text{otherwise}
\end{cases}
\]

if \( \tilde{e} \) is not a loop, and

\[
x_{\tilde{e}}(\tilde{v}) = \begin{cases} 
1 - \psi(\tilde{e}) & \text{if } \tilde{v} = \tilde{i} \\
0 & \text{otherwise}
\end{cases}
\]

if \( \tilde{e} \) is a loop attached at \( \tilde{i} \). Then we consider a \(|E(H)| \times |V(H)|\) matrix \( I(H, \psi) \) consisting of rows \( x_{\tilde{e}} \) for all \( \tilde{e} \in E(H) \). The matrix is identical to the incidence matrix of \( H \), except that the entry becomes 1 instead of \(-1\) if the corresponding edge has label \(-1\). It is known that \( F \subseteq E(H) \) is independent in \( G(H, \psi) \) if and only if the set of row vectors of \( I(H, \psi) \) associated with \( F \) is linearly independent (see, e.g., [9]).

4.2 Combinatorial characterizations

Suppose that \( \Gamma = \mathbb{Z}/2\mathbb{Z} \times \cdots \times \mathbb{Z}/2\mathbb{Z} \). Suppose also that \( \Gamma \) acts on \( \mathbb{R}^d \) via \( \tau : \Gamma \to O(\mathbb{R}^d) \). We may assume that \( \tau(\gamma) \) is a diagonal matrix with entries in \( \{-1, 0, 1\} \) for each \( \gamma \in \Gamma \).
Then \( \tau^{(2)}_g(\gamma) \) is a diagonal matrix of size \( \left( \frac{d+1}{2} \right) \times \left( \frac{d+1}{2} \right) \) in which each diagonal entry is either 1 or \(-1\) for each \( g \in \Gamma \). (Note that for the sake of clarity, we deviate from our previous notation here and use \( g \) instead of \( j \).) Therefore, \( \tau^{(2)}_g \) can be decomposed into \( \left( \frac{d+1}{2} \right) \) one-dimensional representations as follows:

\[
\tau^{(2)}_g = \bigoplus_{1 \leq i < j \leq d+1} \tau^{ij}_g,
\]

where

\[
\tau^{ij}_g : \Gamma \to \mathbb{Z}/2\mathbb{Z} = \{-1, 1\}
\]

(where \( \mathbb{Z}/2\mathbb{Z} \) is regarded as a multiplicative group). Then each \( \tau^{ij}_g \) induces a labeling function

\[
\psi^{ij}_g : E(H) \to \mathbb{Z}/2\mathbb{Z} = \{-1, 1\}
\]

\[
\hat{e} \mapsto \tau^{ij}_g(\psi^{ij}_g(\hat{e})).
\]

The resulting labeling functions \( \psi^{ij}_g \) \( 1 \leq i < j \leq d+1 \) over the quotient graph \( H \) are called the labeling functions induced by \( \tau^{(2)}_g \).

**Theorem 4.1.** Let \( \Gamma = \mathbb{Z}/2\mathbb{Z} \times \cdots \times \mathbb{Z}/2\mathbb{Z} \), \( (G, b) \) be a \( \Gamma \)-generic body-bar framework with respect to a faithful \( \tau : \Gamma \to O(\mathbb{R}^d) \) and a free \( \theta : \Gamma \to \text{Aut}(G) \) on \( V(G) \), and \( (H, \psi) \) be the corresponding quotient \( \Gamma \)-gain graph. Further, let \( g \in \Gamma \) and \( (H_g, \psi) \) be the \( \Gamma \)-gain graph obtained from \( (H, \psi) \) by removing all loops \( \hat{e} \in L \) with \( \rho_g(\psi(\hat{e})) = -1 \). The linear matroid determined by the row vectors in \( O_g(H, \psi, \hat{b}) \) is the matroid union of \( \mathcal{G}(H_g, \psi^{ij}_g) \) over all \( 1 \leq i < j \leq d+1 \), where \( \psi^{ij}_g \) are the labeling functions induced by \( \tau^{(2)}_g \), followed by adjoining all the removed loops of \( H \) as loops (in the matroidal sense).

In other words, the following are equivalent:

(i) \( \text{rank} \ O_g(H, \psi, \hat{b}) = |E(H_g)| \);

(ii) For any nonempty \( F \subseteq E(H_g) \),

\[
|F| \leq \left( \frac{d+1}{2} \right) |V(F)| - \left( \frac{d+1}{2} \right) + \sum_{1 \leq i < j \leq d+1} \alpha^{ij}_g(F),
\]

where

\[
\alpha^{ij}_g(F) = \begin{cases} 
1 & \text{if } F \text{ contains a negative cycle in } (H_g, \psi^{ij}_g) \\
0 & \text{otherwise}
\end{cases}
\]

\[
(18)
\]

(iii) \( H_g \) can be decomposed into \( \left( \frac{d+1}{2} \right) \) subgraphs \( H_{1,2}, \ldots, H_{d,d+1} \) such that for every \( 1 \leq i < j \leq d+1 \), every connected component of \( (H_{i,j}, \psi^{ij}_g) \) contains no cycle or just one cycle, which is negative (with respect to the labeling \( \psi^{ij}_g \)).

**Proof.** We first remark that (ii) and (iii) are equivalent by Nash-Williams’ matroid union theorem. To see this, recall that in the frame matroid \( \mathcal{G}(H_g, \psi^{ij}_g) \), an edge set \( F \) is independent if and only if each connected component of \( F \) contains no cycle or just one cycle, and the cycle is negative if it exists. Therefore, condition (iii) is nothing but the necessary and sufficient condition for \( E(H_g) \) to be independent in the union \( \bigvee_{1 \leq i < j \leq d+1} \mathcal{G}(H_g, \psi^{ij}_g) \).
Further, it follows from the independence condition of $G(H_f, \psi_f)$ that the rank function $\tilde{r}_f^{i,j}: E(H_f) \to \mathbb{Z}$ of $G(H_f, \psi_f)$ can be written as

$$\tilde{r}_f^{i,j}(F) = \sum_{X: \text{component of } F} \left(|V(X)| - 1 + \alpha_f^{i,j}(X)\right) \quad (F \subseteq E(H_f)),$$

where the sum is taken over all connected components $X$ of $F$. By the matroid union theorem, $E(H_f)$ is independent in $\bigvee_{1 \leq i < j \leq d+1} G(H_f, \psi_f)$ if and only if

$$|F| \leq \sum_{1 \leq i < j \leq d+1} \tilde{r}_f^{i,j}(F) = \sum_{X: \text{component of } F} \left(\left(\frac{d+1}{2}\right)|V(X)| - \left(\frac{d+1}{2}\right) + \sum_{1 \leq i < j \leq d+1} \alpha_f^{i,j}(X)\right)$$

for every $F \subseteq E(H_f)$. It is routine to check that this condition can be simplified to (ii).

To complete the proof we now prove (i)⇒(ii) and then (iii)⇒(i). By Proposition $3.4$, every loop not in $H_f$ is a zero loop in $O_f(H, \psi, \hat{b})$. Thus, (i) is equivalent to

(i') $O_f(H_f, \psi, \hat{b})$ is row independent.

For $F \subseteq E(H_f)$, let $I_F = \{(i, j) \mid 1 \leq i < j \leq d+1, \alpha_f^{i,j}(F) = 0\}$. To show that (i') implies (ii) we show

$$\dim \ker O_f(H[F], \psi, b) \geq |I_F|.$$

This in turn implies that for the row independence of $O_f(H_f, \psi, \hat{b})$, we need $|F| \leq \left(\frac{d+1}{2}\right)|V(F)| - |I_F|$, that is, condition (ii).

To see (19), for each $(i, j) \in I_F$, we define $\tilde{m}_{i,j}: V(F) \to \mathbb{R}^{d+1}$ as follows. Since $F$ contains no negative cycle in $(H_f, \psi_f)$, there is a partition of $V(F)$ into two sets $X^{i,j}, Y^{i,j}$ (one of which may be empty) such that $\psi_f^{i,j}(\hat{e}) = -1$ if and only if $\hat{e}$ joins a vertex in $X^{i,j}$ with a vertex in $Y^{i,j}$. (To see this, consider the gain graph obtained from $(H[F], \psi_f^{i,j})$ by contracting every edge having the identity label. Since every cycle in $F$ is positive, the resulting graph is bipartite, and the resulting two classes of the vertex set indicate the desired bipartition $\{X^{i,j}, Y^{i,j}\}$ of $V(F)$. ) Define $\tilde{m}_{i,j}: V(F) \to \mathbb{R}^{d+1}$ by

$$\tilde{m}_{i,j}(\hat{v}) = \begin{cases} e_i \land e_j & \text{if } \hat{v} \in X^{i,j} \\ -e_i \land e_j & \text{if } \hat{v} \in Y^{i,j} \end{cases} \quad (\hat{v} \in V(F))$$

where $\{e_1, e_2, \ldots, e_{d+1}\}$ is the standard basis of $\mathbb{R}^{d+1}$.

From the definition of $\psi_f^{i,j}$, for each $\hat{e} = (\hat{u}, \hat{v}) \in F$, we have

$$\tilde{m}_{i,j}(\hat{u}) - \tilde{r}_f^{i,j}(\psi_f^{i,j})\tilde{m}_{i,j}(\hat{v}) = \pm (e_i \land e_j - (\psi_f^{i,j}(\hat{e}))^2 e_i \land e_j) = 0.$$

\footnote{We use Nash-Williams’ theorem as follows. Suppose that $M_1, \ldots, M_k$ are matroids on the same ground set $S$ with rank functions $r_1, \ldots, r_k$, respectively. Then Nash-Williams’ matroid union theorem says that the rank function $r: S \to \mathbb{Z}$ of the union $\bigvee_{1 \leq i \leq k} M_i$ can be written as $r(X) = \min_{X' \subseteq X} \{\dim ker M_1 | X' \} + \sum_{1 \leq i \leq k} r_i(X \setminus X')$. Note that $S$ is independent in the union if and only if $|X| \leq r(X)$ for every $X \subseteq S$, but the latter condition is equivalent to $|X| \leq \sum_{1 \leq i \leq k} r_i(X)$ for every $X \subseteq S$.}
Thus, \( \tilde{b}(\tilde{e}), \tilde{m}_{i,j}(\tilde{u}) - \tilde{z}^{(2)}(\psi_{\tilde{e}})\tilde{m}_{i,j}(\tilde{v}) = 0 \) for every \( \tilde{e} \in F \). This implies (according to (15)) that \( \tilde{m}_{i,j} \) is in the kernel of \( O_g(H[F], \psi, \tilde{b}) \). Since \( \left\{ \tilde{m}_{i,j} \mid (i,j) \in I_F \right\} \) is linearly independent, we verified (19).

Finally, let us prove (iii) \( \Rightarrow \) (i'). Suppose that \( E(H) \) can be decomposed into \( \left( \frac{d+1}{2} \right) \) subgraphs \( \{H_{i,j} \mid 1 \leq i < j \leq d+1\} \), as specified in the statement.

We first consider the case where \( L = \emptyset \) (i.e., \( \Gamma \) acts freely on \( E(G) \)). Based on the decomposition, we define \( \tilde{b}' : E(H_g) \to Gr(2, d+1) \) by

\[
\tilde{b}'(\tilde{e}) = e_i \wedge e_j \quad (\tilde{e} \in E(H_{i,j})).
\]

Then observe that by changing the column and the row orderings, \( O_g(H_g, \psi, \tilde{b}) \) is in the following block-diagonalized form:

\[
\begin{pmatrix}
I(H_{1,2}, \psi_g^{1,2}) & I(H_{1,3}, \psi_g^{1,3}) & \cdots & 0 \\
I(H_{1,3}, \psi_g^{1,3}) & \ddots & & \\
\vdots & & \ddots & \\
0 & \cdots & & I(H_{d,d+1}, \psi_g^{d,d+1})
\end{pmatrix}
\]

where each block \( I(H_{i,j}, \psi_g^{i,j}) \) is a matrix representation of \( G(H_{i,j}, \psi_g^{i,j}) \) (cf. Section 4.1). Since \( E(H_g) \) is independent in \( G(H_{i,j}, \psi_g^{i,j}) \), \( O_g(H_g, \psi, \tilde{b}') \) is row independent.

If \( L \neq \emptyset \), we have to be careful, since \( \tilde{b}'(\tilde{e}) \) of \( \tilde{e} \in L \) has to be a 2-extensor of the form \( \hat{p} \wedge \hat{\tau}(\psi_{\tilde{e}})\hat{p} \) for some \( \hat{p} \in \mathbb{R}^{d+1} \) by (16). We claim the following.

**Claim 4.2.** Let \( \tilde{e} \) be a loop in \( E(H_{i,j}) \cap L \) and let \( \hat{p} = e_i + e_j \in \mathbb{R}^{d+1} \). Then \( \left(I_{\left( \frac{d+1}{2} \right)} - (\hat{\tau}(\psi_{\tilde{e}}))^{-1}\right)\left(\hat{p} \wedge \hat{\tau}(\psi_{\tilde{e}})\hat{p}\right) \) is a scalar multiple of \( e_i \wedge e_j \).

**Proof.** Since \( \tilde{e} \) is in \( H_g \), \( \rho_g(\psi_{\tilde{e}}) \neq -1 \) holds, and hence \( \rho_g(\psi_{\tilde{e}}) = 1 \).

Also, we must have \( \psi_g^{i,j}(\tilde{e}) = -1 \), for otherwise \( E(H_{i,j}) \) contains a loop with identity label, a contradiction. Recall that \( \hat{\tau}(\psi_{\tilde{e}}) \) is a diagonal matrix with entries in \( \{1, -1\} \). Let \( k_i \in \{-1, 1\} \) be the value of the \( i \)-th diagonal entry. Then observe that \( \psi_g^{i,j}(\psi_{\tilde{e}}) = k_ik_j \).

Therefore, by \( \left(\tau_g^{i,j}(\psi_{\tilde{e}}) = \psi_g^{i,j}(\tilde{e}) = -1 \right) \), we obtain \( k_ik_j = -1 \).

Since \( \hat{p} \wedge \hat{\tau}(\psi_{\tilde{e}})\hat{p} = (e_i + e_j) \wedge (k_i(e_i + k_j e_j) = (k_i - k_j)e_i \wedge e_j \), we have \( \left(I_{\left( \frac{d+1}{2} \right)} - (\hat{\tau}(\psi_{\tilde{e}}))^{-1}\right)\left(\hat{p} \wedge \hat{\tau}(\psi_{\tilde{e}})\hat{p}\right) = \left(I_{\left( \frac{d+1}{2} \right)} - (\hat{\tau}(\psi_{\tilde{e}}))^{-1}\right)\left((k_i - k_j)e_i \wedge e_j\right) = (1 - k_i^{-1}k_j^{-1})(k_j - k_i)(e_i \wedge e_j) \). By \( k_ik_j = -1, (1 - k_i^{-1}k_j^{-1})(k_j - k_i) \) is nonzero, which implies the statement.

Following this claim, we define \( \tilde{b}' : E(H) \to Gr(2, d+1) \) by

\[
\tilde{b}'(\tilde{e}) = \begin{cases} 
  e_i \wedge e_j & \text{if } \tilde{e} \notin L \\
  (e_i + e_j) \wedge \hat{\tau}(\psi_{\tilde{e}})(e_i + e_j) & \text{if } \tilde{e} \in L 
\end{cases} \quad (\tilde{e} \in E(H_{i,j})).
\]

Then \( O_g(H, \psi, \tilde{b}') \) is block-diagonalized in the form of (21), and rank \( O_g(H_g, \psi, \tilde{b}') = |E(H_g)| \). In other words (i') holds.

Note that the dimension of the space of \( \rho_g \)-symmetric trivial infinitesimal motions is equal to

\[
\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \text{Trace}(\hat{\tau}_g^{(2)}(\gamma)).
\]
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**Corollary 4.3.** Let \( \Gamma = \mathbb{Z}/2\mathbb{Z} \times \cdots \times \mathbb{Z}/2\mathbb{Z} \), \( \tau : \Gamma \to O(\mathbb{R}^d) \) be a faithful representation, \( (G, b) \) be a \( \Gamma \)-regular body-bar framework, and \( (H, \psi) \) be the corresponding quotient \( \Gamma \)-gain graph. Then the following are equivalent.

- \( (G, b) \) is infinitesimally rigid;
- for every \( g \in \Gamma \), \( H \) contains a spanning subgraph \( H_g \) such that
  1. \( H_g \) contains no zero loop, i.e., a loop \( \tilde{e} \in L \) with \( \rho_g(\psi_{\tilde{e}}) = -1 \);
  2. \( |E(H_g)| = \binom{d+1}{2} |V(H_g)| - \frac{1}{|C_s|} \sum_{\gamma \in C_s} \text{Trace}(\hat{\tau}_0^{(2)}(\gamma)) \);
  3. for every \( F \subseteq E(H_g) \), \( |F| \leq \binom{d+1}{2} |V(H_g)| - \binom{d+1}{2} + \sum_{1 \leq i < j \leq d+1} \alpha_{ij}^g(F) \), where \( \alpha_{ij}^g \) is defined as in (18);
- for every \( g \), \( H \) contains a subgraph \( H_g \) satisfying (1) and (2) that contains \( \binom{d+1}{2} \) edge-disjoint subgraphs \( H_{1,2}, \ldots, H_{d,d+1} \) such that for every \( 1 \leq i < j \leq d+1 \) every connected component of \( (H_{i,j}, \psi_{i,j}^g) \) contains no cycle or just one cycle, which is negative.

As we will see in the following examples, checking condition (ii) of Theorem 4.1 or condition (3) of Corollary 4.3 by hand is applicable only for very small graphs and the characterization in terms of the counting conditions in (ii) or (3) do not provide a polynomial size certificate that a framework is infinitesimally rigid. Instead, one can use the characterization in terms of graph decompositions given in (iii) to give a polynomial size certificate for an infinitesimally rigid framework. In general, these conditions can be checked in \( O(|V(H)|^{5/2}|E(H)|) \) time by a matroid union algorithm [2], where the independence testing in each matroid can be done in \( O(|V(H)|) \) time. Developing a faster algorithm is left as an open problem.

### 4.3 Examples

Let us illustrate Theorem 4.1 and Corollary 4.3 via two examples. First, consider the \( C_s \)-generic Stewart platform \( (G, b) \) from Section 3.5, where \( C_s = \{id, s\} \) and \( id \) and \( s \) are identified with 0 and 1, respectively. Using Corollary 4.3, we show that \( (G, b) \) is infinitesimally flexible.

From the \( C_s \)-gain graph \( (H, \psi) \) of \( (G, b) \), we first construct the \( C_s \)-gain graphs \( (H_0, \psi) \) and \( (H_1, \psi) \) which are obtained from \( (H, \psi) \) by removing the loops \( \tilde{e} \in L \) with \( \rho_0(\psi_{\tilde{e}}) = -1 \) and \( \rho_1(\psi_{\tilde{e}}) = -1 \), respectively (as defined in Theorem 4.1). See also Figure 5.

Then we have

\[
|E(H_0)| = 4 > 3 = 6|V(H_0)| - \frac{1}{|C_s|} \sum_{\gamma \in C_s} \text{Trace}(\hat{\tau}_0^{(2)}(\gamma))
\]

since \( \hat{\tau}_0^{(2)}(id) = I_6 \) and

\[
\hat{\tau}_0^{(2)}(s) = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{pmatrix}.
\]
Figure 5: The quotient gain graph \((H, \psi)\) of the body-bar framework in Section 3.5 (a) and the gain graphs \((H_0, \psi)\) (b) and \((H_1, \psi)\) (c).

(Recall the definition of \(\hat{\tau}^{(2)}(s) = \rho_0(s) \cdot \hat{\tau}^{(2)}(s) = \hat{\tau}^{(2)}(s)\) from Section 3.5.) Similarly, we have

\[
|E(H_1)| = 2 < 3 = 6|V(H_1)| - \frac{1}{|\mathcal{C}_s|} \sum_{\gamma \in \mathcal{C}_s} \text{Trace}(\hat{\tau}_1^{(2)}(\gamma))
\]

Thus, condition (2) in Corollary 4.3 is violated for \(H_1\), and hence \((G, b)\) has a \(\rho_1\)-symmetric (or anti-symmetric) infinitesimal flex.

As a second example, let us consider a \(C_2\)-generic body-bar realization \((G, b)\) of the same multigraph \(G\) (as shown in Figure 6 (a)), where \(\mathcal{C}_2 = \{id, C_2\}\) describes half-turn symmetry and \(id\) and \(C_2\) are identified with 0 and 1 in \(\mathbb{Z}/2\mathbb{Z}\), respectively. Recall that the group \(C_2\) has two non-equivalent irreducible representations which are denoted by \(\rho_0\) and \(\rho_1\).

Figure 6: A Stewart platform with half-turn symmetry (a), its quotient gain graph \((H, \psi)\) (b) and the induced gain graphs \((H_0, \psi)\) (c) and \((H_1, \psi)\) (d).

Suppose that the half-turn axis of \(C_2\) is the \(x\)-axis, that is, \(\hat{\tau}(C_2) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}\).
Then we have

\[ \hat{\tau}_g^{(2)}(C_2) = \rho_g(C_2) \cdot \hat{\tau}^{(2)}(C_2) = \rho_g(C_2) \cdot \begin{pmatrix} -1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & -1 \end{pmatrix}, \tag{22} \]

where \( \rho_g(C_2) = 1 \) for \( g = 0 \) and \( \rho_g(C_2) = -1 \) for \( g = 1 \).

Conditions (1) and (2) of Corollary 4.3 are then clearly satisfied, since we have

\[ |E(H_0)| = 4 = 6 |V(H_0)| - \frac{1}{|C_2|} \sum_{\gamma \in C_2} \text{Trace}(\hat{\tau}_0^{(2)}(\gamma)). \]

and

\[ |E(H_1)| = 2 = 6 |V(H_1)| - \frac{1}{|C_2|} \sum_{\gamma \in C_2} \text{Trace}(\hat{\tau}_1^{(2)}(\gamma)). \]

So let us check condition (3) of Corollary 4.3. First, we consider \( H_0 \) shown in Figure 6(c). Let \( F \) be a subset of \( E(H_0) \) which consists of a single loop, say \( F = \{ \tilde{e} \} \) (where \( \psi(\tilde{e}) = C_2 \)). Then

\[ \psi_0^{i,j}(\tilde{e}) = \tau_0^{i,j}(\psi(\tilde{e})) = \tau_0^{i,j}(C_2), \]

and hence, by (22), \( \psi_0^{i,j}(\tilde{e}) = -1 \) for \((i,j) = (1,2), (1,3), (2,4), (3,4)\) and \( \psi_0^{i,j}(\tilde{e}) = 1 \) for \((i,j) = (1,4), (2,3)\). Thus, by (18), \( \sum_{1 \leq i < j \leq 6} \alpha_0^{i,j}(F) = 1 + 1 + 0 + 0 + 1 + 1 = 4 \), and hence

\[ |F| = 1 < 4 = 6 |V(F)| - 6 + \sum_{1 \leq i < j \leq 6} \alpha_0^{i,j}(F). \]

For the other subsets of \( E(H_0) \), condition (3) of Corollary 4.3 is verified analogously.

Finally, consider \( H_1 \) shown in Figure 6(d). Let \( F \) be a subset of \( E(H_1) \) which consists of a single loop, say \( F = \{ \tilde{h} \} \) (where \( \psi(\tilde{h}) = C_2 \)). Then

\[ \psi_1^{i,j}(\tilde{h}) = \tau_1^{i,j}(\psi(\tilde{h})) = \tau_1^{i,j}(C_2), \]

and hence, by (22), \( \psi_1^{i,j}(\tilde{h}) = 1 \) for \((i,j) = (1,2), (1,3), (2,4), (3,4)\) and \( \psi_1^{i,j}(\tilde{h}) = -1 \) for \((i,j) = (1,4), (2,3)\). Thus, by (18), we have

\[ |F| = 1 < 2 = 6 |V(F)| - 6 + \sum_{1 \leq i < j \leq 6} \alpha_1^{i,j}(F). \]

For the other subsets of \( E(H_1) \), condition (3) of Corollary 4.3 is again verified analogously.

Therefore, we may conclude that \( C_2 \)-generic body-bar realizations of \( G \) (such as the one in Figure 6(a)) are infinitesimally rigid (isostatic).

## 5 Body-hinge frameworks

A body-hinge framework is a structural model consisting of rigid bodies which are pairwise connected by hinges as shown in Figure 7(a). A body-hinge framework can again be
regarded as a special case of a bar-joint framework by replacing each body by a complete framework with sufficiently many joints, and all the theory developed so far can be applied to this model.

Of particular importance for applications (e.g., for rigidity and flexibility analyses of biomolecules or robotic linkages) are 3-dimensional body-hinge frameworks. Since a hinge removes 5 of the 6 relative degrees of freedom between a pair of rigid bodies in 3-space, a 3-dimensional body-hinge framework can be modeled as a special case of a body-bar framework by replacing each hinge with 5 independent bars, each intersecting the hinge line (see Figure 7(a)).

![Figure 7](image)

Figure 7: (a) A 3-dimensional body-hinge framework consisting of two bodies which are connected by a hinge. (b) In 3-space, a hinge can be modeled as a set of 5 independent bars, each intersecting the hinge line.

The infinitesimal rigidity of generic body-hinge frameworks in $\mathbb{R}^d$ was characterized independently by Whiteley [21, 19] and Tay [16, 17]. In the following, we will give a symmetric version of their result by formulating the infinitesimal rigidity of body-hinge frameworks again in terms of Plücker coordinates.

We define a **body-hinge framework** to be a pair $(G, h)$ of an undirected graph $G$ and a hinge-configuration

$$h : E(G) \to Gr(d - 1, d + 1)$$

$$e = \{u, v\} \mapsto \hat{p}_{e,1} \wedge \hat{p}_{e,2} \wedge \cdots \wedge \hat{p}_{e,d-1}.$$ (23)

That is, $h(e)$ indicates the Plücker coordinates of a hinge, i.e., a $(d - 1)$-dimensional simplex determined by points $p_{e,1}, \ldots, p_{e,d-1}$ in the bodies of $u$ and $v$.

An infinitesimal motion of a body-hinge framework $(G, h)$ is defined as $m : V(G) \to \mathbb{R}^{(d+1)/2}$ satisfying

$$m(u) - m(v) \in \text{span}\{h(e)\} \quad \text{for all } \{u, v\} \in E(G).$$ (24)

Observe that $m$ is an infinitesimal motion if $m(u) = m(v)$ for all $u, v \in V(G)$. Such a motion is called a trivial motion, and $(G, h)$ is called **infinitesimally rigid** if all infinitesimal motions of $(G, h)$ are trivial.

For every $e \in E(G)$, let us prepare $((d+1)/2) - 1$ copies of $e$, denoted by $e_1, \ldots, e_{((d+1)/2)-1}$; the set of all copied edges we denote by $((d+1)/2) - 1)E(G)$. Also, let $((d+1)/2) - 1)G = (V(G), ((d+1)/2) - 1)E(G)$.

For the hinge-configuration $h$, we take $b : ((d+1)/2) - 1)E(G) \to Gr(2, d + 1)$ so that $\{b(e_i) \mid 1 \leq i \leq ((d+1)/2) - 1\}$ is a basis of the orthogonal complement of $\text{span}\{sh(e)\}$. Then
\((G, h)\) is infinitesimally rigid if and only if \(((d+1)/2) - 1)G, b)\) is infinitesimally rigid. Thus a body-hinge framework \((G, h)\) can be regarded as a body-bar framework \(((d+1)/2 - 1)G, b)\) with the extra condition that \(\{b(e_i) \mid 1 \leq i \leq (d+1)/2 - 1\}\) is a basis of the orthogonal complement of a one-dimensional space spanned by \(\ast h(e)\) for each \(e \in E(G)\).

Now let us introduce \(\Gamma\)-symmetric body-hinge frameworks. Suppose \(\Gamma\) is a group with \(\tau : \Gamma \to O(\mathbb{R}^d)\). We say that a body-hinge framework \((G, h)\) is \(\Gamma\)-symmetric (with respect to \(\tau\) and \(\theta : \Gamma \to Aut(G)\)) if \(G\) is \(\Gamma\)-symmetric with respect to \(\theta\) and

\[h(\theta(\gamma)e) = \tilde{\tau}^{(d-1)}(\gamma)h(e)\] for every \(e \in E(G)\) and \(\gamma \in \Gamma\).

It is not difficult to check that if \((G, h)\) is \(\Gamma\)-symmetric and \(\theta\) acts freely on \(E(G)\), then there exists a body-bar framework \(((d+1)/2 - 1)G, b)\) so that \(((d+1)/2 - 1)G, b)\) is \(\Gamma\)-symmetric (with respect to \(\tau\) and \(\theta' : \Gamma \to Aut((d+1)/2 - 1)G)\), which is obtained from \(\theta\) in an obvious manner. The framework \(((d+1)/2 - 1)G, b)\) is called a \(\Gamma\)-symmetric body-bar framework associated with \((G, h)\).

We say that \((G, h)\) is \(\Gamma\)-regular if the dimension of the space of infinitesimal motions of \((G, h)\) is minimized among all \(\Gamma\)-symmetric body-hinge realizations \((G, h')\) of \(G\).

Also, for a \(\Gamma\)-gain graph \((H, \psi)\), \(((d+1)/2 - 1)H, \psi)\) denotes the \(\Gamma\)-gain graph obtained from \((H, \psi)\) by replacing each edge \(\tilde{e}\) by \((d+1)/2 - 1\) parallel copies \(\tilde{e}, \ldots, \tilde{e}_{(d+1)/2 - 1}\) with \(\psi(\tilde{e}_i) = \psi(\tilde{e})\).

**Theorem 5.1.** Let \(\Gamma = \mathbb{Z}/2\mathbb{Z} \times \cdots \times \mathbb{Z}/2\mathbb{Z}\), \(\tau : \Gamma \to O(\mathbb{R}^d)\) be a faithful representation, \((G, h)\) be a \(\Gamma\)-regular body-hinge framework, and \((H, \psi)\) be the quotient \(\Gamma\)-gain graph. Suppose that \(\Gamma\) acts freely on the edge set of \(G\). Then the following are equivalent.

- \((G, h)\) is infinitesimally rigid;
- for every \(g \in \Gamma\), \(((d+1)/2 - 1)H\) contains a spanning subgraph \(H_g\) satisfying (2) and (3) of Corollary 4.3;
- for every \(g \in \Gamma\), \(((d+1)/2 - 1)H\) contains a spanning subgraph \(H_g\) satisfying (2) of Corollary 4.3 that contains \((d+1)/2\) edge-disjoint spanning subgraphs \(H_{1,2}, \ldots, H_{d,d+1}\) such that each connected component of \((H_{i,j}, \psi_{g_i,j})\) contains no cycle or just one cycle, which is negative.

**Proof.** Let \(((d+1)/2 - 1)G, b)\) be a \(\Gamma\)-symmetric body-bar framework associated with \((G, h)\). It suffices to show that conditions (i)-(iii) of Theorem 4.1 are equivalent for \(((d+1)/2 - 1)H, \psi, b)\). The equivalence of (ii) and (iii) is nothing but a consequence of the matroid union theorem, as we have seen in the proof of Theorem 4.1. Also, the proof of Theorem 4.1 shows that (i) \(\Rightarrow\) (ii) holds for every \(\Gamma\)-symmetric body-bar framework. So it suffices to show (iii) \(\Rightarrow\) (i) for \(((d+1)/2 - 1)H, \psi, b)\).

It should be noted that by construction,

\[
\{b(\tilde{e}_i) \mid 1 \leq i \leq (d+1)/2 - 1\}
\]

is a basis of the orthogonal complement of \(\text{span}\{\ast h(\tilde{e})\}\) for every \(\tilde{e} \in E(H)\). This implies that \(b\) may not be \(\Gamma\)-regular, and we need to show that the rank does not decrease even if \(b\) satisfies (25).
To see this, suppose that \(((\frac{d+1}{2}) - 1)H\) can be decomposed into \(((\frac{d+1}{2})\) subgraphs \(H_{1,2}, \ldots, H_{d,d+1}\), as specified in (iii). We define \(b' : E(((\frac{d+1}{2}) - 1)H) \rightarrow Gr(2, d + 1)\) by
\[
b'(\tilde{e}) = e_i \wedge e_j \quad (\tilde{e} \in E(H_{i,j})).
\]
Then in the proof of Theorem 4.1 we have already shown that
\[
\text{rank } O_g \left( \left( \left( \frac{d + 1}{2} \right) - 1 \right) H, \psi, \tilde{b}' \right) = \left( \left( \frac{d + 1}{2} \right) - 1 \right) |E(H)|.
\]
On the other hand, let us define \(\tilde{h}' : E(H) \rightarrow Gr(d - 1, d + 1)\) as follows. For each \(\tilde{e} \in E(H)\), there is a pair \((a, b)\) such that \(H_{a,b}\) does not contain any copy of \(\tilde{e}\). Let \(\{i_1, \ldots, i_{d-1}\}\) be the complement of \(\{a, b\}\) among \(\{1, 2, \ldots, d + 1\}\), and let \(\tilde{h}'(\tilde{e}) = e_{i_1} \wedge \cdots \wedge e_{i_{d-1}}\).

Observe that every \(H_{i,j}\) contains at most one copy of \(\tilde{e} \in E(H)\). Therefore, \(\{b'(\tilde{e}_i) | 1 \leq i \leq \left( \frac{d+1}{2} \right)\}\) is linearly independent. Moreover, due to the choice of \(\tilde{h}'\), we have \((b'(\tilde{e}_i), g^h(\tilde{e}_i)) = b'(\tilde{e}_i) \circ h'(\tilde{e}) = 0\) for every \(\tilde{e} \in E(H_g)\) and any copy \(\tilde{e}_i\) of \(\tilde{e}\). Therefore, \(\{b'(\tilde{e}_i) | 1 \leq i \leq \left( \frac{d+1}{2} \right)\}\) is a basis of the orthogonal complement of \(\text{span}\{g^h(\tilde{e})\}\).

Thus, \(((\frac{d+1}{2}) - 1)G, b'\) is a body-bar framework associated with \((G, h')\). Since \(h\) is \(\Gamma\)-regular, we obtain rank \(O_g \left( (\frac{d+1}{2}) - 1 \right) H, \psi, \tilde{b} \geq \text{rank } O_g \left( (\frac{d+1}{2}) - 1 \right) H, \psi, \tilde{b}' = \left( \left( \frac{d+1}{2} \right) - 1 \right) |E(H_g)|\). Thus (i) holds.

If the underlying symmetry has small size, then most of the labeling functions \(\hat{\omega}_g^{ij}\) turn out to be identical and the combinatorial conditions of Theorem 5.1 can be significantly simplified. For example, in Section 4.3 we have seen the exact coordinates of \(\hat{\omega}_g^{(2)}\) in the case of \(\Gamma = C_8\) or \(\Gamma = C_2\) and by specializing Theorem 5.1 to these cases one can easily derive the following.

**Corollary 5.2.** Let \((G, h)\) be a \(C_8\)-regular body-hinge framework in \(\mathbb{R}^3\), where \(C_8\) denotes reflection symmetry. Suppose that \(C_8\) acts freely on the edge set of \(G\). Then \((G, h)\) is infinitesimally rigid if and only if the quotient gain graph \((H, \psi)\) contains three edge-disjoint spanning trees and three subgraphs such that each connected component contains exactly one cycle, which is negative.

**Corollary 5.3.** Let \((G, h)\) be a \(C_2\)-regular body-hinge framework in \(\mathbb{R}^3\), where \(C_2\) denotes half-turn symmetry. Suppose that \(C_2\) acts freely on the edge set of \(G\). Then \((G, h)\) is infinitesimally rigid if and only if the quotient gain graph \((H, \psi)\) contains two edge-disjoint spanning trees and four subgraphs such that each connected component contains exactly one cycle, which is negative.

### 6 Further work and applications

In Section 3.3 we constructed new symmetry-adapted rigidity matrices to analyze the infinitesimal rigidity properties of symmetric body-bar frameworks with arbitrary Abelian point group symmetries. Each of these ‘orbit rigidity matrices’ corresponds to an irreducible representation of the point group of the given body-bar framework. However, analogously to the situation for bar-joint frameworks (see [13, Section 7]), it remains open how to construct a \(\rho_j\)-orbit rigidity matrix of a body-bar framework \((G, b)\), where \(\rho_j\) is
an irreducible representation of the point group of \((G, b)\) which is of dimension at least 2. Consequently, it is not yet clear how to construct a full set of orbit rigidity matrices for a body-bar framework with a non-Abelian point group.

Furthermore, note that throughout this paper, we restricted attention to the case where the point group \(\Gamma\) of a body-bar framework \((G, b)\) acts freely on the vertices of \(G\) (i.e., on the bodies of \((G, b)\)). If we allow \(\Gamma\) to act non-freely on the bodies of \((G, b)\), then the sizes and entries of the orbit rigidity matrices of \((G, b)\) need to be adjusted accordingly.

For example, suppose \((G, b)\) is a 3-dimensional \(C_s\)-symmetric body-bar framework, and a vertex \(i\) of \(G\) is fixed by the reflection \(s\) in \(C_s\) (i.e., \(\theta(s)(i) = i\)). Then \(i\) contributes only three columns to each of the two orbit rigidity matrices of \((G, b)\), since the body corresponding to \(i\) must ‘lie on the mirror plane of \(s\)’, and hence has only three fully-symmetric degrees of freedom (translations within the mirror and rotations about the axis perpendicular to the mirror) and also only three anti-symmetric degrees of freedom (translations perpendicular to the mirror and rotations about axes within the mirror).

Consequently, in the case where the point group does not act freely on the bodies of the framework, the construction of the orbit rigidity matrices becomes significantly more messy (see also [13, 13]), although we do not expect any major new difficulties to arise when making this extension. However, these modifications to the patterns of the orbit rigidity matrices may give rise to substantial new problems in extending the combinatorial results derived in Section 4.2 to this more general case.

Finally, we remark that as special cases of our results in Sections 4.2 and 5, we obtain combinatorial characterizations of infinitesimally rigid 3-dimensional body-bar and body-hinge frameworks which are generic with respect to the point groups \(C_2\) or \(D_2\) - the most common symmetry groups found in proteins [15]. In large systems such as proteins, few if any structural components occupy positions of non-trivial site symmetry, and hence useful global conclusions can be drawn from the study of frameworks under the restriction that the point group acts freely on both the vertex and the edge set of the underlying multi-graph. Therefore, since our results also lay the foundation to design efficient algorithms for testing symmetry-generic infinitesimal rigidity, we anticipate that our work will also be applied to actual proteins and will lead to a better understanding of the behavior and functionality of symmetric proteins such as dimers.
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