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Abstract
We present a novel $Q$-learning algorithm tailored to solve distributionally robust Markov decision problems where the corresponding ambiguity set of transition probabilities for the underlying Markov decision process is a Wasserstein ball around a (possibly estimated) reference measure. We prove convergence of the presented algorithm and provide several examples also using real data to illustrate both the tractability of our algorithm as well as the benefits of considering distributional robustness when solving stochastic optimal control problems, in particular when the estimated distributions turn out to be misspecified in practice.
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1 Introduction
The among practitioners popular and widely applied $Q$-learning algorithm provides a tractable reinforcement learning methodology to solve Markov decision problems (MDP). The $Q$-learning algorithm learns an optimal policy online via observing at each time the current state of the underlying process as well as the reward depending on the current (and possibly next) state when acting according to a (not necessarily) optimal policy and by assuming to act optimally after the next state. The observed rewards determine a function $Q$ depending on a state-action pair that describes the quality of the chosen action when being in the observed state. After a sufficient amount of observations the function $Q$ then allows in each state to decide which actions possess the most quality. In this way the $Q$-learning algorithm determines an optimal policy.

The $Q$-learning algorithm was initially proposed in Watkins’ PhD thesis ([57]), [27] and [58] then provided a rigorous mathematical proof of the convergence of the $Q$-learning algorithm to the optimal $Q$-value function using results from stochastic approximation theory (see e.g. [16] and [41]). The design of the $Q$-learning algorithm as well as the proof of its convergence to the optimal $Q$-value both rely on the dynamic programming principle of the corresponding Markov decision problem, which allows to find an optimal policy for the involved infinite horizon stochastic optimal control problem by solving a one time-step optimization problem. We refer to [1], [2], [3], [11], [12], [24], [25], [28], [29], [35], [38], and [55] for various successful applications of the $Q$-learning algorithm.

Recently, there has been a huge focus in the literature starting from the viewpoint that one might have an estimate of the correct transition probability of the underlying Markov decision process, for example through the empirical measure derived from past observed data, but one faces the risk of misspecifying the correct distribution and hence would like to consider a distributionally robust Markov decision process (compare [5], [6], [13], [17], [23], [30], [31], [32], [37], [39], [47], [48], [52], [56], [59], [61], [62], [64], and [66]), also called Markov decision process under model uncertainty, where one maximizes over the worst-case scenario among all probability measures of an ambiguity set of transition probabilities. We also refer to, e.g., the following related distributionally robust stochastic control problems [13], [14], [22], [52], [53], [60], and [63] beyond the MDP setting. Indeed, as discussed in [31], there is a common risk in practice that
one cannot fully capture the probabilities of the real-world environment due to its complexity and hence the corresponding reinforcement learning algorithm will be trained based on misspecified probabilities. In addition, there is the risk that the environment shifts between the training period and the testing period. This situation can often be observed in practice as the future evolution of random processes rarely behaves exactly according to, for example, the observed historical evolution. One may think as a prime example of financial markets, where several financial crises revealed repeatedly that used models were strongly misspecified. We refer to [31] for further examples, e.g., in robotics, and a further general discussion on the need of considering distributionally robust Markov decision processes and corresponding reinforcement learning based algorithms.

While there has been a lot of contributions in the literature on distributionally robust Markov decision problems, only very recently, to the best of our knowledge, there has been a first Q-learning algorithm developed in [31] to solve distributionally robust Markov decision problems. More precisely, in [31] the authors recently introduced a Q-learning algorithm tailored for distributionally robust Markov decision problems where the corresponding ambiguity set of transition probabilities consists of all probability measures which are \( \varepsilon \)-close to a reference measure with respect to the Kullback-Leibler (KL) divergence, and prove its convergence to the optimal robust Q-value function.

The goal of this paper is to provide a Q-learning algorithm which can solve distributionally robust Markov decision problems where the corresponding ambiguity set of transition probabilities for the underlying Markov decision process is a Wasserstein ball around a (possibly estimated) reference measure. We obtain theoretical guarantees of convergence of our Q-learning algorithm to the corresponding optimal robust Q-value function (see also (12)). The design of our Q-learning algorithm combines the dynamic programming principle of the corresponding Markov decision process under model uncertainty (see, e.g., [37]) and a convex duality result for worst-case expectations with respect to a Wasserstein ball (see [4], [9], [19], [34], and [65]).

From an application point of view, considering the Wasserstein distance has the crucial advantage that it combines the dynamic programming principle of the corresponding Markov decision process under Wasserstein uncertainty. The design of our Q-learning algorithm differs from the one in [31], thus resulting in a different structure than the corresponding one with respect to the KL-divergence.

We demonstrate in several examples also using real data that our robust Q-learning algorithm determines robust policies that outperform non-robust policies, determined by the classical Q-learning algorithm, given that the probabilities for the underlying Markov decision process turn out to be misspecified.

The remainder of the paper is as follows. In Section 2 we introduce the underlying setting of the corresponding Markov decision process under model uncertainty. In Section 3 we present our new Q-learning algorithm and provide our main result: the convergence of this algorithm to the optimal robust Q-value function. Numerical examples demonstrating the applicability as well as the benefits of our Q-learning algorithm compared to the classical Q-learning algorithm are provided in Section 4. All proofs and auxiliary results are provided in Appendix A.1 and A.2, respectively.

## 2 Setting and Preliminaries

In this section we provide the setting and define necessary quantities to define our Q-learning algorithm for distributionally robust stochastic optimization problems under Wasserstein uncertainty.

### 2.1 Setting

Optimal control problems are defined on a state space containing all the states an underlying stochastic process can attain. We model this state space as a finite Cartesian product \( \Omega := X_0^N = X \times X \times \cdots \), where \( X \) is a finite set containing all the states an underlying stochastic process can attain. We refer to [31] for further details.

Given a realization \( X_t \) of the underlying stochastic process at some time \( t \in N_0 \), the outcome of the next state \( X_{t+1} \) can be influenced through actions that are executed in dependence of the current state \( X_t \). At any time the set of possible actions is given by a finite set \( A \subseteq \mathbb{R}^m \), where \( m \in N \) is the dimension of the action space (also referred to as control space). The set of admissible policies \( A \) over the entire time horizon contains all sequences of actions that depend at any time only on the current state.
observation of the state process \((X_t)_{t \in \mathbb{N}_0}\) formalized by

\[
A := \left\{ a = (a_t)_{t \in \mathbb{N}_0} \mid (a_t)_{t \in \mathbb{N}_0} : \Omega \to A; \right. \\
\left. a_t \text{ is } \sigma(X_t)\text{-measurable for all } t \in \mathbb{N}_0 \right\}
\]

\[
= \left\{ (a_t(X_t))_{t \in \mathbb{N}_0} \mid a_t : X \to A \text{ Borel measurable} \right. \\
\left. \text{ for all } t \in \mathbb{N}_0 \right\}.
\]

The current state and the chosen action influence the outcome of the next state by influencing the probability distribution with which the subsequent state is realized. As we take into account model uncertainty we assume that the correct probability kernel is unknown and hence, for each given state \(x\) and action \(a\), we consider an ambiguity set of probability distributions representing the set of possible probability laws for the next state.

We denote by \(M_1(\Omega)\) and \(M_1(\mathcal{X})\) the set of probability measures on \((\Omega, \mathcal{F})\) and \((\mathcal{X}, \mathcal{2}^\mathcal{X})\) respectively, and we assume that an ambiguity set of probability measures is modelled by a set-valued map

\[
\mathcal{X} \times A \ni (x, a) \mapsto P(x, a) \subseteq M_1(\mathcal{X}). \tag{1}
\]

Hence, if at time \(t \in \mathbb{N}_0\) the process \(X_t\) attains the value \(x \in \mathcal{X}\), and the agent decides to execute action \(a \in A\), then \(P(x, a)\) describes the set of possible probability distributions with which the next state \(X_{t+1}\) is realized. If \(P(x, a)\) is single-valued, then the state-action pair \((x, a)\) determines unambiguously the transition probability, and the setting coincides with the usual setting used for classical (i.e., non-robust) Markov decision processes, compare e.g. [7].

The ambiguity set of admissible probability distributions on \(\Omega\) depends therefore on the initial state \(x \in \mathcal{X}\) and the chosen policy \(a \in A\). We define for every initial state \(x \in \mathcal{X}\) and every policy \(a \in A\) the set of admissible underlying probability distributions of \((X_t)_{t \in \mathbb{N}_0}\) by

\[
\Psi_{x,a} := \left\{ \delta_x \otimes P_0 \otimes P_1 \otimes \cdots \mid \text{for all } t \in \mathbb{N}_0 : \right. \\
\left. P_t : \mathcal{X} \to M_1(\mathcal{X}) \text{ Borel-measurable,} \right. \\
\left. \text{ and } P_t(x_t) \in P(x_t, a_t(x_t)) \text{ for all } x_t \in \mathcal{X} \right\},
\]

where the notation \(P = \delta_x \otimes P_0 \otimes P_1 \otimes \cdots \in \Psi_{x,a}\) abbreviates

\[
P(B) := \sum_{x_0 \in \mathcal{X}} \sum_{x_1 \in \mathcal{X}} \cdots 1_B ((x_i)_{i \in \mathbb{N}_0}) \cdots P_{t-1}(x_{t-1}; \{x_t\}) \cdots P_0(x_0; \{x_1\}) \delta_x(\{x_0\}), \quad B \in \mathcal{F}.
\]

Remark 1 In the literature of robust Markov decision processes one refers to \(\Psi_{x,a}\) as being \((s, a)\)-rectangular, see, e.g., [26], [45], [59]. This is a common assumption which turns out to be crucial to obtain a dynamic programming principle (see, e.g., [37, Theorem 2.7] and [43]) and therefore to enable efficient and tractable computations. Indeed, if one weakens this assumption the problem becomes computationally more expensive (see, e.g., [8, Section 2]), or can be provably intractable (compare [30]) and therefore cannot be solved by dynamic programming methods. Several approaches to solve robust MDPs w.r.t. non-rectangular ambiguity sets using methods other than dynamic programming however have recently been proposed, and are described in [21], [30], and [50].

To determine optimal policies we reward actions in dependence of the current state-action pair and the subsequent realized state. To this end, let \(r : \mathcal{X} \times A \times A \to \mathbb{R}\) be some reward function, and let \(\alpha \in \mathbb{R}\) be a discount factor fulfilling

\[
0 < \alpha < 1. \tag{2}
\]

Then, our robust optimization problem consists, for every initial value \(x \in \mathcal{X}\), in maximizing the expected value of \(\sum_{t=0}^{\infty} \alpha^t r(X_t, a_t, X_{t+1})\) under the worst case measure from \(\Psi_{x,a}\) over all possible policies \(a \in A\). More precisely, we aim for every \(x \in \mathcal{X}\) to maximize

\[
\inf_{P \in \Psi_{x,a}} \left( \mathbb{E}_P \left[ \sum_{t=0}^{\infty} \alpha^t r(X_t, a_t, X_{t+1}) \right] \right) \quad \text{among all policies } a \in A.
\]

The value function given by

\[
\mathcal{X} \ni x \mapsto V(x) := \sup_{a \in A} \inf_{P \in \Psi_{x,a}} \mathbb{E}_P \left[ \sum_{t=0}^{\infty} \alpha^t r(X_t, a_t, X_{t+1}) \right] \tag{3}
\]

then describes the expectation of \(\sum_{t=0}^{\infty} \alpha^t r(X_t, a_t, X_{t+1})\) under the worst case measure from \(\Psi_{x,a}\) and under the optimal policy from \(a \in A\) in dependence of the initial value.

2.2 Specification of the Ambiguity Sets

To specify the ambiguity set \(\mathcal{P}(x, a)\) for each \((x, a) \in \mathcal{X} \times A\), we first consider for each \((x, a) \in \mathcal{X} \times A\) a reference probability measure. In applications, this reference measure may be derived from observed data. Considering an ambiguity set related to this reference measure then allows to respect deviations from the historic behavior in the future and leads therefore to a more robust optimal control problem that allows to take into account adverse scenarios, compare also [37]. To that end, let

\[
\mathcal{X} \times A \ni (x, a) \mapsto \mathbb{P}(x, a) \in M_1(\mathcal{X}). \tag{4}
\]

be a probability kernel, where \(\mathbb{P}(x, a)\) acts as reference probability measure for each \((x, a) \in \mathcal{X} \times A\). Then, for
every \((x_0, a) \in \mathcal{X} \times \mathcal{A}\) we denote by
\[
\hat{P}_{x_0, a} := \delta_{x_0} \otimes \hat{P}(\cdot, a_0(\cdot)) \otimes \cdots \in \mathcal{M}_1(\Omega)
\] (5)
the corresponding probability measure on \(\Omega\) that determines the distribution of \((X_t)_{t \in \mathbb{N}_0}\) in dependence of initial value \(x_0 \in \mathcal{X}\) and the policy \(a \in \mathcal{A}\), i.e., we have for any \(B \in \mathcal{F}\) that
\[
\hat{P}_{x_0, a}(B) := \sum_{x_0 \in \mathcal{X}} \cdots \sum_{x_1 \in \mathcal{X}} \cdots \mathbf{1}_B((x_1)_{t \in \mathbb{N}_0}) \cdots \hat{P}(x_{t-1}, a_{t-1}(x_{t-1}); \{x_t\}) \cdots \hat{P}(x_0, a_0(x_0); \{x_1\}) \delta_x(\{x_0\}).
\]

We provide two specifications of ambiguity sets of probability measures \(\mathcal{P}(x, a), (x, a) \in \mathcal{X} \times \mathcal{A}\), as defined in (1). Both ambiguity sets rely on the assumption that for each given \((x, a) \in \mathcal{X} \times \mathcal{A}\) the uncertainty with respect to the underlying probability distribution is modelled through a Wasserstein-ball around the reference probability measure \(\hat{P}(x, a)\) on \(\mathcal{X}\).

To that end, for any \(q \in \mathbb{N}\), and any \(P_1, P_2 \in \mathcal{M}_1(\mathcal{X})\), consider the q-Wasserstein-distance
\[
W_q(P_1, P_2) := \left( \inf_{\pi \in \Pi(P_1, P_2)} \int_{\mathcal{X} \times \mathcal{X}} \|x - y\|^q \pi(x, y) \right)^{1/q},
\]
where \(\|\cdot\|\) denotes the Euclidean norm on \(\mathbb{R}^d\) and where \(\Pi(P_1, P_2) \subseteq \mathcal{M}_1(\mathcal{X} \times \mathcal{X})\) denotes the set of joint distributions of \(P_1\) and \(P_2\). Since we consider probability measures on a finite space we have a representation of the form
\[
P_i = \sum_{x \in \mathcal{X}} a_{i,x} \delta_x, \quad \text{with} \quad \sum_{x \in \mathcal{X}} a_{i,x} = 1, \quad a_{i,x} \geq 0
\]
for all \(x \in \mathcal{X}\) for \(i = 1, 2\), where \(\delta_x\) denotes the Dirac-measure at point \(x \in \mathcal{X}\). Hence, the q-Wasserstein-distance can also be written as
\[
W_q(P_1, P_2) := \left( \min_{\pi_{x,y} \in \Pi(P_1, P_2)} \sum_{x,y \in \mathcal{X}} \|x - y\|^q \cdot \pi_{x,y} \right)^{1/q},
\]
where
\[
\bar{\Pi}(P_1, P_2) := \left\{ (\pi_{x,y})_{x,y \in \mathcal{X}} : \sum_{x \in \mathcal{X}} \pi_{x,y} = a_{2,y}, \sum_{y' \in \mathcal{X}} \pi_{x,y'} = a_{1,x} \text{ for all } x, y \in \mathcal{X} \right\}.
\]

Relying on the above introduced Wasserstein-distance we define two ambiguity sets of probability measures.

**Setting 1.** The ambiguity set \(\mathcal{P}_1^{q, \varepsilon}\)

We consider for any fixed \(\varepsilon > 0\) and \(q \in \mathbb{N}\) the ambiguity set
\[
\mathcal{X} \times \mathcal{A} \ni (x, a) \mapsto \mathcal{P}_1^{q, \varepsilon}(x, a) := \left\{ P \in \mathcal{M}_1(\mathcal{X}) \text{ s.t.} \right\}
\]
\[
W_q(\hat{P}(x, a), P) \leq \varepsilon
\]
(6)
being the q-Wasserstein ball with radius \(\varepsilon\) around the reference measure \(\hat{P}(x, a)\), defined in (4). For each \((x, a) \in \mathcal{X} \times \mathcal{A}\) the ambiguity set \(\mathcal{P}_1^{q, \varepsilon}(x, a)\) contains all probability measures that are close to \(\hat{P}(x, a)\) with respect to the q-Wasserstein distance. In particular, \(\mathcal{P}_1^{q, \varepsilon}(x, a)\) contains also measures that are not necessarily dominated by the reference measure \(\hat{P}(x, a)\).

**Setting 2.** The ambiguity set \(\mathcal{P}_2^{q, \varepsilon}\)

We next define an ambiguity set that can particularly be applied when autocorrelated time-series are considered. In this case we assume that the past \(h \in \mathbb{N} \cap [2, \infty)\) values of a time series \((Y_t)_{t = -h+1, -h+2, \ldots}^h\) may have an influence on the subsequent value of the state process. Then, at time \(t \in \mathbb{N}_0\) the state vector is given by
\[
X_t = (Y_{t-h+1}, \ldots, Y_t) \in \mathcal{X} := \mathcal{Y}^h \subset \mathbb{R}^D^h,
\]
(7)
with \(\mathcal{Y} \subset \mathbb{R}^D\) finite, where \(D \in \mathbb{N}\) describes the dimension of each value \(Y_t \in \mathcal{Y} \subset \mathbb{R}^D\).

An example is given by financial time series of financial assets, where not only the current state, but also past realizations may influence the subsequent evolution of the assets and can therefore be modelled to be a part of the state vector, compare also the presentation in [37, Section 4.3.].

Note that at each time \(t \in \mathbb{N}_0\) the part \((Y_t, \ldots, Y_{h+1}) \in \mathbb{R}^{D(h-1)}\) of the state vector \(X_{t+1}\) that relates to past information can be derived once the current state \(X_t = (Y_{t-h+1}, Y_{t-h+2}, \ldots, Y_t)\) is known. Only the realization of \(Y_{t+1}\) is subject to uncertainty. Conditionally on \(X_t\) the distribution of \(X_{t+1}\) should therefore be of the form \(\delta_{(Y_{t+1}, \ldots, Y_t)} \otimes \hat{P} \in \mathcal{M}_1(\mathcal{X})\) for some probability measure \(\hat{P} \in \mathcal{M}_1(\mathcal{Y})\).

We write, given some \(x = (x_1, \ldots, x_h) \in \mathcal{X}\),
\[
\pi(x) := (x_2, \ldots, x_h) \in \mathcal{Y}^{h-1}
\]
such that \(z = (x_1, \pi(x)) \in \mathcal{X}\) and such that \(\pi(X_t) = (Y_{t-h+2}, \ldots, Y_t)\). The vector \(\pi(x)\) denotes the projection
of \( x \) onto the last \( h - 1 \) components and represents the part of the state \( x \in \mathcal{X} \) that is carried over to the subsequent state and is therefore not subject to any uncertainty. To reflect the fact that the first \( h - 1 \) components can be deterministically derived once the previous state is known, we impose now the assumption that the reference kernel is of the form

\[
\mathcal{X} \times A \ni (x, a) \mapsto \hat{P}(x, a) = \delta_{(x,a)} \otimes \check{P}(x, a) \in \mathcal{M}_1(\mathcal{X}),
\]

(9)

where \( \hat{P} \) is a probability kernel defined by \( \mathcal{X} \times A \ni (x, a) \mapsto \hat{P}(x, a) \in \mathcal{M}_1(\mathcal{Y}) \). This allows us to define for any fixed \( \varepsilon > 0 \) and \( q \in \mathbb{N} \) the ambiguity set \(^1\)

\[
\mathcal{X} \times A \ni (x, a) \mapsto \mathcal{P}_2^{(q, \varepsilon)}(x, a) := \left\{ P \in \mathcal{M}_1(\mathcal{X}) \text{ s.t.} \right\}
\]

\[
P = \delta_{(x,a)} \otimes \check{P} \text{ for } \check{P} \in \mathcal{M}_1(\mathcal{Y}) \text{ with } W_q(\hat{P}, \tilde{P}(x, a)) \leq \varepsilon,\]

(10)

i.e., for each \( (x, a) \in \mathcal{X} \times A \) we consider all measures of the form \( \delta_{(x,a)} \otimes \check{P} \) for \( \tilde{P} \) being close in the \( q \)-Wasserstein distance to \( \hat{P}(x, a) \).

From now on, the ambiguity set of probability measures \( \mathcal{P}(x, a), (x, a) \in \mathcal{X} \times A \), either corresponds to \( \mathcal{P}_2^{(q, \varepsilon)}(x, a), (x, a) \in \mathcal{X} \times A \), defined by (6), or to \( \mathcal{P}_2^{(q, \varepsilon)}(x, a), (x, a) \in \mathcal{X} \times A \), defined by (10).

**Remark 2** In various applications such as for example portfolio optimization in finance ([37, Section 4]), an agent would like to choose at each time \( t \) an action \( a_t \) not only based on the current observation of the state process but also based on some historical observations. To be able to cover such a scenario also in the context of Markov Decision Problems, it is a well-known procedure to extend the state space to be able to also include historical observations into the current state. The ambiguity set \( \mathcal{P}_2^{(q, \varepsilon)} \) can therefore be seen as the natural extension of \( \mathcal{P}_1^{(q, \varepsilon)} \) tailored exactly for that scenario described above. We highlight that in that case, given an agent observes \( X_t = (Y_{t-h+1}, \ldots, Y_t) \) at time \( t \), the only uncertainty on \( X_{t+1} = (Y_{t-h+2}, \ldots, Y_{t+1}) \) lies in the last component \( Y_{t+1} \), and not in the whole vector \( X_{t+1} \), as the other components are observed through \( X_t \). This explains the structure of the corresponding measures in \( \mathcal{P}_2^{(q, \varepsilon)} \) involving Dirac measures.

**Remark 3** Using the Wasserstein distance for capturing distributional uncertainty differs significantly from employing the Kullback-Leibler distance, which was used, e.g., in [31]. By using an ambiguity set defined via the Wasserstein distance, one can consider all probability distributions that are in proximity to a reference measure, even if they are not necessarily absolutely continuous with respect to it. This becomes important when the reference measure is estimated from historical data and contains point masses at the observed values, but one does not want to restrict future values to those observed in the past. In contrast, if one is confident about the support of the underlying transition kernel, it can be advantageous to use an ambiguity set defined using a distance such as the Kullback-Leibler distance which only considers probability measures with the same support (or smaller) as the reference measure.

### 2.3 Definition of Operators

We consider the following single time step optimization problem

\[
TV(x) := \sup_{a \in A} \inf_{P \in \mathcal{P}(x, a)} E_p [r(x, a, X_1) + \alpha V(X_1)], \quad x \in \mathcal{X},
\]

(11)

where \( \mathcal{X} \ni x \mapsto V(x) \) is the value function defined in (3), and we define the optimal robust \( Q \)-value function by

\[
\mathcal{X} \ni (x, a) \mapsto Q^*(x, a) := \inf_{P \in \mathcal{P}(x, a)} E_p [r(x, a, X_1) + \alpha V(X_1)].
\]

(12)

Note that if (2) holds and \( \mathcal{P}(x, a) \) is either \( \mathcal{P}_1^{(q, \varepsilon)}(x, a) \) or \( \mathcal{P}_2^{(q, \varepsilon)}(x, a) \) for all \( (x, a) \in \mathcal{X} \times A \), then the values of \( Q^* \) are finite, since for all \( (x, a) \in \mathcal{X} \times A \) we have

\[
|Q^*(x, a)| \leq \inf_{P \in \mathcal{P}(x, a)} E_p [\!|r(x, a, X_1)| + \alpha |V(X_1)|] \\
\leq \inf_{y \in X} E_y [\!|r(x, a, y)| + \alpha \sup_{y \in X} |V(y)| < \infty,
\]

(13)

where the finiteness of \( V \) follows from [37, Theorem 2.7]. Then we obtain as a consequence of the main result from [37, Theorem 3.1] the following proposition showing that the infinite time horizon distributionally robust optimization problem defined in (3) can be solved by the consideration of a suitable one time-step fixed point equation, which is the key result that allows to derive \( Q \)-learning type of algorithms.

**Proposition 4** Assume that (2) holds and that the ambiguity set \( \mathcal{P}(x, a) \) is either given by \( \mathcal{P}_1^{(q, \varepsilon)}(x, a) \) or \( \mathcal{P}_2^{(q, \varepsilon)}(x, a) \) for all \( (x, a) \in \mathcal{X} \times A \). Then for all \( x \in \mathcal{X} \) we have \( \sup_{a \in A} Q^*(x, a) = TV(x) = V(x) \), where \( \mathcal{X} \ni x \mapsto V(x) \) corresponds to the value function of the robust stochastic optimal control problem defined in (3).
3 The Robust Q-learning Algorithm

In this section we present a novel robust Q-learning algorithm for the corresponding distributionally robust stochastic optimization problem (3) and prove its convergence.

A robust Q-learning algorithm intends to approximate \( Q^*(x, a) = \inf_{P \in \mathcal{P}(x, a)} \mathbb{E}_P[r(x, a, X_1) + \alpha V(X_1)] \) which involves the minimization over an infinite amount of probability measures. Due to the particular choice of ambiguity sets (6) and (10) w.r.t. the Wasserstein-distance, this can transform this minimization problem into a tractable problem using a duality from, e.g., [4].

To this end, for a function \( f : \mathcal{X} \to \mathbb{R} \) we define, as in [4, Section 2] or [54, Section 5] its \( \lambda_c - \) transform.

**Definition 5 (\( \lambda_c \)-transform)** Let \( f : \mathcal{X} \to \mathbb{R} \), let \( \lambda \geq 0 \), and let \( c : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \). Then the \( \lambda_c \)-transform of \( f \) is defined by \( \mathcal{X} \ni x \mapsto (f)_\lambda(x) := \sup_{y \in \mathcal{X}} \{ f(y) - \lambda \cdot c(x, y) \} \).

Indeed, the \( \lambda_c \)-transform now allows to rephrase the optimization problem involved in the definition of \( Q^* \) in more tractable terms involving only expectation with respect to the reference kernel, compare also Proposition 16. We use this representation to define our robust Q-learning algorithm which is summarized in Algorithm 1.

The update rule from (16) in Algorithm 1 means that for all \((x, a) \in \mathcal{X} \times A\), \( t \in \mathbb{N} \), we have \( Q_{t+1}(x, a) = Q_t(x, a) + \tilde{\gamma}_{\text{visits}(x, a)} \left( -\left( (-f_t(x, a))^{\lambda_c}(X_{t+1}) - \varepsilon^q \lambda_t - Q_t(x, a) \right) \right) \) if \((x, a) = (X_t, a(X_t))\) and \( Q_{t+1}(x, a) = Q_t(x, a)\) else, i.e., the update of \( Q_{t+1} \) only takes that state-action pair into account which was realized by the process \((X_t)_{t \in \mathbb{N}}\). Further, note that Algorithm 1 assumes for each time \( t \in \mathbb{N} \) the existence of some \( \lambda_t \in [0, \infty) \) such that (15) holds. The following result ensures that this requirement is indeed fulfilled.

**Lemma 6** Let \((x, a) \in \mathcal{X} \times A\), \( t \in \mathbb{N} \), let \( \tilde{P} \in \mathcal{M}_t(\mathcal{X}) \) and recall \( \mathcal{X} \ni y \mapsto f_t(x, a)(y) \) defined in (14). Further let \( \mathcal{X} \times \mathcal{X} \ni (x, y) \mapsto c(x, y) \in [0, \infty] \) satisfy \( \min_{y \in \mathcal{X}} c(x, y) = 0 \) for all \( x \in \mathcal{X} \). Then, there exists some \( \lambda^* \in [0, \infty) \) such that \( \mathbb{E}_{\tilde{P}} \left[ -\left( (-f_t(x, a))^{\lambda_c}(X_t) - \varepsilon^q \lambda^* \right) \right] = \sup_{\lambda \geq 0} \left( \mathbb{E}_{\tilde{P}} \left[ -\left( (-f_t(x, a))^{\lambda_c}(X_t) - \varepsilon^q \lambda \right) \right] \right) \).

The following main result now shows that the function \( (Q_t)_{t \in \mathbb{N}} \) obtained as the output of Algorithm 1 converges indeed against the optimal robust Q-value function \( Q^* \) defined in (12).

**Algorithm 1 Robust Q-learning**

**Input** State space \( \mathcal{X} \subseteq \mathbb{R}^d \); Control space \( A \subseteq \mathbb{R}^m \); Reward function \( r \); Discount factor \( \alpha \in (0, 1) \); Kernel \( \tilde{P} \); Starting point \( x_0 \); Policy \( a \in A \); Cost function \( c \) of the \( \lambda_c \)-transform; Ambiguity parameter \( \varepsilon > 0 \); Parameter \( q \in \mathbb{N} \) related to the Wasserstein-distance; Sequence of learning rates \((\tilde{\gamma}_t)_{t \in \mathbb{N}} \subseteq [0, 1] \);

1: Initialize \( Q_0(x, a) \) for all \((x, a) \in \mathcal{X} \times A\) to an arbitrary real value;
2: Initialize \( \text{visits}(x, a) \leftarrow 0 \) for all \((x, a) \in \mathcal{X} \times A\);
3: for \( t = 0, 1, \ldots \) do
4: Set for all \((x, a) \in \mathcal{X} \times A\):
5: \( \text{visits}(x, a) \leftarrow \begin{cases} \text{visits}(x, a) + 1 & \text{if } (x, a) = (X_t, a_t(X_t)), \\ \text{visits}(x, a) & \text{else}; \end{cases} \)
6: Define the map:
7: \( \gamma_t : \mathcal{X} \times A \times \mathcal{X} \to \mathbb{R}, \quad (x, a, x') \mapsto \gamma_t(x, a, x') := \tilde{\gamma}_{\text{visits}(x, a)} I\{ (x', a_t(x')) = (x, a) \} \);
8: For every \((x, a) \in \mathcal{X} \times A\) we set:
9: \( f_t(x, a) : \mathcal{X} \to \mathbb{R}, \quad y \mapsto r(x, a, y) + \alpha \max_{b \in A} Q_t(y, b) \);
10: end for

**Output** A sequence \((Q_t(x, a))_{t \in \mathbb{N}}, x \in \mathcal{X}, a \in A\)

**Theorem 7** Assume that (2) holds, and let \((x_0, a) \in \mathcal{X} \times A\) such that

\[
\sum_{t=1}^{\infty} \gamma_t(x, a, X_t) = \infty, \quad \sum_{t=1}^{\infty} \gamma_t^2(x, a, X_t) < \infty
\]

for all \((x, a) \in \mathcal{X} \times A\). Then \( \tilde{P}_{x_0, a} \) almost surely.

(i) Let the ambiguity set be given by \( \mathcal{P}(x, a) = \mathcal{P}_1^{(q, \varepsilon)}(x, a) \)
for all \((x, a) \in X \times A\) for some \(\varepsilon > 0\) and \(q \in N\), and consider \(c_1 : X \times X \to (x, y) \mapsto \|x - y\|^q\). Then, we have for all \((x, a) \in X \times A\) that

\[
\lim_{t \to \infty} Q_t(x, a) = Q^*(x, a) \quad \widehat{P}_{x_0, a} - \text{almost surely}.
\]

(ii) Let \(X = T^h\) for some \(h \in N \cap [2, \infty)\) and \(T \subset R^D\) finite for some \(D \in N\), let the ambiguity set be given by \(\mathcal{P}(x, a) = \mathcal{P}_2(x, a)\) for all \((x, a) \in X \times A\) for some \(\varepsilon > 0\) and \(q \in N\), and consider \(\mathcal{P}_2 : X \times X \to \infty, 1_{\{(x_1, \ldots, x_{n-1}) \neq (y_1, \ldots, y_{n-1})\}}(x, y) + \|x_h - y_h\|^q\), where \((x, y) = ((x_1, \ldots, x_h), (y_1, \ldots, y_h))\). Then, we have for all \((x, a) \in X \times A\) that

\[
\lim_{t \to \infty} Q_t(x, a) = Q^*(x, a) \quad \widehat{P}_{x_0, a} - \text{almost surely}.
\]

Remark 8 Note that condition (17) can be ensured by considering a sequence of learning rates \((\bar{\gamma}_t)_{t \in \mathbb{N}_0} \subseteq [0, 1]\) satisfying

\[
\sum_{t=0}^{\infty} \bar{\gamma}_t = \infty, \quad \sum_{t=0}^{\infty} \bar{\gamma}_t^2 < \infty,
\]

and \((X_t)_{t \in \mathbb{N}_0}\) is a (positive) recurrent irreducible Markov decision process under \(\widehat{P}_{x_0, a}\).

Remark 9 Note that in the non-robust case it has been empirically shown that an efficient choice for \(a \in A\) when applying Q-learning is given by the so-called \(\varepsilon\)-greedy policy, see e.g. [15, Chapter 9], [33], or [51]. The \(\varepsilon\)-greedy policy \(a := (a_1, a_2, \ldots) \in A\) is, for \(\varepsilon > 0\), \(t \in \mathbb{N}_0\), defined by

\[
X \ni x \mapsto a_t(x) := \arg\max_{a \in B} Q_t(x, b) \quad \text{prob. } 1 - \varepsilon, \quad a \sim \mathcal{U}(A) \quad \text{prob. } \varepsilon,
\]

where \(a \sim \mathcal{U}(A)\) means that a random action \(a\) is chosen uniformly at random from the finite set \(A\). A popular modification of the \(\varepsilon\)-greedy policy is to start with a relatively large \(\varepsilon\) and to decrease the value of \(\varepsilon\) over time, see, e.g., [33].

Remark 10 Note that from the optimal Q-value function one can infer \(X \ni x \mapsto a_{\text{opt}}(x) := \arg\max_{a \in A} Q^*(x, a)\) and \(a^* := (a_{\text{opt}}(X_0), a_{\text{opt}}(X_1), \ldots) \in A\) which solves the robust stochastic optimal control problem (3), compare Proposition 4 and [57, Theorem 2.7]. Analogously, by considering \(X \ni x \mapsto \arg\max_{a \in A} Q_t(x, a)\) for a sufficiently large \(t \in N\), we can derive an approximation of the optimal action.

The following result based on [36] shows that whenever an agent possesses a good enough guess about the true (but to her unknown) probability kernel \(P_{\text{true}}(x, a)\) so that it is contained in the ambiguity set, one can bound the difference of the values of the robust and non-robust Markov decision problems. This is important since \(\lim_{t \to \infty} Q_t(x, a) = Q^*(x, a) \widehat{P}_{x_0, a} - \text{a.s.}\) and \(\sup_{a \in A} Q_t(x, a) = V(x)\), hence the following result also provides an upper bound on the sub-optimality of the performance of our robust Q-learning algorithm. We see that it can be controlled to be arbitrarily small when \(\varepsilon \to 0\), as long as the agent possesses a good enough guess for \(P_{\text{true}}(x, a)\) as discussed above. Note that compared to [36], no regularity assumptions on the map \((x, a) \mapsto P_{\text{true}}(x, a)\) nor on the reward function are necessary due to the finiteness of both the state and action space.

**Proposition 11** Let \(\varepsilon > 0\), \(q \in N\), and let

\[
X \ni x \mapsto V_{\text{true}}(x) := \sup_{a \in A} \left( E_{P_{\text{true}}} \left[ \sum_{t=0}^{\infty} \alpha^t r(x_t, a_t, X_{t+1}) \right] \right),
\]

with

\[
P_{x_0, a} := \delta_x \otimes P_{\text{true}} \otimes P_{\text{true}} \otimes P_{\text{true}} \otimes \cdots \in \mathcal{M}_1(\Omega),
\]

where \(X \times A \ni (x, a) \mapsto P_{\text{true}}(x, a) \in \mathcal{P}^{(q,c)}(x, a), i \in \{1, 2\}\), for all \(x \in X, a \in A\). Moreover, assume that the discount factor satisfies (2.2) as well as \(aL_P < 1\), where

\[
L_P := \sup_{(x, a), (x', a') \in X \times A} \frac{W_q(P_{\text{true}}(x, a), P_{\text{true}}(x', a'))}{\|x - x'\| + \|a - a'\|}.
\]

Then for any \(x \in X\) we have

\[
0 \leq V_{\text{true}}(x) - V(x) \leq 2L_\varepsilon(1 + a) \sum_{i=0}^{\infty} \alpha^i \sum_{j=0}^{i} (L_P)^j < \infty,
\]

where

\[
L_r := \sup_{(x_0, a_0, x_1) \in X \times A \times X} \frac{|r(x_0, a_0, x_1) - r(x'_0, a'_0, x'_1)|}{\|x_0 - x'_0\| + \|a_0 - a'_0\| + \|x_1 - x'_1\|}.
\]

**4 Numerical Examples**

In this section we provide three numerical examples that illustrate how the robust Q-learning Algorithm 1 can
be applied to specific problems. The examples highlight that a distributionally robust approach can outperform non-robust approaches whenever the assumed underlying distribution of the non-robust Markov Q-learning approach turns out to be misspecified during the testing period.

The selection of examples in this section is intended to give a small impression on the broad range of different applications of Q-learning algorithms for stochastic optimization problems. We refer to [7], [15], and [24] for an overview on several applications in finance and to [49] for a range of applications outside the world of finance.

4.1 On the Implementation

To apply the numerical method from Algorithm 1, we use for all of the following examples a discount factor of $\alpha = 0.45$, an $\varepsilon$-greedy policy with $\varepsilon = 0.1$ (compare Remark 9), $q = 1$, and as a sequence of learning rates we use $\gamma_t = \frac{1}{t+1}$ for $t \in \mathbb{N}_0$. Moreover, we train all implementations with 50,000 iterations. The parameter $\lambda_t$ from (15) is determined by maximizing the right-hand-side of (15) with a numerical solver relying on the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm ([10], [18], [20], [44]). Further details of the implementation can be found under [42].

4.2 Examples

Example 12 (Coin Toss) We consider an agent playing the following game: At each time $t \in \mathbb{N}_0$ the agent observes the result of 10 coins that either show heads (encoded by 1) or tails (encoded by 0). The state $X_t$ at time $t \in \mathbb{N}_0$ is then given by the sum of the heads observed in the 10 coins, i.e., we have $X_t := \{0, \ldots, 10\}$. At each time $t$ the agent can bet whether the sum of the heads of the next throw strictly exceeds the previous sum (i.e. $X_{t+1} > X_t$), or whether it is strictly smaller (i.e. $X_{t+1} < X_t$).

If the agent is correct, she gets 1 $, if the agent is wrong she has to pay 1 $. The agent also has the possibility not to play. We model this by considering the reward function $r(x,a,x') := a\mathbb{1}_{x<x'} - a\mathbb{1}_{x>x'} - |a|\mathbb{1}_{x=x'}$, where the possible actions are given by $A := \{-1,0,1\}$, where for example $a = 1$ corresponds to betting $X_{t+1} > X_t$. We then rely on Setting 1.) from Section 2.2 and consider as a reference measure a binomial distribution with $n = 10,p = 0.5$, i.e., $\mathcal{X} \times A \ni (x,a) \mapsto \hat{P}(x,a) := \text{Bin}(10,0.5)$.

We then define, according to Setting 1.), an ambiguity set, in dependence of $\varepsilon > 0$, by

$$\mathcal{P}(x,a) := \left\{ \mathbb{P} \in \mathcal{M}_1(\mathcal{X}) \text{ s.t. } W_1\left( \mathbb{P}, \text{Bin}(10,0.5) \right) \leq \varepsilon \right\}$$

(23)

for every $(x,a) \in \mathcal{X} \times A$. Let $p \in [0,1]$. Then, we denote the cumulative distribution function of a $B(10,p)$-distributed random variable by $F_{10,p}$. Then we compute for the 1-Wasserstein distance that

$$W_1\left( \text{Bin}(10,0.5), \text{Bin}(10,p) \right) = \int_{\mathbb{R}} |F_{10,0.5}(x) - F_{10,p}(x)| \, dx = \int_0^\infty F_{10,\min\{0,0.5\}}(x) - F_{10,\max\{0,0.5\}}(x) \, dx = \int_0^\infty (1 - F_{10,\max\{0,0.5\}}(x)) \, dx$$

$$- \int_0^\infty (1 - F_{10,\min\{0,0.5\}}(x)) \, dx = 10 \cdot \max\{0,0.5\} - 10 \cdot \min\{0,0.5\} = 10 \cdot |0.5 - p|,$$

(24)

where the first equality of (24) follows e.g. from [42, Equation (3.5)] and the second equality of (24) follows since $F_{10,\min\{0,0.5\}}(x) \leq F_{10,\max\{0,0.5\}}(x)$ for all $x \in \mathbb{R}$. This means that all binomial distributions Bin$(10,p)$ with $p \in [0.5 - \frac{5}{10}, 0.5 + \frac{5}{10}]$ are contained in the ambiguity set. The calculation from (24) gives a good indication how choosing a different value of $\varepsilon$ may influence the measures contained in the ambiguity set. We then train actions $a_{\text{robust},\varepsilon} = (a_{\text{robust},t,\varepsilon})_{t \in \mathbb{N}_0} \in \mathcal{A}$ according to the robust Q-learning approach proposed in Algorithm 1 for different values of $\varepsilon$, compare also Remark 10. Additionally we train an action $a_{\text{non-robust}} = (a_{\text{non-robust},t})_{t \in \mathbb{N}_0} \in \mathcal{A}$ according to the classical non-robust Q-learning approach, see, e.g., [57], where we assume that the underlying process $(X_t)_{t \in \mathbb{N}_0}$ develops according to the reference measure $\hat{P}$. We obtain after applying Algorithm 1 the strategies depicted in Table 1. In particular, we see that in comparision with the non-robust action $a_{\text{non-robust}}$, the robust actions $a_{\text{robust},\varepsilon}$ behave more carefully where a larger value of $\varepsilon$ corresponds to a more careful behavior, which can be clearly seen for $\varepsilon = 2$, in which case the agent decides not to play for every realization of the state.

Table 1

| X_t | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|---|---|---|---|---|---|---|---|---|---|----|
| a_{non-robust}(X_t) | 1 | 1 | 1 | 1 | 1 | 0 | -1 | -1 | -1 | -1 | -1 |
| a_{robust,\varepsilon=0.5}(X_t) | 1 | 1 | 1 | 0 | 0 | 0 | 0 | -1 | -1 | -1 | -1 |
| a_{robust,\varepsilon=1}(X_t) | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | -1 | -1 |
| a_{robust,\varepsilon=2}(X_t) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

5 We highlight that of course the ambiguity set not only contains binomial distributions.
and a non-robust by playing 100 000 rounds of the game according to these actions. For simulating the 100 000 rounds we assume an underlying binomial distribution \( P_{\text{true}} = \text{Bin}(10, p_{\text{true}}) \) with a fix probability \( p_{\text{true}} \) for heads which we vary from 0.1 to 0.9. We depict the cumulated profits of the considered actions in Table 2. We observe that if the probability for heads \( p_{\text{true}} \) is similar as probability for heads in the reference measure \( (p = 0.5) \), then the non-robust approach (w.r.t. \( P(x,a) := \text{Bin}(10,0.5) \)) outperforms the robust approaches. If however the model with which the non-robust action was trained was clearly misspecified then \( \alpha_{\text{robust},\varepsilon} \) outperforms \( \alpha_{\text{non-robust}} \). More precisely, the larger the degree of misspecification the more favorable it becomes to choose a larger \( \varepsilon \). This can be well explained by the choice of the ambiguity set that covers, according to (24), the more measures under which we test, the larger we choose \( \varepsilon \).

This simple example showcases that in practice one is uncertain about the correct law according to which the state process evolves and one faces the risk of misspecifying the probabilities, then it can be advantageous to rely on a distributionally robust approach, whereas the choice of the radius of the Wasserstein-ball is extremely important as it corresponds to the degree of misspecification one wants to be robust against.

Example 13 (Comparison with KL-Uncertainty)

We reconsider an example of a supply-chain model provided in [31, Section 4]. In this example we have for some \( n \in \mathbb{N} \) the state space \( \mathcal{X} = \{0,1,\ldots,n\} \) representing the possible goods in the inventory and the action space \( A = \mathcal{X} \) representing the possible goods we can order. The reward function is defined as the negative of the costs that are composed of holding costs and fixed ordering costs depending on parameters \( h,p,k \in \mathbb{R} \) and on the demand which is, for the reference measure, uniformly distributed on \( \mathcal{X} \), see [31, Section 4] for more details.

In the setting described in [31, Section 4], the optimal non-robust strategy (w.r.t. the reference measure) given current number of goods \( x \) is \( \alpha_{\text{non-robust}}(x) = (8 - x) \cdot 1_{\{x < 2\}} \) while we compute for a Wasserstein-uncertainty parameter \( \varepsilon = 1 \) an optimal robust strategy \( \alpha_{\text{Wasserstein}}(x) = (8 - x) \cdot 1_{\{x < 1\}} + 51_{\{x \in [2,3]\}} \). The robust strategy computed in [31, Section 4] that takes uncertainty w.r.t. Kulback–Leibler distance in account is given by \( \alpha_{\text{KL}}(x) = (7 - x) \cdot 1_{\{x \leq 4\}} \).

As in [31, Figure 1], we evaluate the strategies on a distribution which does not coincide with the reference measure. To this end, we follow the example from [31, Section 4] and consider a perturbed uniform distribution depending on parameters \( m \) and \( b \). With parameter \( b = 1 \) we compute after evaluation on 100 000 iterations the costs depicted in Figure 1, in dependence of the parameter \( m \). The figure shows that for this particular example the Wasserstein approach leads for all values that are considered, except for \( m \in \{5,6\} \), to smaller costs than the approach provided in [31, Section 4]. Moreover, since the true distribution does not coincide with the reference distribution, the robust strategies can outperform the non-robust ones (defined w.r.t. the reference distribution).

Example 14 (Stock Movement Prediction) We study the problem of predicting the movement of stock prices. We aim to predict whether in the next time step the return of an underlying stock is strongly negative (encoded by \(-2\)), slightly negative (encoded by \(-1\)), slightly positive (encoded by 1), or strongly positive (encoded by 2). Hence the space of the numerically encoded returns is \( \mathcal{T} := \{-2, -1, 1, 2\} \). We want to rely our prediction for the movement of the next return on the last \( h = 5 \) values. Hence, we consider, in line with the setting outlined in (7) \( \mathcal{X} := \mathcal{T}^h = \{-2, -1, 1, 2\}^5 \). The space of actions is modelled by \( A := \{-2, -1, 1, 2\} = \mathcal{T} \) as the actions correspond to the future returns that are predicted. To construct a reference measure, we consider the historic evolution of the (numerically encoded) returns of the underlying stock. This time series is denoted by \( (\mathcal{R}_j)_{j=1,\ldots,N} \subset \mathcal{T}^N \) for some \( N \in \mathbb{N} \), see also Figure 2 for an illustration.

![Fig. 1. Total Costs for \( b = 1 \) after 100000 iterations in the setting of Example 13, compare also [31, Figure 1].](image1)

![Fig. 2. Illustration of the time relation between the time series of observed returns \((\mathcal{R}_j)_{j=1,\ldots,N}\) and the future returns which we want to predict.](image2)
We then define for some small $\varepsilon > 0$ the set-valued map $X \times A \ni (x, a) \mapsto \tilde{P}(x, a) := \sum_{i \in T} p_i(x) \cdot \delta_{(i)} \in \mathcal{M}_1(T)$ where for $x \in X, i \in T$ we define

$$p_i(x) := \frac{\tilde{p}_i(x) + \varepsilon}{\gamma + \sum_{j \in T} \tilde{p}_j(x) \in [0, 1],} \quad (25)$$

as well as

$$\tilde{p}_i(x) := \sum_{j=1}^{N-h+1} 1\{i(x, j) = (R_1, \ldots, R_{j+h-1})\}. \quad (26)$$

This means the construction of $\tilde{P}(x, a)$ relies, according to (26), on the relative frequency of the sequence $(\pi(x), i)$ in the time series of past realized returns $(R_j)_{j=1, \ldots, N}$. Equation (25) is then applied to convert the frequencies into probabilities. Then, as a reference measure we consider, as in (9), the set-valued map

$$X \times A \ni (x, a) \mapsto \hat{P}(x, a) = \delta_{\pi(x)} \otimes \tilde{P}(x, a) \in \mathcal{M}_1(X). \quad (27)$$

Moreover, as a reward function we consider $\chi \times A \times X \ni (x, a, x') \mapsto r(x, a, x') := 1\{x_{a} = a\}$, i.e., we reward only correct predictions. We apply the setting described above to real data. To this end, we consider as series of realized returns $(R_j)_{j=1, \ldots, N}$ the daily returns of the stock of Apple in the time horizon from 1 January 2010 until 28 September 2018 and hence we take into account $N = 2200$ daily returns. To encode the observed market returns to values in $T$, we distinguish between small returns and large returns by saying that a daily return is strongly positive if it is larger than 0.01. Analogously a daily return is strongly negative if smaller than $-0.01$. This leads to the distribution of returns as depicted in Table 3.

| Type of Encoded Return (Numerical Value) | Total Amount |
|----------------------------------------|-------------|
| Strongly Negative Returns (-2)         | 404         |
| Slightly Negative Returns (-1)         | 637         |
| Slightly Positive Returns (1)          | 627         |
| Strongly Positive Returns (2)          | 532         |

Table 3
The distribution of the numerically encoded daily returns of Apple between 1 October 2018 and 26 February 2019.

We then train a non-robust action $a_{\text{non-robust}}^{\text{non-robust}} = (a_{\text{non-robust}})^{\text{non-robust}} \in A$ according to Algorithm 1 that takes into account return unions defined in (10) with $\varepsilon = 0.1$. Moreover, for comparison, we consider a trivial action $a_{\text{trivial}}^{\text{trivial}} = (a_{\text{trivial}})^{\text{trivial}} \in A$ which always, independent of the state-action pair, predicts $-1$ since, according to Table 3, $-1$ is the most frequent appearing value in the time series $(R_j)_{j=1, \ldots, N}$.

We then evaluate the trained actions, in a small back-testing study, on realized daily returns of Apple that occurred after the end of the training period. To this end, we consider an evaluation period from 1 October 2018 until 26 February 2019 consisting of 100 daily returns that are distributed according to Table 4. We observe that in the evaluation period, in contrast to the training period, the large negative returns impose the largest class of appearing returns. Overall the distribution is significantly different from the distribution of the classes on the training data. We illustrate in Table 5 the results of predictions of the actions $a_{\text{trivial}}, a_{\text{non-robust}}, a_{\text{robust}}$ evaluated in the evaluation period, and we observe that indeed the robust action $a_{\text{robust}}$ outperforms the other two actions clearly in this period where the distribution of returns significantly differs from the distributions of the returns on which the actions were trained. This showcases again that if there

| Action | Share of Correct Predictions |
|--------|-----------------------------|
| $a_{\text{non-robust}}$ | 23.40% |
| $a_{\text{robust}}$ | 28.72% |
| $a_{\text{trivial}}$ | 21.27% |

Table 5
The proportion of correct stock movement predictions in the evaluation period between 1 October 2018 and 10 January 2019

is the risk that the underlying distribution on which the actions were trained turns out to be misspecified, then it can be advantageous to use a robust approach.
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In Section A.1 we provide several useful results which then allow in Section A.2 to prove the main result from Section 3.

A.1 Auxiliary Results

To establish convergence of our Q-learning algorithm that was presented in Section 3 we will make use of the following auxiliary result from stochastic approximation theory which was developed to prove the convergence of the classical Q-learning algorithm. We refer to [27, Section 3] for a discussion of the advantage of the following result compared to classical results from stochastic approximation such as, e.g., [16]. Note that for any $f : X \times A \rightarrow \mathbb{R}$, we write
\[
\|f\|_\infty := \sup_{x \in X, a \in A} |f(x, a)|.
\] (A.1)

**Lemma 15** ([27, Theorem 1]) Let $P_0 \in \mathcal{M}_1(\Omega)$ be a probability measure on $(\Omega, \mathcal{F})$, and consider a family of stochastic processes $(\gamma_t(x, a), F_t(x, a), \Delta_t(x, a))_{t \in \mathbb{N}_0}$, $(x, a) \in X \times A$, satisfying for all $t \in \mathbb{N}_0$
\[
\Delta_{t+1}(x, a) = (1 - \gamma_t(x, a)) \Delta_t(x, a) + \gamma_t(x, a) F_t(x, a)
\]
$P_0$-almost surely for all $(x, a) \in X \times A$. Let $(G_t)_{t \in \mathbb{N}_0} \subseteq \mathcal{F}$ be a sequence of increasing $\sigma$-algebras such that for all
(x, a) ∈ X × A the random variables Δt(x, a) and γt(x, a) are $\mathcal{G}_t$-measurable and such that Δt(x, a), γt(x, a), and $F_{t-1}(x, a)$ are $\mathcal{G}_t$-measurable for all t ∈ N. Further assume that the following conditions hold.

(i) $0 ≤ \gamma_t(x, a) ≤ 1$, $\sum_{h=0}^{\infty} \gamma_t(x, a) = \infty$ 
(ii) There exists $\delta \in (0, 1)$ such that $\|E_{\Pi_0} [F_t(\cdot, \cdot) | G_t]\|_{\infty} ≤ \delta \|\Delta_t\|_{\infty}$ $P_0$-almost surely for all (x, a) ∈ X × A, t ∈ N0.
(iii) There exists $C > 0$ such that $\|\text{Var}_{\Pi_0} (F_t(\cdot, \cdot) | G_t)\|_{\infty} ≤ C(1 + \|\Delta_t\|_{\infty})^2 P_0$-almost surely for all t ∈ N0.

Then, $\lim_{t→\infty} \Delta_t(x, a) = 0$ $P_0$-almost surely for all (x, a) ∈ X × A.

Next, as the following proposition shows, the λ-transform allows to compute worst case expectations with respect to probability measures contained in the Wasserstein-ball by computing its dual which solely depends on the center of the Wasserstein-ball.

**Proposition 16** ([4], Theorem 2.4) Let f : X → R, let $ε > 0$ and q ∈ N, let $P^{(q, ε)}_1, P^{(q, ε)}_2$ be the ambiguity sets of probability measures defined in (6) and (10), and let $c_1, c_2 : X × X → [0, \infty]$ be defined as in Theorem 7.

(i) Then, we have for every (x, a) ∈ X × A that

\[
\inf_{P ∈ P^{(q, ε)}_1(x, a)} E_{\Pi_0} [f] = \sup_{\lambda > 0} \left( E_{\Pi_0, \lambda} [-(-f)^{\lambda c_1}] - \varepsilon^{\delta} \lambda \right).
\]

(ii) In addition, let $X = T^h$ for some h ∈ N ∩ [2, ∞), and $T ⊂ R^D$ finite for some D ∈ N. Moreover, assume that there exists some probability kernel $X × A \ni (x, a) ↦ \tilde{P}(x, a) ∈ \mathcal{M}_1(T)$ such for all (x, a) ∈ X × A we have $\tilde{P}(x, a) = \delta_{\pi(x)} ⊗ \tilde{P}(x, a)$. Then, we have for every (x, a) ∈ X × A that inf $P ∈ P^{(q, ε)}_2(x, a)$ $E_{\Pi_0} [f] = \sup_{\lambda > 0} \left( E_{\delta_{\pi(x)} ⊗ P(x, a)} [-(-f)^{\lambda c_2}] - \varepsilon^{\delta} \lambda \right)$. □

**Proof of Proposition 16**

In case (i), the assertion follows by an application of the duality result from [4, Theorem 2.4] (with the specifications $c_t(\cdot, \cdot) := W_t(\cdot, \cdot)q$, $\varphi(\cdot) := \infty I_{[0, \infty)}(\cdot)$ in the notation of [4, Theorem 2.4], see also [4, Example 2.5]). More precisely, by [4, Theorem 2.4], [4, Example 2.5] and by the definition of $P^{(q, ε)}_1$ we have for all (x, a) ∈ X × A that

\[
\inf_{P ∈ P^{(q, ε)}_1(x, a)} E_{\Pi_0} [f] = \sup_{\lambda > 0} \left( \left\{ P ∈ \mathcal{M}_1(X) \mid W_q(\tilde{P}(x, a)) ≤ \right\} \right) E_{\Pi_0} [f] = \sup_{\lambda > 0} \left( E_{\Pi_0} [-(-f)^{\lambda c_1}] - \varepsilon^{\delta} \lambda \right).
\]

To show (ii), we observe that in the notation of [4], we have for $P, P' ∈ \mathcal{M}_1(X)$ that

\[
d_{c_2}(P, P') := \inf_{Q ∈ \Pi(P, P')} \int_{X × X} c_2(x, y) dQ(x, y)
\]

\[
= \inf_{Q ∈ \Pi(P, P')} \int_{X × X} (\infty, 1) I_{[(x_1, \ldots, x_{n-1}) \neq (y_1, \ldots, y_{n-1})]} + \|x_h - y_h\| dQ((x_1, \ldots, x_h, (y_1, \ldots, y_h)).
\]

Hence, we have $d_{c_2}(P, \delta_{\pi(x)} ⊗ \tilde{P}(x, a)) ≤ \varepsilon^{\delta}$ if and only if $P = \delta_{\pi(x)} ⊗ \tilde{P}$ for some $\tilde{P} ∈ \mathcal{M}_1(T)$ with $W_q(\tilde{P}(x, a)) ≤ \varepsilon$. Moreover, we see that $c_2$ is indeed a cost function in the sense of [4]. This implies by [4, Theorem 2.4] and by the definition of $P^{(q, ε)}_2$ that for all (x, a) ∈ X × A we have

\[
\inf_{P ∈ P^{(q, ε)}_2(x, a)} E_{\Pi_0} [f] = \left( E_{\delta_{\pi(x)} ⊗ P(x, a)} [-(-f)^{\lambda c_2}] - \varepsilon^{\delta} \lambda \right).
\]

Next, consider the operator $H$ which is defined for any $q : X × A → R$ by

\[
X × A \ni (x, a) ↦ H(q)(x, a) := \inf_{P ∈ P^{(q, ε)}_2(x, a)} E_{\Pi_0} [r(x, a, X_1) + \alpha \max_{b ∈ A} q(X_1, b)].
\]

(A.2)

We derive for $H$ the following form of the Bellman-equation.

**Lemma 17** Assume that (2) holds and let the ambiguity set $P$ be either $P^{(q, ε)}_1$ or $P^{(q, ε)}_2$, defined in (6) and (10). Then the following equation holds true for the optimal Q-value function defined in (12): $H Q^*(x, a) = Q^*(x, a)$ for all (x, a) ∈ X × A.

**Proof of Lemma 17** This follows directly by definition of $Q^*$ and by Proposition 4. Indeed, let (x, a) ∈ X × A. Then, we have

\[
H Q^*(x, a) = \inf_{P ∈ P^{(q, ε)}_2(x, a)} E_{\Pi_0} [r(x, a, X_1) + \alpha \sup_{b ∈ A} Q^*(X_1, b)]
\]

\[
= \inf_{P ∈ P^{(q, ε)}_2(x, a)} E_{\Pi_0} [r(x, a, X_1) + \alpha V(X_1)]
\]

\[
= Q^*(x, a). □
\]

Moreover, we observe that the operator $H$ is a contraction with respect to the supremum norm defined in
Lemma 18. For any maps $q_i : \mathcal{X} \times A \to R$, $i = 1, 2$, we have $\|Hq_1 - Hq_2\|_\infty \leq \alpha \|q_1 - q_2\|_\infty$.

Proof of Lemma 18. Consider any maps $q_i : \mathcal{X} \times A \to R$, $i = 1, 2$. Then, we have for all $(x, a) \in \mathcal{X} \times A$ that
\[
\|Hq_1(x, a) - (Hq_2)(x, a)\|
\leq \sup_{P \in \mathcal{P}(\mathcal{X}, A)} \left| \mathbb{E}_P \left[ r(x, a, X_1) + \alpha \sup_{b \in A} q_1(X_1, b) \right] - \mathbb{E}_P \left[ r(x, a, X_1) + \alpha \sup_{b \in A} q_2(X_1, b) \right] \right|
\leq \alpha \sup_{P \in \mathcal{P}(\mathcal{X}, A)} \left| \mathbb{E}_P \left[ q_2(Y, b) - q_1(Y, b) \right] \right|,
\]
which implies the assertion by taking the supremum with respect to the arguments of $Hq_1(\cdot, \cdot) - Hq_2(\cdot, \cdot)$.

A.2. Proofs

In this section we provide the proofs of the results from Section 2 and Section 3.

Proof of Proposition 4. The first equality $\sup_{a \in A} Q^*(x, a) = TV(x)$ follows by definition of $TV$. For the second equality $TV(x) = V(x)$ we want to check that $[37, \text{Assumption 2.2}]$ and $[37, \text{Assumption 2.4}]$ hold true to be able to apply $[37, \text{Theorem 3.1}]$. $[37, \text{Assumption 2.2}]$ is fulfilled (for $p = 0$ and $C_P = 1$ in the notation of $[37, \text{Assumption 2.2}]$) according to $[37, \text{Proposition 3.1}]$ in the case $P = \mathcal{P}(\mathcal{X}, \mathcal{Y})$ and to $[37, \text{Proposition 3.3}]$ in the case $P = \mathcal{P}(\mathcal{Y})$. To verify $[37, \text{Assumption 2.4}]$ (i), note that $\mathcal{X} \times A \ni (x_0, a, x_1) \mapsto r(x_0, a, x_1)$ is continuous since $\mathcal{X}$ and $A$ are finite (enforced with the discrete topology). To show $[37, \text{Assumption 2.4}]$ (ii) note that for all $x_0, x_0', x_1, a, a' \in A$ we have $|r(x_0, a, x_1) - r(x_0', a', x_1)| \leq L \cdot (\|x_0 - x_0'\| + \|a - a'\|)$, with $L := \max_{(x_0, y_0, a) \in \mathcal{X} \times A} |r(x_0, y_0, a) - r(x_0', y_0, a')|/\|x_0 - x_0'\|$. Similarly, to show $[37, \text{Assumption 2.4}]$ (iii), we observe that for all $x_0, x_1 \in \mathcal{X}$ and all $a \in \mathcal{A}$ we have
\[
|r(x_0, a, x_1)| \leq \max_{y_0, y_1 \in \mathcal{Y}, b \in \mathcal{A}} |r(y_0, b, y_1)|,
\]
i.e., in the notation of $[37, \text{Assumption 2.4}]$ we have $C_r := \max \{1, \max_{y_0, y_1 \in \mathcal{Y}, b \in \mathcal{A}} |r(y_0, b, y_1)|\}$. To verify
[37, Assumption 2.4] (iv) we see that, since $p = 0$, we can choose $C_P := 1$ in the notation of $[37, \text{Assumption 2.2}]$ (ii) and hence with (2) we get $0 < \alpha < 1 = \frac{1}{C_r}$ as required. Hence, the result follows from $[37, \text{Theorem 3.1}]$.

Proof of Lemma 6. For any $\lambda \geq 0$ we have by definition of the $\lambda$-transform
\[
E_{\hat{P}_{\lambda}(x, a)} \left[ -e^{-\lambda c(X_1)} \right] = E_{\hat{P}_{\lambda}(x, a)} \left[ -\max_{y \in \mathcal{X}} \left( -f_t(x, a)(y) - \lambda c(X_1, y) \right) - e^{\lambda y} \right].
\]
Therefore, since $\mathcal{X}$ is finite, the map $[0, \infty) \ni \lambda \mapsto G(\lambda) := E_{\hat{P}_{\lambda}(x, a)} \left[ -f_t(x, a)(y) - \lambda c(X_1, y) \right]$ is continuous. Hence, the assertion of Lemma 6 follows once we have shown that $\lim_{\lambda \to \infty} G(\lambda) = -\infty$. To that end, note that as, by assumption, $\min_{y \in \mathcal{X}} c(x, y) = 0$ for all $x \in \mathcal{X}$, we have that
\[
\limsup_{\lambda \to \infty} G(\lambda)
= \limsup_{\lambda \to \infty} \mathbb{E}_{\hat{P}_{\lambda}(x, a)} \left[ -e^{\lambda c(X_1, y)} \right]
\leq \limsup_{\lambda \to \infty} \mathbb{E}_{\hat{P}_{\lambda}(x, a)} \left[ \min_{y \in \mathcal{X}} c(X_1, y) - e^{\lambda y} \right]
\leq \max_{z \in \mathcal{X}} f_t(x, a)(z) + \limsup_{\lambda \to \infty} -e^{\lambda z} = -\infty.
\]

Proof of Theorem 7. Let $(x_0, a) \in \mathcal{X} \times A$.

Assume that either $\mathcal{P} = \mathcal{P}(\mathcal{X}, \mathcal{Y})$ and $c = c_1$, or $\mathcal{P} = \mathcal{P}(\mathcal{Y})$ and $c = c_2$. Then, we show for all $(x, a) \in \mathcal{X} \times A$ \lim_{t \to \infty} Q_t(x, a) = Q^*(x, a) \quad \hat{P}_{\gamma_t, a}$ - almost surely, which shows simultaneously both (i) and (ii). To that end, let $(x, a) \in \mathcal{X} \times A$ be fixed. Then we rearrange the terms in (16) and write
\[
Q_{t+1}(x, a) = (1 - \gamma_t(x, a, X_t))Q_t(x, a)
+ \gamma_t(x, a, X_t) \left( -e^{-\lambda c(X_{t+1})} \right).
\]

(A.3)
where \( \lambda_t \) is as defined in (15), see also Lemma 6 for its existence. Note that by construction \( Q_t(x, a) \in \mathbb{R} \) for all \((x, a) \in X \times A \). We define for every \( t \in \mathbb{N}_0 \) the map \( X \times A \to \mathbb{R} \) \( \Delta_t(x, a) := Q_t(x, a) - Q^*(x, a) \in \mathbb{R} \). Note that indeed, as for all \((x, a) \in X \times A \) we have \( Q_t(x, a) \) as well as \( Q^*(x, a) \) is finite (compare (13)), we directly conclude the finiteness of \( \Delta_t(x, a) \) for all \((x, a) \in X \times A \). Moreover, we obtain by (A.3) and by using the relation \( \gamma_t(x, a, X_t) = \tilde{\gamma}_t \mathbf{1}_{\{(X_t, a_t(X_t))=(x,a)\}}(x,a) \) that

\[
\Delta_{t+1}(x, a) = (1 - \gamma_t(x, a, X_t))\Delta_t(x, a) + \gamma_t(x, a, X_t)\left(-(-f_t(x, a))^{\lambda_t}(X_{t+1}) - \varepsilon^Q\lambda_t - Q^*(X_t, a_t(X_t))\right).
\]

Next, we define for every \( t \in \mathbb{N}_0 \) the random variable

\[
F_t(x, a) := \mathbf{1}_{\{(X_t, a_t(X_t))=(x,a)\}}(-(-f_t(x, a))^{\lambda_t}(X_{t+1}) - \varepsilon^Q\lambda_t - Q^*(X_t, a_t(X_t)))
\]

which, by (13) is finite for all \((x, a) \in X \times A \). We consider the filtration \( \mathcal{G}_t \) with \( \mathcal{G}_t := \sigma(\{X_1, \ldots, X_t\}, t \in \mathbb{N}_0 \) being the trivial sigma-algebra. Note that, in particular, \( \Delta_t(x, a), \gamma_t(x, a) \) and \( F_{t-1}(x, a) \) are \( \mathcal{G}_t \)-measurable for all \( t \in \mathbb{N}_0 \). Moreover, we have by (5) and by Proposition 16 that \( \tilde{P}_{x_0,a} \) almost surely

\[
\mathbb{E}_{\tilde{P}_{x_0,a}}[F_t(x, a) | \mathcal{G}_t] = \mathbf{1}_{\{(X_t, a_t(X_t))=(x,a)\}}(-(-f_t(x, a))^{\lambda_t}(X_{t+1}) - \varepsilon^Q\lambda_t - Q^*(X_t, a_t(X_t)))
\]

Thus, (14), (A.2), and Lemma 17 show that \( \tilde{P}_{x_0,a} \) almost surely

\[
\mathbb{E}_{\tilde{P}_{x_0,a}}[F_t(x, a) | \mathcal{G}_t] = \mathbf{1}_{\{(X_t, a_t(X_t))=(x,a)\}}(-(-f_t(x, a))^{\lambda_t}(X_{t+1}) - \varepsilon^Q\lambda_t - Q^*(X_t, a_t(X_t)))
\]

Hence it follows with Lemma 18 that \( \tilde{P}_{x_0,a} \) almost surely

\[
\mathbb{E}_{\tilde{P}_{x_0,a}}[F_t(x, a) | \mathcal{G}_t] \leq \|HQ_t\|_{\infty} - Q^*(X_t, a_t(X_t)) \leq \alpha \|Q_t - Q^*\|_{\infty} = \alpha \|\Delta_t\|_{\infty},
\]

where the norm \( \| \cdot \| \) is defined in (A.1). Next, recall that

\[
C_r := \max \{1, \max_{x,y \in X} \max_{b \in A} |r(y, b, y)|\}
\]

Note that by (14), by the \( \lambda_t \)-transform from Definition 5, and since \( \inf_{x,y \in X} c(x, y) = 0 \), we have for all \( t \in \mathbb{N}_0 \) that

\[
(-f_t(x, a_t(X_t)))^{\lambda_t}(X_{t+1}) + \alpha \min_{y' \in A} \max_{b \in A} Q_t(y', b) \leq (r(X_t, a_t(X_t)), \cdot - \alpha \max_{b \in A} Q_t(\cdot, b))^{\lambda_t}(X_{t+1}) + \alpha \min_{y' \in A} \max_{b \in A} Q^*(y', b')
\]
\[ \leq (C_r - \alpha \max_{b \in A} Q_t(z, b))^{\lambda c} (X_{t+1}) \]
\[ + \alpha \min_{y', b' \in A} \|Q'(y', b')\| \]
\[ \leq \max_{z \in X} \left( C_r - \alpha \max_{b \in A} Q_t(z, b) \right)^{\lambda c} (z) \]
\[ + \alpha \min_{y', b' \in A} \max_{y', b' \in A} \|Q'(y', b')\| \]

The latter expression coincides with
\[ \max_{z : y \in X} \left( C_r + \alpha \min_{y', b' \in A} \max_{y', b' \in A} Q^*(y', b') \right) \]
\[ - \alpha \min_{b' \in A} Q_t(y, b) - \lambda_t c(z, y) \]

which implies
\[ (-f_t(X_t, a_t(X_t)))^{\lambda c} (X_{t+1}) + \alpha \min_{y', b' \in A} \max_{y', b' \in A} Q^*(y', b') \]
\[ \leq \max_{z : y \in X} \left( C_r + \alpha \max_{b' \in A} Q^*(y, b') \right) \]
\[ - \alpha \max_{b' \in A} Q_t(y, b) - \lambda_t c(z, y) \]
\[ \leq \max_{z : y \in X} \left( C_r - \alpha \max_{b' \in A} \{Q^*(y, b) - Q_t(y, b)\} - \lambda_t c(z, y) \right) \]
\[ = C_r + \alpha \|\Delta_t\|_\infty =: M \in R, \quad (A.6) \]

and similarly, since \( c(z, z) = 0 \) for all \( z \in X \),
\[ (-f_t(X_t, a_t(X_t)))^{\lambda c} (X_{t+1}) + \alpha \min_{y', b' \in A} \max_{y', b' \in A} Q^*(y', b') \]
\[ \geq \min_{z : y \in X} \left( - C_r + \alpha \min_{y' \in X} \max_{b' \in A} Q^*(y', b') \right) \]
\[ - \alpha \max_{b' \in A} Q_t(y, b) - \lambda_t c(z, y) \]
\[ \geq \min_{z : y \in X} \left( - C_r + \alpha \min_{y' \in X, b' \in A} (Q^*(y', b) - Q_t(y, b)) \right) \]
\[ - \lambda_t c(z, y) \]
\[ \geq \min_{z : y \in X} \left( - C_r - \alpha \max_{y' \in X, b' \in A} |Q_t(y, b) - Q^*(y', b)| \right) \]
\[ - \lambda_t c(z, y) \]
\[ \geq -C_r - \alpha \max_{y, b : y, b \in A} |Q_t(z, b) - Q^*(z, b)| \]
\[ + |Q^*(z, b) - Q^*(y', b)| \]
\[ \geq -C_r - \alpha \max_{z : y, b : y, b \in A} |Q_t(z, b) - Q^*(z, b)| \]
\[ \geq \max_{z : y, b : y, b \in A} \left| Q_t(z, b) - Q^*(z, b) \right| \]
\[ \geq \max_{z : y, b : y, b \in A} \left| Q^*(z, b) - Q^*(y', b) \right| \]
\[ \geq \frac{1}{2} \cdot (1 + \|\Delta_t\|_\infty) \leq C \cdot (1 + \|\Delta_t\|_\infty) \]

This means the assumptions of Lemma 15 are fulfilled, and we obtain that \( \Delta_t(x, a) \rightarrow 0 \) for \( t \rightarrow \infty \) almost surely, which implies, by definition of \( \Delta_t \), that \( Q_t(x, a) \rightarrow Q^*(x, a) \) for \( t \rightarrow \infty \) almost surely. \( \square \)

**Proof of Proposition 11** The conditions of [36, Assumption 2.1-2.4] are satisfied w.r.t. \( L_P \) and \( L_r \) defined in (20) and (22) since here both the state and action space are finite. Hence the result follows from [36, Theorem 3.1]. \( \square \)

---

9 Popoviciu’s inequality (see [40] or [46]) states that for all random variables \( Z \) on a probability space \((\Omega, \mathcal{F}, P)\) satisfying \( m \leq Z \leq M \) for some \(-\infty < m \leq M < \infty\) we have \( \text{Var}_P(Z) \leq \frac{1}{4} (M - m)^2 \).