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ABSTRACT
Augmenting the thermal conductivity (TC) of fluids makes them more favorable for thermal applications. In this regard, nanofluids are suggested for achieving improved heat transfer owing to their modified TC. The TC of the base fluid, the volume fraction and mean diameter of particles, and the temperature are the main elements influencing the TC of nanofluids. In this article, two approaches, namely multivariate adaptive regression splines (MARS) and group method of data handling (GMDH), are applied for forecasting the TC of ethylene glycol-based nanofluids containing SiC, Ag, CuO, SiO\textsubscript{2}, Al\textsubscript{2}O\textsubscript{3} and MgO particles. Comparison of the data forecast by the models with experimental values shows a higher level of confidence in GMDH for modeling the TC of these nanofluids. The \(R^2\) values determined using MARS and GMDH for modeling are 0.9745 and 0.9332, respectively. Moreover, the importance of the inputs is ranked as volume fraction, TC of the solid phase, temperature and particle dimensions.
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1. Introduction
A nanofluid is a colloidal suspension composed of a base fluid and particles with sizes in the range of 1–100 nm. The suspension of solid particles leads to augmented thermal conductivity (TC) (Jiang, Zhang, & Shi, 2015); consequently, the heat transfer features are improved. Owing to their enhanced thermal properties, nanofluids are promising options for utilization in heat exchangers, thermal media and energy systems to improve the heat transfer rate and modify the thermal management of devices with high heat flux (Gandomkar, Saidi, Shafi, Vandadi, & Kalan, 2017; Ramezanizadeh, Nazari, Ahmadi, & Açikkalp, 2018; Ramezanizadeh, Nazari, Ahmadi, & Chen, 2019). Several research studies have shown the superior performance of nanofluids in thermal media and their ability to increase heat transfer. Heat transfer augmentation of thermal media achieved by employing nanofluids is mainly attributed to their modified TC (Nazari, Ghasempour, Ahmadi, Heydarian, & Shafi, 2018). The contribution of nanofluids in heat transfer modification is controlled by their specification, such as the type and structure of solid particles, fraction of nanostructures, TC of the fluid containing dispersed particles and temperature of the nanofluid. Some of the main parameters with an impact on the features of nanofluids are presented in Figure 1.

Because of the significant role of TC in the heat transfer ability of nanofluids, numerous studies have focused on this field of research. In a study by Izadkhah, Erfan-Niya, and Heris (2019), the impact of the dispersion of graphene oxide nanostructures on the TC of a water–ethylene glycol (EG) mixture was investigated. They observed that the existence of the nanosheets in the base fluid at a concentration of 5% led to up to 33% augmentation in the TC. In other research (Gao, Wang, Sasmito, & Mujumdar, 2018), graphene nanoplatelets were added to various base fluids such as water, EG and their mixture to evaluate their TC. The results showed that enhancement of the TC was dependent on the type of base fluid in a constant fraction of the solid phase. Omrani, Esmaeilzadeh, Jafari, and Behzadmehr (2019) measured the TC of multi-walled carbon nanotube/water
nanofluid in 0.5% volume concentration and observed up to 36% enhancement in the TC of the fluid in the presence of the nanostructure. Michael, Zagabathuni, Ghosh, and Pabi (2019) investigated the influence of adding boron nitride nanoparticles on the TC of EG and EG–water mixture. It was observed that the existence of these particles in 3% volume fraction in EG and EG–water mixture resulted in up to approximately 15.5% and 12.5% augmentation in the TC, respectively. In addition to single-type nanostructures, multiple nanostructures can be added to fluid to obtain hybrid nanofluids. Similarly to conventional nanofluids, the TC of these kinds of nanofluids is enhanced by the addition of solid structures. Taherialekouhi, Rasouli, and Khosravi (2019) measured the TC of graphene oxide–aluminum oxide/water nanofluid in various volume fractions and concentrations. They noticed that the maximum enhancement in TC occurred at the highest temperature (50°C) and concentration (1%), and was equal to 33.9%. The impacts of the features of nanofluids on their TC can be different. For instance, according to Jiang et al. (2015), the TC of carbon nanotube/water nanofluid increased nonlinearly with the concentration of the solid phase, while it was linear with the temperature.

Various algorithms have been tested to forecast the TC of nanofluids. Correlations obtained by curve fitting are used to predict the TC of nanofluids. Despite the simplicity in their utilization, their confidence is lower compared with the models designed on the basis of intelligence methods (Esfe, Esfande, & Rostamian, 2017; Ramezanizadeh, Ahmadi, Nazari, Sadeghzadeh, & Chen, 2019). In most cases, the proposed models based on intelligence approaches are applicable for a specific type of nanofluid (Ramezanizadeh, Nazari, Ahmadi, Lorenzini, & Pop, 2019). For instance, Ahmadi, Nazari, et al. (2018) modeled the TC of Al₂O₃/water nanofluid using three different intelligent models. The highest correlation of the coefficient obtained by the employed methods was 0.899. Alhuyi Nazari et al. (2018) used an artificial neural network (ANN) to estimate the TC of CuO/EG nanofluid. The determined $R^2$ value in their study was approximately 0.992. The group method of data handling (GMDH) is among the attractive techniques in TC estimation of nanofluids owing to its efficient performance and appropriate structure. Ramezanizadeh and Nazari (2019) assessed the performance of GMDH in forecasting the TC of Ag/water nanofluid compared with a quadratic polynomial. They concluded that the GMDH-based model was much more accurate and its $R^2$ value was 0.99. Ahmadi, Hajizadeh, et al. (2018), used GMDH to model the TC of Al₂O₃/EG and Al₂O₃/water nanofluids, and observed the high accuracy of this method when considering all the influential parameters in the inputs of the model.

EG and EG-based nanofluids have various applications in energy systems, such as in heat exchangers, solar collectors and the thermal management of fuel cells (Islam & Shabani, 2019). For instance, Niranjan, Chilambarasan, Raja Sekhar, and Vikranthreddy (2017) utilized ZnO/EG nanofluid in a flat-plate solar collector. In another study (Arya, Sarafraz, & Arjomandi, 2018), MgO/EG nanofluid was used in a heat exchanger in different solid phase concentrations. It was observed that the addition of the nanoparticles remarkably improved the thermal performance of the heat exchanger. Zamzamian, Oskouie, Doosthoseini, Joneidi, and Pazouki (2011) used CuO and Al₂O₃ nanoparticles in EG and tested this as the operating fluid in double pipe and plate heat exchangers. They observed that by using the nanofluids, up to 50% increase in the convective heat transfer coefficient could be achieved. In research by Goudarzi and Jamali (2017), Al₂O₃/EG nanofluid was used in a car radiator integrated with wire coil. It was noticed that using nanofluid could improve the thermal performance by up to 5% compared with the case using pure EG.

As mentioned previously, most of the studies concerning the TC of nanofluids have focused on special types, which limits their application. In this regard, more comprehensive forecasting models, with applicability to various solid materials as nanoparticles, need to be developed. In this regard, two efficient methods, the group method of data handling (GMDH) and multivariate adaptive regression splines (MARS), are utilized in this study to model the TC of EG-based nanofluids. The MARS algorithm is applied owing to its simple structure, accuracy and ease of use, while GMDH is selected as the secondary approach since it has a simpler structure than other ANN methods. In this regard, more than
300 items of data, in various conditions and with different concentrations, sizes and particle material, are gathered from experimental research. Finally, the confidence of the models is assessed with regard to different statistical values.

2. Methods

Interactions with various complexities, such as non-linearities of the system, can be analyzed by the MARS model approach. In this method, various basis functions are implemented. This approach is employed owing to its ability to prognosticate the continuous dependent variable values, \( y(n+1) \), based on a group of independent illustrative variables, \( X(n*p) \). The multivariate adaptive regression is presented as (Oduro, Metia, Duc, & Ha, 2015)

\[
y = f(X) + e
\]

where function \( f \) is the summation of weighted basis functions, which varies based on \( X \) diversification; and \( e \) is an \( n \times 1 \) array vector that represents the error function.

The MARS method creates an adaptive environment to connect the nonlinearities of the system’s response and predictor elements. This goal is achieved by appointing the gain data to piecewise linear regression functions. Another advantage of the MARS method is that it does not demand a priori presumptions regarding elemental correlations among dependent and independent factors. This correlation is revealed by a group of coefficients and the order of \( q \) polynomials as the basis functions, which are completely acquired from the regression data. This method is built based on coupling the basis functions into the discrete gaps of the independent elements. It should be noted that these piecewise polynomials possess sections which are associated uniformly with each other, and the joint points of these pieces, named knots or nodes, are expressed here as \( t \).

Each proportion of the mentioned polynomials that are of degree \( q \) is a polynomial function. A two-sided truncated power function is given in Equations (2) and (3). This function is implemented by the MARS method as the polynomial basis function (Oduro et al., 2015; Xu et al., 2004):

\[
-(X-t)^q_+ = \begin{cases} 
(t-x)^q; & \text{if } x < t \\
0; & \text{Otherwise} 
\end{cases} 
\]  

(2)

\[
+(X-t)^q_+ = \begin{cases} 
(x-t)^q; & \text{if } x > t \\
0; & \text{Otherwise} 
\end{cases} 
\]  

(3)

In Equations (2) and (3), \( q \) represents the power to which the polynomials are raised. This parameter also determines the order to which the result function is smoothed. Furthermore, the two-sided truncated functions for dependent elements are considered as the basis functions.

The MARS global method has been studied by Put, Xu, Massart, and Vander Heyden (2004) and is defined as

\[
\hat{y} = \beta_0 + \sum_{m=1}^{M} \beta_m h_m(X)
\]  

(4)

where \( \hat{y} \) is the predicted response, and \( \beta_0 \) performs as the coefficient of the basis function. The \( m \)th basic function is expressed as \( h_m(X) \) and can be either a single polynomial function or a combination of two or more polynomial functions, and \( \beta_m \) is the coefficient related to the \( m \)th basis function. \( M \) counts the number of basis functions that the MARS algorithm takes into account.

The MARS method carries out three major steps to be fitted. The first step is called the constructive step, in which the basis functions are added by implementing a forward stepwise approach. Furthermore, in this stage of the MARS method, two vital parameters (i.e. the predictor and locations of nodes) which have a significant impact on the accuracy of the results are selected. Interactions are also presented to investigate whether they have any relationship with the model fit improvement. The second step is devoted to eradicating the superfluous basis functions to enhance the prediction. This goal is achieved using a backward stepwise approach. Generalized cross-validation (GCV) is used by the MARS method as a criterion to determine the most efficient model among a series of presented models. A greater value of GCV creates a smaller model, and a lower value of GCV produces a bigger model. Equation (5) presents the GCV criterion (Oduro et al., 2015; Xu et al., 2004):

\[
\text{GCV} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{(y_i - \hat{f}(X_i))^2}{1 - \hat{C}(M)/N} \right)^{\frac{1}{2}}
\]  

(5)

where the complexity function is denoted by \( [1 - \hat{C}(M)/N]^{\frac{1}{2}} \). \( \hat{C}(M) \) can be defined as \( C(M) + dM \), in which \( d \) is the cost of each basis function and is decided on by the user. This parameter can determine the smoothing of the approach, and \( C(M) \) is the number of elements that need to be fitted. The parameter \( d \) determines the number of basis functions that can be eradicated, i.e. the greater the cost, the more basis functions are expunged.

Finally, the third step determines the optimized MARS model based on assessing the features of the introduced fitted models. More details on this method can be found in Oduro et al. (2015) and Xu et al. (2004). To obtain the importance score of the input variables, the GCV
function is used. The importance of the input variables indicates the increment in the value of GCV once the applied basis functions with specific variables have been dropped, and the remaining basis functions are refitted to the target in the original form, using ordinary least squares regression.

In addition to the MARS approach, GMDH is tested for TC modeling. In general, Volterra–Kolmogorov–Gabor (VKG) polynomials (Equation 6) can be applied to model complex systems that contain a set of data with numerous independent and dependent variables (Ahmadi, Sadeghzadeh, Raffiee, & Chau, 2019; Zoqi, Ghamgosar, Ganji, & Fallahi, 2016).

\[ y = a_0 + \sum_{i=1}^{n} a_i x_i + \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} x_i x_j + \ldots \]  

where \( x = (x_1, x_2, \ldots, x_n) \) is the vector representing the independent variables, \( y \) denotes the model outputs, and \( a_i \) are the coefficients of the polynomials. These types of polynomials are estimated by employing second degree polynomials. These quadratic polynomials are based on the binary combinations of the inputs. GMDH algorithms have been proposed by utilizing this method as the training approach for complicated relationship modeling (Ahmadi, Ahmadi, Mehrpooya, & Rosen, 2015; Zoqi et al., 2016).

GMDH is a multilayered, structured and feed-forward system, comprising a set of neurons that are generated by the coupling of different input pairs via the above-mentioned polynomials. The layers of the networks are composed of one or more processing units. These units are the components of the model and are assumed to be second degree polynomials (Equation 7) (Ahmadi et al., 2015; Zoqi et al., 2016):

\[ \hat{y}_n = a_0 + a_1 x_1 + a_2 x_2 + a_3 x_1 x_2 + a_4 x_1^2 + a_5 x_2^2 \]  

The coefficients of the applied relationship presented in Equation (7) are unknown parameters of this method. To determine the quantity of each vector, \( x = (x_1, x_2, \ldots, x_n) \), on the basis of Equation (7), the mean of the squares of the error (Equation 8) should be minimized (Ahmadi et al., 2015; Zoqi et al., 2016):

\[ e = \sum_{i=1}^{n} (\hat{y}_i - y_i)^2 \]  

Equation (8) can be used to achieve the lowest value of error. By inserting Equation (7) into this partial derivat-
3. Results and discussion

The freezing point of EG is approximately −12°C, which makes it appropriate for use in temperature ranges where the possibility of water freezing exists. EG is used as a heat transfer fluid in systems such as car radiators, solar (Ahmed, Baig, Sundaram, & Mallick, 2019; Shu et al., 2019) and geothermal technologies (Talluri, Manfrida, & Fiaschi, 2019), and in the evaporator section of absorption systems (Vasudev & Dondapati, 2017). In the present article, MARS and GMDH are applied to forecast the TC of EG-based nanofluids. To propose comprehensive models, different experimental studies were selected for data extraction. The EG-based nanofluids considered in the present research contain Al₂O₃, CuO, MgO, SiC, Ag and SiO₂ nanoparticles. The studies used for data extraction have been carried out over a wide range of temperatures, volume fractions and mean particle diameters; therefore, these parameters are used as inputs to develop more confident and comprehensive models. The ranges of inputs are presented in Table 1.

The proposed models have four inputs, namely the temperature, size and volume fraction, and TC of the solid phase. Several studies have been carried out to investigate the impact of temperature and volume fraction on the TC and it is concluded that increases in the values of these parameters lead to increased TC. An increase in temperature results in an increment in the TC of the nanofluids, which is mostly attributed to the Brownian motion of the particles (Ahmadi, Mirlohi, Nazari, & Ghasempour, 2018). In general, the TC of the solid phase is higher than that of the liquids; therefore, improved TC is expected with the increment in the volume fraction of solids in the base fluid.

More than 300 items of data were extracted from various experimental data sets to take all of the influential factors into account. According to the previous studies, the temperature and nanostructure volume fraction have remarkable impacts on the TC. Augmentation in both of these parameters leads to augmentation in the TC, as shown in Figure 2 for a sample of SiC/EG nanofluid. In contrast to the clear impact of temperature and volume fraction on the TC of nanofluids, the reported data on the impact of particle diameter are different (Li & Peterson, 2007; Warrier & Teja, 2011). The impact of particle size on the TC may be dependent on the type of particles and other variables. Models with complex structures, such as ANNs, are able to consider the possible interaction of

| Input                  | Minimum | Maximum |
|------------------------|---------|---------|
| Temperature (°C)       | 10      | 70      |
| Volume fraction (%)    | 0.2     | 14.725  |
| Mean size (nm)         | 5       | 80      |
| Thermal conductivity of nanoparticles (W/m·K) | 1.4     | 490     |

Note: *Compiled using data from Agarwal, Verma, Agrawal, Duchaniya, and Singh (2016), Akilu, Baheta, Minea, and Sharma (2017), Hemmat Esfe et al. (2014), Lee, Choi, Li, and Eastman (1999), Li, Zou, Lei, and Li (2015), Liu, Lin, Huang, and Wang (2006), Simpson, Schelfhout, Golden, and Vafaei (2019), Wang, Xu, and Choi, 1999, Warrier and Teja (2011), Xie, Yu, and Chen (2010) and Zyła (2017).
Table 2. Basis functions of the model for predicting the thermal conductivity of ethylene glycol-based nanofluids.

| BF   | Function                                      |
|------|-----------------------------------------------|
| BF1  | $\max(0, x_2 - 5)$                           |
| BF2  | $\max(0, 5 - x_1)$                           |
| BF3  | $\max(0, x_3 - 5)$                           |
| BF4  | $\max(0, 5 - x_1)$                           |
| BF5  | $\max(0, 48.4 - x_4)$                        |
| BF6  | $\max(0, x_2 - 24)$                          |
| BF7  | $\max(0, x_2 - 1.5)$                         |
| BF8  | $\max(0, x_4 - 429)$                         |
| BF9  | $\max(0, x_2 - 12)$                          |
| BF10 | $\max(0, x_2 - 1.5)$                         |
| BF11 | $\max(0, x_2 - 12)$                          |
| BF12 | $\max(0, x_2 - 12)$                          |
| BF13 | $\max(0, x_1 - 24)$                          |

In the first stage of the current research, the MARS method is used to model the TC. In this regard, the TC, mean size and volumetric concentration of the particles, in addition to temperature, were defined as the inputs of the model. The relationship between the considered inputs and outputs is determined as:

$$ TC = 0.364961 + 0.0113892 \times BF1 - 0.0225178 \times BF2 - 0.000122113 \times BF3 - 0.0367791 \times BF4 - 0.000370641 \times BF6 + 0.000548026 \times BF7 - 0.00485458 \times BF9 - 0.0065002 \times BF11 + 0.000372857 \times BF13 $$  \hspace{1cm} (11)

The basis functions of this relationship are shown in Table 2, where $x_1, x_2, x_3$ and $x_4$ denote the temperature, volume fraction of solids, particle size and TC of the nanoparticles, respectively. In Figure 3, the outputs determined by the model are compared with the data measured in experimental works (i.e. actual data). For the MARS model, $R^2$ is 0.9332, which means appropriate prediction of the actual data using the presented model.

In addition to the values of $R^2$, the REs of the model for the data were determined. As shown in Figure 4, the maximum absolute RE of the MARS model is approximately 8.7%, while in the majority of cases, the RE value is in the range of ±2%. The value of the average absolute RE when MARS is used for modeling is approximately 1.76%. The low values of the model RE prove the confidence of this method in forecasting the TC of the considered nanofluids.

In the second model, GMDH was used to estimate the TC of the EG-based nanofluids on the basis of the previously indicated inputs. It should be noted that 70% of the experimental sets, which were chosen randomly, were employed for network training and the remainder for testing. The relationship between the output, TC of the nanofluid and the inputs is presented in Appendix 1. As in the MARS model, $x_1, x_2, x_3$ and $x_4$ refer to the
Figure 6. Relative error of the group method of data handling (GMDH) model in forecasting the thermal conductivity of nanofluids.

Figure 7. Thermal conductivity predicted by the group method of data handling (GMDH) and multivariate adaptive regression splines (MARS) models vs actual values.

Figure 8. Mean square error (MSE) values of the multivariate adaptive regression splines (MARS) and group method of data handling (GMDH) models.

Figure 9. Importance of input variables in the thermal conductivity (TC) of ethylene glycol-based nanofluids.

temperature, volume fraction of solids, particle size and TC of the nanoparticles, respectively. In Figure 5, outputs calculated by the GMDH are compared with the corresponding experimental values (actual data). For the GMDH model, $R^2$ equals 0.9745, which is closer to 1 in comparison with the corresponding value in the MARS model. The increased value of $R^2$ reveals the improved confidence of the model in the case of applying GMDH.

Similarly to the previous model, the model is assessed on the basis of RE. When adopting GMDH to estimate the TC, the maximum absolute value of RE was approximately 5.4%, while in the majority of the modeled cases, the value of RE is in the range of ±2%. The average absolute RE in this case is about 1.21% (Figure 6). The closeness of the REs to zero demonstrates the appropriateness of both the approach and considered inputs for predicting the TC of the nanofluids. To facilitate comparison of the proposed models, the data forecast by the models and their corresponding values are shown in Figure 7. As illustrated in this figure, applying GMDH resulted in closer data between the actual and predicted conditions (nearer to the $y = x$ line).

The MSE is another criterion which is applicable for the assessment of regressions. As shown in Figure 8, the MSE value of the GMDH-based model is much lower than for the MARS-based model, which is further evidence of the more favorable confidence of GMDH.

Finally, the importance of the inputs was defined. According to the analysis performed on the inputs and their impacts on the output value, the most important input was the volume fraction of the particles, followed by the TC of the particles, temperature and the dimension of the particles, as shown in Figure 9.

4. Conclusion

In the present article, two methods (MARS and GMDH) were used to forecast the TC of EG-based nanofluids. The
case studies presented in this article assessed nanofluids containing Ag, MgO, CuO, SiC, SiO2 and Al2O3 particles in nanometer dimensions. The models used the size, volume fraction and TC of the particles and temperature as the inputs. The key results of the models can be summarized as follows:

- Both models were able to confidently forecast the TC of the nanofluids, with maximum deviations of 8.71% and 5.4% for MARS and GMDH, respectively.
- The R² values of the MARS- and GMDH-based models were equal to 0.9332 and 0.9745, respectively.
- The average absolute REs of the MARS- and GMDH-based models were 1.76% and 1.21%, respectively.
- Among the considered inputs, the volume fraction of the solid phase had the greatest impact on the TC value, followed by the TC of solids, temperature and dimensions of the particles.

Nomenclature

- $a$: Vector of coefficients
- $a_i$: $i$th coefficient of a polynomial
- $BF_i$: $i$th basis function
- $C(M)$: Number of parameters to be fitted
- $e$: Sum of the square errors
- GCV: Generalized cross-validation
- MSE: Mean square error
- RE: Relative error
- $x_1$: Temperature ($^\circ$C)
- $x_2$: Volume fraction of solid phase
- $x_3$: Particle size
- $x_4$: Thermal conductivity of the particles
- $\beta_m$: Coefficient of the $m$th basis function
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**Appendix 1**

\[
T_C = 0.0142099 - N302 \times 1.2264 - N302 \times N3 \times 3.43648 \\
+ N302^2 \times 3.5751 + N3 \times 2.13695
\]

where the coefficients are determined as:

\[
N3 = 0.00361135 + x_2 \times 0.000345598 - (x_2)^2 \times 1.24873e \\
- 06 + N7 \times 0.98514
\]

\[
N7 = -0.0623749 + N93 \times 3.85971 + N93 \times N9 \times 51.7952 \\
- N93^2 \times 32.337 - N9 \times 2.4452 - N9^2 \times 20.1341
\]

\[
N9 = 0.0671388 - N348 \times 2.08124 + N348^2 \times 3.05402 \\
+ N21 \times 2.65194 - N21^2 \times 2.37378
\]

\[
N21 = -0.00570582 + N43 \times 3.08354 \\
- N43 \times N63 \times 8.64441 - N63 \times 2.05173 \\
+ N63^2 \times 8.60171
\]

\[
N63 = -0.0498511 + N294 \times 1.35647 \\
+ N294 \times N86 \times 29.6829 - N294^2 \times 17.9379 \\
- N86^2 \times 2 \times 12.3721
\]

\[
N86 = 0.0189603 - N165 \times N183 \times 25.4294 \\
+ N165^2 \times 13.4139 + N183 \times 0.864892 \\
+ N183^2 \times 2 \times 12.2425
\]

\[
N165 = 0.00441804 - N271 \times 2 \times 11.967 \\
- N271 \times N307 \times 38.3234 + N271^2 \times 2 \times 23.6794 \\
+ N307 \times 3.08493 + N307^2 \times 2 \times 14.6919
\]

\[
N307 = 0.146309 - x_4 \times 0.000148952 \\
+ (x_4)^2 \times 3.67103 \times 10^{-7} + N341^2 \times 2 \times 1.7359
\]

\[
N341 = 2.44581 - N434 \times 6.8363 + N434 \times N527 \times 15.042 \\
+ N434^2 \times 5.79876 - N527 \times 9.82105 \\
+ N527^2 \times 2 \times 10.8929
\]

\[
N271 = 0.69765 + N448 \times 2 \times 6.1117 \\
+ N448 \times N358 \times 42.6109 - N448^2 \times 2 \times 24.4913 \\
- N358 \times 6.45656 - N358^2 \times 2 \times 9.74007
\]

\[
N358 = 0.906719 - N438 \times 5.66974 \\
+ N438 \times N514 \times 22.3913 - N514^2 \times 2 \times 10.1833
\]

\[
N294 = 0.223502 - N331 \times N368 \times 6.62578 \\
+ N331^2 \times 4 \times 2.6814 - N368 \times 0.536924 \\
+ N368^2 \times 2 \times 4.97386
\]

\[
N368 = 3.64034 - N448 \times 7.64917 + N448 \times N532 \times 29.6779 \\
- N532 \times 17.5265 + N532^2 \times 2 \times 17.2643
\]

\[
N331 = 2.41243 - N434 \times 7.34972 + N434 \times N526 \times 16.7454 \\
+ N434^2 \times 5.84454 - N526 \times 9.10348 \\
+ N526^2 \times 2 \times 8.84064
\]

\[
N526 = 0.178011 + \sqrt{x_4} \times 0.0192042 \\
- \sqrt{x_4} \times \sqrt{x_4} \times 0.00100478 + \sqrt{x_4} \times 0.0253232 \\
- (\sqrt{x_4})^2 \times 0.00194556
\]

\[
N43 = 0.0298889 - N72 \times 1.48558 - N72 \times N92 \times 46.501 \\
+ N72^2 \times 2 \times 26.4019 + N92 \times 2 \times 2.29005 \\
+ N92^2 \times 2 \times 20.4058
\]

\[
N92 = -0.00853461 - N129 \times N183 \times 74.9565 \\
+ N129^2 \times 2 \times 38.6312 + N183 \times 1.0371 \\
+ N183^2 \times 2 \times 36.2768
\]

\[
N183 = -0.438477 + N412 \times 11.4152 \\
- N412 \times N302 \times 40.7357 - N302 \times 7.37238 \\
+ N302^2 \times 2 \times 35.4664
\]
\[ N412 = 0.874179 - \sqrt[3]{x_1} \times 0.0804604 \\
+ \sqrt[3]{x_1} \times N449 \times 0.32786 - N449 \times 4.28623 \\
+ N449^2 \times 2 \times 7.21186 \]

\[ N449 = 0.21751 + x_3 \times \sqrt[3]{x_2} \times 0.000606857 \\
- x_3^2 \times 1.14667 \times 10^{-5} + \sqrt[3]{x_2} \times 0.0712841 \\
- (\sqrt[3]{x_2})^2 \times 0.00957614 \]

\[ N129 = 0.106391 + N255 \times 2.22178 \\
+ N255 \times N315 \times 71.1324 - N255^2 \times 37.5123 \\
- N315 \times 2.00896 - N315^2 \times 2 \times 32.1498 \]

\[ N315 = 0.796997 - N400 \times 4.86691 \\
+ N400 \times N504 \times 18.8332 + N400^2 \times 0.385876 \\
- N504^2 \times 2 \times 8.47919 \]

\[ N504 = 1.47925 + N524 \times 1.11057 - N540 \times 11.6279 \\
+ N540^2 \times 2 \times 22.0922 \]

\[ N540 = -0.629178 + x_3 \times 0.491693 - x_3 \times \sqrt[3]{x_3} \times 0.070259 \\
+ (3)^2 \times 0.0000614051 + \sqrt[3]{x_3} \times 1.84637 \\
- (\sqrt[3]{x_3})^2 \times 1.40458 \]

\[ N400 = 0.247914 + N448 \times N477 \times 17.8411 \\
- N448^2 \times 2 \times 7.73065 - N477 \times 0.82198 \\
- N477^2 \times 6.76895 \]

\[ N477 = 0.291516 + x_2 \times x_3 \times 0.000382382 - (x_2)^2 \times 3.36899e \\
- 06 - x_3 \times 0.000046385 - (x_3)^3 \times 5.05701 \times 10^{-6} \]

\[ N255 = 0.640639 + N399 \times 2.83866 - N399^2 \times 3.50977 \\
- N413 \times 6.18322 + N413^2 \times 2 \times 10.8168 \]

\[ N413 = -0.461341 - \sqrt[3]{x_2} \times 0.406623 \\
+ \sqrt[3]{x_2} \times N514 \times 1.64556 - (\sqrt[3]{x_2})^2 \times 0.00695266 \\
+ N514 \times 5.93064 - N514^2 \times 2 \times 12.3632 \]

\[ N514 = 0.157218 + x_4 \times 0.00013718 - (x_4)^2 \times 2.03752 \times 10^{-6} \\
+ \sqrt[3]{x_4} \times 0.0892197 - (\sqrt[3]{x_4})^2 \times 0.0172385 \]

\[ N399 = 0.107588 - x_1 \times 0.000298246 + x_1 \times N448 \times 0.0131799 \\
- (x_1)^2 \times 3.72176 \times 10^{-6} + N448 \times 0.541551 \]

\[ N448 = 0.195264 + \sqrt[3]{x_2} \times 0.0813692 \\
+ \sqrt[3]{x_2} \times \sqrt[3]{x_4} \times 0.00516378 - (\sqrt[3]{x_2})^3 \times 0.0130465 \]

\[ N72 = -0.13836 + N373 \times 0.938759 + N373 \times N127 \times 38.88 \\
- N373^2 \times 2 \times 21.4263 + N127 \times 0.989308 \\
- N127^2 \times 2 \times 18.9769 \]

\[ N127 = -0.0297646 - N252 \times 2.73993 \\
- N252 \times N305 \times 71.7465 + N252^2 \times 2 \times 41.67 \\
+ N305 \times 3.95326 + N305^2 \times 2 \times 29.6692 \]

\[ N252 = 0.457549 + N345 \times 2.75874 \\
- N345 \times N475 \times 14.2866 + N345^2 \times 2 \times 3.83906 \\
- N475 \times 4.86066 + N475^2 \times 2 \times 15.6583 \]

\[ N475 = 3.27582 - N513 \times 22.3393 + N513 \times N519 \times 98.1166 \\
- N513^2 \times 2 \times 8.35641 - N519^2 \times 2 \times 48.2125 \]

\[ N513 = 0.272876 + x_3 \times x_4 \times 0.000109427 \\
- (x_3)^2 \times 1.43566 \times 10^{-5} + x_4 \times 0.000278582 \\
- (x_4)^2 \times 6.71698 \times 10^{-7} \]

\[ N373 = 2.25753 - N450 \times 7.77692 + N450 \times N532 \times 30.1002 \\
- N532 \times 7.74158 \]

\[ N532 = 0.242081 + \sqrt[3]{x_1} \times \sqrt[3]{x_3} \times 0.00452334 \\
- (\sqrt[3]{x_1})^2 \times 0.000545846 + (\sqrt[3]{x_3})^2 \times 0.0347565 \\
- (\sqrt[3]{x_3})^2 \times 0.00962876 \]

\[ N348 = 1.07391 - N434 \times 6.92244 + N434 \times N524 \times 15.8709 \\
+ N434^2 \times 2 \times 5.50005 - N524^2 \times 2 \times 6.86614 \]

\[ N524 = 0.221367 + x_4 \times 0.000683788 + x_4 \times \sqrt[3]{x_1} \times 3.05698e \\
- 05 - (x_4)^2 \times 1.50315 \times 10^{-6} + \sqrt[3]{x_1} \times 0.0131835 \]

\[ N93 = -0.00222496 - N312 \times 3.01743 \\
+ N312 \times N131 \times 39.6416 - N312^2 \times 2 \times 15.2842 \\
+ N131 \times 4.01912 - N131^2 \times 2 \times 24.3239 \]

\[ N131 = -0.0282984 - N253 \times 2.49381 \\
- N253 \times N305 \times 61.6796 + N253^2 \times 2 \times 36.0973 \\
+ N305 \times 3.69922 + N305^2 \times 2 \times 25.1877 \]

\[ N305 = 0.111818 - \sqrt[3]{x_4} \times 0.0341143 \\
+ \sqrt[3]{x_4} \times N369 \times 0.141102 + N369 \times 0.533209 \]

\[ N369 = 0.721717 - x_1 \times 0.00201639 \\
+ x_1 \times N434 \times 0.00851762 - N434 \times 3.76852 \\
+ N434^2 \times 2 \times 7.60397 \]
\[N_{253} = 0.406538 + N_{345} \cdot 2.4295 - N_{345} \cdot N_{459} \cdot 16.537 + N_{345} \cdot 2 \cdot 5.48252 - N_{459} \cdot 4.1473 + N_{459} \cdot 2 \cdot 15.5439\]

\[N_{459} = 2.3626 - N_{509} \cdot 15.8403 + N_{509} \cdot N_{519} \cdot 71.7218 - N_{509} \cdot 2 \cdot 6.74271 - N_{519} \cdot 2 \cdot 34.9912\]

\[N_{509} = 0.299948 - x_2 \cdot 0.0289725 + x_2 \cdot \sqrt{x_4} \cdot 0.0101377 - (x_2)^2 \cdot 1.63962 \cdot 10^{-5} - \sqrt{x_4} \cdot 0.00588985\]

\[N_{345} = 1.01833 - N_{438} \cdot 6.40748 + N_{438} \cdot N_{515} \cdot 21.5367 + N_{438} \cdot 2 \cdot 1.72031 - N_{515} \cdot 2 \cdot 9.8417\]

\[N_{515} = 0.204351 + \sqrt{x_3} \cdot 0.0732348 + \sqrt{x_3} \cdot \sqrt{x_4} \cdot 0.013584 - (\sqrt{x_3})^2 \cdot 0.0225275 - (\sqrt{x_4})^2 \cdot 0.00415655\]

\[N_{438} = 0.211754 + x_1 \cdot \sqrt{x_3} \cdot 0.000995431 - (x_1)^2 \cdot 8.34799 \cdot 10^{-6} + \sqrt{x_3} \cdot 0.0564245 - (\sqrt{x_3})^2 \cdot 0.0106395\]

\[N_{312} = 0.274023 - N_{372} \cdot N_{466} \cdot 13.5105 + N_{372} \cdot 2 \cdot 7.82198 - N_{466} \cdot 0.988103 + N_{466} \cdot 2 \cdot 9.23767\]

\[N_{466} = 12.1412 - N_{527} \cdot 45.3315 + N_{527} \cdot N_{535} \cdot 159.546 - N_{535} \cdot 39.0262 - N_{535} \cdot 2 \cdot 9.59851\]

\[N_{535} = 0.281258 + x_2 \cdot 0.0049112 - (x_2)^2 \cdot 1.79084 \cdot 10^{-5}\]

\[N_{527} = 0.195228 + x_1 \cdot 0.00190443 - x_1 \cdot \sqrt{x_4} \cdot 5.02982 \cdot 10^{-5} - (x_1)^2 \cdot 1.64125 \cdot 10^{-5} + \sqrt{x_4} \cdot 0.0244471 - (\sqrt{x_4})^2 \cdot 0.00202203\]

\[N_{372} = 2.20601 - N_{450} \cdot 7.61616 + N_{450} \cdot N_{533} \cdot 29.5824 - N_{533} \cdot 7.5721\]

\[N_{533} = 0.236453 + x_1 \cdot \sqrt{x_3} \cdot 0.000106986 + \sqrt{x_3} \cdot 0.0457337 - (\sqrt{x_3})^2 \cdot 0.00970876\]

\[N_{450} = 0.184651 + x_4 \cdot 0.000295363 - (x_4)^2 \cdot 4.82307 \cdot 10^{-7} + \sqrt{x_2} \cdot 0.0986398 - (\sqrt{x_2})^2 \cdot 0.0130663\]

\[N_{302} = -5.73556 + N_{519} \cdot 39.8274 + N_{519} \cdot N_{370} \cdot 3.46153 - N_{519} \cdot 2 \cdot 69.0247\]

\[N_{370} = 0.855941 - \sqrt{x_1} \cdot 0.076049 + \sqrt{x_1} \cdot N_{434} \cdot 0.247208 + (\sqrt{x_1})^2 \cdot 0.00291488 - N_{434} \cdot 4.20417 + N_{434} \cdot 2 \cdot 7.5012\]

\[N_{434} = 0.199668 + \sqrt{x_2} \cdot 0.0334763 + \sqrt{x_2} \cdot \sqrt{x_3} \cdot 0.0179038 - (\sqrt{x_3})^2 \cdot 0.00730576 + \sqrt{x_3} \cdot 0.0301561 - (\sqrt{x_3})^2 \cdot 0.009129\]

\[N_{519} = -0.590789 + x_4 \cdot 0.226357 - x_2 \cdot \sqrt{x_4} \cdot 0.0210145 + (x_4)^2 \cdot 6.5409 \cdot 10^{-5} + \sqrt{x_4} \cdot 1.54043 - (\sqrt{x_4})^2 \cdot 0.912285\]