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Abstract: Image processing is now emerged in different fields like medical, security and surveillance, remote sensing & satellite applications and much more. Image processing includes different operations such as feature extraction, object detection and recognition, X-ray scanning etc. All such operations required edge detection to get better quality image. Edge detection is performed to distinguish different objects in an image by finding the boundaries or edges between them. Edges are used to isolate particular objects from their background as well as to recognize or classify objects. In this paper, comparison of various edge detection techniques such as Sobel, Prewitt, Roberts, Canny, LoG and Ant Colony Optimization Algorithm is given. Ant colony Optimization(ACO) use parallelism which reduces the computation time as size of an image increases.
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I. INTRODUCTION

The main aim of edge detection is to find boundaries or edges in an image. Edges are the sudden changes in discontinuities in an image which contains shape information of an object. Discontinuities are calculated by performing first order and second order derivative operators. The first order operators are Sobel, Prewitt and Roberts while second order operators are Canny and Laplacian of Gaussian. To increase the performance of edge detection, optimization algorithms are used such as Ant Colony Optimization Algorithm [4]. According to various literatures, second order operator gives better performance than first order derivative operators [2]. Some morphological operations like erosion, dilation, opening and closing are also used for edge detection and also better technique than differential technique for detecting as well as modifying and manipulating features present in the image [1]. Canny edge detection provides better performance for object detection [3]. But the limitation of derivative operator is that it requires more computational time as each set of operation is applied for each pixel. As size of an image increases, computational time increases. Ant Colony Optimization reduces the computational time as it uses parallelism [6]. In Edge detection, edge is a part of an image that contains significant local variation and it naturally occurs on the boundary between two different regions in an image. Edges are nothing but the discontinuities or change in intensity. To detect the changes in intensity first order and second order derivatives are used.

The first order derivatives are the gradients calculated by partial differentiation with respect to x and y. Magnitude of this vector is calculated to locate edge pixel and angle at which maximum rate of change occurs is calculated by tan inverse function to find the direction of an edge. The edge detection model which uses first order derivatives are Sobel, Prewitt, Roberts operators While Laplacian of Gaussian uses second order derivative. The rest of paper is organized as follows: Section II gives the description about the different types of edge detection techniques. Section III explains the ant colony optimization algorithm in detail. Section IV contains the results and discussions and Section V gives conclusion.

II. EDGE DETECTION TECHNIQUES

Sobel operator is a first order derivative. It uses concept of smoothening an image to remove noise content from image. This operator consists of 3*3 convolutional kernels. These kernels are used to calculate magnitude and angle of maximum rate of change to localize the sudden changes i.e edges in an image. It plots the edges where gradient value is highest. Sobel detects more edges as compared to other first order derivative. Prewitt operator is same as Sobel operator only difference is of convolutional kernels. It also uses 3*3 convolutional matrix used to calculate magnitude and angle at which maximum rate of change occurs to localize the sudden changes i.e edges in an image. As compare to Sobel operator, Prewitt detector is slightly simpler to implement but produces little bit noisier results. Roberts operator is basic operator consists of 2*2 convolutional kernels. The kernels are designed to respond frequently to edges running at 45 to the pixel grid. This operator used for very basic image. The Canny detector uses double thresholding which makes it better technique among other techniques. Using non-maxima suppression method it enhances the signal to noise ratio [5]. The method can be summarized as follows:

Step1. Remove the noise using Gaussian filter with specified standard deviation, σ.
Step2. Calculate the local gradient and edge direction at each point using any of the previously explained three techniques.
Step3. Apply non-maxima suppression to the gradient magnitude image i.e. if the value of gradient image is less than at least one of its two neighbors along its direction, then value of non-maxima suppressed image is 0. Otherwise its value is gradient image.
Step4. Use double thresholding and connectivity analysis to detect and link edges i.e. suppose two thresholds T_L and T_H. If a pixel gradient is higher than the upper threshold, then the pixel will be marked as an edge. If a pixel gradient is below the lower threshold, then the pixel will be discarded.
Finally, if the pixel gradient is between the two thresholds, then only the pixel that is connected above the upper threshold is marked as an edge. The Laplacian of Gaussian smooths an image by convolving image with Gaussian filter to reduce noise effect. The amount of smoothing can be controlled by varying the value of the standard deviation. After smoothing zero crossing is detected. Lastly threshold is applied to zero crossing image. The disadvantage is, bad at corner detection.

III. ANT COLONY OPTIMIZATION

Ant Colony Optimization is a higher level procedure to find, generate a sufficiently good solution to an optimization problem. It is based on real behavior of ants. Here, colony of artificial ants is considered to find out proper optimized solution. Basically an ant colony optimization consists of three steps that are – Initialization, Construct and update, Decision process. The overall algorithm is depend on ants path selection and updated pheromone values while propagating. The Probability of path selection is depending on two parameters, attractive coefficient (η) and pheromone coefficient (τ). The influence of this parameter is controlled using controlling factors β and α respectively. Good solution is obtained by increasing the value of controlling factors α and β.

ACO Algorithm consists of following three stages:

A. Initialization Phase
In initialization stage, artificial ants are assigned in random position. The pheromone and heuristic matrices are initialized which are required to calculate probability of path selection. Pheromone matrix is initialized with some user specific constant while heuristic matrix is initialized by taking product of mean and variance of an image.

B. Construction and update phase
On every iteration, probability of path selection is calculated using following formulae,

\[ P_{ij}^t = \frac{[\tau_{ij}]^\alpha [\eta_{ij}]^\beta}{\sum [\tau_{ij}]^\alpha [\eta_{ij}]^\beta} \] \hspace{1cm} [6]

Where,
\[ \tau_{ij} \] is the pheromone value for pixel (i, j)
\[ \eta_{ij} \] is the heuristic information at pixel (i, j)
The constants α and β control the influence of the pheromone and heuristic matrix, respectively.
After moving to a new pixel each ant locally updates pheromone levels on its location by,

\[ \tau(i, j) = (1 - \rho) * \tau(i, j) + (\rho * \tau(init)) \] \hspace{1cm} [6]

Where,
\[ \rho \] is the pheromone decay coefficient and \[ \tau \] is the initial pheromone value.
After all pixel make their tours and prior starting a new iteration, global pheromone update is performed by,

\[ \tau \leftarrow (1 - \rho) * \tau + \sum \rho \Delta \tau \] \hspace{1cm} [6]

C. Decision phase:

In decision phase, edge pixels are decided using final pheromone matrix. Threshold is applied to find the edge pixels. If pixel value is greater than threshold then it is considered as edge. If pixel value is less than threshold then it is discarded.

IV. RESULT AND DISCUSSION

In Ant colony optimization algorithm, various constant are needed to calculate the necessary parameters as discussed in above section. The values used in this experiment is as below -
Controlling factor for pheromone coefficient, alpha = 0.001;
Controlling factor for attractive coefficient, beta = 0.001;
Pheromone decay constant, rho = 0.01;
Pheromone update factor, phi = 0.00005;
Figure 1 shows the output of edge detection techniques for different tests. Roberts’s operator provides less amount of edge detected area as it is basic and simple operator. As complexity of operator increases edge detected area also increases. Canny operator detects more edges as compare to other operators. To increase performance of edge detection operators optimized algorithm i.e. ACO is used and it proved that it gives optimized solution and detects almost all the edge area. Table1, 2 and 3 shows the performance parameters i.e. root mean square error (RMSE). The RMSE represents the cumulative root mean squared error between the edge detected and the original image, lower the RMSE value, higher is the edge detected capability. ACO has higher RMSE value compared with other methods.
The Mutual Information is the parameter used to find out similarity between two images, higher the MI value more is the similarity. From the results, it shows that ACO has higher MI value and provides more similarity with original image. PSNR represents a measure of the peak error between two images. Its value should be low for good edge detector. As the performance of edge detector reduces, its value increases.

| Technique | RMSE | MI  | PSNR  |
|------------|------|-----|-------|
| ACO        | 0.8910 | 0.0344 | 53.0568 |
| Canny      | 0.4541  | 0.0200 | 107.6718 |
| LoG        | 0.3879  | 0.0549 | 125.3039 |
| Sobel      | 0.3104  | 0.0136 | 160.0783 |
| Prewitt    | 0.3121  | 0.0139 | 161.3479 |
| Roberts    | 0.2616  | 0.0093 | 178.6234 |

| Technique | RMSE | MI  | PSNR  |
|------------|------|-----|-------|
| ACO        | 0.8746 | 0.1044 | 55.3737 |
| Canny      | 0.5043  | 0.0876 | 106.0585 |
| LoG        | 0.4697  | 0.0621 | 124.1553 |
| Sobel      | 0.4604  | 0.0487 | 155.1735 |
| Prewitt    | 0.4593  | 0.0474 | 154.3325 |
| Roberts    | 0.4565  | 0.0218 | 184.1352 |
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**Fig 1. Output of edge detection techniques for different test images**

Table 3: Performance parameters for test image 3

| Technique | RMSE  | MI    | PSNR  |
|-----------|-------|-------|-------|
| ACO       | 0.9078| 0.0759| 55.0729|
| Canny     | 0.4473| 0.0426| 95.5083|
| LoG       | 0.3844| 0.0481| 102.5346|
| Sobel     | 0.3009| 0.0244| 104.6172|
| Prewitt   | 0.2985| 0.0234| 104.3590|
| Roberts   | 0.2696| 0.0156| 105.5096|

V. CONCLUSION

This paper discussed six different edge detection techniques and performance parameters like root mean square error, mutual information, Peak signal to noise ratio for three different test images. Matlab software is used for this experimentation. Ant colony optimization is giving better performance. As it gives low PSNR and high RMSE value which concludes that it has better edge detection capability.
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