The Influence of Decoys on the Noise and Dynamics of Gene Expression
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Many transcription factors bind to DNA with a remarkable lack of specificity, so that regulatory binding sites compete with an enormous number of non-regulatory ‘decoy’ sites. For an auto-regulated gene, we show decoy sites decrease noise in the number of unbound proteins to a Poisson limit that results from binding and unbinding. This noise buffering is optimized for a given protein concentration when decoys have a 1/2 probability of being occupied. Decoys linearly increase the time to approach steady state and exponentially increase the time to switch epigenetically between bistable states.

PACS numbers:

A ubiquitous regulatory motif involves a single “generic” transcription factor that is responsible for regulating the expression of many genes [6]. As a result, the functional site of one gene may also serve as a decoy site for another gene. Additionally, it is known that active degradation of transcription factors plays an essential role in regulating eukaryotic gene expression. Under certain conditions binding can sterically inhibit or even prohibit degradation [7], so that several eukaryotic transcription factors are protected from degradation while bound to DNA [8]. Previously we have shown [2] that when the bound transcription factors are protected the mean steady state number of unbound transcription factors, \( \langle n \rangle \), does not change as decoys are added. Instead, the total number of transcription factors, \( N \), adjusts to satisfy the binding to decoys and thus decoys do not change the deterministic behavior of the system. In this paper we provide an analytical theory of how the noise characteristics and approach to steady state of the system are altered by decoy sites that confer stability through this “asylum” mechanism.

![Diagram of a generic auto-activating gene](image)

**FIG. 1:** A. Model of a generic auto-activating gene where transcription factors bind to a regulatory promoter site (red) as well as \( M \) identical, non-regulatory decoy binding sites (yellow). B. Since they protect bound proteins from degradation, decoy binding sites do not alter the steady state mean unbound copy number of a unimodal probability distribution, \( \langle n \rangle \), yet they decrease the variance \( \sigma_n^2 \). C. Similarly, the deterministic fixed points of a bistable system, \( \{a, b, c\} \) do not change, but when decoys are added the relative stability of the expression states, LOW \( n < \langle b \rangle \) and HIGH \( n > \langle b \rangle \), is altered.

**The Model.** To elucidate the general effect of decoys on gene expression we model an auto-activated gene surrounded by a collection of \( M \) identical decoy binding sites that do not themselves directly regulate transcription but do protect bound proteins from degradation (Fig. 1). To describe this system we use a master equation (see Appendix A) where each state is described by three indices: the occupancy of the promoter, \( i \in \{\text{unbound (0), bound (1)}\} \), the number of bound decoys, \( m \), and the number of unbound proteins, \( n \). Solving this master equation numerically allows us to study properties of the steady state probability distribution over
we explore below we express the expression properties of a gene by writing them in terms of the number of unbound proteins, the number of expressed proteins, and the number of bound proteins. We define a site equilibrium constant \( K \) for the production and promoter binding terms as

\[
K = \frac{[\text{gene}]^\text{gene}}{[\text{gene}]^\text{promoter}}
\]

This expression state, under the condition of the production and promoter binding terms, is rescaled by the mean number of unbound proteins, the slow fluctuations in unbound copy number, and the slow fluctuations in the number of unbound proteins. The expression properties of a gene are expressed in terms of the number of unbound proteins, the number of expressed proteins, and the number of bound proteins.

For different choices of the production and promoter binding terms, the slow fluctuations in unbound copy number, and the slow fluctuations in the number of unbound proteins, the expression properties of a gene are expressed in terms of the number of unbound proteins, the number of expressed proteins, and the number of bound proteins. The expression properties of a gene are expressed in terms of the number of unbound proteins, the number of expressed proteins, and the number of bound proteins.

We focus on the simplest case where the production and promoter binding terms are

\[
\langle u \rangle = \frac{(\langle u \rangle^\text{gene})^\text{gene}}{(\langle u \rangle^\text{promoter})^\text{promoter}}
\]

and

\[
\langle n \rangle = \frac{(\langle n \rangle^\text{gene})^\text{gene}}{(\langle n \rangle^\text{promoter})^\text{promoter}}
\]
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dominated by an effective birth-death process in which a relatively small number of particles bind and unbind to a large reservoir of sites. We see that systems having smaller mean numbers of proteins approach the Poisson limit for smaller values of $M$ (compare blue and green curves in Fig. 2A) than those with larger mean protein numbers. Figure 2A shows that noise buffering is optimized for a particular value of the decoy binding energy, $E_d = \mu$. This corresponds to the case where decoys are half bound at steady state $\langle n^\ast \rangle = \langle n \rangle$). Intuitively, the potential to buffer noise is maximized at $E_d = \mu$ since binding and unbinding events are most probable when sites are on average half-occupied.

Although the mean steady state unbound protein copy number, $\langle n \rangle$, remains constant, adding decoys increases the mean steady state total protein number, $\langle N \rangle = \langle n \rangle + M\theta_d(\langle n \rangle)$. The relaxation time, $\tau_{1/2}$, (the time to reach $\langle N(\tau_{1/2}) \rangle = \langle N \rangle/2$, from an initial condition of $\langle N(0) \rangle = 0$) increases linearly as decoys are added (Fig 2B) due to the time required to produce the proteins needed to satisfy binding equilibrium. Strongly binding decoys ($E_d << \mu$) increase $\tau_{1/2}$ the most because more proteins must be created (Fig 2C).

In a bistable system where proteins bind as dimers, the addition of decoys does not alter the three deterministic fixed points corresponding to the stable low expression, unstable intermediate expression, and stable high expression levels, $n = \{(a), (b), (c)\}$. However, decoys are able to influence the ability of the system to stochastically transition between the stable global phenotypic states which we call the LOW and HIGH expression states (See Fig 2C). The binding affinity of the decoys determines the change in the likelihood of observing the different expression states. In Fig. 2B we see that decoys with a binding energy $E_d = \mu_c \equiv k_B T \ln(c)$ increase the probability to be in the HIGH protein copy expression state by preferentially decreasing fluctuations in the protein buffer in the vicinity of $n = \langle c \rangle$, such that $\psi \to 1$. On the other hand, decoys with a binding energy $E_d = \mu_a \equiv k_B T \ln(a)$ will act to stabilize the LOW protein copy number expression state, such that $\psi \to 0$. We see that the epigenetic escape times, defined as the mean first passage times between the two steady states, $\tau_{ac} : n = \langle a \rangle \to n = \langle c \rangle$ and $\tau_{ca} : n = \langle c \rangle \to n = \langle a \rangle$, increase exponentially as decoys are added (Fig 2D). The variation of $\psi$ with decoy binding energy (Fig 2B) shows that decoys with binding energy $E_d = \mu_b$ stabilize neither state, however, they significantly increase the epigenetic escape rate by effectively stabilizing the transition state (Fig 2C).

**Analytical Results.** To understand the numerical observations in Figs. 2 and 3 we approximate the master equation for $p_N$ by a Fokker-Planck equation (see Appendix B). Since the production and degradation rates depend only on the mean unbound protein concentration, $\bar{n}(N)$, the drift and diffusion terms in the Fokker-Planck equation are respectively the sum and difference of the effective production and degradation rates of a gene without decoys evaluated at $\bar{n}(N)$ from the self-consistent relation

$$N = \bar{n}(N) + qM\theta_d [\bar{n}(N)].$$

(1)

To perform the dimensional reduction faithfully it is important to distinguish the unbound concentration given that the promoter is unbound, $\bar{n}$, which determines the probability that the promoter is bound, $\theta_p(\bar{n})$, from the net unbound concentration, $\bar{n} - q\theta_p(\bar{n})$, which determines the protein degradation rate. Although the reduced model only captures the slow fluctuations in unbound protein concentration we use it to understand the numerical results.

The variance in the unbound protein concentration depends on both fast and slow fluctuations through the law of total variance, $\sigma^2_n = \sigma^2_{n,slow} + \sigma^2_{n,fast}$. The variance from the slow fluctuations, $\sigma^2_{n,slow}$, can be found by taking the small noise approximation of the slow variable Fokker-Planck equation. This result can be rewritten in terms of the mean unbound protein concentration, using a change of variables with the derivative, $J(\bar{n}) \equiv \partial N/\partial \bar{n}$. In the presence of decoys the drift and diffusion functions expressed in terms of $\bar{n}$ are equal to those of a gene without decoys ($M = 0$). Thus one finds

---

**FIG. 3:** Comparison of numerical (solid curves) and analytical (dashed curves) for the same properties as in Fig. 2 as a function of the decoy binding energy $E_d$, for fixed numbers decoys, $M$. The vertical dashed lines indicate the energies that correspond to the fixed points of the system. Parameters are the same as in Fig. 2 for $\langle n \rangle = 50$. 

---

**TABLE:**

| Parameter     | Value  |
|---------------|--------|
| $E_d$         | $\mu$  |
| $\tau_{1/2}$  |        |
| $\tau_{ac}$   |        |
| $\tau_{ca}$   |        |
| $\psi(\tau_{1/2})$ |        |
| $\psi(\tau_{ac})$ |        |
| $\psi(\tau_{ca})$ |        |
\[ \sigma_n^2 = \sigma_0^2/J(n) \], where \( \sigma_0^2 \) is the variance without decoys (see Appendix B for details).

To calculate the fast contribution to the variance, \( \sigma_n^2 \), we consider a master equation for the effective birth death process alone that comes from binding and unbinding of the free number of unbound proteins, \( n \), to \( M \) decoy sites, with a constant given total number of proteins, \( N \). The steady state solution is found by recursion: 
\[ p_{n|N} = p_{0|N}(\hat{n}_d)^n \frac{N!}{(N-n)!} \frac{(M-N)!}{(M-N-n)!} = \exp[\mathcal{J}(n)] \]  
In the limit of large \( N \), \( M \), and \( n \), within the Stirling approximation we expand \( \mathcal{J}(n) \) to second order about its fixed point. Setting \( \partial_n [\mathcal{J}(\bar{n})] = 0 \) recovers Eqn. 1. The variance from this Gaussian expansion of \( p_{n|N} \) gives 
\[ \sigma_n^2 \approx \bar{n}[1 - 1/\mathcal{J}(\bar{n})] \]. The fast contribution to the unbound fluctuations is now found by averaging over the probability distributions of the total copy number, 
\[ \sigma_n^2 = \sum_N \sigma_n^2_{n|N} \approx \langle n \rangle [1 - 1/\mathcal{J}(\langle n \rangle)] \] (see Appendix C for details).

Combining the fast and slow contributions yields
\[ \sigma_n^2 \approx \left( \sigma_0^2 - \langle n \rangle \right) \cdot \left[ \frac{(n_d + \langle n \rangle)^2}{(n_d + \langle n \rangle)^2 + Mn_d} \right] + \langle n \rangle \] (2)

This formula agrees well in the appropriate limits with numerical solutions of the full master equation, as shown in Figs. 2A and 2A, and also holds for a model that includes translational bursting (see Appendix D). From Eq. 2 in the large \( M \) limit, we obtain the observed Poisson noise, \( \sigma_n^2 \approx \langle n \rangle \). Noise reduction is proportional to the deviation from Poisson noise in a system without decoys. Decoys will decrease noise for \( \sigma_n^2 > \langle n \rangle \) [20]. Eq. 2 is minimized for \( n_d^* = \langle n \rangle \). Eq. 2 can be written as a function of \( M/\langle n \rangle \) and \( \Delta E \) which results in the data collapse shown in the inset of Fig. 2A.

To describe the noise buffering efficacy we quantify the number of decoys needed to reduce the super-Poissonian noise by a half, \( M_{1/2} \). We find \( M_{1/2} = 2\langle n \rangle (1 + \cosh \Delta E) \) is independent of \( \sigma_0^2 \). For decoys with optimum buffering capacities (\( \Delta E^* = 0 \)), \( M_{1/2} = 4\langle n \rangle \) and \( M_{1/2} \) asymptotically doubles for every binding energy increase of \( k_BT \ln 2 \) (or doubling of \( n_d^* \)).

The relaxation time to reach \( \langle N \rangle/2 \) copies of proteins when initially there is no protein present can be obtained directly by integrating the deterministic equation. In the limit of weak decoys, \( E_d > \mu \), we find \( \tau_{1/2} = \tau_{0,1/2} + M\Delta \tau_{1/2} \), where \( \Delta \tau_{1/2} \) is a correction due to decoys, recovering the linear increase of \( \tau_{1/2} \) with decoys seen in Fig. 2C. For very weak decoys, \( E_d >> \mu \), (or \( n_d >> \langle n \rangle \)), \( \mathcal{J}(\bar{n}) \approx 1 + M/n_d^* \) is constant. Hence \( \Delta \tau_{1/2} \approx \tau_{1/2,0}/n_d^* \) (see Appendix E for details).

Within the Fokker-Planck approximation the epigenetic escape time can be found by expanding the effective potential about the fixed points to second order. In the limit that the barrier height is sufficiently large one finds 
\[ \tau_{ac} = \tau_{ac,0} \sqrt{\mathcal{J}(\langle a \rangle)\mathcal{J}(\langle b \rangle)} e^{-M\zeta_{ab}}, \] where \( \tau_{ac,0} \) is the escape time without decoys and \( \zeta_{ab} \) is a correction to the escape path action due to a single decoy. An analogous expression holds for escape from \( c \) to \( a \). The escape times increase exponentially for large \( M \) as decoys are added.

Since the model has been reduced to one dimension, the bimodal system obeys an effective detailed balance such that \( \psi_{ac} = (1 - \psi)\tau_{ac} \), where \( \psi \) is the probability to be in the HIGH protein copy number expression state. Using the previous results for the escape times, 
\[ \psi = \psi_0 \frac{\mathcal{J}(\langle a \rangle)\mathcal{J}(\langle c \rangle)}{\mathcal{J}(\langle a \rangle)\mathcal{J}(\langle c \rangle)} e^{M\zeta_{ac}} / \left(1 + \psi_0 \left(\frac{\mathcal{J}(\langle a \rangle)\mathcal{J}(\langle c \rangle)}{\mathcal{J}(\langle a \rangle)\mathcal{J}(\langle c \rangle)} e^{M\zeta_{ac}} - 1\right)\right). \] When \( n_d \approx \langle b \rangle \), \( \zeta_{ac} \approx 0 \) such that \( \psi \to \infty \).

In summary, when there is a sufficient separation of timescales between slow protein production-degradation and fast binding-unbinding to the DNA, we have shown that decoys buffer gene expression noise. The fluctuations in binding and unbinding act as an effective birth-death process that imposes the Poisson limit on noise reduction. Noise buffering is optimized for decoys that are half-occupied at the appropriate protein concentration.

Not all gene regulatory systems function in the fully adiabatic limit explored here [12]. If binding and unbinding to decoys is much slower than the fluctuations in total copy number, decoys are unable to influence the steady state unbound protein expression. If binding and unbinding to the promoter become much slower than the fluctuations in total copy number, there are effectively two gene states with constant production rates. In this case the decoys have no impact on the steady state unbound protein expression.
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**APPENDIX A: THE MASTER EQUATION**

We consider the full master equation for the time evolution of the joint probability distribution of the promoter occupancy \( i \in \{\text{unbound}(0), \text{bound}(1)\} \), the number of occupied decoy sites \( m \in \{0,1,2,\ldots,M\} \) and the number of unbound transcription factors \( n \in \{0,1,2,\ldots,n_{\text{max}}\} \).

\[ \tau_{ac} = \tau_{ac,0} \sqrt{\mathcal{J}(\langle a \rangle)\mathcal{J}(\langle b \rangle)} e^{-M\zeta_{ab}}, \]
\[ \partial_t p_{i,m,n} = \left[ g_i p_{i,m,n-1} - g_i p_{i,m,n} \right] + \left[ k(n+1) p_{i,m,n+1} - k n p_{i,m,n} \right] \\
+ (-1)^{i} H_p(n+q) p_{0,m,n+q} \\
+ (-1)^{i} f_p p_{1,m,n-q(1-i)} \\
+ \left[ H_d(n+q) \left( M - (m-1) \right) p_{i,m-1,n+q} \right] \\
- H_d(n) \left( M-m \right) p_{i,m,n} \\
+ f_d \left[ (m+1) p_{i,m+1,n-q} - m p_{i,m,n} \right] \tag{A1} \]

The reactions (and their rates) that change the state of the system are production \((g_i)\) and degradation \((k)\) of transcription factors, binding \((H_p(n)(1-i))\) and unbinding to the promoter \((f_p)\), binding \((H_d(n)(M-m))\) and unbinding to decoys \((f_d)\). For \(x \in \{p,d\}\), transcription factors can either bind as monomers \((q = 1)\), where \(H_x(n) = h_x n\), or as dimers \((q = 2)\), where \(H_x = \frac{1}{2} h_x n(n-1)\). Eq. (A1) is solved numerically by matrix diagonalization with \(n_{\text{max}} >> n\).

**APPENDIX B: SLOW FLUCTUATIONS IN UNBOUND COPY NUMBER**

**Dimensional reduction.** In the limit that binding and unbinding is much faster than production and degradation of transcription factors, the occupancy of the binding sites reaches its steady state on a timescale that is faster than the fluctuations in the total copy number of transcription factors \((N \equiv n + q_1 + q_2)\), which result from production and degradation events. We collapse the master equation (Eqn. (A1)) to a single dimension that accounts for effective production, \(G(N)\), and degradation, \(K(N)\), of proteins:

\[ \partial_t p_N = \left[ G(N-1) p_{N-1} - G(N) p_N \right] \\
+ \left[ K(N+1) p_{N+1} - K(N) p_N \right]. \tag{B1} \]

These rates are defined self-consistently as functions of the slowly varying component of the unbound transcription factors, \(\bar{n}\), which depends on the total number of transcription factors, \(N\):

\[ N = \bar{n}(N) + q M \theta_d[\bar{n}(N)], \tag{B2} \]

where the probability that a site is bound is given by

\[ \theta_d[\bar{n}(N)] = \begin{cases} \frac{\tilde{\bar{n}}(N)}{n^1(N)+\tilde{n}(N)[\bar{n}(N)-1]}, & \text{if } q = 1 \\
\frac{\tilde{n}(N)}{n^1(N)+\tilde{n}(N)[\bar{n}(N)-1]}, & \text{if } q = 2 \end{cases} \tag{B3} \]

**Equation B2** does not include a term corresponding to binding to the promoter because the probability that the promoter is bound depends on the mean number of transcription factors *given that the promoter is unbound*. The production rate is a function of the probability that the promoter is bound:

\[ G(N) = g_1 (1 - \theta_p[\bar{n}(N)]) + g_1 \theta_p[\bar{n}(N)] \tag{B4} \]

The degradation rate is proportional to the net unbound copy number, which includes the mean number of proteins bound to the promoter:

\[ K(N) = k \left[ \bar{n}(N) - q \theta_p[\bar{n}(N)] \right]. \tag{B5} \]

**The Fokker-Planck Approximation.** We approximate Eqn. (B1) with a one dimensional Fokker-Planck equation:

\[ \frac{\partial}{\partial t} p_N = -\frac{\partial}{\partial N} \left[ v(N) - \frac{1}{2} \frac{\partial}{\partial N} D(N) \right] p_N, \tag{B6} \]
with the drift, \( v(N) = G[\bar{n}(N)] - K[\bar{n}(N)] \), and diffusion, \( D(N) = G[\bar{n}(N)] + K[\bar{n}(N)] \).

The steady state probability distribution of Eq. B6 is given by:

\[
p(N) = \frac{N}{D(N)} \exp \left[ \int_0^N dN' \frac{2v(N')}{D(N')} \right]. \tag{B7}
\]

We define fixed points in total copy number, \( N = \{ (A), (B), (C) \} \), that correspond to the fixed points in unbound copy number, \( n = \{ (a), (b), (c) \} \). The mean escape time from \( N = \langle A \rangle \) to \( N = \langle C \rangle \) is \([\text{I0}]\):

\[
\tau_{AC} = 2 \int_{\langle A \rangle}^{\langle C \rangle} dY \exp \left[ W(Y) \right] \int_0^Y \frac{dZ}{D(Z)} \exp \left[ -W(Z) \right], \tag{B8}
\]

where

\[
W(N) = -\int_0^N dN' \frac{2v(N')}{D(N')} \tag{B9}
\]

**Small-Noise Approximation.** Within a Gaussian approximation around \( N = \langle N \rangle \), Eqn. B7 yields the variance in the total protein copy number:

\[
\sigma_N^2 = \left. \frac{D(N)}{2D_N[v(N)]} \right|_{N=\langle N \rangle}. \tag{B10}
\]

One can obtain the variance in the slowly varying component of the unbound protein copies, \( \bar{n} \), by performing a change of variables on Equation B10 from \( N \) to \( \bar{n} \). The drift and diffusion functions evaluated for \( \bar{n} \) are equivalent to that of a gene without decoys \( (v_0(\bar{n}) \text{ and } D_0(\bar{n})) \). The derivative, \( \mathcal{J}(\bar{n}) \equiv \partial N/\partial \bar{n} \), is calculated from Eqn. B2:

\[
\mathcal{J}(\bar{n}) = \begin{cases} 
1 + M \frac{n^2}{(n_a+1)n_b+n^2}, & \text{for } q = 1 \\
1 + M \frac{4n_a^2\bar{n}}{(n_a^2+n_b^2)^2}, & \text{for } q = 2
\end{cases} \tag{B11}
\]

where for dimers we approximate \( \bar{n}(\bar{n}-1) \approx \bar{n}^2 \). After the change of variables,

\[
\sigma_{n,\text{slow}}^2 = \frac{D_0(\bar{n})/\mathcal{J}(\bar{n})}{-2\partial_\bar{n}[v_0(\bar{n})]} \bigg|_{\bar{n}=\langle n \rangle} = \frac{\sigma_0^2}{\mathcal{J}(\langle n \rangle)}, \tag{B12}
\]

where \( \sigma_0^2 \) is the variance of the gene without decoys.

Similarly, within a Gaussian approximation about \( N = \langle A \rangle \) and \( N = \langle B \rangle \), Eqn. B8 becomes

\[
\tau_{AC} = 2\pi \frac{D((A))D((B))}{|\partial_{\langle A \rangle}v((A))||\partial_{\langle B \rangle}v((B))|} e^{-\int_{\langle A \rangle}^{\langle B \rangle} dN' \frac{2v(N')}{D(N')}} e^{-\int_{\langle A \rangle}^{\langle B \rangle} dN' \frac{2v(N')}{D(N')}} \tag{B13}
\]

Performing a change of variables from \( N \) to \( \bar{n} \), the escape time becomes

\[
\tau_{ac} = \tau_{ac,0} \sqrt{\mathcal{J}(\langle a \rangle)\mathcal{J}(\langle b \rangle)} e^{-M\zeta_{ab}}, \tag{B14}
\]

where \( \tau_{ac,0} \) is the mean escape time without decoys and \( \zeta_{ab} \) is the decay perturbation to the action over the interval \([\langle a \rangle, \langle b \rangle]\):

\[
\zeta_{ab} = \int_{\langle a \rangle}^{\langle b \rangle} d\bar{n}' \frac{2v_0(\bar{n}')}{D_0(\bar{n})} \left[ \frac{4(n_a^2\bar{n}^2)}{((n_a^2+n_b^2)^2)} \right]. \tag{B15}
\]

Likewise we find \( \tau_{ca} = \tau_{ca,0} \sqrt{\mathcal{J}(\langle c \rangle)\mathcal{J}(\langle b \rangle)} e^{M\zeta_{bc}} \).

Equivalently, the same formulas for \( \sigma_{n,\text{slow}}^2 \) and \( \tau_{ac} \) can be obtained by first performing the change of variables on Eqn. B6, obtaining the effective drift \( \bar{v}(\bar{n}) = v_0(\bar{n})\mathcal{J}^{-1}(\bar{n}) + 1/2D_0(\bar{n})\mathcal{J}^{-1}(\bar{n})\partial_{\bar{n}}\mathcal{J}^{-1}(\bar{n}) \) and effective diffusion \( \bar{D}(\bar{n}) = D_0(\bar{n})\mathcal{J}^{-2}(\bar{n}) \), followed by the small noise approximation.

**APPENDIX C: FAST FLUCTUATIONS IN THE UNBOUND COPY NUMBER**

To study the fast contribution to the variance in the number of unbound protein copies, due to binding and unbinding of monomers, we consider a master equation indexed over the number of unbound transcription factors, \( n \), given a constant total number of transcription factors, \( N \). We neglect binding and unbinding to the promoter because we are interested in the limit of large numbers of decay sites, \( M \to \infty \).

\[
\frac{dp_{n|N}}{dt} = f_d \left[ (N - n + 1)p_{n-1|N} - (N - n)p_{n|N} \right] + h_d \left[ (n + 1)(M - N + n + 1)p_{n+1|N} - n(M - N + n)p_{n|N} \right]. \tag{C1}
\]

The steady state probability distribution is found by recursion:

\[
p_{n|N} = p_{0|N} \prod_{\ell=0}^{n-1} \frac{f(N - \ell)}{\ell!(M - N + \ell + 1)} = p_{0|N} (n!)^{n-n} \frac{N!}{n!(N-n)!} (M-N)! \approx \exp \{ \mathcal{F}(n) \} \tag{C2}
\]

\[
\approx \exp \{ \mathcal{F}(\bar{n}) \} \exp \left[ \frac{1}{2} (\bar{n}^2 - n^2) \frac{\partial^2 \mathcal{F}}{\partial n^2} \right]_n=\bar{n}. \tag{C3}
\]
In the last step we Gaussian expand $\mathcal{F}$ for large $M$, $N$, and $n$ within a Stirling expansion. Setting $\partial / \partial n [\mathcal{F}(\bar{n})] = 0$ recovers the deterministic result for the mean number of unbound protein copy numbers, $\bar{n} = \sum_n np_{n|N}$ for $\bar{n} >> 0$, given in Eqn. B2. The variance in the number of unbound protein copy numbers is:

$$
\sigma^2_{n|N} = \left( \frac{\partial^2 \mathcal{F}}{\partial n^2} \right)_{n=\bar{n}}^{-1}
= \bar{n} \left[ \frac{Mn_d^\dagger}{(n_d^\dagger + \bar{n})^2 + Mn_d^\dagger} \right]
= \bar{n} \left[ 1 - \frac{1}{\mathcal{J}(\bar{n})} \right].
$$

(C4)

The fast contribution to the unbound fluctuations is found by averaging over the probability distributions of the total copy number, $p_N$, which is the steady state solution of Eqn. B1:

$$
\sigma^2_{n,fast} = \sum_N \bar{n} \left[ \frac{Mn_d^\dagger}{(n_d^\dagger + \bar{n})^2 + Mn_d^\dagger} \right] p_N
\approx \langle n \rangle \left[ \frac{Mn_d^\dagger}{(n_d^\dagger + \langle n \rangle)^2 + Mn_d^\dagger} \right]
= \langle n \rangle \left[ 1 - \frac{1}{\mathcal{J}(\langle n \rangle)} \right].
$$

(C5)

We have approximated the average of the function by the function of the average, which is valid for $\left( (n_d^\dagger + \langle n \rangle)^2 + Mn_d^\dagger \right) >> 1$.

**APPENDIX D: TRANSLATIONAL BURST NOISE**

Another source of noise in gene expression comes from multiple translation events of a single mRNA copy, so that proteins are effectively produced in bursts rather than one at a time [14]. Although our model does not include mRNA, we mimic the effects of bursting by specifying that each production event results in an instantaneous burst of $B$ transcription factors with a reduced production rate of transcription factors, $g \rightarrow g/B$, such that the average unbound number of transcription factors $\langle n \rangle$ does not change even though the variance increases. For a constitutively produced gene (where $g_0 = g_1$) the variance without decoys becomes $\sigma^2_{n,0}(\langle n \rangle) = (B + 1)/2$ [14]. Decoy binding sites have the opposite effect on the variance to bursts – they decrease the variance without changing the mean expression $\langle n \rangle$. The noise buffering formula derived above for $\sigma^2_n = \sigma^2_{n,slow} + \sigma^2_{n,fast}$ can be applied to a constitutively produced bursty gene as follows:

$$
\sigma^2_n = \left( \sigma^2_0 - \langle n \rangle \right) \mathcal{J}^{-1}(\langle n \rangle) + \langle n \rangle
= \langle n \rangle \left( \frac{B - 1}{2} \right) \mathcal{J}^{-1}(\langle n \rangle) + 1.
$$

(D1)

There are similar opposing effects between decoys and bursts when one considers the bimodal probability distribution. Large bursts can eliminate bimodality by decreasing the typical number of production events needed reach the transition state from a fixed point [15], such that the probability of the HIGH state decreases. Adding decoys that stabilize the HIGH state ($n_d^\dagger > \langle b \rangle$) can restore bimodality in a bursty bimodal system. Similarly, bursts exponentially decrease the time to escape between states [16], whereas decoys exponentially increase the time to escape between states.

**APPENDIX E: APPROACH TO STEADY STATE**

The time to reach half of the mean steady state expression, $\tau_{1/2}$, starting from a mean of zero protein copies is found from the deterministic equation for the mean total copy number, $d_t \langle N(t) \rangle = v(N) = v_0 [\bar{n}(N)]$, to be:

$$
\tau_{1/2} = \int_0^{\langle N \rangle/2} dN \frac{1}{v_0 [\bar{n}(N)]}.
$$

(E1)

Performing a change of variables from $N$ to $\bar{n}$ yields:

$$
\tau_{1/2} = \int_0^{\bar{n}(\langle N \rangle/2)} d\bar{n} \frac{\mathcal{J}(\bar{n})}{v_0(\bar{n})}
$$

(E2)

where the upper boundary is the mean unbound copy number $\bar{n}$ such that Eqn. B2 is evaluated for $\bar{n} = \langle N \rangle/2$ for binding of monomers.

**Limit of weak decoys.** For weak decoys ($n_d^\dagger >> \langle n \rangle$), approximating $\theta_d(\bar{n}) \approx \bar{n}/n_d^\dagger$ in Eqn B2 results in $N \approx \bar{n}(1 + M/n_d^\dagger)$ and $\mathcal{J}(\bar{n}) = \partial N/\partial \bar{n} = 1 + M/n_d^\dagger = const.$ In this limit the upper boundary becomes $\bar{n}(\langle N \rangle/2) \approx \langle n \rangle/2$ and $\tau_{1/2} = \tau_{1/2,0} + M \Delta \tau_{1/2}$ where $\Delta \tau_{1/2} \approx \tau_{1/2,0}/\bar{n}^1$.

**Limit of strong decoys.** For strong decoys ($n_d^\dagger << \langle n \rangle$), Eqn. B2 becomes $N \approx \bar{n} + M(1 - n^1/\bar{n})$, and $\mathcal{J}(\bar{n}) \approx 1 + M n_d^\dagger/\bar{n}^2$. Therefore, unlike weak decoys that influence $\tau_{1/2}$ independent of $\bar{n}$, strong decoys have the most significant effect of increasing the time to reach the steady state (compared to the gene with no decoys) when $\bar{n}$ is small.
In the limit of extremely strong decoys, each transcription factor that is produced binds to a decoy site and remains bound. As a result, until all decoys are saturated, the unbound copy number will be zero. There will be no transcription factors available to bind to the promoter and the production will be fixed at the basal production level, $g_0$. After saturation, however, strong decoys no longer influence the dynamics of the system. Therefore the time to approach steady state can be broken up into a basal production stage and an isolated gene stage.

For $M > \langle n \rangle$, the time to reach half of the steady state number of proteins happens before the decoys are saturated - in the regime when transcription factors are produced with a rate $g_0$ per unit time,

$$\tau_{1/2} = \frac{\langle N \rangle}{2 \cdot g_0} = \frac{M + \langle n \rangle}{2 \cdot g_0}, \text{ for } M > \langle n \rangle >> n_d^\dagger.$$

---
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