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Abstract: The drawback of several metaheuristic algorithms is the dropped local optimal trap in the solution to complicated problems. The diversity team is one of the promising ways to enhance the exploration of searching solutions in algorithm to avoid the local optimum trap. This paper proposes a diversity-team soccer league competition algorithm (DSLC) based on updating team member strategies for global optimization and its applied optimization of Wireless sensor network (WSN) deployment. The updating team consists of trading, drafting, and combining strategies. The trading strategy considers player transactions between groups after the ending season. The drafting strategy takes advantage of draft principles in real leagues to bring new players to the association. The combining strategy is a hybrid policy of trading and drafting one. Twenty-one benchmark functions of CEC2017 are used to test the performance of the proposed algorithm. The experimental results of the proposed algorithm compared with the other algorithms in the literature show that the proposed algorithm outperforms the competitors in terms of having an excellent ability to achieve global optimization. Moreover, the proposed DSLC algorithm is applied to solve the problem of WSN deployment and achieved excellent results.
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1. Introduction

Optimization is one of the most common problems found in life, e.g., engineering design, business planning, or even military applications. Optimization techniques are used to solve problems intelligently by choosing the optimal solution from a large number of solutions [1]. The meta-heuristic algorithm is viral for solving optimization problems as it is robust and straightforward [2–4], for example, reactive power planning problem in power systems [5], capacitated vehicle routing problem [6], and route planning of part process in flexible manufacturing systems [7]. Meta-heuristic algorithms have developed rapidly over the past few decades [8]. Metaheuristic algorithms are developed by taking inspiration from the natural phenomenon, e.g., physical, biological, or swarms moving as an advance seeks to generate or choose promising approximate solutions [9,10]. Examples of population-based algorithms of popular metaheuristics are as follows: genetic algorithm (GA) [11], firefly algorithms (FA) [12], adaptive differential evolution (JADE) [13], Cat swarm optimization
algorithm [14]. The optimization process of these meta-heuristic algorithms is usually used to generate a set of randomly initialized agents and to execute operations, e.g., selection, combination, and evaluation. The agents are iterated by a certain number of times through operations such as migration or evolution [15–17].

Soccer league competition (SLC) algorithm is a new metaheuristic algorithm that was inspired by the soccer league [18]. The competitive mechanism of football leagues is inspired to model the algorithm for global optimization. The players in the football league are mimicked to simulate candidate solutions in the search space for the optimization algorithm. Improving the fitness of these players gradually as solutions in the algorithm is evaluated according to the objective function through iteration for optimization problems. The best fitness player is selected in the league as the optimal solution for a given optimization problem. Since it was proposed in 2014, in a short time, the SLC algorithm has been successfully applied to solve problems in several areas, e.g., the design of urban water supply networks [19,20], knapsack problems [21], and set covering problems [22]. The SLC algorithm has advantages such as fast convergence speed and more accurate results in comparison with the other metaheuristic algorithms [19]. However, the SLC algorithm also has a drawback, i.e., dropping in the optimal local trap when solving the complicated combinatorial problems.

This paper considers the improvement of the diversity teams to avoid the mentioned issue. We propose a novel improvement version of the SLC algorithm to enhance the diversity team’s soccer league competition (namely DSLC) based on updating strategies. The strategies consist of trading transactions of the player between teams after ending each season, taking advantage of draft principles in real leagues to bring new players to the association, and combining the policies. Beside tested with the benchmark functions, we also apply the proposed method to solve the practical problem of deployment in Wireless Sensor Network (WSN).

Moreover, scholars have paid more attention to WSN because it is a network of many wireless sensors placed in the target space to monitor or capture environmental data, then transfer it to the base station. WSN has been widely applied in fields such as health care monitoring [23] and industrial monitoring [24]. However, its sensor nodes are limited in computation capability and storage capacity of the computing unit, in communication range and radio quality of communication unit, and the available energy of power units [25]. The implementation of WSN has faced many challenges related to determining node positions to ensure a trade-off between different metrics. Due to the differential density of WSN, finding an optimal deployment becomes an NP-Hard task [26,27]. To tackle this NP-Hardness of the deployment problem, meta-heuristic algorithms offer a good alternative method. The proposed method of enhanced diversity team to improve the metaheuristic SLC is a promising way for optimizing the design and deployment of WSN successfully. The reasonably arrange positioning nodes are modeled to maximize the coverage range in WSN as the optimization problem that would be solved by applying the proposed algorithm.

The paper structure is organized as follows. Section 2 reviews the related work, e.g., the original SLC algorithm, and the problem statement of the WSN deployment. Section 3 introduces a new proposed method of DSLC. Section 4 presents the simulation results of the proposed algorithm for selected testing functions. Section 5 applies the proposed algorithm to the coverage problems in WSN deployment. Finally, there is a concluding Section.

2. Related Work

2.1. Soccer League Competition Algorithm

Soccer league competition (SLC) [18] algorithm takes its inspiration from a soccer league that contains many teams. The teams are classified with two levels of strong and weak sides. The stronger teams will occupy the forefront of the league for a long time. The weaker teams will worry about relegation to the second league. During each season, there will be matches between teams. The number of matches in a season depends on the number of teams. In a season, a number of matches are held for
the league in competitions. After the end of each season, the worst record in the first league will be
eliminated. The vacant seat is replaced by the two best teams in the second league. Assuming
the league has several teams and the number of matches is calculated as follows.

\[ M = \frac{n \times (n - 1)}{2} \]  

where \( M \) and \( n \) are the number of matches and teams, respectively. For each team, they play \( n - 1 \) times
per season. The players of a team are divided into leading players and reserve players. The fitness of
the players determines the competence of the organization. The stronger is the club in the competition
between groups, the higher is its probability of winning the game. For the internal competition of each
side, the improvement of the team’s fitness comes from the match between players. Each unit has the
best player called Star Player (SP). For the league, there is one best player every season, named Super
Star Player (SSP). Each team will make different adjustments after each game. The SP in each group
will learn from the SSP in the league. SP wants to become an SSP by improving its fitness. The other
players on the team learn from the SPs in each unit to enhance their fitness. At the end of each season,
the team’s fitness will increase. This strategy makes teams more competitive in the new season.

The player in the league considered a solution in the vector for optimization in which the locally
optimal solution vectors and global optimal solution vectors are regarded as the star players in each
team and superstar players in the league, respectively. The evaluation rate of the objective function for
optimizing the problem is figured out based on the fitness of the player in the team.

\[ PP(i, j) = \frac{1}{\text{Func}(i, j)}, \quad i \in \text{Team}, \quad j \in \text{Players} \]  

\[ PT(i) = \frac{1}{n} \sum_{n=0}^{n} PP(i, j), \quad i \in \text{Team}, \quad j \in \text{Players} \]  

where \text{Func} is the objective function; \( PP \) and \( PT \) are the power of the \( j \)th player in team \( i \), and the power
of team \( i \), respectively; \( i, j \) are the number of the \( i \)-th team and the number of the \( j \)-th player on the team
\( n \) is the number of players in a team. The high-power teams have a high probability of winning the
game. The probability for two teams to win is as follows:

\[ P_1 = \frac{PT_1}{PT_1 + PT_2} \]  

\[ P_2 = \frac{PT_2}{PT_1 + PT_2} \]  

where \( P_1, P_2 \) are the probabilities for team1 and team2 to win. The sum of \( P_1 \) and \( P_2 \) equals to 1.
\( PT_1 \) and \( PT_2 \) are the fitness of team1 and team2, respectively. The fitness of the players on the team
(leading players and substitutes) is changed to improve forwarding to promising areas of searching
space according to the fitness values of the players and the competitiveness of the team.

2.2. Deployment Problem for Wireless Sensor Networks

WSN deployment problem is to place sensor nodes in an accurate way that ensures high network
performance [28]. Several terms can name this issue: placement, coverage, or deployment problem.
Node deployment techniques are classified according to different criteria [29]. Depending on the
application environment, deployment can be outdoor or indoor implementation. Based on the
placement strategy, deployment can be random, deterministic, or scheduled. Random deployment,
where nodes are placed randomly, is generally adopted in hostile environments or large-scale outdoor
deployment areas [30]. Deterministic strategies are used for small-scale situations where we have
a precise knowledge of the environment. In scheduled deployment, sensors are placed with higher
density in areas where events are concentrated [31]. In indoor environments, random implementation
and scheduled deployment are infeasible due to existing of obstacles. The deterministic placement is the only option because it takes into account environmental characteristics [32]. The implementation must consider not only the environment characteristics but also should guarantee a high quality of services [33].

The optimization of WSN implementation has been facing many challenges related to determining node positions to ensure a trade-off between different metrics due to the differential density of WSN. Thus, to find an optimal deployment becomes an NP-Hard task [26]. For this optimization, the intelligent deterministic deployment algorithm is needed by applied metaheuristics [27]. The meta-heuristic offers an excellent alternative method to tackle the NP-Hardness of the deployment problem. These methods have received much attention in the literature. The deployment problem aims to optimize metrics simultaneously with different constraints of the optimization problem of deployment that have been introduced in several papers [34,35]. The mathematical techniques with assumptions, goals, and models were introduced to deal with deployment in WSN as optimization issues [36].

The coverage of the deployment problem is one of the exciting new studies in WSN, which is to improve the service quality of the network and to reduce the cost of deploying nodes. The node’s deployment was studied in order to reduce power consumption with coverage maximization and is shown to prolong the WSN lifespan [37]. The problem is transformed into the essential question that studies how to maximize the coverage with the same node number. Assumed nodes of WSN deployed in two-dimensional space area can be modeled as a connected graph $G(V,E)$, where $V$ and $E$ are the finite set of vertices and edges, respectively, for sensor nodes. $V$ is represented as $\{v_1,v_2,...,v_n\}$. The location of the node in the network $v_i$ has coordinate $(x_i, y_i)$ for $i = 1, \ldots, n$. The connecting links of the vertices is a network represented as the set of edges $E$ with $\{e_{1,2}, e_{1,3}, \ldots, e_{n-1,n}\}$. The number of nodes and links of the network ($n$ and $l$) are set to $|V|$ and $|E|$, respectively. If an event is covered point $(x,y)$ by sensor nodes $v_i$. The probability that the point as the link can be defined as follows.

$$
\alpha(e_i) = \begin{cases} 
1, & \text{if } d(v_i, p) < r, \\
0, & \text{otherwise}
\end{cases}, (i = 1,2,\ldots,n) 
$$

(6)

where $e_i$ denoted an existed link of $v_i$, and $p(x, y)$ edge, $r$ is a sensing radius of the nodes. A link equals $(v_i, p)$ from $v_i \in V$ to $p \in V$, and vice versa from $p(x, y)$ to $v_i$, and $d$ is a Euclidean distance between the target point $p$ and the sensor node. The calculation of Euclidean distance between target point $p$ and a sensor node is expressed as follows.

$$
d(v_i, p) = \sqrt{(x_i-x)^2 + (y_i-y)^2} 
$$

(7)

The joint coverage rate for all nodes to monitor the pixel $p$ in the monitoring area $S$ as digital discrete of $m \times n$ pixel. The probability coverage in the monitoring area is computed as follows.

$$
P(S, p) = 1 - \prod_{i=1}^{n} [1 - P(v_i,p) \times \alpha] 
$$

(8)

where $S$ is the monitoring area, $P$ is the coverage probability, and $n$ is the number of nodes in the total size of a certain area. The coverage nodes layout of this deployment problem in WSN would be solved by applying the proposed method of diversity-team soccer league (DSLC) algorithm, as presented in Section 5.

3. Diversity Team Soccer League Competition Algorithm

This section presents a new proposed scheme of diversity-team soccer league competition optimization (DSLC) based on updating strategies to improve the SLC algorithm. The updating strategies are composed of trading, drafting, and combining strategies. The trading strategy considers trading transactions of the player between teams after the ending season. The drafting strategy takes
advantage of draft principles in real leagues to bring new players to the association. The combining approach is a combination of the policy of the trading and drafting ones. The principle of the DSLC algorithm is stated as follows.

**Trading strategy:**

The trading strategy is inspired by the players trading between teams in a real soccer league. While the offseason, the stronger teams are looking for potential star players to supplement the active players. The weaker teams are looking for deals to restructure the organization. This strategy can improve the step of league updating in the algorithm that is described as follows. The power of teams in the league is sorted, and then the top-ranked team is selected to trade with one leading player in a selected randomly team. The power of teams is evaluated according to the fitness rate function of the specific problem. The principle is expressed as equations below.

\[
\text{League} = \text{Sort}([\text{Team}_1, \text{Team}_2, \ldots, \text{Team}_n])
\]

where \( n \) is a number of the team in the league, \( \text{Team}_n.\text{MainPlayer} = [X_1, X_2, \ldots, X_m], \)

\( \text{Team}_n.\text{MainPlayer} = [Y_1, Y_2, \ldots, Y_o, \ldots, Y_m], \)

\( m \) is a number of players, \( a \) and \( b \) represent any one of the team\(_i\) and team\(_j\), respectively. Then, we immigrate the top-ranked team with star players to a selected team randomly in the league and replace the weakened team with the top-ranked team.

\[
\text{Team}_n.\text{MainPlayer} = \text{Team}_1.\text{MainPlayer}
\]

where \( r \) is a random index number.

**Drafting strategy:**

This strategy is inspired by the draft strategy of introducing new players in the real soccer league that was invented to bring young players into the league. The purpose of the draft strategy is to improve the inferior records of the competitiveness of teams by adding active players. First, we rank the players (who are about to enter the league) according to their strength from high to low, and then, we rate the teams based on the power from low to high. Here the strength or power is the fitness evaluated value of the local and global result. Second, we add the newly selected player in the team, and we also eliminate the weakest player from the group. The principle of the strategy is shown in Figure 1 below.

**Figure 1.** The principle of drafting strategy.

Figure 1 shows the principle of drafting strategy. The strength of teams is ranked from high to low, and set to 1, 2, \ldots , n. The players on the group may be symbolled as \( X, Y, Z \). Among new players, \( a_1 \) to \( a_n \) represent the rank of the strength of players from high to low. After sorting and eliminating, new players are added to the team, and the weakest players are removed. The advantage of the team could be improved by more diversity.
**Combining Strategy**

This strategy is a combination of strategies trading and drafting. Parameter random $p$ is used to switch between the trading and drafting strategy. For every $R_k$ season, if $p = \text{random}()$ is more significant than $1/2$, the team will conduct (activate) the trading strategy, otherwise enable the drafting strategy, where $R$ is a period of running iterations. The advantage of the trading strategy is that the variables of the population can be exchanged with each other, and the diversity of the community can be improved. The power of the drafting strategy can prevent the algorithm from falling into a locally optimal solution prematurely. Figure 2 shows a flowchart of the combining strategy (a combination of the trading and drafting strategy).

![Flowchart of the combining strategy](image)

**Figure 2.** The combining strategy (a combination of the trading and drafting strategy).

The procedure steps of the proposed DSLC are presented as follows.

1. **Initialize**: Generate $N_p$ (population size) solutions randomly; calculate fitness function $F(x)$, where the fitness function is assumed to minimize $f(x)$, and the solution vector is $x = [x_1, x_2, \ldots, x_n] \in X$. $X$ is the set of values for each variable.

2. **Generates sample**: New solutions are generated in a league; the following equations, e.g., the number of players, is calculated as follows.

$$n_{\text{Players}} = n_T \times n_{\text{MP}} + n_{\text{RP}}$$  \hspace{1cm} (11)

where $n_T$ is the number of teams in the league; $n_{\text{MP}}$ and $n_{\text{RP}}$ are the numbers of main player and reserve players.
The purpose of this step is to generate a random vector for each player as in following equations.

\[
\text{League} = \begin{cases} 
\text{Team1} \\
\text{Team.2} \\
\text{Team.3} \\
\text{Team.4} \\
\vdots \\
\vdots
\end{cases} 
\] (12)

\[
\text{Team} = \begin{cases} 
\text{MP.1} \\
\text{MP.2} \\
\vdots \\
\text{MP.}p \\
\text{RP.1} \\
\text{RP.2} \\
\vdots \\
\text{RP.}q
\end{cases} 
\] (13)

\[
MP = [X_{1,1}, X_{1,2}, \ldots, X_{1,k}] 
\] (14)

\[
RP = [X_{1,1}, X_{1,2}, \ldots, X_{1,k}] 
\] (15)

where \( n \) is a number of teams per league; and \( p \) and \( q \) are main players and reserve players per team; \( k \) is a number of variables in a team.

**Step 3.** Team assessment: The strength of each player is calculated and ranked according to the evaluation of the fitness function. If a new solution of objective function value is better than the previous solution, it is replaced with the previous one and added to the team in order of player strength.

**Step 4.** League competes: The teams start to compete in matches. The operators of imitation and provocation are used to change the strength of the leading players and reserve players for the winner.

For imitation operator, as it is shown in Equation (16), the leading players of the winning team imitate the star player (SP) in their team and the superstar player (SSP) in the league to improve their strength. The following formulas are presented in the SLC algorithm as follows.

\[
MP(i, j) = MP(i, j) + \alpha \cdot (SP - MP(i, j)) + \beta \cdot (SSP - MP(i, j)) 
\] (16)

In the equation, \( \alpha \) and \( \beta \) are parameters for the main players to evolve to Super Player and Super star player, respectively. \( \alpha \) and \( \beta \) are random numbers set between 0.7 and 1.

For the provocation operator, as it is shown in Equation (17), the reserve players of the winning team imitate the average power of main players and provoke the main players. If the reserve players are better than the main players, the reserve players become the main players, and the main players become reserve players.

\[
RP(i, j) = \text{Average}_{MP} + (\partial \cdot \text{Average}_{MP} - RP(i, j)) 
\] (17)

In the equation, \( \partial \) is the parameter for the reserve players to evolve to the average power of main players. \( \partial \) is a random number set between 0.9 and 1.
Step 5. Updating league: Apply the proposed scheme above, updating strategies as communicating activation for enhancing diversity teams in the optimization algorithm.

Step 6. Relegation and promotion: The worst team in the first league is replaced by the best team in the second league.

Step 7. Check the stopping criterion: If the number of iterations is not reached, go to Step 3.

The pseudo-code of the process of the DSLC algorithm is shown in Algorithm 1.

Algorithm 1: Pseudo-code of the DSLC algorithm

1. **Input:**
   - Number of Teams: \( nT \)
   - Fitness Function: \( F(x) \)
   - Iteration: \( T \)
   - Winning factor: \( P_w \)

2. **Output:**
   - Best solution

3. **Initialization:**
   - Generate \( n_{players} \) solutions vector (player) as \( x \).
   - Calculate solutions vector fitness \( F_p \).
   - Generate \( nT \) solutions (team) in a League.
   - Sort players by \( F_p \).
   - Assign players to the team in descending order.

4. **Main Loop:**
   - \( t = 1 \)
   - While \( (t < T) \) do
     - /*League Competes*/
       - Calculate the power of each team \( F_t \).
       - Match between teams: (Take team A and team B as an example)
         - If \( F_{tA} > F_{tB} \)
           - Rand p between 0 and 1
           - If \( p > P_w \)
             - Team A wins
           - Else
             - Team B wins
           - end If
       - For the winning team:
         - Main players: imitation operator
         - Reserve players: provocation operator
     - /*Updating League*/
       - Choose one of three strategies
         - Strategy 1: Trading Strategy
         - Strategy 2: Drafting Strategy
         - Strategy 3: Combining Strategy
     - /*Relegation and promotion*/
       - Initialize the last two teams in the last league
   - End While

5. **Output:** The best player in League (best solution vector)
The next sections would present the results of testing the proposed algorithm of DSLC and its application for the node layout of the WSN to find the best node coverage.

4. Experimental Results of Testing Problems

In this section, for meeting test functions’ diversity, twenty-one benchmark functions from the CEC2017 [38,39] are utilized to test the performance of the proposed DSLC. The selected benchmark problems consist of a broad range of test problems, e.g., uni-modal, multi-modal, and fixed-dimension functions. The detail presetting max iteration, dimensions, and boundaries for the function tests are listed in Table 1. The obtained optimal results of the proposed schemes (the DSLC-1, 2 and 3) are compared with the original SLC [18], genetic algorithm (GA) [11], firefly algorithm (FA) [12], and adaptive differential evolution (JADE) [13], respectively.

Different scenarios for testing the performance of the proposed DSLC are simulated, e.g., DSLC-Trading (DSLC-1), DSLC-Drafting (DSLC-2), and DSLC-Combining (DSLC-3) strategies, respectively, for the benchmark functions. The population size of the four algorithms, e.g., DSLC, SLC, GA, and FA in comparison is the same that \( N_p \) set to 80. The switch probability \( p \) is equal to 0.8. The parameter \( R \) equals to 10, as communication should be done every ten iterations, and the mutation rate equals to 0.05, crossover constant \( CR \) equals to 0.08 for GA. Because of the strong randomness of the meta-heuristic algorithms, the number of runs is set to 20, and their results are averaged.

The comparison results of the proposed DSLC-1, DSLC-2, and DSLC-3 with the SLC, FA, and GA algorithms are listed in Tables 2–4, respectively. In these tables, three symbols: “+”, “-” and “~” are used to indicate the rate (\( r \)) of a pair of comparison results of the proposed schemes with other algorithms whose symbols can be “better”, “worse”, or “similar”, respectively.

Table 2 shows a comparison of the obtained results of the proposed DSLC-Trading strategy (DSLC-1) with the SLC, FA, and GA algorithms for the test functions. As it can be seen in Table 2, the DSLC-Trading procedure (DSLC-1) performs well according to different rates that produce a higher number of “+” symbols than the other competitors, e.g., the SLC, FA, and GA algorithms.

Tables 3 and 4 show the comparison of the obtained results of the proposed DSLC-drafting strategy (DSLC-2) and DSLC-Combining strategy (DSLC-3) with the SLC, FA, and GA algorithms respectively for the test functions. As can be observed from the tables, the obtained results from the proposed schemes provide a better performance than that of the other competitors. It can be concluded that the proposed DSLC scheme provides a higher number of “winner +” than the FA, GA, and SLC methods for global optimization. It means that the proposed DSLC offers excellent performance in dealing with different test optimization functions.

Table 5 depicts a comparison of the JADE algorithm [13] with the proposed DSLC-strategies (DSLC-1, 2, and 3) for the test functions. As can be seen in the table, the DSLC-procedures also perform well, with a number of winners than the JADE algorithm. That means JADE obtained more “-” symbols than the DSLC scheme.

Figures 3–6 show the comparison results of the proposed schemes of DSLC-1, 2, and 3 with the SLC, FA, and GA algorithms listed in (a), (b), and (c), respectively. Panel (d) compares three schemes of strategies with the SLC algorithm for testing function 3.

Table 1. Twenty-one selected benchmark functions.

| Number | Function Name       | Function Expression | Range | Dimension | Iteration |
|--------|---------------------|---------------------|-------|-----------|-----------|
| 1      | Spherical           | \( f_1(x) = \sum_{i=1}^{N} x_i^2 \) | ±100  | 30        | 100       |
| 2      | High Conditioned Elliptic | \( f_2(x) = \sum_{i=1}^{D} (10^{6})^{i/30} x_i^2 \) | ±100  | 30        | 100       |
| 3      | Sum Square          | \( f_3(x) = \sum_{i=1}^{D} x_i^2 \) | ±100  | 30        | 100       |
| 4      | Schwefel            | \( f_4(x) = 418.983n - \sum_{i=1}^{N} x_i \times \sin(\sqrt{|x_i|}) \) | ±100  | 30        | 100       |
Table 1. Cont.

| Number | Function Name                  | Function Expression                                      | Range | Dimension | Iteration |
|--------|--------------------------------|----------------------------------------------------------|-------|-----------|-----------|
| 5      | Rotated Schwefel2              | \( f_5(x) = 418.9832 - \sum_{i=1}^{D} x_i \sin(\sqrt{|x_i|}) + f_2 \) | ±100  | 30        | 100       |
| 6      | Quadric                        | \( f_6(x) = \sum_{i=1}^{D} \sum_{j=1}^{i} x_i \)         | ±10   | 30        | 100       |
| 7      | Quartic Noisy                  | \( f_7(x) = \text{random}[0,1] + \sum_{i=1}^{D} (x_i^4 - 10x_i^2 + 1) \) | ±10   | 30        | 100       |
| 8      | Rosenbrock                      | \( f_8(x) = \sum_{i=1}^{D} (100 \times (x_{i-1}^2 + x_i^2) + (1 - x_i)^2) \) | ±600  | 30        | 100       |
| 9      | Rastrigin                      | \( f_9(x) = \sum_{i=1}^{D} (10 + x_i^2 - 10 \cos(2\pi x_i)) \) | ±100  | 30        | 1000      |
| 10     | Non-continuous Rotated Rastrigin’s | \( f_{10}(x) = \sum_{i=1}^{D} (x_i^2 - 10 \cos(2\pi x_i) + 10) + f_9 \) | ±10   | 30        | 1000      |
| 11     | Griewank                       | \( f_{11}(x) = \sum_{i=1}^{D} x_i^2 - \prod_{i=1}^{D} \cos(\frac{x_i}{\sqrt{i}}) + 1 \) | ±32   | 30        | 100       |
| 12     | Ackley                         | \( f_{12}(x) = 20 + e^{-20 \exp\left(-\frac{1}{5} \sqrt{\sum_{i=1}^{D} \cos(i, j)} - \exp\left(\frac{1}{D \sum_{i=1}^{D} x_i^2}\right)\right)} \) | ±10   | 2         | 100       |
| 13     | Levy                            | \( f_{13}(x) = (1 - x_1) \sum_{i=1}^{D} [\sin^2(2\pi x_i) + 1] \) | ±512  | 2         | 100       |
| 14     | Weierstrass                     | \( f_{14}(x) = \sum_{k=1}^{D} \left(\sum_{l=1}^{D} k^2 \cos(2\pi k(l + 0.5))\right) \) | ±10   | 30        | 100       |
| 15     | Schaffer                        | \( f_{15}(x) = \frac{1}{4} + \frac{\arctan(x_i^2 - 0.5)}{\arctan(0.0001(x_i^2 - 0.5))} \) | ±100  | 2         | 100       |
| 16     | Penalized1                      | \( f_{16}(x) = \sum_{i=1}^{D} (10 \sin(\pi x_i))^2 + \left(\sum_{i=1}^{D} \sin(\pi x_i + 1)\right)^2 \) | ±10   | 30        | 100       |
| 17     | Penalized2                      | \( f_{17}(x) = \sum_{i=1}^{D} (0.1 \sin(\pi x_i))^2 \) | ±10   | 30        | 100       |
| 18     | Alpine                          | \( f_{18}(x) = \sum_{i=1}^{D} \left|x_i \sin(x_i) + 0.1x_i\right| \) | ±10   | 30        | 100       |
| 19     | Himmelblau                      | \( f_{19}(x) = \sum_{i=1}^{D} (x_i^4 - 16 \times x_i^2 + 5x_i) \) | ±10   | 30        | 100       |
| 20     | Shifted rastrigin              | \( f_{20}(x) = \sum_{i=1}^{D} (x_i^2 - 10 \cos(2\pi x_i)) + 10 + f_9 \) | ±10   | 30        | 100       |
| 21     | Shifted griewank               | \( f_{21}(x) = \sum_{i=1}^{D} x_i^2 \cos(\frac{x_i}{\sqrt{i}}) + 1 \) | ±10   | 30        | 100       |

Table 2. Comparison of the obtained results of the proposed DSLC-Trading strategy (DSLC-1) with the SLC, FA, and GA algorithms for the test functions.

| Test Functions | DSLC-1       | SLC          | FA           | GA           | r          |
|---------------|--------------|--------------|--------------|--------------|------------|
| 1             | 1.50 \times 10^{-323} | 6.10 \times 10^{-321} | +           | 2.54 \times 10^{-06} | +          |
| 2             | 2.00 \times 10^{-323} | 8.15 \times 10^{-322} | +           | 1.48 \times 10^{-11} | +          |
| 3             | 6.90 \times 10^{-323} | 5.67 \times 10^{-320} | +           | 4.92 \times 10^{-08} | +          |
| 4             | 4.90 \times 10^{-324} | 2.50 \times 10^{-323} | +           | 3.10 \times 10^{-03} | +          |
| 5             | 4.90 \times 10^{-324} | 4.90 \times 10^{-324} | ~           | 2.80 \times 10^{-04} | +          |
| 6             | 9.80 \times 10^{-322} | 2.50 \times 10^{-323} | +           | 3.10 \times 10^{-13} | +          |
| 7             | 7.01 \times 10^{-05} | 7.99 \times 10^{-05} | +           | 6.11 \times 10^{-04} | +          |
| 8             | 1.96 \times 10^{+01} | 2.15 \times 10^{+01} | +           | 2.32 \times 10^{+01} | +          |
| 9             | 3.20 \times 10^{-14} | 1.60 \times 10^{-14} | +           | 2.89 \times 10^{+01} | +          |
Table 2. Cont.

| Test Functions | DSLC-1   | SLC      | r     | FA     | r     | GA     | r     |
|----------------|----------|----------|-------|--------|-------|--------|-------|
| 10             | $1.70 \times 10^{-15}$ | $1.78 \times 10^{-15}$ | $5.30 \times 10^{+01}$ | $1.24 \times 10^{-07}$ | +     |        | +     |
| 11             | $5.50 \times 10^{-15}$ | $4.44 \times 10^{-15}$ | $9.90 \times 10^{-03}$ | $8.73 \times 10^{-11}$ | +     |        | +     |
| 12             | $8.88 \times 10^{-16}$ | $8.88 \times 10^{-16}$ | $5.23 \times 10^{-04}$ | $8.23 \times 10^{-05}$ | +     |        | +     |
| 13             | $5.67 \times 10^{-30}$ | $3.01 \times 10^{-28}$ | $9.81 \times 10^{-06}$ | $2.07 \times 10^{-05}$ | +     |        | +     |
| 14             | $-1.50 \times 10^{+01}$ | $-1.50 \times 10^{+01}$ | $-1.59 \times 10^{+01}$ | $-4.90 \times 10^{-01}$ | +     |        | +     |
| 15             | $6.14 \times 10^{-14}$ | $2.78 \times 10^{-16}$ | $1.27 \times 10^{-01}$ | $9.72 \times 10^{-03}$ | +     |        | +     |
| 16             | $3.68 \times 10^{-16}$ | $4.99 \times 10^{-13}$ | $6.25 \times 10^{-09}$ | $4.01 \times 10^{-06}$ | +     |        | +     |
| 17             | $2.02 \times 10^{-31}$ | $2.27 \times 10^{-13}$ | $7.43 \times 10^{-08}$ | $9.45 \times 10^{-12}$ | +     |        | +     |
| 18             | $4.90 \times 10^{-324}$ | $1.50 \times 10^{-323}$ | $3.10 \times 10^{-04}$ | $4.58 \times 10^{-06}$ | +     |        | +     |
| 19             | $-7.41 \times 10^{+01}$ | $-7.54 \times 10^{+01}$ | $-7.46 \times 10^{+01}$ | $-7.83 \times 10^{+01}$ | +     |        | +     |
| 20             | $3.55 \times 10^{-15}$ | $-7.54 \times 10^{-15}$ | $3.08 \times 10^{+01}$ | $2.03 \times 10^{-08}$ | +     |        | +     |
| 21             | $7.55 \times 10^{-15}$ | $5.55 \times 10^{-16}$ | $2.30 \times 10^{-08}$ | $4.22 \times 10^{-10}$ | +     |        | +     |

Summary

| Test Functions | DSLC-2   | SLC      | r     | FA     | r     | GA     | r     |
|----------------|----------|----------|-------|--------|-------|--------|-------|
| 1              | $4.90 \times 10^{-324}$ | $6.10 \times 10^{-321}$ | $2.54 \times 10^{-06}$ | $7.63 \times 10^{-10}$ | +     |        | +     |
| 2              | $1.50 \times 10^{-323}$ | $8.15 \times 10^{-322}$ | $1.48 \times 10^{-11}$ | $4.68 \times 10^{-10}$ | +     |        | +     |
| 3              | $4.90 \times 10^{-324}$ | $5.67 \times 10^{-320}$ | $4.92 \times 10^{-08}$ | $3.66 \times 10^{-09}$ | +     |        | +     |
| 4              | $1.50 \times 10^{-323}$ | $2.50 \times 10^{-323}$ | $3.10 \times 10^{-03}$ | $8.27 \times 10^{-05}$ | +     |        | +     |
| 5              | $4.90 \times 10^{-324}$ | $4.90 \times 10^{-324}$ | $2.80 \times 10^{-04}$ | $1.63 \times 10^{-05}$ | +     |        | +     |
| 6              | $2.96 \times 10^{-322}$ | $2.50 \times 10^{-323}$ | $2.35 \times 10^{-13}$ | $9.40 \times 10^{-22}$ | +     |        | +     |
| 7              | $7.14 \times 10^{-05}$ | $7.99 \times 10^{-05}$ | $6.11 \times 10^{-04}$ | $2.03 \times 10^{-02}$ | +     |        | +     |
| 8              | $2.13 \times 10^{+01}$ | $2.15 \times 10^{+01}$ | $2.32 \times 10^{+01}$ | $1.01 \times 10^{+00}$ | +     |        | +     |
| 9              | $1.78 \times 10^{-15}$ | $1.60 \times 10^{-14}$ | $2.89 \times 10^{+01}$ | $1.54 \times 10^{+08}$ | +     |        | +     |
| 10             | $3.55 \times 10^{-15}$ | $1.78 \times 10^{-15}$ | $5.30 \times 10^{+01}$ | $1.24 \times 10^{+07}$ | +     |        | +     |
| 11             | $8.99 \times 10^{-15}$ | $4.44 \times 10^{-15}$ | $9.00 \times 10^{-03}$ | $8.73 \times 10^{-11}$ | +     |        | +     |
| 12             | $8.88 \times 10^{-16}$ | $8.88 \times 10^{-16}$ | $5.23 \times 10^{-04}$ | $8.23 \times 10^{-05}$ | +     |        | +     |
| 13             | $3.90 \times 10^{-12}$ | $3.01 \times 10^{-28}$ | $9.81 \times 10^{-06}$ | $2.07 \times 10^{-05}$ | +     |        | +     |
| 14             | $-1.50 \times 10^{+01}$ | $-1.50 \times 10^{+01}$ | $-1.59 \times 10^{+01}$ | $-4.90 \times 10^{+01}$ | +     |        | +     |
| 15             | $5.55 \times 10^{-17}$ | $2.78 \times 10^{-16}$ | $1.27 \times 10^{-01}$ | $9.72 \times 10^{-03}$ | +     |        | +     |
| 16             | $5.32 \times 10^{-14}$ | $4.99 \times 10^{-13}$ | $6.25 \times 10^{-09}$ | $4.01 \times 10^{-06}$ | +     |        | +     |
| 17             | $4.03 \times 10^{-19}$ | $2.27 \times 10^{-13}$ | $7.43 \times 10^{-08}$ | $9.45 \times 10^{-12}$ | +     |        | +     |
| 18             | $3.50 \times 10^{-323}$ | $1.50 \times 10^{-324}$ | $3.10 \times 10^{-04}$ | $4.58 \times 10^{-06}$ | +     |        | +     |
| 19             | $-7.17 \times 10^{+01}$ | $-7.54 \times 10^{+01}$ | $-7.46 \times 10^{+01}$ | $-7.83 \times 10^{+01}$ | +     |        | +     |
| 20             | $2.13 \times 10^{+14}$ | $-7.54 \times 10^{-15}$ | $3.08 \times 10^{+01}$ | $2.03 \times 10^{-08}$ | +     |        | +     |
| 21             | $3.33 \times 10^{-16}$ | $5.55 \times 10^{-16}$ | $2.30 \times 10^{-08}$ | $4.22 \times 10^{-10}$ | +     |        | +     |

Summary

Table 3. Comparison of the obtained results of the proposed DSLC-Drafting strategy (DSLC-2) with the SLC, FA, and GA algorithms for the test functions.
Table 4. Comparison of the obtained results of the proposed DSLC-Combining strategy (DSL-C-3) with the SLC, FA, and GA algorithms for the test functions.

| Test Functions | DSLC-3       | SLC       | r      | FA       | r      | GA       | r      |
|----------------|--------------|-----------|--------|----------|--------|----------|--------|
| 1              | 1.00 × 10⁻³²³| 6.10 × 10⁻³²³| +      | 2.54 × 10⁻⁰⁶| +      | 7.63 × 10⁻¹⁰| +      |
| 2              | 5.90 × 10⁻³²³| 8.15 × 10⁻³²²| +      | 1.48 × 10⁻¹¹| +      | 4.68 × 10⁻¹⁰| +      |
| 3              | 2.19 × 10⁻³²³| 5.67 × 10⁻³²⁰| +      | 4.92 × 10⁻⁰⁸| +      | 3.66 × 10⁻⁰⁹| +      |
| 4              | 4.90 × 10⁻³²⁴| 2.50 × 10⁻³²³| +      | 3.10 × 10⁻⁰³| +      | 8.27 × 10⁻⁰⁵| +      |
| 5              | 4.90 × 10⁻³²⁴| 4.90 × 10⁻³²⁴| ~      | 2.80 × 10⁻⁰⁴| +      | 1.63 × 10⁻⁰⁵| +      |
| 6              | 3.10 × 10⁻³²²| 2.50 × 10⁻³²³| ~      | 2.35 × 10⁻¹³| +      | 9.40 × 10⁻²²| +      |
| 7              | 1.22 × 10⁻⁰⁴| 7.99 × 10⁻⁰⁵| ~      | 6.11 × 10⁻⁰⁴| +      | 2.03 × 10⁻⁰⁲| +      |
| 8              | 1.35 × 10⁻⁰⁰¹| 2.15 × 10⁻⁰⁰¹| +      | 2.32 × 10⁻⁰⁰¹| −      | 1.01 × 10⁻⁰⁰| +      |
| 9              | 1.15 × 10⁻¹³| 1.60 × 10⁻¹⁴| −      | 2.89 × 10⁻⁰⁰¹| +      | 1.54 × 10⁻⁰⁸| +      |
| 10             | 2.29 × 10⁻¹³| 1.78 × 10⁻¹⁵| −      | 5.30 × 10⁻⁰⁰¹| +      | 1.24 × 10⁻⁰⁷| +      |
| 11             | 3.33 × 10⁻¹⁶| 4.44 × 10⁻¹⁵| −      | 9.90 × 10⁻¹⁰³| +      | 8.73 × 10⁻¹¹| +      |
| 12             | 8.88 × 10⁻¹⁰⁶| 8.88 × 10⁻¹⁶| ~      | 5.23 × 10⁻⁰⁴| +      | 8.23 × 10⁻⁰⁵| +      |
| 13             | 1.23 × 10⁻²⁹| 3.01 × 10⁻²⁸| +      | 9.81 × 10⁻⁰⁶| +      | 2.07 × 10⁻⁰⁵| +      |
| 14             | −1.50 × 10⁺⁰¹| −1.50 × 10⁺⁰¹| ~      | −1.59 × 10⁺⁰¹| +      | −4.90 × 10⁺⁰¹| −      |
| 15             | 1.67 × 10⁻¹⁶| 2.78 × 10⁻¹⁶| +      | 1.27 × 10⁻⁰¹| +      | 9.72 × 10⁻⁰³| +      |
| 16             | 1.56 × 10⁻³¹| 4.99 × 10⁻¹³| +      | 6.25 × 10⁻⁰⁹| +      | 4.01 × 10⁻⁰⁶| +      |
| 17             | 8.27 × 10⁻³⁰| 2.27 × 10⁻¹³| +      | 7.43 × 10⁻⁰⁸| +      | 9.45 × 10⁻¹²| +      |
| 18             | 1.00 × 10⁻³²³| 1.50 × 10⁻³²³| +      | 3.10 × 10⁻⁰⁴| +      | 4.58 × 10⁻⁰⁶| +      |
| 19             | −7.44 × 10⁺⁰¹| −7.54 × 10⁺⁰¹| +      | −7.46 × 10⁺⁰¹| −      | −7.83 × 10⁺⁰¹| −      |
| 20             | 4.09 × 10⁻¹⁴| −7.54 × 10⁻¹⁵| −      | 3.08 × 10⁺⁰¹| +      | 2.03 × 10⁻⁰⁸| +      |
| 21             | 2.66 × 10⁻¹⁵| 5.55 × 10⁻¹⁶| −      | 2.30 × 10⁻⁰⁸| +      | 4.22 × 10⁻¹⁰| +      |

Summary

|    | 11+ | 3− | 7− | 19+ | 0− | 2− |
|----|-----|----|----|-----|----|----|

Table 5. Comparison of the JADE algorithm with the proposed DSLC-strategies (DSL-C-1, 2, and 3) for the test functions.

| Test Functions | JADE       | DSLC-1       | r      | DSLC-2       | r      | DSLC-3       | r      |
|----------------|------------|--------------|--------|--------------|--------|--------------|--------|
| 1              | 6.10 × 10⁻³²³| 1.50 × 10⁻³²³| −      | 4.90 × 10⁻³²⁴| −      | 1.00 × 10⁻³²³| −      |
| 2              | 8.15 × 10⁻³²²| 2.00 × 10⁻³²³| −      | 1.50 × 10⁻³²³| −      | 5.90 × 10⁻³²³| −      |
| 3              | 5.67 × 10⁻³²⁰| 6.90 × 10⁻³²³| −      | 4.90 × 10⁻³²⁴| −      | 2.19 × 10⁻³²¹| −      |
| 4              | 2.50 × 10⁻³²³| 4.90 × 10⁻³²⁴| −      | 1.50 × 10⁻³²³| −      | 4.90 × 10⁻³²⁴| −      |
| 5              | 4.90 × 10⁻³²⁴| 4.90 × 10⁻³²⁴| −      | 4.90 × 10⁻³²⁴| −      | 4.90 × 10⁻³²⁴| −      |
| 6              | 2.50 × 10⁻³²³| 9.80 × 10⁻³²²| +      | 2.96 × 10⁻³²²| +      | 3.10 × 10⁻³²²| +      |
| 7              | 7.99 × 10⁻⁰⁵| 7.01 × 10⁻⁰⁵| +      | 7.14 × 10⁻⁰⁵| −      | 1.22 × 10⁻⁰⁴| +      |
| 8              | 2.15 × 10⁺⁰¹| 1.96 × 10⁺⁰¹| −      | 2.13 × 10⁺⁰¹| −      | 1.35 × 10⁺⁰¹| +      |
| 9              | 1.60 × 10⁻¹⁴| 3.20 × 10⁻¹⁴| +      | 1.78 × 10⁻¹⁵| −      | 1.15 × 10⁻¹³| +      |
| 10             | 1.78 × 10⁻¹⁵| 1.70 × 10⁻¹⁵| +      | 3.55 × 10⁻¹⁵| +      | 2.29 × 10⁻¹³| +      |
| 11             | 4.44 × 10⁻¹⁵| 5.50 × 10⁻¹⁵| −      | 8.99 × 10⁻¹⁵| +      | 3.33 × 10⁻¹⁶| +      |
Table 5. Cont.

| Test Functions | JADE  | DSLC-1  | DSLC-2  | DSLC-3  |
|----------------|-------|---------|---------|---------|
| 12             | $8.88 \times 10^{-16}$ | $8.88 \times 10^{-16}$ | $-\$ | $8.88 \times 10^{-16}$ | $-\$ |
| 13             | $3.01 \times 10^{-28}$ | $5.67 \times 10^{-30}$ | $-\$ | $3.90 \times 10^{-12}$ | $+\$ | $1.23 \times 10^{-29}$ |
| 14             | $-1.50 \times 10^{+01}$ | $-1.50 \times 10^{+01}$ | $-\$ | $-1.50 \times 10^{+01}$ | $-\$ | $-1.50 \times 10^{+01}$ | $-\$ |
| 15             | $2.78 \times 10^{-16}$ | $6.14 \times 10^{-14}$ | $+\$ | $5.55 \times 10^{-17}$ | $-$ | $1.67 \times 10^{-16}$ | $-$ |
| 18             | $4.99 \times 10^{-13}$ | $3.68 \times 10^{-16}$ | $-$ | $5.32 \times 10^{-14}$ | $-$ | $1.56 \times 10^{-31}$ | $-$ |
| 19             | $2.27 \times 10^{-13}$ | $2.02 \times 10^{-31}$ | $-$ | $4.03 \times 10^{-19}$ | $-$ | $8.27 \times 10^{-30}$ | $-$ |
| 20             | $1.50 \times 10^{-323}$ | $4.90 \times 10^{-324}$ | $+$ | $3.50 \times 10^{-323}$ | $+$ | $1.00 \times 10^{-323}$ | $-$ |
| 21             | $-7.24 \times 10^{+01}$ | $-7.41 \times 10^{+01}$ | $-$ | $-7.17 \times 10^{+01}$ | $+$ | $-7.44 \times 10^{+01}$ | $-$ |
| 22             | $7.11 \times 10^{-15}$ | $3.55 \times 10^{-15}$ | $+$ | $2.13 \times 10^{-14}$ | $+$ | $4.09 \times 10^{-14}$ | $+$ |
| 23             | $5.55 \times 10^{-16}$ | $7.55 \times 10^{-15}$ | $-$ | $3.33 \times 10^{-16}$ | $-$ | $2.66 \times 10^{-15}$ | $+$ |

Summary

| 8+ | 5+ | 7+ |
|----|----|----|
| 2- | 3- | 3- |
| 11-| 13-| 11-|

Figure 3. Comparison results of the proposed DSLC-1, 2, and 3 with the SLC, FA, and GA that listed (a), (b), and (c), respectively; (d) shows three schemes of strategies with the SLC algorithm for testing function 3.
Figure 4. Comparison results of the proposed DSLC-1, 2, and 3 with the SLC, FA, and GA that listed (a), (b), and (c), respectively; (d) shows three schemes of strategies with the SLC algorithm for testing function 13.

Figure 5. Comparison results of the proposed DSLC-1, 2, and 3 with the SLC, FA, and GA that listed (a), (b), and (c), respectively; (d) shows three schemes of strategies with the SLC algorithm for testing function 16.
Figure 6. Comparison results of the proposed DSLC-1, 2, and 3 with the SLC, FA, and GA that listed (a), (b), and (c), respectively; (d) shows three schemes of strategies with the SLC algorithm for testing function 17.

Clearly, the cases of these testing functions on the proposed schemes of DSLC-1, 2, and 3 all provide comparatively faster convergence than other algorithms. It says the accuracy of the performance on testing functions of the proposed method of the DSLC procedures is improved significantly.

5. Applied DSLC for Deployment Optimization in WSN

WSN deployment still faces many challenges that are related to determining node positions to ensure a trade-off between different metrics. Due to the high density of WSN, finding an optimal deployment becomes an NP-Hard task. This section presents the applied DSLC algorithm to the deployment optimization of WSN based on node coverage technique. The experimental results of the DSLC algorithm are compared with the SLC, GA [40], and FA [41] algorithms for the coverage of node layout in the deployment of WSN.

5.1. Objective Function

The problem of determining the optimal spatial node coverage of implementation WSN is studied to model objective function mathematically. The formulation is figured out based on mathematical modeling of the coverage. In the node coverage problem, we assume sensor nodes as \( s_{i,j} \) and the space node as \( c_{i,j} \). Sensor coverage radius is \( r \) as \( cov_{r}.r' \). The solution vector is \( MP\{s_{i,j}\} \) of the position of main players in the team in DSLC algorithm for coverage deployed optimization. It means \( MP\{ (x_{1}, y_{1}), (x_{1}, y_{1}), \ldots, (x_{n}, y_{n}) \} \), where \( (x, y) \) is the coordinate sensor or its location in the network. Because of the existing environmental surrounding noise in WSN, deployment causes
decreasing accuracy of the coverage area. In practice, the sensor node covering model as referred to in Equation (6) should be modified the probability model as follows.

\[
P(s_{ij}, p) = \begin{cases} 
1, & d(s_{ij}, p) \leq r - r_e \\
\frac{\omega_2}{\tau_1 + \omega_2}e^{-\frac{d(s_{ij}, p)}{\tau_1}}, & r - r_e < d(s_{ij}, p) < r + r_e \\
0, & \text{otherwise}
\end{cases}
\]

(18)

where \( r_e \) is a measure of detecting uncertainty; \( r_e < r \), \( r \) is the sensing radius of the node; \( \tau_1, \tau_2 \) and \( \omega_1, \omega_2 \) are parameters which depend on physical attributes of sensors; and \( d(s_{ij}, p) \) is Euclidean distance point \( p \) to the sensor \( s_{ij} \). Two input parameters are \( \alpha_1 \) and \( \alpha_2 \) that are presented as follows.

\[
\alpha_1 = r_e - r + d(s_{ij}, p) \\
\alpha_2 = r_e + r - d(s_{ij}, p)
\]

(19)

The coverage probability ratio of the deploying area is constructed as the objective function of the entire network coverage optimization.

\[
\text{Maximize } F[c] = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} P(s_{ij}, p) \times \alpha}{m \times n}
\]

(20)

where \( p \) is a testing coverage point that has coordinate \((x, y)\), \( \alpha \) is an event covered checking point \((x, y)\), and whether covered or not, the node is replaced. The formula of \( \alpha \) is expressed as follows:

\[
\alpha(c_{ij}, s_{i'j'}) = \begin{cases} 
1 & \text{if } d((i, j), (i', j')) < \text{cov}_{i'j'} \\
0 & \text{otherwise}
\end{cases}
\]

(21)

The node coverage in WSN deploying outline is processed as follows. The probability of coverage for each node is computed by applying DSLC for fitness function as in the Equation (20) to point pixels. The pixel points coverage is summarized as in the Equation (8) to join coverage of all pixels in the region for the entire network.

5.2. Parameter Setting

In the experiment, assumed N-nodes WSN was deployed in scattering the area of \( M \times M \) randomly. \( N \) is a number of nodes that can be set to 100, 200, 300; \( M \) is a length measurement of the deployed area that can be 30, 50, 90 meters. The network has a base station (BS) that operates with an unlimited power supply. The characteristics of WSN operation were assumed to behave like scheduling periods of packet transmission time. The parameters are set for the metaheuristic algorithms: the DSLC, SLC, FA, and GA methods are the same condition to solve the same problem of the deployment WSN for comparing fairly. Table 6 lists the initial values for setting the parameters of the experiment.
### Table 6. Initial values for setting parameters of the experiment.

| Parameters Noticed               | Denoted Symbols | Initial Values                  |
|----------------------------------|-----------------|---------------------------------|
| Initial node energy              | $E_j$           | 0.5 J                           |
| Receiving and transmitting energy| $E_{fs}$        | 10 pJ/bit/m²                    |
| Number of nodes in WSN           | $N$             | 100/200/300/nodes               |
| Data aggregation energy          | $E_{DA}$        | 5 pJ/bit/signal                 |
| Number bit of a data message     | $l$             | 1024 bit                        |
| Radio electronics energy         | $E_{elec}$      | 50 nJ/bit                       |
| Amplifier energy                 | $E_{mp}$        | 0.013 pJ/bit/m²                 |
| Space distribution               | $M$             | 30/50/90/300 m                  |
| Parameters of physical characteristics | $\tau_1$, $\tau_2$ and $\omega_1$, $\omega_2$ | 1, 0.95 and 0.9, 0.01 |
| Number of runs                   | runs            | 20                              |
| Radius of the sensor reaching    | $r_{re}$        | 3; 1.5 m                        |
| GA, FA                           | Initialize parameters | $N_P = 80$, $F_c = 0.8$, $P_m = 0.1$ |
| DSCL, SCL                        | Initialize parameters | $N_p = 80$, $R_1 = 10$,       |

#### 5.3. Experimental Results

Figures 7–9 show the results of the node distributed visually by optimizing the deployment node position layout of the proposed schemes of DSLC-1, 2, 3 and SLC, FA, GA methods, respectively. Observably, in these figures, it can be seen that the results obtained by the proposed schemes of DSLC produce a better node distributed layout of WSN implementation than the other competitors in the comparison. The obtained results are more realistic and more optimal in terms of deployment space shape.

![Node coverage in space of SLC](image1.png)
![Node coverage in space of DSLC-1](image2.png)

**Figure 7.** Node distributed results of the optimized deploying node position layout visually, by the proposed scheme DSLC-1 and the SLC method, respectively.
5.3. Experimental Results

Figures 7, 8, and 9 show the results of the node distributed visually by optimizing the deployment node position layout of the proposed schemes of DSLC-1, 2, 3 and SLC, FA, GA methods, respectively. Observably, in these figures, it can be seen that the results obtained by the proposed schemes of DSLC produce a better node distributed layout of WSN implementation than the other competitors in the comparison. The obtained results are more realistic and more optimal in terms of deployment space shape.

Figure 7. Node distributed results of the optimized deploying node position layout visually, by the proposed scheme DSLC-1 and the SLC method, respectively.

Figure 8. Node distributed results of the optimized deploying node position layout visually, by the proposed scheme DSLC-2 and the SLC method, respectively.

Figure 9. Node distributed results of the optimized deploying node position layout visually, by the proposed scheme DSLC-3 and the SLC method, respectively.

Table 7 indicates the Comparison of the coverage optimization performance of the proposed schemes of DSLC with SLC, FA, and GA for different deployed regions. As can be seen in Table 7, it can be said that the proposed approach provides an optimal solution to the deployment of WSN in that the nodes are included in connectivity evaluation and fully connected. In the proposed strategies, the combining strategy DSLC-3 offers more diverse groups than the other policies in the study, and it produces a better performance.

Figure 10 shows the comparison of the obtained coverage rate of the proposed DSLC-3 with the SLC, FA, and GA methods for the deployment WSN optimization. It can be seen from the figure that the proposed scheme of DSLC-3 can cover the entire deploying area with the best layout of the nodes. It can be concluded from the experimental results that the effect of the DSLC achieves the optimal global solution and generally produces better than the SLC, FA, and GA algorithms.
Table 7. Comparison of the coverage optimization performance of the proposed schemes of DSLC with SLC, FA, and GA for different deployed regions.

| Deployed Area (m²) | Moving Nodes | DSLC-1 | DSLC-2 | DSLC-3 | SLC  | FA   | GA   |
|-------------------|--------------|--------|--------|--------|------|------|------|
| 40 × 40           | 20           | 83.49% | 84.78% | 86.12% | 79.34%| 69.11%| 74.01%|
| 70 × 70           | 30           | 82.21% | 84.06% | 85.10% | 78.33%| 71.33%| 73.01%|
| 90 × 90           | 50           | 84.19% | 85.18% | 87.13% | 81.94%| 72.93%| 78.01%|

Figure 10. Comparison of the obtained coverage rate of the proposed DSLC-3 with the SLC, FA, and GA methods for the deployment WSN optimization.

6. Conclusions

In this paper, we proposed an enhanced diversity team soccer league competition (namely DSLC) algorithm based on updating strategies of league team members for global optimization and deployment wireless sensor network (WSN) problems. The proposed approach aims to enhance the exploration of algorithm searching to avoid the local optimum trap in solving complex issues such as the deployment issue of WSN. The updating team strategies consist of trading, drafting, and combining schemes in the soccer league. We used twenty-one selected benchmark functions of CEC2017 and the node coverage problem of WSN deployment to test the performance of the proposed algorithm. The experimental results of the proposed method were compared with the other algorithms in the literature, e.g., soccer league competition (SLC), firefly algorithm (FA), genetic algorithm (GA), and adaptive differential evolution (JADE). The compared results show that the proposed DSLC algorithm provides increased accuracy optimization in dealing with complex optimization problems.

In future work, the problem of optimal spatial node location of WSN in the indoor environment will be considered to deal with multi-objective optimization function that combines coverage, connection rate, node energy, and cost by applying the proposed DSLC algorithm.
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