The Planck distribution of phonons in a Bose-Einstein condensate
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The Planck distribution of photons emitted by a black body led to the development of quantum theory. An analogous distribution of phonons should exist in a Bose-Einstein condensate. We observe this Planck distribution of thermal phonons in a 3D condensate. This observation provides an important confirmation of the basic nature of the condensate’s quantized excitations. In contrast to the bunching effect, the density fluctuations are seen to increase with increasing temperature. This is due to the non-conservation of the number of phonons. In the case of rapid cooling, the phonon temperature is out of equilibrium with the surrounding thermal cloud. In this case, a Bose-Einstein condensate is not as cold as previously thought. These measurements are enabled by our in situ k-space technique.

Quantum theory was first discovered by considering the spectrum of light emitted by a black body [1]. The correct spectrum was only obtained when it was realized that light is quantized into photons. The population of these photons is given by the Planck distribution, which increases with the temperature of the black body. A Planck distribution of phonons was then used to explain the specific heat of crystals. This was an important early success of quantum theory. It is also believed that a Planck
distribution of phonons should occur in a 3D Bose-Einstein condensate \([2,3]\). By employing our new \textit{in situ} \(k\)-space technique, we make the first observation of the Planck distribution of these naturally-occurring phonons.

Large quantities of artificially created phonons have been studied previously by Bragg scattering \([4-8]\). However, this technique does not measure the population of phonons in the condensate. Indeed, Ref. 5 presented the future goal of observing the thermal phonons. We have now reached this goal. The Bragg scattering measurements have included the phonon energy \([5]\), the zero-temperature static structure factor \([5]\) and the Bogoliubov amplitudes \([7]\). The full dispersion relation and \(k\)-dependence of the zero-temperature static structure factor were also measured \([6,9]\), and the current work will rely on these relations. All of these measurements involved creating and observing large numbers of phonons. In contrast, we observe small populations of spontaneously occurring phonons, which arise due to the finite temperature of the condensate \(T_{\text{cond}}\). Due to this temperature, the population of the phonons should have the Planck distribution \(N_k = \left(e^{\hbar \omega_k / k_B T_{\text{cond}}} - 1\right)^{-1} [2,3]\), where \(\hbar \omega_k\) is the excitation energy at finite temperature \([10]\).

The thermal phonons result in density fluctuations, as quantified by the static structure factor, which can be written as \([11]\)

\[
S(k) = \frac{1}{N} \left[ \langle |\rho_k|^2 \rangle - \langle \rho_k \rangle^2 \right]
\]  

where \(\rho_k\) is the Fourier transform of the density \(\rho(\mathbf{r})\), and \(N\) is the total number of atoms. \(S(k)\) gives the ensemble average of the density fluctuations with wave number \(k\) \([12]\). For a homogeneous condensate at finite temperature, \(S(k)\) is given by \([5,11]\)

\[
S(k)_{\text{cond}} = \left( N_k + N_{-k} + 1 \right) S_o(k)
\]  

\(2\)
where \( S_0(k) = (u_k + v_k)^2 \) is the zero temperature static structure factor, \( u_k \) and \( v_k \) are the Bogoliubov amplitudes, and \( N_{-k} = N_k \). Even at zero temperature where \( N_{\pm k} = 0 \), the interacting condensate contains atoms with non-zero momenta. These cause the unity term in parentheses, the quantum fluctuations. For the rest of this work it is understood that (2) is averaged in the local density approximation, to account for the inhomogeneous density in the harmonic trap. Expression (2) also applies to 1D and 2D Bose gases, and it has been seen to result in number fluctuations in small subvolumes of these gases [13,14].

Our observation of the Planck distribution of phonons is not related to the bunching phenomenon, since a 3D condensate has no bunching [15,16]. However, we must also account for the bunching fluctuations \( S(k)_{\text{therm}} \) resulting from the non-condensed atoms present in the atomic sample, particularly at the higher temperatures studied. These additional fluctuations are analogous to the bunching and anti-bunching observed for a 3D Bose gas [15-17], a 1D Bose gas [18,19], a Fermi gas [17,20-22], and a Mott insulator [23,24]. The uncondensed gas is similar to an ideal bose gas, which consists of atomic populations with the Bose distribution \( n_k = \left[ e^{(\hbar^2 k^2/2m-\mu)/k_B T_{\text{therm}}} - 1 \right]^{-1} \), where \( T_{\text{therm}} \) is the temperature of the thermal gas, \( \mu \) is the chemical potential, and \( m \) is the atomic mass. This results in density fluctuations given by [1,25]

\[
S(k)_{\text{therm}} = 1 + \frac{1}{(2\pi)^3 n} \int n_k n_{k+k} d^3 k^\prime
\]

where \( n \) is the density. Due to the conserved number of atoms, the long wavelength \( n_k \) decrease for increasing temperature. Thus, the bunching fluctuations of (3) decrease for increasing temperature. It is interesting to contrast these bunching fluctuations with those due to phonons. The phonons are Bogoliubov excitations on a background condensate, and their number is not conserved. Indeed, the Planck distribution is an increasing function of temperature for every wavenumber \( k \). Thus, the density fluctuations for the phonons increase with increasing temperature.
In order to account for the bunching fluctuations in addition to the phonons, we make the standard two-fluid [3] or bimodal [26,27] approximation, in which the system is approximated as two separate entities: A condensate containing $N_c$ atoms with phonon temperature $T_{\text{cond}}$, and a non-condensed thermal cloud containing $N_T$ atoms at temperature $T_{\text{therm}}$. This approximation allows us to avoid calculating the full spectrum of excitations, and their associated density fluctuations, for the inhomogeneous gas. The condensate and thermal clouds are spatially separated to a large degree, firstly because the thermal cloud primarily consists of high-energy excitations, which are localized at larger radii in the harmonic trap than is the condensate. These excitations have energies greater than $\mu$, and $k$ greater than $\xi^{-1}$, where $\xi$ is the healing length. Secondly, the condensate repels the thermal atoms due to the exchange symmetry [11]. Since the fluctuations of the condensate and thermal cloud are independent, the combined static structure factor is

$$S(k) = \frac{N_c}{N} S(k)_{\text{cond}} + \frac{N_T}{N} S(k)_{\text{therm}}. \quad (4)$$

We measure $S(k)$ via (1), in order to study the phonon population. We obtain an ensemble of in situ images, and average the square of the magnitude of their Fourier transforms, in order to compute the first term in brackets. We also compute the second term, which removes the unwanted contribution from the overall density profile of the inhomogeneous cloud. This is in contrast to previous experiments which measured the zero-temperature static structure factor by observing the response of the gas to a Bragg pulse [5,6], a technique which is insensitive to the phonon population [5].

There are two advantages to detecting phonons in situ rather than outside of the condensate in time-of-flight. Firstly, the excited component of the wavefunction
interferes with the large condensate, which enhances the measurement by a factor of \( \sqrt{N_c} \). For our condensate of \( 1.3 \times 10^5 \) atoms, this gives two orders of magnitude more sensitivity than if we measured the phonons outside of the condensate. Secondly, the Fourier-transform measurement is made at a high spatial frequency \( k \), which reduces the noise. However, the Fourier transform technique is only applicable for \( k \)-values which are resolved by the imaging system. Thus, we rely on the very high spatial resolution of our apparatus [28]. The measured response of the imaging system is shown in Fig. 1(g) [9,25]. This response was obtained by creating and imaging phonons for each value of \( k \). It is seen in the figure that much of the phonon regime \( (k \leq \xi^{-1}) \) is resolved, in that the response is on the order of unity.
FIG. 1. The measured Planck distribution of phonons. (a) *In situ* image of the atomic cloud at $T_{\text{therm}} = 0.05 \, T_c$. The green rectangle indicates the region used for the Fourier transform. The area of the image is 73 $\mu$m × 16 $\mu$m. (b) The static structure factor in the $k_z = 0$ plane, for $T_{\text{therm}} = 0.05 \, T_c$. The area within the green (red) curve is the minimal (maximal) clean window used to compute $S(k)$. The yellow rectangle indicates one of a pair of symmetric peaks, corresponding to an imaging fringe in (a), which is excluded from the clean windows. (c) The
histogram of the pixels within the blue curve of (b), computed for the average over all
temperatures. The green (red+green) region corresponds to the area within the green (red) curve
of (b). (d) The median and mean of the histogram, indicated by dashed and solid curves,
respectively. (e) $S(k)$, found by averaging over the polar angle within the clean windows of (b).
The blue, black, and red curves correspond to $T_{\text{therm}} = 0.05T_c$, $0.29T_c$, and $0.48T_c$,
respectively. The solid (dotted) curves correspond to the minimal (maximal) clean windows.
The dashed curves show the theoretically expected values, given by (4) with $T_{\text{cond}} = T_{\text{therm}}$. (f)
The phonon population $N_k$. The dashed curves indicate the expected Planck distribution with
temperature $T_{\text{cond}} = T_{\text{therm}}$. In order to extract $N_k$ from $S(k)$, $S(k)_{\text{cond}}$ must first be
determined. This is achieved by subtracting the contribution due to $S(k)_{\text{therm}}$ in (4), by means of
the theoretical expression (3). This contribution is significant for the highest temperature only.
$N_k$ is then determined by (2). (g) The measured response of the imaging system. The solid curve
is a polynomial fit, which is taken as the response function in the analysis of the images. The
dashed line indicates $\xi^{-1}$.

The atomic cloud of $^{87}\text{Rb}$ atoms in the $F = 2$, $m_F = 2$ state is confined in a harmonic
magnetic trap with radial and axial frequencies of 224 Hz and 26 Hz, respectively. We
image an ensemble of between 20 and 70 clouds in situ, as shown in Fig. 1(a). Phase-
contrast imaging is employed, with a short 2 $\mu$s imaging pulse. The temperature $T_{\text{therm}}$
is adjusted by varying the final RF evaporation frequency. For temperatures with a
significant condensate fraction, the imaging beam is detuned by 1.3 GHz. This relatively
large detuning is used to avoid perturbing the measurement of the dense cloud. For
temperatures corresponding to a mostly thermal cloud, a smaller detuning of 210 MHz is
used, in order to increase the signal.
The temperature $T_{\text{therm}}$ is determined by fitting a bimodal density profile to the image of Fig. 1(a). The observed critical temperature $T_c$ is 390 nK. In the bimodal fit, the Thomas-Fermi approximation is used for the condensate density, and the thermal density is obtained from a semiclassical approximation to the Hartree-Fock equations [11]. For the lowest temperatures, the noise in the bimodal fit increases. Thus, we use a linear fit to the temperature versus the final evaporation frequency for $T_{\text{therm}} \leq 0.48 T_c$.

The technique of analyzing the images is essentially as in [25]. We compute the right side of (1) using a 2D Fourier transform within the green rectangle of Fig. 1(a). We then subtract off the measured shot noise, and divide by the square of the response function of the imaging system shown in Fig. 1(g). Fig. 1(b) shows the resulting $S(k_x, k_y, k_z = 0)$. The area outlined in blue avoids the central vertical strip corresponding to the overall profile of the atomic cloud, while remaining within the resolution of the imaging system. This blue region contains $k$-values ranging from 0.7 µm$^{-1}$ to 3.1 µm$^{-1}$. The blue region also contains artifacts: pairs of symmetric peaks in Fig. 1(b) corresponding to sinusoidal fringes in the image. The yellow rectangle indicates one peak of such a pair. While these peaks can be removed by eye, we remove them by averaging Fig. 1(b) over all temperatures, and studying the histogram of the pixels in the blue region, Fig. 1(c). The “tail” in the histogram extending to the right corresponds to the imaging fringes. One way of removing this tail is to consider the left peak of the histogram only, as indicated in green. This gives a minimal estimate for the “clean window”, as outlined in green in Fig. 1(b). On the other hand, one can assume that the distribution of random noise in the atomic fluctuations is symmetric, so the mean of the distribution should be equal to the median. This is only the case when the number of pixels is limited to approximately 7000, as shown in Fig. 1(d). This thus gives a maximal estimate of the clean window, as indicated by red+green in Fig. 1(c), and outlined in red in Fig 1(b). The maximal clean window is larger than the minimal clean window by a factor of 1.5.
$S(k)$ is found by an average over the angle in the $k_x$-$k_y$ plane, within the clean window. The solid and dotted curves of Fig. 1(e) show this measured $S(k)$ at various temperatures, for the minimal and maximal clean windows, respectively. Good agreement is seen with the model (4). The corresponding phonon population $N_k$ is shown in Fig. 1(f), with no free parameters. This is the measured Planck distribution. Good quantitative agreement is seen with the theoretical Planck distribution. The phonon population is seen to increase greatly as the temperature increases, indicating the non-conservation of the phonon number.

By averaging Fig. 1(e) over $k$, $\tilde{S}(k)$ is obtained, as shown in Fig. 2(a) as a function of $T_{\text{therm}}/T_c$. It is seen that the results do not depend significantly on which of the clean windows is used. As $T_{\text{therm}}$ decreases toward zero, the fluctuations are also seen to go toward zero, indicating that the phonons "freeze out". This can also be seen in the corresponding $\tilde{N}_k$ (Fig. 3(a), open circles), and in the corresponding phonon temperature $T_{\text{cond}}$ (Fig. 3(b), open circles). Previously, thermometry was achieved in a Fermi gas by studying antibunching [21,22]. For increasing temperatures, $\tilde{S}(k)$ reaches a maximum and then decreases as $T_c$ is approached. This decrease is due to the increasing thermal fraction, which has smaller fluctuations than the condensate. Above $T_c$, $\tilde{S}(k)$ decreases toward unity [25].

The precision of the measurement is seen to be less than one phonon quantum per mode, for the lower temperatures in Fig. 3(a). For the lowest temperature point, $\tilde{S}(k)$ in Fig. 2(a) approaches the quantum fluctuations indicated by the dashed curve. This implies that the unity term in (2) dominates the $N_{\pm k}$ terms. The measured population even reaches the dotted curve in Fig. 3a, which is the population of phonons expected in
analog Hawking radiation [29-32] for a sonic black hole with the maximum possible Hawking temperature $\mu/\pi$ [30].
FIG. 2. The static structure factor as a function of temperature. There are no free parameters in the measured points or in the model (solid curve). The circles and triangles are computed with the minimal and maximal clean windows, respectively. The error bars throughout this work indicate the standard error of the mean. (a) Slow cooling. The dashed curve indicates the theoretical quantum fluctuations. The dotted curve indicates the maximum possible Hawking radiation for a sonic black hole. The data above $T_c$ also appeared in [25]. (b) Rapid cooling, resulting in excess fluctuations. The fluctuations at the point labeled “i” decay to the square labeled “f” in 700 ms. It is seen that the system has largely equilibrated during this time, in that the solid curve is almost reached.
FIG. 3. The average phonon population (a) and the phonon temperature (b). Slow cooling is indicated by open circles, and rapid cooling by filled circles. Each point is an average of the values for the maximal and minimal clean windows. The point “i” for rapid cooling decays to the square in 700 ms. The dotted curve indicates the maximum possible Hawking radiation. The solid line indicates thermal equilibrium ($T_{\text{cond}} = T_{\text{therm}}$). In (a), this curve is found by averaging over the Planck distribution for temperature $T_{\text{therm}}$.

The solid curve in Fig. 2(a) shows the theoretical model (4), with no free parameters. This curve is found by assuming thermal equilibrium ($T_{\text{cond}} = T_{\text{therm}}$). The quantities
$N_c/N$ and $N_T/N$ are taken from the bimodal fit. These ratios are evaluated for the volume enclosed within the green rectangle of Fig. 1(a). Good agreement is seen between the model and the measured values at all temperatures, including the regime close to $T_{\text{therm}} = T_c$. Each theoretical point in Fig. 2 is calculated for the measured populations, which results in the jagged appearance of the theoretical solid curves.

The thermal equilibrium seen in Fig. 2(a) relies upon a sufficiently slow cooling rate. We have also increased the sweep rate during the last stage of evaporation (the stage which includes the condensate creation) by a factor of 4 relative to that of Fig. 2(a). Fig. 2(b) shows that this faster cooling indeed results in more phonons, since $\bar{S}(k)$ is well above the theoretical thermal equilibrium curve, for the values of $T_{\text{therm}}$ with a substantial condensate fraction. This can also be seen in the filled circles of Figs. 3(a) and 3(b). We also verify that thermal equilibrium is eventually reached after the rapid evaporation. We start with a condensate with excess phonons immediately after the rapid evaporation sweep, as indicated by the point marked “i” in Figs. 2(b), 3(a), and 3(b). $T_{\text{cond}}$ is significantly greater than $T_{\text{therm}}$ at this time, as seen in Fig. 3(b). We then wait 700 ms between the end of the evaporation sweep, and the imaging of the condensate. An RF shield is present during this wait period. The square in Figs. 2(b), 3(a), and 3(b) indicates the resulting fluctuations. It is seen that the phonons have decayed and the system has largely equilibrated, in that the solid curve is almost reached.

There are two factors which should result in the excess phonons seen for rapid cooling. Firstly, the spatial separation between the phonons and the high-energy excitations prevents equilibration as the cooling continues below $T_c$. Secondly, the Kibble-Zurek mechanism [33-39] should add energy to the condensate as $T_c$ is crossed. This mechanism limits the correlation length $\xi$ at the phase transition. The kinetic energy density is proportional to $|\nabla \psi|^2$ [11] and therefore scales as $\xi^{-2}$. This scaling includes
the vortex case [33,35,37]. We suggest that the Kibble-Zurek mechanism should also create phonons.

In conclusion, we have measured the Planck distribution of phonons in a 3D condensate, as a function of temperature. For slow cooling, the phonon population is close to thermal equilibrium, in analogy with black body radiation. It is seen that the phonon number is not conserved. For sufficiently low temperatures, the phonon population is so small that quantum fluctuations dominate. For rapid cooling however, we see that the phonon population is out of equilibrium with the high-energy excitations, and the condensate contains copious additional phonons. This phenomenon is likely due to the spatial separation between the condensate and thermal clouds, as well as the Kibble-Zurek mechanism. In the case of slow cooling, it is found that a phonon state can be prepared and detected, whose population is sufficiently small for the study of analogue Hawking radiation in a sonic black hole experiment. Our powerful $k$-space technique could be utilized in a variety of additional studies, such as phase transitions in lower dimensions.
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