Spatial variability of low frequency brain signal differentiates brain states
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Abstract

Temporal variability of the neural signal has been demonstrated to be closely related to healthy brain function. Meanwhile, the evolving brain functions are supported by dynamic relationships among brain regions. We hypothesized that the spatial variability of brain signal might provide important information about brain function. Here we used the spatial sample entropy (SSE) to investigate the spatial variability of neuroimaging signal during a steady-state presented face detection task. Lower SSE was found during task state than during resting state, associating with more repetitive functional interactions between brain regions. The standard deviation (SD) of SSE during the task was negatively related to the SD of reaction time, suggesting that the spatial pattern of neural activity is reorganized according to particular cognitive function and supporting the previous theory that greater variability is associated with better task performance. These results were replicated with reordered data, implying the reliability of SSE in measuring the spatial organization of neural activity. Overall, the present study extends the research scope of brain signal variability from the temporal dimension to the spatial dimension, improving our understanding of the spatiotemporal characteristics of brain activities and the theory of brain signal variability.

Introduction

The human brain is a complex adaptive system with significant spatiotemporal variability. Beyond stochastic noise, temporal variability has been suggested to reflect the dynamic range of brain function, providing kinetic energy for the brain to achieve various potential functional states [1]. Greater temporal variability is usually associated with better cognitive performance [2] and healthier brain state [3]. By contrast, another group of studies have observed associations between greater temporal variability and poorer cognitive performance [4–6], suggesting a complicated relationship among the temporal variability, cognitive performance, age, and other factors. These studies about brain signal variability, compared with investigations about mean brain signal, have uncovered some significant findings of the brain behaving as a complex system [7,8].
Like the local temporal variability, the inter-regional variability could reflect specific brain states [9]. For instance, reliable distribution of low frequency amplitude across brain regions has been observed during resting state [10,11] and has been shown to change during task state [12,13]. Particular spatial patterns are closely associated with specific cognitive functions [12,14] and have been utilized to predict brain states [15,16]. Obviously, a specific cognitive processing is associated with a particular temporal pattern and a particular spatial pattern of neural activities. Therefore, we hypothesize that besides temporal variability, the spatial variability of brain signal may also provide important information about brain function.

Sample entropy (SE) has been utilized to evaluate the variability or self-resemblance of a time series in functional magnetic resonance imaging (fMRI), electroencephalogram (EEG), magnetoencephalogram (MEG), and other physiological signals [17–19]. It has been suggested to be a biomarker of health and adaptive capacity in disease and aging [20,21]. Compared to linear indices such as standard deviation and mean squared successive difference [12,22], the SE reflects both linear and nonlinear autocorrelations, providing more information about the underlying brain state [17,18]. Compared with other nonlinear indices such as Lyapunov exponent and approximate entropy, the SE has been found to be robust to occasional, very large or small noises, and relatively short data segments [23,24]. These characteristics enable SE to measure fMRI data with short data length. Recent fMRI studies have demonstrated that SE is effective in predicting aging [23], distinguishing brain networks [25], and representing cognitive functions [26]. Therefore, we adopted SE to evaluate the spatial variability of brain signal during distinctive brain states.

Low frequency steady-state brain response (lfSSBR) is a steady-state evoked potential (SSEP)-like phenomenon in the low frequency range (< 1 Hz) which is evoked by cognitive tasks or stimuli presented in a fixed frequency [27]. This paradigm has been widely used in fMRI studies [12,28–31]. Compared with transient brain activation measured by mean brain signal, the lfSSBR reflects brain signal variability during a stable brain state in a relatively long time course [28]. Furthermore, compared to transient brain activation, the lfSSBR has a much higher signal to noise ratio at the task frequency, thus can effectively detect some faint brain activities [28,30]. Energy rearrangement has been observed during lfSSBR, which changes the inter-regional relationship in widespread brain areas [12,32]. These characteristics make the steady-state task an ideal experimental paradigm to compare spatiotemporal variability during a particular task state and resting state.

In the present study, we highlighted the importance of spatial variability of neural activity in distinguishing brain states and put forward spatial SE (SSE) to evaluate the spatial variability of fMRI signal during task state and resting state. It has been suggested that spontaneous activity reflects the stochastic exploration of the high-dimensional space [33,34]. In contrast, the cognitive processing invoked by external stimuli transfers this space into functionally relevant subspaces [35], causing responses to exhibit lower dimensionality and lower variability [36]. Regular inter-regional relationship with low variability is essential to maintain the system at constrained states to improve cognitive performance [37]. According to these findings, we expected smaller SSE during task state than during resting state.

Methods
Data in this study has been described in detail in a previous study and is therefore only briefly described here [12].
Subjects
Thirty participants (age range: 18–27 years, mean ± SD = 22.41 ± 2.11 years; 15 females) were recruited for this study. All of them had normal or correct to normal vision, were right-handed, reported free from any medication, psychiatric, and neurological disorders. All the procedures used on human participants were in accordance and approved by the ethical standards of School of Life Science and Technology research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards. Written informed consent, approved by the research ethical committee of School of Life Science and Technology at University of Electronic Science and Technology of China (UESTC), was obtained from each subject before the beginning of the experiment.

Task procedure
Participants were required to perform a face detection task by judging whether the face has a neutral expression (right thumb response) or happy expression (left thumb response) as accurately and fast as possible. Although there were only neutral faces in the paradigm, subjects were told that happy expression appeared no more than once to ensure that they paid attention during the entire task. All stimuli were selected from the Chinese Facial Affective Picture System. The values of valence, arousal, dominance, and attraction were 4.40 ± 0.60 (mean ± SD), 3.65 ± 0.54, 4.98 ± 0.35, and 4.19 ± 0.45, respectively. In each trial, the face was presented on the black background for 2 s and followed by a white crosshair of 18 s. Each trial lasted for 20 s, forming a fundamental frequency of 0.05 Hz. There were 31 trials in all, constituting a run of 620 s. The procedure was conducted with E-Prime 2.0 software (http://www.pstnet.com).

A resting scan lasted for 620 s. The order of resting scan and task scan was counterbalanced between subjects. Participants were asked to remain motionless, focus their eyes on a white crosshair, stay awake, and not think of anything in particular during the resting scan.

Image data acquisition
The fMRI data were acquired using a 3.0T GE 750 scanner (General Electric, Waukesha, WI USA) at UESTC with the gradient-recalled echo-planar imaging (EPI) sequence. An 8-channel prototype quadrature birdcage head coil fitted with foam padding was applied to minimize the head motion. The imaging parameters were as follows: repetition time/echo time = 2000 ms / 30 ms, 90° flip angle, 64 × 64 matrix, 22 cm field of view, 43 axial slices (3.2 mm slice thickness without gap).

Image data preprocessing
Functional images were preprocessed using the Data Processing Assistant for Resting state fMRI (DPARSF 2.3) [38]. The first 10 volumes were discarded to ensure signal equilibrium, to allow evoked fluctuations to appear, and for the participants to familiarize themselves with the scanning environment [27]. The remaining 300 images were slice-time corrected, spatially aligned, spatially normalized to Montreal Neurological Institute (MNI) EPI template and resampled to 3 × 3 × 3 mm³ voxels. The images were spatially smoothed (8-mm FWHM Gaussian kernel). Friston 24 motion parameters [39], white matter signal and cerebrospinal fluid signal were further extracted and regressed out using the DPARSF software. The data of one participant was removed due to large head motion (translation > 3 mm or rotation > 3°) in any scan. Finally, following previous studies using the steady-state paradigm [12,27,29,30,40,41], band-pass filter was performed within a narrow frequency band of 0.0475–0.0525 Hz (the fundamental frequency of task) for both task state and resting state.
The narrow band filter was used because the task effect was primarily limited in the fundamental frequency of task compared with the resting state. Like those studies using the steady-state paradigm [12,31,40], both task and rest were analyzed the same way to obtain a comparable baseline of the task while eliminating noise interference from other frequency bands.

**Behavioral data analysis**

The accuracy and reaction time (RT) of behavioral performance were calculated for each subject.

**Spatiotemporal SE calculation**

The preprocessed data were divided into 246 regions using the Brainnetome Atlas [42,43]. At each time point, the blood oxygen level dependent (BOLD) signals of all voxels within each region were averaged. The values of 246 brain regions were arranged in their labels’ order. BOLD signal was extracted for each subject, forming a matrix of 246 regions $\times$ 300 time points. Instantaneous amplitude of each region across 300 time points was calculated by Hilbert transformation. The SSE at each time point was calculated based on instantaneous amplitude of each region according to Eq (1):

$$SE(m, r, N) = -\log \frac{C_{m+1}(r)}{C_m(r)}$$

where $m$ is the pattern length, $r$ (similarity factor) which represents a proportion of the standard deviation (SD) of the signal series is a distance threshold, N is the length of the signal sequence (here $N = 246$), $C_m(r)$ measures the average likelihood of $m$-length patterns in a signal series. Two patterns match if the distance is less than $r$. Prior studies have suggested that data length of $10^m$–$20^m$ is reasonable to estimate SE [26]. Therefore, $m = 1$ and $m = 2$ were assessed for the data length of 246. Following prior studies [23,26], $r = 0.05$ to 0.50 were assessed. To demonstrate the tolerance of SSE to reordered data, the SSE was retested based on the signal with 246 values aligned in odd then even labels. Both task state and resting state were analyzed in the same way.

**Statistical analysis**

SSEs were compared between task state and resting state using the permutation test. Because the amplitude of neural activities across brain regions is stable and regionally specific during resting state [10], the SSE under resting state would result in functionally meaningful baseline rather than “0” baseline for task state. Paired-samples t-test was conducted between SSEs at two randomly selected time points under the task state and resting state, respectively. This test was repeated for 10,000 times under each combination of $m$ and $r$. The mean of 10,000 p values was deemed as a significant level. Following previous studies [23,26], reported results were based on parameters produced the largest difference between task state and resting state. These parameters were defined as the optimal parameters.

To test the difference between two states, the mean and SD of SSE of 300 time points were further compared between task state and resting state using paired-samples t-test. Furthermore, Pearson’s correlation was performed between the mean and SD of SSE and RT, respectively.
Results

The optimal parameters of SSE

In the preliminary calculation, differences between task state and resting state were always significant for different combinations of m and r as long as r > 0.1, suggesting the robustness of current results. The largest difference occurred at m = 1 and r = 0.45. These parameters were compatible with previous fMRI studies [23,26], ensuring the rationality of the current results. These parameters are replicated by test-retest (see Fig 1) and are deemed as the optimal parameters. Subsequent results are based on these parameters.

SSE is lower in the task state than in the resting state

As shown in Fig 2, the mean SSE of 300 time points is lower during task state than during resting state [t (28) = 6.00, p = 1.82e-6 for test and t (28) = 6.03, p = 1.68e-6 for retest]. Permutation test indicated a lower SSE during task state than during resting state (p = 0.0041 for test and p = 0.0068 for retest) across 300 time points, indicating that SSE can differentiate task state and resting state.

No statistical difference was found on the SD of SSE between task state and resting state [t (28) = 0.01, p = 0.99 for test and t (28) = 1.09, p = 0.28 for retest], indicating the stable temporal characteristics of SSE across brain states.

Increased temporal variability of the SSE is associated with more stable task performance

The subjects judged face expressions with extremely high accuracy. There were only two incorrect responses out of 870 trials in all 29 subjects. Therefore, the accuracy was not involved in further analyses. RTs in these two trials were replaced with the mean RT of that subject. At the group level, the mean RT was 624.67 ± 107.47 (mean ± SD) ms, ranging from 344.32 to 875.43 ms. The SD of RT ranged from 50.88 to 184.80 ms.
The negative correlation was observed between the SD of RT and SD of SSE during task state (see Fig 3), suggesting that larger temporal variability of SSE during task state was associated with more stable behavioral performance.

These results are replicated by test-retest study, suggesting the high reliability of SSE results and supporting that SSE is tolerant to short and reordered data to some extent [23,24].

**Discussion**

This study put forward the spatial SE to measure the spatial patterns of different brain states and revealed reduced spatial variability of the human brain during a face detection task. We compared for the first time, spatiotemporal SEs between task state and resting state. According to the flexibility/stability hypothesis [2], reduced SSE indicates that neural system transfers from multiple potential states to a few stable states to facilitate the task. The negative correlation between the variabilities of SSE and RT extends the physiological signification of temporal variability of local neural activity, suggesting that the particular spatial pattern of neural activity is of importance for task performance.

Higher entropy means that the brain network produces a larger number of possible activity configurations that are not explained by the standard parametric analysis of the noise [37]. Using the lfSSBR paradigm, we revealed decreased SSE during face detection, suggesting smaller number of possible spatial interactions during the task. Reduced SSE during task state...
is in accord with our hypothesis and previous findings that brain networks during cognition, compared with resting state, reorganize from the metastable state to the more stable state [8,44]. Of note, the temporal variability was increased from resting state to task state in most previous studies, including ours [2,27,29,41,45]. The opposite patterns of task modulated temporal variability and spatial variability suggest that cognitive tasks may reorganize brain signals in the temporal dimension and spatial dimension simultaneously. Although the temporal variability was increased, the mean temporal signal was both increased and decreased in different regions during the task state [45,46], which may meanwhile reorganize the spatial relationship. It has been suggested that if the task requests a sinusoidal signal output, the complexity would be decreased; whereas the task asks a constant signal output, the complexity would be increased [47,48]. The entrainment mechanism of lfSSBR could make brain signals in core and extended face areas be sinusoidal [29,49], further reducing SSE by enhancing the regularity of the signal. The SSE at each time point is lower during task state than during resting state, suggesting that the spatial pattern for the amplitude of spontaneous neural activity is more varied than that of task-evoked neural activity at each time point. The great difference between task state and resting state makes SSE a stable proxy of brain state [33].

Although the SSE during task state is lower than that during resting state, their temporal variabilities were comparable. In other words, although SSE varies from state to state, it is stable for the same state of the same person. The stability of SSE enables it to reflect individual differences such as the reaction speed and anxiety level [43]. Three reasons may cause the similar temporal variabilities between task state and resting state. First, there is no task switch just like that in block experimental design; therefore, there is no switch between on and off brain states. Second, the brain state is stable during lfSSBR [27,28]. Third, the task state and resting state are associated with externally- and internally-oriented attention respectively, which have similar temporal characteristics [50].

The negative correlation between the SD of SSE and the SD of RT is in line with previous findings that larger temporal variability is associated with better behavioral performance [2,7,51]. Greater temporal variability may provide kinetic energy for brain function, enabling the brain to explore a variety of potential functional states. There is also a literature that shows increased variability is predictive of poorer cognitive performance, especially in lifespan samples [4–6]. This inconsistency suggests that age, task difficulty, and other factors such as the dopaminergic neurotransmission and brain regions can modulate the relationship between temporal variability and cognitive performance. Although there are many factors worth exploring, the significance of temporal variability has been verified in local and network levels [33,52,53]. Here we expand this brain-behavior relationship to the global spatial configuration of neural activity, suggesting that the temporal variability of brain signal is an effective proxy of brain function at multiple levels and the SSE is a powerful indicator of brain state.

Although the temporal variabilities of SSE were comparable between task and resting states, that during task state was associated with the efficiency of face detection, indicating the temporal variability of SSE is state-related and supporting the link between spatiotemporal variability of neural activity and brain state. The spatial reorganization induced by cognitive activity has been demonstrated using functional connectivity, effective connectivity, and so on [37,54]. Besides those indices, the SSE is effective in revealing state-related reorganization of inter-regional relationship.

Compared with temporal variability, SSE could assess the spatial configuration of neural activity at each time point. The SSE was lower in the task state whereas the temporal variability is greater for better task performance, suggesting that the temporal and spatial dimensions of brain signal variability could reflect different aspects of information during cognition. Therefore, spatial variability and temporal variability could provide complementary information for
describing spatiotemporal characteristics of neural activity. In other words, we could get a comprehensive understanding of the matrix of \( m \) spatial locations \( \times \) \( n \) time points of the neural signal by combining spatial variability and temporal variability.

Although the reliability and robustness of SSE as a proxy of brain state have been demonstrated, some limitations remain. First, a more important question coming up in the current study and needing further investigation is whether SSE has the power to distinguish different cognitive processes. Second, EEG-based temporal SE and fMRI-based temporal SE reveal signal complexity at different temporal scales. Likewise, voxel-level or region of interest or network analyses may provide valuable information about cognition at different spatial scales, which warrants more investigations.

In summary, we introduced the SE to measure the spatial pattern of the brain in different brain states for the first time. We illuminated that face detection reorganizes the brain into a stable system which consists of predictable brain signal and stable behavioral performance. Combining spatial variability and temporal variability may provide a comprehensive understanding of the spatiotemporal characteristics of neural activity under various brain states.
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