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Abstract
We develop analytical methods for computing the structure constant for three heavy operators, starting from the recently proposed hexagon approach. Such a structure constant is a semiclassical object, with the scale set by the inverse length of the operators playing the role of the Planck constant. We reformulate the hexagon expansion in terms of multiple contour integrals and recast it as a sum over clusters generated by the residues of the measure of integration. We test the method on two examples. First, we compute the semi-classical limit of the asymptotic three-point function of heavy operators at any coupling and show that it reproduces part of the results at strong coupling. Second, in the case of one non-BPS and two BPS operators at strong coupling we sum up all wrapping corrections associated with the opposite bridge to the non-trivial operator, or the ‘bottom’ mirror channel. We also give an alternative interpretation of the results in terms of a gas of fermions and show that they can be expressed compactly as an operator-valued super-determinant.
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1. Introduction

Strongly interacting systems with a large number of degrees of freedom often exhibit emergent collective behavior which is entirely different from that of its constitutions and provides us with a novel physical picture. Examples of such systems range from various condensed-matter systems realized in the laboratory, to the AdS/CFT correspondence which claims that strongly coupled CFTs satisfying certain conditions can be described by a gravitational theory in AdS spacetime.

In this paper, we address one simple but intriguing example of such phenomena in the context of the AdS/CFT correspondence; namely the emergence of the classical string worldsheet from three-point functions in planar $\mathcal{N} = 4$ super Yang–Mills theory (SYM). On the one hand, a non-perturbative framework to compute the three-point functions of $\mathcal{N} = 4$ SYM, called the hexagon approach, was put forward recently in [1]. It describes the three-point functions in terms of the dynamics of ‘magnons’, which are elementary excitations constituting a gauge-invariant operator. On the other hand, the AdS/CFT correspondence implies that the very same object in the strong coupling limit admits a totally different description in terms of the classical string worldsheet, and that the three-point function is given by its area [2–5]. However, apart from some partial results given in [1], it is still not clear whether and how these two results are consistent with each other. The main purpose of this paper is to connect these two descriptions by developing two analytic methods, which we call ‘clustering’ and a ‘determinant approach’ respectively.

To explain the methods, let us briefly recall the results in two descriptions. The result in the hexagon approach consists of two parts: one is the asymptotic structure constant which is given by a sum over partitions of the magnons and describes three-point functions of long operators. The other are the wrapping corrections, which are given in terms of sums and integrals of virtual particles and account for finite size effects. The result from string theory on the other hand, is given in terms of integrals on a spectral curve, where the integration contours are either around the branch cuts or around the unit circle.

In the clustering approach, we first rewrite sums over partitions in the asymptotic structure constant as multiple contour integrals. This allows us to analyze the asymptotic structure constants and the wrapping corrections in a similar manner. At strong coupling, these contour integrals are pinched by poles contained in the integrand. The key idea in this method is to deform the contours to avoid such pinching. Upon doing so, the poles cross the contours and produce extra terms, in which the magnons form a cluster and the rapidities exhibit a string-like pattern. Interestingly, this pattern resembles the bound states in the thermodynamic Bethe ansatz\(^6\). Contributions from such clusters are important to reproduce the result from the classical string.

The determinant approach is based on an observation that the multiple integrals at strong coupling takes the form of the grand canonical partition function of free fermions. This allows us to apply the methods developed in [7] and in [8–10] for the tree-level correlators. When the number of magnons is infinite, these fermions become classical and the result is given by the phase-space integral of this fermion system. This Fermi gas description reproduces the results obtained by clustering in an elegant way, shortcutting the combinatorial derivation. Furthermore, it reveals that the sum over mirror particles on the bottom edge can be nicely re-expressed as an operatorial superdeterminant, which could be named ‘quantum spectral determinant’. The quantum spectral determinant is obtained by replacing the spectral parameter in the spectral (super)determinant with the finite-difference operator $D^2$. The finite-difference operator in question already appeared in the literature [11–13] in the guise of exact

---

\(^6\) See for instance [6].
generating function for the transfer matrices, see (5.22) and (5.54). Our analysis shows that this operator is not just a formal expansion parameter, but has a deeper meaning. We hope that it will play an important role in building more powerful methods to study correlation functions in the future. However the derivation based on the determinant approach is not, at the present stage, sufficiently rigorous. Therefore, for the most parts of the paper, we stay on the safe ground of the clustering method and only briefly sketch the determinant approach.

By applying these methods, we obtain the following results: first we study the asymptotic three-point function of long non-BPS operators in the rank one sectors and show that the result after clustering reproduces the integrals around the branch cuts of the string-theory prediction. Second, in the case of the one non-BPS and two BPS correlators, we sum up the wrapping corrections associated with the edge opposite to the non-BPS operator. The result coincides with one of the integrals around the unit circle in the string-theory computation.

The applicability of these two approaches is not limited to the three-point functions. For instance, the clustering method has proven to be useful for various other problems such as the strong coupling limit of the scattering amplitudes in \( \mathcal{N} = 4 \) SYM [14], which was otherwise obtained by different methods [15, 16]. Clustering-like methods were used to compute the partition functions in \( \mathcal{N} = 2 \) gauge theories in the Nekrasov–Shatashvilli limit [17–19], and in the study of integrable models describing a non-equilibrium process [20–22]. On the other hand, the Fermi gas approach is used extensively to study the \( M \)-theoretic large \( N \) limit of ABJM theory as well as the super-conformal index in four dimensions [23, 24]. Our analysis indicates that these approaches are deeply connected.

The rest of the paper is structured as follows. In section 2.1 we review the hexagon proposal and summarize our results, as well as the string-theory prediction at strong coupling [25]. Then in section 3 we study the asymptotic structure constant for the three-point function of one non-BPS and two BPS operators. For this purpose, we first re-express the sum-over-partitions formula in the hexagon proposal as multiple contour integrals. We then explain the basic idea of the clustering using the tree-level example and show that the method can be applied at finite coupling. Next, in section 4 we generalize it to the case of three non-BPS operators and reproduce the string-theory prediction. In section 5, we turn to the wrapping corrections and summarize expressions for the basic quantities at strong coupling. Using such expressions, we analyze the clustering of the mirror particles and obtain the expression consistent with the string theory. Lastly in section 6, we show that these results can be computed alternatively using the Fermi gas approach and the Fredholm determinant. We in particular show that the summation over the mirror particles can be expressed as the generalized Fredholm determinant\(^7\), which can be further converted into an operator-valued superdeterminant. We conclude in section 7. Several appendices are provided in order to explain technical details and elucidate the relation between the clustering and other methods: In appendix F, we study the ABJM matrix model using the clustering method, and in appendix G, we relate the hexagon vertex and the separation of variables (SoVs) at tree-level using the clustering.

2. Setup and results

2.1. The three-point function and the hexagon proposal

The three-point function of operators in the planar \( \mathcal{N} = 4 \) SYM theory is fixed up to a constant by the conformal invariance,

\(^7\) The generalized Fredholm determinant is introduced originally in the context of topological strings [26].

with $x_i$ vectors in the $3 + 1$ dimensional Minkowski space, $\Delta_i$ the conformal dimension of the operator $O_i$ and $\Delta_{ij} = \Delta_i + \Delta_j - \Delta_k$. The constant $C_{123}$ is given in terms of the initial data of the three operators, namely the charges of the global symmetry group $PSU(2,2|4)$ and the charges of the infinite symmetry group associated to integrability. The latter ones, dependent on the coupling constant $g$, can be encapsulated, at least in the regime of small $g$, by three collections of rapidities $u_{123}$, each associated to one of the operators $O_1(x_1), O_2(x_2), O_3(x_3)$. At $g = 0$ the three sets of rapidities are determined by Bethe ansatz equations for three $PSU(2,2|4)$ spin chains with lengths $L_1, L_2$ and $L_3$. At non-zero values of the coupling constant $g$, the spin chains acquire finite size corrections and the so-called asymptotic Bethe ansatz is not exact anymore. The finite size corrections can be interpreted as coming from virtual particles circulating in the mirror channel, where time and space are interchanged. These virtual particles are called mirror particles. Their contribution to the conformal dimensions $D(g)$ can be exactly determined via the quantum spectral curve method [27], equivalent to a system of thermodynamic Bethe ansatz equations. In the large volume limit the contribution of the virtual particles is exponentially small.

Through AdS/CFT correspondence [28], three-point function is dual to a three-string interaction connecting three strings with energies $\Delta_1, \Delta_2, \Delta_3$. The rapidities can be then associated to the momenta of magnons, propagating on the $1 + 1$ dimensional worldsheet. The conformal dimensions of BPS operators do not depend on the coupling constant $g$ and the associated rapidities are trivial (i.e. infinite). We use a bullet and an empty circle to denote a non-BPS operator and a BPS operator respectively. To remove some irrelevant factors we divide the three-point function by the corresponding BPS correlator, for example, operators, e.g.

$$C_{123}^{\bullet\bullet\bullet} = \frac{C_{123}}{C_{123}^{\bullet\bullet\bullet}} \sqrt{N_1 N_2}$$

(2.2)

denotes the three-point function of two non-BPS and one BPS operator. In the above formula, $\sqrt{N_i}$ are the normalizations of the operators, which can be expressed in terms of the Gaudin determinants. In this work we focus on the un-normalized structure constants $C_{123}$ defined in (2.2). The semiclassical limit of the norms in absence of wrapping corrections was derived in [8, 29].

An all-loop prescription to compute three-point functions was proposed in [1]. The main idea is to split the worldsheet of the three interacting strings into two hexagons. One then sum over all possible ways of distributing the magnons between the two hexagons, as illustrated in

Figure 1. A possible arrangement of excitations for the hexagon form factors. We have $\alpha_i \cup \bar{\alpha}_i = u_i$. 

$$\langle O_1(x_1) O_2(x_2) O_3(x_3) \rangle = \frac{C_{123}(g)}{|x_{12}|^{\Delta_{12}}|x_{13}|^{\Delta_{13}}|x_{23}|^{\Delta_{23}},}$$

(2.1)
In the absence of the mirror particles (asymptotic limit) the answer is

\[
[C_{123}^{\text{asymp}} = \sum_{\alpha_1 \mid \alpha_3 = u} (-1)^{\alpha_1 + \alpha_2 + \alpha_3} w_{\ell_{13}}(\alpha_1, \tilde{\alpha}_1) w_{\ell_{23}}(\alpha_2, \tilde{\alpha}_2) w_{\ell_{33}}(\alpha_3, \tilde{\alpha}_3) 
\times H(\alpha_1 | \alpha_3 | \alpha_2) H(\tilde{\alpha}_2 | \tilde{\alpha}_3 | \tilde{\alpha}_1) \] (2.3)

Explicit expressions for splitting factors \( w_{\ell_{13}}(\alpha, \tilde{\alpha}) \) and hexagon form factors \( H(\alpha | \alpha | \alpha) \) were proposed in [1] and will be given later. The building blocks of the hexagon form factors are the bi-local hexagon amplitudes \( h(u, v) \) proposed in [1, 30] and the elements of the Beisert’s scattering matrix [31].

In terms of local operators, the first operator \( O_1 \) is of the form \( \text{Tr}(Z^{L_z-M_z} Y^{M_z}) + \cdots \), the second operator \( O_2 \) is of the form \( \text{Tr}(Z^{L_z-M_z} \tilde{Y}^{M_z}) + \cdots \), and the third operator \( O_3 \), the reservoir, is built as \( \text{Tr}(Z + Z + Y - \tilde{Y})^{L_z-M_z}(Y - Z)^{M_z} + \cdots \). This type of structure constant is called type I-I-II in [32], since two operators belong to the ‘left’ \( su(2) \) sector and one belongs to the ‘right’ \( su(2) \) sector in the sense that the operator \( O_2 \) can be obtained from \( \text{Tr}(Z^{L_z} Y^{M_z}) + \cdots \) and \( O_3 \) from \( \text{Tr}(Z^{L_z-M_z} \tilde{Y}^{M_z}) + \cdots \) by one of the twisted translation defined in [33] and used in [1] (see also figure 2). A similar definition works in the \( sl(2) \) sector.

The inclusion of wrapping corrections to equation (2.3) is done by including an infinite tower of excitations, as well as their bound states, circulating in the three mirror channels denoted by black dotted edges in figure 1. The summation is done over their rapidities and their polarizations. The general expression is too complicated to be reproduced here; the case of a single non-BPS operator with only fundamental mirror particles is given in equation (1) in [30]. That expression has double pole singularities on the integration contours when the rapidities of two mirror particles in the two ‘adjacent’ channels coincide. These singularities need a regularization prescription; working out the consequences of such a prescription, as well as the related effect of the mirror corrections to the norms of the states, goes beyond the scope of this paper and is the subject of a forthcoming paper [34]. Here we restrain ourselves to considering the mirror particles in the channel opposed to the non-BPS operator, as showed in figure 3. Following [30] we call this channel the bottom channel and denote its contribution by \( [C_{123}^{\text{asymp}}]_{\text{bottom}} \). Schematically, given in terms of only the fundamental excitations, the expression of the bottom wrapping corrections is given by

\[
\ell_L = L_1 + L_2 - L_3 \\
\ell_R = L_1 + L_3 - L_2 \\
\ell_B = L_2 + L_3 - L_1
\]
with $\ell_\gamma = \frac{1}{3}(L_2 + L_3 - L_1)$ the length of the bottom bridge of the correlator, opposed to the operator $\mathcal{O}_i$ and $T(w)$ the $su(2)$ spin chain transfer matrix \[31\]. The boldface letter $w$ stands for an ensemble of mirror particles $w = (w_1, \ldots, w_n)$ and the sum over $n$ is implied. Here and below the index $\gamma$ stands for the mirror transformation of the rapidity variables \[35\] and we use the shorthand notations

\begin{align*}
T(w) &= \prod_j T(w_j), \\
h(u, v) &= \prod_{i,j} h(u_i, v_j), \\
h^\gamma(u, u) &= \prod_{i\neq j} h(u_i, u_j).
\end{align*}

The full expression takes into account all the bound states and will be given in section 5.

2.2. Results and comparison with strong coupling

In the case when the incoming operators correspond to semiclassical strings, the lengths $L_1, L_2, L_3$ of the three chains and the numbers of the magnon excitations $M_1, M_2, M_3$ are large. The semiclassical limit is controlled by a small parameter $\epsilon$ such that $\epsilon L_i$ and $\epsilon M_i$ remain finite when $\epsilon \to 0$. This limit exists for any value of the ’t Hooft coupling $g$. In addition to the semiclassical limit, one can take the strong coupling limit where the effective coupling $g' = \epsilon g$ remains finite when $\epsilon \to 0$.

In general, we need to take into account the partitions of three sets of physical rapidities and sum over all mirror excitations on the mirror edges, which is still open. Here we report some modest progress, by taking the sum and the semiclassical limit in three particular cases when the operators belong to the rank-one $su(2)$ and $\mathfrak{sl}(2)$ sectors:

- the expression of the asymptotic part of the structure constant for one non-BPS and two BPS operators, $[C_{123}^{\text{asymp}}]$ for any value of the coupling constant,

Figure 3. The physical and bottom mirror excitations.

In addition, we may expect that, for $su(2)$, the results for the semiclassical strings can be applied safely to small values of $\ell_n$. 

\[8\] Based on the experience with the spectrum \[36\], we may expect that, for $su(2)$, the results for the semiclassical strings can be applied safely to small values of $\ell_n$. 

\[9\] Y. Jiang et al. J. Phys. A: Math. Theor. 49 (2016) 454003
the expression of the asymptotic part of the I-I-II structure constant\(^9\) for three non-BPS operators belonging to two different \(\mathfrak{su}(2)\) or \(\mathfrak{sl}(2)\) sectors, \([C_{123}^{\text{asymp}}]\), for any value of the coupling constant,

- the expression of the bottom mirror contribution for one non-BPS and two BPS operators, \([C_{123}^{\text{bottom}}]\), in the strong coupling limit.

The first case is a relatively simple generalization of the result obtained by [7, 8, 10] at tree-level. Here we use a slightly different method of taking the semiclassical limit, based on an integral representation of the sums in (2.3) which has already appeared in [10]. This method is alternative to the Fredholm determinant method used there and it is easily adaptable to situation when the structure constant cannot be written as a determinant. Finally, the structure of the integrals in the third case resemble strongly that from the first two cases, and we are able to take the sum over bound states exactly in the strong coupling limit.

The semiclassical structure constants are given in terms of quasi-momenta associated to the three operators, which encode the corresponding rapidities. For operators duals to semiclassical strings, the rapidities are distributed on a set of cuts, which connect different sheets of the quasi-momenta. We are going do denote by \(\tilde{p}_k\) the sphere part and by \(\hat{p}_k\) the \(\text{AdS}\) part of the quasi-momentum\(^{10}\) associated to the operator \(\mathfrak{O}_k\). The definition of the quasi-momenta will be given in the main text. The results for the \(\mathfrak{su}(2)\) and \(\mathfrak{sl}(2)\) sectors are

\[
\log [C_{123}^{\text{asymp}}_{\mathfrak{su}(2)}] = -\frac{1}{e} \oint_{C_{u_1}^{(j)}} \frac{du}{2\pi} \left[ \text{Li}_2 \left[ e^{i(p_{12}^{(j)} - p_{13}^{(j)})} \right] - \text{Li}_2 \left[ e^{i(p_{12}^{(j)} + p_{13}^{(j)})} \right] \right],
\]

\[
\log [C_{123}^{\text{asymp}}_{\mathfrak{sl}(2)}] = -\frac{1}{e} \oint_{C_{u_1}^{(j)}} \frac{du}{2\pi} \left[ \text{Li}_2 \left[ e^{i(p_{12}^{(j)} + p_{13}^{(j)})} \right] - \text{Li}_2 \left[ e^{i(p_{12}^{(j)} - p_{13}^{(j)})} \right] \right],
\]

where \(C_{u_1}\) is a contour encircling counterclockwise the support of the rapidities \(u_1\). Here the subscripts of the quasimomenta ‘L’ and ‘R’ denote the left and right \(\mathfrak{su}(2)\) sector respectively, which will be explained in section 4. The result for \([C_{123}^{\text{asymp}}]\) in the particular case where \(u_2 = u_3 = \emptyset\). We would like to emphasize that the expression above are valid when the length of the three operators \(L_1, L_2\) and \(L_3\) are large and the supports of \(u_1, u_2\) and \(u_3\) are well separated. The so-called heavy-heavy-light diagonal limit, when the length of one of the operators, say \(L_3\), is small and in addition \(u_1 = u_2\) was studied in [37, 38].

A surprisingly similar form is taken by the result of the resummation of the virtual particles. Here we succeeded to take the sum only of the mirror particles for the structure constant with one non-BPS operator in the channel opposite to the non-trivial operator,

\[
\log [C_{123}^{\text{bottom}}_{\mathfrak{su}(2)}] = \log [C_{123}^{\text{bottom}}_{\mathfrak{sl}(2)}] = -\frac{1}{e} \oint_{U} \frac{du}{2\pi} \left[ \text{Li}_2 \left[ e^{i(p_{12}^{(j)} + p_{13}^{(j)})} \right] - \text{Li}_2 \left[ e^{i(p_{12}^{(j)} - p_{13}^{(j)})} \right] \right],
\]

with the contour of integration \(U\) encircling now the Zhukovsky cut with \(u\) between \(-2ge\) and \(2ge\).

\(^9\) The I-I-I type structure constant remains out of reach of our method for the moment.

\(^{10}\) We use here a sign convention such that the quasimomentum of an excitation coincides with its momentum in absence of other excitations.
The three-point functions at strong coupling admit a completely different description in terms of the area of the classical string worldsheet. The computation from the string theory side was completed recently \[25\]. In both \(\mathfrak{su}(2)\) and \(\mathfrak{sl}(2)\) sectors, the result is composed of three terms,

\[
\log C_{123}^{\text{asymp}} = \log [C_{123}^{\text{asymp}}] + \log [C_{123}^{\text{wrapping}}] + \text{Norm.}
\]  

(2.9)

For the type I-I-II three-point functions in the \(\mathfrak{su}(2)\) sector, the asymptotic part and the wrapping part are given by\[11\]

\[
\log [C_{123}^{\text{asymp}}]_{\mathfrak{su}(2)} = - \frac{1}{\epsilon} \oint_{\gamma_{123}} \frac{du}{2\pi} \text{Li}_2 [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}] - \frac{1}{\epsilon} \oint_{\gamma_{123}} \frac{du}{2\pi} \text{Li}_2 [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}],
\]

(2.10)

\[
\log [C_{123}^{\text{wrapping}}]_{\mathfrak{su}(2)} = \frac{1}{\epsilon} \oint_{\gamma_{123}} \frac{du}{2\pi} (L_{12} [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}] - L_{12} [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}])
\]

+ \frac{1}{\epsilon} \oint_{\gamma_{123}} \frac{du}{2\pi} (L_{12} [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}] - L_{12} [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}])
\]

+ \frac{1}{\epsilon} \oint_{\gamma_{123}} \frac{du}{2\pi} (L_{12} [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}] - L_{12} [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}]).
\]

(2.11)

As is clear from the above expressions, \([C_{123}^{\text{asymp}}]_{\mathfrak{su}(2)}\) precisely matches the result of our analysis (2.6) and (2.7). Furthermore, when restricting to the one non-BPS and two BPS correlators, we can see that the first term in \([C_{123}^{\text{wrapping}}]\) coincides with our result of the resummation of the bottom mirror particles \([C_{123}^{\text{bottom}}}]\) in (2.8) and (6.31). Similar match can be seen also in the \(\mathfrak{sl}(2)\) sector, where the asymptotic part of the result from the string theory is

\[
\log [C_{123}^{\text{asymp}}]_{\mathfrak{sl}(2)} = - \frac{1}{\epsilon} \oint_{\gamma_{123}} \frac{du}{2\pi} \text{Li}_2 [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}]
\]

+ \frac{1}{\epsilon} \oint_{\gamma_{123}} \frac{du}{2\pi} \text{Li}_2 [e^{i(\beta_1^2+\beta_2^2-\beta_3^2)}],
\]

(2.12)

and the wrapping part is given by the same expression (2.11) as in the \(\mathfrak{su}(2)\) sector, with the only difference that the subscripts ‘\(L\)’ and ‘\(R\)’ are attributed to the AdS parts \(\beta^{(i)}\) of the quasimomenta. The remaining factors in \([C_{123}^{\text{wrapping}}]\) supposedly come from other mirror channels. It would be an important future problem to reproduce those remaining terms by resumming the mirror particles in other channels.

3. Asymptotic structure constant for two BPS and one non-BPS operator

In this section we compute the structure constant for one non-BPS operator and two BPS operators. Although this can be considered as a particular case of the one treated in the next section, it is instructive to work out in detail the clustering method for the simpler case. Since the \(\mathfrak{su}(2)\) and \(\mathfrak{sl}(2)\) sectors are largely similar, we treat only the former in detail, and just give the latter.

\[11\] In the convention of this paper for the sign of the quasimomentum.
3.1. From sum-over-partition to multiple contour integral

In the definition of the structure constant, the three operators are represented by on-shell states of three different spin chains of lengths $L_1, L_2, L_3$. Only the first chain of length $L = L_1$ has non-trivial excitations (magnons) with momenta $p_1, \ldots, p_M$, $M \equiv M_1$. The momenta are parametrized by the corresponding rapidities $\mathbf{u} = \{u_1, \ldots, u_M\}$ according to

$$e^{ip(u)} = \frac{x(u + i\epsilon/2)}{x(u - i\epsilon/2)}.$$ (3.1)

Throughout the paper we rescale the rapidity variables by $\mathbf{u}$. The value of $\mathbf{u}$ will be set by the inverse scale of the rapidities $u$. In the regime dual to semiclassical strings, at weak coupling, this is $\epsilon \sim 1/L_1$. The semiclassical limit means taking $\epsilon \to 0$. The Zhukovsky variable $x(u)$ is defined as

$$x(u) = \frac{u + \sqrt{u^2 - (2\epsilon g)^2}}{2\epsilon g}.$$ (3.2)

The rapidities $\mathbf{u}$ satisfy the Bethe equations

$$e^{i\phi_j} = 1, \quad j = 1, \ldots, M,$$ (3.3)

where $\phi_j$ is the total scattering phase for the $j$th magnon

$$e^{i\phi_j} = e^{-i\mu(u_j)L} \prod_{k \in \{j\}} S(u_j, u_k),$$ (3.4)

$S(u, v)$ being the scattering matrix, which can be represented as the ratio

$$S(u, v) = \frac{h(u, v)}{h(u, v)}.$$ (3.5)

The function $h(u, v)$, which is given in our case by $h(u, v)_{\text{odd}} \equiv h_{YY}(u, v)$, is the building block for the hexagon expansion in the configuration described above. It is given by the product of three factors,

$$h(u, v)_{\text{odd}} = \frac{u - v}{u - v + i\epsilon} \frac{1}{s(u, v)\sigma(u, v)},$$ (3.6)

where $s(u, v)$ is the symmetric part,

$$s(u, v) = \frac{(1 - 1/x^+ y^+)(1 - 1/x^- y^-)}{(1 - 1/x^+ y^-)(1 - 1/x^- y^+)}$$ (3.7)

and $\sigma(u, v) = 1/\sigma(u, v)$ is the square root of the BES dressing phase [39, 40]. The reason to split $h(u, v)$ as above is that at tree ($g = 0$) level, $s(u, v) = \sigma(u, v) = 1$. It will be important in the following that neither $s(u, v)$ nor $\sigma(u, v)$ has singularities close to $u = v$. We use the notation $x^\pm = x(u \pm i\epsilon/2)$ and $y^\pm = y(v \pm i\epsilon/2)$. The un-normalized structure constant is defined as a sum over partitions of the rapidities $\mathbf{u}$ into two subsets, $\mathbf{u} = \alpha \cup \bar{\alpha}$,

$$[C_{123}^{\text{asy}}]_{\text{asy}} \equiv \mathcal{A} = \sum_{\alpha \cup \bar{\alpha} = \mathbf{u}} \frac{(-1)^{\ell_{\mathcal{A}}}}{} \prod_{j \in \alpha} e^{i\psi(u_j)\ell_{\mathcal{A}}} \prod_{j \in \alpha, k \in \bar{\alpha}} \frac{1}{h(u_k, u_j)},$$ (3.8)

where $\ell_{\mathcal{A}} = \frac{1}{2} (L_1 + L_3 - L_2)$ is the length of the bridge between the first operator (on the top) and the third one. In order to have a complete match with the original tree-level result reported in [7, 29], we will work with an equivalent representation,

Note that this definition is related to that used in [1] by exchanging the two arguments.
where \( \ell_L = \frac{1}{\pi} (L_2 + L_1 - L_3) \) is the length of the bridge connecting the first and the second operator. The equivalence of the two expression can be shown by using the Bethe ansatz equation (3.3) with \( L_i = \ell_L + \ell_R \). Formally, at tree-level, the two expressions (3.9) and (3.8) can be obtained from each other by exchanging \( \ell_L \) and \( \ell_R \) and sending \( \epsilon \to -\epsilon \).

Extending the tree-level observation in [10], the sum over partitions (3.9) can be written as a multiple contour integral

\[
\mathcal{A} = \sum_{n=0}^{M} \prod_{j=1}^{n} \frac{dz_j}{2\pi i} F(z_j) \prod_{j<k} \frac{1}{h(z_j, z_k) h(z_k, z_j)},
\]

where the integration contour \( \mathcal{C} \) closely encircles the rapidities \( u = \{u_1 \ldots u_N\} \) counterclockwise, the function \( F(x) \) is given by

\[
F(z) = \frac{e^{-i\pi z/\ell} \mu(z)}{h(z, u)}, \quad h(z, u) \equiv \prod_{j=1}^{N} h(z, u_j),
\]

and the measure

\[
\mu(z) = \frac{(1 - 1/(x^+ x^-)^2)}{(1 - 1/(x^+ x^-)^2)(1 - 1/(x^-)^2)}
\]

is defined so that \( h(z, u) \approx i \epsilon^{-1} \mu(z)(z - u) \) at \( z = u \).

In the all loop pairwise interaction

\[
\Delta^{all}(z_j, z_k) \equiv h(z_j, z_k) h(z_k, z_j) = \frac{\Delta(z_j, z_k)}{s(z_j, z_k)^2}
\]

the dressing factor drops out due to its anti-symmetry. In the semiclassical limit \( \epsilon \to 0 \), the deviation of the interaction \( \Delta^{all}(u, v) \) with respect with its tree level value \( \Delta(u, v) \) is subleading,

\[
\Delta^{all}(u, v) = \Delta(u, v)(1 - c(u, v, g\epsilon)^2 \epsilon^2 + \mathcal{O}(\epsilon^3)),
\]

where \( c(u, v, g\epsilon) \) is some function of the rapidities \( u \) and \( v \) and the effective coupling \( g' = g\epsilon \). It is important that even at strong coupling, where \( g' \) is finite, the correction to the interaction is subleading. A similar property is valid for the measure \( \mu(u) \)

\[
\mu(u) = 1 - c(u, v, g\epsilon)^2 \epsilon^2 + \mathcal{O}(\epsilon^3).
\]

This will allow us to take the semiclassical limit of the asymptotic contribution for any value of the coupling constant, including strong coupling. The main steps of the derivation can be understood on the tree-level example, which can be treated exactly and will be worked out in detail in the following. The clustering procedure explained below works exactly as in the tree-level, as long as the integration contours are far from the cuts of the dressing phase \( \sigma(u, v) \), that is out of the region \(-2g' < \text{Re}(z_k) < 2g'\). This is certainly the case for semiclassical strings.

### 3.2. Tree-level revisited

The structure constant of one non-BPS and two BPS operators at three level \( \mathcal{A} \) was first studied thoroughly in [7, 29]. In this section, we revisit the tree-level result by a different method which allows direct generalizations to all loops.
The starting point is the multiple integral contour integral (3.10)

\[ \mathcal{A} = \sum_{n=0}^{M} \frac{1}{n!} \oint_{C_u} \prod_{j=1}^{n} \frac{dz_j}{2\pi i} F(z_j) \prod_{j<k} \Delta(z_j, z_k), \] (3.16)

where the different ingredients take their tree-level values\(^{13}\)

\[ F(z) = \frac{e^{-\nu(z)\ell}}{h(z, u)}, \quad h(z, u) = \frac{z - u}{z - u + i\epsilon}. \] (3.17)

The sum (3.16) is given by single integrals coupled by the pairwise interaction \(\Delta(u, v)\) defined as

\[
\Delta(u, v) = h(u, v)h(v, u) = \frac{(u - v)^2}{(u - v)^2 + \epsilon^2} \\
= 1 + \frac{ie/2}{u - v - i\epsilon} - \frac{ie/2}{u - v + i\epsilon}. \] (3.18)

In other words, the function \(\Delta(u, v)\) differs from 1 only when \(|u - v| \sim \epsilon\), and it has two poles at \(u = v \pm i\epsilon\). For later convenience, we define a generalization of this function

\(^{13}\) To avoid proliferation of symbols we keep the same notations as for all-loop case for most objects.
\[
D = \frac{u - v + i(m - n)\epsilon}{u - v + i\epsilon(u - v - i\epsilon)}
\]
\[
= 1 - \frac{mn}{m + n} \left( \frac{i\epsilon}{u - v + i\epsilon} - \frac{i\epsilon}{u - v - i\epsilon} \right).
\] (3.19)

so that \( \Delta(u, v) = \Delta_{1,1}(u, v) \). The summation limit in (3.16) can be extended to infinity, since the result of integration is zero if there are more integrals than rapidities in the set \( u \). Similar integrals have appeared recently in the context of integrable probabilities for example in [20, 21] and [22].

3.3. Deformation of contours and clustering

In this section we set up a procedure to perform an expansion in the parameter \( \epsilon \) around the semiclassical limit of the quantity \( \mathcal{A} \) in (3.16). We deform the integration contours sequentially so that they are separated by a distance that is much greater than \( \epsilon \), as is shown in figure 4. After the contour deformation, we have \( |z_j - z_k| > \epsilon \) and the singularities in the multiple integrals are removed. In the procedure of deformation of contours, one has to take into account the residues of the poles in the interaction terms \( \Delta(z, z) \) in (3.16). This leads to a phenomenon we call clustering which was considered in various forms in [17, 41], in [18, 19] and in [20, 22] and which is reminiscent of the formation of bound states as solutions of the Bethe equations. A similar procedure was suggested in [14] in order to take the strong coupling limit of the scattering amplitudes for gluons. Let us consider in more detail an integral of the type

\[
I_n = \oint_{z_n} \prod_{j=1}^n \frac{dz_j}{2\pi i} F(z_j) \prod_{j<k} \Delta(z_j, z_k),
\] (3.20)

which corresponds to the \( n \)th term in the sum in (3.16). The integrand is a product of functions \( F(z) \) and \( \Delta(z, z) \). We can imagine a collection of \( n \) particles, each particle \( z_i \) is associated with a function \( F(z_i) \) and between any two particles \( z_i \) and \( z_j \), there are interactions...
described by the function $\Delta(z_i, z_j)$. Then the integrand can be represented by the diagram shown in the upper diagram of figure 5.

In order to illustrate the idea, we analyze the example for $n = 3$ explicitly. We start with

$$I_3 = \int_{C_u} \frac{dz_1 dz_2}{(2\pi \epsilon)^2} F(z_1) F(z_2) \Delta(z_1, z_2) \Delta(z_3, z_3).$$

We first deform the contour of integration for $z_3$ from $C_u$ to a contour $C_3$ which is situated outside $C_u$ at a distance larger than $\epsilon$. There are poles at $z_3 = z_2 + i \epsilon$ and $z_1 + i \epsilon$ due to the interaction $\Delta(z_1, z_3)$ and $\Delta(z_2, z_3)$, respectively. If we take the pole at $z_3 = z_2 - i \epsilon$, the result reads

$$\int_{C_u} \frac{dz_1 dz_2}{(2\pi \epsilon)^2} F(z_1) F(z_2) (z_2 - i \epsilon) \Delta(z_1, z_2) \Delta(z_3, z_2 - i \epsilon).$$

Because

$$F(z_2) (z_2 - i \epsilon) = \left( \frac{z_2 - 3i \epsilon / 2}{z_2 + i \epsilon / 2} \right)^{z_2 - u + i \epsilon} \left( \frac{z_2 - u - i \epsilon}{z_2 - u + i \epsilon} \right)$$

is analytic inside the contour $C_u$, the integration over $z_2$ gives zero. The same argument works for $z_3 = z_1 - i \epsilon$. This implies that we only need to consider the poles $z_3 = z_2 + i \epsilon$ and $z_3 = z_1 + i \epsilon$. If we take the pole $z_3 = z_2 + i \epsilon$, the result reads

$$\frac{1}{2} \int_{C_u} \frac{dz_1 dz_2}{(2\pi \epsilon)^2} F(z_1) F(z_2) (z_2 + i \epsilon) \Delta(z_1, z_2) \Delta(z_3, z_2 + i \epsilon).$$

We have taken here into account that, while deforming the counter-clockwise contour $C_u$ to $C_4$, the contours surrounding the poles will be oriented clockwise. Let us define the functions $F_1, F_2, F_3, \ldots$ etc by

$$F_n(z) = F(z) F(z + i \epsilon) \cdots F(z + (n - 1)i \epsilon).$$

Using the fact that

$$\Delta(u, v) \Delta(u, v + i \epsilon) = \Delta_{1,2}(u, v),$$

where $\Delta_{1,2}(u, v)$ is defined in (3.19), we can write the residue (3.24) as

$$\frac{1}{2} \int_{C_u} \frac{dz_1 dz_2}{(2\pi \epsilon)^2} F(z_1) F_2(z_2) \Delta_{1,2}(z_1, z_2).$$

Figure 6. The final result of $I_3$ after deforming the contours. The numbers in blue represent the multiplicities of clusters and they are given by equation (3.35), for example $C_{1,1,1}^3 = 1$, $C_{1,2}^3 = 3$ and $C_3^3 = 2$. 

\[ I_3 = 1 \times \quad \bigcirc \bigcirc \bigcirc + \]

\[ 3 \times - \frac{i}{2} \quad \bigcirc \bigcirc \bigcirc + \]

\[ 2 \times - \frac{i}{3} \quad \bigcirc \bigcirc \bigcirc \]
This result can be interpreted as the following. Taking the residue gives rise to a cluster, or bound state, of length 2. The function associated to this cluster is given by $F_2(z)$ and its interaction with a fundamental particle at the point $z'$ is described by $\Delta_{1,2}(z, z')$. This is symbolized graphically in figure 5, left.

When moving their integration contours from $C_u$ to $C_j$, the bound states themselves undergo further clustering and form larger bound states. A length $n$ bound state is associated to the wave function $F_n(z)$ defined in (3.25) and the interaction between bound states of length $m$ and $n$ is described by $D_{zw,mn}$(). This is symbolized graphically in figure 5, left.

As we can see, the result is given by the sum of all possible bound states, each bound state of length $n$ being multiplied by a factor $1/n$. To see that this is true in general, let us consider the integral with a bound state of length $m$ and length $n$

$$\int_{C_u} \frac{dz_j}{2\pi i} \cdots \frac{F_m(z_j)}{m} \times \frac{F_n(z_k)}{n} \Delta_{mn}(z_j, z_k) \cdots .$$

(3.28)

Suppose we now want to deform the contour $z_k$ to $C_j$ and pick the pole $z_k = z_j + im\epsilon$. The extra contribution from the pole is

$$\int_{C_u} \frac{dz_j}{2\pi i} \cdots \frac{F_m(z_j)}{m} \times \frac{F_n(z_j + im\epsilon)}{n} \times \left( \frac{mn}{m + n} \right) \cdots$$

$$= \int_{C_j} \frac{dz_j}{2\pi i} \cdots \left( \frac{F_{m+n}(z_j)}{m + n} \right).$$

(3.29)

where we have used that

$$F_m(z)F_n(z + im\epsilon) = F_{m+n}(z), \quad \text{Res}_{v = u + im\epsilon} \Delta_{mn}(v, u) = \frac{imn\epsilon}{m + n}.$$

(3.30)

In what follows we will denote the fusion rules like (3.29) simply as

$$\frac{F_m(z_j)}{m} \times \frac{F_n(z_j + im\epsilon)}{n} \rightarrow \frac{F_{m+n}(z_j)}{m + n}.$$

(3.31)

The fusion rules ensure that the final result is a sum over all possible bound state configurations. Each configuration comes with a combinatorial factor. We will derive these factors and write down an exact expression for $I_n$ in the next section.

3.4. The exact result and semiclassical limit

In this section, we give an exact expression for $I_n$ and $\mathcal{I}$ and then take its semiclassical limit. As discussed above, while deforming the contour we need to pick up poles which lead to the formation of bound states. The final result is a sum over all possible configurations of bound states

$$I_n = \sum_{k=1}^{n-1} \sum_{q_1 + \cdots + q_k = n} C_{n}^{q_1, \cdots, q_k} \prod_{j=1}^{k} \int_{C_j} \frac{dz_j}{2\pi i} F_q(z_j) \prod_{i<j} \Delta_{q_i,q_j}(z_i, z_j).$$

(3.32)

Here $k$ is the number of bound states in a given configuration and $q_1 \leq \cdots \leq q_k$ are the lengths of the bound states. They should satisfy $q_1 + \cdots + q_k = n$. $F_q(z_j)$ is the wavefunction for the bound state defined in (3.25) and $\Delta_{q_i,q_j}(z_i, z_j)$ is defined in (3.19). The combinatorial factor $C_{n}^{q_1, \cdots, q_k}$ counts the number of the bound state configuration with lengths $\{q_1, \cdots, q_k\}$. In what
follows, it is convenient to represent the bound state configuration in a different way. Suppose among the bound state configurations \( \{ q_1, q_2, \cdots, q_k \} \), \( d_l \) of them have length \( l \) \( (l = 1, 2, \cdots) \), then we can represent the configuration by a vector \( \vec{d} = \{ d_1, d_2, \cdots \} \):

\[
\{ q_1, \cdots, q_k \} = \{ 1, \cdots, 1, l, \cdots, l, \cdots \} \mapsto \vec{d} = \{ d_1, d_2, \cdots \}.
\]

We will use the two notations interchangeably. The following two obvious identities will be useful:

\[
\sum_{j=1}^{k} F_{q_j}(z) = \sum_{l=1}^{\infty} d_l F_l(z), \quad \prod_{j=1}^{k} F_{q_j}(z) = \prod_{l=1}^{\infty} F_l(z)^l.
\]

In particular, the constraint \( \sum_{j=1}^{k} q_j = n \) can be rewritten as \( \sum l = n \). We have:

\[
C_{n_{q_1, \cdots, q_k}} = \frac{1}{d_1!d_2! \cdots d_k!} \prod_{j=1}^{k} q_j^{n_j} (n_q - q_j) \cdots (q_j - 1)! \prod_{l=1}^{n} l^l d_l!
\]

Let us explain briefly how to obtain the first line of the expression above. It is constituted from three different blocks: the middle one is the way to make \( k \) clusters of lengths \( n_l \leq \cdots \leq n_k \) out of \( n \) variables, while the first block insures that clusters with the same number of elements are indistinguishable. The last block gives the number of different ways to arrange the objects inside each cluster. For a cluster with \( n_l \) elements, one can choose the label of the surviving integration variable at will, while the number of different possible orders of clustering for the other variables is \( (n_l - 1)! (n_k - 1)! \). Inserting (3.35) into (3.32) and summing over \( n \) we obtain the exact result:

\[
A = \sum_{k} \sum_{q_1, \cdots, q_k} \frac{1}{d_1!d_2! \cdots d_k!} \prod_{j=1}^{k} \oint_{c_j} \frac{dz_j}{2\pi i} F_{q_j}(z_j) \prod_{i<j}^{k} \Delta_{q_i,q_j}(z_i, z_j)
\]

In the last line the summation over \( q_j \) is unrestricted. This exact expression can be taken as the starting point for a systematic semiclassical expansion. There are two sources of \( \epsilon \) corrections, from the wavefunction \( F_{\epsilon}(z) \) and from the interaction \( \Delta_{\text{int}}(z_i, z_j) \),

\[
F_{\epsilon}(z) = F(z) + \epsilon \frac{n(n-1)}{2} F(z)^{n-1} \partial \frac{F(z)}{z} + \mathcal{O}(\epsilon^2)
\]

\[
\Delta_{\text{int}}(z_i, z_j) = 1 - \frac{mn}{(z_i - z_j)^2} \epsilon^2 + \mathcal{O}(\epsilon^3).
\]

If we are interested in the leading order of \( \epsilon \) expansion of (3.36) we can replace \( F_{\epsilon}(z) \) by \( F(z) \) and \( \Delta_{\text{int}}(z_i, z_j) \) by 1, which simplifies (3.36) drastically. The multiple integrals decouple and the result exponentiates,

\[
A \simeq \frac{1}{k!} \sum_{q_1, \cdots, q_k} \prod_{j=1}^{k} \oint_{c_j} \frac{dz_j}{2\pi i} F(z_j)^{q_j} = \exp \oint_{c_u} \frac{dz_u}{2\pi i} \sum_{q} F(z)^q q^2.
\]
expansion of the dilogarithm. Taking into account the subleading corrections from (3.37) we obtain the first two terms from [10]

\[
\log z' = \oint_{C_\epsilon} \frac{dz}{2\pi i} \log [1 - F(z)] \log [1 - F(z')] + \ldots.
\]

(3.39)

To avoid the singularity when \(z\) and \(z'\) coincide in the double contour integration above, the two contours can be separated, which is equivalent to taking the principal value integral. More terms in the expansion (3.39) can in principle be obtained by a cluster expansion of (3.36).

3.5. The semiclassical limit for the \(\text{su}(2)\) sector

We now specialize the leading part of the expression in (3.39) to the particular case of the \(\text{su}(2)\) sector

\[
\log z' \simeq \oint_{C_\epsilon} \frac{dz}{2\pi i} \log [e^{-\nu(z) \ell_i} + iG_u(z)],
\]

(3.40)

which agrees with the results in [7, 9]. Above, we denoted with \(p(z)\) and \(G_u(z)\) the momentum and the resolvent. At tree level, in the semiclassical limit \(\epsilon \to 0\),'\n
\[
p^{\text{tree}}(z) = \frac{\epsilon}{z}, \quad G_u^{\text{tree}}(z) = \sum_{i=1}^M \frac{\epsilon}{z - u_i}.
\]

(3.41)

The semiclassical all-loop result has exactly the same structure. Defining the sphere all-loop quasi-momenta \(\hat{p}^{(k)}(z)\) by

\[
\hat{p}^{(k)}(z) = \frac{p(z)L_k}{2} - i \log (z, u_k),
\]

(3.42)

we have

\[
\hat{p}^{(2,3)}(z) = \frac{\epsilon \chi(z)L_{2,3}}{2\chi(z)}, \quad \hat{p}^{(1)}(z) = \frac{\epsilon \chi(z)L_1}{2\chi(z)} = G_u(z),
\]

(3.43)

with

\[
G_u(z) = \sum_{i=1}^M \left[ \frac{\epsilon}{z - u_i} - i \log (z, u_i) \right].
\]

(3.44)

The relations above should be understood as holding in the leading order in \(\epsilon\). In this case, the definition (3.42) of the quasi-momentum agrees with the usual one using the scattering matrix, because the symmetric part of \(h(u, v)\) equals one in the semiclassical limit. In the physical regime the dressing phase can be expressed as

\[
-i \log \sigma (u, v) = \chi (u^+, v^-) + \chi (u^-, v^+) - \chi (u^+, v^+) - \chi (u^-, v^-) \approx \epsilon^2 \partial_u \partial_v \chi (u, v),
\]

(3.45)

with \(\chi (u, v)\) given by an integral representation [42]. Remembering that \(\ell = \frac{1}{2} (L_2 + L_4 - L_3)\), the semiclassical limit of the asymptotic all-order contribution can be written as
\[ \log \mathcal{A} = \oint \frac{dz}{c_{u}} \frac{dz}{2\pi \epsilon} \text{Li}_2[e^{-i\phi(u)} - r^2 - r^{\dagger}(z) - r^{\dagger}(z)] - \oint \frac{dz}{c_{u}} \frac{dz}{2\pi \epsilon} \text{Li}_2[e^{-i\phi(u)} - r^2 + r^{\dagger}(z) + r^{\dagger}(z)]. \]  

(3.46)

In the rhs above we used that
\[ (e^{-i\phi(u)})_{\text{on the first sheet}} = (e^{i\phi(u)})_{\text{on the second sheet}} \]

(3.47)

which is a consequence of the classical limit of the Bethe equation (3.4),
\[ \hat{p}(u + i0) + \hat{p}(u - i0) = L_{p}(u) - (G_{u}(u + i0) + G_{u}(u - i0)) = 0 \mod(2\pi), \]

(3.48)

and that the contour of integration changes its orientation when deformed to the second sheet.

In the strong coupling limit the dressing phase simplifies,
\[ \chi(u, v) \approx \frac{u - v}{\epsilon} \log \left(1 - \frac{1}{y} \right). \]

Since \( \frac{1}{u - v} = -\partial_{u} \partial_{v} (u - v) \log(u - v) \) the resolvent becomes
\[ G_{u}(z) = e \sum_{i=1}^{M} \frac{x'(u)}{x(z) - x(u)} - p(x) e \sum_{i=1}^{M} \frac{x'(u)}{x^{2}(u)} \equiv G_{u}(x) - \frac{\Delta - L}{2} p(x), \]

(3.49)

with \( \Delta - L \) the anomalous dimension. The quasi-momenta \( \hat{p}^{(k)}(z) \) assume in this limit the simpler form
\[ \hat{p}^{(2,3)}(z) = e^{\frac{x'(z)}{2x(z)}}, \quad \hat{p}^{(1)}(z) = e^{\frac{x'(z)}{2x(z)} - G_{u}(x(z))}. \]

(3.50)

### 3.6. The semiclassical limit for the \( \mathfrak{sl}(2) \) sector

The expression for the three-point function with a single non-BPS operator in the \( \mathfrak{sl}(2) \) sector is the same as (3.9) with \( h(u, v) = h_{\mathfrak{sl}(2)}(u, v) \) replaced with the corresponding \( \mathfrak{sl}(2) \) quantity
\[ h_{\mathfrak{sl}(2)}(u, v) = \frac{x^{+} - y^{-}}{x^{-} - y^{+}} h_{\mathfrak{su}(2)}(u, v) = \frac{u - v}{u - v - i\epsilon} \frac{1 - 1/x^{-}y^{+}}{1 - 1/x^{-}y^{+}} \frac{1}{\sigma(u, v)}. \]

(3.51)

At tree-level, \( \mathcal{A}_{\mathfrak{sl}(2)} \) can be obtained from \( \mathcal{A}_{\mathfrak{su}(2)} \) just by sending \( \epsilon \to -\epsilon \) and \( \ell \to -\ell \). At higher loop, the change comes from changing the expression of \( h(u, v) \) as in (3.51), which affects the expression of the quasi-momenta in the semiclassical limit,
\[ F_{\mathfrak{sl}(2)}(u) \to e^{i[p(z)L_{k}]}, \]

(3.52)

The quasi-momenta \( \hat{p}^{(k)}(z) \) appearing in the asymptotic part of the \( \mathfrak{sl}(2) \) structure constant correspond now to the AdS part of the spectral curve [43, 44],
\[ \hat{p}^{(k)}(z) = \frac{p(z)L_{k}}{2} - i \log h_{\mathfrak{sl}(2)}(z, u_{k}). \]

(3.53)

We can therefore write the semiclassical limit of the asymptotic all-order contribution in the \( \mathfrak{sl}(2) \) sector as
\[ \log \mathcal{A}_{\mathfrak{sl}(2)} = -\oint \frac{dz}{c_{u}} \frac{dz}{2\pi \epsilon} \text{Li}_2[e^{-i\phi(u)} - r^2 - r^{\dagger}(z) - r^{\dagger}(z)] = \oint \frac{dz}{c_{u}} \frac{dz}{2\pi \epsilon} \text{Li}_2[e^{i[p(z)L_{k}]} - r^2 + r^{\dagger}(z) + r^{\dagger}(z)]. \]

(3.54)

Upon permutation of indices 2 and 3, which is possible due to symmetry, this expression coincides with the strong coupling result (2.12). At strong coupling the explicit expression of
the AdS quasi-momenta ia
\[ \hat{p}^{(2,3)}(z) = \epsilon \frac{x'(z)L_{2,3}}{2x(z)}, \quad \hat{p}^{(1)}(z) = \epsilon \frac{x'(z)L_1}{2x(z)} + G_u(\epsilon(z)). \] (3.55)

The slightly different appearance of (3.55) with respect to (3.50) is due to the extra factor in the second member of (3.51).

4. Asymptotic structure constant for three non-BPS fields

Here we consider the all-loop prediction for a configuration equivalent to that studied in [29] where two of the operators belong to the left sector and the third operator belongs to the right sector of \( \mathfrak{so}(4) = \mathfrak{su}(2)_L \oplus \mathfrak{su}(2)_R \). The excitations for the three operators are chosen to be the longitudinal scalars
\[ O_1 \in \mathfrak{su}(2)_L : \text{vacuum } Z^{L_1}, M_1 \text{ excitations } Y = \Phi_{12}, \]
\[ O_2 \in \mathfrak{su}(2)_L : \text{vacuum } Z^{L_2}, M_2 \text{ excitations } Y = \Phi_{12}, \]
\[ O_3 \in \mathfrak{su}(2)_R : \text{vacuum } Z^{L_3}, M_3 \text{ excitations } \tilde{Y} = \Phi_{21}. \]

After the twisted translation the three operators are mapped to operators type \( Z, Y \) at the origin, \( \{Z, \tilde{Y}\} \) at infinity, and \( \{\tilde{Z}, \tilde{Y}\} \) at some finite point, say \( \tilde{r} = (0, 0, 1, 0) \), where \( \tilde{Z} = \frac{1}{2}(Z + Y + \tilde{Z} - \tilde{Y}) \), \( \tilde{Y} = \frac{1}{\sqrt{2}}(\tilde{Y} - \tilde{Z}) \). This corresponds, in the conventions of [1], to excitations \( \chi_{\text{top}} = \chi_{\text{bottom}} = \chi_{\text{reservoir}} = Y \).

To compute such three-point functions using the hexagon, we first collect all the scalar excitations to one of the edges by performing the mirror transformation \( \gamma \) [35] several times [1]. (See figure 1 for the configuration of the excitations before performing the mirror transformations.) After collecting them on the second edge \( O_2 \) on the left hexagon and on the first edge \( O_1 \) on the right hexagon, we obtain the hexagons with \( \{a_1^{\frac{1}{2}} \alpha_{12}^{\frac{1}{2}}, \alpha_{12}^{\frac{1}{2}}, \alpha_2\} \) and with \( \{\tilde{a}_1^{\frac{1}{2}}, \tilde{a}_1^{\frac{1}{2}}, \tilde{a}_1\} \). There are of course several other ways to collect the excitations to one of the edges. However, the advantage of the choice described here is that all the excitations become \( Y \) after the transformation owing to the transformation property of the excitations clarified in [1]:
\[ Y \overset{2\gamma}{\rightarrow} \tilde{Y}, \quad \tilde{Y} \overset{2\gamma}{\rightarrow} -Y. \] (4.1)

Then, since all the excitations are of the \( Y \) type, the hexagon form factor factorizes into two-particle form factors\(^{14}\) \( h(u, v) \).

We also study an analogous configuration in the \( \mathfrak{sl}(2) \) sector, where \( O_1 \) and \( O_2 \) contain \( D \) excitations and \( O_3 \) contains \( D \) excitations. The hexagon form factor for this configuration can be computed in a similar way, namely by collecting all the excitations to the one of the edges by using the mirror transformations.

4.1. Formulation in terms of multiple contour integrals

The asymptotic part of the un-normalized structure constant with three non-BPS operators, which we denote by \( C_{123}^{\text{asymp}} \), is given by a sum over the partitions of all the three sets of Bethe roots into left and right subsets, \( u_i = \alpha_i \cup \tilde{\alpha}_i \):

\(^{14}\) Here we included the matrix part \( A(u, v) \) in the definition of \( h(u, v) \) for the \( \mathfrak{su}(2) \) sector, as we did in section 3.
The hexagon form factor can be computed by performing crossing transformation on all the excitations to bring them on the same edge phase:

\[
H(\alpha_1|\alpha_2|H(\bar{\alpha}_2|\bar{\alpha}_1)
\] 

with

\[
w_{\gamma}(\alpha, \bar{\alpha}) = e^{-i\gamma_{\ell}} \frac{h^{\gamma}(\bar{\alpha}, \alpha)}{h^{\gamma}(\alpha, \bar{\alpha})}, \quad h^{\gamma}(u, v) \equiv \prod_{j<k} h(u_j, v_k).
\] 

The next step is to convert the sum over partitions to a multiple contour integral, a generalization of (3.10):
where the last line describes the interactions between different sets of variables $z_i$ and $z_2$. The numerator in the last line is equal to one due to the property $= b(u, v) b(v, u) = 1$, and thus the integration over the third set of variables $z_3$ completely decouples. This is expected since the left and the right $su(2)$ fields do not feel each other perturbatively.

The integral (4.9) splits into three independent integrals of the type already studied in [10], if it were not for the bi-local factor entangling the groups $z_1$ and $z_2$ of variables. Remarkably, in the semiclassical limit, the integration contours for the variables $z_1$ and $z_2$ are at macroscopic distance and $\int \mu \rho(\mu) = + o(\epsilon)$.

In conclusion, the asymptotic coupling constant is given in the semiclassical limit again by a product of determinants. This can be used to work out systematic quasi-classical expansion, which is however out of the scope of this paper. Our goal here is to compute the leading term and compare it with the result obtained on the string theory side [5]. In the semiclassical limit the structure constant factorizes as

$$\mathcal{C}^{\text{asympt}}_{123} \propto \mathcal{A}_1 \times \mathcal{A}_2 \times \mathcal{A}_3,$$

where the integrals $\mathcal{A}_1$, $\mathcal{A}_2$ and $\mathcal{A}_3$, defined as

$$\mathcal{A}_1 = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\mathcal{C}_n} \prod_{j=1}^{n} \frac{\mu(z_j) dz_j}{2\pi \epsilon} \times \frac{h^a(z_1, z_2)}{h(z_1, u_3)} \times \frac{h(z, z_1)}{b(u_3, z)} \times \frac{b(u_1, z_2)}{h(z_2, u_3)},$$

$$\mathcal{A}_2 = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\mathcal{C}_n} \prod_{j=1}^{n} \frac{\mu(z_j) dz_j}{2\pi \epsilon} \times \frac{h^a(z_2, z_3)}{h(z_2, u_3)} \times \frac{h(z_2, z_1)}{b(z_3, u_3)} \times \frac{b(u_2, z_3)}{h(z_3, z_2)},$$

$$\mathcal{A}_3 = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\mathcal{C}_n} \prod_{j=1}^{n} \frac{\mu(z_j) dz_j}{2\pi \epsilon} \times \frac{h^a(z_1, z_3)}{h(z_1, z_3)} \times \frac{h(z_1, z_2)}{b(z_3, z_2)} \times \frac{1}{b(u_2, z_3)} \times \frac{b(u_1, z_3)}{h(z_3, z_1)} \times \frac{b(u_1, z_2)}{h(z_2, z_1)} \times \frac{1}{b(u_2, z_1)} \times \frac{1}{b(u_1, z_1)}.$$

Neglecting the subleading factors in the product of the scalar factors, we can approximate the functionals $\mathcal{A}_k$ by the objects we have already computed in the previous section,

$$\mathcal{A}_k \propto \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\mathcal{C}_n} \prod_{j=1}^{n} \frac{dz_j}{2\pi i} \times \frac{\Lambda_k(z_j)}{\Delta(z_i, z_j)}.$$

where the functions $\Lambda_1$, $\Lambda_2$, $\Lambda_3$ assemble the local factors for the three groups of integration variables:
\[ \Lambda_1(z) = \frac{e^{-i\phi_1^+(z)} h(z, u_1)}{h(z, u_1) b(u_3, z)}, \quad \Lambda_2(z) = \frac{e^{-i\phi_1^-(z)} h(u_1, z)}{h(u_1, z) b(z, u_3)}, \quad \Lambda_3(z) = \frac{e^{-i\phi_2^0(z)}}{h(z, u_1) b(u_2, z)}, \]

The three factors in the product (4.10) are exponentially small and the exponent of the product is given by

\[ \log [C_{13}^a]_{\text{asymp}} = \frac{1}{\epsilon} (\mathcal{A}_1 + \mathcal{A}_2 + \mathcal{A}_3 + o(\epsilon)), \]

where \( \mathcal{A}_a \) is a contour integral of a dilogarithm

\[ \mathcal{A}_a = \oint_{\gamma_{u_a}} \frac{du}{2\pi i} \text{Li}_2(\Lambda_a(u)), \quad a = 1, 2, 3, \]

with sign (+) for \( su(2) \) and (−) for \( sl(2) \). This semiclassical formula is valid for any coupling \( g \). In the strong coupling limit \( g \sim 1/\epsilon \), one can use the asymptotic form of the dressing factor \( \sigma \) to obtain simple expressions the functions \( \Lambda_a(u) \).

### 4.2. The semiclassical limit for the \( su(2) \) sector

The semiclassical limit \( \epsilon \to 0 \) of the results obtained in the previous section can be expressed in terms of the quasi-momenta (3.42), as well as their analytical continuation

\[ \bar{p}^{(k)}(z^\gamma) = \frac{p(z^\gamma)L_k}{2} - i \log b(z, u_k) = -\frac{p(z)A_k}{2} - i \log b(z, u_k). \]

At finite coupling, the Zhukovsky cut in the rescaled variables 3.2 shrinks to zero and there is no straightforward way to perform the analytical continuation through the cut. The local factors \( \Lambda_a(z) \) can be expressed in terms of the quasi-momenta of the three operators\(^{15}\)

\[ \Lambda_1(z) \to \exp (+i\bar{p}^{(2)}(\chi) - i\bar{p}^{(1)}(\chi) + i\bar{p}^{(3)}(x^\gamma)), \]
\[ \Lambda_2(z) \to \exp (-i\bar{p}^{(1)}(\chi) - i\bar{p}^{(2)}(\chi) - i\bar{p}^{(3)}(x^\gamma)), \]
\[ \Lambda_3(z) \to \exp (-i\bar{p}^{(3)}(\chi) - i\bar{p}^{(1)}(x^\gamma) + i\bar{p}^{(2)}(x^\gamma)). \]

Using the classical Bethe equations on the cut of \( \bar{p}^{(1)} \), we can change the sign of \( \bar{p}^{(1)} \) in the exponent and write \( \mathcal{A}_1 \), equation (4.15), as

\[ \mathcal{A}_1 = -\oint_{\gamma_{u_1}} \frac{du}{2\pi} \text{Li}_2(e^{i\bar{p}^{(1)}(\chi)} + i\bar{p}^{(2)}(x^\gamma) + i\bar{p}^{(3)}(x^\gamma)), \]

Here we took into account that the contour of integration changes its orientation when deformed to the second sheet. We also change the sign of the exponents in the other two integrals using the functional equation for the dilogarithm, \( \text{Li}_2(X^{-1}) = -\text{Li}_2(X) - \frac{x^2}{2} - \frac{1}{2} \log^2(-X) \). This again leads to a minus sign in front of the integrals:

\[ \mathcal{A}_2 = -\oint_{\gamma_{u_2}} \frac{du}{2\pi} \text{Li}_2(e^{i\bar{p}^{(2)}(\chi)} + i\bar{p}^{(1)}(x^\gamma)) \]
\[ \mathcal{A}_3 = -\oint_{\gamma_{u_3}} \frac{du}{2\pi} \text{Li}_2(e^{-i\bar{p}^{(3)}(x^\gamma)} + i\bar{p}^{(1)}(x^\gamma)) \]

\(^{15}\) We have set the mode numbers to zero for simplicity.
The final formula is

\[
\log \left[C_{(2)}^{\text{asymp}} \right]_{\text{su}(2)} = -\frac{1}{\epsilon} \oint_{c_1} \frac{du}{2\pi} \left[ \log \frac{1}{1+x^2} \right]_{\text{su}(2)} (x) + \text{subleading in } \epsilon. \tag{4.20}
\]

This expression gives, up to subleading $\mathcal{O}(\epsilon^0)$ terms, the exponent for the all-loop perturbative structure constant for three heavy fields.

At strong coupling, when $g \sim 1/\epsilon$, the expressions of the quasi-momenta simplify and $\tilde{p}^{(k)}(x)$ can be related to $\tilde{p}^{(k)}(x^{\pm})$ by continuation through the finite Zhukovsky cut,

\[
\tilde{p}^{(k)}(x) = \frac{1}{2} \Delta_k p(x) - \mathcal{G}_u(x), \quad k = 1, 2, 3, \tag{4.21}
\]

\[
\tilde{p}^{(k)}(x^{\pm}) = \frac{1}{2} \Delta_k p(x) - \mathcal{G}_u(1/x) = \tilde{p}^{(k)}(1/x). \tag{4.22}
\]

These relations can be derived using (see appendix B)

\[
\log h(u, v) \rightarrow -i \frac{e^{y'} - \frac{i p(x)}{y^2 - 1}}{x - y} + \frac{i e^x}{y - x} - i \frac{p(y)}{x^2 - 1}, \quad \log b(u, v) \rightarrow -i \frac{e^{y'} - \frac{i p(x)}{y^2 - 1}}{1/y - x} + i \frac{e^x}{x^2 - 1} + i p(x), \tag{4.23}
\]

or, after taking the product with \( x_j = x(u_j), u_j \in u \)

\[
\log h(u, u) \approx -\log h(u, u) \rightarrow -i \mathcal{G}_u(x) + i \frac{\Delta - L}{2} p(x), \quad \log b(u, u) \approx -\log b(u, u) \rightarrow -i \mathcal{G}_u(1/x) - i \frac{\Delta - L}{2} p(x). \tag{4.24}
\]

Let us interpret this expression from the point of view of the spectral curves of the three heavy states which is written in terms of the classical monodromy matrix

\[
\Omega(u) = \text{Diag}(e^{i\psi_1(u)}, e^{i\psi_2(u)}, e^{i\psi_3(u)}, e^{i\psi_4(u)}, e^{i\psi_5(u)}, e^{i\psi_6(u)}).
\]

The finite zone solutions in this sector are characterized by cuts between 1–4 and 2–3 sheets of the Riemann surface. The Bethe equations give boundary conditions on these cuts for the combinations \( \tilde{p}_L = \frac{1}{2}(\tilde{p}_1 - \tilde{p}_4) \) and \( \tilde{p}_R = \frac{1}{2}(\tilde{p}_2 - \tilde{p}_3) \), representing the quasi-momenta in the left and in the right su(2) sectors. The spectral curve of the SO(4) sector is invariant under the inversion symmetry \( x \leftrightarrow 1/x \), which exchanges \( \tilde{p}_L \) and \( \tilde{p}_R \)

\[
\tilde{p}_R(x) = -\tilde{p}_L(1/x). \tag{4.25}
\]

This allows us to go from the four-sheeted Riemann surface in the \( u \)-parametrization to a two-sheet Riemann surface in the \( x \)-parametrization, for example for \( k = 1, 2 \) we have

\[
\tilde{p}_R^{(k)}(x) = -\tilde{p}_L^{(k)}(1/x), \quad \tilde{p}_L^{(k)}(x) = \tilde{p}_R^{(k)}(x)|_{k > 1}. \tag{4.26}
\]

For \( k = 3 \) the indices \( L \) and \( R \) should be interchanged. In the notations \( p_{L,R}(u) \) via (4.26), the un-normalized structure constant at strong coupling takes the form
This expression reproduces exactly the result of the string theory computation in (2.10).

4.3. Taking the semiclassical limit in the \( \mathfrak{sl}(2) \) sector

The result for the semiclassical limit in the \( \mathfrak{sl}(2) \) sector closely parallels the one in the \( \mathfrak{su}(2) \) sector. One defines similarly

\[
\hat{\beta}^{(k)}(z) = \frac{p^{(k)}(z) L_k}{2} - i \log h_{\mathfrak{sl}(2)}(z, u_k),
\]

\[
\hat{\beta}^{(k)}(z^{2\gamma}) = \frac{p^{(k)}(z^{2\gamma}) L_k}{2} - i \log b_{\mathfrak{sl}(2)}(z, u_k).
\]  

The final answer for the structure constant is

\[
\log [C_{123}^{\text{asymp}}] = \frac{1}{\epsilon} \oint \frac{du}{2\pi} \frac{1}{c_n} \text{Li}_2(e^{i\beta^{(1)} + i\beta^{(2)} - i\beta^{(3)}}) + \text{subleading in } \epsilon.
\]  

In the strong coupling limit the expressions of the quasi-momenta further simplify

\[
\hat{\beta}^{(k)}(x) = \frac{1}{2} L_k p(x) + G_n(x), \quad k = 1, 2, 3,
\]

\[
\hat{\beta}^{(k)}(x^{2\gamma}) = \frac{1}{2} L_k p(1/x) + G_n(1/x).
\]  

This can be derived using, see appendix B.

\[
\log h_{\mathfrak{sl}(2)}(u, v) \rightarrow \frac{i\epsilon'}{x - y} - \frac{i p(x)}{x^2 - 1} = \frac{i\epsilon'}{y^2 - 1} + \frac{i p(x)}{x^2 - 1},
\]

\[
\log b_{\mathfrak{sl}(2)}(u, v) \rightarrow \frac{i\epsilon'}{1/x - y} + \frac{i p(y)}{1 - 1/x^2} = \frac{i\epsilon'}{x - 1/y} + \frac{i p(x)}{1 - 1/y^2}.
\]  

which gives

\[
\log h(u, u) \approx \log h(u, u) \rightarrow i G_n(x), \quad \log b(u, u) \approx \log b(u, u) \rightarrow i G_n(1/x).
\]  

Proceeding in analogy with the \( \mathfrak{su}(2) \) sector, equations (4.25) and (4.26), we define left and right quasi-momenta \( \hat{\beta}^{(k)}_{L,R}(x) \) so that the strong coupling answer

\[
\log [C_{123}^{\text{asymp}}] = \frac{1}{\epsilon} \oint \frac{du}{2\pi} \frac{1}{c_n} \text{Li}_2(e^{i\beta^{(1)} + i\beta^{(2)} - i\beta^{(3)}}) + \text{subleading in } \epsilon.
\]  

is that expected from [25] in (2.12).
5. Bottom mirror excitations

The full result of the structure constant requires taking into account mirror excitations on all the three mirror edges. The general expression is too complicated to be treated here; moreover, the interaction of mirror particles in crossed channels is affected by singularities which need careful regularization. The simplest tractable case is that of the structure constant with only one non-BPS operator, in the bottom channel, as shown in figure 3. These mirror particles do not enter the sum over partitions and they do not interact with the other mirror excitations, so they are factorized out. Written schematically in terms of the fundamental excitations, the integrand is given by

\[\mu(w) e^{i\phi(w)/\ell} T(w) h^a(w, w) h(u, w^{-3\gamma}).\]  

(5.1)

with \(\ell = \frac{1}{2}(L_2 + L_1 - L_3)\). The last factor can be written equivalently as (4.6), \(h(u, w^{-3\gamma}) = 1/h(w, u)\). The mirror transformation \(\gamma\) is defined as the analytical continuation through the branch cut of the variable \(x^+\), namely \(x^+ \to 1/x^+\).

In [1] the contribution of a single mirror particle was analyzed, and shown to reproduce lowest order contribution of the expected strong coupling answer [5, 25]. The full mirror corrections involve all the bound states, and in the integrand (2.4) all the quantities should be replaced by their bound state counterparts. Here we are able to sum all the bound state contribution, in the strong coupling limit, and to retrieve part of the strong coupling result. This imply summing over all the configurations \(\vec{n} = \{n_1, n_2, \ldots\}\), where \(n_a\) is the number of bound states of a magnons.
The contribution of the configuration \( \vec{n} \) is given by

\[
B[\vec{n}] = (-1)^n \int_{-\infty}^{\infty} \prod_a \prod_{j=1}^{n_a} \frac{dz_a^j}{2\pi i} \mu_a(z_a^j) g_a(z_a^j) T_a^{H_{ab}^n(z_a^j, z_b^j)}, \quad n = \sum_a n_a a. \tag{5.3}
\]

The integration contour is along the real axis in the mirror regime shown in figure 7. The bi-local factors \( H_{ab}^n(z_a^j, z_b^j) \) coupling two bound states of length \( a \) and \( b \) are given by

\[
(5.4)
\]

where \( h_{ab}(u, v) \) is the bound state counterpart of \( h(u, v) \) and is defined in (5.7). The functions \( g_a(u) \equiv g_a(u^+ \cdots u^-) \) and \( \mu_a(u) \equiv \mu_a(u^+) \) are mirror transforms of the factor \( g_a(u) \) and the measure \( \mu_a(u) \) defined as

\[
(5.5)
\]

Throughout this chapter we use the notation \( x^{(k)} = x(u + i\epsilon/2) \). We want to take the semiclassical limit of (5.2) and (5.3), focusing on the strong coupling limit \( g \rightarrow \infty \). Since the \( su(2) \) and the \( sl(2) \) cases are treated in almost identical way, we will focus on the \( su(2) \) case and will briefly summarize the \( sl(2) \) case at the end.

### 5.1. Quantities for bound states at strong coupling

In this section, we determine the strong coupling limit expressions of the various quantities in the integrand (5.3). The bound state counterparts can be obtained by fusing the corresponding fundamental quantities. Notice that when we perform strong coupling expansion, there are different regimes in the complex \( x \)-plane. Since the integration contours for the rapidities \( z \) are situated on the real axis in the mirror dynamics, it is enough to analyze the strong coupling limit in this regime \([39]\). The near-flat-space regime, where \( u \) is situated close to the singularities \( x = \pm 1 \) is not relevant for this case, as we are concerned with semiclassical strings.

We have mainly to check the mirror giant magnon regime \( |x(u)| > 1 \) and the mirror BMN regime\(^{17} \) \( |x(u)| = 1 \). The integrals over mirror particles contain the factor

\[
e^{-E_{-\gamma} (u)/\hbar} \sim \frac{1}{x^{2\gamma}}, \quad |x(u)| > 1 \tag{5.6}
\]

which strongly suppresses the contribution of the mirror giant magnon particles for large values of the bridge length \( \ell_B \). We are therefore going to concentrate on the BMN mirror regime \( |x| = 1 \).

As illustrated in figure 7, the contributions from the mirror BMN regime at strong coupling can be determined by first taking the strong-coupling limit of the relevant quantities in the physical regime and then analytically continuing them to the lower half of the unit circle \( |x| = 1 \). This simple rule should be applied with care for the bound-state quantities.

\(^{16}\) The \((-1)^n\) factor comes from the crossing transformation of the mirror magnons \( \Phi_{\mu} \rightarrow \Phi_{\mu}^* \).

\(^{17}\) The denomination of the various regimes follows the analytical continuation of the corresponding ones in the physical dynamics.
which may have an array of branch cuts. In this case, the passage to the mirror regime of an object associated to a bound state of size $a$ is done by substituting $x^{[a]}(u)$ by $1/x^{[a]}(u)$, that is by analytically continuing $u$ through the branch cut of the Zhukovsky variable $x^{[a]}(u)$ and leaving the other cuts untouched.

In the strong coupling limit, the different branch cuts collapse on each other and on the real axis and the dependence on the rapidities will be given through the variable with a single branch cut $x(u)$. In the mirror giant magnon regime, $x^{[a]} \simeq x^{[-a]} \simeq x$, while in the mirror BMN regime, where the branch cut is situated, $x^{[a]} \simeq 1/x^{[-a]} \to x$. The net result is that after both mirror transformation and strong coupling limit, $x \to 1/x$, which is equivalent to continuing $x$ to the lower half unit circle $-U$.

Special care has to be devoted to the continuation of the dressing phase for bound states to the mirror dynamics, where extra cuts appear. As we explain in appendix D based on [45, 46], the dressing phase appears in combination with other functions which cancel exactly the cuts on the real axis and all the other cuts between those of $x^{[-a]}(u)$ and $x^{[+a]}(u)$. The same combination has no branch cut below that of $x^{[+a]}(u)$ in the physical dynamics, therefore we are again in the situation represented in figure 7 and we can use the analytical continuation from the BMN physical regime to the BMN mirror regime.

5.1.1. The scalar factor $H_{ab}(u, v)$. The scalar factor for scattering of two bound states of length $a$ and $b$ is given by

$$h_{ab}(u, v) = \prod_{\ell=-\frac{1}{a}}^{+\frac{1}{a}} \left( \prod_{l=-\frac{1}{b}}^{+\frac{1}{b}} h(a^{[2\ell]}, v^{[2l]}). \right) \quad (5.7)$$

The symmetric scalar factor $H_{ab}(u, v) = h_{ab}(u, v)h_{ba}(v, u)$ is then given by

$$H_{ab}(u, v) = \frac{x^{[-a]} - y^{[-b]} \chi^{[a]} - y^{[+b]} 1 - 1/x^{[-a]}y^{[+b]} 1 - 1/x^{[a]}y^{[-b]} 1 - 1/x^{[a]}y^{[-b]}}{x^{[a]} - y^{[-b]} \chi^{[-a]} - y^{[+b]} 1 - 1/x^{[-a]}y^{[+b]} 1 - 1/x^{[a]}y^{[-b]} 1 - 1/x^{[a]}y^{[-b]}}. \quad (5.8)$$

The dressing factor dropped out from the expression of the symmetric factor. In the strong coupling limit in the mirror dynamics $H^+(u, v)$ takes the simple form

$$H_{ab}^+(u, v) \approx \frac{u - v - i\epsilon a - b}{2} \frac{u - v + i\epsilon a - b}{2} \frac{u - v - i\epsilon a + b}{2} \frac{u - v + i\epsilon a + b}{2}. \quad (5.9)$$

We notice that the pairwise interaction takes in the strong coupling limit the same form as the interaction of the bound states (3.19) in the asymptotic structure constant,

$$H_{ab}^+(u, v) \approx \Delta_{ab}(u^{[-a]}, v^{[-b]}) = \Delta_{ab}(u - \frac{1}{2}ia\epsilon, v - \frac{1}{2}ib\epsilon), \quad (5.10)$$

the only difference being that the position of the pole is shifted to $v = u \pm i(a + b)\epsilon/2$.

5.1.2. The measure $\mu_a(u)$. The expression for the measure for a bound state, equation (5.5), is

$$\mu_a(u) = \frac{1}{a} \frac{(1 - 1/x^{[-a]}x^{[+a]})^2}{(1 - 1/x^{[a]}x^{[+a]}) (1 - 1/x^{[-a]}x^{[-a]})}. \quad (5.11)$$

Performing mirror transformation for $\mu_a(u)$ and expanding at strong coupling in the mirror BMN regime $|x| = 1$, we find
\[ \mu_g(u) \simeq \frac{1}{a}, \]  

(5.12)

5.1.3. The factor \( g_d(u) \). Recall that

\[ g_d(u) = \frac{e^{i\eta_a(u)/a}}{h_{1d}(u, w)}, \]  

(5.13)

with

\[ h_{1d}(u, w) = \frac{u^{[-a]} - w^+}{u^{[+a]} - w^-} \frac{1 - 1/x^{[-a]} y^+}{1 - 1/x^{[+a]} y^-} \frac{1}{a}. \]  

(5.14)

After the continuation to the mirror dynamics, \( g_{d1}(u^2, v) \) has extra cuts between those situated at \( u - i\epsilon/2 \) and \( u + i\epsilon/2 \) with \( u \in [-2g', 2g'] \). In particular, for even \( a \) one of those cuts is situated on the real axis, i.e. on the contour of integration for the mirror particle contribution. These cuts are compensated by an extra factor coming from the normalization of the transfer matrix, as we will show below. The quantity we have to consider is

\[ \tilde{g}_d = g_d(u) \frac{R^{(-)[2-a]}}{R^{(+)[2-a]}} \cdots \frac{R^{(-)[a]}}{R^{(+)[a]}}. \]  

(5.15)

Here and below we use the notation

\[ R^{(\pm)}(u) \equiv \prod_j \left( x(u) - x^\mp(u_j) \right), \]

\[ B^{(\pm)}(u) \equiv \prod_j \left( 1/x(u) - x^\mp(u_j) \right). \]  

(5.16)

where the functions \( R^{(\pm)}(u) \), \( B^{(\pm)}(u) \) play the role of Baxter polynomials in the Zhukovsky plane and encode the rapidities of the state. The simplest strategy to take the strong coupling limit of the quantity above is to compute it first in the BMN physical dynamics and the analytically continue to the BMN mirror dynamics. This can be done because there is no singularity to be met on the path of the analytical continuation. Taking the strong coupling limit, one can express \( g_d(u) \) in terms of the three quasi-momenta \((3.50)\)

\[ g_d(u) \rightarrow e^{i\eta_p(x) \bar{h}_2 + i\eta_g(x) - i\xi_p(x)} = e^{i\eta_p(1/x) + \bar{h}_2(1/x) - h_1(1/x) - \xi_p(1/x)} \]  

(5.17)

and, after the continuation to the mirror regime one has

\[ \tilde{g}_d(u^2) = \rightarrow e^{i\eta_p(1/x) \bar{h}_2 + i\eta_g(x) - i\xi_p(1/x)} = e^{i\eta_p(1/x) + \bar{h}_2(1/x) - h_1(1/x) - \xi_p(1/x) - i\xi_g(1/x)}. \]  

(5.18)

We have used that at strong coupling we have, in the physical BMN regime

\[ f^{[a]}(u) \equiv \frac{R^{(+)[a]}}{R^{(-)[a]}} e^{i\tilde{G}(x)} \rightarrow e^{i\tilde{G}(x)}, \quad \tilde{f}^{[a]}(u) \equiv \frac{B^{(-)[a]}}{B^{(+)[a]}} \rightarrow e^{-i\tilde{G}(1/x)}, \]  

(5.19)

where

\[ \tilde{G}(x) = \frac{1}{i} \sum_j \ln \frac{x - x_j}{x - x_j^0} \rightarrow \prescript{e}{}{\sum_j} \frac{x'(u_j)}{x - x(u_j)} \]  

(5.20)

is the resolvent in the \( x \)-plane, while in the mirror BMN regime we have

\[ f^{[a]}(u^2) \rightarrow e^{i\tilde{G}(1/x)}, \quad \tilde{f}^{[a]}(u^2) \rightarrow e^{-i\tilde{G}(x)}. \]  

(5.21)
5.1.4. The transfer matrix at strong coupling. Another important element for the integrand is the transfer matrix, arising after summing over the various polarizations of the mirror particles. The transfer matrix in the $\mathfrak{su}(2)$ sector is given, up to a global factor, by

$$
\sum_{\alpha=0}^{\infty} T_{\alpha} \equiv (1 - Y_{2,2}D^2)(1 - X_{2,1}D^2)^{-1}(1 - X_{1,1}D^2)^{-1}(1 - Y_{0,1}D^2),
$$

with $X_{2,1} = X_{1,1} = 1$, $Y_{2,2} = \frac{R^{(-)-}}{R^{(+)+}} = \frac{1}{f}$, and $D^2 = a \varepsilon \partial_a$.

The bar on the function $T_a$ means complex conjugation, and assuming the rapidity $u$ to be real this means just changing the sign of the imaginary shifts. A change in the normalization of the transfer matrix can be obtained by multiplying the shift operator by an arbitrary function, $N_a$ in the generating functional. Since we are using the $\mathfrak{su}(2)$ hexagon form factor as the dynamical part, we should normalize the transfer matrices in such a way that the component in the $\mathfrak{su}(2)$ sector is just 1. This corresponds to taking $N(u)$ to be $R^{(-)-}/R^{(+)+} = 1/f$. Expanding (5.22) and taking into account the normalization, one obtains

$$
T_a(u) = (-1)^a N_a(u) \left[ (a + 1) - a \frac{R^{(+)+}a}{R^{(-)-}a} - a \frac{B^{(-)-}a}{B^{(+)+}a} + (a - 1) \frac{R^{(+)+}a}{R^{(-)-}a} \right],
$$

where $N_a(u) = N_{[a]} N_{[1-a]+2} \cdots N_{[a-1]}$. Notice that the bound-state quantities entering $g_a(u)$ in (5.5) have exactly the same structure as the prefactor $N_a(u)$. Therefore we can absorb $g_a(u)$ into the normalization factor. This amounts to replacing $N_a(u)$ in (5.23) with

$$
g_a(u) \equiv N_a(u) g_a(u).
$$

We have preferred to keep the sign $(-1)^a$ out of the normalization factor, since it will exactly compensate the factor $(-1)^a$ in (5.3). Thus the re-normalized transfer matrix $T_a$ takes the form

$$
T_a(u) \equiv g_a(u) T_a(u) = \tilde{g}_a(u) [(a + 1) - a f + f \tilde{f} - (a - 1) f \tilde{f}],
$$

As it was discussed in the beginning of this chapter, the re-normalized transfer matrix $T_a(u)$ does not have any cut beyond the cuts of $x \tilde{x}$ on the physical sheet, and no cuts within the strip $|y| < |2a| \varepsilon$ on the mirror sheet. Therefore, the strong coupling limit of (5.25) in the BMN mirror dynamics can be obtained by simply substituting $x$ with $1/x$ in the physical BMN expression,

$$
T_a(u') \rightarrow \tilde{g}_a(u') [(a + 1) - a f - a \tilde{f} + (a - 1) \tilde{f}],
$$

with $f$ and $\tilde{f}$ being those from (5.21). Let us further define a quantity

$$
t_a = \tilde{g}_a (2 - f - \tilde{f}).
$$

It is interesting that only these quantities will appear in the final result of semiclassical limit. They can be expressed in terms of the transfer matrix by the following relations

$$
T_a(u) \rightarrow \tilde{g}_a(u) [(a + 1) - a f + f \tilde{f} - (a - 1) f \tilde{f}],
$$

with $f$ and $\tilde{f}$ being those from (5.21). Let us further define a quantity

$$
t_a = \tilde{g}_a (2 - f - \tilde{f}).
$$

It is interesting that only these quantities will appear in the final result of semiclassical limit. They can be expressed in terms of the transfer matrix by the following relations

$$
T_a(u) \rightarrow \tilde{g}_a(u) [(a + 1) - a f + f \tilde{f} - (a - 1) f \tilde{f}],
$$

with $f$ and $\tilde{f}$ being those from (5.21). Let us further define a quantity

$$
t_a = \tilde{g}_a (2 - f - \tilde{f}).
$$

It is interesting that only these quantities will appear in the final result of semiclassical limit. They can be expressed in terms of the transfer matrix by the following relations

18 The relevance of this type of relations to clustering of mirror bound states was pointed out to us by Benjamin Basso. These relations are valid in the semiclassical limit only, both in the BMN and mirror dynamics, therefore we have dropped the arguments which specify the dynamics.
\[ t_1 = T_1, \]
\[ t_2 = 2T_2 - T_1^2, \]
\[ t_3 = 3T_3 - 3T_2^2 + T_1^3, \]
\[ t_4 = 4T_4 - 4T_3T_1 - 2T_2^3 + 4T_2T_1^2 - T_1^4, \]
\[ t_5 = 5T_5 - 5T_4T_1 - 5T_3T_2 - 5T_3T_1^2 + 5T_2^3T_1 - 5T_2^2T_1^2 - T_1^5, \]
\[ (5.28) \]

which can be derived from the generating functionals,
\[ \text{Sdet}(1 - z G)^{-1} = \frac{(1 - z y_1)(1 - z y_2)}{(1 - z x_1)(1 - z x_2)} = \sum_n a_n T_n, \]
\[ \text{Str}(1 - z G)^{-1} = z d \left( \frac{\text{log Sdet}(1 - z G)}{z} \right) = \sum_n a_n t_n. \]
\[ (5.29) \]

Here ‘Sdet’ and ‘Str’ denote super-determinant and super-trace respectively and \( G \) a supergroup element with eigenvalues \((x_1, x_2|y_1, y_2) = \hat{g}(1, 1|f, f)\). By inserting the first equation of (5.29) into the second equation of (5.29) and comparing the coefficient of \( z^n \), we obtain the relations (5.28). In general, the result reads
\[ \frac{1}{n} \sum_{n_a} (-1)^k - \sum_{n_a} \prod_a T_{n_a} = \prod_n n_a, \]
\[ (5.30) \]

5.2. Clustering the mirror particles

We have now prepared all the ingredients necessary to take the strong coupling limit of the contribution of mirror particles. After substituting the strong coupling quantities in the BMN mirror regime evaluated in the previous chapter, we obtain
\[ B_c[\tilde{\eta}] = \int_{U_+} \prod_a T_a(n_a) \prod_{1 \leq i \leq j \leq n_a} \Delta_{ab}(\zeta_i^a, \zeta_j^b) \]
\[ \times \prod_{a < b} \Delta_{ab} \left( \zeta_i^a - \frac{1}{2} i \epsilon, \zeta_j^b - \frac{1}{2} i \epsilon \right). \]
\[ (5.31) \]

Here \( B_c[\tilde{\eta}] \) stands for the strong coupling limit of \( B[\tilde{\eta}] \) in (5.3). Since in the strong coupling limit \( T_a(z) \) has a single branch cut, the one of the Zhukovsky variable \( x(z) \) situated on the real axis, one has to specify the contour of integration. By convention we denote by \( x \) the determination \( x(z + i0) \) and by \( 1/x \) the determination \( x(z - i0) \), when \( z \) is real. In agreement with the argument on the analytical continuation we have employed in the previous chapter, the integrals in (5.31) run on the contour just below the Zhukovsky cut, \( U_+ = [-2g' - i0, 2g' - i0] \), where the determination of the Zhukovsky variable is \( 1/x \). The resummation of (5.2) will employ a method closely related to the clustering method from the asymptotic case.

5.2.1. The mechanism of clustering for mirror particles. In the asymptotic case, the contour of integration is closely surrounding the roots \( u \). By deforming the contour, we pick up poles \( x_i = x_i + i \epsilon \) which leads to clustering and makes it possible to safely take the semiclassical limit. Here the situation is slightly different since the contour is along the real axis in the complex \( z \)-plane. The integrals are independent except for the factors \( \Delta_{ab} \) which become
important at $|z_1 - z_2| \sim \epsilon$. At strong coupling, it is convenient to use as rescaling factor $\epsilon = 1/2g$. When $g \to \infty$, the two poles of $\Delta_{ab}$ are approaching each other and pinch the integral contours on the real axis\(^{19}\). In order to avoid this singularity, we can deform the contours. Again the deformation of contours will catch poles and leads to clustering. Here we are interested in obtaining only the limit $g \to \infty$ and not the $1/g$ corrections, which are more involved and which are left for a future work. A more straightforward, equivalent way to obtain the result is to notice that

$$
\Delta_{ab}(z_1 - iae/2, z_2 - ibe/2) = 1 - \delta_{ab}(z_1 - z_2)
$$

with $\delta_{ab}(z)$ the contribution of the singularities pinching the integration contour, which becomes a delta-like function as $g \to \infty$,

$$
\int \frac{dz}{2\pi \epsilon} \delta_{ab}(z) = \frac{ab}{a + b}.
$$

Evaluating the contribution from $\delta_{ab}(z)$ will be equivalent to the clustering procedure.

Let us analyze some simple examples in order to illustrate the idea. Let us organize the sum of (5.2) as

$$
[C^{\text{esse}}]_{\text{bottom}} = \sum_{n=1}^{\infty} B_n, \quad B_n = \sum_{\# \sum a_a a = d} \frac{B_{ak}}{a_{ak}!}.
$$

and consider $B_1, B_2$ and $B_3$. We have

$$
B_1 = \int \frac{dz}{2\pi \epsilon} T_1(z) = \int \frac{dz}{2\pi \epsilon} t_1(z),
$$

$$
B_2 = \frac{1}{2} \int \frac{dz_1 dz_2}{(2\pi \epsilon)^2} T_1(z_1) T_1(z_2) \Delta_{11}(z_1, z_2) + \frac{1}{2} \int \frac{dz}{2\pi \epsilon} T_2(z).
$$

Using (5.33) the first term of $B_2$ can be re-written as

$$
\frac{1}{2} \int \frac{dz_1 dz_2}{(2\pi \epsilon)^2} T_1(z_1) T_1(z_2) - \frac{1}{4} \int \frac{dz_1}{2\pi \epsilon} T_1(z_1)^2,
$$

where in the first term of (5.36), the integrals for $z_1$ and $z_2$ are independent. The second term of (5.36) comes from taking the pole or clustering. Using the second line in (5.28), $B_2$ can be written as

$$
B_2 = \frac{1}{2} \left( \int \frac{dz}{2\pi \epsilon} t_1(z) \right)^2 + \frac{1}{4} \int \frac{dz}{2\pi \epsilon} t_2(z).
$$

In appendix E we show that the third term in the expansion is equal to

$$
B_3 = \frac{1}{3!} \left( \int \frac{dz}{2\pi \epsilon} t_1(z) \right)^3 + \frac{1}{4} \left( \int \frac{dz}{2\pi \epsilon} t_1(z) \right) \left( \int \frac{dz}{2\pi \epsilon} t_2(z) \right) + \frac{1}{9} \int \frac{dz}{2\pi \epsilon} t_3(z).
$$

These three terms are consistent with the expansion of the exponential of a sum of dilogarithms. In the next section we prove that the full expression is indeed the exponential of a sum of dilogarithms.

5.2.2. Combinatorics of clusters of bound states. Now we can perform the clustering of bound states in the mirror channel in full generality following the pattern we have just explained. We start with the sum over bound states with the interactions $\Delta_{ab}$. After taking into

\(^{19}\) This is the contour pinching which is alluded to in [14].
account the contribution of the poles $\delta_{ab}$, which is equivalent to clustering, we re-organize the bound states. The final result is again a sum over bound states, but without the interactions $\delta_{ab}$ and with a different combinatorics factor. It is this combinatorics factor that we are going to determine next.

As a first step, we consider the problem of clustering $k$ bound states into a single bound state. The initial bound state configuration can be labeled by $\bar{n} = \{n_1, n_2, \cdots \}$ where $n_a$ is the number of the bound states of length $a$. Let us denote

$$n = \sum_a n_a, \quad k = \sum_a n_a$$  \hspace{1cm} (5.39)

so that $k$ is the initial number of bound states and $n$ is the length of the resulting bound state. The big bound state is obtained by clustering the following product

$$\prod_a \prod_{j=1}^{n_a} T_a(z_j^n) / a$$  \hspace{1cm} (5.40)

The clustering rule for the bound states of length $a$ and $b$ is given, according to (5.33), by

$$\frac{T_a(z)}{a} \times \frac{T_b(z)}{b} \rightarrow \frac{T_a(z)T_b(z)}{a+b}.$$  \hspace{1cm} (5.41)

Therefore, the clustering of $k$ bound states with the initial configuration $\bar{n}$ gives

$$\prod_a \prod_{j=1}^{n_a} T_a(z_j^n) / a \rightarrow (-1)^{k-1}(k-1)! \prod_a T_a(z_1) / n_a!$$  \hspace{1cm} (5.42)

where the factorial $(k-1)!$ takes into account different orders of clustering. The last expression, when summed over all the configurations of initial bound states with weight $n$, gives, upon using (5.30),

$$\sum_{\tilde{n}: \sum_a n_a = n} (-1)^{k-1}(k-1)! \prod_{a} T_a(z_1) / n_a! = \frac{t_n}{n^2}.$$  \hspace{1cm} (5.43)

We recognize here the factor $1/n^2$ which is necessary to reconstruct the sought-off dilogarithm, and which appears as a non-trivial combination of the $1/n$ factor from the measure of integration $\mu_\rho(z)$ and the $1/n$ factor in the $t - T$ relations (5.30).

In order to complete the proof, we have to also consider the generic case when the set of bound states $\bar{n} = \{n_1, n_2, \cdots \}$ cluster into bound states $\tilde{d} = \{d_1, d_2, \cdots \}$ where $d_a$ is the number of bound state of length $l$. Again, as in (3.33), we find it helpful to use alternatively the non-decreasing sequence $\{q_1, q_2, \cdots q_m\}$ to characterize $\tilde{d}$. The total number of cluster in the final state is denoted by $m = \sum_a d_a$. Each bound state $q_i$ in the final set is obtained from fusing a subset $\bar{n}^{(i)} = \{n_1^{(i)}, n_2^{(i)}, \cdots \}$ of the initial bound states $\bar{n} = \{n_1, n_2, \cdots \}$. To prepare the clustering we split the initial factor as

$$T_1^n T_2^p T_3^q \cdots = \prod_{j=1}^{m} (T_1^{n_1^{(j)}} T_2^{n_2^{(j)}} T_3^{n_3^{(j)}} \cdots),$$  \hspace{1cm} (5.44)

such that

$$\sum_a n_a^{(j)} a = q_j, \quad \sum_a n_a^{(j)} = k_j, \quad \sum_{j=1}^{m} n_a^{(j)} = n_a.$$  \hspace{1cm} (5.45)

Let us now count the symmetry factors. First, there is the factor from the definition (5.2). Second, a permutation of the bound states of the same length in $\{q_1, q_2, \cdots q_m\}$ leads to the
same representation $\tilde{d}$ and we have to take care of this redundancy as well. Together, these symmetry factors are given by
\begin{equation}
\prod_{a} \frac{1}{n_a!} \prod_{i} \frac{1}{d_i!}.
\end{equation}

Next, there is a factor
\begin{equation}
\prod_{j=1}^{k} \frac{n_a}{n_a^{(j)}} = \left( \frac{n_a}{n_a^{(1)}} \right) \left( \frac{n_a - n_a^{(1)}}{n_a^{(2)}} \right) \ldots
\end{equation}
coming from distributing $n_a$ bound states of type $a$ into the different sets $n_a^{(j)}$. By clustering $\tilde{n}^{(j)}$ into a single bound state of length $q_j$ one gets the same factor as in (5.43) for each $j$. We have then
\begin{equation}
B_{\tilde{d}} = \prod_{i} \frac{1}{d_i!} \times \prod_{j=1}^{m} \int \frac{dz_j}{2\pi \epsilon} \sum_{\sum n_a^{(j)} = q_j} (-1)^{k_j - 1} \frac{(k_j - 1)!}{q_j} \prod_{a} T^{(j)}_{a} (z_j) \prod_{j=1}^{k} \frac{n_a}{n_a^{(j)}}.
\end{equation}

where we have used (5.30) repeatedly. $B_{\tilde{d}}$ is the contribution of the bound states after clustering $\tilde{d}$, not to be confused with the contribution before clustering, $B[\tilde{n}]$. Using the same argument as in section 3.4 we can write the final answer as
\begin{equation}
[C^{\text{bottom}}] = \sum_{\tilde{d}} B_{\tilde{d}} = \exp \int \frac{dz}{2\pi \epsilon} \sum_{n} \frac{l_{n}(z)}{n^2}.
\end{equation}

5.3. The $\text{su}(2)$ bottom mirror contribution

The result after clustering is remarkably similar to the result for the asymptotic case (3.36), with the exception that we are now in the zero shift limit and that $l_{n}(z)$ is composed from four terms. In the $\text{su}(2)$ sector\footnote{The combination of these four terms for $n = 1$ in the $\text{so}(2)$ sector was considered in appendix M of [1].}
\begin{equation}
l_{n}^{\text{su}(2)} = \frac{1}{2} (1 + 1 - f^{a} - f^{a^{'}}).
\end{equation}

Here we obtain the full expansion of the dilogarithm
\begin{equation}
\log [C^{\text{bottom}}] = \int_{1}^{1} \frac{dz}{2\pi \epsilon} \left[ \text{Li}_2 \left[ e^{i(p_{\bar{A}}(1) + p_{\bar{B}}(1) - p_{\bar{A}}(1))} \right] - \text{Li}_2 \left[ e^{i(p_{\bar{A}}(2) + p_{\bar{B}}(2) - p_{\bar{A}}(2))} \right] \right]
- \int_{1}^{1} \frac{dz}{2\pi \epsilon} \left[ \text{Li}_2 \left[ e^{i(p_{\bar{B}}(3) + p_{\bar{B}}(3) - p_{\bar{A}}(3))} \right] - \text{Li}_2 \left[ e^{i(p_{\bar{A}}(3) + p_{\bar{B}}(3) - p_{\bar{A}}(3))} \right] \right],
\end{equation}

where $p_{\bar{A}}(z)$, $p_{\bar{B}}(z)$ with $i = 1, 2, 3$ are the AdS and the sphere parts of the quasi-momenta of the three operators respectively. Contrary to [1], here it is the sphere part of the quasi-momenta which is non-trivial,
\[ \hat{p}^{(1)}(x) = \frac{1}{2} \Delta p(x) - \mathcal{G}_a(x), \quad \hat{p}^{(k)}(x) = \frac{1}{2} L_k p(x), \quad k = 2, 3, \]
\[ \hat{p}^{(1)}(x) = \frac{1}{2} \Delta p(x), \quad \hat{p}^{(k)}(x) = \frac{1}{2} L_k p(x), \quad k = 2, 3, \]  
(5.52)

where \( p(x) = x/y(x^2 - 1) \). In writing (5.51) we also have used \( p(1/x) = -p(x) \), as well as the functional equation of the dilogarithm. The integration path in (5.51) is understood as follows: choosing the determination \( 1/x(z) \) for the Zhukovsky variable in the first line means that we integrate below the cut, on the contour \( U_+ \), while choosing the determination \( x(z) \) means we are integrating on the contour \( U_- \) above the cut. The integral (5.51) can be recast as a contour integral on the contour \( U \) surrounding the cut counterclockwise,
\[
\log [\mathcal{C}^{\text{top-bottom}}_{\alpha \beta}] = \oint_U \frac{dz}{2\pi i} \left( \text{Li}_2[e^{i(\beta^{(2)}(x)+\beta^{(3)}(x)} - \text{Li}_2[e^{i(\beta^{(2)}(x)+\beta^{(3)}(x)}]} \right). 
\]
(5.53)

This result agrees with the second line of the strong coupling string result (2.11) obtained in [25].

5.4. The \( \mathfrak{sl}(2) \) bottom mirror contribution

The computation of the wrapping corrections in the \( \mathfrak{sl}(2) \) sector goes along the lines of the computation in the \( \mathfrak{su}(2) \) sector, the only difference being that the hexagon amplitude \( h(u, v) \) and transfer matrix get replaced with their \( \mathfrak{sl}(2) \) counterparts. The measure \( \mu(u) \) and the factor \( H_{uv}(a, b) \) are exactly the same as in the \( \mathfrak{su}(2) \) case, while \( \text{sl}^{(2)}(u, v) \) is defined in (3.51), so that
\[
\tilde{g}_a^{\mathfrak{sl}(2)}(u) = e^{i\phi(a) R^{-}\alpha} = \frac{\mathcal{R}^{-\alpha} R^{-\alpha}}{\mathcal{R}^{-\alpha} R^{-\alpha}} g^{\mathfrak{su}(2)}(u). 
\]  
(5.54)

We deduce that the analyticity properties of \( \tilde{g}_a^{\mathfrak{sl}(2)}(u) \) are the same as the ones for \( \tilde{g}_a^{\mathfrak{su}(2)}(u) \). The transfer matrices \( T_{\mathfrak{sl}(2)}(u) \) are defined in terms of the generating functional
\[
\sum_{a=0}^{\infty} (-1)^a T_a^{(a-1)}(u) D^{2a} = (1 - Y_{0,1} D^2)^{-1}(1 - X_{1,1} D^2)[1 (1 - X_{2,1} D^2)](1 - Y_{2,2} D^2)^{-1},
\]
with \( X_{2,1} = X_{1,1} = \frac{R^{(-)} R^{(+)} R^{(+)} R^{(-)}}{B^{(+)} B^{(-)}}, Y_{0,1} = f^-, Y_{2,2} = 1, \)
\[
D^2 = e^{i\nu \partial_x}. 
\]  
(5.55)

The explicit expression of the \( \mathfrak{sl}(2) \) transfer matrices, correctly normalized, is more complicated than (5.23) and it is given by equation (H1) in [1]. Even if it is not immediately obvious, the matrices \( T_{\mathfrak{sl}(2)}(u) \) have only two cuts situated at distance \( \rho \). The remaining cuts vanish by virtue of the symmetry of \( T_{\mathfrak{sl}(2)}(u) \) with respect to the exchange \( x^{[k]} \leftrightarrow 1/x^{[k]} \) for \( k = \pm \alpha \). Again, we can redefine the quantities
\[
T_{\mathfrak{sl}(2)}(u) \equiv [g_a(u) T_{\mathfrak{sl}(2)}(u)]^{\mathfrak{sl}(2)} 
\]  
(5.56)

which have the required analytical properties to allow continuation to the mirror dynamics. In the strong coupling limit, the matrices \( T_{\mathfrak{sl}(2)}(u) \) defined as above obey again the \( t-T \) relations (5.28), this time with
\[
t_{\mathfrak{sl}(2)} = (-1)^{a+1}(g/f)^a(2 - f^n - \tilde{f}^n). 
\]  
(5.57)
The sign $(-1)^n$ compensates the one in (5.3), while the extra minus sign accounts for the exchange of the sector carrying the non trivial excitations. All in all, the result of summing out the mirror excitation gives an expression identical to (5.51) and (5.53), with the quasi-momenta being now
\[
\tilde{p}^{(1)}(x) = \frac{1}{\gamma} \Delta p(x) + G_n(x), \quad \tilde{p}^{(k)}(x) = \frac{1}{\gamma} L_k p(x), \quad k = 2, 3, \\
\tilde{p}^{(k)}(x) = \frac{1}{\gamma} L_k p(x), \quad k = 1, 2, 3,
\]
(5.58)
Again, the result agrees with the second line of the strong coupling string result (2.11) obtained in [25].

6. Fredholm determinants and free fermions

As it was already remarked in [1], at strong coupling the bi-local scalar factors become the same as those at tree level. This allows us to recycle the techniques developed for the tree-level structure constant in [7–10, 49]. The techniques in question, which we will refer to as determinant methods, reformulate the problem in terms of several equivalent objects, Fredholm determinants, free fermions and chiral Toda theory, which are related to the fermionic system by bosonization.

In this section we will consider the description via Fredholm determinants. We will show that not only the leading term in the semiclassical limit, but the whole semiclassical series can be given a condensed formulation in terms of a Fredholm determinant. In particular, we will give an interpretation of the semiclassical result (3.40) as the grand canonical partition function of free fermions living on a line. More details about the representation in terms of chiral fermions can be found in [10, 50]. Our goal in this section is mainly to give an intuitive explanation of the combinatorial factors obtained in sections 3 and 5.

6.1. Multiple contour integrals as a Fredholm determinant

With the help of the Cauchy identity
\[
\frac{1}{\pi} \prod_{j < k} \frac{(z_j - z_k)^2}{(z_j - z_k)^2 + \epsilon^2} = \det_{j,k} \left( \frac{i}{z_j - z_k + i\epsilon} \right)
\]
(6.1)
the $n$th term in the expansion (3.16) can be put in the form
\[
I_n = \frac{(-1)^n}{n!} \int_{\mathbb{C}} \prod_{j=1}^{n} \frac{dz_j}{2\pi i} \det_{j,k} \left( \frac{F(z_j)}{z_j - z_k + i\epsilon} \right)
\]
(6.2)
Then the sum $\mathcal{A} = 1 + I_1 + I_2 + \ldots$ in (3.16) takes the form of the expansion of a Fredholm determinant,
\[
\mathcal{A} = \text{Det}(1 - \mathbf{K}) \equiv \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \oint_{\mathcal{C}} \ldots \oint_{\mathcal{C}} \det_{j,k} \mathbf{K}(z_j, z_k)
\]
(6.3)
with the integral operator $\mathbf{K}$ defined as
\[
\mathbf{K}\psi(u) = \oint_{\mathcal{C}} dz \mathbf{K}(u, z)\psi(z), \quad \mathbf{K}(u, v) = \frac{1}{2\pi i} \frac{F(u)}{u - v + i\epsilon}.
\]
(6.4)

21 In the particular case when $F$ is a constant in the interval $[-L/2, L/2]$ and vanishes outside this interval, the Fredholm determinant has been computed for by Michel Gaudin [51].
The logarithm of the Fredholm determinant is a series of multiple integrals
\[ \log \text{Det}(1 - K) = \int_C dz \, K(z, z) - \frac{1}{2} \int_C dz_1 dz_2 K(z_1, z_2)K(z_2, z_1) \]
\[ - \frac{1}{3} \int_C dz_1 dz_2 dz_3 K(z_1, z_2)K(z_2, z_3)K(z_3, z_1) + \cdots. \]  \tag{6.5} 

The Fredholm operator in (6.4) can be represented in the factorized form
\[ K = F D^2 P_+ \]  \tag{6.6b.4} 
where \( D^2 = e^{i\epsilon \partial} \) is the shift operator and \( P_+ \) is the Cauchy transform
\[ P_+ \psi(u) = \int_C dz \frac{1}{2\pi i} \frac{1}{u - z + i0} \psi(z). \]  \tag{6.7} 

The semiclassical limit of (6.5) has been studied in [10], where the first two terms of the semiclassical expansion
\[ \log \mathcal{A} = \frac{1}{\epsilon} \mathcal{F}_0 + \mathcal{F}_1 + \epsilon \mathcal{F}_2 + \cdots \]  \tag{6.8} 
have been obtained. Compared to the analysis in [10], the method of clustering described in section 3.3 is more powerful because it allows us to obtain, after some combinatorics, the whole semiclassical expansion.

6.2. The leading term by Fredholm determinant

The operator formalism provides an alternative (shorter, but not rigorous) derivation of the leading term of the semiclassical expansion. It is based on the following approximation for the \( n \)th power of the operator \( K \),
\[ K^n \equiv (FD^2 P_+)^n = (FD^2)^n P_+ + \text{subleading.} \]  \tag{6.9} 
Replacing \( P_+ \) with the identity \(^{22}\) on the rhs is equivalent to retaining only the contribution of the poles at \( z_{j+1} = z_j + i\epsilon \). The operator \( K^n \) in this approximation is an integral operator with kernel
\[ K^n(z_1, z_2) = \frac{1}{2\pi i} \frac{F_n(z_1)}{z_1 - z_2 + i\epsilon}, \]  \tag{6.10} 
where the function \( F_n(u) \) is defined in (3.25). Now we can evaluate the sum in (6.5) as
\[ \text{Tr} \log(1 - K) = -\sum_{n=1}^{\infty} \int C dz \, K^n(z, z) = \frac{1}{\epsilon} \int_C \frac{dz}{2\pi i} \sum_{n \geq 1} \frac{F_n(u)}{n^2}, \]  \tag{6.11} 
which coincides with the expression (3.38) obtained by the clustering method. This operator representation will be particularly useful when computing the wrapping corrections.

6.3. The leading term as the free energy of a Fermi gas

The above result can be given an intuitive explanation by the analogy with a grand canonical ensemble of one-dimensional fermions living on the contour \( C \). We place for simplicity the integration contour \( C \) along the real axis, from left to right, and close it at infinity in the upper

\(^{22}\) Imagine that the contour \( C \) is deformed so that the new contour obtained from \( C \) by translation \( z \to z + i\epsilon \) is inside \( C \). For that the contour should be stretched to \(+\infty\). Then the operator \( P_+ \) is the identity operator in the space \( \mathcal{H}_C \) of the functions analytic inside \( C \).
half-plane. This simplifying assumption does not change the short distance behavior, in particular the mechanism for clustering. The Cauchy transform \((6.7)\) acts as the projection operator to the functions analytic in the upper half-plane, which we choose as our Hilbert space. Such are the wave functions of the right-moving fermions. The Hilbert space \(\mathcal{H}_+\) of the right-moving fermions is spanned by the plane waves
\[
\psi_+(z) \equiv \langle z | k \rangle = e^{ikz/\epsilon} \quad \text{with } k > 0,
\]
while the dual Hilbert space \(\mathcal{H}_-\) of the left-moving fermions is spanned by the plane waves
\[
\psi_-(z) \equiv \langle k | z \rangle = e^{-ikz/\epsilon} \quad \text{with } k > 0.
\]
The plane wave decomposition of the identity operator in \(\mathcal{H}_+\) is
\[
\mathcal{O} = \int_{\mathbb{R}} \frac{dk}{2\pi\epsilon} \langle z | k \rangle \langle k | z \rangle = \frac{1}{2\pi i} \frac{1}{z_1 - z_2 + i0}.
\]
The fermions are allowed to have only positive energy \(k\) and their wave functions are the plane waves \((6.12)\). The grand canonical partition function of the fermionic ensemble is given by the Fredholm determinant \((6.3)\), with the Fredholm kernel \((6.4)\) playing the role of a density matrix in coordinate representation:
\[
K(z, u) = \int_{\mathbb{R}} \frac{dk}{2\pi\epsilon} F(z) \langle z | k \rangle e^{-k \langle k | u \rangle}.
\]
The coordinate \(u\) and the momentum \(\hat{k} = -i\epsilon \partial / \partial u\) are canonically canonically conjugate operators
\[
[u, \hat{k}] = i\epsilon
\]
and the limit \(\epsilon \to 0\) corresponds precisely to the semiclassical limit of this free fermion system. In the semiclassical limit the logarithm of the function \(F\) can be considered as an external potential which adds to the kinetic energy \(k\) of the fermion:
\[
E_{cl}(u, k) = k - \log F(u).
\]
As is well-known, the grand potential in the semiclassical limit is given by the integral over the phase space of the right-moving fermions,
\[
\ln Z \simeq -\frac{1}{\epsilon} \int_{\mathbb{C}} \frac{du}{2\pi i} \int_{0}^{\infty} dk \ln (1 - e^{-E_{cl}(u, k)}).
\]
Performing the integration over \(k\), we reproduce the leading term in \((3.39)\). Note that the discussion here is in complete parallel with the Fermi gas approach to the ABJM matrix model [23]. In that context, the subleading corrections can be determined by the Wigner–Kirkwood expansion [52, 53], which can be carried out e.g. by the method of co-adjoint orbits [54]. It would be an interesting future problem to apply it to the three-point function and try to compute the subleading corrections systematically.

6.4. Wrapping corrections by Fredholm determinant

The sum over the mirror particles has a form very similar to the asymptotic contribution after being reformulated in terms of multiple contour integrals. It is possible that this latter formulation is more fundamental than the sum over partitions. Remarkably, the strong coupling limit of the contribution of the mirror particles associated with the bottom edge,
equation (5.2), can also be converted to a Fredholm determinant. The derivation is again based on converting the bi-local products into determinants with the help of Cauchy identity. All statements and derivations in this subsection are valid only to the leading order in the semiclassical strong coupling limit. It is of course desirable to develop these techniques beyond the leading order, but this is out the scope of the research presented in this paper. Since we are interested only in the leading behavior, we can rescale \( \epsilon \) so that \( 2\epsilon g = 1 \) and then take the limit \( \epsilon \to 0 \).

Let us consider for definiteness the \( \mathfrak{su}(2) \) case. The analytical properties of the \( T \)-matrices allow us to perform a shift \( T_a \to T_a^{[-a]} \) in the original integral along the real axis in the mirror dynamics. This leads to (5.31) with \( z^a \to z^a + i\epsilon / 2 \). After the shift, the bi-local factors \( \Delta_{ab} \), which give the asymptotics of \( H_{ab} \), transform to

\[
\Delta_{ab}(z - i\epsilon / 2, z - ib\epsilon / 2) \to \Delta_{ab}(z - i\epsilon, z' - ib\epsilon) = \Delta_{ba}(z, z')
\]

and (5.31) can be written equivalently as

\[
B_{kn}[\vec{n}] \to \int_{[U]} \prod_{a} n_a! \prod_{j=1}^{n_a} \frac{dz_j^a}{2\pi i\epsilon} T_a^{[-a]}(z_j^a) \prod_{1 \leq i < j \leq n_a} \Delta_{ia}(z_i^a, z_j^a)
\]

\[
\times \prod_{a < b} \Delta_{ba}(z_i^a, z_j^b).
\]

The next step is to re-organize the sum of all \( B[\vec{n}] \) in (5.2) as a sum over all possible sets \( I \) of double indices \( \{i, a\} \), with \( a \) and \( i \) being otherwise unrestricted positive integers. Then for any set \( I \) we express the product of the factors \( \Delta \) in the rhs of (5.31) as a Cauchy determinant of size \( k = |I| \). This allows us to write the sum over all \( B[\vec{n}] \) as

\[
[C^\text{bottom} \mathfrak{su}(2)] \to \sum_{k=0}^{\infty} \frac{1}{k!} \sum_{|I|=k} \int_{[U]} \prod_{\{i,a\} \in I} \frac{dz_i^a}{2\pi i} \det \frac{T_a^{[-a]}(z_i^a)}{k} \times \sum_{1 \leq i < j \leq n_a} \Delta_{ia}^{[-a]}(z_i^a, z_j^a).
\]

This is the expansion of a Fredholm determinant with matrix kernel. The fact that the matrix elements of the Fredholm kernel depend only on the first index \( a \) allows us to replace it with a scalar kernel, but of different functional form:

\[
\text{rhs of (6.20)} = \det \left( I + \sum_{a=1}^{\infty} K_a \right),
\]

where the term \( K_a \) in the Fredholm kernel is associated with the transfer matrix \( T_a \):

\[
K_a(z_1, z_2) = \frac{1}{2\pi i} \frac{T_a^{[-a]}(v)}{u - v - i\epsilon}.
\]

The Fredholm determinant (6.21) can be computed with the help of the explicit expression for the generating function for the transfer matrices (5.22) for \( \mathfrak{su}(2) \) or (5.55) for \( \mathfrak{sl}(2) \). For that we represent the integral operator with kernel (6.22) as the product of three

\[ \text{In the } \mathfrak{sl}(2) \text{ case the factor } (-1)^a \text{ in (5.2) is not compensated and should be added in (6.20). This will lead to a factor } (-1)^a \text{ in (6.22), (6.23) and (6.25).} \]
operators

\[ K_a = T_a^{-[\epsilon - \alpha]} D^{-2a} P, \]  

(6.23)

where the operator \( P \), which plays the role of the identity operator,25 acts as

\[ P \psi(u) = \int_u \frac{dz}{2\pi i} \frac{\psi(z)}{u - z - i\epsilon}. \]  

(6.24)

Now the sum in (6.21) turns out to be exactly the generating function for the transfer matrices, multiplied from the right by the operator \( P \),

\[ \left[ C_{12324}^{\text{bottom}} \right] \rightarrow \text{Det} \left( \sum_{a=0}^{\infty} T_a^{-[\epsilon - \alpha]} D^{-2a} P \right). \]  

(6.25)

Both generating functions are products of operators whose determinants have been already computed in the semiclassical limit \( \epsilon \to 0 \). This fact allows us to write the determinant (6.21) as a product of simpler determinants for which we already know the semiclassical limit. (Since the operators act in a functional space, the factorization to a product of determinants is not exact, but it is corrected by subleading factors.) Let us see that this indeed reproduces the result obtained by clustering.

6.4.1. The \( \mathfrak{su}(2) \) bottom mirror contribution. To evaluate the sum in (6.25), we take the complex conjugate of the generating function (5.22),

\[ \sum_{a=0}^{\infty} T_a^{-[\epsilon - \alpha]} D^{-2a} = (1 - g^{-1} D^{-2})(1 - gf^{-1} D^{-2})^{-2}, \]  

(6.26)

where \( f = R^+/R^- \), \( f = B^+/B^- \) and the function \( g(u) \) is defined (5.13). Following the prescription of section 5.1, which is valid at strong coupling, we will first take the semiclassical limit of these functions and then continue analytically to the lower edge of the Zhukovsky cut. This amounts to replacing

\[ \sum_{a=0}^{\infty} T_a^{-[\epsilon - \alpha]} D^{-2a} \rightarrow (1 - \tilde{Y}^{-1} D^{-2})(1 - X^{-1} D^{-2})^{-2}, \]  

(6.27)

where

\[ Y(x) \rightarrow e^{\psi_1(x) + \psi_2(x) - \psi_3(x)}, \quad \tilde{Y}(x) \rightarrow e^{\psi_1(1/x) - \psi_2(1/x) - \psi_3(1/x)}, \quad X(x) \rightarrow e^{-\psi_1(x) - \psi_2(x) - \psi_3(x) - \frac{\Delta - L_e}{x} - \frac{\Delta - L_0}{x}} \]  

(6.28)

In the limit we are concerned with, the last factor in (6.23) acts as the identity operator and the product (6.27) is a product of operators of the type (6.9) whose determinants we know how to compute. Since in the leading approximation the determinant of a product of operators equals the product of their determinants, the contribution of the bottom particles factorizes to

\[ \left[ C_{12324}^{\text{bottom}} \right] \rightarrow \frac{\text{Det}(1 - \tilde{Y}^{-1} D^{-2}) \text{Det}(1 - Y^{-1} D^{-2})}{\text{Det}(1 - X^{-1} D^{-2}) \text{Det}(1 - X^{-1} D^{-2})} \approx \frac{\text{Det}(1 - D^2 X) \text{Det}(1 - D^2 Y)}{\text{Det}(1 - D^2 X) \text{Det}(1 - D^2 Y)}. \]  

(6.29)

25 Up to exponentially small terms the operator \( P \) is the identity operator in the space \( \mathcal{H}_{\epsilon} \) of functions analytic in the lower half-plane and decaying exponentially for \( x < -1 \) or \( x > +1 \) on the real axis (in the normalization \( 2g\epsilon = 1 \)).
Evaluating each of the factors by (6.11), we write
\[
\log \left[ C_{\text{bottom}}^{\text{s}u_{\text{2}}} \right] \rightarrow \frac{1}{\epsilon} \int_{U} \frac{du}{2\pi} \left( \text{Li}_2[Y(x)] + \text{Li}_2[\hat{Y}(x)] - 2\text{Li}_2[X(x)] \right). \tag{6.30}
\]

Using the relations \( \hat{Y}(u - i0) = -1/Y(u + i0) \) and \( X(u - i0) = 1/X(u + i0) \), this linear integral can be further expressed as a contour integral around the Zhukovsky cut (or along the unit circle in the \( x \)-plane)
\[
\log \left[ C_{\text{bottom}}^{\text{s}u_{\text{2}}} \right] \rightarrow \frac{1}{\epsilon} \oint_{C} \frac{du}{2\pi} \left( \text{Li}_2(Y(x)) - \text{Li}_2(X(x)) \right) \tag{6.31}
\]
which coincides with the semiclassical expression (5.53) obtained by clustering.

We have found that the contribution of the bottom mirror particles is given in the strong coupling, semiclassical limit by the determinant of the generating function for the transfer matrices:
\[
[C_{\text{bottom}}^{\text{s}u_{\text{2}}} ] = \text{Det}^{-1}(\text{sdet}(1 - G D^2)), \quad G = \text{diag}(X, X | Y, \hat{Y}). \tag{6.32}
\]

When the operator \( D^2 \) is considered as a classical expansion parameter as in (5.29), the superdeterminant in the parenthesis gives the equation of the classical spectral curve \( W(z, u) \equiv \text{sdet}(z - G(u)) = 0 \). The fact that the spectral curve appears as an operator (sometimes called ‘quantum spectral curve’) is very intriguing and merits to be better understood.

6.4.2. The \( \text{sl}(2) \) bottom mirror contribution. Proceeding in the same way as in the \( \text{su}(2) \) case, we first write the \( \text{sl}(2) \) analog of (6.19), which differs only by a sign \((-1)^n\). Then we express the determinant in terms of the generating function for the \( T \)-matrices (5.56), which can be written in the form
\[
\sum_{n \geq 0} (-1)^n T_a^{[-a]} D^{-2n} = (1 - g^{-n} D^{-2})^{-1}(1 - g^{-n} D^{-2} f)^2 (1 - g^{-n} D^{-2} f)^{-1}. \tag{6.33}
\]

Evaluating the determinant as in the \( \text{su}(2) \) case and taking into account the asymptotics (5.17) and (5.21), we obtain an expression identical to (5.53), with the quasimomenta given by (5.58).

It is clear, in principle, how to compute the subleading term on the rhs of (6.31), which is of order \( \epsilon^0 \). The subleading term comes from the \( \epsilon^2 \) correction to the approximation (5.9), as well as from the subleading term in the expansion of the logarithm of the functional determinant (6.32). The latter will contain diagonal terms of the form (3.39) with \( F \) replaced by \( X \) and \( Y \), as well as a cross term, which represents a correction to the factorized form (6.29) of the determinant.

7. Conclusion and outlook

In this paper, we used two different methods to take the semiclassical limit of three-point functions in the \( \text{su}(2) \) and \( \text{sl}(2) \) sectors of \( N = 4 \) SYM theory. The first method is based on deformations of the multiple contour integral representation of the structure constant, which leads to formation of bound states, a phenomena which we call clustering. The second method applies the generalized Fredholm determinant and the Fermi gas approach. Using these methods, we analyze in detail the semiclassical limit of two configurations of three-point functions.
For the type-I-I-II case where all the three operators are non-BPS, we take the semiclassical limit of the asymptotic structure constant at any coupling both for $\mathfrak{su}(2)$ and $\mathfrak{sl}(2)$ sectors. For the simpler case where two operators are BPS and the third is non-BPS we are able to achieve more. Apart from the semiclassical limit of the asymptotic structure constant, which is a special case of the previous type, we are able to take into account the contribution from all the bottom mirror excitations. The multiple contour integral is considerably more complicated compared to the asymptotic part and we can only take the semiclassical limit at strong coupling. We then confirm that our results are consistent with the prediction from string theory.

Our work leaves many interesting open questions to be explored in the near future. One immediate problem is to take into account the contributions from mirror excitations on all the three mirror edges in order to obtain a complete result of the structure constant. It is known that when the rapidities of two mirror excitations on two different mirror edges coincide, the integrand is divergent. Once these divergences are properly resolved, we can further develop our method and try to reproduce the full result at strong coupling.

The results obtained in this work for the asymptotic part are valid at any coupling while for the bottom mirror contribution we only take the semiclassical limit at strong coupling. It is desirable to fix this imbalance by studying in more detail the semiclassical limit for the mirror parts at finite coupling. The Zhukovsky cut disappears at finite coupling since $\epsilon^g \rightarrow 0$, but it is not clear whether the wrapping correction will disappear as well. We are planning to address this problem elsewhere.

We also restricted our analysis to the simplest set-ups, namely the type-I-I-II case and the BPS–BPS-non-BPS case. Results both at strong coupling and weak coupling based on classical integrability techniques strongly suggest that our method can be generalized to more general set-ups, in particular the type-I-I-I case. This is one of the most interesting and at the same time challenging configuration where all the three operators are entangled with each other and the result in general does not factorize into simpler building blocks. At weak coupling, the semiclassical limit was obtained very recently in [25] by using similar methods as those used at strong coupling. Reproducing this result directly from the sum over partitions, both at tree-level and at finite coupling, remains an important open question.

Another direction of generalization is to consider three-point functions with operators in other sectors, especially the higher rank sectors. The spectral problem has an elegant solution in the semiclassical limit in terms of algebraic curves. Our result in the semiclassical limit shows that the structure constants in this limit also takes a compact form and the dependence of three operators are only through the quasi-momenta. It is tempting to conjecture that this compact form survives for higher rank sectors. If this were the case, we will have an equally elegant description of semiclassical three-point functions in terms of the spectral curves.

It is also important to take into account the subleading corrections in a systematic manner. In our approach, the computation of the subleading corrections is straightforward and is given by the Mayer expansion of the gas of clusters. In the fermionic formalism, the Mayer expansion becomes the standard semiclassical expansion for the bosonised system. It would be interesting to compare our formalism with the Fermi gas approach developed in [23], where the subleading corrections can be worked out by the Wigner–Kirkwood expansion. The efficiency of the two methods can be compared on models which exhibit the clustering phenomenon, but whose subleading corrections (at all order) are nonetheless completely determined by the Wigner–Kirkwood expansion. An example of of such a model is considered in appendix F.

We would like to emphasize that we consider the methods developed here as more important than the final results, which just confirm what has been widely expected. First, in
our formalism the asymptotic part and the wrapping corrections look very similarly and are evaluated by the same method. Second, we were successful in computing the sum over the mirror particles due to the appearance of the ‘operator spectral curve’ as a finite difference operator whose classical limit is the classical spectral curve. The contribution of the mirror particles is given by the determinant of this operator in the functional space. The fact that the final result depends only on the eigenvalues of the monodromy matrix could give us a hint how to generalize the approach to the whole symmetry group, shortcutting the intimidating sums that appear in the hexagon proposal.

Finally, it is worth mentioning that similar integral representation shows up in the study of stochastic processes. This may provide us with new insights in understanding the origin of integral representation of structure constants in the present work.
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Appendix A. An example for clustering

In this appendix, we give an explicit example of clustering. Consider the case $n = 3$, we have

$$I_3 = \oint_{c_3} \oint_{c_2} \oint_{c_1} \frac{dz_1 dz_2 dz_3}{(2\pi i)^3} F(z_1) F(z_2) \Delta(z_1, z_3) \Delta(z_2, z_3).$$  \hspace{1cm} (A.1)

(1) Deform contour of $z_3$, we obtain

$$I_3 = \oint_{c_3} \frac{dz_3}{2\pi i} \oint_{c_2} \frac{dz_2}{(2\pi i)^2} F(z_1) F(z_2) \Delta(z_1, z_3) \Delta(z_2, z_3)$$

$$+ \frac{1}{2} \oint_{c_1} \frac{dz_1}{(2\pi i)^2} F(z_1) F_2(z_2) \Delta_1(z_1, z_2)$$

$$+ \frac{1}{2} \oint_{c_2} \frac{dz_2}{(2\pi i)^2} F_2(z_1) F(z_2) \Delta_2(z_1, z_2).$$ \hspace{1cm} (A.2)
(2) Deform contour of $x_2$ in (A.2), we obtain

$$I_3 = \oint_{C_3} \frac{dz_1}{2\pi i} \oint_{C_2} \frac{dz_2}{2\pi i} \oint_{C_1} \frac{dz_3}{2\pi i} F(z_1) F(z_2) F(z_3) \Delta(z_1, z_2) \Delta(z_1, z_3) \Delta(z_2, z_3)$$

$$+ \frac{1}{2} \oint_{C_3} \frac{dz_1}{2\pi i} \oint_{C_2} \frac{dz_2}{2\pi i} \oint_{C_1} \frac{dz_3}{2\pi i} F_2(z_1) F(z_2) \Delta_{21}(z_1, z_3)$$

$$+ \frac{1}{2} \oint_{C_3} \frac{dz_1}{2\pi i} \oint_{C_2} \frac{dz_2}{2\pi i} \oint_{C_1} \frac{dz_3}{2\pi i} F_2(z_1) F(z_2) \Delta_{12}(z_1, z_2)$$

$$+ \frac{1}{2} \oint_{C_3} \frac{dz_1}{2\pi i} \oint_{C_2} \frac{dz_2}{2\pi i} \oint_{C_1} \frac{dz_3}{2\pi i} F_2(z_1) F(z_2) \Delta_{21}(z_1, z_2)$$

$$+ 2 \times \frac{1}{3} \oint_{C_3} \frac{dz_1}{2\pi i} \oint_{C_2} \frac{dz_2}{2\pi i} F_3(z_1) (A.3)$$

The three terms containing a double integral are equal, so that we therefore obtain the multiplicities in figure 6. The procedure can be generalized to any number of integrals.

**Appendix B. Scaling limit of the $\mathfrak{sl}(2)$ and $\mathfrak{su}(2)$ scalar factors**

Here we give the crossing transforms of the scalar factor $h_{\mathfrak{sl}(2)} = h_{DD}$ and $h_{\mathfrak{su}(2)} = h_{YY}$ and their semiclassical limit. We recall first the definitions of the various objects, together with their properties under the crossing transformation,

$$h_{\mathfrak{sl}(2)}(u, v) = \frac{x^{-} - y^{-} 1 - \frac{1}{x^{y^{-}}} 1}{x^{-} - y^{-} 1 - \frac{1}{x^{y^{-}}} \sigma(u, v)} \frac{1}{\sigma(u, v)}, \quad (B.1)$$

$$h_{\mathfrak{sl}(2)}(u^{2\gamma}, v) = \frac{1}{\sigma(u, v)} \sigma(u, v) = \frac{\sigma(u, v)}{A(u, v)},$$

$$h_{\mathfrak{su}(2)}(u, v) = \frac{x^{-} - y^{-} 1 - \frac{1}{x^{y^{-}}} 1}{x^{-} - y^{-} 1 - \frac{1}{x^{y^{-}}} \sigma(u, v)} \frac{1}{\sigma(u, v)}, \quad (B.2)$$

$$h_{\mathfrak{su}(2)}(u^{2\gamma}, v) = \frac{y^{+}}{y^{+}} \sigma(u, v), \quad h_{\mathfrak{su}(2)} = e^{-\nu(v)}h_{\mathfrak{su}(2)}(u^{2\gamma}, v) = \sigma(u, v).$$

The other transformation properties used are

$$h_{\mathfrak{sl}(2)}(u^{k\gamma}, v) = 1/h_{\mathfrak{sl}(2)}(v, u),$$

$$h_{\mathfrak{sl}(2)}(u^{k\gamma}, v^{2\gamma}) = h_{\mathfrak{sl}(2)}(u, v),$$

$$h_{\mathfrak{su}(2)}(u^{k\gamma}, v) = 1/h_{\mathfrak{su}(2)}(v, u),$$

$$h_{\mathfrak{su}(2)}(u^{k\gamma}, v^{2\gamma}) = e^{i\nu(u) - i\nu(v)}h_{\mathfrak{su}(2)}(u, v). \quad (B.3)$$
The semiclassical limit $\epsilon \to 0$ of the various quantities is

$$
\log h_{\text{su}(2)}(u, v) \rightarrow -\frac{i(x^2y^2 - x^2 + xy - y^2)}{g(x^2 - 1)(y^2 - 1)(x - y)} = -\frac{ie y'}{x - y} + \frac{ip(x)}{y^2 - 1} = \frac{iex'}{1/x - y} - \frac{ip(y)}{x^2 - 1} - ip(x),$

$$
\log h_{\text{su}(2)}(u, v) = \log \sigma(u, v) \rightarrow \log h_{\text{su}(2)}(1/x, y) - i p(y) = \log h_{\text{su}(2)}(x, 1/y) + ip(x)
$$

$$
= -\frac{ie y'}{1/x - y} - \frac{ip(x)}{y^2 - 1} - i p(y) = \frac{iex'}{1/y - x} + \frac{ip(y)}{x^2 - 1} + ip(x),
$$

(B.4)

$$
\log h_{\text{sl}(2)}(u, v) \rightarrow \frac{iyy(xy - 1)}{g(x^2 - 1)(y^2 - 1)(x - y)} = \frac{ie y'}{x - y} - \frac{ip(y)}{x^2 - 1} = \frac{iex'}{x - y} - \frac{ip(x)}{y^2 - 1},
$$

(B.5)

$$
\log h_{\text{sl}(2)}(u, v) = \log h_{\text{sl}(2)}(1/x, y) \rightarrow \log h_{\text{sl}(2)}(1/x, y)
$$

$$
= \frac{iex'}{1/x - y} - \frac{ip(x)}{1/x^2 - 1} = \frac{iex'}{x - 1/y} - \frac{ip(x)}{1 - 1/y^2}.
$$

### Appendix C. Computing the phase factor for the asymptotic $C_{123}$

In this appendix, we compute the phase factor denoted by $\text{phase}$ in (4.5) in the main text and show explicitly how to derive (4.8) from (4.5). This phase factor comes from changing between spin chain and string frames when we perform crossing transformations. The phase factor is trivial for $\text{sl}(2)$ case but is non-trivial for the $\text{su}(2)$ case. In what follows, it is convenient to write the hexagon form factor in the form

$$
H(\alpha_1|\alpha_3|\alpha_2) = \langle \mathcal{H}\rangle, |\alpha_1\rangle |\alpha_2\rangle |\alpha_3\rangle.
$$

(C.1)

The excitations in the two frames are related by

$$
\mathcal{D}_{\text{string}} = \mathcal{D}_{\text{spin}}, \quad \Phi_{\text{string}} = \sqrt{Z} \Phi_{\text{spin}} \sqrt{Z}.
$$

(C.2)

We see that the derivative excitation is the same in both frames which is the reason that the phase factor is trivial. A state with $n$ scalar excitations in the two frames are related by

$$
|\Phi_1 \cdots \Phi_n\rangle_{\text{string}} = |\sqrt{Z}\Phi_1 Z \Phi_2 Z \cdots Z \Phi_n \sqrt{Z}\rangle_{\text{spin}} = F_n |Z^n \Phi_1 \cdots \Phi_n\rangle_{\text{spin}},
$$

(C.3)

where in the second line we have moved all the $Z$-markers to the leftmost by the rule

$$
|\cdots \Phi_k Z^n \cdots \rangle = e^{ip_k} |\cdots \Phi_k Z^n \cdots \rangle.
$$

(C.4)

It is straightforward to derive that

$$
F_n = \prod_{j=1}^n \frac{e^{ip_j^2/2} \zeta_j}{\zeta}, \quad \zeta_k = e^{ip_k} \zeta_{k-1}, \quad \zeta_1 = \zeta.
$$

(C.5)
We can also write (C.3) as

\[ |\Phi_1 \cdots \Phi_n\rangle_{\text{spin}} = F^{-1}_{n} Z^{-n} |\Phi_1 \cdots \Phi_n\rangle_{\text{string}}. \]  
(C.6)

Substituting (C.6) into the hexagon form factor (C.1)

\[ \langle h | \alpha_1 \rangle | \alpha_2 \rangle | \alpha_3 \rangle_{\text{spin}} = (F_{\alpha_1} F_{\alpha_2} F_{\alpha_3})^{-1} \langle h | Z^{-|\alpha_1|} | Z^{-|\alpha_2|} | Z^{-|\alpha_3|} \rangle_{\text{string}}. \]  
(C.7)

The next step is to move all the excitations on the same edge and then pull out the Z-markers by the rule

\[ \langle h | Z^n \psi \rangle = z^n \langle h | \psi \rangle, \quad z = e^{-i P/2}, \]  
where \( P \) is the total momentum of the state \( |\psi\rangle \). This leads to

\[ \langle h | \alpha_1 \rangle | \alpha_2 \rangle | \alpha_3 \rangle_{\text{spin}} = e^{i \rho(\alpha_1)(|\alpha_1| + |\alpha_1| + |\alpha_2| + |\alpha_1| + |\alpha_2| + |\alpha_3| + |\alpha_1| + |\alpha_2| + |\alpha_3|)} \times (F_{\alpha_1} F_{\alpha_2} F_{\alpha_3})^{-1} \langle h | \alpha_1 \rangle | \alpha_2 \rangle | \alpha_3 \rangle_{\text{string}}, \]  
(C.8)

where \( |\alpha_1|, |\alpha_2|, |\alpha_3| \) denote the cardinality and \( p(\alpha_1), p(\alpha_2), p(\alpha_3) \) denote the total momenta of the sets \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) respectively. Now that we are in the string frame, we can perform the crossing transformation and obtain the fundamental hexagon form factor where all excitations are on the same edge

\[ \langle h | \alpha_1 \rangle | \alpha_2 \rangle | \alpha_3 \rangle_{\text{string}} = (-1)^{|\alpha_1|} \langle h | \alpha_1^{4\gamma}, \alpha_2^{2\gamma}, \alpha_3 \rangle_{\text{string}}. \]  
(C.9)

The factor \((-1)^{|\alpha_1|}\) appears due to crossing transformation. \( \langle \Phi^{ab} \rangle^{2\gamma} \rightarrow -\langle \Phi^{ab} \rangle \).

In order to compute the fundamental hexagon form factor, we need to change back to the spin chain frame. We apply the rules (C.2) and (C.4) again

\[ \langle h | \alpha_1^{4\gamma}, \alpha_2^{2\gamma}, \alpha_3 \rangle_{\text{string}} = F_{\alpha_1} F_{\alpha_2} F_{\alpha_3}^{-1} \langle h | Z^{\alpha_1(4\gamma)} | Z^{\alpha_2(2\gamma)} | Z^{\alpha_3} \rangle_{\text{spin}}, \]  
\[ = F_{\alpha_1} F_{\alpha_2} F_{\alpha_3}^{-1} e^{i \rho(\alpha_2)(p(\alpha_2) - p(\alpha_3)) \rho(\alpha_3)} \langle h | \alpha_1^{4\gamma}, \alpha_2^{2\gamma}, \alpha_3 \rangle_{\text{spin}}, \]  
(C.10)

where in the first line, we move the Z-markers corresponds to the excitations \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) to the leftmost of the corresponding set, which gives rise to the factors \( F_{\alpha_1}, F_{\alpha_2} \) and \( F_{\alpha_3}^{-1} = F_{\alpha_3^{\gamma}}^{-1} \).

In the second line, we further move the Z-markers \( Z^{\alpha_1(4\gamma)} \) and \( Z^{\alpha_2(2\gamma)} \) to the leftmost and then pull out the Z-markers by the rule (C.8). Note that \( p(\alpha_3^{\gamma}) = -p(\alpha_3) \).

Combining all the phase factors from (C.9)–(C.11)

\[ \langle h | \alpha_1 \rangle | \alpha_2 \rangle | \alpha_3 \rangle_{\text{spin}} = (-1)^{|\alpha_1|} F_{\alpha_1}^{-2} e^{i \rho(\alpha_1)(p(\alpha_1) - p(\alpha_3)) + p(\alpha_3)} \langle h | \alpha_1^{4\gamma}, \alpha_2^{2\gamma}, \alpha_3 \rangle_{\text{spin}}. \]  
(C.12)

Therefore the phase factors in (4.4) read

\[ \text{phase}_1 = (-1)^{|\alpha_1|} F_{\alpha_1}^{-2} e^{i \rho(\alpha_1)(p(\alpha_1) - p(\alpha_3))}, \]  
\[ \text{phase}_2 = (-1)^{|\alpha_2|} F_{\alpha_2}^{-2} e^{i \rho(\alpha_2)(p(\alpha_2) - p(\alpha_3))}. \]  
(C.13)

The total phase factor \( \text{phase} = \text{phase}_1 \times \text{phase}_2 \). This ends the derivation of the phase factor.

In order to obtain the more compact result (4.8), we need to combine the phase factor (C.13) with the other phase factors which comes from the crossing transformations of the scalar factors of the \( su(2) \) sector. There are two sources of the other phase factors. The first source comes from passing from (4.5) to (2.3), where we extract the global factor \((-1)^{4h(u_1, u_2)} h(u_1, u_2) h(\bar{u}_1, \bar{u}_1) h(\bar{u}_2, \bar{u}_2)\) and neglect it systematically. In order to extract this global factor, we used the crossing relation \( h_{su(2)}(u^{2\gamma}, v^{2\gamma}) = e^{i \varphi(u) - i \varphi(v)} h_{su(2)}(u, v) \) which leads to
\[ h_{\text{su}(2)}(\alpha_3^3, \alpha_3^{\gamma}) = \text{phase}_{\alpha_3} \ h_{\text{su}(2)}(\alpha_3, \alpha_3), \]
\[ h_{\text{su}(2)}(\alpha_3^{\gamma}, \alpha_3^2) = \text{phase}_{\alpha_3} \ h_{\text{su}(2)}(\alpha_3, \alpha_3). \]  
(C.14)

with
\[ \text{phase}_{\alpha_3} = \prod_{j<k} e^{i\psi_j - \psi_k}, \quad \text{phase}_{\alpha_1} = \prod_{j<k} e^{i\psi_j - \psi_k}. \]  
(C.15)

Notice that for \( \mathfrak{sl}(2) \) sector we have \( h(u^2, v^2) = h(u, v) \) and the phase factor is again trivial.

The second source of phase factor comes from rewriting the following terms in \((4.5)\)
\[ h_{\text{su}(2)}(\alpha_1^3, \alpha_3^{\gamma}) h_{\text{su}(2)}(\alpha_3^{\gamma}, \alpha_2) = \frac{h_{\text{su}(2)}(\alpha_3^{\gamma}, \alpha_2)}{h_{\text{su}(2)}(\alpha_3^{\gamma}, \alpha_1)} = e^{i(p(\alpha_2) - p(\alpha_1)) \sigma(\alpha_3, \alpha_2)} \frac{\sigma(\alpha_3, \alpha_2)}{\sigma(\alpha_3, \alpha_1)}, \]
\[ h_{\text{su}(2)}(\alpha_2^3, \alpha_3^{\gamma}) h_{\text{su}(2)}(\alpha_3^{\gamma}, \alpha_1) = \frac{h_{\text{su}(2)}(\alpha_3^{\gamma}, \alpha_1)}{h_{\text{su}(2)}(\alpha_3^{\gamma}, \alpha_2)} = e^{i(p(\alpha_1) - p(\alpha_2)) \sigma(\alpha_3, \alpha_1)} \frac{\sigma(\alpha_3, \alpha_1)}{\sigma(\alpha_3, \alpha_2)}. \]  
(C.16)

where we have used the crossing property \( h_{\text{su}(2)}(u^2, v) = e^{i\psi(v)} \sigma(u, v) \). The phase factors in \((C.15)\) and \((C.16)\) combines nicely with \((C.13)\)
\[ \text{phase}_{\alpha_1} \times \text{phase}_{\alpha_2} \times \text{phase}_{\alpha_3} \times \text{phase}_{\alpha_1} \times e^{i(p(\alpha_2) - p(\alpha_1)) \sigma(\alpha_1)} \times e^{i(p(\alpha_1) - p(\alpha_2)) \sigma(\alpha_2)} = 1. \]  
(C.17)

The final result can be written neatly
\[ C_{123} = \sum_{\alpha_1, \alpha_2, \alpha_3} \prod_{i=1}^{3} (-1)^{\alpha_i} \frac{e^{i\psi_{\alpha_i} h_i}}{h_{\text{su}(2)}(\alpha_i, \bar{\alpha}_i) \sigma(\alpha_3, \alpha_2) \sigma(\alpha_3, \alpha_1) \sigma(\alpha_3, \alpha_1)} \]  
(C.18)

which is \((4.8)\). For completeness, we also give the result for the \( \mathfrak{sl}(2) \) sector which takes a very similar form
\[ C_{123} = \sum_{\alpha_1, \alpha_2, \alpha_3} \prod_{i=1}^{3} (-1)^{\alpha_i} \frac{e^{i\psi_{\alpha_i} h_i}}{h(\alpha_i, \bar{\alpha}_i) \sigma(\alpha_3, \alpha_2) \sigma(\alpha_3, \alpha_1) \sigma(\alpha_3, \alpha_1) h(\alpha_3, \bar{\alpha}_3) h(\alpha_3, \bar{\alpha}_2) h(\alpha_3, \bar{\alpha}_1) h(\alpha_3, \bar{\alpha}_2) h(\alpha_3, \bar{\alpha}_1) \]  
(C.19)

Appendix D. The analytic structure of the transfer matrices in mirror kinematics

The purpose of this appendix is to show that the combination of the dressing phase with the extra factors from \((5.15)\),
\[ \sigma_{\alpha_1}(u, \bar{u}) \prod_{k=1}^{a-1} \frac{R_+^{(a)(u-k+2 \epsilon)}}{R_+^{(a)(u-k)}}(u), \]  
(D.1)

does not have any cut between the cuts \( x^{1\pm\epsilon} \) when continued to the mirror dynamics in the variable \( u \). To do so, we compute the jump of the logarithm of the function given above,
between \( u = u_0 - i \epsilon (a/2 - k) + i0 \) and \( u = u_0 - i \epsilon (a/2 - k) - i0 \) on the interval\(^{26}\) \( u_0 \in [-1, 1] \). \( \chi^{(a-2k)}(u) \) has a second order branch cut and we call \( \chi^{(a-2k)} \) the determination \( \chi_0 + i0 \) and \( 1/\chi^{(a-2k)} \) the determination \( \chi_0 - i0 \). It is clear that the jump of the logarithm of the product part is given by

\[
\log \left( \frac{\chi^{(a-2k)} - y^+ 1/\chi^{(a-2k)} - y^-}{\chi^{(a-2k)} - y^- 1/\chi^{(a-2k)} - y^+} \right)
\]

(D.2)

To compute the jump of the dressing phase we use the DHM representation \([42]\).

**D.1. DHM representation**

The dressing phase has the following structure:

\[
\log \sigma(u, v) = i(\chi(x^+, y^-) - \chi(x^-, y^-) - \chi(x^+, y^+) + \chi(x^-, y^+))
\]

(D.3)

For two bound states of size \( a \) and \( b \), it is given by

\[
\log \sigma_{ab}(u, v) = i(\chi(x^a, y^{-(b)}) - \chi(x^{[-a]}, y^{[-b]}) - \chi(x^a, y^{(b)}) + \chi(x^{[-a]}, y^{[b]}))
\]

(D.4)

The function \( \chi(x, y) \) is given by the following integral expression first obtained by Dorey et al \([42]\)

\[
\chi(x, y) = -i \int_{|z|=1} \frac{dz}{2\pi i} \int_{|w|=1} \frac{dw}{2\pi i} \frac{1}{x - z} \frac{1}{y - w} \frac{1}{\log \left[ 1 + ig \left( z + \frac{1}{z} - w - \frac{1}{w} \right) \right]} \frac{1}{\log \left[ 1 - ig \left( z + \frac{1}{z} - w - \frac{1}{w} \right) \right]}
\]

(D.5)

This expression is valid in the physical kinematics; namely when \( |x| > 1 \) and \( |y| > 1 \). If we want to compute the quantities in the mirror kinematics, we need to analytically continue this expression, for example to the regime \( |x| < 1 \). Under the analytic continuation, the poles of the integrand cross the unit circle and yield extra contribution. For instance, the dressing phase \( \sigma_{ab}(u', v) \) in the mirror-physical kinematics has extra contributions coming from the analytic continuation of \( \chi(x^a, y^{-(b)}) - \chi(x^a, y^{(b)}) \). The other terms are unaffected.

**D.2. Analytic continuation**

Let us explicitly perform such analytic continuation. More precisely, we analytically continue \( x \) in (D.5) to \( |x| < 1 \). In the process, the integral picks up a pole from \( 1/(x - z) \). The expression after the analytic continuation is

\[
\chi_{\text{mirror}}(x, y) = \chi_0(x, y) + \chi_{\text{jump}}(x, y), \quad |x| < 1
\]

(D.6)

where \( \chi_0 \) and \( \chi_{\text{jump}} \) are given by

\[
\chi_0(x, y) = -i \int_{|z|=1} \frac{dz}{2\pi i} \int_{|w|=1} \frac{dw}{2\pi i} \frac{1}{x - z} \frac{1}{y - w} \frac{1}{\log \left[ 1 + ig \left( z + \frac{1}{z} - w - \frac{1}{w} \right) \right]} \frac{1}{\log \left[ 1 - ig \left( z + \frac{1}{z} - w - \frac{1}{w} \right) \right]}
\]

(D.7)

\( ^{26} \) We choose \( \epsilon = 1/2g \) for simplicity.
D.3. Analytic structure of $\chi_{\text{jump}}$.

Let us now study the analytic structure of $\chi_{\text{jump}}$. For this purpose, it is useful to re-express (D.8) by integration by parts as

$$\chi_{\text{jump}}(x, y) = -i \oint_{|w|=1} \frac{1}{2\pi i} \log(w - y) \left[ 1 + \frac{1}{w} \frac{1}{x} - w - \frac{1}{w} \right]$$

$$\times \left[ \Psi \left( 1 + \frac{1}{w} \frac{1}{x} - w - \frac{1}{w} \right) + \Psi \left( 1 - \frac{1}{w} \frac{1}{x} - w - \frac{1}{w} \right) \right].$$

(D.9)

where

$$\Psi(z + 1) = \frac{d \log \Gamma(z + 1)}{dz} = -\sum_{k \geq 1} \left( \frac{1}{z + k} - \frac{1}{k} \right) - \gamma_c.$$  

(D.10)

This enables us to write, ignoring the constant in the function $\Psi(z)$,

$$\chi_{\text{jump}}(x, y) = i \oint_{|w|=1} \frac{1}{2\pi i} \log(w - y) \left( 1 - \frac{1}{w^2} \right)$$

$$\times \sum_{k \geq 1} \left[ \frac{1}{w + \frac{1}{w} - x^{1 - 2k}} - \frac{1}{w + \frac{1}{w} - x^{2k}} \right]$$

$$= i \oint_{|w|=1} \frac{1}{2\pi i} \log(w - y) \sum_{k=0}^{\infty} \text{sgn}(k) \left[ \frac{x^{1 - 2k}}{w(w - x^{1 - 2k})} + \frac{1}{w - 1/x^{1 - 2k}} \right].$$

(D.11)
Obviously, \( \chi_{\text{jump}}(x, y) \), as a function of \( x \), has discontinuities whenever one of the poles in the sum above hits the contour of integration \( |w| = 1 \). This happens whenever \( x^{[2k]} \) with \( k \) a non-zero integer hits the unit circle. These are exactly the discontinuities we are looking for. Moreover, we are interested in the discontinuities of \( \chi_{\text{jump}}(x, y) \) situated between \( u_0 + i\epsilon / 2 \) and \( u_0 - i\epsilon / 2 \). This means that we restrain ourselves to the terms with positive \( k \), \( k = 1, \ldots, a - 1 \) in the last line of (D.11).

Let us now compute the discontinuity \( \chi_{\text{jump}}^{-} - \chi_{\text{jump}}^{+} \) when \( x^{[2k]} \) crosses the unit circle from going from outside to inside (see figure D1). In the same time, the pole \( 1/x^{[2k]} \) crosses the unit circle from inside to outside. The discontinuity is accounted for by the contribution of the two poles,

\[
\chi_{\text{jump}}^{-} - \chi_{\text{jump}}^{+} = i \left( \oint_{1/x^{[2k]}} - \oint_{x^{[2k]}} \right) \frac{dw}{2\pi i} \log(w - y) \left[ \frac{x^{[2k]}}{w - x^{[2k]}} + \frac{1}{w - 1/x^{[2k]}} \right]
\]

The small subtlety that, after crossing the unit circle, \( x^{[2k]} \) gets exchanged with \( \bar{x}^{[2k]} \) instead of \( x^{[2k]} \) is resolved by noticing that \( \chi_{\text{jump}} \) only depends on \( x + \bar{x} \), which on the unit circle is the same as its complex conjugate \( x^* \). Combining everything, we obtain

\[
\log \sigma_{\text{II}}^{-}(x, y)_{u_0} = i \left( \chi_{\text{jump}}^{-}[x, y] - \chi_{\text{jump}}^{+}[x, y^*] \right)_{u_0} = \log \frac{1/x^{[2k]} - y^*}{x^{[2k]} - y} \]

which exactly compensates the one from (D.2). This completes the proof that the combination in (D.1) does not have any discontinuities in the desired region of the mirror regime.

**Appendix E. The term \( B_3 \) at strong coupling**

In this appendix we compute the terms \( B_3 \)

\[
B_3 = \frac{1}{3!} \int \prod_{i=1}^{3} \frac{dz_i}{2\pi i} T_i(z_i) \Delta(z_1, z_2) \Delta(z_2, z_3) \Delta(z_3, z_1) + \frac{1}{2} \int \frac{dz_1 dz_2}{(2\pi i)^2} T_i(z_1) T_i(z_2) \Delta(z_1, z_2 + i\epsilon / 2) + \frac{1}{3} \int \frac{dz_2}{2\pi i} T_i(z_2).
\]

To compute the first term of (E.1), we can recycle the result of the asymptotic integral \( I_3 \) in appendix A. The combinatorics is the same, with the exception of signs, since in the present case every fusion of two already existing clusters generates a minus sign, see (5.32) and (5.33). This gives

\[
\frac{1}{3!} \left( \int \frac{dz}{2\pi i} T_i(z) \right)^3 = \frac{1}{4} \left( \int \frac{dz}{2\pi i} T_i(z) \right) \left( \int \frac{dz}{2\pi i} T_i(z) \right)^2 + \frac{1}{9} \int \frac{dz}{2\pi i} T_i(z)^3.
\]

For the second term of (E.1), it is easy to obtain

\[
\frac{1}{2} \left( \int \frac{dz}{2\pi i} T_i(z) \right) \left( \int \frac{dz}{2\pi i} T_i(z) \right) - \frac{1}{3} \int \frac{dz}{2\pi i} T_i(z) T_i(z).
\]
Substituting (E.2) and (E.3) into (E.1), and using (5.28) we obtain as announced
\[
B_3 = \frac{1}{3!} \left( \int \frac{dz}{2\pi i} t_1(z) \right)^3 + \frac{1}{4} \left( \int \frac{dz}{2\pi i} t_1(z) \right) \left( \int \frac{dz}{2\pi i} t_2(z) \right) + \frac{1}{9} \int \frac{dz}{2\pi i} t_3(z).
\] (E.4)

Appendix F. The ABJM matrix model and clustering

In this appendix, we re-derive the M-theoretic large \( N \) limit of the ABJM matrix model as an extra example of the utility of the clustering method explained in the main text.

The partition function of the \( U(N) \times U(N) \) ABJM theory on \( S^3 \) can be computed by the localization [55]. The result reads
\[
Z(N) = \frac{1}{N!} \int \prod_i \frac{dx_i}{2\pi k} \frac{1}{2 \cosh \frac{n_i}{2}} \det \left( \frac{1}{2 \cosh \frac{n_i - n_j}{2k}} \right),
\] (F.1)
where \( k \) is the Chern–Simons level. To study the M-theory limit \( (N \to \infty, k \text{ fixed}) \), it is convenient to consider the grand-canonical partition function,
\[
\Theta(z) = \sum_N z^N Z(N),
\] (F.2)
where \( z \) is the fugacity. As explained in [23], this can be expressed as a Fredholm determinant
\[
\Theta(z) = \det (1 + z \hat{\rho}) = \exp \left( - \sum_{n=1}^{\infty} \frac{(-z)^n}{n} \text{Tr}(\hat{\rho}^n) \right).
\] (F.3)

Here the action of the operator \( \hat{\rho} \) and the spectral trace \( \text{Tr}(\hat{\rho}^n) \) are given by
\[
\hat{\rho} \cdot f(x) = \int \frac{dy}{2\pi k} \rho(x, y) f(y),
\]
\[
\text{Tr}(\hat{\rho}^n) = \int \frac{d^nx}{(2\pi k)^n} \rho(x_1, x_2) \cdots \rho(x_{n-1}, x_n) \rho(x_n, x_1),
\] (F.4)
with
\[
\rho(x, y) = \frac{1}{2 \cosh \frac{x - y}{2} 2 \cosh \frac{x + y}{2k}}.
\] (F.5)

To understand the M-theoretic large \( N \) limit, we should understand the small \( k \) expansion of the grand canonical partition function \( \Theta \). Just as in the case of the three-point function, the kernel \( \rho(x, y) \) develops a delta-function singularity in the \( k \to 0 \) limit and the integral exhibits the clustering. To see this, we first express the interaction term in the kernel as a sum over rational functions:
\[
\frac{1}{\cosh \frac{x - y}{2k}} = \sum_{a=0}^{\infty} \frac{4k^2 \pi (a + 1/2)}{a!(x - y)^2 + 4k^2 \pi^2 (a + 1/2)^2}. \] (F.6)

This summation over positive integer is reminiscent of the summation over the bound states appearing in the main text. To make clear the relation, we introduce the ‘bound-state kernel’
\[
\hat{\rho}_a = \hat{\rho}_{a+} + \hat{\rho}_{a-}.
\] (F.7)
Then, the grand canonical partition function takes a form similar to (6.21),

\[
\ln \Theta = \ln \det \left[ 1 + z \left( \sum_a (-1)^a \hat{\rho}_a \right) \right] = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} \left( \sum_a (-1)^a \hat{\rho}_a \right)^n.
\]  

(F.9)

To compute (F.9), we need to evaluate the spectral traces

\[
\hat{j}_{a_1, \ldots, a_n} \equiv \text{Tr} (\hat{\rho}_{a_1} \cdots \hat{\rho}_{a_n}),
\]  

(F.10)

which can be further decomposed as

\[
\hat{j}_{a_1, \ldots, a_n} = \sum_{\epsilon_1=\pm} \cdots \sum_{\epsilon_n=\pm} \text{Tr} (\hat{\rho}_{a_1 \epsilon_1} \cdots \hat{\rho}_{a_n \epsilon_n})
\]  

(F.11)

As mentioned above, one needs to take into account the pinching of the contour to obtain the correct result. One important difference from the analysis in the main text is that, for most of the choices of the signs \( \epsilon_k \), in (F.11), there are some contours which are not pinched in the limit. When this happens, the contribution coming from such an integral will become subleading. The only cases where all the contours are pinched are the ones with \( \epsilon_k = + \) for all \( k \) or \( \epsilon_k = - \) for all \( k \). Thus, the leading result in the \( M \)-theory limit is given by

\[
\hat{j}_{a_1, \ldots, a_n} \sim \text{Tr} (\rho_{a_1} \cdots \rho_{a_+}) + \text{Tr} (\rho_{a_-} \cdots \rho_{a_n}).
\]  

(F.12)

The contributions from these two terms can be determined using the clustering method explained in the main text and the result reads

\[
\hat{j}_{a_1, \ldots, a_n} \sim \frac{1}{k^n \sum_{j=1}^n (a_i + 1/2)} \int \frac{dx}{2\pi} \frac{1}{(2 \cosh x/2)^n},
\]  

(F.13)

\[
\ln \Theta \sim \sum_{n=1}^{\infty} \frac{(-1)^{n-1} c_n}{k^n n} \int \frac{dx}{2\pi} \left( \frac{z}{2 \cosh x/2} \right)^n.
\]  

(F.14)

with the constant \( c_n \) given by

\[
c_n = \sum_{a_1=0}^{\infty} \cdots \sum_{a_n=0}^{\infty} \frac{(-1)^{\sum_{i=1}^{n} a_i}}{\sum_{i=1}^{n} (a_i + 1/2)}.
\]  

(F.15)

To compute this sum, we convert the summand to the following integral

\[
c_n = \sum_{a_1=0}^{\infty} \cdots \sum_{a_n=0}^{\infty} (-1)^{\sum_{i=1}^{n} a_i} \int_0^\infty dp e^{-p \sum_{i=1}^{n} (a_i + 1/2)}.
\]  

(F.16)

Then, exchanging the order of the summations and the integration and performing the sums explicitly, we arrive at...
\[ c_n = \int_{0}^{\infty} dp \left( \frac{e^{-p^2/2}}{1 + e^{-p}} \right)^n = \int_{-\infty}^{\infty} \frac{dp}{2} \left( \frac{1}{2 \cosh \frac{p}{\sqrt{2}}} \right)^n. \]  

(F.17)

Now substituting (F.17) into (F.14), we obtain

\[ \ln \Theta \sim \sum_{n=1}^{\infty} \frac{(-1)^{n-1} \ln n}{n} \int \frac{dx dp}{2\pi i} \left( \frac{1}{2 \cosh \frac{x}{2} 2 \cosh \frac{p}{2}} \right). \]

\[ = \int \frac{dx dp}{2\pi i} \ln (1 + ze^{-H(p,x)}), \]  

(F.18)

with

\[ h \equiv 2\pi k, \quad H(p, x) \equiv \ln \left( 2 \cosh \frac{p}{2} \right) + \log \left( 2 \cosh \frac{x}{2} \right). \]  

(F.19)

This is precisely the expression derived in [23].

Appendix G. SoVs from clustering

In this appendix, we study the integral representation of the tree-level three-point function with one non-BPS operator in the \( su(2) \) and the \( sl(2) \) sectors, and show that they are related to a totally different integral expression, which is based on the SoV [56, 57].

G.1. The \( su(2) \) sector

We start from the integral expression\(^{27}\),

\[ \mathscr{A} = \sum_{n=0}^{\infty} \frac{\kappa^n}{n!} \oint_{C_n} \prod_{j=1}^{n} \frac{dz_j}{2\pi i} f_\theta(z_j) \prod_{j<k} \Delta(z_j, z_k), \]  

(G.1)

where, for later convenience, we introduced the twist \( \kappa \) and deformed the potential term \( f(z) \) as

\[ f_\theta(z) = \frac{1}{h(z, u)} \prod_{j=1}^{M} \frac{z - \theta_j - i/2}{z - \theta_j + i/2} = \prod_{i=1}^{M} \frac{z - u_i + i}{z - u_i - i/2} \prod_{j=1}^{\ell} \frac{z - \theta_j - i/2}{z - \theta_j + i/2}. \]  

(G.2)

As the first step, we rewrite (G.1) using the Cauchy determinant identity as

\[ \mathscr{A} = \sum_{n=0}^{\infty} \frac{\kappa^n}{n!} \oint_{C_n} \prod_{j=1}^{n} \frac{dz_j}{2\pi i} f_\theta(z_j) \det \left( \frac{1}{z_j - z_i - i} \right). \]  

(G.3)

This expression is similar in form to the Fredholm determinant and therefore the logarithm of \( \mathscr{A} \) admits the expansion:

\[ \log \mathscr{A} = - \sum_{n=1}^{\infty} \frac{(-\kappa)^n}{n} W_n, \]

\[ W_n = \oint_{C_n} \frac{d^2 z}{(2\pi i)^2} \rho(z_1, z_2) \rho(z_2, z_3) \cdots \rho(z_n, z_1). \]  

(G.4)

\(^{27}\) In this appendix, we set \( \epsilon = 1 \).
with
\[ \rho(u, v) = \frac{f_0(u)}{u - v - i}. \]  

As (G.4) shows, the integrand of \( W_n \) contains poles at \( z_j = \theta_i - i/2 \). The basic idea to make connection with the SoV representation is to deform the contours and close them around these poles. Such deformation yields two additional contributions: one comes from poles in the interaction term \( D_{zz} \) and the other comes from poles at infinity.

Let us first examine the contribution from interaction terms. Suppose that we already deformed some of the contours in (G.4) and are in a position to deform yet another contour, say the contour of \( z_k \). In the process of deformation, the contour of \( z_k \) first hits the poles at \( z_k = z_j + in \ (n \in \mathbb{Z}) \), where \( z_j \) is a variable whose contour is not yet deformed. The poles of this type are precisely the ones considered in section 3.3 and, as discussed there, it produces the bound-state contributions. Now, when the contour of \( z_k \) approaches \( \theta_i + 1/2 \), it hits another set of poles at \( z_k = z_m + in \ (n \in \mathbb{Z}) \), where this time \( z_m \) is a variable whose contour is already deformed. Interestingly, in the case of \( su(2) \), these two contributions precisely cancel out with each other. Thus we get
\[ \log \mathcal{A} = \log \tilde{\mathcal{A}} + \log \mathcal{A}_\infty, \]  

with
\[ \log \tilde{\mathcal{A}} = - \sum_{n=1}^{\infty} \frac{n^n}{n} \tilde{W}_n \]
\[ \tilde{W}_n = \oint_{C_{\theta_i}} \frac{dz_2 \cdots \rho(z_1, z_2) \cdots \rho(z_n, z_1)}{(2\pi i)^n}. \]

Here \( C_{\theta_i} \) is the contour surrounding \( \theta_i - i/2 \) counterclockwise and \( \log \mathcal{A}_\infty \) denotes the contribution from infinity.

We next study the contribution from infinity. To illustrate the basic mechanism, let us consider \( W_2 \).

\[ 28 \text{ One can show this by the combinatorial argument as in section 3.3. Since the argument is similar, we will not repeat it here.} \]
Since the integrand scales as $1/z_1^2$ when $z_1 \sim \infty$, it may seem that the contribution from infinity is completely absent. However, this is actually not true: if we first take the pole of $1/(z_1 - z_2 - i)$, we arrive at a single integral whose integrand is given by

$$\frac{1}{2\pi i} \oint_{c_u} \frac{dz_2}{2\pi i} f_y(z_2) g_y(z_2).$$

Then, if we take the residue of this integrand at infinity, we get the contribution $-(\ell - M)$, where $M$ is the number of magnons. Repeating such analysis, we can prove the contribution from infinity for $W_n$ is given by

$$-(-1)^n(\ell - M).$$

Therefore we have

$$\log \mathcal{A}_\infty = (\ell - M) \sum_{n=1}^{\infty} \frac{\kappa^n}{n} = \log \left(1 - \kappa\right)^{-(\ell - M)}.$$  \hfill (G.11)

As (G.11) shows, $\mathcal{A}_\infty$ is divergent in the zero twist limit $\kappa \to 1$. As we see later, this divergence is canceled out by a vanishing factor coming from $\mathcal{A}'$.

As the next step, we interpret (G.7) as the Fredholm determinant. As mentioned before, the form of (G.7) is similar to the expansion of the Fredholm determinant $\det(I + \kappa \hat{G})$. However, to make the relation more precise, we need to specify the definition of $\hat{G}$ and the Hilbert space it acts on. As the Hilbert space, we take a space of functions with simple poles at $\theta_i^-(i = 1, \ldots, \ell)$ and infinity, $\mathcal{H}_b$. Obviously it is $\ell$-dimensional Hilbert space and a general vector belonging to $\mathcal{H}_b$ van be expressed as

$$F(x) \equiv \sum_{j} \frac{f_j}{x - \theta_j}. \hfill (G.12)$$

The dual vector space $\mathcal{H}_b^*$ is given by a space of cycles spanned by $t_j (j = 1, \ldots, \ell)$, where $t_j$ is the contour around $\theta_j^-$. The inner product is then defined by

$$\langle \tilde{F} | F \rangle \equiv \oint_{\tilde{p}} \frac{dv}{2\pi i} F(x). \hfill (G.13)$$

When $F$ and $\tilde{F}$ are given by

$$F(x) = \sum_{j} \frac{f_j}{x - \theta_j^-}, \quad \tilde{F} = \sum_k \tilde{f}_k \tilde{h}_k, \hfill (G.14)$$

the inner product coincides with the standard inner product between two vectors $(f_1, \ldots, f_{\ell})^t$ and $(\tilde{f}_1, \ldots, \tilde{f}_k)^t$. Now, consider the operator $\hat{G}$ acting on this function space as

$$\hat{G} \cdot F(x) = \oint_{\mathcal{C}_r} \frac{dy}{2\pi i} \frac{f_y(y)}{x - y} F(y + i). \hfill (G.15)$$

Then we can check that $\log \det(I + \kappa \hat{G}) = \text{Tr} \log(I + \kappa \hat{G})$ indeed yields the series (G.7). Thus in the end the structure constant can be expressed as

$$\mathcal{A}' = \frac{\det(I + \kappa \hat{G})}{(1 - \kappa)^{\ell - M}}. \hfill (G.16)$$

Now, we relate (G.16) to the SoV integral formula. For this purpose, we first decompose

---

29 This was already clarified in [10] and what we explain below is the minor modification of their construction.
the operator $I + \kappa \hat{G}$ as
\[ I + \kappa \hat{G} = \hat{K} \hat{L}, \tag{G.17} \]
where $\hat{K}$ and $\hat{L}$ are given by
\[ \hat{K} \cdot F(x) = \oint_{c_p} \frac{dy}{2\pi i} \frac{e^{-iy} Q_u(y)}{x - y} F(y), \tag{G.18} \]
\[ \hat{L} \cdot F(x) = \oint_{c_p} \frac{dy}{2\pi i} \frac{e^{iy} Q_v(y)}{x - y} F(y) + \oint_{c_p} \frac{dy}{2\pi i} \frac{e^{iy+i} Q_v^{++}(y)}{x - y} F(y + i). \]
Here $Q_u$ and $Q_v$ are the Baxter polynomials defined by
\[ Q_u(u) = \prod_{i=1}^{M} (u - u_i), \quad Q_v(u) = \prod_{k=1}^{\ell} (u - \theta_k), \tag{G.19} \]
and $\phi$ is related to the twist by $e^{i\phi} = -\kappa$. Since the operator $\hat{K}$ acts diagonally on the basis \{1/(x - \theta_1), ..., 1/(x - \theta_\ell)\}, its determinant can be easily computed as
\[ \det \hat{K} = e^{-\phi} \prod_{i \neq j} (\theta_i - \theta_j - i) \prod_{x_i} (\theta_i - u_i - i/2). \tag{G.20} \]
To compute the determinant of $\hat{L}$, we first express the matrix element of $\hat{L}$ in the basis
\[ \left\{ \frac{1}{Q_v^i(x)}, \frac{x}{Q_v^i(x)}, \ldots, \frac{x^{\ell-1}}{Q_v^i(x)} \right\}. \tag{G.21} \]
Then we get
\[ (\hat{L})_{n,m} = \oint_{c_p} \frac{dx}{2\pi i} \frac{e^{ix} Q_u(x) x^{m-1}}{Q_v^i(x) Q_v^j(x)} + \oint_{c_p} \frac{dx}{2\pi i} \frac{e^{ix+i} Q_u^{++}(x) x^{m-1}}{Q_v^{++}(x) Q_v^j(x)} \]
\[ = \oint_{c_p} \frac{dx}{2\pi i} \frac{e^{ix} Q_u(x) x^{m-1}}{Q_v^i(x) Q_v^j(x)}. \tag{G.22} \]
Now using the Vandermonde determinant formula, we can express the determinant of $\hat{L}$ as
\[ \det \hat{L} = J \left( \prod_{n=1}^{\ell} \oint_{c_p} \frac{dx}{2\pi i} \frac{e^{ix} Q_u(x_m)}{Q_v^i(x_m) Q_v^j(x_m)} \prod_{i<j} (x_j - x_i) \right), \tag{G.23} \]
where $J$ is the Jacobian for the change of basis, which is given by
\[ J^{-1} = \det \left( \oint_{c_p} \frac{dx}{2\pi i} \frac{x^m}{Q_v^i(x)} \right)_{n,m} = \prod_{i<j} (\theta_i - \theta_j). \tag{G.24} \]
The expression (G.23) is already very similar to the SoV integral formula. However, there are two important differences. First, in the SoV formula derived in [56], the twist $\phi$ is set to zero. Second, the number of integration variables in the SoV formula is $\ell - 1$ whereas here we have $\ell$. Thus, to obtain the SoV formula, we need to integrate out one of the variables sending $\phi \to 0$. For this purpose, we first change the integration contour of (G.23) to $C_{\theta_i^{\pm}}$, which surround all the $\theta_i \pm i/2$, at the cost of introducing an extra factor in the integrand\(^{30}\).

\(^{30}\) See [56] for details.
\[ \det L = \prod_{i<j} \frac{J}{(e^{2\pi i} - e^{2\pi j})} \oint_{C_{\lambda}^{(2)}} \prod_{n=1}^{\ell} \frac{dx_n}{2\pi i} \frac{e^{i\theta_n}Q_n(x_n)}{Q_{\theta}^+(x_n)Q_{\theta}^-(x_n)} \prod_{i<j} (e^{2\pi i} - e^{2\pi j})(x_j - x_i). \]  

(G.25)

Now using the Vandermonde determinant formula again, we can convert this multiple integral to the following determinant:

\[ \det L = \prod_{i<j} \frac{J}{(e^{2\pi i} - e^{2\pi j})} \det M_{n,m}, \]  

\[ M_{n,m} = \oint_{C_{\lambda}^{(2)}} \frac{dx}{2\pi i} \frac{e^{i\theta}Q_n(x)}{Q_{\theta}^+(x)Q_{\theta}^-(x)} x^{n-m-1}e^{2\pi i}x. \]  

(G.26)

We then perform the integral of \( M_{1,m} \) in the regime \( \phi \sim 0 \) to get

\[ M_{1,m} = (-\phi)^{2\ell-M-m} \cdots. \]  

(G.27)

Thus the leading contribution comes from \( M_{1,1} \) and this precisely cancels the divergent factor \( \mathcal{A}_\infty \) given by (G.11). As a result, the remaining contribution is given by the subdeterminant where the first row and the \( \ell \)th column are omitted. Converting this sub-determinant back to the integral, we arrive at the following expression for the structure constant,

\[ \mathcal{A} = C \oint_{C_{\lambda}^{(2)}} \frac{dx}{2\pi i} \frac{Q_n(x)\ e^{2\pi x}}{Q_{\theta}^+(x)Q_{\theta}^-(x)} \prod_{k<l} (x_k - x_l)(e^{2\pi u_k} - e^{2\pi u_l}), \]  

\[ C = e^{-\phi\sum \theta_i} \prod_{k<l} (\theta_k - \theta_l - i) \prod_{i<j} \frac{(\theta_i - u_i - i/2)}{(e^{2\pi \theta_i} - e^{2\pi \theta_j})}. \]  

(G.28)

which coincides with the formula in [56].

G.2. The \( \mathfrak{sl}(2) \) sector

We next study the \( \mathfrak{sl}(2) \) sector,

\[ \mathcal{A} = \sum_{n=0}^\infty \frac{(-\kappa)^n}{n!} \oint_{C_{\lambda}^{(2)}} \frac{dz}{2\pi i} f_{\theta}^{\mathfrak{sl}(2)}(z) \prod_{j<k} \Delta(z_j, z_k), \]  

(G.29)

where \( f_{\theta}^{\mathfrak{sl}(2)} \) in this case is given by

\[ f_{\theta}^{\mathfrak{sl}(2)}(z) = \frac{1}{\hbar_{\mathfrak{sl}(2)}(\ell, u)} \prod_{i=1}^{\ell} \frac{z - \theta_i - i/2}{z - \theta_i + i/2} = \prod_{i=1}^{M} \frac{z - u_i - i}{z - u_i + i/2}. \]  

(G.30)

The basic strategy is the same as in the \( \mathfrak{su}(2) \) sector. Namely, we write down the expansion for \( \log \mathcal{A} \) as in (G.4) and deform the contours. The important difference is that unlike the \( \mathfrak{su}(2) \) sector, the contributions from poles in the interaction term do not cancel out each other but they add up. By the straightforward (but complicated and tedious) computation, we arrive at the following expression:

\[ \mathcal{A} = (1 - \kappa)^{\ell+M} \prod_{\vec{n}} \frac{(-\kappa)^{\sum \vec{n}_i} B[\vec{n}]}{\vec{n}!}. \]  

(G.31)

Here the factor \( (1 - \kappa)^{\ell+M} \) comes from poles at infinity as in the \( \mathfrak{su}(2) \) case and the contribution from each configuration \( \vec{n} \) is given by
\[ \tilde{B}[\bar{u}] = \oint_{C_\ell} \prod_{a} \prod_{j=1}^{n_a} \frac{dz^a}{2\pi i} f_{\ell,a}(z^a) \prod_{a \leq i < j \leq n_a} \Delta_{a,a}(z^a_i, z^a_j) \prod_{1 \leq i < \ell \leq n_a} \Delta_{a,b}(z^a_\ell, z^b_\ell), \] 

(G.32)

where \( \Delta_{a,b} \) are defined by (3.19) and \( f_{\ell,a} \) is given by

\[ f_{\ell,a}(z) = \frac{Q_a^{[1-2\ell]}(z)}{Q_a(z)} \frac{Q_\ell^{[1-2\ell]}(z)}{Q_\ell(z)}. \] 

(G.33)

Now, as in section 6.4, we can convert this to the following generalized Fredholm determinant\(^{31} \):

\[ \mathcal{A} = (1 - \kappa)^M \sum_{\ell} \det \left( I + \sum_{a=1}^{\infty} (-\kappa)^a \hat{G}_a \right). \] 

(G.34)

Here \( \hat{G}_a \) is the operator acting on the space \( \mathcal{H} \) as

\[ \hat{G}_a \cdot F(x) = \oint_{C_\ell} \frac{dy}{2\pi i} f_{\ell,a}(y) F(y - ai). \] 

(G.35)

As in the \( \text{su}(2) \) sector, we can decompose the operator \( I + \sum_a \kappa^a \hat{G}_a \) as

\[ I + \sum_a \kappa^a \hat{G}_a = \hat{K}_{\text{sl}(2)} \hat{L}_{\text{sl}(2)}, \] 

(G.36)

where \( \hat{K}_{\text{sl}(2)} \) and \( \hat{L}_{\text{sl}(2)} \) are given by

\[ \hat{K}_{\text{sl}(2)} \cdot F(x) = \oint_{C_\ell} \frac{dy}{2\pi i} e^{(\omega - \pi)y} \cosh Q_\ell(y) \frac{Q_\ell(y) Q_\ell^+(y)}{Q_\ell(y)} F(y), \]

(G.37)

\[ \hat{L}_{\text{sl}(2)} \cdot F(x) = \oint_{C_\ell} \frac{dy}{2\pi i} e^{-(\omega - \pi)(y - ai)} \cosh Q_\ell(y) F(y) - \sum_{a=1}^{\infty} \oint_{C_\ell} \frac{dy}{2\pi i} e^{-(\omega - \pi)(y - ai)} \frac{Q_a^{[2\ell]}(y) Q_\ell^{[1-2\ell]}(y)}{\cosh Q_\ell(y)} F(y - ai), \]

where \( \cosh Q_\ell(z) \) denotes

\[ \cosh Q_\ell(z) = \prod_{\ell} \cosh \pi (z - \theta_\ell). \] 

(G.38)

As in the previous case, the determinant of \( \hat{K}_{\text{sl}(2)} \) can be computed straightforwardly as follows since it acts diagonally on \( \mathcal{H}_\ell \):

\[ \det \hat{K}_{\text{sl}(2)} = e^{(\omega - \pi) \sum_{a=1}^{\infty} \theta_a^2} \prod_{i \neq j} \frac{1}{(\theta_i - u_i - 2\pi \ell)} \prod_{s \neq t} \frac{\cosh \pi (\theta_s - \theta_t)}{(\theta_s - \theta_t)}. \] 

(G.39)

To compute the determinant of \( \hat{L}_{\text{sl}(2)} \), we again use the basis (G.21). In this basis, the matrix element reads

\[ (\hat{L}_{\text{sl}(2)})_{n,m} = \sum_{a=1}^{\infty} \oint_{C_\ell} \frac{dx}{2\pi i} Q_n(x) e^{-(\omega - \pi)x} \cosh^{-1} Q_\ell(x). \] 

(G.40)

Converting this to the multiple integral using the Vandermonde determinant formula and changing the integration contours by introducing the factor \( \sinh(\pi (x_i - x_j)) \), we obtain

\(^{31} \) This can be verified by expanding the generalized Fredholm determinant and comparing with the series (G.31).
where $\mathcal{C}_\theta$ is the contour which encircles all the $\theta_i - i(a + 1/2)$ with $a > 0$. Now, assuming that $\phi$ has a small negative imaginary part, we can deform the contour $\mathcal{C}_\theta$ to the one along the real axis (see figure G1). Then we get

$$\det \tilde{L}_{\text{sl}(2)} = \prod_{i < j} (-1)^{i-j} \frac{\text{d}x_n}{2\pi i} \frac{e^{-\phi(x_n)}}{\cosh_Q(x_n)} \times \prod_{i < j} \sinh(\pi(x_i - x_j)(x_j - x_i)),$$

To take the limit $\phi \to 0$, we rewrite it as

$$\det \tilde{L}_{\text{sl}(2)} = \prod_{i < j} (-1)^{i-j} \frac{\text{d}x_n}{2\pi i} \frac{e^{-\phi(x_n)}}{\cosh_Q(x_n)} \times \prod_{i < j} \sinh(\pi(x_i - x_j)(x_j - x_i)).$$

By studying the asymptotic behavior of the integrand, it is easy to verify that only when $n = \ell$ does $M_{n,m}$ becomes singular in the limit $\phi \to 0$. Since the divergence comes from $x \sim \infty$, we can approximate the integrand as

$$M_{\ell,m} \sim \int_0^\infty \frac{\text{d}x}{2\pi i} \frac{Q_n(x)}{\cosh_Q(x)} \frac{x^{m-1}e^{\phi(x)}}{2^{\ell-1}}.$$

Thus, $M_{\ell,m}$ cancels the prefactor in (G.34), when $\ell \to 0$. As a result, the remaining contribution is given by the subdeterminant where the $\ell$th row and the $\ell$th column are omitted.

Converting it back to the integral, we finally arrive at the following expression,

$$\mathcal{A} \sim \int_0^\infty \frac{\text{d}x_n}{2\pi i} \frac{Q_n(x_n)}{\cosh_Q(x_n)} \prod_{i < j} \sinh(\pi(x_i - x_j)(x_j - x_i)).$$

Upon setting $\theta_i = 0$, this reduces to the SoV-integral expression for the spin 1/2 $\text{sl}(2)$ chain obtained in [57].
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