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Abstract. In this paper we study strong and weak bisimulation equivalences for continuous-time Markov decision processes (CTMDPs) and the logical characterizations of these relations with respect to the continuous-time stochastic logic (CSL). For strong bisimulation, it is well known that it is strictly finer than CSL equivalence. In this paper we propose strong and weak bisimulations for CTMDPs and show that for a subclass of CTMDPs, strong and weak bisimulations are both sound and complete with respect to the equivalences induced by CSL and the sub-logic of CSL without next operator respectively. We then consider a standard extension of CSL, and show that it and its sub-logic without $\mathcal{X}$ can be fully characterized by strong and weak bisimulations respectively over arbitrary CTMDPs.

1 Introduction

Recently, continuous-time Markov decision processes (CTMDPs) have received extensive attention in the model checking community, see for example [5, 39, 27, 28, 12, 31]. Analysis techniques for CTMDPs suffer especially from the state space explosion problem. Thus, as for other stochastic models, bisimulation relations have been proposed for CTMDPs. In [27], strong bisimulation was shown to be sound with respect to the continuous-time stochastic logic [2] (CSL). This result guarantees that one can first reduce a CTMDP up to bisimulation equivalence before analysing it. On the other hand, as indicated in [27], strong bisimulation is not complete with respect to CSL, i.e., logically equivalent states might be not bisimilar.

CTMDPs extend Markov decision processes (MDPs) with exponential sojourn time distributions, and subsume models such as labelled transition systems and Markov chains as well. While linear and branching time equivalences have been studied for these sub-models [38, 37, 6, 34], we extend these results to the setting of CTMDPs. In this paper we study strong and weak bisimulation relations for CTMDPs, and the logical characterization problem of these relations with respect to CSL and its sub-logics.

We start with a slightly coarser notion of strong bisimulation than the one in [27], and then propose weak bisimulation for CTMDPs. We study the relationship between strong and weak bisimulations and the logical equivalences induced by CSL and CSL\textsetminus\mathcal{X} – the sub-logic of CSL without next operators. Our first contribution is to identify a subclass of CTMDPs under which our strong and weak bisimulations coincide with CSL.
and CSL\_X equivalences respectively. We discuss then how this class of CTMDPs can be efficiently determined, and moreover, we argue that most models arising in practice are among this class.

As for labelled transition systems and MDPs, we also define an extension of CSL, called CSL\(^*\), which is more distinguishable than CSL. Surprisingly, CSL\(^*\) is able to fully characterize strong bisimulation over arbitrary CTMDPs, similarly for the sublogic without next operator and weak bisimulation.

Since CTMDPs can be seen as models combining MDPs and continuous-time Markov Chains (CTMCs), we will discuss the downward compatibility of the relations with those for MDPs [32] and CTMCs in [6]. Summarizing, the paper contains the following contributions:

1. We extend strong probabilistic bisimulation defined in [32] over probabilistic automata to CTMDPs, and then prove that it coincides with CSL equivalence for a subclass of CTMDPs;
2. We propose a scheme to determine the subclass of CTMDPs efficiently, and show that many models in practice are in this subclass;
3. We introduce a new notion of weak bisimulation for CTMDPs, and show its characterization results with respect to CSL\_X;
4. We present a standard extension of CSL that is shown to be both sound and complete with respect to strong and weak bisimulations for arbitrary CTMDPs.

Related work. Logical characterizations of bisimulations have been studied extensively for stochastic models. For CTMCs, CSL characterizes strong bisimulation, while CSL without next operator characterizes weak bisimulation [6]. Our results in this paper are conservative extensions for both strong and weak bisimulations from CTMCs to CTMDPs. In [18], the results are extended to CTMCs with continuous state spaces.

For CTMDPs, the first logical characterization result is presented in [27]. It is shown that strong bisimulation is sound, but not complete with respect to CSL equivalence. In this paper, we introduce strong and weak bisimulation relations for CTMDPs. For a subclass of CTMDPs, i.e., those without 2-step recurrent states, we show that they are also complete for CSL and CSL\_X equivalences respectively.

For probabilistic automata (PAs), Hennessy-Milner logic has been extended to characterize bisimulations in [23, 15, 21]. In [17], Desharnais et al. have shown that weak bisimulation agrees with PCTL\(^*\) equivalence for alternative PAs. Another related paper for PAs is our previous paper [34], in which we have introduced \(i\)-depth bisimulations to characterize logical equivalences induced by PCTL\(^*\) and its sub-logics.

All proofs are found in the full version of this paper [35].

Organization of the paper. Section 2 recalls the definition of CTMDPs and the logic CSL. Variants of bisimulation relations and their corresponding logical characterization results are studied in Section 3. In Section 4 we present the extension of CSL that fully characterizes strong and weak bisimulations. We discuss in Section 5 related work with MDPs and CTMCs. Section 6 concludes the paper.
2 Preliminaries

For a finite set \( S \), a distribution is a function \( \mu : S \to [0,1] \) satisfying \( |\mu| := \sum_{s \in S} \mu(s) = 1 \). We denote by \( \text{Dist}(S) \) the set of distributions over \( S \). We shall use \( s, r, t, \ldots \) and \( \mu, \nu, \ldots \) to range over \( S \) and \( \text{Dist}(S) \), respectively. The support of \( \mu \) is defined by \( \text{Supp}(\mu) = \{ s \in S \mid \mu(s) > 0 \} \). Given a finite set of non-negative real numbers \( \{ \mu_j \}_{j \in J} \) and distributions \( \{ \mu_j \}_{j \in J} \) such that \( \sum_{j \in J} p_i = 1 \) for each \( i \neq J \), \( \sum_{j \in J} \mu_j \cdot \mu_j \) is the distribution such that \( \sum_{j \in J} (\mu_j \cdot \mu_j)(s) = \sum_{j \in J} \mu_j \cdot \mu_j(s) \) for each \( s \in S \). For an equivalence relation \( \mathcal{R} \) over \( S \), we write \( \mu \mathcal{R} \nu \) if it holds that \( \mu(C) = \nu(C) \) for all equivalence classes \( C \in S/\mathcal{R} \) where \( \mu(C) = \sum_{s \in C} \mu(s) \), and moreover \( [s]_{\mathcal{R}} = \{ r \mid s \mathcal{R} r \} \) is the equivalence class of \( S/\mathcal{R} \) containing \( s \). The subscript \( \mathcal{R} \) will be omitted if it is clear from the context. A distribution \( \mu \) is called Dirac if \( |\text{Supp}(\mu)| = 1 \), and we let \( \mathcal{D}_s \) denote the Dirac distribution such that \( \mathcal{D}_s(s) = 1 \). We let \( \mathbb{R}_\mathbb{R}^\geq \) and \( \mathbb{R}_\mathbb{R}^> \) denote the set of non-negative and positive real numbers respectively.

2.1 Continuous-time Markov Decision Processes

Below follows the definition of CTMDPs, which subsume both MDPs and CTMCs.

\textbf{Definition 1 (Continuous-time Markov Decision Processes).} A tuple \( \mathcal{C} = (S, \to, AP, L, s_0) \) is a CTMDP where \( s_0 \in S \) is the initial state, \( S \) is a finite but non-empty set of states, \( AP \) is a finite set of atomic propositions, \( L : S \to 2^{AP} \) is a labelling function, and \( \to \subseteq S \times \mathbb{R}_\mathbb{R}^\geq \times \text{Dist}(S) \) is a finite transition relation such that for each \( s \in S \), there exists \( \lambda \) and \( \mu \) with \( (s, \lambda, \mu) \in \to \).

From Definition 1 we can see that there are both non-deterministic and probabilistic transitions in a CTMDP. We write \( s \xrightarrow{\lambda, \mu} \) if \( (s, \lambda, \mu) \in \to \), where \( \lambda \) is called exit rate of the transition. Let \( \text{Suc}(s) = \{ r \mid \exists (s \xrightarrow{\lambda} \mu).\mu(r) > 0 \} \) denote the successor states of \( s \), and let \( \text{Suc}^*(s) \) be its transitive closure. A state \( s \) is said to be silent iff for all \( s_1, s_2 \in \text{Suc}^*(s), L(s_1) = L(s_2) \) and \( s_1 \xrightarrow{\lambda} \mu_1 \) implies \( s_2 \xrightarrow{\lambda} \mu_2 \). Intuitively, a state \( s \) is silent if all its reachable states have the same labels as \( s \). In addition, they have transitions with the same exit rates as transitions of \( s \). States like \( s \) are called silent, since it is not distinguishable from all its successors, either by labels or sojourn time of states. Therefore a silent state \( s \) and all its successors can be represented by a single state which is the same as \( s \) but with all its outgoing transitions leading to itself. A CTMC is a deterministic CTMDP satisfying the condition: \( s \xrightarrow{\lambda} \mu \) and \( s \xrightarrow{\lambda} \mu' \) imply \( \lambda = \lambda' \) and \( \mu = \mu' \) for any \( s \in S \).

2.2 Paths, Uniformization, and Measurable Schedulers

Let \( \mathcal{C} = (S, \to, AP, L, s_0) \) be a CTMDP fixed for the remainder of the paper. Let \( \text{Paths}^n(\mathcal{C}) = S \times (\mathbb{R}_\mathbb{R}^\geq \times S)^n \) denote the set containing paths of \( \mathcal{C} \) with length \( n \). The set of all finite paths of \( \mathcal{C} \) is the union of all finite paths \( \text{Paths}^* (\mathcal{C}) = \cup_{n \geq 0} \text{Paths}^n(\mathcal{C}) \). Moreover, \( \text{Paths}^\infty (\mathcal{C}) = S \times (\mathbb{R}_\mathbb{R}^\geq \times S)^\infty \) contains all infinite paths and \( \text{Paths} (\mathcal{C}) = \text{Paths}^* (\mathcal{C}) \cup \text{Paths}^\infty (\mathcal{C}) \) is the set of all (finite and infinite) paths of \( \mathcal{C} \). Intuitively, a path
is comprised of an alternation of states and their sojourn time. To simplify the discussion we introduce some notations. Given a path $\omega = s_0, t_0, s_1, t_1 \cdots s_n \in Paths^\omega(\mathcal{C})$, $|\omega| = n$ is the length of $\omega$, $\omega \downarrow = s_n$ is the last state of $\omega$, $\omega^i = s_0, t_0, \cdots, s_i$ is the prefix of $\omega$ ending at the $(i+1)$-th state, and $\omega^i = s_i, t_i, s_{i+1}, \cdots$ is the suffix of $\omega$ starting from the $(i+1)$-th state, and $\omega \cdot (t_n, s_{n+1})$ is the path obtained by extending $\omega$ with $(t_n, s_{n+1})$. Let $\omega^i = s_i$ denote the $(i+1)$-th state where $i \leq n$ and time($\omega, i$) = $t_i$ the sojourn time in the $(i+1)$-th state with $i < n$. Let $\omega @ t$ be the state at time $t$ in $\omega$, that is, $\omega @ t = \omega[j]$ where $j$ is the smallest index such that $\sum_{i=0}^j t_i > t$.

Moreover, $Steps(s) = \{(\lambda, \mu) \mid (s, \lambda, \mu) \in \rightarrow\}$ is the set of all available choices at state $s$. Let $\{I_i \subseteq [0, \infty)\}_{0 \leq i \leq k}$ denote a set of non-empty closed intervals, then $C(s_0, I_0, \cdots, I_k, s_{k+1})$ is the cylinder set of paths $\omega \in Paths^\omega(\mathcal{C})$ such that $\omega[i] = s_i$ for $0 \leq i \leq k + 1$ and time($\omega, i$) $\in I_i$ for $0 \leq i \leq k$. Let $\mathcal{G}_{Paths^\omega(\mathcal{C})}$ be the smallest $\sigma$ algebra on $Paths^\omega(\mathcal{C})$ containing all cylinder sets.

As shown in [4], model checking of CTMCs can be reduced to the problem of computing transient state probabilities, which can be solved efficiently, for instance by uniformization. In a uniformized CTMC, all states will evolve at the same speed, i.e., all transitions have the same exit rates. Similarly, we can also define uniformization of a CTMDP by uniformizing the exit rate of all its transitions. Below we recall the notion of uniformization for CTMDPs [12, 28].

**Definition 2 (Uniformization).** Given a CTMDP $\mathcal{C} = (S, \rightarrow, AP, L, s_0)$, the uniformized CTMDP is denoted as $\mathcal{C}' = (\bar{S}, \bar{\rightarrow}, \bar{AP}, L, \bar{s}_0)$ where

1. $\bar{S} = \{\bar{s} \mid s \in S\}$, $\bar{s}_0 \in \bar{S}$ is the initial state,
2. $\bar{L}(\bar{s}) = L(s)$ for each $s \in S$, and
3. $(\bar{s}, \bar{E}, \bar{\mu}) \in \bar{\rightarrow}$ iff there exists $(s, \lambda, \mu) \in \bar{\rightarrow}$ and $\bar{\mu} = \frac{\lambda}{L(s)} \cdot \mu' + (1 - \frac{\lambda}{L(s)}) \cdot \mathcal{D}_s$ such that $\mu'(\bar{r}) = \mu(r)$ for each $r \in \text{Supp}(\mu)$.

Here $E$ is the uniformization rate for $\mathcal{C}$, which is a real number equal or greater than all the rates appearing in $\mathcal{C}$.

By uniformization for each transition $(s, \lambda, \mu)$ we add a self loop to $s$ with rate equal to $E$ minus the original rate $\lambda$. After uniformization every state will have a unique exit rate on all its transitions. As we will show later, this transformation will not change the properties we are interested in under certain classes of schedulers.

Due to the existence of non-deterministic choices in CTMDPs, we need to resolve them to define probability measures. As usual, non-deterministic choices in CTMDPs are resolved by schedulers (or policies or adversaries), which generate a distribution over the available transitions based on the given history information. Different classes of schedulers can be defined depending on the information a scheduler can use in order to choose the next transition. However not all of them are suitable for our purposes, which we will explain later. In this paper, we shall focus on one specific class of schedulers, called measurable total time positional schedulers (TTP) [28], which is defined as follows:

**Definition 3 (Schedulers).** A scheduler $\pi : S \times R^{\geq 0} \times (R^{\geq 0} \times \text{Dist}(S)) \mapsto [0, 1]$ is measurable if $\pi(s, t, \cdot) \in \text{Dist}(Steps(s))$ for all $(s, t) \in S \times R^{\geq 0}$ and $\pi(\cdot, tr)$ are measurable for all $tr \in 2^{(R^{\geq 0} \times \text{Dist}(S))}$, where
- $\pi(s, t, \cdot)$ is a distribution such that $\pi(s, t, \cdot)(\lambda, \mu) = \pi(s, t, \lambda, \mu)$, and
- $\pi(\cdot, tr): (S \times R^\geq 0) \mapsto [0, 1]$ is a function such that for each $(s, t) \in S \times R^\geq 0$, it holds $\pi(\cdot, tr)(s, t) = \sum_{(\lambda, \mu) \in tr} \pi(s, t, \lambda, \mu)$.

The schedulers defined in Definition 3 are total time positional, since they make decisions only based on the current state and total elapsed time, which are the first and second parameters of $\pi$ respectively. The third parameter and fourth parameter of $\pi$ denote the rate and the resulting distribution of the chosen transition respectively. Given the current state $s$, the total elapsed time $t$, and a transition $(\lambda, \mu)$, $\pi$ will return the probability with which $(\lambda, \mu)$ will be chosen. This is a special case of the general definition of schedulers, which can make decisions based on the full history, for instance visited states and the sojourn time at each state. Given a scheduler $\pi$, a unique probability measure $Pr_{\pi,s}$ can be determined on the $\sigma$-algebra $\mathcal{F}_{Paths}^\infty(C)$ inductively as below: $Pr_{\pi,s}(C(s_0, I_0, \cdot, s_n), tt) =$

$$
\begin{cases}
1 & n = 0 \land s = s_0 \quad (1a) \\
0 & s \neq s_0 \quad (1b) \\
\int_{t \in I_0} \sum_{(\lambda, \mu) \in tr} \pi(s_0, tt)(\lambda, \mu) \cdot \mu(s_1) \cdot \lambda e^{-\lambda t} \cdot Pr_{\pi,s_1} dt & \text{otherwise} \quad (1c)
\end{cases}
$$

where $Pr_{\pi,s_1}$ is an abbreviation of $Pr_{\pi,s_1}(C(s_1, \ldots, s_n), tt + t)$, $tr = \text{Steps}(s_0)$ and $tt$ is the parameter denoting the total elapsed time. One nice property of TTP schedulers is that uniformization does not change time-bounded reachability under TTP schedulers [28, 31]. This result can be extended to cover more properties like CSL $\setminus \chi$ and CSL $\setminus \chi^*$, which shall be introduced soon.

Besides TTP schedulers, there are other different classes of schedulers for CTMDPs, some of which are insensitive to uniformization, whereas some of which may gain or lose information after uniformization, i.e., properties of a CTMDP may be changed by uniformization. To avoid technical overhead in the presentation, we refer to [28] for an in-depth discussion of these different classes of schedulers and their relation to uniformization.

### 2.3 Continuous Stochastic Logic

Logical formulas are important for verification purpose, since they offer a rigorous and unambiguous way to express properties one may want to check. Probabilistic computation tree logic (PCTL) [19] is often used to express properties of probabilistic systems. In order to deal with probabilistic systems with exponential sojourn time distributions like CTMCs and CTMDPs, the continuous stochastic logic (CSL) was introduced to reason about CTMCs [2, 4], and recently extended to reason about CTMDPs in [27]. CSL contains both state\(^4\) and path formulas whose syntax is defined by the following BNFs:

$$
\varphi ::= a \mid \neg \varphi \mid \varphi \land \varphi \mid P_{dep}(\psi),
\psi ::= X^t \varphi \mid \varphi U^t \varphi,
$$

\(^4\)The steady-state operator is omitted in this paper for simplicity of presentation.
where $a \in AP$, $p \in [0, 1]$, $\prec \in \{<, \leq, \geq, >\}$, and $I \subseteq [0, \infty)$ is a non-empty closed interval.

We use $s \models \varphi$ to denote that $s$ satisfies the state formula $\varphi$, while $\omega \models \psi$ denotes that $\omega$ satisfies the path formula $\psi$. The satisfaction relation for atomic proposition and Boolean operators is standard. Below we give the satisfaction relation for the remaining state and path formulas:

$s_0 \models P_{\prec \succ p}(\psi)$ iff $\forall \pi. \Pr_{\pi,s_0}(\{\omega \in \text{Paths}^\infty(C) \mid \omega \models \psi\}) \succ p,$

$\omega \models X^I \varphi$ iff $\omega[1] \models \varphi \land \text{time}(\omega, 0) \in I,$

$\omega \models \varphi_1 \mathcal{U}^I \varphi_2$ iff $\exists i. \left( \sum_{0 \leq j < i} \text{time}(\omega, j) \in I \land \omega[i] \models \varphi_2 \land (\forall 0 \leq j < i. \omega[j] \models \varphi_1) \right).$

Intuitively, a state $s_0$ satisfies $P_{\prec \succ p}(\psi)$ iff no matter how we schedule the transitions of $s_0$ and its successors, the probability of paths starting from $s_0$ and satisfying $\psi$ is always $\succ p$. This operator has the same semantics as in PCTL. Compared to PCTL, the main difference arises in the semantics of the path formulas. Given a path $\omega$, we say $\omega \models X^I \varphi$, iff the second state in $\omega$ satisfies $\varphi$, moreover the sojourn time in the first state of $\omega$ is within the time interval $I$. We say $\omega \models \varphi_1 \mathcal{U}^I \varphi_2$, iff along $\omega$, a state satisfying $\varphi_2$ can be reached at some time point in $I$, and all the preceding states if any satisfy $\varphi_1$. If all time bounds are defined to be equal to $(0, \infty)$, i.e., removing time restrictions, CSL will degenerate to PCTL.

Different from [4] where the semantics of CSL is continuous, in this paper we consider pointwise semantics of CSL. This is mainly because the semantics of CSL* introduced in Section 4 is also pointwise. However, results in Section 3 are also valid if we consider continuous semantics.

**Logic Equivalences.** Let $\mathcal{L}$ denote some logic. We say that $s$ and $r$ are $\mathcal{L}$-equivalent, denoted by $s \sim_{\mathcal{L}} r$, if they satisfy the same set of $\mathcal{L}$ state formulas, that is, $s \models \varphi$ iff $r \models \varphi$ for all state formulas $\varphi$ in $\mathcal{L}$, similarly for $\sim_{\mathcal{L},X}$, where $\mathcal{L},X$ denotes the sublogic of $\mathcal{L}$ without the $X^I$ operator. In this paper, $\mathcal{L}$ will denote either CSL or CSL*, which we shall introduce in Section 4.

### 3 Bisimilarity and CSL Equivalence

In this section, we first introduce the concept of strong bisimulation for CTMDPs, which can be seen as a variant of strong bisimulation for MDPs. Then we define a sub-class of CTMDPs, called non 2-step recurrent CTMDPs, and show that strong bisimulation can be fully characterized by CSL for non 2-step recurrent CTMDPs. We extend the work to the weak setting and show similar results for weak bisimulation. Finally, we propose an efficient scheme to determine non 2-step recurrent CTMDPs and we show that almost all CTMDP models in practice fall into this class.

#### 3.1 Strong Bisimulation

The definition of strong bisimulation we shall introduce in this section slightly generalizes the one introduced in [27]. The reason is that we adopt the notion of combined
transitions, used in [32] to define strong probabilistic bisimulation for PAs. Combined transitions allow transitions induced by convex combinations of several transitions. We shall lift its definition to the setting of CTMDPs. Let \( s \xrightarrow{\lambda} \mu \) iff there exists \( \{ s \xrightarrow{\lambda} \mu_j \}_{j \in J} \) and \( \{ p_j \}_{j \in J} \) such that \( \sum_{j \in J} p_j = 1 \), and \( \sum_{j \in J} p_j \cdot \mu_j = \mu \). The combined transitions of a CTMDP are almost the same as those for PAs except we need to take care of the rate of each transition. Here we only allow to combine transitions with the same rate, otherwise we may change non-trivial properties of a CTMDP, which we will explain soon. Below follows the definition of strong bisimulation:

**Definition 4 (Strong Bisimulation).** Let \( \mathcal{R} \subseteq S \times S \) be an equivalence relation. \( \mathcal{R} \) is a strong bisimulation iff \( s \mathcal{R} r \) implies that \( L(s) = L(r) \) and for each \( s \xrightarrow{\lambda} \mu \), there exists \( r \xrightarrow{\lambda} \mu' \) such that \( \mu \mathcal{R} \mu' \).

We write \( s \sim r \) whenever there exists a strong bisimulation \( \mathcal{R} \) such that \( s \mathcal{R} r \). Let strong bisimilarity \( \sim \) denote the largest strong bisimulation, which is equal to the union of all strong bisimulation relations.

For \( s \) and \( r \) to be strong bisimilar, the same set of atomic propositions should hold at \( s \) and \( r \). Furthermore, \( s \) should be able to mimic \( r \) stepwise and vice versa, that is, whenever \( s \) has a transition with label \( \lambda \) leading to a distribution \( \mu \), \( r \) should also be able to perform a (combined) transition with the same label to a distribution \( \nu \) such that \( \mu \) and \( \nu \) match with each other, i.e., \( \mu \) and \( \nu \) assign the same probability to each equivalence class \( C \in S/\mathcal{R} \). Strong bisimulation defined in Definition 4 is a conservative extension of strong probabilistic bisimulation for PAs defined in [32], in the sense that it coincides with strong probabilistic bisimulation if we replace \( \lambda \) with actions.

The relation defined above is slightly coarser than the one considered in [27], where the combined transition \( r \xrightarrow{\lambda} \mu' \) is replaced by the normal transition \( r \xrightarrow{\lambda} \mu' \). In [27], it was also shown that strong bisimulation is only sound but not complete with respect to CSL equivalence. Even though our definition of strong bisimulation is slightly coarser, it is still too fine for CSL equivalence as shown in the following theorem:

**Theorem 1 ([27]).** \( \sim \subseteq \sim_{\text{CSL}} \).

The proof in [27] can be directly adapted to prove the soundness of our slightly more general strong bisimulation. The inclusion in Theorem 1 is strict which is illustrated by the following example:

**Example 1.** Suppose we are given two states \( s_0 \) and \( r_0 \) of a CTMDP depicted in Fig. 1 (a) and (b) respectively, where all states have different atomic propositions except \( L(s_0) = L(r_0) \). Assume \( u_i \) are silent for \( i = 1, 2, 3 \), our aim is to show that \( s_0 \) and \( r_0 \) satisfy the same set of CSL formulas, while they are not strong bisimilar by Definition 4.

We first show that \( s_0 \sim_{\text{CSL}} r_0 \), i.e., \( s_0 \models \varphi \) implies \( r_0 \models \varphi \) for any \( \varphi \) and vice versa. The only non-trivial cases are the time-bounded reachabilities from \( s_0 \) and \( r_0 \) to states in \( C \subseteq \{ u_1, u_2, u_3 \} \). For instance the maximal probability from \( s_0 \) to \( \{ u_2, u_3 \} \) in time interval \([a, b]\) is equal to \( 0.7 \cdot (e^{-a} - e^{-b}) \), irrelevant of the middle transition of \( r_0 \). Similarly, we can check that for other \( C \), the maximal (or minimal) probabilities from \( s_0 \) and \( r_0 \) to \( C \) in time interval \( I \) are all independent from the middle transition of \( r_0 \). Therefore we conclude that \( s_0 \sim_{\text{CSL}} r_0 \).
Secondly, we show that it does not hold that $s_0 \sim r_0$ according to Definition 4. We prove by contradiction. Assume that there exists a strong bisimulation $R$ such that $s_0 R r_0$. By Definition 4, for the middle transition of $r_0$, i.e., $r_0 \xrightarrow{1} \mu'$ where $\mu'(u_1) = 0.4$, $\mu'(u_2) = 0.3$, and $\mu'(u_3) = 0.3$, we need to find a transition $s_0 \xrightarrow{p} \mu$ of $s_0$ such that $\mu R \mu'$. Since $u_1$, $u_2$, and $u_3$ have different atomic propositions, $(u_i, u_j) \notin R$ for any $1 \leq i \neq j \leq 3$. Therefore the only possibility is that $\mu(u_1) = 0.4$, $\mu(u_2) = 0.3$, and $\mu(u_3) = 0.3$. However that is impossible, such $\mu$ cannot be the resulting distribution of any (combined) transition of $s_0$. Otherwise there would exist $w_1, w_2 > 0$ such that $w_1 + w_2 = 1$, $0.3 \cdot w_1 + 0.5 \cdot w_2 = 0.4$, and $0.3 \cdot w_1 + 0.4 \cdot w_2 = 0.3$ according to the definition of combined transition, which is clearly not possible. Hence we conclude that $s_0 \not\sim r_0$, and $\sim$ is finer than $\sim_{\text{CSL}}$. \hfill \qed

In [31] randomized schedulers allow to combine transitions with different rates, i.e., the combined transition is defined as: $s \xrightarrow{\lambda} \mu$ iff there exist $\{s \xrightarrow{\lambda_i} \mu_i\}_{i \in I}$ and $\{p_i\}_{i \in I}$ such that $\sum_{i \in I} p_i \cdot \lambda_i = \lambda$ and $\sum_{i \in I} p_i \cdot \mu_i = \mu$, where $p_i \in [0, 1]$ for each $i \in I$ and $\sum_{i \in I} p_i = 1$. By adopting this definition of combined transition in Definition 4, we will obtain a coarser strong bisimulation. However it turns out that this new definition of strong bisimulation is too coarse for CSL equivalence, since there exist two states.
which are strong bisimilar according to the new definition, but they satisfy different CSL formulas. Refer to the following example:

**Example 2.** Suppose that we have two states \( s_1 \) and \( r_1 \) such that \( s_1 \) has two non-deterministic transitions which can evolve into \( u_1 \) with rates 1 or 4 respectively. The state \( r_1 \) is the same as \( s_1 \) except that it can evolve into \( u_1 \) with an extra transition of rate 2. Also we assume that \( L(s_1) = L(r_1) \) and \( u_1 \) is a silent state with \( L(u_1) \not\subseteq L(s_1) \).

Suppose that we adopt the new definition of combined transition in Definition 4 by allowing to combine transitions with different rates, we shall show that \( s_1 \) and \( r_1 \) are strong bisimilar, but they are not CSL-equivalent.

We first show that \( s_1 \) and \( r_1 \) are strong bisimilar. Let \( R \) be an equivalence relation only equating \( s_1 \) and \( r_1 \), it suffices to prove that \( R \) is a strong bisimulation. The only non-trivial case is when \( r_1 \xrightarrow{2} D_{u_1} \), we need to find a matching transition of \( s_1 \). Since we allow to combine transitions of different rates, a combined transition \( s_1 \xrightarrow{2p} D_{u_1} \) can be obtained by assigning weights \( \frac{2}{3} \) and \( \frac{1}{3} \) to transitions \( s_1 \xrightarrow{1} D_{u_3} \) and \( s_1 \xrightarrow{4} D_{u_1} \) respectively. Therefore we conclude that \( s_1 \) and \( r_1 \) are strong bisimilar.

Secondly, we show that \( s_1 \) and \( r_1 \) are not CSL equivalent. It suffices to find a formula \( \varphi \) such that \( s_1 \models \varphi \) but \( r_1 \not\models \varphi \). Let \( \psi = X^{[a,b]} L(u_1) \) where \( 0 < a < b \). The probabilities for paths starting from \( s_1 \) and satisfying \( \psi \) by choosing the transitions with rates 1, 2, and 4 are equal to \( e^{-a} - e^{-b}, e^{-2a} - e^{-2b}, \) and \( e^{-4a} - e^{-4b} \) respectively. We need only to find \( a \) and \( b \) such that \( e^{-2a} - e^{-2b} > \max\{ e^{-a} - e^{-b}, e^{-4a} - e^{-4b} \} \). Let \( a = 0.2 \) and \( b = 1 \), then \( e^{-a} - e^{-b} \approx 0.45, e^{-2a} - e^{-2b} \approx 0.53, \) and \( e^{-4a} - e^{-4b} \approx 0.43. \) Let \( \varphi = P_{<0.46}(X^{[0,2]} L(u_1)) \), obviously \( s_1 \models \varphi, \) but \( r_1 \not\models \varphi, \) which means that \( s_1 \) and \( r_1 \) are not CSL-equivalent. \( \square \)

Example 2 also shows that in order for two states satisfying the same CSL formulas, it is necessary for them to have transitions with the same exit rates, otherwise we can always find CSL formulas distinguishing them, which also justifies that we only allow to combine transitions with the same rate in Definition 4.

We have shown in Example 1 that \( \sim \) is not complete with respect to \( \sim_{\text{CSL}} \). However in the sequel we shall identify a special class of CTMDPs, in which the completeness holds. We first give two examples for inspiration:

**Example 3.** In this example, we show that, it is impossible to construct similar states as \( s_0 \) and \( r_0 \) in Example 1 such that they are not strong bisimilar but only have 2 distinct successors.

Let \( s_2 \) and \( r_2 \) denote the two states depicted in Fig. 2, where \( x \in [0,1] \) denotes an arbitrary or unknown probability and all states have different atomic propositions except that \( L(s_2) = L(r_2). \) Our aim is to show that states in form of \( s_2 \) and \( r_2 \) must be strong bisimilar, provided that \( s_2 \sim_{\text{CSL}} r_2. \) First we show that \( x \in \left[\frac{1}{4}, \frac{1}{2}\right) \) in order that \( s_2 \sim_{\text{CSL}} r_2. \) This is done by contradiction. Assume that \( x > \frac{1}{2} \) and let \( \psi = X^{[0,\infty]} (L(u_1)) \). Then the maximal probability of paths starting from \( s_2 \) and satisfying \( \psi \) is equal to \( \frac{1}{4}, \) while the maximal probability of paths starting from \( r_2 \) and satisfying \( \psi \) is equal to \( x. \) Since \( x > \frac{1}{2}, s_2 \models P_{\leq \frac{1}{4}}(\psi), \) while \( r_2 \not\models P_{\leq \frac{1}{4}}(\psi), \) therefore \( s_2 \not\sim_{\text{CSL}} r_2. \)

Similarly, we can show that it is not possible for \( x < \frac{1}{4}, \) hence it holds that \( x \in \left[\frac{1}{4}, \frac{1}{2}\right]. \)
Secondly, we show that \( s_2 \sim r_2 \) given that \( x \in \left[ \frac{1}{4}, \frac{3}{4} \right] \). Let \( \mathcal{R} \) be an equivalence relation only equating \( s_2 \) and \( r_2 \); it suffices to show that \( \mathcal{R} \) is a strong bisimulation according to Definition 4. Let \( \mu_1, \mu_2, \) and \( \mu_3 \) be distributions defined in Fig. 2. The only non-trivial case is when \( r_2 \xrightarrow{1} \mu_2 \), we need to show that there exists \( w_1 \) and \( w_2 \) such that \( w_1 + w_2 = 1 \), \( \langle w_1 \cdot \mu_1 + w_2 \cdot \mu_3 \rangle \mathcal{R} \mu_2 \). Let \( w_1 = 2 - 4x \) and \( w_2 = 4x - 1 \), it is easy to verify that \( w_1, w_2 \in [0, 1] \) and \( w_1 + w_2 = 1 \), since \( x \in \left[ \frac{1}{4}, \frac{3}{4} \right] \). Moreover, \( w_1 \cdot \mu_1 + w_2 \cdot \mu_3 = \mu_2 \), since \( w_1 \cdot \frac{3}{4} + w_2 \cdot \frac{1}{2} = x \) and \( w_1 \cdot \frac{3}{4} + w_2 \cdot \frac{1}{2} = 1 - x \). Therefore \( s_2 \xrightarrow{1} \mu_2 \) as desired, and \( \mathcal{R} \) is indeed a strong bisimulation. \( \square \)

In order for Example 1 being a valid counterexample for \( \sim_{\text{CSL}} \subseteq \sim \), we have made another assumption that \( u_i \) (\( i = 1, 2, 3 \)) are silent, i.e., they cannot evolve into other states not equivalent to themselves with positive probability. This assumption is also crucial which can be seen by the following example:

**Example 4.** Consider again the two states \( s_0 \) and \( r_0 \) introduced in Example 1, where we prove that \( s_0 \) and \( r_0 \) are CSL equivalent. Now suppose that \( u_3 \) is not silent, but can evolve into some state \( u_3' \) with rate 1, where \( u_3' \) is a state with different atomic propositions from all the others. We are going to show that \( s_0 \) and \( r_0 \) are not CSL equivalent anymore with this slight change. Consider the path formula: \( \psi = (L(s_0) \lor L(u_3)) \cup [0,b](L(u_2) \lor L(u_5')) \), we can show that the probabilities of paths starting from \( r_0 \) and satisfying \( \psi \) by choosing the left, middle, and right transitions are equal to: \( L = 0.3 \cdot w_1 + 0.4 \cdot w_2, M = 0.3 \cdot w_1 + 0.3 \cdot w_2, \) and \( R = 0.4 \cdot w_1 + 0.1 \cdot w_2 \) respectively, where \( w_1 = 1 - e^{-b} \) and \( w_2 = 1 - e^{-b} - b \cdot e^{-b} \). It suffices to find a \( b \) such that \( M < \min \{L, R\} \), which means that the middle transition of \( r_0 \) dominates the minimal probability of satisfying \( \psi \). Such \( b \) exists, for instance, by letting \( b = 1 \) we obtain: \( L \approx 0.295, M \approx 0.269, \) and \( R \approx 0.279 \), apparently, \( M < \min \{L, R\} \).

In other words, let \( b = 1 \) in \( \psi \), we have \( s_0 \models P_{\geq R}(\psi) \), but \( r_0 \not\models P_{\geq R}(\psi) \), since there exists a scheduler of \( r_0 \), i.e., the one choosing the middle transition of \( r_0 \) such that the probability of satisfying \( \psi \) is equal to \( M \), which is strictly less than \( R \). Therefore \( s_0 \not\sim_{\text{CSL}} r_0 \).

\( \square \)

In Example 1, we have shown that \( s_0 \) and \( r_0 \) satisfy the same CSL formulas, but they are not strong bisimilar. However in Examples 3 and 4, we show that without the two assumptions:
we can guarantee that either \(s_0\) and \(r_0\) are strong bisimilar, or they are not CSL equivalent. These intuitions lead us to the special class of CTMDPs, which we call non 2-step recurrent CTMDPs in the sequel.

**Definition 5 (2-step Recurrent).** Let \(\mathcal{R}\) be an equivalence relation on \(S\). A state \(s\) is said to be 2-step recurrent with respect to \(\mathcal{R}\) iff \(s\) is not silent, \(|\text{Suc}(s)| > 2\), and

\[
\exists(s \xrightarrow{\lambda} \mu),(\forall s' \in (\text{Supp}(\mu) \setminus \{s\})_R).\forall(s' \xrightarrow{\lambda'} \nu).\nu(C) = 1), \quad (r1)
\]

where \(C = ([s]_R \cup [s']_R)\).

We say \(C\) is 2-step recurrent with respect to \(\mathcal{R}\), iff there exists \(s \in S\) such that \(s\) is 2-step recurrent with respect to \(\mathcal{R}\), otherwise it is non 2-step recurrent with respect to \(\mathcal{R}\). Moreover, we say that \(s\) (or \(C\)) is (non) 2-step recurrent if it is (non) 2-step recurrent with respect to \(\sim_{\text{CSL}}\).

In other words, for a state \(s\) to be 2-step recurrent, it must be not silent and have more than 2 successors. Remind that each silent state can be replaced by a single state without changing properties of a CTMDP. After doing so, each silent state will only have one successor which is itself, so the requirement of non silence can be subsumed by \(|\text{Suc}(s)| > 2\) in this case. Let us explain the more involved condition given in Eq. \((r1)\).

Eq. \((r1)\) says that a 2-step recurrent state \(s\) must also satisfy: There exists \(s \xrightarrow{\lambda} \mu\) such that for all states in \(\text{Supp}(\mu)\) except those in \([s]_R\), they can only evolve into states equivalent to \(s\) or themselves.

**Example 5.** We show some examples of (non) 2-step recurrent states. First of all, states \(s_0\) and \(r_0\) in Example 1 are 2-step recurrent, since they are not silent and have more than 2 successors. Moreover all successors \(u_i\) \((i = 1, 2, 3)\) are silent, i.e., can only evolve into states which are CSL equivalent to themselves. However if we add an extra transition to \(u_3\) as in Example 4, \(s_0\) will be non 2-step recurrent, since \(u_3\) can reach the state \(u'_3\) with probability 1, where \(u'_3\) is not CSL equivalent to either \(u_3\) or \(s_0\). For similar reasons, \(r_0\) is also non 2-step recurrent.

Secondly, States \(s_1\) and \(r_1\) in Example 2 and \(s_2\) and \(r_2\) in Example 3 are trivially non 2-step recurrent, since the number of their successors is \(\leq 2\).

Definition 5 seems tricky, however, we shall show that there exists an efficient scheme to check whether a given CTMDP is 2-step recurrent or not. More importantly, we shall see later in Remark 1 that the class of non 2-step recurrent CTMDPs contains an important part of CTMDP models, in particular those found in practice.

Now we are ready to show the main contribution of this paper. By restricting to the set of non 2-step recurrent CTMDPs, we are able to prove that the classical strong bisimulation defined in Definition 4 is both sound and complete with respect to the CSL equivalence, which is formalized in the following theorem.

**Theorem 2.** If \(C\) is non 2-step recurrent, \(\sim = \sim_{\text{CSL}}\).
3.2 Weak Bisimulation

In this section we will introduce a novel notion of weak bisimulation for CTMDPs. Our definition of weak bisimulation is directly motivated by the well-known fact that uniformization does not alter time-bounded reachabilities for CTMDPs [28, 31] when TTP schedulers are considered. Similar as in Section 3.1, we also show that weak bisimulation is both sound and complete for CSL\_X over non 2-step recurrent CTMDPs. We shall introduce the definition of weak bisimulation first.

**Definition 6 (Weak bisimulation).** We say that states \( s \) and \( r \) in \( C \) are weak bisimilar, denoted by \( s \approx r \), whenever \( \bar{s} \sim \bar{r} \) in the uniformized CTMDP \( \bar{C} \).

The way we define weak bisimulation here is different from the definition of weak bisimulation for CTMCs in [6], where a conditional measure is considered, see Definition 7 for the detailed definition. Moreover we will show in Section 5.2 that for CTMCs our weak bisimulation coincides with weak bisimulation defined in [6]. Even though the resulting uniformized CTMDP depends on the chosen rate \( E \) as shown in Definition 2, it is worth mentioning that weak bisimulation given in Definition 6 is independent of \( E \). Since if two states are strong bisimilar in a uniformized CTMDP, they will be strong bisimilar in any uniformized CTMDP no matter which value we choose for \( E \).

The following lemma establishes some properties:

**Lemma 1.**

1. \( \sim \subseteq \approx \),
2. for uniformized CTMDPs, \( \sim = \approx \).

As we mentioned above, by uniformizing a CTMDP we will not change its satisfiability of CSL\_X provided that only TTP schedulers are considered. Therefore we have the following lemma saying that if two states satisfy the same formulas in CSL\_X, then they will satisfy the same formulas in CSL after uniformization and vice versa.

**Lemma 2.** \( s \sim_{\text{CSL}_X} r \) in \( C \) iff \( \bar{s} \sim_{\text{CSL}} \bar{r} \) in \( \bar{C} \).

The following theorem says that our weak bisimulation is sound for \( \sim_{\text{CSL}_X} \), and particularly when the given CTMDP is non 2-step recurrent, weak bisimulation can be used to fully characterize CSL\_X equivalence.

**Theorem 3.** \( \sim \subseteq \sim_{\text{CSL}_X} \). If \( \bar{C} \) is non 2-step recurrent, \( \sim = \sim_{\text{CSL}_X} \).

Theorem 3 works if we restrict to only TTP schedulers. However, this is not a restriction. Since it has been proved in [31, 11] that there always exists an optimal scheduler in TTP for any path property in CSL\_X.

3.3 Determining 2-step Recurrent CTMDPs

In Theorem 2 and 3, the completeness holds only for CTMDPs which are non 2-step recurrent. Hence it is important that 2-step recurrent CTMDPs can be checked efficiently. This section discusses a simple procedure for determining (non) 2-step recurrent CTMDPs. Before presenting the decision scheme, we shall introduce the following lemma, which holds by applying the definition of 2-step recurrent CTMDPs directly:
Lemma 3. Given two equivalence relations $\mathcal{R}$ and $\mathcal{R}'$ over $S$ such that $\mathcal{R} \subseteq \mathcal{R}'$, if $C$ is 2-step recurrent with respect to $\mathcal{R}$, then it is 2-step recurrent with respect to $\mathcal{R}'$, or equivalently if $C$ is non 2-step recurrent with respect to $\mathcal{R}'$, then it is non 2-step recurrent with respect to $\mathcal{R}$.

Lemma 3 suggests a simple way to check whether a given CTMDP $C$ is 2-step recurrent. Given an arbitrary equivalence relation $\mathcal{R}$ such that $\sim \subseteq \sim_{\text{CSL}} \subseteq \mathcal{R}$, by Lemma 3, we can first check whether $C$ is 2-step recurrent with respect to $\mathcal{R}$. Proper candidates for $\mathcal{R}$ should be as fine as possible, but also can be determined efficiently. For instance, we can let $\mathcal{R} = \{(s, r) \mid L(s) = L(r)\}$, or a finer equivalence relation defined as follows: $s \mathcal{R} r$ iff for each $C \in S/\mathcal{R}$ and $s \xrightarrow{\lambda} \mu$, there exists $r \xrightarrow{\lambda} \mu'$ such that $\mu'(C) \geq \mu(C)$. Such $\mathcal{R}$ is coarser than $\sim_{\text{CSL}}$, and can be computed efficiently in polynomial time.

If $C$ is not 2-step recurrent with respect to $\mathcal{R}$, we know that $C$ is non 2-step recurrent with respect to $\sim_{\text{CSL}}$ either. Otherwise we continue to check whether $C$ is 2-step recurrent with respect to $\sim$, if the answer is yes, then $C$ is 2-step recurrent with respect to $\sim_{\text{CSL}}$ too. Note that $\sim$ can also be computed in polynomial time, see [40] for details.

In the remaining cases, namely when $C$ is 2-step recurrent with respect to $\mathcal{R}$, but not for $\sim$, we cannot conclude anything, instead the relation $\sim_{\text{CSL}}$ shall be computed first for a definite answer.

As we discussed above, sometimes we need to use $\sim_{\text{CSL}}$ to decide whether a given CTMDP is 2-step recurrent or not. But it turns out that $\sim_{\text{CSL}}$ is hard to compute in general. Actually, we can prove the following lemma showing that the decision of $\sim_{\text{CSL}}$ and $\sim_{\text{CSL}} \setminus X$ is NP-hard.

Lemma 4. It is NP-hard to decide whether $s \sim_{\text{CSL}} r$ and $s \sim_{\text{CSL}} \setminus X r$.

Remark 1. We have implemented the above described scheme to check whether some models in practice are 2-step recurrent or not. Even though the implemented classification scheme is not complete since we do not compute CSL equivalence, it has been shown quite useful in practice. Our initial experiments show that the non 2-step recurrent CTMDPs consist of most models in practice. For instance the models of “Erlang Stages” [41], “Stochastic Job Scheduling” [10], “Fault-Tolerant Work Station Cluster” [20, 24], and “European Train Control System” [7] are all non 2-step recurrent, which means that strong bisimulation coincides with $\sim_{\text{CSL}}$ on these models. To be more confident, we also checked MDP models from the PRISM [26] benchmark interpreted as CTMDP models by interpreting all probabilities as rates. We found that all of them are non 2-step recurrent.

4 Bisimilarity and CSL* Equivalence

In this section we study the relation between bisimilarity and CSL* equivalence. We first introduce CSL*, then show that strong bisimulation can be fully characterized by CSL* for arbitrary CTMDPs. Then we extend the work to weak bisimulation.
4.1 CSL*

As CTL* and PCTL* can be seen as extensions of CTL and PCTL respectively, CSL* can also be seen as an extension of CSL, where the path formula is defined by the Metric Temporal Logic (MTL) [25]. MTL extends linear temporal logic [30] by associating each temporal operator with a time interval. It is a popular logic used to specify properties of real-time systems and has been extensively studied in the literature [1, 29, 8, 22]. The logic MTL was also extended to CTMCs in [13], where the authors studied the problem of model checking CTMCs against MTL specifications. Formally, the syntax of CSL* is defined by the following BNFs:

\[ \varphi ::= a | \neg \varphi | \varphi \land \varphi | \mathcal{P}_{\text{gap}}(\psi), \]

\[ \psi ::= \varphi | \neg \psi | \psi \land \psi | \mathbf{X}^t \psi | \psi \mathbf{U}^t \psi. \]

The semantics of state formulas is the same as CSL, while the semantics of path formulas is more involved, since we may have different and embedded time bounds. As for MTL, there are two different semantics for the path formulas: continuous semantics and pointwise semantics. These two semantics make non-trivial differences in real-time systems, see [29] for details. We shall focus on the pointwise semantics as for CSL in this paper. Given a path \( \omega \) and a path formula \( \psi \) of CSL*, the satisfiability \( \omega \models \psi \) is defined inductively as follows: \( \omega \models a \) iff \( a \in L(\omega[0]) \), \( \omega \models \neg \psi \) iff \( \psi \not\models \omega \), \( \omega \models \psi_1 \land \psi_2 \) iff \( \omega_1 \land \omega_2 \models \psi_1 \land \psi_2 \), \( \omega \models \mathbf{X}^t \psi \) iff \( \omega_{|t} \models \psi \land \text{time}(\omega, 0) \in I \), and

\[ \omega \models \psi_1 \mathbf{U}^t \psi_2 \iff \exists i. (\omega_{|i} \models \psi_2 \land \sum_{0 \leq j < i} \text{time}(\omega, j) \in I \land (\forall 0 \leq j < i. \omega_{|j} \models \psi_1)). \]

4.2 Strong Bisimulation

In this section we prove the soundness and completeness of strong bisimulation with respect to CSL* equivalence. Different from CTL and its extension CTL*, whose equivalences coincide on labelled transition systems [9], the extension from CSL to CSL* is non-trivial, as we shall show in this section that CSL* can fully characterize strong bisimulation for arbitrary CTMDPs. We reconsider Example 1 for inspiration:

Example 6. Let \( s_0 \) and \( r_0 \) be the states introduced in Example 1, where we have shown that \( s_0 \) and \( r_0 \) are not bisimilar, but satisfy the same CSL formula. However if we consider CSL*, \( s_0 \) and \( r_0 \) are not CSL* equivalent. It suffices to find a formula \( \varphi \) in CSL* such that \( s_0 \models \varphi \), but \( r_0 \not\models \varphi \). Let \( \psi := (L(s_0) \cup (0.6, \infty) L(u_1)) \lor (L(s_0) \cup [1, \infty) L(u_3)), \) then the maximal probability of paths starting from \( s_0 \) and satisfying \( \psi \) is equal to \( \max\{0.3 \cdot e^{-0.6} + 0.4 \cdot e^{-1}, 0.5 \cdot e^{-0.6} + 0.1 \cdot e^{-1}\} < 0.312 \), while the probability for \( r_0 \) is equal to \( \max\{0.3 \cdot e^{-0.6} + 0.4 \cdot e^{-1}, 0.4 \cdot e^{-0.6} + 0.3 \cdot e^{-1}, 0.5 \cdot e^{-0.0} + 0.1 \cdot e^{-1}\} > 0.312, \) thus \( s_0 \models \mathcal{P}_{\leq 0.312}(\psi), \) while \( r_0 \not\models \mathcal{P}_{\leq 0.312}(\psi), \) which indicates \( s_0 \not\sim_{\text{CSL}*} r_0 \). Note \( \psi \) is not a valid formula in CSL, since it is the disjunction of two until operators. □

In the remainder of this section, we shall focus on the proof of \( \sim = \sim_{\text{CSL}*} \). First, we introduce the following lemma in [33]:
Lemma 5 (Theorem 5 [33]). Given a path formula $\psi$ of $\text{CSL}^*$ and a state $s$, there exists a set of cylinder sets $\text{Cyl}_s$ such that $\text{Sat}(\psi) = \bigcup_{C \in \text{Cyl}_s} C$.

As a direct result of Lemma 5, $\text{Sat}(\psi)$ is measurable for any path formula $\psi$ of $\text{CSL}^*$, as $\text{Sat}(\psi)$ can be represented by a countable set of measurable cylinders.

Now we are ready to present the main result of this section, i.e., strong bisimulation coincides with $\text{CSL}^*$ equivalence for arbitrary CTMDPs:

**Theorem 4.** For any CTMDP, $\sim = \sim_{\text{CSL}^*}$.

### 4.3 Weak Bisimulation

In this section we shall discuss the relation between weak bisimulation and the equivalence induced by $\text{CSL}^* \setminus \mathcal{X}$. Similar as in Section 4.2 for strong bisimulation, weak bisimulation can be fully characterized by $\text{CSL}^* \setminus \mathcal{X}$.

Since our weak bisimulation is defined as strong bisimulation on the uniformized CTMDPs, foremost we shall make sure that $\text{CSL}^* \setminus \mathcal{X}$ is preserved by uniformization under TTP schedulers, that is, we shall prove the following lemma:

**Lemma 6.** $s \sim_{\text{CSL}^* \setminus \mathcal{X}} r$ in $C$ iff $\bar{s} \sim_{\text{CSL}^* \setminus \mathcal{X}} \bar{r}$ in $\bar{C}$.

As a side contribution, we extend the result in [28, 31] and show that uniformization also does not change properties specified by $\text{CSL}^* \setminus \mathcal{X}$, provided TTP schedulers are considered. Given Lemma 6, the soundness and completeness of $\approx$ with respect to $\sim_{\text{CSL}^* \setminus \mathcal{X}}$ are then straightforward from Definition 6 and the fact that $\sim$ is both sound and complete with respect to $\text{CSL}^*$.

**Theorem 5.** For any CTMDP, $\approx = \sim_{\text{CSL}^* \setminus \mathcal{X}}$.

Currently, we only prove Theorem 5 with respect to TTP schedulers. However, the optimal scheduler for a $\text{CSL}^*$ formula may be not a TTP scheduler. Refer to the following example:

**Example 7.** Let $C$ be a CTMDP as in Fig. 3, where the letter on above of each state denotes its label. Moreover states $s_8$ and $s_9$ only have self-loop transitions which are omitted. Let $\psi = ((a \lor b) U d) \lor ((a \lor c) U e)$ be a path formula of $\text{CSL}^*$. We show that there exists a non-TTP scheduler $\pi$ such that

$$\Pr_{\pi, s_4} \{\omega \in \text{Paths}^\infty(C) \mid \omega \models \psi\} > \Pr_{\pi', s_4} \{\omega \in \text{Paths}^\infty(C) \mid \omega \models \psi\}$$

for any TTP scheduler $\pi'$. Let $I = [0, \infty]$. Since $\pi'$ is a TTP scheduler, it can only make decision based on the elapsed time and the current state. When at $s_7$, $\pi'$ will choose either the transition to $s_8$ or the transition to $s_9$ at each time point. Therefore the maximal probability of satisfying $\psi$ is 0.5. However for a general scheduler $\pi$, it can make decision based on the full history. For instance when at $s_7$, we can let $\pi$ choose the transition to $s_8$, if the previous state is $s_5$, otherwise $s_9$. Under this scheduler, the maximal probability of satisfying $\psi$ is equal to 1, which cannot be obtained by any TTP scheduler. From this example, we can see that an optimal scheduler for a $\text{CSL}^*$ formula may make it decision based on the elapsed time as well as the states visited.
Example 7 shows that it is not enough to consider TTP schedulers in the setting of CSL*. In [28] another class of schedulers called Total Time History dependent schedulers (TTH) is introduced. We conjecture that for TTH schedulers: i) they preserve CSL\(^*\)\(_X\) properties after uniformization, and ii) they are powerful enough to obtain optimal values for CSL\(^*\)\(_X\) properties. Condition i) guarantees that Theorem 5 is valid, while condition ii) makes Theorem 5 general enough. We leave the proof of the conjecture as our future work.

**Remark 2.** The expressiveness of CSL* may be considered too powerful in certain cases. For instance, path formulas like □(a ∨ [2, 10] b) \(^5\) will be satisfied with probability 0 for any CTMDP. In general, if ψ can only be satisfied with probability strictly less than 1, the probability of satisfying ψ forever will be 0 for any CTMDP.

In the other hand, a small fragment of CSL* is enough to characterize strong bisimulation. Let CSL\(^\lor\) denote the fragment of CSL* whose path formulas are defined by the following syntax: ψ ::= Xφ | ψ ∨ ψ. We have shown in [35] that = ~\(_{\text{CSL}^\lor}\) for any CTMDP. Therefore any subset of CSL* which subsumes CSL\(^\lor\) will be strong enough to fully characterize strong bisimulation.

## 5 Relation to MDPs and CTMCs

In this section, we compare related work on other stochastic models: MDPs and CTMCs.

### 5.1 Relation to (Weak) Bisimulation for MDPs

For MDPs, it is known that strong (probabilistic) bisimulation is only sound but not complete with respect to PCTL [32]—the counterpart of CSL in discrete setting. Differently, the completeness does not hold either even if we restrict to non 2-step recurrent MDPs, which can be defined in a straightforward way given Definition 5. Refer to the following example:

\[^5\] □ψ ≡ ¬((a ∧ ¬a) ∨ [0, ∞) ¬ψ) for some a, i.e., ψ holds forever.
Example 8. Let \( s_0 \) and \( r_0 \) be two states as in Example 4, which will be viewed as two states in an MDP. Moreover we assume that \( u'_3 \) only has a self loop. Since \( u'_3 \) has atomic propositions different from \( s_0 \) and \( u_3 \), therefore \( s_0 \) and \( r_0 \) are not 2-step recurrent. However \( s_0 \) and \( r_0 \) satisfy the same PCTL formulas, since the maximal and minimal probabilities from \( s_0 \) and \( r_0 \) to any subset of \( \{u_1, u_2, u_3, u'_3\} \) are the same.

As mentioned before, the middle transition of \( r_0 \) cannot be simulated by any combined transition of \( s_0 \), hence they are not strong probabilistic bisimilar. This indicates that strong (probabilistic) bisimulation is not complete with respect to PCTL equivalence even that the given MDP is non 2-step recurrent.

The counterpart of CSL* in discrete setting is PCTL* [3]. Similar as in the continuous case, the equivalence induced by PCTL* is strictly finer than \( \sim_{\text{PCTL}} \) [34]. However, different from the continuous case, \( \sim_{\text{PCTL}} \) is still coarser than strong (probabilistic) bisimulation for MDPs, that is, strong (probabilistic) bisimulation is not complete with respect to PCTL*:

Example 9. Let \( s_0 \) and \( r_0 \) be two states as in Example 1, where we have shown that \( s_0 \) and \( r_0 \) are neither strong bisimilar nor CSL equivalent. However in [34] \( s_0 \) and \( r_0 \) are shown to be PCTL* equivalent by viewing them as two states in an MDP. Therefore CSL* gains more expressiveness by adding time bounds to the logic.

The case for weak bisimulation is similar and omitted here.

5.2 Relation to (Weak) Bisimulation for CTMCs

In this section we show that our bisimulations are downward compatible to those for CTMCs. Different from CTMDPs, there is no non-deterministic transitions in CTMCs, i.e., each state has only one transition, which will be denoted by \( s \overset{\lambda_s}{\rightarrow} \mu_s \). The notion of weak bisimulation can be found in [6] for CTMCs, which is repeated as follows:

Definition 7 (Weak Bisimulation of CTMCs). For CTMCs, an equivalence relation \( R \) is a weak bisimulation iff for all \( s \equiv_r \mu_r \) it holds: i) \( L(s) = L(r) \), and ii) \( \lambda_s \cdot \mu_s(C) = \lambda_r \cdot \mu_r(C) \) for all equivalence classes \( C \neq [s]_R \).

States \( s, r \) are weak bisimilar, denoted by \( s \approx_{\text{CTMC}} r \), iff there exists a weak bisimulation \( R \) such that \( s \overset{\lambda_s}{\rightarrow} \mu_s \).

Strong bisimulation for CTMCs is defined if in addition \( \lambda_s \cdot \mu_s(C) = \lambda_r \cdot \mu_r(C) \) holds for \( C = [s]_R = [r]_R \) as well. States \( s, r \) are strong bisimilar, denoted by \( s \sim_{\text{CTMC}} r \), iff there exists a strong bisimulation \( R \) such that \( s \overset{\lambda_s}{\rightarrow} \mu_s \).

Below we prove that, restricted to CTMCs, our strong and weak bisimulations agree with strong and weak bisimulations for CTMCs, respectively:

Lemma 7. For CTMCs, it holds that \( \sim = \sim_{\text{CTMC}} \) and \( \approx = \approx_{\text{CTMC}} \).

The lemma above shows that \( \sim \) and \( \approx \) are conservative extensions of strong and weak bisimulations for CTMCs in [6], and so are their logical characterization results except that they only work on a subset of CTMDPs free of 2-step recurrent states.

Since CTMCs are sub-models of CTMDPs, Theorem 4 and 5 also hold for CTMCs. Together with Lemma 7, we have the following result:
Corollary 1. 1. $\sim_{\text{CSL}^*} = \sim_{\text{CTMC}} = \sim_{\text{CSL}}$
2. $\sim_{\text{CSL}^* \setminus X} = \approx_{\text{CTMC}} = \approx_{\text{CSL}^* \setminus X}$

Corollary 1 shows that CSL* gains no more distinguishing power than CSL on CTMCs without non-determinism, similarly for their sub-logics without the next operator.

6 Conclusion and Future Work

In this paper, we have proposed both strong and weak bisimulations for CTMDPs, which are shown to be able to fully characterize CSL and CSL$\setminus X$ equivalences respectively, but over non 2-step recurrent CTMDPs. For a standard extension of CSL – CSL*, we show that strong and weak bisimulations are both sound and complete with respect to CSL* and CSL$\setminus X$ respectively for arbitrary CTMDPs. Moreover, we give a simple scheme to determine non 2-step recurrent CTMDPs, and show almost all CTMDPs found in practice are non 2-step recurrent CTMDPs. We note that the work in this paper can be extended to the simulation setting in a straightforward way.

For future work we would like to consider the approximation of bisimulations and simulations on CTMDPs as well as their logic characterization, along [16]. Moreover, the model checking of CSL* against CTMCs and CTMDPs will be also worthwhile to exploit. Another interesting direction is to consider the continuous semantics of CSL*.
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A Proofs of Section 3

A.1 Proof of Theorem 2

Proof. Theorem 1, states the direction $\sim \subseteq \sim_{\text{CSL}}$, so here we only prove that $\sim_{\text{CSL}} \subseteq \sim$.

Let $\mathcal{R} = \sim_{\text{CSL}}$ and $s \mathcal{R} r$, where $\mathcal{R}$ is obviously an equivalence relation. We need to prove that $L(s) = L(r)$ and for each $s \xrightarrow{\lambda} \mu$, there exists $r \xrightarrow{\lambda'} \mu'$ such that $\mu \mathcal{R} \mu'$. The proof is along the same line as the proof of Theorem 4: we only need to consider the $|\text{Succ}(s)| > 2$, as the formula constructed there contains disjunctions.

Recall that in this theorem $C$ is non 2-step recurrent. Let $s_k \in \text{Supp}(\mu)$ be a state such that there exists $t \not\in [s] \cup [s_k]$, $s_k \xrightarrow{\lambda_2} \nu$ and $\nu(t) > 0$ for some $\lambda_2$ and $\nu$. Since $C$ is non 2-step recurrent, such $s_k$ always exists. Then the formula for case when $a_k \in \{b_k, c_k\}$ and $a_j \in \{c_j, b_j\}$ is given by:

$$\psi = (s \lor s_k) \cup s_j \lor t$$

We also distinguish the following three sub-cases:

\[ \lambda_1 = \lambda_2: \]

$$\begin{align*}
\rho_1 &= \rho \cdot (e^{-\lambda_1 a} - e^{-\lambda_1 b} + a\lambda_1 e^{-\lambda_1 a} - b\lambda_1 e^{-\lambda_1 b}) \\
\rho_2 &= (e^{-\lambda_1 a} - e^{-\lambda_1 b})
\end{align*}$$

then

- the probability of paths starting from $s$ satisfying $\psi$ by choosing transitions $s \xrightarrow{\lambda} \mu$ and $s_k \xrightarrow{\lambda_2} \nu$ is equal to $p(s, \mu) := a_j \cdot \rho_2 + a_k \cdot \rho_1$, and
- the probabilities of paths starting from $r$ satisfying $\psi$ by choosing transitions $r \xrightarrow{\lambda} \mu'$ and $r \xrightarrow{\lambda_2} \mu_2'$ and then $s_k \xrightarrow{\lambda_2} \nu$ are equal to $p(r, \nu_1) := b_j \cdot \rho_2 + b_k \cdot \rho_1$ and $p(r, \nu_2) = c_j \cdot \rho_2 + c_k \cdot \rho_1$ respectively.

As in Theorem 4, it is sufficient to prove that $\frac{\rho_1}{\rho_2} \in (0, \infty)$, which can be seen as follows:

- Let $b = \infty$, then $\frac{\rho_1}{\rho_2} = \rho \cdot (a\lambda_1 + 1)$ and it is easy to see that there exists $a, b$ such that $\frac{\rho_1}{\rho_2} \in [\rho, \infty)$.
- On the other hand let $a = 0$, then $\rho_1 = \rho \cdot (1 - e^{-\lambda_1 b} - b\lambda_1 e^{-\lambda_1 b})$ and $\rho_2 = 1 - e^{-\lambda_1 b}$, so $\frac{\rho_1}{\rho_2} = \rho \cdot (1 - \frac{b\lambda_1 e^{-\lambda_1 b}}{1 - e^{-\lambda_1 b}})$, note here that $\frac{b\lambda_1 e^{-\lambda_1 b}}{1 - e^{-\lambda_1 b}} \in (0, 1)$ since $\frac{b\lambda_1 e^{-\lambda_1 b}}{1 - e^{-\lambda_1 b}}$ can be arbitrary close to 1 when $b$ is close to 0, while $\frac{b\lambda_1 e^{-\lambda_1 b}}{1 - e^{-\lambda_1 b}}$ is arbitrary close to 0 as $b$ increases. As a result $\frac{\rho_1}{\rho_2} \in (0, \rho)$.

\[ \lambda_1 > \lambda_2: \]

Then $\rho_2$ will be the same as in the case when $\lambda_1 = \lambda_2$ and

$$\begin{align*}
\rho_1 &= \rho \left( \frac{\lambda_1}{\lambda_1 - \lambda_2} (e^{-\lambda_2 a} - e^{-\lambda_2 b}) - \frac{\lambda_2}{\lambda_1 - \lambda_2} (e^{-\lambda_1 a} - e^{-\lambda_1 b}) \right).
\end{align*}$$

Therefore

$$\begin{align*}
\frac{\rho_1}{\rho_2} &= \rho \left( \frac{\lambda_1}{\lambda_1 - \lambda_2} \left( e^{-\lambda_2 a} - e^{-\lambda_2 b} \right) - \frac{\lambda_2}{\lambda_1 - \lambda_2} \left( e^{-\lambda_1 a} - e^{-\lambda_1 b} \right) \right).
\end{align*}$$

When $\lambda_1 > \lambda_2$, $\frac{\lambda_1}{\lambda_1 - \lambda_2} \left( e^{-\lambda_2 a} - e^{-\lambda_2 b} \right) \in (\frac{\lambda_2}{\lambda_1}, \infty)$, thus $\frac{\rho_1}{\rho_2} \in (0, \infty).$ The remaining arguments are the same as in the case when $\lambda_1 = \lambda_2$. 
\(\lambda_1 < \lambda_2\): This case is similar as the above case and is omitted.

Thus there always exists \(0 \leq a \leq b\) such that paths starting from \(r\) will satisfy \(\psi\) with higher probability than \(s\) for some \(a, b\), therefore \(s \not\sim_{\text{CSL}} r\), which contradict the assumption. \(\square\)

### A.2 Proof of Lemma 1

**Proof.**

1. Let \(R \sim\) and \(s R r\). To show that \(\sim\) implies \(\approx\), it is enough to prove that \(R\) is a weak bisimulation. Let \(s \xrightarrow{E} \mu\), according to Definition 6 we need to prove that there exists \(\bar{r} \xrightarrow{E} \nu\) such that \(\mu R \nu\). By Definition 2, \(s \xrightarrow{E} \mu\) iff there exists \(s \xrightarrow{\lambda} \mu'\) such that \(\mu = \frac{\lambda}{E} \cdot \mu' + \frac{E-\lambda}{E} \cdot \psi\). Since \(s \sim r\), there exists \(r \xrightarrow{\lambda'} \nu'\) such that \(\mu' R \nu'\). Note that \(r \xrightarrow{\lambda'} \nu'\) implies \(r \xrightarrow{E} \nu'\) which implies \(\mu R \nu\). Thus there always exists \(s \xrightarrow{\bar{r}} \mu\) which implies \(s R \bar{r}\) as required.

2. The proof of Clause 2 is straightforward from Definition 6. \(\square\)

### A.3 Proof of Lemma 2

**Proof.** We first prove that if \(C\) is a CTMC, then \(s \sim_{\text{CSL} \setminus \chi} r\) in \(C\) iff \(\bar{s} \sim_{\text{CSL}} \bar{r}\) in \(\bar{C}\). Since uniformization preserves the satisfiability of \(\text{CSL} \setminus \chi\), we have \(\bar{s} \sim_{\text{CSL} \setminus \chi} \bar{r}\).

Let \(R \sim_{\text{CSL} \setminus \chi}\) and \(\bar{s} R \bar{r}\). According to [6], CSL equivalence coincides with strong bisimulation on CTMCs, therefore it suffices to prove that \(R\) is a strong bisimulation. Let \(\lambda\) denote the exit rate of \(\bar{s}\) and \(\bar{r}\), and \(\lambda_{\bar{s}}\) denote the rate from \(\bar{s}\) to states in \([\bar{s}]_R\) i.e. \(\lambda_{\bar{s}} = \lambda \cdot \mu([\bar{s}]_R)\) where \(\bar{s} \xrightarrow{\lambda} \mu\). We need to prove that there exists \(\bar{r} \xrightarrow{\lambda} \nu\) such that \(\mu R \nu\).

The case when \(\lambda_{\bar{s}} = \lambda\) is trivial, we assume that \(\lambda > \lambda_{\bar{s}}\).

In the following proof, we let \(\varphi_C\) be a formula such that \(\text{Sat}(\varphi_C) = C\) where \(C\) is a \(R\) closed set. Now we are going to prove that \(\lambda_{\bar{s}} = \lambda_{\bar{r}}\) i.e. the rates for \(s\) and \(r\) leaving to states in equivalence classes different from \([\bar{s}]_R\) are equal. Let \(\bar{C} = \bar{S} \setminus [\bar{s}]_R\), then \(s \models P_{\geq p}(\varphi_{[\bar{s}]_R} \cup^{[a,b]} \varphi_C)\) where \(p = e^{-\lambda a} - e^{-\lambda b}\) and \(\lambda' = \lambda - \lambda_{\bar{s}}\). Since \(\bar{s} \sim_{\text{CSL} \setminus \chi} \bar{r}\), we have \(r \models P_{\geq p}(\varphi_{[\bar{s}]_R} \cup^{[a,b]} \varphi_C)\) for any \(0 \leq a < b\). Therefore \(\lambda - \lambda_{\bar{s}} = \lambda - \lambda_{\bar{r}}\) which implies \(\lambda_{\bar{s}} = \lambda_{\bar{r}}\).

Let \(C \in \bar{S}/R\) be an equivalence relation such that \(\bar{s} \notin C\), we know that \(\bar{s} \models \varphi := P_{\geq p}(\varphi_{[\bar{s}]_R} \cup^{[a,b]} \varphi_C)\) where

\[
p = \frac{\lambda \cdot \mu(C)}{\lambda - \lambda_{\bar{s}}} \cdot (e^{-\lambda a} - e^{-\lambda b}).
\]

Since \(\bar{s} \sim_{\text{CSL} \setminus \chi} \bar{r}\), we have \(\bar{r} \models \varphi\). We show that it must be the case that \(\mu(C) = \nu(C)\).

We prove by contradiction and distinguish the following cases:

1. \(\mu(C) < \nu(C)\). Let \(a = 0\) and \(b = \infty\), then \(p = \frac{\lambda \mu(C)}{\lambda - \lambda_{\bar{s}}}\). The probability of the paths starting from \(r\) satisfying \(\varphi_{[\bar{s}]_R} \cup^{[a,b]} \varphi_C\) is \(\frac{\lambda \nu(C)}{\lambda - \lambda_{\bar{s}}}\) which is apparently greater than \(p\), given that we have proved that \(\lambda_{\bar{s}} = \lambda_{\bar{r}}\). Therefore \(r \models \varphi = \text{Sat}(\varphi_C) = C\) which is a contradiction.

2. \(\nu(C) < \mu(C)\). Let \(a = \infty\) and \(b = 0\), then \(p = \frac{\lambda \mu(C)}{\lambda - \lambda_{\bar{s}}}\). The probability of the paths starting from \(s\) satisfying \(\varphi_{[\bar{s}]_R} \cup^{[a,b]} \varphi_C\) is \(\frac{\lambda \nu(C)}{\lambda - \lambda_{\bar{s}}}\) which is apparently greater than \(p\), given that we have proved that \(\lambda_{\bar{s}} = \lambda_{\bar{r}}\). Therefore \(s \models \varphi = \text{Sat}(\varphi_C) = C\) which is a contradiction.

Therefore there always exists \(0 \leq a \leq b\) such that paths starting from \(r\) will satisfy \(\psi\) with higher probability than \(s\) for some \(a, b\), therefore \(s \not\sim_{\text{CSL}} r\), which contradict the assumption. \(\square\)
\( \mathcal{P}_{\geq p^\prime} (\varphi_{[a,b]} \cup [a,b]) \), but \( s \not\mathcal{P}_{\geq p^\prime} (\varphi_{[a,b]} \cup [a,b]) \) where \( p^\prime = \frac{\lambda_\nu(C)}{\lambda_\nu(C) - \lambda_\nu} \), this contradicts with our assumption.

2. \( \mu(C) > \nu(C) \). This case is similar as the first case by letting \( a = 0 \) and \( b = \infty \), thus is omitted here.

Consequently, we have that \( \mu(C) = \nu(C) \) for each \( C \in \bar{S}/R \) except for \([s]_R\), moreover \( \lambda_{s} = \lambda_{\bar{r}} \), hence \( \mu \ R \nu \) and \( R \) is a strong bisimulation. According to [6] where it is was shown that \( \sim \) is both sound and complete for \( \sim_{CSL \\lambda \times} \) on CTMC, thus \( s \sim_{CSL \\lambda \times} \bar{r} \).

We now generalize the result to CTMDPs. If \( s \sim_{CSL \\lambda \times} r \), then \( s \sim_{CSL \\lambda \times} \bar{r} \). Since in a uniformized CTMDP, every execution of \( C \) guided by a given scheduler can be seen as a CTMC, thus \( s \sim_{CSL \ \lambda \times} \bar{r} \) based on the above result.

\[ \square \]

### A.4 Proof of Theorem 3

**Proof.** Since in Theorem 2, we have shown that \( \sim = \sim_{CSL} \) provided that \( C \) is non 2-step recurrent. The proof is straightforward since:

\[
(s \approx r) \overset{Def. 6}{\iff} (\bar{s} \sim \bar{r}) \overset{Thm. 2}{\iff} (\bar{s} \sim_{CSL} \bar{r}) \overset{Lem. 2}{\iff} (s \sim_{CSL} \lambda \times r).
\]

\[ \square \]

### A.5 Proof of Lemma 3

**Proof.** Straightforward from Definition 5. The first two cases are simple since they do not depend on the given relation. We only need to check the third condition. Since \( R \subseteq R' \) implies \([s]_R \subseteq [s]_{R'} \) for any \( s \). Therefore if there exists \( s \xrightarrow{\lambda} \mu \) such that for all \( s' \in \text{Supp} \mu \) and \( \lambda \mu \), we always have \( \nu(C) = 1 \) where \( C = [s]_R \cup [s']_R \), it must be the case that \( \nu(C') = 1 \) where \( C' = [s]_{R'} \cup [s']_{R'} \), since \( C \subseteq C' \).

\[ \square \]

### A.6 Proof of Lemma 4

**Proof.** Our proof is inspired by the reduction used in the long version of [36]. We sketch the proof here.

Consider the subset sum problem which is known to be NP-hard [14]: Given a set of \( n \) integers \( \{k_1, \ldots, k_n\} \), is there a non-empty subset whose sum is equal to 0. Note any subset sum problem can be reduced to the following problem by dividing each \( k_i \) by \( \frac{1}{4^n} \cdot \max\{|k_i|\} \) where \( 1 \leq i \leq n \): Given \( n \) decimal numbers \( w_1, \ldots, w_n \) such that \( w_i \in [-\frac{1}{4^n}, \frac{1}{4^n}] \) for each \( i \in [1, n] \), we can find a set \( I \subseteq [1, n] \) such that \( \sum_{i \in I} w_i = 0 \). We show that this problem can also be transformed to a problem of deciding the negation of \( \sim_{CSL} \) by constructing a CTMDP as follows: Suppose we have states \( s_0, s' \), \( r \), and \( \{s_i\}_{1 \leq i \leq n} \), all of which have distinct atomic propositions except \( L(s_0) = L(s_0') \), and moreover they only have a self loop transition with rate 1 except: \( s_0 \xrightarrow{1} \mu, s_0' \xrightarrow{1} \nu_1 \), and \( s'_0 \xrightarrow{1} \nu_2 \), where for each \( 1 \leq i \leq n \)

- \( \mu(s_i) = |w_i| + \epsilon \) with \( \epsilon = 10^{-2n} \),
- \( \nu_1(s_i) = w_i + |w_i| \),
- \( \nu_2(s_i) = -w_i + |w_i| \).
Moreover let \( \mu(r) = 1 - \sum_{1 \leq i \leq n} (|w_i| + \epsilon) \), \( \nu_1(r) = 1 - \sum_{1 \leq i \leq n} (|w_i| + |w_i|) \), and \( \nu_2(r) = 1 - \sum_{1 \leq i \leq n} (-w_i + |w_i|) \). Clearly \( \mu \), \( \nu_1 \), and \( \nu_2 \) are full distributions. In order to check whether \( s_0 \sim_{\text{CSL}} s_0' \), the only non-trivial cases are formulas like \( \mathcal{P}_{\geq 2}(\psi) \), where \( \psi = \top \cup \left[ a, b \right] \left( \forall s \in C \right) \) for some \( C \subseteq \{ s_i \}_{1 \leq i \leq n} \cup \{ r \} \). Since the probabilities of paths starting from \( s_0 \) and \( s_0' \) satisfying \( \psi \) by choosing transitions to \( \mu \), \( \nu_1 \), and \( \nu_2 \) are equal to: \( \mu(E) \cdot (e^{-a} - e^{-b}) \), \( \nu_1(E) \cdot (e^{-a} - e^{-b}) \), and \( \nu_2(E) \cdot (e^{-a} - e^{-b}) \) respectively, \( s_0 \sim_{\text{CSL}} s_0' \) iff there exists \( E \) such that \( \mu(E) > \nu_1(E) \) and \( \mu(E) > \nu_2(E) \). We distinguish the following two cases:

1. \( r \notin E \) i.e. there exists \( I \subseteq [1, n] \) such that \( E = \{ s_i \mid i \in I \} \).

   In this case we will have
   \[
   \sum_{i \in I} \mu(s_i) > \sum_{i \in I} \nu_1(s_i), \quad \sum_{i \in I} \mu(s_i) > \sum_{i \in I} \nu_2(s_i),
   \]
   which implies
   \[
   \sum_{i \in I} (\epsilon + |w_i|) > \sum_{i \in I} (|w_i| + |w_i|), \quad \sum_{i \in I} (\epsilon + |w_i|) > \sum_{i \in I} (-w_i + |w_i|),
   \]
   which implies
   \[
   \sum_{i \in I} w_i < \epsilon \cdot |E|, \quad -\sum_{i \in I} w_i < \epsilon \cdot |E|.
   \]
   Since \( \epsilon \cdot |E| < 10^{-2n} \cdot n < \frac{1}{2} \), the only possibility for both \( \sum_{i \in I} w_i < \epsilon \cdot |E| \) and \( -\sum_{i \in I} w_i < \epsilon \cdot |E| \) hold is that \( \sum_{i \in I} w_i = 0 \).

2. \( r \in E \) i.e. there exists \( I \subseteq [1, n] \) such that \( E = \{ s_i \mid i \in I \} \cup \{ r \} \).

   In this case we will have
   \[
   \mu(r) + \sum_{i \in I} \mu(s_i) > \nu_1(r) + \sum_{i \in I} \nu_1(s_i),
   \]
   \[
   \mu(r) + \sum_{i \in I} \mu(s_i) > \nu_2(r) + \sum_{i \in I} \nu_2(s_i),
   \]
   which implies
   \[
   1 - \sum_{1 \leq i \leq n} (\epsilon + |w_i|) + \sum_{i \in I} (\epsilon + |w_i|) > 1 - \sum_{1 \leq i \leq n} (|w_i| + |w_i|) + \sum_{i \in I} (|w_i| + |w_i|),
   \]
   \[
   1 - \sum_{1 \leq i \leq n} (\epsilon + |w_i|) + \sum_{i \in I} (\epsilon + |w_i|) > 1 - \sum_{1 \leq i \leq n} (-w_i + |w_i|) + \sum_{i \in I} (-w_i + |w_i|),
   \]
   which implies
   \[
   -\epsilon \cdot |\bar{I}| > \sum_{i \in I} w_i,
   \]
   \[
   -\epsilon \cdot |\bar{I}| > -\sum_{i \in I} w_i,
   \]
   where \( \bar{I} = [1, n] \setminus I \), which holds iff \( \bar{I} = \emptyset \), but this contradicts that \( \mu(E) = \nu_1(E) = \nu_2(E) = 1 \).
In conclusion, $s_0 \not\sim_{\text{CSL}} s'_0$ iff there exist $I \subseteq [1, n]$ such that $\sum_{i \in I} w_i = 0$. Since the reduction is polynomial, we can say that it is NP-hard to decide $\not\sim_{\text{CSL}}$, which implies that the decision of $\sim_{\text{CSL}}$ is also NP-hard.

The above proof can also be applied to prove that deciding $\sim \text{CSL}_X$ is NP-hard.

\[\square\]

**B Proofs of Section 4**

**B.1 Proof of Theorem 4**

The proof of Theorem 4 is divided into the following lemmas:

**Lemma 8.** $s \sim r$ implies $s \sim_{\text{CSL}^*} r$ for any $s$ and $r$ i.e. $\sim \subseteq \sim_{\text{CSL}^*}$.

**Proof.** We shall show that $s \sim r$ implies $s \sim_{\text{CSL}^*} r$ for any $s$ and $r$, that is, $s \sim r$ and $s \models \varphi$ implies that $r \models \varphi$ for any $\varphi$. Given two cylinders $C_1$ and $C_2$, we say that $C_1$ and $C_2$ are strong bisimilar, written as $C_1 \sim C_2$, iff $|C_1| = |C_2|$, and $C_1[i] \sim C_2[i]$ for each $0 \leq i \leq |C_1|$, and $\text{time}(C_1, i) = \text{time}(C_2, i)$ for each $0 \leq i < |C_1|$. Similarly, we can define strong bisimulation of paths.

As usual we prove the following two things simultaneously:

1. $s \models \varphi$ iff $r \models \varphi$ for any $\varphi$, provided that $s \sim r$;
2. $\omega_1 \models \psi$ iff $\omega_2 \models \psi$ for any $\psi$, provided that $\omega_1 \sim \omega_2$.

We only show the proof for case when $\varphi = \mathcal{P}_{\geq q}(\psi)$ and $\psi = \psi_1 \cup \psi_2$, since all the other cases are either trivial or similar. Suppose that $s \models \varphi$ i.e. for all schedulers $\pi$, $Pr_{\pi,s}(\text{Sat}(\psi)) \geq q$, we shall prove that $Pr_{\pi,r}(\text{Sat}(\psi)) \geq q$ for any scheduler $\pi$ of $r$. According to Lemma 5, the set of paths starting from $s$ and satisfying $\psi$ can be represented by a set of cylinders $\text{Cyls}$. By induction hypothesis, $\text{Sat}(\psi)$ is closed, thus for any $C \in \text{Cyls}$, $|C| \subseteq \text{Sat}(\psi)$. Since for any $C_1, C_2 \in \text{Cyls}$ such that $C_1 \cap C_2 \neq \emptyset$, there exists a set of disjoint cylinders $\{C'_i\}$ such that $|C'_i| = C_1 \cup C_2$, so any $\text{Cyls}$ can be transformed to an equivalent set of disjoint cylinders. In the sequel we assume that $\text{Cyls}$ contains only disjoint cylinders, therefore

$$Pr_{\pi,s}(\{\omega \in \text{Paths}^{\infty} \mid \omega \models \psi\}) = \sum_{C \in \text{Cyls}} Pr_{\pi,s}(C),$$

for any scheduler $\pi$. As a result, it suffices to prove that for each scheduler $\pi_1$ of $s$, there exists a scheduler $\pi_2$ of $r$ such that $Pr_{\pi_1,s}([C]_{\sim}) = Pr_{\pi_2,r}([C]_{\sim})$ for each $C \in \text{Cyls}$.

Let $C = C(s_0, I_0, \ldots, I_{n-1}, s_n)$ where $s_0 = s$, we prove by induction on $n$. The base case when $n = 0$ is trivial. Assume that $n > 0$, then according to Eq. (1c), $Pr_{\pi_1,s}([C]_{\sim}) = Pr_{\pi_1,s}([C]_{\sim}, 0) = \int_{t \in t_0} \sum_{t \in t_0} \pi(s, 0)(\lambda, \mu) \cdot \mu(s') \cdot \lambda e^{-\lambda t} \cdot Pr_{\pi,s'}([C']_{\sim}, t)dt,$

where $t_0 = \text{Steps}(s)$ and $C' = C(s_1, I_1, \ldots, s_n)$. Since $s \sim r$, for each $(\lambda, \mu) \in t_0$ there exists $r \sim \nu$ such that $\mu \sim \nu$. Let $\pi_2$ mimic exactly what $\pi_1$ does when at
Lemma 9. \( s \sim_{\text{CSL}^*} r \) implies \( s \sim r \) for any \( s \) and \( r \) i.e. \( \sim_{\text{CSL}^*} \subseteq \sim \).

Proof. First we define a sub-logic of CSL*, called CSL\(^v\), whose state formulas are the same as CSL*, while its path formulas are defined by the following BNFs:

\[
\psi ::= X \varphi \mid \psi \lor \psi,
\]

that is, the only path formula of CSL\(^v\) is the disjunction of several next operators.

Secondly, we prove that \( \sim_{\text{CSL}^v} \subseteq \sim \). Let \( \mathcal{R} = \{ (s, r) \mid s \sim_{\text{CSL}^v} r \} \) and \( s \mathcal{R} r \), where \( \mathcal{R} \) is obviously an equivalence relation. The proof of \( L(s) = L(r) \) is trivial and omitted here. It suffices now to prove that for each \( s \xrightarrow{\lambda} \mu \), there exists \( r \xrightarrow{\lambda} \mu' \) such that \( \mu(C) = \mu'(C) = 1 \) for some \( \mathcal{R} \)-closed set \( C \).

To prove the claim we let \( \{ \lambda_i \mid r \xrightarrow{\lambda_i} \mu_i \land \mu'_i(C) = 1 \}_{1 \leq i \leq n} \). We proceed by contradiction and assume that there does not exist \( i \) such that \( \lambda_i = \lambda \). Without loss of generality, we assume that \( n = 2 \). There are three cases we should consider here:

1. \( \lambda_1 < \lambda_2 < \lambda \). Let \( \varphi_C \) be a formula such that \( \text{Sat}(\varphi_C) = C \), since \( C \) is \( \mathcal{R} \) closed, \( \varphi_C \) always exists. Let \( \psi = X^{[0,b]} \varphi_C \), then the maximal probability of paths starting from \( s \) satisfying \( \psi \) is equal to \( 1 - e^{-\lambda_2 b} \), while the probability for \( r \) is \( 1 - e^{-\lambda b} \), which is obviously less than \( 1 - e^{-\lambda_2 b} \). Therefore there exists \( p = 1 - e^{-\lambda_2 b} \), such that \( s \models P_{\leq p}(\psi) \), but \( r \not\models P_{\leq p}(\psi) \), which contradicts the assumption that \( s \sim_{\text{CSL}^v} r \).

2. \( \lambda < \lambda_1 < \lambda_2 \). This case is similar with the above case and omitted here.

3. \( \lambda_1 < \lambda < \lambda_2 \). Let \( f(x) = e^{-ax} - e^{-bx} \), then \( df/dx = b \cdot e^{-bx} - a \cdot e^{-ax} \). We solve the inequation \( df/dx > 0 \), and get \( x < \ln(b/a)/(b - a) \), which means that if \( x_1 < x_2 \leq \ln(b/a)/(b - a) \) or \( x_1 > x_2 \geq \ln(b/a)/(b - a) \), we have

\[
e^{-ax_1} > e^{-ax_2} > e^{-bx_1} - e^{-bx_2}.
\]

Let \( a, b \) be two real numbers such that \( \lambda = \frac{\ln(b/a)}{b - a} \), it thus holds that

\[
e^{-\lambda a} - e^{-\lambda b} > \max\{e^{-\lambda_1 a} - e^{-\lambda_1 b}, e^{-\lambda_2 a} - e^{-\lambda_2 b}\}.
\]

Therefore there also exists \( p \) such that \( s \models P_{\leq p}(\psi) \), but \( r \not\models P_{\leq p}(\psi) \), which contradicts the assumption. Thus, we have the claim.

To proceed with the proof of the main theorem, we show that for each \( s \xrightarrow{\lambda_1} \mu \), there exists \( r \xrightarrow{\lambda_2} \mu' \) such that \( \mu \mathcal{R} \mu' \). Due to the above proven claim, it is enough to focus on transitions with same rates. We proceed by contradiction, and assume there exists a set of transitions \( \{ \mu'_i \mid r \xrightarrow{\lambda_i} \mu'_i \} \) with \( 1 \leq i \leq n \), but there does not exist \( \{ w_i \in [0, 1] \} \) such that \( \mu \mathcal{R} \mu' \) where \( \mu' = \sum_{1 \leq i \leq n} w_i \cdot \mu'_i \). In order to get a contradiction, we need to find a formula \( \varphi \) which is satisfied by \( s \) but not \( r \), or the other way around. We consider the following cases:
1. $s_1$, i.e. $s$ is a silent state. This case is impossible since all the derivations of $s$ will stay in the same equivalence class $[s]$, as well as $r$, thus there exists $r \xrightarrow{\lambda_1 \tau_p} \nu$ such that $\mu([s]) = \nu([s]) = 1$.

2. $\text{Suc}(s) \leq 2$ i.e. there exists at most two equivalence classes $C_1, C_2 \subseteq C$ such that $\mu(C_1 \cup C_2) = 1$, in other words, $\mu(C_1) = 1 - \mu(C_2)$. In case of $\text{Suc}(s)$ is a singleton set, we simply set $k \leq 1$. Let $\mu^*_1(C_1) \leq \mu^*_2(C_1) < \mu(C_1)$. Let $\psi = X^{[0, \infty)} \varphi_{C_1}$, the maximal probability of paths starting from $r$ satisfying $\psi$ is $\mu(C_1)$, while the maximal probability for $s$ is $\mu^*_2(C_1)$ less than $\mu(C_1)$, thus there exists $p$ such that $s \models \mathcal{P}_{\leq \mu}(\psi)$, but $r \not\models \mathcal{P}_{\leq \mu}(\psi)$, which contradict the assumption.

(b) $\mu^*_2(C_1) \geq \mu^*_1(C_1) > \mu(C_1)$. This case is similar with the case above, and is omitted here.

(c) $\mu^*_1(C_1) \leq \mu(C_1) \leq \mu^*_2(C_1)$. In this case we can make sure that there exists $w_1, w_2$ such that $w_1 + w_2 = 1$ and $w_1 \cdot \mu^*_1(C_1) + w_2 \cdot \mu^*_2(C_1) = \mu(C_1)$, therefore

\[
\begin{align*}
  w_1 \cdot \mu^*_1(C_2) + w_2 \cdot \mu^*_2(C_2) &= w_1 \cdot (1 - \mu^*_1(C_1)) + w_2 \cdot (1 - \mu^*_2(C_1)) \\
  &= w_1 + w_2 - (w_1 \cdot \mu^*_1(C_1) + w_2 \cdot \mu^*_2(C_1)) \\
  &= 1 - \mu^*(C_1) = \mu(C_2)
\end{align*}
\]

thus $(w_1, \mu^*_1 + w_2, \mu^*_2) = \mu'$ such that $\mu R \mu'$ as we expect. Note this cannot be generalized to the case when $\text{Suc}(s) > 2$.

3. We consider the – most involved – remaining case: $\text{Suc}(s) > 2$. Note that every combined transition of $r$ can be seen as a combined transition of two other (combined) transitions of $r$. We fix two arbitrary (combined) transitions of $r$: $r \xrightarrow{\lambda_1 \tau_p} \mu^*_1$ and $r \xrightarrow{\lambda_1 \tau_p} \mu^*_2$, thus

\[
\forall 0 \leq w_1, w_2 \leq 1. \quad w_1 + w_2 = 1
\]

and $\mu R (w_1 \cdot \mu^*_1 + w_2 \cdot \mu^*_2)$.

Let $\text{Supp}(\mu) = \{s_1, s_2, \ldots, s_n\}$. For simplicity we assume that $s_1, \ldots, s_n$ belong to different equivalence classes. For $1 \leq i \leq n$, define: $\mu(s_i) = a_i, \mu'(s_i) = b_i$, and $\mu_2'(s_i) = c_i$. According to Eq. (2), for each $k$ there exist $1 \leq j \neq k \leq n$ such that there does not exist $0 \leq w_1, w_2 \leq 1$ with $w_1 + w_2 = 1$ such that $w_1 \cdot b_k + w_2 \cdot c_k = a_k$ and $w_1 \cdot b_j + w_2 \cdot c_j = a_j$, otherwise $\mu R (w_1 \mu^*_1 + w_2 \mu^*_2)$ which contradicts Eq. (2). The idea now is then to construct a formula $\varphi$ which is satisfied by $s$ but not $r$. There are several cases to be considered depending on whether $a_k \in [b_k, c_k]$ and/or $a_j \in [b_j, c_j]$. Most of the cases are trivial except when $a_k \in (b_k, c_k)$ and $a_j \in (c_j, b_j)$ with $c_k \geq b_k$ and $b_j \geq c_j$. For instance if $a_k > b_k, c_k$, $s$ will evolve into $s_k$ with higher probability than $r$, so $\varphi$ is easy to give.

Let $\psi := (X^{[a, b]} s_j) \lor (X^{[a', b']} s_k)$, where the names of states are used as abbreviations of the state formulas characterizing the equivalence classes where they are located. Then the probability of paths starting from $s$ satisfying $\psi$ by choosing transition $s \xrightarrow{\lambda_1} \mu$ is equal to $p(s, \mu) := a_j \cdot \rho_2 + a_k \cdot \rho_1$, where $\rho_1 = (e^{-\lambda_1 a} - e^{-\lambda_1 b})$.
and \( \rho_2 = (e^{-\lambda_1 a'} - e^{-\lambda_1 b'}) \). Similarly, the probabilities of paths starting from \( r \) satisfying \( \psi \) by choosing transitions \( r \xrightarrow{\lambda_1} \mu'_1 \) and \( r \xrightarrow{\lambda_1} \mu'_2 \) are equal to \( p(r, \mu'_1) := b_j \cdot \rho_2 + b_k \cdot \rho_1 \) and \( p(r, \mu'_2) := c_j \cdot \rho_2 + c_k \cdot \rho_1 \) respectively. Now it is sufficient to prove that we can always find \( 0 \leq a \leq b \) and \( 0 \leq a' \leq b' \) such that \( p(s, \mu) > \max\{p(r, \mu'_1), p(r, \mu'_2)\} \).

(a) \( \frac{b_j - a_j}{a_k - b_k} < \frac{a_i - c_i}{c_k - a_k} \): Let \( \frac{b_j}{a_k - b_k} \in (\frac{b_j - a_j}{a_k - b_k}, \frac{a_i - c_i}{c_k - a_k}) \), then we have \( a_k \cdot \rho_1 + a_j \cdot \rho_2 > \max\{b_k \cdot \rho_1 + b_j \cdot \rho_2, c_k \cdot \rho_1 + c_j \cdot \rho_2\} \) i.e. \( p(s, \mu) > \max\{p(r, \mu'_1), p(r, \mu'_2)\} \) as we shall prove. Note that \( \frac{a_i - c_i}{c_k - a_k} = \frac{a_k - b_k}{c_k - a_k} \) ranges over \([0, \infty)\) by choosing different values for \( a, b, a', \) and \( b' \), therefore the discriminating formula always exists, we get contradiction. The case when \( \frac{b_j}{a_k - b_k} = \frac{a_i - c_i}{c_k - a_k} \) can be proved in a similar way, and is omitted here.

(b) \( \frac{b_j - a_j}{a_k - b_k} = \frac{a_i - c_i}{c_k - a_k} \): This case is impossible, otherwise there exists \( 0 \leq w_1, w_2 \leq 1 \) such that \( w_1 \cdot b_k + w_2 \cdot c_k = a_k \) and \( w_1 \cdot b_j + w_2 \cdot c_j = a_j \) with \( w_1 + w_2 = 1 \), simply let \( w_1 = \frac{1}{k + 1} \) and \( w_2 = \frac{k}{k + 1} \) where \( k = \frac{a_k - b_k}{c_k - a_k} \).

Since CSL\(^\lor\) is a sub-logic of CSL\(^*\), trivially \( \sim_{\text{CSL}\lor} \subseteq \sim_{\text{CSL}\lor} \), therefore \( \sim_{\text{CSL}\lor} \subseteq \sim \), which completes the proof.

B.2 Proof of Lemma 6

Proof. Since in Lemma 5 we have shown that for any \( s \) and \( \psi \), the paths starting from \( s \) and satisfying \( \psi \) can be represented by a set of disjoint cylinders. It suffices to prove that for each \( \pi \) of \( s \), \( Pr_{\pi, s}(C) = Pr_{\bar{\pi}, \bar{s}} (\bar{C}) \) for each cylinder \( C \), where \( \bar{C} \) is a cylinder same as \( C \) except that \( C[i] = C' \) for each \( 0 \leq i \leq |C| \), and \( \bar{\pi} \) is the scheduler mimicking \( \pi \) stepwise. Let \( C = s_0, I_0, s_1, \ldots, s_n \), we shall prove by induction on \( n \). The case when \( n = 0 \) is trivial, since \( Pr_{\pi, s}(C) \) is either 1 or 0 depending on whether \( s_0 = s \). Suppose that \( n > 0 \), \( s_0 = s \), and \( I_0 = [a, b] \). Since it has been proved in [31, Sec. 6] that uniformization does not change time-bounded reachability, that is, the probability from \( s_0 \) to \( s_1 \) in time interval \( I \) is equal to the probability from \( s_0 \) to \( s_1 \) in time interval \( I \) for any \( I \). Let \( F(t) \) denote the probability from \( s_0 \) to \( s_1 \) in time interval \([0, t]\) given scheduler \( \pi \), and \( f(t) = \frac{dF(t)}{dt} \), that is, \( f(t) \) is the corresponding probability density function, similarly we can define \( \bar{F}(t) \) and \( \bar{f}(t) \). According to Eq. (1c), \( Pr_{\pi, s}(C) = Pr_{\pi, s}(C, 0) = \int_{t=0}^{t} f(t) \cdot Pr_{\pi, s}(C, t) dt \) and \( Pr_{\bar{\pi}, \bar{s}} (\bar{C}) = Pr_{\bar{\pi}, \bar{s}} (\bar{C}, 0) = \int_{t=0}^{t} \bar{f}(t) \cdot Pr_{\bar{\pi}, \bar{s}} (\bar{C}, t) dt \). Since \( F(t) = \bar{F}(t) \) for any \( t \), we have \( f(t) = \bar{f}(t) \) for any \( t \). By induction hypothesis, \( Pr_{\pi, s}(C, t) = Pr_{\bar{\pi}, \bar{s}} (\bar{C}, t) \) for any \( t \), thus

\[ f(t) \cdot Pr_{\pi, s}(C, t) = \bar{f}(t) \cdot Pr_{\bar{\pi}, \bar{s}} (\bar{C}, t) \]

for any \( t \), which indicates that \( Pr_{\pi, s}(C) = Pr_{\bar{\pi}, \bar{s}} (\bar{C}) \).

B.3 Proof of Section 5

Proof. The proof can be presented as the following chain:

\[ s \sim_r \bar{s} \sim \bar{r} \sim_{\text{CSL}^*} \bar{r} \sim_{\text{CSL}{\bar{r}}} \bar{s} \sim_{\text{CSL}{\bar{r}}} r. \]
C Proofs of Section 5.2

C.1 Proof of Lemma 7

Proof. The proof of \( \sim = \sim_{\text{CTMC}} \) is trivial, since in a CTMC there is only one transition for each state, thus we can simply replace \( \rightarrow_p \) with \( \rightarrow \). The condition \( \lambda_s \cdot \mu_s(C) = \lambda_r \cdot \mu_r(C) \) for each \( C \) coincides with the condition: i) \( \lambda_s = \lambda_r \), and ii) \( \mu_s \approx \mu_r \).

We first prove that \( \sim \) implies \( \approx_{\text{CTMC}} \). Let \( R = \approx \) and \( s \sim r \). We shall prove that \( R \) is a weak bisimulation as defined in Definition 7. Suppose that \( s \sim \mu_s \), we need to prove that \( r \rightsquigarrow \mu_r \) such that \( \lambda_s \cdot \mu_s(C) = \lambda_r \cdot \mu_r(C) \) for all \( C \in S/R \) with \( C \neq [s]_R = [r]_R \). According to Definition 6, \( s \approx r \) if \( s \sim r \). By Definition 2, if \( s \rightsquigarrow \mu_s \), then \( s \rightsquigarrow \mu \) such that \( \mu = \frac{E}{E} \cdot D_s + \frac{\lambda}{E} \cdot \mu_s \) where \( \mu_s \) is defined as expected. Therefore there exists \( \bar{\mu} \) such that \( \mu \sim \nu \) where \( \nu = \frac{E}{E} \cdot D_r + \frac{\lambda}{E} \cdot \mu_r \). Obviously if there exists \( C \in S/R \) such that \( \lambda_s \cdot \mu_s(C) \neq \lambda_r \cdot \mu_r(C) \), then \( \mu(C) \neq \nu(C) \) since \( \mu(C) = \frac{E}{E} \cdot \mu_s(C) \) and \( \nu(C) = \frac{E}{E} \cdot \mu_r(C) \), thus it is impossible for \( \mu \sim \nu \).

To show that \( \approx_{\text{CTMC}} \) implies \( \approx \), it is enough to show that \( R = \approx_{\text{CTMC}} \) is a weak bisimulation according to Definition 6, that is, we need show that \( R = \{ ([s], [r]) \mid s \approx_{\text{CTMC}} r \} \) is a strong bisimulation by Definition 4. Suppose that \( s \rightsquigarrow \mu_s \), then there exists \( s \rightsquigarrow \mu_s \) such that \( \mu = \frac{E}{E} \cdot D_s + \frac{\lambda}{E} \cdot \mu_s \). Since \( s \approx_{\text{CTMC}} r \), there exists \( r \rightsquigarrow \mu_r \) such that \( \lambda_s \cdot \mu_s(C) = \lambda_r \cdot \mu_r(C) \) for all equivalence class \( C \neq [s]_{\text{CTMC}} = [r]_{\text{CTMC}} \). Therefore there exists \( \bar{\nu} \) such that \( \nu = \frac{E}{E} \cdot D_r + \frac{\lambda}{E} \cdot \mu_r \), and \( \mu(C) = \nu(C) \) for all equivalence class \( C \neq [s]_R = [r]_R \), since \( \mu(C) = \frac{E}{E} \cdot \mu_s(C) \) and \( \nu(C) = \frac{E}{E} \cdot \mu_r(C) \) i.e. \( \mu \sim \nu \). \( \square \)