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Abstract—Logic optimization is an NP-hard problem commonly approached through hand-engineered heuristics. We propose to combine graph convolutional networks with reinforcement learning and a novel, scalable node embedding method to learn which local transforms should be applied to the logic graph. We show that this method achieves a similar size reduction as ABC on smaller circuits and outperforms it by 1.5–1.75× on larger random graphs.

I. INTRODUCTION & RELATED WORK

Logic synthesis is a crucial optimization step in the flow from the RTL description to the final GDS data. Minimizing the gate count of a logic circuit, even without timing constraints, is known to be NP-hard. With today’s available compute power, logic functions with only a few inputs have come within reach of optimal synthesis (e.g., using SAT solvers). The synthesis of larger circuits, however, remains in the hand of algorithms relying on heuristics.

Deep learning has revolutionized the field of computer vision and many others by replacing engineered heuristics with multi-layered learned heuristics, leading to dramatic leaps in the quality of results (QoR). In the following, we investigate how the game of logic optimization can be taught to graph convolutional neural networks (GCNs) operating on a graph representation of logic circuits using reinforcement learning (RL).

Two previous works have made first steps in this direction. DRILLS [2] has applied RL at a coarse-grained level to select which commands/heuristics of UC Berkeley’s ABC logic synthesis tool [3] should be applied, showing clear improvements in their QoR. Haaswijk et al. [4] have investigated the direct application of RL to GCNs for logic optimization based on majority-inverter graphs (MIGs), showing that they can achieve optimality for small logic functions by comparing the results against synthesis based on SAT solvers. This method has the key limitations that 1) its embedding method does not scale to larger circuits, requiring a larger embedding dimension as the circuit size increases, 2) it has to be trained on a graph with an identical number of nodes as the one to be optimized, and 3) it only applies a single action at one node of the graph, resulting in $O(N^2)$ compute time.

In this work, we combine RL with GCNs based on MIG logic graphs and focus on overcoming these limitations of [4]. Specifically, we contribute 1) a novel embedding method that is independent of the graph size while demonstrating its capability to achieve a high QoR; 2) a compact RL-based framework resulting in a GCN with only a few trainable parameters that enables inference on arbitrarily large graphs regardless of the graph size used during training; 3) a GCN that learns an optimized set of atomic actions for each node, applying local modifications at many nodes within the graph with each inference step; 4) an evaluation of our method that includes 500-node random logic circuits.

II. PROPOSED METHOD

Our method, shown in Fig. 1, performs logic synthesis on circuits composed by 3-input majority and inverter gates represented in our model as MIGs, whose algebra allows defining a sound and complete move set [5]. At every time step, the system applies the instructions provided by an RL agent which learns autonomously which transformations are best to apply to each circuit configuration. The training process is organized by episodes with a fixed number of steps. At episode start, an initial graph is generated and a sequence with sets of transformations is applied until episode end. The RL agent learns its policy by interacting with the environment. This is responsible for consistently applying the agent’s chosen legal transformations while blocking illegal transformation attempts. The latter includes handling collisions of simultaneous actions from distinct nodes. To help the agent explore the space more efficiently, we provide additional inference rules which ease applicability, mitigating the reward sparsity problem. In this setup, it is no longer needed to commute each node inputs in specific ways to allow action application. The environment
computes and sends to the agent the reward (size difference between initial and final graphs) achieved in an episode. Thus, all actions taken at episodes with size reduction are positively reinforced.

For a given node \( n_i \) of a MIG and a maximum adjacency depth \( d_{adj} \), we define the neighborhood \( N_i \) of \( n_i \) as the set of nodes \( n_j \) which are reachable from \( n_i \) traversing no more than \( d_{adj} \) edges. We define a state space \( S \) where \( s \in S \) represents any subgraph that can be observed by the GCN in \( N_i \). We call action any graph transformation that keeps intact the truth table of the MIG (legal move). These actions are selected by the agent (\( \Omega \) actions), or are always applied after each step (\( \Lambda \) actions), cf. Table I. Additionally, the identity action \( \Omega \cdot I \) is always applicable.

At every step of an episode, the agent observes the state of each node \( n_i \) in the MIG by performing a GCN forward pass. At each hidden layer, the network collects for each \( n_i \) features vectors (FVs) from adjacent nodes \( n_k \). The FVs of its 3 inputs are concatenated with 3 aggregated FVs for the output. The nodes connected to the output are binned based on its input port (0, 1, or 2) of the connection, then the FVs in each of the bins are summed up to produce the aggregated FVs. The resulting FVs are passed through linear layers and non-linearities, while the process is repeated for every layer. In this layout, the network explores for each \( n_i \) a broader \( N_i \) at each layer. Finally, the network outputs a distribution with action probabilities for each node given its state \( P(a \mid s) \), and the agent samples an action for each node. In accordance, the environment applies the legal selected moves and this process is repeated until the episode ends, when the reward is computed and used to update the model parameters. We train our model with Policy Gradient, as the sharp changes on estimation policy require the explicit state exploration from on-policy algorithms. They also break ties on equivalent sequences by exploiting one of them.

**Model embeddings:** A major obstacle of GCN-based models is the need to embed each node with the necessary information. Common options are learned embeddings based on the node type, which lacks relevant information, and node IDs, which are non-scalable as they depend on the graph size. We propose an alternative, scalable embedding method in which every node can just “see” whether a node in its neighborhood is “itself” or “not itself”. This implies that every node neighborhood is initialized with its node-specific embedding before a forward pass. In the following, we demonstrate that this is sufficient to learn the required features for logic optimization. Fig. 2 depicts the feature collection process.

The proposed method nevertheless has some limitations. 1) The multi-action schema makes it impractical to use actions involving an arbitrary number of nodes, such as substitution or relevance. These have been proven to be effective in heuristic optimization approaches. However, the system can still get to any state without these actions in a few more steps [5]. 2) The specific embeddings for each node have a memory and compute time footprint depending on the graph’s connectivity.

However, this is not a scalability issue as it does not depend on graph size.

### III. Results

We train our model with 3-input and 4-input decompositions obtained through sum-of-products (SOP) and compare the mean size reduction obtained with the maximum achievable, computed with cirkit’s exact synthesis [6]. We also train with two sets of 1000 random graphs with 100 inputs, 2 outputs and sizes (50, 500). Finally, we train our model with C1355 and C880 benchmarks [7]. Size reductions achieved with Random graphs and benchmarks are compared with the ones obtained with ABC [3]. The following table shows the average size reduction achieved with each dataset and method, and their relative improvement with respect to the baseline.

| Dataset | baseline | DLLOA | ours |
|---------|----------|-------|------|
| SOPb    | MSRb     | relMSRb | MSRb | relMSRb |
| SOPa    | 8.65     | 8.65   | 100%  | 7.38  | 85%   |
| SOP50   | 24.59    | 20.41  | 83%   | 24.57  | 100%  |
| Rand50  | 25.54    | –      | –     | 44.92  | 175%  |
| Rand500 | 271.24   | –      | –     | 413.68 | 152%  |
| C880    | 39       | –      | –     | 17     | 44%   |
| C1355   | 114      | 98     | 86%   | 106    | 93%   |

- a SOP datasets: optimal synthesis (cirkit [6]); all others: ABC [3].
- b Mean Size Reduction: Average difference between initial and final graphs.
- c Relative Mean Size Reduction: Average size reduction relative to baseline.
IV. CONCLUSION

We have proposed to combine GCNs with RL with a novel node embedding to perform logic optimization on MIGs. We show promising results on several benchmark graphs, outperforming ABC with a size reduction of up to $1.75\times$ on larger, random graphs.
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