The Relevance of Cataract as a Risk Factor for Age-Related Macular Degeneration: A Machine Learning Approach
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Abstract: Age-related macular degeneration (AMD) is the leading cause of visual dysfunction and irreversible blindness in developed countries and a rising cause in underdeveloped countries. There is a current debate on whether or not cataracts are significant risk factors for AMD development. In particular, research regarding this association is so far inconclusive. For this reason, we aimed to employ here a machine-learning approach to analyze the relevance and importance of cataracts as a risk factor for AMD in a large cohort of Hispanics from Mexico. We conducted a nested case control study of 119 cataract cases and 137 healthy unmatched controls focusing on clinical data from electronic medical records. Additionally, we studied two single nucleotide polymorphisms in the CFH gene previously associated with the disease in various populations as positive control for our method. We next determined the most relevant variables and found the bivariate association between cataracts and AMD. Later, we used supervised machine-learning methods to replicate these findings without bias. To improve the interpretability, we detected the five most relevant features and displayed them using a bar graph and a rule-based tree. Our findings suggest that bilateral cataracts are not a significant risk factor for AMD development among Hispanics from Mexico.
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1. Introduction

Age-related macular degeneration (AMD) is the leading cause of visual dysfunction and blindness in developed countries and a rising cause in underdeveloped countries. AMD is characterized by progressive degeneration of the macula, causing central field vision loss. The global prevalence of AMD is 8.7% worldwide [1,2]. Importantly, at least 1 out of 10 Hispanics have AMD, which is slightly higher than the global rate [3]. Several studies are focused on the risk factors for European [4], Asian [2],
and American [5] non-Hispanic population. Genetic variants, older age, and cigarette smoking are common examples of accepted risk factors [6].

Age-related cataract is also a frequent eye disorder and the leading cause for reversible blindness. The World Health Organization [7] current estimates for its prevalence are around 65.2 million persons affected with moderate or severe distance vision impairment or blindness worldwide. As the life expectancy of the population rises, the number of people suffering from AMD is also increasing [8]. This fact is causing a very expensive health care burden for the states in addition to the deterioration of the quality of life of the people suffering from AMD.

Historically, traditional statistical methods were used to determine high-risk factors of diseases, and predictive models were built to aid the physician in the diagnosis of AMD [9,10]. For instance, Chakravarthy et al. [6] presented a systematic review and a meta-analysis for the selection of risk factors in several populations. In that review, the authors reported previous cataract surgery as a strong risk factor for neovascular AMD. The authors analyzed data from different ethnic groups and they found cataract surgery to be one of the strong and consistent risk factors for late AMD. On the other hand, Klein et al. [11] conducted some research to detect the associations between cataract and cataract surgery with early and late age-related macular degeneration over the American population. The conclusions of the study were that neither cataract nor cataract surgery were associated with a greater chance of developing early AMD.

Results from several epidemiological studies regarding the association between bilateral cataracts and AMD have been inconsistent [12–14]. For this reason, more research will help to conclude whether cataracts and cataract surgery are major risk factors for AMD disease.

In the last decades, machine learning methods and dimensionality reduction techniques have been found to be useful for medical diagnosis and finding high-risk factors, specifically for AMD disease. For example, Spencer et al. [15] used multifactor dimensionality reduction (MDR) and grammatical evolution of neural networks (GENN), in addition to logistic regression, to predict the risk for individuals of suffering from AMD disease.

In this paper, we present a machine learning approach to analyze the relevance of cataract as a risk factor for AMD, in order to shed light regarding the controversy between inconclusive points of view in this matter. We investigated the association between two polymorphisms in the Complement Factor H (CFH) gene over the Mexican population. These polymorphisms have been previously investigated in several populations in other studies such as that of Soysal et al. [16].

The rest of the paper is organized as follows. In Section 2, we describe the materials used for data collection and procedure used to analyze if cataracts are a risk factors for AMD. In Section 3, we present the results of our machine learning approach. We discuss our results and findings in Section 4. Section 5 concludes the paper and highlights future work.

2. Materials and Methods

In this section, we describe the procedure followed to determine if having cataracts in any eye is a risk factor for AMD. The procedure followed the steps listed bellow: study design, genetic variants selection, DNA extraction, genotyping, database construction, and ML analysis.

2.1. Study Design

We performed a hospital-based case-control study nested in an ongoing cohort to evaluate the effects of bilateral cataracts among Hispanics from Mexico. Our studied population consisted of 256 (146 cataract cases and 110 controls) unrelated Mexican-descended individuals aged 60 or older. Our sample size was calculated in R version 3.5.1 with the “Genetics Design” package, by taking 80% power to detect a significant difference in odds greater than or equal to 1.50, considering the allelic frequency of our SNPs. Participants were enrolled from the outpatient department throughout a routine ophthalmic examination. We recruited controls and cases from the outpatient consultation of Conde de Valenciana Hospital.
For our variable of interest, we included cases with: (i) Age-related or senile cataracts, (ii) aged 60 years or older, (iii) with a Lens Opacities Classification System III (LOCS III) grade nuclear opalescence (NO), (iv) undergoing corrective surgery with phacoemulsification, and (v) without any first-degree relative or past medical history of AMD. The criteria for our independent variable of interest were: (i) Age of 60 years or older, (ii) diagnosed by a retina specialist with AMD clinical Age-Related Maculopathy Staging System (CARMS) with grades 4 or 5 in both eyes or AMD grades 4 or 5 in one eye plus any type of drusen in the fellow eye, (iii) having no other retinal diseases, and (iv) negative history of vitreous-retinal surgery. Of note, all of our cases and some of our controls underwent eye surgery. However, we did not analyze all these procedures. We excluded patients who had diseases that prevented a thorough fundoscopy. Finally, the elimination criterion was the withdrawal of informed consent.

2.2. Genetic Variants Selection

Selection of the genetic variant was based on the genome wide association study (GWAS), which analyzes the contribution to AMD of genetic variations that are common within a population [17]. We also considered more astringent studies to narrow the regions of the genome that confer more susceptibility to the disease [6]. Based on those studies, we selected two polymorphisms from the CFH gene, which is an important gene driving increased risk for AMD among several populations.

2.3. Data Collection Procedure

This step of the procedure includes DNA extraction from blood samples and genotyping. Peripheral blood samples were collected in EDTA tubes; genomic DNA was extracted and purified from leukocytes using PureGene whole blood kit (QIAGEN, Germantown, MD, USA) following the manufacturer’s specifications; DNA concentration and purity were quantified using a Multiskan TM GO spectrophotometer (Thermo Fisher Scientific Inc., Wilmington, DE, USA). Additionally, we evaluated DNA integrity with 0.8% agarose (Thermo Fisher Scientific Inc.) gel stained with ethidium bromide.

2.4. Allelic Discrimination Assays

We studied two Single nucleotide polymorphisms (SNPs) in the CFH gene. Allelic discrimination was performed using pre-designed TaqMan probes (Thermo Fisher Scientific Inc., on real-time polymerase chain reaction (RT-PCR) (Piko Real, Thermo Fisher Scientific Inc.). All PCR amplifications included 6.5 µL of Maxima Probe qPCR Master Mix 2X (Thermo Scientific), 0.025 µL of primers, 20× probes (Thermo Fisher Scientific), 20 ng of total DNA and nuclease-free water, in a final volume of 10 µL. PCR thermal conditions were 10 min at 95 °C, followed by 40 cycles at 92 °C for 15 s and extended at 60 °C for 1 min. We employed conventional RT-PCR melting curve analyses for genotype allocation using the Real-Time PCR System (Thermo Fisher Scientific Inc., Waltham, MA, USA). All the assays were carried out in duplicate by blinded experienced laboratory technicians.

2.5. Ethics Statement

We obtained IRB approval from Hospital Conde de Valenciana (IRB CEI-2014-/02/01). Our samples were obtained strictly adhering to the principles of the Declaration of Helsinki [18] and all patient data was handled as directed by the Health Insurance Portability and Accountability Act (HIPAA).

2.6. Database Construction

The database was constructed collecting two genetic variants (CFH1, CFH2), and demographic characteristics for AMD obtained from electronic medical records collected in the ophthalmological consultation of the participants. The collected features were: Bilateral cataracts, alcohol intake,
pterigium, diabetic retinopathy, impaired glucose, diabetes, vitreous hemorrhage, age, obesity, sex, hypercholesterolemia, xerosis in both eyes, cataract right eye, presbyopia, astigmatism, smoking, macular edema, blepharitis, full posterior vitreous detachment in right eye, choroidal rupture, dyslipidemia, and ectropion. Missing data were handled by imputation, taking the median for continuous and mean for dichotomous variables. We conducted missingness analyses with the “Amelia” package in R v.3.5.1 and found less than 2% of blank data in our study. A missingness plot where we depict all blanks in our dataset is available in Figure 1. To bolster our approach, we conducted sensitivity analyses and all our results are robust to missingness and our inferences are appropriate as with imputed data.

Figure 1. Missingness plot. Blanks in the dataset are shown in red color.

2.7. Machine Learning Procedure

We used machine learning methods to find the association between AMD and some risk factors, particularly focusing on bilateral cataracts. In order to begin the study and analysis of the data, it was necessary to prepare them. For this purpose, the dataset was preprocessed. The missing data were replaced by the average if they were numerical, and in case of being categorical, they were replaced by the mode.

Next, we conducted four different experiments using machine learning methods. The purpose of the first experiment was dimensionality reduction; analyzing the relevance of each feature with a
random forest model. The aim of the second one was analyzing more deeply all features in order to select the fifteen features with more predictive power for the classification of individuals using the mean decrease in the Gini index (MDGI) metric from random forest models. This was done in order to verify if bilateral cataracts are among the most important variables. The third experiment consisted of a comparative analysis of ten different classification methods. The purpose of the classification is to offer diagnostic support to medical experts. Finally, the fourth experiment aims to show in an intelligible way how the results of the classification are reached.

2.7.1. Feature Selection

Once the data was prepared, we applied feature selection algorithms to remove both irrelevant and redundant attributes, and to identify the relevant variables for the classification task. In machine learning terms, a feature or variable is considered relevant or important if it is useful for the classification task. We also analyzed the importance of the variables using two different experiments: Recursive feature elimination (RFE) and the Boruta model.

In the first experiment, we applied the RFE algorithm for the identification of relevant features using RF as the evaluator [19]. RFE is a recursive process that ranks features measuring their predictive power. Recursion is necessary because the relative importance of each feature can change substantially when they are evaluated on a different subset of features. Using the random forest classification method, uncorrelated and different predictions were made. Each tree uses a reduced sample of the training set. To improve the diversity among the trees, the algorithm works with randomness in the search of the attribute divisions. We assess the importance of each of the variables by means of the MDGI metric. The MDGI metric measures the proportion of incorrectly classified samples when the evaluated feature used to build the model is removed from the dataset [20].

In the second experiment, we used the Boruta model [21], in order to analyze in more depth the subset of fifteen best variables according to RFE. Using a small number of features decreases the training time, reduces the complexity of the model, makes it easier to interpret, and improves the accuracy.

Boruta is a heuristic procedure to find the characteristics with the greatest predictive power [21]. Boruta creates randomly some variables and compares its performance with the real variables using the Z-Score metric. The Z-Score measures the relationship of an element with the class (the group for this dataset). For example, when the Z-Score is zero it means that the element score is the same that the rest of the group.

2.7.2. Classification

In the third experiment, we classified the dataset with the aim of supporting the diagnosis. Ten machine learning models were applied. Models were created with five repetitions and ten partitions. Based on the values obtained, we selected the best model to support the diagnosis of AMD.

Each classification method’s performance was evaluated using seven metrics described in [22]: Receiver Operating Characteristic (ROC) curve, accuracy, average accuracy, precision, sensitivity, specificity and F1-score, as shown in Equations (1)–(6); where TP and TN are the true positives and true negatives, FP and FN are the false positives and false negatives and \( l \) is the total number of dataset elements.

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

\[
\text{average accuracy} = \frac{1}{l} \sum_{i=1}^{l} \frac{TP + TN}{TP + TN + FP + FN} \tag{2}
\]

\[
\text{precision} = \frac{TP}{TP + FP} \tag{3}
\]

\[
\text{sensitivity} = \frac{TP}{TP + FN} \tag{4}
\]
specificity = \frac{TN}{TN + FP} \quad (5)

F_1\text{-score} = 2 \cdot \frac{\text{precision} \times \text{sensitivity}}{\text{precision} + \text{sensitivity}} \quad (6)

Those metrics were used to measure the performance of the models, in order to determine the ability of them to predict properly if a subject suffers from AMD.

From the considered metrics, sensitivity is very important for our problem. This has enormous importance for the medical domain, where models with high sensitivity are desired. Sensitivity is a measure that represents the proportion of people suffering from the disease that was correctly predicted. Thus, people who are ill were actually predicted as such. The higher sensitivity is, the higher number of true positives and the lower number of false negatives is. That is, the number of sick people who were predicted as healthy is less. The implications of predicting a sick person as healthy can involve a lack of attention to a disease, leading to serious conditions or in some circumstances, death. In the case of AMD, a subject detected as a false negative can lead to a lack of ophthalmological attention, worsening the conditions of those suffering from the disease.

The area under ROC curve (AUC) metric is used to determine the model performance. It is a probability curve, that explains how much a model is able to distinguish between classes. The ROC curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) where TPR is on the y-axis and FPR on the x-axis. While the sensitivity (TPR) measure is used to determine the proportion of actual positive cases, which were predicted correctly, the FPR (1-specificity) measure is used to determine the proportion of actual negative cases predicted correctly.

2.7.3. Interpretability

Interpretability is an important criterion when applying machine learning algorithms to real-world tasks. In the context of ML, interpretability is the ability to explain in an understandable way to a human why a decision was made by a predictive model. It is a subjective concept, and is affected by the knowledge domain in which one is working [23].

In particular, it not only deals with the question of how a learning task can be solved in an interpretable way, but also how to integrate the trade-off between conflicting goals such as accuracy and interpretability into a single framework [24].

Interpretability is essential because medical experts need to interpret the results of the model. Ideally, they should trust and understand machine learning results. Moreover, they should not be experts in data science to understand the results. Therefore, showing visual structures and relationships in a dataset generally makes it easier to understand [25]. The models should provide explanations of why or why not a patient has been diagnosed by a model with a certain disease so that the specialist can verify that it makes sense and be convinced of the results.

The fourth experiment was designed for the purpose of improving the interpretability of our results. We built a decision tree using the three most important variables according to the Boruta method [21]. The main advantage of the decision tree is that it helps to present the information in a comprehensible manner, which supports the interpretation of the results.

3. Results

In this section, we present the results obtained in data genotyping and in each of the four experiments described above.

3.1. Characteristics of the Study Population and Genotyped Data

We studied 256 individuals, 119 were diagnosed with AMD. The genotype distributions for CFH1, and CFH2 single nucleotide polymorphisms (SNPs) is fully detailed in Table 1. In this bivariate analysis, the CFH1 SNP is significantly associated with AMD. Nonetheless, the CFH2 SNP is not
significantly associated with the disease. To test if any of the clinical characteristics were significantly associated with the case/control status, we performed stratified analyses, portrayed in Table 1.

- Numbers may not sum to total due to missing data, and percentages may not sum to 100% due to rounding.
- Table values are mean ± SD for continuous variables and n (column %) for categorical variables.
- P-value is for a Student’s T-test (continuous variables) or Chi-square test (categorical variables).
- CFH: Complement factor H for probes 1 and 2

### Table 1. Description of the sample by cataract status.

| Characteristic                  | Any Cataract           |          |          | P-Value |
|---------------------------------|------------------------|----------|----------|---------|
|                                 | N (%)                  | Yes (N = 146) | No (N = 110) |         |
| Demographics                    | 74.2 ± 8.2             | 75.3 ± 8.3 | 72.7 ± 8.0 | 0.0134  |
| Sex                             |                        | 0.5054    |           |         |
| Females                         | 164 (64.0)             | 91 (62.3) | 73 (66.4) |         |
| Males                           | 92 (35.9)              | 55 (37.7) | 37 (33.6) |         |
| Clinical comorbidities          | 128 (50.0)             | 75 (51.4) | 53 (48.2) | 0.6135  |
| Hypertension                    | 52 (20.3)              | 32 (21.9) | 20 (18.2) | 0.4620  |
| Tobacco use                     | 23 (9.0)               | 20 (13.7) | 3 (2.7)   | 0.0024  |
| EtOH use                        | 57 (22.3)              | 37 (25.3) | 20 (18.2) | 0.1728  |
| Type 2 diabetes                 | 12 (4.7)               | 8 (5.5)   | 4 (3.6)   | 0.4898  |
| Ocular comorbidities            |                        | 0.0461    | 0.0341    | <0.0001 |
| Diabetic retinopathy            | 9 (3.5)                | 4 (2.7)   | 5 (4.6)   | 0.4374  |
| Presbyopia                      | 60 (23.4)              | 31 (21.2) | 29 (26.4) | 0.3374  |
| Claucoma                        | 56 (21.9)              | 25 (17.1) | 31 (28.2) | 0.0541  |
| History of any ophthalmic surgery | 91 (35.6)            | 84 (57.5) | 7 (6.4)   | <0.0001 |
| Genotype Distribution           |                        | 0.0461    | 0.7118    |         |
| CFH1                            |                        | 0.0461    |           |         |
| CC                              | 121 (47.3)             | 71 (48.6) | 50 (45.5) |         |
| CT                              | 96 (37.5)              | 47 (32.2) | 49 (44.6) |         |
| TT                              | 39 (15.2)              | 28 (19.2) | 11 (10.0) |         |
| CFH2                            |                        | 0.7118    |           |         |
| CC                              | 25 (9.8)               | 16 (11.0) | 9 (8.2)   |         |
| CT                              | 223 (87.1)             | 125 (85.6) | 98 (89.1) |         |
| TT                              | 8 (3.1)                | 5 (3.4)   | 3 (2.7)   |         |

3.2. Feature Selection

In the first experiment we analyzed the predictive power of the variables for classification using RFE with RF method. According to this method, the fifteen characteristics with the greatest predictive power were: Bilateral cataracts, visual acuity left eye, age, visual acuity right eye, CFH2 genetic variant, history of alcohol use, CFH1 genetic variant, diabetes, glaucoma, pterygium, altered glucose in fasting, cataract left, xerosis, tobacco use, and sex, as shown in Figure 2. This means that those variables are the ones that have the most impact on the diagnosis of AMD.

In Figure 2, features are listed from high to low according to their relevance and predictive power. The MDGI value of each variable is scaled in the range [0, 100].
In the second experiment, we performed a deeper analysis for the estimated fifteen most important variables for RFE with the RF method. The analysis was done in greater depth with the Boruta method [26].

The results of analyzing the fifteen most important variables according to the random forest method using the Boruta method is shown in Figure 3. The box plots in blue colour represent the Z-score of shadow variables. The red box plot represents the discarded variables, and the green box plot values represent the variables that have been confirmed. According to this analysis of the fifteen variables, bilateral cataracts is the one with the most predictive power to determine if a subject will develop AMD. It is important to notice that this feature results as a good feature to discriminate if a person will have AMD, but this does not mean that bilateral cataracts is a risk factor for the disease.
3.3. Classification

In the third experiment we compared the performance of ten ML classification algorithms to select the one that makes the most appropriate classification.

In general, it is accepted that a probability greater than 0.5 is an adequate value to predict whether the example is part of a class, and if not, it is part of another class. The resulting values for all methods are presented in Table 2. The best value for the ROC metric was 83.51% with RF and for the sensitivity was 72.90% with K-nearest neighbors. The model with the best performance was K-nearest neighbors which outperforms the other models considering the four metrics.

These results of classification are acceptable given that our dataset has only 256 examples. Learning from a few samples is still one of the most important machine learning challenges, given that ML methods sometimes require tens, hundreds, or thousands of training examples [27]. Hence, similar results were obtained with other classifiers. In our results, sensitivity presents a relatively high value, especially for the ML methods shrinkage discriminant analysis, neural networks with feature extraction, and random forest. This means that there are a small number of false negatives, which represents that the persons suffering from the disease were correctly classified.

Table 2. Evaluation of constructed models.

| Model                                      | ROC   | Acc   | AvgAcc | Sens  | Spec  | Prec  | F1    |
|--------------------------------------------|-------|-------|--------|-------|-------|-------|-------|
| Random Forest                              | 0.8351| 0.7492| 0.7498 | 0.7889| 0.7108| 0.7255| 0.7559|
| Glmnet                                     | 0.8188| 0.7469| 0.7458 | 0.7698| 0.7218| 0.7518| 0.7607|
| Neural Networks with Feature Extraction    | 0.8185| 0.7539| 0.7546 | 0.7937| 0.7154| 0.7299| 0.7605|
| Shrinkage Discriminant Analysis            | 0.817 | 0.75  | 0.7556 | 0.8152| 0.6961| 0.6891| 0.7469|
| Stochastic Gradient Boosting               | 0.812 | 0.7375| 0.7363 | 0.7496| 0.7229| **0.7650** | 0.7572|
| Bayesian Generalized Linear Model           | 0.8118| 0.732 | 0.731  | 0.7575| 0.7045| 0.7343| 0.7457|
| Penalized Discriminant Analysis            | 0.8111| 0.7289| 0.7284 | 0.7592| 0.6975| 0.7226| 0.7404|
| K-Nearest Neighbors                        | 0.8086| 0.757 | 0.7562 | 0.7833| 0.7290| 0.7547| **0.7687** |
| Multivariate Adaptive Regression Spline    | 0.8056| 0.7328| 0.732  | 0.761 | 0.703 | 0.7299| 0.7451|
| Neural Network                             | 0.7994| 0.7258| 0.7246 | 0.7493| 0.7 | 0.7328| 0.741 |

Additionally, Figure 4 shows the graph corresponding to the ROC metric for the cases in which the class variable was correctly predicted. That is to say, the subject suffers from AMD. The ROC figure represents a scenario with acceptable sensitivity. It shows that the best models for the ROC metric
are random forest (0.8351), Glmnet (0.8188), neural networks (0.8185), shrinkage (0.812), stochastic gradient (0.8118), Bayesian generalized linear model (0.8111), penalized discriminant analysis (0.8086).

![Figure 4](image)

**Figure 4.** The ROC curve representing the true positive rate versus false positive rate for each model.

### 3.4. Interpretability

In the fourth experiment, we built a decision tree to improve the interpretability using the variables with greater predictive power according to the Boruta method. The main advantage of decision trees is that they clearly show the procedure to achieve the classification results. Figure 5 shows a decision tree to classify individuals according to a set of attributes. A decision tree can display visually the rules to classify the subjects, which are very intuitive. Ideally, the decision tree will have a low number of attributes (trying not to compromise the performance of the model), so that users can understand the logic behind the model. There are four characteristics used in the model: Bilateral cataract, alcohol-intake, CFH2, and visual acuity in the left eye. The leaves of the tree (final nodes) represent the group to which each individual belongs. The green colour represents the group “0”, that is, those subjects who do not suffer from the disease. On the other hand, to classify the sick individuals (group “1”) the blue colour is used. Each node has three different rows, the number in the first row indicates the group, the two numbers in the second row indicate the probability of a successful or unsuccessful individual classification (the higher the colour intensity of the node, the greater the probability of correct classification). Finally, the number in the third row represents the proportion of individuals covered by the node. The tree is interpreted as follows: The first node corresponds to the bilateral-cataracts variable, which was found to be the most important variable according to our previous analysis. Then, if the attribute called bilateral-cataracts is equal to 1, the algorithm moves to the left; otherwise, it goes to the right.

In the first node, the left 0.54 represents that 54% of the subjects do not have AMD, and the right 0.46 represents that 46% do have AMD. The instances to which this condition applies have a 0.71 probability of belonging to the group “0” (healthy subject) and 0.29 to group “1” (sick subject).
Figure 5. Decision tree showing classification of individuals according to a set of attributes.

The first division corresponds to the alcohol-intake feature. If the variable is “1” as is written at the top of the node, 37% of the subjects are not sick. When the alcohol-intake is “0”, 63% of the subjects suffer from the disease. The second split corresponds to the CH2 feature, if its value is “0”, then 33% of the subjects do not have AMD and 67% of them suffer the disease. Next, the division is based on the variable visual acuity left eye, if it is greater than or equal to 29, then 71% subjects suffer from AMD. Otherwise, when the variable is less than 29, and if it is also less than 65, then 48% of the subjects are healthy and 52% have AMD.

An important finding is that although the subject does not suffer Bilateral-cataract, alcohol-intake and CFH2 are risk factors for the disease. The decision tree shows that most of the subjects suffering from AMD do not have bilateral cataracts. This suggests that it is likely that bilateral cataracts will not be a risk factor for the disease. Nevertheless, further experimentation is needed to conclude that the association does not exist given that the dataset is small. While it is not a risk factor, it is still a relevant feature for diagnosis support.

4. Discussion

According to our experiments, there is no association between cataracts and AMD in the Mexican population. This confirms the conclusions of other studies such as that Klein et al. [28], in which it is claimed that there is no association between cataracts and AMD.

In the feature selection process, we proved the relevance of bilateral cataracts, alcohol-intake, CFH2, visual acuity in the left eye, and CFH1. The obtained results are consistent with previous findings in medical research that determine these same variables as risk factors for AMD [6,9].

An important challenge to overcome in the studies made with machine learning is that sometimes health professionals do not trust them because it is not clear to them how the results were obtained [29]. The higher the interpretability of a model, the easier it is for someone to understand the logic behind the decision models. Regarding interpretability, we present graphic interpretations obtained from the dataset. We present a decision tree based on the four variables with the highest predictive power to guide the process to determine the probability of suffering from AMD.

It is also worth noticing that CFH1 was not categorized as a relevant feature. This fact at first glance can cause conflict given that CFH1 is a well-known AMD risk factor [30]. Nevertheless, Boruta’s method correctly determines that, out of the fifteen characteristics with the greatest predictive power, for this dataset, the CFH1 feature has the least predictive power.
5. Conclusions

In this work, we considered two genetics variants and electronic medical records to analyze the association between cataracts and AMD. The data to study the relevance of bilateral cataracts in AMD diagnosis was extracted from the Mexican population.

Our results through a machine-learning approach unbiasedly linked age-related macular degeneration with cataracts. The association between these two variables is an ongoing discussion with multiple publications supporting or contradicting these findings. Unsupervised machine-learning could provide novel insights, such as ours, into this discussion. With the results of our study, we agree with the position that cataracts are not a risk factor but confirm that it is an important variable to identify the disease.

The external validity of our study is applicable for Hispanics from Mexico. We included cases and controls from an ongoing cohort that is representative of our population since Conde de Valenciana hospital is a tertiary care facility which treats patients from all states from our country. The pathologies we assessed here are in the same proportion to those reported in the Mexican NHANES study (ENSANUT).

Further studies are suggested in order to conclusively determine the association between cataract and AMD. In particular, an analysis of the influence of cataract surgery in the development of AMD is needed. It is also important to enhance the number of samples in different ethnic groups to be able to generalize the knowledge about the association of cataract and AMD.
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