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Abstract

We seek to define statistical solutions of hyperbolic systems of conservation laws as time-parametrized probability measures on $p$-integrable functions. To do so, we prove the equivalence between probability measures on $L^p$ spaces and infinite families of correlation measures. Each member of this family, termed a correlation marginal, is a Young measure on a finite-dimensional tensor product domain and provides information about multi-point correlations of the underlying integrable functions. We also prove that any probability measure on a $L^p$ space is uniquely determined by certain moments (correlation functions) of the equivalent correlation measure.

We utilize this equivalence to define statistical solutions of multi-dimensional conservation laws in terms of an infinite set of equations, each evolving a moment of the correlation marginal. These evolution equations can be interpreted as augmenting entropy measure-valued solutions, with additional information about the evolution of all possible multi-point correlation functions. Our concept of statistical solutions can accommodate uncertain initial data as well as possibly non-atomic solutions even for atomic initial data.

For multi-dimensional scalar conservation laws we impose an additional entropy conditions and prove that the resulting entropy statistical solutions exist, are unique and are stable with respect to the $1$-Wasserstein metric on probability measures on $L^1$.

1 Introduction

Systems of conservation laws are nonlinear partial differential equations of the generic form

\begin{align}
\partial_t u + \nabla_x \cdot f(u) &= 0 \quad (1.1a) \\
 u(x,0) &= \bar{u}(x) \quad (1.1b)
\end{align}

Here, the unknown $u = u(x,t) : \mathbb{R}^d \times \mathbb{R}_+ \to \mathbb{R}^N$ is the vector of conserved variables and $f = (f^1, \ldots, f^d) : \mathbb{R}^N \to \mathbb{R}^{N \times d}$ is the flux function. We denote $\mathbb{R}_+ := [0, \infty)$. The system is termed hyperbolic if the flux Jacobian matrix has real eigenvalues \[15\]. Here and in the remainder, quantities with a bar (like $\bar{u}$) denote prescribed initial data.

Hyperbolic systems of conservation laws arise in a wide variety of models in physics and engineering. Prototypical examples include the compressible Euler equations of gas dynamics, the shallow water equations of oceanography, the magneto-hydrodynamics (MHD) equations of plasma physics and the equations of nonlinear elasticity \[15\].

It is well known that solutions of (1.1) can form discontinuities such as shock waves, even for smooth initial data $\bar{u}$. Hence, solutions of systems of conservation laws (1.1) are sought in the sense of distributions. These weak solutions are not necessarily unique. They need to be augmented with additional admissibility criteria, often termed entropy conditions, to single out the physically relevant solution. Entropy solutions are widely regarded as the appropriate solution paradigm for systems of conservation laws \[15\].
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Global well-posedness (existence, uniqueness and continuous dependence on initial data) of entropy solutions of scalar conservation laws ($N = 1$ in (1.1)), was established in the pioneering work of Kruzhkov [38]. For one-dimensional systems ($d = 1, N > 1$ in (1.1)), global existence, under the assumption of small initial total variation, was shown by Glimm in [32] and by Bianchin and Bressan in [6]. Uniqueness and stability of entropy solutions for one-dimensional systems has also been shown; see [8] and references therein.

Although existence results have been obtained for some very specific examples of multi-dimensional systems (see [4] and references therein), there are no global existence results for any generic class of multi-dimensional systems. In fact, De Lellis, Székelyhidi et al. have recently been able to construct infinitely many entropy solutions for prototypical multi-dimensional systems such as the Euler equations for polytropic gas dynamics (see [16, 17] and references therein). Their construction involves a novel iterative procedure where oscillations at smaller and smaller scales are successively added to suitably constructed sub-solutions of (1.1).

Given the lack of global existence and uniqueness results for entropy solutions of multi-dimensional systems of conservation laws, it is natural to seek alternative solution paradigms. One option, advocated for instance in [3], is to augment entropy solutions with further admissibility criteria, such as the vanishing viscosity limit, in order to rule out “unphysical” solutions. However, given the difficulties of obtaining existence results for the weaker concept of entropy solutions, it is unclear if such a narrowing of the solution concept would lead to any meaningful global existence results.

The other alternative is to extend the solution concept beyond entropy solutions (integrable functions) and seek possibly even weaker notions of solutions of (1.1), together with suitable admissibility criteria to constrain these solutions and enforce uniqueness. A recent paper [23] advocates such an approach. Based on the extensive numerical simulations reported in [23] (see also [39]), the authors observe that approximate solutions of (1.1) can feature oscillations at smaller and smaller scales as mesh is refined. Given this fact, they postulate that entropy measure-valued solutions may serve as an appropriate solution paradigm for systems of conservation laws in several space dimensions, particularly in characterizing limits of (numerical) approximations.

Measure-valued solutions, originally proposed by DiPerna in [20] (see also [21]), are space-time-parametrized probability measures, or Young measures, defined on the phase space $\mathbb{R}^N$ of (1.1). In defining entropy measure-valued solutions, one requires consistency of certain functionals of this Young measure with the initial data, with the weak (distributional) form of (1.1), and with a suitable (dissipative) form of the entropy conditions (see also [18]).

In recent papers [23, 24] (see also [33]), the authors were able to prove (global in time) existence of entropy measure-valued solutions for a very large class of systems of conservation laws, namely those endowed with a strictly convex entropy function, by showing convergence of numerical approximations of (1.1) based on a Monte Carlo algorithm. Numerical experiments presented in these papers suggest that the measure-valued solution may be non-atomic, even when the initial data is atomic, i.e. a Dirac Young measure concentrated on an integrable function. The computed measure-valued solutions were observed to be stable with respect to the choice of numerical method and with respect to perturbations of initial data.

However, one can readily construct counter-examples to uniqueness of these entropy measure-valued solutions. In particular, if the initial data is non-atomic then infinitely many entropy measure-valued solutions can be constructed, even for scalar conservation laws (see [11, 23]). This lack of uniqueness, even for the scalar case, can be attributed to the fact that only certain functionals of the measure-valued solution (essentially the mean and the second moment) are required to be consistent with the initial data, the evolution equation (1.1) and the entropy conditions. Since the the mean and the second moment uniquely specifies a measure only when the measure is atomic, one cannot expect uniqueness for generic (non-atomic) measure-valued solutions as considered in [23].

On the other hand, numerical experiments presented in [23] clearly suggest that one has to deal with non-atomic, “uncertain” measure-valued solutions of multi-dimensional systems of conservation laws, even when the initial data is atomic. In a wide variety of applications, even the initial data can be non-atomic, carrying some uncertainty due to e.g. measurement errors. These measurements are inherently uncertain and can only be specified probabilistically, and this uncertainty inevitably propagates into the solution. The modeling, analysis and numerical approximation of uncertain solutions, given uncertain inputs (such
as the initial data), falls under the rubric of uncertainty quantification; see [7] and reference therein for an extensive discussion of the very large body of recent research activity on uncertainty quantification for systems of conservation laws. Thus, in general, one has to deal with the possibility that physically relevant measure-valued solutions are non-atomic.

Given these considerations, we seek to find a solution framework that can deal with non-atomic measure-valued solutions of multi-dimensional systems of conservation laws, and can provide further constraints on these measure-valued solutions in order to enforce uniqueness and stability of the resulting solution concept.

A natural choice for such a solution framework is the notion of statistical solutions that was first proposed by Foiaș in [27,28] (see also [29]) in the context of the incompressible Navier–Stokes equations of fluid dynamics. As envisaged by Foiaș and co-workers, statistical solutions of the Navier–Stokes equations are time-parametrized probability measures on a given infinite-dimensional function space (divergence-free $L^2$ functions in the context of the Navier–Stokes equations). This family of measures has to satisfy either a suitable infinite-dimensional Liouville equation that governs the time evolution of a class of functionals in a manner consistent with the Navier–Stokes dynamics, or equivalently, satisfy a Hopf equation, where the time-evolution of the characteristic functional of the probability measure (on $L^2$) is prescribed. Both formulations result in evolution equations in infinite-dimensional spaces. A detailed account of statistical solutions in the sense of Foiaș, and their relation to the description of turbulent incompressible flows, can be found in [29] and references therein.

However, it is far from straightforward to adapt the notion of statistical solutions to the context of systems of conservation laws. There seems to be at least three main difficulties in this regard. First, statistical solutions as defined in [27,28,29] are well suited to problems with viscosity, as they require some regularity of the underlying functions in order to define the infinite-dimensional Liouville or Hopf equations. It is unclear how to extend them to inviscid problems such as systems of conservation laws where solutions are generally discontinuous. Attempts to do so have been made in [9,10,5] (see also [35,40]) for the special case of the one-dimensional inviscid Burgers equation. The corresponding statistical solutions are probability measures on the space of distributions, and the infinite-dimensional Hopf equation is well-defined by using compactly supported infinitely differentiable test functions. Although existence results for such statistical solutions of the inviscid Burgers equation have been obtained in the class of Levy processes with negative jumps, it is not possible to obtain uniqueness of these statistical solutions, even for the inviscid Burgers equation, in the class of probability measures on spaces as large as the space of distributions.

The second difficulty with statistical solutions in the sense of Foiaș, lies in the fact that the Liouville or Hopf equations are evolution equations on infinite-dimensional function spaces. This makes the interpretation and computation of statistical solutions very hard for viscous problems, and the solution concept is not easily amenable to extension to inviscid PDEs such as systems of conservation laws. Furthermore, probability measures on function spaces preclude a local (in space) description of the resulting solution, as it is unclear how to interpret statistical information at specific points (or collection of points) in space.

Finally, given our original motivation in constraining measure-valued solutions to recover uniqueness in the non-atomic case, the relationship between statistical solutions and measure-valued solutions is far from clear. The only known results are presented in [11,12] where a sequence of statistical solutions of the incompressible Navier–Stokes equations is shown to converge to a measure-valued solution of the incompressible Euler equations, as defined in [21], when the viscosity vanishes. However, we are interested in investigating the more abstract question of the relationship between probability measures on function spaces (statistical solutions), and Young measures that represent one-point statistics (measure-valued solutions), with the aim of imposing further constraints on measure-valued solutions to enforce uniqueness.

With this background, the first aim of the current paper is to provide a novel representation of a probability measure on an infinite-dimensional function space (to be specific, $L^p$ space) in terms of an infinite hierarchy of Young measures called a correlation measure, defined on tensor products of the (finite-dimensional) spatial domain. Each member of this hierarchy of measures, termed a correlation marginal, represents correlations (joint probabilities) in the values of the underlying functions at any finite collection of points. Hence, this representation allows us to interpret probability measures on infinite-dimensional spaces as containing information about correlations across all possible finite collection of points in the spatial domain. Consequently, we can “localize” any infinite-dimensional probability
measure. In particular, the first correlation marginal of this equivalent representation coincides with the classical notion of a Young measure. Thus, a probability measure on an $L^p$ space augments a Young measure with multi-point correlations and provides significantly more information than the Young measure does. We believe that this novel equivalence result could be of independent interest in stochastic analysis; see e.g. [14].

Another consequence of the equivalence of probability measures on function spaces and hierarchies of finite-dimensional correlation marginals, is the fact that the probability measure can be uniquely determined by a family of moments of the corresponding correlation marginals. Hence, the infinite-dimensional Liouville or Hopf equation for statistical solutions, as proposed in [29], can be replaced by an equivalent family of evolution equations (for moments) on finite-dimensional (tensor-product) domains.

The second aim of this paper is to utilize this novel representation to define a suitable notion of statistical solutions for systems of conservation laws [11]. In particular, certain moments (correlation functions) of the (time-parametrized) correlation marginals are evolved in a manner consistent with the dynamics of the conservation law [11]. Consequently, statistical solutions need to satisfy an infinite family of evolutionary PDEs, but each of these PDEs is defined on a finite-dimensional spatial domain.

The final aim of this paper is to study the well-posedness of the proposed notion of statistical solutions. We will do so in the specific context of scalar conservation laws where we show existence of statistical solutions for a very large class of initial probability measures. The harder issue of uniqueness of statistical solutions for scalar conservation laws is also addressed. To this end, we propose a novel admissibility criterion that amounts to requiring stability of each admissible statistical solution with respect to a specific set of stationary statistical solutions, namely those probability measures supported on finite collections of constant functions. Furthermore, we also show stability of the admissible statistical solution in the Wasserstein metric, with respect to probability measure-valued initial data: $W_1(\mu_t, \rho_t) \leq W_1(\bar{\mu}, \bar{\rho})$. Thus, a complete characterization — existence, uniqueness and stability — of statistical solutions for scalar conservation laws is provided. The issues of existence and stability of admissible statistical solutions for the general case of systems of conservation laws will be presented in forthcoming papers in this series.

The rest of the paper is organized as follows. In Section 2 we prove the equivalence between probability measures on $L^p$ spaces and hierarchies of Young measures on finite-dimensional spaces. Statistical solutions for systems of conservation laws are defined in Section 3 and the well-posedness of statistical solutions for scalar conservation laws is presented in Section 4.

2 Probability measures on function spaces

The aim of this section is to establish the equivalence between probability measures on a function space, and families of measures describing the correlation of the values of underlying functions at different spatial points. The function spaces that we have in mind are $L^p(D,U)$ for $1 \leq p < \infty$ for some domain $D \subset \mathbb{R}^d$ and $U := \mathbb{R}^N$ (we will think of $D$ as physical space and $U$ as phase space). For ease of notation we will denote

$$\mathcal{F} := L^p(D,U).$$

Henceforth, we equip $\mathcal{F}$ with its Borel $\sigma$-algebra $\mathcal{B}(\mathcal{F})$.

A short summary of the contents this section follows. Given a probability measure $\mu$ on $\mathcal{F} = L^p(D,U)$, we might be interested in local quantities such as the mean or the variance at a fixed point $x \in D$:

$$\text{mean at } x = \int_\mathcal{F} u(x) \, d\mu(u), \quad \text{variance at } x = \int_\mathcal{F} (u(x) - \text{mean})^2 \, d\mu(u),$$

or we might be interested in joint probability distributions at points $x, y \in D$:

$$\text{probability that } u(x) \in A \text{ and } u(y) \in B = \int_\mathcal{F} \mathbb{1}_A(u(x)) \mathbb{1}_B(u(y)) \, d\mu(u).$$

However, not only are the integrands in the above integrals non-measurable, they are ill-defined because point values $u(x)$ of a measurable function $u$ is not well-defined. Thus, we would like an equivalent
representation of \( \mu \) in terms of locally defined probability distributions \( \nu_1^x \) or \( \nu_2^x, y \); the above quantities could then be written as

\[
\int_{U} \xi \, d\nu_1^x(\xi), \quad \int_{U} \left( \xi - \int_{U} \xi' \, d\nu_1^x(\xi') \right)^2 \, d\nu_2^x(\xi), \quad \int_{U_2} \mathbb{I}_{A}(\xi) \mathbb{I}_{B}(\xi) \, d\nu_2^x(\xi) = \nu_2^x, y(A \times B),
\]

respectively. As we will see, we will require all joint distributions across finitely many points in order to determine \( \mu \) uniquely. This gives rise to an infinite hierarchy \( \nu = (\nu^1, \nu^2, \ldots) \) of maps \( \nu^k \) from \( D^k \) into \( \mathcal{P}(U^k) \), the set of probability measures on \( U^k \). Such a hierarchy is termed a correlation measure and each map \( \nu^k \) a correlation marginal. The complete definition of correlation measures is given in Section 2.2.

A similar construction is found in the Kolmogorov Extension Theorem (see e.g. [11, Theorem 2.1.5]). However, this approach considers measures on the product space \( U^D \) equipped with the cylinder \( \sigma \)-algebra, instead of measures on \( L^p(D, U) \) equipped with its Borel \( \sigma \)-algebra. In the former case, questions such as “is \( u \) continuous” or “is \( u \) Lebesgue integrable” are not measurable, thus disqualifying its use in our context.

### 2.1 Preliminaries

We begin by recalling several definitions and results in functional analysis, measure theory and optimal transport theory.

**Notation 2.1.** If \( \xi, \zeta \in U \) then \( \xi \cdot \zeta \) denotes their Euclidean inner product. If \( D \) is a Borel set then

\[
D^k := D \times \cdots \times D \tag{2.1}
\]

and if \( x = (x_1, \ldots, x_k) \in D^k \) then we denote \( |x| = |x_1| + \cdots + |x_k| \).

We denote the dual space of \( \mathcal{F} \) by \( \mathcal{F}^* = L^p(D, U) \) (where \( \frac{1}{p} + \frac{1}{p'} = 1 \)), and the duality pairing between \( \varphi \in \mathcal{F}^* \) and \( u \in \mathcal{F} \) by

\[
\langle \varphi, u \rangle = \varphi(u) = \int_D \varphi(x) \cdot u(x) \, dx.
\]

For any normed space \( X \), we let \( C_b(X) \) denote the space of bounded, continuous, real-valued functionals on \( X \), equipped with the supremum norm \( \| f \|_{C_b(X)} = \sup_{x \in X} |f(x)| \). We let \( C_c(X) \) be the set of \( f \in C_b(X) \) that have compact support, and we let \( C_0(X) \) be the completion of \( C_c(X) \) in the supremum norm.

The \( k \)-dimensional Lebesgue measure of a Borel set \( A \subset \mathbb{R}^k \) is denoted \( |A| \). The average of a function \( f \) over a set \( A \) is denoted

\[
\int_A f(x) \, dx = \frac{1}{|A|} \int_A f(x) \, dx.
\]

The Borel \( \sigma \)-algebra on a Polish space \( X \) (i.e., a complete, separable metric space) is denoted by \( \mathcal{B}(X) \). We let \( \mathcal{M}(X) \) denote the space of finite, signed Radon measures on \( (X, \mathcal{B}(X)) \), and for \( \mu \in \mathcal{M}(X) \) and \( f \in L^1(X; \mu) \) we write \( \langle \mu, f \rangle = \int_X f(x) \, d\mu(x) \). The set \( \mathcal{P}(X) \) of probability measures on \( X \) consist of those \( \mu \in \mathcal{M}(X) \) satisfying \( \mu \geq 0 \) and \( \mu(X) = 1 \).

#### 2.1.1 The Wasserstein distance

**Definition 2.2.** Let \( X \) be a separable Banach space and let \( \mu, \rho \in \mathcal{P}(X) \) have finite \( p \)th moments, i.e. \( \int_X |x|^p \, d\mu(x) < \infty \) and \( \int_X |x|^p \, d\rho(x) < \infty \). The \( p \)-Wasserstein distance between \( \mu \) and \( \rho \) is defined as

\[
W_p(\mu, \rho) = \inf_{\pi \in \Pi(\mu, \rho)} \int_{X^2} |x - y|^p \, d\pi(x, y); \tag{2.1}
\]

where the infimum is taken over the set \( \Pi(\mu, \rho) \subset \mathcal{P}(X^2) \) of all transport plans from \( \mu \) to \( \rho \), i.e. those \( \pi \in \mathcal{P}(X^2) \) satisfying

\[
\int_{X^2} F(x) + G(y) \, d\pi(x, y) = \int_X F(x) \, d\mu(x) + \int_X G(y) \, d\rho(y) \quad \forall F, G \in C_b(X)
\]
(see e.g. [13]). When \( p = 1 \) we can write

\[
W_1(\mu, \rho) = \sup_{\Psi \in \mathcal{C}_b(X)} \int_X \Psi(x) \, d(\mu - \rho)(x),
\]

where the supremum is taken over all Lipschitz continuous functions with Lipschitz constant at most 1.

It is straightforward to show that there always exists an optimal transport plan \( \pi \), i.e., one for which the infimum in (2.1) is attained [13, Theorem 1.3]. The fact that (2.1) and (2.2) coincide when \( p = 1 \) is a theorem in optimal transport theory often called the Kantorovich–Rubinstein theorem [13, Theorem 1.14]. The Wasserstein distance is a complete metric on the set of probability measures with finite \( p \)th moment, and metrizes the topology of weak convergence on this set [11, Proposition 7.1.5].

### 2.1.2 Cylinder sets and \(-\)functions

**Definition 2.3.** Let \( X \) be a normed vector space. A function \( \Psi : X \to \mathbb{R} \) is a cylinder function if there exist functionals \( \varphi_1, \ldots, \varphi_n \in X^* \) and a Borel measurable function \( \psi : \mathbb{R}^n \to \mathbb{R} \) such that

\[
\Psi(u) = \psi(\varphi_1(u), \ldots, \varphi_n(u)) \quad \forall u \in X.
\]

A set \( E \subset X \) is a cylinder set if the indicator function \( u \mapsto \mathbb{1}_E(u) \) is a cylinder function, or equivalently, if \( E \) is of the form

\[
E = \{ u \in X : (\varphi_1(u), \ldots, \varphi_n(u)) \in F \}
\]

for a Borel set \( F \subset \mathbb{R}^n \) and \( \varphi_1, \ldots, \varphi_n \in X^* \). We let \( \text{Cyl}(X) \) denote the collection of cylinder sets in \( X \).

**Proposition 2.4.** Let \( X \) be a separable normed vector space. Then:

(i) The \( \sigma \)-algebra generated by \( \text{Cyl}(X) \) is equal to \( \mathcal{B}(X) \).

(ii) If \( \mu \) is a (signed) measure on \( (X, \mathcal{B}(X)) \) such that \( \mu(A) = 0 \) for all cylinder sets \( A \), then \( \mu \equiv 0 \).

**Proof.** See the appendix.

### 2.2 Correlation measures

**Definition 2.5.** A correlation measure is a collection \( \nu = (\nu^1, \nu^2, \ldots) \) of maps \( \nu^k : D^k \to \mathcal{P}(U^k) \) satisfying the following properties:

(i) Weak*-measurability: Each map \( \nu^k : D^k \to \mathcal{P}(U^k) \) is weak*-measurable, in the sense that the map \( x \mapsto \langle \nu^k_x, f \rangle \) from \( x \in D^k \) into \( \mathbb{R} \) is Borel measurable for all \( f \in C_0(U^k) \) and \( k \in \mathbb{N} \). In other words, \( \nu^k \) is a Young measure from \( D^k \) to \( U^k \).

(ii) \( L^p \)-boundedness: \( \nu \) is \( L^p \)-bounded, in the sense that

\[
\int_D \langle \nu^1_x, |\xi|^p \rangle \, dx < +\infty.
\]

(iii) Symmetry: If \( \sigma \) is a permutation of \( \{1, \ldots, k\} \) and \( f \in C_0(\mathbb{R}^k) \) then \( \langle \nu^k_{\sigma(x)}, f(\sigma(\xi)) \rangle = \langle \nu^k_x, f(\xi) \rangle \) for a.e. \( x \in D^k \). Here, we denote \( \sigma(x) = (x_1, x_2, \ldots, x_k) = (x_{\sigma_1}, x_{\sigma_2}, \ldots, x_{\sigma_k}) \). \( \sigma(\xi) \) is denoted analogously.

(iv) Consistency: If \( f \in C_0(U^k) \) is of the form \( f(\xi_1, \ldots, \xi_k) = g(\xi_1, \ldots, \xi_{k-1}) \) for some \( g \in C_0(U^{k-1}) \), then \( \langle \nu^k_{x_1, \ldots, x_k}, f \rangle = \langle \nu^k_{x_1, \ldots, x_{k-1}}, g \rangle \) for almost every \( (x_1, \ldots, x_k) \in D^k \).
(v) **Diagonal continuity (DC):** If \( B_r(x) := \{ y \in D : |x - y| < r \} \) then
\[
\lim_{r \to 0} \int_D \int_{B_r(x)} \langle \nu_{x,y}^2, g(x,y,\xi_1,\xi_2) \rangle \, dy \, dx = \int_D \langle \nu_{x,x}^1, g(x,x,\xi_1,\xi_1) \rangle \, dx.
\]
(2.6)

Each element \( \nu^k \) is called a **correlation marginal.** We let \( \mathcal{L}^p = \mathcal{L}^p(D,U) \) denote the set of all correlation measures from \( D \) to \( U \).

**Remarks 2.6.**

(i) By combining the properties of symmetry and consistency, the expected value with respect to \( \nu_{x}^k \) of a function depending on \( l < k \) parameters \( \xi_{l+1}, \ldots, \xi_k \), can be written in terms of \( \nu_{x_1,\ldots,x_l}^d \). Thus, the \( k \)-th correlation marginal \( \nu^k \) contains all information about lower-order correlation marginals, but not vice-versa. Hence, the family \( \nu = (\nu^k)_{k \in \mathbb{N}} \) constitutes a hierarchy.

(ii) Any function \( u \in L^p(D,U) \) gives rise to a correlation marginal \( \nu \in \mathcal{L}^p(D,U) \) by defining \( \nu_{x}^k = \delta_{u(x_1)} \otimes \cdots \otimes \delta_{u(x_k)} \). Correlation marginals of this form are called **atomic.**

(iii) It can be shown that the DC property is equivalent to
\[
\lim_{r \to 0} \int_D \int_{B_r(x)} \langle \nu_{x,y}^2, g(x,y,\xi_1,\xi_2) \rangle \, dy \, dx = \int_D \langle \nu_{x,x}^1, g(x,x,\xi_1,\xi_1) \rangle \, dx
\]
for every \( g \in \mathfrak{C}^2 \). After possibly redefining \( \nu^2 \) on the zero-measure set \( \{(x,y) \in D^2 : x = y\} \), this is equivalent to
\[
\nu_{x,x}^2 = \nu_{x}^1 \quad \text{for a.e. } x \in D.
\]
In particular, \( \langle \nu_{x,x}^2, \xi_1,\xi_2 \rangle = \langle \nu_{x}^1, \xi_1,\xi_2 \rangle \) – i.e., the covariance between the value at the point \( x \) with itself is just the variance at \( x \). Similarly, it can be shown that if \( \psi \in C_0(U^{k+1}) \) is Lipschitz continuous then
\[
\langle \nu_{x_1,\ldots,x_k,x}^{k+1}, \psi(\xi_1,\ldots,\xi_{k+1}) \rangle = \langle \nu_{x_1,\ldots,x_k}^k, \psi(\xi_1,\ldots,\xi_k,\xi_{k+1}) \rangle.
\]

We emphasize that diagonal continuity is an additional consistency requirement which is independent from consistency condition (iv) of Definition 2.3.

(iv) As an example of a “correlation measure” which is not diagonally continuous, let \( \nu^1 : D \to \mathcal{P}(U) \) be any Young measure satisfying (2.3), and define \( \nu_{x_1,\ldots,x_k}^k := \nu_{x_1}^1 \otimes \cdots \otimes \nu_{x_k}^1 \) for every \( k \in \mathbb{N} \). Then \( \nu = (\nu^1, \nu^2, \ldots) \) satisfies properties (i)–(iv) of Definition 2.3 but is DC if and only if \( \nu^1 \) is atomic. Indeed, by Jensen’s inequality,
\[
\langle \nu_{x,x}^2, \xi_1,\xi_2 \rangle = \langle \nu_{x}^1 \otimes \nu_{x}^1, \xi_1,\xi_2 \rangle = \langle \nu_{x}^1, \xi_1 \rangle \langle \nu_{x}^1, \xi_2 \rangle \leq \langle \nu_{x}^1, \xi_1^2 \rangle
\]
for a.e. \( x \in D \), with equality if and only if \( \nu^1 \) is atomic.

\[\square\]

2.3 **The main theorem**

Denote \( \mathfrak{H}^k := L^1(D^k, C_0(U^k)) \). The proof of the following theorem, which is the main theorem of Section 2 will depend crucially on \( \mathfrak{H}^k \) and its dual space; see Section 2.4.

**Main Theorem 2.7.** For every correlation measure \( \nu \in \mathcal{L}^p(D,U) \) there exists a unique probability measure \( \mu \in \mathcal{P}(\mathfrak{H}) \) satisfying
\[
\int_{\mathfrak{H}} \|u\|_p^p \, d\mu(u) < \infty \quad (2.7)
\]
such that
\[
\int_D \int_{\mathbb{R}^k} g(x, \xi) d\nu^k_\xi(\xi) dx = \int_D \int_{\mathbb{R}^k} g(x, u(x)) dxd\mu(u) \quad \forall \ g \in \mathcal{H}^k, \ \forall \ k \in \mathbb{N}
\]  
(where \(u(x)\) denotes the vector \((u(x_1), \ldots, u(x_k))\)). Conversely, for every probability measure \(\mu \in \mathcal{P}(\mathcal{F})\) with finite moment \((2.7)\), there exists a unique correlation measure \(\nu \in \mathcal{P}(D, U)\) satisfying \((2.8)\).

The relation \((2.8)\) is also valid for any measurable \(g : D \times U \to \mathbb{R}\) such that \(|g(x, \xi)| \leq C|\xi|^p\) for a.e. \(x \in D\).

For a \(g \in \mathcal{H}^k\), define the functional \(L_g : \mathcal{F} \to \mathbb{R}\) by
\[
L_g(u) := \int_D g(x, u(x)) \, dx.
\]  

Denoting \(\langle \nu^k, g \rangle := \int_D \int_{\mathbb{R}^k} g(x, \xi) d\nu^k_\xi(\xi) dx\), we can write \((2.8)\) as
\[
\langle \nu^k, g \rangle = \langle \mu, L_g \rangle \quad \forall \ g \in \mathcal{H}^k, \ \forall \ k \in \mathbb{N}.
\]

To ensure that the terms appearing in \((2.8)\) (or equivalently \((2.8)\)) are well-defined, we need to check that \(\nu^k\) is a continuous linear functional on \(\mathcal{H}^k\), and that \(L_g : \mathcal{F} \to \mathbb{R}\) is Borel measurable for every \(g \in \mathcal{H}^k\). This is done in Theorem \(2.10\) and Proposition \(2.11\) respectively.

**Remark 2.8.** The finite moment requirement \((2.7)\) is the direct analogue of the \(L^p\) bound \((2.5)\). Indeed,
\[
\int_{\mathcal{F}} \|u\|^p dy(\mu) = \int_{\mathcal{F}} \int_D |u(x)|^p dxd\mu(u) = \int_D \int_{\mathbb{R}^k} |\xi|^p d\nu^k_\xi(\xi) dx.
\]

### 2.4 The spaces \(\mathcal{H}^k\) and \(\mathcal{H}^{k*}\)

**Definition 2.9.** For any \(k \in \mathbb{N}\), denote \(\mathcal{H}^k := L^1(D^k, C_0(U^k))\), the space of measurable functions \(g : x \mapsto g(x) \in C_0(U^k)\) such that
\[
\|g\|_{\mathcal{H}^k} = \int_{\mathbb{R}^k} \|g(x)\|_{C_0(U^k)} \, dx < \infty.
\]

(Here, \(C_0(U^k)\) is equipped with its Borel \(\sigma\)-algebra.) We will routinely write \(g(x, \xi)\) instead of \(g(x(\xi))\).

We let \(\mathcal{H}^{k*} := L^{\infty}_{\mathcal{M}}(D^k, \mathcal{M}(U^k))\) denote the space of weak* measurable maps \(\nu^k : x \mapsto \nu^k_x \in \mathcal{M}(U^k)\) such that
\[
\|\nu^k\|_{\mathcal{H}^{k*}} = \text{ess sup}_{x \in D^k} \|\nu^k_x\|_\mathcal{M}(U^k) < \infty.
\]

(Recall that \(\nu^k\) is weak* measurable if the map \(x \mapsto \langle \nu^k_x, f \rangle\) from \(D^k\) to \(\mathbb{R}\) is measurable for all \(f \in C_0(U^k)\).)

Note that if \(\nu = (\nu^1, \nu^2, \ldots)\) is a correlation measure then each correlation marginal \(\nu^k\) is an element of \(\mathcal{H}^{k*}\), because \(\|\nu^k\|_{\mathcal{H}^{k*}} = 1\).

The following result justifies the notation \(\mathcal{H}^{k*}\).

**Theorem 2.10.** For any \(k \in \mathbb{N}\), the space \(\mathcal{H}^{k*}\) is isometrically isomorphic to the dual of \(\mathcal{H}^k\) through the pairing
\[
\langle \nu^k, g \rangle = \int_{D^k} \langle \nu^k_x, g(x, \cdot) \rangle \, dx, \quad g \in \mathcal{H}^k, \ \nu^k \in \mathcal{H}^{k*}.
\]

**Proof.** See e.g. [22, Theorem 8.18.2] or [2, p. 211].

**Proposition 2.11.** For any \(g \in \mathcal{H}^k\), the map \(L_g : \mathcal{F} \to \mathbb{R}\) defined by \((2.8)\) is uniformly continuous and satisfies
\[
\|L_g\|_{C_0(\mathcal{F})} \leq \|g\|_{\mathcal{H}^k}.
\]
Proof. Since \( g \in \mathcal{H}^k = L^1(D^k, C_0(U^k)) \), there are simple functions \( \tilde{g}_n(x) = \sum_{i=1}^n 1_{A_{n,i}}(x)\tilde{f}_{n,i} \) for functions \( \tilde{f}_{n,i} \in C_0(U^k) \) and sets \( A_{n,i} \subset D^k \) with positive and bounded Lebesgue measure, such that \( \tilde{g}_n \to g \) in \( \mathcal{H}^k \). Let \( f_{n,i} \) be functions in \( C_0(U^k) \cap \text{Lip}(U^k) \) such that \( \|f_{n,i} - \tilde{f}_{n,i}\|_{C_0(U^k)} \leq \frac{1}{A_{n,i}} \) (constructed, for instance, by mollification of \( \tilde{f}_{n,i} \)), and define \( g_n(x) := \sum_{i=1}^n 1_{A_{n,i}}(x)f_{n,i} \). If \( u, v \in \mathcal{F} \) then

\[
|L_{g_n}(u) - L_{g_n}(v)| \leq \sum_{i=1}^n \int_{A_{n,i}} |f_{n,i}(u(x)) - f_{n,i}(v(x))| \, dx
\]

\[
\leq \sum_{i=1}^n \int_{A_{n,i}} \|f_{n,i}\|_{\text{Lip}(U^k)}(|u(x_1) - v(x_1)| + \cdots + |u(x_k) - v(x_k)|) \, dx
\]

\[
\leq C_n \|u - v\|_{\mathcal{F}}
\]

by Hölder’s inequality, where \( C_n > 0 \) depends on \( |A_{n,i}| \) and \( \|f_{n,i}\|_{\text{Lip}(U^k)} \) for \( i = 1, \ldots, n \). Thus, \( L_{g_n} \) is Lipschitz continuous. Moreover,

\[
|L_g(u) - L_{g_n}(u)| \leq \int_{D^k} |g(x, u(x)) - g_n(x, u(x))| \, dx \leq \int_{D^k} \|g - g_n\|_{C_0(U^k)} \, dx
\]

\[
= \|g - g_n\|_{\mathcal{F}^k} \leq \frac{1}{n} \to 0 \quad \text{as } n \to \infty,
\]

and so \( L_{g_n} \to L_g \) uniformly on \( \mathcal{F} \). Since every uniform limit of Lipschitz continuous functions is uniformly continuous, we conclude that \( L_g \) is uniformly continuous. Finally,

\[
|L_g(u)| \leq \int_{D^k} |g(x, u(x))| \, dx \leq \int_{D^k} \|g\|_{C_0(U^k)} \, dx = \|g\|_{\mathcal{F}^k} \quad \forall u \in \mathcal{F},
\]

which proves (2.10).

\[\Box\]

2.5 Existence and uniqueness of \( \nu \)

Theorem 2.12. Let \( \mu \in \mathcal{P}(\mathcal{F}) \) satisfy (2.7). Then (2.8) uniquely defines a correlation measure \( \nu \in \mathcal{L}^p \).

Proof. We define each correlation marginal \( \nu^k \) as an element of \( \mathcal{H}^{k*} \) through duality, and then show that it has the required properties. The relation (2.8) uniquely defines \( \nu^k \) as a linear functional on \( \mathcal{H}^k \) which is continuous since

\[
\langle \nu^k, g \rangle = \int_{\mathcal{F}} \int_{D^k} g(x, u(x)) \, dx \, d\mu(u) \leq \int_{D^k} \|g\|_{C_0(U^k)} \, dx = \|g\|_{\mathcal{F}^k}.
\]

Thus, \( \nu^k \) is an element of the dual of \( \mathcal{H}^k \), which by Theorem 2.10 is \( \mathcal{H}^{k*} := L_w^\infty(D^k, M(U^k)) \). Hence, we can view \( \nu^k \) as a weak* measurable map from \( x \in D^k \) to \( \nu^k_x \in M(U^k) \).

We show next that \( \nu^k \in \mathcal{U}(U^k) \) for Lebesgue-a.e. \( x \in D^k \). For every \( 0 \leq f \in C_0(U^k) \) and for every bounded Borel measurable \( A \subset D^k \) we have

\[
\langle \nu^k, 1_A f \rangle = \int_A \langle \nu^k_x, f \rangle \, dx = \int_A \int f(u(x_1), \ldots, u(x_k)) \, d\mu(u).
\]

But the right-hand side always lies between 0 and \( |A| \cdot \|f\|_{C_0} \). It follows from the arbitrariness of \( A \) that 0 \( \leq \langle \nu^k_x, f \rangle \leq \|f\|_{C_0} \) for Lebesgue-a.e. \( x \in D^k \). In particular, letting \( f(\xi) \equiv 1 \), we find that \( \|\nu^k_x\|_M = 1 \) for a.e. \( x \), which proves the claim.

Next, we show that \( \nu = (\nu^1, \nu^2, \ldots) \) satisfies properties (ii)-(iv) of correlation measures (cf. Definition 2.5). The properties of symmetry and consistency follow directly from (2.8), so it remains to show \( L^p \)-boundedness. By truncating the function \( g : D \times U \to \mathbb{R} \) defined by \( g(x, \xi) = |\xi|^p \) and applying Fatou’s lemma and the dominated convergence theorem, we get that

\[
\int_D \langle \nu^k_x, |\xi|^p \rangle \, dx = \langle \nu^k, |\xi|^p \rangle = \int_D \int |u(x)|^p \, dx \, d\mu(u) = \int_{\mathcal{F}} \|u^p\|_g \, d\mu(u) < +\infty.
\]
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This proves (2.9).

Finally, we show that \( \nu \) is diagonally continuous (cf. Definition 2.5 (v)). Indeed,

\[
\lim_{r \to 0} \int_{D} \int_{B_r(x)} \langle \nu^2_{x,y}, |\xi_1 - \xi_2|^p \rangle \, dy \, dx = \lim_{r \to 0} \int_{D} \int_{B_r(x)} |u(x) - u(y)|^p \, dy \, dx \, d\mu(u)
\]

\[
= \int_{D} \int_{D} |u(x) - u(x)|^p \, dx \, d\mu(u)
\]

\[
= 0,
\]

the second equality following from Lebesgue’s differentiation theorem and the dominated convergence theorem. This completes the proof of existence of the correlation measure \( \nu \). We emphasize that uniqueness follows directly from the explicit definition of \( \nu^k \) (for each \( k \)) from (2.8).

\[\square\]

### 2.6 Uniqueness of \( \mu \)

Let now \( \nu \in \mathcal{L}^p(D, U) \) be a given correlation measure. We begin by proving that there exists at most one probability measure \( \mu \) corresponding to \( \nu \).

**Theorem 2.13.** If \( \mu, \bar{\mu} \in \mathcal{P}(\mathcal{F}) \) both satisfy (2.7) and (2.8), then \( \mu = \bar{\mu} \).

**Proof.** By assumption we have

\[
\int_{\mathcal{F}} \int_{\mathcal{D}} g(x, u(x)) \, dx \, d\mu(u) = \int_{\mathcal{F}} \int_{\mathcal{D}} g(x, u(x)) \, dx \, d\bar{\mu}(u) \quad \forall \, g \in \mathcal{H}^k \quad \forall \, k \in \mathbb{N}.
\]

Fix a number \( L > 0 \). By the dominated convergence theorem, Hölder’s inequality and the \( L^p \)-bound (2.7), this same equality holds for \( g \) of the form

\[
g(x, \xi) = \varphi_1(x_1) \cdots \varphi_k(x_k) \theta_L(x_1, \xi_1) \cdots \theta_L(x_k, \xi_k), \quad \theta_L(x, \xi) = \begin{cases} 
\xi & \text{if } |\xi| \leq L \text{ and } |x| \leq L \\
\frac{|x|}{L} & \text{if } |\xi| > L \text{ and } |x| \leq L \\
0 & \text{if } |x| > L
\end{cases}
\]

where \( \varphi_1, \ldots, \varphi_k \in \mathcal{F}^* \). Denoting \( \tilde{\theta}_L(u) = \theta_L(\cdot, u(\cdot)) \) for the sake of simplicity, we can write (2.8) with the above test function \( g \) as

\[
\int_{\mathcal{F}} \langle \varphi_1, \tilde{\theta}_L(u) \rangle \cdots \langle \varphi_k, \tilde{\theta}_L(u) \rangle \, d\mu(u) = \int_{\mathcal{F}} \langle \varphi_1, \tilde{\theta}_L(u) \rangle \cdots \langle \varphi_k, \tilde{\theta}_L(u) \rangle \, d\bar{\mu}(u).
\]

By repeating indices (i.e. choosing some of the \( \varphi_i \)'s to be identical) and expanding integrals over the spatial domain, one can show that the above identity implies

\[
\int_{\mathcal{F}} \langle \varphi_1, \tilde{\theta}_L(u) \rangle^{\alpha_1} \cdots \langle \varphi_k, \tilde{\theta}_L(u) \rangle^{\alpha_k} \, d\mu(u) = \int_{\mathcal{F}} \langle \varphi_1, \tilde{\theta}_L(u) \rangle^{\alpha_1} \cdots \langle \varphi_k, \tilde{\theta}_L(u) \rangle^{\alpha_k} \, d\bar{\mu}(u). \tag{2.11}
\]

for arbitrary \( \alpha_1, \ldots, \alpha_k \in \mathbb{N}_0 \).

Define now

\[
\varphi : L^p(D) \to \mathbb{R}^k, \quad \varphi(u) := \left( \langle \varphi_1, u \rangle, \ldots, \langle \varphi_k, u \rangle \right)
\]

and the truncation

\[
\varphi_L : L^p(D) \to \mathbb{R}^k, \quad \varphi_L(u) := \left( \langle \varphi_1, \tilde{\theta}_L(u) \rangle, \ldots, \langle \varphi_k, \tilde{\theta}_L(u) \rangle \right)
\]

Since \( |\langle \varphi_i, \tilde{\theta}_L(u) \rangle| \leq m_d^{d/p} L_1^{1+d/p} \|\varphi_i\|_{\mathcal{F}^*} \) for \( i = 1, \ldots, k \) and with \( m_d \) denoting the volume of the unit ball in \( \mathbb{R}^d \), the map \( \varphi_L \) takes values only in the compact set \( K_L := [-cL^{1+d/p}, cL^{1+d/p}]^k \subset \mathbb{R}^k \), where \( c = m_d^{d/p} \max(\|\varphi_1\|_{\mathcal{F}^*}, \ldots, \|\varphi_k\|_{\mathcal{F}^*}) \).
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Let \( \psi \in C^1_c(\mathbb{R}^k) \). Then the restriction of \( \psi \) to \( K_L \) can be approximated uniformly on \( K_L \) by a sequence of polynomials \( (P_n)_{n=1}^\infty \). It follows that
\[
P_n(\varphi_L(u)) \to \psi(\varphi_L(u)) \quad \text{as } n \to \infty
\]
uniformly in \( u \). On the other hand, equation (2.11) implies that for each polynomial \( P_n \), we have
\[
\int_{\mathcal{F}} P_n(\varphi_L(u)) \, d\mu(u) = \int_{\mathcal{F}} P_n(\varphi_L(u)) \, d\tilde{\mu}(u).
\]
From uniform convergence, we conclude that
\[
\int_{\mathcal{F}} \psi(\varphi_L(u)) \, d\mu(u) = \int_{\mathcal{F}} \psi(\varphi_L(u)) \, d\tilde{\mu}(u)
\]
for any \( \psi \in C^1_c(\mathbb{R}^k) \).

Define now \( \Psi_L, \Psi : \mathcal{F} \to \mathbb{R} \) by
\[
\Psi_L(u) := \psi(\varphi_L(u)), \quad \Psi(u) := \psi(u).
\]
Clearly, \( |\Psi_L(u)|, |\Psi(u)| \leq \|\psi\|_{C^1_c(\mathbb{R}^k)} \) and \( \lim_{L \to \infty} \Psi_L(u) = \Psi(u) \) for every \( u \in \mathcal{F} \), so by the dominated convergence theorem,
\[
\int_{\mathcal{F}} \Psi(u) \, d\mu(u) = \int_{\mathcal{F}} \Psi(u) \, d\tilde{\mu}(u)
\]
for any cylinder function \( \Psi(u) = \psi(\langle \varphi_1, u \rangle, \ldots, \langle \varphi_k, u \rangle) \) with \( \psi \in C^1_c(\mathbb{R}^k) \).

Given an open set \( A \subset \mathbb{R}^k \), we can find a sequence \( \psi_n \in C^1_c(\mathbb{R}^k) \) such that \( 0 \leq \psi_n \leq \psi_{n+1} \leq 1_A \) for all \( n \in \mathbb{N} \), and \( \psi_n \) converges pointwise to the indicator function \( 1_A \). Again, by dominated convergence, we conclude that
\[
\int_{\mathcal{F}} 1_A(\langle \varphi_1, u \rangle, \ldots, \langle \varphi_k, u \rangle) \, d\mu(u) = \int_{\mathcal{F}} 1_A(\langle \varphi_1, u \rangle, \ldots, \langle \varphi_k, u \rangle) \, d\tilde{\mu}(u).
\]
By a standard argument, this equality also holds for any Borel measurable set \( A \subset \mathbb{R}^k \). This means that \( \mu \) and \( \tilde{\mu} \) agree on cylinder sets, so by Proposition 2.4, they must coincide.

\[\square\]

### 2.7 Existence of \( \mu \) for bounded \( D \)

To prove existence of a probability measure \( \mu \) corresponding to a given correlation measure \( \nu \), we proceed in two steps, first proving the statement for bounded domains \( D \subset \mathbb{R}^d \), and then extending the result to arbitrary \( D \subset \mathbb{R}^d \).

We assume first that \( D \) is bounded. Our construction will consist of a piecewise constant approximation over successively finer partitions of \( D \).

**Definition 2.14.** A collection \( \mathcal{A} = \{A_1, \ldots, A_N\} \) of subsets of \( D \) is a **partition of \( D \)** if
\[
\bigcup_{i=1}^N A_i = D, \quad A_i \cap A_j = \emptyset \quad \text{and} \quad \bar{A}_i \cap \bar{A}_j = \emptyset \quad \text{for all } i \neq j
\]
(where \( \bar{A}_i \) denotes the closure of \( A_i \)). Another partition \( \bar{\mathcal{A}} = \{\bar{A}_1, \ldots, \bar{A}_M\} \) is a **refinement of \( \mathcal{A} \)** if for every \( j = 1, \ldots, M \), there is an \( i \in \{1, \ldots, N\} \) such that \( \bar{A}_j \subset A_i \).

Given a partition \( \mathcal{A} = \{A_1, \ldots, A_N\} \) of \( D \) and a correlation measure \( \nu \in L^p(D,U) \), define the probability measure \( \rho_{\mathcal{A}} \in \mathcal{P}(U^N) \) by
\[
\langle \rho_{\mathcal{A}}, \psi \rangle = \int_{A_1 \times \cdots \times A_N} \langle \psi \rangle d\nu, \quad \psi \in C_0(U^N).
\]
This is clearly a continuous, linear functional on \( C_0(U^N) \) with norm \( \|\rho_A\|_{M(U^N)} = \sup_{\psi \in C_0} \frac{\langle \rho_A, \psi \rangle}{\|\psi\|_{C_0}} = 1 \), and hence is a well-defined element of \( \mathcal{P}(U^N) \). Next, define \( \mu_A \in \mathcal{P}(\mathcal{F}) \) by
\[
\langle \mu_A, \Psi \rangle = \langle \rho_A, \Psi \left( \sum_{i=1}^{N} \xi_i \mathbb{1}_{A_i} \right) \rangle.
\]

Being the pushforward of \( \rho_A \) by the continuous function \( U^N \ni \xi \mapsto \sum_{i=1}^{N} \xi_i \mathbb{1}_{A_i} \in \mathcal{F} \), \( \mu_A \) is a well-defined element of \( \mathcal{P}(\mathcal{F}) \). Finally, let \( \nu_A \in \mathcal{L}^p(D, U) \) be the unique correlation measure corresponding to \( \mu_A \), as constructed in Theorem 2.12. It is clear that \( \mu_A \) is the probability measure corresponding to \( \nu_A \), in the sense of Theorem 2.7. Note that \( \nu_A \) and \( \mu_A \) are piecewise constant, in the sense that each correlation marginal \( \nu^i_{A,x} \) is constant on sets of the form \( x \in A_{i_1} \times \cdots \times A_{i_k} \), and \( \mu_A \) is concentrated on functions \( u : D \to U \) of the form \( u(x) = \sum_{i=1}^{N} \xi_i \mathbb{1}_{A_i}(x) \).

**Definition 2.15.** The correlation measure \( \nu_A \in \mathcal{L}^p(D, U) \) is called the projection of \( \nu \) onto \( A \). \( \blacksquare \)

It is not difficult to see that \( \nu_A \) can be equivalently defined as
\[
\langle \nu^i_{A,x}, \psi \rangle := \sum_{\alpha \in [N]^k} \mathbb{1}_{A_{i_\alpha}}(x) \int_{A_{i_{\alpha}}} \nu^N (y, \psi(\xi_{\alpha})) \, dy, \quad x \in D^k \quad \forall \ k \in \mathbb{N}. \quad (2.12)
\]

(Here, \([N] = \{1, \ldots, N\}, A_{i_\alpha} = A_{i_{j_1}} \times \cdots \times A_{i_{j_k}} \) and \( \xi_{\alpha} = (\xi_{j_1}, \ldots, \xi_{j_k}) \).)

Given two partitions \( \mathcal{A} \) and \( \mathcal{A} \) of \( D \), where \( \mathcal{A} \) is a refinement of \( \mathcal{A} \), the following lemma establishes an estimate for the distance between \( \mu_A \) and \( \mu_{\tilde{A}} \).

**Lemma 2.16.** Let \( \nu \in \mathcal{L}^p(D, U) \) be given. Let \( \mathcal{A} \) and \( \mathcal{A} \) be partitions of \( D \), where \( \mathcal{A} \) is a refinement of \( \mathcal{A} \), and let \( c, h > 0 \) be such that
\[
|A_i| \geq ch^d, \quad \text{diam}(A_i) \leq h \quad \forall \ A_i \in \mathcal{A}.
\] (2.13)

Let \( \mu_A, \mu_{\tilde{A}} \in \mathcal{P}(\mathcal{F}) \) be the probability measures corresponding to the projections of \( \nu \) onto \( \mathcal{A} \) and \( \mathcal{A} \), respectively. Then
\[
W_1(\mu_A, \mu_{\tilde{A}}) \leq C \left( \int_D \int_{B_h(y)} \langle \nu^2_{x,y}, |\xi_1 - \xi_2|^p \rangle \, dx \, dy \right)^{1/p},
\]
where \( B_h(y) := \{ x \in D : |x - y| < h \} \) and \( C > 0 \) only depends on \( c, p \) and \( d \) (the dimension of \( D \)).

**Proof.** Let \( \Psi : \mathcal{F} \to \mathbb{R} \) be a Lipschitz function with \( \|\Psi\|_{\text{Lip}} = 1 \). Denote
\[
\mathcal{A} = \{A_1, \ldots, A_N\}, \quad \mathcal{A} = \{\tilde{A}_1, \ldots, \tilde{A}_M\}.
\]

By definition,
\[
\int_{\mathcal{F}} \Psi(u) \, d(\mu_A - \mu_{\tilde{A}}) = \int_{A_{1} \times \cdots \times A_N} \langle \nu^N_{x}, \Psi \left( \sum_{i=1}^{N} \xi_i \mathbb{1}_{A_i} \right) \rangle \, dx - \int_{\tilde{A}_{1} \times \cdots \times \tilde{A}_M} \langle \nu^M_{y}, \Psi \left( \sum_{j=1}^{M} \zeta_j \mathbb{1}_{\tilde{A}_j} \right) \rangle \, dy
\]
\[
= \int_{A_{1} \times \cdots \times A_N} \langle \nu^N_{x}, \Psi \left( \sum_{j=1}^{M} \xi_{(j)} \mathbb{1}_{A_{(j)}} \right) \rangle \, dx - \int_{\tilde{A}_{1} \times \cdots \times \tilde{A}_M} \langle \nu^M_{y}, \Psi \left( \sum_{j=1}^{M} \zeta_j \mathbb{1}_{\tilde{A}_j} \right) \rangle \, dy
\]
where for any \( j \in \{1, \ldots, M\} \), the index \( i(j) \) is the unique integer in \( \{1, \ldots, N\} \), such that \( \tilde{A}_j \subset A_{i(j)} \), and \( \xi \) and \( \zeta \) are the integration variables with respect to \( \nu^N_{x} \) and \( \nu^M_{y} \), respectively. Denote
\[
A = A_1 \times \cdots \times A_N, \quad \tilde{A} = \tilde{A}_1 \times \cdots \times \tilde{A}_M.
\]
Then we can write

\[
\int_{\mathcal{F}} \Psi(u) \, d(\mu_{A} - \mu_{\tilde{A}}) = \int_{A} \langle \nu_{x,y}^{N}, \Psi \left( \sum_{j=1}^{M} \xi_{i(j)} \mathbb{1}_{\tilde{A}_{j}} \right) \rangle \, dx - \int_{\tilde{A}} \langle \nu_{y}^{M}, \Psi \left( \sum_{j=1}^{M} \xi_{j} \mathbb{1}_{\tilde{A}_{j}} \right) \rangle \, dy
\]

(consistency of \( \nu \))

\[
\llbracket \sum_{j=1}^{M} \xi_{i(j)} \mathbb{1}_{\tilde{A}_{j}} \rrbracket = \left( \sum_{j=1}^{M} \mathbb{1}_{\tilde{A}_{j}} \right) \quad \text{for any} \quad \Psi : L^{1}(D) \to \mathbb{R}
\]

(Lipschitz continuity)

\[
= \int_{A} \int_{A} \langle \nu_{x,y}^{N+M}, \Psi \left( \sum_{j=1}^{M} \xi_{i(j)} \mathbb{1}_{\tilde{A}_{j}} \right) \rangle \, dx \, dy
\]

(Jensen’s inequality)

\[
\llbracket \sum_{j=1}^{M} \mathbb{1}_{\tilde{A}_{j}} \rrbracket \quad \text{for any} \quad \Psi : L^{1}(D) \to \mathbb{R}
\]

(Jensen’s inequality)

\[
\llbracket \sum_{j=1}^{M} \xi_{i(j)} \mathbb{1}_{\tilde{A}_{j}} \rrbracket \quad \text{for any} \quad \Psi : L^{1}(D) \to \mathbb{R}
\]

(Renaming variables \( x_{i(j)} \mapsto x \) and \( y_{j} \mapsto y \) in this summation, we obtain the estimate

\[
\int_{\mathcal{F}} \Psi(u) \, d(\mu_{A} - \mu_{\tilde{A}}) \leq \left( \sum_{j=1}^{M} \int_{A_{i(j)}} \int_{A} \langle \nu_{x,y}^{2}, \mathbb{1}_{\tilde{A}_{j}} \rangle \, dx \, dy \right) \]

valid for any 1-Lipschitz continuous \( \Psi : L^{1}(D) \to \mathbb{R} \). Using (2.13) we get the estimate

\[
\int_{\mathcal{F}} \Psi(u) \, d(\mu_{A} - \mu_{\tilde{A}}) \leq \left( \sum_{j=1}^{M} \int_{A_{i(j)}} \int_{A} \langle \nu_{x,y}^{2}, \mathbb{1}_{\tilde{A}_{j}} \rangle \, dx \, dy \right) \]

where \( C \) is given by the ratio of \( c \) to the unit ball in \( \mathbb{R}^{d} \). Taking the supremum over all \( \Psi \) with \( \| \Psi \|_{\text{Lip}} \leq 1 \) on the left hand side and using the Kantorovich–Rubinstein definition (2.2) of \( W_{1} \) yields the desired estimate.

With this bound in place we can complete the proof of existence of \( \mu \).

**Theorem 2.17.** For any \( \nu \in \mathcal{L}^{p}(D,U) \) there exists a probability measure \( \mu \in \mathcal{P}(\mathcal{F}) \) satisfying (2.7) and (2.8).

**Proof.** Let \( (\mathcal{A}_{m})_{m \in \mathbb{N}} \) be a sequence of partitions of \( D \) such that

- \( \mathcal{A}_{m+1} \) is a refinement of \( \mathcal{A}_{m} \),
there exists a constant $c > 0$ and a sequence $h_m \to 0$, such that
\[ |A| \geq ch_m^d, \quad \text{diam}(A) \leq h_m \quad \forall \ A \in \mathcal{A}_m, \ \forall \ m \in \mathbb{N}. \]

We show first that the sequence of probability measures $\mu_{A_m} \in \mathcal{P}(\mathcal{F})$ converges weakly to some $\mu \in \mathcal{P}(\mathcal{F})$ satisfying (2.7). By Lemma 2.16 we have for any $m' > m$
\[ W_1(\mu_{A_m}, \mu_{A_{m'}}) \leq C \left( \int_D \int_{B_{h_m}(x)} (\nu^2_{x,y}, |\xi - \zeta|^p) \, dy \, dx \right)^{1/p} \]
where $C > 0$ does not depend on $m$. By the DC property 2.6, the right-hand side vanishes as $m \to \infty$. It follows that $\lim_{m,m' \to \infty} W_1(\mu_{A_m}, \mu_{A_{m'}}) = 0$, so the sequence $\mu_{A_m}$ is Cauchy in the $W_1$ metric. Since the $W_1$ metric turns $\mathcal{P}(\mathcal{F})$ into a complete metric space (see [1, Proposition 7.1.5]), we conclude that $\mu_{A_m} \to \mu$ for some $\mu \in \mathcal{P}(\mathcal{F})$. Moreover, from the fact that $\nu$ satisfies (2.5), it follows that $\mu$ satisfies (2.7).

We show next that the limit $\mu$ satisfies (2.8). Fix some $m \in \mathbb{N}$ and denote $\mathcal{A} = \mathcal{A}_m = \{A_1, \ldots, A_N\}$. If $x \in D^k$ then there is a unique index $\alpha \in [N]^k$ such that $x \in A_\alpha := A_{\alpha_1} \times \cdots \times A_{\alpha_k}$. If $x$ is on the off-diagonal, i.e. $\alpha_i \neq \alpha_j$ for all $i \neq j$, then it follows from consistency that
\[ \langle \nu^{k,x}_{A_m}, \psi \rangle = \sum_{\alpha \in [N]^k} 1_{A_\alpha}(x) \int_{A_\alpha} \langle \nu^k_x, \psi \rangle \, dy \]
(compare with (2.12)). Hence, Lebesgue’s differentiation theorem implies that $\langle \nu^{k,x}_{A_m}, \psi \rangle \to \langle \nu^k_x, \psi \rangle$ as $m \to 0$ for almost every point $x$ in $D^k$ on the off-diagonal $\{x \in D^k : x_i \neq x_j \text{ for all } i \neq j\}$. Since the diagonal $\{x \in D^k : x_i = x_j \text{ for some } i \neq j\}$ has Lebesgue measure zero, we can conclude that
\[ \text{weak}^* \lim_{m \to \infty} \nu^{k,x}_{A_m} = \nu^k \quad \forall \ k \in \mathbb{N}, \]
or in other words,
\[ \lim_{m \to \infty} \langle \nu^{k,x}_{A_m}, g \rangle = \langle \nu^k, g \rangle \quad \forall \ g \in \mathcal{H}_k \quad \forall \ k \in \mathbb{N}. \quad (2.14) \]

We know that $\mu_{A_m} \to \mu$ in $\mathcal{P}(\mathcal{F})$, that is,
\[ \lim_{m \to \infty} \int_{\mathcal{F}} \Psi(u) \, d\mu_{A_m}(u) = \int_{\mathcal{F}} \Psi(u) \, d\mu(u) \quad \forall \ \Psi \in C_b(\mathcal{F}). \quad (2.15) \]
By Proposition 2.11 the functionals $L_g$ lie in $C_b(\mathcal{F})$, so the above holds for $\Psi = L_g$ for any $g \in \mathcal{H}_k$. Thus, for any $k \in \mathbb{N}$ and $g \in \mathcal{H}_k$, we have
\[ \langle \mu, L_g \rangle = \lim_{m \to \infty} \langle \mu_{A_m}, L_g \rangle = \lim_{m \to \infty} \langle \nu^{k,x}_{A_m}, g \rangle = \langle \nu^k, g \rangle, \]
which is (2.8).

2.8 Existence of $\mu$ for unbounded $D$

The next step is to prove existence of a probability measure $\mu$ for a given correlation measure $\nu$ on an arbitrary domain $D$. To this end, we first construct $\mu$ on a bounded set $E \subset D$, and then pass to the limit $E \uparrow D$.

Lemma 2.18. Let $E \subset D$. Let $r$ denote the restriction map
\[ r : LP(D, U) \to LP(E, U), \quad r(u) = u|_E. \]
If $\mu \in \mathcal{P}(LP(D, U))$ has correlation measure $\nu$, then $r\#\mu \in \mathcal{P}(LP(E, U))$ has correlation measure
\[ \nu|_E := \left( \nu^1|_E, \nu^2|_{E^2}, \nu^3|_{E^3}, \ldots \right). \]
Proof. Let \( g \in L^1(E^k, C_0(U^k)) \). Then the function \( x \mapsto \mathbb{1}_E(x)g(x, \cdot) \) lies in \( \mathcal{H}^k = L^1(D^k, C_0(U^k)) \). Hence,

\[
\int_{L^p(E, U)} \int_{E^k} g(x, u(x)) \, dx \, dr\mu(u) = \int_{L^p(D, U)} \int_{E^k} g(x, u(x)) \, dx \, d\mu(u) = \int_{L^p(D, U)} \int_{D^k} \mathbb{1}_{E^k}(x)g(x, u(x)) \, dx \, d\mu(u) = \int_{D^k} \langle \nu_{x}^{k}, \mathbb{1}_{E^k}(x)g(x, \cdot) \rangle \, dx = \int_{E^k} \langle \nu_{x}^{k}, g(x, \cdot) \rangle \, dx.
\]

Thus, \( \nu|_E \) is the correlation measure associated with \( r\#\mu \).

Let now \( \nu \in \mathcal{L}^p(D, U) \) for an arbitrary measurable set \( D \subset \mathbb{R}^d \). Given \( L > 0 \), let \( D_L := D \cap (-L, L)^d \). Let \( \tilde{\mu}_L \in \mathcal{P}(L^p(D_L, U)) \) be the unique probability measure associated with the restriction \( \nu|_{D_L} \) of \( \nu \) to \( D_L \), as constructed in Section 2.7. Furthermore, let \( \mu_L \in \mathcal{P}(L^p(D, U)) \) be the image of \( \tilde{\mu}_L \) under the inclusion map obtained via extension by 0:

\[
i_L : L^p(D_L, U) \to L^p(D, U), \quad i_L(u) = u \mathbb{1}_{D_L}.
\]

By Lemma 2.18, we expect the sequence \( (\tilde{\mu}_L)_{L>0} \) to be related to the restriction of a probability measure \( \mu \) with correlation measure \( \nu \). In particular, we would then expect the sequence \( \mu_L \) to converge to a probability measure \( \mu \) as \( L \to \infty \). The following theorem shows that this is indeed the case.

**Theorem 2.19.** The sequence \( \mu_L \) converges weakly as \( L \to \infty \) to some \( \mu \in \mathcal{P}(\mathcal{F}) \) satisfying (2.7) and (2.8).

**Proof.** Let \( \Psi \in C_b(\mathcal{F}) \) be an arbitrary 1-Lipschitz function. Let \( M < L, L' \). Then

\[
\int_{\mathcal{F}} \Psi(u) \, d(\mu_L - \mu_{L'}) = \int_{\mathcal{F}} \Psi(u) - \Psi(\mathbb{1}_{D_M}u) \, d\mu_L + \int_{\mathcal{F}} \Psi(\mathbb{1}_{D_M}u) \, d(\mu_L - \mu_{L'}) + \int_{\mathcal{F}} \Psi(\mathbb{1}_{D_M}u) - \Psi(u) \, d\mu_{L'}.
\]

The second term is zero as a consequence of Lemma 2.18. For the first and third terms, we have the estimate

\[
\left| \int_{\mathcal{F}} \Psi(u) - \Psi(\mathbb{1}_{D_M}u) \, d\mu_L \right| \leq \int_{\mathcal{F}} \| u - \mathbb{1}_{D_M}u \|_{L^p} \, d\mu_L \leq \left( \int_{\mathcal{F}} \| \mathbb{1}_{D_M}u \|_{L^p}^p \, d\mu_L \right)^{1/p} = \left( \int_{D_L \cap D_M} \langle \nu_x^k, |\xi|^p \rangle \, dx \right)^{1/p} \leq \left( \int_{D \setminus D_M} \langle \nu_x^k, |\xi|^p \rangle \, dx \right)^{1/p}.
\]

It follows that

\[
\int_{\mathcal{F}} \Psi(u) \, d(\mu_L - \mu_{L'}) \leq 2 \left( \int_{D \setminus D_M} \langle \nu_x^k, |\xi|^p \rangle \, dx \right)^{1/p}.
\]

Taking the supremum over all 1-Lipschitz \( \Psi \in C_b(\mathcal{F}) \) on the left, we obtain

\[
W_1(\mu_L, \mu_{L'}) \leq 2 \left( \int_{D \setminus D_M} \langle \nu_x^k, |\xi|^p \rangle \, dx \right)^{1/p}.
\]
By assumption, $\int_{D} (|x|^{p}, |\xi|^{p}) \, dx$ is finite, so $\int_{D} (|\nu_{1}|, |\xi|^{p}) \, dx$ goes to zero as $M \to \infty$. We conclude that $W_{1}(\mu_{L}, \mu_{L'}) \to 0$ as $L, L' \to \infty$. By completeness under the 1-Wasserstein distance, the sequence $\mu_{L}$ converges to a limit $\mu = \text{w-lim}_{L \to \infty} \mu_{L}$.

We claim that the limit $\mu$ has correlation measure $\nu$, in the sense of Theorem 2.7. Indeed, we have $\nu^{k} \in D_{\tilde{P}_{k}} \iff \nu^{k}, \mu_{L} \to \mu$ and $\langle \nu^{k}, g \rangle = \langle \mu_{L}, Lg \rangle$ for all $g \in \mathcal{H}^{k}$ and $k \in \mathbb{N}$. It follows that $\langle \nu^{k}, g \rangle = \langle \mu, Lg \rangle$.

2.9 Moments

We have now established the equivalence between probability measures $\mu \in \mathcal{P}(\mathcal{F})$ satisfying

$$\int_{\mathcal{F}} \|u\|_{p}^{2} \, d\mu < \infty,$$

and so-called correlation measures $\nu \in \mathcal{L}^{p}(D, U)$. In this section we introduce a third representation, that of moments. The moments of a correlation measure $\nu \in \mathcal{L}^{p}(D, U)$ are the functions

$$m^{k} : D^{k} \to U^{\otimes k}, \quad m^{k}(x) := \int_{U^{k}} \xi_{1} \cdot \cdots \cdot \xi_{k} \, d\nu_{U}^{k}(\xi), \quad k \in \mathbb{N}. \quad (2.17)$$

Here, $U^{\otimes k}$ refers to the tensor product space $U \otimes \cdots \otimes U$ (repeated $k$ times), and $\xi_{1} \otimes \cdots \otimes \xi_{k}$ is a functional defined by its action on the dual space $(U^{\otimes k})^{*} = U^{\otimes k}$ through

$$\langle \xi_{1} \otimes \cdots \otimes \xi_{k} \rangle : (\xi_{1} \otimes \cdots \otimes \xi_{k}) = \langle \xi_{1} \cdot \cdots \cdot \xi_{k} \rangle = (\xi_{1} \cdot \xi_{1} \cdots \cdot \xi_{k} \cdot \xi_{k}).$$

In the case $U = \mathbb{R}$, the moments can be written more simply as

$$m^{k} : D^{k} \to \mathbb{R}, \quad m^{k}(x) = \int_{\mathbb{R}^{k}} \xi_{1} \cdot \cdots \cdot \xi_{k} \, d\nu_{U}^{k}(\xi), \quad k \in \mathbb{N}.$$ 

In either case, we will assume that

$$\int_{D^{k}} \int_{U^{k}} |\xi_{1}|^{p} \cdots |\xi_{k}|^{p} \, d\nu_{U}^{k}(\xi) \, dx < \infty \quad \forall \ k \in \mathbb{N}, \quad (2.18)$$

or equivalently,

$$\int_{\mathcal{F}} \|u\|_{p}^{2} \, d\mu(u) < \infty \quad \forall \ k \in \mathbb{N} \quad (2.18')$$

(compare with (2.16)). This ensures that $m^{k}$ is a well-defined element of $L^{p}(D^{k}, U^{\otimes k})$.

The following result uniquely characterizes a correlation measure in terms of the family of moments $(m^{k})_{k \in \mathbb{N}}$. This result will be essential to the contents of the following sections.

**Theorem 2.20.** Let $\nu \in \mathcal{L}^{p}(D, U)$ satisfy (2.18). Then the moments (2.17) uniquely identify $\nu$, in the sense that if another correlation measure $\tilde{\nu}$ has the same moments $(m^{k})_{k \in \mathbb{N}}$, then $\nu = \tilde{\nu}$.

**Proof.** Denote by $\mu, \tilde{\mu} \in \mathcal{P}(\mathcal{F})$ the corresponding probability measures. Recall that the characteristic functional of $\mu$ is the functional $\tilde{\mu} : \mathcal{F}^{*} \to \mathbb{R},$

$$\tilde{\mu}(\varphi) := \int_{\mathcal{F}} e^{i\varphi(u)} \, d\mu(u), \quad \varphi \in \mathcal{F}^{*},$$

and that $\mu$ and $\tilde{\mu}$ coincide if and only if $\tilde{\mu} = \hat{\mu}$ (see [14, Chapter 2.1]). Using (2.18') we can interchange
integration and summation in the following and obtain

\[
\hat{\mu}(\varphi) = \int_{\mathcal{F}} 1 \left[ 1 + \sum_{k=1}^{\infty} \frac{i^k}{k!} \varphi(u)^k d\mu(u) \right] = 1 + \sum_{k=1}^{\infty} \frac{i^k}{k!} \int_{\mathcal{F}} \left( \int_{\mathcal{D}} \varphi(x) \cdot u(x) \, dx \right)^k d\mu(u)
\]

\[
= 1 + \sum_{k=1}^{\infty} \frac{i^k}{k!} \int_{\mathcal{D}} \int_{\mathcal{F}} (\varphi(x_1) \cdot u(x_1)) \cdots (\varphi(x_k) \cdot u(x_k)) \, dx \, d\mu(u)
\]

\[
= 1 + \sum_{k=1}^{\infty} \frac{i^k}{k!} \int_{\mathcal{D}^k} \left( \int_{\mathcal{F}} (\varphi(x_1) \varphi(x_2) \cdots \varphi(x_k)) \, dx \right) d\mu(u)
\]

\[
= 1 + \sum_{k=1}^{\infty} \frac{i^k}{k!} \int_{\mathcal{D}^k} \left( \int_{\mathcal{F}} (\varphi(x_1) \varphi(x_2) \cdots \varphi(x_k)) \, dx \right) d\mu(u)
\]

\[
= 1 + \sum_{k=1}^{\infty} \frac{i^k}{k!} \int_{\mathcal{D}^k} m_k(x) \, dx.
\]

Since the moments \(m^k\) and \(\tilde{m}^k\) of \(\nu\) and \(\tilde{\nu}\) coincide, we conclude that \(\mu = \tilde{\mu}\). \[\square\]

### 2.10 Gaussian measures

As an example of the equivalence of probability measures on function spaces and correlation measures, we present here a (somewhat formal) computation which characterizes the correlation measure for Gaussian measures, a class of probability measures that is of great interest in stochastic analysis [13]. Although some of the following computations are quite standard in the literature on stochastic analysis, we include the details here for the sake of completeness.

We recall that a probability measure \(\rho \in \mathcal{P}(\mathbb{R})\) is **Gaussian** if there is a number \(\sigma > 0\) such that

\[
\langle \rho, f \rangle = \frac{1}{\sqrt{2\pi\sigma^2}} \int_{\mathbb{R}} f(z) e^{-\frac{z^2}{2\sigma^2}} \, dz \quad \text{for any } f \in C_0(\mathbb{R}).
\]

(Note that we are implicitly assuming that \(\rho\) has mean zero, since the more general case of a nonzero mean can be easily obtained by translation.) Given a Banach space \(X\), we say that a probability measure \(\mu \in \mathcal{P}(X)\) is **Gaussian** if \(\varphi\#\mu \in \mathcal{P}(\mathbb{R})\) is Gaussian for every nonzero \(\varphi \in X^*\), that is, if for every \(0 \neq \varphi \in X^*\) there is a number \(\sigma = \sigma(\varphi) > 0\) such that

\[
\int_X f(\varphi(u)) \, d\mu(u) = \frac{1}{\sqrt{2\pi\sigma^2}} \int_{\mathbb{R}} f(z) \exp \left( -\frac{z^2}{2\sigma^2} \right) \, dz \quad \forall f \in C_0(\mathbb{R}).
\]

We easily find that the variance \(\sigma(\varphi)^2\) is given explicitly by

\[
\sigma(\varphi)^2 = \text{Var}(\varphi\#\mu) = \int_{\mathbb{R}} y^2 \, d(\varphi\#\mu)(y) = \int_X \varphi(u)^2 \, d\mu(u) = \langle \mu, \varphi^2 \rangle.
\]

Choose now the Banach space \(X = \mathcal{F} = L^p(D)\). For any \(k \in \mathbb{N}\) and \(0 \neq \varphi \in \mathcal{F}^*\), the expected value of the function \(\mathbb{R} \ni z \mapsto z^k\) with respect to \(\varphi\#\mu\) is

\[
\frac{1}{\sqrt{2\pi\sigma(\varphi)^2}} \int_{\mathbb{R}} z^k \exp \left( -\frac{z^2}{2\sigma(\varphi)^2} \right) \, dz = \langle \mu, \varphi^k \rangle = \int_{\mathcal{D}^k} \varphi(x_1)u(x_1) \cdots \varphi(x_k)u(x_k) \, dx \, d\mu(u)
\]

\[
= \int_{\mathcal{D}^k} \int_{\mathcal{F}^k} \xi_1 \cdots \xi_k \varphi(x_1) \cdots \varphi(x_k) \, d\nu^k_x(\xi) \, dx
\]

\[
= \int_{\cal D^k} m^k(x) \varphi(x_1) \cdots \varphi(x_k) \, dx
\]

where \(m^k(x) := \int_{\mathcal{D}^k} \xi_1 \cdots \xi_k \, d\nu^k_x(\xi)\) denotes the \(k\)-th moment of \(\nu\). On the other hand, it is well-known that the \(k\)-th moment \(E[z^k]\) of a Gaussian distribution (with zero mean) is 0 when \(k\) is odd, and \((-1)^{(k-1)} \sigma^k\) when \(k\) is even, where \((-1)^{(k-1)}\) denotes the double factorial \((k-1)!! = (k-1)(k-3) \cdots 1 = \frac{(2k/k)!}{k!}

Using the fact that \(m^k(x_1, \ldots, x_k)\) is symmetric in all arguments, we find that \(m^k \equiv 0\) when \(k\) is odd.
When $k$ is even, i.e. $k = 2l$ for some $l \in \mathbb{N}$, we get
\[
\int_{D^{2l}} m^{2l}(x) \varphi(x_1) \cdots \varphi(x_{2l}) \, dx = \frac{(2l)!}{l!^2} (\sigma(\varphi)^2)^l = \frac{(2l)!}{l!^2} \left( \int_{D^2} m^2(x) \varphi(x_1) \varphi(x_2) \, dx \right)^l
\]
\[
= \frac{(2l)!}{l!^2} \int_{D^{2l}} m^2(x_1, x_2) \cdots m^2(x_{2l-1}, x_{2l}) \varphi(x_1) \cdots \varphi(x_{2l}) \, dx.
\]
The above implies that the first integrand must be given by the symmetric part of the last integrand, i.e.
\[
m^{2i}(x) = \text{Sym} \left( \frac{(2l)!}{l!^2} m^2 \otimes \cdots \otimes m^2 \right)(x)
\]
\[
= \frac{1}{l!^2} \sum_{s \in \mathfrak{S}_l} m^2(x_{s(1)}, x_{s(2)}) \cdots m^2(x_{s(2l-1)}, x_{s(2l)})
\]
where $\mathfrak{S}_k$ is the symmetric group on $k$ symbols, consisting of all permutations of $\{1, 2, \ldots, k\}$ (see e.g. [13]). Thus, all the moments—and thus all of $\mu$ (or, equivalently, $\nu$)—is completely specified in terms of the second moment $m^2$. (This general rule is known as Isserlis’ theorem [36]; see also [30, p. 44].)

Finally, observe that
\[
\langle \nu_1^l, \xi_1^l \rangle = m^n(x, \ldots, x) = \begin{cases} 0 & \text{if } n \text{ is odd}, \\ (n-1)!m^2(x, x)^{n/2} & \text{if } n \text{ is even} \end{cases}
\]
(cf. Remark 2.4 (iii)). Thus, for any $x \in D$, the probability measure $\nu_1^l$ is a Gaussian distribution with mean 0 and variance $m^2(x, x)$. More generally, for arbitrary $k$ we find that $\nu_k^l, x_{1:k}$ is a multivariate Gaussian distribution with mean $(0, \ldots, 0)$ and covariance $m^2(x_1, x_j)$. Thus, any function $m^2 : D^2 \to \mathbb{R}$ satisfying the properties of being a covariance function (see e.g. [37, Section 21.2]) corresponds to a unique Gaussian measure $\mu \in \mathcal{P}(L^2(D))$, and vice versa. For instance, Brownian motion is obtained by letting $m^2(t, s) = \min(t, s)$ for $t, s \geq 0$.

### 3 Statistical solutions

Equipped with the equivalence between probability measures on function spaces and correlation measures, we proceed in this section to define the concept of statistical solutions of multi-dimensional systems of conservation laws.

#### 3.1 Motivation and definition

To motivate the equations governing the time-evolution of statistical solutions, we consider a scalar, one-dimensional conservation law

\[
\partial_t u + \partial_x f(u) = 0.
\]

This equation dictates the evolution of the quantity $u(x, t)$ over time. For $x_1, x_2 \in \mathbb{R}$, consider the product $u(x_1, t)u(x_2, t)$. Assuming for the moment that $u$ is differentiable, we obtain

\[
\partial_t \left[ u(x_1, t)u(x_2, t) \right] = \left( \partial_t u(x_1, t) \right) u(x_2, t) + u(x_1, t) \left( \partial_t u(x_2, t) \right)
\]
\[
= -\partial_x f(u(x_1, t))u(x_2, t) - \partial_x u(x_1, t)f(u(x_2, t)),
\]

and for arbitrary $k \in \mathbb{N}$,

\[
\partial_t [u(x_1, t) \cdots u(x_k, t)] + \sum_{i=1}^k \partial_{x_i} \left[ u(x_1, t) \cdots f(u(x_i, t)) \cdots u(x_k, t) \right] = 0. \tag{3.1}
\]

Since the above equation is in divergence form, it can be interpreted, in the sense of distributions, as

\[
\int_{\mathbb{R}^+} \int_{\mathbb{R}^k} \partial_t \varphi(x, t) u(x_1, t) \cdots u(x_k, t) + \sum_{i=1}^k \partial_{x_i} \varphi(x, t) u(x_1, t) \cdots f(u(x_i, t)) \cdots u(x_k, t) \, dx \, dt
\]
\[
+ \int_{\mathbb{R}^k} \varphi(0, x) \tilde{u}(x_1) \cdots \tilde{u}(x_k) \, dx = 0 \tag{3.2}
\]
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for all \( \varphi \in C^\infty_c(\mathbb{R}^k \times \mathbb{R}_+) \).

For (multi-dimensional) systems, i.e. when \( u \) and \( f(u) \) are vectors, we evolve the tensor product \( u(x_1) \otimes \cdots \otimes u(x_k) \), and the resulting evolution equation \( (3.4) \) would read

\[
\partial_t [u(x_1, t) \otimes \cdots \otimes u(x_k, t)] + \sum_{i=1}^k \nabla_{x_i} \cdot \left[ u(x_1, t) \otimes \cdots \otimes f(u(x_i, t)) \otimes \cdots \otimes u(x_k, t) \right] = 0. \quad (3.3)
\]

Interpreting the above in the sense of distributions, we obtain

\[
\int_{\mathbb{R}^k} \int_{\mathbb{R}^k} \partial_t \varphi(x, t) : [u(x_1, t) \otimes \cdots \otimes u(x_k, t)] + \sum_{i=1}^k \nabla_{x_i} \varphi(x, t) : \left[ u(x_1, t) \otimes \cdots \otimes f(u(x_i, t)) \otimes \cdots \otimes u(x_k, t) \right] dx dt
\]

\[
+ \int_{\mathbb{R}^k} \varphi(0, x) : \left[ \bar{u}(x_1) \otimes \cdots \otimes \bar{u}(x_k) \right] dx = 0 \quad (3.4)
\]

for all \( \varphi \in C^\infty_c \left( (\mathbb{R}^d)^k \times \mathbb{R}_+, \mathbb{R}^N \otimes^k \right) \). The above calculations can be made rigorous, as follows.

**Lemma 3.1.** If \( u \in L^1_{\text{loc}}(\mathbb{R}^d \times \mathbb{R}_+, \mathbb{R}^N) \) is a weak solution of \( (1.1) \) then \( (3.4) \) holds for all \( k \in \mathbb{N} \).

**Proof.** For the sake of notational simplicity we present the proof only for the one-dimensional, scalar case \((d = N = 1)\). The proof proceeds by induction. Equation \( (3.4) \) with \( k = 1 \) is precisely the definition of a weak solution,

\[
\int_{\mathbb{R}^+} \int_{\mathbb{R}} \partial_t \psi u + \partial_x \psi u dx dt + \int_{\mathbb{R}} \psi(x, 0) u(x) dx = 0 \quad \forall \psi \in C^\infty_c(\mathbb{R} \times \mathbb{R}_+). \quad (3.5)
\]

Assume that \( (3.4) \) holds for some \( k \in \mathbb{N} \). Let \( \omega_\varepsilon : \mathbb{R} \to \mathbb{R} \) be a symmetric mollifier with \( \text{supp} \omega_\varepsilon \subset [-\varepsilon, \varepsilon] \), let \( \bar{\varphi} \in C^\infty_c(\mathbb{R}^{k+1} \times \mathbb{R}_+) \) and define

\[
\bar{\varphi}(x, t) := \int_{\mathbb{R}^+} \int_{\mathbb{R}} \omega_\varepsilon(t - s) \varphi(x, x_{k+1}, s) u(x_{k+1}, s) dx_{k+1} ds
\]

for \( x \in \mathbb{R}^k \) and any \( 0 \leq \bar{\varphi} \in C^\infty_c(\mathbb{R}^{k+1} \times \mathbb{R}_+) \). Then \( \varphi \in C^\infty_c(\mathbb{R}^k \times \mathbb{R}_+) \), and we have

\[
\partial_t \varphi(x, t) = \int_{\mathbb{R}^+} \int_{\mathbb{R}} \omega_\varepsilon(t - s) \partial_x \varphi(x, x_{k+1}, s) u(x_{k+1}, s) dx_{k+1} ds
\]

\[
- \int_{\mathbb{R}^+} \int_{\mathbb{R}} \left[ \partial_x \left( \omega_\varepsilon(t - s) \varphi(x, x_{k+1}, s) \right) + \omega_\varepsilon(t - s) \partial_x \varphi(x, x_{k+1}, s) \right] u(x_{k+1}, s) dx_{k+1} ds
\]

\[
+ \int_{\mathbb{R}} \omega_\varepsilon(t) \bar{\varphi}(x, x_{k+1}, 0) \bar{u}(x_{k+1}) dx_{k+1}
\]

\[
+ \int_{\mathbb{R}^+} \int_{\mathbb{R}} \omega_\varepsilon(t - s) \partial_x \varphi(x, x_{k+1}, s) u(x_{k+1}, s) dx_{k+1} ds,
\]

the last equality following from \( (3.5) \). Moreover, for \( j = 1, \ldots, k \) we have

\[
\partial_{x_j} \varphi(x, t) = \int_{\mathbb{R}^+} \int_{\mathbb{R}} \omega_\varepsilon(t - s) \partial_{x_j} \varphi(x, x_{k+1}, s) u(x_{k+1}, s) dx_{k+1} ds.
\]
Hence, inserting $\varphi$ into (3.4) gives

$$0 = \int_{\mathbb{R}^+} \int_{\mathbb{R}^k} u(x_1, t) \cdots u(x_k, t) \left[ \int_{\mathbb{R}^+} \int_{\mathbb{R}} \omega_\varepsilon(t-s) \partial x_{k+1} \varphi(x, x_{k+1}, s) f(u(x_{k+1}, s)) \, dx_{k+1} \, ds \right.$$ 

$$+ \int_{\mathbb{R}} \omega_\varepsilon(t) \varphi(x, x_{k+1}, 0) \bar{u}(x_{k+1}) \, dx_{k+1} + \int_{\mathbb{R}^+} \int_{\mathbb{R}} \omega_\varepsilon(t-s) \partial x_j \varphi(x, x_{k+1}, s) u(x_{k+1}, s) \, dx_{k+1} \, ds \right]$$ 

$$+ \sum_{j=1}^k u(x_1, t) \cdots f(u(x_j, t)) \cdots u(x_k, t) \int_{\mathbb{R}^+} \int_{\mathbb{R}} \omega_\varepsilon(t-s) \partial x_j \varphi(x, x_{k+1}, s) u(x_{k+1}, s) \, dx_{k+1} \, ds \, dx$$

$$+ \int_{\mathbb{R}^k} \bar{u}(x_1) \cdots \bar{u}(x_k) \int_{\mathbb{R}^+} \int_{\mathbb{R}} \omega_\varepsilon(-s) \varphi(x, x_{k+1}, s) u(x_{k+1}, s) \, dx_{k+1} \, ds.$$

In the limit $\varepsilon \to 0$ we get

$$0 = \int_{\mathbb{R}^+} \int_{\mathbb{R}^k} \left[ \int_{\mathbb{R}^+} \int_{\mathbb{R}} \omega_\varepsilon(t-s) \partial x_{k+1} \varphi(x, x_{k+1}, t) f(u(x_{k+1}, t)) \, dx_{k+1} \, ds \right.$$ 

$$+ \frac{1}{2} \int_{\mathbb{R}^k} \int_{\mathbb{R}} \bar{u}(x_1) \cdots \bar{u}(x_k) \varphi(x, x_{k+1}, 0) \bar{u}(x_{k+1}) \, dx_{k+1} \, dx$$

$$+ \int_{\mathbb{R}^+} \int_{\mathbb{R}^k} u(x_1, t) \cdots u(x_k, t) \bar{u} \varphi(x, x_{k+1}, t) u(x_{k+1}, t) \, dx_{k+1} \, dx$$

$$+ \int_{\mathbb{R}^+} \int_{\mathbb{R}^k} \int_{\mathbb{R}^k} \sum_{j=1}^k u(x_1, t) \cdots f(u(x_j, t)) \cdots u(x_k, t) \partial x_j \varphi(x, x_{k+1}, t) u(x_{k+1}, t) \, dx_{k+1} \, dx$$

$$+ \frac{1}{2} \int_{\mathbb{R}^k} \int_{\mathbb{R}} \bar{u}(x_1) \cdots \bar{u}(x_k) \varphi(x, x_{k+1}, 0) \bar{u}(x_{k+1}) \, dx_{k+1} \, dx$$

(The factors $\frac{1}{2}$ come from integrating $\omega_{\varepsilon(-s)}$ over $s \in \mathbb{R}^+$ and not $s \in \mathbb{R}.$) After reorganizing terms, we obtain (3.4) for $k + 1.$

Denoting the atomic correlation measure corresponding to $u(\cdot, t)$ by $\nu_t = (\nu_1^t, \nu_2^t, \ldots)$ (cf. Remark 2.3 (ii)), we may write (3.3) equivalently as

$$\partial_t \langle \nu_{t, x}^k, \xi_1 \cdots \xi_k \rangle + \sum_{i=1}^k \nabla_x \cdot \langle \nu_{t, x}^k, \xi_i \cdots \xi_k, f(\xi_i) \cdots \xi_k \rangle = 0$$

for $x \in \mathbb{R}^k,$ $t > 0$ and any $k \in \mathbb{N}.$ Note that this expression makes sense even if $\nu_k^t$ is non-atomic. We take this as the definition of a possibly non-atomic statistical solution. In order for the terms appearing in (3.6) to be well-defined, we need to assume

$$\int_{D^k} \langle \nu_{t, x}^k, \xi_1 \cdots \xi_k \rangle \, dx < \infty, \quad \int_{D^k} \langle \nu_{t, x}^k, \xi_1 \cdots f(\xi_i), \cdots \xi_k \rangle \, dx < \infty \quad \forall k \in \mathbb{N} \text{ and } i = 1, 2, \ldots, k,$$

for all compact subsets $D \subset D.$

We can write this in terms of the corresponding probability measure $\mu_t \in \mathcal{P}(L^1)$ as

$$\int_{L^1} \|u\|_{L^1(D^k)} \, d\mu_t(u) < \infty, \quad \int_{L^1(D^k)} \|f \circ u\|_{L^1(D^k)} \|u\|_{L^1(D^k)} \, d\mu_t(u) < \infty \quad \forall k \in \mathbb{N},$$

and for all compact subsets $D \subset D.$

**Definition 3.2.** Let $\bar{\mu} \in \mathcal{P}(L^1(\mathbb{R}^d, \mathbb{R}^N))$ satisfy the decay rate (3.7). A **statistical solution** of (1.1a) with initial data $\bar{\mu}$ is a weak*-measurable mapping $t \mapsto \mu_t \in \mathcal{P}(L^1(\mathbb{R}^d, \mathbb{R}^N))$ such that each $\mu_t$ satisfies
the decay rate \( (3.7) \), and such that the corresponding correlation measures \( \{ \nu^k_t \}_{k \in \mathbb{N}} \) satisfy \( (3.6) \) in the sense of distributions, i.e.

\[
\int_{\mathbb{R}^+} \int_{\mathbb{R}^d} \langle \nu^k_{t,x}, \xi_1 \otimes \cdots \otimes \xi_k \rangle : \partial_t \varphi + \sum_{i=1}^k \langle \nu^k_{t,x}, \xi_1 \otimes \cdots \otimes f(\xi_i) \otimes \cdots \otimes \xi_k \rangle : \nabla x_i \varphi \, dxdt 
+ \int_{\mathbb{R}^d} \langle \nu^k_x, \xi_1 \otimes \cdots \otimes \xi_k \rangle \varphi \big|_{t=0} \, dx = 0
\]

for every \( \varphi \in C^\infty_c \left( (\mathbb{R}^d)^k \times \mathbb{R}_+^+, (\mathbb{R}^N)^\otimes k \right) \) and for every \( k \in \mathbb{N} \). We denote \( \bar{\nu} \) to the correlation measure associated with initial probability measure \( \bar{\mu} \).

(A map \( \mu : t \mapsto \mu_t \in \mathcal{P}(L^1(\mathbb{R}^d, \mathbb{R}^N)) \) is **weak*-measurable** if the pairing \( \langle \mu_t, G \rangle = \int_{\mathbb{R}^d} G(u) \, d\mu_t(u) \) with any \( G \in C_b(L^1(\mathbb{R}^d, \mathbb{R}^N)) \) is Lebesgue measurable in \( t \) (see e.g. [19, Section II.1]).)

**Remarks 3.3.**

(i) Note carefully that the evolution equation \( (3.6) \) dictates the evolution of the **moments** \( \langle \nu^k_{t,x}, \xi_1 \otimes \cdots \otimes \xi_k \rangle \) (see Section 2.9). Recall from Theorem 2.20 that the moments of a correlation measure uniquely identify the correlation measure. Thus, instead of determining the time evolution of functionals on infinite-dimensional function spaces as in the Liouville and Hopf equations of [29], we reduce the problem to the evolution of functions \( \langle \nu^k_{t,x}, \xi_1 \otimes \cdots \otimes \xi_k \rangle \) defined on the finite-dimensional spaces \((x,t) \in (\mathbb{R}^d)^k \times \mathbb{R}_+^+\).

(ii) Equation \( (3.6) \) for \( k = 1 \) is simply the definition of \( \nu^1 \) being a measure-valued solution of \( (1.1a) \), as introduced by DiPerna [20]. In light of the previous remark, we see that—except when the correlation measure is atomic—the evolution equation for measure-valued solutions (i.e., \( (3.6) \) with \( k = 1 \)) **never uniquely determines** the full correlation measure \( \nu_t \) (or equivalently, \( \mu_t \)). In other words, except in the case of an atomic statistical solution, the evolution equation for the \((k + 1)\)th moment can contain strictly more information than the equation for the \(k\)th moment. Thus, statistical solutions are much more constrained than measure-valued solutions with additional information being provided by multi-point correlation measures. This additional information provided by the correlation measures, opens the possibility of enforcing uniqueness of the statistical solutions, if necessary by augmenting them with further admissibility conditions.

(iii) If \( \bar{\mu} = \delta_{\bar{u}} \) and \( \mu_t = \delta_{\bar{u}(t)} \) with \( \bar{u}, u(t) \in L^1(\mathbb{R}^d, \mathbb{R}^N) \) for a.e. \( t > 0 \), then Definition 3.2 reduces to the classical definition of a weak solution of \( (1.1a) \).

**4 Statistical solutions for scalar conservation laws**

In Section 3 we defined statistical solutions for multi-dimensional systems of conservation laws. In this section we investigate the well-posedness of statistical solutions of (multi-dimensional) scalar conservation laws. To this end, we can utilize the well-posedness of the deterministic problem \( (1.1a) \) to show existence of a statistical solution for a multi-dimensional scalar conservation law.

**4.1 The canonical statistical solution**

Recall that for scalar conservation laws, the Cauchy problem \( (1.1) \) is well-posed for any \( \bar{u} \in \mathcal{U} := L^1 \cap L^\infty(\mathbb{R}^d \times \mathbb{R}_+), \) and the entropy solution \( u(t) = S_t \bar{u} \) lies in \( \mathcal{U} \) for all \( t > 0 \) [38]. Here, \( S_t : \mathcal{U} \to \mathcal{U} \) denotes the entropy solution semi-group. Denote \( \mathcal{F} := L^1(\mathbb{R}^d) \). Given initial data \( \bar{\mu} \in \mathcal{P}(\mathcal{F}) \) with \( \text{supp} \mu \subset \mathcal{U} \), we define the **canonical statistical solution** by

\[
\mu_t := S_t \# \bar{\mu}, \quad t \geq 0,
\]
where the pushforward operator $\#$ applies $S_t$ to each element of the support of $\bar{\mu}$:

$$\int_{\mathcal{F}} G(u) \, d(S_t\#\bar{\mu})(u) = \int_{\mathcal{F}} G(S_tu) \, d\bar{\mu}(u), \quad G \in C_b(\mathcal{F}).$$

Thus, the canonical statistical solution is concentrated on the entropy solutions of every initial data in the support of $\bar{\mu}$, and each entropy solution is given the same weight as $\bar{\mu}$ gives to the corresponding initial data.

The semi-group $S_t$ is a continuous map, so it is easy to see that the canonical statistical solution is a weak*-measurable map from $t \in \mathbb{R}_+$ to $\mathcal{P}(\mathcal{F})$. Moreover, it is in fact a statistical solution: For every $k \in \mathbb{N}$ and $\varphi \in C_c(\mathbb{R}^k \times \mathbb{R}_+)$, we have

$$\int_{\mathbb{R}^k} \int_{(\mathbb{R}^k)^k} \partial_t \varphi \left( \nu_{t,x}^k, \xi_1 \cdots \xi_k \right) + \sum_{i=1}^k \nabla_{x_i} \varphi : \left( u_{t,x}, f(\xi_i) \cdots f(\xi_k) \right) \, dx \, dt + \int_{(\mathbb{R}^k)^k} \varphi \big|_{t=0} \left( \rho_{t,x}^k, \xi_1 \cdots \xi_k \right) \, dx \leq 0$$

by Lemma [5.1] since $S_t \bar{\mu}$ is a weak solution of (1.1) for every $\bar{\mu} \in \mathcal{U}$.

It is also quite easy to see that the canonical statistical solution is stable with respect to the initial data. We measure this stability in the 1-Wasserstein metric $W_1$ on $\mathcal{F}$ (cf. Definition [2.1]). Let $\bar{\mu}, \bar{\rho} \in \mathcal{P}(\mathcal{F})$ be given initial data and let $\pi \in \Pi(\bar{\mu}, \bar{\rho})$ be an optimal transport plan from $\bar{\mu}$ to $\bar{\rho}$. For each $t \geq 0$ we define $\pi_t := (S_t, S_t)\#\pi$, which lies in $\Pi(\mu_t, \rho_t)$ (where $\mu_t, \rho_t$ are the corresponding canonical statistical solutions). We find that

$$W_1(\mu_t, \rho_t) \leq \int_{\mathcal{F}^2} \|u - v\|_{\mathcal{F}} \, d\pi_t(u,v) = \int_{\mathcal{F}^2} \|S_t \bar{\mu} - S_t \bar{\rho}\|_{\mathcal{F}} \, d\pi(\bar{\mu}, \bar{\rho})$$

where the first inequality comes from picking a particular plan $\pi_t \in \Pi(\mu_t, \rho_t)$ in (2.1), and the second inequality follows from the $L^1$ contraction property of $S_t$. We summarize these observations as follows.

**Theorem 4.1.** Let $\bar{\mu} \in \mathcal{P}(\mathcal{F})$ be a probability measure on $\mathcal{F}$ satisfying (3.7), and define the canonical statistical solution $\mu_t := S_t\#\bar{\mu}$ for each $t \in \mathbb{R}_+$. Then $t \mapsto \mu_t$ is a statistical solution of (1.1) with data $\bar{\mu}$, and if $\rho_t$ is another canonical statistical solution with initial data $\bar{\rho} \in \mathcal{P}(\mathcal{F})$ then

$$W_1(\mu_t, \rho_t) \leq W_1(\bar{\mu}, \bar{\rho}). \quad (4.1)$$

### 4.2 Well-posedness of statistical solutions

As shown in Section [4.1] there always exists a statistical solution for scalar conservation laws, and this solution is stable with respect to initial data. This does not imply, however, that the canonical solution is unique, in the same way that there might exist several weak solutions for the deterministic equation (1.1). As in the deterministic setting, *entropy conditions* must be imposed in order to single out a unique solution.
Recall that the (Kruzkov) entropy condition for \( f(u, c) \) is
\[
\partial_t [u - c] + \nabla_x \cdot q(u, c) \leq 0 \quad \text{in} \ D'(\mathbb{R}^d \times \mathbb{R}_+)	ag{4.2}
\]
for all constants \( c \in \mathbb{R} \), where \( q(u, c) := \text{sgn}(u-c)(f(u) - f(c)) \). Although not usually phrased as such, the Kruzkov entropy condition imposes stability with respect to a certain family of stationary (steady-state) solutions, namely the constant solutions. The key to proving uniqueness of statistical solutions lies in finding the right family of stationary (time-invariant) solutions. A natural first attempt follows from integrating (4.2) over the phase-space variable, which yields
\[
\partial_t \langle \nu^1, [\xi - c] \rangle + \nabla_x \cdot \langle \nu^1, q(\xi, c) \rangle \leq 0 \quad \text{in} \ D'(\mathbb{R}^d \times \mathbb{R}_+).	ag{4.3}
\]

This is the entropy condition enforced by DiPerna in the context of measure-valued solutions [20]. By a standard doubling-of-variables argument (see [20] Theorem 4.1 and [23] Theorem 3.3), this leads to the stability estimate
\[
\int_{\mathbb{R}^d} \langle \nu^1_{i, x}, [\xi - v(x, t)] \rangle \, dx \leq \int_{\mathbb{R}^d} \langle \nu^1_i, [\xi - \bar{v}(x)] \rangle \, dx \tag{4.4}
\]
for any entropy solution \( v \). Thus, if \( \nu^1_x = \delta_u(x) \) then also \( \nu^1_{i, x} = \delta_{u(x, t)} \)—in other words, (4.3) provides stability with respect to entropy solutions \( u(x, t) \), realized as atomic entropy measure-valued solutions. Note, however, that if \( \bar{u} \) is non-atomic then the right-hand side of (4.4) is \( O(1) \). Hence, (4.3) only imposes stability with respect to atomic statistical solutions. We propose instead the following:

**Entropy condition:** The physically meaningful statistical solution must be stable not just with respect to single constant functions, but to any finite convex combination of constant functions.

Since constant functions do not lie in \( L^1(\mathbb{R}^d) \), we need to introduce the following auxiliary lemma, which characterizes the set of transport plans, \( \Pi(\mu, \rho) \), when \( \rho \) is a convex combination of Dirac measures.

**Lemma 4.2.** Let \( \mu, \rho \in \mathcal{P}(\mathcal{F}) \) such that \( \rho \) is of the form \( \rho = \sum_{i=1}^M \alpha_i \delta_{u_i} \), for coefficients \( \alpha_i > 0 \), \( \sum_i \alpha_i = 1 \) and functions \( u_1, \ldots, u_M \in \mathcal{F} \). Then a measure \( \pi \) lies in \( \Pi(\mu, \rho) \) if and only if there are \( \mu_1, \ldots, \mu_M \in \mathcal{P}(\mathcal{F}) \) such that
\[
\pi = \sum_{i=1}^M \alpha_i \mu_i \otimes \delta_{u_i} \tag{4.5}
\]
(and, in particular, \( \sum_{i=1}^M \alpha_i \mu_i = \mu \)).

**Proof.** Necessity is immediate. For sufficiency, let \( \pi \in \Pi(\mu, \rho) \) and define \( \mu_i(A) := \frac{\pi(A \times \{u_i\})}{\alpha_i} \). Without loss of generality, we may assume that \( \alpha_i > 0 \) and that \( u_1, \ldots, u_M \) are distinct. Since \( \pi(\mathcal{F} \times \{u_i\}) = \rho(\{u_i\}) = \alpha_i \), we have \( \mu_i \in \mathcal{P}(\mathcal{F}) \) for each \( i \). Moreover, \( \pi(A \times \{u_i\}) = \alpha_i \mu_i(A) = \alpha_i(\mu_i \otimes \delta_{u_i})(A \times \{u_i\}) \) for each \( i \), so (4.3) follows.

Based on this simple observation we conclude that whenever \( \rho \) is \( M \)-atomic with weights \( \alpha_i \), there is a one-to-one correspondence between transport plans \( \pi \in \Pi(\mu, \rho) \) and elements of the set
\[
\Lambda(\alpha, \mu) := \left\{ (\mu_1, \ldots, \mu_M) : \sum_{i=1}^M \alpha_i \mu_i = \mu \right\} \quad \text{for} \ \alpha = (\alpha_1, \ldots, \alpha_M), \ \alpha_i \geq 0, \ \sum_{i=1}^M \alpha_i = 1.
\]
This set is never empty since \( (\mu, \ldots, \mu) \in \Lambda(\alpha, \mu) \) for any \( \alpha \). Note that the set \( \Lambda(\alpha, \mu) \) depends on the target measure \( \rho \) only through the weights \( \alpha_1, \ldots, \alpha_M \).

**Definition 4.3.** A statistical solution \( \mu_t \) is termed an **entropy statistical solution** if for every choice of coefficients \( \alpha_i > 0 \) with \( \sum_{i=1}^M \alpha_i = 1 \) and for every \( (\bar{\mu}_1, \ldots, \bar{\mu}_M) \in \Lambda(\alpha, \bar{\mu}) \), there exists a map \( t \mapsto (\mu_{1, t}, \ldots, \mu_{M, t}) \in \Lambda(\alpha, \mu_t) \) such that \( \mu_{0, t} = \bar{\mu}_i \) and
\[
\sum_{i=1}^M \alpha_i \left[ \int_{\mathbb{R}_+} \int_{\mathcal{F}} \int_{\mathbb{R}^d} |u(x)| - c_i \partial_t \phi + q(u(x), c_i) \cdot \nabla_x \phi \, dx \, dt + \int_{\mathcal{F}} \int_{\mathbb{R}^d} |\bar{u}(x)| - c_i \partial_t \phi \, dx \, dt \right] \geq 0 \tag{4.6}
\]
for all \( 0 \leq \phi \in C_c^\infty(\mathbb{R}^d \times \mathbb{R}_+) \) and for all constants \( c_1, \ldots, c_M \in \mathbb{R} \). (Here, \( q(u, c) \) is the Kruzkov entropy flux function.)
Lemma 4.4. The canonical statistical solution is an entropy statistical solution.

Proof. Select \((\mu_1, \ldots, \mu_M) \in \Lambda(\alpha, \bar{\mu})\) for an arbitrary weight \(\alpha\) and define \(\mu_{i,t} := S_t \# \bar{\mu}_i\). Then \((\mu_{1,t}, \ldots, \mu_{M,t}) \in \Lambda(\alpha, \mu_t)\), and

\[
\sum_{i=1}^M \alpha_i \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |u(x) - c_i| \frac{\partial_t \varphi}{\rho} + q(u(x), c_i) \cdot \nabla_x \varphi \ dx \mu_{i,t}(u) \ dt + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| \bar{u}(x) - c_i \right| \varphi \bigg|_{t=0} \ dx \mu_i(u) \right] = \sum_{i=1}^M \alpha_i \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |S_t \bar{u}(x) - c_i| \frac{\partial_t \varphi}{\rho} + q(S_t \bar{u}(x), c_i) \cdot \nabla_x \varphi \ dx \ dt + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| \bar{u}(x) - c_i \right| \varphi \bigg|_{t=0} \ dx \right] \mu_i(u) \geq 0,
\]

since the map \((x, t) \mapsto S_t \bar{u}(x)\) is an entropy solution of the deterministic problem. \(\square\)

Note that

Lemma 4.5. Let \(\mu_t\) be an arbitrary entropy statistical solution with initial data \(\bar{\mu} \in \mathcal{F}(\mathcal{F})\) satisfying \(\text{supp } \bar{\mu} \subset \mathcal{U}\). Fix \(\alpha_1, \ldots, \alpha_M > 0\) with \(\sum_{i=1}^M \alpha_i = 1\). Let \(v_1, \ldots, v_M : \mathbb{R}^+ \rightarrow \mathcal{U}\) be entropy solutions of (1.1a) with initial data \(\bar{v}_1, \ldots, \bar{v}_M \in \mathcal{U}\), respectively, and define

\[
\bar{\rho} := \sum_{i=1}^M \alpha_i \delta_{v_i}, \quad \rho_t := \sum_{i=1}^M \alpha_i \delta_{v_i(t)} \quad \forall \ t \in \mathbb{R}^+.
\]

Then

\[
W_1(\rho_t, \mu_t) \leq W_1(\bar{\rho}, \bar{\mu}) \quad \forall \ t > 0. \tag{4.7}
\]

Proof. Let \((\bar{\mu}_i)_{i=1}^M \in \Lambda(\alpha, \bar{\mu})\) be an optimal transport plan from \(\bar{\rho}\) to \(\bar{\mu}\). The entropy condition for \(\mu_t\) gives the existence of a map \(t \mapsto (\mu_{i,t})_{i=1}^M\) such that

\[
\sum_{i=1}^M \alpha_i \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| u(x) - c_i \right| \frac{\partial_t \varphi}{\rho} + q(u(x), c_i) \cdot \nabla_x \varphi \ dx \mu_{i,t}(u) \ dt + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| \bar{u}(x) - c_i \right| \varphi \bigg|_{t=0} \ dx \mu_i(u) \geq 0 \tag{4.8}
\]

for any choice of \(\varphi \in C^\infty_c(\mathbb{R}^d \times \mathbb{R}^+)\) and \(c_i \in \mathbb{R}\). Let \(\varphi = \varphi(x, y, t, s) \in C^\infty_c((\mathbb{R}^d)^2 \times \mathbb{R}^2_+)\). Set \(c_i = v_i(y, s)\) for some point \((y, s)\) and integrate over \(y \in \mathcal{U}\) and \(s \in \mathbb{R}^+_+\):

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \sum_{i=1}^M \alpha_i \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| u(x) - v_i(y, s) \right| \frac{\partial_t \varphi}{\rho} + q(u(x), v_i(y, s)) \cdot \nabla_x \varphi \ dx \mu_{i,t}(u) \ dt \right.
\]

\[
\left. + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| \bar{u}(x) - v_i(y, s) \right| \varphi \bigg|_{t=0} \ dx \mu_i(u) \right) \ dy \ dx \geq 0. \tag{4.9}
\]

(The expression in the brackets is measurable with respect to \((y, s)\) since \(4.8\) is continuous with respect to \(c_i\).)

Next, since each \(v_i\) is an entropy solution, we have for all \(\xi \in \mathbb{R}\) and \(0 \leq \varphi \in C^\infty_c(\mathbb{R}^d \times \mathbb{R}^+)\)

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| \xi - v_i(y, s) \right| \frac{\partial_t \varphi}{\rho} + q(\xi, v_i(y, s)) - \nabla_y \varphi \ dy \ ds + \int_{\mathbb{R}^d} \left| \xi - \bar{v}_i(y) \right| \varphi \bigg|_{s=0} \ dy \geq 0.
\]

Set \(\xi = u(x)\) for some \(u \in \mathcal{F}\) and \(x \in \mathcal{R}\). Integrate the above over \(x \in \mathcal{R}\) and over \(u \in \mathcal{F}\) with respect to \(\mu_{i,t}\) for some \(t \in \mathbb{R}^+_+\). Integrate over \(t \in \mathbb{R}^+_+\), multiply by \(\alpha_i\) and sum over \(i = 1, \ldots, M\):

\[
\sum_{i=1}^M \alpha_i \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| u(x) - v_i(y, s) \right| \frac{\partial_t \varphi}{\rho} + q(u(x), v_i(y, s)) \cdot \nabla_y \varphi \ dy \ ds \right.
\]

\[
\left. + \int_{\mathbb{R}^d} \left| u(x) - \bar{v}_i(y) \right| \varphi \bigg|_{s=0} \ dy \right] \ dx \mu_{i,t}(u) \ dt \geq 0. \tag{4.10}
\]
Applying Fubini’s theorem to this and equation (4.9) and adding the two, we obtain

\[
\sum_{i=1}^{M} \alpha_i \left[ \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} |u(x) - v_i(x, s)| \frac{1}{\tau + s} \varphi \, dx \, dy \, d\nu_{\mu, t}(u) + \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} |\bar{u}(x) - v_i(x, s)| \varphi \, dx \, dy \, d\nu_{\mu, t}(\bar{u}) \, ds \right] \geq 0.
\]

Now set \( \varphi(x, y, t, s) := \psi \left( \frac{x + y}{2}, \frac{t + s}{2} \right) \omega_c(x - y) \omega_c((t - s)) \) for some nonnegative \( \psi \in C^\infty_c(\mathbb{R}^d \times \mathbb{R}_+) \) and a mollifier \( \omega_c \). Using the dominated convergence theorem on the integrals over \( \mathcal{F} \), we find that as \( \varepsilon \to 0 \), the above converges to

\[
\sum_{i=1}^{M} \alpha_i \left[ \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} |u(x) - v_i(x, s)| \frac{1}{\tau + s} \varphi \, dx \, dy \, d\nu_{\mu, t}(u) + \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} |\bar{u}(x) - v_i(x, s)| \varphi \, dx \, dy \, d\nu_{\mu, t}(\bar{u}) \, ds \right] \geq 0,
\]

where \( \bar{\varphi}(x, t, s) := \psi \left( x, \frac{t + s}{2} \right) \omega_c((t - s)) \). Finally, letting \( \varepsilon' \to 0 \) we get

\[
\sum_{i=1}^{M} \alpha_i \left[ \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} |u(x) - v_i(x, t)| \varphi \, dx \, dy \, d\nu_{\mu, t}(u) + \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} |\bar{u}(x) - v_i(x, t)| \varphi \, dx \, dy \, d\nu_{\mu, t}(\bar{u}) \right] \geq 0.
\]

We now set \( \psi(x, \tau) := 1_{[0, t]}(\tau) \) for some \( t \in \mathbb{R}_+ \) to get

\[
\sum_{i=1}^{M} \alpha_i \left[ - \int_{\mathcal{F}} |u - v_i(t)| \, d\nu_{\mu, t}(u) + \int_{\mathcal{F}} |\bar{u} - \bar{v}_i| \, d\nu_{\mu, t}(\bar{u}) \right] \geq 0.
\]

Using the fact that \( (\tilde{\mu}_i) \) is an optimal transport plan from \( \mu \) to \( \tilde{\rho} \), we end up with (4.7).

To complete our proof of well-posedness of statistical solutions we need the following well-known result, whose proof is included in the appendix for the sake of completeness.

**Lemma 4.6.** Let \( X \) be a Polish space equipped with its Borel \( \sigma \)-algebra. Then the convex hull of Dirac measures on \( X \) is dense in \( \mathcal{P}(X) \) with respect to the topology of weak convergence. In other words, for every \( \mu \in \mathcal{P}(X) \), there is a sequence \( \nu_n \in \mathcal{P}(X) \) of convex combinations of Dirac measures such that \( \nu_n \to \mu \) as \( n \to \infty \).

**Theorem 4.7.** Let \( \tilde{\mu} \in \mathcal{P}(\mathcal{F}) \) with supp \( \tilde{\mu} \subset \mathcal{U} := L^1 \cap L^\infty(\mathbb{R}^d) \). Then the entropy statistical solution with initial data \( \tilde{\mu} \) is unique and coincides with the canonical statistical solution. Any two entropy statistical solutions \( \mu, \mu_t \) satisfy

\[
W_1(\mu_t, \mu_t) \leq W_1(\tilde{\mu}, \tilde{\rho}).
\]

**Proof.** Let \( \mu_t \) be an entropy statistical solution with initial data \( \tilde{\mu} \). By Lemma 4.6 the convex hull of Dirac measures is dense in \( \mathcal{P}(\mathcal{F}) \), so we can find a sequence \( \tilde{\mu}_n \in \mathcal{P}(\mathcal{F}) \) \( (n \in \mathbb{N}) \) of convex combinations of Dirac measures such that \( \tilde{\mu}_n \to \tilde{\mu} \) in \( \mathcal{P}(\mathcal{F}) \) as \( n \to \infty \). Let \( \mu_{n,t} := S_t \# \tilde{\mu}_n \) be the corresponding canonical statistical solutions, and note that also \( \mu_{n,t} \to S_t \# \tilde{\mu} \) as \( n \to \infty \). From Lemma 4.3 we find that

\[
W_1(\mu_t, \mu_{n,t}) \leq W_1(\tilde{\mu}, \tilde{\mu}_n) \to 0 \quad \text{as} \quad n \to \infty.
\]

Thus, \( \mu_t = \text{w-lim}_{n \to \infty} \mu_{n,t} = S_t \# \tilde{\mu} \), whence \( \mu_t \) is the canonical statistical solution. \( \square \)
5 Discussion

Given the lack of global in time existence results, and the recent non-uniqueness results of [16, 17], the acceptance of entropy solutions as the standard solution paradigm for multi-dimensional systems of conservation laws is being increasingly questioned. Based on extensive numerical results, recent papers such as [23] have advocated entropy measure-valued solutions (MVS), as defined by DiPerna [20], as an appropriate solution paradigm for systems of conservation laws. However, entropy MVS are not necessarily unique, even for scalar conservation laws, if the MVS is non-atomic. Since numerical results of [23] strongly hint at the possibility of non-atomic MVS even when the initial data is a atomic, it is natural to seek additional constraints on entropy MVS to enforce uniqueness.

Given this background, and the need for developing a solution concept that can accommodate uncertain initial data (and corresponding uncertain solutions) that arise frequently in the area of uncertainty quantification (UQ), we seek to adapt the notion of statistical solutions, originally developed in [27, 28] for the incompressible Navier–Stokes equations, to systems of conservation laws. Statistical solutions are time-parametrized probability measures on some (infinite-dimensional) function space. Infinite-dimensional Liouville or Hopf equations track the evolution of the time-parametrized measure. However, the extension of statistical solutions as defined in [27, 28, 29], to systems of conservation laws, is highly non-trivial as the “natural” function spaces for the dynamics of conservation laws consists merely of integrable functions, and may lack the regularity required to define the Liouville or Hopf equations.

Although one can work with probability measures on distributions in the specific case of the inviscid Burgers equation (as suggested in [3, 10, 3]), it is very difficult to enforce uniqueness on such a large space of measures. Another disadvantage of probability measures on functions is that they do not readily provide any local (statistical) information at specific (collections of) points in the spatial domain.

We define statistical solutions for systems of conservation laws in a different manner. To this end, we prove a novel equivalence theorem between probability measures on \(L^p\) spaces (\(1 \leq p < \infty\)) and a family (hierarchy) of Young measures, the so-called correlation measures, on finite-dimensional tensor product spatial domains. For all \(k \in \mathbb{N}\), the \(k\)-th member of this hierarchy, the so-called \(k\)-point correlation marginal, is a Young measure that provides information on correlations of the underlying functions at \(k\) distinct points in the spatial domain. In particular, the first correlation marginal is classical one-point Young measure. Thus, a probability measure on an \(L^p\) space can be realized as an Young measure, augmented with multi-point correlations on the spatial domain. This representation enables us to localize probability measures on function spaces and view them as a collection of all possible multi-point correlation marginals. We also show that moments of the correlation marginals uniquely determine the corresponding probability measure on the infinite-dimensional function space. We believe that this representation of probability measures will be of independent interest in stochastic analysis, particularly stochastic partial differential equations [14], in uncertainty quantification of evolutionary PDEs [31] and in Bayesian inversion and data assimilation for time-dependent PDEs [12]. In particular, the use of statistical solutions will provide a framework for uncertainty quantification that does not depend on any particular parametrization of the solution in terms of random fields, as is customary in UQ [31].

In this paper, we use the equivalence between probability measures on \(L^p\) and families of correlation measures to define statistical solutions of systems of conservation laws. In particular, we utilize the fact that moments of correlation measures uniquely determine the underlying probability measure, to evolve these moments in a manner consistent with the dynamics of the system [14, 15]. Thus, a statistical solution has to satisfy an (infinite) family of nonlinear PDEs, but each of these PDEs is defined on a finite-dimensional (tensor-product) spatial domain. This should be contrasted with the infinite-dimensional Liouville or Hopf equations that the statistical solutions of [27, 28, 29] need to satisfy. Moreover, our notion of statistical solutions restricts the class of probability measures to those on \(L^p\) spaces, rather than on distributions (as in [10]) and makes it more amenable to analysis, particularly from the point of view of uniqueness. At the same time, our notion of statistical solutions augment the standard concept of measure-valued solutions, with additional information in the form of multi-point correlations, and paves the way for constraining the solutions sufficiently to guarantee uniqueness.

We investigate the well-posedness of the proposed concept of statistical solutions in the specific context of multi-dimensional scalar conservation laws in this paper. We show existence by proving that the push forward of the initial probability measure on \(L^1 \cap L^\infty\) by the Kruzkhov entropy solution semi-group
is a statistical solution, and we term this solution the *canonical statistical solution*. We propose a novel
admissibility criteria, based on stability with respect to a suitable stationary statistical solution, namely
probability measures supported on finite collections of constant functions. These *entropy statistical so-
lutions* are a generalization of the standard Kruzhkov entropy solutions for scalar conservation laws. We
show that the canonical statistical solution is the unique entropy statistical solution. Furthermore, we
show that it is contractive with respect to the 1-Wasserstein metric on probability measures on $L^1$. Thus
entropy statistical solutions for multi-dimensional scalar conservation laws are shown to be well-posed
and are thus completely characterized.

This article is the first in a series of papers investigating statistical solutions of multi-dimensional
systems of conservation laws. We lay out the measure theoretic basis, define statistical solutions for
systems and show well-posedness in the scalar case. Forthcoming papers in the series will deal with
numerical approximation of entropy statistical solutions of scalar conservation laws [25] and global exis-
tence of statistical solutions for a large class of multi-dimensional systems of conservation laws by showing
convergence of a Monte Carlo based numerical approximation algorithm [26]. Admissibility criteria that
single out physically relevant statistical solutions are the topic of current and future work.
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**A Appendix**

For completeness we provide the proof of Proposition 2.4 The proof relies on the following two lemmas.

**Lemma A.1.** $Cyl(X)$ is a ring.

*Proof.* Clearly, $\emptyset \in Cyl(X)$, and if $A_1, A_2 \in Cyl(X)$ are of the form
\[ A_i = \{ u \in X : (\varphi^1_i, \ldots, \varphi^n_i)(u) \in F_i \} , \quad i = 1, 2 \]
then both
\[ A_1 \cup A_2 = \{ u \in X : (\varphi^1_1, \ldots, \varphi^n_1, \varphi^2_1, \ldots, \varphi^n_2)(u) \in (F_1 \times \mathbb{R}^n) \cup (\mathbb{R}^n \times F_2) \} \]
and
\[ A_1 \setminus A_2 = \{ u \in X : (\varphi^1_1, \ldots, \varphi^n_1, \varphi^2_1, \ldots, \varphi^n_2)(u) \in F_1 \times (F_2^c) \} \]
are cylinder sets. \hfill $\square$

**Lemma A.2.** If $X$ is a separable normed vector space then there exists a countable family $\{ \varphi_n \}_{n \in \mathbb{N}} \subset X^*$
such that
\[ \| u \|_X = \sup_{n \in \mathbb{N}} \varphi_n(u) \quad \text{for every } u \in X. \]  \hfill (A.1)

*Proof.* Let $\{ u_n \}_{n \in \mathbb{N}} \subset X$ be a countable dense subset of the unit sphere $\partial B_1(0) \subset X$. For each $n \in \mathbb{N}$,
let $\varphi_n \in X^*$ satisfy $\varphi_n(u_n) = 1$ and $\| \varphi_n \|_{X^*} = 1$. If $u \in \partial B_1(0)$ is arbitrary and $\varepsilon > 0$, find an $u_n$ such
that $\| u - u_n \|_X < \varepsilon$. Then
\[ 1 \geq \varphi_n(u) = \varphi_n(u_n) - \varphi_n(u_n - u) \geq 1 - \varepsilon, \]
so $\| u \|_X = 1$ can be approximated from below by $\varphi_n(u)$. Equation (A.1) follows. \hfill $\square$

\footnote{A collection of sets $\mathcal{X} \subset 2^X$ is a *ring* if $\emptyset \in \mathcal{X}$ and if both $A \cup B$ and $A \setminus B$ lie in $\mathcal{X}$ whenever $A, B \in \mathcal{X}$.}
Proof of Proposition 2.4. Let $\{\varphi_n\}_{n \in \mathbb{N}}$ be as in Lemma A.2. For a $u_0 \in X$ and $r > 0$, the open ball of radius $r$ with centre $u_0$ can be written

$$B_r(u_0) = \left\{ u \in X : \varphi_n(u - u_0) < r \forall n \in \mathbb{N} \right\}$$

$$= \bigcap_{n \in \mathbb{N}} \left\{ u \in X : \varphi_n(u) \in (-\infty, \varphi_n(u_0) + r) \right\},$$

which is a countable intersection of cylinder sets. It follows that $\sigma(Cyl(X))$, the $\sigma$-algebra generated by $Cyl(X)$, contains the $\sigma$-algebra generated by the open balls in $X$, which is precisely $\mathcal{B}(X)$. But every cylinder set is a Borel set; hence the two $\sigma$-algebras coincide, and (i) follows.

By Lemma A.1, $Cyl(X)$ is a ring which, by (i), generates $\mathcal{B}(X)$. Assertion (ii) then follows from the fact that (signed) measures vanishing on a ring, vanish on the $\sigma$-algebra generated by the ring.

Proof of Lemma A.1. Recall that the topology of weak convergence on $\mathcal{P}(X)$ for a Polish metric space $X$ is the coarsest topology for which the map $\mu \mapsto \int \varphi \, d\mu$ is continuous for every $\varphi \in C_b(X)$ [37], Remark 13.14(ii). Thus, the topology of weak convergence is generated by the open sets

$$U_{\varphi, \mu, \varepsilon} := \left\{ \rho \in \mathcal{P}(X) : \left| \int \varphi \, d\mu - \int \varphi \, d\rho \right| < \varepsilon \right\}$$

for $\mu \in \mathcal{P}(X)$, $\varepsilon > 0$ and $\varphi \in C_b(X)$. It suffices to show that every nonempty open set $U_{\varphi, \mu, \varepsilon}$ contains a measure which is a convex combination of Dirac measures. Let $\varphi(x) = \sum_{i=1}^n a_i \mathbb{1}_{A_i}(x)$ be a simple function such that $\sup_{x \in X} |\varphi(x) - \varphi(x)| < \varepsilon/2$. Fix $x_i \in A_i$ and define $\rho := \sum_{i=1}^n a_i \delta_{x_i}$. Since $|\varphi(x_i) - \varphi(x)| < \varepsilon$ for every $x \in A_i$, we find that

$$\left| \int_X \varphi \, d\rho - \int_X \varphi \, d\mu \right| = \left| \sum_{i=1}^n \int_{A_i} \varphi(x_i) - \varphi(x) \, d\mu \right| \leq \sum_{i=1}^n \int_{A_i} |\varphi(x_i) - \varphi(x)| \, d\mu < \varepsilon.$$

Hence, $\rho \in U_{\varphi, \mu, \varepsilon}$.
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