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Abstract

Many complex discourse-level tasks can aid domain experts in their work but require costly expert annotations for data creation. To speed up and ease annotations, we investigate the viability of automatically generated annotation suggestions for such tasks. As an example, we choose a task that is particularly hard for both humans and machines: the segmentation and classification of epistemic activities in diagnostic reasoning texts. We create and publish a new dataset covering two domains and carefully analyse the suggested annotations. We find that suggestions have positive effects on annotation speed and performance, while not introducing noteworthy biases. Envisioning suggestion models that improve with newly annotated texts, we contrast methods for continuous model adjustment and suggest the most effective setup for suggestions in future expert tasks.

1 Introduction

Current deep learning methods require large amounts of training data to achieve reasonable performance. Scalable solutions to acquire labelled data use crowdsourcing (e.g., Potthast et al., 2018), gamification (Ahn, 2006), or incidental supervision (Roth, 2017). For many complex tasks in expert domains, such as law or medicine, this is, however, not an option since crowdworkers and gamers lack the necessary expertise. Annotating data manually is therefore often the only way to train a model for tasks aiding experts with their work. But the more expertise an annotation task requires, the more time- and funding-intensive it typically is, which is why many projects suffer from small corpora and deficient models.

In this paper, we propose and analyse an annotation setup aiming to increase the annotation speed and ease for a discourse-level sequence labelling task requiring extensive domain expertise, without sacrificing annotation quality. For the first time, we study the effects of automatically suggesting annotations to expert annotators in a task that is hard for both humans (only moderate agreement) and machine learning models (only mediocre performance) and compare the effects across different domains and suggestion models. We furthermore investigate how the performance of the models changes if they continuously learn from expert annotations.

As our use case, we consider the task of annotating epistemic activities in diagnostic reasoning texts, which was recently introduced by Schulz et al. (2018, 2019). The task is theoretically grounded in the learning sciences (Fischer et al., 2014) and enables innovative applications that teach diagnostic skills to university students based on automatically generated feedback about their reasoning processes. This task is an ideal choice for our investigations, since it is novel, with limited resources and experts available, and so far neural prediction models only achieve an F1 score of 0.6, while also human agreement is in a mid range around $\alpha = 0.65$.

Schulz et al. (2018) created annotated corpora of epistemic activities for 650 texts in the medicine domain (MeD) and 550 in the school teaching domain (TeD). We extend these corpora by 457 and 394 texts, respectively. As a novel component, half of the domain expert annotators receive automatically generated annotation suggestions. That is, the annotation interface features texts with (suggested) annotations rather than raw texts. Annotators can accept or reject the suggested annotations as well as add new ones, as in the standard annotation setup.

Based on the collected data, we investigate the effects of these suggestions in terms of inter- and intra-annotator agreement, annotation time, sug-
gestion usefulness, annotation bias, and the type of suggestion model. As our analysis reveals positive effects, we additionally investigate training suggestion models that learn continuously as new data becomes available. Such incremental models can benefit tasks with no or little available data.

Our work is an important step towards our vision that even hard annotation tasks in expert domains, requiring extensive training and discourse-level context, can be annotated more efficiently, thus advancing applications that aid domain experts in their work. Besides epistemic activities, discourse-level expert annotation tasks concern, for example, legal documents (Nazarenko et al., 2018), psychiatric patient–therapist interactions (Mieskes and Stiegelmayr, 2018), or transcripts of police body cameras (Voigt et al., 2017).

The contributions of our work are: (1) We study the effects of automatically suggesting annotations to expert annotators across two domains for a hard discourse-level sequence labelling task. (2) We learn incremental suggestion models for little data scenarios through continuous adjustments of the suggestion model and discuss suitable setups. (3) We publish new diagnostic reasoning corpora for two domains annotated with epistemic activities.

2 Related Work

Annotation Suggestions Previous work on automatic annotation suggestion (sometimes called pre-annotation) focused on token- or sentence-level annotations, including the annotation of part-of-speech tags (Fort and Sagot, 2010), syntactic parse trees in historical texts (Eckhoff and Berdicevskis, 2016), and morphological analysis (Felt et al., 2014). A notable speed-up of the annotation could be observed in these tasks, up to 70% (Felt et al., 2014). However, Fort and Sagot (2010) find that annotation suggestions also biased the annotators’ decisions. Rosset et al. (2013) instead report no clear bias effects for their pre-annotation study of named entities. Ulinski et al. (2016) investigate the effects of different suggestion models for dependency parsing. They find that models with an accuracy of at least 55% reduce annotation time. Our work focuses on a different class of tasks, namely hard discourse-level tasks, in which the expert annotators only achieve a moderate agreement.

Annotation tasks in the medical domain are related to our use case in diagnostic reasoning. Lingren et al. (2014) suggest medical entity annotations in clinical trial announcements. Kholghi et al. (2017) also investigate medical entity annotation, using active learning for their suggestion model, which results in a speed-up of annotation time. South et al. (2014) use automatic suggestions for de-identification of medical texts and find no change in inter-annotator agreement or annotation time. In contrast to these works, we use a control group of two annotators, who never receive suggestions, and compare the performance of all annotators to previous annotations they performed without annotation suggestions.

Work on the technical implementation of annotation suggestions is also still focused on word- or sentence-level annotation types. Meurs et al. (2011) use the GATE annotation framework (Bontcheva et al., 2013) for suggestions of biological entities. Yimam et al. (2014) describe the WebAnno system and discuss suggestions of part-of-speech tags and named entities using the MIRA algorithm (Crammer and Singer, 2003) for suggestion generation. Skeppstedt et al. (2016) introduce the PAL annotation tool, which provides suggestions and active learning for entities and chunks generated by logistic regression and SVMs. Greinacher and Horn (2018) present the annotation platform DALPHI, suggesting named entity annotations based on a recurrent neural network. Documents to be annotated are chosen by means of active learning, enabling continuous updates of the suggestion model during the annotation process. We also investigate continuous updates of the suggestion model during the annotation process, but focus on a task in which annotators require vast training and domain expertise.

Continuous Model Adjustment Read et al. (2012) distinguish two ways of training a model when new data becomes available continuously: using batches or single data points for the continuous adjustment, the latter often being referred to as online learning. We experiment with both adjustment strategies. Pérez-Sánchez et al. (2010) propose incrementally adjusting a neural network as new data becomes available, i.e. only using the newly available data for the update. In addition to using incremental training, we also experiment with cumulative training, where both previously available and new data is used for the model.
The patient reports to be lethargic and feverish. From the anamnesis I learned that he had purulent tonsilitis and is still suffering from symptoms. I first performed some laboratory tests and notice the decreased number of lymphocytes, which can be indicative of a bone marrow disease or an HIV infection. The HIV test is positive. However, the results from the blood cultures are negative, so it is a virus, parasite, or a fungal infection causing the symptoms.

Figure 1: Exemplary diagnostic reasoning text from the medicine domain, annotated with epistemic activity segments: evidence generation, evidence evaluation, drawing conclusions, hypothesis generation.

adjustment. Andrade et al. (2017), Castro et al. (2018), and Rusu et al. (2016) investigate adapting neural networks to new data with additional classes or even new tasks, requiring to change the structure of the neural network. Our setting is less complex as the neural network is trained on all possible classes from the beginning. Recent work also investigates pre-training neural networks before training them on the actual data (Garg et al., 2018; Shimizu et al., 2018; Serban et al., 2016). The model is thus adapted only once instead of continuously as in our work.

3 Diagnostic Reasoning Task

The annotation task proposed by Schulz et al. (2018) has interesting properties for studying the effects of annotation suggestions in hard expert tasks: (1) A small set of annotated data is available for two different domains. (2) Other than in well-understood low-level tasks, such as part-of-speech tagging or named entity recognition, the expert annotators require the discourse context to identify epistemic activities. This is a hard task yielding only inter-rater agreement scores in a mid range. (3) Prediction models only achieve F1 scores of around 0.6, which makes it unclear if the suggestion quality is sufficient.

The previously annotated data consists of 650 German texts in the medical domain (MeD) and 550 texts in the teacher domain (TeD). The texts were written by university students working on online case simulations, in which they had to diagnose the disease of a fictional patient (MeD), or the cause of behavioural problems of a fictional pupil (TeD) based on dialogues, observations, and test results. For each case simulation, the students explained their diagnostic reasoning process in a brief self-explanation text.²

Five (MeD) and four (TeD) domain experts annotated individual reasoning steps in the anonymised texts in terms of the epistemic activities (Fischer et al., 2014), i.e. activities involved in reasoning to develop a solution to a problem in a professional context. We focus on the four most frequently used epistemic activities for our annotations: hypothesis generation (HG), evidence generation (EG), evidence evaluation (EE), and drawing conclusions (DC). HG is the derivation of possible diagnoses, which initiates the reasoning process. EG constitutes explicit statements of obtaining evidence from information given in the case simulation or of recalling own knowledge. EE is the mentioning of evidence considered relevant for diagnosis. Lastly, DC is defined as the derivation of a final diagnosis, which concludes the reasoning process.

As shown in Figure 1, the annotation of these epistemic activities is framed as a joint discourse-level segmentation and classification task, that is, epistemic activities are segments of arbitrary length not bound to phrase or sentence level.

4 Annotating with Suggestions

To conduct our experiments with annotation suggestions, we use the same annotation task and platform as Schulz et al. (2018). We obtained their original data as well as further anonymised reasoning texts and we asked their expert annotators to participate in our annotation experiments. This allows us to study the effects of annotating data with and without suggestions, without having to account for changes in annotation performance due to individual expert annotators.

In total, we annotate 457 (MeD) and 394 (TeD) new reasoning texts during our experiments. Figure 2 shows an overview of our annotation phases in MeD with the five expert annotators A1 to A5. S1 and S2 indicate the previous annotation phases by Schulz et al. (2018). In their work, all experts first annotated the same texts (S1) and then a different set of texts each (S2). In our work, all experts annotate the same texts in all phases. We provide annotation suggestions to annotators A1

---

²Study approved by the university’s ethics commission.
To suggest annotations, we use a state-of-the-art BiLSTM network with a conditional random field output layer (Reimers and Gurevych, 2017), which has proven to be a suitable architecture for related tasks (Ajjour et al., 2017; Eger et al., 2017; Levy et al., 2018). We train this model using the gold standard of Schulz et al. (2018), consisting of annotations for all texts from phases S1 and S2. The learning task is framed as standard sequence labelling with a BIO-encoding (Begin, Inside, Outside of a sequence) for the four epistemic activities hypothesis generation (HG), evidence generation (EG), evidence evaluation (EE), and drawing conclusions (DC). More precisely, each token is assigned one of the labels \( \{B, I\} \times \{HG, EG, EE, DC\} \cup \{O\} \), where \( B-HG \) denotes the first token of a HG segment, \( I-HG \) denotes a continuation token of a HG segment (similarly for \( EG, EE, \) and \( DC \)), and \( O \) denotes a token that is not part of any epistemic activity.\(^3\) We use this suggestion model in O1–O3.1 and call it *universal* (univ), as it learns labels obtained from all annotators of a domain.

For annotation phase O4.1, we train a *personalised* (pers) suggestion model for each annotator A1–A3, based on the epistemic activities identified by the respective annotator in phases S1 and S2. A personalised model thus provides suggestions tailored to a specific annotator. The idea of personalised models is that they may enable each annotator to accept more suggestions than possible with the universal model, which may lead to a speed-up in annotation time. Note, however, that each of these personalised models is trained using only 250 texts, 150 annotated by the respective annotator in S1 and 100 in S2. Instead, the universal model is trained using 650 (MeD) or 550 (TeD) texts.

We train ten models with different seeds for each setup (universal and three personalised for MeD and TeD), applying the same parameters for all of them: one hidden layer of 100 units, variational dropout rates for input and hidden layer of 0.25, and the *nadam* optimiser (Dozat, 2016). We furthermore use the German *fastText* word embeddings (Grave et al., 2018) to represent the input. We apply early stopping after five epochs without improvement. For the actual suggestions in our experiments, we choose the model with the best performance among the ten for each setup.

---

\(^3\) We utilise the non-overlapping gold annotations of Schulz et al. (2018), where a preference order over epistemic activities was applied to avoid overlapping segments.
4.2 Suggestion Quality

Epistemic activity identification is a particularly hard discourse-level sequence labelling task, both for expert annotators and machine learning models. Before beginning with our annotation experiments, we evaluate our different suggestion models, as shown in Table 1. All models exhibit mid-range prediction capabilities, which we consider sufficient for automatic annotation suggestions. This is supported by Greinacher and Horn (2018), who find that suggestion models with an accuracy of at least 50% improve annotation performance and speed for named entity recognition. Still, the overall performance for our task is clearly lower than in low-level tasks such as part-of-speech tagging, for which suggestions have been studied.

| Domain | Test Data | Univ | Pers1 | Pers2 | Pers3 |
|--------|-----------|------|-------|-------|-------|
| MeD    | Gold Data | 0.63 | 0.51  | 0.58  | 0.55  |
|        | Ann. Data | —    | 0.51  | 0.60  | 0.58  |
| TeD    | Gold Data | 0.55 | 0.54  | 0.48  | —     |
|        | Ann. Data | —    | 0.60  | 0.49  | —     |

Table 1: Macro-F1 scores of the Univ and Pers models used in our experiments, evaluated on the gold and respective annotator-specific (ann.) annotations.

We evaluate the performance of the personalised models using both the annotations by the respective annotator and the gold annotations. The overall lower performance on the gold data shows that the personalised models indeed learn to predict the annotation style of the respective annotator. We also observe lower performance of the personalised models compared to the universal models, which can be attributed to the smaller amount of annotated texts used for training.

4.3 Evaluation and Findings

In this section, we examine the effects of annotation suggestions in detail, considering inter-annotator agreement, intra-annotator consistency, annotation bias and speed, as well as usefulness of suggestions and the impact of universal versus personalised suggestion models.

Effectiveness of Suggestions Since the annotation of epistemic activities involves determining spans as well as labels, we measure the inter-annotator agreement (IAA) in terms of Krippendorf’s αU (Krippendorf, 1995) as implemented in DKPro Agreement (Meyer et al., 2014). To evaluate the effects of suggestions on the annotations of our experts, we compare the IAA between annotators with suggestions (A1–A3) – henceforth called the SUGGESTION group – against the IAA between annotators without suggestions (A4–A5) – denoted as the STANDARD group. Table 2 details the IAA of the two groups across all annotation phases described in Figure 2.

| Phase | MeD | TeD |
|-------|-----|-----|
|       | ST  | SU  | SU/ST| ST  | SU  | SU/ST|
| S1    | 0.65| 0.67| 0.55 | 0.65| 0.64| 0.65|
| O1    | 0.71| 0.73| 0.70 | 0.73| 0.77| 0.73|
| O2    | 0.66| 0.69| 0.64 | 0.66| 0.76| 0.67|
| O3.1  | 0.60| 0.60| 0.59 | 0.73| 0.80| 0.71|
| O3.2  | 0.57| 0.62| 0.65 | 0.64| 0.66| 0.65|
| O4.1  | -0.47| 0.43| 0.21 | 0.67| 0.72| 0.65|
| O4.2  | 0.60| 0.68| 0.60 | 0.67| 0.74| 0.71|
| O1–O4 | 0.48| 0.64| 0.59 | 0.69| 0.75| 0.68|

Table 2: Inter-annotator agreement in terms of Krippendorf’s αU for STANDARD and SUGGESTION and their inter-group agreement (SU/ST). Bold: Phases in which models were used for SU.

First, we compare the overall IAA of both groups for the previous annotation phase S1 by Schulz et al. (2018) and all of our annotation phases O1–O4.2. We observe for TeD that the IAA of the SUGGESTION group is consistently higher than of the STANDARD group, as soon as annotators receive suggestions (starting in O1). Since the IAAs of the two groups were similar in S1, when no suggestions were given, we deduce that suggestions cause less annotation discrepancies between annotators in TeD. Below, we will investigate if this also introduces an annotation bias. For MeD, results are less clear, since the SUGGESTION group achieves only slightly higher IAA scores in most phases. Notable is the extreme outlier of the STANDARD group in O4.1. This is due to one annotator, whose EE (evidence evaluation) annotations deviated substantially from the other annotators. Considering the average IAA of our experiments without O4.1, we obtain very similar scores for the STANDARD (0.63) and SUGGESTION (0.66) group. Thus, there is little difference to reference phase S1, where SUGGESTION already yielded a 0.02 higher IAA. However, below we discuss the helpfulness and time saving of suggestions even in MeD.

Intra-Annotator Consistency In O2, we mixed 100 new texts with 50 texts the annotators saw pre-
Annotation Bias

The higher IAA in the Suggestion compared to the Standard group in TeD may indicate an annotation bias, i.e. a tendency that the Suggestion group prefers the predicted labels over the actual epistemic activities. We test this unwanted effect by comparing the human–machine agreement between the experts’ annotations and the models’ predictions (in terms of Krippendorff’s $\alpha_U$) for both annotators with and without suggestions. Table 4 shows that, in both MeD and TeD, annotators who receive suggestions, i.e. Suggestion in O1–O3.1 and in O4.1, consistently have a slightly higher agreement of about 0.1 than annotators without suggestions in these phases. This indicates an annotation bias due to suggestions. In MeD, this bias is preserved even if annotators do not receive suggestions anymore (Suggestion in O3.2 and O4.2), whereas in TeD the bias fades.

To further examine the gravity of the annotation bias, we compute the inter-group agreement, i.e. the average pairwise IAA between annotators with and without suggestions, denoted $SU/ST$ in Table 2. We find that this agreement is similar to the agreement within the Standard group for both MeD and TeD. In other words, an annotator with and an annotator without suggestions have the same level of agreement as two annotators without suggestions.

As a next step, we analyse the differences in the label distributions of the predictions and the Suggestion and Standard annotations. In MeD, the Suggestion annotators use $EE$ (evidence evaluation) labels slightly more often, which can also be observed for the predictions. In TeD, the Suggestion annotators use fewer $EE$ labels, but more $HG$ (hypothesis generation) labels than Standard annotators, which again matches the tendency of the predicted labels. This effect is, however, very small, since all label distributions are close to each other. The Jensen-Shannon divergence (JSD) between the label distributions of the two annotator groups is consistently below 0.02 in all suggestion phases (O1–O3.1, O4.1) with an average JSD of 0.011 (MeD) and 0.009 (TeD). There is almost no difference to the JSD of the remaining phases (0.009 for MeD, 0.010 for TeD), indicating that the difference between the groups cannot be attributed to the suggestions.

We also compute the JSD of the Suggestion group and the predictions as well as the JSD of the Standard group and the predictions and find an average difference of the JSDs of $-0.009$ for MeD and $< 0.001$ for TeD, which indicates a small bias towards the suggested labels for MeD, but no obvious bias for TeD.

We finally analyse the disagreement within both groups of annotators. Figure 4 shows the distribution of the disagreements for TeD’s Suggestion (left) and Standard group (right). We note that most disagreement occurs for $EE$ labels. This is not surprising, as $EE$ is the most frequently occurring label. The Suggestion group has a slightly higher disagreement for the $DC$ (drawing conclusions) and $HG$ labels, but overall, we do not observe substantial changes in the disagreement distribution, as also the disagreement for phases with-

| | MeD | TeD |
|---|---|---|
| | SU | ST | diff. | SU | ST | diff. |
| **Uni** | | | | | | |
| S1 | 0.65 | 0.67 | -0.02 | 0.55 | 0.52 | +0.03 |
| O1 | 0.64 | 0.56 | +0.08 | 0.52 | 0.42 | +0.10 |
| O2 | 0.55 | 0.48 | +0.07 | 0.50 | 0.42 | +0.08 |
| O3.1 | 0.69 | 0.55 | +0.14 | 0.54 | 0.40 | +0.14 |
| O3.2 | 0.52 | 0.45 | +0.07 | 0.51 | 0.49 | +0.02 |
| O4.1 | 0.46 | 0.33 | +0.13 | 0.47 | 0.39 | +0.08 |
| O4.2 | 0.53 | 0.49 | +0.04 | 0.40 | 0.40 | +0.00 |
| **Pers** | | | | | | |
| O4.1 | 0.42 | 0.30 | +0.12 | 0.49 | 0.41 | +0.08 |
| O4.2 | 0.41 | 0.45 | -0.04 | 0.34 | 0.32 | +0.02 |

Table 4: Average $\alpha_U$ of annotators (in Suggestion and Standard) with predictions of the univ and their pers model and difference between the groups. Bold: Phases in which models were used for SU.

Table 3: Intra-annotator agreement (in terms of Krippendorff’s $\alpha_U$) on double-annotated texts.
out suggestions is up to 3 percentage points different between the two groups. For MeD, we find even smaller differences between the two groups.

Based on all analyses, we consider the annotation bias negligible, since suggestions do not cause negative annotation discrepancies compared to the standard annotation setup without suggestions.

**Annotation Time** Table 5 shows that nearly all annotators performed annotations faster in our experiments compared to previous annotations by Schulz et al. (2018), which can be attributed to the annotation experience they collected. We note that annotators in the SUGGESTION group (A1–A3) always speed up compared to previous annotations, whereas some of the annotators in the STANDARD group (A4–A5) slow down. Furthermore, on average, annotators in the SUGGESTION group exhibit a higher speed-up of annotation time: A1–A3 have a speed-up of 35% compared to only 21% for A4–A5 in MeD, and 20% compared to only 11% in TeD. Thus, suggestions make the annotation of epistemic activities more efficient.

| Phase | SUGGESTION | STANDARD |
|-------|-------------|----------|
|       | A1 | A2 | A3 | A4 | A5 | speed-up | avg. |
| MeD   | S1–S2 | 1.92 | 2.13 | 1.82 | 3.78 | 1.94 | 54% | 25% |
|       | O1–O4 | 0.88 | 1.60 | 1.29 | 2.46 | 2.05 | 36% | -6% |
| TeD   | S1–S2 | 2.73 | 2.91 | — | 2.57 | 2.31 | 34% | 7% |
|       | O1–O4 | 1.81 | 2.70 | — | 2.76 | 1.59 | 3% | — |

Table 5: Average annotation time per text (in minutes) and speed-up of our compared to previous annotations.

**Usefulness of Suggestions** In addition to positive informal feedback from the SUGGESTION annotators about the usefulness of suggestions, we also perform an objective evaluation. As a new metric of usefulness, we propose the acceptance rate of suggestions. Table 6 shows that on average 56% of the suggestions are accepted by the expert annotators in MeD and 54% in TeD. Closer analysis reveals that in the many rejected cases, only the segment boundaries of suggestions were incorrect. This leads us to conclude that suggestions ease the difficult task of annotating epistemic activities.

**Personalised versus Universal** Both in MeD and TeD, Table 2 shows a lower IAA in the SUGGESTION group when suggestions are given by a personalised model (O4.1) compared to the universal model (O1–O3.1). This can be explained by the fact that annotators are biased (see Table 4, O4.1 pers) towards different annotations due to suggestions by different personalised models.

We observe that annotators also accept fewer suggestions from the personalised than from the universal models (see Table 6), which can be attributed to the worse prediction performance of the personalised models (see Table 1). We conclude that our universal models exhibit more positive effects than the personalised models, as our goal is to create a gold standard corpus.

**Discussion** Our annotation study shows that annotation suggestions have various positive effects on the annotation of epistemic activities, despite the mediocre performance of our suggestion models. In particular, the agreement between annotators in TeD is increased without inducing a noteworthy annotation bias, and annotation time decreases in both MeD and TeD. Since the task of epistemic activity identification is a particularly hard one, both for humans and for machine learning models, we expect that the positive effects of annotation suggestions generalise to other discourse-level sequence labelling tasks.

5 **Training Suggestion Models**

The previous section established that annotation suggestions have positive effects on annotating epistemic activities. However, these suggestions were only possible since Schulz et al. (2018) had already annotated 550 reasoning texts in TeD and 650 in MeD, which were used to train our suggestion models. Envisioning suggestions for similar tasks with fewer or even no existing annotations, this section simulates suggestions of our universal
models in this scenario. We experiment with different methods of training our models with only a small number of ‘already annotated’ texts and then continuously adjusting the models when ‘newly annotated’ texts become available.

5.1 Approach

We use the gold annotations of Schulz et al. (2018) for our experiments. The ongoing annotation of texts and the continuously increasing amount of available training data can be simulated as a (random) sequence $S$ of texts $t_i$ becoming available at each time step $i$, i.e. $S = t_1, t_2, \ldots, t_n$.

In addition to model adjustments at every time step, representing an online learning setup, we experiment with adjusting our models using bundles of texts (called batches by Read et al. (2012)). The models are thus only adjusted after each $j$th time step, where $j$ is the bundle size. We experiment with bundle sizes 10, 20, 30, 40, and 50 and represent the single-step setup as bundle size 1.

The easiest way to adjust a suggestion model for each new bundle is to train a new model from scratch using the union of the new and all previously available bundles. We call this adjustment method RETRAIN and use bundle size 50. As a more advanced method, we suggest repeatedly training the existing model every time a new bundle of texts becomes available, i.e. the weights of the model are updated with each new bundle. We contrast two strategies for updating the model: the cumulative method (CUM) uses the union of the new and all previously available bundles of texts for training, whereas the incremental method (INC) uses only the new bundle.

For all model adjustment experiments, we use the architecture of our suggestion models described in Section 4.1. We report the average performance over ten runs for each setup (adjustment method, bundle size, domain). Our text sequence $S$ has length 270. All models in the CUM and INC setup are initially trained on 10 texts before the repeated training with particular bundle sizes.

5.2 Results and Evaluation

We observe similar trends for MeD and TeD and therefore only present our MeD results in detail.

Model Performance Figure 5 shows the macro-F1 scores for the different adjustment methods with various bundle sizes. Using CUM, performance is very similar for all bundle sizes (1–50), thus represented by a single line in Figure 5. INC with bundle sizes 20 and 40 are omitted from the figure for readability. We observe that repeatedly training the model with CUM yields the same performance as RETRAIN, i.e. as training a new model from scratch for every new bundle. Furthermore, the performance of CUM rapidly increases with each bundle for the first 70 texts, reaching 0.5 macro-F1. The performance increase is more gradual thereafter, reaching 0.6 after 270 texts.

Using INC for repeated training, bundle size influences performance: A small bundle size of 1 to 20 results in unstable performance, which increases in the long-run but shows decreases after training on some of the bundles. In contrast, bundle sizes of 30 and higher show a steady increase in performance, similar to CUM. However, after having trained on at least 70 texts, INC adjustments with a bundle size smaller than 50 yield lower performance results than CUM adjustments.

We conclude that to provide annotation suggestions, repeatedly training a model using INC with a bundle size of 30 or more can be a suitable alternative to CUM as well as to training models from scratch whenever new annotations become available, since the performance sacrifice is small.

Training Time Having observed only slight differences in the model performance using our different adjustment methods, Figure 6 reveals a clear distinction regarding the time needed to adjust to each new bundle (trends of bundle sizes not illustrated lie between those in the figure). While the training time using CUM increases with each new
bundle, since each successive adjustment is performed with more data, the training time of INC decreases with each bundle, until reaching a stable minimum ranging from 8 seconds for bundle size 10 to 47 seconds for bundle size 50. This decrease in training time, despite the stable amount of data used for each adjustment, is due to a decrease in the number of epochs required for training and indicates that the texts used in previous training steps are beneficial for training the model on a completely new bundle of texts.

The RETRAIN method, not illustrated in the figure, requires far more time for adjustment than the repeated training methods. Training (from scratch) for 50 texts already takes 4.5 minutes, i.e. more than the CUM adjustment with 270 texts, and training for 270 texts takes 7.5 minutes.

**Discussion** Our results show that INC adjustments are the most time-efficient, with each adjustment being two to five times faster than CUM adjustments. In fact, in the CUM online learning setup (bundle size 1), the model adjustment time is similar to, and after 100 documents higher than the time needed for annotation (1–2 minutes per text as shown in Table 5). However, the adjustment times of CUM with a bundle size of 10 or higher and of RETRAIN, are lower than the time needed for annotating the respective bundle of texts. Thus, CUM training with bundles larger than 1 is feasible for continuously adjusting suggestion models in our annotation task (while only a small amount of data is available), despite the long training time compared to INC. Since CUM achieves the same performance results as RETRAIN but needs far less time for adjustment, we dismiss RETRAIN as a suitable method for training suggestion models.

**6 Conclusion**

We presented the first study of annotation suggestions for discourse-level sequence labelling requiring expert annotators, using the hard task of epistemic activity identification as an example. Our results show that even mediocre suggestion models have a positive effect in terms of agreement between annotators and annotation speed, while annotation biases are negligible.

Based on our experiments on training suggestion models, we propose for future annotation studies that annotation suggestions can be given after having annotated only a small amount of data (in our case 70 texts), which ensures a sufficient model performance (0.5 macro-F1). Since the exact number of texts required to reach sufficient model performance depends on the task, we suggest using continuous model adjustments from the start, ensuring flexibility as to when to start giving suggestions (namely whenever sufficient performance is achieved). If computational resources are an important factor, we propose the usage of INC training with a bundle size of 30 or higher to optimise performance and training time. If model performance is more important, we recommend CUM training using a small bundle size of 10 or 20 to improve suggestions in short intervals.

In our model adjustment experiments, we used gold annotations. To create them on the fly, annotation aggregation methods for sequence labelling (Simpson and Gurevych, 2018) can be used.

We expect our work to have a large impact on future work requiring expert annotations, in particular regarding new tasks with no or little available data, for example for legal (Nazarenko et al., 2018), chemical (Guo et al., 2014), or psychiatric (Mieskes and Stiegelmayr, 2018) text processing.
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