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Abstract
Robust and high-performance visual multi-object tracking is a big challenge in computer vision, especially in a drone scenario. In this paper, an online Multi-Object Tracking (MOT) approach in the UAV system is proposed to handle small target detections and class imbalance challenges, which integrates the merits of deep high-resolution representation network and data association method in a unified framework. Specifically, while applying tracking-by-detection architecture to our tracking framework, a Hierarchical Deep High-resolution network (HDHNet) is proposed, which encourages the model to handle different types and scales of targets, and extract more effective and comprehensive features during online learning. After that, the extracted features are fed into different prediction networks for interesting targets recognition. Besides, an adjustable fusion loss function is proposed by combining focal loss and GIoU loss to solve the problems of class imbalance and hard samples. During the tracking process, these detection results are applied to an improved DeepSORT MOT algorithm in each frame, which is available to make full use of the target appearance features to match one by one on a practical basis. The experimental results on the VisDrone2019 MOT benchmark show that the proposed UAV MOT system achieves the highest accuracy and the best robustness compared with state-of-the-art methods.
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1 Introduction

With the increasing popularity of commercial unmanned aerial vehicles (UAV) and the rise of computer vision as well as artificial intelligence technology, the tracking algorithms based on...
drones have become an active research area. Efficient video image processing algorithms and complex deep neural networks have made it easier to realize auto-navigation, campus security monitoring, and disaster relief.

Deep visual object tracking [14, 23, 29] can be divided into single-object tracking (SOT) and multi-object tracking (MOT). SOT algorithms need to initialize a box of one target in the first video frame, then keep tracking the object until it disappears from view. MOT is an important computer vision task designed to analyze videos to maintain the trajectories of all interesting targets without the need to know target appearances and numbers in advance [28]. These works try to explain the connections and differences in tracking algorithms based on deep learning and show the importance of that in visual tracking. Algorithms of MOT are mainly divided into online-tracking and offline-tracking; the former only uses current and past information to track targets about the current frame; the latter, on the contrary, is able to exploit global information while trying to determine the target identities in a specific frame. Compared with offline-tracking methods, online-tracking methods without using future information tend to get worse robustness and performance features. Following the tracking-by-detection paradigm in most cases [46, 47, 49], MOT receives the detection results of each frame before inputting and associating them as the final trajectories. Therefore, many MOT algorithms describe the task as a data-association [3, 47, 52, 57] issue.

However, due to the fact that the drone usually flies at high altitude, UAV tracking suffers the impact brought by platform motion and image instability, such as target aspect ratio change, viewpoint change, fast movement, scale change, target occlusion, target loss, etc. Some end-to-end and supervised advanced tracking algorithms have been proposed by many scholars, which can effectively alleviate the tracking problems for drones mentioned above. Notably, top trackers usually use Cascade R-CNN [5] to generate detections in individual frames and integrate the temporal information, such as IoU tracker [4] and FlowNet [40] to complete the assignment. Similarly, some researchers combine IoU tracker [4], CenterNet [56], and DaSiameseRPN [58] for multiple object tracking. Unfortunately, these methods are limited to the applications of larger pedestrian and car detection, etc., though long-term cues are well applied during the tracking. SORT [3] and DeepSORT [47] are referred as linear uniform velocity models, which is independent from camera motion and object categories [21], thus degrading its performance to some extent. In this paper, the proposed drones MOT framework is based on tracking-by-detection schema, which strongly depends on a precise and effective detector. However, current MOT methods generally adopt a deep convolution neural network, such as Faster RCNN [35], RetinaNet [27] and ResNet [18], etc., to detect targets in each frame, which has missed a lot of high-resolution features available with the network layer deepening, especially in a drone scenario. Some algorithms applied HRNet [41] to solve small target detection issues, which have high recognition precision, but low frame rate.

In view of the challenges above, this paper is dedicated to improving the UAV MOT system’s efficiency. A network is investigated, which has not only high-resolution feature but also faster detection speed. The network is divided into two parts: a deep high-resolution feature extract module and the prediction network. The former is a combination of High-resolution Representation network (HRNet) [41] and Hierarchical Deep Aggregation network(HDA) [51], which is called Hierarchical Deep High-resolution network (HDHNet). The latter can be a variety of CNN networks, such as Faster RCNN [39], Cascade RCNN [5], or Hybrid Task Cascade(HTC) [7] based on Region Proposal Network(RPN) [39]. We will compare various prediction networks’ performance and experiment with the effects of different resolution videos on the detector in the experimental section.
The contributions of our work are summarized as follows:

1) It is difficult for traditional MOT approaches based on the tracking-by-detection paradigm to handle small targets detection or tracking in UAV scenes. The Hierarchical Deep High-resolution network (HDHNet) and an end-to-end framework are proposed for the feature extraction of small targets. It is faster and comparably accurate as an online MOT system compared with other one-stage or two-stages state-of-the-art detection methods.

2) Due to the imbalance between positive samples and negative samples in the UAV scene, especially for some hard samples, existing methods are difficult to deal with these problems simultaneously, which usually cause the model’s overfitting. So an adjustable loss function fusing on focal loss [27] and GIoU [37] loss is proposed to train our model in the UAV dataset, which is available to alleviate these problems.

3) We investigate a flexible MOT algorithm on UAV scenes, integrating the detection and tracking modules in a unified framework. The former consists of HDHNet, the backbone network, and different prediction networks, while the latter adopts an improved DeepSort algorithm. And we are the first to introduce the high-resolution network to UVA video with the objective to address the issue of small target detection and tracking, and apply different prediction networks to our detection framework. Experiments on the Visdrone2019 [21] MOT dataset show that our method has the advantages over state-of-the-art MOT systems in terms of training data volume, speed, and accuracy.

2 Related work

2.1 Single object tracking

Based on feature extraction and filtering search methods, such as KCF [20], CSK [19], SACK [10], etc., most traditional SOT algorithms adopt correlation filtering for tracking, which is fast but difficult to deal with the problem of occlusion. [9, 12] proposed the method of fusion Saliency Detection and correlation filtering to make multi-scale target Detection and tracking performance more robust. With the development of deep neural networks, computer vision enjoys a rapid growth of deep learning. [54] apply cascade R-CNN based on multi-scale attention and imbalanced samples to improve detector performance, [11] employ dual-channel CNN to solve image super-resolution. These methods are very beneficial in handling the problem of object detection and tracking. Besides, SiamFC [2] with its stable overtime tracking rate and accuracy for target-tracking algorithms based on the siamese network, is characterized by wide attention and application. SiamRPN [24] is joined to the RPN [39] in the siamese network, therefore, the original similarity calculation problem is converted to the issues of classification and regression, thus further improving the tracking accuracy. SiamRPN++ [25] has applied networks, such as ResNet [18] and Inception [42], as the first deep benchmark networks, to tracking networks based on siamese networks, thus significantly improving network feature extraction and tracking performance. Drones need a small number of algorithm parameters, less memory, and short inference time to realize real-time target detection due to the weak hardware computing power. Being often difficult to be applied to standard algorithms, SlimYOLOv3 [53] prunes the improved version of YOLOv3. It achieves a better detection accuracy than the original algorithm on UAV target detection data set under the condition in which the number of parameters, memory consumption, and inference time are significantly reduced.
2.2 Multiple object tracking

The standard method used in the MOT algorithm is based on the tracking-by-detection paradigm [3, 13, 47, 57]. A single object tracker (SOT) is applied by Chu et al. [13] to the MOT framework, which utilizes the advantages of SOT in adapting appearance features and detecting targets. Xu et al. [49] propose a deep Hungarian network to solve optimal soft-assignment by recurrent neural networks. Zhu et al. [57] propose a spatial attention network, namely DMAN, for target occlusion and noisy detections, [16, 45, 55] introduce the image-based and video-based attention mechanism to saliency object detection, which can to some extent be used for object tracking as well. [44] presents a baseline method, namely TrackRCNN, to implement detection, segmentation, and tracking jointly. In [46], a nearly real-time MOT system is proposed to facilitate learning object detection and embedding simultaneously based on a shared network. Recently, [6, 36] adopt the reinforcement learning method to predict the position of targets in the next frame, while [36] each target is regarded as an agent detected by the prediction network; after that, the decision network is used to search the best tracking result according to the association between multiple target agents and detection results. A universal pipeline of the UAV MOT system is illustrated in Fig. 1, which consists of four parts: (1) Input videos, which can be drone videos of different resolutions; (2) Feature extractor, which extracts image features through a deep neural network; (3) Object detection, which connects a prediction network to detect all interesting targets; (4) Object tracking, which will be used to match all targets to form trajectories on all video frames.

2.3 High-resolution representations

As a crucial step in computer vision tasks, extracting strong feature representation is available to determine the quality of the results directly. Different strided convolutions are used to lower the later layer size by exploiting high-to-low resolution networks, such as VGGNet [39], ResNet [18], and DenseNet [22]. Encoder-decoder [33], U-Net [38], and Hourglass network [15, 32, 50] apply high-to-low and low-to-high resolution representations during their feature extraction process, which leverage down-sample and up-sample subnets to output the features of different layers. Recently, high-resolution representation has achieved great success in pose estimation, semantic segmentation, and object detection, etc. The HRNet [41] can maintain a high-resolution representation throughout the process, whose four stages are illustrated in

![Fig. 1 An illustration of the MOT algorithm process. The algorithm steps are: (1) Input a video; (2) Extract all object features; (3) Detect all objects’ localization and categories; (4) Tracking by data assignment](image)
Fig. 2. The HRNet [41] can gradually add high-to-low resolution subnets composed by multi-scale group convolutions to build more stages and connect multiple resolution subnets in parallel. Besides, MMDetection [8] has integrated different versions of HRNet [41] to address various visual tasks, including small target detection.

2.4 Data association

Data association is a significant step for all MOT algorithms based on tracking-by-detection schema, and [34, 43, 52] formulate the process of data association as various optimization problems. Through modeling, the MOT problem is converted to a problem of bipartite graph assignment. [57] focuses on the use of target positions and movement. While Zhang et al. [52] regard the MOT problem as a MAP-data-association one and implement optimization using the global min-cost network flow. In the online tracking algorithm, the current trajectory and detection target are taken as vertex sets, respectively, and then the nodes can be connected between the two vertex sets. The weights of adjacent edges can be calculated and obtained based on appearance models, motion models, or other measurement models representing the similarity or connection cost between nodes. For the problem of bipartite graph matching, the Hungarian algorithm [30] is almost the core algorithm of bipartite graph matching, except for bipartite graph multiple matching.

3 Methods

3.1 Pipeline

Our entire MOT framework is illustrated in Fig. 3. The algorithm runs in the following procedure. Firstly, all detections are obtained from the proposed feature extractor HDHNet (Sec. 3.2). After that, different prediction networks are performed on the HDHNet (Sec. 3.3), which generates an enlarged detection set \( \{D_1', D_2', \ldots, D_N'\} \). Thirdly, a fusion lost function is proposed to train our model (Sec. 3.4). Finally, the MOT algorithm is applied in the new detection set (Sec. 3.5), which will output these targets’ trajectories.

3.2 Hierarchical deep high-resolution network

The HRNet [41] maintains high-resolution representations by concatenating high-to-low resolution convolutions in parallel with repeated multi-scale fusions across parallel
convolutions. However, every stage of HRNet has many parameters, which results in a slow extraction process. In this paper, an original and comprehensible feature extraction network HDHNet is proposed, and the inspiration is from HRNet [41] and DLA network [51]. The former gets robust feature representation on input images, and the latter reduces the network parameters through the sparse multi-scale network structure and improves the network speed. Aggregation and transition are defined as the combination of different layers throughout a network, and ResNet [18] block is introduced to each layer of HDHNet. Next, our proposed feature extraction network HDHNet in detail will be presented in detail.

Architecture

The HDHNet architecture is illustrated in Fig. 4. There are four stages, the 1st stage contains no aggregation blocks but only two convolution blocks. The 2nd stage to the 4th stage contains 1, 2, 4 aggregation blocks and 2, 4, 8 convolution blocks, respectively. The 1st stage consists of two ResNet blocks with high-resolution, and the 2nd, 3rd, and 4th stages consist of repeated modular multi-resolution blocks and aggregation blocks of different scales.

At each stage, aggregation blocks are integrated with high-resolution blocks, intermediate aggregation blocks and the previous stage’s transition blocks. A multi-resolution group
convolution with aggregation is illustrated in Fig. 5(a) where the yellow and pink blocks denote the high-resolution features and aggregations with different scales respectively. The transition module is shown in Fig. 5(b) composed of ResNet blocks (the green blocks) of different scales. Different blocks in various stages are aggregated to obtain richer deep semantic information. The multi-resolution group convolution is a simple extension of group convolution, which divides the input channel into multiple channel subsets. It performs regular 3*3 convolution on each subset under different spatial resolutions. The multi-branch fully connected mode is similar to regular convolution, as shown in Fig. 5(c). The input and output channels are divided into multiple subsets connected in a fully connected manner.

Instantiation The network HDHNet is instantiated by composing a High-resolution network (HRNet) [41] and a Deep Layer Aggregation network (DLA) [51]. Before the network, two 3*3 strided convolutions are used to reduce the resolution to 1/4, thus getting 64-channel feature maps. After that, the dimension of the feature map is reduced to 48 channels with 1 × 1 convolution. HDHNet has four stages, as described in Fig. 4, the 1st stage has two residual blocks with 48 input channels, and the 2nd, 3rd, and 4th stages have 2, 4, and 8 high-resolution residual units, respectively. Besides, the aggregation block’s resolution decreases by two times while the number of channels upsamples (two times) at different levels of stages, whose channels are 48, 96, 192, and 384, respectively.

Advantages HDHNet is characterized by three advantages: firstly, HDHNet connects multi-resolution sub-networks from high to low in parallel instead of connecting in series. Therefore, high resolution can be maintained throughout the entire process, rather than reverting from high resolution to low resolution. Secondly, the existing fusion schemes leverage low-resolution and high-resolution feature information in most cases, while the repeated multi-scale fusion method in HDHNet network employs the same depth and similar level of low-resolution feature representation to improve the high-resolution feature representation, which makes the high-resolution feature representation much stronger. Thirdly, HDHNet learns from hierarchical deep aggregation blocks, which effectively improve the network speed.

3.3 Prediction network

Taking advantage of the multi-scale high-resolution feature representations extracted in HDHNet (Sec 3.2), a prediction network is established to predict targets’ location and category.

![Fig. 5 Block of different resolution: (a) multi-resolution group convolution with aggregation and (b) multi-resolution transition convolution (c) the multi-branch fully connected model](Image)
in drone videos. In the recent past, significant progress has been made in multiple-object tracking by utilizing different effective prediction networks. Many research works show that an expressive performance of prediction networks strongly relies on the comprehensive, practical, and deep features extracted by the backbone network. Implementing the end-to-end trainable HDHNet is followed by a prediction network, which can effectively identify the video’s targets. In later experiments, the performances of the backbone network will be compared and evaluated empirically with various prediction networks, after that, the specific prediction networks applied in this paper will be introduced in detail.

**Convolutional neural network (CNN)** CNN is adopted as the first prediction network of our framework, whose architecture is depicted in Fig. 6. It has two branches, consisting of five 3*3 convolutional layers and adopt Relu as the activation function, while being trained simultaneously without sharing weights. The classification model is used to output the positive sample target category, whose last layer output channel is $81 \times A$, where $A$ represents the number of anchors of different scales. In our experiment based on the pre-training weights of the COCO [26] dataset, nine types of the anchor with three kinds of scales are employed respectively, i.e., 1: 2, 1: 1, and 2: 1. There are 81 categories, including 80 categories from the COCO dataset and an extra background class. Differently, the regression model outputs the position and bounding box of each positive sample target with its last convolutional layer output channel of $4 \times A$, where 4 represents the prediction of $x$, $y$, $w$, and $h$.

**Cascade RCNN [5]** As a powerful and classic architecture, the cascade can greatly improve the performance of multi-tasks, as shown in Fig. 7(a), which is a derivation of the R-CNN [17] and consists of a series of trained detectors with increasing intersection-over-union (IoU) thresholds. Sequential training is performed on the cascade R-CNN stages, and the output of one stage is used to train the next stage. This resampling gradually improves the hypothesis’s quality, thus ensuring that the size of the positive training set for all detectors is equal. The motivation is to

![Fig. 6 The CNN prediction network contains (a) Classification and (b) Regression model](image-url)
observe that the output IoU of a regression variable is almost always better than the input IoU. In our experiments, the input IoU of the three stages is set as [0.5, 0.6, 0.7], which has been proven to effectively improve the robustness and accuracy of network detection.

Hybrid task Cascade (HTC) [7] HTC is mainly used in instance segmentation tasks, and the box and mask branches of each stage run alternately during the training process by designing a multi-task and multi-stage hybrid cascade structure. Information flow is directly added between the mask branches of different stages, and a branch of semantic segmentation is merged to enhance the context information. The architecture of HTC is demonstrated in Fig. 7(b), while in our experiments, HTC is also used as the prediction module for the detection network. Compared with ordinary CNN prediction networks, though the detection speed is relatively slow, the performance has been dramatically improved. Besides, the results of different prediction networks will be shown in the experimental part later.

3.4 Learning

Our proposed HDHNet is trained in an end-to-end manner, and in Sec. 3.2 and Sec. 3.3, a target detection network is introduced based on the HDHNet, which needs to output the position and category of the target in the picture separately. It is a multi-task prediction model trained with a multi-task fusion loss function combined by classification and localization loss. Furthermore, the adjustable hyper-parameter $\lambda$ is applied for balancing the two loss functions, where $\lambda$ is generally set as 0.5. After that, the process of establishing our loss function will be introduced.

Classification of loss Cross Entropy loss (CE loss) is generally used in the classification loss calculation in the detection task, as shown in Formula (1). However, for a single detection network, candidate frames are not generated in advance. Instead, a single detection network generates many simple negative samples (mainly belong to the background), which will mainly contribute to the loss value and dominate the gradient update direction. There are many such simple negative samples, especially in drone data sets. If CE loss is used to train the entire classification network, the network performance will be inferior. Therefore, to address the class imbalance problem, CE loss is replaced with the focal loss [27], which is defined as follows:

$$CE(y) = -\frac{1}{n} \sum_{k=1}^{n} I\{y = y'\} \log(p_t)$$  \hspace{1cm} (1)

$$p_t = \begin{cases} p & \text{if } y = 1 \\ 1 - p & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)
The formula is simplified as:

\[ CE(p_t) = -\alpha_t \log(p_t) \]  

(3)

\[ L_{cls} = FL(p_t) = -\alpha_t (1-p_t)\gamma \log(p_t) \]  

(4)

Where the parameter \( n \) denotes the number of samples, \( p_t \) denotes the probability of the category prediction, and \( I \) represents the indicator function. Here are calculations of the loss of a single category. The calculation of losses of different categories is independent of each other and satisfies independent distribution. Multiplying the coefficient \( (1 - p_t)\gamma \) can effectively alleviate the impact of class imbalance to some extent.

**Localization of loss** Another detection task is to locate these targets in drone videos, and bounding boxes are usually used to represent them. The main indicator for measuring the performance of target detection is cross-ratio IoU, as shown in Formula (5). However, this type of loss function does not always reflect the positioning accuracy. Although IoU is furnished with scale invariance, it also has two problems, that is, firstly, in the case that the two boxes of A and B do not intersect, in other words, when IoU = 0, the distance (or similarity) of the two boxes cannot be reflected at this time, the loss function does not have a gradient at this time, and it cannot be trained with gradient descent method.

Secondly, even if A and B share the same IoU, it doesn’t mean that the detection frame’s positioning effect is the same. As shown in Fig. 8, the IoU sizes in a, b, and c are the same, while the detection results obviously show different overlapping relationships between A and B, the position offset, especially in C, is large. This type of target detection in the drone scene is more obvious since the drones’ shooting angle generally changes during their flight. If IoU is calculated directly, it will be easy to bring an impact on the positioning accuracy of the target.

\[ \text{IoU} = \frac{|A \cap B|}{|A \cup B|} \]  

(5)

GIoU (Generalized Intersection over Union) [37] is used to calculate the similarity between two bounding boxes, which overcomes the shortcomings of IoU, and the calculation is expressed as follows:

![Fig. 8](image-url) The same IoU values with different detection bounding boxes
The GIoU loss function is defined as follows:

$$L_{reg} = L_{GIOU} = 1 - GIOU$$

The fusion loss function is utilized in this paper:

$$L(p_{i,fg}, t_{fg}) = \frac{1}{N_{cls}} \sum_{i} L_{cls}(p_i, p^*_i) + \lambda \frac{1}{N_{reg}} \sum_{i} p_i L_{reg}(t_i, t^*_i)$$

Where $L_{cls}$ and $L_{reg}$ refer to the classification loss and GIoU loss respectively, $i$ denotes an anchor index of the mini-batch, $p_i$ represents the prediction probability of the target, and $p^*_i$ represents the ground truth box. In the case that it is a positive sample, $p^*_i$ is equal to 1; otherwise, it’s equivalent to 0. $t_i$ and $t^*_i$ represent the prediction box’s location and the ground truth box’s location, respectively.

### 3.5 Multiple object tracking

Our multi-object tracking framework follows the tracking-by-detection schema based on online-tracking, whose algorithm process is illustrated in Fig. 9. Firstly, as the aforementioned proposed extractor HDHNet, input UAV videos frames $\{F_1, F_2, ..., F_n\}$, which extracts features $\{f_1, f_2, ..., f_n\} \in \mathbb{R}^{W \times W \times D}$, then generate object bounding boxes by different prediction net. Secondly, initialize parameters, including the maximum number of unmatched frames $A_{max}=90$ and the minimum number of matched frames $n_{init} = 3$. Bounding box detection confidence is set to 0.65, Non-Maximum Suppression (NMS) [31] threshold = 0.85. Thirdly, the detection boxes are filtered according to the confidence degree, which are determined by the confidence of detection during tracking and initialized bounding box detection confidence. If the former is lower, the bounding box is deleted. And then NMS [31] was carried out on all Bounding boxes, and the borders whose coincidence degree was higher than the NMS
threshold were deleted, that is, the situation of eliminating multiple boxes on a target was eliminated. Next, cascade matching of all trajectories and detection results. Finally, GIOU matching for unmatched track and detection, then generating the final trajectories of UAV videos. And the proposed algorithm based on DeepSORT [47] is described as follows:

**Algorithm 1:** The improved Deepsort algorithm

```plaintext
TrackerUAV \( (F, Model_{HDHNet}) \); 
\[ \text{Input:} \quad \text{UAV video contains N frames } F = \{ F_1, F_2, F_3, \ldots, F_N \} \] the trained model HDHNet.
\[ \text{Output:} \quad \text{All trajectories of UAV video } T = \{ T_1, T_2, T_3, \ldots, T_M \} \] 

initialization:
1. The maximum number of unmatched frames \( A_{max} = 90 \)
2. The minimum number of matched frames \( n_{init} = 3 \)
3. Bounding box detection confidence \( cof = 0.65 \)
4. Non-Maximum Suppression threshold \( T_{nms} = 0.85 \)
5. Trajectories \( T = \emptyset \)

for \( i = 1, 2, \ldots, N \) do
6. detection: object detection by HDHNet
7. \( BB_i = Model_{HDHNet}(F_i) \),
8. tracking:
9. \( BB_i \leftarrow \{ bb_j | bb_j \in BB_i, \text{Coef}_{bb_j} \geq cof \} \)
10. \( BB_i \leftarrow NMS(BB_i) \)
11. \( T \leftarrow T \cup \text{MatchingCascade}(T, BB_i) \)
12. \( T \leftarrow T \cup \text{GIOUMatching}(T, BB_i) \)
end
```

4 Experiments

In this part, an extensive evaluation of the proposed MOT framework based on HDHNet is demonstrated. The hardware environment of this experiment is characterized by Inter Core i7-6500 k CPU 3.4GHz, and two GPUs of TITAN RTX 24G memory and the software environment is configured by Python3.6, Pytorch1.1.0 and MMDetection [8] framework.

4.1 Implementation details

**Data preprocessing** Our whole experiments are based on the MMDetection [8] framework, which requires the training dataset to meet the requirements of COCO format. Firstly, we need to convert the Visdrone2019 MOT dataset to the COCO format. Besides, Cascade mask RCNN will be used in our prediction network; therefore, it is also necessary to extract the mask of the target in the video dataset. An example of the masked picture is shown in Fig. 10.

**Training process** In our experiment, two methods are trained for training, one is pre-training weights based on the COCO dataset, and the other is random initialization trained from the beginning to the end. However, the latter is challenging to converge during the experiment; therefore the former training method is chosen. Besides, based on the HDHNet backbone network proposed, experiments are conducted with different prediction networks and different
resolutions to train 50 epochs on the VisDrone2019 MOT dataset. The loss function denoted in Sec. 3.3 is used, and the SGD is chosen for the optimizer. It is found that when training to 30 epochs, the convergence is close to 0.2, and the detection accuracy reaches more than 98%.

4.2 Performance evaluation

4.2.1 Evaluation metrics

Two authoritative MOT metrics are used to evaluate our MOT system performance, which are defined as [48] and CLEAR MOT metrics [1]. These metrics are designed to assess the overall performance, and indicate the potential shortcomings in each model. These metrics are denoted as follows:

1) FP (↓): false positives of the entire video;
2) FN (↓): false negatives of the entire video;
3) IDSW (↓): ID switches of the entire video.
4) Frag (↓): fragmentations where a track is interrupted by miss detections;
5) FM (↓): number of a ground-truth trajectory interrupted during the tracking process
6) IDF1(↑): Ratio of correctly identified detection to the number of computed detections and ground truth
7) MOTA (↑): combining false positives, false negatives, and IDSW, the score is then defined as follow:

$$MOTA = 1 - \frac{(FN + FP + IDSW)}{GT} \in (-\infty, 1]$$  \hspace{1cm} (9)

8) MOTP (↑): the mismatch between the ground truth and the predicted results is calculated as follows:

$$MOTP = \frac{\sum_{i,d} d_{i,d}}{\sum_{i} c_{i}}$$  \hspace{1cm} (10)
4.2.2 Results

Table 1 shows a comparison between the proposed algorithm and other state-of-the-art methods on the VisDrone2019 benchmark validation set, and the benchmark is followed to evaluate our work with the CLEAR MOT Metrics [1]. Among which IDF1 and MOTA are considered to be most important. To build the target detectors, HDHNet is connected with different prediction networks, including CNN, Cascade RCNN, Cascade mask RCNN, and HTC, respectively. As the performance of trackers depends greatly on the performance of detectors, it is observed that the proposed HDHNet has obviously improved our tracker performance. Besides, MOTA, MOTP, IDS, and IDF1 scores are in the leading position in the VisDrone2019 benchmark among the other online two-stages algorithms; especially, MOTA has achieved the improvement of over 4%. Based on our HDHNet, it is found that FP and IDS scores of Cascade mask RCNN are much better, while HTC performs better as the remaining indicators. GOG [34] benefits from global information of whole sequences and spatial overlap between frame detections, thus achieving the best FN scores in terms of our MOT metrics. In the evaluation of MOT trackers, the MOTA is closely related to the detector’s accuracy and recall, while IDF1 can express identity consistency. A powerful multi-target tracking model should be characterized by higher IDF1 and MOTA scores. In this paper, the experiment results show that our detector which combines HDHNet and HTC outperforms other methods a lot, although some indicators are not the best.

In Table 2, different detectors in the VisDrone2019 benchmark are compared with varying resolutions of input, and the recognized targets are usually very small in the UAV scene. Traditional detectors are generally used to detect relatively large targets, which are not ideal for small-target recognition. Both RetinaNet and HRNet are detectors used for multi-scale targets, and in this paper, it is observed that RetinaNet is available for the maximum tracking speed of 23 FPS with 720P resolution, which can be deemed as real-time tracking. However, the recall and precision are much lower than those of HRNet and HDHNet. The GFLOPs is calculated on the input size 1920*1080. Compared with HRNet, our model has reduced the number of parameters by 15 M and the FLOPs has dropped by more than 200. As a reliably excellent feature extractor for small-target recognition using high-resolution features, HRNet has improved the recall by about 10% and the accuracy by over 20% respectively compared with RetinaNet. However, its tracking speed is really slow, which has only 2.9 FPS for 720P resolution. Our proposed HDHNet is available to improve FPS by about 1.5 PFS with the close recall and precision of HRNet, whereas it still fails to achieve a real-time tracking with high precision.

Table 1 Comparisons results of the algorithms on the VisDrone MOT dataset using the CLEAR-MOT evaluation protocol

| Method                  | MOTA↑ | MOTP↑ | IDF1↑ | FN↓  | FP↓  | IDS↓ | FM↓ |
|-------------------------|-------|-------|-------|------|------|------|-----|
| GOG [34]                | 28.7  | 76.1  | 36.4  | 17,706 | 144,657 | 1387 | 2237 |
| IOUT [4]                | 28.1  | 74.7  | 38.9  | 36,158 | 126,549 | 2393 | 3829 |
| SORT [3]                | 18.1  | 65.1  | 32.2  | 78,467 | 104,453 | 3342 | 4304 |
| HDHNet (CNN)            | 27.6  | 74.3  | 35.2  | 48,908 | 153,487 | 2489 | 3928 |
| HDHNet (Cascade RCNN)   | 31.8  | 75.4  | 41.5  | 36,788 | 93,909  | 1134 | 1387 |
| HDHNet (Cascade mask RCNN) | 32.5  | 75.2  | 40.9  | 39,743 | 79,788  | 1042 | 1425 |
| HDHNet (HTC)            | 32.9  | 76.9  | 42.3  | 35,686 | 80,454  | 1056 | 1242 |
Figure 11 shows the results when applying GIoU and NMS to our tracking framework, whose metrics of MOTA and precision have been improved by about 1% and 3%, respectively. When both GIoU and NMS are applied to our tracking model, the tracking performance will be the best. In our experiment, different GIoU threshold $L_1$ and NMS threshold $L_2$ are tested, and it is found that it is available for the greatest MOTA and precision when setting parameters as $L_1 = 0.65$ and $L_2 = 0.85$.

Some qualitative results based on our tracking framework are shown in Fig. 12, which consists of videos from three different scenes, namely, day, night, and dense scenes. Different targets are represented with different colors in these frames, and they are furnished with unique identification and a unique number. As we can see, most of the targets are detected correctly and keep the same identity in different frames.

| Detectors               | Resolution | Rcll (%) | Prcn (%) | FPS | #Params | GFLOPs |
|-------------------------|------------|----------|----------|-----|---------|--------|
| RetinaNet [27]          | 1280*720   | 52.6     | 50.2     | 23  | 25.5 M  | 170.2  |
|                         | 1920*1080  | 54.2     | 56.4     | 18  |         |        |
|                         | 2880*1620  | 59.5     | 58.7     | 10  |         |        |
|                         | 3840*2160  | 55.3     | 56.3     | 7   |         |        |
| HRNet [41]              | 1280*720   | 62.4     | 76.3     | 2.9 | 59.2 M  | 653.2  |
|                         | 1920*1080  | 67.8     | 79.5     | 2.2 |         |        |
|                         | 2880*1620  | 72.5     | 80.5     | 1.3 |         |        |
|                         | 3840*2160  | 69.5     | 76.2     | 0.9 |         |        |
| HDHNet (ours)           | 1280*720   | 62.5     | 75.4     | 4.3 | 38.4 M  | 397.2  |
|                         | 1920*1080  | 70.2     | 78.2     | 3.7 |         |        |
|                         | 2880*1620  | 73.4     | 82.5     | 2.1 |         |        |
|                         | 3840*2160  | 71.3     | 79.3     | 1.9 |         |        |

Figure 11 shows the results when applying GIoU and NMS to our tracking framework, whose metrics of MOTA and precision have been improved by about 1% and 3%, respectively. When both GIoU and NMS are applied to our tracking model, the tracking performance will be the best. In our experiment, different GIoU threshold $L_1$ and NMS threshold $L_2$ are tested, and it is found that it is available for the greatest MOTA and precision when setting parameters as $L_1 = 0.65$ and $L_2 = 0.85$.

Some qualitative results based on our tracking framework are shown in Fig. 12, which consists of videos from three different scenes, namely, day, night, and dense scenes. Different targets are represented with different colors in these frames, and they are furnished with unique identification and a unique number. As we can see, most of the targets are detected correctly and keep the same identity in different frames.
5 Conclusion

In this paper, an online MOT framework based on the UAV system is proposed, which includes a novel and high-performance target detector named HDHNet. Besides, an improved MOT algorithm base on DeepSORT is proposed. The HDHNet combines the merits of hierarchical aggregation network and those of high-resolution representation network. It is available to extract high resolution and multi-scale features which are then applied to different prediction networks. Moreover, an adjustable loss function is proposed to train our model, which can further solve the problems of class imbalance and hard samples. The proposed model has much lower FLOPs and fewer parameters compared with HRNet to achieve lower computational complexity. The experiments and results show that our method is available for the highest MOTA and precision compared with state-of-the-art methods on the VisDrone2019 MOT benchmark. Though it still fails to be real-time at present, we will strive to achieve that goal in the future. What’s more, introducing a video-based attention mechanism or some new efficient embedding CNN module to our MOT framework will be regarded as our future work.
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