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ABSTRACT
Available computing power for researchers has been increasing exponentially over the last decade. Parallel computing is possibly the best way to harness computing power provided by multiple computing units. This paper reviews parallel computing applications in railway research as well as the enabling techniques used for the purpose. Nine enabling techniques were reviewed and Message Passing Interface, Domain Decomposition and Hadoop & Apache are the top three most widely used enabling techniques. Seven major application topics were reviewed and iterative optimisations, continuous dynamics and data & signal analysis are the most widely reported applications. The reasons why these applications are suitable for parallel computing were discussed as well as the suitability of various enabling techniques for different applications. Computing time speed-ups that were reported from these applications were summarised. The challenges for applying parallel computing for railway research are discussed.

1. Introduction
Computer simulations are a fundamental part of modern research. The development of many research disciplines is accompanied and, in most cases, facilitated by the ever increasing availability of computing power. This increasing availability is further contributed to by two trends, namely the ever increasing computer performance and the ever decreasing computer prices. Figure 1 shows the computing performance of the best (Top 1) and the 500 best (Top 500) supercomputers from 1993 to 2018 [1].

It can be clearly seen that their computing performance has been continuously increasing in an order of magnitude every four or five years. Data reported from [2] also show that the performance of individual computer processors has also been being improved since 1970s. Regarding computer prices, Reference [3] reported the manufacturing price indexes for imported, exported and locally traded computer equipment in the United States (US) market. This report [3] indicates computer prices have been decreasing not just in US but also globally.

Meanwhile, commercial cloud computing platforms, such as Amazon Web Services [4] and Google Cloud [5], are also contributing to an increase of the accessibility of supercomputing to the public. For researchers or institutions who do not have access to
a conventional cluster, cloud computing provides a viable solution. This paper will show that cloud computing has been very well adopted in railway data processing and some other railway research.

Having significant or super computing power available, the question naturally arises as to how we can harness the power and make the most of it. And there seems no better answer than parallel computing [6]. The concept of parallel computing is straightforward, using multiple computing units to process multiple tasks simultaneously. The literature review of this paper has found significant ambiguities in naming the basic computing units; various names have been used in different publications: computer, node, Central Processing Unit (CPU), core, process, thread. Actually, the items in that list have a progressively inclusive relationship. In other words, an item in the list can have multiple numbers of the items that come after it in the list. As all items could be used as basic parallel computing units, the name of ‘computing unit’ is used in this paper instead of any name that is restricted to a specific hardware or software level. A computing unit can be any item in the name list.

The primary benefits of parallel computing are the time saving and the possibility of better results. For example, due to the high computing efficiency, simulation models can be developed with more details for finite element analysis (FEA) [7] and more search iterations can be used for optimisation studies [8], with the outcome that better simulation results and optimisation results can be achieved.

The above discussions generally apply to all research disciplines including railway research. This paper focuses on railway research and reviews the applications of parallel computing in the field. The review gives an insight of the application status of parallel computing in railway research; it also helps to identify the trends and future of parallel computing in this field. Section 2 will introduce some basics of parallel computing while Section 3 introduces the enabling techniques that can be used to conduct parallel computing. Section 4 reviews the railway applications that have been found in open literature and discusses why these applications are suitable for parallel computing. Section 5 analyses the speed-ups that have been reported from the railway applications. Section 6 discusses the challenges in applying parallel computing for railway research.
The objective of this paper is to include all enabling techniques and applications that are directly related to railway related parallel computing; it has also included as many directly related publications as possible. However, it should be noted that an exhaustive review of all publications is never possible.

2. Parallel computing basics

The simplified concept of parallel computing and a comparison with the serial computing concept are shown in Figure 2. It can be seen that the essence of the parallel computing concept is using multiple computing units to simultaneously process multiple computing tasks. Note that the computing units do not need to be computer cores or CPUs, they can be any processing units that can conduct operations independently. For example, in references [9,10] the parallelised computing units are Arithmetic Logic Units (ALUs) which are components of a single computing core. Therefore, to be able to conduct parallel computing, the requirement for hardware is multiple computing units, in most cases, multiple computing cores. They can be made available from multi-core Personal Computers (PCs) or a network of computers (namely the clusters). Almost all modern PCs have more than one computing core, which means all modern PCs are capable of some level of parallel computing. Some institutions have clusters (also named supercomputers or High Performance Computing systems) available for their members and associates; clusters can also be set up by using multiple normal PCs linked via the Ethernet or accessed via commercial cloud computing platforms.

For a computing question to be processed using parallel computing, the question itself should be able to be partitioned into multiple independent computing tasks. The independence of the computing tasks can be of different levels. For example, when parallel computing is used to process matrix operations, as in Reference [11], communications among different computing tasks are required in each time-step. However, when parallel computing is used in parallel optimisations, as in Reference [12], communications are only required in each optimisation iteration. The level of independence of the computing tasks in the former case is lower than in the latter case. One of the most important factors to consider during computing task partitioning is the load balance [6] among different computing units. An ideal scenario is that the computing tasks are partitioned evenly so all computing units can finish their tasks at the same time so as to minimise the waiting.

Figure 2. Parallel and serial computing concepts.
time and consequently the total computing time. When load balance is not well con-
trolled, parallel computing can result in even longer computing time than serial comput-
ing as discussed in Reference [13].

Having partitioned the computing tasks, techniques are needed to coordinate and communicate the parallel computing process. Two different programming models are commonly used to facilitate the communication and coordination for the parallelised computing tasks, namely distributed memory and shared memory [6] as shown in Figure 3. In the distributed memory models, such as the Message Passing Interface (MPI) technique, each computing unit has its own individual memory, whilst in the shared memory models, such as the Open Multi-Processing (OpenMP) and POSIX threads (pthreads) techniques, all computing units usually share the same memory locations. Commonly, in both computing models, the coordination task is assigned to a specific computing unit (core, thread or process); the coordinating unit is commonly called the master unit while all other parallelised units are called the slave units. More parallel computing related techniques will be discussed in Section 3. Also, many other references, such as References [6] and [14], can be used for more general and detailed information about parallel computing.

3. Enabling techniques

This section reviews the parallel computing enabling techniques that were reported from railway related publications. Figure 4 shows the reported techniques with the corresponding number of publications that are reviewed in this section. Note that the publication numbers in Figure 4 do not cover all publications that are reviewed in this paper as, in some publications, the enabling techniques cannot be clearly identified. Further, the techniques shown in the figure do not exclude each other; one publication can use multiple enabling techniques. For example, the Domain Decomposition Method (DDM) technique has to be used with another communication technique such as the MPI to successfully conduct parallel computing. As shown in Figure 4, nine enabling techniques will be discussed in this section and MPI, DDM and Hadoop

![Figure 3. Parallel computing models: (a) distributed memory, and (b) shared memory.](image-url)
Apache are the top three most widely used enabling techniques. The Hadoop & Apache technique is mostly related to cloud computing.

Note that a special caution should be taken here for the analysis of the cloud computing technique. Cloud computing (mostly related to Big Data) is an extremely popular topic in modern research, and this statement also applies to railway research. There are a significant number of railway related publications for cloud computing, and cloud computing itself is inherently parallel computing related. However, most of the publications did not directly focus on parallel computing applications nor parallel computing techniques. The criterion used in this paper to select parallel computing related publications from cloud computing related publications is that a selected cloud computing related publication should have at least one occurrence of parallel computing in the text. Using this criterion, only ten publications are found that are specifically parallel computing focused (shown in Figure 4 as the Hadoop and Spark group). To discuss railway related cloud computing specifically, another paper is needed. Also, due to publication print limits, the techniques are only briefly discussed in this paper; more detailed information can be found in the corresponding references.

3.1. Domain Decomposition Method (DDM)

As mentioned in Section 2, for a computing question to be processed using parallel computing, the question itself should be able to be partitioned into multiple independent computing tasks. For computing questions that have naturally independent computing tasks, the partitioning process is straightforward. Some examples of such computing questions can be: (1) vector and matrix operations [15]; (2) traffic data processing [16]; (3) individual fitness evaluations in optimisations [12]; and (4) signal processing for multiple channels [17]. However, when the parallelised computing tasks are not independent, most commonly in FEA [7], Computational Fluid Dynamics (CFD) [18] and Discrete Element Analysis (DEA) [19], special techniques are needed to partition the computing question into parallelisable computing tasks. In this regard, the DDM [20] is possibly the most important technique. For example, Figure 5(a)
shows an array of independent computing tasks and each box represents one computing task. As there is no interconnection among the boxes, the partitioning of computing tasks can be easily done. However, in Figure 5(b) all boxes are linked to adjacent boxes, and boundary conditions (interfaces or domain communications) must be considered when partitioning the computing tasks for parallel computing. The DDM in this case can deal with the boundary conditions and partition the dependent computing tasks into parallelisable domains as shown in Figure 5(b). DDM has been widely used in railway applications [7,19,21–29]. More information regarding the DDM can be found in Reference [20].

3.2. Communication protocols

Having partitioned the computing tasks, communications are needed between slave computing units and the master unit, and also sometimes among the slave units. Many techniques, such as MPI and OpenMP, provide communication libraries or programming extensions to achieve the communications. In some studies, researchers also use communications protocols, i.e. Transmission Control Protocol/Internet Protocol (TCP/IP) [30–32] and Hypertext Transfer Protocol (HTTP) [33] to achieve the communication. However, it has to be pointed out that the TCP/IP and HTTP are only used for communication, and some other techniques have to be used to launch the parallelised computing tasks. For example, in Reference [32], TCP/IP was used for communication while OpenMP was used to launch the parallelised computing tasks.

3.3. MPI

MPI is a message passing standard that is used to facilitate parallel computing with the distributed memory model as shown in Figure 3(a). As can be seen from the distributed memory model in that figure, each computing unit has its own memory and the computing units are have a high level of independence from each other. Therefore, one of the most important functions of the MPI is to provide communications for the computing units. More information regarding MPI can be accessed via the online book of Barney [34]. In railway research, the MPI has found many applications [7,11–13,21–23,31,35–43]; it is one
of the most widely used parallel computing enabling techniques. In the authors’ opinion, MPI is very suitable for parallel co-simulations and parallel optimisations, as presented in References [31] and [42] respectively, since they have very independent parallelised computing tasks.

3.4. OpenMP

OpenMP is a programming extension that is designed primarily for parallel computing with the shared memory model as shown in Figure 3(b). Compared with the distributed model, the shared memory model used by OpenMP makes it more flexible when initialising and finalising parallel processes. A good illustration of the flexibility is shown in Figure 6 where, for example, one computing process contains a number of parallelisable matrix operations and parallelisable for-loops. When using OpenMP, as the memory is shared among all computing units, the computing program can easily fork into multiple parallelised processes or threads and then operate on the shared memory (shared data). Upon finalisation of the parallelised processes, all forked processes can then easily rejoin the master process. For railway research, OpenMP has found applications in [11,19,32,44,45]. More information regarding OpenMP itself can be found in Barney’s other online book Barney [46].

3.5. Multithreading

To better comprehend multithreading, one should understand the differences between a process and a thread. A simple explanation is that a thread is a part of a process and a process can have multiple threads. Parallel computing can be conducted among a number of processes as well as a number of threads. MPI and OpenMP can deal with both thread and process levels of parallel computing. In this section, the term ‘multithreading’ indicates only thread level parallel computing. There are a number of techniques that can be used to manipulate threads; two fundamental ones are Pthreads [47] in a Unix Operation System (OS) and the Windows Application Programming Interface (WinAPI) threads [48] in Windows OS. As multithreading deals with multiple threads that are in the same process, it understandably uses the shared memory parallel computing model as shown in Figure 3(b). Applications using Pthreads have been reported from [49,50]; and Reference [15] used WinAPI threads. Besides Pthreads and WinAPI threads, JAVA and Matlab also provide high level multithreading API. Several applications [8,51–53] using JAVA have been

![Figure 6. Illustration of the forking process.](image-url)
reported along with a few applications using Matlab [54–56]. Understandably, higher level APIs would be easier to use which can help to cut down the development cost. According to Barney [47], the Pthreads technique has the advantage of light weight which means less overhead cost (computing time in this case) in parallel computing coordination and communications. However, one inconvenient point about Pthreads is that it was developed in C/C++ programming language. For applications in other programming languages, such as FORTRAN, an additional interface must be developed.

3.6. **General-purpose computing on Graphics Processing Units (GPGPU)**

The GPGPU technique uses Graphics Processing Units (GPUs) for general purpose computing as conventional CPUs. GPUs generally have slower computing speed, but they have the advantage of a large number of computing units. For example, most modern CPUs accommodate a maximum eight cores each while a GPU nowadays can easily accommodate hundreds of computing cores. The Compute Unified Device Architecture (CUDA) parallel computing platform can enable GPUs to be used as GPGPUs; a few such railway applications [17,57,58] have been reported. Deriving from the original purpose of GPUs, the GPGPU technique is very suitable for graphic processing such as image processing in machine vision condition monitoring [17,57] and results analysis for FEA [58].

3.7. **Field-programmable gate array (FPGA)**

A FPGA is a reconfigurable and programmable digital chip that can be set up to control multiple computing units (CPUs, GPUs or others) in parallel. It provides an array of uniform Configurable Logic Blocks and Input/Output Blocks that can be programmed to form different circuits as designers want. It offers significant configuration flexibility and a large number of gate resources which contribute to its great capability of parallel computing. For example, researchers can programme eight of exactly the same circuits (on the same chip) that are connected to eight computing cores. Parallel computing can then be conducted by sending the computing cores parallelised computing tasks. Also, different circuits can be programmed and then connected to different computing cores, so that the FPGA and the computing cores can then be used to compute different computing tasks but still in a parallel fashion. Applications of parallel computing using FPGAs have been reported [59–62]. Most commonly, FPGAs are used to achieve real-time signal processing or real-time hardware-in-loop applications.

3.8. **Hadoop and Spark**

Commercial cloud computing platforms have provided another approach for parallel computing. In railway research, most cloud computing applications [16,63–67] have used the Hadoop MapReduce technique. The Hadoop framework has a file distribution system called Hadoop Distributed File System (HDFS) which can be regarded as a computing task partitioning tool from a general parallel computing perspective. Then another Hadoop technique called MapReduce can coordinate parallel computing for the distributed files on different computing nodes. One important feature of
Hadoop MapReduce is that it brings data processing algorithms to the parallelised nodes where the distributed data stored. This feature can significantly reduce the processing time when compared with moving data to the algorithms as data are significantly larger than algorithms. More information regarding MapReduce will be discussed in Section 4.3. Various applications [68–70] have used the MapReduce technique, but on non-commercial clusters.

In addition to Hadoop MapReduce, another cloud computing technique called Apache Spark has also found railway applications [71–73]. Within the Apache Spark framework, there are four main components: a driver node, a number of worker nodes, a cluster manager, and executors (the same number as for worker nodes). The driver node is basically a user interface which also does the computing task partitioning. The worker nodes (slave computing units) conduct the specific computing tasks in parallel. The cluster manager that is under the control of the driver node coordinates the parallel computing process while the executors manage the computing tasks within each of the worker nodes. Hadoop MapReduce and Apache Spark have different ways of moving data and are therefore most suitable for different applications. Hadoop MapReduce moves data via networks and disks, has slower computing speed and is most suitable for analysis of archived Big Data. Apache Spark caches data in memory, has faster computing speed and is most suitable for real-time data processing. Comparatively, Hadoop MapReduce would be very suitable to analyse data that are already collected from field tests, while Spark is better for processing of on-line condition monitoring data.

3.9. Others

Besides the previously reviewed techniques, there are some others that are also available and were used for railway research. Bosso and Zampieri [74]) used the LabVIEW software package to enable parallel computing while Desjouis et al. [75] and Diedrichs [18] used two other software packages called PETSc and STAR-CD respectively. Two special and very successful parallel computing applications were reported from References [9,10] where the researchers used the streaming extension of a Pentium processor to conduct Single Instruction Multiple Data parallel computing. The special part of these two applications is that they only used one computing core with parallelised ALUs. It has to be noted that the ALUs can only process simple numerical operations and the applications may have been outdated once multicore PCs were widely available.

4. Applications in railway research

This section discuss the applications of parallel computing reported in railway research and why these applications are suitable for parallel computing. Figure 7 shows the applications found in the literature and the corresponding number of publications. The reviewed publications are presented in seven major topics; iterative optimisations, FEA/CFD/DEA and data and signal analysis are the most widely reported applications. Again, special caution should be taken for the application of Big Data analysis (cloud computing related) as discussed in the beginning of Section 3. The publications allocated to the different topics shown in Figure 7 are not exclusive. Therefore, there
are publications that are related to multiple topics and are therefore allocated against multiple topics. It should also be noted that categorisation is always a challenging task, and the authors do not claim that Figure 7 is the best categorising approach; however, it is presented according to the authors’ best knowledge.

4.1. Iterative optimisation

Iterative optimisations, such as Particle Swarm Optimisations (PSO), Genetic Algorithm (GA) and Simulated Annealing (SA), improve a group of solutions (plans, designs, etc.) iteratively in loops. Almost all iterative optimisation methods have algorithm structures that are very suitable for parallel computing, especially during the fitness assessment step as shown in Figure 8. For each iteration of the optimisation process, the group of solutions, i.e. the individuals in the figure, have to go through the same assessment procedures to be assessed regarding their fitness (quality and performance of the solution). The assessments of individual solutions are completely independent and are therefore very suitable for parallel computing. Another two advantages of parallelising the fitness assessment step of iterative optimisations are: (1) the fitness assessment step is usually the most time consuming step and parallelising this step can help to minimise the serial parts of the algorithm.

Figure 7. Parallel computing applications in railway research.

Figure 8. Concept of parallel iterative optimisations [38].
so as to achieve high computing speed; and (2) Fitness assessments for each individual usually have exactly the same procedures and therefore have mostly the same computing loads, and this can help to archive great load balance among slave computing units which also helps to achieve high computing speed. Note that the second advantage does not apply to all optimisation cases. For example, when an optimisation of vehicle suspension parameters is considered, some suspension parameters can cause vehicle instability that requires longer computing time.

In railway research, parallel computing applications have been widely reported for train scheduling optimisations with different optimisation algorithms. Huang et al. [76] have used GA, Boman and Gerdovci [8] and Bettinelli et al. [43] used the Tabu optimisation method. Boman and Gerdovci [8] also used SA. Iqbal et al. [51, 52] used a combination optimisation algorithm. In addition to these applications, parallel GA has been used to optimise railway vehicle aerodynamics [77], truss structures [58], shock absorber distribution for railway tunnels [36], draft gear designs [37–39] and wedge suspension designs [42]. Parallel PSO has been used for optimisations of passenger traffic prediction [69], draft gear designs [37–39] and wedge suspension designs [42]. Evolutionary Algorithm optimisation has been used for optimisations of railway vehicle structures [33], and railway vehicle dynamics design [12]. A special parallel computing related optimisation study was conducted by Matsuura and Miyatke [56] to optimise train speed profile to achieve lower energy consumption, but they used parallel computing for dynamic programming instead of fitness assessment.

4.2. FEA/CFD/DEA

FEA and CFD commonly solve continuous problems by using a significant number of interconnected discrete nodes. For example, a square steel plate as shown in Figure 5(b) can be approximated in FEA by an array of nodes that are interconnected by springs and dampers. After this assumption, each node with mass property can be regarded as rigid and the force distribution within the steel plate can then be approximated by the force distribution among all the springs and dampers. In CFD, a fluid field can also be expressed by an array of nodes that are also similar to the illustration in Figure 5(b). The concept of DEA is an already discretised version of FEA or CFD. Example applications of FEA, CFD and DEA are railway bridge structural analysis [55], crosswind analysis [18] and ballast simulation [19] respectively. As explained in Section 3.1, FEA/CFD/DEA studies are also very suitable for parallel computing as: (1) they generally require simulating a large amount of elements and the interconnections among the elements are of high nonlinearity which creates computationally expensive simulation tasks; and (2) in many cases, the elements are homogeneous or very similar to each other, hence parallel computing can be successfully applied using the very well developed DDM. In railway research, parallel FEA has mainly been used to study three topics: (1) wheel-rail contact issues [7, 28, 29]; (2) bridge structures [25, 55]; and (3) interactions between trains and infrastructure [21–23, 26]. In addition to the FEA related studies, Hoang et al. [19, 24] have used parallel DEA to simulate railway ballast. Parallel CFD has been used to analyse vehicle response subject to cross-wind [18], the entry flow issue of railway tunnels [27], catenary aerodynamics [78] and air brake modelling [41].
4.3. Data and signal processing

Data processing, especially Big Data processing, is naturally suitable for parallel computing as: (1) Big Data require a lot computational resources; and (2) a Big Data set can be easily partitioned into multiple sub data sets. Most Big Data applications are also related to cloud computing as reviewed in Section 3.8 and the MapReduce technique is most commonly used. A good illustration of the MapReduce technique can be found in Reference [79] and the process is reproduced in Figure 9. A Big Data set is first partitioned and distributed to multiple computing nodes by using the HDFS technique. A mapper [79] is responsible to record the locations of the sub data sets and the relations among them. Then the reducers [79] will process the data in parallel, extract useful information and summarise it for output. In railway research, Hadoop MapReduce has been used to process passenger flow data so as to predict passenger traffic [67, 69]. It has also been used to process high speed train noise data [68], signal fault diagnosis data [65], railway equipment management data [66], urban railway general management data [16] and ground penetrating radar data [70].

In the topic of data processing, besides the utilisation of Hadoop MapReduce, the Apache Spark platform was used by Sangat et al. [71] to process geospatial data. Xie et al. [53] used a multithreading technique to process freight data from different regions in parallel where one computing unit was specifically used for the data from one region.

For signal and image processing, parallel GPUs and FPGA are often used. Parallel GPUs were used by Santur et al. [57] and Wang et al. [17] to process machine vision rail and catenary inspections respectively. In the former application, two GPUs were used to process the image captured by two cameras in parallel. In the latter application, three GPUs were used for image acquisition, processing and saving in parallel. Zhang [59] used FPGA to enable multiple computing units to process rail non-destructive testing data in parallel while Khan et al. [60] used FPGA to enable multiple computing units to process signals that were received from multiple sensors. In Reference [80], the researchers used seven computers to process the signals from 14 sensors that measured rail straightness.

4.4. Cloud computing

Cloud computing is closely related to Big Data processing that has been reviewed in Section 4.3. Most publications [16, 65–71] found in this topic have already been
reviewed in Section 4.3. Apart from these Big Data applications, two other applications [63,64] were found for railway power supply simulations. These two applications have also used the Hadoop MapReduce technique and more information about railway power supply simulations will be provided in Section 4.5.

4.5. Power network simulations

A number of railway (infrastructure) power network simulation studies [9,10,30,35,49,63,64,75,81] have been found that have also used parallel computing. Railway power network simulations use mathematical modelling to simulate the load flows and energy consumption of the railway power network. A common objective of these studies is to determine the supply capability of the power network or to determine the energy consumptions of certain railway operations. The key process of power network simulation is shown in Figure 10. Before the simulation, details of the infrastructure layout (power stations, transformers, etc.) are already known, hence circuit models can be developed using the infrastructure layout. During the simulation, the power supply process is discretised into a certain number of time instants or time-steps. For each time-step, i.e. different time instants, the locations and status of power consumers (the trains and their pantographs) can be searched from a database or input from other simulations. Having the network circuit model and the information regarding the trains, the power that is needed for train operations can be determined. As described, train locations and status at each time-step can be stored in a database and directly used during the simulation. This feature has made the simulation process ‘time independent’. In other words, the simulation of a certain time-step does not require information for the time-step before nor after. Therefore, power network simulations are also suitable for parallel computing. After the discretisation (by different time instants) of the simulation process, different computing units can be used to determine the power demand of different time periods. Then information from different computing units can be gathered to draw the final conclusions. The process is also suitable for the use of the Hadoop MapReduce technique as applied in References [63,64].

4.6. VSD

Comparatively, parallel computing applications in VSD simulations have more diverse parallelised computing steps as VSD modelling usually deals with more detailed components. Wheel-rail contact simulations are well recognised as one of the most time consuming steps for VSD simulations. Parallelising the simulation of wheel-rail contact becomes a natural idea when discussing parallel computing for VSD. The literature
review has found two approaches to conducting parallel computing for wheel-rail contact simulations. The first approach was used in References [74,82] where the researchers used one computing unit for each wheel-rail interface. The second approach by Vollebregt [44] took advantage of the forking process as shown in Figure 6 to increase the computing speed for numerical operations during wheel-rail contact simulations. The latest version of CONTACT [83] available to the authors has the function of using one computing unit for the computation of each contact point. Note that multiple contact points can exist for one wheel-rail interface. The forking process was also used by Kogut and Ciurej [11] and Pogorelov et al. [15] to simulate vehicle-track-soil interaction dynamics and locomotive-train interaction dynamics respectively.

In Reference [54], multiple computing units were used to solve kinematics equations in parallel, using one computing unit for the equation of each Degree of Freedom. In Reference [84], slab track, vibration analyses were conducted using parallel computing where different computing units were used to analyse the vibration results of different frequency bands.

The authors have also conducted a number of parallel computing to process VSD simulations. In Reference [13], parallel computing was used to determine various force elements in Longitudinal Train Dynamics simulations in parallel. In Reference [40], a three-dimensional long train system dynamics simulation was conducted where all vehicles in the train were modelled with wheel-rail contact and one computing unit was used to compute the dynamics of each vehicle. In Reference [32], three computing units were used to simulate three detailed locomotive models (in parallel) that then provided simulated traction forces for Longitudinal Train Dynamics simulations. In Reference [31], vehicle-track dynamics were studied and two computing units were used to simulate the vehicle and the track in parallel. Bosomworth et al. [50] also used parallel computing to conduct three-dimensional train dynamics simulations where the thermal effects of interaction between wheels and rails were studied.

### 4.7. Scheduling

Most parallel computing related scheduling studies are also related to iterative optimisation that has been reviewed in Section 4.1. Various studies [8,43,51,52,76] have used some optimisation algorithms. A study reported in Reference [85] has used the Depth-First Search (DFS) tree method to develop train scheduling plans. The DFS tree method is shown in Figure 11 in which the numbered nodes are scheduling tasks that have to be done and the branches that connect the nodes have different time and space properties. The goal of the DFS tree method is to find the routes or scheduling plans that have the shortest travel distances or shortest travel times. Some branches are not related with each other at all, e.g. the three branches that connect nodes 2, 7 and 8 to node 1. Three searchers can be dispatched from node 1 to search the tree in parallel and this mathematical problem can therefore be solved using parallel computing.

### 5. Speed-ups reported

Increased computing speed is the ultimate objective of parallel computing. Table 1 lists the speed-ups that were reported by the parallel computing applications reviewed in this paper.
A speed-up is defined as the ratio of serial computing time divided by parallel computing time. Note that not all reviewed publications in this paper have clearly reported speed-ups. And some of the speed-ups were determined by the authors from graphs or conversions of computing times that were reported from the publications. Table 1 also lists the number of computing units that have been used in the corresponding publication as well as the efficiency. As discussed in the introductory section, a computing unit can be any of the items in the following name list: computer, node, CPU, core, process or thread. The efficiency is then defined as the ratio of the speed-up divided by the number of computing units. Multiple speed-ups can be reported from the same application using different

| References                     | Computing unit | Speed-up | Efficiency (%) | Resource type |
|--------------------------------|----------------|----------|----------------|---------------|
| Wu et al. 2017a [40]           | 216            | 208      | 96             | Cluster       |
| Zawidzki and Szklarski [58]    | 152(64)        | 120(60)  | 79(94)         | PC/GPU        |
| Wu et al. 2018c [39]           | 56             | 55.3     | 99             | Cluster       |
| Wu et al. 2018a [42]           | 56             | 54.6     | 97             | Cluster       |
| Wu et al. 2016a [37]           | 56             | 53.6     | 96             | Cluster       |
| Caiño-Lores et al. [63]        | 128(16)        | 14.0(3.3)| 11.21          | Cluster       |
| Zhang et al. [23]              | 16(2)          | 11.0(1.95)| 69(98)        | Cluster       |
| Zhang et al. [26]              | 32(2)          | 9.5(1.95)| 30(70)        | Cluster       |
| Vollebregt [44]                | 8              | 7.4      | 93             | PC            |
| Fung et al. [49]               | 8              | 7.3      | 91             | Cluster       |
| Wu et al. 2017b [41]           | 8              | 7.2      | 90             | Cluster       |
| Zhang et al. [84]              | 8              | 7.1      | 89             | PC            |
| Firuziyan and von Estorff [22] | 10(2)          | 6.5(1.96)| 65(98)        | Cluster       |
| Iqbal et al. [52]              | 8              | 6.4      | 80             | PC            |
| Iqbal et al. [51]              | 8              | 6.3      | 79             | PC            |
| Xiao et al. [7]                | 8(2)           | 6.1(1.84)| 80(92)        | Cluster       |
| Liang et al. [70]              | 8(2)           | 5.5(1.8) | 69(90)        | Cluster       |
| Eberhard et al. [12]           | 9              | 3.8      | 42             | Cluster       |
| Pogorelov et al. [15]          | 4              | 3.4      | 85             | PC            |
| Fung et al. [10]               | 4              | 3.4      | 85             | ALU           |
| Ding et al. [9]                | 4              | 3.4      | 85             | ALU           |
| Hoang et al. [24]              | 4              | 2.5      | 63             | PC            |
| Wang et al. [68]               | 5              | 2.5      | 50             | Cluster       |
| Horas et al. [55]              | 4              | 2.5      | 62             | PC            |
| Hoang et al. [19]              | 4(2)           | 2.4(1.75)| 60(87)        | PC            |
| Sugiyama et al. [82]           | 4              | 2.0      | 50             | PC            |
| Wu et al. 2018b [32]           | 3              | 1.9      | 62             | PC            |
| Xun et al. [69]                | 16(8)          | 1.8(1.4)| 11(18)        | Cluster       |
| Calderon et al. [35]           | 4              | 1.8      | 45             | PC            |
| Matsuura and Miyatake [56]     | 4              | 1.7      | 42             | PC            |
| Wu and Cole [13]               | 2              | 1.43     | 72             | PC            |
numbers of computing units. Considering the load balance issue of parallel computing and communication cost as discussed in Reference [13], the case with the highest speed-up may not have the highest efficiency. There is also the scalability issue that has been discussed by Fernandez et al. [81]. For publications that have two pairs of parameters, the first set of values (outside of the brackets) indicates the case that has the highest speed-up while the second set of values (in the brackets) indicates the case that has the highest efficiency. Table 1 also lists the computing resource types that were used for the applications. The following points should be noted for the computing resource types: (1) Zawidzki and Szklarski [58] used GPUs as the computing units while all others in the table used CPUs; (2) parallelised computing units in References [9,10] are ALUs which are components of traditional CPUs; (3) applications in References [68–70] used the MapReduce technique which is mostly cloud based, but non-commercial clusters were used in these applications; (4) the cluster used in Reference [63] is cloud based which has the nature of Infrastructure as a service; and (5) all other clusters in the table except Reference [63] indicated use of the conventional form of clusters that are only available for individuals or a group.

About half of the applications listed in Table 1 have used PCs and high parallel computing efficiencies were achieved. For example, applications in References [44,49,58] have reported parallel computing cases with efficiencies over 90%. Further, all parallel computing cases using PCs have 50% efficiency or higher except References [35] and [56] with 45% and 42% respectively. Comparatively, parallel computing using clusters can be more powerful in terms of speed-ups. Among the top ten speed-ups listed in Table 1, seven of them were achieve using clusters; and the ones achieved by using clusters are significantly higher than the ones using PCs due to the fact that significantly more computing units are available from clusters. Another interesting observation that can be made from Table 1 is that nine applications using clusters have reported parallel computing efficiencies of 90% or higher, which is more than the corresponding number of applications (three) using PCs. Also, only three applications [12,63,69] using clusters have reported parallel computing efficiencies lower than 50%. Note that this can be a mere coincidence as there is no clear justification for PCs to have lower parallel computing efficiency than clusters.

In addition to the specific speed-ups reported from the publications, other benefits of parallel computing can be variously described as to achieve: (1) real-time hardware-in-loop applications [61,62,74]; (2) real-time monitoring [60]; (3) higher system capacity [59]; (4) higher model flexibility for extensions [31]; and (5) better optimisation results [8].

### 6. Challenges for applying parallel computing

Figure 12 shows the number of parallel computing publications in railway research by years. The first publication found was by Holmes et al. [27] who studied the CFD issues regarding train-tunnel entry flow. It can be seen that application of parallel computing in railway research has only 20 years of history. This is a short history compared with some other industries like aviation. Parallel computing has been applied by the US National Aeronautics and Space Administration since the 1970s [86]. However, the short history of parallel computing applications in railway research is also not surprising considering the following facts: (1) the engineering basis using clusters for parallel computing was arguably invented by Gene Amdahl in 1967 [6,14]; (2) PCs were only made available in the late 1970s; and (3) the MPI and OpenMP standards were only released in 1994 and 1997.
respectively [34,46]. Figure 12 also shows that there is a fluctuating increasing number of publications over the years. However, the publication number to date is still very low, being less than 10 publications per year. Upon completing the literature review of this paper in September 2018, nine publications were found in 2018. It can be seen that there is significant room for leveraging the applications of parallel computing in railway research.

The following contents of this section discuss the challenges of applying parallel computing from two perspectives: (1) time and computer resource investment versus speed-ups; and (2) relatability and flexibility of the parallelised codes. The discussions can be generally applied to many research fields including railway research.

### 6.1. Time and computer resource investment versus speed-ups

Whenever a researcher is encouraged to use parallel computing, a factor that must be considered is the balance between the complexity of applying parallel computing (time investment) and the speed-ups that can be achieved. Regarding the time investment, the authors want to point out that, due to the continuous development of parallel computing enabling techniques such as MPI, OpenMP and Pthreads, the initialisation processes to programme parallelised codes have been minimised. For example, a very simple parallelised code enabled by OpenMP is shown in Figure 13. The initialisation process can be more complicated in practical engineering codes, but this aspect should not become the barrier that is preventing researchers from using parallel computing.

For the case of ready-to-use commercial software packages, the time investment is even lower. Therefore, the true balance between the time investment and speed-ups should be determined by the studied question itself, i.e. the independence level and load balance of the parallelised computing tasks.

As explained previously, the independence level of a computing task indicates how much communications are needed with other computing tasks during the simulation. Specifically, the higher the independence level, the less the amount of communications required. Generally, it can be said that higher independence levels result in less time investment and higher speed-ups. With modern parallel computing techniques, programmers’ tasks are mainly to design the partitioning of the code blocks to be executed by different computing units. If the computing tasks have a high independence level, then the code blocks should be able to easily be partitioned and less code lines are needed to connect (communicate) the code blocks. Also, it is understandable that less
communications result in less parallel computing overhead and higher speed-ups. Example applications that have highly independent tasks were found in the literature in the areas of parallel optimisations \[12,39,52,58\], data and signal processing \[65,67,69,71\] and power supply simulations \[35,63,64,75,81\]. Also, as mentioned in Section 3.3, co-simulations related studies \[87\] have naturally independent computation tasks, they are also very suitable for parallel computing.

Load balance is another key factor that determines the speed-ups. A perfect load balance is where all computing units have exactly the same computing loads and all computing units finish their tasks at the same time. In this case, parallel computing can minimise the waiting time for slave units and thus achieve fast computing speed. For railway research, most reported parallel computing applications have naturally well balanced computing loads except some applications regarding VSD simulations \[13,31,54\]. When load balance is not well controlled, parallel computing can result in even longer computing time than serial computing as discussed in Reference \[13\]. In that case, one unbalanced parallel simulation of train dynamics took about 1.7 times longer than the serial simulation.

In addition to previous discussions, another factor that must be considered during parallel computing is the computer resources. As can be seen from Table 1, clusters can usually achieve higher speed-ups than PCs as the former have more computing units. However, clusters are not available to every researcher and the authors believe that most railway researchers are still not very familiar with cluster applications. For researchers who have access to clusters, the authors encourage them to investigate how clusters can be used for their particular research purposes. If parallelisable computing tasks can be easily identified, those computing tasks tend to have high parallelisability and high speed-ups could be achieved without a lot of time investment. Also, clusters have the advantage of a large quantity of computing units; in this case, parallel computing efficiency could become less important and the programming complexity could be lower.

Comparatively, parallel computing applications on PCs have lower speed-ups due to the limited number of computing units on PCs. But PCs require much less investment and are more flexible and convenient to use. Nowadays most PCs have no less than four computing cores; proper utilisation of parallel computing on PCs can also provide considerable speed-ups. For example, Vollebregt \[44\] achieved a 7.4 speed-up using an eight-core PC; Pogorelov et al. \[15\] achieved a 3.4 speed-up using a four-core PC; and Wu and Cole \[13\] achieved a 1.43 speed-up using only two computing cores.

6.2. Reliability and flexibility of the parallelised codes

Having been able to programme for parallel computing, two other factors that also need to be paid attention are reliability and flexibility. Compared with conventional serial...
codes, the reliability issue regarding parallel codes is mainly about the race condition. The race condition refers to the fact that, once a parallelised computing task is commenced, the computing unit will try to finish that task as soon as possible [6]. Without proper computing process control, several bugs that do not exist in serial computing could be caused. For example, two computing units may try to write to the same memory address (the same shared parameter) and different computing units may write to and read the same memory address in a random sequence rather than a specific sequence as required. Despite the existence of the race condition, it can be well controlled by using good synchronisation methodologies [6] and special programming techniques [45].

The flexibility issue implies the scalability of the code and the adoptability of the code on serial computers. Scalability indicates the consistency of the parallel computing efficiency for different numbers of parallelised computing units. As can be seen in Table 1, in the 9 particular applications in which scalability can be assessed, the higher parallel computing efficiency was most commonly achieved using less computing units. High scalability applications refer to the ones that can achieve the same or similar efficiencies when using different numbers of computing units. The scalability of a parallel computing application is mostly related to its independence level as discussed in Section 6.1. The higher the independence level, the less the communications required which usually results in higher parallel computing efficiency. One of the most scalable applications are the iterative optimisations [12,39,52,58]; this is mainly contributed to by the fact that the number of individuals during the same iteration can be easily adjusted according to the available slave computing units. Other applications such as data processing [65,67,69,71] and power supply simulations [35,63,64,75,81] also have good scalability, mainly due to the fact that they also have homogeneous and highly independent computing tasks. The adoptability issue is mainly about decreasing the workload for code maintenance. Ideally, researchers want parallelised code that can achieve the same function on serial computers as well, so only one piece of code needs to be maintained. This has now become achievable using most parallel computing enabling techniques. For example, OpenMP has specially formatted syntax [46] which allows serial compilers to function as usual when compiling a parallelised code. However, special attention has to be paid during the programming if adoptability is needed. For example, when coding an iterative optimisation problem, the partitioning of the fitness assessment has to be done by one group of individuals per computing unit instead of one individual per computing unit. The group can have one individual or multiple individuals, which can be adjusted according to the number of available computing units. In this scenario, some applications have naturally good adoptability such as FEA, data and signal processing and power supply simulations; these applications always have multiple elements as a group and the partitioning is always done in the fashion of one group per computing unit. When the number of available computing units varies, researchers just need to adjust the size of the group accordingly.

7. Conclusions

In this paper, parallel computing applications and enabling techniques that are used in railway research were reviewed. Nine enabling techniques were reviewed and MPI, DDM
and Hadoop & Apache are the top three most widely used enabling techniques. Seven major application topics were reviewed and iterative optimisations, FEA/CFD/DEA and Data and signal analysis are the most widely reported applications. The reasons why these applications are suitable for parallel computing were discussed as well as the suitability of the various enabling techniques for different applications.

About half of the applications used PCs while the others used clusters. Comparatively, parallel computing applications on PCs have lower speed-ups due to the limited number of computing units on PCs. However, PCs require much less investment and are more flexible and convenient to use. Among the top ten speed-ups found in this paper, seven of them were achieved using clusters and those achieved by using clusters are significantly higher than the ones achieved using PCs.

The challenges for conducting parallel computing in railway research is to formulate highly independent parallelisable computing tasks and assign balanced computing loads to the computing units. The race condition exists in almost all parallel computing programming, but it can be well controlled by using good synchronisation methodologies and special programming techniques. Iterative optimisations, data and signal processing and power supply simulations are three good examples of applications that have highly independent computing tasks that can have good scalability and flexibility when using parallel computing.
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