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ABSTRACT

We quantify quasar color variability using an unprecedented variability database—ugriz photometry of 9093 quasars from Sloan Digital Sky Survey (SDSS) Stripe 82, observed over 8 years at ~60 epochs each. We confirm previous reports that quasars become bluer when brightening. We find a redshift dependence of this blueing in a given set of bands (e.g., g and r), but show that it is the result of the flux contribution from less-variable or delayed emission lines in the different SDSS bands at different redshifts. After correcting for this effect, quasar color variability is remarkably uniform, and independent not only of redshift, but also of quasar luminosity and black hole mass. The color variations of individual quasars, as they vary in brightness on year timescales, are much more pronounced than the ranges in color seen in samples of quasars across many orders of magnitude in luminosity. This indicates distinct physical mechanisms behind quasar variability and the observed range of quasar luminosities at a given black hole mass—quasar variations cannot be explained by changes in the mean accretion rate. We do find some dependence of the color variability on the characteristics of the flux variations themselves, with fast, low-amplitude, brightness variations producing more color variability. The observed behavior could arise if quasar variability results from flares or ephemeral hot spots in an accretion disk.
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1. INTRODUCTION

Quasars, the brief phases of high accretion onto the massive black holes in the centers of large galaxies, have proven to be one of the most versatile classes of astrophysical objects in the exploration of the distant universe. Through large efforts and dedicated searches (e.g., Schmidt & Green 1983; Croom et al. 2001; Eyer 2002; Richards et al. 2002, 2004, 2009; Atlee & Gould 2007; D’Abrusco et al. 2009; Bovy et al. 2011) large samples of quasars have been known today and have been explored in much detail to aid the understanding in fields as different as mass clustering on both large and small scales (Croom et al. 2005, 2009; Shen et al. 2007, 2009; Ross et al. 2009), the understanding of the molecular gas content in distant galaxies (Yun et al. 1997; Riechers et al. 2007a, 2007b), and estimates of cosmological parameters and the dark energy equation of state (e.g., Scranton et al. 2005; Giannantonio et al. 2008; Xia et al. 2009).

Much effort has been put into understanding the nature of the quasars themselves and active galactic nuclei (AGNs). Among the phenomena to be explained is the ubiquitous time variability of the quasar emission. Several physical processes have been invoked to explain the variability of the observed optical emission. Foremost are accretion disk instabilities (e.g., Rees 1984; Kawaguchi et al. 1998; Pereyra et al. 2006), but also large-scale changes in the amount of infalling material may be important (e.g., Hopkins et al. 2006, and references therein). Various stochastic processes have also been suggested as possible causes with less success though.

There are different approaches on how to sort out which variability mechanisms are prevalent under which circumstances.

The foremost diagnostic is the temporal behavior of flux variations: Each of the mechanisms induces variability on different timescales, from weeks for changes on thermal timescales in the accretion disk to months for superpositions of stochastic processes to several years for viscous changes in the large-scale structures of the accretion disk and for lens crossing times. These “physical” timescales of AGNs (e.g., Webb & Malkan 2000; Collier & Peterson 2001, and references herein) can be compared to the observed AGN variability timescales. The observed variability timescales span the range from a few hours (Stalin et al. 2004; Gupta et al. 2005), possibly the result of processes in a jet (Kelly et al. 2009), to months and years where quasars are known to typically vary >10% (e.g., Giveon et al. 1999; Collier & Peterson 2001; Vanden Berk et al. 2004; Rengstorff et al. 2004; Sesar et al. 2007; Bramich et al. 2008; Wilhite et al. 2008; Bauer et al. 2009; Kelly et al. 2009; Kozloński et al. 2010). However, it is a challenging task to disentangle the processes based on variability timescales alone to get a clear view of the underlying processes. Moreover, as AGNs generally have power-law-shaped structure functions for the temporal variations, i.e., with no particular timescales, and because measurements of “characteristic variability timescales” are likely dominated, or at least influenced, by window functions, interpretations of variability timescales are always somewhat problematic. Nevertheless, there seems to be a general consensus in the community that the most probable scenario for the majority of the observed variability behavior is changes in the accretion disks.

The weekly to yearly variability of quasars (AGNs) has been exploited for several independent purposes, e.g., for reverberation mapping (Peterson 1993; Kaspi et al. 2005, 2007)
to estimate Eddington ratios and black hole masses (Peterson et al. 1998, 2004; Kaspi et al. 2000), and for quasar identification (Scholz et al. 1997; Eyer 2002; Geha et al. 2003; Sumi et al. 2005). Recently, new algorithms for identifying quasars via their variability have been established (e.g., Kelly et al. 2009; Schmidt et al. 2010; Palanque-Delabrouille et al. 2011; MacLeod et al. 2010, 2011; Butler & Bloom 2011; Kim et al. 2011). These approaches provide an alternative to color selection alone for discovery of quasars (e.g., Richards et al. 2002) in large-area multi-epoch surveys like the Panoramic Survey Telescope & Rapid Response System (Pan-STARRS; Kaiser et al. 2002) and the future Large Synoptic Survey Telescope (LSST; Ivezić et al. 2008; Abell et al. 2009), where spectroscopic confirmation of the millions of quasar candidates to be found is unfeasible.

Multi-wavelength AGN variability data to date provide clear albeit somewhat qualitative evidence that quasars tend to get bluer when they get brighter (e.g., Giveon et al. 1999; Trevese et al. 2001; Trevese & Vagnetti 2002; Geha et al. 2003; Vanden Berk et al. 2004; Wilhite et al. 2005; Sakata et al. 2011). One practical caveat to such conclusions is that almost all photometric “brighter makes bluer” claims are based on fitting in flux versus color, without accounting for the color–magnitude error correlation in the modeling; such fitting may lead to spurious, or at least biased, results as we show in the present paper. To avoid these error correlations such analyses should be performed on flux–flux space. Here we develop a better unbiased fitting procedure to quantify whether brighter makes bluer on short timescales (see also Sakata et al. 2011).

In the present paper, we carry out a comprehensive study of “color variability” in quasars, i.e., we study how flux variability is linked to changes of the (observed) optical colors. We provide a detailed empirical description of the observed variability and work on linking it to the physics of the central engine by quantifying the correlation of color variability with the redshift of the quasars, their $M_{\text{BH}}$ and $L/L_{\text{Edd}}$, and the temporal behavior of the flux variations. While the temporal behavior has been studied extensively, there are no comprehensive studies of color variability in large quasar samples with many epochs of data, which would offer great potential as a diagnostic of accretion disk physics.

The Sloan Digital Sky Survey (Stoughton et al. 2002; Gunn et al. 2006) Stripe 82 (SDSS S82) provides an unprecedented database for the present color variability study. It has a well-defined quasar classification and several epochs (on average 60 epochs over 8 years) of precise photometry in five bands.

The paper is structured as follows: After introducing the superb data set of Stripe 82 in Section 2, we describe the development of an unbiased fitting procedure in Section 3. In Section 4, we present the color variability results from applying this procedure to the Stripe 82 data. In Section 5, we discuss our findings and describe how the color variability depends on the light curve variability properties. Furthermore, we check for $L/L_{\text{Edd}}$ as well as $M_{\text{BH}}$ dependences and compare our results to recent accretion disk models before we summarize and conclude in Section 6. The central findings of the paper are reflected in Figures 4, 7, and 9.

2. SDSS STRIPE 82 DATA

The SDSS’s S82 is an equatorial stripe 2:5 wide and about 120° long that has been observed many times in the five SDSS bands over more than 8 years. The S82 database hence provides an unprecedented collection of data for variability studies in general (e.g., Ivezić et al. 2007; Bramich et al. 2008; Sesar et al. 2007, 2010; Bhatti et al. 2010) and quasars in particular (Kelly et al. 2009; Schmidt et al. 2010; MacLeod et al. 2010, 2011; Butler & Bloom 2011). The analysis presented here is done on the ~9000 spectroscopically confirmed quasars in S82. They have been selected from the SDSS data archive6 as described in Schmidt et al. (2010). Thus, we have a sample of quasars with on average 60 observations spread over a period of roughly 8 years. To obtain further information on each individual quasar, such as for instance estimates of the bolometric luminosity ($L_{\text{bol}}$) and black hole mass of the central engine ($M_{\text{BH}}$), we cross-matched our list of objects with the catalog of quasar properties presented in Shen et al. (2011). We found a total of 9093 matches, which constitute the catalog we will use in the remainder of this paper, unless noted otherwise. This corresponds to the complete catalog of spectroscopically confirmed quasars in S82, hence, matching to the Shen et al. (2011) catalog did not reduce the sample much.

3. FITTING COLOR VARIABILITY

IN MAGNITUDE SPACE

In principle, optical color variability of quasars, i.e., the tendency of changing color, generally becoming bluer when they brighten has been well established (Giveon et al. 1999; Vanden Berk et al. 2004; Wilhite et al. 2005). However, this color variability has been established and quantified by fitting data in color–magnitude space, for instance in $g$ versus ($g-r$) space, which suffers from covariances between the color and the magnitude uncertainties that have not been accounted for in the past analyses. As we describe in Appendix A, we have found that this may lead to severe overestimates of the color variability, especially as the photometric errors are not negligible compared to the intrinsic variability amplitudes. To remedy these biases we fit the color variability in magnitude–magnitude space, and then “translate” them into color–magnitude relations.

The S82 data presented in Section 2 are unprecedented in their combination of time coverage, number of epochs, filter bands, and sample size, which allows us to take the color variability analysis to the next level. Since the quasar variability typically shows modest amplitude (a few tenths of a magnitude or less) it has been characterized in previous work by a linear relation in flux–flux space (e.g., Choloniewski 1981; Winkler 1997; Suganuma et al. 2006; Sakata et al. 2010, 2011). We make the ansatz that the photometric measurements of each individual quasar can be represented by a linear relation in $gr$-space (and $ui$-space). The $gr$- and $ui$-spaces were chosen for high signal-to-noise ratio and broad spectral range, respectively (the $uz$-space being too uncertain due to $z$-band measurement errors). By calculating the Pearson correlation coefficient (PCC) for each individual quasar we verified that this approach is indeed sensible. Averaged over the full sample in $gr$-space, the PCC = 0.8. A PCC of 1 indicates a linear correlation with basically no scatter. Including an extra parameter in the linear relation to resemble the intrinsic scatter when determining $s_{gr}$ also shows that the scatter of the assumed linear relation is insignificant. Hence, the data do indeed resemble a linear relation quite closely.

When fitting such data a number of factors need to be taken into account: there are comparable errors along both axes, e.g., for $g$ and $r$ magnitudes, the errors vary widely among different data points, and there are “outliers” (see Schmidt et al. 2010 for physical, observational, or data processing reasons). In order to

---

6 http://casjobs.sdss.org/CasJobs/default.aspx
take these factors properly into account we have used the linear fitting approach, including outlier pruning, laid out in Hogg et al. (2010, p 29ff). In practice, we identify the set of relations that make the data likely outcomes

$$r - (r) = s'_{gr}(g - \langle g \rangle) + b$$

by a Metropolis–Hastings Markov chain Monte Carlo (MCMC) approach. Thus, we are determining the color variability (slope) $s'_{gr}$ and the offset on the $r$-axis $b$ (moving each object to its mean $g$ and $r$ value to improve the determination of $b$) by sampling the parameter space via an MCMC chain. From simple algebraic manipulations of Equation (1) we have that

$$r = s'_{gr}g + b'$$

$$g - r = -(s'_{gr} - 1)(g - \langle g \rangle) + B,$$

where $b' = (r) - s'_{gr}(g) + b$ and $B = -b + ((g) - (r))$ are constants. These equations give the “transformation” of the fit between magnitude–magnitude space and color–magnitude space. If $(s'_{gr} - 1) < 0$, i.e., if $s'_{gr} < 1$, the quasar gets bluer as it brightens. In the remainder of this paper we will use

$$s_{gr} = (s'_{gr} - 1)$$

as our definition of the color variability. In more general terms this corresponds to $s_{i\lambda i\lambda} \equiv \frac{\partial m_{i\lambda}}{\partial m_{i\lambda}} - 1$, where the $\lambda$s refer to the photometric bands. This expression has the intuitive interpretation that $s_{gr} = 0$ means no color variability, i.e., brightness variation at constant color, whereas $s_{gr} < 0$ accounts for the bluer-equals-brighter trend (the most common trend in the data) and $s_{gr} > 0$ implies objects that become redder when they brighten.

In Figure 1, an example of such an MCMC fit to constrain the color variability is shown for the quasar SDSS J2037-0112 in $gr$-space. The filled circles represent the individual photometric epochs from S82, with the ellipses indicating the photometric errors in $g$ and $r$. The “best” fit from Equation (1) is shown as the blue solid line. The blue dashed lines show the 68% confidence interval of the MCMC. The empty circles with dashed error ellipses have a posterior probability of being outliers to the shown MCMC fit between magnitude–magnitude space and color–magnitude space. The blue solid line indicates the “best” MCMC fit (i.e., the parameters for which the data are most likely) of the linear relation in Equation (1) to the data. The solid blue line “belongs” to the obtained relation (see Section 3 in Hogg et al. 2010). This fitting accounts for the independence of the $g$ and $r$ measurements, the widely varying error bars, and “outliers.” In the upper left corner we note the mass of the central black hole and the bolometric luminosity taken from the value-added quasar catalog presented in Shen et al. (2011) and the spectroscopic SDSS redshift of the object. In this manner, the $gr$ and $ui$ color variability of each of the 9093 Stripe 82 quasars in the sample were determined.

(A color version of this figure is available in the online journal.)

4.1. Color Variability in $gr$

Figure 1 shows the immediate result of the MCMC fitting procedure; the directly observed $gr$ color variability for the 9093 spectroscopically confirmed quasars from S82 as a function of their spectroscopic redshifts (left panel). It is clear that the vast majority of the quasars show color variability $s_{gr} < 0$ (i.e., they get bluer when they brighten) represented by the shaded region. The right panel shows the analogous plot for the $ui$ color variability, which we consider further in Section 4.3.

Figure 2 shows that there is a very significant redshift dependence on the mean observed color variability, $(s_{gr/ui}) (z)$. Spectra (Wilhite et al. 2005) and other information suggest that the $(s_{gr/ui}) (z)$ behavior seen in Figure 2 arises from a general trend of bluer continuum color in higher flux states modified by the redshift-dependent influence of emission lines in a given observed bandpass. As we will show in detail below, such a description is consistent with trends in the S82 data.

The colors of quasars in general are known to have a pronounced redshift dependence resembling that seen in Figure 2 because emission lines and the continuum affect static or single epoch colors (e.g., Richards et al. 2001; Wilhite et al. 2005; Wu & Jia 2010; Meusinger et al. 2011). For instance, the strong drop in $(s_{gr})(z)$ at $z \sim 0.95$ in Figure 2 corresponds exactly to the redshift where the Mg ii line moves from the $g$ to the $r$ band. This is illustrated in Figure 3, where the left panel shows the
Figure 2. Color variability, $s_{\lambda_1 \lambda_2}$, in $gr$- (left) and $ui$-space (right) for the full sample of 9093 Stripe 82 quasars (dark gray dots) as a function of redshift. The black rectangles show the sample mean and its uncertainties in redshift bins of $\Delta z = 0.125$, containing at least five data points. The width ($\sigma$) of the color variability distribution is indicated by the thin error bars. The red curve gives the interpolated mean redshift trend, $\langle s_{\lambda_1 \lambda_2} \rangle(z)$, and the black dashed line indicates the sample median color variability of $-0.17 (-0.46)$ in $gr$ and $ui$. The shaded region indicates $s_{gr/ui} < 0$, i.e., where bluer means brighter. The complex redshift dependence of color variability is due to the influence of various emission lines (see discussion in Sections 4.1 and 4.2).

(A color version of this figure is available in the online journal.)

Figure 3. Role of emission lines in the color variability. On the left, the Vanden Berk et al. (2001) composite SDSS spectrum is shown with the five SDSS filter’s response curves ($ugriz$ from left to right; arbitrarily scaled for visibility) as they would fall if the quasar was at $z = 0.95$. In the right panel the expected ratio between the line flux $F_{\text{line}}$ and the continuum flux $F_{\text{cont}}$ for the same spectrum is shown with the SDSS $g$ (green) and $r$ (yellow) bands shown as solid curves and the $u$ (blue), $i$ (orange), and $z$ (red) bands shown as dashed curves. The redshift at which the Mg II and C III lines move from the $g$ to the $r$ band ($z \sim 0.95$ and $z \sim 1.85$, respectively) has been indicated. This illustrates the redshift dependence of the color variability seen in Figure 2 and described in the text. The redshift range in the right panel has been set equal to the one used in Figure 2 to ease comparison.

(A color version of this figure is available in the online journal.)

Vanden Berk et al. (2001) composite quasar spectrum with the five SDSS bands as they would be positioned if the quasar was at $z = 0.95$. The right panel shows the ratio between the emission line flux ($F_{\text{line}}$; the composite spectrum minus the estimated continuum flux) and the estimated continuum flux ($F_{\text{cont}}$; modeled as a simple power law) as a function of redshift. The shift of the
Mg ii line from the g (green) to the r (yellow) band is marked. Likewise the dips and bumps in $(s_{gr})(z)$ at $z \sim 1.85, 2.8,$ and 3.5 in the left panel of Figure 2 are attributable to the C iii], C iv, and Ly$\alpha$ lines shifting between the g and r bands, respectively. In the right panel of Figure 3 only $z \leq 2.4$ is shown since this is the region where a simple power-law approximation of the continuum is valid. For higher redshift the g and r bands move blueward of the Ly$\alpha$ line.

In order to isolate the continuum color variability for comparison with other quantities such as $L/L_{Edd}$ and $M_{BH}$ (Section 5.1), we need to eliminate the source redshift dependence induced by the emission lines. This is done by “emission line correcting” the individual values of $s_{gr}$ and $s_{ui}$ by the quantity

$$
(s) - \langle s \rangle(z) \; .
$$

Here the first term is the mean color variability of $-0.17 (-0.46)$ in gr (ui), which is our stand-in for the emission-line-free color variability (dashed line in each panel of Figure 2). The second term is the mean color variability for the sample capturing the mean redshift dependence of the sample as depicted by the red line in Figure 2 for each of the individual quasars, $k$.

4.2. Reproducing the Color Variability Redshift Dependence with Simple Variability Model

We now quantify to which extent a simple spectral variability model can reproduce the observed redshift trends in $(s_{gr/ui})(z)$. We do this by integrating a time-varying sequence of mock spectra created from the Vanden Berk et al. (2001) composite quasar spectrum over the SDSS g and r filters as illustrated in the left panel of Figure 3. After decomposing the Vanden Berk et al. (2001) spectrum in a continuum and line component, by subtracting the estimated power-law continuum from Vanden Berk et al. (2001), we varied both the continuum and the lines to create a mock time sequence of spectra for which we obtained g and r light curves and then $s_{gr}$. By changing the slope of the continuum (with a pivot point in the IR to ensure $s_{gr} < 0$) and scaling the line response by a given amount, a sequence of spectra could be created to simulate a variable quasar. The line response was characterized by the ratio between the total integrated change in continuum flux and the total change in line flux over the modeled wavelength range

$$
\alpha = \frac{\delta F_{line}}{\delta F_{cont}}
$$

and could be set free (both lines and continuum can vary freely) or be fixed. Several setups for creating the sequence of variable spectra were inspected. Among those setups were fixed line contribution with changing continuum slope and both continuum and lines changing in various ways. For given $\alpha$ the emission lines are assumed to respond instantly to the continuum variation; i.e., in this simplistic approach we ignore any reverberation time delay between the continuum and the lines. An exploration of this effect to carry out reverberation mapping (e.g., Peterson et al. 2004; Kaspi et al. 2005, 2007; Chelouche & Eliran 2011) using the broadband light curves seems promising in light of Figure 2, but is beyond the scope of this paper. Details on the simple spectral variability models are given in Appendix B.

The predictions of the spectral variability models are shown in Figure 4 together with the estimated values of $s_{gr}$, shaded regions, and the mean redshift dependence, $(s_{gr})(z)$, from the left panel of Figure 2. This figure shows that $(s_{gr})(z)$ can be best matched if the (implicitly instantaneous) line response is very sub-linear: $\alpha = 0.1$ (purple line in Figure 4) is a much better fit than the model with $\alpha = 1$ (red line in Figure 4). It is seen that for emission lines that vary in lockstep with the continuum by $\alpha > 25\%$, the redshift features in $(s_{gr})(z)$ are “inverted.” Actually, unresponsive line fluxes (i.e., $\alpha = 0$) lead to the best match in this model context (black dashed curve in Figure 4). Overall, Figure 4 tells us that the redshift dependence of the gr color variability is nicely reproduced by a simple spectral variability model where the continuum of the spectrum is hardened, i.e., its power-law slope is changed so brighter is harder, i.e., its power-law slope is changed so brighter makes bluer, and the emission line fluxes in the two bands are (instantaneously) unresponsive. We know from detailed reverberation studies that emission lines do respond (on 1/2 year timescales; Kaspi et al. 2005, 2007) for quasars at $z \sim 1$. The explanation for $\alpha \approx 0$ may be that the lags in the lines are long enough to introduce a phase offset whereby the line is sometimes stronger, sometimes weaker than predicted from a tight correlation and in the net the correlation gets lost.

Improved modeling, including a broken power-law continuum, explicit treatment of line reverberation, and lack of variability at higher rest wavelengths as shown in Vanden Berk et al. (2004) and Wilhite et al. (2005), would be fruitful to carry out, but is beyond the scope of the present paper.

4.3. Color Variability in ui

The SDSS S82 data offer the opportunity to extend this analysis beyond the relatively short spectral range covered by g and r, 4770–6231 Å in the observed frame. We do so by exploring the color variability in the u versus i magnitude–magnitude space, which covers a spectral range from 3543 Å to 7625 Å. We chose
to use the $i$ band instead of $z$ because of the significantly smaller photometric uncertainties in the $i$ band. The fitting procedure was exactly analogous to the case of $gr$ color variability as described in Section 3. The right panel of Figure 2 shows the estimated $ui$ color variability for the S82 quasar sample. Despite the larger scatter in $s_{ui}$ at any given redshift we see similar features such as a distinct redshift dependence in $\langle s_{ui}(z) \rangle$ superimposed on quite dramatic overall color variability of $-0.46$. It is clear that the $ui$ color variability is more pronounced than the $gr$ color variability; $\langle s_{ui}(z) \rangle < \langle s_{gr}(z) \rangle$. This holds true for the ensemble properties as well as for individual objects, as illustrated in Figure 5, where we plot the emission-line-corrected (as described in Section 4.1) color variability in $gr$ and $ui$. The fact that $s_{ui} < s_{gr}$ for almost all objects implies that there is a relatively stronger blueing over the $ui$ spectral range than over the smaller $gr$ range. The same conclusion is reached when accounting for the difference in the wavelength baselines between $gr$ and $ui$ by normalizing $s_{gr}/ui$ with the corresponding wavelength ratio.

The simplistic model for the redshift dependence of the $gr$ color variability described in Section 4.2 and shown in Figure 4 gives equally good results for $\langle s_{ui}(z) \rangle$.

5. DISCUSSION

We now proceed to put the color variability into the context of other physical parameters that describe the quasar phase and the time dependence of variability, exploring to which physical processes color variability may be linked.

5.1. Color Variability as a Function of Eddington Luminosity and Black Hole Mass

All 9093 spectroscopically confirmed quasars have matches in the quasar catalog presented in Shen et al. (2011), of which 99.9% (9088) have an estimate of the bolometric luminosity and 84.1% (7615) have an estimated black hole mass derived from Mg~ii (see Shen et al. 2011 for details). This allows us to normalize the luminosity to the Eddington luminosity ($L_{\text{Edd}}$).

If we now plot the emission-line-corrected (as described in Section 4.1) $gr$ color variability against $L/L_{\text{Edd}}$ and $M_{BH}$, as shown in Figure 6, it is evident that there is no detectable relation between the color variability $s_{gr}$ and the $L/L_{\text{Edd}}$ or $M_{BH}$. This is also illustrated in Figure 7 where a two-dimensional histogram of $L/L_{\text{Edd}}$ and $M_{BH}$, with the bins color coded according to the median $s_{gr}$, is shown: Across the well-sampled range in...
FWHM the ellipse in the bottom left corner) with full width at half maximum of in the bin. To reflect the uncertainty in luminosity and mass, the distribution has been smoothed by a two-dimensional Gaussian (represented by the ellipse in the bottom left corner of Figure 7) with full width at half maximum of FWHM = [FWHM(MBH), FWHM(L/Edd)] = [0.35, 0.24] corresponding to [σ(MBH), σ(L/Edd)] = [0.15 dex, 0.1 dex].

(A color version of this figure is available in the online journal.)

In Figure 6 the full sample, i.e., all masses and redshifts, is shown. Inspecting smaller sub-samples in z (and M BH) space does not change the picture. We find no correlation between the color variability in gr (and ui) with L/Edd or M BH. More broadly, this seems to imply that the overall state of the quasar (characterized by L/Edd and M BH) plays no significant role in determining the color variability.

5.2. The Color Variability as a Function of the Light Curve Variability Characteristics

In Schmidt et al. (2010) we characterized the r-band variability of all the 9093 quasars through a “structure function” with an amplitude parameter A and the light curve stochasticity, γ. The structure function variability of each individual quasar was modeled by a simple power law:

$$\text{SF}_{\text{mod}}(\Delta t_{\text{obs}} | A, \gamma) = A \left( \frac{\Delta t_{\text{obs}}}{1 \text{ year}} \right)^{\gamma}.$$  (7)

with \(\Delta t_{\text{obs}}\) being the time between the observation of two individual photometric epochs and \(\text{SF}_{\text{mod}} = \sqrt{\langle (m(t_i) - m(t_j))^2 \rangle}\). The structure function of a periodically varying object or one varying like white noise will have a flat structure function and hence a small power-law exponent γ. Thus a large γ indicates a secularly varying object or an object with a random-walk-like variability. The latter has been shown to describe quasar variability well in Kelly et al. (2009) and MacLeod et al. (2011). The amplitude A corresponds to the average variability on a 1 year timescale. In Schmidt et al. (2010), all calculations were done in the observed frame to mimic quasar identification with no prior information such as redshift. However, the spectroscopic redshift of each of the 9093 S82 quasars is known and the amplitude can be corrected for time dilation. The rest-frame variability amplitude \(A'\) is defined to be \(A(1 + z)^{\gamma}\) such that

$$\text{SF}_{\text{mod}}(\Delta t_{\text{rest}} | A', \gamma) = A' \left( \frac{\Delta t_{\text{rest}}}{1 \text{ year}} \right)^{\gamma},$$  (8)

where \(\Delta t_{\text{rest}}\) is now the difference between observations in the quasar rest frame. All quoted A’s are estimated from the robust r-band measurements as described in Schmidt et al. (2010). The variability amplitudes are independent of z in agreement with Giveon et al. (1999) and the majority of the previous studies listed in their Table 1.

In the following, however, the structure function parameters A and γ have been obtained somewhat differently from Schmidt et al. (2010). Rather than fitting the structure function directly to the magnitude differences, we fit a Gaussian Process model (Rasmussen & Williams 2006) defined by the structure function to the magnitudes directly. This properly includes all of the correlations between data points. This Gaussian Process model consists of an n-dimensional Gaussian distribution (for n epochs) with a constant mean m and n by n variance matrix V. The elements of this variance matrix are given by

$$V_{ij} \equiv V(|t_i - t_j|) = V(\Delta t_{ij}) = \frac{1}{2} \left[ \text{SF}_{ij}^2(\infty) - \text{SF}_{ij}^2(\Delta t_{ij}) \right]$$  (9)

for data points at epochs \(t_i\) and \(t_j\). Here the structure function \(\text{SF}_{ij}\) is given by

$$\text{SF}_{ij} = \sqrt{\langle (m(t_i) - m(t_j))^2 \rangle}.$$  (10)

The photometric-uncertainty variances are added to the diagonal elements of V. For the power-law structure function we cut off the power law at 10 years such that SF(∞) is finite. As all data span less than 10 years this cutoff does not influence the fit. This type of fit is similar to the Ornstein–Uhlenbeck process describing quasar variability as a damped random walk (e.g., Kozlowski et al. 2010; Butler & Bloom 2011; MacLeod et al. 2011). For more details, see J. Bovy et al. (2011, in preparation).

We now consider to look at the emission-line-corrected s gr and s ui as a function of A’ and γ for all quasars. Figure 8 shows that s gr/ui seemingly vary both with A’ and with γ. However, the limit of little variability (small A’) requires particular care, both because outliers play a bigger role and because A’ and γ start to be degenerate (Schmidt et al. 2010). We estimated the gr color variability of 500 color-selected non-varying FG stars (see Schmidt et al. 2010 for further details) and of 483 S82 RR Lyrae stars from Sesar et al. (2010). These are overplotted in the top panel of Figure 8 as the blue and red points, respectively. As expected, the RR Lyrae have a well-defined color variability, whereas the inferred color variability of the non-varying FG stars span a much wider range of s gr. Interestingly, the majority of the non-varying FG stars have color variability estimates of s gr < 0 like the quasars and the RR Lyrae stars. This seems to...
Figure 8. Correlation between the light curve (temporal variability) structure function and color variability. The emission-line-corrected color variability in $gr$ (top) and $ui$ (bottom) are plotted against $A'$ (left) and $\gamma$ (right) from Schmidt et al. (2010). $A'$ indicates the mean level of variability within 1 year (rest frame), and $\gamma$, the power-law exponent in the structure function, indicates how random (low $\gamma$) or secular (high $\gamma$) the light curve variations are. Gray dots (data), black rectangles, and error bars are analogous to Figure 6. In the $gr$ plots (top), 500 non-varying FG stars and the 483 RR Lyrae from Sesar et al. (2010) are shown on top of the 9093 S82 quasars (gray dots) as blue and red points, respectively. In the left column the recovered average $s_{gr}$ ($s_{ui}$) for 50 FG stars is shown as green filled circles, where synthetic brightness variations with $s_{gr}$ ($s_{ui}$) $\equiv 0$ and different variability amplitudes $A'_\text{syn}$ had been created. As described in the text this illustrates that only $gr$ ($ui$) trends for $A' \gtrsim 0.1$ ($A' \gtrsim 0.25$) can and should be trusted. It shows that objects with large $A'$, i.e., with large variability amplitudes, have a color variability closer to 0, i.e., less blueing when brightening, than do objects with small $A'$. The trends in the two right-hand plots are dominated by low-$A'$ objects and is therefore not trustworthy.

(A color version of this figure is available in the online journal.)

be caused by the outliers in $g$ being relatively larger than the outliers in $r$, hence affecting the initial guess of the MCMC in a bluer-brighter direction. In the case of the RR Lyrae stars, the well-defined mean color variability in $gr$ is expected as RR Lyrae change their effective temperature and luminosity during their pulsation. By creating a sequence of blackbody spectra with temperatures from 6200 K to 7200 K, estimating the flux received in the $g$ and $r$ bands for each spectrum, and using that as a simple model for a variable RR Lyrae star, a color variability of $s_{gr} \sim -0.23$ is obtained, in very good agreement with the observations (Figure 8, top panel, red dots). Thus, in general, the $s_{gr}$ for the FG and RR Lyrae stars look as expected.
A more direct way to estimate the fidelity of color variability estimates at low-\(A'\) values is to recover \(s_{gr}\) estimates for objects of known (simulated) color variability. We induce such simulated variability into the 500 FG stars by generating data of a certain 1 year amplitude \((A')\) from the original FG-star \(g\) and \(r\) photometry. We do that by generating new \(u\), \(g\), \(r\), and \(i\) magnitudes for the individual epochs \(j\) via the expression

\[
p_{j,\text{sim}} = p_j + A'_\text{sim} \frac{\Delta \text{MJD}_j}{365.25},
\]

by construction a data set with \(s = 0\). Here \(p\) represents the photometric measurements in a given band, \(j\) runs over the individual epochs, and \(\Delta \text{MJD}_j\) refers to the observation time of the \(j\)th epoch with respect to the first observation. In this way, many of the aspects of the real data (i.e., the outliers and realistic photometric errors) are included in the simulated data. In the two left panels of Figure 8 this recovered mean average (over 50 randomly chosen FG stars) color variability is shown for a sequence of variability amplitudes, \(A'_\text{sim}\), as large filled green circles. This shows that the recovered \(gr\) (\(ui\)) color variability has some systematic errors below \(A' \lesssim 0.1\) \((A' \lesssim 0.25)\). When ignoring quasars with variability amplitudes smaller than 0.1 \((0.25)\), the correlation between \(s_{gr}\) and \(s_{ui}\) and
5.3. Color Variability and Changes in the Mean Accretion Rate

In this section, we carry out a cursory exploration as to the physical origin of the observed color variability.

5.3.1. Color Variability of Individual Quasars versus the Color Distribution of Quasar Ensembles

The colors of quasars at a given redshift are known to depend only weakly on their mean accretion luminosity or accretion rate (Davis et al. 2007), while we find that individual quasars become considerably bluer when they brighten on year timescales. This suggests different physical mechanism creating the accretion luminosity range in ensembles and the luminosity variations in individual quasars.

In Figure 10, the emission-line-corrected color variability of a sub-sample of the S82 quasars is shown in $gr$ and $ui$-space. This sub-sample represents the “average” quasars, i.e., the combined sample of the 33rd–66th percentile of masses and the 25th–75th percentile of redshifts for the quasar sample. The color variability of each individual quasar is depicted as a short solid gray line corresponding to the fitted and emission-line-corrected $gr$ ($ui$) relation, with a length reflecting the standard deviation of the $g$ ($u$) light curve. Only every 10th object of the sub-sample is shown to keep the individual objects visible. The red solid lines show the average trend within this sub-sample of $s_{gr} \sim -0.18$ and $s_{ui} \sim -0.48$ with the dashed red lines indicating the bootstrapping uncertainty. The black lines show an MCMC fit to the time-averaged fluxes for the sample, i.e., the fit to $(g), (r) \pm \text{stdev}(g), \text{stdev}(r)$ for each quasar corresponding to $s_{gr} \sim -0.01$ and $s_{ui} \sim -0.08$. The dashed black lines show the 68% confidence interval of the MCMC fit. In other words, the red line is the ensemble mean color variability while the black line is a fit to the ensemble of time-averaged mean magnitudes. Hence, it is clear that the average color variability of the individual quasars deviate significantly from the time-averaged sample color variability.

The trustworthy part of the trend presented in Figures 8 and 9 is still present and significant. The trusted part of the relations, $\langle s_{gr/3}(A, \gamma) \rangle$ in Figure 8 is shown in Figure 9. Again the black rectangles represent the uncertainty on the estimated mean color variability. The left-hand plots correspond directly to Figure 8, whereas for $\langle s_{gr/3}(A, \gamma) \rangle$ the black rectangles are estimated only from objects with $A' > 0.1$ (A’ > 0.25). Figure 9 clearly illustrates the trend that objects with larger average colour amplitude have a smaller color variability (meaning less blueing when brightening) than for low A’. On the other hand, the color variability is independent of $\gamma$.

As mentioned, Vanden Berk et al. (2004) and Wilhite et al. (2005) showed that there is a lack of variability at high rest wavelengths. Furthermore, it is known that quasar variability is anti-correlated with luminosity (e.g., Hook et al. 1994; Cristiani et al. 1996; Vanden Berk et al. 2004). This might lead to the suspicion that the trend presented in Figures 8 and 9 is nothing more than a redshift effect. If this was the case the relation should be due mainly to low-z objects, since the most variable quasars are supposedly low-luminosity quasars, i.e., necessarily only observed at low z, and should therefore disappear at high redshift. Estimating the relation between $s_{gr}$ and $A'$ in various redshift bins (also split in luminosity) shows that the trend is equally strong for all redshifts and all luminosities. Hence, the presented relation appears to be of a physical origin and not merely a redshift effect.
Figure 11. Comparison of the observed color variability with sequences of steady-state accretion disk models (Davis et al. 2007) of different accretion rates. This comparison is illustrated using the quasar SDSS J2037-0112, also shown in Figure 1, shown in \( r \) vs. \( g \) (left) and \( g - r \) vs. \( g \) (right) space. The black symbols are the individual photometric measurements. The blue solid line shows the MCMC fit in \( gr \)-space to these measurements and the blue dashed lines indicate the 68% confidence interval of that fit. The open symbols denote likely outliers (see also Figure 1). The Davis et al. (2007) models described in Section 5.3.2 are shown in green (model 1), red (model 2), and orange (model 3) with \( L/L_{\text{Edd}} \) changing along the lines. Each set of three lines denotes models for differing black hole masses near the value determined from the \( \text{Mg} \, ii \) line width (Shen et al. 2011). From top to bottom each set of lines (models) corresponds to 9.1, 9.0, and 8.9 log(\( \text{M}_{\text{model}}/\text{M}_{\odot} \)). For this object the match with model 2 is good; see Figure 12 for an ensemble comparison.

(A color version of this figure is available in the online journal.)

\[ s_{gr} \sim -0.18 \text{ and } s_{ui} \sim -0.48 \] on average (as opposed to \[ s_{gr} \sim -0.17 \text{ and } s_{ui} \sim -0.46 \] for the full sample) compared with \[ s_{gr} = -0.01 \text{ and } s_{ui} = -0.08 \] for the corresponding time-averaged sub-sample color distribution. The difference is highly significant in both cases, with the \( ui \) color variability difference formally larger, because of the broader spectral range. The exact same trends are found for plots containing the full quasar sample.

This result shows that (temporal) color variability of individual quasars is considerably stronger than the color range of ensembles of quasars at similar redshifts and with similar black hole masses that presumably differ in \( L/L_{\text{Edd}} \).

5.3.2. Color Variability versus Accretion Disk Models

Explaining quasar spectral energy distributions and in particular the optical/UV continua through steady-state accretion disk models has an established history (e.g., Shakura & Sunyaev 1973; Bonning et al. 2007; Davis et al. 2007). However, comparing the observed color variability of large samples of quasars with the predicted colors of model sequences of varying accretion rate has not been done yet. Such a comparison could tell us whether it is sensible to think of the quasar variability on scales of years as changes in the mean accretion rate. The superb S82 data enable us to perform such a comparison by comparing the observed color and color variability of the S82 quasars with sequences of accretion disk models presented in Davis et al. (2007).

Davis et al. (2007) presented three different thin accretion disk models that describe the spectral slope of quasars as a function of \( L_{\text{bol}}/L_{\text{Edd}} \) and \( M_{\text{BH}} \). We took these three models and worked out predictions for the observed \( g \) and \( r \) bands for models of a given \( M_{\text{BH}} \) but varying accretion rates. The three models presented in Davis et al. (2007) and the color we adopt for their graphical representation are as follows.

1. A relativistic model of accretion onto a Schwarzschild black hole with a spin parameter of 0. The emission is based on non-LTE atmosphere calculations (green).
2. A relativistic model of accretion onto a Schwarzschild black hole with a spin parameter of 0. The disk is emitting as a blackbody (red).
3. A model of accretion onto a spinning black hole (spin parameter of 0.9) with emission based on non-LTE atmosphere calculations (orange).

For further details on the models we refer to Davis et al. (2007).

We can then compare the models to the data in two respects: do they predict the right color (which has been done before) and do they predict the right change of color with changing accretion rate or luminosity? In Figure 11, the object from Figure 1 is shown in \( r \) versus \( g \) and \( g - r \) versus \( g \) space (without error ellipses) together with its best-fit color variability (blue solid line). The three accretion disk models are shown as solid lines in bundles of three, where each of the three lines corresponds to a different black hole mass, as noted in the bottom right corner of each panel. In this particular case model 2 matches the data well both in color and in the change of color with changing luminosity. However, such a good match is not representative for the ensemble. We quantify this for the whole sample by
estimating the “goodness” of the models as

\[ D_y = \left( \frac{N_y}{\sum_j \delta y_j} \right)^{-1} \frac{1}{N_y} \sum_j \frac{y_j - y(x)_{j, \text{model}}}{\delta y_j} \]  

\[ \Delta s = s_k - s_{k, \text{model}}. \]  

where \( y = (g - r) \) and \( x = g \). The index \( j \) runs over the \( N_k \) epochs for each individual quasar \( k \). The model prediction is the color at a given luminosity (or accretion rate) for a fixed black hole mass \( y(x)_{j, \text{model}} \). The photometric error on the color for the \( j \)th measurement is denoted as \( \delta y_j \). Since the error on the \( M_{BH} \) estimates based on Mg ii (Shen et al. 2011) is \( \sim 0.4 \) dex (Vestergaard & Peterson 2006; De Rosa et al. 2011), we have chosen to show three values for \( M_{BH} \), leading to three model prediction lines, for each model in Figure 11.

The “goodness” parameters \( D_y \) and \( \Delta s \) defined in Equations (12) and (13) therefore describe how well the observed values of color and color variability are predicted by the Davis et al. (2007) models. \( D_y \) can be seen as the standard \( \chi^2 \) measure of comparison between model and data before squaring, i.e., it estimates the difference between the model color and the observed color averaged over all epochs for each quasar. The \( \Delta s \) is simply the difference between model color variability and observed color variability of each quasar.

Figure 12 summarizes the model data comparison for a subset of quasars with \( z \sim 1.5 \): the quantities from Equations (12) and (13). All models predict a color variability—as a function of changes in the mean accretion rate—that is weaker than observed. On average, model 2 shown in red matches the observed \( gr \) color variability the best. Furthermore, the \( D_{g-r} \) values indicate that the \( g - r \) color is, on average, overestimated by models 1 and 3, whereas the distribution of model 2 has a mean very close to the dashed perfect agreement line. Creating similar plots for other mass and redshift ranges as well as for the results in \( ui \)-space shows the exact same trends. Thus, of the three Davis et al. (2007) accretion disk models considered here, model (2) matches the observed color and the obtained \( gr \) and \( ui \) color variability the best.

6. CONCLUSION

In the present study we determined and analyzed the color variability of 9093 spectroscopically confirmed quasars from SDSS Stripe 82, to understand to which extent and why quasars get bluer (redder) if they brighten (dim), by fitting linear relations between the SDSS \( g \) and \( r \) bands as well as between the \( u \) and \( i \) bands in magnitude–magnitude space. The connection of various quasar properties to the color variability was inspected before the results were compared to models of accretion disks with varying accretion rates from Davis et al. (2007). Our main results can be summarized as follows.

1. We showed that quasar color variability, \( s_{g-i} \equiv \frac{\partial m_{g-i}}{\partial m_1} - 1 \), is best determined by fitting data in the statistically independent magnitude–magnitude space, rather than in color–magnitude space as many studies have done. Unless care is taken to account for the data correlations, the latter approach may lead to spurious or biased estimates of color variability. The \( gr \) and \( ui \) color variability for the vast majority of the 9093 quasars \( s_{gr/ui} < 0 \), confirming that quasars get bluer when they get brighter.

2. The color variability as measured in \( gr \)- and \( ui \)-space exhibits a distinct redshift dependence, which we could clearly attribute to the effect of emission lines exiting/entering the photometric SDSS bands. From a set of simple models of spectral quasar color variability, a model in which the line and continuum vary in phase but with the line amplitude fixed to 10% or less of that of the continuum is able to reproduce the observed redshift trends in the \( gr \) and \( ui \) color variability as well as the observed amount of color variability.

3. The fact that we see clearly the impact of the emission line fluxes on the broadband photometry through the redshift dependence of the color variability implies that broadband reverberation mapping should be possible with the data set at hand.

4. Correcting for the emission lines leaves us with a sample mean (continuum) color variability of \( s_{gr} \equiv \frac{\partial m_{g-r}}{\partial m_1} - 1 = -0.17 \) and, analogously, \( s_{ui} = -0.46 \).

5. We found that the emission-line-corrected color variability is independent of \( L/L_{Edd} \) and \( M_{BH} \) in both \( gr \) and \( ui \); there is no correlation between the mass and luminosity of quasars and their color variability.

6. The color variability, however, does depend on the light curve variability properties (described by a power-law structure function as in Schmidt et al. 2010). We found that quasars with large variability amplitudes (\( A' \)) tend to have less color variability, as compared with quasars with small variability amplitudes.
7. We found that the characteristic color variability on timescales of years of the individual quasars is larger than the dependence of the typical quasar colors on their overall accretion state (i.e., $L/L_{\text{edd}}$). This implies that changes in the overall accretion rate cannot explain the observed color variability. Ephemeral hot spots may however be a plausible explanation for the observed color variability. This picture is confirmed by our comparison of the observed color variability to sequences of steady-state accretion disk models by Davis et al. (2007) with varying accretion rates, which also exhibit much less color variability as a function of accretion rate.

Our analysis provides a clear indication that on timescales of years quasar variability does not reflect changes in the mean accretion rate. Some other mechanism must be at work, presumably some disk instability. Determining which mechanism matches the existing data certainly requires further modeling. The current study can also be viewed as an initial foray into the realm of multi-band, multi-epoch panoptic photometry that the Pan-STARRS and LSST surveys can bring to full fruition.
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APPENDIX A
FITTING IN COLOR–MAGNITUDE AND MAGNITUDE–MAGNITUDE SPACE

As mentioned in the text, the photometric errors of the $(g-r)$ color are correlated with the photometric errors of the $g$ and $r$ band. Thus, when estimating the color variability of objects in general, and quasars in particular, as is done in the present paper, care has to be taken that the covariances of the errors are either removed, taken into account, or avoided. We have avoided the covariances by estimating the color relation in magnitude–magnitude space and then “translated” that into a color variability in color–magnitude space as described in the text. In the following we illustrate the problems one can run into, if the color variability is instead estimated directly in color–magnitude space.

The correlated errors between, for instance, the $g$ band and the $(g-r)$ color are easily illustrated by simply drawing a set of random “observations” from a Gaussian distribution with a standard deviation corresponding to the approximate photometric error at the given magnitude. In the left panel of Figure 13, such a sequence of simulated data is shown. The data have been drawn from two-dimensional Gaussian distributions in $g$ and $r$ with mean magnitudes of approximately 18, 19, 20, 21, and 22 and estimated errors of 0.02, 0.025, 0.04, 0.06, and 0.15, respectively. The solid line shows the $g=r$ relation for reference. The color trend (deviation of the data from the $g=r$ line) has been put in to mimic the average color trend of quasars at the given magnitudes. Plotting these simulated observations in color–magnitude space, as done in the right panel of Figure 13, clearly illustrates the error correlations. The stripy pattern of the color–magnitude diagram is not a consequence of a color change in the object, but a consequence of the fact that the errors in $(g-r)$ are correlated with the errors in $g$; this is the reason that the “length” (or artificial color change) of each set of points grows for fainter magnitudes.

In Figure 14, we show how this effect looks when dealing with real data. Figure 14 shows the SDSS S82 photometric data of the quasars SDSS J0320-0051 (left) and SDSS J2141-0050 (right) in magnitude–magnitude, magnitude–color, and color–magnitude space. The top panel corresponds to the left panel of Figure 13. The stripy nature of the data when turned into colors is clearly visible in the center and bottom panels of Figure 14. The data have been color coded according to the observation time. In each panel one solid and two dashed lines are shown. The solid line has been fitted to the shown data, whereas the dashed lines are “translations” of the fits from the other two spaces. It is clear that in the case of the superb data set of SDSS S82 the difference between fitting in $r-g$ (top), $g-(g-r)$ (center), and $(g-r)-g$ (bottom) space is negligible. However, if one imagines that only data from year 6 and 7 were available for SDSS J2141-0050 (right panel) and the color variability was estimated based on either $g-(g-r)$ or $(g-r)-g$, it is clear that the fit would deviate significantly from the “real” color relation because of the covariant errors.

If this effect is not taken into account or avoided when estimating color variability, and the error covariance “color change” is interpreted as an actual color change of the quasar, there is a high probability that the results and conclusions will be erroneous. As mentioned in the text, color variability has been estimated in color–magnitude space in the past with only a few exceptions. Hence, there might be cases in the literature where this effect has not been taken properly into account and therefore might affect the validity of the results. It is hard to quantify how much this effect will affect the results and conclusions made so far in the color variability literature, and we have therefore not made any attempts at quantifying it, but will just note that one needs to take this error correlation into account or, as it is done here, estimate the color variability in magnitude–magnitude space to avoid it.
Figure 13. Simulated data illustrating the effect of error covariances between magnitude and color that has not been accounted for in a number of previous analyses. The left panel shows five “clouds” of simulated observations in \( r_g \)-space drawn from two-dimensional Gaussian distributions at \( g = 18, 19, 20, 21, \) and \( 22 \) with “photometric” errors of 0.02, 0.025, 0.04, 0.06, and 0.15, respectively. In the right panel these data are plotted in the \( g-(g-r) \) color–magnitude space. The stripy pattern seen here is due to the correlation between the errors on the \( g \) magnitude and the \( g-r \) color. Our test showed that this effect needs to be accounted for when analyzing data of SDSS Stripe 82 quality, as also illustrated in Figure 14.

APPENDIX B
SIMPLISTIC SPECTRAL VARIABILITY MODEL

In the following we describe the simplistic model for the spectral (color) variability of the quasars used in Section 4.2. The simple spectral variability model is an attempt to reproduce the observed redshift trends in the mean color variability, \( \langle s_{gr/ri}(z) \rangle \). The model is based on the composite SDSS spectrum from Vanden Berk et al. (2001), \( F_{VdB} \). We decomposed the composite spectrum in a line component, \( F_{\text{line}} \), and a continuum component, \( F_{\text{cont}} \), such that

\[
F_{VdB} = F_{\text{line}} + F_{\text{cont}}.
\]  

(B1)

The underlying continuum of the composite spectrum is well modeled (for \( 1150 \, \text{Å} \lesssim \lambda_{\text{rest}} \lesssim 4500 \, \text{Å} \)) by a simple power law with a power-law index of \( \beta_\lambda = -1.528 \). By fixing the power-law continuum model with a pivot point in the IR (ensuring that \( s_{gr/ri} < 0 \)), we simulate the variable continuum by a (time)sequence of power laws with different \( \beta_\lambda \). Adding fractions of \( F_{\text{line}} \) to each power law simulates the (potentially) variable emission lines. The amount of variability in the emission lines can be fixed to the variability of the continuum power law via a constant \( \alpha \) in Equation (6), which as a reminder reads

\[
\alpha = \frac{\delta F_{\text{line}}}{\delta F_{\text{cont}}},
\]

(B2)

We define

\[
\delta F_{\text{cont}} = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} F_{\text{cont}}(\lambda, t_j) \, d\lambda - \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} F_{\text{cont}}(\lambda, t_{j-1}) \, d\lambda,
\]

(B3)

\[
\delta F_{\text{line}} = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} F_{\text{line}}(\lambda, t_j) \, d\lambda - \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} F_{\text{line}}(\lambda, t_{j-1}) \, d\lambda.
\]

(B4)

where \( \lambda_{\text{min}} \sim 1150 \, \text{Å} \) and \( \lambda_{\text{max}} \sim 4500 \, \text{Å} \). \( t_j \) and \( t_{j-1} \) refer to the “epochs” of the variability model. This implies from Equation (6) that for a fixed \( \alpha \) the emission line response for each variability model “epoch” is given by

\[
\int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} F_{\text{line}}(\lambda, t_j) \, d\lambda = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} F_{\text{line}}(\lambda, t_{j-1}) \, d\lambda + \alpha \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} F_{\text{cont}}(\lambda, t_j) \, d\lambda - F_{\text{cont}}(\lambda, t_{j-1}) \, d\lambda.
\]

(B4)

Here the emission lines are assumed to respond instantly to the continuum variation. By integrating the obtained spectra at the different epochs, \( t_j \), over the SDSS bands, the model color variability can be estimated. The results shown in Figure 4 are for a variability model with fixed \( \alpha \), since such a variability seems to resemble the observed redshift dependence of the color variability the closest.

The pivot point for the results shown in Figure 4 was put at \( 4\lambda_{\text{max}} \sim 1.8 \, \mu\text{m} \). Changing the pivot point slightly changes the amplitude of the obtained model predictions (dashed and colored curves in Figure 4) and the mean color variability in such a way that pivot points in the far-IR result in smaller amplitudes and larger \( \langle s_{gr/ri}(z) \rangle \). The actual curvature of the curves in Figure 4 does not change with the pivot point, i.e., the redshift dependence is independent of the continuum power-law model pivot point.
Figure 14. Comparison between fitting in magnitude–magnitude, magnitude–color, and color–magnitude space. The objects SDSS J0320-0051 (left) and SDSS J2141-0050 (right) from the SDSS Stripe 82 sample are shown in the $r - g$ (top), $g - (g - r)$ (center), and $(g - r) - g$ (bottom) spaces. The observations are color coded according to the observation year. Each plot has one solid and two dashed lines. The solid line corresponds to the fit (performed as described in Section 3) done in the given space, whereas the dashed lines are “translations” from the two other spaces into the present one. The red line has been fit in $r - g$ space (top), the black line in $g - (g - r)$ (center), and the blue line in $(g - r) - g$ (bottom). The stripyness in the bottom two panels comes mostly from the correlated errors between $g - (g - r)$ as illustrated in Figure 13.

(A color version of this figure is available in the online journal.)
This spectral variability model predicts the redshift dependence in $s_{\lambda_{1}}$ and $s_{\lambda_{2}}$ equally well.

A model similar to the one presented here was used in Richards et al. (2001) to explain the redshift dependences of the SDSS quasar colors.
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