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Abstract—We propose an approach to compute the conditional moments of fat-tailed phenomena that, only looking at data, could be mistakenly considered as having infinite mean. This type of problems manifests itself when a random variable \( Y \) has a heavy-tailed distribution with an extremely wide yet bounded support.

We introduce the concept of dual distribution, by means of a log-transformation that smoothly removes the upper bound. The tail of the dual distribution can then be studied using extreme value theory, without making excessive parametric assumptions, and the estimates one obtains can be used to study the original distribution and compute its moments by reverting the transformation.

The central difference between our approach and a simple truncation is in the smoothness of the transformation between the original and the dual distribution, allowing use of extreme value theory.

War casualties, operational risk, environment blight, complex networks and many other econophysics phenomena are possible fields of application.

I. INTRODUCTION

Consider a heavy-tailed random variable \( Y \) with finite support \([L, H]\). W.l.o.g. set \( L \gg 0 \) for the lower bound, while for upper one \( H \), assume that its value is remarkably large, yet finite. It is so large that the probability of observing values in its vicinity is extremely small, so that in data we tend to find observations only below a certain \( M \ll H < \infty \).

Figure 1 gives a graphical representation of the problem. For our random variable \( Y \) with remote upper bound \( H \) the real tail is represented by the continuous line. However, if we only observe values up to \( M \ll H \), and - willing or not - we ignore the existence of \( H \), which is unlikely to be seen, we could be inclined to believe the the tail is the dotted one, the apparent one. The two tails are indeed essentially indistinguishable for most cases, as the divergence is only evident when we approach \( H \).

Now assume we want to study the tail of \( Y \) and, since it is fat-tailed and despite \( H < \infty \), we take it to belong to the so-called Fréchet class. In extreme value theory, a distribution \( F \) of a random variable \( Y \) is said to be in the Fréchet class if \( F(Y) = 1 - F(y) = y^{-\alpha}L(y) \), where \( L(y) \) is a slowly varying function. In other terms, the Fréchet class is the class of all distributions whose right tail behaves as a power law.

Looking at the data, we could be led to believe that the right tail is the dotted line in Figure[1] and our estimation of \( \alpha \) shows it be smaller than 1. Given the properties of power laws, this means that \( E[Y] \) is not finite (as all the other higher moments). This also implies that the sample mean is essentially useless for making inference, in addition to any considerations about robustness. But if \( H \) is finite, this cannot be true: all the moments of a random variable with bounded support are finite.

A solution to this situation could be to fit a parametric model, which allows for fat tails and bounded support, such as for example a truncated Pareto. But what happens if \( Y \) only shows a Paretian behavior in the upper tail, and not for the whole distribution? Should we fit a mixture model?

In the next section we propose a simple general solution, which does not rely on strong parametric assumptions.

II. THE DUAL DISTRIBUTION

Instead of altering the tails of the distribution we find it more convenient to transform the data and rely on distributions with well known properties. In Figure[1] the real and the apparent tails are indistinguishable to a great extent. We can use this
fact to our advantage, by transforming $Y$ to remove its upper bound $H$, so that the new random variable $Z$ - the dual random variable - has the same tail as the apparent tail. We can then estimate the shape parameter $\alpha$ of the tail of $Z$ and come back to $Y$ to compute its moments or, to be more exact, to compute its excess moments, the conditional moments above a given threshold, view that we will just extract the information from the tail of $Z$.

Take $Y$ with support $[L, H]$, and define the function
\[ \varphi(Y) = L - H \log \left( \frac{H - Y}{H - L} \right). \] (1)
We can verify that $\varphi$ is "smooth": $\varphi \in C^\infty$, $\varphi^{-1}(\infty) = H$, and $\varphi^{-1}(L) = \varphi(L) = L$. Then $Z = \varphi(Y)$ defines a new random variable with lower bound $L$ and an infinite upper bound. Notice that the transformation induced by $\varphi(\cdot)$ does not depend on any of the parameters of the distribution of $Y$.

By construction, $z = \varphi(y) \approx y$ for very large values of $H$. This means that for a very large upper bound, unlikely to be touched, the results we get for the tail of $Y$ and $Z = \varphi(Y)$ are essentially the same, until we do not reach $H$. But while $Y$ is bounded, $Z$ is not. Therefore we can safely model the unbounded dual distribution of $Z$ as belonging to the Fréchet class, study its tail, and then come back to $Y$ and its moments, which under the dual distribution of $Z$ could not exist.\(^3\)

The tail of $Z$ can be studied in different ways, see for instance \(^3\) and \(^4\). Our suggestions is to rely on the so-called de Pickands, Balkema and de Haan’s Theorem \(^2\). This theorem allows us to focus on the right tail of a distribution, without caring too much about what happens below a given threshold threshold $u$. In our case $u \geq L$.

Consider a random variable $Z$ with distribution function $G$, and call $G_u$ the conditional df of $Z$ above a given threshold $u$. We can then define the r.v. $W$, representing the rescaled excesses of $Z$ over the threshold $u$, so that
\[ G_u(w) = P(Z - u \leq w | Z > u) = \frac{G(u + w) - G(u)}{1 - G(u)}, \]
for $0 \leq w \leq z_G - u$, where $z_G$ is the right endpoint of $G$.

Pickands, Balkema and de Haan have showed that for a large class of distribution functions $G$, and a large $u$, $G_u$ can be approximated by a Generalized Pareto distribution, i.e.
\[ G_u(w) \rightarrow GPD(w; \xi, \sigma), \text{ as } u \rightarrow \infty \]
where
\[ GPD(w; \xi, \sigma) = \begin{cases} 1 - \left(1 + \frac{\xi w}{\sigma}\right)^{-1/\xi} & \text{if } \xi \neq 0, \quad w \geq 0, \\ 1 - e^{-w/\sigma} & \text{if } \xi = 0, \quad w \geq 0. \end{cases} \] (2)

The parameter $\xi$, known as the shape parameter, and corresponding to $1/\alpha$, governs the fatness of the tails, and thus the existence of moments. The moment of order $p$ of a Generalized Pareto distributed random variable only exists if and only if $\xi < 1/p$, or $\alpha > p$. Both $\xi$ and $\sigma$ can be estimated using MLE or the method of moments \(^2\).

### III. Back to $Y$: The Shadow Mean

With $f$ and $g$, we indicate the densities of $Y$ and $Z$. We know that $Z = \varphi(Y)$, so that $Y = \varphi^{-1}(Z) = (L - H) e^{\frac{\xi z}{\sigma \alpha}} + H$.

Now, let’s assume we found $u = L^\ast \geq L$, such that $G_u(w) \approx GPD(w; \xi, \sigma)$. This implies that the tail of $Y$, above the same value $L^\ast$ that we find for $Z$, can be obtained from the tail of $Z$, i.e. $G_u$.

First we have
\[ \int_{L^\ast}^\infty g(z) \, dz = \int_{L^\ast}^{\varphi^{-1}(\infty)} f(y) \, dy. \] (3)
And we know that
\[ g(z; \xi, \sigma) = \frac{1}{\sigma} \left(1 + \frac{\xi z}{\sigma}\right)^{-\frac{1}{\xi} - 1}, \quad z \in [L^\ast, \infty). \] (4)

Setting $\alpha = \xi^{-1}$, we get
\[ f(y; \alpha, \sigma) = \frac{H \left(1 + \frac{H \log(H - L) - \log(H - y)}{\alpha \sigma}ight)^{-\alpha^{-1}}}{\sigma(H - y)}, \quad y \in [L^\ast, H], \] (5)

or, in terms of distribution function,
\[ F(y; \alpha, \sigma) = 1 - \left(1 + \frac{H \log(H - L) - \log(H - y)}{\alpha \sigma}\right)^{-\alpha}. \] (6)

Clearly, given that $\varphi$ is a one-to-one transformation, the parameters of $f$ and $g$ obtained by maximum likelihood methods will be the same —the likelihood functions of $f$ and $g$ differ by a scaling constant.

We can derive the shadow mean\(^5\) of $Y$, conditionally on $Y > L^\ast$, as
\[ E[Y | Y > L^\ast] = \int_{L^\ast}^H y f(y; \alpha, \sigma) \, dy, \] (7)

obtaining
\[ E[Y | Z > L^\ast] = (H - L^\ast) e^{\frac{\alpha \sigma}{H}} \left(\frac{\alpha \sigma}{H}\right)^\alpha \Gamma \left(1 - \frac{\alpha \sigma}{H}\right) + L^\ast. \] (8)

The conditional mean of $Y$ above $L^\ast \geq L$ can then be estimated by simply plugging in the estimates $\hat{\alpha}$ and $\hat{\sigma}$, as resulting from the GPD approximation of the tail of $Z$. It is worth noticing that if $L^\ast = L$, then $E[Y | Y > L^\ast] = E[Y]$, i.e. the conditional mean of $Y$ above $Y$ is exactly the mean of $Y$.

\(^3\)There are alternative methods to face finite (or concave) upper bounds, i.e., the use of tempered power laws (with exponential dampening)\(^6\) or stretched exponentials\(^5\), while being of the same nature as our exercise, these methods do not allow for immediate applications of extreme value theory or similar methods for parametrization.

\(^4\)We call it "shadow", as it is not immediately visible from the data.
Naturally, in a similar way, we can obtain the other moments, even if we may need numerical methods to compute them.

Our method can be used in general, but it is particularly useful when, from data, the tail of $Y$ appears so fat that no single moment is finite, as it is often the case when dealing with operational risk losses, the degree distribution of large complex networks, or other econophysical phenomena.

For example, assume that for $Z$ we have $\xi > 1$. Then both $E[Z|Z > L^*]$ and $E[Z]$ are not finite\(^3\). Figure 1 tells us that we might be inclined to assume that also $E[Y]$ is infinite - and this is what the data are likely to tell us if we estimate $\xi$ from the tail of $Y$. But this cannot be true because $H < \infty$, and even for $\xi > 1$ we can compute the expected value $E[Y|Z > L^*]$ using equation 8.

**Value-at-Risk and Expected Shortfall**

Thanks to equation (6), we can compute by inversion the quantile function of $Y$ when $Y \geq L^*$, that is

$$Q(p; \alpha, \sigma, H, L) = e^{-\gamma(p)} \left( L^* e^{\frac{\alpha}{\sigma} x} + H e^{\gamma(p)} - H e^{\frac{\alpha}{\sigma} x} \right),$$

where $\gamma(p) = \frac{\alpha(1-p) - 1}{H}$ and $p \in [0, 1]$. Again, this quantile function is conditional on $Y$ being larger than $L^*$.

From equation (5), we can easily compute the Value-at-Risk ($\text{VaR}$) of $Y|Y \geq L^*$ for whatever confidence level. For example, the 95% VaR of $Y$, if $Y$ represents operational losses over a 1-year time horizon, is simply $\text{VaR}_{0.95} = Q(0.95; \alpha, \sigma, H, L)$.

Another quantity we might be interested in when dealing with the tail risk of $Y$ is the so-called expected shortfall ($\text{ES}$), that is $E[Y|Y > u]$. This is nothing more than a generalization of equation (5).

We can obtain the expected shortfall by first computing the mean excess function of $Y|Y \geq L^*$, defined as

$$e_u(Y) = E[Y - u|Y > u] = \int_u^\infty (y - u) f(y; \alpha, \sigma) dy \frac{1}{1 - F(u)},$$

for $y \geq u \geq L^*$. Using equation (5), we get

$$e_u(Y) = (H - L) e^{\frac{\alpha \sigma}{H} x} \left( \frac{H \log \left( \frac{H - L}{H - u} \right)}{\alpha \sigma} + 1 \right) \times \Gamma \left( 1 - \alpha, \frac{H - L}{H - u} \right).$$

The Expected Shortfall is then simply computed as

$$E[Y|Y > u \geq L^*] = e_u(Y) + u.$$

As in finance and risk management, ES and VaR can be combined. For example we could be interested in computing the 95% ES of $Y$ when $Y \geq L^*$. This is simply given by $\text{VaR}_{0.95} + e_{\text{VaR}_{0.95}}(Y)$.

**IV. COMPARISON TO OTHER METHODS**

There are three ways to go about explicitly cutting a Pareto distribution in the tails (not counting methods to stretch or "temper" the distribution).

1) The first one consists in hard truncation, i.e., in setting a single endpoint for the distribution and normalizing. For instance the distribution would be normalized between $L$ and $H$, distributing the excess mass across all points.

2) The second one would assume that $H$ is an absorbing barrier, that all the realizations of the random variable in excess of $H$ would be compressed into a Dirac delta function at $H$ – as practiced in derivative models. In that case the distribution would have the same density as a regular Pareto except at point $H$.

3) The third is the one presented here.

The same problem has cropped up in quantitative finance over the use of truncated normal (to correct for Bachelier’s use of a straight Gaussian) vs. logarithmic transformation (Sprengle, 1961 [9]), with the standard model opting for logarithmic transformation and the associated one-tailed lognormal distribution. Aside from the additivity of log-returns and other such benefits, the models do not produce a "cliff", that is an abrupt change in density below or above, with the instability associated with risk measurements on non-smooth function.

As to the use of extreme value theory, Breilant et al. (2014) [10] go on to truncate the distribution by having an excess in the tails with the transformation $Y^{-\alpha} \rightarrow (Y^{-\alpha} - H^{-\alpha})$ and apply EVT to the result. Given that the transformation includes the estimated parameter, a new MLE for the parameter $\alpha$ is required. We find issues with such a non-smooth transformation. The same problem occurs as with financial asset models, particularly the presence an abrupt "cliff" below which there is a density, and above which there is none. The effect is that the expectation obtained in such a way will be higher than ours, particularly at values of $\alpha < 1$, as seen in Figure IV.

We can demonstrate the last point as follows. Assume we observe distribution is Pareto that is in fact truncated but treat it as a Pareto. The density is $f(x) = y^{\frac{1}{\alpha}} (x^{-\alpha} + 1)^{-\alpha - 1}$, $x \in [L, \infty)$. The truncation gives $g(x) = \frac{(\frac{x}{H})^{-\alpha - 1}}{\alpha (1-x^{-\alpha} (\alpha + H^{-\alpha} - 1))}$, $x \in [L, H]$.

Moments of order $p$ of the truncated Pareto (i.e. what is seen from realizations of the process), $M(p)$ are:

$$M(p) = \alpha e^{-x T p (\alpha, \sigma)} (\alpha \sigma - L)^{p - \alpha} \left( \frac{B \frac{\alpha \sigma}{L - \alpha} (p + 1 - \alpha)}{\alpha + H - L} - 1 \right),$$

where $B(.,.)$ is the Euler Beta function, $B(a, b) = \frac{\Gamma(a) \Gamma(b)}{\Gamma(a + b)} = \int_0^1 t^{a-1} (1 - t)^{b-1} dt$.\(^4\)

\(^3\)Remember that for a GPD random variable $Z$, $E[Z^p] < \infty$ iff $\xi < 1/p$.

\(^4\)Because of the similarities between $1 - F(y)$ and $1 - G(z)$, at least up until $M$, the GPD approximation will give two statistically indistinguishable estimates of $\xi$ for both tails.
We end up with \( r(H, \alpha) \), the ratio of the mean of the soft truncated to that of the truncated Pareto.

\[
\begin{align*}
r(H, \alpha) &= e^{-\frac{\alpha}{H}} \left( \frac{\alpha}{\alpha + H} \right)^{\alpha} \left( \frac{\alpha + H}{\alpha} \right)^{-\alpha} \\
&\quad \cdot \left( - \left( \frac{\alpha + H}{\alpha} \right)^{\alpha} + H + 1 \right) \left( \frac{\alpha}{\alpha - 1} \right) \left( \frac{\alpha H}{\alpha - H} \right)^{\alpha} E_{\alpha} \left( \frac{\alpha H}{\alpha - H} \right) \\
&= e^{-\frac{\alpha}{H}} \left( \frac{\alpha}{\alpha + H} \right)^{\alpha} \left( \frac{\alpha + H}{\alpha} \right)^{-\alpha} \\
&\quad \cdot \left( - \left( \frac{\alpha + H}{\alpha} \right)^{\alpha} + H + 1 \right) \left( \frac{\alpha}{\alpha - 1} \right) \left( \frac{\alpha H}{\alpha - H} \right)^{\alpha} E_{\alpha} \left( \frac{\alpha H}{\alpha - H} \right)
\end{align*}
\]

where \( E_{\alpha} \left( \frac{\alpha H}{\alpha - H} \right) \) is the exponential integral \( e_{\alpha z} = \int_1^{\infty} \frac{e^{-t \alpha}}{t^{\alpha}} \, dt \).

Hydrology: The maximum level of a flood can be determined.
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\[\left(\frac{\text{E}[X_{\text{smooth}}]}{\text{E}[X_{\text{truncated}}]}\right)\]

\[\begin{array}{c|c|c}
\alpha & H=10^5 & H=10^8 \\
\hline
0.2 & 0.4 & 0.6 & 0.8 & 1.0 & 1.2 \\
0.2 & 0.6 & 0.8 & 1.0 & 1.2 & 1.4 \\
\end{array}\]

\textbf{Fig. 2.} Ratio of the expectation of smooth transformation to truncated.

\textbf{V. APPLICATIONS}

\textbf{Operational risk}: The losses for a firm are bounded by the capitalization, with well-known maximum losses.

\textbf{Capped Reinsurance Contracts}: Reinsurance contracts almost always have caps (i.e., a maximum claim); but a reinsurer can have many such contracts on the same source of risk and the addition of the contract pushes the upper bound in such a way as to cause larger potential cumulative harm.

\textbf{Violence}: While wars are extremely fat-tailed, the maximum effect from any such event cannot exceed the world’s population.

\textbf{Credit risk}: A loan has a finite maximum loss, in a way similar to reinsurance contracts.

\textbf{City size}: While cities have been shown to be Zipf distributed, the size of a given city cannot exceed that of the world’s population.

\textbf{Environmental harm}: While these variables are exceedingly fat-tailed, the risk is confined by the size of the planet (or the continent on which they take place) as a firm upper bound.

\textbf{Complex networks}: The number of connections is finite.

\textbf{Company size}: The sales of a company is bound by the GDP.

\textbf{Earthquakes}: The maximum harm from an earthquake is bound by the energy.