Stacking fault energy induced softening in the nucleation limited plasticity regime: a molecular dynamics study on Cu-Al alloys
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Abstract

In general, with the addition of solutes, the yield strength of alloys is expected to increase and this phenomenon is known as solid solution strengthening. However, reports on the “anomalous” softening with alloying additions are not uncommon; for example, it is known that the heterogeneous nucleation of dislocations at the sites of solute atoms can lead to softening. In this study, using Molecular Dynamics (MD) simulations, we show anomalous softening in Cu-Al alloys deformed at 300 K; specifically, not only the yield stress but also the magnitude of stress drop at yield decrease with increasing Al content. We calculate the stress needed for the homogeneous nucleation of partial dislocation loops using a continuum model. One of the key inputs to the continuum model is the stacking fault energy (SFE). We carry out the thermodynamic integration to evaluate the free energies in crystals with and without the stacking faults and hence calculate the SFE as a function of Al content at 300 K. Using the SFE values thus obtained we show that softening is a consequence of the reduction of SFE values with the addition of Al in a system where yielding is controlled by the nucleation of dislocation loops. Specifically, the results of continuum model are in good agreement with MD simulation results of pure copper. However, in the Cu-Al alloys, the drop in yield strength can only be explained using a
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combination of the continuum model (which assumes homogeneous nucleation), and the reduction in heterogeneous nucleation barrier (which is a function of the ratio of the unstable and stable stacking fault energies). We show that the decrease in stress drop can be rationalised in terms of the stored energy available at yielding – the stored energy at yielding decreases with increasing Al, and, as a result, the maximum dislocation density decreases with increasing Al content.
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1. Introduction

Conventionally, the addition of a solute is expected to increase the yield stress in alloys [1] [2] [3]. However, solid solution softening is not uncommon; for example, it has been reported in Molecular Dynamics (MD) simulations of Cu-Pb system by Rupert [4], Cu-Ag system by Amigo et al. [5], and Cu-Sb system by Rajgarhia et al. [6]. Rupert reports that in nanocrystalline materials yield strength is proportional to the Young’s modulus (similar to the metallic glasses); and, hence attributes the softening behaviour to the reduction in Young’s modulus due to the addition of Pb to Cu. Rajgarhia et al. [6] correlate the softening to unstable stacking fault energy near the solute atoms, which is related to the energy barrier for the Shockley partial dislocation nucleation. Similarly, in Cu-Ag [5] system also, the reasons for decreasing yield stress is discussed with respect to the change in unstable stacking fault energy near Ag atoms. Thus, in both the systems (Cu-Ag and Cu-Sb), the softening is a result of the addition of solutes, which decrease the unstable stacking fault energy near the solute atoms, which, in turn reduce the stresses required for dislocation nucleation. Thus, the reduction in the energy occur only if solute atoms are present at the fault plane and the dislocation nucleation is heterogeneous.

Interestingly, it is known that decreasing stacking fault energy (SFE) can lead to solid solution softening. For example, studies in which the stacking
fault energy (SFE) of copper and aluminium was changed by using different interatomic potentials, as the SFE is decreased, the deformation is dominated by partials \[7, 8\]; specifically, in the case of copper bi-crystals, the same trend, namely decrease in yield stress with decreasing SFE is observed. This leads to the question as to whether alloying additions which lead to a decrease in SFE can lead to solid solution softening. In this paper, using Cu-Al as the model system, we show that alloying additions that lead to decrease in SFE do indeed lead to solid solution softening – even when the dislocation nucleation is homogeneous.

The Cu-Al system (at the copper-rich end of the phase diagram) is an ideal system to study the effect of stacking fault energy on deformation behaviour. This is because,

- Experimentally, it is known that the addition of Al to Cu lowers the SFE values from 78 mJ/m\(^2\) [3, 9], or, 41 ± 9 mJ/m\(^2\) [10] for pure copper to about 6 mJ/m\(^2\) for nearly 13 at.% Al alloy [9]; and,

- From the phase diagram, it is known that the alloy remains as a single phase material (of face centered cubic crystal structure) in this chosen range of composition [11].

Thus, in this study we have chosen the Cu-Al system for our molecular dynamics studies on deformation behaviour at 300 K as a function of Al content (and, hence, as a function of decreasing SFE).

At this point, we want to emphasise that the experimental studies on Cu-Al alloys [9, 12, 13, 14] show solid solution strengthening i.e the strength of the material increases with increasing the Al content. This, we believe, is because, experiments are typically done on polycrystalline materials containing both dislocations and grain boundaries; the latter can act as both source and sink for dislocations. In contrast, our simulations are carried out in the regime of dislocation nucleation limited plasticity. On the other hand, it is known that in deformation experiments on small scale systems (such as micro-pillars,
nano wires and nano whiskers) yielding can be dominated by dislocation nucleation [15, 16, 17, 18]. Hence, the current simulation study indicates that if experiments are carried out on Cu-Al system using micro-pillars or nano-whiskers, we might expect solid solution softening as a function of increasing Al content.

The rest of this paper is organised as follows: in Section 2, we begin with a description of simulation methodology; this includes a description of our tensile deformation simulations, the choice of interatomic potentials and the determination of appropriate system size for the simulations; specifically, the evaluation of lattice parameters, and elastic moduli are used to decide on the choice of interatomic potentials. In order to unambiguously rationalise the observed deformation mechanisms in different Cu-Al alloys, it is essential to know the SFE that results from the interatomic potentials used by us. Using Frenkel-Ladd technique, we carry out the thermodynamic integration to evaluate the free energies of systems with and without stacking faults – for various compositions of Cu-Al alloys at 300 K (at which the deformation simulations are carried out) – and, evaluate the SFE from the resulting free energy values. We use the SFE thus evaluated for all further discussions and interpretation of the simulation results. Thus, the thermodynamic integration is an important component of our study. In Section 3, we describe the thermodynamic integration as well as the evaluation of generalised stacking fault energy (GSFE) curves. In Section 4, we present the results of tensile deformation simulations in Cu and Cu-Al alloys. We correlate the deformation behaviour (in terms of the yield point and the drop in stress at the yield point) with the defect and micro-structures. In Section 5, we discuss the results of solid solution softening; further, we correlate the softening to nucleation of partials using a combination of a continuum model for homogeneous nucleation of partials (for which, all the inputs are taken from the MD simulations themselves – using the same interatomic potentials) and a model for reduction in heterogeneous nucleation barrier as a function of the ratio of unstable and stable stacking fault energies. We conclude the paper with a summary of salient results in Section 6.
2. Simulation methodology

We have performed Molecular Dynamics (MD) simulations of tensile deformation on pure copper and Cu-Al alloys (of compositions 4.6, 8.9 and 13.0 at.% Al) at 300 K. We consider single crystals having the face-centred-cubic crystal structure. For carrying out the molecular dynamics simulations on a high performance computing cluster, we have used LAMMPS [19]. The microstructures are analysed using Open Visualisation Tool (OVITO) [20].

2.1. Simulation set-up

The [100], [010] and [001] crystallographic directions of the Cu/Cu-Al alloys are aligned along the x-, y- and z-axes of the simulation cell. Uniaxial tensile loading is done along the z-axis at a strain rate of $10^8 \text{s}^{-1}$ as indicated in the Figure. The simulations are done under periodic boundary conditions along all three directions; this helps us avoid surface effects. The tensile simulations are performed at 300 K and 0 Pa using an NPT ensemble on systems of size 30 unit cells $\times$ 30 unit cells $\times$ 30 unit cells. The temperature and pressure are maintained using Nosé-Hoover thermo- and baro-stats respectively. For each composition, three simulations are performed. The reported values of Young's modulus, yield stress and the drop in stress at the yield point are the averages obtained from the stress-strain plots of these three simulations; the standard deviations are used to indicate the error in the data.

The initial configuration for the simulations are prepared as follows: at 0 K, systems with different lattice parameters are set up and the energy of the system is minimised using conjugate gradient method. This leads to the equilibrium lattice parameter at 0 K; we have confirmed that the equilibrium lattice parameter thus reached is independent of the initial choice of lattice parameter. Then, the velocity is rescaled to correspond to 100 K. The temperature is then ramped from 100 K to 300 K in 100 ps using an NPT (isothermal-isobaric) ensemble. Relaxation is done for 100 ps in an NPT ensemble at 300 K, so that the system pressure, temperature and lattice parameter values are stabilized before
loading. We have confirmed that relaxation preformed for longer times (> 100 ps) do not change the results. In the case of Cu-Al alloys, the initial configuration also involves replacing a fraction of Cu atoms by Al atoms to obtain the required composition. These Al atoms are randomly distributed to obtain different initial configurations for any given composition.

2.2. Choice of the interatomic potentials

One of the key ingredients for the MD simulations is the interatomic potentials; the embedded atom method (EAM) potential for elemental metallic systems as well as for binary and ternary alloy systems are available: see the NIST potential site \cite{Zhou2003} and LAMMPS potential folder, for example.

Zhou et al., have developed a model which allows for potentials for binary systems developed based on elemental potentials \cite{Zhou2003}. We denote the EAM potential that we have used for (Cu-rich) Cu-Al alloys based on the Zhou et al., model as PZ. Ward et al. \cite{Ward2009} have developed a computationally less expensive method to create the binary potentials using elemental Embedded Atom Method (EAM) potentials. They report that the material properties computed using the potentials developed using their model agrees well with the existing literature; and that the potentials developed using their model is superior to the alloy potentials developed using the model of Zhou et al. We denote the EAM potentials...
potential that we have used for (Cu-rich) Cu-Al alloys based on the model of Ward et al. (using the elemental potentials reported by Zhou et al), PZW. In this subsection, we report the lattice parameters and elastic constants generated using these two potentials in order to benchmark these potentials.

2.2.1. Lattice parameters

The lattice parameter values of Cu and Cu-Al alloys are calculated as follows: initial simulation setup is done as explained in the previous section. After reaching the required temperature of 300 K, relaxation is done for 100 ps in an NPT ensemble at 300 K. The lattice parameter is calculated by dividing the average box length along any of the three crystallographic directions by the number of unit cells along that direction. The lattice parameter values thus obtained using these two potentials are shown in Fig. 2 along with experimental values. We have fit the simulation as well as experimental data to a stright line. From the slope of the straight line fit, we obtain the coefficient of increase of lattice parameter with composition (Vegard’s coefficient); the Vegard’s coefficient obtained for PZ potential is 0.0051 and that for the PZW potential is 0.0028 while those obtained from the experimental data reported by Cain et al. [24], Seshadri et al. [25] and Tomokiyo et al [26] are 0.0026, 0.0031 and 0.0027 respectively. As is clear from the figure, and the Vegard’s coefficients, we can conclude that the rate of change of lattice parameter with Al addition is large in the case of PZ potential and that of PZW potential is in good agreement with the experimentally reported values.

2.2.2. Elastic constants

Copper is a cubic material and hence there are three independent elastic moduli, namely, $C_{11}$, $C_{12}$ and $C_{44}$ [27]. Using both the PZ and PZW potentials we have evaluated these constants.

For obtaining the elastic constant tensor, we have followed the methodology indicated in the solved example [28] of LAMMPS: The simulation box is strained by $10^{-6}$ along the x-direction (Voigt deformation component 1). The
energy minimization of the system after straining gives the pressure tensor hence the elastic constants $C_{11}$, $C_{21}$, $C_{31}$, $C_{41}$, $C_{51}$ and $C_{61}$ can be calculated. The complete elastic constant tensor is obtained by repeating the procedure for other directions. For cubic system the only non-zero independent components are $C_{11}$, $C_{12}$ and $C_{44}$.

In Fig. 3 the values of $C_{11}$, $C_{12}$ and $C_{44}$ values obtained using both the PZ and PZW potentials are shown as a function of Al composition. In the same figure, we have also indicated the experimental data reported by Moment [29], Neighbours et al. [30] and Cain et al. [24]. While $C_{11}$, $C_{12}$ and $C_{44}$ broadly decrease with increasing Al content for both the potentials, the slopes are not the same. Further, the changes with Al addition are not monotonic; for example, $C_{12}$ values first increase slightly and then decrease with increasing Al content. Further, note that in the case of experimental data, the (overall) trend for $C_{44}$ (increasing with increasing Al content) is not the same as the trend for $C_{11}$ and
$C_{12}$ (decreasing with increasing Al content); this is considered anomalous [29]. In addition, in the experiments of Neighbours et al., the change of $C_{44}$ with Al composition is not monotonic.

Using the values of $C_{11}, C_{12}$ and $C_{44}$, we can calculate the Young’s modulus as $E_{th} = 1/S_{11}$ (where $S_{11} = \frac{C_{11}+C_{12}}{(C_{11}-C_{12})(C_{11}+2C_{12})}$ [27]). We have also compared the Young’s modulus thus obtained with the slope of the initial linear portion of the stress-strain curve $E_{slope}$. For both PZ and PZW, the difference between $E_{th}$ and $E_{slope}$ is large ($\approx 20\%$). However, both potentials shows similar trend i.e decreasing $E$ with increasing Al content.

We have also calculated the elastic constants by using the energy method. In this method the elastic constants are calculated by evaluating the curvature of strain vs potential curve [31, 32, 33]. The obtained values match well with the values obtained by explicit deformation method explained in this section.

In summary, the lattice parameters and elastic constants obtained using PZ and PZW potential show similar overall trend; however, in the case of PZ potential, the Vegard’s coefficient is larger as compared to PZW potential. In all cases except for $C_{44}$, the trends obtained from the simulations using these two potentials are also the same as observed in experiments. Thus, either of these potentials can be used for our simulations. We have carried out simulations using both these potentials; however, in the main part of the paper we describe the results obtained using PZW potential. The results are qualitatively the same using PZ potential and are shown in Supplementary Information.

### 2.2.3. System size effects

We have carried out tensile simulations using both PZ and PZW potentials (for pure Cu), with the simulation cells of sizes $20 \times 20 \times 20$ (32000 atoms) and $30 \times 30 \times 30$ (108000 atoms) unit cells along x, y and z axis respectively. In the case of PZ potential, for smaller system size, we have observed that the stress drops to negative values when dislocation activity starts; in the larger system, this is not observed. On the other hand, PZW potential does not show any such unphysical behaviour. Hence, we have decided to use PZW for our
Figure 3: Variation of (a) $C_{11}$, (b) $C_{12}$ and (c) $C_{44}$ with Al composition. Here L1, L2 and L3 indicate the moduli values reported by Cain et al., Neighbours et al. and Moment respectively.
studies reported in this paper. Having said that, as shown in Figure 4 in the case of $30 \times 30 \times 30$ unit cells, both the potentials show very similar stress-strain behaviour. Hence, we believe that our results will not change even if PZ potential is used as long as system size effects are avoided.

In the case of PZW potential, we have also carried out simulations on a system with $40 \times 40 \times 40 \times 40$ unit cells (a system consisting of 256000 atoms). We have found that the stress-strain behaviour is broadly the same. For example, the dislocation nucleation stress changes at the most by less than 2% as compared to the system with $30 \times 30 \times 30 \times 30$ unit cells. Hence, given the time required for the larger simulation and the very small error in results, for the rest of this paper, we report results obtained from the system with $30 \times 30 \times 30 \times 30$ unit cells.

Figure 4: Stress strain response of Cu obtained using Z and ZW potentials for the system size $30 \times 30 \times 30 \times 30$ unit cells.

3. Evaluation of GSFE curve and SFE

Our aim, in this paper, is to correlate the deformation behaviour with SFE. Hence, evaluating the SFE using the same potentials as used for deformation
Simulations is essential to rationalise the deformation simulation results unambiguously. Specifically, in Section 5 we use a continuum model to evaluate the stress required for homogeneous dislocation nucleation. The SFE is one of the inputs to this model along with elastic moduli, lattice parameters and the size of the nucleated dislocation loop. Further, in the case of Cu-Al alloys, the nucleation is not always homogeneous. So, the yield stress observed in MD simulations have to be explained by also incorporating the decrease in nucleation barrier for heterogeneous nucleation of partial loops; it is known that this barrier depends on the ratio of unstable and stable stacking fault energies. Hence, in order to obtain these quantities, we evaluate the GSFE curve (at 0 K) and the SFE. As we describe below, we use the Frenkel-Ladd method of thermodynamic integration to calculate the SFE as a function of composition and temperature.

3.1. Calculation of GSFE curve

The GSFE curve can be generated by displacing one half of the crystal with respect to the other half of the crystal and computing the change in potential energy during the displacement [34, 35, 36, 37]. Using GSFE curve we can understand the deformation behaviour (i.e slip activity, twin formation and defect interactions) and correlate it to the stacking fault energy [34, 38]. Slip activity and twin formation can be explained in terms of dislocation nucleation and energy barrier associated with it. Dislocation nucleation can be explained using the ratio $\frac{\gamma_{sf}}{\gamma_{usf}}$, where $\gamma_{sf}$ is stacking fault energy and and $\gamma_{usf}$ is unstable stacking fault energy. Experimentally only $\gamma_{sf}$ can be measured; however, MD simulations allow us to access $\gamma_{usf}$ value.

For the calculation of GSFE curve we have used the method described in [34, 35, 36, 37]. In these papers, periodic boundary conditions are imposed along x and y axes and along z axis a free surface is considered (that is “pps” boundary conditions). On the other hand, we have used periodic boundary conditions along all three directions (ppp).

The calculation is done as follows: the x, y and z axes of the simulation box are oriented along [112], [110] and [1 11] crystallographic directions respectively.
The simulation box size is $30 \times 30 \times 60$ along $x$, $y$ and $z$ axes. Simulation box is divided into two regions i.e. top and bottom along $z$ axis. Top region is displaced with respect to bottom region along [112] direction in steps of 0.1 Å and the potential energy is computed after each displacement. Stacking fault forms at the displacement equal to the magnitude of Shockley partial dislocation ($\frac{a}{\sqrt{6}}$, where $a$ is the lattice parameter). Since periodic boundary conditions are used for the calculation, the shear displacement leads to the formation of additional stacking fault at the top and bottom, which in turn leaves the system in high energy state. Hence to avoid this problem, 5 atomic layers at the top and bottom are excluded while computing potential energy of the system as shown in Fig. 5a.

We have also calculated the GSFE curve using pps boundary conditions. GSFE curve for Cu obtained using both ppp and pps boundary conditions are shown in Fig. 5b, both the values are in good agreement. This implies that excluding the 5 atomic layers from the potential energy calculation does not affect the values of $\gamma_{sf}$ and $\gamma_{usf}$. Similar procedure is followed to obtain GSFE curve for Cu and Cu-Al alloys and is shown in Fig. 6, the curves are fitted to 9th order polynomial. The values of $\gamma_{sf}$ and $\gamma_{usf}$ are given in Table 1. We can see from the table that both unstable stacking fault energy and stacking fault energy decreases with increasing Al. The ratio $\frac{\gamma_{usf}}{\gamma_{sf}}$ for pure Cu is 0.23 and it matches with the value reported in [34] (i.e 0.26). The ratio $\frac{\gamma_{usf}}{\gamma_{sf}}$ decreases with increasing Al content.

3.2. SFE in Cu and Cu-Al alloys using thermodynamic integration

We evaluate the free energy – using a thermodynamic integration methodology – of systems with and without the stacking faults and the difference in the free energy gives us the stacking fault energy. Even though free energy can not be measured directly in atomistic simulations, its derivatives can be measured and the integration of the derivative gives the free energy [39]. For example,

$$\left(\frac{\partial F}{\partial V}\right)_{N,T} = -P$$  \hspace{1cm} (1)
Figure 5: (a) Microstructure after the displacement of $\frac{a}{\sqrt{(6)}}$, the top and bottom layers shown in the rectangular box are excluded from the potential energy calculation (b) GSFE curve for Cu obtained using PPP (periodic in all three directions) and PPS (free surface along z axis) boundary conditions.
Table 1: Unstable stacking fault energy ($\gamma_{usf}$) and intrinsic stacking fault energy ($\gamma_{sf}$) values (in $\text{mJ/m}^2$) of Cu and Cu-Al alloys obtained from MD simulations along with their ratio (which is known to play a key role in heterogeneous nucleation of dislocations at the or in the vicinity of solute atom sites).

| Material     | $\gamma_{sf}$ | $\gamma_{usf}$ | $\frac{\gamma_{sf}}{\gamma_{usf}}$ |
|--------------|---------------|----------------|--------------------------------------|
| Pure Cu      | 40.36 ± 0.0   | 178.64 ± 0.0   | 0.23                                 |
| Cu-4.6 at.%Al| 27.46 ± 5.21  | 158.25 ± 5.49  | 0.17                                 |
| Cu-8.9 at.%Al| 17.93 ± 3.46  | 143.79 ± 2.40  | 0.13                                 |
| Cu-13.0 at.%Al| 12.17 ± 2.62 | 132.72±3.58    | 0.09                                 |
\[
\left( \frac{\partial F}{\partial (1/T)} \right)_{V,N} = E
\]  

(2)

where, \( F \) is the free energy of the system with number of particles \( N \) and volume \( V \) and \( T, P \) and \( E \) are the temperature, pressure and energy of the system respectively. Pressure and energy can be measured in a simulation. The reversible integration of the above equations, from the state under consideration to the state of a known free energy gives the free energy of the system. This methodology is called thermodynamic integration.

In order to calculate the free energy, we also need the free energy of a reference state; in our case, we use the Einstein crystal (that is, a solid which consists of non-interacting particles coupled to the lattice sites via harmonic springs) as the reference state and construct a reversible path using the Einstein crystal. From the Einstein crystal, the real solid is obtained by slowly switching off the harmonic springs. Since Einstein crystal has the same crystal structure as that of the solid under consideration, the integration path is free of phase transformation and hence reversible.

There are two kinds of approaches to the free energy calculations, namely, equilibrium and non-equilibrium free energy calculations. Equilibrium free energy calculation involves thermodynamic integration between two equilibrium states. The integration path is reversible and passes through quasi-static processes and is time independent. In non-equilibrium free energy calculation, the integration path passes through time dependent processes. In order to understand this, let us consider an equation, which gives the free energy difference between two thermodynamic states [40].

\[
\Delta F = F(\lambda_f) - F(\lambda_i) = \int_{\lambda_i}^{\lambda_f} \left( \frac{\partial H}{\partial \lambda} \right) \lambda d\lambda
\]  

(3)

where \( F(\lambda_i) \) and \( F(\lambda_f) \) are free energies of initial and final states respectively, \( \lambda \) is switching parameter and \( H \) is Hamiltonian of the system. In equilibrium approach, the integral in the above equation is evaluated in terms of reversible work done \( (w_{rev}^{i-f}) \) along the path between thermodynamic states.
But, in non-equilibrium approach the integral is evaluated in terms of irreversible work done \( w_{irrev} \) along the path and \( \lambda = \lambda(t) \). Since non-equilibrium approach is efficient compared to equilibrium approach we use non-equilibrium thermodynamic integration for free energy calculation. We use Frenkel-Ladd (FL) path to calculate free energy at 300 K at which the deformation simulations are carried out.

3.2.1. Calculation of free energy using FL path

The methodology of FL path for free energy evaluation is described in detail in [40] and references therein. In this subsection, we give a brief description for the sake of completeness.

The Hamiltonian given in Eq. 3 as a function of switching parameter \( \lambda \) can be written as:

\[
H(\lambda) = \lambda H_f + (1 - \lambda) H_i
\]

where \( H_f \) and \( H_i \) represents the Hamiltonian of final and initial states respectively. Here we consider \( H_i \) as the Hamiltonian of the real solid corresponding to switching parameter \( \lambda = 0 \); and \( H_f \) as the Hamiltonian of the reference state (that is, Einstein crystal) corresponding to switching parameter \( \lambda = 1 \). \( H_f \) and \( H_i \) are given as follows:

\[
H_i = \sum_{n=0}^{N} \frac{P_i^2}{2m} + U(r)
\]

\[
H_f = \sum_{n=0}^{N} \frac{P_i^2}{2m} + \frac{1}{2} m \omega^2 (r_i - r_i^0)^2
\]

where, \( N \) is the number of atoms, \( m \) is the mass of each atom, \( U(r) \) is the potential energy of the system, \( \omega \) is the oscillation frequency of the Einstein crystal and \( r_i^0 \) is the equilibrium position of \( i^{th} \) atom. Now the free energy difference between the two systems given in the Eq. 3 for the switching from \( \lambda \)
= 0 to 1, can be written as:

\[ \Delta F = F(\lambda_f) - F(\lambda_i) = \int_0^1 d\lambda (H_f - H_i) \lambda \quad (7) \]

The irreversible work done during the switching in switching time \( t_s \) is given as:

\[ W_{0-1}^{irr} = \int_0^{t_s} dt \frac{d\lambda}{dt} [H_f(\Gamma(t)) - H_i(\Gamma(t))] \quad (8) \]

where \( \Gamma(t) \) represents the phase space trajectory of the system during switching. Free energy of the real solid (system of our interest) is obtained by computing the irreversible work done during switching from \( \lambda = 0 \) to 1 (\( W_{0-1}^{irr} \) – forward integration) and the irreversible work done during switching from \( \lambda = 1 \) to 0 (\( W_{1-0}^{irr} \) – backward integration) by using the following equation:

\[ F_0(N,V,T) = F_E(N,V,T) + \frac{1}{2} (W_{i-f}^{irr} - W_{f-i}^{irr}) \quad (9) \]

where, \( F_E(N,V,T) \) is free energy of the Einstein crystal: \( F_E(N,V,T) = 3N k_B T \ln \left( \frac{\hbar \omega}{k_B T} \right) \), \( N \) is total no of atoms, \( k_B \) is Boltzmann constant, \( T \) is temperature, \( \hbar \) is Planck’s constant and \( \omega \) is oscillator frequency (\( \omega = \sqrt{K/m} \), \( K \) is spring constant and \( m \) is mass of an atom).

Methodology to calculate free energy of the system using FL path is as follows:

1. Calculate the lattice parameter at temperature of interest.
2. Compute mean square displacement (\( \langle (\Delta r)^2 \rangle \)) and hence the spring constant.
3. Carry out thermodynamic integration using \textit{fix ti/spring} command of \textsc{LAMMPS}.
4. Repeat the integration several times to get average \( W^{irr} \) i.e \( W_{i-f}^{irr} \) and \( W_{f-i}^{irr} \).
5. Calculate the free energy by using the Eq. 9

In Table 2 we summarise the results of our simulations. In Supplementary Information, we have given the scripts used by us.
Table 2: $\gamma_{sf}$ of Cu and Cu-Al alloys at 300 K calculated using thermodynamic integration. The experimentally determined SFE values are also given for an easy comparison.

| Material      | $\gamma_{sf}$ in mJ/m$^2$ | Experimental literature ($\gamma_{sf}$ in mJ/m$^2$) |
|---------------|---------------------------|--------------------------------------------------|
| Pure Cu       | 23.59 ± 0.0               | 43 [10]                                           |
| Cu-4.6 at.%Al | 20.72 ± 1.18              | 25 [9]                                            |
| Cu-8.9 at.%Al | 17.87 ± 0.59              | 13 [9]                                            |
| Cu-13.0 at.%Al| 10.46 ± 0.91              | 6 [9]                                             |

Table 3: Variation of yield stress ($\sigma_y$), drop in stress ($\Delta \sigma$) and Young’s modulus ($E_{slope}$) for Cu and Cu-Al alloys, in units of GPa

| Material      | $\sigma_y$  | $\Delta \sigma$ | $E_{slope}$  |
|---------------|-------------|----------------|---------------|
| Pure Cu       | 6.58±0.02   | 6.08±0.02       | 45.37±0.16    |
| Cu-4.6 at.%Al | 5.29±0.04   | 4.22±0.18       | 41.72±0.24    |
| Cu-8.9 at.%Al | 4.13±0.16   | 3.29±0.20       | 38.55±0.30    |
| Cu-13.0 at.%Al| 3.52±0.05   | 2.45±0.60       | 36.17±1.59    |

4. Tensile deformation behaviour of Cu and Cu-Al alloys

The representative stress strain response for pure Cu, Cu-4.6 at.%Al, Cu-8.9 at.%Al and Cu-13.0 at.%Al alloys is shown in Fig. 7a. From figure we can see that following the initial portion there is an abrupt drop in the stress. In the figure, in all plots, we have marked the first abrupt drop in stress by black dotted lines. The stress at these points decreases with increasing Al content. Further, the magnitude of drop (shown by black arrows) also decreases with increasing Al content.

The initial portion of the stress strain curves for Cu and Cu-Al alloys is shown in Fig. 7b. From figure we can see that the slope of the stress-strain curve (Young’s modulus) varies with Al composition.

In this section we discuss in detail about the variation of Young’s modulus, drop in stress and the magnitude of drop in stress with Al composition.
Figure 7: (a) Stress-strain response of Cu and Cu-Al alloys, black dotted lines show the yield point and black arrows show the amount of drop in stress at yield. (b) Initial portion of the stress strain plot.
4.1. Variation of Young’s modulus

We have calculated the Young’s modulus as the slope of the initial portion of the stress-strain plot by linear fitting till 2.5% strain. The values of Young’s modulus for Cu and Cu-Al alloys are given in Table 3. From table we can see that the Young’s modulus decreases with increasing Al content; which implies that the addition of Al to Cu makes the material more compliant. Experimental measurements on polycrystalline Cu-Al alloys [41, 42] does indeed show that the Young’s modulus decreases with alloying and hence these results are consistent with the experimental observations.

MD simulations performed on other binary alloys show that the elastic stiffness either decreases or increases depending on the solute added [4]. Rupert observed that the Young’s modulus of Cu decreases with the addition of more compliant solute and increases with the addition of stiffer solute [4]. Thus, adding Pb and Sb [6] to Cu leads to a reduction in the Young’s modulus of the alloys compared to copper. In our case also, the addition of Al which is more compliant than Cu reduces the Young’s modulus.

4.2. Variation of yield stress

From stress strain plot shown in Fig. 7a, we can see that there is an abrupt drop in the stress. The microstructures of pure Cu and Cu-Al alloys at these points are shown in Figures. 8a-d. In the microstructure green lines indicate the Shockley partial dislocations. From the microstructures we can see that the yield point corresponds to nucleation of Shockley partial dislocations. The stress required for dislocation nucleation can thus be called as yield stress [43, 44] (and the corresponding stress as yield stress).

In pure Cu, dislocation nucleation is always homogeneous. In Cu-Al, where Al atoms can act as sites for dislocation nucleation we have observed both homogeneous and heterogeneous nucleation. Figure. 9 shows nucleation of Shockley partial dislocations in Cu-4.5 at.%Al and Cu-8.9 at.%Al system. In the microstructure Al atoms are coloured in blue, homogeneous nucleation is marked by red circle and heterogeneous nucleation near Al atoms is marked by black
circle. From the figure we can observe that in Cu-4.5 at.%Al, nucleation is homogeneous and in Cu-8.9 at.%Al, nucleation is both homogeneous and heterogeneous.

In experiments which are typically done on polycrystalline materials where dislocations pre exist before loading, yield stress is defined as the stress required to move the dislocations (which is of the order of few MPa). But in MD simulations, load is applied on defect free single crystals and hence the deformation is dislocation nucleation limited; and the nucleation stress is of the order of few GPa [45, 43, 44].

4.3. Variation of drop in stress

As we show in the next section, in addition to ease of heterogeneous nucleation, the homogeneous nucleation of Shockley partial dislocations becomes easier with Al addition due to decreasing SFE; hence the yield stress decreases with increasing Al. It can also be seen from Fig. 7a that the strain at yield also decreases. Further, with the addition of Al, the material becomes more compliant. Therefore, the stored elastic energy decreases with Al addition. We have calculated the stored elastic energy at yield as \( \frac{1}{2} E_{\text{slope}} \varepsilon^2 \) where \( \varepsilon \) is the strain at yield and \( E_{\text{slope}} \) is the Young’s modulus calculated from initial portion of the stress strain plots shown in Fig. 7a. The variation of the stored elastic energy with Al composition is shown in Fig. 10. We have also calculated the elastic energy using the stress strain response given in [46, 47, 48, 49, 50], the order of elastic energy calculated from our simulations are in good agreement with those values. It is clear from the figure that the stored elastic energy decreases with increasing Al content; hence at yield point system has less energy to release in the form of dislocations. Thus, the magnitude of drop in stress decreases with Al addition.

We have calculated the dislocation density after the first yield drop and shown in Fig. 10. Since the stored elastic energy decreases with Al addition, dislocation density after the first yield drop decreases with increasing Al content. The dislocation structure at those points for Cu-Al alloys are shown in Fig. 11.
Figure 8: Nucleation of Shockley partial loop in (a) pure Cu, (b) Cu-4.6 at.% Al, (c) Cu-8.9 at.% Al and (d) Cu-13.0 at.% Al.
Figure 9: Nucleation of Shockley partials (shown in green – using dislocation analysis (DXA) of OVITO) in (a) Cu-4.6 at.% and (b) Cu-8.9 at.%Al systems. The blue circles are the Al atoms; for the sake of clarity, copper atoms are not shown. As is clear from the figure, both homogeneous and heterogeneous nucleation are seen.
d. Here, dislocation density is calculated by dividing total length of the dislocations by volume of the simulation cell. The total length of the dislocations is obtained from the visualisation tool, Ovito. The calculated dislocation density values from our simulations are of the order $10^{17}/m^2$. Note that this value is higher than the typical dislocation density of $10^{14}$- $10^{15}/m^2$ [51, 52, 53, 54, 55, 56]. The reason for this difference, we believe, is the very high strain rates in MD simulations ($10^8 \text{ s}^{-1}$); it is known that that the dislocation density increases with increasing strain rates [57].

The total dislocation density after the first yield point is related to the stored elastic energy. The change in the stored elastic energy with Al additions consists of two contributions; one is the change in the modulus; the second is the change in yield stress (through change in SFE). Since both contributions lead to a decrease in stored energy, they lead to a decrease in dislocation density.

Figure 10: Variation of dislocation density with Al composition after the first yield drop.
Figure 11: Dislocation structure after the first yield drop in (a) pure Cu, (b) Cu-4.6 at. % Al, (c) Cu-8.9 at. % Al and (d) Cu-13.0 at. % Al.
5. Discussion

We have seen that the onset of plasticity in our simulations occur by the nucleation of Shockley partials. These nucleations are homogeneous in pure copper; even in Cu-Al alloys, there is some homogeneous nucleation. Hence, we have used the continuum model proposed by Aubry et al. [58] to estimate the stress required for the homogeneous nucleation of Shockley partial dislocation loops. In the following section we discuss in detail about the calculation of nucleation stress using the continuum model.

5.1. Stress required for homogeneous dislocation nucleation

Following Aubry et al., consider a partial dislocation loop of radius $R$ and the core radius $r$ in a material with shear modulus $\mu$ and Poisson’s ratio $\nu$. The elastic strain energy of partial dislocation loop with Burger’s vector $b$ is given by the equation:

$$E_{\text{elastic}} = 2\pi R \mu b^2 \left\{ \frac{2 - \nu}{1 - \nu} \left[ \ln \left( \frac{8R}{r} \right) - 2 \right] + 0.5 \right\} \quad (10)$$

For Shockley partial loop which encloses stacking fault of area $A$, the stacking fault energy term is added to the equation (10)

$$E = 2\pi R \mu b^2 \left\{ \frac{2 - \nu}{1 - \nu} \left[ \ln \left( \frac{8R}{r} \right) - 2 \right] + 0.5 \right\} + \gamma_{sf} A \quad (11)$$

Work done by the applied shear stress $\tau$ acting on the glide plane of dislocation loop to nucleate the partial loop of area $A$ with Burger’s vector $b$ is $b\tau A$. The energy barrier for the dislocation nucleation is zero when the work done by the applied shear stress $\tau$ is equal to the sum of the elastic energy of the partial dislocation loop and the stacking fault energy term. Therefore, the shear stress required for dislocation nucleation $\tau_{\text{nuc}}$ is obtained by the equation:
\[ \tau_{\text{nuc}} = 2\pi R \frac{\mu b}{8\pi A} \left\{ \frac{2 - \nu}{1 - \nu} \left[ \ln \left( \frac{8R}{r} \right) - 2 \right] + 0.5 \right\} + \frac{\gamma_{sf}}{b} \] (12)

By replacing \( A \) by \( \pi R^2 \), \( \mu \) by \( C_{44} \) and \( \nu \) by \( \frac{C_{12}}{C_{11} + C_{12}} \) in the above equation we get:

\[ \tau_{\text{nuc}} = C_{44} \frac{b}{4\pi R} \left\{ \frac{2C_{11} + C_{12}}{C_{11}} \left[ \ln \left( \frac{8R}{r} \right) - 2 \right] + 0.5 \right\} + \frac{\gamma_{sf}}{b}. \] (13)

Using the above equation we can calculate the shear stress required for homogeneous nucleation of dislocations. The corresponding tensile stress \( \sigma_{\text{nuc}} \) for [001] loading direction can be calculated as \( \sigma_{\text{nuc}} = \frac{\tau_{\text{nuc}}}{\cos(\phi)\cos(\lambda)} \). Here, \( \phi \) and \( \lambda \) are the angles made by the slip plane normal and the Burgers vector, respectively with the loading direction.

The inputs required for the calculation of nucleation stress are: lattice parameters (for Burger’s vector calculation), elastic constants \( (C_{11}, C_{12}, C_{44}) \) and fault energies. We have used the values of these inputs obtained from the MD simulations. We have used the dislocation core radius \( (r) \) and radius of the dislocation loop \( (R) \) as fitting parameters. The fitting parameters were chosen so as to match the calculated values of \( \sigma_{\text{nuc}} \) to simulation values of \( \sigma_y \) of Cu and the same values of \( R \) and \( r \) are used for the calculation of \( \sigma_{\text{nuc}} \) of Cu-Al alloys. The fitting parameters used are: \( r = b \) and \( R = 2 \) nm. The fitted value of \( R \) matches the radius of dislocation loop observed in some of our simulations. Also the value of core radius we have used lies in the range \( b-5b \), which is the typical value of core radius \[59, 60\].

Since tensile deformation simulations are performed at 300 K, in the calculation of nucleation stress we need to consider the thermal contribution to the stress in the model. Aubry et al., report that the continuum model can be used to calculate the stress required for dislocation nucleation at finite temperatures by incorporating the generalised stacking fault energy curves at the temperature of interest. Also, Warner et al. \[61\] report that the energy barrier for dislocation nucleation is temperature dependent and it arises from the temperature dependent material parameters i.e lattice parameter, elastic constants.
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and stacking fault energy. Hence in our calculations temperature dependence of nucleation stress \( \sigma_{\text{nuc}} \) at 300 K is incorporated by using the values of elastic constants, lattice parameters and stacking fault energy computed at 300 K from MD simulations.

Assuming that the dislocation loop is on (111) plane and has \( \frac{1}{6}[11\bar{2}] \) Burgers vector, the calculated values of \( \sigma_{\text{nuc}} \) for Cu and Cu-Al alloys are shown in Figure. 12 along with the yield stress values obtained from the MD simulations. As seen from the Figure. 12 and Table. 4 that the tensile stress required for nucleation of partial dislocation decreases with increasing Al.

From the calculation of nucleation stress, we notice that the stress needed for the dislocation nucleation depends on the stacking fault energy. \( \sigma_{\text{nuc}} \) decreases with decreasing SFE. Since the addition of Al lowers the SFE of Cu-Al alloys, the yield stress (nucleation stress) reduces with Al addition leading to softening.

However, as is clear from Figure. 12 and Table. 4, even though the continuum model agrees very well with MD simulations, there are deviations in Cu-Al alloys; the deviations increase with increasing Al content. The MD simulations show that the yield stress is lower than that predicted by the continuum model. This, we believe, is because of the ease of heterogeneous nucleation and we discuss this further in the next subsection.

| Material       | \( \sigma_{\text{nuc}} \) (GPa) | \( \sigma_y \) (GPa) | \( \Delta = \sigma_y - \sigma_{\text{nuc}} \) (GPa) |
|----------------|-----------------|-----------------|-----------------|
| Pure Cu        | 6.42 ±0.0       | 6.58 ±0.016     | -0.16           |
| Cu-4.6 at.%Al  | 6.230 ±0.01     | 5.29±0.04       | 0.94            |
| Cu-8.9 at.%Al  | 6.073 ±0.01     | 4.13±0.16       | 1.94            |
| Cu-13.0 at.%Al | 5.841±0.0       | 3.52±0.05       | 2.32            |
Figure 12: Change in yield stress with Al addition: the plot obtained from MD simulations is indicated by ‘A’; the plot obtained from a continuum model [58] that assumes only homogeneous nucleation is indicated by ‘B’; and the curve C is a combination of the continuum model for homogeneous nucleation and the fit for heterogeneous nucleation (in terms of the ratio of the unstable and stable stacking fault energies). See the text for details of C.
5.2. Solid solution softening

As indicated in the introduction, solid solution softening has been reported in MD simulations of several copper based systems; specifically, it has been reported in Cu-Pb system by Rupert [4], Cu-Ag system by Amigo et al. [5], and Cu-Sb system by Rajgarhia et al. [6].

Rupert reports that in nanocrystalline materials yield strength is proportional to the Young’s modulus similar to the metallic glasses, and since the addition of Pb to Cu reduces the Young’s modulus, the material shows softening behaviour. But our studies are on single crystals where no sources of dislocations such as grain boundaries exist; so, even though we also see decrease in Young’s modulus with addition of Al to Cu, his explanation is not directly applicable for the system under study.

Rajgarhia et al. [6] report that the energy barrier for the Shockley partial dislocation nucleation depends on the ratio \( \gamma_{sf}/\gamma_{usf} \). Since in Cu-Sb system, the amount of solute added is very small and the SFE change is also small i.e., from 45.15 to 44.12 mJ/m\(^2\) in the range 0 - 2 at.%Sb. The dislocation nucleation stress is attributed only to local change in unstable stacking fault energy near the solute atoms. Similarly in Cu-Ag [5] system also the reasons for decreasing yield stress are discussed with respect to the change in unstable stacking fault energy near Ag atoms. In both the systems, the addition of solute decreases the unstable stacking fault energy near the solute atoms and which in turn reduces the stress required for dislocation nucleation. The reduction in energy occur only if solute atoms are present at the fault plane and the dislocation nucleation is heterogeneous. However, as we have seen, in our simulations, we observe homogeneous nucleation even in systems with 4.6 and 8.9 at.% Al alloys. Hence, an explanation that is based only on heterogeneous nucleation is not complete.

Further, as indicated in the introduction, studies in which the SFE of copper and aluminium was changed by using different interatomic potentials, as the SFE is decreased, the deformation is dominated by partials [7,8]; specifically, in the case of copper bicrystals, the same trend, namely decrease in yield stress with
decreasing SFE is observed. Thus, our results are consistent with these studies even though the change in SFE in our study is due to change in compositions and is not due to the use of different interatomic potentials.

In our study, we find that dislocation nucleation occurs both at Al sites and away from Al sites (even in systems with 4.6 and 8.94 at.% Al cases) – see Fig. 9; thus, we see both homogeneous and heterogeneous nucleation of dislocations and hence, the softening in our case can not be attributed to heterogeneous nucleation alone. In fact, as seen from Figure. 12 and Table. 4 even in the alloy with higher amount of Al, the homogeneous nucleation model can explain most of the drop in yield strength as compared to pure copper. This is because, in our studies, the SFE change is significant i.e. $\gamma_{sf}$ decreases from 43 to 6 $mJ/m^2$ in the composition Al range 0 - 13 at.%, irrespective of the position of Al atoms in the system. Since the addition of Al atoms reduces the SFE of the system, ease of partial dislocation nucleation increases. Therefore, the addition of Al leads to solid solution softening. Having said that, we do see a discrepancy between the results obtained from a continuum model and those from the simulations. In order to account for this difference, we have fit the difference between the MD simulations and the continuum model to an equation of the form $A \exp \left[ B \frac{\gamma_{usf}}{\gamma_{sf}} \right]$. This fit, which indicates the reduction in yield stress due to the decrease in barrier for heterogeneous nucleation, can thus account for the reduction in yield stress over and above that is caused by the changes in SFE, moduli and lattice parameter changes associated with the alloying addition – see plot C of Figure. 12.

Conventionally, the addition of a solute is expected to increase the yield stress in alloys [1, 2, 3]. And also experimental studies on Cu-Al alloys [9, 12, 13, 14] show solid solution strengthening i.e the strength of the material increases with increasing the Al content. In contrast, in our simulations, we see an anomalous behaviour – namely “solid solution softening”. This, we believe, is because our simulations are carried out on defect free single crystals and hence the deformation is dislocation nucleation limited. On the other hand, experiments are typically done on polycrystalline materials containing both dislocations and
grain boundaries; the latter can act as both source and sink for dislocations. Hence direct quantitative comparison between experiments and our simulation results is not possible. Having said that, our simulation results show that in the case of dislocation nucleation limited plasticity alloying additions can lead to softening due to their reducing the SFE of the material. Thus, studies on small scale pillars and whiskers in these materials might be interesting as they have the potential to lead to interesting deformation behaviour.

6. Conclusions

- Using thermodynamic integration, it is possible to evaluate the stacking fault energies (SFEs) at the temperatures at which deformation is carried out in MD simulations in metals and alloys; these SFE values, thus obtained, are the best suited to analyse and understand deformation behaviour studies carried out using MD simulations with the same interatomic potentials;

- In the deformation behaviour of Cu rich Cu-Al alloys, SFE plays a crucial role; with increasing Al content, SFE decreases. Hence, it is easier for the system to nucleate partial dislocations; therefore, yield occurs at lower applied stress with increasing Al content.

- We have shown that the yield stress values obtained from the simulations agree fairly well with the stress required for homogeneous nucleation of partials calculated using a continuum model (and corrected for ease of heterogeneous nucleation in alloys with increasing Al content). Because of decreasing Young’s modulus and yield stress, the system stores less elastic energy and hence the dislocation density decreases with Al addition.

- The solid solution softening resulting from decrease in SFE in the dislocation nucleation limited plasticity regime indicates that nano pillar and whisker experiments in these alloys will be interesting from a fundamental point of view.
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