LOCAL REGULARITY FOR TIME-DEPENDENT TUG-OF-WAR GAMES WITH VARYING PROBABILITIES
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Abstract. We study local regularity properties of value functions of time-dependent tug-of-war games. For games with constant probabilities we get local Lipschitz continuity. For more general games with probabilities depending on space and time we obtain Hölder and Harnack estimates. The games have a connection to the normalized $p(x, t)$-parabolic equation $(n + p(x, t))u_t = \Delta u + (p(x, t) - 2)\Delta_N^\infty u$.

1. Introduction

In this paper we study local regularity properties of tug-of-war type games related to parabolic PDEs. First, we establish asymptotic Lipschitz continuity for the value functions of the game with constant probabilities, and then continue analyzing the regularity of a more general game with space and time dependent probabilities that we call $p(x, t)$-game.

The value functions of this particular two player zero sum game satisfy the so called dynamic programming principle (hereafter DPP)

$$u_\varepsilon(x, t) = \frac{\alpha(x, t)}{2} \left( \sup_{B_\varepsilon(x)} u(y, t - \frac{\varepsilon^2}{2}) + \inf_{B_\varepsilon(x)} u(y, t - \frac{\varepsilon^2}{2}) \right) + \beta(x, t) \int_{B_\varepsilon(x)} u(y, t - \frac{\varepsilon^2}{2}) dy,$$

which may arise for example from stochastic games or discretization schemes. In game terms, this equation can be heuristically interpreted as summing up the three different alternatives of the game round with the corresponding $(x, t)$-dependent probabilities while the step takes $\frac{\varepsilon^2}{2}$ time.

Lipschitz estimate for the game with constant probabilities is based on the good symmetry properties produced by utilizing cancellation strategies that allows us to directly obtain Lipschitz continuity. In the $p(x, t)$-case the symmetry properties and sharp cancellation effects break down. Moreover, global approaches to the problem are hampered by the of loss of translation invariance, which makes it hard to keep track of accumulated error.
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Our proofs are of local nature. The idea of the proof for Hölder continuity of \( p(x,t) \)-game arises from the stochastic game theory: we start the game simultaneously at two points \( x \) and \( z \) and try to pull the points closer to each other, where 'closer' is in terms of a suitable comparison function. In particular, in the stochastic terminology the process is a supermartingale. To show that we may pull the points closer in this sense, we may consider the process in the higher dimensional space by setting \( (x, z) \in \mathbb{R}^{2n} \) and then apply suitable strategies for such a game. There are several differences in the parabolic setting compared to the elliptic proofs in [LPS13] and [LP] related to controlling the dynamic effects. Indeed, in the Lipschitz proof we utilize estimates for probability distributions on different time instances whereas in the elliptic case it suffices to deal with the long time limit distribution. In the case of the \( p(x,t) \)-game the resulting DPP is in \( \mathbb{R}^{2n+1} \), and comparison functions will have to take the time direction into account.

As an application, our results can be used to prove local Lipschitz continuity for the solutions to the normalized \( p \)-parabolic equation

\[
(n + p)u_t = |\nabla u|^{2-p} \operatorname{div}(|\nabla u|^{p-2} \nabla u) = \Delta u + (p - 2)\Delta_N^\infty u,
\]

where \( \Delta_N^\infty u = \langle D^2 u \frac{\nabla u}{|\nabla u|}, \frac{\nabla u}{|\nabla u|} \rangle \) is the normalized or game theoretic infinity Laplacian. This equation has been recently studied by Jin and Silvestre [JS15], Banerjee and Garofalo [BG13], Does [Doe11], as well as Manfredi, Parviainen and Rossi [MPR10]. In the \( p(x,t) \)-case, we show that under suitable assumptions the value functions of the game converge to the unique viscosity solution of the Dirichlet problem to the normalized \( p(x,t) \)-parabolic equation

\[
(n + p(x,t))u_t = \Delta u + (p(x,t) - 2)\Delta_N^\infty u.
\]

However, a priori our methods and results are not relying on the PDE techniques; rather they are quite different from those.

The connection between the infinity Laplacian and tug-of-war games was established by Peres, Schramm, Sheffield and Wilson in [PSSW09], for the \( p \)-Laplacian in [PS08] and for the normalized \( p \)-parabolic equation by Manfredi, Parviainen and Rossi in [MPR10], see also [BG15b].

This paper is organized as follows. In Section 2 we fix the notation and define the game. In Section 3 we assume that \( p(x,t) \equiv p > 2 \) is a constant and obtain local asymptotic Lipschitz continuity for value functions by using game-theoretic methods. In Section 4 we get Hölder and Harnack estimates for the \( p(x,t) \)-game. In Section 5 it is proved that value functions of the \( p(x,t) \)-game converge uniformly to a viscosity solution of the normalized \( p(x,t) \)-parabolic equation. In Section 6 we show that there is a unique viscosity solution to the \( p(x,t) \)-parabolic equation with given continuous boundary data.
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2. Preliminaries

Throughout the paper $\Omega \subset \mathbb{R}^n$ is a bounded domain. If not mentioned otherwise, for $T > 0$, $\Omega_T := \Omega \times (0,T)$ is a parabolic cylinder with the parabolic boundary

$$\Gamma_T := \{ \partial \Omega \times [0,T]\} \cup \{ \Omega \times \{0\}\}.$$ 

For our game we also need the parabolic boundary strip of width $\varepsilon > 0$,

$$\Gamma_\varepsilon := \left( \Gamma_\varepsilon \times (-\frac{\varepsilon^2}{2},T] \right) \cup \left( \Omega \times (-\frac{\varepsilon^2}{2},0] \right).$$

Here $\Gamma_\varepsilon := \{ x \in \mathbb{R}^n \setminus \Omega : \text{dist}(x, \partial \Omega) \leq \varepsilon \}$ is the $\varepsilon$-boundary strip of $\Omega$.

For a measurable function $p : \Omega_T \to (2,\infty)$, we define the functions $\alpha : \Omega_T \to (0,1)$ and $\beta : \Omega_T \to (0,1)$,

$$\alpha(x,t) = \frac{p(x,t) - 2}{p(x,t) + n}, \quad \beta(x,t) = \frac{n + 2}{p(x,t) + n}.$$ 

Notice that $\alpha(x,t) + \beta(x,t) = 1$ for all $(x,t) \in \Omega_T$.

Next we define a tug-of-war type game, which we call $p(x,t)$-game to emphasize the connection with $p(x,t)$-Laplacian, see Section 5. The game is a zero sum stochastic game between Player I and Player II in $\Omega_T$. Fix $\varepsilon > 0$. First a token is placed at $(x_0,t_0) \in \Omega_T$. With probability $\alpha(x_0,t_0)$, the players flip a fair coin, and the winner of the toss moves the token to a point

$$(x_1,t_1) \in B_\varepsilon(x_0) \times \{t_0 - \frac{\varepsilon^2}{2}\},$$

according to his or her strategy. We use a notation $B_\varepsilon(x_0)$ for an open ball centered at $x_0$ with radius $\varepsilon$. With probability $\beta(x_0,t_0)$, the token moves according to the uniform probability to a random point $(x_1,t_1)$ in a set $B_\varepsilon(x_0) \times \{t_0 - \frac{\varepsilon^2}{2}\}$, and in this paper we call such moves random vectors for short. From $(x_1,t_1)$ the game continues according to the same rules, and the token moves to a point

$$(x_2,t_2) \in B_\varepsilon(x_1) \times \{t_1 - \frac{\varepsilon^2}{2}\}.$$ 

We denote by $(x_\tau,t_\tau) \in \Gamma_\tau$ the first point of the sequence on $\Gamma_\tau$. Then Player II pays Player I the payoff $F(x_\tau,t_\tau)$, where $F : \Gamma_\tau \to [-M,M]$ is a given measurable payoff function. Naturally, Player I tries to maximize the payoff and Player II tries to minimize it. The number of steps during the game is bounded,

$$\tau \leq 2\varepsilon^{-2}t_0 + 1 \leq 2\varepsilon^{-2}T + 1.$$ 

The value function $u_\varepsilon$ of the game is

$$u_\varepsilon(x_0,t_0) = \sup_{S_I} \inf_{S_{II}} \mathbb{E}_{S_I,S_{II}}[F(x_\tau,t - \frac{\varepsilon^2}{2} \tau)],$$
where $S_I$ and $S_{II}$ are strategies of Player I and Player II. For further details on stochastic vocabulary regarding tug-of-war games, we refer to [PSSW09].

Since the number of steps during the game is bounded, adding a bounded running payoff to the game would not cause any new difficulties. In the case of unlimited number of steps the situation is different, see [Ruo16].

A crucial property of value functions of tug-of-war type games is DPP characterization. In the parabolic case this characterization is much easier to verify than in the elliptic case. Moreover, proving DPP characterization for value functions of our game does not differ from the case where the probabilities $\alpha$ and $\beta$ are space independent. The following two lemmas can be proved by using the techniques of [LPS14]. We use the notation

$$\int_{B_r} u \, dx := \frac{1}{|B_r|} \int_{B_r} u \, dx$$

for the mean value of a function $u$ in a ball $B_r$. Here $|B_r|$ denotes the Lebesgue measure of $B_r$.

**Lemma 2.1.** For given $\varepsilon > 0$ and payoff function $F$ on $\Gamma^\varepsilon_T$, there is a unique measurable function $u$ equal to $F$ on $\Gamma^\varepsilon_T$ and satisfying the parabolic DPP

$$u(x,t) = \frac{\alpha(x,t)}{2} \left( \sup_{B_\varepsilon(x)} u(y,t - \frac{\varepsilon^2}{2}) + \inf_{B_\varepsilon(x)} u(y,t - \frac{\varepsilon^2}{2}) \right)$$

$$+ \beta(x,t) \int_{B_\varepsilon(x)} u(y,t - \frac{\varepsilon^2}{2}) \, dy$$

for $(x,t) \in \Omega_T$.

**Lemma 2.2.** Given $\varepsilon > 0$ and a bounded payoff function $F$ on $\Gamma^\varepsilon_T$, the value function $u_\varepsilon$ satisfies the parabolic DPP.

A typical idea to estimate the value function $u_\varepsilon$ is to fix a strategy for one of the players. We may also localize the situation by using a new stopping time $\tau^* \leq \tau$. The following lemma is a standard tool for fixed strategies. Again we omit the proof which is similar to [Ruo16, Lemma 2.3].

**Lemma 2.3.** If the game starts from $(x_0,t_0) \in \Omega_T$ and $\tau^* < 2t_0\varepsilon^{-2}$ is a stopping time, then

$$u_\varepsilon(x_0,t_0) \geq \inf_{S_{II}} \mathbb{E}_{S_{II}}^{(x_0,t_0)} u_\varepsilon(x_{\tau^*}, t_0 - \frac{\tau^*}{2}\varepsilon^2)$$

for any fixed strategy $S_{II}^0$ of Player I, and

$$u_\varepsilon(x_0,t_0) \leq \sup_{S_I} \mathbb{E}_{S_I}^{(x_0,t_0)} u_\varepsilon(x_{\tau^*}, t_0 - \frac{\tau^*}{2}\varepsilon^2)$$

for any fixed strategy $S_I^0$ of Player II.
3. Lipschitz Estimate for $p$-Game

In this section we study local regularity properties of $p(x,t)$-game when $p(x,t) \equiv p > 2$ is a constant. Then the probability functions are also constants, $\alpha(x,t) \equiv \alpha \in (0,1)$ and $\beta(x,t) \equiv \beta \in (0,1)$. This game was defined in [MPR10].

We start with constant $p$ for simplicity: these games have symmetry properties suitable for cancellation strategy idea, developed in [LPS13], to get asymptotic Lipschitz continuity. In order to establish this, we use the following stochastic estimate, which combines well known Hoeffding’s and Kolmogorov’s inequalities.

**Lemma 3.1.** Consider i.i.d. symmetric real-valued random variables $Y_m$, $m = 1, \ldots, N$, for which $|Y_m| \leq b$ for some $b > 0$. Then for $\lambda > 0$ the following inequalities hold:

$$
P(|Y_1 + \ldots + Y_N| \geq \lambda) \leq 2 \exp\left(-\frac{\lambda^2}{2Nb^2}\right),$$

$$
P(\max_{1 \leq m \leq N} |Y_1 + \ldots + Y_m| \geq \lambda) \leq 2P(|Y_1 + \ldots + Y_N| \geq \lambda).$$

When the game starts from $(x_0, t_0) \in \Omega_T$ and Player I follows a cancellation strategy with target $z$, she tries to cancel the earliest move of Player I which she has not yet canceled. If there are no moves to cancel, she tries to pull the token to the direction of vector $(z - x_0) \in \Omega$. Notice that Player I pays no attention to random moves.

We want to use the cancellation strategy to prove asymptotic Lipschitz estimate for the $p(x,t)$-game with constant $p$. The two main difficulties are the possibility to reach the maximum number of steps too soon and the case of different time levels. We estimate the probability for reaching maximum number of steps in the proof of Theorem 3.2, and the problem of different time levels is solved in Theorem 3.3.

**Theorem 3.2.** Suppose that $B_{6r}(z_0) \subset \Omega$, where $0 < \varepsilon < r < \left(\frac{\alpha T}{n}\right)^{\frac{1}{2}}$. Then, for points $(x,t), (y,t) \in B_r(z_0) \times \left(\frac{\alpha^2}{n}, T\right) \subset \Omega_T$ and for sufficiently small $\varepsilon$, the value function $u_\varepsilon$ satisfies the Lipschitz estimate

$$
|u_\varepsilon(x,t) - u_\varepsilon(y,t)| \leq C(p,n)\frac{|x - y|}{r} \|u_\varepsilon\|_\infty + C'(p,n)\frac{\varepsilon}{r} \|u_\varepsilon\|_\infty.
$$

**Proof.** Because of the error term, we may suppose that $|x - y| \geq \varepsilon$. Let $z$ be the midpoint of $[x, y] \subset \Omega$ and suppose first that $u_\varepsilon(y,t) \geq u_\varepsilon(x,t)$.

When the game starts from $(x,t) = (x_0, t_0)$, Player II follows the cancellation strategy with a target $z$. Let us define the stopping time $\tau^*$. There are four conditions to stop the game:

1. Player II wins $\lceil |x - z| / \varepsilon \rceil$ fair coin tosses more than Player I.
2. Player I wins $\lceil r / \varepsilon \rceil$ fair coin tosses more than Player II.
(3) The sum of random vectors has length larger than \( r \).

(4) We reach the maximum number of steps.

When the game starts from \((y, t) =: (y_0, t_0)\), Player I follows the cancellation strategy trying to pull towards \( z \), and we define \( \tau^* \) as before by changing the roles of the players. By using the cancellation effect and Lemma 2.3 we obtain

\[
|u_\varepsilon(x_0, t_0) - u_\varepsilon(y_0, t_0)| \leq 2 \|u_\varepsilon\|_\infty \sum_{j=1}^{k} \mathcal{P}_j + 2\delta \|u_\varepsilon\|_\infty, 
\]

where \( \mathcal{P}_j \) is the probability that \( \tau^* = j \) and the game ended because of Condition 2 or 3, and \( \delta \) is the probability that the game ended because the maximum number of steps was reached. The number \( k \) is the maximum number of steps during the game, \( k = \lceil 2\varepsilon^{-2}t_0 \rceil \).

We get an upper estimate for \( \sum \mathcal{P}_j \) from [LPS13, Lemma 3.1]. The lemma gives an upper bound \( C(p, n)|x - y|/r \) for the probability \( P' \) that the tug-of-war with noise ends because of Condition 2 or 3. Since there is not Condition 4 in the elliptic case (there is not an upper bound for the number of steps during the game), we have

\[
\sum_{j=1}^{k} \mathcal{P}_j \leq P' \leq C(p, n)\frac{|x - y|}{r}.
\]

Hence, we get

\[
|u_\varepsilon(x, t) - u_\varepsilon(y, t)| \leq C(p, n)\frac{|x - y|}{r} \|u_\varepsilon\|_\infty + 2\delta \|u_\varepsilon\|_\infty. \tag{3.1}
\]

The previous inequality also holds if \( u_\varepsilon(x, t) > u_\varepsilon(y, t) \), which can be seen by fixing a cancellation strategy for Player I when starting from \((x, t)\) and for Player II when starting from \((y, t)\).

The main part of this proof is to estimate the probability \( \delta \) that the game ends when the maximum number \([2t_0/\varepsilon^2]\) of steps is reached. First we need a rough estimate for the number of fair coin tosses between the players during the game. Denote by \( Z_m \) the Bernoulli variables with \( Z_m \in \{0, 1\} \) and \( \mathbb{P}(Z_m = 1) = \alpha \). Define

\[
A := \left\{ \sum_{m=1}^{l} Z_m > \frac{\alpha}{2} l \text{ for all } l \geq \varepsilon^{-1} \right\}.
\]
We estimate

\[ P(A^c) = P\left( \sum_{m=1}^{l} Z_m \leq \frac{\alpha}{2} l \text{ for some } l \geq \varepsilon^{-1} \right) \]

\[ \leq \sum_{l \geq \varepsilon^{-1}} P\left( \sum_{m=1}^{l} Z_m \leq \frac{\alpha}{2} l \right) \]

\[ \leq \sum_{l \geq \varepsilon^{-1}} P\left( \sum_{m=1}^{l} (Z_m - l\alpha) \geq \frac{\alpha}{2} l \right) \]

\[ = \sum_{l \geq \varepsilon^{-1}} P\left( \sum_{m=1}^{l} (Z_m - \alpha) \geq \frac{\alpha}{2} l \right). \]

Using Lemma 3.1 with \( Y_m = Z_m - \alpha \), \( \lambda = \frac{\alpha}{2} l \), \( b = 1 \) and \( N = l \) gives

\[ \sum_{l \geq \varepsilon^{-1}} P\left( \left| \sum_{m=1}^{l} (Z_m - \alpha) \right| \geq \frac{\alpha}{2} l \right) \leq \sum_{l \geq \varepsilon^{-1}} 2 \exp\left(-\frac{\alpha^2}{8} l \right) \leq O(\varepsilon). \]

Hence, for small enough \( \varepsilon \) there is a constant \( C'(p, n) > 0 \) such that

\[ P(A) \geq 1 - C'(p, n) \frac{\varepsilon}{r}. \quad (3.2) \]

Supposing that \( \left[ \frac{\alpha}{2} \varepsilon^{-2} t_0 \right] \) is an even number, we estimate combinatorially the probability \( \tilde{P}_0 \) that after exactly \( \left[ \frac{\alpha}{2} \varepsilon^{-2} t_0 \right] \) fair coin flips there have been exactly the same number of heads and tails,

\[ \tilde{P}_0 = \left( \frac{\left[ \frac{\alpha}{2} \varepsilon^{-2} t_0 \right]}{2 \left[ \frac{\alpha}{2} \varepsilon^{-2} t_0 \right]} \right) \left( \frac{1}{2} \right) \]

\[ = \frac{1}{2} \frac{3}{4} \frac{5}{6} \left[ \frac{\alpha}{2} \varepsilon^{-2} t_0 \right] - 1 \]

\[ \leq \left( \frac{1}{2} \frac{3}{4} \frac{5}{6} \cdots \left[ \frac{\alpha}{2} \varepsilon^{-2} t_0 \right] + 1 \right)^{\frac{1}{2}} \]

\[ = \left( \frac{1}{\left[ \frac{\alpha}{2} \varepsilon^{-2} t_0 \right] + 1} \right)^{\frac{1}{2}} \]

\[ \leq \frac{\varepsilon}{3r}, \]

where in the last inequality we used the requirement \( t_0 > \frac{6r^2}{\alpha} \). For probability \( \tilde{P}_k \), \( k \in \mathbb{Z} \), that after \( \left[ \frac{\alpha}{2} \varepsilon^{-2} t_0 \right] \) fair coin flips there have been \( k \) heads more than tails, we have \( \tilde{P}_k \leq \tilde{P}_0 \). (When \( k \) is negative, \( \tilde{P}_k \) means
that there have been \(-k\) tails more than heads.) We get the estimate
\[
\sum_{k=-\lfloor|x-y|/\varepsilon\rfloor}^{\lfloor|x-y|/\varepsilon\rfloor} \tilde{P}_k \leq \left( \frac{2|x-y|}{\varepsilon} + 1 \right) \tilde{P}_0 \leq \frac{|x-y|}{r}.
\]

Denote by D an event that the event \(A\) occurred and at the time \(\lfloor \alpha^2 \varepsilon^{-2} t_0 \rfloor\) of fair coin flips there have been at least \(\lfloor|x-y|/\varepsilon\rfloor\) heads more than tails. Moreover, denote by E an event that the event \(A\) occurred and there have been at least \(\lfloor|x-y|/\varepsilon\rfloor\) heads more than tails at some point before \(\lfloor \alpha^2 \varepsilon^{-2} t_0 \rfloor\) fair coin flips. By the previous estimate we have
\[
\mathbb{P}(D) \geq \frac{1}{2} \left( 1 - \frac{|x-y|}{r} \right) \left( 1 - C'(p, n) \frac{\varepsilon}{r} \right)
\]
\[
\geq \frac{1}{2} \left( 1 - 2C'(p, n) \frac{|x-y|}{r} \right).
\]

To estimate \(\mathbb{P}(E)\), observe first that
\[
\mathbb{P}(E \cap D) = \frac{1}{2} \mathbb{P}(E)
\]
and
\[
\mathbb{P}(E^c \cap D) \leq \frac{\varepsilon}{3r}.
\]

Since
\[
\mathbb{P}(D) = \mathbb{P}(E \cap D) + \mathbb{P}(E^c \cap D),
\]
we get
\[
\mathbb{P}(E) \geq 1 - 2C'(p, n) \frac{|x-y|}{r} - \frac{\varepsilon}{3r}.
\]

Since the probability that the game ends before step \(\lfloor 2t_0/\varepsilon^2 \rfloor\) is greater than \(\mathbb{P}(E)\), we get an estimate for \(\delta\),
\[
\delta \leq C(p, n) \frac{|x-y|}{r} + 3C'(p, n) \frac{\varepsilon}{r},
\]
and recalling estimate (3.1), we have
\[
|u_\varepsilon(x, t) - u_\varepsilon(y, t)| \leq C(p, n) \frac{|x-y|}{r} \|u_\varepsilon\|_\infty + 2\delta \|u_\varepsilon\|_\infty
\]
\[
\leq 2C(p, n) \frac{|x-y|}{r} \|u_\varepsilon\|_\infty + 6C'(p, n) \frac{\varepsilon}{r} \|u_\varepsilon\|_\infty.
\]

**Theorem 3.3.** Let \(x, y \in \Omega\) and \(t = t_0\) satisfy the conditions of Theorem 3.2 and \(t_1 \in (t_0, T)\) satisfy \(t_1 - t_0 \leq r^2\). Then for \((x, t_1), (y, t_0) \in \Omega_T\) we have the Lipschitz estimate
\[
|u_\varepsilon(x, t_1) - u_\varepsilon(y, t_0)| \leq C(p, n) \frac{|x-y| + |t_1 - t_0|^{\frac{1}{2}}}{r} \|u_\varepsilon\|_\infty
\]
\[
+ C'(p, n) \frac{\varepsilon^{\frac{1}{2}}}{r} \|u_\varepsilon\|_\infty.
\]
Proof. We prove the case $x = y$, for otherwise we use triangle inequality and Theorem 3.2. Because of the error term, we may suppose that $t_1 \geq t_0 + \varepsilon^2$. Denote 

$$s := \sqrt{t_1 - t_0} \geq \varepsilon.$$ 

Suppose first that $u_\varepsilon(y, t_1) \geq u_\varepsilon(y, t_0)$. The game starts from $(y, t_1)$. Player II uses a strategy $S_{II}^0$ in which he pulls towards $y$ and stays there if possible. The game ends when the token leaves the cylinder $S := B_s(y) \times (t_0, t_1)$ for the first time. Let $A$ be the event that the token hits the bottom of $S$. Then, regardless of the strategy of Player I,

$$P := \mathbb{P}(A) \geq \left( \frac{1}{10} \right)^{2(n+1)^2}.$$ 

This estimate follows from the proof of Lemma 4.6 below.

Denote 

$$M := C(p, n) \frac{s}{r} \|u_\varepsilon\|_\infty,$$ 

where $C(p, n)$ is the constant from Theorem 3.2. By using Theorem 3.2 to estimate values of $u_\varepsilon$ in the ball $B_s(y)$, we get 

$$u_\varepsilon(y, t_1) - u_\varepsilon(y, t_0) \leq P(u_\varepsilon(y, t_0) + M) + (1 - P) \sup_{\partial B_s(y) \times [t_0, t_1]} u_\varepsilon - u_\varepsilon(y, t_0)$$

$$= PM + (1 - P)\left( \sup_{\partial B_s(y) \times [t_0, t_1]} u_\varepsilon - u_\varepsilon(y, t_0) \right)$$

$$\leq PM + (1 - P)( \sup_{t \in [t_0, t_1]} u_\varepsilon(y, t) + M - u_\varepsilon(y, t_0))$$

$$= M + (1 - P)( \sup_{t \in [t_0, t_1]} u_\varepsilon(y, t) - u_\varepsilon(y, t_0)).$$

Choose $k \in \mathbb{N}$ such that

$$(1 - P)^k \leq C(p, n) \frac{s}{r}.$$ 

By continuing the previous estimation we get

$$u_\varepsilon(y, t_1) - u_\varepsilon(y, t_0) \leq M \sum_{j=0}^{k-1} (1 - P)^j + (1 - P)^k( \sup_{t \in [t_0, t_1]} u_\varepsilon(y, t) - u_\varepsilon(y, t_0))$$

$$\leq \frac{1}{P} M + 2C(p, n) \frac{s}{r} \|u_\varepsilon\|_\infty$$

$$= \tilde{C}(p, n) \frac{s}{r} \|u_\varepsilon\|_\infty.$$ 

If $u_\varepsilon(y, t_1) < u_\varepsilon(y, t_0)$, we fix a strategy for Player I when starting from $(y, t_1)$ and by symmetric argument we get 

$$u_\varepsilon(y, t_0) - u_\varepsilon(y, t_1) \leq \tilde{C}(p, n) \frac{s}{r} \|u_\varepsilon\|_\infty.$$
Hence, we have
\[ |u_\varepsilon(y, t_1) - u_\varepsilon(y, t_1)| \leq \tilde{C}(p, n) \frac{s}{r} \|u_\varepsilon\|_\infty \]
\[ = \tilde{C}(p, n) \frac{|t_1 - t_0|}{r} \|u_\varepsilon\|_\infty. \]
The error term of the scale $\varepsilon^{1/2}$ has to be added when $t_1 - t_0 \leq \varepsilon^2$. \hfill \Box

4. Hölder and Harnack estimates for $p(x, t)$-game

In this Section we study regularity properties of the parabolic $p(x, t)$-game, which was defined in section 2. We assume throughout the section that $u_\varepsilon > 0$ is a value function of the game. In the first subsection we show asymptotic Hölder continuity for $u_\varepsilon$, and then continue with Harnack’s inequality in the second subsection.

4.1. Asymptotic Hölder continuity. Since our location dependent parabolic game is not translation invariant, we cannot immediately use the cancellation strategy. Instead, we use a more general idea developed by Luiro and Parviainen for the elliptic case in [LP]. The main idea is to start the game simultaneously at two points and try to pull them closer to each other by using a suitable comparison function $f$ with a certain favorable curvature in space. The player trying to pull the two points closer, say Player I, has a certain flexibility in her strategy depending on what the opponent does. If Player II does not pull the points further away from each other, then Player I tries to pull them directly closer. Instead, if Player II tries to pull the points almost optimally further away, then Player I aims at the exactly opposite step.

As in the previous section concerning Lipschitz regularity, we break the proof of parabolic Hölder continuity into two parts. In the first part, Theorem 4.1, we consider the case where the points $x, y \in \Omega$ are at the same time level $t$ in $\Omega_T$. We use the strategy of [LP], but add a time-dependent term $g(t) = |t|^{\frac{\delta}{2}}$ to the comparison function $f$. The purpose of the term $g$ in our comparison function $F(x, t) = f(x) + g(t)$ is to get the right boundary values for $F$ without allowing too large error in estimates.

In the other part of the proof of Hölder continuity we handle the time direction. This part is easier, and we could actually prove it by utilizing the technique we used in the proof of Theorem 3.3. However, we present another proof relying more on the DPP property of the value function $u_\varepsilon$.

**Theorem 4.1.** Let $B_{2r}(0) \times [-2r^2, 0] \subset \Omega \times (-T, T)$. Then the value function $u_\varepsilon$ satisfies the following Hölder estimate for some $\delta = \delta(n) \in (0, 1)$,
\[ |u_\varepsilon(x, t) - u_\varepsilon(y, t)| \leq C(n) \frac{|x - y|}{r^\delta} \|u_\varepsilon\|_\infty + C'(n) \frac{\varepsilon \delta}{r^\delta} \|u_\varepsilon\|_\infty, \]
when $x, y \in B_r(0)$ and $t \in (-r^2, 0)$.
Proof. Denote

\[ S_1 := B_r(0) \times (-r^2, 0), \ S_2 := B_{2r}(0) \times (-2r^2, 0). \]

To define a suitable comparison function, define the functions \( g, f_1 \) and \( f_2, \)

\[ g(t) = \frac{|t|^\delta}{2}, \]

\[ f_1(x, z) = C(n)|x - z|^\delta + |x + z|^2, \]

as well as

\[ f_2(x, z) = \begin{cases} C^{2(N-i)}\varepsilon^\delta & \text{if } (x, z) \in A_i, \\ 0 & \text{if } |x - z| > N \varepsilon. \end{cases} \]

Here

\[ A_i := \{(x, z) \in \mathbb{R}^{2n} : (i - 1) \varepsilon < |x - z| \leq i \varepsilon \} \]

for \( i = \{1, \ldots, N\}. \) Finally, our comparison function is

\[ F(x, z, t) = f(x, z) + g(t), \]

where

\[ f(x, z) = f_1(x, z) - f_2(x, z). \]

We use this notation to emphasize the time dependent term \( g \) needed in the parabolic case.

By scaling, we may assume that

\[ 0 \leq u_\varepsilon \leq r^\delta \text{ in } S_2 \setminus S_1. \]

This implies

\[ u_\varepsilon(x, t) - u_\varepsilon(z, t) - F(x, z, t) \leq C^{2N}\varepsilon^\delta \text{ in } S_2 \setminus S_1, \]

and we want to show that the same inequality holds in \( S_1. \) Suppose not. Then

\[ M := \sup_{(x', t'), (z', t') \in S_1} (u_\varepsilon(x', t') - u_\varepsilon(z', t') - F(x', z', t')) > C^{2N}\varepsilon^\delta. \]

Thriving for contradiction, let \( \eta > 0 \) and choose \( (x, t), (z, t) \in S_1 \) such that

\[ u_\varepsilon(x, t) - u_\varepsilon(z, t) - F(x, z, t) \geq M - \eta. \quad (4.3) \]

Recall that DPP for \( u_\varepsilon \) reads as

\[ u_\varepsilon(x, t) = \frac{\alpha(x, t)}{2} \left\{ \sup_{y \in B_{\varepsilon}(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) + \inf_{y \in B_{\varepsilon}(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) \right\} \]

\[ + \beta(x, t) \int_{B_{\varepsilon}(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) dy. \]

By using the DPP characterization for the difference \( u_\varepsilon(x, t) - u_\varepsilon(z, t), \) it is easy to see that

\[ u_\varepsilon(x, t) - u_\varepsilon(z, t) = I_1 + I_2 + I_3, \]
where
\[ I_1 = \frac{\alpha(z,t)}{2} \left( \sup_{B_\varepsilon(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) - \inf_{B_\varepsilon(z)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) + \inf_{B_\varepsilon(z)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) - \sup_{B_\varepsilon(z)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) \right), \]
\[ I_2 = \beta(x, t) \left( \int_{B_\varepsilon(x)} u(y, t - \frac{\varepsilon^2}{2}) dy - \int_{B_\varepsilon(z)} u(y, t - \frac{\varepsilon^2}{2}) dy \right), \]
and
\[ I_3 = \frac{\alpha(x, t) - \alpha(z, t)}{2} \left( \sup_{B_\varepsilon(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) + \inf_{B_\varepsilon(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) - 2 \int_{B_\varepsilon(z)} u(y, t - \frac{\varepsilon^2}{2}) dy \right). \]

This identity together with inequality (4.3) gives
\[ M \leq I_1 + I_2 + I_3 - F(x, z, t) + \eta. \] (4.4)

We are going to estimate the terms \( I_1, I_2 \) and \( I_3 \) to get a contradiction with (4.4). To be more precise, we are going to show the following inequalities,
\[ \alpha(z, t)M > I_1 - \alpha(z, t)(F(x, z, t) - \eta), \]
\[ \beta(x, t)M > I_2 - \beta(x, t)((F(x, z, t) - \eta), \]
as well as
\[ (\alpha(x, t) - \alpha(z, t))M > I_3 - (\alpha(x, t) - \alpha(z, t))(F(x, z, t) - \eta). \]

To estimate \( I_1 \), first we prove the following inequalities
\[ \sup_{B_\varepsilon(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) - \inf_{B_\varepsilon(z)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) \leq M + \sup_{B_\varepsilon(x) \times B_\varepsilon(z)} F(x, z, t - \frac{\varepsilon^2}{2}) + \eta \]
and
\[ \inf_{B_\varepsilon(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) - \sup_{B_\varepsilon(z)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) \leq M + \inf_{B_\varepsilon(x) \times B_\varepsilon(z)} F(x, z, t - \frac{\varepsilon^2}{2}) + \eta. \]
The first inequality follows by picking $x' \in B_{\varepsilon}(x)$, $z' \in B_{\varepsilon}(z)$ such that $u_{\varepsilon}(x') \geq \sup_{B_{\varepsilon}(x)} u_{\varepsilon} - \eta/2$ and $u_{\varepsilon}(z') \leq \inf_{B_{\varepsilon}(z)} u_{\varepsilon} - \eta/2$ and estimating

$$
\sup_{y \in B_{\varepsilon}(x)} u_{\varepsilon}(y, t - \frac{\varepsilon^2}{2}) - \inf_{B_{\varepsilon}(z)} u_{\varepsilon}(y, t - \frac{\varepsilon^2}{2})
\leq u_{\varepsilon}(x', t - \frac{\varepsilon^2}{2}) - u_{\varepsilon}(z', t - \frac{\varepsilon^2}{2}) + \eta
\leq M + F(x', z', t - \frac{\varepsilon^2}{2}) + \eta
\leq M + \sup_{(y, y') \in B_{\varepsilon}(x) \times B_{\varepsilon}(z)} F(y, y', t - \frac{\varepsilon^2}{2}) + \eta.
$$

The second inequality follows the same way, and we get an estimate for $I_1$,

$$I_1 - \frac{\alpha(z, t)}{2} \eta \leq \alpha(z, t) \left( M + \frac{1}{2} \left( \sup_{B_{\varepsilon}(x) \times B_{\varepsilon}(z)} F(x, z, t - \frac{\varepsilon^2}{2}) + \inf_{B_{\varepsilon}(x) \times B_{\varepsilon}(z)} F(x, z, t - \frac{\varepsilon^2}{2}) \right) \right).
$$

Let us show that

$$F(x, z, t) > \frac{1}{2} \left( \sup_{B_{\varepsilon}(x) \times B_{\varepsilon}(z)} F(x', z', t - \frac{\varepsilon^2}{2}) + \inf_{B_{\varepsilon}(x) \times B_{\varepsilon}(z)} F(x', z', t - \frac{\varepsilon^2}{2}) \right) + 2\eta
= \frac{1}{2} \left( \sup_{B_{\varepsilon}(x) \times B_{\varepsilon}(z)} f(x', z') + \inf_{B_{\varepsilon}(x) \times B_{\varepsilon}(z)} f(x', z') \right) + \left| t - \frac{\varepsilon^2}{2} \right| + \eta.
$$

Since

$$\left| t - \frac{\varepsilon^2}{2} \right| \leq \left| t \right| \leq \frac{\varepsilon^2}{2} \leq \varepsilon^\delta,$$

it suffices to show that

$$f(x, z) > \frac{1}{2} \left( \sup_{B_{\varepsilon}(x) \times B_{\varepsilon}(z)} f + \inf_{B_{\varepsilon}(x) \times B_{\varepsilon}(z)} f \right) + \varepsilon^\delta.
$$

Throughout the proof the error caused by the term $g$ is in the acceptable scale $\varepsilon^\delta$.

During the rest of the argument we just write $\sup f$ and $\inf f$ meaning that $\sup$ and $\inf$ are taken over $B_{\varepsilon}(x) \times B_{\varepsilon}(z)$.

Suppose first that $|x - z| > N \frac{\eta}{10}$. Then $f_2 = 0$. Choose $h_x, h_z \in B_{\varepsilon}(0)$ such that

$$\sup f_1 \leq f_1(x + h_x, z + h_z) + \eta.
$$

Let $\theta = \frac{1}{10}$ and assume first that

$$(h_x - h_z)^2 \geq (4 - \theta)\varepsilon^2,$$
where $V$ is the space spanned by $x - z$ and

$$(h_x - h_z)_V = (h_x - h_z) \cdot \frac{x - z}{|x - z|}.$$ 

To estimate $\sup f_1 + \inf f_2 - 2f_1$, it is useful to write Taylor’s expansion for $f_1(x + h_x, z + h_z)$ as

$$f_1(x + h_x, z + h_z) = f_1(x, z) + C\delta|x - z|^{\delta - 1}(h_x - h_z)_V + 2(x + z) \cdot (h_x + h_z)$$

$$+ \frac{C}{2}\delta|x - z|^{\delta - 2} (2(\delta - 1)(h_x - h_z)_V^2 + (h_x - h_z)_V^2) + |h_x + h_z|^2 + E_{x,z}(h_x, h_z).$$

Here $E_{x,z}$ is an error term satisfying

$$E_{x,z}(h_x, h_z) \leq C\delta|x - z|^{3(\delta - 2)} - 2\varepsilon\delta^{\delta - 3}$$

$$\leq 10\varepsilon^2|x - z|\delta^{-2}$$

when $N$ is large enough, for example $N > 100C/\delta$.

By using the Taylor estimate and the estimate for the error term, we obtain

$$\sup f_1 + \inf f_2 - 2f_1 \leq f_1(x + h_x, z + h_z) + f_1(x - h_x, z - h_z) - 2f_1(x, z) + \eta$$

$$= \frac{C}{2}\delta|x - z|^{\delta - 2} (2(\delta - 1)(h_x - h_z)_V^2 + (h_x - h_z)_V^2) + |h_x + h_z|^2 + E_{x,z}(h_x, h_z) + E_{x,z}(-h_x, -h_z) + \eta$$

$$\leq |x - z|^{\delta - 2}(20 - C\delta)\varepsilon^2 + 8\varepsilon + \eta + \varepsilon^\delta$$

$$\leq -\tilde{C}\varepsilon^\delta + 8\varepsilon^2 + \eta + \varepsilon^\delta < 2\varepsilon^\delta,$$

when $\tilde{C} = C\delta - 20$ has been chosen large.

If

$$(h_x - h_z)_V^2 < (4 - \theta)\varepsilon^2,$$

then

$$(h_x - h_z)_V \leq (2 - \theta/4)\varepsilon,$$

and the second order term of the Taylor estimate, together with the error term, can be estimated by

$$\frac{C}{2}\delta|x - z|^{\delta - 2}(2\varepsilon)^2 + (2\varepsilon)^2 + 10\varepsilon^2|x - z|^{\delta - 2}$$

$$\leq \frac{30C'}{N}\delta|x - z|^{\delta - 1}\varepsilon$$

$$< \delta^2|x - z|\delta - 1\varepsilon.$$
Now we get
\[
\sup f_1 + \inf f_1 - 2f_1 \\
\leq f_1(x + h, z + h) + f_1(x - \varepsilon \frac{x - z}{|x - z|}, x + \varepsilon \frac{x - z}{|x - z|}) - 2f_1(x, z) + \eta \\
\leq C\delta|x - z|^{\theta - 1}(-\theta\varepsilon/4) + 16\varepsilon + \delta^2|x - z|^{\theta - 1}\varepsilon + \eta \\
\leq (\delta - \frac{\theta}{4}C)\delta|x - z|^{\theta - 1}\varepsilon + 16\varepsilon + \eta + \varepsilon^\delta \\
\leq (\delta - \frac{\theta}{4}C)\delta^\varepsilon + 16\varepsilon + \eta \\
< -\varepsilon^\delta,
\]
when \( C \) is large enough.

Suppose next that \(|x - z| \leq N\varepsilon/10\). Then a straightforward estimate gives
\[
|f_1(x + h, z + h) - f_1(x, z)| \leq 3C\varepsilon^\delta.
\]
We also have
\[
\inf(f_1 - f_2) \leq \sup f_1 - 10C\varepsilon^\delta - 2f_2,
\]
which implies
\[
\sup f + \inf f \leq 2\sup f_1 - 10C\varepsilon^\delta - 2f_2(x, z) \\
\leq 2f_1 + 6C\varepsilon^\delta - 10C\varepsilon^\delta - 2f_2 + \varepsilon^\delta \\
\leq 2f - 2\varepsilon^\delta
\]
when \( C \) is large enough. It follows that
\[
f(x, z) > \frac{1}{2} \left( \sup_{B_\varepsilon(x) \times B_\varepsilon(z)} f + \inf_{B_\varepsilon(x) \times B_\varepsilon(z)} f \right) + \varepsilon^\delta.
\]
Hence, we have shown that
\[
I_1 - \frac{\alpha(z, t)}{2} < \alpha(z, t)(M + F(x, z, t)),
\]
or equivalently,
\[
\alpha(z, t)M > I_1 - \alpha(z, t)F(x, z, t) - \frac{\alpha(z, t)}{2}\delta.
\]
Let us next estimate \( I_2 \). We want to show that
\[
\beta(x, t)M > I_2 - \beta(x, t)((F(x, z, t) + \eta),
\]
where
\[
I_2 = \beta(x, t) \left( \int_{B_\varepsilon(x)} u(y, t - \frac{\varepsilon^2}{2})dy - \int_{B_\varepsilon(z)} u(y, t - \frac{\varepsilon^2}{2})dy \right).
\]
Let \( P_{x,z}(h) \) be a mirror point of \( h \) with respect to \( \text{span}(x-z) \). If \( |x-z| \geq 2\varepsilon \), we get an estimate

\[
I_2 = \frac{\beta(x,t)}{|B_\varepsilon|} \left( \int_{B_\varepsilon(0)} u_\varepsilon(x+h) - u_\varepsilon(z + P_{x,z}(h)) - F(x+h, z + P_{x,z}(h)) dy \right)
+ \int_{B_\varepsilon(0)} F(x+h, z + P_{x,z}(h)) dy \\
\leq \beta(x,t)M + \frac{\beta(x,t)}{|B_\varepsilon|} \int_{B_\varepsilon(0)} F(x+h, z + P_{x,z}(h)) dy.
\]

If \( |x-z| \leq 2\varepsilon \), there is a perfect cancellation in the intersection \( B_\varepsilon(x) \cap B_\varepsilon(z) \). We refer to [LP] for details and just state that in this case we have an estimate

\[
I_2 \leq \beta(x,t)M + \beta(x,t)J_1,
\]

where

\[
J_1 = \frac{1}{|B_\varepsilon|} \left( \int_{B_\varepsilon(0) \setminus B_\varepsilon(x-z)} F(x+h, z + P_{x,z}(h)) dh + \int_{B_\varepsilon(x) \cap B_\varepsilon(z)} F(y,y) dy \right).
\]

We want to show that

\[
F(x, z, t) > J_1.
\]

Notice that since

\[
\int_{B_\varepsilon(0) \setminus B_\varepsilon(x-z)} F(x+h, z + P_{x,z}(h)) dh + \int_{B_\varepsilon(x) \cap B_\varepsilon(z)} F(y,y) dy \\
\leq \int_{B_\varepsilon(0) \setminus B_\varepsilon(x-z)} f(x+h, z + P_{x,z}(h)) dh + \int_{B_\varepsilon(x) \cap B_\varepsilon(z)} f(y,y) dy \\
+ \frac{2}{|B_\varepsilon|} \int_{B_\varepsilon} \left| t - \frac{\varepsilon^2 \delta/2}{2} \right| dy,
\]

it is sufficient to show that

\[
f(x, z, t) - 2\varepsilon^\delta
\]

\[
> \frac{1}{|B_\varepsilon|} \left( \int_{B_\varepsilon(0) \setminus B_\varepsilon(x-z)} f(x+h, z + P_{x,z}(h)) dh + \int_{B_\varepsilon(x) \cap B_\varepsilon(z)} f(y,y) dy \right).
\]

If \( |x-z| > N \varepsilon^{10} \), the key estimate is

\[
\varepsilon^2 |x-z|^{\delta-2} \left( 10 - \frac{C\delta}{4(n+2)} \right) + 2\varepsilon^\delta < 0,
\]

which holds when \( C \) is sufficiently large. In the same manner, if \( |x-z| \leq N \varepsilon^{10} \), the additional error term \( 2\varepsilon^\delta \) does not cause extra difficulty compared to the elliptic case. These estimates can be obtained by using similar Taylor expansion ideas than in the case \( I_1 \), see [LP].

In the last case we need to show that

\[
(\alpha(x,t) - \alpha(z,t))M > I_3 - (\alpha(x,t) - \alpha(z,t))(F(x, z, t) + \eta),
\]

where
where

\[ I_3 = \frac{\alpha(x, t) - \alpha(z, t)}{2} \left( \sup_{B_\varepsilon(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) + \inf_{B_\varepsilon(x)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) - 2 \int_{B_\varepsilon(z)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) dy \right). \]

Again the extra error term compared to the elliptic case is on the scale of \( \varepsilon^\delta \). By choosing a sequence \( (x_j) \) such that \( u_\varepsilon(x_j) \rightarrow \sup_{B_\varepsilon(x)} u_\varepsilon \), we have

\[
\sup_{B_\varepsilon(x)} u_\varepsilon - \int_{B_\varepsilon(z)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) dy = \int_{B_\varepsilon(z)} \lim_{j} (u_\varepsilon(x_j) - u_\varepsilon(y) - F(x_j, y, t - \frac{\varepsilon^2}{2}) + F(x_j, y, t - \frac{\varepsilon^2}{2})) dy \leq M + \sup_{a \in B_\varepsilon(x)} \int_{B_\varepsilon(z)} F(a, y, t - \frac{\varepsilon^2}{2}) dy.
\]

We also get

\[
\inf_{B_\varepsilon(x)} u_\varepsilon - \int_{B_\varepsilon(z)} u_\varepsilon(y, t - \frac{\varepsilon^2}{2}) dy \leq M + \inf_{b \in B_\varepsilon(x)} \int_{B_\varepsilon(z)} F(b, y, t - \frac{\varepsilon^2}{2}) dy,
\]

and finally

\[
I_3 \leq \left( \frac{\alpha(x, t) - \alpha(z, t)}{2} \right) \left( 2M + \sup_{a \in B_\varepsilon(x)} \int_{B_\varepsilon(z)} F(a, y, t - \frac{\varepsilon^2}{2}) + \inf_{b \in B_\varepsilon(x)} F(b, y, t - \frac{\varepsilon^2}{2}) dy \right).
\]

Hence, it is sufficient to show that

\[ f(x, z) > \frac{1}{2} \sup_{a \in B_\varepsilon(x)} \left[ \int_{B_\varepsilon(z)} f(a, y) + \inf_{b \in B_\varepsilon(x)} f(b, y) dy \right] + 2\varepsilon^\delta. \]

The arguments are analogous to those used before, and we refer to [LP] for details.

Next we consider the time direction. For the similar oscillation estimate in the PDE context, we refer to [JS15, Lemma 4.3] and [BBL02].

**Theorem 4.2.** Let \( B_{2r}(0) \times [-2r^2, 0] \subset \Omega \times (-T, T) \) and \( -r^2 < t_0 < t_1 < 0 \). Then \( u_\varepsilon \) satisfies

\[
|u_\varepsilon(x, t_1) - u_\varepsilon(x, t_0)| \leq C(n) \frac{|t_1 - t_0|^{\delta/2}}{r^\delta} + C'(n) \frac{\varepsilon^\delta}{r^\delta},
\]

when \( x \in B_r(0) \).
Proof. We define

$$Q_r := B_r(0) \times (-r^2, 0).$$

We want to show that the oscillation of $u$ in $Q_r$ is comparable with the oscillation of $u$ on the bottom of $Q_r$ by a constant depending only on the dimension $n$. The idea is to control the oscillation of $u_\varepsilon$ by suitable comparison functions $v$ and $w$. We use the DPP together with suitable iteration to get estimates for $u_\varepsilon$ and the comparison functions.

Denote

$$A := \text{osc}_{B_r(0) \times \{-r^2\}} u_\varepsilon$$

and set the first comparison function $v$ as

$$v(x, t) = c + \frac{7}{2} r - 2 A |x| + \frac{2}{2} r - 2 A |x|,$$

where $c$ is chosen so that $v(x, -r^2) \geq u_\varepsilon(x, -r^2)$ for all $x \in B_r(0)$, and there is an equality for some $x \in B_r(0)$. Then actually $x \in B_r(0)$, for otherwise

$$2A = v(x, -r^2) - v(0, -r^2) \leq u(\varepsilon, -r^2) - u_\varepsilon(0, -r^2) \leq A,$$

a contradiction. First we estimate

$$\beta(x, t) r^{-2} A \int_{B_\varepsilon(0)} |x + h|^2 dh \leq \beta(x, t) r^{-2} A \int_{B_\varepsilon(0)} |x|^2 + 2x \cdot h + |h|^2 dh \leq \beta(x, t) r^{-2} A (|x|^2 + \varepsilon^2),$$

Supposing that $|x| \geq \varepsilon$ and using the previous estimate together with a simple calculation

$$\sup_{B_\varepsilon(x)} |y|^2 + \inf_{B_\varepsilon(x)} |y|^2 = |x + \varepsilon|^2 + |x - \varepsilon|^2 = 2(|x|^2 + \varepsilon^2),$$

we obtain

$$\frac{\alpha(x, t)}{2} \left( \sup_{y \in B_\varepsilon(x)} v(y, t - \frac{\varepsilon^2}{2}) + \inf_{y \in B_\varepsilon(x)} v(y, t - \frac{\varepsilon^2}{2}) \right) + \beta(x, t) \int_{B_\varepsilon(x)} v(y, t - \frac{\varepsilon^2}{2}) dy$$

$$= 2r^{-2} A \alpha(x, t)(|x|^2 + \varepsilon^2) + 2r^{-2} A \beta(x, t)(|x|^2 + c\varepsilon^2) + 7r^{-2} A (t - \frac{\varepsilon^2}{2}) + \varepsilon^2$$

$$= \varepsilon + 2r^{-2} A |x|^2 + 7r^{-2} At + \left( 2r^{-2} A \alpha(x, t) + 2r^{-2} A \beta(x, t) - \frac{7r^{-2} A}{2} \right) \varepsilon^2$$

$$< v(x, t).$$

One can easily see that the same inequality holds when $|x| < \varepsilon$.

We want to show that

$$M := \sup_{Q_r} (u_\varepsilon - v) \leq 0.$$
Suppose not, so that $M > 0$. By using the DPP for $u_\varepsilon$ we get

$$u_\varepsilon(x,t) - \overline{v}(x,t) \
\leq Tu_\varepsilon(x,t) - T\overline{v}(x,t) \
\leq \alpha(x,t) \sup_{B_\varepsilon(x)} (u_\varepsilon(y,t - \frac{\varepsilon^2}{2}) - \overline{v}(y,t - \frac{\varepsilon^2}{2})) \
+ \beta(x,t) \int_{B_\varepsilon(x)} (u_\varepsilon(y,t - \frac{\varepsilon^2}{2}) - \overline{v}(y,t - \frac{\varepsilon^2}{2})) dy$$

$$\leq \alpha(x,t) M + \beta(x,t) \int_{B_\varepsilon(x)} (u_\varepsilon(y,t - \frac{\varepsilon^2}{2}) - \overline{v}(y,t - \frac{\varepsilon^2}{2})) dy.$$

Since we can find a sequence $(x_j, t_j) \subset \Omega \times (-T,T)$ such that $(x_j, t_j) \to (x_0, t_0)$ and $(u_\varepsilon - \overline{v})(x_j, t_j) \to M$, by absolute continuity of the integral we have

$$\int_{B_\varepsilon(x_0)} (u_\varepsilon - \overline{v})(y, t_0) dy = \lim_{j} \int_{B_\varepsilon(x_j)} (u_\varepsilon - \overline{v})(y, t_j) dy = M.$$
4.2. **Harnack’s inequality.** In this subsection we assume that \( u_\varepsilon > 0 \). We are going to prove Harnack’s inequality for \( u_\varepsilon \), Theorem 4.7, by using a well known iteration technique. Besides Hölder continuity, we need two lemmas to control the iteration process. We assume for function \( p : \Omega_T \to (2, \infty) \) that

\[
\inf p > 2,
\]

which implies that \( \inf \alpha > 0 \). This requirement is not absolutely necessary, but makes the proof less technical.

Since Hölder continuity for \( u_\varepsilon \) breaks down at the \( \varepsilon \)-scale, we need a rough estimate to control the oscillation of the value function at this scale.

**Lemma 4.5.** If \( \frac{a \varepsilon^2}{2} > t_2 - t_1 > 0 \) for \( a \in \mathbb{Z}_+ \), and \( |x - y| < 2(t_2 - t_1)/\varepsilon \), then

\[
u_\varepsilon(x, t_2) \geq \left( \inf \alpha \right)^a_2 \nu_\varepsilon(y, t_1).
\]

**Proof.** When the game starts from \((x, t_2)\), Player I uses a strategy in which she takes \( \frac{|x - y|}{a} \)-steps towards \( y \) and steps to \( y \) if possible. We stop the game when the token hits the time level \( t_1 \), and denote the stopping time by \( \tau^* \).

By simply estimating the probability that the first \( a \) moves are tug-of-war won by Player I and using Lemma 2.3, we obtain

\[
u_\varepsilon(x, t_2) \geq \inf_{S_{II} \in S^1} \mathbb{E}^{(x, t_2)}_{S_{II} \in S^1} [F(x_{\tau^*}, t_2 - \frac{\tau^*}{2} \varepsilon^2)]
\]

\[\geq \left( \inf \alpha \right)^a \nu_\varepsilon(y, t_1).\]

Another lemma needed for Theorem 4.7 gives estimates for the infimum of \( u_\varepsilon \). We use a comparison function which is often used in the literature to get Harnack estimates for parabolic equations.

**Lemma 4.6.** When \( x_0 \in B_{2R}(z) \subset \Omega \) for \( R \leq 1 \), \( r \in [9\varepsilon, R) \) and \( t_0 \geq 0 \), then

\[
\inf_{y \in B_r(z)} u_\varepsilon(y, t_0) \leq C(n) r^{-2(n+1)^2} u_\varepsilon(x_0, t_0 + R^2).
\]

**Proof.** Without a loss of generality, we may assume that \( z = 0 \) and \( t_0 = 0 \). Consider a comparison function

\[
\Psi(x, t) = \left( \frac{1}{9} \right)^3 \inf_{y \in B_r(0)} u_\varepsilon(y, 0) \frac{(\frac{1}{9}r)^2(n+1)^2}{(t + (\frac{1}{9}r)^2)(n+1)^2} 9 - \frac{|x|^2}{t + (\frac{1}{9}r)^2},
\]

in \( \Omega_T \). We have

\[
\max_{x \in B_r(0)} \Psi(x, 0) = \frac{1}{9} \inf_{y \in B_r(0)} u_\varepsilon(y, 0),
\]

and \( \Psi(x, 0) = 0 \) when \( |x - z| \geq r \).
When \( x \in B_{2R}(0) \) and \( R^2 \leq t \leq 2R^2 \), we get
\[
\Psi(x, t) \geq \left( \frac{1}{9} \right)^3 \inf_{y \in B_r(0)} u_\varepsilon(y, 0) \frac{(\frac{1}{3}r)^2(\varepsilon^2)^2}{(2R^2 + (\frac{1}{3}R)^2)(n+1)^2} \left( 9 - \frac{4R^2}{R^2} \right)^2 + \inf_{y \in B_r(0)} u_\varepsilon(y, 0).
\]
We use a martingale argument to show that
\[
u_\varepsilon(x, t) > \Psi(x, t),
\]
when \( x \in \Omega \) and \( t > 0 \). Let us start the game from \((x_0, \bar{t})\), where \( \bar{t} = R^2 \).

The fixed strategy \( S^0_I \) of Player I is to push towards 0 \( \in \Omega \) and stay there if possible. We show in Appendix that the function \( \Psi \) satisfies the following inequalities:

Case 1) If \( x = 0 \) and \( t \geq \varepsilon^2/2 \), then for \( e_0 \in \mathbb{R}^n \), \( |e_0| = 1 \),
\[
\frac{1}{2} [\Psi(0, t - \frac{\varepsilon^2}{2}) + \Psi(\varepsilon e_0, t - \frac{\varepsilon^2}{2})] \geq \Psi(0, t).
\]

Case 2) If \( 0 < |x| < \varepsilon \), then
\[
\frac{1}{2} [\Psi(0, t - \frac{\varepsilon^2}{2}) + \Psi(x + \frac{x}{|x|} \varepsilon, t - \frac{\varepsilon^2}{2})] \geq \Psi(x, t).
\]

Case 3) If \( |x| \geq \varepsilon \), then
\[
\frac{1}{2} \left[ \Psi(x + \frac{x}{|x|} \varepsilon, t - \frac{\varepsilon^2}{2}) + \Psi(x - \frac{x}{|x|} \varepsilon, t - \frac{\varepsilon^2}{2}) \right] \geq \Psi(x, t).
\]

The previous three inequalities guarantee that \( \Psi \) satisfies
\[
\Psi(x, t) \leq \frac{1}{2} \left( \sup_{y \in B_{\varepsilon}(x)} \Psi(y, t - \frac{\varepsilon^2}{2}) + \inf_{y \in B_{\varepsilon}(x)} \Psi(y, t - \frac{\varepsilon^2}{2}) \right).
\]

In the appendix we also show that \( \Psi \) is a subsolution to the scaled heat equation
\[
(n + 2) u_t(x, t) = \Delta u(x, t).
\]

According to [MPR10], this implies
\[
\Psi(x, t) \leq \int_{B_{\varepsilon}(x)} \Psi \left( y, t - \frac{\varepsilon^2}{2} \right) dy + o(\varepsilon^2),
\]
when \( x \in \Omega \) and \( t > 0 \). Denote \( t_k := \bar{t} - k(\varepsilon^2/2) \). For arbitrary \( \eta > 0 \), we obtain
\[
\mathbb{E}_{S^I_{\varepsilon}, S^0_I} \left[ \Psi(x_{k+1}, t_{k+1}) \left| (x_0, \bar{t}), \ldots, (x_k, t_k) \right. \right]
\geq \alpha(x) \Psi(x_k, t_k) + \beta(x) \int_{B_{\varepsilon}(x_k)} \Psi(y, t_{k+1}) dy - \frac{\eta}{2R^2\varepsilon^2} k
\geq \Psi(x_k, t_k) - \frac{\eta}{2R^2\varepsilon^2},
\]
when \( \varepsilon \) is sufficiently small. According to Lemma 2.2, \( u_\varepsilon \) satisfies
\[
E_{\mathcal{S}_x,\mathcal{S}_t}[u_\varepsilon(x_{k+1}, t_{k+1})|(x_0, \tilde{t}), \ldots, (x_k, t_k)] \leq u_\varepsilon(x_k, t_k).
\]
Hence \( M_k := u_\varepsilon(x_k, t_k) - \Psi(x_k, t_k) - \frac{\eta}{2k+1} \varepsilon^2 k \) is a supermartingale. Let us stop the game when either \( \Psi = 0 \) or \( t_k = 0 \). Denote the stopping time by \( \tau^* \). We have
\[
\eta \leq E_{\mathcal{S}_x,\mathcal{S}_t} [M_{\tau^*} | (x_0, \tilde{t}), \ldots, (x_{\tau^*-1}, \tilde{t} - \frac{\tau^*-1}{2} \varepsilon)^2] \leq M_0 = u_\varepsilon(x_0, \tilde{t}) - \Psi(x_0, \tilde{t}).
\]
Since \( \eta > 0 \) was arbitrary, we obtain
\[
u_\varepsilon(x_0, \tilde{t}) - \Psi(x_0, \tilde{t}) \geq 0.
\]
Hence
\[
\inf_{y \in B_r(x)} u_\varepsilon(y, t_0) \leq C(n) r^{-2(n+1)} u_\varepsilon(x_0, t_0 + R^2).
\]

Using Hölder estimate together with Lemmas 4.5 and 4.6 we get Harnack’s inequality for \( u_\varepsilon \).

**Theorem 4.7.** If \( B_{10r}(0) \times [t_0 - r^2, t_0] \subset \Omega_T \), then for sufficiently small \( \varepsilon > 0 \), \( u_\varepsilon \) satisfies Harnack’s inequality
\[
\sup_{x \in B_r(0)} u_\varepsilon(x, t_0 - r^2) \leq C(n) \inf_{x \in B_r(0)} u_\varepsilon(x, t_0).
\]

**Proof.** By scaling, we may assume that there is a point \( x_1 \in B_r(0) \) such that
\[
1 = u_\varepsilon(x_1, t_0) < 2 \inf_{x \in B_r(0)} u_\varepsilon(x, t_0).
\]
Let \( R_k := 2^{1-k} r \) for all natural numbers \( k \geq 2 \), and pick \( x_2, x_3, \ldots \in \Omega \) such that
\[
M_1 := u_\varepsilon(x_2, t_0) = \sup_{x \in B_{2r}(x_1)} u_\varepsilon(x, t_0),
\]
and for \( k \geq 2 \)
\[
M_k := u_\varepsilon(x_{k+1}, t_0 - r^2 + R_{2k-1}^2) = \sup_{x \in B_{R_k}(x_k)} (x, t_0 - r^2 + R_{2k-1}^2).
\]
Let \( \eta = (2^{1+3(n+1)^2} C)^{-1} \), where \( C = C(n) \) is a constant from the Hölder and infimum estimates. We are going to show that
\[
M_1 < \eta^{-1-3(n+1)^2 \delta^{-1}},
\]
where \( \delta \) is a Hölder exponent for \( u_\varepsilon \).

On the contrary, suppose that inequality (4.6) does not hold. Let us show by induction that the counter assumption yields
\[
M_k \geq (2C \eta)^{-k+1} \eta^{-1-3(n+1)^2 \delta^{-1}} = 2C(\eta^{1/\delta} R_{k+1})^{-3(n+1)^2}.
\]
The case \( k = 1 \) is clear, so assume that the inequality holds for \( M_{k-1} \). Then

\[
\inf_{B_{\eta^{1/\delta} R_k}(x_k)} u_\varepsilon(x, t_0 - r^2 + R^2_{2(k-1)}) \leq \frac{M_{k-1}}{2}
\]

\[
= \frac{u_\varepsilon(x_k, t_0 - r^2 + R^2_{2(k-1)-1})}{2}, \quad (4.8)
\]

where we first used Lemma 4.6 and then the induction assumption.

Hölder estimate gives

\[
\text{osc}(u_\varepsilon, B_{\eta^{1/\delta} R_k}(x_k) \times \{t_0 - r^2 + R^2_{2(k-1)}\}) \leq C\eta \text{osc}(u_\varepsilon, B_{R_k}(x_k) \times \{t_0 - r^2 + R^2_{2k-1}\}),
\]

so we get

\[
\text{osc}(u_\varepsilon, B_{R_k}(x_k) \times \{t_0 - r^2 + R^2_{2k-1}\}) \\
\geq (C\eta)^{-1} \text{osc}(u_\varepsilon, B_{\eta^{1/\delta} R_k}(x_k) \times \{t_0 - r^2 + R^2_{2(k-1)}\}) \\
\geq (2C\eta)^{-1} M_{k-1} \\
\geq (2C\eta)^{-k+1} M_1,
\]

and the induction is complete.

Take \( k_0 \) such that \( \eta^{1/\delta} R_{k_0} \in (10\varepsilon, 20\varepsilon] \). Then

\[
R^2_{2(k_0-1)} \leq 100\eta^{-2/\delta} \varepsilon^2 \leq (2^{8+3(n+1)^2} C)^{2/\delta} \varepsilon^2,
\]

and we obtain

\[
\left( \inf \frac{\alpha}{2} \right)^{-2(2^{8+3(n+1)^2} C)^{2/\delta}} \geq \frac{\sup_{B_{R_{k_0-1}}(x_{k_0-1})} u_\varepsilon(x, t_0 - r^2 + R^2_{k_0-1})}{\inf_{B_{\eta^{1/\delta} R_{k_0}}(x_{k_0})} u_\varepsilon(x, t_0 - r^2 + R^2_{k_0})} \\
\geq \frac{u_\varepsilon(x_{k_0-1}, t_0 - r^2 + R^2_{k_0-1})}{C(\eta^{1/\delta} R_{k_0})^{-2(n+1)^2}} \\
= \frac{M_{k_0-2}}{C(\eta^{1/\delta} R_{k_0})^{-2(n+1)^2}} \\
\geq \frac{(2C\eta)^{-2-k_0} M_1}{C(\eta^{1/\delta} 2^{1-k_0})^{-2(n+1)^2}} \\
= \tilde{C}(n)2^{(n+1)^2k_0},
\]

which is a contradiction when \( k_0 \) is big enough, or in other words, when \( \varepsilon \) is small enough. Therefore inequality (4.6) holds and the proof is complete. \( \square \)

5. Uniform convergence to viscosity solution

In Section 6 we will show that if the function \( p \) is Lipschitz continuous, there is a unique viscosity solution \( u \) to the boundary value problem

\[
\begin{cases}
(n + p(x, t))u_t = \Delta_p u, & \text{for } (x, t) \in \Omega_T, \\
u = F, & \text{for } (x, t) \in \partial_\Omega T,
\end{cases}
\]
where $F$ is continuous and bounded. Let $(u_{\varepsilon_j})$, $\varepsilon_j \to 0$, be a sequence of value functions of the $p(x,t)$-game with final payoff equal to $F$ on the parabolic boundary strip $\Gamma_T^\varepsilon$. In this section we show that $u_{\varepsilon_j} \to u$ uniformly on $\Omega_T$. The most notable difference is that now we don’t have translation invariance at our disposal. Instead, we will make use of local Hölder continuity of functions $u_{\varepsilon_j}$, see Theorem 4.4. We assume during the rest of the paper that $\Omega$ satisfies exterior sphere condition.

First we need the following Arzelá-Ascoli-type lemma. For the proof in the elliptic context, see [MPR12, Lemma 4.2].

**Lemma 5.1.** Let $\{u_\varepsilon : \Omega_T \to \mathbb{R}, \varepsilon > 0\}$ be a uniformly bounded set of functions such that given $\eta > 0$, there are constants $r_0$ and $\varepsilon_0$ such that for every $\varepsilon < \varepsilon_0$ and any $(x,t), (y,s) \in \Omega_T$ with

$$|x - y| + |t - s| < r_0$$

it holds that

$$|u_\varepsilon(x,t) - u_\varepsilon(y,s)| < \eta.$$

Then there exists a uniformly continuous function $v : \Omega_T \to \mathbb{R}$ and a subsequence still denoted by $(u_\varepsilon)$ such that $u_\varepsilon \to v$ uniformly in $\Omega_T$ as $\varepsilon \to 0$.

The plan is to first show that the sequence $(u_{\varepsilon_j})$ satisfies the conditions of Lemma 5.1 and then show that the uniform limit $v$ is a viscosity solution to

$$(n + p(x,t))v_t = \Delta_N^{p(x,t)}v$$

with boundary data $F$. By using the uniqueness result of Section 6, we will conclude that $v = u$ on $\Omega_T$. Our proofs yield that an arbitrary subsequence of $(u_{\varepsilon_j})$ has a uniformly convergent subsequence. Hence, by uniqueness of $u$, the sequence $(u_{\varepsilon_j})$ itself converges uniformly to $u$.

To show that the sequence $(u_{\varepsilon_j})$ satisfies the conditions of Lemma 5.1 we first need the following technical lemma, in which the function $p(x,t)$ does not cause extra difficulties compared to the case where $p > 2$ is a constant. The method for proof has been used before for different games, see [MPR10, Lemma 4.9] and [MPR12] Lemma 4.5.

**Lemma 5.2.** For arbitrary $\eta > 0$, there are $r_0 > 0$ and $\varepsilon_1 > 0$ such that when $(y,t) \in \partial_p \Omega_T$, $(x,s) \in \Omega_T$, $\varepsilon < \varepsilon_1$ and $|y - x| + |t - s| < r_0$, we have

$$|u_\varepsilon(y,t) - u_\varepsilon(x,s)| < \eta.$$

**Proof.** If $(y,t)$ is on the bottom of the cylinder $\Omega_T$, the result follows from Theorem 4.2. Assume next that $y \in \partial \Omega$. It is enough to verify the case $t = s =: t_0$, since otherwise triangle inequality gives

$$|u_{\varepsilon_j}(x,t) - u_{\varepsilon_j}(y,s)| \leq |u_{\varepsilon_j}(x,t) - u_{\varepsilon_j}(y,t)| + |u_{\varepsilon_j}(y,t) - u_{\varepsilon_j}(y,s)|,$$

and the last term can be estimated by using uniform continuity of the boundary data.

Since $\Omega$ satisfies the exterior sphere condition, we have $y \in \partial B_\delta(z)$ for some $B_\delta(z) \subset \mathbb{R}^n \setminus \Omega$. Let us start the game from $(x,t) =: (x_0,t_0)$ and fix
we have $\partial v = 0$ on $\partial B_r(z)$, and the proof is complete by uniform continuity of the boundary function $F$.

It remains to justify estimate (5.9). In $\Omega$, let $v$ be a solution to the problem
\[
\begin{align*}
\partial v &= -2(n+2) \quad \text{in } B_{R+\varepsilon} \setminus \overline{B}_r(z), \\
v &= 0 \quad \text{on } \partial B_r(z), \\
\frac{\partial v}{\partial r} &= 0 \quad \text{on } \partial B_{R+\varepsilon}(z),
\end{align*}
\]
where $\frac{\partial v}{\partial r}$ is the normal derivative. The function $v$ satisfies
\[
v(x) = \int_{B_r(x)} v \ dy + \varepsilon^2,
\]
and it can be extended as a solution to the same equation in $B_{R+\varepsilon}(z) \setminus B_{R-\varepsilon}(z)$ so that equation (5.10) holds also near the boundary $\partial B_r(z)$.

By concavity of $v$, it follows from (5.10) that $(v(x_k) + k\varepsilon^2)$ is a supermartingale. Define a new stopping time $\tau^*$,
\[
\tau^* = \inf\{k : x_k \in B_\delta(z)\}.
\]
Since
\[
v(x_0) \leq C(R/\delta) \text{dist}(\partial B_\delta(z), x_0),
\]
we have
\[
\mathbb{E}^{x_0}[\tau^*] \leq \frac{v(x_0) - \mathbb{E}[v(x_{\tau^*})]}{\varepsilon^2} \leq \frac{C(R/\delta) \text{dist}(\partial B_\delta(z), x_0) + o(1)}{\varepsilon^2}.
\]
Since the function \( v \) is concave in \( r = |x - z| \) and \( \tau \leq \tau^* \), we obtain estimate \([5.9]\), and the proof is complete. \( \square \)

**Lemma 5.3.** The sequence \((u_\varepsilon)\) of value functions satisfies the conditions of Lemma 5.1.

**Proof.** Since \( u_\varepsilon \leq \max F \), the sequence \((u_\varepsilon)\) is uniformly bounded. For asymptotic uniform continuity, fix \( \eta \). Since \( u \) is uniformly continuous in \( \Omega_T \times \Gamma_\varepsilon \), there is \( r_1 > 0 \) such that \( (x, t), (y, s) \in \Omega_T \times \Gamma_\varepsilon \),

\[
|x - y| + |t - s| < r_1,
\]

implies

\[
|u(x, t) - u(y, s)| < \eta/2.
\]

When \( x, y \in \partial B_R(0) \), the same estimate holds between \( u_\varepsilon(x) \) and \( u_\varepsilon(y) \) for all \( 0 < \varepsilon < R \), since \( u_\varepsilon = u \) on \( \Gamma_\varepsilon \).

When \( y \in \Gamma_\varepsilon \) and \( x \in \Omega_T \), by the previous lemma there are \( r_0 > 0 \) and \( \varepsilon_1 > 0 \) such that when \( |y - x| + |t - s| < r_0 \), we have

\[
|u_\varepsilon(y, t) - u_\varepsilon(x, s)| < \eta/2.
\]

If \( x, y \in \Omega_T \) and \( \text{dist}(\{x, y\}, \Gamma_\varepsilon) < r_0/2 \), then by using the triangle inequality with a boundary point, we obtain \( |u_\varepsilon(y) - u_\varepsilon(x)| < \eta \).

Finally, assume that \( \text{dist}(\{x, y\}, \Gamma_\varepsilon) \geq r_0/2 \). By local Hölder continuity there is \( \varepsilon_2 > 0 \) such that when \( \varepsilon < \varepsilon_1 \), we have

\[
|u_\varepsilon(y, t) - u_\varepsilon(x, s)| < \eta.
\]

The proof is complete by taking \( \varepsilon_0 = \min(\varepsilon_1, \varepsilon_2) \). \( \square \)

We have shown that the sequence \((u_\varepsilon)\) converges uniformly towards a uniformly continuous limit function \( v \), and next we show that the function is a viscosity solution to the normalized parabolic \( p(x, t) \)-equation.

Below we denote by \( \lambda_{\max}((p(x, t) - 2)D^2\phi(x, t)) \), and \( \lambda_{\min}((p(x, t) - 2)D^2\phi(x, t)) \) the largest, and the smallest of the eigenvalues to the symmetric matrix \((p(x, t) - 2)D^2\phi(x, t) \in \mathbb{R}^{n \times n}\) for a smooth test function.

**Definition 5.4.** A function \( u : \Omega_T \to \mathbb{R} \) is a viscosity solution to

\[
(n + p(x, t))u_t = \Delta u + (p(x, t) - 2)\Delta_N u,
\]

if \( u \) is continuous and whenever \( (x_0, t_0) \in \Omega_T \) and \( \phi \in C^2(\Omega_T) \) is such that

i) \( u(x_0, t_0) = \phi(x_0, t_0) \),

ii) \( \phi(x, t) > u(x, t) \) for \( (x, t) \in \Omega_T \), \( (x, t) \neq (x_0, t_0) \),

then we have at the point \( (x_0, t_0) \)

\[
\begin{align*}
(n + p(x, t))\phi_t & \leq (p(x, t) - 2)\Delta_N \phi + \Delta \phi, & \text{if } \nabla \phi(x_0, t_0) \neq 0, \\
(n + p(x, t))\phi_t & \leq \lambda_{\max}((p(x, t) - 2)D^2\phi) + \Delta \phi, & \text{if } \nabla \phi(x_0, t_0) = 0.
\end{align*}
\]

Moreover, we require that when touching \( u \) with a test function from below all the inequalities are reversed and \( \lambda_{\max}((p(x, t) - 2)D^2\phi) \) is replaced by \( \lambda_{\min}((p(x, t) - 2)D^2\phi) \).
Lemma 5.5. The limit function $v$ is a viscosity solution to

$$(n + p(x, t))u_t = \Delta u + (p(x, t) - 2)\Delta^\infty_N u,$$

with boundary data $F$.

Proof. We only show that the function $v$ is a viscosity supersolution. (Showing that $v$ is a subsolution is similar.) Choose $(x, t) \in Q_R$ and $\varphi \in C^2$ touching $v$ from below at $(x, t)$. We need to show that

$$\frac{\beta(x, t)}{2(n + 2)}\left((p(x, t) - 2)\Delta^\infty_N \varphi(x, t) + \Delta \varphi(x, t) - (n + p(x, t))\varphi_t(x, t)\right) \leq 0.$$  

(5.11)

As a direct consequence of [MPR10] Theorem 2.4, we have

$$\frac{\alpha(x, t)}{2} \left\{ \sup_{B_{\varepsilon}(x)} \varphi(y, t - \frac{\varepsilon^2}{2}) + \inf_{B_{\varepsilon}(x)} \varphi(y, t - \frac{\varepsilon^2}{2}) \right\}$$

$$+ \beta(x, t) \int_{B_{\varepsilon}(x)} \varphi(y, t - \frac{\varepsilon^2}{2})dy - \varphi(x, t)$$

$$\geq \frac{\beta(x, t)\varepsilon^2}{2(n + 2)} \left((p(x, t) - 2) \left\langle D^2 \varphi(x, t) \left(\frac{x^\varepsilon - \varepsilon x}{|x^\varepsilon - \varepsilon x|}\right), \left(\frac{x^\varepsilon - x}{|x^\varepsilon - x|}\right)\right\rangle + \Delta \varphi(x, t) - (n + p(x, t))\varphi_t(x, t)\right) + o(\varepsilon^2),$$

where $x^\varepsilon \in B_{\varepsilon}(x)$ is nearly to the direction of $\nabla \varphi(x)$.

By the uniform convergence, there is a sequence $(x_\varepsilon, t_\varepsilon) \to (x, t)$ such that when $(y, s)$ is near $(x_\varepsilon, t_\varepsilon)$, we have

$$u_\varepsilon(y, s) - \varphi(y, s) \geq u_\varepsilon(x_\varepsilon, t_\varepsilon) - \varphi(x_\varepsilon, t_\varepsilon) - \eta_\varepsilon.$$

Setting $\widetilde{\varphi} = \varphi + u_\varepsilon(x_\varepsilon, t_\varepsilon) - \varphi(x_\varepsilon, t_\varepsilon)$ we have

$$u_\varepsilon(x_\varepsilon, t_\varepsilon) = \widetilde{\varphi}(x_\varepsilon, t_\varepsilon), \ u_\varepsilon(y, s) \geq \widetilde{\varphi}(y, s) - \eta_\varepsilon.$$

We get

$$\eta_\varepsilon \geq \frac{\alpha(x, t_\varepsilon)}{2} \left\{ \sup_{B_{\varepsilon}(x)} \widetilde{\varphi}(y, t_\varepsilon - \frac{\varepsilon^2}{2}) + \inf_{B_{\varepsilon}(x)} \widetilde{\varphi}(y, t_\varepsilon - \frac{\varepsilon^2}{2}) \right\}$$

$$+ \beta(x, t_\varepsilon) \int_{B_{\varepsilon}(x)} \widetilde{\varphi}(y, t_\varepsilon - \frac{\varepsilon^2}{2})dy - \widetilde{\varphi}(x_\varepsilon, t_\varepsilon)$$

Let us first assume that $\nabla \varphi(x, t) \neq 0$. Then, since we can choose $\eta_\varepsilon = o(\varepsilon^2)$, we obtain

$$0 \geq \frac{\beta(x, t_\varepsilon)\varepsilon^2}{2(n + 2)} \left((p(x_\varepsilon, t_\varepsilon) - 2) \left\langle D^2 \varphi(x_\varepsilon, t_\varepsilon) \left(\frac{x^\varepsilon - \varepsilon x_\varepsilon}{|x^\varepsilon - \varepsilon x_\varepsilon|}\right), \left(\frac{x^\varepsilon - x_\varepsilon}{|x^\varepsilon - x_\varepsilon|}\right)\right\rangle + \Delta \varphi(x_\varepsilon, t_\varepsilon) - (n + p(x_\varepsilon, t_\varepsilon))\varphi_t(x_\varepsilon, t_\varepsilon)\right) + o(\varepsilon^2).$$
When $\varepsilon \to 0$, it follows that
\[
\frac{\beta(x,t)}{2(n+2)} \left( (p(x,t) - 2)\Delta^N_{\infty} \varphi(x) + \Delta \varphi(x) - (n + p(x,t))\varphi_t(x,t) \right) \leq 0.
\]

When $\nabla \varphi(x,t) = 0$, also $D^2\varphi(x,t) = 0$ (see Lemma 6.1 below), and it is easy to verify the required inequality $\varphi_t(x,t) \geq 0$. \hfill $\Box$

6. Uniqueness for $(p(x,t))$-Equation

In this section we assume that the function $p$ is Lipschitz continuous in $\Omega_T$ with Lipschitz constant $C_1$. We prove that there is a unique viscosity solution to
\[
(n + p(x,t))u_t = \Delta^N_{p(x,t)} u
\]
(6.12)

with classical Dirichlet boundary conditions. Existence is well known, and in fact the previous section provided a game-theoretic proof.

The technique for uniqueness is well known: $p(x,t)$ causes slight modifications. For the convenience of the reader, we give the details. For additional literature, see [Juu14, IS13, BG15A, BG15a].

The parabolic equation (6.12) is discontinuous when the gradient vanishes. We recall the definition of viscosity solution based on semicontinuous extensions of the operator, and refer the reader to Chen-Giga-Goto [CGG91], Evans-Spruck [ES91], and Giga’s monograph [Gig06].

The next lemma allows us reduce the test functions in the case $\nabla \phi(x_0,t_0) = 0$ and only test by those having $D^2\phi(x_0,t_0) = 0$.

**Lemma 6.1.** A function $u : \Omega_T \to \mathbb{R}$ is a viscosity solution to (6.12) if $u$ is continuous and whenever $(x_0,t_0) \in \Omega_T$ and $\phi \in C^2(\Omega_T)$ is such that

i) $u(x_0,t_0) = \phi(x_0,t_0)$,

ii) $\phi(x,t) > u(x,t)$ for $(x,t) \in \Omega_T$, $(x,t) \neq (x_0,t_0)$,

then at the point $(x_0,t_0)$ we have
\[
\begin{cases}
(n + p(x,t))\phi_t \leq (p(x,t) - 2)\Delta^N_\infty \phi + \Delta \phi, & \text{if } \nabla \phi(x_0,t_0) \neq 0, \\
\phi_t(x_0,t_0) \leq 0, & \text{if } \nabla \phi(x_0,t_0) = 0, \text{ and } D^2\phi(x_0,t_0) = 0.
\end{cases}
\]

We also require that when testing from below all the inequalities are reversed.

**Proof.** The proof is by contradiction: We assume that $u$ satisfies the conditions in the statement but still fails to be a viscosity solution in the sense of Definition 5.4. If this is the case, we must have $\phi \in C^2(\Omega_T)$, $(x_0,t_0) \in \Omega_T$ and $\eta > 0$ such that

i) $u(x_0,t_0) = \phi(x_0,t_0)$,

ii) $\phi(x,t) > u(x,t)$ for $(x,t) \in \Omega_T$, $(x,t) \neq (x_0,t_0)$,

for which $\nabla \phi(x_0,t_0) = 0$, $D^2\phi(x_0,t_0) \neq 0$ and
\[
(n + p(x_0,t_0))\phi_t(x_0,t_0) - \eta > \lambda_{\min}((p(x_0,t_0) - 2)D^2\phi(x_0,t_0)) + \Delta \phi(x_0,t_0),
\]
(6.13)
or the analogous inequality when testing from below (in this case the argument is symmetric and we omit it). Let

\[ w_j(x,t,y,s) = u(x,t) - \phi(y,s) - \left( \frac{j^2}{4} |x-y|^4 + \frac{j}{2} |t-s|^2 \right) \]  

(6.14)

and denote by \((x_j,t_j,y_j,s_j)\) the maximum point of \(w_j\) in \(\Omega_T \times \Omega_T\). Since \((x_0,t_0)\) is a local maximum for \(u - \phi\), we may assume that

\[(x_j,t_j,y_j,s_j) \to (x_0,t_0,x_0,t_0) \quad \text{as} \quad j \to \infty,\]

and \((x_j,t_j), (y_j,s_j) \in \Omega_T\) for all large \(j\), similarly to \([JK06]\). Since \((x_0,t_0)\) is a local maximum of \(u - \phi\), it follows from (6.14) that

\[ \frac{j^2}{4} |x_j - y_j|^4 \to 0 \quad \text{and} \quad \frac{j}{2} |t_j - s_j|^2 \to 0, \]

when \(j \to \infty\). If not, there would be \(\alpha > 0\) and subsequences \((x_j),...,(s_j)\) such that

\[ \frac{j^2}{4} |x - y|^4 + \frac{j}{2} |t - s|^2 > \alpha. \]

Let \(U_\alpha\) be a neighborhood of \((x_0,t_0)\) where oscillation of \((u - \phi)\) is less than \(\alpha\). Since the subsequences converge to \((x_0,t_0)\), we get a contradiction.

We consider two cases: either \(x_j = y_j\) infinitely often or \(x_j \neq y_j\) for all \(j\) large enough. First, let \(x_j = y_j\), and denote

\[ \varphi(y,s) = \frac{j^2}{4} |x_j - y_j|^4 + \frac{j}{2} (t_j - s_j)^2. \]

Then

\[ \phi(y,s) + \varphi(y,s) \]

has a local minimum at \((y_j,s_j)\). Since the function \(p\) is continuous, by (6.13) we have

\[ (n + p(y_j,s_j)) \phi_t(y_j,s_j) - \eta > \lambda_{\min}((p(y_j,s_j) - 2)D^2\phi(y_j,s_j)) + \Delta\phi(y_j,s_j) \]

for \(j\) large enough. As \(\phi_t(y_j,s_j) = \varphi_t(y_j,s_j)\) and \(-D^2\phi(y_j,s_j) \leq D^2\varphi(y_j,s_j)\), we have by the previous inequality

\[ \eta < (n + p(y_j,s_j)) \varphi_t(y_j,s_j) + \lambda_{\max}((p(y_j,s_j) - 2)D^2\varphi(y_j,s_j)) + \Delta\varphi(y_j,s_j) \]

\[ = (n + p(x_j,s_j)) \psi(t_j - s_j), \]

(6.15)

where we also used the fact that \(y_j = x_j\) and thus \(D^2\varphi(y_j,s_j) = 0\).

Next denote

\[ \psi(x,t) = \frac{j^2}{4} |x - y_j|^4 + \frac{j}{2} (t - s_j)^2. \]

Similarly,

\[ u(x,t) - \psi(x,t) \]
has a local maximum at \((x_j, t_j)\), and thus since \(D^2 \psi(x_j, t_j) = 0\), our assumptions imply
\[
0 \geq (n + p(x_j, t_j))\psi_t(x_j, t_j) = (n + p(x_j, t_j))j(t_j - s_j),
\]
(6.16)
for \(j\) large enough. This contradicts (6.15), because both \(t_j\) and \(s_j\) converge to \(t_0\) and the function \(p\) is continuous.

Next we consider the case \(y_j \neq x_j\). For the following notation, we refer to [CIL92] and [JLM01], [JLP10]. We also use the parabolic theorem of sums for \(w_j\) which implies that there exists symmetric matrices \(X_j, Y_j\) such that
\[
\left( j(t_j - s_j), j^2 |x_j - y_j|^2 (x_j - y_j), X_j \right) \in \mathcal{T}^{2,+}_t u(x_j, t_j),
\]
\[
\left( j(t_j - s_j), j^2 |x_j - y_j|^2 (x_j - y_j), Y_j \right) \in \mathcal{T}^{2,-}_t \phi(y_j, s_j),
\]
and
\[
\left( X_j \begin{array}{cc} 0 & 0 \\ -1 & Y_j \end{array} \right) \leq D^2 \Psi_j(x_j, y_j) + \frac{1}{j} |D^2 \Psi_j(x_j, y_j)|^2
\]
with \(\Psi_j(x_j, y_j) = \frac{j^2}{4} |x_j - y_j|^4\). Here
\[
D^2 \Psi_j(x_j, y_j) = \begin{pmatrix} M & -M \\ -M & M \end{pmatrix},
\]
where
\[
M = j^2 |x_j - y_j|^2 \left( 2 \frac{x_j - y_j}{|x_j - y_j|} \otimes \frac{x_j - y_j}{|x_j - y_j|} + I \right),
\]
and
\[
[D^2 \Psi_j(x_j, y_j)]^2 = 2 \begin{pmatrix} M^2 & -M^2 \\ -M^2 & M^2 \end{pmatrix}.
\]
Let \(\xi := \frac{x_j - y_j}{|x_j - y_j|}\) and use \((\sqrt{p(x_j, t_j)} - 1) \xi, \sqrt{p(y_j, s_j)} - 1) \xi\). The above implies
\[
(p(x_j, t_j) - 1)\xi'X_j \cdot \xi - (p(y_j, s_j) - 1)\xi'Y_j \cdot \xi \leq C \left( p(x_j, t_j) - p(y_j, s_j) \right)^2 \left( \xi' M \xi + \frac{2}{j} \xi' M^2 \xi \right),
\]
where we used an estimate
\[
\left( \sqrt{p(x_j, t_j)} - 1 - \sqrt{p(y_j, s_j) - 1} \right)^2 \leq (p(x_j, t_j) - p(y_j, s_j))^2,
\]
which holds since the function \(p\) is greater than 2.

We have
\[
\eta < -(n + p(x_j, t_j))j(t_j - s_j) + (n + p(y_j, s_j))j(t_j - s_j) + (p(x_j, t_j) - 2) \langle X_j \xi, \xi \rangle + \text{tr}(X_j) - (p(y_j, s_j) - 2) \langle Y_j \xi, \xi \rangle - \text{tr}(Y_j).
\]
Since the function $p$ is Lipschitz continuous, we have
\[
\begin{align*}
| -(n + p(x_j, t_j)) & j(t_j - s_j) + (n + p(y_j, s_j)) j(t_j - s_j)| \\
& = |j(t_j - s_j)(p(y_j, s_j) - p(x_j, t_j))| \\
& < C_1 j|t_j - s_j|(|x_j - y_j|^2 + |t_j - s_j|^2)^{1/2} \\
& \leq C_1 j|t_j - s_j| \sqrt{2}(|x_j - y_j| + |t_j - s_j|) \\
& = \sqrt{2}C_1 \left( (j|t_j - s_j|^2)^{1/2} (j^2|x_j - y_j|^4)^{1/4} + j|t_j - s_j|^2 \right) \\
& < \frac{\eta}{2}
\end{align*}
\]
when $j$ is large enough. Hence, we get
\[
\frac{\eta}{2} < (p(x_j, t_j) - 2)(X_j \xi, \xi) + \text{tr}(X_j) - (p(y_j, s_j) - 2)(Y_j \xi, \xi) - \text{tr}(Y_j) \\
\leq (X_j - Y_j)(X_j \xi, \xi) + (p(x_j, t_j) - 2)(X_j \xi, \xi) - (p(y_j, s_j) - 2)(Y_j \xi, \xi) \\
\leq \langle X_j(\sqrt{p(x_j, t_j) - 1 \xi}, (\sqrt{p(x_j, t_j) - 1 \xi}) \\
- \langle Y_j(\sqrt{p(y_j, s_j) - 1 \xi}, (\sqrt{p(y_j, s_j) - 1 \xi}) \\
\leq C (p(x_j, t_j) - p(y_j, s_j))^2 \left( \xi' M \xi + \frac{2j}{j} \xi' M^2 \xi \right) \\
\leq C \left( |x_j - y_j|^2 + |t_j - s_j|^2 \right) (j^2|x_j - y_j|^2 + j^3|x_j - y_j|^4) \\
< C \left( j^2|x_j - y_j|^4 + (j^2|x_j - y_j|^4)^{3/2} \right)
\]
when $j$ is large. This is a contradiction, since $j^2|x_j - y_j|^4 \to 0$ when $j \to \infty$. In the last two estimates we used Lipschitz continuity of $p$. \hfill \Box

By modifying the above proof we also get the uniqueness. For viscosity solutions we assume continuity on $\Omega_T$.

**Lemma 6.2.** Viscosity solutions to (6.12) are unique.

**Proof.** The proof is by contradiction: We assume that $u$ and $v$ are viscosity solutions with the same boundary values and yet
\[
u(x_0, t_0) - v(x_0, t_0) = \sup(u - v) > 0.
\]

Further, by considering
\[
u - \frac{\eta}{T - t},
\]
we may assume that
\[
(n + p(x, t))u_t \leq \Delta^N_p(x, t)u - \frac{\eta}{T}
\]
in the viscosity sense when testing from above.

Let
\[
w_j(x, t, y, s) = u(x, t) - v(y, s) - \left( \frac{j^2}{4} |x - y|^4 + \frac{j}{2} |t - s|^2 \right)
\]
Thus large enough. First, denote and (denote with abuse of notation \( \phi \)) in the next display) \( \eta \leq -\frac{\eta}{T} \). Then \( \eta \leq \frac{\eta}{T} \). From this we deduce (denote with abuse of notation \( \varphi(y, s) = \varphi(x, t, y, s) \)) in the next display)

\[
(n + p(y_j, s_j))(t_j - s_j) = (n + p(y_j, s_j))\varphi_s(y_j, s_j) \geq 0
\]

and (denote with abuse of notation \( \varphi(x, t) = \varphi(x, t, y, s) \)) in the next display)

\[
(n + p(x_j, s_j))(t_j - s_j) = (n + p(x_j, t_j))\varphi_t(x_j, t_j) \leq -\eta/T.
\]

Thus

\[
\frac{\eta}{T} \leq (n + p(x_j, t_j))(t_j - s_j) - (n + p(y_j, s_j))(t_j - s_j) = 0,
\]

a contradiction.

Next we consider the case \( y_j \neq x_j \). For the following notation, we refer to [CL92] and [LM01]. We also use the parabolic theorem of sums for \( w_j \) which implies that there exist symmetric matrices \( X_j, Y_j \) such that \( Y_j - X_j \) is positive semidefinite and

\[
(j(t_j - s_j), j^2 |x_j - y_j|^2 (x_j - y_j), X_j) \in \mathbb{P}^{2, +} u(y_j, s_j)
\]

\[
(j(t_j - s_j), j^2 |x_j - y_j|^2 (x_j - y_j), Y_j) \in \mathbb{P}^{2, -} v(x_j, t_j).
\]

Using (6.13) and the assumptions on \( u \), we get

\[
\frac{\eta}{T} \leq -(n + p(y_j, s_j))j(t_j - s_j) + (n + p(x_j, t_j))j(t_j - s_j)
\]

\[
+ 2(n + p(x_j, t_j) - 2)(Y_j \frac{x_j - y_j}{|x_j - y_j|}, \frac{x_j - y_j}{|x_j - y_j|}) + \text{tr}(Y_j)
\]

\[
- 2(n + p(y_j, s_j) - 2)(X_j \frac{x_j - y_j}{|x_j - y_j|}, \frac{x_j - y_j}{|x_j - y_j|}) - \text{tr}(X_j).
\]

The right hand side can be estimated similarly as in the previous lemma to obtain a contradiction. \( \square \)
Appendix

Let us show Cases 1, 2, and 3 from the proof of Lemma 4.6. Recall that the comparison function in that lemma was

\[
\Psi(x, t) = \left(\frac{1}{9}\right)^3 \inf_{y \in B_r(0)} u_\varepsilon(y, 0) \frac{(\frac{1}{\sqrt{3}}r)^2(\varepsilon/2)^2}{(t + (\frac{1}{\sqrt{3}}r)^2)(\varepsilon/2)^2} \left(9 - \frac{|x|^2}{t + (\frac{1}{\sqrt{3}}r)^2}\right)^2
\]

Starting from Case 1, we need to show that for \( e \in \mathbb{R}^n, |e| = 1, \)

\[
\Psi(0, t) \leq \frac{1}{2} \left[\Psi(0, t - \frac{\varepsilon^2}{2}) + \Psi(\varepsilon e, t - \frac{\varepsilon^2}{2})\right].
\]

Since

\[
\Psi(0, t) = \frac{1}{9} \inf_{y \in B_r(0)} u_\varepsilon(y, 0) \frac{(\frac{1}{\sqrt{3}}r)^2(\varepsilon/2)^2}{(t + (\frac{1}{\sqrt{3}}r)^2)(\varepsilon/2)^2},
\]

\[
\Psi(0, t - \frac{\varepsilon^2}{2}) = \frac{1}{9} \inf_{y \in B_r(0)} u_\varepsilon(y, 0) \frac{(\frac{1}{\sqrt{3}}r)^2(\varepsilon/2)^2}{(t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2)(\varepsilon/2)^2},
\]

and

\[
\Psi(\varepsilon e, t - \frac{\varepsilon^2}{2}) = \left(\frac{1}{9}\right)^3 \inf_{y \in B_r(0)} u_\varepsilon(y, 0) \frac{(\frac{1}{\sqrt{3}}r)^2(\varepsilon/2)^2}{(t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2)(\varepsilon/2)^2} \left(9 - \frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right)^2,
\]

we have to show that

\[
1 \leq \frac{1}{2} \left[\frac{t + (\frac{1}{\sqrt{3}}r)^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right]^{(\varepsilon/2)^2} \left[1 + \left(\frac{1}{9}\right)^2 \left(9 - \frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right)^2\right] =: A_1.
\]

Since

\[
1 + \left(\frac{1}{9}\right)^2 \left(9 - \frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right)^2 \geq 2 - 2 \frac{9}{2} \left(\frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right),
\]

we get

\[
A_1 \geq \left[\frac{t + (\frac{1}{\sqrt{3}}r)^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right] \left[1 - \frac{1}{9} \left(\frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right)\right] = \left[1 + \frac{1}{2} \left(\frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right)\right] \left[1 - \frac{1}{9} \left(\frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right)\right]
\]

\[
\geq 1 - \frac{1}{9} \left(\frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right) + \frac{1}{2} \left(\frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right) - \frac{1}{18} \left(\frac{\varepsilon^2}{t - \varepsilon^2 + (\frac{1}{\sqrt{3}}r)^2}\right)
\]

\[
\geq 1,
\]

and Case 1 is complete.

In Case 2, \(|x| = \eta \varepsilon\) for some \(0 < \eta < 1\), and we need to show that

\[
\Psi(x, t) \leq \frac{1}{2} \left[\Psi(0, t - \frac{\varepsilon^2}{2}) + \Psi(x + \frac{x}{|x|} \varepsilon, t - \frac{\varepsilon^2}{2})\right].
\]
Since

\[ \Psi(x, t) = \left( \frac{1}{9} \right)^3 \inf_{y \in B_r(0)} u_\varepsilon(y, 0) \frac{(\frac{1}{3} r)^2(n+1)^2}{[t + (\frac{1}{3} r)^2(n+1)^2] [9 - \frac{|\varepsilon|^2}{t + (\frac{1}{3} r)^2}]^2}, \]

\[ \Psi(0, t - \frac{\varepsilon^2}{2}) = \frac{1}{9} \inf_{y \in B_r(0)} u_\varepsilon(y, 0) \frac{(\frac{1}{3} r)^2(n+1)^2}{[t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2(n+1)^2]}, \]

and

\[ \Psi(x, t - \frac{\varepsilon^2}{2}) = \left( \frac{1}{9} \right)^3 \inf_{y \in B_r(0)} u_\varepsilon(y, 0) \frac{(\frac{1}{3} r)^2(n+1)^2}{[t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2(n+1)^2] [9 - \frac{|1 + \eta \varepsilon|^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2}]^2}, \]

it is sufficient to show that

\[ \left[ 9 - \frac{|\varepsilon|^2}{t + (\frac{1}{3} r)^2} \right]^2 \leq \frac{1}{2} \left( \frac{t + (\frac{1}{3} r)^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right) \left[ 9^2 + \left( 9 - \frac{(1 + \eta)^2 \varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right)^2 \right]. \]

Notice that in Cases 1 and 2 we don’t need to take the cut-off into account, since \( \Psi(x, t) > 0 \) when \( |x| \leq 2\varepsilon \).

Recalling that \( r \geq 9\varepsilon \), we have

\[ 9^2 + \left( 9 - \frac{(1 + \eta)^2 \varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right)^2 \geq 144, \]

from which it follows that

\[ \frac{1}{2} \left( \frac{t + (\frac{1}{3} r)^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right) \left[ 9^2 + \left( 9 - \frac{(1 + \eta)^2 \varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right)^2 \right] \]

\[ = \frac{1}{2} \left( 1 + \frac{\varepsilon^2}{2(t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2)} \right) \left[ 9^2 + \left( 9 - \frac{(1 + \eta)^2 \varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right)^2 \right] \]

\[ \geq \frac{1}{2} \left[ 9^2 + \left( 9 - \frac{(1 + \eta)^2 \varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right)^2 \right] + 36 \frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2}. \]

Hence, it is enough to show that

\[ \left[ 9 - \frac{|k\varepsilon|^2}{t + (\frac{1}{3} r)^2} \right]^2 - \frac{1}{2} \left[ 9^2 + \left( 9 - \frac{(1 + k)^2 \varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right)^2 \right] \]

\[ \leq 36 \frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2}. \quad (6.17) \]

The left hand side can be written as

\[ -18 \frac{|k\varepsilon|^2}{t + (\frac{1}{3} r)^2} + \left( \frac{|k\varepsilon|^2}{t + (\frac{1}{3} r)^2} \right)^2 + 9 \left( 9 - \frac{(1 + \eta)^2 \varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right)^2 = \frac{1}{2} \left( \frac{(1 + \eta)^2 \varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3} r)^2} \right)^2. \]
Since
\[ 9 \left( \frac{(1 + \eta)^2 \varepsilon^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right) \leq 36 \frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \]
and
\[ \left( \frac{|k\varepsilon|^2}{t + \left( \frac{r}{3} \right)^2} \right)^2 \leq \frac{|k\varepsilon|^2}{t + \left( \frac{r}{3} \right)^2}, \]
inequality (6.17) holds, and Case 2 is proved.

In Case 3, we need to show that if \(|x| \geq \varepsilon\), then
\[ \frac{(|x| + \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} < 9. \]

Then also
\[ \frac{|x|^2}{t + \left( \frac{r}{3} \right)^2} < 9 \quad \text{and} \quad \frac{(|x| - \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} < 9. \]

Since \(\left( \frac{1}{9} \right)^3 \inf_{y \in B_r(0)} u_c(y,0) \left( \frac{r}{3} \right)^{2(n+1)}\) cancels out, it is enough to show that
\[
\left( \frac{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2}{t + \left( \frac{r}{3} \right)^2} \right) \left( 9 - \frac{|x|^2}{t + \left( \frac{r}{3} \right)^2} \right)^2 \leq \frac{1}{2} \left[ \left( 9 - \frac{(|x| + \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right)^2 + \left( 9 - \frac{(|x| - \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right)^2 \right],
\]
or equivalently,
\[
\left[ 9 - \frac{|x|^2}{t + \left( \frac{r}{3} \right)^2} \right]^2 \leq \frac{1}{2} \left( 1 + \frac{1}{2} \frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right) \left[ \left( 9 - \frac{(|x| + \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right)^2 + \left( 9 - \frac{(|x| - \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right)^2 \right].
\]
This is equivalent to showing that
\[
18 \left( \frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right) \leq \frac{1}{2} \left( \frac{(|x| + \varepsilon)^4 + (|x| - \varepsilon)^4}{[t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2]^2} \right) - \frac{|x|^4}{[t + \left( \frac{r}{3} \right)^2]^2}
\]
\[
+ \frac{1}{4} \left( \frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right) I,
\]
where
\[
I = \left( 9 - \frac{(|x| + \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right)^2 + \left( 9 - \frac{(|x| - \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + \left( \frac{r}{3} \right)^2} \right)^2.
\]
Since
\[
\frac{|x|^4}{[t + (\frac{2}{3}r)^2]^2} = \left(1 - \frac{1}{2} \frac{\varepsilon^2}{t + (\frac{7}{3})^2}\right)^2 \left(\frac{|x|^4}{[t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2]^2}\right)
\]
\leq \left(1 - \frac{1}{2} \frac{\varepsilon^2}{t + (\frac{7}{3})^2}\right)^2 \left(\frac{|x|^4}{[t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2]^2}\right)
\]
and
\[(|x| + \varepsilon)^4 + (|x| - \varepsilon)^4 \leq 2|x|^4 + 12|x|^2 \varepsilon^2,
\]
we get an estimate
\[
\frac{1}{2} \left(\frac{(|x| + \varepsilon)^4 + (|x| - \varepsilon)^4}{[t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2]^2}\right) - \frac{|x|^4}{[t + (\frac{1}{3}r)^2]^2}
\geq \frac{1}{2} \left(\frac{(|x| + \varepsilon)^4 + (|x| - \varepsilon)^4}{[t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2]^2}\right) - \left(1 - \frac{1}{2} \frac{\varepsilon^2}{t + (\frac{7}{3})^2}\right) \left(\frac{|x|^4}{[t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2]^2}\right)
\geq 6 \left(\frac{|x|^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right) \left(\frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right) + \frac{1}{2} \left(\frac{|x|^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right) \left(\frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right).
\]
Hence, it is sufficient to show that
\[
18 \left(\frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right)
\leq 6 \left(\frac{|x|^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right) \left(\frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right) + \frac{1}{2} \left(\frac{|x|^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right) \left(\frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right)
\]
\[+ \frac{1}{4} \left(\frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2}\right) I.
\]
If
\[
\frac{|x|^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2} \geq \frac{5}{2},
\]
the previous inequality clearly holds. If
\[
\frac{|x|^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3}r)^2} \leq \frac{5}{2},
\]
then \( I \geq 72 \) and the previous inequality holds again.
When
\[
\frac{(|x| + \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3})^2} \geq 9,
\]
we need to show that
\[
\left(9 - \frac{|x|^2}{t + (\frac{3}{7})^2}\right) \leq \frac{1}{2} \left(1 + \frac{1}{2} \frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3})^2}\right) \left(9 - \frac{(|x| - \varepsilon)^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3})^2}\right) + \frac{1}{2} \left(\frac{|x|^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3})^2}\right) \left(\frac{\varepsilon^2}{t - \frac{\varepsilon^2}{2} + (\frac{1}{3})^2}\right).
\]
and this follows by the previous estimates of Case 3.

Let us next show that $\Psi$ is a viscosity subsolution to

$$(n + 2)u_t(x, t) = \Delta u(x, t).$$

Denote

$$|z|^2 = \frac{|x|^2}{t + r^2}.$$ 

Then

$$(n + 2)\Psi_t(x, t) - \Delta \Psi(x, t) = \frac{(\frac{1}{r})^{2(n+1)^2}}{(t + (\frac{1}{r})^2)^{(n+1)^2+1}}(9 - |z|^2)_+$$

$$= - (n + 2)(n + 1)^2(9 - |z|^2)_+ + 2(n + 2)|z|^2 + 4n - \frac{8|z|^2}{(9 - |z|^2)_+}$$

$$= \frac{(\frac{1}{r})^{2(n+1)^2}}{(t + (\frac{1}{r})^2)^{(n+1)^2+1}}(9 - |z|^2)_+ A.$$ 

When $a := 9 - |z|^2 > 0$, we get

$$aA = -(n + 2)(n + 1)^2a^2 + 2(n + 2)(9 - a)a + 4na - 8(9 - a)$$

$$= - (n + 2)(n + 1)^2 - 2(n + 2)]a^2 + 22(n + 2)a - 72 < 0$$

when $a = 8$, and the discriminant is

$$D = 22^2(n + 2)^2 - 4 \times 72(n + 2)[(n + 1)^2 + 2] < 0,$$

since $(n + 1)^2 + 2 > 2(n + 2)$. Hence $A < 0$ when $0 < a \leq 9$.

That $\Psi$ is a subsolution in $\Omega_T$ follows from the fact that the maximum of two subsolutions is a subsolution.
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