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Abstract

Research has shown that personalization of health interventions can contribute to an improved effectiveness. Reinforcement learning algorithms can be used to perform such tailoring using data that is collected about users. Learning is however very fragile for health interventions as only limited time is available to learn from the user before disengagement takes place, or before the opportunity to intervene passes. In this paper, we present a cluster-based reinforcement learning approach which learns across groups of users. Such an approach can speed up the learning process while still giving a level of personalization. The clustering algorithm uses a distance metric over traces of states and rewards. We apply both online and batch learning to learn policies over the clusters and introduce a publicly available simulator which we have developed to evaluate the approach. The results show batch learning clearly outperforms online learning. Furthermore, clustering can be beneficial provided that a proper clustering is found.

1. Introduction

Within the domain of health, an ever increasing amount of data is being collected about the health state and health behavior of people. This data can originate from a variety of sources, including medical devices and medical doctors, but also smartphones and other sensory devices we carry with us. Smart devices not only allow for the collection of data, but can also be used to provide interventions to users directly. Determining which intervention works best in what situation is an important problem in this context. One-size fits all solutions, where each user is provided with the same intervention, have been shown to be less effective compared to more personalized approaches where interventions are tailored towards (groups of) users (see e.g. (Kranzler & McKay, 2012; Schmidt et al., 2006; Simon et al., 2000; Curry et al., 1995)). The data collected from the users can help to establish this personalization.

Personalization of interventions poses several challenges. Firstly, the success of interventions is not immediately clear, and an emphasis should be placed on interventions that lead to a sustained improvement in the health state rather than quick wins. Secondly, interventions are typically composed of sequences of actions (e.g. multiple support messages or exercises) that should act in harmony. To address these challenges, reinforcement learning (see e.g. (Wiering & van Otterlo, 2012)) arises as a very natural choice (cf. (Hoogendoorn & Funk, 2017)).

While the reinforcement learning paradigm fits this setting very well, certain properties of reinforcement learning do not. The algorithms typically require a substantial learning period before a suitable policy (specifying which intervention action to select in what situation) is found. In our setting, we do not have a sufficiently long learning period per user and trying a lot of unsuitable actions can disengage users. Hence, there is a need to substantially shorten the learning period. To establish this we can either: (1) start with an existing model (transfer learning, see e.g. (Taylor & Stone, 2009)) or (2) pool data from multiple users that require similar policies (cf. (Zhu et al., 2017)). While both are viable options, the latter one has not been explored for more complex and realistic health settings yet, merely for very simple personalization settings.

In this paper, we present a cluster based reinforcement learning algorithm which builds on top of the work done by (Zhu et al., 2017) and test it for a more complex health setting using a dedicated simulator we have built. We use \(k\)-means clustering to find suitable clusters, thereby automatically selecting a value for \(k\) using the silhouette score. We learn policies over the clusters using both an online RL algorithm (Q-learning, cf. (Watkins & Dayan, 1992)) and a batch algorithm (LSPI, cf. (Lagoudakis & Parr, 2003)). We compare the cluster based approach to learning a single policy across all users and learning completely individualized policies. The aforementioned simulation environment generates realistic user data for a health setting. Here, the aim is to coach users towards a more active lifestyle. The simulator is made publicly available to allow for benchmarking and make it easier for others to evaluate novel reinforcement approaches for this setting.
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This paper is organized as follows. We present our cluster-based reinforcement learning algorithm in Section 2 and we discuss related work in Section 3. We continue with a description of the simulator we have developed in Section 4. We then explain our experimental setup and our results in Sections 5 and 6 respectively. We end with a discussion.

2. Approach

Generally, we want to learn an intervention strategy for many types of users, without knowing beforehand which types of users exist, how they differ in terms of behavior, and how they react differently to interventions of the system. In our approach, we utilize existing model-free reinforcement learning algorithms to experiment with different intervention strategies to improve users' health states.

User Models and Interventions. Let \( U \) be the set of users. We see each user \( u \in U \) as a control problem modeled as a Markov decision process (Wiering & van Otterlo, 2012)

\[
M_u = (S_u, I, T_u, R_u),
\]

where \( S_u \) is a finite set of states the user \( u \) can be in, \( I \) is the set of possible interventions (actions) for \( u \), \( T_u : S_u \times I \times S_u \to [0, 1] \) is a probabilistic transition function over the states of \( u \), and \( R_u : I \times S_u \to \mathbb{R} \) is a reward function that assigns a reward \( r = R_u(s_u, i) \) to each state \( s_u \in S_u \) and action \( i \in I \).

The user’s state set \( S_u \) consists of the observable features of the user state: in general, we cannot observe all relevant features of the true underlying user state \( s_{\text{true}} \) and \( S_u \) is therefore restricted to all measurable aspects, modeled through a set of basis functions over a state \( s_u \in S_u \). That is, we use the feature vector representation \( \phi(s_u) = (\phi_1(s_u), \phi_2(s_u), \ldots, \phi_n(s_u))^T \) of the state \( s_u \in S \) of user \( u \) as representation. If there is no confusion we will use \( s_u \) instead of \( \phi(s_u) \). The reward function \( R_u \) determines the goal of optimization. Finally, the transition function \( T_u \), which determines how a user \( u \) moves from state \( s_u \in S_u \) to \( s'_u \in S_u \) due to action \( i \in I \), is not accessible from the viewpoint of the reinforcement learner, which is a natural assumption when dealing with real human users. In Section 4 we do show how we have implemented it for the artificial users in our simulator. The granularity of modeling \( T_u \) can be set based on the case at hand, ranging from seconds to hours, denoted \( \Delta t \).

Every time point a user \( u \) is in some state \( s_u \in S \), the system chooses an intervention \( i \in I \), upon which the user enters a new state \( s'_u \) and a reward \( r \) is obtained. Note that for both the transition function and the reward function it is unknown whether they can be considered Markov, and thus whether the user can be controlled as an MDP. Nevertheless, we assume it is close enough such that we can employ standard RL algorithms. Note also that all users share the same state representation, but can differ in \( R_u \) and \( T_u \). An alternative strategy would be to learn the dynamics of \( T_u \) and \( R_u \) from experience as in model-based RL (e.g., see (Sutton & Barto, 2017)), but here we focus on learning them implicitly by clustering users who are similar in their behavior (and thus \( T_u \) and \( R_u \)).

Evaluating and Learning Interventions. The goal is to learn intervention strategies, or policies, for all users. For any user \( u \in U \), \( \pi : S_u \to I \) specifies the intervention for user \( u \) in state \( s_u \). The intervention \( i = \pi(s_u) \) will cause user \( u \) to transition to a new state \( s'_u \) and a reward \( r = R_u(s_u, i) \) is obtained, resulting in the experience \( (s_u, i, r, s'_u) \). A sequence of experiences for user \( u \) can be compactly represented as \( \langle s_u, i, r, s'_u, i', r', s''_u, i'', r'' \rangle \) and is called a trace for user \( u \). From here we will drop the user subscript when there is no confusion. To compare policies, we look at the expected reward they receive in the long run. The value of doing intervention \( i \in I \) in state \( s \) of policy \( \pi \), where \( \pi(s) = i \), is:

\[
Q^\pi(s, i) = E_\pi \left\{ \sum_{k=0}^{\infty} \gamma^k r^{t+k+1} | s^t = s, i^t = i \right\}
\]

(1)

where \( \gamma \) is a discount factor weighing rewards in the future, and \( s^t \) and \( i^t \) are states and actions occurring at some future time \( t \). From this \( Q \)-function it is easy to derive a policy, by taking the best action \( i \in I \) in each state \( s \in S \), i.e.

\[
\pi^*(s) = \arg \max_i Q^*(s, i), \forall s \in S
\]

(2)

We are looking for the best policy, which is \( Q^*(s, i) = \max_i Q^*(s, i) \) for all \( s \in S \) and \( i \in I \), and \( \forall \pi \).

We employ two off-policy techniques to learn \( Q \)-functions: online, table-based \( Q \)-learning (Watkins & Dayan, 1992) and batch, feature-based least squares policy iteration (LSPI) (Lagoudakis & Parr, 2003). Let \( U \) be our set of users. For \( Q \)-learning we store each \( Q \)-value \( Q(s, i) \), for \( s \in S \) and \( i \in I \) separately, and after each experience \( (s, i, r, s') \) for a user \( u \) in \( U \) update the \( Q \)-function:

\[
Q(s, i) \leftarrow Q(s, i) + \alpha [r + \gamma \max_{i'} Q(s', i') - Q(s, i)]
\]

(3)

where \( \alpha \) is the learning rate. Note that for all users \( U \) together one \( Q \)-function is learned. In addition, we use variants of experience replay (Lin, 1992) which amounts to performing additional updates by “replaying” experienced traces backwards to propagate rewards quicker.

In our second method, LSPI, we employ the basis function representation \( \phi(s) \) of a state and compute a linear function approximation of the \( Q \)-function, \( Q = \sum_{k=1}^{k} \phi(s) w_k \), from a batch of experiences \( E \). Here, \( \phi = \langle w_1, \ldots, w_k \rangle \) consists of tunable weights. LSPI implements an approximate version of standard policy iteration (cf. (Sutton & Baro, 2017)).
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Baro, (2017)) by alternating a policy evaluation step (Eq 1) and a policy improvement step (Eq 2). However, due to the linear approximation, the evaluation step can be computed by representing the batch of experiences in matrix form and using them to find an optimal weight vector \( \hat{w} \).

**Two Learning Phases.** For any given set of users we define two phases in learning an optimization strategy. In the first phase (warm-up) we employ a default policy \( \pi_{\text{def}} \) (see the experimental section for details) to generate traces for each user, and use all experiences of all users to compute \( Q_{\pi_{\text{def}}} \). By maximization (Eq. 2) we obtain a better policy \( \pi' \) that is used at the start of the second phase (learning). During this phase we iteratively apply the policy to obtain experiences and update our \( Q \)-function (and policy) using either \( Q \)-learning or 

Cluster-Based Policy Improvement. So far, we have assumed all users belong to one group. Our main hypothesis is that since users have different (but unknown) transition and reward functions, learning one general policy for all users will not be optimal. To remedy this, we add a clustering step after the warm-up phase. Let \( U \) be the set of users targeted in the warm-up phase, and let \( \Sigma^U \) be the set of all traces generated. Let the number of resulting clusters be \( k \) and \( \Sigma^U_1, \ldots, \Sigma^U_k \) be the partitioning of \( \Sigma^U \), and let \( U_1, \ldots, U_k \) be the partitioning of \( U \). Instead of utilizing all experiences of \( U \) for one \( Q \)-function, we now induce a separate \( Q \)-function \( Q_{\Sigma^U_i} \) (and corresponding policy \( \pi_{\Sigma^U_i} \)) for each user set \( U_i \) based on the traces in \( \Sigma^U_i \) and continue with learning and performance phases for each subgroup individually. Note that these steps are done in addition to our previous setup, which allows for a comparison between a policy for \( U \) and subgroup policies.

3. Related Work

We model the intervention system as a reinforcement learning system which can act by sending interventions to users. This use of reinforcement learning for intervention strategies in health, coaching and fitness applications is a relatively new development, although much other work has considered various nudging approaches to stimulate human users to do particular things in various ways. For example, adaptive persuasive systems (Kaptein & van Halteren, 2013) have been tested in field trials, for instance to increase the effectiveness of email reminders.

Reinforcement learning techniques (Wiering & van Otterlo, 2012; Sutton & Barto, 2017) are ideally suited for sequential decision making problems in health interventions, dynamic treatment regimes (Chakraborty & Murphy, 2014), or in motivational strategies in citizen science (Segal et al., 2018). Work in this area has just begun to explore computational approaches. Several problems in (mobile) healthcare generate new challenges for reinforcement learning, such as the problem of missing data, privacy, and especially the difficulty of interactive simulations with real human data. For that reason we implemented a realistic simulator as an alternative data gathering option. A challenge remains however, to keep as close as possible to actual human data.

Hochberg et al. (2016) compare reinforcement learning – in particular contextual bandits – with static reminder policies to encourage diabetes patients through SMS interventions. Raghu et al. (2017) combine continuous state space models and deep neural networks for the treatment of sepsis and Rudary et al. (2004) combine reinforcement learning with constraints for reminder support. The latter also shows several forms of personalization that result from learning from patients with different (scheduling) habits. The work by Zhu et al. (2017) is related to ours, in that they too focus on clustering the set of users for personalization purposes and use a form of linear function approximation based batch learning as part of their approach. In addition to algorithmic differences in learning but also in clustering, a major difference is that we base our experiments on extensive runs with our novel simulator. Some other work exists (cf. the mentioned papers) but so far, most is limited to a few datasets and relatively simple methods. The work by Raghu et al. (2017) is already a step to employ more advanced methods based on deep learning, but many other recent techniques in reinforcement learning will be possible to utilize for m-health applications (cf. (Li, 2017)).

Our work is also related to multi-task reinforcement learning, where the goal is to learn policies for multiple problems simultaneously. Some work models an explicit distribution over problems (Wilson et al., 2007), or distill a general policy which can be made more specific (Teh et al., 2017). In contrast, we focus on clustering groups users that are alike and learning separate, more specialized policies. Our work is also related to transfer learning (Taylor & Stone, 2009) where learned policies can be transferred to other tasks, in our case from group level to subgroup level.

4. Simulator

For the health setting we focus on in this paper, it is difficult to experiment with different reinforcement learning strategies with real users, as this requires involving a substantial number of users in a large scale study and gathering too many interaction samples per user. We have therefore decided to build a simulator to experiment with algorithmic settings first. The simulator is created for a setting where users have daily schedules of activities and should be encouraged to conduct certain types of (healthy) activities. Below, we discuss the details of the schedules followed by the interventions and the possibility to define rewards.
4.1. Schedules

We assume that we have \( n \) users in our simulator: \( \{u_1, \ldots, u_n\} \), originating from the set \( U \) as defined before. Each of these users can conduct one of \( m \) activities at each time point \( \{\{\phi_1, \ldots, \phi_m\}\} \). Time points in our simulator have a discrete step size \( \delta t \). Let \( \Phi \) denote the possible values of the activity. Example activities are working, sleeping, working out, and eating breakfast. Each user has a unique activity that is being conducted at a time point \( t \) (activity : \( U \times T \rightarrow \Phi \)). Note that this activity can also be none. For each user, a prototype schedule can be specified, which expresses for each activity \( \phi_i \):

1) an early and late start time (\( early\_start(\phi_i) \) and \( late\_start(\phi_i) \))
2) a minimum and maximum duration of the activity (\( min\_duration(\phi_i) \) and \( max\_duration(\phi_i) \))
3) a standard deviation of the duration of the activity (\( sd\_duration(\phi_i) \))
4) a probability per day of performing the activity (\( p(\phi_i, day) \))
5) priorities of other activities over this activity

Using these prototype schedules, a complete schedule is derived which assigns one unique activity to each time point, on a per day basis, following Algorithm 1.

The algorithm basically uses the ranges for start times and durations of activities to generate actual start times and durations. It then starts to run a schedule and builds up a queue of activities that are relevant for the current time point (i.e., for which the current time is after the start of the activity and before the end of it). In case of multiple activities, the one already being performed is continued, or in case of a priority activity the user switches to that activity. If the queue is empty, the user is not active (or idle) and selects the none activity.

4.2. Interventions and Rewards

Besides performing activities during a day, interventions can also be sent to users. In our system, the set of interventions \( I \) contains a binary action as \( \{\text{yes, no}\} \), representing at each decision moment whether the system sends an intervention or not. An intervention is a message that tells the user to perform a desired activity \( \phi_i \) (we assume there is only one single desired activity for now). To decide upon acceptance of a message, users have a profile that expresses what time points they are willing to accept an intervention (e.g., a working person might not accept an interventions when at work). If a message is sent at the right time (and when the activity has not been performed yet on that day), and a gap in the schedule is between \( t_{plan\_min} \) and \( t_{plan\_min} + t_{plan\_duration} \) from the time the message is sent, the activity will be performed. Rewards can be defined based on acceptance of the message (i.e., the activity is considered as part of the queue and will be performed) and how long the activity has been performed (e.g., there might be some optimal amount of time spent on the activity). More details for the setting we use for the specific case in this paper are shown in section 5.

5. Experimental Setup

As said, we focus on a health setting where learning a policy as fast as possible (i.e., based on limited experiences) is essential. Within this paper, we aim to answer the following questions:

\( RQ1 \): What are the differences between batch and online learning for our simulator setting, and how can generalization over state spaces be used to speed up learning?

\( RQ2 \): Can a cluster-based RL algorithm learn faster compared to (1) learning per individual user?
### 5.1. Simulator Setup

In our simulator setup, we aim to improve the amount of physical activity by users. We include different types of users. More specifically, we employ three prototypical users, referred to as the workaholic, Arnold (a vivid athlete), and the retiree. The simulator itself runs on fine-grained time scale (\( \delta t \) is 1 second) while we model \( T_u \) at a coarser granularity (\( \Delta t \) is one hour).

#### 5.1.1. Activities

We include the following activities: sleep, breakfast, lunch, dinner, work, work out. The specification of the daily schedule for each of our prototypical users is expressed in Table 1. We generate an equal amount of agents for all three types \((n = 33 \text{ per type})\).

#### 5.1.2. Interventions and Responses

The goal of the scenario is to make sure the total work out time meets the guideline for the amount of daily physical activity (30 minutes per day). Messages can be sent to the user to start working out. As explained before, acceptance of the message is dependant on the planning horizon of the user and whether it fits into the schedule. The workaholic is a chronic planner, the retiree is a spontaneous planner and Arnold is a mixed planner. The planning horizons of the three types are defined as follows: (1) chronic planner \( (t_{\text{plan.min}} = 3, \ t_{\text{plan.duration}} = 21, \ t_{\text{plan.sd}} = 0.1) \), (2) spontaneous planner \( (t_{\text{plan.min}} = 0, \ t_{\text{plan.duration}} = 1, \ t_{\text{plan.sd}} = 0.1) \), and (3) mixed planner \( (t_{\text{plan.min}} = 0, \ t_{\text{plan.duration}} = 24, \ t_{\text{plan.sd}} = 0.1) \). Here, the standard deviation expresses the variation among the agents spawned for this profile. On top of that, the workaholic can only accept interventions when having lunch or being idle while the retiree only accepts when idle and Arnold always accepts. Normally, only one work out per day is performed (and messages can be rejected based on this) However, each of the three types has a probability of working out for a second time in one day. Arnold has a probability of 50% of working out for a second time during one day, while it is 10% for the workaholic and 0% for the retiree.

How long the work out activity will be performed is defined in the profile of the user in 1. Fatigue plays a role here. Fatigue can build up when working out across multiple days. The value of fatigue is the number of times a user worked out in total during a consecutive number of days where at least one workout per day occurred. When the user skips working out for a day fatigue resets to zero. The maximum value of fatigue is 7. Agents start feeling fatigue after a threshold is reached. This threshold depends on the user.

For the retiree fatigue starts after value 1, Arnold after 4 and the workaholic after 2. Furthermore, the time spent on working out activity (30 minutes per day). Messages can be sent to the user to start working out. As explained before, acceptance of the message is dependant on the planning horizon of the user and whether it fits into the schedule. The workaholic is a chronic planner, the retiree is a spontaneous planner and Arnold is a mixed planner. The planning horizons of the three types are defined as follows: (1) chronic planner \( (t_{\text{plan.min}} = 3, \ t_{\text{plan.duration}} = 21, \ t_{\text{plan.sd}} = 0.1) \), (2) spontaneous planner \( (t_{\text{plan.min}} = 0, \ t_{\text{plan.duration}} = 1, \ t_{\text{plan.sd}} = 0.1) \), and (3) mixed planner \( (t_{\text{plan.min}} = 0, \ t_{\text{plan.duration}} = 24, \ t_{\text{plan.sd}} = 0.1) \). Here, the standard deviation expresses the variation among the agents spawned for this profile. On top of that, the workaholic can only accept interventions when having lunch or being idle while the retiree only accepts when idle and Arnold always accepts. Normally, only one work out per day is performed (and messages can be rejected based on this) However, each of the three types has a probability of working out for a second time in one day. Arnold has a probability of 50% of working out for a second time during one day, while it is 10% for the workaholic and 0% for the retiree.

### RQ3: Can we cluster users in a proper way based on traces of their states and rewards?

#### 5.2. Algorithm Setup

In our simulator environment we instantiate several aspects of our general algorithmic setup from Section 2.

##### 5.2.1. STATE

As features (i.e. \( \vec{\phi}(u_u) \)) we use: i) the current time (hours), ii) the current week day (0-6), iii) whether the user has already worked out today (binary), iv) fatigue level (numerical), and v) which activities were performed in the last hour (six binary features). All these features are realistically observable through sensor information, or inferable.

##### 5.2.2. REWARD

The reward function \( R_u \) consists of three components. If an intervention is sent and the user accepts it, the immediate

### Table 1. Parameters of profiles

| activity | param. | workaholic | Arnold | retiree |
|----------|--------|------------|--------|---------|
| sleep    | early start | 23         | 22     | 22      |
|          | late start  | 23         | 23     | 23      |
|          | min duration| 6          | 8      | 8       |
|          | max duration| 7          | 9      | 10      |
|          | priorities  | work       | work   | work    |
|          | probs (day) | 1,1,1,1,1,1| 1,1,1,1,1,1| 1,1,1,1,1,1|
| breakfast| early start | 7          | 7      | 7       |
|          | late start  | 7.5        | 9      | 10      |
|          | min duration| 0.25       | 0.25   | 0.5     |
|          | max duration| 0.25       | 0.25   | 0.75    |
|          | priorities  | work       | work   | work    |
|          | probs (day) | 1,1,1,1,1,1| 1,1,1,1,1,1| 1,1,1,1,1,1|
| lunch    | early start | 12         | 12     | 12      |
|          | late start  | 12         | 13.5   | 14      |
|          | min duration| 0.25       | 0.25   | 0.5     |
|          | max duration| 0.25       | 0.5    | 0.75    |
|          | priorities  | None       | None   | None    |
|          | probs (day) | 1,1,1,1,1,1| 1,1,1,1,1,1| 1,1,1,1,1,1|
| dinner   | early start | 18         | 19     | 18      |
|          | late start  | 20         | 20.5   | 20      |
|          | min duration| 0.5        | 0.5    | 0.5     |
|          | max duration| 1          | 1      | 1       |
|          | priorities  | None       | None   | None    |
|          | probs (day) | 1,1,1,1,1,1| 1,1,1,1,1,1| 1,1,1,1,1,1|
| work     | early start | 8          | 9      | 8       |
|          | late start  | 5          | 9.5    | 9.5     |
|          | min duration| 10         | 8      | 8       |
|          | max duration| 11         | 8      | 8       |
|          | priorities  | None       | None   | None    |
|          | probs (day) | 1,1,1,1,1,1| 1,1,1,1,1,1| 1,1,1,1,1,1|
| work out | early start | 19.5       | 16     | 19      |
|          | late start  | 20.5       | 21     | 21.5    |
|          | min duration| 0.5        | 1      | 0.5     |
|          | max duration| 1          | 1      |         |
|          | priorities  | None       | None   | None    |
|          | probs (day) | 0,0,0,0,0,0| 0,0,0,0,0,0| 0,0,0,0,0,0|
reward is +1 (otherwise −0.5). A second reward component is obtained when the user finishes exercising, where the exact reward value is scaled relative to the length of the exercise. A third component is related to the fatigue level of the agent: higher levels result in small negative reward which \textit{shape} the intervention strategy such that it does not overstimulate the user with exercises.

5.2.3. Default Policy

The first part of a simulation run is a \textit{warm-up} phase of seven days where interventions are driven by a \textit{default policy} which sends one intervention per day to each user at random between 9:00h and 21:00h. This allows us to perform exploration and to generate traces for clustering.

5.2.4. Q-Learning and LSPI

The second part of a simulation run is the \textit{learning phase} that lasts for 100 days. Immediately after the start of this phase we update the Q-table using the traces generated during the warm-up phase. In an initial experimentation phase we tuned several parameters, which we will now discuss. During the \textit{learning phase} we perform updates to Q-table once every hour. For Q learning we use \(\gamma = 0.95\), and \(\epsilon = 0.05\) and the learning rate decreases from an initial 0.2 with 1% every day. We initialize the Q-values with a random value between 0 and 1 if the action of the state-action pair is 0 otherwise we initialize the Q-values with a random number between −1 and 0, all to encourage exploration. To speed up the learning we use experience replay. We store the last 250 experience and use these to update the Q-values. All of these choices have been made based on preliminary runs using our simulator.

For runs with LSPI we learn policies on the traces generated during the warm-up phase immediately after this phase. The policies get updated at the end of each day by training a new policy on traces from the start of the simulation until that day. For LSPI we use \(\gamma = 0.95\), exploration of 0.01, a maximum number of iterations of 20 with \(\epsilon = 0.00001\) and a \textit{first wins} tie breaking strategy. Again, parameters have been set based on initial experiments.

5.3. Setup of Runs

We started this section with a number of research questions. To answer these questions, we run simulations with various configurations. First of all, we vary the usage of the type of RL algorithm: online (Q-learning) and batch learning (LSPI); this enables us to answer \textit{RQ1}. For each type of algorithm, we perform runs where we learn a single policy across all users (\textit{pooled approach}) to a \textit{cluster based} approach and learning a completely individualized policy for each user (\textit{separate approach}). This variation reflects \textit{RQ2}. For each algorithm we do two simulation runs for the cluster based approach; one simulation run using k-medoids clustering with the Euclidean distance (\textit{clustering approach}) and a second simulation run using three homogeneous clusters, one for each type of agent, (\textit{grouped benchmark approach}). The latter provides us with a (gold standard) benchmark to evaluate the cluster quality (i.e. \textit{RQ3}). Hence, in total we perform eight runs.

6. Results

\textbf{Batch versus Online Learning:} Figure 1 reports the results from our simulation runs. Our results demonstrate that LSPI significantly outperforms Q-learning when we compare the average daily rewards over the 100 days during the learning phase. It does so for all four cases (i.e. \textit{separate, pooled, cluster, and grouped benchmark}). Significance has been tested using a Wilcoxon Signed-Rank test with a significance level of 0.05. LSPI learned policies that result in average daily rewards between 0.18 and 0.62. Q-learning learns policies with average daily rewards of at most 0.08. The Q-learning experiments show that online (table-based) learning without generalizing over states is not capable of learning reasonable policies in a period of 100 days (although learning curves show progress, and given excessive amounts of extra time, optimal performance would be reached). LSPI on the other hand, generalizes over states and utilizes the relatively short amount of interaction much better. This is not a surprise, but it does confirm that generalization – over the experiences of multiple agents, but also over states – is needed to obtain reasonable policies in “human-scale” interaction time (and thus answers \textit{RQ1}).

\textbf{Different learning approaches:} The grouped benchmark approach with LSPI provided us with a policy that outperformed all other policies in this setting. This is of course the result of having perfect information about the profiles of the users which allowed us to created perfect clusters. The separate approach was the second best performing approach and ended very close to the performance of the
grouped benchmark approach after learning for 100 days. The separate approach has the ability to match the performance of the grouped benchmark approach given enough time to learn. At the same time the grouped approach clearly outperformed the pooled approach which indicates that clustering helps us learn better policies in a shorter amount of time, by generalizing over the right agents. We can attribute the different in performance between the clustering approach and the grouped benchmark approach to the fact that the clustering methods we used did not find clusters of the same quality as those of the grouped benchmark approach. Both the grouped benchmark approach and the separate approach rely on circumstances that are less realistic in the real world. Having more than 100 days to learn is unrealistic and having complete knowledge of the profiles of the users is not realistic either. With the clustering based approach we are able to speed up the learning time in comparison with the pooled approach to potentially reach better policies.

The policies that were produced by Q-learning show little variation in terms of performance resulting from the different learning approaches. On the contrary, LSPI produces policies learned using the same approaches that are significantly different among each other (Wilcoxon Signed-Rank test, 0.05 significance). As we can see from Fig. 1, the policy learned with LSPI using the grouped benchmark approach resulted in the highest average daily reward. In this case three clusters were formed each containing precisely the agents of one type. An average daily reward that exceeds twice that of the clustering approach and three times that of the pooled approach was observed. Furthermore, this approach also outperformed the policies learned with the separate approach. Although Q-learning shows little differences across the setups, an interesting observations is that clustering using knowledge about the profiles of the users performs slightly worse in terms of average daily reward than the remaining approach while using Q-learning.

A different way of measuring performance, by the cumulative average daily reward, is reported in Figs. 2 and 3. These two graphs show the cumulative average daily reward across the different learning setups. For policies learned with LSPI the grouped benchmark approach provided the highest cumulative reward throughout the simulation in comparison with all other approaches. A small decay was noticeable after 90 days. The separate approach resulted in a higher cumulative reward throughout the simulation compared to the approaches that learn one policy over all users or rely on clustering to learn a policy per cluster. The pooled approach outperformed the clustering approach during the first 55 days after which the pooled approach started decaying and was overtaken by the clustering approach.

For the Q-learning case, similar behavior was noticeable for the clustering and the pooled approaches. The latter gets overtaken by the clustering-based approach after day 72. The grouped benchmark approach provided the lowest cumulative reward throughout the simulation in comparison with all other approaches. The separate approach is in between these two extremes.

Clustering: Figure 4 shows the clustering with the k-medoids algorithm and the Euclidean distance metric for the LSPI run. We can clearly see that the clustering assigned users with the workaholic profile to the same cluster. The assignment of the other profiles is less consistent. For the Q-learning case similar patterns were observed.

In Depth Profile Policy Analysis: Figures 5-7 report on the performance of the different policies on each type of user. We see that Q-learning learn slow, but consistent over all types of users. LSPI however shows great diversity between the different profiles, also which learning setup is most appropriate. For Arnold it does perform consistently well (which is an "easy" profile as many policies result in a positive reward), while for other profiles some setups work well while other work really bad.

Overall, we see that there are three different ways to speed up learning such that learning is feasible in human-scale time: i) generalization over states through basis functions (LSPI) outperforms table-based learning (Q-learning), ii)
generalization over traces of several agents (group based policies) outperforms learning for agents individually (separate learning), and iii) generalization over the right agents (cluster-based approaches) outperform generalization over all agents (pooled). All three are needed for interventions in realistic, human domains.

7. Discussion

In this paper, we have introduced steps towards a cluster-based reinforcement learning approach for personalization of health interventions. Such a setting is characterized by limited opportunity to collect experiences from users and where the outcome is focused on optimization of long term health behavior. The presented approach allows for the identification of clusters of users that behave in a similar way and require a similar policy. We have posed various research questions to evaluate the suitability of the approach. Based on the results generated using our novel simulator, for our setting we can say that: **RQ1:** RL with batch learning and function approximation outperforms table-based RL using online learning in a significant way, thereby disqualifying the latter when interaction time is short. **RQ2:** A cluster-based RL can learn a significantly better policy within 100 days compared to learning per user and learning across all users, provided that a suitable clustering is found. **RQ3:** Learning suitable clusters using a Euclidean distance function and k-medoids clustering based on traces of states and rewards over 7 days shows to be difficult, suggesting the warm-up phase should be made longer.

While our simulator exhibits realistic behavior, we plan on moving more and more to a setting where the actual user is in the loop. A logical next step which is to use data collected from actual users to drive the behavior of the agent. We envision to do this by applying machine learning on the data per user and using the resulting model as a behavioral model for that specific user. We already have access to data obtained from a mobile treatment app used by around 250 depressed patients\(^1\). In the data, responses to interventions of individual agents are stored as well as socio-demographic and intake questionnaire data and daily ratings of their mental state. Clustering could even be based on the data collected at the start of the intervention. Integrating such behavioral models in our simulator is merely a small step. Furthermore, from a methodological side, we aim to experiment with more powerful reinforcement learning techniques, and we want to explore different clustering algorithms and more distance metrics to improve the clustering itself.

\(^1\)ref omitted for double blind reviewing
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