Breakdown of synthetic air under nanosecond pulsed voltages in quasi-uniform electric fields
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ABSTRACT

The electrical breakdown of synthetic air under ultrashort high-voltage pulses (50 ns duration), as well as slowly increasing (“DC”) voltages, is experimentally studied in a well-defined quasi-uniform electrode configuration (sphere–plane). The electrode spacing is varied from 0.1 to 1 mm, and the gas pressure is varied from 1.5 to 8 bar. The study’s goal is to provide experimental data to develop breakdown models that predict the breakdown probability of small gas gaps under arbitrary voltage excitations. In particular, this analysis is intended for applications where statistical and formative time lags need to be considered, such as nanosecond pulsed ignition or partial discharges in inverter-fed motors. The influence of the electrode material and the presence of UV illumination are investigated for both DC and pulsed voltages. The results highlight the important role of seed electron provision for breakdown under short transient voltages. Evidence for a field-assisted emission of seed electrons with a pressure-dependent onset field is found from time lag measurements. An empirical expression is derived based on the Fowler–Nordheim formula to quantify the seed electron generation rate. The expected dependence of the breakdown threshold on the cathode material (work function) was confirmed for breakdown under slowly increasing voltages (Townsend mechanism). Interestingly, a dependence of the breakdown voltage was also found for nanosecond pulsed voltages (dominated by the streamer mechanism). This suggests that the field emission of electrons from the cathode is the dominant source of seed electrons in large cathode electric fields.
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I INTRODUCTION

The electrical breakdown of gases under nanosecond high-voltage transients is of great interest for various technical applications. In some applications, such as chemical plasma reactors [1], plasma surface treatments [2], or spark ignition systems [3], the creation of plasma is the desired outcome. In other applications, such as insulation systems for inverter-fed motors and transformers, repetitive nanosecond high-voltage transients can occur during the switching process and ignite an undesired plasma in gas gaps bounded by solid insulation materials. Usually of a transient nature, these partial discharges (discharges that do not completely bridge the space between the two conductors) cause chemical and physical erosion of the solid insulation, which is the leading cause of premature insulation failures in inverter-driven systems [4].

In spark-ignition engines, the ignition process often limits increased efficiency and the range of usable excess air or exhaust gas recirculation [5]. In conventional ignition systems for engines, a spark (thermal plasma channel) is used to initiate fuel combustion [3]. Some of the mentioned limitations can be overcome by using repetitive voltage pulses of some tens of nanoseconds duration, which allow
the initiation of breakdown at higher voltages and thus channel more energy into the phase where the plasma is not in thermal equilibrium. The resulting advantages are shorter ignition delays, stable ignition at higher air-to-fuel ratios or exhaust gas dilution, and faster flame propagation [6]–[8]. Computational fluid dynamic modeling of ignition from a nanosecond pulsed discharge was reported in [9], and a description of the energy delivered during the discharge was reported in [10]; nevertheless, the characterization and modeling of breakdown thresholds (e.g., probability of breakdown occurring for a pulse of given amplitude, rise time, and duration) and the distribution of delay times are lacking.

The influence of the nanosecond pulse rise rate on the breakdown voltage and breakdown time was investigated in [11]. Two pulse durations of 50 and 10 ns were used, and streamer theory was identified as the breakdown onset mechanism. Due to the fast but finite pulse rise time, the authors measured significantly different breakdown voltages and times for varying pulse rise rates. In the investigation, the minimal observed breakdown delay time was used as an upper bound for the formative time. The presented analysis showed that the statistical time lags decrease with increasing overvoltages. Moreover, the seed electron generation rate, which primarily determines the statistical time lag, was found to strongly increase at large fields, but a quantitative analysis of the seed electron rate was difficult, because the study used automotive sparkplugs where the electrode geometry is complex and nonuniform. In such a geometry, estimating the active cathode area, for which an electron appearing near the cathode can induce breakdown, is complex and subject to considerable uncertainties.

This study aims to provide and analyze similar experimental data but for a simplified electrode geometry (sphere–plane, quasi-uniform electric field, as shown in Figure 2), for which the seed electron generation rate can be determined more accurately by using the calculated active cathode area. The provided parametrization of the seed electron rate as a function of the gap electric field and pressure is a novel contribution of this paper, which can be used to develop models for breakdown under nanosecond transients.

Breakdown thresholds for DC voltage are also measured under the same conditions of gap distance and pressure to allow for direct comparison and normalization of the transient breakdown voltages. For both the transient and DC voltages, the effect of the electrode material and UV illumination of the cathode are investigated to obtain information about the presence of secondary feedback and the role of seed electron provision.

As the timescale of the voltage application drops to the same order of magnitude as the statistical delay, the seed electron generation rate is expected to have a significant impact on the observed breakdown voltage. A clearer physical picture and a quantitative description of the seed electron generation mechanism in small gaps are thus required. This paper will contribute to the understanding of the breakdown in small gaps under nanosecond high-voltage pulses by providing an empirical expression for the seed electron generation rate as a function of the gap electric field.

The organization of the paper is as follows. First, the theory of the electrical breakdown of gases is summarized, focusing on the factors affecting the time to breakdown when fast-rising voltages are applied. Then, the experimental setup used in this investigation is presented alongside the simulation of the electric field of the used geometry. The results are divided into three parts. First, the results under slowly increasing (DC) voltage are presented. In the second part, the experiments under pulsed breakdown voltages are explained and compared to the DC results. Finally, the times to breakdown under pulsed voltages are analyzed, and an empirical expression for the seed electron generation rate is proposed. The presented results are then discussed and summarized based on gas discharge theory.

II METHODS

II.I Theory

The electrical breakdown of a gas gap starts with one or more free electrons – so-called seed electrons – that gain kinetic energy from the applied electric field. Seed electron generation is a stochastic process and leads to a fluctuating breakdown delay known as the statistical time lag [12], [13]. If the field magnitude exceeds the gas's critical field strength, an electron avalanche can result from the impact ionization of neutral gas molecules. According to the streamer mechanism, a direct breakdown can occur if the electron number in an avalanche grows to $10^6$...10$^8$ electrons. If so, a direct breakdown without cathode feedback can occur according to the streamer mechanism [14]. Alternatively, breakdown may occur as a result of a growing number of secondary avalanches starting from electrons liberated from the cathode by energetic input (positive ions, photons, metastable atoms, etc.) from previous avalanches (Townsend mechanism). The two mechanisms are described in more detail in the following subsection.

II.I.1 Breakdown mechanisms

The gas breakdown mechanisms depend on the time-varying electric field and on the seed electron provision. In this investigation, a geometry providing a quasi-uniform electric field is chosen. The gas contains relatively few free charged particles and is thus a good electrical insulator. However, if the electrical field is high enough, positive ions, photons, or excited neutral molecules created in an avalanche can reach the cathode surface and release secondary electrons (if they can impart with an energy exceeding the work function of the cathode surface to the electrons). This feedback process is quantified by the secondary feedback emission coefficient ($\gamma$), which is defined as the number of secondary electrons released per ionization event in an avalanche. In each avalanche generation, the number of electrons is enhanced by the amplification factor $\mu$ given by Equation (1).

$$\mu = \gamma \cdot e^{\int_0^d a_{err} \, dx} = \gamma \cdot e^S$$

(1)
According to Townsend theory, a breakdown occurs when each avalanche creates, on average, more than one successor avalanche, that is, when \( \mu > 1 \). The corresponding Townsend criterion thus reads

\[
S = \int_0^d \alpha_{\text{eff}} \cdot dx = \int_0^d \alpha - \eta \cdot dx = \ln(\gamma^{-1})
\]  

(2)

The integral \( S \) is called the ionization integral and equals the line integral of the effective ionization coefficient \( (\alpha_{\text{eff}}) \) along a considered field line across the gas gap. The term \( \alpha_{\text{eff}} \) considers the effects of both ionization (\( \alpha \)) and attachment (\( \eta \)) of electrons.

If the Townsend criterion is fulfilled, the number of avalanches in subsequent generations will increase exponentially until a certain critical number \( E_a \approx 10^6 \ldots 10^{10} \) of avalanches is formed, where space charge effects start to dominate the subsequent dynamics of the breakdown [15]. The formative time of Townsend breakdown, i.e., the time required to build up \( E_a \) avalanches, can be estimated by Equation (3), where \( v_e \) is the drift velocity of electrons (see Appendix VI.I for the derivation).

\[
t_{\text{fr}} = \frac{\ln([\mu-1]E_a)}{\ln(\mu)} \cdot \left[ T_1 + \left( 1 - \frac{1}{\alpha_{\text{eff}}d} \right) \cdot \frac{d}{v_e} \right]
\]

(3)

As outlined above, it is also possible for a single avalanche to induce breakdown by the so-called streamer mechanism. When the electron amplification in the gas is sufficiently large (electron number in an avalanche exceeding \( n_{\text{e,crit}} = 10^6 \ldots 10^9 \)), the field associated with the space charge of the avalanche can significantly distort the background field; secondary avalanches can grow in the field-enhanced region and lead to the formation of a streamer channel. This channel can further develop into the filamentary breakdown channel known as a spark. Several authors have suggested criteria for streamer inception of varying complexity. Raether's ignition condition for streamer breakdown requires the ionization integral \( S \) to be larger than the logarithm of a critical number \( n_{\text{e,crit}} \) of electrons in the avalanche head [16]:

\[
S = \int_0^d \alpha_{\text{eff}} \cdot dx = K_{st} \equiv \ln(n_{\text{e,crit}})
\]

(4)

The streamer constant \( K_{st} \) can be derived from first principles. For submillimeter gaps and synthetic air, \( K_{st} \) varies as a function of gap distance and pressure according to Equation (5) [17]. For the gap distances and pressures considered here, the corresponding range is \( K_{st} \approx 14 \ldots 17 \).

\[
K_{st} = \ln \left( \max \left( \frac{37}{p/\text{bar}}, 1.71 \cdot 10^7 \text{d}/\text{mm} \right) \right)
\]

(5)

Once the streamer channel is formed, its velocity is generally one order of magnitude greater than the electron drift velocity. The formative time is thus approximated as the time an electron avalanche needs to grow to the critical size (Equation (6)) [18].

\[
t_{\text{fr}} = \frac{K_{st}}{d(\frac{E_a}{\alpha_{\text{eff}}})^{\gamma}}
\]

(6)

The formative times of both mechanisms are compared in Figure 1. The Townsend formative time area is calculated for the range of the relaxation time \( (t_i) \) of the excited species emitting photoelectrons (10-100 ns) and the typical avalanche number \( E_a \) of \( \text{10}^6 \ldots \text{10}^9 \) required to transition into the glow discharge [19].

From criteria (1) and (4), it follows that if \( \gamma > n_{\text{e,crit}}^{-1} \), the voltage threshold for a Townsend breakdown is lower than that for streamer inception, and the static breakdown voltage \( V_0 \) is determined by the Townsend criterion. However, if the voltage increases to a sufficiently large overvoltage (see Figure 10 in [17]) during the statistical time lag \( t_s \) (i.e., after crossing the Townsend threshold), then the streamer criterion is reached, and a seed electron can induce a streamer breakdown in the first avalanche generation.

II.1.2 Seed electron provision

All breakdown mechanisms start with the appearance of a seed electron, which starts the ionization process that ultimately leads to a breakdown. Seed electrons can originate from the background gas or the cathode surface. The required ionization energy (gas) or work function (cathode) can be provided by a multitude of processes, among which cosmic and radioactive background radiation as well as energetic photons (UV, X-ray,...) are commonly mentioned [20]. The electric field itself can assist the release of an electron from the cathode in what is called field emission or thermionic emission (combined effect of the cathode electric field and temperature) of electrons [21]. Moreover, in electronegative gases such as synthetic air, unstable negative ions can
constitute an important source of seed electrons [13]. The mentioned processes are subject to statistical fluctuations, which gives rise to a statistical time lag, i.e., the time interval between the crossing of the static breakdown threshold and the appearance of the seed electron. The total delay time is the sum of the statistical time lag and the formative time lag:

\[ t_{\text{delay}} = t_s + t_f. \] (7)

While the potential sources described above are known, their relative contribution to a given electrode material, gap distance, gas type, and gas pressure often remains unclear.

II.II Experimental setup

The constant volume cell introduced in [22] is used to characterize the breakdown onset for static and nanosecond pulsed voltages. The absolute pressure in the constant volume cell is varied from 1.5 to 8 bar (six pressure values). An automotive sparkplug (depicted in Figure 2) is modified to obtain a quasi-uniform electric field between the electrodes.

The field efficiency factor [14] decreases with increasing gap size and ranges from 0.98 for the 0.1 mm gap to 0.78 for the 1 mm gap. The cylindrical ground (GND) electrode is held in place by a brass shell. The high-voltage electrode is a half-sphere with a diameter of 5 mm. The distance between the high-voltage (HV) and ground electrodes can be adjusted between 0.1 and 1 mm by means of a fine-pitch thread and precision gauges. From breakdown tests on gaps with the same nominal gap setting, the maximum relative deviation of breakdown voltages due to systematic errors in gap distance is determined to be approximately ±10%.

Figure 2: Modified sparkplug with hemispherical HV electrode and plane-cylindrical GND electrode.

The first few breakdowns conditioned the electrodes. After the preliminary tests, the electrodes did not show any further "conditioning effect". The static breakdown voltage was measured for different conditions at the start and end of the measuring campaign and did not show any appreciable difference. This suggests that the impact of field distortions caused by the discharge's micro-asperities remained constant throughout the experiments.

A DC high-voltage module capable of generating up to 12 kV is used to perform short-term breakdown tests under slowly increasing voltage. The voltage is monitored with a high-voltage probe (Tektronix p6015a) during the voltage increase (ca. 100 V/s), and the recording is triggered on the breakdown current pulse.

Nanosecond pulses are generated by a commercial nanosecond pulse generator (FID 30-100NM), which has a maximal amplitude of 15 kV into 100 Ω and a pulse duration of 50 ns (FWHM). The typical pulse rise time from 10 to 90% of the maximum is 9 ns, and it has a slight dependence on the maximal pulse amplitude. Figure 3 depicts in red the prospective voltage waveform, i.e., the voltage waveform that would appear across the gap if no breakdown occurred, while in blue the actual gap voltage.

The overvoltage at the time of breakdown is given by the difference between the dynamic breakdown voltage \( V_{\text{BD}}\) and the static breakdown voltage \( V_0 \)

\[ \Delta V_{\text{BD}} = V(t_s + t_f) - V_0, \] (8)

The associated impulse factor is obtained by normalizing the overvoltage with the static breakdown voltage,

\[ K = \frac{\Delta V_{\text{BD}}}{V_0} = \frac{V_{\text{BD}}}{V_0} - 1. \] (9)

For the classification of the prospective voltage waveforms, the maximal impulse factor is used,
\[ \sigma \equiv \frac{V_{\text{max}}}{V_0} - 1, \tag{10} \]

where \( V_{\text{max}} \) is the maximum value of the prospective voltage. The maximal impulse factor, Equation (10), uniquely defines the pulse.

The modified sparkplug is connected to the pulse generator with a 30-m long coaxial cable. Since the pulse propagation time in the cable is longer than the pulse duration, the transmission line wave equation describes the electric circuit active during the discharge. When the high voltage pulse arrives at the anode, it is in part reflected and in part transmitted depending on the ratio between the cable impedance and the output impedance. The voltage and current at the gap are reconstructed by measuring the incident and reflected current waveform inside the coaxial cable. For this reason, a shielded current monitor (Pearson current monitor model 6585 with a usable rise time of 1.5 ns) is placed in the middle of the coaxial cable, where the shield of the cable is removed and reconstructed around the current monitor. The details and validation of the measurement technique are reported in [11].

The HV electrode is connected to the center core of the coaxial cable, while the ground electrode is connected to the coaxial cable's shield through the ignition cell. Figure 4 shows the ignition cell setup.

Figure 5 shows a scheme of the experimental setup. The synthetic air (79.05% nitrogen and 21.05% oxygen) is fed into the constant volume cell via a mass flow controller (Bronkhorst). The ignition cell is equipped with pneumatically actuated in- and outlet valves.

Positive polarity pulses are used in this investigation; therefore, the HV electrode is positive (anode), while the ground electrode is negative (cathode). A more detailed description of the system's setup, and electrical characterization can be found in [11].

### II.III UV illumination

A mercury lamp is mounted onto the fused silica glass window of the constant volume cell to illuminate the cathode with UV light in selected experiments. The impact of UV illumination is tested in both the static and nanosecond pulsed cases.

### II.IV Material effect

Electrodes (HV and GND) made of aluminum, copper, and stainless steel are used to investigate the impact of the electrode material on the breakdown voltage in both the static and pulsed voltage cases. The effect on breakdown time lag is also quantified for the pulsed voltage. The materials were chosen because of their difference in the vacuum work functions, which are \( \sim 4.26 \text{ eV} \) (Al), \( \sim 4.47 \text{ eV} \) (Cu), and \( \sim 5.08 \text{ eV} \) (Steel), respectively [23], [24].

### II.V Electric field data

The electric field is determined with COMSOL Multiphysics software. The electrode system is modeled with rotational symmetry, as shown in Figure 6, based on the geometry shown in Figure 2. Only the electric field lines ending on the GND electrode are considered in this analysis. The field amplitude is shown for a voltage of 1 V and is scaled accordingly for the actual applied voltages.
Figure 6: Electric field simulation for a gap distance of 0.1 mm.

III RESULTS

III.I Static breakdown voltage

Figure 7 shows the breakdown voltage value under a slowly increasing voltage (~0.1 kV/s) for ambient temperature and absolute pressures ranging from 1.5 to 8 bar. The gap size is varied, where possible, from 0.1 mm to 1 mm. The full line for the 3-bar case represents the breakdown values according to Townsend theory for $\gamma = 2.2 \times 10^{-4}$. The minimum and maximum measured breakdown values are shown as well for the 3-bar case. The dashed lines represent a linear fit of the calculated mean breakdown value for a given pressure.

Figure 7: Static breakdown voltages as a function of gap distance and synthetic air pressure (for steel electrodes).

A linear fit follows Townsend theory in the investigated pressures and gap sizes. The indicated measured values are averaged over approximately 20 breakdown measurements. The maximal relative deviation of individual readings from the mean value is always below 10% for each experiment, while the average of the maximal deviations for all the investigated conditions is ~3%. The relative deviation of the mean value with respect to the fit line remains below ~12%, with an average deviation of ~3%. Figure 7 shows that the mean breakdown voltage increases approximately linearly with gap distance.

Figure 8 illustrates the effect of UV illumination on the static breakdown voltage. The box plot represents, from top to bottom, the maximal measured value, the 75th percentile, the mean value, the 25th percentile, and the minimal value. The mean breakdown voltage under UV illumination is lower in the investigated cases. No relative error in gap distance is present because the electrode distance is not reset between the experiments with and without UV illumination. Generally, the relative lowering of mean breakdown voltages is more significant at lower pressure-gap distances, as is the reduction in scattering around the mean. An overview of the results is given in Table 1. Breakdown voltages and times are subject to relatively large scatter even when all experimental parameters are held constant. Therefore, the Mann-Whitney U test is used, whose $p$ value indicates the probability that the measured variation is just due to the finite sample size (see appendix VI.II). For example, the probability that the observed differences between the sample with and without UV illumination at 1.5 bar and 0.1 mm is pure chance is less than $10^{-6}$.

Figure 8: UV impact on the static breakdown voltage at 1.5 bar and 0.1 mm gap distances with steel electrodes.

Table 1: UV impact on the static breakdown voltage

| Condition (p,d) | Mean (w/o UV) | Mean (UV) | p value     |
|----------------|---------------|-----------|-------------|
| 1.5 bar, 0.1 mm| 1.43 kV       | 1.32 kV   | 4.6 x 10^{-7} |
| 3 bar, 0.5 mm  | 6.11 kV       | 6.02 kV   | 2.5 x 10^{-4} |
| 3 bar, 0.9 mm  | 9.44 kV       | 9.35 kV   | 9.8 x 10^{-4} |

Table 2 lists an example measurement of the static breakdown voltage for the three different materials, a gap size of 0.5 mm and a pressure of 1.5 bar. The $p$ value is the result of the Mann-Whitney U test between the two different sets of results for the two materials in parentheses. The measured mean breakdown voltages are on the order of the associated cathode vacuum work functions. To take into account the effect of the gap size error, the breakdown voltages of each material were measured three times consecutively by resetting the electrode distance to the same nominal gap distance. When the associated sample's breakdown voltage means did not show a significant difference ($p > 0.05$), i.e., when the distance setting did not
significantly change the observed breakdown values (as is the case reported in Table 2), ordering according to the work function values was observed. In some instances, however, the error introduced by the gap setting dominated the order of the mean breakdown values. In these cases, it could be seen that the mean breakdown values of the three repetitions indeed showed a significant difference ($p < 0.05$).

| Material | Mean Voltage | 95% Confidence Interval | p value |
|----------|--------------|------------------------|---------|
| Steel    | 3.73 kV      | 0.024 kV               | 0.01 (Steel-Cu) |
| Copper   | 3.65 kV      | 0.044 kV               | 1.96 x 10^6 (Cu-Al) |
| Aluminum | 3.51 kV      | 0.048 kV               | 1.85 x 10^-12 (Al-Steel) |

Table 2: Electrode material impact on the static breakdown voltage

III.II Pulsed breakdown voltages and breakdown times

Figure 9 and Figure 10 shows respectively the breakdown voltage and breakdown time of 1093 experiments with pulsed voltages in synthetic air with pressures ranging from 1.5 to 8 bar and for electrode distances between 0.1 and 1 mm in 0.1mm steps.

For clarity reasons, the breakdown voltages and times are slightly offset to the right for increasing pressures. As shown in Figure 1, the formative time lag is negligible compared to the measured delay times. The statistical time lag $t_s$ causes a breakdown to occur at a certain overvoltage characterized by the impulse factor $K$ (Equation (9)). The measured impulse factors ranged from 0.2 to 4.4 for the different conditions and were above the corresponding Townsend-to-streamer transition voltages for $\gamma = 2.2 \cdot 10^{-4}$ (see Section II.I.1 and references therein). Due to the short but non-negligible pulse voltage rise time of approximately 9 ns, breakdown can occur on the rising part of the pulse as well on the nearly flat part of the pulse. The maximal impulse factor $\sigma$ describes where the breakdown occurs. Figure 11 and Figure 12 provides respectively an overview of the measured impulse factors and the measured breakdown time for a 0.1 mm gap at 1.5 bar pressure and ambient temperature under 52 voltage pulses of different maximal impulse factors. The box plots in Figure 11 and Figure 12 represent from top to bottom the maximal measured value, the 75% percentile, the mean value, the 25% percentile, and the minimal value. Breakdown occurs with relatively small scatter near the voltage maximum for maximal impulse factors $\sigma < 2$ (rising line). At higher prospective overvoltages, the achieved impulse factors are considerably smaller than the maximal impulse factor, indicating that breakdown occurs in the early rising part of the pulse. In addition, the scatter in the breakdown voltages is significantly larger. The measured breakdown times follow a specific pattern. As shown in Figure 12, they fall off rapidly with increasing maximum overvoltage of the applied pulse ($0.5 < \sigma < 2$) but show a saturation for $\sigma > 2$. For the breakdown times, the scatter decreases with increasing overvoltage.
Figure 11: Measured impulse factors (relative overvoltage at breakdown) as a function of the maximal impulse factor (maximum relative overvoltage of the applied pulse) at 1.5 bar and 0.1 mm.

Figure 12: Measured breakdown time as a function of the maximal impulse factor at 1.5 bar and 0.1 mm gap distance. Only one experimental point is present for ($\sigma=5.5$), represented by the green line, since the calculation of percentiles, minimal, and maximal values is impossible. These trends of breakdown voltages and times are present at different pressures and gap distances whenever high maximal impulse factors are reachable with the setup used. Figure 13 shows the impact of UV illumination on breakdown times for the 0.1 mm gap size and 8 bar synthetic air pressure. The mean value and the 95% confidence interval of the mean are reported in the plot. The shown result is representative of all the investigated conditions where the range of accessible $\sigma$ was large. The mean breakdown times and their scatter are significantly lower in the presence of UV light, but the effect decreases with increasing overvoltage.

Figure 13: Impact of UV illumination on the breakdown time as a function of the maximal impulse factor.

The effect of different materials on the mean breakdown threshold under pulsed voltages is illustrated in Figure 14 for a 0.2 mm gap size, synthetic air pressure of 3 bar, and ambient temperature. The mean value and the 95% confidence interval of the mean are reported. Interestingly, the steel electrodes show a significantly higher breakdown threshold than the aluminum and copper, and there is even a significant fraction of cases (~15%) where no breakdown occurred with the steel electrodes for the tested range of overvoltages. To check the validity of the experimental results, the measurement series was repeated for the steel electrodes (rep#2), and the previously obtained values (rep#1) were confirmed. Moreover, a possible bias due to fluctuations in the maximum prospective pulse voltage was examined: it turned out that the prospective pulse amplitudes applied to the steel electrodes were even slightly larger (see Figure 14, top) and cannot explain the significantly larger breakdown values. The maximum prospective voltage is between 10.5 and 11.5 kV. The horizontal line in Figure 14 represents the static breakdown voltage for the shown condition.
Figure 14: Electrode material effect on the breakdown voltage under pulsed voltages at 3 bar and 0.2 mm gap distance.

Figure 15 depicts the mean breakdown time and the 95% confidence intervals of the experiments where a breakdown was detected. The m and n numbers on the top of Figure 15 lists the number of experiments with and without breakdown, respectively.

Figure 15: Electrode material effect on the breakdown times under pulsed voltages at 3 bar and 0.2 mm gap distance.

III.III Breakdown time analysis: seed electron generation rate

This section aims to derive an expression for the seed electron generation rate as a function of the gap electric field strength. The following analysis is meant to provide an order of magnitude estimation, thus including a number of simplifying steps. For example, due to the quasi-uniform geometry, a mean electric field strength \( U/d \) is attributed to the applied voltage \( U \) and used to parametrize the derived electric field dependencies. The analysis is carried out for 0.1 mm and 0.2 mm gap distances and pressures of 1.5, 2, 3, 4, 5, and 8 bar, as these conditions fully cover the experimentally accessible range of electric fields up to approximately 120 kV/mm. A total of 960 breakdown measurements are available for the analysis.

An important parameter in the analysis is the active cathode area \( A_{\text{act}} \), which is the area on the cathode where the associated field lines satisfy the streamer criterion (5) for \( K_{\text{st}} > 16 \). Thus, a free electron near the active cathode area is likely to induce a breakdown, while outside this area, it is likely to become attached and simply drift to the anode. The attachment and ionization coefficients required for this calculation are extracted from the Boltzmann equation solver BOLSIG+ [25] using the cross-sectional datasets reported in [26]–[28].

First, the dependence of the average time to breakdown on the electric field strength is derived from the measurement data in the following way. A list of voltages with equally spaced bins spanning a range from the calculated streamer onset voltage to the largest measured breakdown voltage is defined for each pressure and gap distance. The voltage list size is chosen so that the distance between the values is ca. 500 V. Division by the gap distance generates an associated (mean) electric field list \( [E_i] \).

Let then \( \Delta t_i \) be the cumulated time (i.e., from all measurements at a given pressure and gap distance), let the applied mean electric field \( U(t)/d \) value lie in bin number \( i \), and let \( O_i \) be the number of observed breakdown values in this bin. The average time the system gas is "stable" (no breakdown) when exposed to the field \( E_i \) is given by

\[
 t_{\text{BD}}(E_i) = \frac{\Delta t_i}{O_i}. \tag{11}
\]

This average time to breakdown is shown in Figure 16 for gap distances of 0.1 mm and 0.2 mm and all available pressures. The time to breakdown is determined by the number of electrons generated near the active cathode area per unit time. Thus, if \( \dot{n}_e(E) \) is the seed electron generation per unit time and cathode area at the electric field strength \( E \), then

\[
 t_{\text{BD}}(E) \approx t_s(E) = \frac{1}{A_{\text{act}} \cdot \dot{n}_e(E)}. \tag{12}
\]

The only unknown quantity is then \( \dot{n}_e(E) \). Note that the formative time is negligible with respect to the measured time to breakdown and can thus be omitted in Equation (12). The dotted lines in Figure 16 indicate that field-independent seed electron generation does not fit the experimental data adequately. Instead, the full lines are based on a field emission contribution based on the Fowler–Nordheim formula [29] (with empirically derived parameters), which is activated at high fields on top of a constant background rate \( \dot{n}_{e,0} \).

\[
 t_{\text{BD}}(E) = \frac{1}{A_{\text{act}} \cdot \dot{n}_{e,0} + C \cdot E^2 \cdot \exp\left(-\frac{D \cdot p_b}{E}\right)}. \tag{13}
\]
A least-square fit over the 112 available data points for 0.1 mm and 0.2 mm gap distances leads to the following parameters: \( \dot{n}_{e,0} = 1.1 \text{ ns}^{-1} \text{ cm}^2, \ C = 6.7 \times 10^3 \text{ ns}^{-1} \text{kV}^2 \text{ mm}^2, \ D = 178 \text{ kV mm}^{-1} \) and the coefficient \( b = 0.53 \).

![Figure 16](image1.png)

**Figure 16** Determined mean times to breakdown as a function of the gap electric field. Fit lines are based on seed electron generation rates with (full line) and without (dotted line) activated field emission.

Figure 17 shows the resulting seed electron generation as a function of the mean gap electric field.

![Figure 17](image2.png)

**Figure 17** Derived seed electron generation rate as a function of the electric field.

## IV DISCUSSION

The observed quasi-linear increase in the static breakdown voltage with the gap distance is in good agreement with the predictions from Townsend's theory and a secondary feedback emission coefficient of \( \gamma = 2.2 \times 10^{-4} \), which is a typical value reported for air [30]. Indeed, all the investigated cases are well above the Paschen minimum at \( (p \cdot d)_{\text{min}} = 7.3 \text{ \mu m} \cdot \text{bar} \) [14], which explains the approximately linear increase with both pressure and gap distance.

The reduction of the statistical spread in the static breakdown voltage under UV illumination might, on a first account, be attributed to the corresponding increase in seed electron generation. UV illumination reduces the statistical time lag and hence the breakdown voltage (\( \text{dU}/\text{dt} \) is small but not zero). However, with a background rate of \( \dot{n}_{e,bk} = 1.1 \text{ ns}^{-1} \text{ cm}^{-2} \), the voltage slew rate would need to be much larger than the applied \( \sim 100 \text{ V/s} \) to see any observable spread in the breakdown voltage. A possible explanation is the following. Just around the onset voltage of Townsend breakdown, the active area is concentrated to a small section at the tip of the half-sphere. The probability of a seed electron triggering a sequence of avalanches, in which all feedback photons hit the active area, can be exceedingly small. This means that the vast majority of secondary seed electrons will not induce breakdown, and hence, the apparent statistical time lag is much larger than what is expected from the seed electron generation rate. This reasoning assumes that the main secondary feedback mechanism is the photoeffect at the cathode, which is in accordance with the available literature for pressurized air and metallic electrodes [20]. The simultaneously observed lowering of the average static breakdown voltage under UV illumination is also in line with qualitative theoretical reasoning based on the increase in the amplification factor \( \mu' > \mu \) in the presence of a constant source of external seed electrons [19].

Finally, the reduction of the static breakdown voltage with the reduced cathode work function values can also be explained within Townsend's theory by an increase in the amplification factor (larger secondary electron emission coefficient). All observations support the conclusion that the discharge under slowly increasing voltages and the investigated range of \( pd \) values from 0.1 to 8 \text{ \mu m} \cdot \text{bar} is governed by the Townsend mechanism.

The remainder of the discussion is dedicated to breakdown under nanosecond pulsed voltages, for which the DC breakdown voltages serve as a helpful point of reference. Due to the short rise time of the voltage pulse (\( \sim 9 \text{ ns} \)), large overvoltages can develop during the time before a seed electron appears. Indeed, breakdown voltages exceeding the static threshold by up to 440% were observed.

Two breakdown regimes are present (see Figure 11 and Figure 12): at a low maximal impulse factor, the breakdown time has large variability, but the breakdown voltage has low scatter. Conversely, at high maximal impulse factors, the breakdown voltage scatters significantly, whereas the time falls in a relatively narrow interval. Similar breakdown regimes are reported in [11]; where, due to the complex geometry involved, the calculation of the active area was not possible. This behavior can be related to the employed voltage pulse shape. When the maximum overvoltage is small, breakdown is likely to occur in the plateau of the pulse because seed electrons are unlikely to become available in the few nanoseconds it takes to reach the voltage plateau in the small active area that is created by the low overvoltages. The breakdown voltage is equal to the plateau voltage, and breakdown times span the whole duration of the pulse (up to 50 ns). In contrast, when the maximum overvoltage is large,
seed electrons are generated at a higher rate over a larger area due to the large fields developing during the rising edge of the pulse or shortly thereafter. With the breakdown occurring in this interval, the breakdown times are small and localized, whereas the breakdown voltages scatter significantly due to the large dU/dt (even minor breakdown time variations result in significant breakdown voltages variation). For a synthetic air gap of 0.1 mm and pressure of 1.5 bar, the breakdown times for impulse factors above 3 vary between 5 and 9 ns, with the latter being equal to the typical pulse rise time.

The sharp transition between the two regimes also supports the conclusion of a field-dependent seed electron generation rate. Without the field emission, the breakdown rate increase should follow the slower increase in the active area. The quantitative analysis presented in Section III.III shows that the time to breakdown is a strongly decreasing function of the electric field. For relatively small field strengths, the increase in the active area can explain the observed decrease in the mean breakdown time. However, this effect alone cannot explain the rate of decrease of breakdown times at higher field strengths, where the seed electron generation rate itself seems to increase significantly above the low-field (background) value. The measured breakdown times are well reproduced by a Fowler–Nordheim-type equation [29], suggesting a field emission of electrons from the cathode.

The proposed parameterization of the associated seed electron generation represents a novel contribution. After the field emission activation, electron emissions over the macroscopic surface of \( \sim 10^8 \) electrons per second and cm\(^2\) are estimated. The release of electrons from cold, heavily oxidized steel electrodes in the atmosphere was reported in [31]. Up to 10\(^6\) electrons per second were released under an applied field of 1 kV/mm, which matched the prediction based on the Fowler–Nordheim emission equation. The researcher estimated an area from which the electrons are emitted of \( \sim 10^{-14} \) cm\(^2\), suggesting that the electrons might be liberated from groups of negative ions at the cathode surface.

Comparing the experimentally derived field-dependent seed electron emission rate with the quantitative predictions from the Fowler–Nordheim equation allows the determination of the actively emitting surface fraction and the effective work function of these emitters as a function of pressure [32]. A pressure-independent active surface fraction of \( 2 \times 10^{15} \) is obtained, and the effective work function is found to increase from 2.25 eV at 1.5 bar to 4 eV at 8 bar. These numbers suggest that field emission occurs over groups of atoms with low effective work functions. Moreover, a higher gas number density seems to hinder electron emission from these sites. The increasingly effective work function of the emission sites at larger pressure may thus be an effect of adsorption of gaseous constituents onto the emission sites, thereby reducing the electron emission yield.

While the field emission hypothesis paints a consistent picture with the obtained data and has also been previously invoked for the explanation of time lags of electrical breakdown under pressurized gases [34], another a priori plausible explanation (for pulsed breakdown) based on the field-dependent detachment of electrons from unstable negative oxygen ions is argued to be less consistent with the observed data. First, the detachment of electrons occurs on average in a few collisions at fields as low as 3.8 kV mm\(^{-1}\) in air at atmospheric pressure [33]. Hence, a negative ion available in the gap before the voltage pulse arrives would lose its electron in a fraction of a nanosecond and not lead to a field-dependent detachment that could explain the observed time delays. Second, if detachment from negative ions would dominate, the detected breakdown dependency on the electrode material should be lower. Third, and even more importantly, the equilibrium number density of unstable negative ions (\( N_i \)) is low in the considered small gaps, such that the probability of finding a suitably placed negative ion upon arrival of the voltage pulse is negligible for practical purposes. The maximum equilibrium number density in the gap is proportional to the background ionization rate \( Q \) \((\sim 10^-10^8 \text{ cm}^3 \text{ s}^{-1})\), gap distance \( d \), diffusion coefficient \( D_i \) \((5 \times 10^{-2} \text{ cm}^2 \text{ s}^{-1} \text{ at } 1 \text{ bar})\) and pressure [33]:

\[
N_i = \frac{Q d^2 p}{8 D_i}.
\]

For the \( d = 0.2 \text{ mm} \) gap and a pressure of \( p = 8 \text{ bar} \), \( N_i \sim 8 \times 10^{-2} \text{ cm}^3 \), while the active volume is only a fraction of a cm\(^3\). The generation of a seed electron by detachment from negative ions thus seems unlikely in such small gaps, unless the volume ionization rate is increased significantly (e.g., by exposing the gap to artificial ionizing radiation) or nonequilibrium conditions apply (e.g., in repetitively pulsed discharges). It thus remains unclear what is the source of seed electrons constituting the background rate, and more targeted investigations at lower overvoltages are needed to clarify this point.

UV illumination under pulsed voltages is found to increase the background seed electron generation rate approximately fivefold. As expected, this enhancement becomes negligible above the onset field strength for field emission.

The investigation with different electrode materials and pulsed voltages suggests that the field electron emission is affected by the material of the electrodes. Breakdown is observed to occur at the plateau for the steel electrode. Most notably, not all applied pulses with steel electrodes result in a breakdown. Breakdown occurs during the rising part of the applied voltage for the copper and aluminum electrodes. All the experiments result in a breakdown for the copper and aluminum electrodes. This suggests the conclusion that steel has a significantly lower field-enhanced seed electron emission rate than copper and aluminum, which is in accordance with their vacuum work function values. Based on this argument, one would, however, also expect that the seed electron generation rate is the lowest for aluminum electrodes. Nevertheless, the lowest breakdown voltages and times were obtained for the copper electrode. Although the measured prospective voltages were slightly higher in the...
case of the copper electrodes (see Figure 14), the difference cannot explain the measured trend. One plausible conclusion at present is to envisage that tabulated vacuum work functions may not in all cases be representative of electrodes in pressurized synthetic air. Another explanation could be hidden in the presence of the microstructure on the surface of the electrodes.

Interestingly, similar marked differences between the breakdown strength of pressurized synthetic air for aluminum and steel electrodes under DC voltages and quasi-uniform fields above ~10 kV/mm have been reported in a previous study [34]. The deviation from Paschen's law at high pressures (above ~7 bar) is attributed to the field-assisted electron emission from the cathode surface, which assists the Townsend mechanism, particularly when the macroscopic electric field is on the order of ~50 kV/mm [31], [34]. This is in good agreement with the present results, where strong electric fields are obtained by fast pulse rise times instead of very large pressures. Indeed, depending on the pressure value, a significant reduction in the statistical time lag is observed above ~20 to 60 kV mm⁻¹.

V CONCLUSIONS

The breakdowns under slowly increasing and nanosecond pulsed voltages are investigated in pressurized synthetic air (1.5 to 8 bar) in quasi-uniform electric fields with gaps ranging from 0.1 to 1 mm. The main findings are listed below.

- In the investigated conditions under slowly varied voltages, breakdown occurs according to the Townsend mechanism with a secondary feedback emission coefficient of \( \gamma = 2.2 \cdot 10^{-4} \).
- The DC breakdown voltage reduction with different electrode materials is in qualitative agreement with the value of the cathode work functions.
- UV light reduces the mean breakdown and the scatter around the mean for DC voltages.
- Compared to the DC case, higher breakdown voltages (up to 440%) are recorded when nanosecond voltage pulses are used.
- The breakdown under nanosecond voltage pulses is affected by UV light. For similarly applied nanosecond voltage pulses, the time to breakdown is on average shorter and scatters less when UV light is used. The effect vanishes at large overvoltages.
- The breakdown under nanosecond pulsed voltages is affected by the electrode material. Notable differences in the breakdown time and voltage are measured between aluminum/copper and steel electrodes. An analogical breakdown onset could be expected for metals having similar work functions. For example, nickel, which is a typically used material for sparkplugs, has a work function similar to that of steel [35].
- The observed characteristics under nanosecond pulsed voltages are hypothesized to be attributable to an altered seed electron generation mechanism. A constant background emission rate (which can be increased using UV light) is observed at low electric fields. Above a pressure-dependent onset field, most electrons are generated by field emission.
- An expression for the seed electron generation rate consisting of a constant background term and a field emission contribution based on the Fowler–Nordheim formula is derived from the measured breakdown delays under nanosecond pulsed voltages.
VI. APPENDIX

VI.I Formative time for Townsend breakdown

The formative time of Townsend breakdown is estimated as the time it takes for a certain large number $E_a \sim 10^6 ... 10^{10}$ of avalanches to form, which requires an average number $r$ of generations [15] given by:

$$r = \frac{\ln[(\mu - 1)E_a]}{\ln \mu}, \quad (16)$$

The formative time of Townsend breakdown is calculated as the product of the number of generations $r$ and the mean time $\tau_{s.a.}$ between successor avalanches according to Equation (17). Note that only secondary emission due to the photoelectric effect is considered here, as it is the only mechanism fast enough to be of potential relevance for highly transient voltages.

$$t_{fT} = r \cdot \tau_{s.a.} = \frac{\ln[(\mu - 1)E_a]}{\ln \mu} \cdot \left[\tau_1 + \left(\frac{1}{\alpha_{eff}}\right) \cdot \frac{d}{v_e}\right], \quad (17)$$

$\tau_1$ is the deexcitation time of the species emitting the feedback photons. The photons are mostly emitted close to the anode, especially at high electron amplification, which is considered by the factor $1 - (\alpha_{eff} \cdot d)^{-1}$.

VI.II Test for statistical significance (p value)

Breakdown voltages and times are subject to relatively large scatter even when all macroscopic parameters are held constant. It is thus often not directly obvious from the measured data whether a change in the experimental conditions indeed influences the underlying probability distribution (i.e., the breakdown process). The difference in the collected data may be due to random variations that occur in finite sample sizes. In such cases, statistical tests are required, which determine (under certain assumptions) the probability that the observed difference in, e.g., the mean breakdown voltage, is just due to the finite sample size. In this paper, the Mann–Whitney U test [36] is used, whose $p$ value indicates the probability mentioned above that the null hypothesis $H_0 = \text{"the underlying probability distributions are the same"}$ is true. For example, $p = 0.01$ means that in 1 out of 100 experiments, one would expect to find the observed difference just by chance. The Mann–Whitney U test is nonparametric and, in particular, does not assume normality of the underlying distributions. This comes at the cost of lower power, i.e., a larger probability of a Type II error (not rejecting $H_0$ when it is false).
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