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Abstract

Structured syntactic knowledge is important for phrase reordering. This paper proposes using convolution tree kernel over source parse tree to model structured syntactic knowledge for BTG-based phrase reordering in the context of statistical machine translation. Our study reveals that the structured syntactic features over the source phrases are very effective for BTG constraint-based phrase reordering and those features can be well captured by the tree kernel. We further combine the structured features and other commonly-used linear features into a composite kernel. Experimental results on the NIST MT-2005 Chinese-English translation tasks show that our proposed phrase reordering model statistically significantly outperforms the baseline methods.

1 Introduction

Phrase-based method (Koehn et al., 2003; Och and Ney, 2004; Koehn et al., 2007) and syntax-based method (Wu, 1997; Yamada and Knight, 2001; Eisner, 2003; Chiang, 2005; Cowan et al., 2006; Marcu et al., 2006; Liu et al., 2007; Zhang et al., 2007c, 2008a, 2008b; Shen et al., 2008; Mi and Huang, 2008) represent the state-of-the-art technologies in statistical machine translation (SMT). As the two technologies are complementary in many ways, an interesting research topic is how to combine the strengths of the two methods. Many research efforts have been made to address this issue, which can be summarized into two ideas. One is to add syntax into phrase-based model while another one is to enhance syntax-based model to handle non-syntactic phrases. In this paper, we bring forward the first idea by studying the issue of how to utilize structured syntactic features for phrase reordering in a phrase-based SMT system with BTG (Bracketing Transduction Grammar) constraints (Wu, 1997).

Word and phrase reordering is a crucial component in a SMT system. In syntax-based method, word reordering is implicitly addressed by translation rules, thus the performance is subject to parsing errors to a large extent (zhang et al., 2007a) and the impact of syntax on reordering is difficult to single out (Li et al., 2007). In phrase-based method, local word reordering can be effectively captured by phrase pairs directly while local phrase reordering is explicitly modeled by phrase reordering model and distortion model. Recently, many phrase reordering methods have been proposed, ranging from simple distance-based distortion model (Koehn et al., 2003; Och and Ney, 2004), flat reordering model (Wu, 1997; Zens et al., 2004), lexicalized reordering model (Tillmann, 2004; Kumar and Byrne, 2005), to hierarchical phrase-based model (Chiang, 2005; Setiawan et al., 2007) and classifier-based reordering model with linear features (Zens and Ney, 2006; Xiong et al., 2006; Zhang et al., 2007a; Xiong et al., 2008). However, one of the major limitations of these advances is the structured syntactic knowledge, which is important to global reordering (Li et al., 2007; Elming, 2008), has not been well exploited. This makes the phrase-based method particularly weak in handling global phrase reordering. From machine learning viewpoint (Vapnik, 1995), it is computationally infeasible to explicitly generate features involving structured information in many NLP applica-

---

1 This paper follows the term convention of global reordering and local reordering of Li et al. (2007), between which the distinction is solely defined by reordering distance (whether beyond four source words) (Li et al., 2007).
tions. For example, one cannot enumerate efficiently all the sub-tree features for a full parse tree. This would be the reason why structured features are not fully utilized in previous statistical feature-based phrase reordering models.

Thanks to the nice property of kernel-based machine learning method that can implicitly explore (structured) features in a high dimensional feature space (Vapnik, 1995), in this paper we propose using convolution tree kernel (Haussler, 1999; Collins and Duffy, 2001) to explore the structured syntactic knowledge for phrase reordering and further combine the tree kernel with other diverse linear features into a composite kernel to strengthen the model’s predictive ability. Indeed, using tree kernel methods to mine structured knowledge has shown success in some NLP applications like parsing (Collins and Duffy, 2001), semantic role labeling (Moschitti, 2004; Zhang et al., 2007b), relation extraction (Zhang et al., 2006), pronoun resolution (Yang et al., 2006) and question classification (Zhang and Lee, 2003). However, to our knowledge, such technique still remains unexplored for phrase reordering.

In this paper, we look into the phrase reordering problem in two aspects: 1) how to model and optimize structured features, and 2) how to combine the structured features with other linear features and further integrate them into the log-linear model-based translation framework. Our study shows that: 1) the structured syntactic features are very useful and 2) our kernel-based model can well explore diverse knowledge, including previously-used linear features and the structured syntactic features, for phrase reordering. Our model displays one advantage over the previous work that it is able to utilize the structured syntactic features without the need for extensive feature engineering in decoding a parse tree into a set of linear syntactic features.

To have a more insightful evaluation, we design three experiments with three different evaluation metrics. Experimental results on the NIST MT-2005 Chinese-English translation tasks show that our method statistically significantly outperforms the baseline methods in term of the three different evaluation metrics.

The rest of the paper is organized as follows. Section 2 introduces the baseline method of BTG-based phrase translation method while section 3 discusses the proposed method in detail. The experimental results are reported and discussed in section 4. Finally, we conclude the paper in section 5.

2 Baseline System and Method

We use the MaxEnt-based BTG translation system (Xiong et al., 2006) as our baseline. It is a phrase-based SMT system with BTG reordering constraint. The system uses the BTG lexical translation rules \((A \rightarrow x/y)\) to translate the source phrase \(x\) into target phrase \(y\), and the BTG merging rules \((A \rightarrow [A,A]) < A,A >\) to combine two neighboring phrases with a straight or inverted order. In the translation model, the BTG lexical rules are weighted with several features, such as phrase translation, word penalty and language models, in a log-linear form. With the BTG constraint, the reordering model \(\Omega\) is defined on the two neighboring phrases \(A^1\) and \(A^2\) and their order \(o \in \{\text{straight, inverted}\}\) as follows:

\[
\Omega = f(o, A^1, A^2) \tag{1}
\]

In the baseline system, a MaxEnt-based classifier with boundary words of the two neighboring phrases as features is used to model the merging/reordering order. The baseline MaxEnt-based reordering model is formulated as follows:

\[
\Omega = p_o(o|A^1, A^2) = \frac{\exp(\sum_i \theta_i h_i(o, A^1, A^2))}{\sum_o \exp(\sum_i \theta_i h_i(o, A^1, A^2))} \tag{2}
\]

where the functions \(h_i(o, A^1, A^2) \in \{0,1\}\) are model feature functions using the boundary words of the two neighboring phrases as features, and \(\theta_i\) are feature weights that are trained based on the MaxEnt-based criteria.

3 Tree Kernel-based Phrase Reordering Model

3.1 Kernel-based Classifier Solution to Phrase Reordering

In this paper, phrase reordering is recast as a classification issue as done in previous work (Xiong et al., 2006 & 2008; Zhang et al., 2007a). In training, we use a machine learning algorithm training on the annotated phrase reordering instances that are automatically extracted from word-aligned, source sentence parsed training corpus, to learn a classifier. In testing (decoding), the learned classifier is applied to two adjacent source phrases to decide whether they should be merged (straight) or reordered (inverted) and what their probabilities are, and then these probabilities are used as one feature in the log-linear model in a phrase-based decoder.

In addition to the previously-used linear features, we are more interested in the value of structured syntax in phrase reordering and how to capture it using kernel methods. However, not
all classifiers are able to work with kernel methods. Only those dot-product-based classifiers can work with kernels by replacing the dot product with a kernel function, where the kernel function is able to directly calculate the similarity between two (structured) objects without enumerating them into linear feature vectors. In this paper, we select SVM as our classifier. In this section, we first define the structured syntactic features and introduce the commonly used linear features, and then discuss how to utilize these features by kernel methods together SVM for phrase reordering.

3.2 Structured Syntactic Features

A reordering instance \( x = \{ A^1, A^2 \} \) (see Eq.1) in this paper refers to two adjacent source phrases \( A^1 \) and \( A^2 \) to be translated. The structured syntactic feature spaces of a reordering instance are defined as the portion of a parse tree of the source sentence that at least covers the span of the reordering instance (i.e., the two neighboring phrases). The syntactic features are defined as all
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Figure 1. Different representations of structured syntactic features of a reordering instance in the example sentence excerpted from our training corpus “…建立/build 规模 SCALE 规模/mighty 的/of 各类/variable types 人才/qualified personnel 队伍/contingent 首先/above all 迫切/urgent 需要/necessary 中央/central authorities 统筹/overall 规划/planning…” (To build a mighty contingent of qualified personnel of various types, it is necessary, above all, for the central authorities to make overall planning.)”, where “各类/variable types 人才/qualified personnel 队伍/contingent (contingent of qualified personnel of various types)” is the 1st/left phrase and “首先/above all 迫切/urgent 需要/necessary (it is necessary, above all, …)” is the 2nd/right phrase. Note that different function tags are attached to the grammar tag of each internal node.
the possible subtrees in the structured feature spaces. We can see that the structured feature spaces and their features are encapsulated by a full parse tree of source sentences. Thus, it is critical to understand which portion of a parse tree (i.e. structured feature space) is the most effective to represent a reordering instance. Motivated by the work of (Zhang et al., 2006), we here examine four cases that contain different sub-structures as shown in Fig. 1.

(1) Minimum Sub-Tree (MST): the sub-tree rooted by the nearest common ancestor of the two phrases. This feature records the minimum sub-structure covering the two phrases and its left and right contexts as shown in Fig 1. \( T_1 \).

(2) Minimum Sub-Structure (MSS): the smallest common sub-structure covering the two phrases. It is enclosed by the shortest path linking the two phrases. Thus, its leaf nodes exactly consist of all the phrasal words.

(3) Context-sensitive Minimum Sub-Structure (CMSS): the MSS extending with the 1st left sibling node of the left phrase and the 1st right sibling node of the right phrase and their descendants. If sibling is unavailable, then we move to the parent of current node and repeat the same process until the sibling is available or the root of the MST is reached.

(4) Chunking Tree (CT): the base phrase list extracted from the MSS. We prune out all the internal structures of the MSS and only keep the root node and the base phrase list for generating the chunking tree.

Fig. 1 illustrates the different representations of an example reordering instance. \( T_1 \) is the MST for the example instance, where the sub-structure circled by a dotted line is the MSS, which is also shown in \( T_2 \) for clarity. We can see that the MSS is a subset of the MST. By \( T_2 \) we would like to evaluate whether the structured information is effective for phrase reordering while by comparing the system performance when using \( T_1 \) and \( T_2 \), we would like to evaluate whether the structured context information embedded in the MST is useful to phrase reordering. \( T_3 \) is the CMSS, where the two sub-structures circled by dotted lines are included as the context to \( T_2 \) and make \( T_3 \) limited context-sensitive. This is to evaluate whether the limited context information in the CMSS is helpful. By comparing the performance of \( T_1 \) and \( T_3 \), we would like to study whether the high-level structured syntactic features in \( T_2 \) are useful to phrase reordering.

After defining the four structured feature spaces, we further partition each feature space into five parts according to their functionalities. Because it only makes sense to evaluate two partitions of the same functionality between two reordering instances, the feature space partition leads to a more precise similarity calculation. As shown in Fig 1, all the internal nodes in each partition are labeled with a unique function tag in the following way:

- **Left Context (-lc):** nodes in this partition do not cover any phrase word and they are all in the left of the left phrase.
- **Right Context (-rc):** nodes in this partition do not cover any phrase word and they are all in the right of the right phrase.
- **Left Phrase (-lp):** nodes in this partition only cover the first phrase and/or its left context.
- **Right Phrase (-rp):** nodes in this partition only cover the second phrase and/or its right context.
- **Shared Part (-sp):** nodes in this partition at least cover both of the two phrases partially. No lexical word is tagged since it is not a part of the structured features, and therefore not participating in the tree kernel computing.

### 3.3 Linear Features

In our study, we define the following lexicalized linear features which are easily to be extracted and integrated to our composite kernel:

- **Leftmost and rightmost boundary words of the left and right source phrases**
- **Leftmost and rightmost boundary words of the left and right target phrases**
- **Internal words of the four phrases (excluding boundary words)**
- **Target language model (LM) score difference (monotone-inverted)**

In total, we arrive at 13 features, including 8 boundary word features, 4 (kinds of) internal word features and 1 LM feature. The first 12 features have been proven useful (Xiong et al., 2006; Zhang et al., 2007a) to phrase reordering. LM score is certainly a strong evidence for modeling word orders and lexical selection. Although it is already used as a standalone feature in the log-linear model, we also would like to explicitly re-optimize it together with other reordering features in our reordering model.
3.4 Tree Kernel, Composite Kernel and Integrating into our Reordering Model

As discussed before, we use convolution tree kernel to capture the structured syntactic feature implicitly by directly computing similarity between the parse-tree representations of two reordering instances with explicitly enumerating all the features one by one. In convolution tree kernel (Collins and Duffy, 2001), a parse tree $T$ is implicitly represented by a vector of integer counts of each sub-tree type (regardless of its ancestors):

$$\phi(T) = (\# \text{subtree}_1(T), \ldots, \# \text{subtree}_n(T))$$

where $\# \text{subtree}_i(T)$ is the occurrence number of the $i$th sub-tree type (subtree) in $T$. Since the number of different sub-trees is exponential with the parse tree size, it is computationally infeasible to directly use the feature vector $\phi(T)$. To solve this computational issue, Collins and Duffy (2001) proposed the following parse tree kernel to calculate the dot product between the above high dimensional vectors implicitly.

$$K(T_1, T_2) = \langle \phi(T_1), \phi(T_2) \rangle = \sum_i \left( \sum_{n \in N_1} I_{\text{subtree}_i}(n_1) \cdot \sum_{n \in N_2} I_{\text{subtree}_i}(n_2) \right)$$

where $N_1$ and $N_2$ are the sets of nodes in trees $T_1$ and $T_2$, respectively, and $I_{\text{subtree}_i}(n)$ is a function that is 1 iff the subtree occurs with root at node $n$ and zero otherwise, and $\Delta(n_1,n_2)$ is the number of the common subtrees rooted at $n_1$ and $n_2$, i.e.,

$$\Delta(n_1,n_2) = \sum_i I_{\text{subtree}_i}(n_1) \cdot I_{\text{subtree}_i}(n_2)$$

$\Delta(n_1,n_2)$ can be further computed efficiently by the following recursive rules:

**Rule 1:** if the productions (CFG rules) at $n_1$ and $n_2$ are different, $\Delta(n_1,n_2) = 0$;

**Rule 2:** else if both $n_1$ and $n_2$ are pre-terminals (POS tags), $\Delta(n_1,n_2) = 1 \times \lambda$;

**Rule 3:** else,

$$\Delta(n_1,n_2) = \lambda \prod_{j=1}^{nc(n)} \left( 1 + \Delta(ch(n_1,j),ch(n_2,j)) \right)$$

where $nc(n)$ is the child number of $n$, $ch(n,j)$ is the $j$th child of node $n$ and $\lambda$ ($0 < \lambda < 1$) is the decay factor in order to make the kernel value less variable with respect to the subtree sizes. In addition, the recursive **Rule 3** holds because given two nodes with the same children, one can construct common sub-trees using these children and common sub-trees of further offspring. The time complexity for computing this kernel is $O(\left| N_1 \right| \cdot \left| N_2 \right|)$ and in practice in near to linear computational time without the need of enumerating all subtree features.

In our study, the linear feature-based similarity is simply calculated using dot-product. We then define the following composite kernel to combine the structured features-based and the linear features-based similarities:

$$K_c(x_1, x_2) = a \cdot K_t(x_1, x_2) + (1 - a) \cdot K_l(x_1, x_2) \quad (3)$$

where $K_t$ is the tree kernel over the structured features and $K_l$ is the linear kernel (dot-product) over the linear features. The composite kernel $K_c$ is a linear combination of the two individual kernels, where the coefficient $a$ is set to its default value 0.3 as that in Moschitti (2004)'s implementation. The kernels return the similarities between two reordering instances based on their features used. Our basic assumption is, the more similar the two reordering instances of $x_1$ and $x_2$ are, the more chance they share the same order.

Now let us see how to integrate the kernel functions into SVM. The linear classifier learned by SVM is formulized as:

$$f(x) = \text{sgn}(\sum_i y_i a_i x \cdot x_i + b) \quad (4)$$

where $a_i$ is the weight of a support vector $x_i$ (i.e., a support reordering instance $x_i = \{A^1, A^2\}$ in our study), $y_i$ is its class label (1: *straight* or -1: *inverted* in our study) and $b$ is the intercept of the hyperplane. An input reordering instance $x$ is classified as positive (negative) if $f(x) > 0$ ($f(x) < 0$).

Based on the linear classifier, a kernelized SVM can be easily implemented by simply replacing the dot product $x \cdot x_i$ in Eq (4) with a kernel function $K(x, x_i)$. Thus, the kernelized SVM classifier is formulized as:

$$f(x) = \text{sgn}(\sum_i y_i a_i K(x, x_i) + b) \quad (5)$$

where $K(x, x_i)$ is either $K_c(x, x_i)$, $K_t(x, x_i)$ or $K_l(x, x_i)$ in our study. Following Eq (1), our reordering model (implemented by the kernelized SVM) can be formulized as follows:

$$\Omega = f(o, A^1, A^2) = p_{\text{svm}}(o|x = \{A^1, A^2\}) = \text{sgn}(\sum_i y_i a_i K(x, x_i) + b) \quad (6)$$

A reordering instance $x$ is classified as *straight* (or inverted) if $p_{\text{svm}}(o|x) > 0$ (or $p_{\text{svm}}(o|x) < 0$). Eq (6) and Eq (2) show the difference between our kernalized SVM-based reordering...
model and the MaxEnt-based reordering model. The main difference between them lies in that our model is able to utilize structured syntactic features by kernelized SVM while the previous work can only use lexicalized word features by MaxEnt-based classifier.

Finally, because the return value of \( p_{sym}(o|\mathbf{x}) \) is a distance function rather than a probability, we use a sigmoid function to convert \( p_{sym}(o|\mathbf{x}) \) to a posterior probability as shown using the following to functions and apply it as one feature to the log-linear model in the decoding.

\[
P(\text{straight} | \mathbf{x}) = \frac{1}{1 + e^{-p_{lm}(o|\mathbf{x})}} \quad \text{and} \quad \]
\[
P(\text{inverted} | \mathbf{x}) = \frac{1}{1 + e^{-p_{lm}(o|\mathbf{x})}}
\]

where \text{straight} represents a positive instance and \text{inverted} represents a negative instance.

4 Experiments and Discussion

4.1 Experimental Settings

Baseline Settings: we evaluate our method on Chinese-English translation task. We use the FBIS corpus as training set, the NIST MT-2002 test set as development (dev) set and the NIST MT-2005 test set as test set. The Stanford parser (Klein and Manning, 2003) is used to parse Chinese sentences on the training, dev and test sets. GIZA++ (Och and Ney, 2004) and the heuristics “grow-diag-final-and” are used to generate \text{m-to-n} word alignments. The translation model is trained on the FBIS corpus and a 4-gram language model is trained on the Xinhua portion of the English Gigaword corpus using the SRILM Toolkits (Stolcke, 2002) with modified Kneser-Ney smoothing (Kenser and Ney, 1995). For the MER training (Och, 2003), we modify Koehn’s MER trainer (Koehn, 2004) to train our system. For significance test, we use Zhang et al’s implementation (Zhang et al, 2004).

Baseline Systems: we set three baseline systems: \text{B1} Moses (Koehn et al., 2007) that uses lexicalized unigram reordering model to predict three orientations: monotone, swap and discontinuous; \text{B2} MaxEnt-based reordering model with lexical boundary word features only (Xiong et al., 2006); \text{B3} Linguistically annotated reordering model for BTG-based (LABTG) SMT (Xiong et al., 2008). For Moses, we used the default settings. We build a CKY-style decoder and integrate the corresponding reordering modelling methods into the decoder to implement the 2\text{nd} and the 3\text{rd} baseline systems and our system. Except reordering models, all the four systems use the same features in translation model, language model and distortion model as Moses in the log-linear framework. We tune the four systems using the strategies as discussed previously in this section.

Reordering Model Training: we extract all reordering instances from the \text{m-to-n} word-aligned training corpus. The reordering instances include the two source phrases, two target phrases, order label and its corresponding parse tree. We generate the boundary word features from the extracted reordering instances in the same way as discussed in Xiong et al. (2006) and use Zhang’s MaxEnt Tools\(^2\) to train a reordering model for the 2\text{nd} baseline system. Similarly, we use the algorithm 1 in Xiong et al. (2008) to extract features and use the same MaxEnt Tools to train a reordering model for the 3\text{rd} baseline system. Based on the extracted reordering instances, we generate the four structured features and the linear features, and then use the Tree Kernel Tools (Moschitti, 2004) to train our kernel-based reordering model (linear, tree and composite).

Experimental Design and Evaluation Metrics: we design three experiments and evaluate them using three metrics.

Classification-based: in the first experiment, we extract all reordering instances and their features from the dev and test sets, and then use the reordering models trained on the training set to classify (label) those instances extracted from the dev and test sets. In this way, we can isolate the reordering problem from the influence of others, such as translation model, pruning and decoding strategies, to better examine the reordering models’ ability and to give analytical insights into the features. Classification Accuracy (CAcc), the percentage of the correctly labeled instances over all trials, is used as the evaluation metric.

Forced decoding\(^3\)-based and normal decoding-based: the two experiments evaluate the reordering models through a real SMT system. The reordering model and the language model are the same in the two experiments. However, in forced decoding, we train two translation models, one using training data only while another using both

\(^2\) http://homepages.inf.ed.ac.uk/s0450736/maxent.html

\(^3\) A normal SMT decoder filters a translation model according to the source sentences, whereas in forced decoding, a translation model is filtered based on both source sentence and target references. In other words, in forced decoding, the decoder is forced to use those phrases whose translations are already in the references.
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training, dev and test data. By forced decoding, we aim to isolate the reordering problem from those of OOV and lexical selections resulting from imperfect translation model in the context of a real SMT task. Besides the the case-sensitive BLEU-4 (Papineni et al., 2002) used in the two experiments, we design another evaluation metrics Reordering Accuracy (RAcc) for forced decoding evaluation. RAcc is the percentage of the adjacent word pairs with correct word order over all words in one-best translation results. Similar to BLEU score, we also use the similar Brevity Penalty BP (Papineni et al., 2002) to penalize the short translations in computing RAcc. Finally, please note for the three evaluation metrics, the higher values represent better performance.

| Feature Spaces         | CAcc (%) |
|------------------------|----------|
| Minimum Sub-Tree (MST) | 89.87    |
| Minimum Sub-Structure (MSS) | 87.95 |
| Context-Sensitive MSS (CMSS) | 89.11 |
| Chunking Tree (CT)     | 86.17    |
| Linear Features (K_i)  | 90.79    |
| K_i w/o using LM feature (K_i LM) | 84.24 |
| Composite Kernel (K_i; MST+K_i) | 92.98 |
| MST w/o the 5 function tags | 86.94 |
| All are straight (monotonic) | 78.92 |

Table 1: Performance of our methods on the dev and test sets with different feature combinations

4.2 Experimental Results

Classification of Instances: Table 1 reports the performance of our defined four structured features, linear feature and the composite kernel. The results are summarized as follows.

The last row reports the performance without using any reordering features. We just suppose that all the translations are monotonic, no reordering happens. The CAccs of 78.92% and 78.67% serve as the bottom line in our study. Compared with the bottom line, the tree kernels over the 4 structured features are very effective for phrase reordering since only structured information is used in the tree kernel.

The CTs performs the worst among the 4 structured features. This suggests that the middle and high-level structures beyond base phrases are very useful for phrase reordering. The MSSs show lower performance than the CMSSs and the MSTs achieve the best performance. This clearly indicates that the structured context information is useful for phrase reordering. For this reason, the subsequent discussions are focused on the MSTs, unless otherwise specified. The MSSs without using the 5 function tags perform much worse than the original ones. This suggests that the partitions of the structured feature spaces are very helpful, which can effectively avoid the undesired matching between partitions of different functionalities. Comparison of K_i and K_i LM shows the LM plays an important role in phrase reordering. The composite kernel (K_i) performs much better than the two individual kernels. This suggests that the structured and linear features are complementary and the composite kernel can well integrate them for phrase reordering.

| Methods                        | CAcc (%) |
|--------------------------------|----------|
| Minimum Sub-Tree (MST)         | 89.87    |
| Linear Features (K_i)          | 90.79    |
| Composite Kernel (K_i; MST+K_i) | 92.98 |
| MaxEnt+boundary word (B2)      | 88.33    |
| MaxEnt+linguistic features (B3_1) | 84.83 |
| MaxEnt+LABTG (B3: B2+ B3_1)    | 88.82    |

Table 2: Performance comparison of different methods

Table 2 compares the performance of the baseline methods with ours. Comparison between B3_1 and MST clearly demonstrates that the structured syntactic features are much more effective than the linear syntactic features that are manually extracted via heuristics. It also suggests that the tree kernel can well capture the structured features implicitly. K_i outperforms B2. This is mainly due to the contribution of LM features. B2 (MaxEnt-based) significantly outperforms K_i LM in Table 1 (SVM-based). This suggests that phrase reordering may not be a good linearly binary-separable task if only boundary word features are used. Our composite kernel (K_i) significantly outperforms LABTG (B3). This mainly

---

4 An adjacent word pair w_i w_{i+1} in a translation have correct word order if and only if w_i appears before w_{i+1} in translation references. Note that the two words may not be adjacent in the references even if they have correct word order.

5 The tree kernel algorithm only compares internal structures. It does not concern any lexical leaf nodes.
attributes to the contributions of structured syntactic features, LM and the tree kernel.

**Forced Decoding:** Table 3 compares the performance of our composite kernel with that of the LABTG (Baseline 3) in forced decoding. As discussed before, here we try two translation models.

The composite kernel outperforms the LABTG in all test cases. This further validates the effectiveness of the kernel methods in phrase reordering. There are still around 30% words reordered incorrectly even if we use the translation model trained on both training, dev and test sets. This reveals the limitations of current SMT modeling methods and suggests interesting future work in this area. The source language OOV rate in forced decoding (13.6%) is much higher than in normal decoding (6.22%, see table 4). This is mainly due to the fact that the phrase table in forced decoding is filtered out based on both source and target languages while in normal decoding it is based on source language only. As a result, more phrases are filtered out in the forced decoding. There is 1.4% OOV even if the translation model is trained on the test set. This is due to the incorrect word alignment, large-span word alignment and different English tokenization strategies used in BLEU-scoring tool and ours.

| Methods                              | Test Set (%) | RAcc | OOV | BLEU |
|--------------------------------------|--------------|------|-----|------|
| Composite Kernel ($K_c$)             |              | 51.03| 13.6| 38.56|
| +translation model on Training, dev and test |              | 72.67| 1.41| 62.87|
| MaxEnt+LABTG (B3)                    |              | 48.96| 13.6| 37.32|
| +translation model on training, dev and test |              | 71.45| 1.41| 62.14|

Table 3: Performance comparison of forced decoding

| Methods                              | Test Set (%) | BLEU(%) | OOV(%) |
|--------------------------------------|--------------|---------|--------|
| Composite Kernel ($K_c$)             |              | 27.65   | 6.26   |
| Moses (B1)                           |              | 25.71   | 6.17   |
| MaxEnt+boundary word(B2)             |              | 25.99   | 6.22   |
| MaxEnt+LABTG (B3)                    |              | 26.63   | 6.22   |

Table 4: Performance comparison

---

6 OOV means a source words has no any English translation according to the translation model. OOV rate is the percentage of the number of OOV words over all the source words.

**Normal Decoding/Translation:** Table 4 reports the translation performance of our system and the three baseline systems.

Moses (B1) and the MaxEnt-based boundary word model (B2) achieve comparable performance. This means the lexicalized orientation-based reordering model in Moses performs similarly to the boundary word-based reordering model since the two models are both lexical word-based. However, theoretically, the MaxEnt-based model may suffer less from data sparseness issue since it does not depends on internal phrasal words and uses MaxEnt to optimize feature weights while the orientation-based model uses relative frequency of the entire phrases to compute the posterior probabilities. s. The MaxEnt-based LABTG model significantly outperforms ($p<0.05$) the MaxEnt-based boundary word model and the lexicalized orientation-based reordering model. This indicates that the linearly linguistically syntactic information is a useful feature to phrase reordering.

Our composite kernel-based model significantly outperforms ($p<0.01$) the three baseline methods. This again proves that the structured syntactic features are much more effective than the linear syntactic features for phrase reordering and the tree kernel method can well capture the informative structured features. The four methods show very slight difference in OOV rates. This is mainly due to the difference in implementation detail, such as different OOV penalties and other pruning thresholds.

5 Conclusion and Future Work

Structured syntactic knowledge is very useful to phrase reordering. This paper provides insights into how the structured feature can be used for phrase reordering. In previous work, the structured features are selected manually by heuristics and represented by a linear feature vector. This may largely compromise the contribution of the structured features to phrase reordering. Thanks to the nice properties of kernel-based learning method and SVM classifier, we propose leveraging on the kernelized SVM learning algorithm to address the problem. Specifically, we propose using convolution tree kernel to capture the structured features and design a composite kernel to combine the structured features and other linear features for phrase reordering. The tree kernel is able to directly take the structured reordering instances as inputs and compute their similarities without enumerating them into a set of liner
features. In addition, we also study how to find the optimal structured feature space and how to partition the structured feature spaces according to their functionalities. Finally, we evaluate our method on the NIST MT-2005 Chinese-English translation tasks. To provide insights into the model, we design three kinds of experiments together with three different evaluation metrics. Experimental results show that the structured features are very effective and our composite model, we design three kinds of experiments to give different weights to different partitions according to their functionalities and contributions. Note that these weights can be automatically tuned and optimized easily against a dev set.

The tree kernel-based phrase reordering method is not only applicable to adjacent phrases. It is able to work with any long phrase pairs with gap of any length in-between. We will study this case in the near future. We would also like to use one individual tree kernel for one partition in a structured feature space. In doing so, we are able to give different weights to different partitions according to their functionalities and contributions. The tree kernel-based phrase reordering method significantly outperforms the baseline methods.
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