**ABSTRACT**

The electric grid is a key enabling infrastructure for the ambitious transition towards carbon neutrality as we grapple with climate change. With deepening penetration of renewable energy resources and electrified transportation, the reliable and secure operation of the electric grid becomes increasingly challenging. In this paper, we present PSML, a first-of-its-kind open-access multi-scale time-series dataset, to aid in the development of data-driven machine learning (ML) based approaches towards reliable operation of future electric grids. The dataset is generated through a novel transmission + distribution (T+D) co-simulation designed to capture the increasingly important interactions and uncertainties of the grid dynamics, containing electric load, renewable generation, weather, voltage and current measurements at multiple spatio-temporal scales. Using PSML, we provide state-of-the-art ML baselines on three challenging use cases of critical importance to achieve: (i) early detection, accurate classification and localization of dynamic disturbance events; (ii) robust hierarchical forecasting of load and renewable energy with the presence of uncertainties and extreme events; and (iii) realistic synthetic generation of physical-law-constrained measurement time series. We envision that this dataset will enable advances for ML in dynamic systems, while simultaneously allowing ML researchers to contribute towards carbon-neutral electricity and mobility.

1 Introduction

The electric grid is currently one of the largest sectors of carbon emissions, and is thus expected to play a key role in tackling climate change. The electricity sector around the world is undergoing a major transition towards carbon neutrality with deepening penetration of renewable energy resources and vehicle electrification. The variability of renewable energy sources along with growing electricity demand and system vulnerability under extreme weather events pose pressing technological challenges during this transition [67]. Conventional physics-based modeling, optimization and control tools are becoming inadequate in these evolving systems due to the high degree of uncertainty and variability in power generation, consumption, and environmental factors such as climate change.

In this landscape, there is enormous scope for data-driven artificial intelligence (AI) and machine learning (ML)-based methods [48] for tasks ranging from forecasting of renewables and load [56, 72, 61], planning [71, 43, 37], to real-time monitoring [66, 29, 30], control [16, 68] and protection [64]. Conversely, power systems are highly nonlinear dynamical systems with interesting physical phenomena at various time scales; indeed, we believe that the breadth of problems available in this domain can serve to advance the development of new algorithms, tools, and techniques in ML.
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In order to foster advances that are mutually beneficial to both the ML and power system communities, it is necessary to develop well documented and calibrated open-source datasets and use cases that are relevant to real-world power engineering problems, while simultaneously being accessible and usable by ML researchers without any background in power or energy systems. There have been attempts at developing ML benchmarks for various power system tasks such as renewable [59, 14] and load forecasting [73, 20, 2], and fault and anomaly detection [75, 11, 26, 41]. Other researchers also have attempted to accelerate algorithm development by providing online simulation platforms for specific tasks, such as the L2RPN competition [49] and the oscillation source location contest [31].

However, the development of open-source datasets from the power engineering domain that can be utilized by the broader ML community are still at a nascent stage, with several gaps in existing sources. Firstly, most benchmarks for ML in power systems employ datasets that are either scattered across multiple independent system operators, as in the case of load and renewable data, or not publicly available, as in the case of disturbance or fault data. Secondly, the identification of relevant problems, the generation of the corresponding datasets, and the implementation of ML-based algorithms for scheduling, monitoring, and control, all require deep knowledge of the power engineering domain as well as many diverse power system simulation tools. This lack of coherent comprehensive datasets along with well-defined tasks is the key barrier for ML communities to contribute to power systems problems. Finally, there is a lack of consistent domain-relevant assessment metrics against which different ML algorithms can be compared.

In this paper, we bridge this gap by creating an open-source power system dataset along with associated use cases and benchmarks that are relevant to the power system research community. In particular, we focus on three areas of importance to the power engineering community, namely forecasting, monitoring, and simulating. Specifically, we consider the following use cases: (i) early detection, accurate classification and localization of dynamic disturbance events; (ii) robust hierarchical forecasting of load and renewable energy with the presence of uncertainties and extreme events; and (iii) realistic synthetic generation of physical-law-constrained measurement time series.

The dataset contains minute-level load, weather and renewable time series data of 3 years from 66 areas across the U.S., minute-level synchrophasor measurements of 1 year in 6 scenarios, and millisecond-level synchrophasor measurements in more than 1000 disturbance cases via co-simulation on a 23-bus transmission and two 13-bus distribution systems. This dataset is created by a novel joint transmission and distribution (T+D) grid simulation platform, capturing various phenomena of interest at both the bulk transmission-level and distribution level at various time scales ranging from microseconds to hours.

We note that such a joint simulation that simultaneously captures transmission and distribution system phenomena considering futuristic scenarios like very large-scale integration of electric vehicles and renewables is in and of itself novel from the power engineering perspective. In jointly simulating the bulk transmission grid and distribution grids, we are able to capture mutual interactions that cannot be observed by simulating independently. We extract, process, and condense the data from this simulation platform into time-series that can be utilized directly, independent of the simulation platform, and without any particular domain knowledge. We then benchmark the performance of both traditional algorithms from the power engineering domain and common ML-based algorithms for each of the forecasting and monitoring tasks of interest.

In summary, we develop one of the first comprehensive open-source datasets with associated use cases and benchmarks from the power system domain that can be leveraged by ML researchers interested in advancing the state-of-the-art in time series forecasting, classification, and generation, while contributing towards future zero-carbon energy systems. The full dataset and benchmark codes can be downloaded at the Github repository[1].

Related work:

L2RPN [49] provides an online interactive power grid simulation platform for reinforcement learning model training, which aims to aid in power system operations such as generation dispatch and topology change. Oscillation source location (OSL) contest [31] provides simulated power grid oscillation data to further develop and improve the currently available OSL tools. While these datasets and platforms are largely limited to specific problems of interest, we provide a comprehensive dataset covering the entire spectrum of spatio-temporal power system dynamics, ranging from transmission to distribution-level spatial scales and millisecond to minute level time scales. We also clearly lay out use cases of interest to the power system community and the associated ML benchmarks for each of these use cases. Further, we incorporate scenarios of high renewable energy penetration and battery storage, which constitute critical enabling features distinguishing the dynamics of future carbon neutral grids from today’s power grid.

[1]https://github.com/tamu-engineering-research/Open-source-power-dataset
2 Challenges in Future Carbon Neutral Power Grids

Power systems are multi-scale dynamic systems from both the temporal and spatial perspectives. From the temporal perspective, power system dynamics encompass a wide range of time frames from $10^{-7}$ second to a couple of months [34]. Power grid operation can thus be categorized based on different time scales, including real-time operation, day-ahead scheduling and long-term planning, each of which is typically framed and addressed using specific physical models of the grid at that time scale. From the spatial perspective, a power system consists of multiple layers of subsystems, including transmission (bulk high-voltage), subtransmission (mid-voltage), and distribution (close-to-home low-voltage) systems. Typically, it is common practice to model, simulate and analyze the subsystems independently to reduce analytical complexity. However, as the energy portfolio transitions towards large-scale integration of renewables, electric vehicles, and battery storage to mitigate climate change, both electricity generation and consumption in the future grid will become more stochastic and volatile. As a result, the mutual impact of the interaction between transmission and distribution grids can no longer be ignored [28], and critical challenges of reliability and physical security arise due to the new multi-scale, tightly coupled dynamics [67]. While traditional model-based methods may not be adequate to address these emerging challenges, there is enormous scope for the application of AI/ML-based tools in addressing problems ranging from forecasting, optimization, monitoring, and control in these future grids. Therefore, we selected three challenging tasks along with expectations for ML solutions in this paper: (i) hierarchical forecasting of load and renewable energy that is robust to uncertainties and extreme events to achieve supply-demand balance, (ii) early detection, accurate classification and localization of dynamic disturbance events to aid in the situational awareness of system operators, and (iii) realistic synthetic generation of physical-law-constrained measurement time series to mitigate the lack of real-world measurement data due to restrictive regulations.

3 Open-source Integrated T+D Power System Dataset Creation

This section briefly introduces the creation of our multi-scale time-series dataset. We first illustrate how renewable and load time series in PSML are collected. Then we describe how to generate high-fidelity voltage and current time series by co-simulating benchmark transmission and distribution systems with rich renewables. The time series generated by the co-simulation can capture the increasingly important nonlinearities and uncertainties of the grid dynamics at multiple spatio-temporal scales. More details on the data structure are documented in the Github repository.

3.1 Load and Renewable Time Series Data Generation

We collect real-world load time series and synthesize active power time series of renewable generation along with real-world weather data. For collecting the load power time series, we aggregate hourly real-world load data of representative 66 load zones ranging from 2018 to 2020, obtained from major power markets in the U.S. that regulate about 70% of U.S. electricity sales [50]. To incorporate renewable power and weather time series in PSML, we collect real weather data of 5-minute resolution of each load zone from 2018 to 2020 from National Solar Radiation Database (NSRDB) [42]. The selected weather station of each load zone locates around major cities within range. We calculate the renewable generation power based on the collected weather data of each load zone. The active power output of residential solar photovoltaic (PV) is estimated by the System Advisor Model (SAM) [7], based on the solar radiation-related data. The active power output of wind turbines is estimated by the location-dependent wind turbine power curves [57] based on the collected wind-related data. Finally, we aggregate time-stamped load, renewable and weather data of 66 load zones by interpolation in the PSML dataset. For the convenience of subsequent simulation, the load data are further normalized by their 3-year average value, while the renewable data are normalized by the nominal power values of the physical models used in the co-simulation. We illustrate daily load and renewable power profiles in Fig. 3 which shows seasonal disparity, strong variation of renewable energy, and a significant load reduction during an unprecedented event, namely the COVID-19 pandemic.

3.2 Voltage and Current Measurement Time Series Data Generation

We perform joint steady-state and transient simulations between a transmission system with multiple distribution systems to reflect the increasingly significant mutual impacts between transmission and distribution systems. The time series generated by the co-simulation are capable of capturing details of quick dynamics and varying system conditions. Minute-level Voltage, Current and Power Time Series. In the steady state simulation, circuit theory-derived algebraic equations (power flow equations) of the network are solved to obtain the voltage of nodes and the current of branches. The solution of the algebraic equations is determined by loads, renewable generation and thermal generation. The power flow equations of the transmission system and the distribution systems are respectively solved by PSS/E and OpenDSS. The correlation between the transmission and distribution systems is established by repetitively exchanging solved voltage and power between transmission and distribution (T+D) systems until the iteration process converges. Such a procedure is illustrated in Fig. 2 and see more details in the Supplementary file.
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Figure 1: Illustration of daily load, solar and wind power profiles with 1-minute resolution sampled in Houston, capturing seasonal disparity, strong variation of renewables, and unprecedented load drop during pandemic. The solid lines represent the average and shaded areas represent standard deviation.

Figure 2: Conceptual block diagram of the data flow of the transmission + distribution co-simulation platform used to create PSML. While the simulation is a closely integrated process that combines all types of input data, results with different time-scales are generated at different simulation stages.

Figure 3: Illustration of voltage magnitude time series of millisecond resolution in cases of different types of disturbances, where the black solid profiles are critical features captured by the novel T+D co-simulation, some of which are missed by the red dashed lines obtained conventional transmission system simulation alone. See the Supplementary file for more details.

Millisecond-level Voltage, Current and Power Time Series. The dynamics of the grid can be described by differential algebraic equations (DAEs). In the simulation, the equilibrium point of the dynamics over a time period is provided by the steady state simulation. The initial conditions of the dynamic system are determined by random disturbances in the transmission system. The synthetic grid measurements are essentially the solution to the DAEs. Fig. 2 encapsulates the simulation mechanism, and Fig. 3 visualizes some typical events obtained from the co-simulation, compared with the profiles by traditional simulation. The simulation model developed for generating synthetic time series in PSML possesses the following features to obtain high-fidelity data: i) The dynamic model of both the transmission and
distribution systems are benchmark systems which are extensively used in power system research; ii) we model the impact of deep penetration of renewables by incorporating detailed models of renewable generation and representative load/weather patterns in the U.S.; and iii) the interaction between the transmission and the distribution systems in the fast time scale is modeled in the simulation, which is not captured in existing publicly available synthetic datasets, e.g., [31].

Remark: The voltage and current measurement time series are simulation data. The reason that we include simulation data in the PSML dataset consists of three aspects. First, real operational data of the power grid are typically confidential and most of them are forbidden to be publicly shared, due to policies such as critical energy/electric infrastructure information (CEII). Second, some high-impact events that are challenging for analysis, such as forced oscillations under resonance conditions, are rarely observed in real-world operational data. Such a small amount of the challenging events is insufficient for the training, testing, and validation of ML algorithms. Third, while real measurement data can reflect the impact of a small amount of renewables in today’s power systems, it cannot capture the dynamics of the future grid with deep renewable penetration.

4 Use Cases and ML Benchmarks

In this section, we deliberately select three types of grid-domain use cases for ML approaches. The use cases are i) event detection, classification and localization, ii) forecasting of renewable generation and load; and iii) synthetic synchrophasor data generation. The reason that these use cases are selected is that they essentially can be formulated as classical ML problems which have been extensively studied during the past half-century. As a result, methods developed in the ML communities have great potential to provide solutions to these power grid use cases. Compared with conventional approaches heavily relying on grid physical models and network topology (line connectivity), such as the line outage detection algorithm [55], and the energy approach to forced oscillation localization [40], one attractive advantage of the ML-based approaches is that they do not require availability of information on grid physical model and topology. In addition, the sparsity, size, and scale of these time-series measurements provide a unique playground for the advancement of new ML methods. In what follows, we introduce the goal of each use case and present the benchmark of the performance of popular learning methods in terms of solving these three types of power system problems. We refer readers to our Github repository[^1] for more details on data structure and instructions on use cases and refer to the Supplementary file for more experimental results and implementation details.

4.1 Event Detection, Classification and Localization

Renewable energy resources, such as wind/solar farms, are not as dispatchable as conventional fossil fuel generators due to their stochastic nature. As a result, those renewables introduce uncertain disturbances which may compromise the safe operation of the grid. Therefore, it is imperative for Independent System Operators (ISOs) to accurately recognize disturbances and perform corrective measures timely so as to ensure the safety of the grid. The health of the power grid is monitored by sensors such as synchrophasors/phasor measurement units (PMUs). These sensors stream time-stamped measurements to ISOs. Based on these streaming measurements, ISOs may have the following two questions: i) When is an event happening; ii) What type of event is happening? and iii) Where is the source that caused the event? Answering these questions is critical to maintaining reliable operation of a power grid integrated with rich renewable energy resources.

Task Description. The streaming measurements can be denoted by \( X \in \mathbb{R}^{T \times M} \), where \( T \) is the number of time stamps by now and \( M \) is the number of measurements. Event detection aims to answer the first ISO question by recognizing the oscillation occurrence once it takes place, hence a model \( \mathcal{H} \) is learned to be able to identify the oscillation occurrence given sequence \( X \), i.e., \( \mathcal{H} : X \rightarrow \{0, 1\} \). Suppose the event takes place at time \( \tau \) when \( T < \tau \), the model is expected to be quiet without any alarms (0 predicted); when \( T \geq \tau \), the model should alarm as soon as possible (1 predicted). Event classification answers the second ISO question based on streaming sensor measurements. Given the measurement \( X \), the objective of this task is to learn a model \( \mathcal{F} \) that can classify the underlying event type \( y \), i.e., \( \mathcal{F} : X \rightarrow y \). In PSML, \( y \) is a subset of disturbances \( \mathcal{C} \) where \( \mathcal{C} := \{ \text{branch fault, branch tripping, bus fault, bus tripping, generator tripping, forced oscillation} \} \). Event localization focuses on locating events (for branch fault, branch tripping, bus fault, bus tripping, generator tripping) or the root cause of events (for forced oscillations) by observing measurements. We are aimed at learning a model \( \mathcal{G} \) that can map measurement \( X \) to the bus(es) \( z \) nearest to the events detected or the root cause of the events, i.e., \( \mathcal{G} : X \rightarrow z \), where \( z \) is a subset of buses \( \mathcal{Z} \) in the entire system. It is worth noting that compared with the size of the whole grid, the sensor coverage might be sparse in practice, rendering the tasks of event detection, classification and localization more challenging.

Metrics. With class imbalance in consideration, we adopt balanced accuracy to obtain performance of different classification methods for event classification and localization: \( \text{balanced_acc} = \frac{(\text{sensitivity} + \text{specificity})}{2} \). Since

[^1]: [https://github.com/tamu-engineering-research/Open-source-power-dataset](https://github.com/tamu-engineering-research/Open-source-power-dataset)
which considers the divergence between actual and predicted labels for ordinal regression on imbalanced datasets [4].

The ultimate goal of the power grid is to balance generation and load. Today, this is mostly achieved by load forecasting. However, with increasing renewable integration, this operational paradigm is not feasible without accurate renewable generation forecasting. To respond quickly, i.e., the spinning reserve, the spinning reserve may rely on fossil fuel and incur high operational costs. In real-time operation, the relatively small mismatch between scheduled generation and actual load is compensated by dispatchable generation units that can actively dispatched, due to their stochastic and volatile nature. A poor forecast of renewable generation therefore leads to a large amount of expensive, fossil fuel-based spinning reserve being committed. Compounding the challenge, loads will become less predictable in the future grid, due to stochastic loads like electric vehicles, and small-probability

4.2 Load and Renewable Energy Forecasting

The ultimate goal of the power grid is to balance generation and load. Today, this is mostly achieved by load forecasting and generation scheduling based on the forecast before real-time operation. In real-time operation, the relatively small mismatch between scheduled generation and actual load is compensated by dispatchable generation units that can respond quickly, i.e., the spinning reserve. The spinning reserve may rely on fossil fuel and incur high operational costs. However, with increasing renewable integration, this operational paradigm is not feasible without accurate renewable and load forecasting. Renewable generation, e.g., wind/solar farms, are considered as negative load and cannot be actively dispatched, due to their stochastic and volatile nature. A poor forecast of renewable generation therefore leads to a large amount of expensive, fossil fuel-based spinning reserve being committed. Compounding the challenge, loads will become less predictable in the future grid, due to stochastic loads like electric vehicles, and small-probability

| Categories | Methods | Classification ↑ (Balanced Acc) | Localization ↑ (Balanced Acc) | Detection ↓ (Macro MAE) |
|------------|---------|-------------------------------|-------------------------------|------------------------|
| Power Domain | PMU score [47] | — | 0.266 | — |
| Traditional | 1-NN Euclidean [5, 12] | 0.537 | 0.402 | 36.465 |
| Machine | 1-NN DTW-i [5, 12] | 0.610 | 0.463 | 53.928 |
| Learning | 1-NN DTW-d [5, 12] | 0.598 | **0.474** | 53.709 |
| Methods | MiniRocket [13] | 0.690 ± 0.022 | 0.208 ± 0.226 | 53.908 ± 3.358 |
| Convolutional | Vanilla CNN | 0.564 ± 0.058 | 0.168 ± 0.053 | 40.458 ± 12.686 |
| Neural | InceptionTime [18] | 0.715 ± 0.040 | 0.243 ± 0.047 | 43.743 ± 10.605 |
| Networks | MLSTM-FCN [32] | **0.742 ± 0.029** | 0.285 ± 0.023 | **31.873 ± 5.400** |
| | ResNet [62] | 0.725 ± 0.049 | 0.232 ± 0.044 | 38.578 ± 9.569 |
| | MC-DCNN [78] | 0.726 ± 0.019 | 0.437 ± 0.030 | 38.107 ± 5.675 |
| | TapNet [76] | 0.653 ± 0.018 | 0.397 ± 0.065 | 58.251 ± 1.974 |
| Other | Fully-connected Neural Network | 0.583 ± 0.042 | 0.245 ± 0.035 | 54.131 ± 9.964 |
| Deep | Vanilla RNN | 0.504 ± 0.045 | 0.224 ± 0.037 | 57.184 ± 4.285 |
| | LSTM [27] | 0.544 ± 0.049 | 0.248 ± 0.043 | 56.434 ± 2.851 |
| Learning | GRU [10] | 0.653 ± 0.029 | 0.332 ± 0.062 | 55.550 ± 2.090 |
| Methods | Vanilla Transformer [58] | 0.612 ± 0.041 | 0.340 ± 0.090 | 46.824 ± 0.866 |

both too early (false positive where no event happens yet) or too late (false negative where damage/cost accumulates along time without alarm or action) event detection are undesired, we leverage the macro-averaged mean absolute error, which considers the divergence between actual and predicted labels for ordinal regression on imbalanced datasets [4].

**Discussion.** As listed in Table 1, we evaluate methods from four main categories: i) PMU score from the power community, ii) standard classification baselines based on 1-nearest neighbor (1-NN), iii) convolutional neural networks and iv) other popular deep learning methods. For both event classification and detection, we observe in general that approaches composed of convolutional neural networks perform much better than 1-NN based standard baselines and other deep learning approaches. However, to localize the event across the grid, the majority of deep learning approaches fail to achieve competitive performance as 1-NN approaches: only MC-DCNN reaches above 0.40 balanced accuracy besides 1-NN Euclidean, 1-NN DTW-i and 1-NN DTW-d.

In analyzing PMU measurements from the transmission system, we attribute the success of convolutional neural networks to their explicit spatial correlation modeling, where the voltage and current evolve along time according to both the external oscillation events and the inherent network connectivity. Based on the above observations, we expect more accurate classifications can be obtained by proposing more powerful deep learning methods from but not limited to the following directions: i) **graph neural networks with both spatial and temporal dependencies:** event localization is a great challenge when only temporal dependencies are modeled in deep learning approaches. Given bus locations and their connectivity, graph neural networks may be promising in modeling spatial dependencies and locating the actual event bus. ii) **incorporating contrastive learning into representation learning:** by comparing two instances (\( x_i \) and \( x_j \)) rather than learning the mapping from \( X \) to \( y \), 1-NN based approaches outperform deep learning approaches in event localization. Recently, representation learning based on comparing three instances (that is, one anchor, positive, and negative sample in triplet loss) or two instances (e.g., two similar samples by transformation or same annotated label in Siamese approaches) shows effectiveness in capturing underlying patterns and further benefits downstream tasks in domains like computer vision [54], reinforcement learning [24], etc. We hope that these interesting directions will motivate the ML community in addressing the challenging problems of event detection, classification and localization for dynamical systems that exhibit tight multi-scale spatio-temporal coupling.
yet high-impact events, e.g., COVID-19 pandemic (Fig. 1) and the Texas winter storm in 2021. Therefore, accurate forecasting of renewable generation and load is critical to support reliable operation of the future grid.

**Task Description.** We focus on the following two important subtasks: i) **Point Forecast (PF):** given a time sequence in the past $k$ time steps, the current time $t$ and the forecasting horizon $\tau$, we have the past targets $y_{t-k:t}$, the past observations $x_{t-k:t}$; as well as the past, current and future known variables $u_{t-k:t+\tau}$ (e.g., date, holiday). We aim to predict the targets $\tau$ time steps ahead: $y_{t+\tau} = r(y_{t-k:t}, x_{t-k:t}, u_{t-k:t+\tau})$. ii) **Prediction Interval (PI):** Uncertainty quantification can provide more reference information for decision-making and has received growing research and industrial interests these years [33; 39]. For high-quality uncertainty quantification, we would also like to obtain the prediction interval, $[\hat{y}_i^L, \hat{y}_i^U]$, to cover the ground truth $y_i$ with at least the expected tolerance probability, i.e., $p = 0.95$ in our load and renewable energy forecasting task.

**Metrics.** For point forecast, we adopt three commonly leveraged metrics in load and renewable energy forecasting literature [1]: root mean square error (RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE). Following practice in the M4 competition [39], the performance of generated point intervals is evaluated using the mean interval score (MIS) [22]: $\text{MIS} = \frac{1}{T} \sum_{t=1}^{T} \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i^L - y_i^U)^2 + \frac{1}{2} (\hat{y}_i^L - y_i) I(y_i < \hat{y}_i^L) + \frac{1}{2} (y_i - \hat{y}_i^U) I(y_i > \hat{y}_i^U)$, where $N$ is the number of instances for each prediction horizon, $I$ is the indicator function with value 1 when the inequality holds and 0 otherwise, and $a = 0.05$ for 95% prediction intervals generation.

**Discussion.** We list the performance of different forecasting methods on 1-hour ahead load forecasting in years from 2018 to 2020 in Table 2 (the performance on more forecasting tasks is displayed in Supplementary file). For short-term load forecasting (Table 2), exponential smoothing outperforms the other baselines both in point forecast and prediction interval, while deep learning approaches fail to achieve competitive performance on par with time series models and traditional machine learning methods. Similar observations can be discovered in both short- and long-term forecasting of wind and solar.

As visualized in Fig. 5 (in the Supplementary file), we can observe strong periodicity in both the observational features (such as wind speed, relative humidity, and temperature) as well as target features (such as solar power, wind power, and load) from the year 2018 to year 2020. However, deep learning approaches fail to capture such significant trends for accurate future forecasting due to their limited memorizing capabilities. For extremely long time series, it’s difficult to efficiently extract and leverage useful past time steps without tedious feature engineering [60]. Taking our forecasting task as an example: simply enlarging the scope of considered historical data to cover information from the previous 1440-th, 10, 080-th, 43, 200-th time step in our minute-level data for the reference of the same time in the last day, same weekday in the previous week, and same day in the previous month, is both time-consuming during processing crowded useless information and will deteriorate forecasting performance in the end. Accordingly, we suggest the following
Table 3: Run-time and fidelity metrics on millisecond-level eventful PMU datasets. Auto- and cross-correlation are calculated as the sum of the absolute difference between the correlation coefficients computed from real and generated samples.

| Method       | Autocorrelation ↓ | Cross-correlation ↓ | Discriminative Score ↓ | Hours ↓ |
|--------------|-------------------|---------------------|-------------------------|---------|
| NaiveGAN     | 663.13            | 7175.78             | 0.492 ± 0.022           | 5       |
| RCGAN        | 667.89            | 7607.29             | 0.499 ± 0.002           | 27      |
| COT-GAN      | 112.42            | 2532.69             | 0.435 ± 0.016           | 6       |
| TimeGAN      | 72.56             | 1361.45             | 0.481 ± 0.008           | 52      |
| DoppelGANger | 86.76             | 3994.45             | 0.447 ± 0.004           | 22      |

Figure 4: Autocorrelation on PMU datasets for all generative methods.

Figure 5: Distribution of generated faults for DoppelGANger.

directions for further exploration: i) memory network to remember and utilize past history efficiently: approaches such as memory networks \([63]\) could be potential solutions to identify key information from long histories for real-time forecasting. ii) cross-learning: using information from multiple series to predict individual ones has shown promising results in top approaches of past Kaggle competitions \([8]\). Taking into account load and renewable energy time series from other locations, such as nearby locations in the same time zone or with similar social and economic patterns, could potentially enhance forecasting accuracy. Thus, this task can motivate the development of novel deep learning based forecasting algorithms that take into account long-term memory and exploit spatio-temporal patterns in the data.

4.3 Synthetic Time-series Generation

A major hurdle in applying deep learning models to power system problems is usually the lack of sufficient and high-quality datasets for training, as it is well-known that more eventful data usually lead to better classification performance \([21, 44, 77]\). The accessibility of real-world power grid PMU measurement data is limited due to the regulation CEII \([19]\) for national security and sensitivity concerns. While researchers recently have contributed to the creation of large-scale synthetic simulation models \([6]\) for analysis \([70, 65]\), there are always gaps between simulation models and real-world systems and the unique values of real-world PMU time series data cannot be exploited for research purposes. It is therefore critical to investigating methods for synthesizing power system datasets that follow the same properties of the real system data while complying with physical laws for the network and its underlying dynamic behaviors.

**Task Description.** This task involves multi-channel time series generation, for which the training data are disturbance-induced dynamic voltage, current and power measurements across power grids. The expected outputs are dynamic voltage, current and power measurements that preserve certain dynamic patterns and physical laws. The key challenges that distinguish this task from normal image generation are: i) multi-channel time series are governed by unknown algebraic and differential equations derived from physical laws; and ii) dynamic time series incorporate discrete disturbance events. Our evaluations are carried out over simulated voltage, current and power data from PSML.

**Metrics.** The task is to synthesize multiple realistic-looking PMU streams that respect the physical constraints from real PMU streams. To assess the quality of generated data, we measure: (i) Fidelity - samples should be indistinguishable from the real data. We train a post-hoc time-series classification model (by optimizing a 2-layer LSTM) to distinguish between sequences from the original and generated datasets and report the error. (ii) Diversity - samples should be distributed to cover the real data. We apply PCA analyses on both the original and synthetic datasets (flattening the temporal dimension) and visualize how closely the distributions are in 2D space.

**Discussion.** We observe that current SOTA time-series generation methods cannot properly capture the necessary characteristics from PMU data to generate realistic time-series. This is reflected in the fidelity metrics in Table 4.5.
where a post-hoc 2-layer LSTM can easily separate real vs. generated samples. Time-GAN [74] and COT-GAN [69] are current SOTA methods published in NeurIPS 19 and 20 respectively and they both achieve relatively low auto-correlation and cross-correlation error compared to real data (Fig. 5). However, a quick qualitative inspection of the generated samples in Supplementary A shows that the generated samples are quite different from real data. In addition, we apply PCA analyses on both the original and synthetic datasets (flattening the temporal dimension) and visualize how closely the distributions are in 2D space (Fig. 6). We observe that overall, the methods also fail to cover the underlying data distribution. DoppelGANger [38] is the only method that can model metadata, i.e., fault type in this case, and can generate sensible results. However, it still struggles to learn the distribution of the metadata (Fig. 7). One of the main challenges from this time-series dataset is its size (dimensionality and sequence lengths). Compared to the datasets from their original papers, fast-sampled PMU data from PSML nearly double or triple the number of observations at 960 observations with 91 channels for measurements including voltage magnitude, voltage phase angle, current magnitude, current phase angle, real power, reactive power, and frequency. Current generation approaches leveraging recurrent networks do a poor job of modelling the long-term temporal correlations seen in the data. For long time series, RNNs take many passes to generate the entire samples, which causes them to forget long temporal correlation. Besides, one particular challenge in the power grid data is that each dimension of the time series cannot be handled separately, since the whole system is governed by the Kirchhoff’s voltage and current laws at each snapshot. This provides an interesting direction for future generation work to address not only the scalability problem but also the constrained generation problem.

5 Conclusion & Broader Impact

We presented a multi-scale time-series dataset that integrates transmission and distribution networks for realistic power grids encompassing futuristic scenarios of large-scale renewable energy integration and dynamic loads such as electric vehicles. To bridge the gap between the ML and power system communities, we identified three categories of use cases that solve important practical problems of relevance to the power and energy community and benchmarked state-of-the-art ML algorithms for these cases. While real power data are notoriously difficult to release due to security regulations over grid reliability, simulated data over a synthetic grid allow researchers to study grid properties without fearing of network infrastructure being reverse engineered. We envision that this dataset will facilitate mutual interaction between the ML and power systems communities, simultaneously advancing the state-of-the-art in ML-based algorithms for forecasting, event classification, and constrained synthetic data generation, while contributing towards reliable operation of a carbon-neutral electric grid. Future work will incorporate electricity market features to the dataset and enrich the use cases by adding market-relevant use cases, such as forecasting local marginal prices.
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Supplementary

A The PSML Dataset

We publish the PSML dataset, benchmark models and data documentation at the Github Repository [https://github.com/tamu-engineering-research/Open-source-power-dataset](https://github.com/tamu-engineering-research/Open-source-power-dataset) We bear all responsibility in case of violation of rights, etc., and confirmation of the data license.

**Dataset documentation.** Please refer to the Github repository for the dataset documentation and intended uses.

**Terms of use, privacy and license.** The PSML dataset is published under CC BY-NC 4.0 license, meaning everyone can use it only for non-commercial research purpose.

**Data maintenance.** The Github repository provides data download links for users. We will keep maintaining and updating the data for a long time and check the data accessibility.

**Benchmark and code.** We provide benchmark models in the Github repository. The reproduction code will be released upon acceptance.
B Details of Simulation Model

Fig. 7 visualizes the co-simulated PSS/E 23-bus transmission system and the IEEE 13-bus distribution system. The model of the bulk transmission grid is a modified version of the PSS/E 23 bus test system, which is a well-configured high-voltage transmission grid that has been commonly used as a benchmark for transmission system studies. The original system has 6 thermal generators and 7 load buses. Two load buses connect to detailed distribution systems and the rest of the load buses are connected to lumped load. To better comply with the ratings and size of the benchmark distribution systems, all load capacities are reduced by roughly 40% of their original values. The dynamic model of a thermal generator is replaced by a wind turbine model. The IEEE 13 node feeder [52] is used to represent distribution systems connected to the load buses in the PSS/E 23 bus transmission system model. External PV models written in Python scripts are attached to the load buses in distribution system. Siemens PSS/E, a commercial power grid simulation software, is used to simulate the transmission system model and OpenDSS [15], an open-source three-phase unbalanced distribution system simulator, is used to simulate two distribution system models. A Python control process is used to facilitate workflow coordination and data exchange between PSS/E, OpenDSS and input data files.

We create random disturbance to induce transient PMU measurements under these fault events. More specifically, Fig. 8 visualizes different types of disturbances in the PSS/E 23-bus transmission system that induce the transient millisecond-level voltage, current and power measurements.

Figure 7: Diagram of joint simulation between transmission and distribution (T+D) systems, with real load profiles and simulated renewable profiles as input. Transmission systems represent bulk high-voltage grids while distribution represents close-to-home low-voltage grids.

Figure 8: Visualization of different types of disturbances in the PSS/E 23-bus transmission system that induce the transient millisecond-level voltage, current and power measurements.
C Baseline Performance

C.1 Use Case 1: Disturbance Event Classification and Localization

Baseline algorithms

1. **Power domain**: Event localization is implemented by calculating the event signature of each PMU, where the event signature is estimated by several statistical parameters including Shannon entropy, standard deviation, range, mean difference and crest factor as introduced in the literature \[47\]. The PMU with the most dominant event signature indicates the location of the event.

2. **Traditional machine learning methods**: with generally good performance across different time series datasets, 1-nearest neighbor (1-NN) related approaches have been widely employed as standard baselines in their corresponding benchmarks, e.g., UCR\[12\] and UEA\[5\]. We consider three measures for sample distance computation: Euclidean and dynamic time warping with each feature dimension treated independently (\textit{DTW-i}) or dependently (\textit{DTW-d}). We also adopt \textit{MiniRocket}, where kernel transformations are firstly applied to time series followed by simple linear classifiers for time series classification \[13\].

3. **Convolutional Neural Networks**: benefiting from the deep convolutional neural networks (CNNs) and residual connections, vanilla and different variants of CNNs are consider to perform classification tasks: 1) InceptionTime \[13\]: an ensemble of deep CNNs inspired by Inception-v4 \[53\] architecture; 2) MLSTM-FCN \[32\]: concatenation of LSTM of CNN for feature representation learning with an additional squeeze-and-excitation block for further performance improvement; 3) ResNet \[62\]: adaptation of residual network from images \[25\] to multivariate time series; 4) MC-DCNN \[78\]: multi-channels deep CNNs where different temporal patterns are transformed firstly and then learned through separate convolutional layers; and 5) TapNet \[76\]: an attentional prototype network was incorporated into the convolutional layers to learn latent features for time series classification.

4. **Other deep learning methods**: we also analyze the performance of general deep neural networks (i.e., fully-connected neural network) and specific time series deep models (i.e., RNN and its two variants \[27, 10\], transformer \[58\]) is evaluated.

C.2 Use Case 2: Load and Renewable Forecasting

Baseline algorithms

1. **Time-series models**: besides the \textit{naive} method takes the current value directly as the prediction, we also consider autoregressive integrated moving average (ARIMA) and exponential smoothing (ETS).

2. **Traditional machine learning methods**: we select the top four widely used machine learning methods in load and renewable energy forecasting literature \[1\]: support vector regression (SVR), random forest (RF), gradient boosted decision trees (GBDT), and linear regression (LR).

3. **Multilayer perceptron**: besides fully-connected neural newotks (FNN) and extreme learning machines (ELM), we also list performance of N-BEATS, a deep stacked neural architecture based on backward and forward residual links, which outperformed the winner of M4 competition \[46\].

4. **Convolutional Neural Networks**: we study performance of vanilla CNN, WaveNet \[45\] composed of dilated causal convolutions for audio generation, Temporal convolutional neural networks (TCN \[36\]) with additional residual blocks.

5. **Recurrent Neural Networks**: both basic recurrent neural networks (vanilla RNN, LSTM \[27\] and GRU \[10\]) and advanced variants are studied: LSTM \[35\] with patterns extracted from convolutional layers and fed to recurrent neural networks, DeepAR \[51\] with output from recurrent neural networks as likelihood parameters for probabilistic forecasting.

6. **Transformer-based**: we list performance from vanilla transformer \[58\] and its variant, informer \[79\], with self-attention distilling and generative style decoder for long sequence forecasting.

7. **Neural ODE**: motivated by the Euler discretization of continuous transformations in residual networks and recurrent neural network decoders, Neural ODEs parameterize the derivative of hidden state using a neural network and compute the network output with a differential equation solver \[29\].

---

\[1\] https://www.cs.ucr.edu/~eamonn/time_series_data_2018/
\[2\] http://www.timeseriesclassification.com/index.php
## Table 4: Performance on t+1440 (1 day ahead) load point forecast and interval prediction.

| Categories     | Methods          | RMSE 2018 | RMSE 2019 | RMSE 2020 | MAE 2018 | MAE 2019 | MAE 2020 | MAPE 2018 | MAPE 2019 | MAPE 2020 | MIS 2018 | MIS 2019 | MIS 2020 |
|----------------|------------------|-----------|-----------|-----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| Time-series Models | Naive           | 0.081     | 0.068     | **0.055** | 0.055    | 0.047    | **0.035** | 0.052    | 0.040    | 0.357    | 0.297    | 0.297    | 0.297    |
|                | ARIMA            | 0.999     | 0.942     | 0.782     | 0.730    | 0.713    | 0.592    | 0.790    | 0.654    | 4.016    | 3.320    | 2.580    |
|                | ETS              | 0.081     | 0.068     | **0.055** | 0.055    | 0.047    | **0.035** | 0.052    | 0.040    | **0.143** | **0.184** | **0.287** |          |
| Traditional Machine Learning Methods | SVR             | 0.082     | 0.075     | 0.059     | 0.066    | 0.048    | 0.040    | 0.071    | 0.056    | 0.326    | 0.291    | 0.303    |
|                | RF               | **0.061** | **0.057** | 1.541     | **0.047** | **0.043** | 1.424    | **0.053** | **0.050** | 1.575    | 0.213    | 0.209    | 2.998    |
|                | GBDT             | 0.062     | 0.058     | 0.056     | 0.048    | 0.044    | 0.041    | 0.054    | 0.052    | 0.047    | 0.201    | 0.201    | 0.235    |
|                | LR               | 0.081     | 0.143     | 0.240     | 0.056    | 0.117    | 0.141    | 0.062    | 0.133    | 0.158    | 3.532    | 4.339    | 3.458    |
| Multilayer Perception | ELM              | 0.204     | 0.135     | 0.171     | 0.172    | 0.112    | 0.133    | 0.204    | 0.130    | 0.154    | 0.492    | 0.421    | 0.558    |
|                | FNN              | 0.099     | 0.100     | 0.106     | 0.082    | 0.083    | 0.087    | 0.094    | 0.099    | 0.101    | 0.391    | 0.298    | 0.338    |
|                | N-BEATS          | 0.085     | 0.079     | 0.093     | 0.066    | 0.068    | 0.075    | 0.072    | 0.080    | 0.083    | 0.247    | 0.314    | 0.318    |
| Convolutional Neural Networks | Vanilla CNN    | 0.096     | 0.082     | 0.091     | 0.079    | 0.065    | 0.069    | 0.090    | 0.072    | 0.079    | 0.362    | 0.329    | 0.319    |
|                | WaveNet          | 0.285     | 0.155     | 0.246     | 0.215    | 0.122    | 0.215    | 0.232    | 0.136    | 0.251    | 0.913    | 0.676    | 0.638    |
|                | TCN              | 1.334     | 0.964     | 1.134     | 1.328    | 0.958    | 1.131    | 1.472    | 1.094    | 1.280    | 2.772    | 1.992    | 2.362    |
| Recurrent Neural Networks | Vanilla RNN     | 0.129     | 0.108     | 0.076     | 0.106    | 0.090    | 0.064    | 0.124    | 0.107    | 0.073    | 0.356    | 0.341    | 0.311    |
|                | LSTM             | 0.120     | 0.145     | 0.170     | 0.094    | 0.124    | 0.106    | 0.110    | 0.147    | 0.122    | 0.385    | 0.364    | 0.349    |
|                | GRU              | 0.100     | 0.118     | 0.076     | 0.080    | 0.097    | 0.062    | 0.092    | 0.117    | 0.071    | 0.318    | 0.314    | 0.234    |
|                | LSTNet           | 0.099     | 0.086     | 0.082     | 0.075    | 0.070    | 0.064    | 0.086    | 0.080    | 0.072    | 0.358    | 0.372    | 0.272    |
|                | DeepAR           | 0.132     | 0.181     | 0.142     | 0.117    | 0.162    | 0.130    | 0.130    | 0.188    | 0.148    | 1.567    | 1.210    | 1.289    |
| Transformer-based | Vanilla Transformer | 0.097     | 0.101     | 0.103     | 0.081    | 0.084    | 0.080    | 0.090    | 0.099    | 0.093    | 0.374    | 0.305    | 0.329    |
|                | Informer         | 0.084     | 0.081     | 0.070     | 0.067    | 0.066    | 0.056    | 0.076    | 0.076    | 0.062    | 0.280    | 0.244    | 0.274    |
|                | Neural ODE       | 0.165     | 0.308     | 0.188     | 0.133    | 0.286    | 0.158    | 0.137    | 0.309    | 0.170    | 1.862    | 1.486    | 1.794    |

### C.3 Use Case 3: Synthetic PMU Generation

**Baseline algorithms**

1. **NaiveWGAN**: we show the performance of a naive GAN architecture (MLP generator and discriminator) with the Wasserstein loss [3].
2. **RCGAN**: a conditional recurrent GAN architecture [17] is tested that leverage recurrent generator and discriminator and conditioned on auxiliary information.
3. **COT-GAN**: we test a recurrent GAN trained with a Causal Optimal Transport (COT) loss suitable for learning time dependent data distributions [69].
4. **TimeGAN**: we list the performance of a recurrent GAN architecture that combines unsupervised GAN learning with a supervised teacher-forcing component in the loss function [74].
5. **DoppelGANger**: we test a state-of-the-art GAN architecture [38] that leverages two generators and discriminators to first generate auxiliary metadata before generating the time-series.
### Table 5: Performance on t+5 (5 minute ahead) wind point forecast and interval prediction.

| Categories               | Methods         | Point Forecast (PFs) | 95% Prediction Intervals (PIs) |
|--------------------------|-----------------|----------------------|-------------------------------|
|                          | RMSE            | MAE                  | MAPE                          | MIS              |
|                          | 2018 2019 2020  | 2018 2019 2020      | 2018 2019 2020                | 2018 2019 2020   |
| Time-series Models       | Naive           | 0.0114 0.0121 0.0118 | 0.0041 0.0049 0.0079 0.2469 | 0.2150 0.2638    |
|                          | ARIMA           | 0.0255 0.0282 0.0400 | 0.0094 0.0118 0.0169 0.7732 | 0.6881 0.7381    |
|                          | ETS             | 0.0114 0.0180 0.0411 | 0.0049 0.0249 0.0258 0.1084 | 11.344 6.4783    |
| Traditional Machine Learning Methods | SVR           | 0.0579 0.0627 0.0826 | 0.0445 0.0564 12.149 9.1378 | 9.1524 0.1898    |
|                          | ARIMA           | 0.0357 0.0640 0.0914 | 0.0175 0.0249 0.0418 0.6607 | 0.5790 0.7058    |
|                          | ETS             | 0.0538 0.0641 0.0913 | 0.0186 0.0258 0.0416 1.1855 | 0.9650 0.7087    |
| Multilayer Perception    | ELM             | 0.0617 0.0507 0.0645 | 0.0510 0.0357 0.092 14.742 | 5.7782 7.4895    |
|                          | FNN             | 0.0872 0.0525 0.1232 | 0.0554 0.0328 0.0907 8.4005 | 3.9938 9.2386    |
| Convolutional Neural Networks | Vanilla CNN   | 0.0730 0.0419 0.0475 | 0.0526 0.0284 0.0337 9.0781 | 4.0255 4.3893    |
|                          | WaveNet         | 0.0826 0.1294 0.1055 | 0.0728 0.1244 0.0965 19.865 | 27.924 19.674    |
| Recurrent Neural Networks | Vanilla RNN    | 0.0974 0.0730 0.6805 | 0.0702 0.7345 0.6755 198.34 | 159.78 149.48    |
|                          | LSTM            | 0.0599 0.0929 0.1329 | 0.0294 0.0926 3.9967 4.9654 | 15.194 0.2787    |
|                          | GRU             | 0.0635 0.0548 0.1215 | 0.0398 0.0859 5.5690 3.9050 | 10.684 0.2489    |
|                          | LSTMNet         | 0.0617 0.0681 0.0753 | 0.0413 0.0534 0.0353 6.6415 | 6.1077 5.6868    |
| Transformer-based        | Vanilla Transformer | 0.0519 0.0709 0.0886 | 0.0252 0.0536 0.0625 3.2199 | 8.1435 7.4363    |
|                          | Informer        | 0.0520 0.0592 0.0693 | 0.0342 0.0413 0.0498 5.3202 | 7.2401 6.3545    |
| -                         | Neural ODE      | 0.0878 0.0505 0.0039 | 0.1164 0.0810 0.0694 16.2678 | 13.4499 1.38396 |

### Table 6: Performance on t+30 (half hour ahead) wind point forecast and interval prediction.

| Categories               | Methods         | Point Forecast (PFs) | 95% Prediction Intervals (PIs) |
|--------------------------|-----------------|----------------------|-------------------------------|
|                          | RMSE            | MAE                  | MAPE                          | MIS              |
|                          | 2018 2019 2020  | 2018 2019 2020      | 2018 2019 2020                | 2018 2019 2020   |
| Time-series Models       | Naive           | 0.00354 0.00385 0.00557 | 0.00124 0.00154 0.00229 | **0.08874 0.08023 0.03851** |
|                          | ARIMA           | 0.00435 0.00494 0.00686 | 0.00152 0.00195 0.00275 | 0.11870 0.10722 0.01763 |
|                          | ETS             | 0.00366 0.00385 0.00547 | 0.00134 0.00154 0.00229 | 0.10809 0.08025 0.03853 |
| Traditional Machine Learning Methods | SVR           | 0.05794 0.06274 0.08260 | 0.04450 0.04668 0.05639 | 12.157 9.1356 |
|                          | ARIMA           | 0.05333 0.06357 0.09083 | 0.01678 0.02410 0.04097 | 0.53469 0.47324 0.60916 |
|                          | ETS             | 0.05327 0.06425 0.08958 | 0.01670 0.02544 0.03959 | 0.51495 0.79686 0.55692 |
| Multilayer Perception    | ELM             | 0.05794 0.05444 0.06242 | 0.04617 0.04250 0.04835 | 12.895 7.3664 |
| Convolutional Neural Networks | Vanilla CNN   | 0.08376 0.05129 0.11466 | 0.05242 0.03394 0.08657 | 7.67768 4.55800 |
|                          | WaveNet         | 0.06154 0.14840 0.17448 | 0.10975 0.13928 0.16518 | 25.32545 30.1669 |
| Recurrent Neural Networks | Vanilla RNN    | 0.70497 0.73707 0.68061 | 0.70304 0.73460 0.67558 | 198.46 159.75 |
|                          | LSTM            | 0.05718 0.06011 0.07394 | 0.03727 0.04538 0.05555 | 5.92506 5.4723 |
|                          | GRU             | 0.06601 0.05118 0.11549 | 0.04092 0.03319 0.07806 | 5.26180 3.42500 |
|                          | LSTMNet         | 0.05718 0.06011 0.07394 | 0.03727 0.04538 0.05555 | 5.92506 5.4723 |
| Transformer-based        | Vanilla Transformer | 0.05179 0.06612 0.0881 | 0.02316 0.04778 0.06068 | 2.32431 6.6665 |
|                          | Informer        | 0.04238 0.03557 0.06345 | 0.02397 0.03664 0.04271 | 3.81838 4.20209 |
| -                         | Neural ODE      | 0.08718 0.09452 0.11766 | 0.06406 0.06876 0.08841 | 16.2678 13.4499 |

**Note:** The tables show the performance metrics for various machine learning models and benchmarks in terms of Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and 95% Prediction Intervals (PIs) for both point forecasts (PFs) and interval predictions.
Recurrent Neural Networks
Multilayer Perceptron
Traditional Machine Learning Methods
Time-series Models
Categories

| Methods          | RMSE   | MAE    | MAPE   | MIS    |
|------------------|--------|--------|--------|--------|
| Naive            | 0.0348 | 0.0485 | 0.0198 | 0.0266 |
| ARIMA            | 0.0456 | 0.0685 | 0.0168 | 0.0286 |
| ETS              | 0.0348 | 0.0485 | 0.0198 | 0.0266 |
| SVR              | 0.0866 | 0.1107 | 0.0728 | 0.0885 |
| RF               | 0.1196 | 0.0527 | 0.0716 | 0.0318 |
| GBDT             | 0.1061 | 0.0651 | 0.0488 | 0.0469 |
| LR               | 0.0292 | 0.0509 | 0.0581 | 0.0147 |
| ELM              | 0.2162 | 0.1835 | 0.1889 | 0.1534 |
| FNN              | 0.2150 | 0.2035 | 0.1835 | 0.1709 |
| N-BEATS          | 0.2186 | 0.2186 | 0.1933 | 0.1688 |
| Vanilla CNN      | 0.2266 | 0.1985 | 0.1858 | 0.1651 |
| WaveNet          | 0.1778 | 0.1538 | 0.1876 | 0.1514 |
| TCN              | 0.5095 | 0.5759 | 0.4934 | 0.4614 |
| LSTM             | 0.2852 | 0.2845 | 0.2514 | 0.2506 |
| GRU              | 0.2194 | 0.2186 | 0.2144 | 0.1840 |
| LSTMNet          | 0.2178 | 0.2016 | 0.2132 | 0.1946 |
| DeepAR           | 0.7467 | 0.8138 | 0.6950 | 0.7124 |
| Vanilla Transformer | 0.2218 | 0.2400 | 0.1994 | 0.1863 |
| Informer         | 0.2412 | 0.2407 | 0.2281 | 0.2063 |
| - Neural ODE     | 0.2610 | 0.2141 | 0.2611 | 0.2232 |

Table 7: Performance on t+5 (5 minute ahead) solar point forecast and interval prediction.
Figure 9: Real and generated samples from different GAN models for synthetic time-series generation. (1/2)
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Figure 10: Real and generated samples from different GAN models for synthetic time-series generation. White boxes in RCGAN and NaiveGAN shown above are a result of these methods failing to capture the proper range for voltage measurements. (2/2)

D Benchmark Implementation

D.1 Use Case 1: Event Detection, Classification and Localization

We implement InceptionTime, MC-DCNN and ResNet (with the help of sktime-dl package), and MLSTM-FCN in Tensorflow. We implemented all other methods by ourselves in Pytorch except TapNet and MiniRocket. For

https://github.com/sktime/sktime-dl.git
deep learning approaches, we use grid search to select general hyperparameters such as layer size, number of layers, normalization approach, etc.

**Dataset Splitting**

Training time-series are extracted from the millisecond transient PMU data. We randomly select 439 time-series as training samples and the remaining 110 time-series for testing. Each sequence has a metadata associated with the event type similar to the classification use case, i.e. `branch_fault`, `branch_trip`, `bus_fault`, `bus_trip`, `gen_trip`. Each time-series has a sequence length of 960 observations, representing 4s in the system recorded at 240Hz. There are 91 dimensions for each time-series, including voltage, current and power measurements across the transmission system.

**D.2 Use Case 2: Load and Renewable Forecasting**

We implement the time-series models with statsmodels\(^*\), the traditional machine learning models with sklearn\(^*\), N-BEATS\(^*\), WaveNet\(^*\), TCN\(^*\), LSTNet\(^*\), DeepAR\(^*\), Informer\(^*\) and Neural ODE\(^*\) with codes published officially (or unofficially), and all other deep learning approaches by ourselves in Pytorch. For deep learning approaches, we use grid search to select general hyperparameters such as layer size, number of layers, normalization approach, etc.

**Dataset Splitting**

Given load and renewable energy data recorded from 66 locations in minute-level, we split the sequence from each location according to years firstly and have three cases: 1) use data from Jan to Nov in 2018 for training and Dec in 2018 for testing; 2) use data from Jan, 2018 to Nov, 2019 for training and Dec in 2019 for testing; 3) use data from Jan, 2019 to Nov, 2020 for training and Dec in 2020 for testing. Noted that we adopt the rolling strategy during testing, so that testing data before current time step is observable for model forecasting. As shown in Fig. 11, besides target features for load, wind and solar, we also provide date-related known variables (i.e., month of day, day of the week, holiday indicator) and weather-related observations (i.e., DHI, DNI, GHI, dew point, solar zenith angle, wind speed, relative humidity and temperature).

**D.3 Use Case 3: Synthetic PMU Generation**

We run all methods on an 4 NVIDIA RTX 2080 Ti with 44GB of memory and all models are trained with a fixed hidden dimensionality of 256, a fixed number of two or three layers for recurrent networks, and a tuned dropout ratio \(\in \{0.0, 0.5\}\).

**Dataset Splitting:** Training time-series are extracted from the millisecond transient PMU data. We set the first 400 time-series as training samples and the next 150 time-series for testing. Each sequence have a metadata associated with the event type similar to the classification use case, i.e. `branch_fault`, `branch_trip`, `bus_fault`, `bus_trip`, `gen_trip`. Each time-series has a sequence length of 960 observations, representing 4s in the system recorded at 240Hz. There are 91 dimensions for each time-series.

\(^*\) https://github.com/boushd/MLSTM-FCN.git
\(^*\) https://www.statsmodels.org/stable/index.html
\(^*\) https://scikit-learn.org/
\(^*\) https://github.com/ElementAI/N-BEATS.git
\(^*\) https://github.com/zhouhaoyi/Informer2020.git
\(^*\) https://github.com/rtqichen/torchdiffeq.git
Figure 11: Visualization of feature trends in three years from one sampled location of the forecasting task.