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Abstract—We present a biologically inspired approach for path planning with dynamic obstacle avoidance. Path planning is performed in a condensed configuration space of a robot generated by self-organizing neural networks (SONN). The robot itself and static as well as dynamic obstacles are mapped from the Cartesian task to the configuration space by precomputed kinematics. The condensed space represents a cognitive map of the environment, which is inspired by place cells and the concept of cognitive maps in mammalian brains. Generation of training data as well as the evaluation are performed on a real industrial robot accompanied by simulations. To evaluate reactive collision-free online planning within a changing environment, a demonstrator was realized. Then, a comparative study regarding sample-based planners was carried out. The robot is able to operate in dynamically changing environments and re-plan its motion trajectories within impressing 0.02 seconds, which proofs the real-time capability of our concept.

I. INTRODUCTION

Up until now, industrial robots have been predominantly used in cages with large safety areas. However, the role of human-robot interaction constantly and drastically increases, from automotive assembly to electronic component manufacturing. Thus, the need to integrate robots into dynamic environments becomes evident. Cooperative tasks require the skill to perform a goal directed motion while taking into account a dynamic environment. While humans master this problem with ease, reactive and collision-free motion planning is extremely challenging for robots. Conventional motion planning for robots can be divided in 2 principal approaches: First, planning of end-effector trajectories in the task space and subsequent calculation of resulting joint angles by means of inverse kinematic (IK). However, this faces redundancies and may lead to unpleasant jumps in the joint angles. Second, the more elegant variant is the direct path planning in the N-dimensional configuration space (C-space), where N is the degree of freedom (DOF). Hereby, the robot is represented as a point and the motion planning becomes a pure path planning problem, which has great advantages, especially for obstacle avoidance. However, obstacles have to be projected to the C-space, by blocking respective configurations, and the dimensionality of the search space directly depends on a robot’s number of DOF. Thus, the complexity of path planning in the C-space significantly increases for robots with many DOFs and cluttered environments. In this case, traditional path planning algorithms are very inefficient as they suffer the curse of dimensionality. Particularly, complete and optimal search algorithms such as Wavefront, Dijkstra’s or A* struggle to provide solutions for more than 3D within a reasonable amount of computation time. Sample-based planners try to reduce the computational burden using random samples in the C-space and have become the mainstream method for robots with many DOF [1]. However, their computational costs are still exponentially increasing with the number of DOF and especially when it comes to dynamically changing environments or narrow passages, the conventional sample-based planners have difficulties in online applications [2], [3], [4], [5]. Mapping obstacles from task to C-space is far from trivial. The amount of memory needed for a complete C-space map increases exponentially with the number of DOF [6]. This is true for geometric methods, which try to capture the shape of obstacles, reduce it to basic geometrical features and transform them to the C-space [7], [8]. An analytical method is presented in [9], whereby parametric equations for the links of a robot are developed by means of its kinematic motion constraints. As the equation set must be checked for each obstacle, this accumulates quickly and prevents on-line planning for new obstacles. A technique combining support vector machines and geometric approximation is presented in [10]. The authors

Fig. 1: Pick-and-place movements are used as training data. These sample trajectories are fed to a SONN. Its output space functions as a reduced search space which allows the use of lookup tables for collision detection. The generated cognitive map enables fast and flexible path planning.
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claim to achieve real-time capability due to massive GPU-parallelization. In [11], a method is proposed to determine guaranteed collision-free areas of the C-space. It is quite sophisticated regarding performance and memory, but it does not capture all collision-free configurations, which makes it impractical for cluttered environments. Sample-based motion planners are also build upon the concept of capturing the free C-space. In [12] the C-space is sampled via an RRT. The samples are validated to be collision-free to build a free C-space approximation. Besides common issues with narrow passages, random sampling in a high-dimensional search space is computationally quite inefficient. Another fast approach for projecting obstacles from Cartesian to C-space is a bidirectional lookup table [13], [14] This method allows a very fast mapping from the task to the C-space, however, the amount of memory increases exponentially with the robot’s DOF of and especially for many DOF the discretization must be very sparse to allow storing the whole C-space. In this paper we apply a bidirectional lookup table and address the issue of an expansive configuration space with neural self-organization as shown in Fig. 1.

The remainder of this paper is structured as follows: section II presents the general idea how to reduce a C-space by means of self-organization and subsequently use it for path planning. The context of the biological model and our implementation of it is described in section III. In section IV it is depicted how obstacles are mapped from the task to the C-space. The evaluation in section V begins with the robot demonstrator and the visualization of the output space. This is complemented with a comparison of the Wavefront and Dijkstra’s algorithm executed in our reduced space. Subsequently we compare 2 Self-organizing Neural Networks (SONN) for obstacle avoidance and finally evaluate our approach against modern sample-based planners. We provide an overall conclusion in section VI.

II. REDUCED CONFIGURATION SPACE

The proposed approach is inspired by the self-organizing topological structures in the brain and the concept of cognitive maps and place cells. A SONN is trained to build a cognitive map in the C-space of a robot while reducing the complexity of this n-dimensional C-space. SONNs are an unsupervised learning technique often used for clustering, classification or, as in our case, dimension reduction of an input space [15], [16]. Its special feature is that they preserve the topology of the input data during learning. Hence, neighboring points in the output space are also neighboring in the input space. SONNs are a useful tool for configuration space dimension reduction while preserving its underlying topology [17], [18]. A proof-of-concept is given in [17], with human motions as input data. The concept was refined in [18] and transferred to a robot’s kinematics. Additionally, a comprehensive study regarding the performance of different SONN models was carried out in [18].

Based on the most performant versions, we now present a biologically inspired collision-free path planning method for robot arms with multiple DOF. It is carried out directly in the C-space of the robot and hence, no calculations of kinematics nor IK are needed during run time. In Fig. 2, the structure of the proposed system and its 3 main parts are shown. The heart of the approach is a SONN, which can be seen at the bottom left. It represents a cognitive map to reduce the complexity of the robot C-space, as depicted in section III. Above, a bi-directional lookup table is shown, which is created after the SONN is trained. It links the joint states with the complete robot coverage of the task space and incorporates obstacles from the task space as described in section IV. At the bottom right it is visualized how the final path planning can take place in the online phase. The SONN is firstly trained with trajectories of a simulated UR3e robot. To take full advantage of the complexity reduction of this approach, only a sub manifold of the robot’s C-space was used as training data. Thus, reaching motions of a simple pick & place were recorded. A probabilistic sample-based planner, the RRTConnect [19] of the Open Motion Planning Library [20] was used to generate trajectories. 1230 training trajectories were recorded with a total of 50 728 sample points. To integrate intuitive motions, manual hand guidance were recorded as additional training data.

The choice of the most suited network structure for our specific use case is based on the findings of [18]. Nine models were tested, which are all based either on the well known Self-Organizing Map (SOM) [21] or the Growing Neural Gas (GNG) [22]. In the output space of the SOM, neurons are organized in a 2D grid and each neuron has a weight vector. The network size was chosen to 10 000 neurons. During the training phase, samples from the training trajectories are presented individually to the network as input. The distance between the weight vectors of the neurons is compared with the input samples, the most similar one is chosen as the Best Matching Unit (BMU). In the update step, the BMU is adapted towards the input sample and with a lower learning factor also its topological neighbors. During the application phase, the BMU is used to classify the input. The number of neurons must be determined right at the beginning. In contrast, GNGs start with very few neurons and the network grows step by step. To allow a fair comparison to the SOM-based model, the GNG was grown up to a size of 10 000 neurons. In this process, topological connections between the neurons are learned explicitly and always between the BMU and the 2nd BMU, that is the most similar and the second most similar neuron to the input sample. In the GNGs, all neurons connected to the BMU count as neighbor neurons, which are then also matched to the input sample in the update step. After a certain number of learning iterations, another neuron is inserted between the 2 neurons with the largest error to expand the network where the input space is still poorly mapped. The resulting structure is now very similar to graphs of probabilistic sample-based planning algorithms. With joint angle configurations as input, the neurons correspond to samples in the C-space. However, unlike the probabilistic sample-based planners, the samples are not randomly distributed in space but the distribution
of the training data is learned along with the topological connections. Thus, the connections represent the topology. Finally, path planning takes place in the online phase. BMUs of the current joint angle configuration and the BMU of any target configuration are determined as start and target nodes. It was found in [17], [18] that path planning in a reduced C-space generally works for all SONN models, but with different quality of the generated motion. The spatial coverage of SOM-based is significantly worse than for GNG-based models. SOMs fold in space due to their rigid structure and therefore cannot map the trajectories topologically in an optimal way. Hence, their generated paths show loops and detours, while most GNG-based versions could actually generate nicely targeted motions and the basic GNG performed better than its extensions. Due to their rigid 2D structure, SOM models are very suitable to visualize the proposed path. However, the networks’ capabilities in terms of obstacle avoidance have not yet been considered in previous work [18]. We expect the GNG to perform better here as well, but will evaluate its performance against the most promising SOM candidate, the γ-SOM [23], in subsection V-B. Including an adjustable memory structure [23] the γ-SOM is designed for temporal sequence processing. Parameters to train the SONNs are taken from [18].

III. COGNITIVE MAP

In 1948, Tolman introduced the concept of cognitive maps for mammals to navigate through their spatial environment [24]. A cognitive map is the mental representation of a geographical space, or rather of the relationships of locations in the environment. The model of cognitive maps of space was substantiated by the discovery of neural place cells in the hippocampus [25], [26], whose activity increases if the subject enters a certain location in the environment. Thus, each place cell corresponds to certain locations in the environment. Thereby, the place cells represent the current location as well as past and future locations. This enables not only self-localization but also planning for future positions in space and the path to get there. This concept of place cells and cognitive maps for navigation of mammals in the 2D space is transferred to the multi-dimensional C-space of robots. The place cells are represented by neurons in the output space of the SONN, creating a cognitive map. Each neuron contains a learned joint configuration state corresponding to a point in the n-dimensional C-space. The BMUs for the current joint configuration of the robot marks the current position of the robot on the cognitive map, similar to the activation pattern of place cells in the hippocampus if the subject enters a certain location in the environment. For path planning, also the BMU for the goal configuration is found. Then a graph search algorithm is used to find a path between BMUs and BMU for the goal configuration. To ensure a collision-free path planning, all neurons in the output space of the SONN are blocked for the graph search if their configuration is occupied by an obstacle.
configuration would lead to a collision. Since the output space of the SONN represents a reduced space of the full C-space, complete and optimal search algorithms can be used, which would be far too expensive in the full C-space. In [17], [18], the Wavefront algorithm was used as it provided a promising outlook for a very fast and efficient implementation with SNNs on neuromorphic hardware. However, a breadth-first search like the Wavefront is ideal for grids and the generated search space of the proposed approach corresponds rather to a weighted graph than to a grid. This is due to the fact that the neurons’ learned weights are not evenly distributed in the C-space and therefore show varying distances to their topological neighbors. In contrast to the Wavefront, Dijkstra’s algorithm considers weighted edges between nodes [27]. Therefore, we included Dijkstra’s algorithm alongside the Wavefront for the evaluation in subsection V-A.

IV. OBSTACLE AVOIDANCE

In order to find collision-free paths in the output space of the SONN, neurons which would lead to collisions are blocked for the graph search. Therefore, obstacles in the task space must be mapped into the reduced C-space, to block the respective neurons, as visualized in the top center of Fig. 2. Especially for dynamic obstacles and real-time applications, this mapping must be very fast and highly efficient. Lookup tables have proven to fulfill these requirements [13], [14]. During the generation of the lookup table, the neurons are associated with the corresponding robot task space coverage. Therefore, the task space as well as the C-space are discretized into cell grids. Then, for every Cartesian point \( t \in T \) in the task space all C-space points \( c \in C \) are stored, for which the robot would touch any \( t \) with any link or joint. The working principle of the lookup table is exemplary illustrated for a two-link robot in Fig. 3. The associations between the C-space cells and the task run time. The individual robot model parts were inflated before creating the lookup table to establish a safety distance between obstacles and the robot. The amount of memory increases exponentially with the number of DOF. Hence, for manipulators with many DOF, the discretization must be very sparse to allow the storage of the whole C-space. However, for the proposed approach only the reduced C-space must be associated with the task space. In other words, the reduced C-space provides a natural discretization of the C-space. Thus, the number of joint configurations associated with the respective task space coverage of the robot diminishes to a reasonable size. Nevertheless, due to the learned representation of the C-space, the sparsely sampled distribution, or rather discretization, ensures a reasonable approximation of important joint states. Every task space cell is associated with several neurons. Thus, during the online phase, if an obstacle is detected covering a task space cell, all neurons with configurations that would lead to a collision are added to a set of blocked neurons. To avoid collisions with new or dynamic obstacles or to find shorter paths if obstacles vanish, the path is constantly re-planned every 0.3 s. To ensure that possibly shorter paths are not the result of short-term voxelization errors, a new path is only accepted if one of three criteria applies:

- No previous path was found.
- The current unsmoothed path would cause a collision as one of its nodes becomes blocked.
- The new unsmoothed path is shorter than the current unsmoothed path and stable for a certain time.

If a new path is accepted, it is smoothed. Additionally, it is checked whether the smoothed path is still collision-free, thus, the BMUs of the smoothed configuration states are not blocked. If this is not the case, the smoothing degree is reduced step by step. Subsequently, the smoothed new path is sent to the trajectory controller.

V. RESULTS AND EXPERIMENTS

To evaluate the proposed approach, experiments were performed on a real robot in a work space setup with a vision system including four Intel RealSense D435. The environment detection and voxelization was realized with a software called GPU-Voxels [28]. As the vision component, GPU-Voxels, runs with ROS1 [29] and our approach is implemented with ROS2 [30], the ROS1 to ROS2 bridge\(^1\) was used. The planner and the vision component run on separate PCs while the ROS bridge runs on the same PC as the planner and publishes the voxel information to the ROS2 action client. Fig. 4 shows how a dynamic obstacle is detected and circumvented. A hand interferes with the initially planned path and the robot re-plans its motion in less than 0.02 s and avoids the obstacle. For more details on the demonstrator, see the video supporting this paper. Path planning is performed in the output space of the SONN that is stored in 2D-array structure with a third dimension for the joint configurations. These can be visualized by

\( t_2 \leftarrow (x_2, y_2) \), \( c_2 = (\phi_7, \phi_5) \)

Fig. 3: Illustration of a bidirectional lookup table for a two-link robot. The robot is depicted in its discretized 2D work space. The red cells mark the occupied cells of the robot for the joint configuration \( c_1 = (\phi_1, \phi_2) \). The bidirectional lookup table associates the occupied task space cells \( t \) with the joint configuration \( c_1 \). The individual task space cells \( t_i \) are not only associated with \( c_1 \) but also with all other configurations \( c_j \). Which would lead to a coverage of the respective task space cell by the robot. If for any task space cell an obstacle is detected, corresponding configurations are blocked for path planning. Inspired by [14].

\( t_1 \leftarrow (x_1, y_1) \), \( c_1 = (\phi_6, \phi_5) \)

space coverage is calculated via forward kinematics. The stored results enable a very fast and efficient mapping during

\( t_3 \leftarrow (x_3, y_3) \), \( c_3 = (\phi_7, \phi_5) \)

\( t_5 \leftarrow (x_5, y_5) \), \( c_5 = (\phi_7, \phi_5) \)

\( t_4 \leftarrow (x_4, y_4) \), \( c_4 = (\phi_7, \phi_5) \)

\( t_6 \leftarrow (x_6, y_6) \), \( c_6 = (\phi_7, \phi_5) \)

\( t_9 \leftarrow (x_9, y_9) \), \( c_9 = (\phi_7, \phi_5) \)

\( t_8 \leftarrow (x_8, y_8) \), \( c_8 = (\phi_7, \phi_5) \)

\( t_7 \leftarrow (x_7, y_7) \), \( c_7 = (\phi_7, \phi_5) \)

\( t_{10} \leftarrow (x_{10}, y_{10}) \), \( c_{10} = (\phi_7, \phi_5) \)
Fig. 4: Photo series of the reactive collision-free motion planning. The first row shows the actual demonstrator and the second one the planned and re-planned path in simulation. The yellow voxels are the detected obstacles by the vision component. The green line is the planned and the cyan line the executed end-effector path.

bitmaps, as shown in Fig. 5 on the right. Every pixel in the bitmap corresponds to one neuron which contains a joint configuration vector. Neurons are marked in red, if they are blocked because their configuration would lead to a collision. For the 2D structure of the SOM, two adjacent neurons in the bitmap are also topologically connected in the SONN’s output space. Since there is no rigid structure for GNG, two neighbored pixel in the bitmap representing neurons are in general not topologically connected but have topological connections to other neurons. Thus, for the SOMs’ cognitive maps in Fig. 5 a, b & c, coherent obstacles are shown as red areas and a visible path is displayed in blue. In contrast, the activity patterns of the GNGs in Fig. 5 d & e are distributed over the map and neither obstacles nor a path is visible. In the following, different aspects of the proposed approach are further analyzed and a comparison with modern sample-based planners is given. To ensure reproducibility, experiments were carried out in a simulated environment. Thereby, only the simulated training data was used for training.

A. Wavefront vs. Dijkstra’s

A comparison of the planned paths by the Wavefront and Dijkstra’s algorithm is shown in Fig. 5 a & b. On the right side, the output space of the γ-SOM is depicted, which represents the cognitive map of the robot. It can be observed that both, the Wavefront and Dijkstra’s algorithm, plan a path around the blocked neurons in red. While the Wavefront algorithm finds the visually shortest path on the cognitive map with 72 neurons on it (see Tab. I), the path of Dijkstra’s algorithm seems to take a detour with 76 neurons. However, the trajectories which the robot performs are more optimal for Dijkstra’s path, as illustrated in Fig. 5 a & b respectively. The detours in the cognitive map visualization origin from the fact, that the distance of two adjacent neurons in the SOM structure is not evenly distributed, but varies. Thus, the shortest distanced path found by Dijkstra’s algorithm differs from the Wavefront’s path with the least neurons. The observed behavior of the two algorithms is consistent with our expectation from section II. As the learned weights of the neurons are not evenly distributed, the generated space corresponds to a weighted graph. The complete and optimal grid search of the Wavefront neglects weighted edges. Hence, Dijkstra’s algorithm, considering weighted edges, generates more optimal paths in the reduced C-space. The same effect applies to GNGs. Although Dijkstra’s algorithm is in theory computationally more expensive, the experiments showed no measurable difference for execution times as stated in Tab. I.

| SONN   | algorithm | s  | #N  | µ    | σ     |
|--------|-----------|----|-----|------|-------|
| γ-SOM  | Wavefront | no | 72  | 0.007 (0.006) | 0.0013 |
| γ-SOM  | Dijkstra’s| no | 76  | 0.007 (0.006) | 0.0004 |
| γ-SOM  | Dijkstra’s| yes| 76  | 0.088 (0.085) | 0.0028 |
| GNG    | Dijkstra’s| no | 39  | 0.013 (0.013) | 0.0006 |
| GNG    | Dijkstra’s| yes| 39  | 0.037 (0.037) | 0.0012 |

TABLE I: Number of neurons (#N) within a path and planning times for different models and algorithms. The column s indicates whether it was smoothed. The mean µ and standard deviation σ are given for 20 planning attempts in seconds. The numbers in brackets refer to the runs in Fig. 5.

B. Obstacle avoidance with γ-SOM and GNG

The comparison between the γ-SOM (Fig. 5 b) and the GNG (Fig. 5 d) shows the general difference in their cognitive map structure, that is their output space. While the topology of the γ-SOM lies in its rigid 2D-structure which connects two neighbored neurons, the topology of the GNG output space is based on the learned synapses, connecting neurons all over the map. Thus, the blocked neuron regions and the planned path in the cognitive map of the GNG is not as continuous as for the γ-SOM but scattered. However, for the γ-SOM the generated motions during the trajectory execution appear to be more twisted than for the GNG. This can be explained by the 2D rigid structure of the SOM based model which exhibits a topological mismatch with the multi-dimensional C-space. In contrast, the GNG learns the connections explicitly and can match every topological dimensionality [18]. To smooth the trajectories, non-uniform rational B-spline (NURBS) curves were used [31].
The smooth paths in the cognitive maps are shown in Fig. 5 c & e for γ-SOM and GNG respectively. Note that the smoothed path shows gaps in the cognitive map of the γ-SOM and other activated neurons not directly neighbors to the original path. Apparently, trajectory smoothing results in the omission of certain neurons on the path that are responsible for the strongest trajectory twists. Also smoothed configurations may correspond to neurons not directly neighbors in the cognitive map. Eventually, we receive smooth motions around the obstacle. In Tab. I can be seen, that the γ-SOM holds more neurons on the path, which means a higher path resolution. Higher path resolutions are generally desirable since the sections in between two configurations on a path cannot be guaranteed to be collision-free if the distances are larger than the smallest obstacles. However, the γ-SOM often failed to find a path for bigger obstacles because too many neurons were blocked by the obstacles.

In contrast, the GNG showed a better generalization and was also able to find paths around obstacles which blocked large parts of the robot's task space. Regarding the execution times, the actual planning is slightly faster for the γ-SOM than for the GNG. The reason are less synapses between the neurons of the γ-SOM. The computation time for the smoothing is higher for the γ-SOM due to more neurons on the path. However, the planning times with less than 0.02 s are remarkable fast and even inclusive smoothing which seems to be the most costly operation in the planning pipeline, the execution times are less than 0.1 second, which emphasize the real-time capability of the presented approach. It is also noteworthy, that due to the growing learning behavior, the GNG can easily be extended by additional training trajectories. This means, a pre-trained GNG network covering the general work space of the robot could be used as basis and specific task trajectories could be additionally trained subsequently. This allows firstly a shortened training time of the network and secondly results in different areas within the network for different tasks, similar to different specified regions which can be found in the brain. In contrast, the γ-SOM cannot be extended but must be retrained, due to its rigid architecture.

C. Comparisons with modern sample-based planners in ROS

The proposed approach achieves the best results with Dijkstra’s algorithm in the reduced space of the GNG as shown in Fig. 5 d & e. To provide a comparison regarding common sample-based planners, MoveIt\(^2\) was used. Comparative trajectories created with the PRM, RRT and RRTConnect not executed in the reduced space are shown in Fig. 6. For every planner, several different trajectories are displayed in different colors to illustrate the probabilistic character of the RRT and PRM. To enable a simple comparison, all motions had the same start and target configuration as in Fig. 5. Also the generated paths in Fig. 5 e, the smoothed trajectory of Dijkstra’s algorithm in the reduced space of the GNG, is

\(^2\)https://moveit.ros.org/
drawn in again here. None of the sample-based planner’s paths is as optimal as the best path of the proposed approach.

| Planner                        | µ    | σ    |
|--------------------------------|------|------|
| GNG (Dijkstra’s + path smoothing) | 0.037 | 0.0012 |
| PRM                            | 0.115 | 0.1161 |
| RRT                            | 2.876 | 1.0126 |
| RRTConnect                     | 0.023 | 0.0045 |

TABLE II: Results of the proposed approach compared to several sample-based planners. Mean µ and standard deviation σ for 20 runs. Planning time is in seconds.

Although two of the three trajectories generated with the RRTConnect are quite close to the generated path of the presented method. Even though, an optimal planner is used for the proposed approach, the planning time inclusive smoothing is less than for the common sample-based planners RRT and PRM and shows similar planning times as the advanced RRTConnect as stated in Tab. II. Furthermore, the sample-based planners generally have difficulties with many obstacles [2] and narrow passages [3], [4], [5] since these are rather difficult to sample. In contrast, the presented approach is independent of random sampling and should not be affected from multiple obstacles or narrow passages as long as any paths were learned in these regions. Furthermore, constrained motions can be taught and subsequently planned and executed. If the SONN is trained with data in which the wrist is kept constant for example, all generated motions keep the orientation of the wrist link constant. Considering such constraints is far from trivial for common planners and needs additional computational effort [32], [20].

D. Memory Usage

The lookup table is implemented with a key vector and a list of neuron sets. The key vector has the length of the number of discretized task space cells. Every index of the key vector corresponds to the flattened task space cell number and contains an index which maps to the corresponding neuron set. Thus, the lookup table memory increases with the task space as well as the SONN size. However, if only a subspace of the robot’s full task space is covered by training data, not all positions in the key vector are used. In practice, this reduces the memory usage tremendously compared to the theoretical worst case scenario. E.g. for the used UR3 the workspace was discretized to $160 \times 160 \times 160$ task space cells, thus a key vector size of 4 096 000. However, with the used training data only 338 731 task space cells are used. Thus, the length of the neuron set list was also 338 731. For the used GNG with 10 000 neurons every set contained about 446 nodes leading to a theoretical memory usage of $4096000 \times 4$ bytes for the key vectors plus $338731 \times 446 \times 4$ bytes for the neuron set list summing up to ca 620 MB. In practice, the memory usage of the lookup table for the GNG was 668 MB, due to overhead of the lookup class.

VI. CONCLUSIONS

A biologically inspired highly-reactive, collision-free path planner was designed and implemented on a 6 DOF robot. At the core of the presented concept is a SONN. Its output space approximates the reduced C-space of the robot and can be interpreted as a neural cognitive map in which planning takes place. Due to the reduced search space, optimal planning algorithms can be used. Thereby, we could improve the trajectory quality using Dijkstra’s algorithm instead of the Wavefront algorithm from former works. To allow fast obstacle avoidance, a lookup table is implemented that associates occupied cells of the task space with all affected joint configurations in the cognitive map. Hence, neurons which would lead to a collision are blocked. As is the case with many learning methods, the quality of the proposed concept is only as good as the data used to train the SONN. Hereby, the training data and the use case must be compatible to guarantee a high accuracy of planned trajectories. Also, the path resolution depends on the ratio between the number of training trajectories and the number of neurons. The more neurons learn a single trajectory, the higher the path resolution. However, a larger network increases the amount of memory needed for the SONN and especially for the lookup table. A high path resolution is an important factor regarding the obstacle avoidance accuracy. Sparser sampled paths mean larger joint angle jumps between the individual planned joint states along the trajectory. If jumps between two states are larger than a minimal obstacle size, there is no guarantee that the interpolated trajectory is collision-free. Thus, a good balance between path resolution and memory requirements is crucial. It is also noteworthy that in the approach, there
is no distance measure between the obstacles and the robot. Instead, collisions are avoided by repeatedly planning and updating the shortest collision-free path in the reduced C-space. This is very fast and efficient, but the consideration of distances in the task space is complicated. Hence, distance related tasks like backing off or keeping a precise distance, are not feasible. The evaluation in a robot work cell with a vision component demonstrated the applicability of the approach for high-reactive and collision-free path planning. The robot reacts to dynamically changing environments and re-plans its trajectories within 0.02 seconds (see Tab. I). This proofs the real-time capability of our concept and shows significantly faster planning times than RRT or PRM and is comparable to RRTConnect. Even including path smoothing, the pipeline’s computationally most intensive part, planning times stay below 0.1 seconds. The evaluation of 2 different SONN types showed that the γ-SOM generates coherent paths in the cognitive map, but, in terms of performance and path quality in the work space, the GNG is far superior. In contrast to sample-based planners like RRT and PRM, paths generated by our system are reproducible and optimal within the learned C-space representation, regarding the path length. Traditional planners, struggle with cluttered scenes and many DOF, as they have difficulties to sample the free C-space efficiently. In contrast, the presented approach learns the effectively used sub space instead of randomly sampling the whole C-space. Furthermore, configuration constraints are easily realized by adjusting training data. If a joint angle is kept constant during training, this is reflected in generated trajectories. Also, GNG structure allows easy extensions with additional training data. Thus, a generally trained network, could be extended to a specific task by manual guidance. A naive improvement of this method is to increase the SONN size for a higher path resolution. To overcome the issues regarding memory requirements for lookup tables, bit encoding [13] could be used. In this work, weight vectors of the SONN consist solely of joint angle configurations. However, they could be extended to velocities, accelerations or torques to enable path planning with respect to additional optimality criteria. Planning times could improve using the target BMU as well as the start BMU as seed points for the graph search, similar to the RRTConnect [19] which showed substantially faster planning times than the standard RRT. As smoothing is the computationally heaviest burden of the proposed planning pipeline, faster smoothing techniques could be evaluated. Additionally, the concept could be transferred to Spiking Neural Networks (SNN) and, to exploit SNN’s high parallelization potential, neuromorphic hardware. Finally, as this approach is independent of random sampling, it would be interesting to see if it handles cluttered scenes or narrow passages better than sample-based planners.
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