New implementation of hybridization expansion quantum impurity solver based on Newton-Leja interpolation polynomial
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We introduce a new implementation of hybridization expansion continuous time quantum impurity solver which is relevant to dynamical mean-field theory. It employs Newton interpolation at a sequence of real Leja points to compute the time evolution of the local Hamiltonian efficiently. Since the new algorithm avoids not only computationally expansive matrix-matrix multiplications in conventional implementations but also huge memory consumptions required by Lanczos/Arnoldi iterations in recently developed Krylov subspace approach, it becomes advantageous over the previous algorithms for quantum impurity models with five or more bands. In order to illustrate the great superiority and usefulness of our algorithm, we present realistic dynamical mean-field results for the electronic structures of representative correlated metal \(SrVO_3\).
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I. INTRODUCTION

The rapid development of efficient numerical and analytical methods for solving quantum impurity models has been driven in recent years by the great success of dynamical mean-field theory (DMFT) and its non-local extensions. In the framework of DMFT, the momentum dependence of self-energy is neglected, then the solution of general lattice model may be obtained from the solution of an appropriately defined quantum impurity model plus a self-consistency condition. Both the non-local extensions of DMFT and realistic DMFT (i.e., local density approximation combined with dynamical mean-field theory, LDA+DMFT) calculations involve multi-site or multi-orbital quantum impurity models, whose solutions are computationally expensive and in practice the bottleneck of the whole calculations. Therefore it is of crucial importance to develop fast, reliable, and accurate quantum impurity solvers.

The multi-site or multi-orbital nature of the most relevant quantum impurity models favors quantum Monte Carlo methods. In the past two decades, perhaps the most commonly used impurity solver is the well-known Hirsch-Fye quantum Monte Carlo (HFQMC) algorithm. This solver is numerically exact, but computationally expensive. Furthermore it suffers inevitable systematic error which is introduced by time discretization procedure, and thus is not suitable for solving the quantum impurity models under low temperature.

Very recently, important progresses have been achieved with the development of various continuous time quantum Monte Carlo (CTQMC) impurity solvers, which are based on stochastic sampling of diagrammatic expansion of the partition function. According to the differences in perturbation expansion terms, these CTQMC quantum impurity solvers can be classified into two types: weak coupling (also named as hybridization expansion) implementations. The weak coupling CTQMC impurity solver was first proposed by Rubtsov et al[9,10] who expanded the partition function in the interaction terms. This is the method of choice for cluster calculations of relatively simple models at small interactions, because the computational effort scales as the cube of the system size. As an useful complement, Werner and Milis proposed another powerful and flexible CTQMC impurity solver, which is based on a diagrammatic expansion in the impurity-bath hybridization and the local interactions are treated exactly. Since this algorithm perturbs around an exactly solved atomic limit, it is particularly efficient at moderate and strong interactions. Furthermore, due to its ability to provide the information about atomic states, hybridization expansion quantum impurity solver is the desirable tool for LDA+DMFT calculations for strongly correlated materials. However, since the Hilbert space of the local problems grows exponentially with the number of sites or orbitals, the computational effort scales exponentially, rather than cubically with system size. Hence the applications of hybridization expansion quantum impurity solver in LDA+DMFT calculations are severely constrained, especially for those multi-orbital impurity models with rotationally invariant interaction terms.

With this obstacle in mind, in this paper we present a new efficient implementation for hybridization expansion quantum impurity solver, which enables reliable and fast simulations for multi-orbital models with up to seven orbitals on modern computer clusters or GPU-enable workstations. The rest of this paper is organized as follows: In Sec[11] a brief introduction to the conventional implementation and newly developed Krylov subspace approach for the hybridization expansion quantum impurity solver in general matrix formalism is provided. In Sec[12] the new algorithm based on Newton...
interpolation at real Leja points (for simplicity, in the following of this paper we just name it as Newton-Leja interpolation or Newton-Leja algorithm) is presented in details. Then in Sec IV we discuss the truncation approximation, accuracy, and performance issues of the new algorithm and compare it with competitive Krylov subspace approach. In Sec V the LDA+DMFT calculated results for typical strongly correlated metal SrVO$_3$ by using the Newton-Leja algorithm as an impurity solver are illustrated. Section VI serves as a conclusion and outlook. In Appendix, concise introductions for the so-called Newton interpolation and Leja points are available as well.

II. HYBRIDIZATION EXPANSION QUANTUM IMPURITY SOLVER

The general quantum impurity model to be solved in the framework of single site DMFT can be given by the following Hamiltonian and

$$H_{qim} = -\sum_{a,\sigma} (\mu - \Delta_a) n_{a,\sigma} + H_{hyb} + H_{bath} + H_{int}.$$  (1)

Here $a$ labels orbital, $\sigma$ labels spin, $\mu$ is the chemical potential, $\Delta_a$ is the energy level shift for orbital $a$ from a crystal field splitting, and $n_{a,\sigma}$ is the occupation operator. $H_{hyb}$, $H_{bath}$, and $H_{int}$ denote impurity-bath hybridization, bath environment, and interaction terms, respectively.

The basic idea of CTQMC impurity solvers is very simple. One begins from a general Hamiltonian $H = H_a + H_b$, which is split into two parts labeled by $a$ and $b$, writes the partition function $Z = \text{Tr} e^{-\beta H}$ in the interaction representation with respect to $H_a$, and expands in powers of $H_b$, thus

$$Z = \sum_{k} \left( \frac{-1}{k!} \right) (\prod_{i=1}^{\infty} \int_{0}^{\beta} d\tau_i) \text{Tr} \left[ e^{-\beta H_{a}} \mathcal{T} \prod_{i=1}^{k} H_{b}(\tau_i) \right].$$  (2)

Here $\mathcal{T}$ is the time-ordering operator. The trace $\text{Tr} [...]

$$\frac{Z}{Z_{bath}} = \sum_{k=0}^{\infty} \int_{0}^{\beta} d\tau_1 \ldots \int_{\tau_{k-1}}^{\beta} d\tau_k \int_{0}^{\beta} d\tau'_1 \ldots \int_{\tau_{k'-1}}^{\beta} d\tau'_k \prod_{b_1 \ldots b_k \ b'_1 \ldots b'_{k'}} \text{Tr} \left[ e^{-\beta H_{int}} \mathcal{T} \prod_{i=1}^{k} d_{b_i}(\tau_i) d_{b'_i}^{\dagger}(\tau'_i) \right] \text{det}\Delta,$$  (5)

where

$$\Delta_{im}(\tau) = \sum_{\alpha} \frac{V_{l\alpha}^{a} V_{m\alpha}^{a}}{1 + e^{-\beta \epsilon_{\alpha}}} \times \begin{cases} e^{\epsilon_{\alpha}(\tau-\beta)}, & \tau > 0 \\ -e^{\epsilon_{\alpha} \tau}, & \tau < 0 \end{cases}$$ (6)

Next the diagrammatic Monte Carlo technique can be used to sample Eq. (5). The two basic actions required
by ergodicity are the insertion and removal of a pair of creation and annihilation operators. Additional updates keeping the order $k$ constant are typical not required for ergodicity but may speed up equilibrium and improve the sampling efficiency.

In the Monte Carlo simulation, the most time consuming part is to calculate the following trace factor:

$$w_{loc} = \sum_{b_1...b_k} \sum_{b_1'...b_k'} Tr_d \left[ e^{-\beta H_{loc}} T \prod_{i=1}^{k} d_{b_i}(\tau_i) d_{b_i'}(\tau'_i) \right]. \quad (8)$$

If $H_{loc}$ is diagonal in the occupation number basis defined by the $d_0^\dagger$ and $d_0$ operators, a separation of “flavors” (spin, site, orbital, etc.) as in the generated formalism is possible, and the computational efficiency is fairly satisfactory. Conversely, if $H_{loc}$ is not diagonal in the occupation number basis, the calculation of $w_{loc}$ becomes more involved and challenging. The conventional strategy proposed by Werner and Millis et al. is to evaluate the trace factor (see Eq. 8) in the eigenstate basis of $H_{loc}$, because in this basis the time evolution operators $e^{-\tau H_{loc}}$ become diagonal and can be computed easily. On the other hand, in this representation the $d_0$ and $d_0^\dagger$ operators become complicated matrices. Hence this algorithm involves many multiplications of matrices whose size is equal to the dimension of the Hilbert space of $H_{loc}$. In order to facilitate the task of multiplying these operator matrices it is crucial to arrange the eigenstates according to some carefully chosen good quantum numbers. Then the evaluation of the trace is reduced to block matrix multiplications. With this trick, the present state of the art is that five spin degenerate bands can be treated exactly. However, since the matrix blocks are dense and the largest blocks grow exponentially with system size, the simulation of bigger models becomes extreme expensive and is only doable if the size of the blocks is severely truncated. Various truncation and approximation schemes provide limited access to larger problems, but as the number of orbitals is increased the difficulties rapidly become insurmountable.

Recently, Läuchli and Werner present an implementation of the hybridization expansion impurity solver which employs sparse matrix exact diagonalization technique to compute the time evolution of the local Hamiltonian $H_{loc}$ and then evaluate the weight of diagrammatic Monte Carlo configurations. They propose to adopt the occupation number basis, in which the creation and annihilation operators can easily be applied to any given states and in which the sparse nature of $H_{loc}$ matrix can be exploited during the imaginary time evolution by relying on mature Krylov subspace iteration method. Their implementation is based on very efficient sparse matrix algorithm for the evaluation of matrix exponentials applied to a general vector, i.e., $\exp(-\tau H_{loc})|\nu\rangle$. At first the algorithm try to construct a Krylov subspace $\mathcal{K}_p(\nu) = \text{span}\{|\nu\rangle, H_{loc}|\nu\rangle, H_{loc}^2|\nu\rangle, ..., H_{loc}^p|\nu\rangle\}$, and then approximate the full matrix exponential of the Hamiltonian projected onto the Krylov subspace $\mathcal{K}_p(\nu)$.

III. NEWTON-LEJA INTERPOLATION METHOD

The spirit of our new implementation for hybridization expansion quantum impurity solver is quite similar with previous Krylov subspace approach. We just adopt the occupation number basis and exploit the sparse nature of $d_0$ and $d_0^\dagger$ operators by applying them to any given states as well. But the kernel of our implementation is to evaluate the time evolution of sparse symmetric matrix $H_{loc}$, i.e., $\exp(-\tau H_{loc})$, by Newton interpolation at a sequence of real Leja points, instead of the Krylov subspace approach. Our algorithm inherits all the advantages of Krylov subspace approach, and is significantly superior to the latter on efficiency and memory consumption aspects. Consequently our implementation will be very promising to replace the Krylov subspace approach.

How to efficiently evaluate the matrix exponentials of local Hamiltonian $H_{loc}$ applied to any given vectors, i.e., $\exp(-\tau H_{loc})|\nu\rangle$, is the essential ingredient in hybridization expansion quantum impurity solver. We note that fast evaluation of the matrix exponential functions, just like $\exp(\tau A)|\nu\rangle$ and $\varphi(\tau A)|\nu\rangle$, is a key building block of the so-called “exponential integrators” in engineering mathematics and has received a strong impulse in recent years. Here $A \in \mathbb{R}^{n \times n}$, $\nu \in \mathbb{R}^n$, $\tau$ is arbitrary time step, and

$$\varphi(z) = \frac{\exp(z) - 1}{z}. \quad (10)$$

To this respect, most authors regard Krylov-like as the methods of choice. Nevertheless, an alternative class of polynomial interpolation methods has been developed since the beginning which is based on direct interpolation or approximation of the matrix exponential functions on the eigenvalue spectrum (or the field of values) of...
there relevant matrix $A$. Despite of a preprocessing stage needed to get a rough estimation of some marginal eigenvalues, the latter is competitive with Krylov-like methods in several instances, namely on large scale, sparse, and in general asymmetric matrices, usually arising from the spatial discretization of parabolic partial differential equations (PDEs)\textsuperscript{21}\textsuperscript{-23}.

Among others, the Newton interpolation based on real Leja points method (for a brief review of these two concepts, please refer to Appendix) has shown very attractive computational features\textsuperscript{21}\textsuperscript{-23} Given a general matrix $A$ and a general vector $v$, Newton interpolation approximates the exponential propagator as

$$\varphi(\tau A)v \sim p_m(\tau A)v, \quad (11)$$

with $m$ polynomial expansion order and $p_m(z)$ Newton interpolating polynomial of $\varphi(z)$ at a sequence of real Leja points $\{\xi_k\}$ in a compact subset of the complex plane containing the eigenvalue spectrum of matrix $A$.\textsuperscript{21}\textsuperscript{-23}

$$p_m(\tau A)v = \sum_{j=0}^{m} d_j \Omega_j v, \quad (12)$$

and

$$\Omega_j = \prod_{k=0}^{j-1} (\tau A - \xi_k I). \quad (13)$$

Here $I$ is the unit matrix, and $d_j$ is the corresponding divided differences of $\varphi(z)$ for $\varphi(z)$. Observe that once $\varphi(\tau A)$ is computed, then

$$\exp(\tau A)v = \tau A \varphi(\tau A)v + v. \quad (14)$$

Thus in practice it is numerically convenient to interpolate the function $\varphi(\tau A)$ at first.

By replacing general matrix $A$ with $-H_{\text{loc}}$ and general vector $v$ with $|\nu\rangle$, and using Eq.(12) and Eq.(13), our algorithm rests on Newton interpolation of $\exp(-\tau H_{\text{loc}})|\nu\rangle$ at a sequence of Leja points on the real focal interval, say $[\alpha, \beta]$, of a suitable ellipse containing the eigenvalue spectrum of local Hamiltonian $-H_{\text{loc}}$. The use of real Leja points is suggested by the fact that on such a well defined ellipse they can give a stable interpolant, superlinearly convergent to entire functions due to the analogous scalar property \textsuperscript{24}\textsuperscript{-26} i.e.,

$$\lim_{m \to \infty} \sup ||\varphi(A)v - p_m(A)v||_{1/2}^{1/m} = 0. \quad (15)$$

In real arithmetic, a key step is given by estimating at low cost the reference focal interval $[\alpha, \beta]$ for the eigenvalue spectrum of $-H_{\text{loc}}$ matrix. In present works we adopt the simplest estimation given directly by the famous Gershgorin’s theorem.

Now let us describe the full workflow for the trace evaluation in some more details. In the initial stage of the hybridization expansion quantum impurity solver, the following steps are necessary: (1) Calculate the low-lying eigenstates of $H_{\text{loc}}$ by Lanczos iteration algorithm or exact diagonalization technique\textsuperscript{27} Decide which eigenstates should be kept in the trace calculation and the other high-lying eigenstates are discarded. (2) Determine the real focal interval $[\alpha, \beta]$ of a suitable ellipse containing the eigenvalue spectrum of matrix $-H_{\text{loc}}$ by using the Gershgorin’s theorem. (3) Compute a sequence of real Leja points $\{\xi_k, k = 0, \ldots, m - 1\}$ on the interval $[\alpha, \beta]$ by using the fast Leja points (FLPs) algorithm\textsuperscript{28} and initialize the Newton-Leja algorithm. Depending on the simulation results gathered in present works the average degree for Newton interpolation $m \sim 15$, thus 64 real Leja points are enough to guarantee excellent convergence. Then, in the actual calculation of a trace factor, we proceed as follows: (4) Select an eigenstate as retained before, and propagate it to the first time evolution operator. Since the initial state is an eigenstate of $H_{\text{loc}}$, it is simply multiplied by an exponential factor for the first time interval. (5) Apply the creation or annihilation operator on the propagated state by using the efficient sparse matrix-vector multiplication technique. (6) Propagate the current state to next time evolution operator using the Newton-Leja algorithm as described above. (7) Go back to step 5 if more creation and annihilation operators are present. (8) Add the contribution of the propagated state to the trace. (9) Go back to step 4 until all retained eigenstates have been considered in the trace.

The Newton-Leja algorithm turns out to be quite simple and efficient, and its time complexity is very similar with the Krylov subspace approach. According to Eq.(12) and Eq.(13), matrix-matrix multiplications are practically avoided, and the most important arithmetic is sparse matrix-vector multiplication. Furthermore, being based on vector recurrences in real arithmetic, its storage occupancy and computational cost are very small, and it results more efficient than Krylov subspace approach on large scale problems.\textsuperscript{24}\textsuperscript{-26} In addition, this algorithm is very well structured for a parallel implementation, as it has been demonstrated in the references.\textsuperscript{24}\textsuperscript{-26} It is worth to mention that except for the traditional parallelism strategy for random walking and Markov chain in the Monte Carlo algorithm, in a fine-grained parallelism algorithm the (4) \textasciitilde (8) steps can be easily parallelized over the retained eigenstates with multi-thread technique in modern multi-core share memory computers. Further acceleration by using CUDA-GPU technology is another very promising research area. In the next section we should address the performance and reliability issues of this new algorithm.

### IV. BENCHMARK

In this section, we try to benchmark our new algorithm and compare the calculated results with other existing implementations for hybridization expansion quantum impurity solvers. Three aspects, including truncation error, reliability, and efficiency are mainly discussed.
squares, exact results) and the Newton-Leja algorithm (filled squares for $O(1)$ level truncation and open circles for $O(2)$ level truncation of the trace).

Just like Krylov subspace approach, the truncation approximation can be adopted by our algorithm as well. And the high accuracy and superior performance of our algorithm are proved with extensive test cases.

A spin degenerated three-band Hubbard model, with the following local Hamiltonian with rotationally invariant interactions

$$H_{\text{loc}} = -\sum_{a,\sigma} (\mu - \Delta_a) n_{a,\sigma} + \sum_a U n_{a,\uparrow} n_{a,\downarrow}$$

$$+ \sum_{a>b,\sigma} [U' n_{a,\sigma} n_{b,-\sigma} + (U' - J) n_{a,\sigma} n_{b,\sigma}]$$

$$- \sum_{a<b} J' (d_{a,\downarrow} d_{b,\uparrow} d_{b,\downarrow} d_{a,\uparrow} + \text{h.c.})$$

$$- \sum_{a<b} J' (d_{a,\uparrow} d_{b,\uparrow} d_{a,\downarrow} d_{a,\downarrow} + \text{h.c.}),$$

is used as a toy model to examine our implementation. Here $U' = U - 2J$ and Hund’s coupling parameter $J' = J = U/4$. All the orbitals have equal bandwidth 4.0 eV, and a semicircular density of states is chosen. The chemical potential $\mu$ is fixed to keep the system at half filling and the crystal field splitting $\Delta_a$ is set to be zero. Unless it is specifically stated, this model is used throughout this section. We solve this toy model in the framework of single site DMFT using variant implementations of hybridization expansion quantum impurity solvers, including conventional matrix implementation and our Newton-Leja algorithm.

### A. Truncation approximation

In the calculation of trace factor, some high-lying eigenstates with negligible contributions can be abandoned in advance to improve the computational efficiency. At low temperature region this truncation approximation is practical, however, at high temperature region it must be used with great care.

We solve the predefined three-band model (see Eq. 10) at extreme high temperature ($\beta = 10$, $T \sim 1100$ K) and moderate interaction strength ($U = 2.0$ eV) to explore the influence of truncation approximation to the single particle Green’s function. At first we can obtain the exact solutions by using the conventional matrix algorithm without any truncations. Then we run the simulation again by using the Newton-Leja algorithm with $O(1)$ level (in which only the 4-fold degenerated ground states are retained) and $O(2)$ level (in which not only the 4-fold degenerated ground states but also the 28-fold degenerated first excited states are kept) truncations respectively.

The calculated results are shown in Fig. 1. It is apparent that under $O(1)$ level truncation there are significantly systematic deviations between the approximate and exact results, while under $O(2)$ level truncation the deviations can be ignored safely. It has been suggested by Läuchli et al. that the truncation approximation to the ground state vectors is legitimate just for temperatures which are $\leq 1\%$ of the bandwidth. Therefore in this case the temperature is too high to apply the $O(1)$ level truncation, but the $O(2)$ level truncation is still acceptable. Finally, It should be pointed out that for this model the computational speed with $O(2)$ level truncation is at least twice faster than that of full calculation without any truncations.

### B. Accuracy of Newton-Leja algorithm

Next we try to demonstrate the accuracy of the new approach in a wider parameter range. The top panel of Fig. 2 shows the measured single particle Green’s function $G(\tau)$ for $\beta = 30$ and different values of the Coulomb interaction strength $U$. Since the model temperature ($T \sim 390$ K) meets the truncation criterion, both $O(1)$ and $O(2)$ level truncations are valid. Of course, the $O(2)$ level truncation can give finer results at the cost of performance, so in these simulations we apply the $O(1)$ level truncation merely. In this figure the open symbols were computed with the conventional matrix method without any truncations and used to test the precision of the Newton-Leja algorithm. Not surprisingly, essentially perfect agreement between the two methods is found for all relevant interaction strengths.

The bottom panel of Fig. 2 illustrates the calculated results for $U = 4.0$ eV at different values of inverse temperature $\beta$. The $O(1)$ level truncation is adopted for the Newton-Leja algorithm. The exact solutions obtained by traditional matrix method are shown as a comparison. It is noticed that when the inverse temperature $\beta$ is 10, the deviations between traditional matrix implementation and Newton-Leja algorithm are distinct. The temperature is lower, the smaller the deviation. And
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FIG. 2. (Color online) Comparison between the single particle Green’s functions of a three-band model computed with the traditional matrix method (open symbols, without any truncations) and those computed with the Newton-Leja algorithm (full symbols, with O(1) level truncation). Upper panel: the calculated single particle Green’s functions at different interaction strengths \( U \) and \( \beta \) is fixed to 30. Lower panel: the calculated single particle Green’s functions at \( U = 4.0 \) eV and different inverse temperatures \( \beta \).

for \( \beta \geq 20 \), the deviations can be considered negligible. In other words, their results become indistinguishable at temperatures which are \( \leq 1\% \) of the bandwidth. Nevertheless, the Newton-Leja algorithm with carefully chosen approximations is demonstrated to be controllable, reliable and consistent with original implementations, and can be widely used in standard DMFT calculations.

C. Efficiency of Newton-Leja algorithm

Efficiency is always a major concern for newly developed quantum impurity solver, so it is urgent for us to explore the performance of Newton-Leja algorithm. Based on considerable testing, we found that when the system size is not large enough, the Newton-Leja algorithm is less efficiency than general matrix formulation\(^5\) even the Krylov subspace approach.\(^6\) Whereas, when the system size is large enough, e.g., five-band or bigger model, the situation completely opposite. The Krylov subspace approach outperforms the conventional matrix method and Newton-Leja algorithm is better than the Krylov subspace approach. In this subsection, we try to compare the efficiencies between Newton-Leja algorithm and Krylov subspace approach, and determine the system size for which the former is superior to the latter.

Since the key building blocks for both Newton-Leja algorithm and Krylov subspace approach are the calculations of time evolution operators, we just compare their efficiencies by the evaluation of exp\((-\Delta \tau H_{loc})|\nu\rangle\) Here \( |\nu\rangle \) is a randomly generated vector and time step \( \Delta \tau \) is set to be 0.5 and 5.0, corresponding to typically short and long time intervals, respectively. The initial vector \( |\nu\rangle \) is generated randomly. Both the maximum number of real Leja points for Newton-Leja algorithm \( m \) and maximum allowable dimension of Krylov subspace for Krylov approach \( p \) are 64. The results obtained by these two algorithms are consistent with each other within the machine precision. In the pink zone, the efficiency of Newton-Leja algorithm is clearly superior to Krylov subspace approach.

FIG. 3. (Color online) Efficiencies (time consumption per evaluation of matrix exponentials exp\((-\Delta \tau H_{loc})|\nu\rangle\) is used as metric) of the Krylov subspace approach and Newton-Leja algorithm as a function of system size. The local Hamiltonian \( H_{loc} \) with rotationally invariant interaction at half-filling is defined in Eq. (10), where \( U = 4.0 \) eV and \( J/U = 0.25 \). \( \Delta \tau = 0.5 \) and 5.0 for typically short and long time intervals, respectively. The initial vector \( |\nu\rangle \) is generated randomly. Both the maximum number of real Leja points for Newton-Leja algorithm \( m \) and maximum allowable dimension of Krylov subspace for Krylov approach \( p \) are 64. The results obtained by these two algorithms are consistent with each other within the machine precision. In the pink zone, the efficiency of Newton-Leja algorithm is clearly superior to Krylov subspace approach.

In order to eliminate the influence of fluctuating measurement data, we repeated every benchmark for 20 times and then evaluated the average time consumption per evaluation of matrix exponentials. The benchmark results for multi-orbital systems with \( n = 1, 2, \ldots, 7 \) (\( n \) labels the number of bands) are displayed in Fig. 3. As can be seen from the figure, when the system size is small or moderate (\( n \leq 4 \)) the Newton-Leja algorithm exhibits worse performance than Krylov subspace ap-
Subspace approach by current settings. It is very difficult to obtain converged solutions for Krylov subspace approach at short (∆τ < 0.8) and long (∆τ > 1.8) time intervals, the Newton-Leja algorithm shows better efficiency. It is apparent that when ∆τ > 2.0, actually no decline in efficiency for Newton-Leja algorithm is seen, i.e., the efficiency has nothing to do with the length of time interval. That is because the average degree of Newton interpolation (i.e., number of Leja points used in Newton interpolation) almost remain unchanged. According to our experiences, m = 15 ~ 20 is suitable for most of the five, six, and seven-band models in general parameter ranges. As is mentioned above, provided limiting m and a well defined ellipse containing the eigenvalue spectrum of matrix −Hloc, a stable interpolant, superlinearly convergent to matrix exponentials exp(−ΔτHloc)|ν⟩ is guaranteed by the Leja points method (see Eq.(12)). So we can decrease the maximum number of real Leja points m further to reduce the memory consumption and obtain higher efficiency. As for the Krylov subspace approach, at short time interval region the simulation with smaller Krylov subspace exhibits better performance, while at long time interval region the contrary is indeed true. It is very easy to be understood: at long time interval region, the Krylov subspace algorithm requires larger dimension of subspace to obtain fast convergence speed, and it is hardly to achieve convergence with small dimension of Krylov subspace only when more iterations are done. However, it is impossible to increase the dimension of Krylov subspace infinitely, the oversize of Krylov subspace will deteriorate the performance of Krylov approach quickly.

Finally, two concrete cases are provided to demonstrate the superior performance of Newton-Leja algorithm. Let’s consider typical three-band and five-band Hubbard models solved by hybridization expansion quantum impurity solvers based on Newton-Leja algorithm and Krylov subspace approach respectively. In current simulations, each DMFT iteration took 4000000 Monte Carlo steps per processor, and the results were averaged over 16 processors.

TABLE I. The average computational times per DMFT iteration for typical three-band and five-band Hubbard models solved by hybridization expansion quantum impurity solvers based on Newton-Leja algorithm and Krylov subspace approach respectively. In current simulations, each DMFT iteration took 4000000 Monte Carlo steps per processor, and the results were averaged over 16 processors.

| Method     | Three-band model | Five-band model |
|------------|------------------|-----------------|
| Newton-Leja, m = 64 | U = 4.0 eV and β = 20 | 3.23h          |
| Krylov, p = 64    |                  | 0.46h           |
| Newton-Leja, m = 64 | U = 4.0 eV and β = 40 | 6.12h          |
| Krylov, p = 64    |                  | 0.78h           |

FIG. 4. (Color online) Efficiencies (time consumption per evaluation of matrix exponentials exp(−ΔτHloc)|ν⟩ is used as metric) of the Krylov subspace approach and Newton-Leja algorithm as a function of time interval for the five-band model with rotationally invariant interaction (U = 4.0 eV, J/U = 0.25). The chemical potential μ is fixed to fulfill the half-filling condition. Randomly generated vector |ν⟩ is fixed to fulfill the half-filling condition. Randomly generated vector |ν⟩ is used again as a measurement of efficiency. The model parameters are consistent with previous benchmarks for our new implementation. The average degree of Newton interpolation (i.e., number of Leja points used in Newton interpolation) is given again that for the three-band model Krylov subspace approach is more efficient than Newton-Leja algorithm, yet...
for the five-band model Newton-Leja algorithm exhibits much better performance, which is consistent with previous benchmark results. Thus by any measure, our new implementation is better than Krylov subspace approach at low temperature and large system size.

V. APPLICATION

In this section, in order to illustrate the usefulness of Newton-Leja algorithm, we used it as a quantum impurity solver in the non-self-consistent LDA+DMFT calculations for representative transition metal oxide SrVO$_3$. SrVO$_3$ is a well-known $t_{2g}$-$e_g$ metal. It is a good test case for LDA+DMFT calculations because it is cubic and nonmagnetic and also the $t_{2g}$ bands are isolated from both $e_g$ and oxygen $2p$ bands in the LDA band structure. Numerous theoretical calculations (including LDA+DMFT) and experiments have been done on this compound. This is thus an ideal system to benchmark our implementation.

The LDA+DMFT framework employed in present works has been described in the literatures. The ground state calculations have been carried out by using the projector augmented wave (PAW) method with the ABINIT package. The cutoff energy for plane wave expansion is 20 Ha, and the $k$-mesh for Brillouin zone integration is $12 \times 12 \times 12$. The low-energy effective LDA Hamiltonian is obtained by applying a projection onto maximally localized Wannier function (MLWF) orbitals including all the vanadium $3d$ and oxygen $2p$ orbitals, which is described in details in reference. That would correspond to a $14 \times 14 p-d$ Hamiltonian which is a minimal model required for a correct description of the electronic structure of SrVO$_3$.

The LDA+DMFT calculations presented below have been done for the experimental lattice constants ($a_0 = 7.2605$ a.u.). All the calculations were preformed in paramagnetic state at the temperature of 1160 K ($\beta = 10$). The Coulomb interaction is taken into considerations merely among vanadium $3d$ orbitals. In the present work, we choose $U = 4.0$ eV and $J = 0.65$ eV, which are accordance to previous LDA+DMFT calculations. We adopt the around mean-field (AMF) scheme proposed in reference to deal with the double counting energy. The effective quantum impurity problem for the DMFT part was solved by two implementations of hybridization expansion CTQMC quantum impurity solver supplemented with recently developed orthogonal polynomial representation algorithm. The former implementation is based on the segment representation and only the Ising-like density-density interaction terms are treated. The latter implementation is based on the Newton-Leja algorithm, and the local Hamiltonian is with rotationally invariant interactions (see Eq. (1)). The maximum entropy method was used to perform analytical continuation to obtain the impurity spectral function from imaginary time Green’s function $G(\tau)$ of vanadium $3d$ states. In the present simulations, each LDA+DMFT iteration took 40000000 Monte Carlo steps per process. Since the segment representation hybridization expansion impurity solver is extreme efficient, it took less 5 hour to finish 30 LDA+DMFT iterations by using a 8-cores Xeon CPU. Though $O(2)$ level approximation is adopted during the simulation, the Newton-Leja algorithm is much more time consumption and took about 12 ~ 13 hours to finish single LDA+DMFT iteration by using 64 cores in a Xeon cluster.

The calculated single particle spectral functions for vanadium $3d$ states in SrVO$_3$ are shown in Fig. 5. The calculated results within density-density interaction are consistent with previous LDA+DMFT simulations. But the results obtained by classical segment representation and Newton-Leja algorithm display remarkable differences. For examples, the upper and lower Hubbard bands in $t_{2g}$ sub-bands obtained by Newton-Leja algorithm with rotationally invariant interactions are more apparent. And the quasiparticle resonance peak around the Fermi level exhibits clearly shoulder structure, while that shoulder peak is absent in the segment picture (density-density interaction case). Since the vanadium $e_g$ sub-bands are isolated from $t_{2g}$ states and located above the Fermi level, so they show roughly similar peak structures for both two implementations of hybridization expansion quantum impurity solvers. Nevertheless, based on our calculated results, it is suggested that the spin-flip and pair-hopping terms in rotationally invariant interactions may play a key role in understanding the subtle electronic structure of SrVO$_3$ around the Fermi level.
VI. CONCLUSIONS

We have presented an alternate implementation of the hybridization expansion quantum impurity solver which makes use of the Newton-Leja interpolation to evaluate the weight of Monte Carlo configurations. The new implementation inherits all the advantages of previously developed Krylov subspace approach with less memory consumption and better convergence control. It shows tremendous growth in computational performance over Krylov subspace approach and conventional matrix implementation at low temperature and large system size, and provides a controlled and efficient way which enables the LDA+DMFT study of transition metal compounds, or even actinide compounds with realistic interactions. To demonstrate the power of the new implementation, we used it as an impurity solver in the LDA+DMFT calculations for typical strongly correlated metal SrVO$_3$. The obtained impurity spectral function of vanadium $t_{2g}$ states shows apparent distinctions with previous calculated results. It is argued that the full Hund’s exchange may has a big impact on the fine energy spectrum near the Fermi level. The generalization of Newton-Leja algorithm to high performance CUDA-GPU architecture is underway.
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Appendix A: Leja points

For the reader’s convenience, here we briefly recall the definition of real Leja points. Sequences of Leja points \( \{\xi_j\}_{j=0}^{\infty} \) for the compact set \( K \) are defined recursively as follows: if \( \xi_0 \) is an arbitrary fixed point in \( K \), then \( \xi_j \) are generated recursively in such a way that

\[
\prod_{k=0}^{j-1} |\xi_j - \xi_k| = \max_{\xi \in K} \prod_{k=0}^{j-1} |\xi - \xi_k|, \quad j = 1, 2, \ldots . \tag{A1}
\]

An efficient algorithm for computing a sequence of real Leja points, the so-called “Fast Leja Points (FLPs)”, has been proposed in reference [26]. In Fig.6 the first nine Leja points in [-2,2] interval are shown as an illustration. The Leja sequences are attractive for interpolation at high-degree, in view of the stability of the corresponding algorithm in the Newton interpolation [22].

Appendix B: Newton interpolation

Given a set of \( m+1 \) data points

\[
(x_0, y_0), \ldots , (x_m, y_m) \tag{B1}
\]

where no two \( x_j \) are the same, the so-called Newton interpolation polynomial is defined as follows

\[
p_m(x) = \sum_{j=0}^{m} d_j \Omega_j(x), \tag{B2}
\]

with \( d_j \) the divided difference [25] and the Newton basis polynomial \( \Omega_j(x) \) defined as

\[
\Omega_j(x) = \prod_{k=0}^{j-1} (x - x_k). \tag{B3}
\]

It is apparent that Eq.(12) and Eq.(13) are the matrix forms of Eq.(B2) and Eq.(B3), respectively. The Newton form is an attractive representation for interpolation polynomials because it can be determined and evaluate rapidly, and, moreover, it is easy to determine \( p_{m+1} \) if \( p_m \) is already known. Because the Leja points are defined recursively, they are attractive to use with the Newton interpolation.
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