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SUMMARY Many factors, such as noise level in the original image and the noise-removal methods that clean the image prior to performing a vectorization, may play an important role in affecting the line detection of raster-to-vector conversion methods. In this paper, we propose an empirical performance evaluation methodology that is coupled with a robust statistical analysis method to study many factors that may affect the quality of line detection. Three factors are studied: noise level, noise-removal method, and the raster-to-vector conversion method. Eleven mechanical engineering drawings, three salt-and-pepper noise levels, six noise-removal methods, and three commercial vectorization methods were used in the experiment. The Vector Recovery Index (VRI) of the detected vectors was the criterion used for the quality of line detection. A repeated measure ANOVA analyzed the VRI scores. The statistical analysis shows that all the studied factors affected the quality of line detection. It also shows that two-way interactions between the studied factors affected line detection.
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1. Introduction and Literature Review

The empirical performance evaluation of raster-to-vector conversion methods is an important topic in the area of graphics recognition [1], [2]. Comparing the performance of a vectorization method with third party methods will not only prove that the quality of one’s own method is better than the others but also will gauge the maturity of the raster-to-vector methods being studied. The outputs of the systems (methods) are compared with that of others using test images and a selected performance evaluation criterion, which may include time and storage [3]–[5]. However, it is highly recommended to perform such a test (or more precisely a large systematic test) among many methods (research prototypes and/or commercial software) using a unified platform with suitable test images and a proper performance evaluation method. It is also desirable to study the effect of other factors (processes) on the quality of vectorization systems. These factors may include noise type, quantity of noise, and noise-removal methods. Performing such an experiment is not only complex and labor intensive, but it also may require a proper statistical test to analyze the output of the experiment.

Phillips and Chhabra [6] performed an empirical test on three automatic raster-to-vector converters (two commercial and one research prototype). EditCostIndex was the performance evaluation criterion. The experiment tested the detection of straight lines (dashed and solid), arcs, circles, and text. The test data was synthetic images with their corresponding ground truth images in VEC format. The VEC file format is also introduced in this work. Three vectorization software applications (two commercial and one research prototype) were used: I/Vector (Vectory), VPstudio, and MDUS. However, no noise was incorporated into the images used in the experiment. To reveal the weaknesses and the strengths of the systems (methods), the authors suggested increasing the degradation of the test images and using more complex drawings in future studies.

Chhabra and Phillips [7] performed another empirical test to evaluate complete vectorization systems. The major advantage of this test compared with previous works is that real scanned images with their ground truth data were generated manually. The work also describes how to set up such experiments. Because of the time-intensive process of converting real paper images into usable scanned images, only a small subset (ten images) of the available paper images were used. Generating the ground truth data and aligning them with the real scanned one was another labor-intensive part of the experiment. The ground truth data was saved as VEC files. The empirical test involved four vectorization systems (three commercial and one research prototype): Scan2CAD, TracTrix, Vectory, and VrLiu. Again, EditCostIndex was used as the performance evaluation criteria.

The focus of Wenyin et al. [8] was on solid arc detection in raster images. Seven images (four synthesized and three scanned) were used in the test. The ground truth data were saved as VEC files. The overall average of VRI scores was used as the ultimate measure of performance. The test involved two research prototypes (the methods of Dave Elliman [9] and Xavier Hilaire [10]) with their parameters fixed during the test. No commercial software were tested. Four types of noise were introduced into the images: Gaussian, high-frequency, hard pencil, and geometry distortion.
Further research by Wenyin [11] was also on solid arc detection from engineering drawings. Twelve real scanned and synthetically generated images were used (some images were corrupted by artificial noise). The ground truth data were saved as VEC files. Again, the systems were run as a black box with fixed parameters, and no user intervention was allowed during the test. The overall average of VRI was the unique measure of performance. Two research prototypes (the methods of Song JiQiang and Dave Elliman [9]) were evaluated. The recognition of arcs was more challenging because the test images were complex and contained tangent arcs that were hard to precisely locate.

The main theme in Wenyin’s study [12] was arc segmentation in engineering drawings. The new element in this experiment included the use of eighteen new images (six real scanned and twelve noisy versions). The ground truth data were saved as VEC files. The images were distorted by a moderate amount of salt-and-pepper noise. The average of the VRI was the performance evaluation criterion. However, an updated version of the VRI formula was used. The new formula ($VRI = \sqrt{D_v \times (1 - F_v)}$) used the geometrical mean rather than the mathematical mean. Three research raster-to-vector software (the methods of Dave Elliman [9], Daniel Keyers & Thomas Breuel [13], and Xavier Hilaire [14]) were used in this test. However, the noise effect was not large, and some noisy images obtained high scores when compared with their original clean ones [12].

Shafait et al. [15] shifted the way of representing the ground truth data and the performance evaluation. Five real scanned images were used. Ground truth data were generated manually from the scanned drawings and stored in TIF image files. Vectorial score was the criterion rather than VRI. The experiment used four vectorization software, out of which three were commercial: VPstudio (VP), Vectory (Vec), and Scan2CAD (S2CAD); one was a research method (VrLiu). No noise was used in this experiment.

Al-khaffaf et al. [16] proposed a methodology to study the effect of many factors that may affect line detection. The three factors were noise-removal method, noise level, and raster-to-vector method. The study was performed using six noise-removal methods: kFill [17], [18], Enhanced kFill (EkFill) [19], Activity Detector (AD) [20], and their respective enhanced counterparts Algorithm A (AlgA) [21], Algorithm B (AlgB) [22], and Algorithm C (AlgC) [23]. Three noise levels were studied: 5%, 10%, and 15%. Three commercial raster-to-vector conversion methods were tested: VP, S2CAD, and Vec. The experiment used eleven images from GREC’03 and GREC’07. VRI was the performance evaluation measure. Although this paper studied many factors, the statistical method that analyzed VRI scores could only answer limited questions in the context of revealing the important factors that affect line detection. The interactions between the studied factors were also not shown.

Al-khaffaf et al. [24] studied the performance of two research prototypes (VrLiu [25] and Qgar-Lamiroy [26]) and three commercial software (VP, S2CAD, and Vec). The work also included studying the performance of many versions of one commercial software. The study created new test images, and VRI was the performance index. No artificial noise was used.

From the review above, we conclude that empirical performance evaluation tests are already becoming a trend within the graphics recognition community. These studies have usually been performed during contests attached to the International Workshop on Graphics Recognition (GREC). One advantage of such contests is the adoption of the contest data and evaluation methods by other researchers in their work and publications [1, 2].

With all the advantages brought by the previous studies, there are still some issues and shortcomings that need tackling by researchers, such as the following:

1. There is insufficient research on the effect of noise on raster-to-vector conversion process and the use of an unspecified small amount of noise (such as the study of Wenyin [12]) or performing the test on clean images (such as the study of Shafait et al. [15]).

2. The interaction between noise level and noise removal is not studied in the context of raster-to-vector conversion. The interaction could be considered obvious when we look at it as an image processing problem in which more noise in the image make it more difficult to remove the noise. However, the interaction between these factors in the context of document image analysis and recognition is not trivial, and it still needs to be studied. Here, we can cite the work of Wenyin [12], in which the author sheds some light on the effect of salt-and-pepper noise on the quality of line detection.

3. In the case of using noise, it has not been shown which method (if any) removes the noise before performing vectorization. Hence, the effect of the interaction between noise-removal methods and raster-to-vector methods is not clear. Here, we recall the question of Karl Tombre [2]: “Do we actually test the quality of the de-noising method or the recognition capabilities of the method?” The interaction between the noise-removal method and the vectorization algorithm is not obvious. As is demonstrated in this paper, vectorization methods have varying sensitivity to noise-removal methods. A vectorization method would have better performed line detection if the noise was removed using one noise-removal method rather than the other (Sect. 4.2.1 of this paper).

4. When noise is used, it is not stated how much noise is added to the image. Also, the effect of using many levels of noise is not studied.

5. The interaction between many factors (noise-removal method and vectorization method, for example) that may affect line detection has not been studied yet.

6. The effect of the resolution factor also has not been studied.

This paper tackles the first five issues stated above. Many types of noise may appear in scanned images. However, in this study, the focus was on salt-and-pepper noise
only. Other types of noise were not covered in this study. The resolution factor was not studied because of the lack of availability of images with different resolutions within the graphics recognition community. The available image datasets usually have one resolution. Most of the available datasets were created during Arc Segmentation Contests attached to the GREC workshop, such as the following four editions: GREC’03, GREC’05, GREC’07, and GREC’09. The creation of a new dataset is time consuming and labor intense for the time being (it is necessary to search for many paper drawings, scan the drawings with different resolutions, and perform ground truthing for all of them). However, it may be a good subject for another study.

The rest of this paper is organized as follows. Section 2 shows the limitation of a related study and how it is avoided in the proposed methodology. Section 3 presents the steps of the proposed methodology. The steps include selecting/corrupting the images dataset, removing the noise, vectorizing the images, measuring the performance index, and statistically analyzing the performance index scores. The details of the statistical test are presented in Sect. 4. This includes the preliminary statistical test on data, analysis of each variable, and the analysis of the interaction between variables. The conclusions of this work are presented in Sect. 5.

2. Background and the Proposed Method

The suitability of a vectorization method in terms of line detection can be judged by its ability to recognize line features correctly and thoroughly. Line features include end points, line width, line style, line shape, and center (for arcs). Because line detection usually follows other image analysis stages, its action upon the image would be affected by prior stages that change image content. Among the many factors affecting the quality of the detected vector are the amount of noise in the original raster image, the noise-removal method, and the vectorization algorithm, which detects lines and their features. A recent study [12] gives some insight on how noise affects the resulting vector data, but only one unspecified level of salt-and-pepper noise was added to the images separately. The authors also did not study the effect of different noise-removal methods on the quality of line detection. The interactions between different factors (vectorization and noise removal, for example) were also not studied. The total number of VRI values analyzed was only 54 (#images * 3 * #vectorization methods = 6 * 3 * 3), which is not enough for a more stringent analysis of the results. Because the study only uses one noise level, the effect of noise can only be sensed by looking at the VRI values and/or by looking at the mathematical mean. Another limitation of this methodology is that it prevents the researcher from performing a rigorous study on the effect of each factor and the effects of interaction between the different factors.

This paper proposes a new methodology that studies many factors that may affect the quality of line detection. As with many previous studies, VRI is the performance index. Noise factor, used in other studies, is also to be inspected here. However, our study uses it in a more systematic way, and we will also study many levels of noise. The third factor is noise removal (newly studied). As opposed to other methodologies that can only evaluate raster-to-vector methods, the proposed methodology could be used to study the interactions between many different factors affecting the quality of line detection and enables a proper analysis based on a statistical test. Other methodologies focus on studying only one factor (vectorization), and their focus on other factors is limited. Because the proposed methodology relies on statistical analysis, it can detect significant improvements in performance for any studied algorithm in the context of line detection. Other methodologies can only show the performance of the tested vectorization methods, which may not be enough when more stringent criteria are required to select a method for specific industrial problems.

Figure 1 shows the detail of the proposed methodology. The next section presents the details of each step of the proposed methodology.

3. Steps of the Proposed Methodology

3.1 Selecting/Corrupting the Images

Real scanned images of mechanical engineering drawings were selected. This type of image contains straight lines as well as circular arcs. The images from the GREC’03 and GREC’07 contests [11], [15] were used because ground truth files were readily available for the performance evaluation task.

Uniform salt-and-pepper noise was added to each image in an independent manner (i.e., the original images were always used to generate noisy images). In this way, bias was avoided, and the data is suitable for the statistical analysis. We have used the same amount of noise as in our previous study [16]. Because the image data in this area of research (Graphics Recognition) is mostly binary images (black and white), the highest noise level used (15%) was not small. High noise values will distort the fine lines in such drawings, which may render the vectorized image useless and make the process of vectorization meaningless. In this research, the focus is not on the noise-removal factor alone but on many factors that may affect line detection; hence, it is reasonable to use three noise levels taken arbitrarily in the range from 5% to 15%. This will ensure that the noisy images are still usable (it is practical for them to be vectorized) and that the interaction between the factors can be studied. The total number of images created by corrupting images with three levels of noise was #images * #noise levels = 11 * 3 = 33.

3.2 Removing the Noise

All noisy images were then cleaned by six salt-and-pepper noise-removal methods. We used the same methods as in our previous study [16]. The parameters for the noise-removal methods were set as follows: the window size
was set to $3 \times 3$ pixels for all algorithms. The parameters for AD were set according to the values suggested by Simard and Malvar [20] to perform strong noise removal. For AlgA, AlgB, and AlgC, $LT$ (Length Threshold) was set to 4, 5, and 6 for 5%, 10%, and 15% noise, respectively. The total number of images created by cleaning all the noisy images using the six noise-removal algorithms was $\# \text{noisy images} \times \# \text{noise-removal methods} = 33 \times 6 = 198$.

3.3 Vectorizing the Images

The cleaned images were then vectorized by several commercial software. The three vectorization software that were used in our previous study [16] were also used here. The software applications vectorized cleaned images and saved the detected vectors as DXF files. These files were then converted to VEC files, which have a simple format and are easier to deal with using the performance evaluation tool. Our interest was in the automatic conversion process; thus, most software features that could be manually used to enhance the detection were not used.

Some parameters that the three vectorization software needed were pre-set prior to applying vectorization. This ensured consistency between different software. The measuring units were unified, and the drawing type was set to Mechanical Engineering. Other parameters and thresholds
were unchanged.

The total number of vector images created by vectorizing the cleaned images using the three vectorization software was 
\( \# \text{cleaned images} \times \# \text{vectorization software} = 198 \times 3 = 594. \)

3.4 Measuring the Performance Index Scores

The VRI of the detected vectors was the criterion used to judge the quality of vector detection. The performance evaluation method\(^7\) compared the detected vector file with the ground truth file and outputted the VRI score. VRI is an objective performance evaluation of line detection algorithms (vectorization software in our case) that works at the vector level. The VRI index is a combination of two matrices: vector detection rate \( D_v \) and vector false alarm rate \( F_v \). The VRI is calculated as in Eq. (1) below.

\[
VRI = \sqrt{D_v \times (1 - F_v)}
\]

The vector detection rate \( D_v \) is defined by two terms: line basic-quality and fragmentation quality. Line basic-quality represents the accuracy of the detection of line attributes, which include end points, width, line style, line shape, and center (for arcs) compared with the attributes of ground truth data. Fragmentation quality measures the fragmentation of the detected line compared with the ground truth line. The vector false alarm rate \( F_v \) measures the probability of a detected line being a false alarm. VRI value is in the range of 0 to 1, with higher values indicating better vector recovery.

VRI is a well accepted criterion for performing empirical performance evaluation of raster-to-vector methods. It has been used in several editions of the Arc Segmentation Contests held in conjunction with GREC. The total number of VRI scores obtained by running the performance evaluation tool is equal to the total number of vector images generated by the vectorization.

3.5 Statistically Analyzing the Performance Index Scores

Our experiment included three factors to be studied, with many levels for each factor. Hence, hundreds of VRI scores generated by applying the three factors on the images needed analysis. Simple statistics (such as the mathematical mean) were not sufficient to show the significance of a specific factor, nor can they directly explain the interactions between the different factors. A repeated measure ANOVA is a suitable statistical analysis method used in our experiment, considering that many factors were involved in the study and each subject (image) participated in more than one score (measurement). ANOVA is a well-known statistical method. However, the use of ANOVA helps extract more information on the interaction between two or more studied factors. That is the reason why ANOVA is used in this study. The methodology coupled with ANOVA could be used to find the best match of the off-the-shelf noise-removal methods (for example) with other raster-to-vector conversion methods. The methodology, however, is not limited to the three different factors already studied in the paper, but it is also applicable to other factors stemming from research preferences.

4. Experimental Results and Discussions

The work flow of the experiment can be summarized as follows. The eleven raster images were distorted with the three noise levels and then cleaned by the six noise-removal methods. The cleaned images were then vectorized by the three commercial raster-to-vector software. One VRI value (score) was computed from each detected vector file and its corresponding ground truth vector file. A total of 594 separate VRI values were generated out of the performance evaluation stage shown in Fig. 1, but some values could not be generated and thus reduced the number of VRI values to 588. The VRI values were then analyzed by a repeated measure ANOVA. The values that could not be generated were related to AD and AlgC when the noise level was set to 15%. This is due to the number of connected components generated that turned out to be larger than the allocated space in the implementation. Because some data are missing, we had an unequal \( n \) design and reporting EMM rather than the observed mean, avoiding the bias incurred in calculating the mathematical mean when some data are missing.

For clarity purposes, the three variables (Vectorization, Cleaning, Noise) are shown in italics when referenced in the text.

Because we have many factors to study and each image was used in measuring more than one VRI score, a repeated measure ANOVA was used to analyze the VRI scores.

There are three requirements to use this statistical test [27]: (i) order effects should be avoided. This condition was guaranteed because we used separate copies of the image before applying any treatment (one level of a factor); (ii) the data in each cell is normally distributed (some abnormality is accepted); and (iii) the sphericity condition should not be violated.

The second and third requirements above are explained below:

1. Before proceeding with a repeated measure ANOVA, the data needs validation for the analysis. The Shapiro-Wilk test checks the normality of the data in each cell of the design. Equations (2) and (3) show the null hypothesis and the alternative hypothesis for the Shapiro-Wilk test, respectively.

\[
H_0 : \text{There is no difference between the distribution of the data and the normal.} \quad (2)
\]

\[
H_1 : \text{There is a difference between the distribution of the data and the normal.} \quad (3)
\]

\(^7\)http://www.cs.cityu.edu.hk/~liuwy/ArcContest
Table 1
Tests of within-subjects contrasts.

| Measure: VRI | Source | Vectorization | Cleaning | Noise | df | F   | Sig. |
|--------------|--------|---------------|----------|-------|----|-----|------|
| Vectorization | Vec vs. VP | 1 | 468.955 | .000 |
| | VP vs. S2CAD | 1 | 829.028 | .000 |
| Cleaning | kFill vs. AlgA | 1 | .030 | .867 |
| | AlgA vs. EkFill | 1 | .141 | .716 |
| | EkFill vs. AlgB | 1 | .172 | .688 |
| | AlgB vs. AD | 1 | 114.338 | .000 |
| | AD vs. AlgC | 1 | 225.912 | .000 |
| Noise | 5% vs. 10% | 1 | 1.549 | .245 |
| | 10% vs. 15% | 1 | 74.618 | .000 |
| Vectorization * Cleaning | Vec vs. VP | 1 | 234 | .640 |
| | kFill vs. AlgA | 1 | 4.959 | .053 |
| | AlgA vs. EkFill | 1 | 4.768 | .057 |
| | EkFill vs. AlgB | 1 | 10.444 | .010 |
| | AD vs. AlgC | 1 | 4.916 | .054 |
| VP vs. S2CAD | Vec vs. VP | 5% vs. 10% | 1 | 22.109 | .001 |
| | 10% vs. 15% | 1 | 10.412 | .010 |
| Cleaning * Noise | kFill vs. AlgA | 5% vs. 10% | 1 | 2.066 | .184 |
| | 10% vs. 15% | 1 | 2.228 | .170 |
| | AlgA vs. EkFill | 10% vs. 15% | 1 | 525 | .487 |
| | EkFill vs. AlgB | 5% vs. 10% | 1 | .926 | .361 |
| | AlgB vs. AD | 10% vs. 15% | 1 | 6.044 | .036 |
| | AD vs. AlgC | 5% vs. 10% | 1 | .600 | .458 |
| | 10% vs. 15% | 1 | 68.143 | .000 |

2. The Mauchly’s Test is required to ensure that the sphericity condition is not violated. If so, our data will be suitable for interpretation using the Tests of Within-Subjects Effects.

For Vectorization, the Mauchly’s Test is significant $F(2, 18) = 327.189, p < .05$, which infers that the sphericity assumption is violated. However, we will choose to interpret the Tests of Within-Subjects Effects by using the Sig. of Huynh-Feldt in the Tests of Within-Subjects Effects.

The Mauchly’s Test of Sphericity for Cleaning is not significant $F(14, 45) = 54.816, p > .05$ which infers that the sphericity assumption is not violated. This means that we fail to reject the null hypothesis of Mauchly’s Test. Hence, we will interpret the Tests of Within-Subjects Effects.

The Mauchly’s Test of Sphericity for Noise is not significant $F(2, 18) = 29.077, p > .05$. This means that we fail to reject the null hypothesis of Mauchly’s Test. Hence, we will interpret the Tests of Within-Subjects Effects.

At this stage, the data were ready to be analyzed. GLM repeated measure\(^3\) was used to analyze the resulting VRI values. We had three factors: noise level, noise-removal method, and vectorization. Hence, three independent variables (IV) were created: Noise [three levels: 5%, 10%, and 15%], Cleaning [six methods: kFill, EkFill, AD, AlgA, AlgB, and AlgC], and Vectorization [three software: VP, Vec, and S2CAD]. One dependent variable (DV) was created (VRI).

The analysis of VRI scores using a repeated measure ANOVA will be explained in the following sections. All studied factors and two-way interactions were shown to be significant (Sig. $\leq .05$). Hence, the Within-Subjects Contrasts (Table 1) can be further interpreted.

---

\(^3\)SPSS menu item: Analyze-> General Linear Model-> Repeated Measures
Table 2  Pair-wise comparison of vectorization software.

| Measure: VRI | (I) Vectorization | (J) Vectorization | Mean Difference (I-J) | Sig. |
|--------------|-------------------|-------------------|-----------------------|------|
| Vec          | VP                | −.080*            | .000                  |
| S2CAD        | VP                | .066*             | .000                  |
| VP           | S2CAD             | .147*             | .000                  |
| S2CAD        | Vec               | −.066*            | .000                  |
| VP           | −1.47*            | .000              |

Based on estimated marginal means
* The mean difference is significant at the .05 level.

Adjustment for multiple comparisons: Bonferroni.

Table 3  Pair-wise comparison of cleaning methods.

| Measure: VRI | (I) Cleaning | (J) Cleaning | Mean Difference (I-J) | Sig. |
|--------------|--------------|--------------|-----------------------|------|
| kFill        | AlgA         | .001         | 1.000                 |
| EkFill       | AlgA         | .003         | 1.000                 |
| AlgB         | AD           | .067*        | .000                  |
| AlgC         | AD           | .010         | 1.000                 |
| AlgA         | kFill        | .000         | 1.000                 |
| AlgB         | kFill        | −.667E-5     | 1.000                 |
| AD           | AlgC         | .010         | 1.000                 |
| AlgB         | kFill        | 6.667E-5     | 1.000                 |
| AD           | AlgC         | .010         | 1.000                 |
| AD           | kFill        | −.065*       | .000                  |
| AlgA         | −.067*       | .000         |
| EkFill       | −.065*       | .000         |
| AlgB         | −.067*       | .000         |
| AlgC         | −.057*       | .000         |
| AlgC         | kFill        | .010         | 1.000                 |
| AlgB         | −.010        | 1.000        |
| AD           | −.057*       | .000         |
| AD           | kFill        | −.067*       | .000                  |
| AlgA         | −.067*       | .000         |
| EkFill       | −.065*       | .000         |
| AlgB         | −.067*       | .000         |
| AlgC         | −.057*       | .000         |
| AlgC         | kFill        | .010         | 1.000                 |
| AlgB         | −.010        | 1.000        |
| AD           | −.057*       | .000         |

Based on estimated marginal means
* The mean difference is significant at the .05 level.

Adjustment for multiple comparisons: Bonferroni.

4.1  Single-Factor Effects

The next three sections present the effect of the three factors independently. For each factor, the effect of each level on the VRI index is shown.

4.1.1  Vectorization Effect

The Vectorization factor was significant, F(1.268, 11.411) = 327.189, ρ < .001. The differences in means between Vec vs. VP and VP vs. S2CAD were significant, F(1, 9) = 468.955, ρ < .001 and F(1, 9) = 468.955, ρ < .001, respectively (Table 1). This difference can be seen by investigating Fig. 2. The pair-wise comparison in Table 2 shows that the difference between software performances was significant (ρ < .001). We conclude that the three vectorization software had significant differences between them in the context of VRI scores. VP was the best performer (EMM = .596) followed by Vec (EMM = .516). S2CAD was the lowest performer (EMM = .449).

4.1.2  Noise-Removal Effect

The Cleaning factor was significant, F(5, 45) = 54.816, ρ < .001. The differences in means (Table 3) between AD and the other five algorithms were significant†. This difference can be seen by investigating Fig. 3. It indicates a low performance for AD compared to the other noise-removal methods. However, the mean differences between each of the other five algorithms were not significant, indicating that their performances were similar.

† An asterisk symbol (*) is shown in the mean difference column if the corresponding mean difference is significant.
4.1.3 Noise Level Effect

The **Noise** factor was significant, $F(2,18) = 29.077, \rho < .001$. The difference in means (Table 1) between 5% and 10% noise was not significant, $F(1,9) = 1.549, \rho = .245$. However, the difference between 10% and 15% noise was significant, $F(1,9) = 74.618, \rho < .001$. This difference can be observed by investigating Fig. 4. The pair-wise comparisons in Table 4 show that the difference between the EMM of VRI for 5% and 10% noise was not significant. However, there was a significant difference between 10% and 15% noise. This indicates that the VRI performance index did not drop much when the amount of noise in the image was increased from 5% to 10%, whereas the performance drops significantly when the noise level was increased from 10% to 15%.

4.2 Multi-Factor Interaction Effects

As opposed to the previous three sections, in which each factor was studied independently, the next three sections present the two-way interactions between the three factors. For each pair of factors, we studied the interaction effect of their different levels on the VRI index.

4.2.1 Two-Way Interaction: **Vectorization** * **Cleaning** Effect

The effect of the combination of the two factors **Vectorization** and **Cleaning** was significant, $F(2,95,26.546) = 14.791, \rho < .001$. To know at which levels the difference of the means were significant, we refer to Table 1. The **Vectorization** * **Cleaning** contrast tests the hypothesis that the mean of the specified **Cleaning** contrast is the same across the three **Vectorization** levels. Considering the first two levels of **Vectorization** (Vec vs. VP), the fourth contrast (AlgB vs. AD) of **Cleaning** was significant, $F(1,9) = 10.444, \rho < .05$. This indicates that the mean difference in the VRI made between AlgB and AD was not the same across the two levels of **Vectorization** (Vec and VP). The EMM of AD within Vec was considerably lower than the first four levels (Fig. 5), indicating low performance of AD within the Vec software. The performance of AlgC was also low compared to the first four methods; this indicates that the performance of Vec dropped when used with the AD and AlgC noise-removal methods.

Considering the second two levels of **Vectorization** (VP vs. S2CAD), the five contrasts of **Cleaning** were significant, which indicates that the mean differences in the VRI made between kFill vs. AlgA, AlgA vs. EKfill, EKfill vs. AlgB, AlgB vs. AD, and AD vs. AlgC are not the same across the two levels of **Vectorization** (VP and S2CAD). S2CAD had more sensitivity to cleaning methods, which is shown as a sharp oscillation of performance (Fig. 5). The results of this section can be summarized as follows: S2CAD shows poor performance when used with the AD noise-removal method, Vec shows significant poor performance when working with AD and AlgC, and VP shows little sensitivity when working with different noise-removal algorithms. It is thus considered stable and may be used with any of the six noise-removal methods.

4.2.2 Two-Way Interaction: **Vectorization** * **Noise** Effect

The effect of the combination of the two factors **Vectorization** * **Noise** was significant, $F(3.937,35.434) = 35.155, \rho < .001$. To know at which levels the difference of the means was significant, we refer to Table 1. The **Vectoriza-
tion*Noise contrast tested the hypothesis that the mean of the specified Noise contrast is the same across the three Vectorization levels. All the four contrasts were significant, indicating that the mean difference of VRI values was not the same in the three software that considered the three noise levels. Intuitively, increasing the noise level caused a drop in VRI values for all tested vectorization software in general. This confirms the results of Sect. 4.1.1, which demonstrated that the three different software have a large difference among them in affecting VRI scores. The performance of the S2CAD dropped sharply when the noise level was increased (Fig. 6). Vec had a moderate drop in performance when the noise level was increased. VP had the best resistance to noise; hence, its performance slightly dropped when the noise level was increased. VP performance at the 15% noise level was better than Vec and S2CAD at the three noise levels. However, VP had unexpected behavior with 5% noise, at which it scored lower than the other two cases (10% and 15%). This unusual case is difficult to interpret because we are dealing with the software as a black box in which the content (such as the raster-to-vector algorithm) is not usually known. A similar unusual behavior has been reported in past studies, such as that performed by Wenyin [12], in which some noisy images obtained higher VRI compared to their original clean images.

4.2.3 Two-Way Interaction: Cleaning * Noise Effect

The effect of the combination of the two factors Cleaning*Noise was significant, F(3.471, 31.243) = 5.108, p < .01. To know at which levels the differences of the means were significant, we refer to Table 1.

The Cleaning*Noise contrast tested the hypothesis that the mean of the specified Noise contrast is the same across the six levels of Cleaning. Only three contrasts were significant, indicating that the VRI values for the significant contrast were not the same in the two noise levels (10% and 15%) considering the four methods (EkFill, AlgA, AD, and AlgC) of Cleaning.

The sixth contrast (10% vs. 15%) was significant, F(1, 9) = 6.044, p < .05, which indicates that the mean difference in VRI between 10% and 15% noise levels was not the same across the two levels of the noise-removal algorithms (EkFill and AlgB). The enhanced counterpart of the noise-removal algorithms performed better with a higher level of noise than its original counterpart (Fig. 7). EkFill suffered a mean difference of (.539 − .501 = .038) when noise level was increased from 10% to 15%, whereas our algorithm (AlgB) suffered a mean difference of only (.531 − .527 = .004) under the same condition.

The eighth contrast (10% vs. 15% noise) was significant, F(1, 9) = 68.143, p < .001, which indicates that the mean difference in VRI between the 10% and 15% noise levels was not the same across the two levels of noise-removal algorithms (AlgB and AD). AlgB performed better with a higher level of noise than AD did (Fig. 7). AlgB suffered a mean difference of only (.531 − .527 = .004) when the noise level was increased from 10% to 15%, whereas AD suffered a mean difference of (.487 − .402 = .085) under the same condition.

The tenth contrast (10% vs. 15% noise) was significant, F(1, 9) = 6.546, p < .05, which indicates that the mean difference in VRI between the 10% and 15% noise levels was not the same across the two levels of noise-removal algorithms (AD and AlgC). AlgC performed better with a higher level of noise than AD did (Fig. 7). AlgC suffered a mean difference of only (.535 − .489 = .046) when noise level was increased from 10% to 15%, whereas AD suffered a mean difference of (.487 − .402 = .085) under the same condition.

5. Conclusions

Many of the reviewed studies look at the raster-to-vector conversion process as the sole major factor when performing empirical performance evaluation, or they do not study other factors (such as noise removal and noise level) rigorously. In this paper, we have proposed a methodology to study many factors that may have a role in affecting line detection in the raster-to-vector conversion process. The proposed method-
ology, which can study two or more factors simultaneously, was also coupled with a robust statistical analysis method. It is not the aim of this proposed methodology to directly improve existing raster-to-vector method(s). However, the methodology provides a means to utilize the large number of existing methods, whether for noise removal or raster-to-vector conversion. For example, the method could be used to find algorithms from noise removal and from raster-to-vector conversion that can fit with each other in a way that allows the production of high-quality vector data. An experiment was performed to study three independent factors: noise-removal algorithm, noise level, and vectorization software. The interpretation of the output of the statistical analysis shows that the three studied factors affected line detection and that there is an interaction between the studied factors.

In the vectorization factor, the three studied methods showed significant inter-differences. The best performer was VP, followed by Vec. S2CAD was the lowest performer. Concerning the noise-removal factor, AD showed a significant difference in performance when compared to the other five methods, which showed comparable performance among themselves. AD was the lowest performer. Concerning the noise level factor, 15% noise showed a significant difference compared to the other lower noise levels (5% and 10%). The VRI index dropped significantly at 15%.

For the two-way interactions, the vectorization-cleaning interaction was significant, which shows that the quality of line detection for raster-to-vector methods is related to the noise-removal method used in image enhancement. VP was the most stable and had no sensitivity when used with any of the six noise-removal methods. It performed best when used with EkFill. Vec had low performance when used with AD and AlgC but good performance when used with EkFill. S2CAD was more sensitive to noise-removal methods and showed poor performance when used with AD but good performance when used with AlgB/AlgC.

The vectorization and noise level interaction was also significant. The VP method showed stable performance, and its VRI index had a moderate drop when noise was increased. VP performance at 15% noise was better than the performance of Vec and S2CAD at the three noise levels. The Vec and S2CAD methods had sharper drops in performance when the noise was increased.

The significance of the interaction between noise level and noise-removal method is intuitive. All algorithms showed no significant drop in performance when noise level was increased from 5% to 10%. However, increasing the noise from 10% to 15% affected some algorithms as follows: AlgB showed significantly better performance compared to its original counterpart (EkFill). AlgB also performed significantly better than AD. AlgC performed significantly better than its original counterpart (AD).

The proposed methodology of this paper is not limited to studying the factors affecting raster-to-vector conversion. The methodology can also be used in other areas of computer vision, such as OCR. The stages in Fig. 1 could be replaced by other stages of the computer vision process, such as OCR stages. The key point in using the methodology is to run the experiment systematically and in alignment with the requirements of the statistical analysis method.

The future direction of this research includes studying the scanning resolution factor.
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