In this paper, the fixed-time synchronization problem for a class of memristive neural networks with discontinuous neuron activation functions and mixed time-varying delays is investigated. With the help of the fixed-time stability theory, under the framework of Filippov solution and differential inclusion theory, several new and useful sufficient criteria for fixed-time synchronization are obtained by designing two types of energy-saving and simple controllers for the considered systems. Compared with the traditional fixed-time synchronization controller, the controllers used in this paper only have one power exponent term, which is a function of the system state error rather than a constant. Moreover, some previous relevant works are especially improved. Finally, two numerical examples are given to show the correctness and the effectiveness of the obtained theoretical results.

1. Introduction

The memristor, first introduced by Chua in 1971 [1], is a kind of nonlinear resistor with memory function for the amount of charge, which shows the relationship between the charge and magnetic flux. The first nanomemristor device was created in 2008 by HP engineers [2]. Since then, it has been applied in artificial neural networks to simulate artificial synapse for biological signal processing in that it has a better memory than resistors and can change its performance in response to the voltage and current like a biological synapse [3–5]. As everyone knows, the memristive neural network is a memristor-based neural network. Nowadays, the memristor-based neural network, applied in many fields such as cryptography, combinatorial optimization, associative memory, nonvolatile memory, signal processing, information storage, secure communication, and simulation of biological brains, has become a topic of wide concern and further study [6–10].

In the past few decades, researchers have carried out in-depth studies on the dynamics of different neural networks, especially the synchronization behavior that has received considerable attention [11–14]. Synchronization, which means that the systems achieve identical state behaviors over time, is common in nature and is considered to play an important role in many fields of climatology, intelligent control, pattern recognition, chemical reaction, and so forth. It is well known that there are many different types of synchronization concepts in applications, including bipartite synchronization, exponential synchronization, weighted sum synchronization, projection synchronization, preasigned-time synchronization, finite-time synchronization, and fixed-time synchronization [15–22].

Memristive neural network synchronization is segregated into infinite-time synchronization and finite-time synchronization based on the convergence speed. According to previous works [16–18, 20], synchronization can be realized when time $t$ approaches infinity. However, it is necessary to achieve synchronization in a finite time in many fields like engineering and science to save cost and improve efficiency [15, 23]. For instance, the finite-time synchronization of complex-valued memristive-based neural networks
was discussed by designing a decentralized finite-time synchronization controller [15]. From the above studies [15, 23], one can find that finite time $T$ was a function of and changed along with the initial value of the system, which cannot be determined in advance and might bring trouble to the solvency of practical problems. Fortunately, in 2012, the fixed-time stability theory was proposed for the first time by Polyakov, making the settling time $T$ independent of the initial value of the system [24]. Since it has been widely applied in scientific research and engineering management, researchers became more and more interested in it and put forward better theories of fixed-time stability, which reduced the conservatism and reflected the actual stable time more accurately. To give an example, a new theorem of fixed-time stability was established and the settling time was precisely calculated in [22]. As the fixed-time synchronization of the system has a higher convergence speed and better performance on interference suppression, the control for synchronization of memristive neural networks has attracted much attention from researchers [25–29]. For example, in [27], the authors discussed the fixed-time synchronization of memristive fuzzy BAM cellular neural networks with time-varying delays based on the Lyapunov stability theory. The fixed-time synchronization of coupled memristor-based neural networks with time-varying delays was discussed in [29] via inequality techniques, the nonsmooth analysis theory, novel state-feedback controllers, and an adaptive controller.

It is not hard to notice that, from the previous literature review, many published works on neural network synchronization focused on the hypothesis that the activation function should be continuous, bounded, or even global Lipschitz. However, most neural networks employed in science and engineering such as dry friction, power circuits, and switching off electronics are using discontinuous neuron activation functions, which are ideal for solving linear programming problems and constrained optimization problems [30, 31]. Therefore, in recent years, neural networks with discontinuous neuron activation function have attracted considerable attention and many good results have been obtained [32–36]. For example, under the framework of the Filippov solution, the new exponential synchronization criteria for time-varying delayed neural networks with discontinuous activations were investigated by designing a discontinuous state-feedback controller in [33]. The authors investigated the fixed-time synchronization for coupled delayed neural networks with discontinuous or continuous activations in [35].

It is well known that discrete delays are inevitably encountered in neural networks during the signal transmission among the neurons due to the finite switching speed of neurons and amplifiers. At the same time, the neural network is spatial. There are many parallel pathways with different axon sizes and lengths, and the distribution delay should also be considered. Besides, the discrete-time delays and distributed delays often affect the stability of the neural network system and may lead to some complex dynamic behaviors, such as instability, chaos, and oscillation. Thus, the synchronization of memristive neural networks with mixed time-varying delays has been widely concerned [37–39]. The global synchronization of fuzzy memristive neural networks with discrete and distributed delays was investigated in [37] based on the nonsmooth analysis and Lyapunov stability theory. The synchronization of memristive neural networks with mixed time delays was discussed under a quantized intermittent control in [39] with weighted double-integral inequalities and novel Lyapunov-Krasovskii functionals.

As far as we know, there have been only a few studies on the memristive neural network with discontinuous activation functions and mixed time-varying delays [40–43]. The synchronization with a general decay rate for memristor-based BAM neural networks with distributed delays and discontinuous activation functions was discussed in [40] with two different types of nonlinear controllers based on the extended Filippov framework and the theory of differential inclusion. In [41], the authors studied the general decay synchronization of memristor-based Cohen-Grossberg neural networks with mixed time delays and discontinuous activations by applying the Lyapunov-Krasovskii functionals, the concept of Filippov solution, and the theory of differential inclusion. The adaptive synchronization of memristor-based neural networks with discontinuous activations was investigated in [42] based on the extended Filippov framework and the theory of differential inclusion. However, the authors only studied the infinite-time synchronization instead of the fixed-time synchronization which has a higher convergence speed. Unfortunately, the life span of human beings and the service life of the equipment are limited, and it is a common pursuit of people to save costs and improve efficiency. Therefore, the synchronization of memristive neural networks with discontinuous neuron activation functions and mixed time-varying delays needs to be achieved in a fixed time. Yet this issue has not been studied by many researchers [44].

Inspired by the above discussions, the fixed-time synchronization problem for a class of memristive neural networks with discontinuous neuron activation functions and mixed time-varying delays will be discussed. Firstly, the discontinuous activation function and mixed time-varying delays are considered in the model used for this study. Secondly, two energy-saving and simple controllers are designed with only one power exponent term serving as a system state error rather than a constant and the control parameters are closely related to the distributed delay and the state switching jump. Furthermore, several new and useful sufficient conditions of fixed-time synchronization are provided under the fixed-time stability theory, the extended Filippov framework, and the theory of differential inclusion. The settling times of fixed-time synchronization are also estimated and become closer to the actual synchronization time, making improvements on previous works. Finally, two examples of numerical simulations are given to demonstrate the validity of the obtained results.

The rest of this paper is organized into five sections. Model descriptions and preliminaries are given in Section 2 and some sufficient conditions for fixed-time synchronization are provided in Section 3. In Section 4, two numerical
simulations are given to demonstrate the validity of the obtained theoretical results. Finally, the conclusions are drawn in Section 5.

\[ \dot{x}_i(t) = -a_i(x_i(t))x_i(t) + \sum_{j=1}^{n} b_{ij}(x_i(t)) f_j(x_j(t)) + \sum_{j=1}^{n} c_{ij}(x_i(t)) \]
\[ \times g_j(x_j(t - \tau_j(t))) + \sum_{j=1}^{n} d_{ij}(x_i(t)) \int_{t-\delta_j(t)}^{t} f_j(x_j(s)) \, ds + I_i, \]

where \( i \in I = \{1, 2, \ldots, n\} \) and \( n \geq 2 \) denotes the number of neurons in the neural networks; \( x_i(t) \) denotes the state variable of the \( i \)th neuron at time \( t \); \( f_j(\cdot) \) and \( g_j(\cdot) \) are the activation functions; \( \tau_j(t) \) and \( \delta_j(t) \) are the discrete time-varying delay and the distributed time delay, respectively, and, satisfying \( \tau_j(t) < \tau_j, 0 < \delta_j(t) \leq \delta_j \); \( I_i \) is the external bias on the \( i \)th unit; \( a_i(\cdot), b_{ij}(\cdot), c_{ij}(\cdot), \) and \( d_{ij}(\cdot) \) represent the memristive connection weights, \( i, j \in I \).

According to the property of memristor and current-voltage characteristics, the memristive connection weights can be described as the following mathematical model:

\[
\begin{align*}
    a_i(x_i(t)) &= \begin{cases} 
    a_i^*, & |x_i(t)| \leq T, \\
    a_i^{**}, & |x_i(t)| > T, 
    \end{cases} \\
    b_{ij}(x_i(t)) &= \begin{cases} 
    b_{ij}^*, & |x_i(t)| \leq T_i, \\
    b_{ij}^{**}, & |x_i(t)| > T_i, 
    \end{cases} \\
    c_{ij}(x_i(t)) &= \begin{cases} 
    c_{ij}^*, & |x_i(t)| \leq T_i, \\
    c_{ij}^{**}, & |x_i(t)| > T_i, 
    \end{cases} \\
    d_{ij}(x_i(t)) &= \begin{cases} 
    d_{ij}^*, & |x_i(t)| \leq T_i, \\
    d_{ij}^{**}, & |x_i(t)| > T_i, 
    \end{cases}
\end{align*}
\]

for \( i, j \in I \), where \( a_i^{*}, a_i^{**}, b_{ij}^{*}, b_{ij}^{**}, c_{ij}^{*}, c_{ij}^{**}, d_{ij}^{*}, d_{ij}^{**} \) are known constants, and \( T_i > 0 \) are switching jumps. Interested readers can further understand the structure of memristive neural networks by consulting [2, 3, 13, 17].

The initial values of system (1) are given by \( x_i(s) = \phi_i(s), s \in [-r, 0], i \in I \), where \( r = \max_{i,j} \{ |\tau_j|, |\delta_j| \} \).

Throughout this paper, we denote \( a_i = \min \{a_i^*, a_i^{**}\}, b_{ij} = \min \{b_{ij}^*, b_{ij}^{**}\}, c_{ij} = \min \{c_{ij}^*, c_{ij}^{**}\}, d_{ij} = \max \{d_{ij}^*, d_{ij}^{**}\}, \) \( \bar{a}_i = \max \{a_i^*, a_i^{**}\}, \bar{b}_{ij} = \max \{b_{ij}^*, b_{ij}^{**}\}, \bar{c}_{ij} = \min \{c_{ij}^*, c_{ij}^{**}\}, \bar{d}_{ij} = \max \{d_{ij}^*, d_{ij}^{**}\} \) (\( H_1 \)) For each \( j \in I \), the neuron activation functions \( f_j(\cdot) \) and \( g_j(\cdot) \) are continuous on \( R \) except a denumerable set of isolate discontinuous points \( \{\omega_j^k\} \), where there exist finite right and left limits \( f_j^+(\omega_j^k) \) and \( f_j^-(\omega_j^k) \) (\( H_2 \)). For each \( j \in I \), there exist positive constants \( L_j, N_j, Z_j, \) and \( H_j \) such that the neuron activation functions \( f_j(\cdot) \) and \( g_j(\cdot) \) satisfy

\[
\sup_{\eta \in K[f_j(\cdot)]} |\eta_j - \gamma_j| \leq L_j |v_j - u_j| + N_j, u_j, v_j \in R,
\sup_{\eta \in K[g_j(\cdot)]} |\eta_j - \gamma_j| \leq Z_j |v_j - u_j| + H_j, u_j, v_j \in R,
\]

2. Problem Formulation and Preliminaries

In this paper, a class of memristive neural networks are considered with discontinuous activation functions and mixed time-varying delays described by the following equation:

\[ c_{ij}^{**}, \bar{c}_{ij} = \max \{c_{ij}^*, c_{ij}^{**}\}, \bar{d}_{ij} = \max \{d_{ij}^*, d_{ij}^{**}\}, \bar{d}_{ij} = \max \{d_{ij}^*, d_{ij}^{**}\}, i, j \in I. \]

Then it is not difficult to obtain that

\[
K[a_i(x_i(t))] = \begin{cases} 
    a_i^*, & |x_i(t)| \leq T_i, \\
    a_i^{**}, & |x_i(t)| > T_i, 
    \end{cases}
K[b_{ij}(x_i(t))] = \begin{cases} 
    b_{ij}^*, & |x_i(t)| \leq T_i, \\
    b_{ij}^{**}, & |x_i(t)| > T_i, 
    \end{cases}
K[c_{ij}(x_i(t))] = \begin{cases} 
    c_{ij}^*, & |x_i(t)| \leq T_i, \\
    c_{ij}^{**}, & |x_i(t)| > T_i, 
    \end{cases}
K[d_{ij}(x_i(t))] = \begin{cases} 
    d_{ij}^*, & |x_i(t)| \leq T_i, \\
    d_{ij}^{**}, & |x_i(t)| > T_i, 
    \end{cases}
\]

To obtain our main results in the next section, for the memristive neural network system (1), it is necessary to introduce the following assumptions:

\[
\eta \in K[f_j(\cdot)] \sup_{\eta \in K[f_j(\cdot)]} |\eta_j - \gamma_j| \leq L_j |v_j - u_j| + N_j, u_j, v_j \in R,
\]
\[
\eta \in K[g_j(\cdot)] \sup_{\eta \in K[g_j(\cdot)]} |\eta_j - \gamma_j| \leq Z_j |v_j - u_j| + H_j, u_j, v_j \in R,
\]
where
\[ K[f_j(\chi)] = \min\{f_j^-(\chi), f_j^+(\chi)\}, \quad K[g_j(\chi)] = \min\{g_j^-(\chi), g_j^+(\chi)\}, \]
for \( \chi \in \mathbb{R} \).

\[(H_2) \forall u \in \mathbb{R} \text{ and } j \in I, \text{ the activation functions } f_j \text{ and } g_j \text{ are bounded. That is, there exist positive constants } S_j \text{ and } M_j \text{ such that} \]
\[
|f_j(u)| \leq S_j, \\
|g_j(u)| \leq M_j.
\]

Considering memristive neural network (1) as the drive system, the corresponding controlled response system is expressed by

\[
\dot{y}_i(t) = -a_i(y_i(t))y_i(t) + \sum_{j=1}^{n} b_{ij}(y_j(t))f_j(y_j(t)) + \sum_{j=1}^{n} c_{ij}(y_i(t))
\times g_j(y_j(t - \tau_j(t))) + \sum_{j=1}^{n} d_{ij}(y_i(t)) \int_{t-\delta_i(t)}^{t} f_j(y_j(s))ds + I_i + K_i(t),
\]

where \( K_i(t) \) denotes the nonlinear state-feedback controller which will be designed later. The memristive connection weights of the response system (8) are defined the same as those of the drive system (1). The initial conditions of the response system (8) are \( y_i(s) = \varphi_i(s), s \in [-r, 0], i \in I \).

Due to the memristive connection weights \( a_i(\cdot), b_{ij}(\cdot), c_{ij}(\cdot), \) and \( d_{ij}(\cdot) \) and the fact that the activation functions \( f_j(\cdot) \) and \( g_j(\cdot) \) of the drive-response systems (1) and (8) are discontinuous, the classic solution is not suitable for the drive-response systems (1) and (8) in the conventional sense. Therefore, the following definition of the Filippov solution needs to be introduced.

Definition 1 (see [33]). Consider a system with discontinuous right side in the form of

\[
\dot{x}_i(t) = -K[a_i(x_i(t))]x_i(t) + \sum_{j=1}^{n} K[b_{ij}(x_j(t))]K[f_j(x_j(t))] + \sum_{j=1}^{n} K[c_{ij}(x_j(t))]
\times K[g_j(x_j(t - \tau_j(t))) + \sum_{j=1}^{n} K[d_{ij}(x_i(t))] \int_{t-\delta_i(t)}^{t} K[f_j(x_j(s))]ds + I_i,
\]

where \( \xi \in \mathbb{R}^m, F(\xi) \colon \mathbb{R}^m \rightarrow \mathbb{R}^m \) is locally bounded and Lebesgue measurable. The function \( \xi(t) \) is said to be the solution in Filippov sense defined in the interval \([0, T]\), if \( \xi(t) \) is absolutely continuous and the following differential inclusion holds:

\[
\dot{\xi}(t) = F(\xi(t)), \quad a.e. t \in [0, T],
\]

where the set-valued map \( K[F] \colon \mathbb{R}^m \rightarrow \mathbb{R}^m \) is defined as

\[
\text{K}[F](\xi(t)) = \cap_{\varrho > 0} \cap_{\mu(N) = \varrho} \text{co}(F(B(\xi(t), \varrho) \cap N)),
\]

where \( \text{co} \) stands for the closed convex closure, \( \mu \) is the Lebesgue measure, and \( B(\xi(t), \varrho) \) denotes the open ball centered at \( \xi(t) \) with radius \( \varrho \).
Based on the measurable selection theorem [45], if \( x_i(t) \) and \( y_i(t) \) are the solutions of the drive-response systems (1) and (8), respectively, then there exist \( \tilde{a}_i(t) \in K[a_i(x_i(t))] \), \( \tilde{b}_i(t) \in K[b_i(x_i(t))] \), \( \tilde{c}_i(t) \in K[c_i(y_i(t))] \), \( \tilde{d}_i(t) \in K[d_i(y_i(t))] \), \( \tilde{\eta}_j(t) \in K[\eta_j(x_j(t))] \), \( \tilde{\pi}_{ij}(t) \in K[\pi_{ij}(x_i(t), x_j(t))] \), \( \tilde{\sigma}_{ij}(t) \in K[\sigma_{ij}(x_i(t), x_j(t))] \), \( \tilde{\omega}_{ij}(t) \in K[\omega_{ij}(x_i(t), x_j(t))] \), \( \tilde{\nu}_{ij}(t) \in K[\nu_{ij}(x_i(t), x_j(t))] \), and \( \tilde{\zeta}_{ij}(t) \in K[\zeta_{ij}(x_i(t), x_j(t))] \), \( \tilde{\gamma}_{ij}(t) \in K[\gamma_{ij}(x_i(t), x_j(t))] \), \( \tilde{\delta}_{ij}(t) \in K[\delta_{ij}(x_i(t), x_j(t))] \), \( \tilde{\epsilon}_{ij}(t) \in K[\epsilon_{ij}(x_i(t), x_j(t))] \), \( \tilde{\theta}_{ij}(t) \in K[\theta_{ij}(x_i(t), x_j(t))] \), \( \tilde{\phi}_{ij}(t) \in K[\phi_{ij}(x_i(t), x_j(t))] \), \( \tilde{\psi}_{ij}(t) \in K[\psi_{ij}(x_i(t), x_j(t))] \), and \( \tilde{\rho}_{ij}(t) \in K[\rho_{ij}(x_i(t), x_j(t))] \), satisfying

\[
\dot{x}_i(t) = -\tilde{a}_i(t)x_i(t) + \sum_{j=1}^{n} \tilde{b}_{ij}(t)y_j(t) + \sum_{j=1}^{n} \tilde{c}_{ij}(t)\tilde{\pi}_{ij}(t) - \tilde{\rho}_{ij}(t)\]

\[
+ \sum_{j=1}^{n} \tilde{d}_{ij}(t)\int_{t - \delta_{ij}(t)}^{t} \tilde{\eta}_j(s)ds + I_i, \quad i \in I.
\]

**Lemma 1** (see [35]). For any constant vector \( \zeta \in \mathbb{R}^n \) and \( 0 < r < l \), the two following inequalities hold:

\[
\left( \sum_{j=1}^{n} |\zeta_j^r| \right)^{1/r} \leq \left( \sum_{j=1}^{n} |\zeta_j| \right)^{1/r} \quad \Rightarrow \quad \left( \sum_{j=1}^{n} |\zeta_j| \right)^{1/r} \leq \left( \sum_{j=1}^{n} |\zeta_j^r| \right)^{1/r}.
\]

**Lemma 2** (see [46]). Suppose that there exists a continuous and radially unbounded function \( V : \mathbb{R}^n \to \mathbb{R}_+ \cup \{0\} \) such that any solution \( e(t) \) of system (15) satisfies the inequality

\[
\dot{V}(e(t)) \leq \lambda V(e(t)) - \mu(V(e(t)))^{r + \text{sign}(\lambda V(e(t)))},
\]

in which \( \lambda < \mu, \mu > 0, \) and \( 1 < r < 2 \); then the origin of system (15) is globally fixed-time stable. In addition, for any initial state \( e_0 \) of system (15), the settling time is estimated as

\[
\dot{y}_i(t) = -\alpha_i(t)y_i(t) + \sum_{j=1}^{n} \beta_{ij}(t)y_j(t) + \sum_{j=1}^{n} \beta_{ij}(t)y_j(t) - \gamma_{ij}(t) + \sum_{j=1}^{n} \beta_{ij}(t)\int_{t - \delta_{ij}(t)}^{t} \gamma_j(s)ds + I_i + K_i(t).
\]

**Lemma 3** (see [47]). If \( V(\cdot) : \mathbb{R}^n \to \mathbb{R} \) is continuous and radially unbounded and it satisfies

\[
(i) \ V(e(t)) = 0 \iff e(t) = 0
\]

\[
(ii) \ for \ any \ nonzero \ solution \ e(t) \ of \ the \ system \ (15), \ there \ exist \ \alpha, \beta > 0, \ 0 \leq \xi < 1 \ and \ \eta > 1 \ such \ that
\]

\[
\dot{V}(e(t)) \leq -\alpha V^\xi(e(t)) - \beta V^\eta(e(t)),
\]

then the origin of system (15) is fixed-time stable, and

\[
T = \frac{1}{\alpha(1-\xi)}(\frac{\alpha}{\beta}(1-\eta)/\eta-\xi)) + \frac{1}{\beta(\eta-1)}(\frac{\alpha}{\beta}(1-\eta)/\eta-\xi)).
\]

**Lemma 4** (see [43]). For \( i \in I \), the following inequality holds:
3. Main Results

In this section, we will derive some criteria to ensure the fixed-time synchronization for the drive-response systems (1) and (8) by designing a new nonlinear state-feedback controller and a novel switching state-feedback controller.

Firstly, the fixed-time synchronization based on a state-feedback controller will be considered.

\[
K_i(t) = \sum_{j=1}^{n}a_{ij}\text{e}_i(t) - \text{sign}(\text{e}_i(t)) \left( \beta_i + \xi_i|\text{e}_i(t)|^{2\gamma - 2}\text{sign}\left(\frac{(1/2)|\text{e}_i(t)|^{2\gamma - 2} - 1}{\text{sign}(\text{e}_i(t))}\right) - \sum_{j=1}^{n} \bar{c}_{ij}Z_j|\text{e}_j(t - \tau_j(t))| \right),
\]

where \(a_{ij}, \beta_i, \xi_i, \gamma\) are control parameters, \(a_{ij}\) denotes the control gain, \(\beta_i > 0, \xi_i > 0, (3/2) < \gamma < 2\), and \(\|\text{e}(t)\|_2 = (\sum_{i=1}^{n}|\text{e}_i(t)|^2)^{1/2}\), for \(i \in I\).

Remark 1. In papers [27, 28, 47–50], the controllers are similar to \(u_i(t) = -\eta_i\text{e}_i(t) - \text{sign}(\text{e}_i(t))(\gamma_i + \bar{c}_i|\text{e}_i(t)|^{2\gamma - 2} - \delta_i\text{sign}(\text{e}_i(t))|\text{e}_i(t - \tau_i(t))|)\) in [48], where the index of one term is \(0 < \beta_i < 1\), and the other one is \(\beta_i > 1\). However, in controller (22), the index term only has one term \(2\gamma + 2\text{sign}(\text{V}(t) - 1) - 1\); it is a function of \(\text{V}(t)\), not a constant, which means that the controller in this paper is more energy-saving.

For convenience, we assume that \(a_i = -\bar{a}_i - a_i + (1/2)\sum_{j=1}^{n}\bar{b}_{ij}L_j + (1/2)\sum_{j=1}^{n}\bar{b}_{ij}L_i, i \in I\), and \(\beta_i = \bar{\beta}_i - |a_i^* - a_i|^\gamma + |T_i - \sum_{j=1}^{n}\bar{c}_{ij}N_j + 2\bar{S}_j| - \sum_{j=1}^{n}\bar{c}_{ij}M_j\) - 2\sum_{j=1}^{n}\bar{c}_{ij}\bar{S}_j\delta_j, i \in I\).

Theorem 1. Suppose that \((H_1) - (H_3)\) hold; if \(\beta_i > 0, i \in I\), then, under controller (22), the following statements hold:

Case (I): if \(\lambda < 0\), the drive-response systems (1) and (8) are synchronized in a fixed time and the settling time of fixed-time synchronization is estimated by

\[
T \leq \frac{1}{\lambda} \frac{\xi \gamma^{2\gamma - 1}}{2\gamma - 1} + \frac{1}{\gamma \lambda} \left( \frac{\xi \gamma^{2\gamma - 1}}{2\gamma - 1} - \lambda \right).
\]

Case (II): if \(\lambda = 0\), the drive-response systems (1) and (8) are synchronized in a fixed time and the settling time of fixed-time synchronization is estimated by

\[
T \leq \frac{1}{\lambda} \frac{\xi \gamma^{2\gamma - 1}}{2\gamma - 1} + \frac{1}{\gamma \lambda} \left( \frac{\xi \gamma^{2\gamma - 1}}{2\gamma - 1} - \lambda \right).
\]

Case (III): if \(\lambda > 0\), the drive-response systems (1) and (8) are synchronized in a fixed time and the settling time of fixed-time synchronization is estimated by

\[
T \leq \frac{1}{\lambda} \frac{\xi \gamma^{2\gamma - 2}}{2\gamma - 1} + \frac{1}{\gamma \lambda} \left( \frac{\xi \gamma^{2\gamma - 2}}{2\gamma - 1} - \lambda \right).
\]

3.1. Fixed-Time Synchronization under Nonlinear State-Feedback Controller. To obtain fixed-time synchronization, the nonlinear state-feedback controller in the response system (8) is designed as follows:

\[
\text{D}V(t) = \sum_{i=1}^{n}\text{e}_i(t)|\text{sign}(\text{e}_i(t))\hat{c}_i(t) + \sum_{j=1}^{n}(\hat{b}_{ij}(t)\gamma_j(t) - \bar{b}_{ij}(t)\eta_j(t)) + \sum_{j=1}^{n}(\hat{c}_{ij}(t)\bar{y}_j(t) - \bar{c}_{ij}(t)\bar{y}_j(t)) + \sum_{j=1}^{n}d_{ij}(t)\int_{t-\delta_j(t)}^{t} y_j(s)ds - \sum_{j=1}^{n}d_{ij}(t)\int_{t-\delta_j(t)}^{t} \eta_j(s)ds + K_i(t).
\]

Under \((H_1) - (H_3)\), for \(i \in I\), the following inequalities can be obtained:

\[
\sum_{j=1}^{n}(\hat{b}_{ij}(t)\gamma_j(t) - \bar{b}_{ij}(t)\eta_j(t)) \leq \sum_{j=1}^{n}(\bar{b}_{ij}(N_j + 2\bar{S}_j) \text{sign}(\text{e}_j(t)) + \bar{b}_{ij}(N_j + 2\bar{S}_j))
\]
Lemma 4, the following inequality can be deduced:

\[
\sum_{j=1}^{n}(\dot{c}_{ij}(t)\bar{y}_j(t) - \bar{c}_{ij}(t)\bar{y}_j(t)) \leq \sum_{j=1}^{n}[\bar{\tau}_{ij}Z_j|e_j(t) - \bar{c}_{ij}(H_j + 2M_j)|].
\] (29)

By applying \((H_j)\), one can get

\[
\sum_{j=1}^{n}(\dot{d}_{ij}(t)\int_{t-\delta(t)}^{t} \bar{y}_j(s)ds - \int_{t-\delta(t)}^{t} \eta_j(s)ds) \leq 2\sum_{j=1}^{n}\bar{d}_{ij}S_j\delta_j, \quad i \in I.
\] (30)

Substituting (28), (29), and (30) into (27) and by using Lemma 4, the following inequality can be deduced:

\[
D^V(t) \leq \sum_{i=1}^{n} \left[ -a_i|e_i(t)|^2 + |e_i(t)||a_i^* - a_i^{**}|T_i \right.
\]
\[
+ \sum_{j=1}^{n} |e_i(t)||\bar{E}_{ij}L_j + \bar{E}_{ij}(N_j + 2S_j)|
\]
\[
+ \sum_{j=1}^{n} |e_i(t)||\bar{E}_{ij}Z_j|e_j(t) - \bar{c}_{ij}(t)| + \bar{E}_{ij}(H_j + 2M_j)|
\]
\[
+ \sum_{j=1}^{n} \bar{d}_{ij}S_j\delta_j|e_i(t)| + \text{sign}(e_i(t))|e_i(t)||K_i(t)|.
\]

(31)

According to the elementary inequality \(|e_i(t)||e_j(t)| \leq (1/2)(|e_i(t)|^2 + |e_j(t)|^2)\), one can obtain

\[
D^V(t) \leq \sum_{i=1}^{n} \left[ -a_i|e_i(t)|^2 + |e_i(t)||a_i^* - a_i^{**}|T_i \right.
\]
\[
+ \frac{1}{2} \sum_{j=1}^{n} |e_i(t)||\bar{E}_{ij}L_j| + \frac{1}{2} \sum_{j=1}^{n} |e_i(t)||\bar{E}_{ij}L_j|
\]
\[
+ \sum_{j=1}^{n} |e_i(t)||\bar{E}_{ij}(N_j + 2S_j)| + \sum_{j=1}^{n} |e_i(t)||\bar{E}_{ij}Z_j|e_j(t) - \bar{c}_{ij}(t)|
\]
\[
+ \sum_{j=1}^{n} |e_i(t)||\bar{E}_{ij}(H_j + 2M_j)| + \sum_{j=1}^{n} \bar{d}_{ij}S_j\delta_j|e_i(t)| + \text{sign}(e_i(t))|e_i(t)||K_i(t)|
\]
\[
= \sum_{i=1}^{n} \left[ |e_i(t)|^2 \left( -a_i + \frac{1}{2} \sum_{j=1}^{n} \bar{E}_{ij}L_j + \frac{1}{2} \sum_{j=1}^{n} \bar{E}_{ij}L_j \right) \right.
\]
\[
+ |e_i(t)||a_i^* - a_i^{**}|T_i + \sum_{j=1}^{n} \bar{E}_{ij}(N_j + 2S_j) + \sum_{j=1}^{n} \bar{E}_{ij}(H_j + 2M_j) + \sum_{j=1}^{n} \bar{d}_{ij}S_j\delta_j
\]
\[
+ \sum_{j=1}^{n} |e_i(t)||\bar{E}_{ij}Z_j|e_j(t) - \bar{c}_{ij}(t)| + \text{sign}(e_i(t))|e_i(t)||K_i(t)|
\]
\[
- \sum_{j=1}^{n} |e_i(t)||\bar{E}_{ij}Z_j|e_j(t) - \bar{c}_{ij}(t)|.
\]
\begin{equation}
-\|e_i(t)\|^2 + \sum_{j=1}^{n} (\alpha_i |e_j(t)|^2 - \beta_i |e_j(t)| - \xi_i |e_j(t)|^{2+\gamma}V(t))^{\gamma+1} \leq \sum_{i=1}^{n} \left( \alpha_i |e_i(t)|^2 - \beta_i |e_i(t)| - \xi_i |e_i(t)|^{2+\gamma}V(t) \right)^{\gamma+1} \leq \sum_{i=1}^{n} \left( \alpha_i |e_i(t)|^2 - \xi_i |e_i(t)|^{2+\gamma}V(t) \right)^{\gamma+1} \leq \sum_{i=1}^{n} \left( |e_i(t)|^{2+\gamma}V(t) \right)^{\gamma+1}.
\end{equation}

Next, based on Lemma 1, we will deal with \(-\xi \sum_{i=1}^{n} (|e_i(t)|^2)^{\gamma+1}\). Meanwhile the following inequalities can be deduced:

Case (I): when \(0 \leq V(t) < 1\), one can obtain
\begin{equation}
-\xi \sum_{i=1}^{n} (|e_i(t)|^2)^{\gamma+1} = -\xi \sum_{i=1}^{n} (|e_i(t)|^2)^{\gamma+1}.
\end{equation}

Combining Lemma 1 and \(0 < \gamma - 1 < 1\), one can get
\begin{equation}
-\xi \sum_{i=1}^{n} (|e_i(t)|^2)^{\gamma+1} \leq -\xi^{\gamma+1} (V(t))^{\gamma+1}.
\end{equation}

Case (II): when \(V(t) \geq 1\), one will have
\begin{equation}
-\xi \sum_{i=1}^{n} (|e_i(t)|^2)^{\gamma+1} = -\xi \sum_{i=1}^{n} (|e_i(t)|^2)^{\gamma+1}.
\end{equation}

Combining Lemma 1 and \(\gamma + 1 > 1\), one can obtain
\begin{equation}
-\xi \sum_{i=1}^{n} (|e_i(t)|^2)^{\gamma+1} \leq -\xi^{\gamma+1} (V(t))^{\gamma+1}.
\end{equation}

From equations (34) and (36), the following inequality can be deduced:
\begin{equation}
D^+ V(t) \leq \begin{cases} 
\lambda V(t) - \xi^{\gamma+1} (V(t))^{\gamma+1}, & V(t) \geq 1, \\
\lambda V(t) - \xi^{\gamma+1} (V(t))^{\gamma+1}, & 0 \leq V(t) < 1,
\end{cases}
\end{equation}

where \(\lambda = \min\{\xi_i^{\gamma+1}, \xi_j^{\gamma+1}\}\).

From Lemma 2, the drive-response systems (1) and (8) achieve synchronization in a fixed time. And the settling time can be given as follows.

If \(\lambda < 0\), the settling time of fixed-time synchronization is estimated by
\begin{equation}
T \leq \frac{1}{\lambda} \ln \frac{\xi_2^{\gamma+1}}{\xi_2^{\gamma+1}} + \frac{1}{\lambda} \ln \frac{\xi_2^{\gamma+1}}{\xi_2^{\gamma+1} - \lambda}.
\end{equation}

If \(\lambda = 0\), the settling time is estimated by
\begin{equation}
T \leq \frac{1}{\xi_2^{\gamma+1} (2 - \gamma)} + \frac{1}{\xi_2^{\gamma+1} (2 - \gamma)}.
\end{equation}

If \(\lambda > 0\), the settling time is estimated by
\begin{equation}
T \leq \frac{1}{\lambda} \frac{\xi_2^{\gamma+1}}{\xi_2^{\gamma+1} + \lambda} + \frac{1}{\lambda} \frac{\xi_2^{\gamma+1}}{\xi_2^{\gamma+1} + \lambda}.
\end{equation}

The proof of Theorem 1 is completed.

Remark 2. To avoid the chattering problem, the sign function in the controllers of [49, 51] was replaced by the continuous function tanh. Based on [49, 51], the sign function in controller (22) is replaced by the continuous function tanh to weaken or eliminate chattering phenomenon. For example, controller (22) can be modified as follows:

where \(\alpha_i, \beta_i, \xi_i\) and \(\gamma\) are also defined the same as in equation (22), for \(i \in I\).

According to Theorem 1, the following corollary can be obtained.
Corollary 1. Suppose that \((H_1)-(H_3)\) hold; then the drive-response systems (1) and (8) reach fixed-time synchronization under the state-feedback controller (41) if \(\alpha_i > 0, \alpha_i < 0\) and \(\beta_i \geq 0, i \in I\). Moreover, the settling time is defined the same as in Theorem 1, respectively.

\[
\tilde{K}_i(t) = -\bar{\alpha}_i e_i(t) - \text{sign}(e_i(t)) \left( \bar{\beta}_i + \xi \|e_i(t)\|^{\rho-1} + \sum_{j=1}^{n} \gamma_{ij} Z_j e_j(t - \tau_j(t)) \right), 
\]

where, for \(i \in I\), the control parameters \(\bar{\alpha}_i, \bar{\beta}_i\), and \(\xi\) are defined the same as in (22), the index \(p\) is a constant, and \(2 < \rho < 5\). Let \(\beta^* = \min_{i \in I} |\beta_i|\).

Based on Lemmas 1 and 3 and equation (32), we can get the following conclusion.

Corollary 2. Suppose that \((H_1)-(H_3)\) hold. Then, the drive-response systems (1) and (8) will reach synchronization in a fixed time under controller (42) if for \(i \in I, \alpha_i = 0\) and \(\beta_i > 0\). In addition, the settling time is estimated as

\[
T = \frac{\sqrt{2} \left( \frac{2^{(1-\rho/2)} \rho}{\xi n^{(2-\rho/2)}} \right)^{(1/p-1)}}{\beta^*} + \frac{2^{(2-\rho/2)}}{\xi n^{(2-\rho/2)} (\rho - 2)} \left( \frac{2^{(1-\rho/2)} \rho}{\xi n^{(2-\rho/2)}} \right)^{(2-\rho/p-1)},
\]

where the parameters are the same as in controller (22).

Corollary 3. Suppose that \((H_1)-(H_3)\) hold. Then, the drive-response systems (1) and (8) will reach synchronization in a fixed time under controller (44) if for \(i \in I, \alpha_i = 0\) and \(\beta_i > 0\). Meanwhile, the settling time \(T\) is defined the same as in Corollary 2.

Remark 4. It is noted that there is a sign function in the controller of [27, 28, 44, 47, 48], which will inevitably lead to the chattering phenomenon, while in controller (44) there is not. Therefore, the conclusion of Corollary 3 has better practicability.

Remark 5. In papers [41, 42], the synchronization for a class of memristor-based neural networks with discontinuous neuron activations and mixed time-varying delays was investigated, while the time of synchronization is infinite, not within a fixed time. Therefore, this paper improves some previous conclusions.

Secondly, the fixed-time synchronization based on a switching state-feedback controller will be focused on.

3.2. Fixed-Time Synchronization under the Switching State-Feedback Controller. To obtain the response system (8), which is synchronized to the drive system (1), the following switching state-feedback controller is designed as

In controller (22), after simple calculation, it is easy to get \(0 < 2y + 2|\text{sign}(V(t) - 1)| - 1 < 5\). When the power exponent \(2y + 2|\text{sign}(V(t) - 1)| - 1\) is replaced by a constant \(\rho - 1\) and \(2 < \rho < 5\), then controller (22) is modified as follows:

\[
\bar{K}_i(t) = -\bar{\alpha}_i e_i(t) - \text{sign}(e_i(t)) \left( \bar{\beta}_i + \xi \|e_i(t)\|^{\rho-1} + \sum_{j=1}^{n} \gamma_{ij} Z_j e_j(t - \tau_j(t)) \right), 
\]

where \(\bar{\alpha}_i, \bar{\beta}_i, \xi\) refer to the control gains, \(q_i\), 1 < \(y < 2\), and \(\lambda_i\) are positive constants, for \(i \in I\); and \(\|e(t)\|_1 = \sum_{i=1}^{n} |e_i(t)|\).

Remark 6. Compared with the switching state-feedback controller in literature [52], the power exponent in equation (45) is a function of the system error state rather than a constant. Furthermore, there is no sign function in the control parameters coefficient in the above controller (45), which not only reduces or eliminates the chattering phenomenon but also saves energy. In addition, the switching state-feedback controller has another advantage lying in overcoming the uncertainty difference of Filippov solution and the influence of mixed time-varying delays. From a practical point of view, controller (45) has a stronger practicability.
For the sake of convenience, \( \omega_i \) and \( \chi_i \) are denoted: 
\[
\omega_i = -\omega_i - a_{ij} \sum_{j=1}^n \bar{B}_{ij} L_i, \text{ and } \chi_i = -[a_{ij}^* - a_{ji}^*] [T_i - \sum_{j=1}^n \tilde{B}_{ij} (N_j + 2S_j)] - \sum_{j=1}^n [\epsilon_j (H_j + 2M_j) + 2\tilde{A}_{ij} S_j \delta_j], \quad i \in I.
\]

**Theorem 2.** Suppose that \((H_1) - (H_2)\) hold; if \( q_i + \chi_i \geq 0, i \in I \), then, under controller (45), the following statements hold:

**Case (I):** If \( \omega < 0 \), the drive-response systems (1) and (8) are synchronized in fixed time and the settling time is estimated by
\[
T \leq \frac{1}{\omega (2 - \gamma)} \ln \frac{\lambda}{\lambda - \alpha} + \frac{1}{\omega \gamma} \ln \frac{\lambda^n - \gamma}{\lambda^n - \omega}. \tag{46}
\]

**Case (II):** If \( \omega = 0 \), the drive-response systems (1) and (8) are synchronized in a fixed time and the settling time is estimated by
\[
T \leq \frac{1}{\lambda (2 - \gamma)} + \frac{1}{\lambda^n \gamma}. \tag{47}
\]

**Case (III):** If \( \omega > 0 \), the drive-response systems (1) and (8) are synchronized in a fixed time and the settling time is estimated by
\[
T \leq \frac{1}{\omega (2 - \gamma)} \ln \frac{\lambda}{\lambda - \alpha} + \frac{1}{\omega \gamma} \ln \frac{\lambda^n - \gamma}{\lambda^n - \omega}. \tag{48}
\]

where \( \omega = \max_{i \in I} \{ \omega_i \} \) and \( \lambda = \min_{i \in I} \{ \lambda_i \} \).

**Proof.** Construct a Lyapunov function as follows:
\[
V(t) = \sum_{i=1}^n |e_i(t)|. \tag{49}
\]

Calculating the upper right derivative of \( V(t) \) along the solution of the error system (15), one can get
\[
D^+ V(t) = \sum_{i=1}^n \text{sign}(e_i(t)) \dot{e}_i(t) = \sum_{i=1}^n \text{sign}(e_i(t)) [-\dot{u}_i(t)]y_i(t) - \bar{a}_i(t) x_i(t) + \sum_{j=1}^n \bar{B}_{ij} \dot{y}_j(t) - \tilde{B}_{ij} \eta_j(t) + \sum_{j=1}^n \epsilon_j (t) \tilde{A}_{ij} \eta_j(t) - \tilde{A}_{ij} S_j \delta_j(t) + \sum_{j=1}^n \tilde{A}_{ij} (N_j + 2S_j) - \sum_{j=1}^n \tilde{A}_{ij} S_j \delta_j(t) + \text{sign}(e_i(t)) \eta_j(t) ds + \sum_{j=1}^n \tilde{A}_{ij} S_j \delta_j(t) + \eta_j(t) \tilde{A}_{ij} \eta_j(t) - \tilde{A}_{ij} S_j \delta_j(t), \quad i \in I.
\]

and substituting equations (28), (29), and (30) into equation (50), with the help of Lemma 4, one can obtain
\[
D^+ V(t) \leq \sum_{i=1}^n [-|a|^* + |a|^* - a_i^* + a_i^*] [T_i + \sum_{j=1}^n (B_{ij} L_j \epsilon_j(t) + \bar{B}_{ij} (N_j + 2S_j))] + \sum_{j=1}^n \epsilon_j (t) \tilde{A}_{ij} \eta_j(t) - \tilde{A}_{ij} S_j \delta_j(t) - \sum_{j=1}^n \tilde{A}_{ij} S_j \delta_j(t) + \eta_j(t) \tilde{A}_{ij} \eta_j(t) - \tilde{A}_{ij} S_j \delta_j(t), \quad i \in I.
\]

Next, based on Lemma 1, we will deal with \( -\lambda \sum_{i=1}^n |e_i(t)|^{\gamma+1} \) simultaneously the following inequalities can be obtained:

**Case (I):** when \( 0 \leq V(t) < 1 \), one can get
\[
-\lambda \sum_{i=1}^n |e_i(t)|^{\gamma+1} = -\lambda \sum_{i=1}^n |e_i(t)|^{-1}. \tag{52}
\]

By applying Lemma 1 and \( 0 < \gamma + 1 < 1 \), one can get
\[
-\lambda \sum_{i=1}^n |e_i(t)|^{\gamma+1} \leq -\lambda (V(t))^{\gamma+1}. \tag{53}
\]

**Case (II):** when \( V(t) \geq 1 \), one can have
\[
-\lambda \sum_{i=1}^n |e_i(t)|^{\gamma+1} = -\lambda \sum_{i=1}^n |e_i(t)|^{\gamma+1}. \tag{54}
\]

With the help of Lemma 1 and \( \gamma + 1 > 1 \), one can obtain
\[
-\lambda \sum_{i=1}^n |e_i(t)|^{\gamma+1} \leq -\lambda n^{-\gamma} (V(t))^{\gamma+1}. \tag{55}
\]

From equations (53) and (55), the following inequality can be derived:
\[
D^+ V(t) \leq \begin{cases} \omega V(t) - \lambda n^{-\gamma} (V(t))^{\gamma+1}, & V(t) \geq 1, \\ \omega V(t) - \lambda (V(t))^{\gamma+1}, & 0 \leq V(t) < 1, \end{cases}
\]

where \( \omega < \lambda n^{-\gamma} \).
From Lemma 2, the drive-response systems (1) and (8) reach synchronization in a fixed time; and the settling time can be given as follows.

If \( \omega < 0 \), the settling time is estimated by

\[
T \leq \frac{1}{\omega(2 - \gamma)} \ln \frac{1}{\kappa - \omega} + \frac{1}{\omega} \ln \frac{\kappa^{-\gamma}}{\kappa^{-\gamma} - \omega}.
\]  

(57)

if \( \omega = 0 \), the settling time is estimated by

\[
T \leq \frac{1}{\kappa(2 - \gamma)} + \frac{1}{\kappa} \ln \frac{\kappa^{-\gamma}}{\kappa^{-\gamma} - \omega}.
\]  

(58)

and if \( \omega > 0 \), the settling time is estimated by

\[
T \leq \frac{1}{\omega(2 - \gamma)} \ln \frac{\lambda}{\kappa - \omega} + \frac{1}{\omega} \ln \frac{\kappa^{-\gamma}}{\kappa^{-\gamma} - \omega}.
\]  

(59)

The proof of Theorem 2 is completed.

Next, we will consider a special case of the drive system (1) and the response system (8). When connection weight of the distributed time delay \( d_i(t) = 0, i, j \in I \), the drive system (1) is reduced to the following form:

\[
\dot{x}_i(t) = -a_i(x_i(t))x_i(t) + \sum_{j=1}^{n} b_{ij}(x_i(t))f_j(x_j(t)) + \sum_{j=1}^{n} c_{ij}(x_i(t))
\]

\[
\times g_j(x_j(t - \tau_j(t))) + I_i.
\]

(60)

The response system (8) is degenerated to the following form:

\[
\dot{y}_i(t) = -a_i(y_i(t))y_i(t) + \sum_{j=1}^{n} b_{ij}(y_i(t))f_j(y_j(t)) + \sum_{j=1}^{n} c_{ij}(y_i(t))
\]

\[
\times g_j(y_j(t - \tau_j(t))) + I_i + U_i(t).
\]

(61)

The control parameter \( \chi_i \) becomes as follows:

\[
\hat{\chi}_i = -a_i^* - a_i^{**} |T_i - \sum_{j=1}^{n} b_{ij}(N_j + 2S_j) - \sum_{j=1}^{n} [\tau_j(H_j + 2M_j)]|, \quad i \in I.
\]

(62)

According to Theorem 2, we can obtain the following result. \( \Box \)

**Corollary 4.** Suppose that \((H_1)-(H_3)\) hold: if \( q_i + \sum_{i=1}^{n} \hat{\chi}_i \geq 0 \) and \( \omega_i > 0 (\omega_i = 0, \omega_i < 0), i \in I \), then the drive-response systems (60) and (61) will reach fixed-time synchronization under controller (45), and the settling time is defined the same as that in Theorem 2, respectively.

**Remark 7.** In this paper, the neural network model includes memristor, mixed time-varying delay, and discontinuous activation function. In paper [53], the authors only focused on the discontinuous neuron activation function, but the effect of mixed time-varying delays on control synchronization was neglected; and, in paper [54], the effect of distributed delay on systems finite-time synchronization is not considered; in addition, the activation functions of neurons were continuous. Therefore, the mathematical model of the neural network of this paper is more general.

Based on controller (45), the following no-sign function switching state-feedback controller can be obtained:

\[
\hat{U}_i(t) = \begin{cases} 
-\omega \|e_i(t)\| - q_i \|e(t)\|_1, & \|e(t)\|_1 \neq 0, \\
0, & \|e(t)\|_1 = 0.
\end{cases}
\]

(63)

where \( 1 < \gamma < 2 \) and the other control parameters are the same as those in the switching state-feedback controller (45). Let \( \hat{a} = \sum_{i=1}^{n} (q_i + \hat{\chi}_i) \).

With the help of equation (53) and by applying Lemmas 1 and 3, the following result can be obtained.

**Corollary 5.** Suppose that \((H_1)-(H_3)\) hold. If the control parameters \( q_i \) satisfy \( q_i + \hat{\chi}_i \geq 0 \) and \( \omega_i = 0 \), then the drive-
response systems (1) and (8) will reach fixed-time synchronization with the switching state-feedback controller (63). Moreover, the settling time is estimated by

\[ T \leq \frac{1}{\bar{a}} \left( \frac{\bar{a}n^{2}}{\bar{a}} \right)^{(1+\gamma)\left(1+\gamma\right)} + \frac{n^{2}}{\gamma^{2}} \left( \frac{\bar{a}n^{2}}{\bar{a}} \right)^{(-\gamma(1+\gamma))}. \]  

(64)

In controller (45), we remove the term \( \text{sign}(\|e(t)\|_{1} - 1) \) in index term, and a switching state-feedback controller with no-sign function can be got. Afterwards, let \( 0 < \gamma < 1 \); by using the common finite-time stability theory in [51], the following results can be obtained.

**Corollary 6.** Suppose that \((H_1)-(H_3)\) hold; if \( q_i - |a_i^* - a_i^{**}|T_i - 2 \sum_{j=1}^{N_i} (\overline{b}_{ij}S_{j} + M_j + \overline{d}_{ij}S_{j}) \geq 0 \) and \( \omega_i = 0, i \in I \), under the modified controller (45), then the drive-response systems (1) and (8) are synchronized in a fixed time and the settling time is estimated to be

\[ T \leq (\|\phi(0) - \phi(0)\|^2 + \gamma(1-\gamma)). \]

Next, we consider another special case of neural network mathematical model in this paper; that is, the neuron activation functions are continuous.

**Corollary 7.** Suppose that \((H_1)-(H_3)\) hold; if \( q_i - |a_i^* - a_i^{**}|T_i - 2 \sum_{j=1}^{N_i} (\overline{b}_{ij}S_{j} + M_j + \overline{d}_{ij}S_{j}) \geq 0 \) and \( \omega_i > 0, i \in I \), under controller (45), then the drive-response systems (1) and (8) are synchronized in a fixed time and the settling time is defined the same as in Theorem 2, respectively.

**Remark 8.** In Theorem 2 and Corollary 6, the main differences in conditions \( q_i - |a_i^* - a_i^{**}|T_i \) and \( \sum_{j=1}^{N_i} (\overline{b}_{ij}S_{j} + M_j + \overline{d}_{ij}S_{j}) \geq 0 \) and \( q_i - |a_i^* - a_i^{**}|T_i - 2 \sum_{j=1}^{N_i} (\overline{b}_{ij}S_{j} + M_j + \overline{d}_{ij}S_{j}) \geq 0 \) are \( N_i = H_i = 0 \); other parameters are the same. That is to say, controller (45) is suitable for both continuous and discontinuous neuron activation functions. Also, there is no-sign function in the control parameters. Therefore, our method improves some previous results.

### 4. Numerical Simulations

In this section, two numerical examples are given to show the correctness and the effectiveness of the main results in this paper.

#### 4.1. Example of Fixed-Time Synchronization under Nonlinear State-Feedback Controller

**Example 1.** The following 2-dimensional memristive neural networks with discontinuous neuron activation functions and mixed time-varying delays are considered as the drive system:

\[
x_i(t) = -a_i(x_i(t))x_i(t) + \sum_{j=1}^{2} b_{ij}(x_j(t))f_j(x_j(t)) + \sum_{j=1}^{2} c_{ij}(x_j(t - \tau_j(t)))
\]

\[
\times g_j(x_j(t + \tau_j(t))) + \sum_{j=1}^{2} d_{ij}(x_j(t)) \int_{t-\delta_i(t)}^{t} f_j(x_j(s))ds + I_i,
\]

where \( i = 1, 2 \), \( f_1(u) = f_2(u) = 1.21 \tanh(u) + 0.04\text{sign}(u), g_1(u) = g_2(u) = 1.1 \sin(u) + 0.03\text{sign}(u), \)

\( \tau_1(t) = \tau_2(t) = (c' + c)1/2, \delta_1(t) = \delta_2(t) = 1, \) and \( I_1 = I_2 = 0, \) and the values of the memristors are as follows:
The model (65) has chaotic attractor with the initial values $x_1(s) = -0.4$ and $x_2(s) = 0.6$ for $s \in [-1, 0]$ which can be seen in Figure 1; and the state trajectories of system (65) with initial conditions $x_1(s) = -0.4, x_2 = 0.6$ are described in Figures 2 and 3.

The response system is given by

$$\dot{y}_i(t) = -a_i(y_i(t))y_i(t) + \sum_{j=1}^{2} b_{ij}(y_j(t)) f_j(y_j(t))$$

$$+ \sum_{j=1}^{2} c_{ij}(y_j(t - \tau_j(t)))$$

$$\times g_j(y_j(t - \tau_j(t))) + \sum_{j=1}^{2} d_{ij}(y_j(t))$$

$$\cdot \int_{t-\delta_i(t)}^{t} f_j(y_j(s)) \, ds + I_i + K_i(t),$$

where the parameters $a_i(\cdot), b_{ij}(\cdot), c_{ij}(\cdot), d_{ij}(\cdot), f_j(\cdot), \tau_j(\cdot)$, and $\delta_i(t)$ are defined the same as those in system (67). Through simple calculation, we know that $L_1 = L_2 = 1.21$, $N_1 = N_2 = 0.04$, $Z_1 = Z_2 = 1.1$, $H_1 = H_2 = 0.03$, $S_1 = S_2 = 1.25$, and $M_1 = M_2 = 1.13$. 

[Figure 1: The chaotic attractor of system (65) with the initial values $x_1(s) = -0.4$ and $x_2(s) = 0.6$, for $s \in [-1, 0]$.]

[Figure 2: The dynamical behaviors for $x_i(t)$ of system (65) with the initial value $x_1(s) = -0.4$, for $s \in [-1, 0]$.]
It is easy to check that the activation functions $f_1$, $f_2$, $g_1$, and $g_2$ satisfy assumptions $(H_1)$–$(H_4)$.

It is easy to get that $\alpha_1 = -0.32, \alpha_2 = -0.2, \alpha_1 = 0.4, \alpha_2 = 0.51, \beta_1 = 1.2, \beta_2 = 1.2, \beta_1 = 1.4, \beta_2 = 1.6, \alpha_1 = 1.1, \alpha_2 = 1.45, \alpha_2 = 1.6, \alpha_2 = 1.7, \text{and} \ \alpha_1 = 0.6, \alpha_2 = 0.5, \beta_1 = 1.4, \beta_2 = 1.5.$

Take the control parameters $\beta_1 = 17$ and $\beta_2 = 23$.

By simple calculation, $1.0145 = \beta_1 = \beta_2 - |a_1^2 - a_2^2| \{T_1 - \sum_{j=1}^{2} \beta_{1j}(N_j + 2S_j) - \sum_{j=1}^{2} \alpha_{1j}(H_j + 2M_j) - 2 \sum_{j=1}^{2} \alpha_{1j} S_j \delta_j \geq 0, \text{ and } 0.3 = \beta_2 = \beta_2 - |a_1^2 - a_2^2| \{T_2 - \sum_{j=1}^{2} \beta_{2j}(N_j + 2S_j) - \sum_{j=1}^{2} \alpha_{2j}(H_j + 2M_j) - 2 \sum_{j=1}^{2} \alpha_{2j} S_j \delta_j \geq 0.$

It can be seen from Figures 4 and 5 that when no controller is added to the response system (67), the state curves do not achieve fixed-time synchronization in Example 1.

According to the different controllers (26) and (41), numerical simulation of Example 1 will be divided into Case (A) and Case (B). Firstly, Case (A) will be simulated numerically as follows:

Case (A): under controller (26).

We take the control parameters $\xi = 0.9$ and $\gamma = 1.55$; and we will calculate parameter $\lambda$ about the control gain $\alpha_1$ in three cases:

Case (I): $0.4 < \lambda < 0$.

When $\alpha_1 = 3.245, 0.1 = \alpha_1 = \alpha_1 - \alpha_1 + (1/2) \sum_{j=1}^{2} \beta_{1j} L_j + (1/2) \sum_{j=1}^{2} \beta_{1j} L_j > 0$, when $\alpha_1 = 3.509, 0.2 = \alpha_2 = \alpha_2 - \alpha_2 + (1/2) \sum_{j=1}^{2} \beta_{2j} L_j + (1/2) \sum_{j=1}^{2} \beta_{2j} L_j > 0$; it can be found that all the conditions of Theorem 1 are satisfied, and the drive-response systems (1) and (8) reach fixed-time synchronization.

When $\lambda > 0$, the fixed-time synchronization errors between the systems (65) and (67) are demonstrated in Figures 6–9, where 8 classes of different initial values are chosen for equations (65) and (67) by $x_1(s) = -0.4, x_2(s) = 0.6, y_1(s) = -0.15 + 0.35k, \text{ and } y_2(s) = 0.55 - 0.35k, \text{ for } s \in [-1, 0]$ and $k \in [-4, -3, -2, -1, 0, 1, 3]$. Figures 6–9 show that our results are effective, when $\lambda > 0$. Through calculation, the settling time is estimated by $T \leq 2.4707$.

Case (II): $\lambda = 0$.

When $\alpha_1 = 3.345, 0 = \alpha_1 = \alpha_1 - \alpha_1 + (1/2) \sum_{j=1}^{2} \beta_{1j} L_j + (1/2) \sum_{j=1}^{2} \beta_{1j} L_j$, when $\alpha_1 = 3.709, 0 = \alpha_2 = -\alpha_2 + (1/2) \sum_{j=1}^{2} \beta_{2j} L_j + (1/2) \sum_{j=1}^{2} \beta_{2j} L_j$, which implies that all the conditions of Theorem 1 are satisfied, and the drive-response systems (1) and (8) reach fixed-time synchronization.

When $\lambda = 0$, the fixed-time synchronization errors between the systems (65) and (67) are demonstrated in Figures 10–13, where 8 classes of different initial values are chosen for equations (65) and (67) by $x_1(s) = -0.4, x_2(s) = 0.6, y_1(s) = -0.25 + 0.3k, \text{ and } y_2(s) = 0.4 - 0.3k, \text{ for } s \in [-1, 0]$ and $k \in [-4,
Figures 10–13 show that our results are effective, when \( \lambda \leq 0 \). Through calculation, the settling time is estimated by \( T \leq 2.049 \).

Case (III): \(-0.2 = \lambda < 0\).

When \( \varpi_1 = 3.545, -0.2 = \alpha_1 = -\varpi_1 - a_1 + (1/2) \sum_{j=1}^{2} \bar{B}_{1j} L_j ; \) when \( \varpi_2 = 3.809, -0.1 = \alpha_2 = -\varpi_2 - a_2 + (1/2) \sum_{j=1}^{2} \bar{B}_{2j} L_j \), which implies that all the conditions of Theorem 1 are satisfied, and the drive-response systems (1) and (8) reach fixed-time synchronization.

When \( \lambda < 0 \), the fixed-time synchronization errors between the systems (65) and (67) are demonstrated in Figures 14–17, where 8 classes of different initial values are chosen for equations (65) and (67) by \( x_1^1(s) = -0.4, x_2^1(s) = 0.6, y_1^1(s) = -0.3 + 0.35k \), and

\[
y_2^1(s) = 0.5 - 0.4k, \quad \text{for} \quad s \in [-1, 0] \quad \text{and} \quad k \in [-4, -3, -2, -1, 0, 1, 3].
\]

Figures 14–17 show that our results are effective, if \( \lambda < 0 \). Through calculation, the settling time is estimated by \( T \leq 1.91 \).

Figures 6–17 demonstrate the correctness and effectiveness of the conclusions of Theorem 1.

Case (B): under controller (41).

Take the same controller parameters as in controller (26). By substituting the parameters of controller (26) into controller (41), we can derive
Figure 10: The fixed-time synchronization errors $e_1$ curves under controller (26), $\lambda = 0$, in Example 1.

Figure 11: The fixed-time synchronization errors $e_2$ curves under controller (26), $\lambda = 0$, in Example 1.

Figure 12: The fixed-time synchronization curves $x_1(t)$ and $y_1(t)$ under controller (26), $\lambda = 0$, in Example 1.

Figure 13: The fixed-time synchronization curves $x_2(t)$ and $y_2(t)$ under controller (26), $\lambda = 0$, in Example 1.
K_1(t) = -\bar{\alpha}_1 e_1(t) - \tanh(e_1(t)) \left( 17 + 0.9 |e_1(t)|^{\beta_1+2\lambda} - 1.21 |e_1(t - \tau_1(t))| - 1.595 |e_2(t - \tau_2(t))| \right),

K_2(t) = -\bar{\alpha}_2 e_2(t) - \tanh(e_2(t)) \left( 23 + 0.9 |e_2(t)|^{\beta_2+2\lambda} - 1.76 |e_1(t - \tau_1(t))| - 1.87 |e_2(t - \tau_2(t))| \right),

where k = 1, 2, 3. According to the control parameters \bar{\alpha}_{1k} and \bar{\alpha}_{2k}, the numerical simulation is carried out in three cases, and the initial values are the same as those of Case (A), respectively.

It can be seen from Figures 18–20 that the control synchronization settling time \( T \) of the drive-response systems (65) and (67) is the same as that of Case (A), respectively. Furthermore, by comparing Figures 18–20 and 6–17, it can be found that there is no chattering for the state trajectories of error systems under controller (41), in Example 1.

According to Figures 18–20, the conclusions of Corollary 1 are correct and effective.

4.2. Example of Fixed-Time Synchronization under Switching State-Feedback Controller

Example 2. Consider the 2-dimensional memristive neural networks with discontinuous neuron activation functions and mixed time-varying delays as follows:
\[ \dot{x}_i(t) = -a_i(x_i(t))x_i(t) + \sum_{j=1}^{2} b_{ij}(x_j(t))f_j(x_j(t)) + \sum_{j=1}^{2} c_{ij}(x_j(t - \tau_j(t))) \times g_j(x_j(t - \tau_j(t))) + \sum_{j=1}^{2} d_{ij}(x_j(t)) \int_{t-\delta_j(t)}^{t} f_j(x_j(s))ds + I_i, \]

where \( i = 1, 2, \) \( f_1(u) = f_2(u) = 1.3 \tanh(u) - 0.01 \text{sign}(u), \) \( g_1(u) = g_2(u) = \sin(u) - 0.01 \text{sign}(u), \) \( \tau_1(t) = \tau_2(t) = \lim_{t \to \infty} (e^{j/1} + e^{j/2}), \) \( \delta_1(t) = \delta_2(t) = 1, \) and \( I_1 = I_2 = 0; \) and the values of the memristors are as follows:

**Figure 16:** The fixed-time synchronization curves \( x_1(t) \) and \( y_1(t) \) under controller (26), \( \lambda < 0, \) in Example 1.

**Figure 17:** The fixed-time synchronization curves \( x_2(t) \) and \( y_2(t) \) under controller (26), \( \lambda < 0, \) in Example 1.
Figure 18: When $\lambda = 0.4, \Omega_{11} = 3.245, \Omega_{21} = 3.509$, state trajectories of error systems $e_1$ and $e_2$ under controller (41), and the settling time $T \leq 2.4707$.

Figure 19: When $\lambda = 0, \Omega_{12} = 3.245, \Omega_{22} = 3.709$, state trajectories of error systems $e_1$ and $e_2$ under controller (41), and the settling time $T \leq 2.049$.

Figure 20: When $\lambda = -0.2, \Omega_{13} = 3.54, \Omega_{23} = 3.809$, state trajectories of error systems $e_1$ and $e_2$ under controller (41), and the settling time $T \leq 1.91$.

Figure 21: The chaotic attractors of system (69) with the initial values $x_1(s) = 0.6$ and $x_2(s) = -0.5$, for $s \in [-1, 0]$. 
Figure 22: The dynamical behaviors of $x_1(t)$ of system (69) with the initial value $x_1(s) = 0.6$, for $s \in [-1, 0]$.

Figure 23: The dynamical behaviors of $x_2(t)$ of system (69) with the initial value $x_2(s) = -0.5$, for $s \in [-1, 0]$.

Figure 24: The state curves of $x_1(t)$ and $y_1(t)$ without control, in Example 2.

$$a_1(x_1(t)) = \begin{cases} 0.63, & |x_1(t)| \leq 1.2, \\ 0.9, & |x_1(t)| > 1.2, \end{cases}$$

$$a_2(x_2(t)) = \begin{cases} -0.5, & |x_2(t)| \leq 1.2, \\ 0.4, & |x_2(t)| > 1.2, \end{cases}$$

$$b_{11}(x_1(t)) = \begin{cases} -0.6, & |x_1(t)| \leq 1.2, \\ -0.5, & |x_1(t)| > 1.2, \end{cases}$$

$$b_{12}(x_1(t)) = \begin{cases} 0.9, & |x_1(t)| \leq 1.2, \\ -1.3, & |x_1(t)| > 1.2, \end{cases}$$

$$b_{21}(x_2(t)) = \begin{cases} -1.23, & |x_2(t)| \leq 1.2, \\ -0.8, & |x_2(t)| > 1.2, \end{cases}$$

$$b_{22}(x_2(t)) = \begin{cases} -1, & |x_2(t)| \leq 1.2, \\ -1.7, & |x_2(t)| > 1.2, \end{cases}$$

$$c_{11}(x_1(t)) = \begin{cases} -0.35, & |x_1(t)| \leq 1.2, \\ -1.54, & |x_1(t)| > 1.2, \end{cases}$$

$$c_{12}(x_1(t)) = \begin{cases} -0.85, & |x_1(t)| \leq 1.2, \\ -0.8, & |x_1(t)| > 1.2, \end{cases}$$

$$c_{21}(x_2(t)) = \begin{cases} -0.63, & |x_1(t)| \leq 1.2, \\ -1.3, & |x_1(t)| > 1.2, \end{cases}$$

$$c_{22}(x_2(t)) = \begin{cases} 0.6, & |x_2(t)| \leq 1.2, \\ 1.6, & |x_2(t)| > 1.2, \end{cases}$$

$$d_{11}(x_1(t)) = \begin{cases} 0.6, & |x_1(t)| \leq 1.2, \\ -0.94, & |x_1(t)| > 1.2, \end{cases}$$

$$d_{12}(x_1(t)) = \begin{cases} 1.15, & |x_1(t)| \leq 1.2, \\ 0.9, & |x_1(t)| > 1.2, \end{cases}$$

$$d_{21}(x_2(t)) = \begin{cases} 1.2, & |x_2(t)| \leq 1.2, \\ -0.46, & |x_2(t)| > 1.2, \end{cases}$$

$$d_{22}(x_2(t)) = \begin{cases} 1.2, & |x_2(t)| \leq 1.2, \\ -1.1, & |x_2(t)| > 1.2. \end{cases}$$

The model (69) has chaotic attractor with the initial values $x_1(s) = 0.6$ and $x_2(s) = -0.5$ for $s \in [-1, 0]$ which can be seen in Figure 21; and the state trajectories of system (69) with initial conditions $x_1(s) = 0.6$, $x_2 = -0.5$ are described in Figures 22 and 23.

Considering equation (69) as the drive system, the corresponding response system is described as follows:
Example 2. Figure 26: The fixed-time synchronization errors curves of $e_1$ and $e_2$ under controller (45), $\omega < 0$, in Example 2.

\[
\dot{y}_1(t) = -a_i(y_i(t))y_i(t) + \sum_{j=1}^{2} b_{ij}(y_j(t))f_j(y_j(t)) + \sum_{j=1}^{2} c_{ij}(y_j(t - \tau_j(t))) \\
\times g_j(y_j(t - \tau_j(t))) + \sum_{j=1}^{2} d_{ij}(y_j(t))\int_{t-\delta_j(t)}^{t} f_j(y_j(s))ds + I_i + U_i(t),
\]

(71)

where the parameters $a_i(\cdot), b_{ij}(\cdot), c_{ij}(\cdot), d_{ij}(\cdot), f_j(\cdot), \tau_j(\cdot),$ and $\delta_j(\cdot)$ are the same as those defined in system (69).

Through calculation, we know that $L_1 = L_2 = 1.3$, $N_1 = N_2 = 0.01$, $Z_1 = Z_2 = 1$, $H_1 = H_2 = 0.01$, $S_1 = S_2 = 1.29$, and $M_1 = M_2 = 1.01$.

It is easy to check that the activation functions $f_1, f_2, g_1,$ and $g_2$ satisfy assumptions $(H_1) - (H_4)$.

It is easy to get that $q_1 = 0.63, q_2 = -0.5, a_1 = 0.9, a_2 = 0.4, b_{11} = 0.6, b_{12} = 1.3, b_{21} = 1.23, b_{22} = 1.7, c_{11} = 1.54, c_{12} = 0.85, c_{21} = 1.3, c_{22} = 1.6, \text{ and } d_{11} = 0.94, d_{12} = 1.15, d_{21} = 1.2, d_{22} = 1.2.$

Take the control parameters $q_1 = 15.8$ and $q_2 = 21.$ By simple calculations, $0.1932 = q_1 - [a_1^* - a_2^*]T_1 - \sum_{j=1}^{2} b_{j1} (N_j + 2S_j) - \sum_{j=1}^{2} \bar{c}_{1j}(H_j + 2M_j) - 2\sum_{j=1}^{2} \bar{d}_{ij}S_j \delta_j \geq 0, \text{ and}$
0.2576 = q_2 \sum |a^*_2 - a^*_3| + \sum_{j=1}^{2} \left( T_2 \sum_{i=1}^{2} B_2 \sum_{j=1}^{2} \delta_j \delta_j \right)
(1 + 2M_j) - 2 \sum_{j=1}^{2} \frac{S_j}{S_j} \delta_j \delta_j \geq 0.

It can be seen from Figures 24 and 25 that when no controller is added to the response system (71), the state curves do not achieve fixed-time synchronization, in Example 2.

We take the control parameters $\alpha = 0.9$ and $\gamma = 1.5$. Next, we will calculate parameter $\omega$ about the control gain $\omega_j$ in three cases:

Case (I): $-0.1 = \omega < 0$.
When $\omega_2 = 4.5$, $-0.1 = \omega_2 < \omega_1 + \sum_{j=1}^{2} B_2 L_j$ $L_j < 0$; when $\omega_2 = 4.5$, $-0.1 = \omega_2$, $\omega_2 + \sum_{j=1}^{2} B_2 L_j$ $L_j < 0$; it can be found that all the conditions of Theorem 2 are satisfied, and the drive-response systems (1) and (8) achieve fixed-time synchronization.

When $\omega < 0$, the fixed-time synchronization errors between the system (69) and (71) are demonstrated in Figures 26–28, where 8 classes of different initial values are chosen for $x_1(s)$ and $y_1(s)$, $x_2(s)$ and $y_2(s)$, for $s \in [-1, 0]$ and $k \in \{ -4, -3, -2, -1, 0, 1, 3 \}$. Figures 26–28 show that our results are effective when $\omega < 0$. Through calculation, the settling time is estimated to be $T \leq 3.9291$. We can see that our conclusion of Theorem 2 is correct.

Case (II): $0.1 = \omega > 0$.
Figure 33: The fixed-time synchronization errors curves of \( x_1(t) \) and \( y_1(t) \) under controller (45), \( \omega = 0 \), in Example 2.

Figure 34: The fixed-time synchronization errors curves of \( x_2(t) \) and \( y_2(t) \) under controller (45), \( \omega = 0 \), in Example 2.

When \( \overline{\omega}_1 = 1.649 \), \( 0.1 = \omega_1 = -\overline{\omega}_1 - \overline{a}_1 + \sum_{j=1}^{2} \overline{b}_{1j}L_j > 0 \); when \( \overline{\omega}_2 = 4.3 \), \( 0.1 = \omega_2 = -\overline{\omega}_2 - \overline{a}_2 + \sum_{j=1}^{2} \overline{b}_{2j}L_j > 0 \); it can be found that all the conditions of Theorem 2 are satisfied, and the drive-response systems (1) and (8) achieve fixed-time synchronization.

When \( \omega > 0 \), the fixed-time synchronization errors between the system (69) and (71) are demonstrated in Figures 29–31, where 8 classes of different initial values are chosen for equations (69) and (71) by \( x_1^0(s) = 0.6 \), \( x_2^0(s) = -0.5 \), \( y_1^0(s) = 0.2 - 0.21k \), and \( y_2^0(s) = -0.2 + 0.1k \), for \( s \in [-1, 0] \) and \( k \in \{-4, -3, -2, 0, 1, 3\} \). Figures 29–31 show that our results are effective, when \( \omega > 0 \). Through calculation, the settling time is estimated by \( T \leq 5.0061 \). We can know that our conclusion of Theorem 2 is correct.

Case (III): \( 0 = \omega \).

When \( \overline{\omega}_1 = 1.749 \), \( 0 = \omega_1 = -\overline{\omega}_1 - \overline{a}_1 + \sum_{j=1}^{2} \overline{b}_{1j}L_j; \) when \( \overline{\omega}_2 = 4.4 \), \( 0 = \omega_2 = -\overline{\omega}_2 - \overline{a}_2 + \sum_{j=1}^{2} \overline{b}_{2j}L_j \), which implies that all the conditions of Theorem 2 are satisfied, and the drive-response systems (1) and (8) achieve fixed-time synchronization.

When \( \omega = 0 \), the fixed-time synchronization errors between the systems (69) and (71) are demonstrated in Figures 32–34, where 8 classes of different initial values are chosen for equations (69) and (71) by \( x_1^0(s) = 0.6 \), \( x_2^0(s) = -0.5 \), \( y_1^0(s) = 0.5 - 0.21k \), and \( y_2^0(s) = -0.4 + 0.23k \), for \( s \in [-1, 0] \) and \( k \in \{-4, -3, -2, 0, 1, 3\} \). Figures 32–34 show that our results are effective, when \( \omega > 0 \). Through calculation, the settling time is estimated by \( T \leq 4.3147 \). We can know that our conclusion of Theorem 2 is correct.

From Figures 26–34, it is clear that the conclusions of Theorem 2 are correct and effective.

5. Conclusions

In this paper, two energy-saving and simple controllers are designed to achieve the fixed-time synchronization for a class of memristive neural networks with discontinuous neuron activation functions and mixed time-varying delays. Under the fixed-time stability theory, the extended Filippov framework, and the theory of differential inclusion, several new and useful sufficient conditions of fixed-time synchronization for the drive-response systems (1) and (8) are obtained; and the power exponent in the controllers is a function rather than a constant, which can save energy. Meanwhile, the control parameters are closely related not only to the distributed delays but also to the switching jumps of state and have an inhibition effect on the fixed-time synchronization. In our model, the discontinuous activation function and mixed time-varying delays are taken into consideration, making our model more practical and realistic. It is verified by numerical simulations that the chattering phenomenon can be weakened or eliminated by replacing discontinuous sign functions with continuous tanh in the controllers. In addition, based on the above methods, the settling time of fixed-time synchronization proposed in this paper is closer to the actual synchronization time, which has made some progress on the basis of previous works [41, 42, 44, 55]. Finally, two numerical simulations are provided to verify the correctness and effectiveness of the obtained theoretical results. Shortly, we will consider the fixed-time synchronization of delayed memristive neural networks, design more energy-saving and simpler aperiodic intermittent controllers, and eliminate the bounded conditions of neuron activation functions.
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