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ABSTRACT

Recent deep-learning approaches have shown that Frequency Transformation (FT) blocks can significantly improve spectrogram-based single-source separation models by capturing frequency patterns. The goal of this paper is to extend the FT block to fit the multi-source task. We propose the Latent Source Attentive Frequency Transformation (LaSAFT) block to capture source-dependent frequency patterns. We also propose the Gated Point-wise Convolutional Modulation (GPoCM), an extension of Feature-wise Linear Modulation (FiLM), to modulate internal features. By employing these two novel methods, we extend the Conditioned-U-Net (CUNet) for multi-source separation, and the experimental results indicate that our LaSAFT and GPoCM can improve the CUNet’s performance, achieving state-of-the-art SDR performance on several MUSDB18 source separation tasks.

Index Terms— conditioned source separation, attention

1. INTRODUCTION

Most of the deep learning-based models for Music Source Separation (MSS) are dedicated to a single instrument. However, this approach forces us to train an individual model for each instrument. Besides, trained models cannot use the commonalities between different instruments. A simple extension to multi-source separation is to generate several outputs at once. For example, models proposed in [1, 2] generate multiple outputs. Although it shows promising results, this approach still has a scaling issue: the number of heads increases as the number of instrument increases, leading to (1) performance degradation caused by the shared bottleneck, (2) inefficient memory usage.

Adopting conditioning learning [3, 4] is a neat alternative. It can separate different instruments with the aid of the control mechanism. Since it does not need a multi-head output layer, there is no shared bottleneck. For example, the Conditioned-U-Net (CUNet) [3] extends the U-Net [5, 6] by exploiting Feature-wise Linear Modulation (FiLM) [7]. It takes as input the spectrogram of a mixture and a control vector that indicates which instrument we want to separate and outputs the estimated spectrogram of the target instrument.

Meanwhile, recent spectrogram-based methods for Singing Voice Separation (SVS) [8] or Speech Enhancement (SE) [9] employed Frequency Transformation (FT) blocks to capture frequency patterns. Although stacking 2-D convolutions has shown remarkable results [6, 10], it is hard to capture long-range dependencies along the frequency axis for fully convolutional networks with small sizes of kernels. FT blocks, which have fully-connected layers applied in a time-distributed manner, are useful to this end. Both models designed their building block to have a series of 2-D convolution layers followed by an FT block, reporting the state-of-the-art performance on SVS and SE, respectively.

In this paper, we aim to exploit FT blocks in a CUNet architecture. However, merely injecting an FT block to a CUNet does not inherit the spirit of FT block (although it does improve Source-to-Distortion Ratio (SDR) [11] performance by capturing common frequency patterns observed across all instruments). We propose the Latent Source-Attentive Frequency Transformation (LaSAFT), a novel frequency transformation block that can capture instrument-dependent frequency patterns by exploiting the scaled dot-product attention [12]. We also propose the Gated Point-wise Convolutional Modulation (GPoCM), a new modulation that extends the Feature-wise Linear Modulation (FiLM) [7]. Our CUNet with LaSAFT and GPoCMs outperforms the existing methods on several MUSDB18 [13] tasks. Our ablation study indicates that adding LaSAFT or replacing FiLMs with GPoCMs improves separation quality.

Our contributions are three-fold as follows:

• We propose LaSAFT, an attention-based novel frequency transformation block that captures instrument-dependent frequency patterns.

• We propose GPoCM, an extension of FiLM, to modulate internal features for conditioned source separation.

• Our model achieves state-of-the-art performance on several MUSDB18 tasks. We provide an ablation study to investigate the role of each component.
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2. BASELINE ARCHITECTURE

The baseline is similar to the CUNet [3]. It consists of (1) the Conditioned U-Net and (2) the Condition Generator.

1. **The Conditioned U-Net** is a U-Net [5] which takes a mixture spectrogram as input and outputs the estimated target spectrogram. It applies FiLM layers to modulate intermediate features with condition parameters generated by the condition generator.

2. **The Condition Generator** takes as input a condition vector and generates condition parameters. A condition vector is one-hot encoding vector that specifies which instrument we want to separate.

2.1. The Conditioned U-Net

We extend the U-Net architecture used in [8], on which a state-of-the-art singing voice separation model is based. We first describe the common parts between ours and the original CUNet [3]. As shown in the left part of Fig. 1, it consists of an encoder and a decoder: the encoder transforms the input mixture spectrogram $M$ into a down-sized spectrogram-like representation. The decoder takes it and returns the estimated target spectrogram $\hat{T}$. It should be noted that spectrogram $M$ and $\hat{T}$ are complex-valued adopting the Complex-as-Channel (CaC) separation method [8]. In CaC, we view real and imaginary parts of channel $c$ as separate channels. Thus, if the original mixture waveform is $c$-channeled (i.e., $c = 2$ for stereo), then the number of channels of $M$ and $\hat{T}$ is $(2c)$.

![Fig. 1. The baseline architecture](image)

There are four types of components in the structure: **I X 2 Convolution Layers** are used for adjusting the number of channels. To increase the number of channels, we apply a $1 \times 2$ convolution with $C$ output channels followed by ReLU activation to the given input $M$. Intermediate layers keep the number of channels $C$. To restore the number of channels, we apply another $1 \times 2$ convolution with $(2c)$ output channels to the last intermediate block’s output. Since the target spectrogram is complex-valued, we do not apply any activation functions.

**An Intermediate Block** transforms an input spectrogram-like tensor into an equally-sized tensor. For each block in the baseline, we use a Time-Frequency Convolution [8] (TFC), a block of densely connected 2-D convolution layers [15]. We denote the number of intermediate blocks in the encoder by $L$. The decoder also has $L$ blocks. There is an additional block between them.

**A Down/Up-sampling Layer** halves/doubles the scale of an input tensor. We use a strided/transposed-convolution.

**Skip Connections** concatenate output feature maps of the same scale between the encoder and the decoder. They help the U-Net recover fine-grained details of the target.

Unlike in the original U-Net [8], we modulate internal features in the decoder by applying FiLM layers, as shown in the right part in Fig. 1. Applying a FiLM is an effective way to condition a network, which applies the following operation to intermediate feature maps. We define a Film layer as follows:

$$\text{FiLM}(X^i, \gamma^i, \beta^i) = \gamma^i \cdot X^i + \beta^i$$

where $\gamma^i$ and $\beta^i$ are parameters generated by the condition generator, and $X^i$ is the output of the $i^{th}$ decoder’s intermediate block, whose subscript refers to the $c^{th}$ channel of $X$.

2.2. The Condition Generator

The condition generator is a network that predicts condition parameters $\gamma = (\gamma_1, ..., \gamma_L)$ and $\beta = (\beta_1, ..., \beta_L)$. Our condition generator is similar to ‘Fully-Connected Embedding’ of the CUNet [3] except for the usage of the embedding layer. It takes as input the one-hot encoding vector $z \in \{0, 1\}^2$ that specifies which one we want to separate among $I$ instruments. The condition generator projects $z$ into $c_z \in \mathbb{R}^E$, the embedding of the target instrument, where $E$ is the dimension of the embedding space.

It then applies a series of fully connected (i.e., linear or dense) layers, which doubles the dimension. We use ReLU [14] as the activation function for each layer, and apply a dropout with $p = 0.5$ followed by a Batch Normalization (BN) [16] to the output of each last two layers. The last hidden units are fed to two fully-connected layers to predict $\gamma = (\gamma_1, ..., \gamma_L) \in \mathbb{R}^{L\gamma}$ and $\beta = (\beta_1, ..., \beta_L) \in \mathbb{R}^{L\beta}$, where $|\gamma| = |\beta| = CL$.

3. PROPOSED METHODS

3.1. Latent Source Attentive Frequency Transformation

We introduce the Time-Distributed Fully-connected layers (TDF) [8], an existing FT, and then propose our LaSAFT.

3.1.1. TDF: a Frequency Transformation Block

A TDF block is a series of two fully-connected layers. Suppose that the 2-D convolutional layer (e.g., TFC [8]) takes an
input spectrogram-like internal representation \( X \in \mathbb{R}^{C \times T \times F} \) and outputs equally-sized tensor \( X' \). A TDF block is applied separately and identically to each frame (i.e., \( X'[i,j,:) \)) in a time-distributed fashion. Each layer is defined as consecutive operations: a fully-connected layer, BN, and ReLU. The number of hidden units is defined as \( \lfloor F(l)/bn \rfloor \), where we denote the bottleneck factor by \( b_f \).

3.1.2. Extending TDF to the Multi-Source Task

Although injecting TDFs to the baseline also improves the SDR performance by capturing the common frequency patterns observed across all instruments (see §4), it does not inherit the spirit of TDF. To this end, we propose the Latent Source Attentive Frequency Transformation (LaSAFT) by adopting the scaled dot-product attention mechanism [12].

We first duplicate \( I_L \) copies of the second layer of the TDF, as shown in the right side of Fig. 2, where \( I_L \) refers to the number of latent instruments. \( I_L \) is not necessarily the same as \( I \) for the sake of flexibility. For the given frame \( V \in \mathbb{R}^F \), we obtain the \( I_L \) latent instrument-dependent frequency-to-frequency correlations, denoted by \( V' \in \mathbb{R}^{F \times I_L} \). We use components on the left side of Fig. 2 to determine how much each latent source should be attended. The LaSAFT takes as input the instrument embedding \( z_e \in \mathbb{R}^{1 \times E} \). It has a learnable weight matrix \( K \in \mathbb{R}^{I_L \times d_k} \), where we denote the dimension of each instrument’s hidden representation by \( d_k \). By applying a linear layer of size \( d_k \) to \( z_e \), we obtain \( Q \in \mathbb{R}^{d_k} \). We now can compute the output of the LaSAFT as follows:

\[
\text{Attention}(Q, K, V') = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V'
\]  

(2)

Fig. 2. Latent Source Attentive Frequency Transformation

We apply a LaSAFT after each TFC in the encoder and after each Film/GPoCM layer in the decoder. We apply a skip connection for LaSAFT and TDF, as in TFC-TDF [8].

3.2. Gated Point-wise Convolutional Modulation

Before we describe the Gated Point-wise Convolutional Modulation (GPoCM), we first introduce the Point-wise Convolutional Modulation (PoCM).

3.2.1. Point-wise Convolutional Modulation

The PoCM is an extension of FiLM. While FiLM does not have inter-channel operations, PoCM has them as follows:

\[
\text{PoCM}(X^i_c | \omega^i_c, \beta^i_c) = \beta^i_c + \sum_j \omega^i_c \cdot X^i_j
\]

(3)

, where \( \omega^i_c = (\omega^i_{c1}, ..., \omega^i_{cE}) \) and \( \beta^i_c \) are condition parameters, and \( X^i \) is the output of the \( i^{th} \) decoder’s intermediate block, as shown in Fig. 3 Since this channel-wise linear combination can also be viewed as a point-wise convolution, we name it as PoCM. With inter-channel operations, PoCM can modulate features more flexibly and expressively than FiLM.

3.2.2. Gated Point-wise Convolutional Modulation

In the decoder, we use the following ‘Gated PoCM(GPoCM)’ instead, as follows:

\[
\text{GPoCM}(X^i_c | \omega^i_c, \beta^i_c) = \sigma(\text{PoCM}(X^i_c | \omega^i_c, \beta^i_c)) \odot X^i_c
\]

(4)

, where \( \sigma \) is a sigmoid and \( \odot \) means the Hadamard product.

4. EXPERIMENT

4.1. Experiment Setup

We use MUSDB18 dataset [13], which contains 84 tracks for training, 15 tracks for validation, and 50 tracks for test. Each track is stereo, sampled at 44100 Hz, consisting of the mixture and four sources (i.e., \( I = 4 \)): vocals, drums, bass, and other.

We train models using Adam [17] with learning rate \( lr \in \{0.0005, 0.001\} \) depending on model depth. Each model is trained to minimize the Mean Squared Error (MSE) between the ground-truth spectrogram and the estimated. For validation, we use the MSE of the target signal and the estimated. We apply data augmentation [18] on the fly to obtain mixture clips comprised of sources from different tracks. We use SDR [11] for the evaluation metric, by using the official tool[1] for MUSDB. We use the median SDR value over all the test set tracks for each run and report the mean SDR over three runs. More details are available online[2].

---

[1] https://github.com/sigsep/sigsep-mus-eval
[2] https://github.com/ws-choi/Conditioned-Source-Separation-LaSAFT
Table 1. An ablation study: dedicated means U-Nets for the single source separation, trained separately. FiLM CUNet refers the baseline in [2]. The last row is our proposed model.

| model            | vocals | drums | bass | other | AVG  |
|------------------|--------|-------|------|-------|------|
| dedicated [8]    | 7.07   | 5.38  | 5.62 | 4.61  | 5.66 |
| FiLM CUNet + TDF | 5.14   | 5.25  | 4.20 | 3.40  | 4.49 |
| FiLM CUNet + LaSAFT | 5.88 | 5.70  | 4.55 | 3.67  | 4.95 |
| GPoCM CUNet      | 6.74   | 5.64  | 5.13 | 4.32  | 5.46 |
| GPoCM CUNet + TDF | 5.43   | 5.30  | 4.43 | 3.51  | 4.67 |
| GPoCM CUNet + LaSAFT | 5.94 | 5.46  | 4.47 | 3.81  | 4.92 |
| proposed         | 6.96   | 5.84  | 5.24 | 4.54  | 5.64 |

Table 2. A comparison SDR performance of our models with other systems. ‘∗’ denotes model operating in time domain.

5. RELATION TO PRIOR WORK

The original C-U-Net [3] is the most relevant work. We extend their model by employing LaSAFT and GPoCM. Besides, our baseline is also different from it. We summarize the differences between them as follows: (1) our U-Net is based on a generalized U-Net for source separation used in [8], but the U-Net of [3] is more similar to the original U-Net [5], and (2) we apply FiLM to internal features in the decoder, but [3] apply it in the encoder. The authors of [3] tried to manipulate latent space in the encoder, assuming the decoder can perform as a general spectrogram generator, which is ‘shared’ by different sources. However, we found that this approach is not practical since it makes the latent space (i.e., the decoder’s input feature space) more discontinuous. Via preliminary experiments, we observed that applying FiLMs in the decoder was consistently better than applying FiLMs in the encoder.

For multi-source separation, [4] employed meta-learning, which is similar to conditioning learning. It also has external networks that generate parameters for the target instrument. While we focus on modulating internal representations with GPoCM, [4] focuses on generating parameters of the masking subnetwork. Also, models proposed in [4, 19] operate in time domain, while ours in time-frequency domain.

While other multi-source separation methods [1, 2] estimate multiple sources simultaneously, we try to condition a shared U-Net. We expect that ours can be easily extended to more complicated tasks such as audio manipulation.

6. CONCLUSION

We propose LaSAFT that captures source-dependent frequency patterns by extending TDF to fit the multi-source task. We also propose the GPoCM that modulates features more flexibly and expressively than FiLM. We have shown that employing our LaSAFT and GPoCM in CUNet can significantly improve SDR performance. In future work, we try to reduce the number of parameters and the memory usage of LaSAFT to consider more latent instruments. Also, we extend the proposed model to audio manipulation tasks, where we can condition the model by providing various instructions.
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