Low cost enhanced security face recognition with stereo cameras
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Abstract—This article explores a face recognition alternative which seeks to contribute to resolve current security vulnerabilities in most recognition architectures. Current low cost facial authentication software in the market can be fooled by a printed picture of a face due to the lack of depth information. The presented software creates a depth map of the face with the help of a stereo setup, offering a higher level of security than traditional recognition programs. Analysis of the person’s identity and facial depth map are processed through deep convolutional neural networks, providing a secure low cost real-time face authentication method.
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I. INTRODUCTION

Actual face recognition algorithms based on deep neural networks trained on millions of images are believed to be rapidly approaching human-level performance. Face recognition has become the current trend for bio-metric authentication, surpassing the most typical fingerprint verification. Yet, facial recognition, as an authentication method, remains relatively insecure due to the fact that most systems use a unique sensor and are not able to distinguish between a person and a photograph of the subject. This paper presents a secure and low cost alternative to current facial recognition systems based on the extraction of depth information.

Nowadays, there are mainly two techniques used for extracting depth information: stereo cameras and infrared (IR) dot projector. Dot projector with infrared light involves using a structured light source to capture 3D images. Structured light sources project a known pattern of light onto the surfaces of a physical object to detect deformations in it. Using the captured pattern deformities through a depth sensor, the system is able to compute the surface information. Sensors required for this technique are not cheap. The processing of the sensor’s outputted data is not trivial and it requires proprietary libraries to deal with the 3D data. Stereo systems generates a depth map of the scene by capturing two images. This allows the camera to simulate human binocular vision, and therefore gives it the ability to capture three-dimensional properties. The depth information is extracted by matching the distance between the same space point within the two captured images. In many other cases, face recognition doesn’t require the most advanced camera and thus, two cameras is, in most cases, cheaper than an infrared dot projector setup.

II. THEORETICAL STEREO DESCRIPTION

This section presents a generic mathematical notation used to formulate the computation of the depth map though a stereo setup which it’s widely used throughout the literature [1]. This description of the depth map computation assumes that both images from different points of view are aligned and, therefore, both intrinsic and extrinsic camera parameters have been correctly calibrated [2], [3].

A captured image is defined as $I = (x, y)$ where each $(x, y)$ represents the pixel position within the image. Let us consider two images $I_1, I_2$ captured from different calibrated cameras. Images aligned in the same plane can be used to compute the disparity between pixel lines, giving a relation of the depth information in the scene. Those lines of disparity matching are called epipolar lines. As Szeliski described in his book [4], the epipolar geometry for a pair of cameras is implicit in the relative pose of the stereo setup.

A comparison criteria must be used in order to determine the disparity between the two images. The main assumption in stereo corresponding is that a pixel $(x, y)$ on one image $I_1$ must have its correspondent pixel $(x', y')$ in the other image $I_2$ such that $(x', y') = (x+d_x, y+d_y)$ where $d_x$ and $d_y$ are the disparity values on each direction. The depth values $z$ in the depth map are inversely proportional to the absolute disparity $d = |d_x + d_y|$. Through some trigonometrical relations with the physical distance between two cameras $T$ and the focal length $f$, the relation between the disparity in both images and the real distance of that point follows:

$$\frac{T - d}{z} = \frac{T}{z} \implies z = \frac{TF}{d}$$  \hspace{0.5cm} (1)

Mapping the disparity to a gray-scale image generates a map where depth is proportional to brightness (Figure 1).

Fig. 1: Depth map generated through the stereo camera setup following the theoretical stereo description model and mapping $z$ values to a gray-scale image.
A. Face modeling

The mentioned stereo procedure estimates the depth values of all the image captured by the camera. However, it is clear that the depth distance of the subject face features is, in most cases, smaller than the depth distance between the subject and the background. This results into a depth map where face deepness cannot be easily distinguished, resulting in a face depth map that looks like an homogeneous white area (Figure 2a). Being not able to differentiate the depth information does not mean it is not present in the captured depth map.

Facial depth information can be improved by enhancing the contrast. Through a power law function, which expands or compress bright pixels, we can retrieve this computed depth information. The resulting image is shown in in Figure 2b. After the applied pixel transformation, the image changes from a very low-detailed depth map to a map in which face profundity can be easily distinguished.

III. PROPOSED METHOD

Our software is based on the well known FaceNet architecture [5] trained on the 2D image dataset of Labelled Faces in the Wild (LFW) [6]. The added value of our proposed method is the possibility to feed the depth map and add a level of security to this architecture. A block diagram of the proposed scheme is shown in Figure 3 below. The input of the proposed recognition system consists on two different images: a gray-scale face depth map and a RGB face. The depth map is parsed through a binary classification to check whether the depth map corresponds to a real human or not. The RGB face is the input of the 2D Face Recognition and the output of the network is, as most of current facial recognition deep learning models, a vector that represents the face embeddings.

A. Binary depth map classification

Although three-dimensional facial recognition is gaining popularity, literature survey shows that there is no deep convolutional neural network designed specifically for this purpose. The main reason for this is the lack of huge amounts of 3D training and test data [7]. To enhance the security of current facial recognition models available, an alternative solution is proposed in this article: a simpler convolutional neural network is designed to solve a binary classification problem. This type of network is used to classify the input data in positive or negative samples. In this case, a positive image will refer to depth map of a real face and a negative image otherwise.

The model designed for this task is a convolutional neural network with one single output in the last layer. The input of the network is a 96 × 96 × 1 gray-scale image of the depth map. The output gives the confidence of the input image being a real face depth map. The proposed model consists of 3 convolutional layers with 3 pooling layers and 3 fully-connected layers. The network’s architecture is described in Table I.

| Layer | Size-in | Size-out | Kernel |
|-------|---------|----------|--------|
| conv1 | 96 × 96 × 1 | 96 × 96 × 8 | 5 × 5 |
| pool1 | 96 × 96 × 8 | 32 × 32 × 8 | 3 × 3 |
| conv2 | 32 × 32 × 8 | 32 × 32 × 16 | 3 × 3 |
| pool2 | 32 × 32 × 16 | 16 × 16 × 16 | 2 × 2 |
| conv3 | 16 × 16 × 16 | 16 × 16 × 32 | 3 × 3 |
| pool3 | 16 × 16 × 32 | 8 × 8 × 32 | 2 × 2 |
| fc1   | 8 × 8 × 32 | 1 × 128     |        |
| fc2   | 1 × 128    | 1 × 32      |        |
| fc3   | 1 × 32     | 1 × 1       |        |

TABLE I: Binary classification CNN structure

The last output is activated through a Sigmoid function to map the output value to a probability that expresses the confidence of the network about it being a real person depth map. The other layers use ReLu as their activation functions.

B. Dataset and training

The network is trained using a Binary Cross-Entropy Loss function, BCE. This loss function measures the performance of a classification model whose output is a single probability value between 0 and 1. The optimizer used to reduce the loss of the network is Adam [8].

The used dataset for training consists on approximately 2200 scans of 35 different persons and 1200 scans of 10 different printed identities and 20 different scenes. The network achieves 86.8% accuracy in the training dataset and 82.2% in the validation dataset (Figure 4).

C. Threshold definition

A threshold is defined to set the minimum confidence of the depth map network to decide whether its input is a real face or not. It is important to choose a threshold where most of the predicted classification errors are real faces being recognized as fake and non-faces depth maps being recognized as real.

The threshold chosen is 0.61. The accuracy in our generated dataset at this threshold (81.8%) is shown in Figure 5 and is lower than the original accuracy with a threshold at 0.5. From our point of view, it is not a big issue to check the face again if the network is not confident enough. Contrarily, it is very important that the proposed architecture never predicts a real face when a non-face depth map is being recognized. Although the accuracy of the depth map classification at this threshold is not very high for a binary classification task, most mistakes are real faces being recognized as fake and not the other way.

Fig. 2: Depth map generated for a real person’s face
As we shall see, a printed photograph will not likely enter the system.

IV. RESULTS

The stereo setup described generates a fairly accurate depth map of the person’s face. As it can be seen in Figure 3, a real face depth map does differentiate from a fake one of a printed face. Although it may seem an easy classification task, it gets more complex when the paper is tilted or folded in several directions. The proposed convolutional neural network learns where the depth information is located and the distribution within the face.

Although the developed program runs in real-time, a simple validation dataset was generated in order to get an accurate assessment for the results of this paper. The validation dataset consists of 20 pairs of frontal face images (right and left frames) of 3 different identities in 4 different scenes with a variety of light conditions. This dataset includes pictures of the real person and fake printed faces.

The results presented evaluate the confidence of the Binary depth map network (D. C.) and the output of the recognition system in four different scenes (Tables II, III, IV, and V).

The output of the software can be the person’s ID if it has been recognized, Unknown if the embeddings do not match any of the extracted feature vectors of the dataset or None if the recognition system has not been triggered. Scenes with a uniform illumination and without reflections
perform significantly better than the ones with worse lighting conditions. The fact that both cameras capture different light reflection makes obviously the stereo matching less accurate.

| ID  | Face image type       | D.C.   | Output   |
|-----|-----------------------|--------|----------|
| 1   | Real registered person | 0.72   | Unknown  |
| 2   | Real registered person | 0.58   | Unknown  |
| 3   | Real non-registered person | 0.67  | Unknown  |
| 1   | Registered printed face | 0.43   | None     |
| 2   | Non-Registered printed face | 0.36  | None     |

TABLE II: Results of the proposed network for a scene with a very textured background with a lot of light reflections. Left camera sees different light sources than right camera.

| ID  | Face image type       | D.C.   | Output |
|-----|-----------------------|--------|--------|
| 1   | Real registered person | 0.75   | ID 1   |
| 2   | Real registered person | 0.79   | ID 2   |
| 3   | Real non-registered person | 0.86  | Unknown |
| 1   | Registered printed face | 0.20   | None   |
| 2   | Non-Registered printed face | 0.26  | None   |

TABLE III: Results of the proposed system for a well illuminated scene with day light and no reflections. The background of this scene is a low textured white wall.

| ID  | Face image type       | D.C.   | Output |
|-----|-----------------------|--------|--------|
| 1   | Real registered person | 0.80   | ID 1   |
| 2   | Real registered person | 0.83   | ID 2   |
| 3   | Real non-registered person | 0.91  | Unknown |
| 1   | Registered printed face | 0.13   | None   |
| 2   | Non-Registered printed face | 0.16  | None   |

TABLE IV: Results of the proposed system for a room with uniform illumination by a controlled light sources. The background is a simple black wall with minimum texture.

To summarize the results presented, a confusion matrix of the proposed system is shown in Table VI. The average precision of the system in this validation dataset is 88.75%, giving an average F1 score of 84.43%. Note that any fake identity (None) did not trigger the recognition system.

| ID  | Face image type       | D.C.   | Output |
|-----|-----------------------|--------|--------|
| 1   | Real registered person | 0.85   | ID 1   |
| 2   | Real registered person | 0.87   | ID 2   |
| 3   | Real non-registered person | 0.55  | None   |
| 1   | Registered printed face | 0.37   | None   |
| 2   | Non-Registered printed face | 0.22  | None   |

TABLE V: Results of the proposed system for an outdoors scene with direct sun light and a textured background without reflections.

V. DISCUSSION

To sum up, this paper presents a low cost solution for a securer facial recognition system. Through combining classical Computer Vision techniques with the potential and accuracy of deep convolutional neural networks, we have built a system that can be implemented in most of the situations where facial recognition is starting to gain more popularity. The fact that a pair of cameras is cheaper than an infrared dot projector setup and that building a system that understands the 3D points given by the IR projector is more expensive, poses a strong argument for the development of the architecture proposed in this paper.

The generation of the depth map is computationally fast if the resolution of both stereo images is not very large. As the proposed network learns the facial attributes of a stereo depth map presented as a gray-scale images, it is not needed to have a very detailed depth map. In our experiments, we could achieve a recognition pipeline (both stereo matching and recognition) that performed one frame recognition every 0.8s. In the real case where a person uses the recognition system, we averaged that 2 to 3 frames had to be analyzed. The first frame usually captures the person’s in motion, approaching to the system, resulting in blurry RGB picture and an unclear depth map. The second frame is usually correctly recognized and, if not, the third frame always worked in our experiments. This is, at most, a 2.4s process for a securer facial recognition system.

There are some aspects that could be improved in our model for future revisions of the presented software. The worst results were shown when the background had difficult lighting conditions such as different light reflections. A background modeling of the scene could be performed in order to only generate a depth map of the person’s face. By implementing this strategy, the mentioned face modeling would not be necessary and it will immediately eliminate unwanted reflections captured that difficult the correct generation of the depth map.
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