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Abstract
We introduce the notion of adaptive synchronisation for pushdown automata, in which there is an external observer who has no knowledge about the current state of the pushdown automaton, but can observe the contents of the stack. The observer would then like to decide if it is possible to bring the automaton from any state into some predetermined state by giving inputs to it in an adaptive manner, i.e., the next input letter to be given can depend on how the contents of the stack changed after the current input letter. We show that for non-deterministic pushdown automata, this problem is 2-EXPTIME-complete and for deterministic pushdown automata, we show EXPTIME-completeness.

To prove the lower bounds, we first introduce (different variants of) subset-synchronisation and show that these problems are polynomial-time equivalent with the adaptive synchronisation problem. We then prove hardness results for the subset-synchronisation problems. For proving the upper bounds, we consider the problem of deciding if a given alternating pushdown system has an accepting run with at most $k$ leaves and we provide an $O(n^{k^2})$ time algorithm for this problem.
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1 Introduction

The notion of a synchronizing word for finite-state machines is a classical concept in computer science which consists of deciding, given a finite-state machine, whether there is a word which brings all of its states to a single state. Intuitively, assuming that we initially do not know which state the machine is in, such a word synchronises it to a single state and assists in regaining control over the machine. This idea has been studied for many types of finite-state machines [23, 21, 11, 8] with applications in biocomputing [2], planning and robotics [9, 18] and testing of reactive systems [17, 13]. In recent years, the notion of a synchronizing word has been extended to various infinite-state systems such as timed automata [7], register automata [19], nested word automata [6], pushdown and visibly pushdown automata [10, 14]. In particular, for the pushdown case, Fernau, Wolf and Yamakami [11] have shown that this problem is undecidable even for deterministic pushdown automata.

When the finite-state machine can produce outputs, the notion of synchronisation could be further refined to give rise to synchronisation under partial observation or adaptive
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synchronisation (See Chapter 1 of [4] and [16]). In this setting, there is an external observer who does not know the current state of the machine, however she can give inputs to the machine and observe the outputs given by the machine. Depending on the outputs of the machine, she can adaptively decide which input letter to give next. In this manner, the observer would like to bring the machine into some predetermined state. Larsen, Laursen and Srba [16] describe an example of adaptive synchronisation pertaining to the orientation of a simplified model of satellites, in which they observe that adaptively choosing the input letter is sometimes necessary in order to achieve synchronisation. In this paper, we extend this notion of adaptive synchronisation to pushdown automata (PDA). In our model, the observer does not know which state the PDA is currently in, but can observe the contents of the stack. She would then like to decide if it is possible to synchronise the PDA into some state by giving inputs to the PDA adaptively, i.e., depending on how the stack changes after each input. To the best of our knowledge, the notion of adaptive synchronisation has not been considered before for any class of infinite-state systems.

This question is a natural extension of the notion of adaptive synchronisation from finite-state machines to pushdown automata. Further, it is mentioned in the works of Lakhotia, Uday Kumar and Venable as well as Song and Touili [20, 15] that several antivirus systems determine whether a program is malicious by observing the calls that the program makes to the operating system. With this in mind, Song and Touili use pushdown automata [20] as abstractions of programs where a stack stores the calls made by the program and use this abstraction to detect viruses. Hence, we believe that our setting of being able to observe the changes happening to the stack can be practically motivated.

Our main results regarding adaptive synchronisation are as follows: We show that for non-deterministic pushdown automata, the problem is $2\text{-EXPTIME}$-complete. However, by restricting our input to deterministic pushdown automata, we show that we can get $\text{EXPTIME}$-completeness, thereby obtaining an exponential reduction in complexity.

We also consider a natural variant of this problem, called subset adaptive synchronisation, which is similar to adaptive synchronisation, except the observer has more knowledge about which state the automaton is initially in. We obtain a surprising result that shows that this variant is polynomial-time equivalent to adaptive synchronisation, unlike in the case of finite-state machines. Furthermore, for the deterministic case of this variant, we obtain an algorithm that runs in time $O(n^{ck^2})$ where $n$ is the size of the input and $k$ is the size of the subset of states that the observer believes the automaton is initially in. This gives a polynomial time algorithm if $k$ is fixed and a quasi-polynomial time algorithm if $k = O(\log n)$.

Used as a subroutine in the above decision procedure, is an $O(n^{ck^2})$ time algorithm to the following question, which we call the sparse-emptiness problem: Given an alternating pushdown system and a number $k$, decide whether there is an accepting run of the system with at most $k$ leaves. Intuitively, such a run means that the system has an accepting run in which it uses only “limited universal branching”. We note that such a notion of alternation with “limited universal branching” has recently been studied by Keeler and Salomaa for alternating finite-state automata [14]. Our problem can be considered as a generalisation of one of their problems (Corollary 2 of [14]) to pushdown systems. We think that this problem and its associated algorithm might be of independent interest.

Roadmap: In Section 2, we introduce notations. In Section 3 we discuss different variations of the problem. In Sections 4 and 5 we prove lower and upper bounds respectively. Due to lack of space, some of the proofs can be found in the appendix.
We first expand upon the intuition given in the introduction for adaptive synchronisation. We recall the well-known notion of a pushdown automaton. A pushdown automaton (PDA) will always use small letters \( t \) occurrences of \( t \) and \( t \) the elements of \( T \) the set of transitions that might take place. We define an equivalence relation \( P \) be read that would synchronise the automaton to any state.

2.2 Adaptive Synchronisation

We first expand upon the intuition given in the introduction for adaptive synchronisation with the help of a running example. Consider the pushdown automaton as given in Figure 1 where we do not know which state the automaton is in currently, but we do know that the stack content is \( \bot \). To synchronise the automaton to the state \( 4 \) when the stack is visible, the observer has a strategy as depicted in Figure 2. The labelling of the nodes of the tree intuitively denotes the ‘knowledge of the observer’ at the current point in the strategy and the labelling of the edges denotes the letter that she inputs to the PDA. Initially, according to the observer, the automaton could be in any one of the 4 states. The observer first inputs the letter \( \Box \). If the top of the stack becomes \( \bullet \), then she knows that the automaton is currently either in state 1 or 2. On the other hand, if the top of the stack becomes \( \bullet \), then the observer can deduce that the automaton is currently in state 3 or 4. From these two scenarios, by following the appropriate strategy depicted in the figure, we can see that she can synchronise the automaton to state 4. However, if the stack was hidden to the observer, reading either \( \Diamond \) or \( \Box \) does not change the knowledge of the observer and therefore, there is no word that can be read that would synchronise the automaton to any state.

We now formalize the notion of an adaptive synchronizing word that we have so far described. Let \( \mathcal{P} = (Q, \Sigma, \Gamma, \delta) \) be a PDA. Given \( S \subseteq Q \), \( a \in \Sigma \) and \( A \in \Gamma \), let \( T_{S,A}^a \) := \( \{ t \in \delta \mid t = (p, a, A, q, \gamma) \text{ where } p \in S \} \). Intuitively, if the observer knows that \( \mathcal{P} \) is currently in some state in \( S \) and the top of the stack is \( A \) and she chooses to input \( a \), then \( T_{S,A}^a \) is the set of transitions that might take place. We define an equivalence relation \( \sim_{S,A}^a \) on the elements of \( T_{S,A}^a \) as follows: \( t_1 \sim_{S,A}^a t_2 \iff \exists \gamma \in \Gamma^* \text{ such that } t_1 = (p_1, a, A, q_1, \gamma) \) and \( t_2 = (p_2, a, A, q_2, \gamma) \). Notice that if \( t_1 \sim_{S,A}^a t_2 \) then the observer cannot distinguish occurrences of \( t_1 \) from occurrences of \( t_2 \). In our running example, if we take \( S = \{3, 4\} \),
a = △ and A = ●, it is easy to see that $T_{S,A}^3$ is $\{(3, △, ●, 4, ●●), (4, △, ●, 3, ●●)\}$ and these two transitions are not in the same equivalence class under $\sim_{S,A}^3$.

The relation $\sim_{S,A}^2$ partitions the elements of $T_{S,A}^2$ into equivalence classes. If $E$ is an equivalence class of $\sim_{S,A}^2$, then notice that there is a word $\gamma \in \Gamma^*$ such that all the transitions in $E$ pop $A$ and push $\gamma$ onto the stack. This word $\gamma$ will be denoted by $\text{word}(E)$. If we define $\text{next}(E) := \{q \mid (p, a, A, q, \text{word}(E)) \in E\}$, then $\text{next}(E)$ contains all the states that the automaton can move to if any of the transitions from $E$ occur. Now, suppose the observer knows that $\mathcal{P}$ is currently in some state in $S$ with $A$ being at the top of the stack. Assuming she inputs the letter $a$ and observes that $A$ has been popped and $\text{word}(E)$ has been pushed, she can deduce that $\mathcal{P}$ is currently in some state in $\text{next}(E)$. In our running example of $S = \{3, 4\}$, $a = △$ and $A = ●$, there are two equivalence classes $E_1 = \{(3, △, ●, 4, ●●)\}$ and $E_2 = \{(4, △, ●, 3, ●●)\}$ with $\text{next}(E_1) = \{3\}$, $\text{next}(E_2) = \{4\}$, $\text{word}(E_1) = \{●●\}$ and $\text{word}(E_2) = \{●●\}$.

A pseudo-configuration of the automaton $\mathcal{P}$ is a pair $(S, \gamma)$ such that $S \subseteq Q$ and $\gamma \in \Gamma^*$. The pseudo-configuration $(S, \gamma)$ captures the knowledge of the observer at any given point. Given a pseudo-configuration $(S, A\gamma)$ and an input letter $a$, let $\text{ Succ}(S, A\gamma, a) := \{(\text{next}(E_1), \text{word}(E_1)\gamma), \ldots, (\text{next}(E_k), \text{word}(E_k)\gamma)\}$ where $E_1, \ldots, E_k$ are the equivalence classes of $\sim_{S,A}^2$. Each element of $\text{ Succ}(S, A\gamma, a)$ will be called a possible successor of $(S, A\gamma)$ under the input letter $a$. The function $\text{ Succ}$ captures all the possible pseudo-configurations that could happen when the observer inputs $a$ at the pseudo-configuration $(S, A\gamma)$.

We now define the notion of a synchroniser which will correspond to a strategy for the observer to synchronise the automaton into some state. Let $I \subseteq Q$, $s \in Q$ and $\gamma \in \Gamma^*$. (The $I$ stands for Initial set of states, and the $s$ stands for synchronising state). A synchroniser between the pseudo-configuration $(I, \gamma)$ and the state $s$, is a labelled tree $T$ such that

- All the edges are labelled by some input letter $a \in \Sigma$ such that, for every vertex $v$, all its outgoing edges have the same label.
- The root is labelled by the pseudo-configuration $(I, \gamma)$.
- Suppose $v$ is a vertex which is labelled by the pseudo-configuration $(S, A\eta)$. Let $a$ be the unique label of its outgoing edges and let $\text{ Succ}(S, A\eta, a)$ be of size $k$. Then $v$ has $k$
children, with the $i^{th}$ child labelled by the $i^{th}$ pseudo-configuration in $Succ(S, A\eta, a)$.

For every leaf, there exists $\eta \in \Gamma^*$ such that its label is $([s], \eta)$. In addition, if all the leaves are labelled by $([s], \bot)$, then $T$ is called a super-synchroniser between $(I, \gamma)$ and $s$. We use the notation $(I, \gamma)$ $\sup \rightarrow_P s$ (resp. $(I, \gamma)$ $\sup \rightarrow_P s$) to denote that there is a synchroniser (resp. super-synchroniser) between $(I, \gamma)$ and $s$ in the PDA $P$. (When $P$ is clear from context, we would drop it from the arrow notation).

2.3 Different Formulations

We now formally introduce the problem which we will refer to as adaptive synchronising problem ($Ada$-$Sync$) and it is defined as the following:

Give: A PDA $P = (Q, \Sigma, \Gamma, \delta)$ and a word $\gamma \in \Gamma^*$

Decide: Whether there is a state $s$ such that $(Q, \gamma) \rightarrow_P s$

The Det-$Ada$-$Sync$ problem is the same as $Ada$-$Sync$, except that the given pushdown automaton is deterministic. Notice that we can generalise the adaptive synchronising problem by the following subset adaptive synchronising problem (Subset-$Ada$-$Sync$): Given a PDA $P = (Q, \Sigma, \Gamma, \delta)$, a subset $I \subseteq Q$ and a word $\gamma \in \Gamma^*$, decide if there is a state $s$ such that $(I, \gamma) \rightarrow s$. Similarly, we can define Det-Subset-$Ada$-$Sync$.

Remark 1. One can also frame both of these problems in various other ways such as “Given $P, \gamma$ and $q$ does $(Q, \gamma) \rightarrow q$?” or “Given $P, \gamma, I$, is there a $q$ such that $(I, \gamma) \sup \rightarrow_P q$” etc. We chose this version, because this is similar to the way it is defined for the finite-state version (Problem 1 of [16]). Nevertheless, in order to make the lower bounds easier to understand, we introduce a few different variants of $Ada$-$Sync$ and Subset-$Ada$-$Sync$ in Section 3 and conclude that that they are all polynomial-time equivalent with $Ada$-$Sync$. We defer a detailed analysis of the different variants of this problem to future work.

Remark 2. One can relax the notion of a synchroniser and ask instead for an adaptive “homing” word, which is the same as a synchroniser, except that we now only require that if $(S, \gamma)$ is the label of a leaf then $S$ is any singleton. Intuitively, in an adaptive homing word, we are content with knowing the state the automaton is in after applying the strategy, rather than enforcing the automaton to synchronise into some state. Due to lack of space, we state this problem formally and prove in the appendix that it is polynomial-time equivalent to $Ada$-$Sync$. In the main paper, we primarily focus on finding the complexity status of the problems $Ada$-$Sync$ and Subset-$Ada$-$Sync$.

The main results of this paper are now as follows:

Theorem 3. $Ada$-$Sync$ and Subset-$Ada$-$Sync$ are both 2-EXPTIME-complete. Det-$Ada$-$Sync$ and Det-Subset-$Ada$-$Sync$ are both EXPTIME-complete.

3 Equivalence of Various Formulations

In this section, we show that the problems $Ada$-$Sync$ and Subset-$Ada$-$Sync$ are polynomial-time equivalent to each other. A similar result is also shown for their corresponding deterministic versions. We note that such a result is not true for finite-state (Moore) machines (Table 1 of [16]) and so we provide a proof of this here, because it illustrates the significance of the stack in the pushdown version.

Lemma 4. $Ada$-$Sync$ (resp. Det-$Ada$-$Sync$) is polynomial time equivalent to Subset-$Ada$-$Sync$ (resp. Det-Subset-$Ada$-$Sync$).
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Proof. It suffices to show that Subset-ADA-SYNC (resp. Det-Subset-ADA-SYNC) can be reduced to ADA-SYNC (resp. Det-ADA-SYNC) in polynomial time.

Let $P = (Q, \Sigma, \Gamma, \delta)$ be a PDA with $I \subseteq Q$ and $\gamma \in \Gamma^*$. Let $q_I$ be some fixed state in the subset $I$. Construct $P'$ from $P$ by adding a new stack letter $\#$ and the following new transitions: Upon reading any $a \in \Sigma$, if the top of the stack is $\#$, then any state $q \in I$ pops $\#$ and stays at $q$ whereas any state $q \notin I$ pops $\#$ and moves to $q_I$. Notice that $P'$ is deterministic if $P$ is.

It is clear that if $(I, \gamma) \xrightarrow{p} s$ for some state $s$, then $(Q, \#\gamma) \xrightarrow{P'} s$. We now claim that the other direction is true as well. To see this, suppose there is a synchroniser in $P'$ (say $T$) between $(Q, \#\gamma)$ and some state $s$. It is easy to see that, irrespective of the label of the outgoing edge from the root of $T$, there is only one child of the root which is labelled by $(I, \gamma)$. Now, no transition pushes $\#$ onto the stack and so nowhere else in the synchroniser does $\#$ appear in the label of some vertex. It is then easy to see that if we remove the root of $T$, we get a synchroniser between $(I, \gamma)$ and $s$ in $P$.

Lemma 4 allows us to introduce a series of problems which we can prove are poly-time equivalent to ADA-SYNC. The reason to consider these problems is that lower bounds for these are substantially easier to prove than for ADA-SYNC. The three problems are as follows:

1. Given-Sync: Given a PDA $P$, a subset $I$, a word $\gamma$ and also a state $s$, check if $(I, \gamma) \Rightarrow s$.
2. Super-Sync has the same input as Given-Sync, except we ask if $(I, \gamma) \sup \Rightarrow s$.
3. Special-Sync is the same as Super-Sync but restricted to inputs where $\gamma$ is $\bot$.

Lemma 5. Subset-ADA-SYNC, Given-Sync, Super-Sync and Special-Sync are all poly. time equivalent. Further the same applies for their corresponding deterministic versions.

Because of this lemma, for the rest of this paper, we will only be concerned with the Special-Sync problem, where given a PDA $P$, a subset $I$ and a state $s$, we have to decide if $(I, \bot) \sup \Rightarrow s$.

4 How Hard is it to Solve Adaptive Synchronisation

To prove the lower bounds, we introduce the notion of an alternating extended pushdown system (AEPS), which is an extension of pushdown systems with Boolean variables and alternation.

4.1 Alternating Extended Pushdown Systems

An alternating extended pushdown system (AEPS) $A$ is a tuple $(Q, V, \Gamma, \Delta, \text{init}, \text{fin})$ where $Q$ and $V$ are finite sets of states and Boolean variables respectively, $\Gamma$ is the stack alphabet, $\text{init}, \text{fin} \in Q$ are the initial and final states respectively. $A$ has no input letters but it has a stack to which it can pop and push letters from $\Gamma$. Each variable in $V$ is of Boolean type and a transition of $A$ could apply simple tests on these variables and depending on the outcome, can update their values. A configuration of $A$ is a tuple $(q, \gamma, F)$ where $q \in Q, \gamma \in \Gamma^*$ and $F : V \rightarrow \{0, 1\}$ is a function assigning a Boolean value to each variable.

Let $\text{test}$ denote the set of tests given by $\{v? = b : v \in V, b \in \{0, 1\}\}$ and let $\text{cmd}$ denote the set of commands given by $\{v \rightarrow b : v \in V, b \in \{0, 1\}\}$. A consistent command is a conjunction of elements from $\text{cmd}$ such that for every $v \in V$, both $v \rightarrow 0$ and $v \rightarrow 1$ are not present in $\text{cmd}$. The transition relation $\Delta$ consists of transitions of the form $(q, A, G) \hookrightarrow \{(q_1, \gamma_1, C_1), \ldots, (q_k, \gamma_k, C_k)\}$ where $q, q_1, \ldots, q_k \in Q$, $A \in \Gamma$, $\gamma_1, \ldots, \gamma_k \in \Gamma^*$, $G$
is a conjunction of elements from test and each $C_i$ is a consistent command. Intuitively, at a configuration $(q, A, G)$ the machine non-deterministically selects a transition of the form $(q, A, G) \rightarrow \{(q_1, \gamma_1, C_1), \ldots, (q_k, \gamma_k, C_k)\}$ such that the assignment $F$ satisfies the conjunction $G$ and then forks into $k$ copies in the configurations $(q_1, \gamma_1, F[C_1]), \ldots, (q_k, \gamma_k, F[C_k])$ where $F[C_i]$ is the function obtained by updating $F$ according to the command $C_i$. With this intuition in mind, we say that a transition $(q, A, G) \rightarrow \{(q_1, \gamma_1, C_1), \ldots, (q_k, \gamma_k, C_k)\}$ is enabled at a configuration $(p, B, F)$ iff $p = q, B = A$ and $F$ satisfies all the tests in $G$.

A run from a configuration $(q, \eta, H)$ to a configuration $(q', \eta', H')$ is a tree satisfying the following properties: The root is labelled by $(q, \eta, H)$. If some internal node $n$ is labelled by $(p, A, F)$ then there exists a transition $(p, A, G) \rightarrow \{(p_1, \gamma_1, C_1), (p_2, \gamma_2, C_2), \ldots, (p_\kappa, \gamma_\kappa, C_\kappa)\}$ which is enabled at $(p, A, F)$ such that the children of $n$ are labelled by $(p_1, \gamma_1, F[C_1]), \ldots, (p_\kappa, \gamma_\kappa, F[C_\kappa])$, where $F[C_i](v) = b$ if $C_i$ contains a command of the form $v \rightarrow b$ and $F[C_i](v) = F(v)$ otherwise. Finally all the leaves are labelled by $(q', \eta', H')$. If a run exists between $(q, \eta, H)$ and $(q', \eta', H')$ then we denote it by $(q, \eta, H) \xrightarrow{\mathcal{A}} (q', \eta', H')$. An accepting run from a configuration $(q, \eta, H)$ is a run from $(q, \eta, H)$ to $(\text{fin}, \bot, 0)$ where 0 is the zero function. An accepting run of an AEPS is simply an accepting run from the initial configuration $(\text{init}, \bot, 0)$. The emptiness problem is then to decide whether a given AEPS has an accepting run.

By a simple adaptation of the EXPTIME-hardness proof for emptiness of alternating pushdown systems which have no Boolean variables (Theorem 5.4 of [5]. Prop. 31 of [22]) we prove that

\textbf{Lemma 6.} The emptiness problem for AEPS is 2-EXPTIME-hard.

An AEPS $\mathcal{A}$ is called a non-deterministic extended pushdown system (NEPS) if every transition of $\mathcal{A}$ is of the form $(p, A, F) \rightarrow \{(q, \gamma, C)\}$. By Theorem 2 of [12] we have that

\textbf{Lemma 7.} The emptiness problem for NEPS is EXPTIME-hard.

\textbf{Remark 8.} The hardness result for AEPS could also be inferred from Theorem 10 of [12]. Because we use a different notation, for the sake of completeness, we provide the proofs of both of these lemmas in the appendix.

### 4.2 Reduction from Alternating Extended Pushdown Systems

We now give a reduction from the emptiness problem for AEPS to SPECIAL-SYNC. Let $\mathcal{A} = (Q, V, \Gamma, \Delta, \text{init}, \text{fin})$ be an AEPS. Without loss of generality, we can assume that if $(q, A, G) \rightarrow \{(q_1, \gamma_1, C_1), (q_2, \gamma_2, C_2), \ldots, (q_k, \gamma_k, C_k)\} \in \Delta$, then $\gamma_i \neq \gamma_j$ for $i \neq j$. (This can be accomplished, by prefixing new characters to each $\gamma_i$, moving to some intermediate states and then popping the new characters and moving to the respective $q_i$’s). Having made this assumption, the reduction is described below.

From the given AEPS $\mathcal{A}$, we now construct a pushdown automaton $\mathcal{P}$ as follows. The stack alphabet of $\mathcal{P}$ will be $\Gamma$. For each transition $t \in \Delta$, $\mathcal{P}$ will have an input letter $\text{in}(t)$. $\mathcal{P}$ will also have another input letter $\text{end}$. The state space of $\mathcal{P}$ will be the set $Q \cup (V \times \{0, 1\}) \cup \{q_{\text{acc}}, q_{\text{rej}}\}$, where $q_{\text{acc}}$ and $q_{\text{rej}}$ are two states, which on reading any input letter, will leave the stack untouched and simply stay at $q_{\text{acc}}$ and $q_{\text{rej}}$ respectively.

We now give an intuition behind the transitions of $\mathcal{P}$. Given an assignment $F : V \rightarrow \{0, 1\}$ of the Boolean variables $V$, and a state $q$ of $\mathcal{A}$, we use the notation $(q, F)$ to denote the subset $\{q\} \cup \{(v, F(v)) : v \in V\}$ of states of $\mathcal{P}$. Intuitively, a configuration $(q, \gamma, F)$ of $\mathcal{A}$ is simulated by its corresponding pseudo-configuration $(q, F, \gamma)$ in $\mathcal{P}$. This intuition is captured by Figure 3 which gives an example of a step in $\mathcal{P}$. 

![Figure 3](image-url)
Let $t$ be the transition $(q_1, A, [v_1? = 0, v_3? = 1]) \mapsto \{(q_2, AB, [v_1 \leftarrow 1, v_2 \leftarrow 0]), (q_3, \epsilon, [v_2 \leftarrow 0])\}$ in $A$. In $A$, using $t$, the configuration $C_1 := (q_1, ABA, [v_1 = 0, v_2 = 1, v_3 = 1])$ can fork into $C_2 := (q_2, ABBA, [v_1 = 1, v_2 = 0, v_3 = 1])$ and $(C_3 := q_3, BAAA, [v_1 = 0, v_2 = 0, v_3 = 1])$. The diagram here illustrates the simulation of this forking on the corresponding pseudo-configurations of $C_1, C_2, C_3$ that the automaton $P$ will achieve when reading the letter $\text{in}(t)$.

Now we give a formal description of the transitions of $P$. Let $t = (q, A, G) \mapsto \{(q_1, \gamma_1, C_1), \ldots, (q_k, \gamma_k, C_k)\}$ be a transition of $A$. Let $p \in Q$. Upon reading $\text{in}(t)$, if $p \neq q$ then $p$ immediately moves to the $q_{\text{rej}}$ state. Further, even state $q$ moves to the $q_{\text{rej}}$ state if the top of the stack is not $A$. However, if the top of the stack is $A$, then $q$ pops $A$ and non-deterministically pushes any one of $\gamma_1, \ldots, \gamma_k$ onto the stack and if it pushed $\gamma_i$, then $q$ moves to the state $q_i$.

Let $(v, b) \in V \times \{0, 1\}$. Upon reading $\text{in}(t)$, if the test $v? = (1 - b)$ appears in the guard $G$, then $(v, b)$ immediately moves to the $q_{\text{rej}}$ state. (Notice that this is a purely syntactical condition on $A$). Further, if the top of the stack is not $A$, then once again $(v, b)$ moves to $q_{\text{rej}}$. If these two cases do not hold, then $(v, b)$ pops $A$ and non-deterministically picks an $i \in \{1, \ldots, k\}$ and pushes $\gamma_i$ onto the stack. Having pushed $\gamma_i$, if $C_i$ does not update the variable $v$, it stays in state $(v, b)$; otherwise if $C_i$ has a command $v \mapsto b'$, it moves to $(v, b')$.

Finally, upon reading $\text{end}$, the states in $[\text{fin}, 0]$ move to the $q_{\text{acc}}$ state and all the other states in $Q \cup (V \times \{0, 1\})$ move to the $q_{\text{rej}}$ state.

We now claim that $A$ has an accepting run iff there is a super-synchronizer in $P$ between $([\text{init}, 0], \bot)$ and $q_{\text{acc}}$. Intuitively, any accepting run of $A$ can be simulated by the corresponding pseudo-configurations in a manner similar to Figure 3 and once we arrive at the pseudo-configuration $([\text{fin}, 0], \bot)$, we can input the letter $\text{end}$ and synchronise to the state $q_{\text{acc}}$. For the reverse direction, we can show that any super-synchroniser between $([\text{init}, 0], \bot)$ and $q_{\text{acc}}$ must be a simulation of an accepting run in $A$.

Notice that $P$ is deterministic if $A$ is non-deterministic. Hence, by Lemmas 6 and 7.

**Theorem 9.** Special-Sync, Subset-Ada-Sync and Ada-Sync are all 2-EXPTIME-hard. Det-Special-Sync, Det-Subset-Ada-Sync and Det-Ada-Sync are all EXPTIME-hard.

## 5 How Easy is it to Solve Adaptive Synchronisation

In this section, we will give algorithms that solve Special-Sync and Det-Special-Sync. We first give a reduction from Special-Sync to the problem of checking emptiness in an alternating pushdown system, which we define below. Then, we show that for Det-Special-Sync, the same reduction produces alternating pushdown systems with a “modular” structure, which we exploit to reduce the running time.
5.1 Adaptive Synchronisation for Non-deterministic PDA

An alternating pushdown system (APS) is an alternating extended pushdown system which has no Boolean variables. Since there are no variables, we can suppress any notation corresponding to the variables, e.g., configurations can be just denoted by \((q, \gamma)\). It is known that the emptiness problem for APS is in \(\text{EXPTIME}\) (Theorem 4.1 of [3]). We now give an exponential time reduction from SPECIAL-SYNC to the emptiness problem for APS.

Let \(P = (Q, \Sigma, \Gamma, \delta)\) be a PDA with \(I \subseteq Q, s \in Q\). Construct the following APS \(A_P = (2^Q, \Gamma, \Delta, I, \{s\})\) where \(\Delta\) is defined as follows: Given \(S \subseteq Q, a \in \Sigma\) and \(A \in \Gamma\), let \(E_1, \ldots, E_k\) be the equivalence classes of the relation \(\sim_{S,A}^a\) as defined in subsection 2.2. Then, we have the following transition in \(A_P\):

\[
(S, A) \rightarrow \{(\text{next}(E_1), \text{word}(E_1)), (\text{next}(E_2), \text{word}(E_2)), \ldots, (\text{next}(E_k), \text{word}(E_k))\} \tag{1}
\]

The following fact is immediate from the definition of a super-synchroniser and from the construction of \(A_P\).

▶ Proposition 10. Let \(S \subseteq 2^Q, \gamma \in \Gamma^*\). Then a labelled tree \(T\) is a super-synchroniser between \((S, \gamma)\) and \(s\) in \(P\) if and only if \(T\) is an accepting run from \((S, \gamma)\) in \(A_P\).

By Theorem 4.1 of [3], emptiness for APS can be solved in exponential time and so

▶ Theorem 11. SPECIAL-SYNC is in \(2-\text{EXPTIME}\)

5.2 Adaptive Synchronisation for Deterministic PDA

Let \(P = (Q, \Sigma, \Gamma, \delta)\) be a deterministic PDA with \(I \subseteq Q, s \in Q\). We have the following proposition, whose proof follows from the fact that \(P\) is deterministic.

▶ Proposition 12. Suppose \(S \subseteq Q, a \in \Sigma, A \in \Gamma\) and suppose \(E_1, \ldots, E_k\) are the equivalence classes of \(\sim_{S,A}^a\). Then, \(|S| \geq \sum_{i=1}^{k} |\text{next}(E_i)|\).

Now, given \(P\), consider the APM \(A_P = (2^Q, \Gamma, \Delta, I, \{s\})\) that we have constructed in subsection 5.1. By Proposition 12, we now have the following lemma.

▶ Lemma 13. For any \(S \in 2^Q, \gamma \in \Gamma^*\), any accepting run of \(A_P\) from the configuration \((S, \gamma)\) has at most \(|S|\) leaves.

The following corollary follows from the lemma above.

▶ Corollary 14. Any accepting run of \(A_P\) has at most \(|I|\) leaves.

▶ Example 15. Let \(P\) be the deterministic PDA from Figure 1. Figure 4 shows an example of an accepting run in the corresponding APS \(A_P\) from \(I := \{1, 2, 3, 4\}\). Notice that there are \(|I| = 4\) leaves in this run.

Corollary 14 motivates the study of the following problem, which we call the sparse emptiness problem for APMs (SPARSE-EMPTY):

Given: An APM \(A\) and a number \(k\) in unary.

Decide: Whether there exists an accepting run for \(A\) with at most \(k\) leaves

We prove the following theorem about SPARSE-EMPTY in the next section.

▶ Theorem 16. Given \(A\) and \(k\), the SPARSE-EMPTY problem can be solved in time \(O(|A|^{ck^2})\) for a fixed constant \(c\).
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Figure 4 An accepting run of $A_P$ for the deterministic PDA $P$ given in Figure 1.

Now, because of Proposition 12 and because of the structure of the transitions of $A_P$ (as given by equation (1)), it is sufficient to restrict the construction of $A_P$ to only those states which have cardinality at most $|I|$ and hence, it can be assumed that $|A_P| \leq |P|^{|I|}$. This fact, along with Proposition 10, corollary 14 and Theorem 16 implies the following theorem.

\begin{theorem}
Given an instance $(P, I, s)$ of Det-Special-Sync, we can check if $(I, \bot) \xrightarrow{\text{sup}} s$ in time $O(n^{4ck^3})$ where $n = |P|$ and $k = |I|$ and $c$ is some fixed constant.
\end{theorem}

\begin{remark}
Note that the algorithm to solve Det-Special-Sync on an instance $(P, I, s)$, although in EXPTIME, is polynomial if $|I|$ is fixed and quasi-polynomial if $|I| = O(\log |P|)$.
\end{remark}

5.3 ‘Sparse Emptiness’ Checking of Alternating Systems

This subsection is dedicated to proving Theorem 16. We fix an alternating pushdown system $A = (Q, \Gamma, \Delta, \text{init}, \text{fin})$ and a number $k$ for the rest of this subsection. A $k$-accepting run of $A$ is defined to be an accepting run of $A$ with at most $k$ leaves. We now split the desired algorithm for Sparse-Empty into three parts. Finally, we give its runtime analysis.

**Compressing $k$-accepting runs of $A$:** We define a non-deterministic pushdown system (NPS) to be a non-deterministic extended pushdown system which has no Boolean variables. From $A$, we can derive a NPS obtained by deleting all transitions of the form $(q, A) \rightarrow \{(q_1, \gamma_1), \ldots, (q_k, \gamma_k)\}$ with $k > 1$. We will denote this NPS by $N'$. Emptiness of NPS is known to be solvable in polynomial time (Theorem 2.1 of [3]). To exploit this fact for our problem, we propose the following notion of a compressed accepting run of $A$. Intuitively, a compressed accepting run is obtained from an accepting run of $A$ by “compressing” a series of transitions belonging to the non-deterministic part $N'$, into a single transition. An intuition of a compressed accepting run is captured by Figure 5 which is obtained by compressing the run depicted in Figure 4.
Given a tree, we say that a vertex $v$ in the tree is simple if it has exactly one child and otherwise we say that it is complex (Note that all leaves are complex). A compressed accepting run of $A$ from the configuration $(p, \eta)$ is a labelled tree such that: The root is labelled by $(p, \eta)$. If $v$ is a simple vertex labelled by $(q, \gamma)$ and $u$ is its only child labelled by $(q', \gamma')$ then $u$ is a complex vertex and $(q, \gamma) \xrightarrow{\gamma} (q', \gamma')$. If $v$ is a complex vertex labelled by $(q, A\gamma)$ and $v_1, \ldots, v_k$ are its children with $k > 1$, then there is a transition $(q, A) \xrightarrow{\gamma} \{(q_1, A_1), \ldots, (q_k, A_k)\}$ in $A$ such that the label of $v_i$ is $(q_i, A_i, \gamma)$. Finally, all the leaves are labelled by $(\text{fin}, \bot)$. A compressed accepting run of $A$ is a compressed accepting run from $(\text{init}, \bot)$ and a $k$-compressed accepting run is a compressed accepting run with at most $k$ leaves. We now have the following lemma.

**Lemma 19.** There is a $k$-accepting run of $A$ from a configuration $(p, \eta)$ iff there is a $k$-compressed accepting run of $A$ from $(p, \eta)$.

**Searching for $k$-compressed accepting runs:** To fully use the result of Lemma 19 we need some results about non-deterministic pushdown systems, which we state here. Recall that $\mathcal{N}$ is an NPS over the states $Q$ and stack alphabet $\Gamma$ obtained from the APS $A$. We say that $M = (Q^M, \Gamma, \delta^M, F^M)$ is an $\mathcal{N}$-automaton if $M$ is a non-det. finite-state automaton over the alphabet $\Gamma$ with accepting states $F^M$ such that for each state $q \in Q$, there is a unique state $q^M \in Q^M$. The set of configurations of $A$ that are stored by $M$ (denoted by $C(M)$) is defined to be the set $\{(q, \gamma) : \gamma \text{ is accepted in } M \text{ from the state } q^M\}$. In the above definition, note that $Q^M$ can potentially have more states other than the set $\{q^M \mid q \in Q\}$.

**Theorem 20.** (Section 2.3 and Theorem 2.1 of [3]) Given an $\mathcal{N}$-automaton $M$, in time polynomial in $\mathcal{N}$ and $M$, we can construct an $\mathcal{N}$-automaton $M'$ which has the same states as $M$ such that $M'$ stores the set of predecessors of $M$, i.e., $C(M') = \{(q', \gamma') : \exists (q, \gamma) \in C(M) \text{ such that } (q', \gamma') \xrightarrow{\gamma'} (q, \gamma)\}$.

We say that an unlabelled tree is structured, if the child of every simple vertex is a complex vertex. An $\ell$-structured tree is simply a structured tree which has at most $\ell$ leaves. Notice that the height of an $\ell$-structured tree is $O(\ell)$ and since it has at most $\ell$ leaves, it follows that a $\ell$-structured tree can be described using a polynomial number of bits in $\ell$. Hence, the number of $\ell$-structured trees is $O(2^c)$ for some fixed $c$.

Now let us come back to the problem of searching for $k$-accepting runs of $A$. By Lemma 19 it suffices to search for a $k$-compressed accepting run of $A$. Notice that if we take a $k$-compressed accepting run and remove its labels, we get a $\ell$-structured tree. Now, suppose we have an algorithm Check that takes a $k$-structured tree $T$ and checks if $T$ can be labelled to make it a $k$-compressed accepting run of $A$. Then, by calling Check on every $k$-structured tree, we have an algorithm to check for the existence of a $k$-compressed accepting run of $A$. Hence, it suffices to describe this procedure Check which is what we will do now.

**The algorithm Check:** Let $T$ be a $k$-structured tree. For each vertex $v$ in the tree $T$, Check will assign a $\mathcal{N}$-automaton $M_v$ such that $M_v$ will have the following property:

**Invariant (\star):** A configuration $(q, \gamma) \in C(M_v)$ iff all the vertices of the subtree rooted at $v$ can be labelled such that the resulting labelled subtree is a compressed accepting run of $A$ from $(q, \gamma)$.

The construction of each $M_v$ is as follows: Let $Q$ be the states and $\Delta$ be the transitions of the alternating pushdown system $A$.

Suppose vertex $v$ is a leaf. We let $M_v$ be an automaton such that $C(M_v) = \{(\text{fin}, \bot)\}$. Notice that such a $M_v$ can be easily constructed in polynomial time.
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1) By induction on the structure of the tree and for every configuration \((q, \gamma)\) of \(A\), let \(\delta_i(q_{M_i}, \gamma)\) denote the set of states that the automaton \(M_i\) will be in after reading \(\gamma\) from the state \(q_{M_i}\). To construct \(M_v\) first do a product construction which we denote by \(M_{v_1} \times M_{v_2} \times \ldots \times M_{v_\ell}\). Then, for each \(q \in Q\), add a state \(q_{M_v}\). Then for each transition \((p, A) \rightarrow \{(p_1, \gamma_1), \ldots, (p_\ell, \gamma_\ell)\}\) in \(\Delta\), add a transition in \(M_v\), which upon reading \(A\), takes \(p_{M_v}\) to any of the states in \(\delta_1(p_{M_{v_1}}, \gamma_1) \times \delta_2(p_{M_{v_2}}, \gamma_2) \times \ldots \times \delta_\ell(p_{M_{v_\ell}}, \gamma_\ell)\). Intuitively, we accept a word \(A\gamma\) from the state \(p_{M_v}\) if for each \(i\), the word \(\gamma_i\gamma_i\) can be accepted from the state \(p_i\).

Proposition 21. For each vertex \(v\) of the tree \(T\), \(M_v\) satisfies invariant \((\ast)\)

Finally, we accept \(\text{iff } \langle \text{init}, \bot \rangle \in C(M_r)\) where \(r\) is the root of the tree. The correctness of \(\text{Check}\) follows from the proposition above.

Running time analysis

Let us analyse the running time of \(\text{Check}\). Let \(T\) be a \(k\)-structured tree and therefore \(T\) has \(O(k^2)\) vertices. \(\text{Check}\) assigns to each vertex \(v\) of \(T\) an automaton \(M_v\). We claim that the running time of \(\text{Check}\) is \(O\left(k^2 \cdot |A|^{ck^2}\right)\) (for some constant \(c\)) because of the following:

1) By induction on the structure of the tree \(T\), it can be proved that, there exists a constant \(d\), such that if \(h_v\) is the height of a vertex \(v\) and \(l_v\) is the number of leaves in the subtree of \(v\), then the number of states of \(M_v\) is \(O(\ell_v^{dh_v})\) (Recall that \(h_v, l_v\) is at most \(O(k^2)\)).
2) If an \(N\)-automaton has \(n\) states, then the number of transitions it can have is \(O(|A| \cdot n^2)\).
3) For a vertex \(v\) with children \(v_1, \ldots, v_\ell\), \(M_v\) can be constructed in polynomial time in the size of \(|M_{v_1}| \times |M_{v_2}| \times \ldots |M_{v_\ell}|\) and \(|A|\).

Now the final algorithm for \(\text{Sparse-Empty}\) simply iterates over all \(k\)-structured trees and calls \(\text{Check}\) on all of them. Since the number of \(k\)-structured trees is at most \(f(k)\) where \(f\) is an exponential function, it follows that the total running time is \(O\left(f(k) \cdot k^2 \cdot |A|^{ck^2}\right) = O\left(|A|^{ck^2}\right)\) for some constant \(c\).

6 Conclusion

Our results can be considered as a step in the research direction recently proposed by Fernau, Wolf and Yamakami in \([11]\), in which the authors prove that the synchronisation problem for PDAs is undecidable when the stack is not visible. They also suggest looking into different variants of synchronisation for PDAs with a view towards the decidability and complexity frontier. Within this context, we believe we have proposed a natural variant of synchronisation in which the observer can see the stack and given decidability and complexity-theoretic optimal results for both the non-deterministic and the deterministic cases.

One can ask similar questions to almost any automata model, which has a “data” part that can be observed, for example, timed automata. Another natural question is to consider the same questions for one-counter automata, i.e., pushdown automata with a single stack alphabet. Though our results imply decidability for this case, further investigation into its complexity is needed. Finally, one can impose constraints on pushdown automata that are less constrained than determinism, but do not imply full non-determinism, like unambiguity or being Good-for-games.
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For the sake of brevity, for some tuples \((q,a,A)\) \(\in Q \times \Sigma \times \Gamma\), we will sometimes not specify \(\delta(q,a,A)\). In such cases, it is to be assumed that \(\delta(q,a,A) = (q,A)\). Also, occasionally we will describe transitions by saying “Upon reading \(a\), the state \(p\) moves to \(q\)”, without describing the changes to the stack. In these cases, it is to be assumed that irrespective of the element at the top of the stack, the state \(p\) moves to \(q\) and does not change the stack.

Lemma 5. Subset-Ada-Sync, Given-Sync, Super-Sync and Special-Sync are all poly. time equivalent. Further the same applies for their corresponding deterministic versions.

We break the proof of this Lemma into various propositions, each one showing equivalence between a pair of problems.

Proposition 23. Subset-Ada-Sync and Given-Sync are polynomial time equivalent. Further the same applies for their corresponding deterministic versions.

Proof. Subset-Ada-Sync is reducible to Given-Sync

Let \(P = (Q,\Sigma,\Gamma,\delta)\) be a PDA with \(I \subseteq Q\) and \(\gamma \in \Gamma^*\). The central idea is that the new PDA \(P'\) that we construct will force the observer to initially decide on which state of \(P\) she wants to synchronise in, by inputting a special letter specific to each state of \(P\). Once she has done that, this choice will be remembered in the states of \(P'\). Finally, only when
she believes she has synchronised in the state that she had chosen initially, she can input a special letter which will take her to a special state $q_{acc}$.

This can be concretely implemented as follows: The states of $P'$ will be $(Q \times Q) \cup \{Q \times \{\Box\}\} \cup \{q_{acc}, q_{rej}\}$. The input alphabet of $P'$ will be $\Sigma \cup \{\text{decide}_q : q \in Q\} \cup \{\text{done}_q : q \in Q\}$. The transition relation $\delta'$ of $P'$ is as follows: Upon reading $\text{decide}_q$, the state $(p, \Box)$ moves to the state $(p, q)$. Upon reading any letter from $\Sigma$, the transitions on states $(p, q) \in Q \times Q$ just mimic the transitions of $\delta$ on the first co-ordinate and leave the second co-ordinate unchanged. Upon reading $\text{done}_q$, the states $(q, q)$ and $q_{acc}$ move to $q_{rej}$, while all the other states move to $q_{rej}$. Notice that $P'$ is deterministic if $P$ is. We now claim that

$$\exists s \in Q \text{ with } (I, \gamma) \xRightarrow{p} s \text{ if and only if } (I \times \{\Box\}, \gamma) \xRightarrow{p'} q_{acc}.$$  

($\Rightarrow$) Suppose there exists $s \in Q$ such that there is a synchroniser between $(I, \gamma)$ and $s$ in $P$ (say $T$). Let $(S_v, \eta_v)$ be the label of each vertex $v$ in $T$. By converting the label $(S_v, \eta_v)$ to $(S_v \times \{s\}, \eta_v)$ for each vertex $v$, we get a synchroniser between $(I \times \{s\}, \gamma)$ and $(s, s)$ in $P'$. Now to the root of this synchroniser add a parent labelled by $(I \times \{\Box\}, \gamma)$ with its outgoing edge labelled by $\text{decide}_s$. Similarly, to each leaf $v$, add an outgoing edge labelled by done$_s$ and label the child of this edge by $(q_{acc}, \eta_v)$. By inspection, it can be easily verified that this new tree is a synchroniser between $(I \times \{\Box\}, \gamma)$ and $q_{acc}$ in $P'$.

($\Leftarrow$) Suppose there exists a synchroniser between $(I \times \{\Box\}, \gamma)$ and $q_{acc}$ in $P'$ (say $T'$). Assume that $T'$ is a minimal such synchroniser. We recall our convention stated in Remark 22 that if we did not state the image of $\delta'(q, a, A)$ for some $q, a, A$, then $\delta'(q, a, A) = (q, A)$. With this convention in mind, by using the fact that $T'$ is minimal, we can easily conclude that the root has exactly one outgoing edge labelled by $\text{decide}_s$ for some $s \in Q$ and the child of this edge is labelled by $(I \times \{s\}, \gamma)$. Hence, if we remove the root of $T'$, we get a synchroniser between $(I \times \{s\}, \gamma)$ and $q_{acc}$, which we will denote by $T$. By our assumption on $T'$, it follows that $T$ is a minimal such synchroniser between $(I \times \{s\}, \gamma)$ and $q_{acc}$ in $P'$.

Let $(S_v, \eta_v)$ be the label of the vertex $v$ in the tree $T$. We now do a series of observations.

- No state in $Q \times \{\Box\}$ has an incoming transition. Hence,
  
  Fact A: For every vertex $v$, $S_v \cap (Q \times \{\Box\}) = \emptyset$.

- By our convention stated in remark 22 it follows that $\delta'(p, \text{decide}_q, A) = (p, A)$ for any $p \notin Q \times \{\Box\}, A \in \Gamma$ and $q \in Q$. By fact A and by the minimality of $T$ we get,
  
  Fact B: No edge of $T$ is labelled by $\text{decide}_q$ for any $q \in Q$.

- Notice that $q_{rej}$ has no outgoing transition. Since $S_u = \{q_{acc}\}$ for any leaf $u$, it follows that
  
  Fact C: For every vertex $v$, $q_{rej} \notin S_v$.

- By induction on the structure of the tree $T$, we now prove that
  
  Fact D: For all non-leaves $v$, $S_v \subseteq Q \times \{s\}$. Further, if the outgoing edge from some vertex $v$ is labelled by done$_q$, then $q = s$ and $v$ is the parent of a leaf with $S_v = \{(s, s)\}$.

Clearly $S_r \subseteq Q \times \{s\}$ when $v$ is the root vertex. Suppose for some non-leaf $v$, we have $S_v \subseteq Q \times \{s\}$. If the outgoing edges from $v$ are labelled by some letter from $\Sigma$, then it is clear that for all children $v'$ of $v$ we have $S_{v'} \subseteq Q \times \{s\}$. By Fact B no edge can be labelled by $\text{decide}_q$ for any $q \in Q$. Hence, the only remaining case is when the outgoing edges of $v$ are labelled by done$_q$ for some $q \in Q$. In this case, there is only one child of $v$ (say $v'$). Since $S_v \subseteq Q \times \{s\}$, if done$_q \neq \text{done}_s$ or if $S_v \neq \{(s, s)\}$ then $q_{rej} \in S_{v'}$. 


which contradicts Fact C. Hence, \( S_v = \{(s, s)\} \), done_{\gamma} = done_{\epsilon} and so \( S_{v'} = \{q_{\text{acc}}\} \). By minimality of \( T \), \( v' \) must be a leaf.

By combining all the facts it follows that if we remove the leaves of \( T \), we get a synchroniser between \( (I \times \{s\}, \gamma) \) and \((s, s)\) in \( \mathcal{P}' \) such that all the edges are labelled by letters from \( \Sigma \) alone. Hence, if we remove the second co-ordinate \( s \) from each state in the label of each vertex of \( T \), we will get a synchroniser between \( (I, \gamma) \) and \( s \) in \( \mathcal{P} \).

Therefore, we have shown that \( \exists s \in Q \) with \( (I, \gamma) \xrightarrow{p} s \) if and only if \( (I \times \{\epsilon\}, \gamma) \xrightarrow{p} q_{\text{acc}} \). Hence, this gives the desired reduction from \textsc{Subset-Ada-Sync} to \textsc{Given-Sync}.

**Given-Sync is reducible to Subset-Ada-Sync**

Let \( \mathcal{P} = (Q, \Sigma, I, \delta) \) with \( I \subseteq Q \), \( s \in Q \) and \( \gamma \in \Gamma^* \). The central idea is to take two disjoint copies of \( \mathcal{P} \) and then add a new state \( q_{\text{acc}} \) such that the only state reachable from both these copies of \( \mathcal{P} \) is the state \( q_{\text{acc}} \). Further this state \( q_{\text{acc}} \) can be reached only from the copies of the state \( s \). Then, if at all synchronisation is possible from both the copies of \( I \) in \( \mathcal{P}' \), it has to happen at \( q_{\text{acc}} \) and so must go through the corresponding copies of \( s \). Hence the projection of this synchronisation on any of the copies will lead to a synchronisation from \( I \) to \( s \) in \( \mathcal{P} \).

This idea can be concretely implemented as follows: The states of \( \mathcal{P}' \) will be \( Q' = (Q \times \{0, 1\}) \cup \{q_{\text{acc}}, (q_{\text{rej}}, 0), (q_{\text{rej}}, 1)\} \). The input alphabet of \( \mathcal{P}' \) will be \( \Sigma \cup \{\text{end}\} \). Upon reading any letter from \( \Sigma \), the transitions on a state \((q, b) \in Q \times \{0, 1\}\) just mimic the transitions of \( \delta \) on the first co-ordinate and leave the second one unchanged. Upon reading \text{end}, the states \((s, 0)\), \((s, 1)\) and \( q_{\text{acc}} \) move to \( q_{\text{acc}} \) and all the other states move to their corresponding copy of \( q_{\text{rej}} \).

Notice that \( \mathcal{P}' \) is deterministic if \( \mathcal{P} \) is. We now claim that

\[
(I, \gamma) \xrightarrow{p} s \text{ iff there exists } q \in Q' \text{ such that } (I \times \{0, 1\}, \gamma) \xrightarrow{p'} q.
\]

(\( \Rightarrow \)) Suppose there is a synchroniser between \( (I, \gamma) \) and \( s \) in \( \mathcal{P} \) (say \( T \)). Let \((S_v, \eta_v)\) be the label of every vertex \( v \) in \( T \). Modify \( T \) as follows: Replace \((S_v, \eta_v)\) with \((S_v \times \{0, 1\}, \eta_v)\) for every vertex \( v \). Then to each leaf \( v \), add an outgoing edge labelled by \text{end} and label the child of this edge by \((q_{\text{acc}}, \eta_v)\). By inspecting the transition relation, it can be easily verified that this modified tree is a synchroniser between \((I \times \{0, 1\}, \gamma)\) and \( q_{\text{acc}} \) in \( \mathcal{P}' \).

(\( \Leftarrow \)) Suppose there exists \( q \in Q' \) such that \( (I \times \{0, 1\}, \gamma) \xrightarrow{p'} q \). Since \( q_{\text{acc}} \) is the only state reachable from both \( I \times \{0\} \) and \( I \times \{1\} \), it follows that \( q = q_{\text{acc}} \). Hence, we have a synchroniser between \((I \times \{0, 1\}, \gamma)\) and \( q_{\text{acc}} \) in \( \mathcal{P}' \) (say \( T \)). We can assume that \( T \) is a minimal such synchroniser. Let \((S_v, \eta_v)\) be the label of each vertex \( v \) in \( T \). We now do a series of observations.

- Notice that \((q_{\text{rej}}, 0)\) and \((q_{\text{rej}}, 1)\) both have no outgoing transitions. Since \( S_u = \{q_{\text{acc}}\} \) for any leaf \( u \), it follows that

  Fact A: For every vertex \( v \), \((q_{\text{rej}}, 0) \notin S_v \) and \((q_{\text{rej}}, 1) \notin S_v \).

- By induction on the structure of the tree \( T \), we now prove that

  Fact B: For all non-leaf vertices \( v \), there exists \( Q_v \subseteq Q \) such that \( S_v = Q_v \times \{0, 1\} \). Further, if the outgoing edge from some vertex \( v \) is labelled by \text{end}, then \( v \) is the parent of a leaf with \( S_v = \{s\} \times \{0, 1\} \).
Clearly $S_0 = I \times \{0,1\}$ when $v$ is the root. Suppose for some non-leaf vertex $v$, there exists $Q_v$ such that $S_v = Q_v \times \{0,1\}$. If the outgoing edges from $v$ are labelled by some letter from $\Sigma$, then it is clear that for all children $v'$ of $v$ there exists $Q_{v'}$ with $S_{v'} = Q_{v'} \times \{0,1\}$. Hence, the only remaining case is when the outgoing edges of $v$ are labelled by end. In this case, there is only one child of $v$ (say $v'$). If $Q_v \neq \{s\}$ then $(q_{rej},0),(q_{rej},1) \in S_{v'}$ which contradicts Fact A. Hence, $Q_v = \{s\}$ and so $S_v = \{s\} \times \{0,1\}$. Therefore, it follows that $S_{v'} = \{q_{acc}\}$. By minimality of $T$, $v'$ must be a leaf.

It then follows that if we remove the leaves of $T$, we get a synchroniser between $(I \times \{0,1\}, \gamma)$ and $s \times \{0,1\}$ such that all the edges are labelled by letters from $\Sigma$ alone. Hence, if we project the labels of each vertex on the first copy, we get a synchroniser between $(I, \gamma)$ and $s$ in $\mathcal{P}$.

Therefore we have shown that $(I, \gamma) \implies_p s$ if there exists $q \in Q'$ such that $(I \times \{0,1\}, \gamma) \implies_{p'} q$. This gives the desired reduction from Given-Sync to Subset-Ada-Sync.

\textbf{Proposition 24.} \textit{Given-Sync is poly. time equivalent to Super-Sync. Further, the same is true for the corresponding deterministic versions.}

\textbf{Proof.} \textit{Given-Sync is reducible to Super-Sync}

Let $\mathcal{P} = (Q, \Sigma, \Gamma, \delta)$ be a PDA with $I \subseteq Q$, $s \in Q$ and $\gamma \in \Gamma^*$. Construct $\mathcal{P}'$ from $\mathcal{P}$ by adding two new states $q_{acc}$ and $q_{rej}$ and two new input letters end and pop. Upon inputting end the states $s$ and $q_{acc}$ move to $q_{acc}$ whereas all the other states move to $q_{rej}$. Upon inputting pop, all the states except $q_{acc}$ move to $q_{rej}$ whereas $q_{acc}$ remains at $q_{acc}$ and keeps on popping the stack. Notice that $\mathcal{P}'$ is deterministic if $\mathcal{P}$ is. We now claim that

\[(I, \gamma) \implies_p s \text{ if and only if } (I, \gamma) \supseteq_{p'} q_{acc}\]

\((\Rightarrow)\) Let $T$ be a synchroniser between $(I, \gamma)$ and $s$ in $\mathcal{P}$ and let $(S_v, \eta_v)$ be the label of each vertex $v$. From each leaf $v$, add an outgoing edge labelled by end and label the child of this edge by $(q_{acc}, \eta_v)$. Let $\eta_v = w_0w_1 \ldots w_k\bot$. Now, add a chain of $k + 1$ vertices from this child with each edge labelled by pop such that the $i^{th}$ vertex in the chain is labelled by $(q_{acc}, w_iw_{i+1}\ldots w_k,\bot)$. It is clear that the new tree is a super-synchroniser between $(I, \gamma)$ and $q_{acc}$ in $\mathcal{P}'$.

\((\Leftarrow)\) Let $T$ be a super-synchroniser between $(I, \gamma)$ and $q_{acc}$ in $\mathcal{P}'$. We can assume that $T$ is a minimal such super-synchroniser. Let $(S_v, \eta_v)$ be the label of each vertex $v$ in $T$. We now do a series of observations.

- Because there are no outgoing transitions from $q_{rej}$ and since $S_u = \{q_{acc}\}$ for every leaf $u$, we have,

  \textbf{Fact A:} For every vertex $v$, $q_{rej} \not\in S_v$.\n
- We now claim that,

  \textbf{Fact B:} Along every branch of $T$, there is a vertex $v$ with only one child $v'$ such that $S_v = \{s\}$, the outgoing edge from $v$ is labelled by end and $S_{v'} = \{q_{acc}\}$. Further, for every vertex $v''$ before $v$ in this branch, we have $S_{v''} \subseteq Q$ and no edge before the edge $(v,v')$ along this branch is labelled by end.
Let us consider a branch of the tree $T$. We will say that $v \leq v'$ for two vertices along this branch if $v$ appears before $v'$ along this branch. Now, the root of the branch is labelled by $(I, \gamma)$ whereas the leaf is labelled by $(q_{acc}, \perp)$. Hence, there should be a vertex $v$ and its child $v'$ along this branch such that $q_{acc} \in S_{v'}$ but $q_{acc} \notin S_v$ for every vertex $v'' \leq v$. By Fact A, $q_{rej} \notin S_{v'}$ for every vertex $v'' \leq v$ and so $S_{v'} \subseteq Q$ for every $v'' \leq v$. Further, if the outgoing edge from some vertex $v'' < v$ is labelled by $\text{end}$, then the child of $v''$ along this branch will contain either $q_{acc}$ or $q_{rej}$, which will lead to a contradiction.

Now the only way to move from some state in $Q$ to $q_{acc}$ is by the letter $\text{end}$. Hence the edge between $v$ and $v'$ must be labelled by $\text{end}$. Now if $S_v \neq \{s\}$ then $q_{rej} \in S_{v'}$ which contradicts Fact A. Hence $S_v = \{s\}$ and $S_{v'} = \{q_{acc}\}$.

Hence, using Fact B, we proceed to cut the tree $T$ as follows: Along every branch, find the vertex $v$ as guaranteed by Fact B and then remove all the vertices after $v$ along this branch. It follows that this reduced synchroniser will be a synchroniser between $(I, \gamma)$ and $s$ in $\mathcal{P}$.

Therefore we have shown that $(I, \gamma) \stackrel{\sup}{\rightarrow} s$ if and only if $(I, \gamma) \stackrel{\sup}{\rightarrow} q_{acc}$. Hence we get the desired reduction from Given-Sync to Super-Sync.

**Super-Sync is reducible to Given-Sync**

Let $\mathcal{P} = (Q, \Sigma, \Gamma, \delta)$ be a PDA with $I \subseteq Q$, $s \in Q$ and $\gamma \in \Gamma^*$. Construct $\mathcal{P}'$ from $\mathcal{P}$ by adding two new states $q_{acc}$ and $q_{rej}$ and one new input letter $\text{end}$. Upon inputting $\text{end}$, the state $q_{acc}$ remains at $q_{acc}$, the state $s$ moves to $q_{acc}$ if the stack is empty and in all the other cases, $P'$ moves to $q_{rej}$. Notice that $\mathcal{P}'$ is deterministic if $\mathcal{P}$ is. We now claim that

$$(I, \gamma) \stackrel{\sup}{\rightarrow} s \text{ if and only if } (I, \gamma) \stackrel{\sup}{\rightarrow} q_{acc}$$

$(\Rightarrow)$ Suppose $T$ is a super-synchroniser between $(I, \gamma)$ and $s$ in $\mathcal{P}$. Let $(S_v, \eta_v)$ be the label of each vertex $v$. To every leaf of $T$, add an outgoing edge labelled by $\text{end}$, and label the child of this edge by $(q_{acc}, \perp)$. It follows that this new tree is a synchroniser between $(I, \gamma)$ and $q_{acc}$ in $\mathcal{P}'$.

$(\Leftarrow)$ Suppose $T$ is a synchroniser between $(I, \gamma)$ and $q_{acc}$ in $\mathcal{P}'$. We can assume $T$ is a minimal such synchroniser. Let $(S_v, \eta_v)$ be the label of each vertex $v$. We now do a series of observations.

- Since there are no outgoing transitions from $q_{rej}$, and since $S_u = \{q_{acc}\}$ for every leaf $u$, it follows that

  Fact A: For every vertex $v$, $q_{rej} \notin S_v$.

- By induction on the structure of $T$, we claim that,

  Fact B: If $v$ is a non-leaf, then $S_v \subseteq Q$. Further, if the outgoing edge from some vertex $v$ is labelled by $\text{end}$, then $v$ is the parent of a leaf with $(S_v, \eta_v) = (s, \perp)$.

Clearly $S_v \subseteq Q$ when $v$ is the root. Suppose for some non-leaf $v$, $S_v \subseteq Q$. If the outgoing edges from $v$ are labelled by some letter from $\Sigma$, then it is clear that for all children $v'$ of $v$, $S_{v'} \subseteq Q$. Hence, the only remaining case is when the outgoing edges of $v$ are labelled by $\text{end}$. In this case, there is only one child of $v$ (say $v'$). If $S_v \neq \{s\}$ or if $\eta_v \neq \perp$, then $q_{rej} \in S_{v'}$ which contradicts Fact A. Hence, $S_v = \{s\}$, $\eta_v = \perp$ and so $S_{v'} = \{q_{acc}\}$. By minimality of $T$, $v'$ must be a leaf.
Hence, if we remove all the leaves of $T$ we get a super-synchroniser between $(I, \gamma)$ and $s$ in $\mathcal{P}$.

Therefore, we have shown that $(I, \gamma) \overset{\text{sup}}{\rightarrow} s$ iff $(I, \gamma) \overset{\text{sup}}{\rightarrow} q_{\text{acc}}$. This gives the desired reduction from Super-Sync to Given-Sync. ▶

**Proposition 25.** Super-Sync and Special-Sync are poly. time equivalent. Further the same is true for the corresponding deterministic versions.

**Proof.** It suffices to show that Super-Sync is reducible to Special-Sync as the latter is a special case of the former. Let $\mathcal{P} = (Q, \Sigma, \Gamma, \delta)$ be a PDA with $I \subseteq Q$, $s \in Q$ and $\gamma \in \Gamma^*$. Construct $\mathcal{P}'$ from $\mathcal{P}$ by adding a new set of states $I' = \{q' : q \in I\}$ such that upon inputting any letter, the state $q' \in I'$ pushes $\gamma$ onto the stack and moves to $q$. It is obvious that $(I, \gamma) \supnode{\mathcal{P}}{s}$ iff $(I', \bot) \supnode{\mathcal{P}'}{s}$. ▶

### B Proofs of Section 4

**Lemma 6.** The emptiness problem for AEPS is 2-EXPTIME-hard.

**Proof.** We show that the acceptance problem for alternating Turing machines with exponential space can be reduced to the emptiness problem for AEPS. Since alternating exponential space machines correspond to deterministic doubly-exponential time machines, it would then follow that the emptiness problem is 2-EXPTIME-hard.

More specifically, we are given an one-tape alternating Turing machine $\mathcal{M}$, a word $w$ and a number $B$ encoded in binary, and the problem is to decide if $\mathcal{M}$ accepts $w$ whilst using at most $B$ tape cells. The reduction that we present here is similar to the reductions given in Theorem 5.4 of [5] (and also Prop. 31 of [22]), to prove that the emptiness problem for AEPS without any Boolean variables is EXPTIME-hard. The only additional insight that we have here is that by using the Boolean variables in an AEPS, one can push exponentially many symbols onto the stack in a single path before cycling back to some state. This is because using the tests and commands of an AEPS, once can implement a ‘counter’ which can count up to some exponential value. If $V$ denotes the set of variables in an AEPS, then we can store a number between 0 and $2^{|V|} - 1$ using the following convention: If $x_1, \ldots, x_\ell$ are the values of the variables $v_1, \ldots, v_\ell$ at some point, then, at that point the values of the variables $V$ denote the number whose binary representation is given by $x := x_1 \cdot x_2 \cdots x_\ell$ where $x_1$ is the most significant bit and $x_\ell$ the least significant bit. Using some tests and commands, it is easy to see that one can implement operations which would effectively perform addition by 1, or checking for equality to a specific value, say $2^{|V|}$.

Let $Q$ be the states of $\mathcal{M}$, $\Sigma$ be the tape alphabet. A configuration of $\mathcal{M}$ will be denoted by the string $wqaw'$ where $w, w' \in \Sigma^*$, $q \in Q$ and where the head of the machine is always to the right of the control state. Let $\delta$ be the transition relation of $\mathcal{M}$ where transitions are of the form:

$$(q, a) \rightarrow \{(q_1, a_1, d_1), \ldots, (q_k, a_k, d_k)\}$$

where $q, q_1, \ldots, q_k \in Q$, $a, a_1, \ldots, a_k \in \Sigma$ and $d_1, \ldots, d_k \in \{\text{left}, \text{right}\}$. We note that the existential branching of the alternation is captured by non-deterministically choosing a transition applicable at each configuration and the universal branching is captured by forking into many copies as specified by the chosen transition.

We now construct an AEPS $\mathcal{A}$ which will guess and verify an accepting run of the machine $\mathcal{M}$ on the input $w$. $\mathcal{A}$ will operate in two stages. In the first stage, it guesses an accepting
run of $\mathcal{M}$. In the second stage it verifies that this guess is indeed a valid run of the machine $\mathcal{M}$.

The machine $\mathcal{A}$ will have $\ell = \lceil \log_2 (B + 2) \rceil$ many Boolean variables. As mentioned before, using these Boolean variables we can have a bounded-counter which will enable us to count up till $B + 1$ and also allow us to check if the counter value at any point is equal to some specific value (say something like $B + 1$ or $B + 2$). We will, in the description of the machine, use phrases like, ‘checks if a value is $x$', ‘pushes $y$ onto the stack $x$ many times’, to denote counting using the Boolean variables $V$.

The first stage

Using the Boolean variables and appropriately designed tests and commands, $\mathcal{A}$ will have transitions which will allow it to push, in a non-deterministic manner, exactly $B + 1$ letters from the set $Q \cup \Sigma$ onto the stack. Additionally $\mathcal{A}$ also ensures, using the finite control, that the word pushed is of the form $w \cdot q \cdot w'$ where $w, w' \in \Sigma^*$ and $q \in Q$. Once such a word has been pushed into the stack, the variables $V$ are reset to 0 and we note that at this point, $\mathcal{A}$ has pushed a configuration of the machine $\mathcal{M}$ onto the stack. Note that in its finite control, $\mathcal{A}$ remembers the state $q$ that it pushed into the stack and the letter $a$ that it pushed after $q$. Now, $\mathcal{A}$ non-deterministically picks a transition of $\mathcal{M}$ of the form $(q, a) \rightarrow \{(q_1, a_1, d_1), \ldots, (q_k, a_k, d_k)\}$ and then forks into $k$ copies of itself, with the $i^{th}$ copy pushing the symbol $(q_i, a_i, d_i)$ into the stack. After this, it repeats this whole process again of trying to push a configuration and a transition of $\mathcal{M}$ onto the stack. The first stage ends when $\mathcal{A}$ pushes an accepting configuration of $\mathcal{M}$ onto the stack, i.e., a configuration where the state is an accepting state of $\mathcal{M}$.

Note that at this point, in each of the forked copies of $\mathcal{A}$, the stack has a sequence of the form

$$c_0(q_1, a_1, d_1)c_1(q_2, a_2, d_2)\ldots (q_k, a_k, d_k)c_k$$

where each $c_i$ is a configuration of $\mathcal{M}$ and $c_k$ is an accepting configuration of $\mathcal{M}$

The second stage

$\mathcal{A}$ verifies that the guessed sequence is indeed a valid run of $\mathcal{M}$. If $c_i$ is the configuration at the top of the stack, $\mathcal{A}$ forks into two copies, with the first copy deciding to verify that the configuration $c_i$ follows from the configuration $c_{i-1}$ using the move $(q_i, a_i, d_i)$ and the second copy deciding to pop the configuration $c_i$ and $(q_i, a_i, d_i)$ from the stack and recursively doing a similar fork to verify the run from the configuration $c_{i-1}$.

To verify that $c_i$ follows from $c_{i-1}$ using $(q_i, a_i, d_i)$, the first copy of $\mathcal{A}$ proceeds as follows: It forks into two copies, with the first copy deciding to check that the current letter of $c_i$ at the top of the stack follows correctly from the configuration $c_{i-1}$ using $(q_i, a_i, d_i)$ and the second copy popping the letter at the top of the stack and then recursively forking to do a similar choice for the next letter of $c_i$. The first copy remembers the letter at the top of the stack, pops this letter and then using the bounded-counter removes $B + 1$ symbols from the stack, and on the way to popping these $B + 1$ symbols, also remembers the move $(q_i, a_i, d_i)$ that it pops. After having removed these $B + 1$ symbols, it then pops the next four letters from the stack, remembers all these four letters, and using the six pieces of information in the finite control that it has remembered, checks the consistency of these four letters along with the letter from the configuration $c_i$. If this check succeeds, then $\mathcal{A}$ moves to an accepting state, else it moves to a rejecting state.
Finally, when a copy of \( A \) ends up popping everything on the stack except for the configuration \( c_0 \), it checks if this configuration is an initial configuration of the machine \( M \), i.e., it checks if it is of the form \( qw\#^{B-n} \) where \( \# \) denotes the blank symbol of \( M \) and \( n \) is the size of the input \( w \). To do this, it keeps on popping the stack till a non-blank symbol is reached, and then using its finite control, checks that the remaining portion in the stack is of the form \( qw \).

It is clear from the description that such an alternating extended pushdown system \( A \) can be constructed in polynomial time.

\[ \textbf{Lemma 7.} \text{ The emptiness problem for NEPS is EXPTIME-hard.} \]

\[ \textbf{Proof.} \text{ We will give a reduction from the problem of checking if an alternating linearly bounded Turing machine } M \text{ accepts a word } w, \text{ i.e., whether an alternating Turing machine } M \text{ accepts a word } w \text{ whilst using at most } n = |w| \text{ tape cells.} \]

The proof of this can be seen as an adaptation of the proof of Lemma 6 for alternating Turing machines that use linear space instead of exponential space. But now, since there is no alternation at the disposal of the machine, it instead simulates all possible branches of the alternating linear-space Turing machine.

We assume that the Turing machine \( M \) has a finite set of states \( Q \) and tape alphabet \( \Sigma \). A configuration of the machine is represented by a word in \( \Sigma \dot{\cup} Q \) and is of the form \( wqu'v \) where \( w, u', v \in \Sigma^*, q \in Q \) and the head of the machine is always to the right of the control state. The transitions of \( M \) are of the form \( (q, a) \rightarrow \{(q_1, a_1, d_1), \ldots, (q_k, a_k, d_k)\} \). As discussed before, the existential branching of the alternation is captured by non-deterministically choosing a transition applicable at each configuration and the universal branching is captured by forking into many copies as specified by the chosen transition.

Note that a run of an alternating linearly bounded Turing machine can be represented by a tree where the nodes are labelled by configurations. We now construct an NEPS \( A \), which, roughly speaking, will explore this tree in a DFS order. Unlike in the proof of Lemma 6 here instead of non-deterministically pushing a configuration and later verifying it, with the help of polynomially many counters, \( A \) 'remembers' a configuration and ensures that the next configuration pushed respects the transition that is chosen to be executed.

The machine \( A \) has \( \lceil \log(|\Sigma| + |Q|) \rangle (n + 1) \) many Boolean variables. These variables are used to encode a configuration of the Turing machine as follows: The first \( \lceil \log(|\Sigma| + |Q|) \rangle \) letters are used for the first letter of the configuration, the next \( \lceil \log(|\Sigma| + |Q|) \rangle \) for the next and so on. The machine \( A \) has three modes: The initial, forward and reverse mode.

- In the initial mode, \( A \) pushes the initial configuration \( c_0 = q_0 \cdot w \) into the stack, one by one letter at a time. Moreover, it remembers the first letter \( a \) of \( w \) in its finite control and also ensures that \( c_0 \) is also encoded in the Boolean variables using the encoding described above.

- Once an initial configuration is pushed in the stack, non-deterministically, a letter of the form \( (t, 1) \) where \( t = (q_0, a) \rightarrow \{(q_1, a_1, d_1), \ldots, (q_k, a_k, d_k)\} \) is pushed. The \( t \) is chosen non-deterministically. It then proceeds to the forward mode.

- In the forward mode, suppose the top of the stack is of the form \( (t, i) \) for \( t = (q, a) \rightarrow \{(q_1, a_1, d_1), \ldots, (q_k, a_k, d_k)\} \) and the contents of the Boolean variables denotes a configuration \( c \). Then, from the Boolean variables, \( A \) gets the state and the three letters around the head of the configuration \( c \). Using these pieces of information, it updates the values of the Boolean variables encoding the state and the three letters around the head according to the transition \( (q, a) \rightarrow (q_i, a_i, d_i) \). Having done this, the Boolean variables now encode a new configuration \( c' \). \( A \) then pushes this configuration \( c' \) to the stack.
After pushing a configuration, the machine then pushes a letter of the form \((t, 1)\) where \(t\) is chosen non-deterministically, out of the set of transitions that are possible from the configuration \(c'\) stored in the Boolean variables.

- If a configuration pushed contains a final state, then \(A\) goes into reverse mode defined below where the following happens:
  - It pops elements from the stack until it reaches a letter of the form \((t, i)\) for \(t = (q, a) \rightarrow \{(q_1, \gamma_1, C_1), (q_2, \gamma_2, C_2), \ldots, (q_k, \gamma_k, C_k)\}\) or the bottom of the stack symbol.
  - If the bottom of the stack is reached, \(A\) has completed its DFS traversal of the accepting tree and reaches an accept state.
  - If \(i = k\), then it pops \((t, i)\) and the configuration below it and continues to be in the reverse mode.
  - If \(i < k\), then it pops \((t, i)\), remembers it in its finite control, pops the next \(n + 1\) symbols and stores the corresponding configuration that it pops in the Boolean variables. Later it then pushes the same configuration onto the stack and then pushes \((t, i + 1)\) onto the top of the stack and proceeds into forward mode.

The above NEPS simulates a run-tree of an alternating linearly bounded Turing machine and can be encoded in size that is polynomial in \(|M|\) and \(|w|\), showing that emptiness of NEPS is EXPTIME-hard.

### B.1 Proof of Reduction From Alternating Extended Pushdown Systems to Special-Sync

**Theorem 9.** Special-Sync, Subset-Ada-Sync and Ada-Sync are all 2-EXPTIME-hard. Det-Special-Sync, Det-Subset-Ada-Sync and Det-Ada-Sync are all EXPTIME-hard.

**Proof.** We now present the reduction from the emptiness problem for AEPS to Special-Sync in more detail.

Let \(A = (Q, V, \Gamma, \Delta, \text{init, fin})\) be an AEPS. Without loss of generality, we shall assume that if \((q, A, G) \rightarrow \{(q_1, \gamma_1, C_1), (q_2, \gamma_2, C_2, \ldots, (q_k, \gamma_k, C_k)\} \in \Delta\), then \(\gamma_i \neq \gamma_j\) for \(i \neq j\). This is because, if it happens that (say) \(\gamma_1 = \gamma_2\), then we introduce a new stack symbol \(\#\), a new state \(q'\) and then replace this transition with \((q, A, G) \rightarrow \{(q', \#, \gamma_1, C_1), (q_2, \gamma_2, C_2), \ldots, (q_k, \gamma_k, C_k)\}\). Similarly we can introduce additional states if equality holds for other indices as well. Having made this assumption, the desired reduction is described below.

We now construct a pushdown automaton \(P\) as follows: The stack alphabet of \(P\) will be \(\Gamma\). For each transition \(t \in \Delta\), \(P\) will have an input letter \(\text{in}(t)\). \(P\) will also have another input letter \(\text{end}\). The state space of \(P\) will be the set \(Q \cup (V \times \{0, 1\}) \cup \{q_{\text{acc}}, q_{\text{rej}}\}\), where \(q_{\text{acc}}\) and \(q_{\text{rej}}\) are two new states, which on reading any input letter, will leave the stack untouched and simply stay at \(q_{\text{acc}}\) and \(q_{\text{rej}}\) respectively.

Now we describe the transitions of \(P\). Let \(t = (q, A, G) \rightarrow \{(q_1, \gamma_1, C_1), \ldots, (q_k, \gamma_k, C_k)\}\) be a transition of \(A\). Let \(p \in Q\). Upon reading \(\text{in}(t)\), if \(p \neq q\) then \(p\) immediately moves to the \(q_{\text{rej}}\) state. Further, even state \(q\) moves to the \(q_{\text{rej}}\) state if the top of the stack is not \(A\). However, if the top of the stack is \(A\), then \(q\) pops \(A\) and non-deterministically pushes any one of \(\gamma_1, \ldots, \gamma_k\) onto the stack and if it pushed \(\gamma_i\), then \(q\) moves to the state \(q_i\).

Let \((v, b) \in V \times \{0, 1\}\). Upon reading \(\text{in}(t)\), if the test \(v' = (1 - b)\) appears in the guard \(G\), then \((v, b)\) immediately moves to the \(q_{\text{rej}}\) state. (Notice that this is a purely syntactical condition on \(A\)). Further, if the top of the stack is not \(A\), then once again \((v, b)\) moves to \(q_{\text{rej}}\). If these two cases do not hold, then \((v, b)\) pops \(A\) and non-deterministically picks an
i ∈ {1, . . . , k} and pushes γi onto the stack. Having pushed γi, if Ci does not update the variable v, it stays in state (v, b); otherwise if Ci has a command v → b′, it moves to (v, b′).

Finally, upon reading end, the states in \{fin\} ∪ \{(v, 0) : v ∈ V\} move to the qacc state and all the other states in Q ∪ (V × \{0, 1\}) move to the qrej state. This ends our construction of P.

Given an assignment \( F : V \rightarrow \{0, 1\} \) of the Boolean variables V, and a state q of A, we use the notation \( q, F \) to denote the subset \( \{q\} ∪ \{(v, F(v)) : v ∈ V\} \) of states of P. We now analyse some basic properties of the constructed automaton P.

By construction of P, it is easy to see that,

**Fact A:** Suppose t is a transition of A which is not enabled at the configuration \( (q, Aγ, F) \). Then, upon reading in(t), there is at least one possible successor \((S, η)\) of the pseudo-configuration \( (q, F], Aγ) \) such that qrej ∈ S.

Indeed, suppose \( t = (p, B, G) \) is a transition of A which is not enabled at \( (q, Aγ, F) \). Either q ̸= p, in which case the state q moves to qrej in P; Or A ̸= B, in which case all the states in \( [q, F] \) move to qrej in P; Or for some variable v, the value \( F(v) \) does not satisfy some guard in G, which can happen iff the test \( v? = 1 − F(v) \) appears in G, in which case the state \( (v, F(v)) \) moves to qrej in P. This proves Fact A.

Now, recall that if \( (q, A, G) \) is a transition in A, then \( γ_i ̸= γ_j \) for any \( i ≠ j \). With this in mind, the following fact is rather immediate to see

**Fact B:** Suppose the configuration \( (q, Aγ, F) \) forks into the configurations \( (q_1, γ_1γ, F_1), \ldots, (q_k, γ_kγ, F_k) \) using the transition t in the AEPS A. Then, the possible successors from the pseudo-configuration \( ([q, F], Aγ) \) upon reading in(t) in the PDA P are \( ([q_1, F_1], γ_1γ), \ldots, ([q_k, F_k], γ_kγ) \).

Using these 2 facts, we now claim that:

There exists an accepting run from a configuration \( (q, η, H) \) in A iff there exists a super-synchroniser between \( ([q, H], η) \) and qacc in P.

\( (⇒) \) Suppose there is an accepting run from a configuration \( (q, η, H) \) in A. We prove the claim by induction on the size of the accepting run. For the base case of 1, it must be the case that \( (q, η, H) = (fin, ⊥, 0) \). In this case, by inputting the letter end, it is clear that there is a super-synchroniser between \([fin, 0], ⊥\) and qacc in P.

Suppose we have an accepting run T of size \( m+1 \) from the configuration \( (q, η, H) \) in A. The root of T is labelled by \( (q, η, H) \). Suppose its children are labelled by \( (q_1, γ_1, F_1), \ldots, (q_k, γ_k, F_k) \). By induction hypothesis, for each \( 1 ≤ i ≤ k \), we have a super-synchroniser between \( ([q_i, F_i], γ_i) \) and qacc in P. By Fact B, it follows that we then have a super-synchroniser between \( ([q, H], η) \) and qacc.

\( (⇐) \) Suppose there exists a super-synchroniser (say T) between \( ([q, H], η) \) and qacc in P. Without loss of generality, we can assume that only the leaves of T are labelled by \( ([qacc], ⊥) \).

Let \( (S_n, γ_n) \) be the label of each node n in T. We now proceed to make some observations.

Since there are no outgoing transitions out of qrej and since \( S_n = \{qacc\} \) for every leaf node n, it follows that

**Fact C:** For every node n, qrej /∈ S_n.

By induction on the structure of the tree T, we prove that

**Fact D:** If n is a non-leaf node, then \( S_n = [p_n, F_n] \) for some \( p_n ∈ Q \) and some \( F_n : V \rightarrow \{0, 1\} \). Further, if the outgoing edge from some node n is labelled by end, then n is the parent of a leaf with \( (S_n, γ_n) = ([fin, 0], ⊥) \).
If $n$ is the root node, then clearly $S_n = [q, H]$ and so satisfies the claim. Suppose for some non-leaf node $n$, $S_n = [p_n, F_n]$.
Suppose the outgoing edges from $n$ are labelled by some letter $a\in I(t)$. If $t$ is not enabled at the configuration $(p_n, F_n, \gamma_n)$ in $A$, by Fact A, there is at least one child $n'$ of $n$ with $q_{\text{rej}} \in S_{n'}$, which contradicts Fact C. Hence, $t$ must be enabled at $(p_n, F_n, \gamma_n)$ in $A$. By Fact B, it is then clear that for all children $n'$ of $n$, $S_{n'}$ is also of the form $[p_{n'}, F_{n'}]$ for some $p_{n'} \in Q$ and $F_{n'} : V \rightarrow \{0, 1\}$. Hence, the only remaining case is when the outgoing edges of $n$ are labelled by end. In this case, there is only one child of $n$ (say $n'$). If $p_n \neq \text{fin}$ or if $F_n \neq 0$, then $q_{\text{rej}} \in S_{n'}$ which contradicts Fact C. Hence, $S_n = [\text{fin}, 0]$ and so $S_{n'} = \{q_{\text{acc}}\}$. Notice that if $\gamma_n$ is not $\bot$, then $\gamma_{n'}$ is also not $\bot$. No transition of $q_{\text{acc}}$ pops the stack and there is no outgoing transition from $q_{\text{acc}}$, and so it would follow that no leaf in the subtree of $n'$ is labelled by $(q_{\text{acc}}, \bot)$, which is a contradiction. Hence, $\gamma_n = \bot$ and so $\gamma_{n'} = \bot$. Since $(S_{n'}, \gamma_{n'}) = (q_{\text{acc}}, \bot)$, $n'$ is a leaf. Hence, Fact D is true.

By Facts A, B, C and D, it then follows that if we take $T$, remove all its leaves and change the label $(p_n, F_n, \gamma_n)$ of each node $n$ to the label $(p_n, \gamma_n, F_n)$, we get an accepting run of $A$.

Hence there is an accepting run of $A$ iff there is a super-synchroniser between $([\text{init}, 0], \bot)$ and $q_{\text{acc}}$ in $P$. Notice that $P$ is deterministic if $A$ is non-deterministic. Hence, by Lemmas 6 and 7 we get the required claims.

## C Proofs of Section 5

Throughout this section, we fix a single PDA $P = (Q, \Sigma, \Gamma, \delta)$ with $I \subseteq Q$ and $s \in Q$. This gives rise to the alternating pushdown system $A_P = (2^Q, \Gamma, \Delta, I, \{s\})$.

### Proposition 12.

Suppose $S \subseteq Q$, $a \in \Sigma$, $A \in \Gamma$ and suppose $E_1, \ldots, E_k$ are the equivalence classes of $\sim_{S,A}^a$. Then, $|S| \geq \sum_{i=1}^k |\text{next}(E_i)|$.

**Proof.** By definition $T_{S,A}^a = \{t \in \delta : t = (p, a, A, q, \gamma)\}$ where $p \in S$. Because $P$ is deterministic, the size of $T_{S,A}^a$ is $|S|$. Now, the relation $\sim_{S,A}$ partitions $T_{S,A}^a$ into equivalence classes $E_1, \ldots, E_k$ and for each $i$, $\text{next}(E_i)$ is simply the set $\{q : (p, a, A, q, \gamma) \in E_i\}$. Since $|T_{S,A}^a|$ is $|S|$, it follows that $\sum_{i=1}^k |\text{next}(E_i)|$ is at most $|S|$.

### Lemma 13.

For any $S \in 2^Q, \gamma \in \Gamma^*$, any accepting run of $A_P$ from the configuration $(S, \gamma)$ has at most $|S|$ leaves.

**Proof.** Let $T$ be any accepting run of $(S, \gamma) = (S, A \eta)$. We proceed by induction on the size of $T$. The base case of $1$ is trivial. For the induction step, suppose the size of $T$ is $m+1$ for some $m \geq 0$. Let $v_1, \ldots, v_k$ be the children of the root. By nature of the transitions in $A_P$, it follows that there exists $a \in \Sigma$ and equivalence classes $E_1, \ldots, E_k$ of $\sim_{S,A}^a$ such that $v_i$ is labelled by $(\text{next}(E_i), \text{word}(E_i) \eta)$. By induction hypothesis, the sub-tree rooted at $v_i$ has at most $|\text{next}(E_i)|$ leaves. By proposition 12 we have that $\sum_{i=1}^k |\text{next}(E_i)| \leq |S|$. Hence the total number of leaves of the tree $T$ is at most $|S|$.

### C.1 Proofs for subsection 5.3

Let us fix an alternating pushdown system $A = (Q, \Gamma, \Delta, \text{init}, \text{fin})$ and a number $k$. From $A$, we can derive a non-deterministic pushdown system obtained by deleting all transitions of the form $(q, A) \rightarrow \{(q_1, \gamma_1), \ldots, (q_k, \gamma_k)\}$ with $k > 1$. We will denote this NPS by $N$. 


Lemma 19. There is a k-accepting run of \( A \) from a configuration \((p, \eta)\) iff there is a k-compressed accepting run of \( A \) from \((p, \eta)\).

Proof. (\( \Rightarrow \)): Suppose we have a k-accepting run of \( A \) from \((p, \eta)\), say \( T \). Let us proceed by induction on \(|T|\). If \(|T| = 1\), we are done. Otherwise, let \( r \) be the root of \( T \). If \( r \) is a simple vertex, then let \( v \) be the unique closest descendant of \( r \) such that \( v \) is complex (Such a vertex always exists by means of the definition of simple and complex). Note that the sub-tree rooted at \( v \) has also \( k \) leaves. If we let \((p', \eta')\) be the label of \( v \), by induction hypothesis there is a k-compressed accepting run from \((p', \eta')\), say \( T' \). Now, take \( T' \), and add \((p, \eta)\) as a parent to \((p', \eta')\) in \( T' \). By definition, this then gives rise to a k-compressed accepting run from \((p, \eta)\).

If \( r \) is a complex vertex, let \( v_1, \ldots, v_m \) be the children of \( r \) such that the label of each \( v_i \) is \((p_i, \eta_i)\) and the sub-tree rooted at \( v_i \) has \( \ell_i \) leaves. By induction hypothesis, for each \( i \), there is a \( \ell_i \)-compressed accepting run from \((p_i, \eta_i)\). Taking all these trees and adding \((p, \eta)\) as their root, gives rise to a k-compressed accepting run from \((p, \eta)\).

(\( \Leftarrow \)): Suppose we have a k-compressed accepting run of \( A \) from \((p, \eta)\), say \( T \). Let us proceed by induction on \(|T|\). If \(|T| = 1\), we are done. Otherwise, let \( r \) be the root of \( T \). If \( r \) is a simple vertex, then let \( v \) be the only child of \( r \) and let the label of \( v \) be \((p', \eta')\). By definition of the k-compressed accepting run \( T \), we have a run \((p, \eta) \xrightarrow{N} (p_1, \eta_1) \xrightarrow{N} (p_2, \eta_2) \cdots (p_m, \eta_m) \xrightarrow{N} (p', \eta')\). By induction hypothesis, we have a k-accepting run of \( A \) from \((p', \eta')\), say \( T' \). Now, take \( T' \) and attach the linear chain of vertices \((p, \eta), (p_1, \eta_1), \ldots, (p_m, \eta_m)\) before its root. This gives rise to a k-accepting run of \( A \) from \((p, \eta)\).

If \( r \) is a complex vertex, let \( v_1, \ldots, v_m \) be the children of \( r \) such that the label of each \( v_i \) is \((p_i, \eta_i)\) and the sub-tree rooted at \( v_i \) has \( \ell_i \) leaves. By induction hypothesis, for each \( i \), there is a \( \ell_i \)-accepting run from \((p_i, \eta_i)\). Taking all these trees and adding \((p, \eta)\) as their root, gives rise to a k-accepting run from \((p, \eta)\).

Proposition 21. For each vertex \( v \) of the tree \( T \), \( M_v \) satisfies invariant (*)

Proof. Recall that Invariant (*) was the following:

Invaraint (*): A configuration \((q, \gamma) \in C(M_v)\) iff all the vertices of the sub-tree rooted at \( v \) can be labelled such that the resulting labelled sub-tree is a compressed accepting run of \( A \) from \((q, \gamma)\).

Let us proceed by induction on the structure of the tree \( T \). By construction, the invariant is true for all leaves \( v \). Now, suppose we have a simple vertex \( v \). Let \( u \) be its only child. By induction hypothesis, assume that the invariant is true for \( u \). By construction, \( M_v \) is an automaton such that \( C(M_v) = \{(q', \gamma'): \exists (q, \gamma) \in C(M_u) \text{ such that } (q', \gamma') \xrightarrow{N} (q, \gamma)\} \). It then immediately follows that the invariant is satisfied for the vertex \( v \) as well.

Suppose we have a complex vertex \( v \) and let \( v_1, \ldots, v_r \) be its children. Suppose \((p, A\gamma) \in C(M_v)\). By construction of \( M_v \), it then follows that there exists a transition \((p, A) \xrightarrow{\{(p_1, \gamma_1), \ldots, (p_r, \gamma_r)\}} \) of \( A \) such that for each \( i \), the configuration \((p_i, \gamma_i) \in C(M_{v_i})\). By induction hypothesis, for each \( i \), the sub-tree rooted at \( v_i \) can be labelled so that the resulting labelled sub-tree is a compressed accepting run from \((p_i, \gamma_i)\). By taking this labelling for each of the sub-trees rooted at \( v_1, \ldots, v_r \) and then labelling the vertex \( v \) by \((p, A\gamma)\), we get a labelling of the sub-tree rooted at \( v \) which is a compressed accepting run from the configuration \((p, A\gamma)\).
Conversely, suppose for some configuration \((p, A\gamma)\), it is possible to label the sub-tree rooted at \(v\) so that it becomes a compressed accepting run from the configuration \((p, A\gamma)\). Hence, there exists a transition \((p, A) \leftrightarrow \{(p_1, \gamma_1), \ldots, (p_\ell, \gamma_\ell)\}\) of \(A\) such that for each \(i\), the label of \(v_i\) under this labelling is \((p_i, \gamma_i\gamma)\). By induction hypothesis, for each \(i\), we have that \((p_i, \gamma_i\gamma) \in C(M_v)\). By construction of \(M_v\), it follows that \((p, A\gamma) \in C(M_v)\). Hence, the invariant is satisfied when \(v\) is a complex vertex as well.

Running time analysis

Let us analyse the running time of \textbf{Check}. Let \(T\) be a \(k\)-structured tree and therefore \(T\) has \(O(k^2)\) vertices. \textbf{Check} assigns to each vertex \(v\) of \(T\) an automaton \(M_v\). We claim that the running time of \textbf{Check} is \(O(k^2 \cdot |A|^{ck^2})\) (for some fixed constant \(c\)) because of the following facts:

1) By induction on the structure of the tree \(T\), it can be proved that, there exists a constant \(d\), such that if \(h_v\) is the height of a vertex \(v\) and \(l_v\) is the number of leaves in the sub-tree of \(v\), then the number of states of \(M_v\) is \(O(|A|^{d h_v l_v})\) (Recall that \(h_v l_v\) is at most \(O(k^2)\)).

2) If an \(\mathcal{N}\)-automaton has \(n\) states, then the number of transitions it can have is \(O(|A| \cdot n^2)\).

3) For a vertex \(v\) with children \(v_1, \ldots, v_\ell\), \(M_v\) can be constructed in polynomial time in the size of \(|M_{v_1}| \times |M_{v_2}| \times \ldots |M_{v_\ell}|\) and \(|A|\).

Notice that everything else apart from Fact 1) is easy to see. To prove Fact 1), we proceed by bottom-up induction on the structure of the tree \(T\). For the base case when the vertex \(v\) is a leaf, notice that we can easily construct the required automaton \(M_v\) with at most \(O(|A|)\) states. Suppose, \(v\) is a simple vertex and \(u\) its only child. By Theorem 20, \(M_v\) has the same set of states as \(M_u\). By induction hypothesis, the number of states of \(M_u\) is \(O(|A|^{d_{h_u} l_u})\) and so the number of states of \(M_v\) is \(O(|A|^{d_{h_v} l_v})\). Suppose \(v\) is a complex vertex and \(v_1, \ldots, v_\ell\) are its children. Let \(h\) be the maximum height amongst the vertices \(v_1, \ldots, v_\ell\). By induction hypothesis, the number of states of each \(M_{v_i}\) is \(O(|A|^{d h_{v_i}})\). It is then clear that the number of states of \(M_v\) is \(O\left(\prod_{i=1}^\ell |A|^{d h_{v_i}} + |A|\right) = O\left(|A|^{d h_{v} + |A|}\right) = O\left(|A|^{d_{h_v} l_v}\right) = O\left(|A|^{d h_{v} + |A|}\right)

Now the final algorithm for \textbf{Sparse-Empty} simply iterates over all \(k\)-structured trees and calls \textbf{Check} on all of them. Since the number of \(k\)-structured trees is at most \(f(k)\) where \(f\) is an exponential function, it follows that the total running time is \(O\left(f(k) \cdot k^2 \cdot |A|^{ck^2}\right) = O(|A|^{ck^2})\) for some constant \(c\).

D Homing Problem

Intuitively, in the homing problem, there is an observer who has no knowledge of the current state of the PDA. The problem then asks if there is a strategy for the observer, to input letters adaptively and narrow down the possible set of states the PDA is in to exactly one state.

We first define the notion of a homing word from a pseudo-configuration. Let \(P = (Q, \Sigma, \Gamma, \delta)\) be a PDA with \(I \subseteq Q\) and \(\gamma \in \Gamma^*\) We say that the pseudo-configuration \((I, \gamma)\) admits a homing word if there is a labeled tree \(T\) satisfying the following conditions:

- All the edges are labelled by some input letter \(a \in \Sigma\) such that, for every vertex \(v\), all its outgoing edges have the same label.
- The root is labelled by the pseudo-configuration \((I, \gamma)\).
Suppose \( v \) is a vertex which is labelled by the pseudo-configuration \((S, a)\). Let \( a \) be the unique label of its outgoing edges and let \( \text{Succ}(S, a) \) be of size \( k \). Then \( v \) has \( k \) children, with the \( i^{th} \) child labelled by the \( i^{th} \) pseudo-configuration in \( \text{Succ}(S, a) \).

For every leaf, there exists \( q \in Q \) and \( \eta \in \Gamma^* \) such that its label is \((\{ q \}, \gamma')\) for some \( \gamma' \in \Gamma^* \).

Notice that any synchroniser from some pseudo-configuration \((I, \gamma)\) to some state \( s \) is also a homing word from \((I, \gamma)\). For the automata in Figure 1, we see that the tree in Figure 2 is a synchroniser. For every non-leaf \( v \), with \( v \) being the parent of \( k \) leaves, let \( \text{Succ}(v) \) be the set of all the states of \( v \). We now have the following lemma which relates the homing problem to the adaptive synchronisation problem.

Lemma 26. Homing and Subset-Homing are polynomial-time equivalent.

We now have the following lemma which relates the homing problem to the adaptive synchronisation problem.

Lemma 27. Homing is polynomial time equivalent to Ada-Sync.

Proof. Reducing an instance of Homing to Ada-Sync

By Lemmas 4 and 5 it suffices to show that Homing can be reduced to Given-Sync.

Let \( \mathcal{P} = (Q, \Sigma, \Gamma, \delta) \) and \( \gamma \in \Gamma^* \). We construct a PDA \( \mathcal{P}' = (Q', \Sigma', \Gamma, \delta') \) as follows: \( Q' \) consists of all the states of \( \mathcal{P} \), along with two new states \( q_{\text{acc}} \) and \( q_{\text{rej}} \). \( \Sigma' \) is taken to be \( \Sigma \cup \{a_q : q \in Q\} \). The transition relation \( \delta' \) contains all the transitions in \( \delta \) and in addition has the following new ones: The state \( q \in Q \), upon reading \( a_q \) moves to \( q_{\text{acc}} \) and upon reading \( a_p \) for some \( p \neq q \) moves to \( q_{\text{rej}} \). We now claim that

There is a homing word in \( \mathcal{P} \) from \((Q, \gamma)\) iff there is a synchroniser between \((Q, \gamma)\) and \( q_{\text{acc}} \) in \( \mathcal{P}' \).

\((\Rightarrow)\) : Let \( T \) be a homing word in \( \mathcal{P} \) from \((Q, \gamma)\). For each leaf \( v \), do the following: Suppose \( (\{ q \}, \eta_v) \) is the label of the leaf \( v \). Add an outgoing edge from \( v \) labelled by \( a_q \) and label the child of this edge by \( (q_{\text{acc}}, \eta_v) \). It is clear that the modified tree is a synchroniser between \((Q, \gamma)\) and \( q_{\text{acc}} \) in \( \mathcal{P}' \).

\((\Leftarrow)\) : Let \( T \) be a synchroniser between \((Q, \gamma)\) and \( q_{\text{acc}} \) in \( \mathcal{P}' \). We can assume that \( T \) is a minimal such synchroniser. For each vertex \( v \), let \( (S_v, \eta_v) \) be the label of \( v \) in \( T \). Since there are no outgoing transitions from \( q_{\text{rej}} \) and since \( S_u = \{ q_{\text{acc}} \} \) for every leaf \( u \), it follows that \( q_{\text{rej}} \notin S_v \) for any vertex \( v \). We now claim that,

For every non-leaf \( v \), \( S_v \subseteq Q \). Further, if an outgoing edge of \( v \) is labelled by \( a_q \) for some \( q \), then \( v \) is the parent of a leaf with \( S_v = \{ q \} \).
Clearly $S_v \subseteq Q$ when $v$ is the root. Suppose for some non-leaf $v$, $S_v \subseteq Q$. If the outgoing edges from $v$ are labelled by some letter from $\Sigma$, then it is clear that for all children $v'$ of $v$ we have $S_{v'} \subseteq Q$. Suppose the outgoing edge from $v$ is labelled by $a_q$ for some $q \in Q$. Then, there is only one child of $v$ (say $v'$). If $S_v \neq \{q\}$, then $q_{rej} \in S_{v'}$, which leads to a contradiction. Hence, $S_v = \{q\}$ and $S_{v'} = \{q_{acc}\}$. By minimality of $T$, $v'$ is a leaf.

Hence, it follows that if we remove the leaves of $T$, we get a homing word in $P$ from $(Q, \gamma)$.

Hence, there is a homing word in $P$ from $(Q, \gamma)$ iff there is a synchroniser between $(Q, \gamma)$ and $q_{acc}$ in $P'$. Therefore, we get that HOMING is reducible to GIVEN-SYNC.

**Reducing an instance of Ada-Sync to Homing**

By Lemmas 1, 5 and 26, it suffices to show that GIVEN-SYNC can be reduced to SUBSET-HOMING.

Let $P = (Q, \Sigma, \Gamma, \delta)$ be a PDA with $\gamma \in \Gamma^*$, $I \subseteq Q$ and $s \in Q$. We now construct $P' = (Q', \Sigma', \Gamma', \delta')$ as follows:

The states of $P'$ will be $Q' = (Q \times \{0, 1\}) \cup \{q_{acc}, (q_{rej}, 0), (q_{rej}, 1)\}$. The input alphabet of $P'$ will be $\Sigma \cup \{\text{end}\}$. Upon reading any letter from $\Sigma$, the transitions on a state $(q, b) \in Q \times \{0, 1\}$ just mimic the transitions of $\delta$ on the first co-ordinate and leave the second one unchanged. Upon reading end, the states $(s, 0), (s, 1)$ and $q_{acc}$ move to $q_{acc}$ and all the other states move to their corresponding copy of $q_{rej}$.

We now claim that

There is a synchroniser from $(I, \gamma)$ to $s$ in $P$ iff there is a homing word from $(I \times \{0, 1\}, \gamma)$ in $P'$.

$(\Rightarrow)$: Suppose $T$ is a synchroniser from $(I, \gamma)$ to $s$ in $P$. Let $(S_v, \eta_v)$ be the label of each vertex $v$ in $T$. Modify $T$ as follows: For each vertex $v$, replace $S_v$ with $S_v \times \{0, 1\}$. Further, to each leaf $v$ of $T$, add an outgoing edge labelled with end with the child of this edge being labelled by the pseudo-configuration $((q_{acc}), \eta_v)$. It is now easy to see that this modified tree $T'$ is a homing word from $(I \times \{0, 1\}, \gamma)$ in $P'$.

$(\Leftarrow)$: Suppose $P'$ has a homing word from $(I \times \{0, 1\}, \gamma)$. Let $T$ be a minimal such homing word. Let $(S_v, \eta_v)$ be the label of each vertex $v$ in $T$. We claim the following:

For any non-leaf vertex $v$, there exists $Q_v \subseteq Q$ such that $S_v = Q_v \times \{0, 1\}$. Further, if the outgoing edge from some vertex $v$ is labelled by end, then $v$ is the parent of a leaf with $S_v = \{s\} \times \{0, 1\}$.

Let us prove this by induction on the structure of $T$. Clearly for the root vertex $v$, we have $Q_v = I$. Suppose for some non-leaf vertex there exists $Q_v \subseteq Q$ with $S_v = Q_v \times \{0, 1\}$. If the outgoing edges from $v$ are labelled by some letter from $\Sigma$, then it is easy to see that for every child $v'$ of $v$, there exists $Q_{v'} \subseteq Q$ with $S_{v'} = Q_{v'} \times \{0, 1\}$. Suppose the outgoing edge from $v$ is labelled by end. Hence, there is only one child of $v$ (say $v'$). If $Q_v \neq \{s\}$, it follows that both $(q_{rej}, 0)$ and $(q_{rej}, 1)$ belong to $S_{v'}$. Notice that there are no outgoing transitions from both of these states. Hence, for every vertex $v''$ on the subtree rooted at $v'$, we would have $(q_{rej}, 0) \in S_{v''}$ and $(q_{rej}, 1) \in S_{v''}$, which would be a contradiction. Hence, $Q_v = \{s\}$ and so $S_v = \{q_{acc}\}$. By minimality of the tree $T$, it follows that $v'$ is a leaf.

It then follows that if we remove the leaves of $T$ and project the labels of each vertex $v$ to the subset $Q_v$, we will get a synchronising word from $(I, \gamma)$ to $s$ in $P$. 


Hence, there is a synchroniser from \((I, \gamma)\) to \(s\) in \(\mathcal{P}\) iff there is a homing word from \((I \times \{0, 1\}, \gamma)\) in \(\mathcal{P}'\). Therefore, we get that \textsc{Given-Sync} is reducible to \textsc{Subset-Homing}. □