Sparse multivariate regression with missing values and its application to the prediction of material properties
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Abstract
In the field of materials science and engineering, statistical analysis and machine learning techniques have recently been used to predict multiple material properties from an experimental design. These material properties correspond to response variables in the multivariate regression model. In this study, we conduct a penalized maximum likelihood procedure to estimate model parameters, including the regression coefficients and covariance matrix of response variables. In particular, we employ $\ell_1$-regularization to achieve a sparse estimation of the regression coefficients and inverse covariance matrix of response variables. In some cases, there may be a relatively large number of missing values in the response variables, owing to the difficulty of collecting data on material properties. We therefore propose a method that incorporates a correlation structure among the response variables into a statistical model to improve the prediction accuracy under the situation with missing values. The expectation maximization algorithm is also constructed, which enables application to a dataset with missing values in the responses. We apply our proposed procedure to real data consisting of 22 material properties.
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1 | INTRODUCTION

The importance of data analysis applications using statistics and machine learning for materials science and engineering has been steadily increasing (cf. References 1-10). Owing to the recent development of machine learning methods, data-centric informatics applied to a sufficiently large amount of data is useful for identifying materials that have desirable properties, such as durability and flexibility. Desirable materials are often difficult to identify using only experiments and physical simulations.

The data structure in that field often has two features that introduce new challenges. The first feature is that we often predict multiple properties of the materials; that is, we must construct a regression model with multiple responses (multivariate regression). For example, in a study on adhesion structure, the yield strength, ultimate tensile strength, fracture, and Young’s modulus must be predicted, among many other material properties that are not described here. However, it would be difficult to find a material that satisfies multiple desired properties simultaneously because there are typically trade-offs among these properties.¹¹,¹² These trade-offs are expressed as a correlation matrix among the response
variables. This study assumes the correlation structure among response variables and employs a likelihood procedure to estimate regression coefficients and a covariance matrix of response variables. The estimated covariance matrix assists engineers with interpreting the relationship between properties and improves the prediction accuracy.\(^{13,14}\)

When the number of responses is relatively large, it may be difficult to estimate all correlation pairs because the number of parameters is proportional to the square of the number of variables. In such cases, regularization methods have typically been employed to achieve a stable estimation of the covariance matrix of response variables. In particular, the least absolute shrinkage and selection operator (LASSO)-type sparse estimation (cf. Reference 15) is applied for simultaneous variable selection and model estimation, which enables an interpretation of the relationship among material properties. A wide variety of regularization methods that induce a sparse structure have been proposed, such as elastic net,\(^{16}\) group LASSO,\(^{17}\) graphical LASSO,\(^{18}\) generalized LASSO,\(^{19}\) and overlapping group LASSO.\(^{20}\) Rothman et al.\(^{13}\) introduced the multivariate regression with covariance estimation (MRCE) method, in which sparse regression coefficients and a sparse inverse covariance matrix of the response variables are simultaneously estimated. This is a generalization of the LASSO regression to the sparse multivariate regression analysis. The model parameter is estimated using the penalized maximum likelihood procedure with the LASSO. In this study, we perform data analysis based on the MRCE method.

The second feature that introduces challenges is that the data values in the response variables are often missing because it is difficult to observe all the properties of the materials, owing to large-scale experiments. When the ratio of missing data is small, we can exclude the corresponding observations and conduct a data analysis. This method is referred to as the complete-case analysis.\(^{21}\) However, responses tend to have many missing values. In fact, a dataset used in this study comprised 50% or more missing values (see Figure 1). If we conduct a complete-case analysis, the number of observations becomes extremely small, which results in low prediction accuracy. The full information maximum likelihood (FIML) approach (see Reference 22) provides a means to handle a large number of missing values; Hirose et al.\(^{22}\) showed that the FIML approach provides a good estimator when the ratio of missing data is 90%. FIML produces a consistent estimator, even when the number of missing values is large under the missing at random (MAR) assumption (cf. Reference 21). Moreover, the FIML approach enables missing value interpolation, which may assist with the understanding of some hidden structures/relations. For multivariate data without response variables, Städler and Bühlmann\(^{24}\) proposed the graphical LASSO with missing values MissGLASSO method for data with missing values. An \(l_1\)-regularized likelihood method is used to estimate the sparse inverse covariance matrix. Moreover, they proposed an efficient EM algorithm (see Reference 25) for optimization with provable numerical convergence properties. Städler and Bühlmann\(^{24}\) extended MissGLASSO to multiple (not multivariate) regression analysis. However, they only assumed the case where the exploratory variables have missing values; MissGLASSO cannot be directly applied to multivariate regression analysis when there are missing values in the response variables.

As mentioned above, the MRCE simultaneously estimates the regression coefficients and covariance matrix of the response variables. However, it is applicable only to complete multivariate data; thus, we cannot apply this method directly for data with missing values. Therefore, we need a suitable extension of the MRCE to apply to data with missing values. Notably, MissGLASSO can be applied to data with missing values. The aim of this study is to propose a multivariate regression model with missing values by combining these two methods.

In this study, we establish a new algorithm called the sparse multivariate regression with missing data (SMRM) algorithm to estimate the inverse covariance matrix and interpolate the data with missing values (see Section 3). To estimate the multivariate regression coefficients and the covariance structure, we need to solve a particular \(l_1\)-regularized likelihood type optimization problem with two regularization parameters; one is related to the correlation structure of the responses, and the other is related to the regression coefficients matrix. Here, we note that multiple regularization parameters for regression coefficients are assumed because the error variances vary among the response variables. For this optimization problem, we employ the EM algorithm. As in the case of the MRCE method, the coordinate descent algorithm and graphical LASSO algorithm are applied in the maximization (M) step of the EM algorithm. Using sparse estimation, the SMRM algorithm can conduct stable estimation, even for a dataset with a relatively large number of missing values. In addition, we can improve the prediction accuracy by using the correlation structure among the response variables. We estimate the sparse inverse covariance matrix to introduce our method instead of the covariance matrix itself because spurious correlations among responses may be excluded.\(^{26}\) Note that there is an interesting application of the MRCE method by She et al.\(^{27}\) that deals with time series data, particularly, long-scale linear dynamical systems. Although She et al.\(^{27}\) and our study use similar mathematical techniques, She et al.\(^{27}\) do not deal with missing data. That is a significant difference. In the last section, we apply the SMRM algorithm to real data and investigate the influences of regularization parameters. Furthermore, we compare the prediction accuracy obtained by our method to that of the LASSO.
2 | PRELIMINARIES

2.1 | Conditional distribution

In this section, we briefly review some notions and facts from multivariate regression analysis. For a more detailed explanation, refer to Reference 28.

Let \( x_j = (x_{1j}, \ldots, x_{pj})^T \) \((1 \leq j \leq p)\) be the predictor variables, \( y_l = (y_{1l}, \ldots, y_{ql})^T \) \((1 \leq l \leq q)\) response variables. (We consider \( x_j \) and \( y_l \) as column vectors.) Then, we set matrices \( X, \tilde{X}, \) and \( Y \) as

\[
X = (x_1, \ldots, x_p) = \begin{pmatrix} x_1^1 & x_1^2 & \cdots & x_1^p \\ x_1^2 & x_1^3 & \cdots & x_1^p \\ \vdots & \vdots & \ddots & \vdots \\ x_1^n & x_1^{n+1} & \cdots & x_1^p \\ x_2^1 & x_2^2 & \cdots & x_2^p \\ \vdots & \vdots & \ddots & \vdots \\ x_p^1 & x_p^2 & \cdots & x_p^p \end{pmatrix}, \quad \tilde{X} = (1, x_1, \ldots, x_p) = \begin{pmatrix} 1 & x_1^1 & x_1^2 & \cdots & x_1^p \\ 1 & x_2^1 & x_2^2 & \cdots & x_2^p \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & x_p^1 & x_p^2 & \cdots & x_p^p \end{pmatrix},
\]

\[
Y = (y_1, y_2, \ldots, y_q) = \begin{pmatrix} y_1^1 \\ y_2^1 \\ \vdots \\ y_p^1 \\ y_1^2 \\ y_2^2 \\ \vdots \\ y_p^2 \\ \vdots \\ \vdots \\ y_1^q \\ y_2^q \\ \vdots \\ y_p^q \end{pmatrix}.
\]

(1)

Let \( \mathbf{x}^i = (x^i_1, x^i_2, \ldots, x^i_p), \mathbf{y}^i = (1, x^i_1, x^i_2, \ldots, x^i_p) \), and \( y^i = (y^i_1, y^i_2, \ldots, y^i_q) \) \((1 \leq i \leq n)\) be the \( i \)th row vectors of \( X, \tilde{X}, \) and \( Y, \) as in (1), respectively. (We consider \( \mathbf{x}^i, \mathbf{y}^i \) as row vectors.) We then consider the multivariate linear regression model of the form

\[
\mathbf{y}^i = \mathbf{x}^i \beta + \mathbf{e}^i,
\]

where \( \beta \) is a \( q \times p \) matrix of regression coefficients and \( \mathbf{e}^i \) is a \( q \times 1 \) vector of random errors.
\[ Y = \tilde{X}B + E = (1_n, X) \left( \begin{array}{c} b_0^T \\ B \end{array} \right) + E, \]

where \( b_0 = (b_0^0, b_0^1, \ldots, b_0^q)^T \in \mathbb{R}^q \) is a vector of the regression intercept, \( B \) is a regression coefficient matrix of the form

\[ B = \begin{pmatrix} b_1^1 & b_1^2 & \cdots & b_1^q \\ b_2^1 & b_2^2 & \cdots & b_2^q \\ \vdots & \vdots & \ddots & \vdots \\ b_q^1 & b_q^2 & \cdots & b_q^q \end{pmatrix}, \]

and \( E \) is the error matrix given by

\[ E = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_q) = \begin{pmatrix} \varepsilon_1^1 & \varepsilon_1^2 & \cdots & \varepsilon_1^q \\ \varepsilon_2^1 & \varepsilon_2^2 & \cdots & \varepsilon_2^q \\ \vdots & \vdots & \ddots & \vdots \\ \varepsilon_q^1 & \varepsilon_q^2 & \cdots & \varepsilon_q^q \end{pmatrix}. \]

We denote the \( i \)th row vector of \( E \) (\( 1 \leq i \leq n \)) as \( \varepsilon^i = (\varepsilon_1^i, \varepsilon_2^i, \ldots, \varepsilon_q^i) \). We assume that the \( n \) subjects are independent. We then obtain the following:

\begin{itemize}
  \item \( \varepsilon_1 \sim N(0_q, \sigma_1^2 I_n) \) (\( 1 \leq l \leq q \)),
  \item \( (\varepsilon^1)^T \sim_{i.i.d.} N(0_q, \Sigma) \) (\( 1 \leq i \leq n \)),
\end{itemize}

where \( 0_q \) is the \( q \times q \) zero vector, \( I_n \) is the \( n \times n \) identity matrix, and \( \Sigma \) is the covariance matrix of the form

\[ \Sigma = \begin{pmatrix} \sigma_1^1 & \sigma_1^2 & \cdots & \sigma_1^q \\ \sigma_2^1 & \sigma_2^2 & \cdots & \sigma_2^q \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_q^1 & \sigma_q^2 & \cdots & \sigma_q^q \end{pmatrix}, \]

with \( \sigma_l^l = \sigma_l^{l'} \) (\( 1 \leq l, l' \leq q \)). We assume the independence condition in the following. Under these assumptions, we note that \( y^i | \tilde{x}^i \sim N(\mu_i, \Sigma) \).

We now consider a partition \( y^i = (y^{i,1}, y^{i,2}) \) for each \( i \in \{1, \ldots, n\} \). \((y^{i,2})^T(y^{i,1})^T\) follows a linear regression on \((y^{i,1})^T\) with a mean of \( \mu_{i,2} + \Sigma_{i,21} \Sigma_{i,11}^{-1} (y^{i,1}_1 - \mu_{i,1}) \) and covariance of \( \Sigma_{i,22} - \Sigma_{i,21} \Sigma_{i,11}^{-1} \Sigma_{i,12} \). Here, we divide \( \mu_i \) and \( \Sigma \) into

\[ \mu_i = \begin{pmatrix} \mu_{i,1} \\ \mu_{i,2} \end{pmatrix}, \quad \Sigma = \begin{pmatrix} \Sigma_{i,11} & \Sigma_{i,12} \\ \Sigma_{i,21} & \Sigma_{i,22} \end{pmatrix} \]

for each \( i \). (For example, if we divide \( y^i \) into \( y^{i,1} = (y^i_1, \ldots, y^i_l) \) and \( y^{i,2} = (y^i_{l+1}, \ldots, y^i_q) \), then \( \mu_{i,1}, \mu_{i,2}, \Sigma_{i,11}, \Sigma_{i,12}, \Sigma_{i,21}, \) and \( \Sigma_{i,22} \) are a \( l \times 1 \) matrix, \( (q-l) \times 1 \) matrix, \( l \times l \) matrix, \( (q-l) \times l \) matrix, \( (q-l) \times (q-l) \) matrix, and \( (q-l) \times (q-l) \) matrix, respectively.) Thus, it can be observed that

\[ (y^{i,2})^T(y^{i,1})^T \sim N(\mu_{i,2} + \Sigma_{i,21} \Sigma_{i,11}^{-1} (y^{i,1}_1 - \mu_{i,1}), \Sigma_{i,22} - \Sigma_{i,21} \Sigma_{i,11}^{-1} \Sigma_{i,12}). \]

Let \( K \) be a \( q \times q \) matrix that satisfies \( KS = I_q \). We call \( K \) the precision matrix or the inverse covariance matrix. For \( i \), if we divide \( (y^i)^T \) into \((y^{i,1}, y^{i,2})^T\), then it holds that

\[ (y^{i,2})^T(y^{i,1})^T \sim N((\mu_{i,2} + \Sigma_{i,21} \Sigma_{i,11}^{-1} (y^{i,1}_1 - \mu_{i,1}), \Sigma_{i,22} - \Sigma_{i,21} \Sigma_{i,11}^{-1} \Sigma_{i,12})). \]
\[
\begin{pmatrix}
K_{i,11} & K_{i,12} \\
K_{i,21} & K_{i,22}
\end{pmatrix}
\begin{pmatrix}
\Sigma_{i,11} & \Sigma_{i,12} \\
\Sigma_{i,21} & \Sigma_{i,22}
\end{pmatrix}
= 
\begin{pmatrix}
I & 0 \\
0 & I
\end{pmatrix}.
\]

By (3) and (4), we obtain
\[
(y^{i,2})^T | (y^{i,1})^T \sim N(\mu_{i,2} - K_{i,22}^{-1} K_{i,21} (y^{i,1})^T - \mu_{i,1}), K_{i,22}^{-1}).
\]

This relation is the key part of our algorithm.

### 2.2 The LASSO

Here, we briefly review the LASSO. (For further details, refer to Reference 15.) This method is used in Section 4 to evaluate the prediction accuracy obtained by our proposed method according to real data. Let \( x_j = (x_1^j, \ldots, x_n^j)^T \) be predictor variables \((1 \leq j \leq p)\) and \( y = (y^1, \ldots, y^n)^T \) be the response variables. We set a matrix \( \tilde{X} \) using \( x_j \), as in (1). We then consider the linear regression model
\[
y = \beta_0 1_n + X \beta + \epsilon, \quad \epsilon \sim N(0, \sigma^2 I_n),
\]
where \( \beta_0, \beta \in \mathbb{R} \) are parameters of the regression. In this case, the LASSO optimizes the following form
\[
\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{n} \|y - \beta_0 1_n - X \beta\|_2^2 + \lambda \|\beta\|_1 \right\}
= \left( \|\beta\|_1 = \sum_{j=1}^p |\beta_j| \right).
\]

where \( \lambda > 0 \). By solving the optimization problem, as in (6), we obtain estimators of \( \beta \) and \( \beta_0 \). Generally, the regularization parameter \( \lambda \) of the LASSO is chosen to minimize the predicted errors of each response. Such a regularization parameter is typically called the “best” regularization parameter.

### 3 INTERPOLATION FOR DATA WITH MISSING VALUES

#### 3.1 Responses with missing values

Let \( x_j \in \mathbb{R}^n \) \((1 \leq j \leq p)\) be the predictor varieties and \( y_l \in \mathbb{R}^n \) the response varieties \((1 \leq l \leq q)\). We assume that relation (2) holds. We consider the case in which the matrix of responses \( Y \), as in (1), has missing values. Then, we divide the \( i \)th row vector \( y^i \) of \( Y \) into
\[
y^i = (y^{i,\text{obs}}, y^{i,\text{mis}}),
\]
where \( y^{i,\text{obs}} \) is a vector that consists of the observed values, and \( y^{i,\text{mis}} \) consists of missing values. By (5), it follows that
\[
(y^{i,\text{mis}})^T | (y^{i,\text{obs}})^T \sim N(\mu_{i,\text{mis}} - K_{i,\text{mis,obs}}^{-1} K_{i,\text{mis,obs}}(y^{i,\text{obs}})^T - \mu_{i,\text{obs}}), K_{i,\text{mis,mis}}^{-1}).
\]

where we divide the mean vector \( \mu_i = \tilde{\beta}^T \bar{x}^i \) and the precision matrix \( K \) into
\[
\mu_i = (\mu_{i,\text{obs}}; \mu_{i,\text{mis}}), \quad K = \begin{pmatrix} K_{i,\text{obs,obs}} & K_{i,\text{obs,mis}} \\ K_{i,\text{mis,obs}} & K_{i,\text{mis,mis}} \end{pmatrix}
\]
for each \( i \). For the remainder of this article, we assume that for the matrix \( Y \) given by
\[ Y = (y_1, \ldots, y_q) = \begin{pmatrix} y_1^T \\ \vdots \\ y_n^T \end{pmatrix} = \begin{pmatrix} y_1^1 & y_1^2 & \cdots & y_1^q \\ \vdots & \vdots & \ddots & \vdots \\ y_n^1 & y_n^2 & \cdots & y_n^q \end{pmatrix}, \]  

(8)

there are no columns with entries that are missing values.

### 3.2 Algorithm to interpolate the data with missing values

Let us now derive an algorithm that performs multivariate regression and interpolates data with missing values. We assume the same conditions as in the previous subsection. For each \( i \), it follows that \((y_i^T|\hat{x}_i)^T \sim N(\mu_i = \tilde{B}^T \hat{x}_i, \Sigma)\); hence, the likelihood function \( L((y_i^T|\hat{x}_i)^T) \) is

\[
L((y_i^T|\hat{x}_i)^T) = (2\pi)^{\frac{p}{2}} |\Sigma|^{-\frac{1}{2}} \exp \left( -\frac{1}{2}((y_i^T - \mu_i)^T \Sigma^{-1}(y_i^T - \mu_i)) \right).
\]

where \(|\Sigma|\) is the determinant of \( \Sigma \). Thus, the log-likelihood function can be expressed as

\[
\sum_{i=1}^{n} \log L((y_i^T|\hat{x}_i)^T) = -\frac{np}{2} \log(2\pi) - \frac{n}{2} \log |\Sigma| - \frac{1}{2} \sum_{i=1}^{n} ((y_i^T - \mu_i)^T \Sigma^{-1}(y_i^T - \mu_i)) = -\frac{np}{2} \log(2\pi) + \frac{n}{2} \log |K| - \frac{1}{2} \sum_{i=1}^{n} ((y_i^T - \mu_i)^T \Sigma^{-1}(y_i^T - \mu_i)).
\]

Using this function, we set

\[
l(\tilde{B}, K; Y) = \frac{n}{2} \log |K| - \frac{n}{2} \sum_{i=1}^{n} \mu_i^T K \mu_i + \frac{1}{2} \sum_{i=1}^{n} (y_i^T)^T K (y_i^T) - \frac{1}{2} \text{tr} (K Y^T Y),
\]

(9)

where \( Y \) is a matrix given by (8).

We set the following \( l_1 \)-regularization of the function \( l \):

\[
- l(\tilde{B}, K; Y) + \lambda_1 \sum_{i \notin p} |k_i^T| + 2 \sum_{j=1}^{p} \sum_{j=1}^{q} \lambda_{j,2} |b_i^j| = \frac{n}{2} \log |K| - \frac{n}{2} \sum_{i=1}^{n} \mu_i^T K \mu_i + \frac{1}{2} \sum_{i=1}^{n} (y_i^T)^T K (y_i^T) - \frac{1}{2} \text{tr} (K Y^T Y) + \lambda_1 \sum_{i \notin p} |k_i^T| + 2 \sum_{j=1}^{p} \sum_{j=1}^{q} \lambda_{j,2} |b_i^j|,
\]

(10)

where \( \lambda_1 \geq 0 \) and \( \lambda_{j,2} \geq 0 \) are regularization parameters. We consider the following conditional mean of \( -l(\tilde{B}, K; Y) + \lambda_1 \sum_{i \notin p} |k_i^T| + 2 \sum_{j=1}^{p} \sum_{j=1}^{q} \lambda_{j,2} |b_i^j| \) as in (10):

\[
Q(\tilde{B}, K|\tilde{B}', K') = -\mathbb{E}[l(\tilde{B}, K; Y)|Y_{\text{obs}}, \tilde{B}', K'] + \lambda_1 \sum_{i \notin p} |k_i^T| + 2 \sum_{j=1}^{p} \sum_{j=1}^{q} \lambda_{j,2} |b_i^j|.
\]

(11)

In this case, we derive an algorithm to impute the data \( y^{\text{mis}} \) by solving the optimization problem for \( Q \) by applying the EM-algorithm. We call this procedure the sparse multivariate regression for responses with missing data (SMRM) algorithm. First, we provide initial values \( \tilde{B}^{(0)} \) and \( K^{(0)} \). Then, we compute the E-steps and M-steps as follows (cf. Reference 24).

**E-step:** For each \( i \), we denote the mean vector and precision matrix in the \( m \)-step (\( m = 0, 1, 2, \ldots \)) as \( \mu_i^{(m)} = \tilde{B}^{(m)T} (\hat{x}_i)^T \) and \( K^{(m)} \), respectively. We set

\[
c_i^{(m)} = \mu_i^{(m)} - (K_i^{(m)}|_{\text{mis mis}})^{-1} K_i^{(m)}|_{\text{mis obs}} ((y_i^{\text{obs}})^T - \mu_i^{(m)}|_{\text{obs}})
\]

(12)
for each $i$. We consider $\mathbf{c}^{(m)}$ as a column vector and use vectors $\mathbf{c}^{(m)}$ to impute the missing values $(\mathbf{y}^{\text{mis}(m)})^T$ in the $m$-step for each $i$. Then, the conditional means $\mathbb{E}[\mathbf{y}^i_j|\mathbf{y}^{\text{obs}}^i, \mu_i^{(m)}, K^{(m)}]$ and $\mathbb{E}[\mathbf{y}^j_{\ell'}|\mathbf{y}^{\text{obs}}_{\ell'}, \mu_{\ell'}^{(m)}, K^{(m)}]$ can be calculated as

\[
\mathbb{E}[\mathbf{y}^i_j|\mathbf{y}^{\text{obs}}^i, \mu_i^{(m)}, K^{(m)}] = \begin{cases} 
\mathbf{y}^i_j & \text{if } y^i_j \text{ is observed,} \\
\mathbf{c}^{(m)}_j & \text{if } y^i_j \text{ is missing,}
\end{cases}
\]

(13)

\[
\mathbb{E}[\mathbf{y}^j_{\ell'}|\mathbf{y}^{\text{obs}}_{\ell'}, \mu_{\ell'}^{(m)}, K^{(m)}] = \begin{cases} 
\mathbf{y}^j_{\ell'} & \text{if both } y^i_j \text{ and } y^j_{\ell'} \text{ are observed,} \\
\mathbf{c}^{(m)}_{j, \ell'} & \text{if } y^j_{\ell'} \text{ is observed and } y^i_j \text{ is missing,} \\
(\mu_i^{(m)})^{-1}_{y^i_j, y^j_{\ell'}} + \mathbf{c}^{(m)}_j \mathbf{c}^{(m)}_{\ell'} & \text{if both } y^i_j \text{ and } y^j_{\ell'} \text{ are missing.}
\end{cases}
\]

(14)

Using this method, we compute the function $Q(\mathbf{B}, K) = (\mathbf{B}, K)$, as in (11).

**M-step:** We compute the updates $(\mathbf{B}^{(m+1)}, K^{(m+1)})$ as the minimizer of $Q(\mathbf{B}, K) = (\mathbf{B}, K)$. To do this, we define the following function:

\[
g(\mathbf{B}, K) = \text{tr} \left[ \frac{1}{n} (\mathbf{Y} - \mathbf{B}^T K) (\mathbf{Y} - \mathbf{B}^T K) \right] - \log |K|.
\]

Then, our aim corresponds to solving the following optimization problem:

\[
(\hat{\mathbf{B}}, \hat{K}) = \arg\min_{\mathbf{B}, K} \left\{ g(\mathbf{B}, K) + \lambda_1 \sum_{i \neq \ell} |k_{i, \ell}| + 2 \sum_{j=1}^{p} \sum_{l=1}^{q} \lambda_{2, j} |b_{i, j}^l| \right\}.
\]

(15)

The algorithms used to numerically solve the above problem are the MRCE and MissGLASSO algorithms. By applying the MRCE-type and MissGLASSO-type algorithms, we solve the above problem and provide updates.

In summary, the algorithm works as follows:

**Algorithm** (SMRM). For fixed $\lambda_1$ and $\lambda_{2, j}$, initialize $\mathbf{B}^{(0)}$ and $K^{(0)}$.

**Step 1:** Impute $\mathbf{y}^{(m)}$ using $\mathbf{c}^{(m)}$ given by (12) for each $i = 1, \ldots, n$.

**Step 2:** Compute $(\hat{\mathbf{B}}^{(m+1)}, K^{(m+1)}) = (\mathbf{B}^{(m+1)}, K^{(m+1)})$ by solving (15) using MRCE and MissGLASSO. (See also Remark 1.)

**Step 3:** If $\sum_{j \neq \ell} |b_{i, j}^{(m+1)} - b_{i, j}^{(m)}| < \varepsilon$ for a given sufficiently small $\varepsilon > 0$, then stop. Otherwise, go to Step 1.

**Remark 1.** To compute the mean of $g$, we remark the following process:

1. The case of optimizing $\mathbf{B}$ for fixed $K$: to compute the mean of $g$, we use $\mathbf{Y}$ as a matrix with a row vector that consists of the complement vector $(\mathbf{y}^{(m)})^T = (\mathbf{y}^{\text{obs}}, (\mathbf{c}^{(m)})^T)^T$ given by the rule $\mathbb{E}[\mathbf{y}^i_j|\mathbf{y}^{\text{obs}}^i, \mu_i^{(m)}, K^{(m)}]$, as in (13).
2. The case of optimizing $K$ for fixed $\hat{\mathbf{B}}$: to compute the mean of $\mathbf{Y}^T \mathbf{Y}$, we use the rule of computation for $\mathbb{E}[\mathbf{y}^j_{\ell'}|\mathbf{y}^{\text{obs}}_{\ell'}, \mu_{\ell'}^{(m)}, K^{(m)}]$, as in (14).

**Remark 2.** For complete data, the SMRM algorithm performs similarly to the LASSO for sufficiently large $\lambda_1$. Thus, we may consider the SMRM algorithm as a generalization of the LASSO for multivariate regression analysis.

### 4 Applying the Algorithm to Real Data

In this section, we apply the SMRM algorithm to real data provided by Toray Industries, Inc. The data consist of the physical/mechanical properties of particular polymer compounds. To maintain confidentiality, we cannot display the full dataset; however, we describe the size and components of the data. The sample size of the data is $n = 114$, and the number of predictors and responses are $p = 26$ and $q = 22$, respectively. The predictor variables consist of the compounding ratios of the source materials. The response variables consist of the mechanical characteristics...
created by the source materials, such as Young’s modulus, tensile strength, elongation at break, flexural modulus, flexural strength, and the Charpy impact strength of polymer compounds. The responses have missing values, of which the rates range from 5% to 80% for each observation. In particular, the total ratio of missing values in the responses is 59.7% which is typical in the materials science field owing to the development process of focusing on the specific properties (see Figure 1).

During data analysis, we apply the SMRM algorithm to the data and compare the prediction accuracy of our proposed method with that of the LASSO. In this study, we use R version 4.0.2.

### 4.1 Procedure

Let \( x_j = (x_j^1, \ldots, x_j^p)^T \) \((1 \leq j \leq p)\) be predictor varieties, and let \( y_l = (y_l^1, \ldots, y_l^q)^T \) \((1 \leq l \leq q)\) be response varieties. Then, we divide the original data into training data:test data = 8:2; that is, we partition \( x_j \) and \( y_l \) into \( x_j^T = (x_{j, \text{train}}^T, x_{j, \text{test}}^T) \) and \( y_l^T = (y_{l, \text{train}}^T, y_{l, \text{test}}^T) \), respectively, with a partition rate of 8:2 for each \( j \) and \( l \) (see Figure 1). Although \( y_{l, \text{train}} \) and \( y_{l, \text{test}} \) may have missing values, we assume that \( x_j, x_{j, \text{train}}, \) and \( x_{j, \text{test}} \) are complete data. We perform the following analysis to compare the SMRM algorithm and the LASSO:

#### Step 1:
For each \( l \), we set \( y_{l, \text{train}}, \text{obs} \) and \( X_{l, \text{train}}, \text{obs} \), where \( y_{l, \text{train}}, \text{obs} \) is a vector, of which the elements are observed values in \( y_{l, \text{train}} \), and \( X_{l, \text{train}}, \text{obs} \) is the matrix corresponding to \( y_{l, \text{train}}, \text{obs} \). Then, we apply the LASSO to the dataset \((y_{l, \text{train}}, \text{obs}, X_{l, \text{train}}, \text{obs})\) for each \( l \). Regularization parameters, such as \( \lambda_{l, \text{train}} \) \((1 \leq l \leq q)\), are chosen via cross-validation. The prediction values, \( \hat{y}_{l, \text{test}}, \text{obs} \), are then computed. For each \( l \), we calculate the mean squared errors for the LASSO estimation, \( \text{MSE}_{l, \text{lasso}} \), for each \( l \) using

\[
\text{MSE}_{l, \text{lasso}} = \frac{||y_{l, \text{test}}, \text{obs} - \hat{y}_{l, \text{test}}, \text{obs}||^2}{\text{length}(y_{l, \text{test}}, \text{obs})},
\]

where \( ||w||^2 = w^T w \) for \( w \in \mathbb{R}^d \).

#### Step 2:
We assume the multivariate linear regression model \( Y_{\text{train}} = \tilde{X}_{\text{train}} \tilde{\beta}_{\text{train}} + \epsilon_{\text{train}} \) for the training data, where \( \epsilon_{l, \text{train}} \sim N(0, \Sigma_{\text{train}}) \) \((1 \leq l \leq q)\). Then, we apply the SMRM method to the training data \((\tilde{X}_{\text{train}}, Y_{\text{train}})\) for the appropriate pair \((\lambda_1, \lambda_2)\), where \( \lambda_2 = (\lambda_{2,j})_{1 \leq j \leq p, 1 \leq l \leq q} \) is a matrix with elements that are defined based on the regularization parameters \( \lambda_{l, \text{train}} \). Then, we obtain the estimator \( \hat{\beta}_{\text{train}} \) of parameter \( \tilde{\beta}_{\text{train}} \). Using \( \hat{\beta}_{\text{train}} \), we can compute the matrix of the prediction value of \( Y_{\text{test}} \), \( \hat{y}_{\text{SMRM}} \). We remark that \( \hat{y}_{\text{SMRM}} \) is complete data, whereas \( Y_{\text{test}} \) is data that have missing values. We calculate \( \text{MSE}_{l, \text{SMRM}} \) using

\[
\text{MSE}_{l, \text{SMRM}} = \frac{||y_{l, \text{test}}, \text{obs} - \hat{y}_{l, \text{test}}, \text{obs}||^2}{\text{length}(y_{l, \text{test}}, \text{obs})}
\]

for each \( l \), similarly to the LASSO.

#### Step 3:
We set \( \text{MSE}_{\text{lasso}} \) and \( \text{MSE}_{\text{SMRM}} \) using

\[
\text{MSE}_{\text{lasso}} = \sum_{l=1}^{q} \text{MSE}_{l, \text{lasso}}, \quad \text{MSE}_{\text{SMRM}} = \sum_{l=1}^{q} \text{MSE}_{l, \text{SMRM}}.
\]

The above MSEs are primarily affected by response variables with large variances. Thus, we define the MSEs that are not affected by the variance of the response variables as follows:

\[
\overline{\text{MSE}}_{\text{lasso}} = \sum_{l=1}^{q} (\text{MSE}_{l, \text{lasso}})^{-1} \text{MSE}_{l, \text{lasso}} (= q), \quad \overline{\text{MSE}}_{\text{SMRM}} = \sum_{l=1}^{q} (\text{MSE}_{l, \text{lasso}})^{-1} \text{MSE}_{l, \text{SMRM}}.
\]

Then, we compare \( \overline{\text{MSE}}_{\text{lasso}} \) and \( \overline{\text{MSE}}_{\text{SMRM}} \).
Remark 3. Because the SMRM algorithm is based on the multivariate normal distribution, the predicted $\hat{Y}_{SMRM}$ contains negative values. However, the physical property $y_i$ cannot assume negative values in a real-world situation. To avoid this, we first set $\log(Y)$ and consider it as the response matrix. Then, applying $\exp(\log(\hat{Y}))$ to the predicted matrix $\log(\hat{Y})$, we have $\hat{Y}$.

In Step 2, we use the $\lambda_2$ matrix for the SMRM algorithm. If the responses are standardized, we define the $\lambda_2$ matrix as $\lambda_2 = r\lambda$, where $r \in R \setminus \{0\}$ and

$$
\lambda = \begin{pmatrix}
\lambda_{1, \text{train}} & \cdots & \lambda_{q, \text{train}} \\
\vdots & \ddots & \vdots \\
\lambda_{1, \text{train}} & \cdots & \lambda_{q, \text{train}}
\end{pmatrix}_{p}.
$$

(19)

However, when the responses are not standardized, the variance of the response variable affects the regularization parameter; $\lambda_2$ must be different among the response variables. Thus, we perform the following procedure to reduce the effect of the variances:

Step 1: For each $l \in \{1, \ldots, q\}$, we estimate $y_{l, \text{train}, \text{obs}}$ using the LASSO with the regularization parameter $\lambda_{l, \text{train}}$, which is chosen via cross-validation.

Step 2: For each $l$, we calculate the MSEs, $t_l = ||y_{l, \text{train}, \text{obs}} - \hat{y}_{l, \text{train}, \text{obs}}^{\text{lasso}}||^2 / \text{length}(y_{l, \text{train}, \text{obs}})$, for the training data, where $\hat{y}_{l, \text{train}, \text{obs}}^{\text{lasso}}$ is the estimator for $y_{l, \text{train}, \text{obs}}$ by the LASSO in Step 1.

Step 3: Using $t_l$, which was obtained in Step 2, we define a vector $a$ as

$$
a = \begin{pmatrix}
a_1 \\
\vdots \\
a_q
\end{pmatrix},
$$

(20)

Step 4: We define a matrix as

$$
\lambda = \begin{pmatrix}
\lambda_{1, \text{train}} a_1 & \cdots & \lambda_{q, \text{train}} a_q \\
\vdots & \ddots & \vdots \\
\lambda_{1, \text{train}} a_1 & \cdots & \lambda_{q, \text{train}} a_q
\end{pmatrix}_{p}.
$$

(21)

Step 5: We set $\lambda_2 = r\lambda$ ($r \in R \setminus \{0\}$) and apply the SMRM algorithm using this matrix.

4.2 Comparison between the SMRM algorithm and the LASSO

Following the procedure explained in the previous subsection, we compare our method (the SMRM algorithm) to the LASSO using the data provided by Toray Industries, Inc. The regularization parameters $\lambda_{l, \text{train}}$ ($1 \leq l \leq 22$) for the training data and MSEs (MSE$^{\text{lasso}}$) for the test data by the LASSO are summarized in the first and second rows of Table 1.

The second row of Table 1 shows that the mechanical characteristics A, G, H, K, L, M, N, and V have large MSE values. These values significantly act on MSE$^{\text{lasso}}$ and also act on MSE$^{\text{SMRM}}$. Therefore, it is better to use MSE, as in (18), to compare the prediction accuracy between the LASSO and the SMRM algorithm by avoiding the dependence of the variance of responses.

We subsequently apply the SMRM algorithm. Because the responses of the data are not standardized, we calculate the vector $a$, as in (20) (this is a $22 \times 1$ matrix), to obtain the $\lambda_2$ matrix. The vector $a$ is listed in the third row of Table 1. Using the regularization parameters $\lambda_{l, \text{train}}$ ($1 \leq l \leq 22$), as in the first row of Table 1 and $a$, we obtain the $\lambda$ matrix, as given in (21). The row vector of $\lambda$ is shown in the fourth row of Table 1.

The values in the third row of Table 1 correspond to the reciprocals of the MSEs for each mechanical characteristic of the training data obtained by the LASSO. These MSE values vary significantly. The values in the fourth row of Table 1 can be considered as modified regularization parameters obtained by the LASSO in Step 1. A comparison of the first and
fourth rows of Table 1 shows that the values in the fourth row vary only slightly. Thus, one may make a stable estimation using the SMRM algorithm with $\lambda_2$ constructed by (21) instead of the matrix given by (19).

We consider the following cases of the pair $(\lambda_1, \lambda_2)$ for the SMRM algorithm:

- For $\lambda_1$, we consider $6.5 \times 10^{-3} \leq \lambda_1 \leq 1$ divided into 200 points of equal length under the log scale.
- We consider $\lambda_2$ as $r \lambda$ for $r = 3, 2, 1, 0.75, 0.5, 0.225, 0.2, 0.175, 0.1$.

As we apply the SMRM algorithm, we use the warm start method, which is outlined as follows. Let $\{\lambda_1^{(s)}\}_{s=1}^{200}$ be a sequence of $\lambda_1$, of which the initial value is $\lambda_1^{(1)} = 1$, and the end is $\lambda_1^{(200)} = 6.5 \times 10^{-3}$. For a fixed $\lambda_2$, we start with $(\lambda_1^{(1)}, \lambda_2) = (1, 2)$. Then, we obtain $\hat{B}$ and $\hat{K}^{(1)}$ via the SMRM algorithm. Next, we apply the SMRM algorithm to the pair of regularization parameters $(\lambda_1^{(2)}, \lambda_2)$ with the initial values $\hat{B} = B^{(1)}$ and $K = K^{(1)}$, which were obtained in the previous step. Inductively, we practice a similar analysis until $\lambda_1^{(200)} = 6.5 \times 10^{-3}$.

Our proposed algorithm incorporates the EM algorithm, which requires iteration. In each iteration, we need to conduct an E-step and an M-step. In the E-step, the maximum complexity is $O(nq^3)$, where $n$ is the sample size and $q$ is the size of the responses. Subsequently, we apply the M-step for each $\lambda_1^{(s)}$ using the MRCE algorithm. The total complexity of this algorithm is $O(nq^3T_{\lambda_1})$, where $T$ is the number of iterations of the EM algorithm and $n\lambda_t$ is the number of candidates of the $\lambda_1^{(s)}$. We also evaluate the complexity numerically by running the SMRM algorithm on this dataset. The runtimes of the SMRM algorithm for this setting are listed in Table 2. We list the runtimes for ten executions. The specifications of the personal computer (PC) used is as follows: OS, Windows 10 Pro version 21H1; processor, Intel(R) Core(TM) i7-1065G7 CPU @ 1.30 GHz & 1.50 GHz; RAM, 32 GB. The average analysis time is 2143.58 s. In our analysis, the maximum number of iterations is 2000 for each $\lambda_1^{(s)}$ ($1 \leq s \leq 200$). Thus, the maximum number of analyses in our setting is $9 \times 200 \times 2000 = 3,600,000$. However, for a relatively large $\lambda_1^{(s)}$, the algorithm can find the estimator of $B$ and $K$ easily, and hence we can obtain the result with fewer steps than 3,600,000. Thus, our algorithm may not have a critical issue of computational timing in practical usage.

In our observation, the values of $\text{MSE}^{\text{SMRM}}$ improve gradually whenever $\lambda_1^{(s)}$ is updated for a fixed $r \leq 1$ (see Figure 2 and Figure A1 in the Appendix). However, when $\lambda_1$ becomes smaller than a particular number, the SMRM algorithm is not stable, and $\text{MSE}^{\text{SMRM}}$ deteriorates. The following reasons can be considered:

- When the regularization parameter $\lambda_1$ for the SMRM algorithm is large, the correlation structure is not considered. In this case, imputation of missing values may not be effective because missing completion is achieved by taking

| TABLE 1 List of $\lambda_{1,\text{Train}}$, $\text{MSE}_{1}^{\text{lasso}}$ elements of $a$ and elements of $\lambda$ for each mechanical characteristic |
|---------------------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Mech. char. | A | B | C | D | E | F | G | H | I | J | K |
| $\lambda_{1,\text{Train}}$ | 0.0014 | 0.0321 | 0.9544 | 1.7748 | 0.0380 | 0.0292 | 0.2526 | 0.8888 | 0.0127 | 0.0738 | 0.5167 |
| $\text{MSE}_{1}^{\text{lasso}}$ | 445.3167 | 0.6529 | 0.4304 | 88.7628 | 4.6077 | 0.1835 | 5873.6704 | 40,911.2809 | 0.0712 | 0.0368 | 374.3443 |
| Elements of $a$ | 159.71 | 541.05 | 18.02 | 8.02 | 214.25 | 12.76 | 21.94 | 23.55 | 2575.31 | 24.63 | 8.00 |
| Elements of $\lambda$ | 0.22 | 17.34 | 17.20 | 14.24 | 80.39 | 0.37 | 5.54 | 20.93 | 32.77 | 1.82 | 4.13 |

| TABLE 2 List of runtimes of the SMRM algorithm for our setting |
|-----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| No. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Runtime (s) | 2157.56 | 2162.05 | 2274.28 | 2012.64 | 2106.67 | 2107.73 | 2131.73 | 2140.82 | 2233.16 | 2072.25 |
advantage of the correlation structure of the responses. Hence, the prediction accuracy may be worse than that of the LASSO.

- When $\lambda_1$ is appropriately small, missing values are well imputed using the correlation structure among the responses (or among the residuals). The prediction accuracy improves, owing to the contribution of the correlation structure.

- When $\lambda_1$ is too small, the estimated model overfits the data. Hence, the prediction error increases again.

In the case of $r > 1$, $\text{MSE}^{\text{SMRM}}$ deteriorates independent of $\lambda_1$. When $r > 1$, elements in $\lambda_2$ assume large values. For these data, the elements of the row vectors of the estimator $\hat{B}$ tend to be zeros. This is the reason why $\text{MSE}^{\text{SMRM}}$ is worse than the case of $r \leq 1$.

For the estimator $\hat{K}$ of the precision matrix $K$, we note that $\hat{K}$ is a diagonal matrix for sufficiently large $\lambda_1$. In these steps, although the SMRM algorithm performs stably, we can see that the prediction accuracy of the SMRM algorithm is worse than that of the LASSO in contrast to $\lambda_2$ (see Figure A1).

We observed the influence of $r$ on the prediction accuracy. As $r$ gradually decreases, the prediction accuracy for the SMRM algorithm improves. In particular, we observe that $r = 0.2$, that is, $\lambda_2 = 0.2\lambda_1$ with $\log(\lambda_1) = -4.96$ provide the best prediction accuracy (see Figure 2). When $r = 0.1$, the prediction accuracy decreases compared with the case where $r = 0.2$ (see Figure A1).

Furthermore, comparing $\text{MSE}^{\text{SMRM}}$ with $\lambda_2 = 0.2\lambda$ and $\text{MSE}^{\text{lasso}}$, it can be observed that $\text{MSE}^{\text{SMRM}} < \text{MSE}^{\text{lasso}}$ holds; that is, the SMRM algorithm is superior to the LASSO for a suitably small $\lambda_1$. Because $\lambda_1$ affects the correlation structure among responses, the prediction accuracy may be improved by estimating the responses multivariately with the appropriate correlation structure, instead of individually. In fact, the ratios of the maximum and minimum eigenvalues of $\hat{K}$ increase when $\lambda_1$ gets small. Figure 3 shows the ratios for $r = 0.2$. It can be seen that the ratio looks unchanged around $-3 \leq \log(\lambda_1) \leq 0$. This implies that $\hat{K}$ is estimated as a diagonal one for such $\lambda_1$. Moreover, one can see that the ratio takes a large value for a small $\lambda_1$. This can be considered as $\hat{K}$ being no diagonal matrix, that is, the correlation structure is estimated among the responses.

Next, we consider the MSEs in the case of $\lambda_2 = 0.2\lambda$ for mechanical characteristics individually (see Figure A2). In the individual analysis, we consider the mechanical characteristics $C$ and $D$, that is, the third and fourth mechanical characteristics (see Figure 4). For $-4.35 \leq \log(\lambda_1) \leq 0$, $\text{MSE}^{\text{SMRM}} > \text{MSE}^{\text{lasso}}$ (1) holds, where $l = 3, 4$. This implies that the prediction accuracy obtained by the SMRM algorithm is lower than that of the LASSO. However, for $\log(\lambda_1) \leq -4.38$, we find that $\text{MSE}^{\text{SMRM}} < \text{MSE}^{\text{lasso}}$ ($l = 3, 4$) holds. Thus, it can be observed that the prediction accuracy is improved by using the correlation structure among the responses. Although $\log(\lambda_1) = -4.96$ exhibits the best $\text{MSE}^{\text{SMRM}}$ prediction accuracy, as mentioned above, $\text{MSE}^{\text{SMRM}}_3$ and $\text{MSE}^{\text{SMRM}}_4$ provide the best values for $\log(\lambda_1) = -4.99$ (one after “the best” with respect to $\text{MSE}$).

![Figure 2](image-url)  

**FIGURE 2** $\text{MSE}^{\text{SMRM}}$ (blue) and $\text{MSE}^{\text{lasso}}$ (red). The x-axis represents $\log(\lambda_1)$ and the y-axis $\text{MSE}$. The dotted vertical line (pink) indicates $\log(\lambda_1) = -4.96$, which provides the best case.
FIGURE 3  Relation between ratios $\rho$ of the maximum and minimum eigenvalues of $\hat{R}$ and $\lambda_1$ for $r = 0.2$. The x-axis represents $\log(\lambda_1)$ and the y-axis represents the ratio $\rho$.

FIGURE 4  $\overline{\text{MSE}_{\text{SMRM}}}$ (blue) and $\overline{\text{MSE}_{\text{lasso}}}$ (red) of mechanical characteristics C (left) and D (right). The x-axis represents $\log(\lambda_1)$. The dotted vertical line (pink) represents $\log(\lambda_1) = -4.96$, which indicates the best case for MSE.

To consider the reason for these differences, we use heat maps of correlation structures (see Figure 5). Here, “the best,” “better1,” and “better2” are named with respect to $\overline{\text{MSE}_{\text{SMRM}}}$. (When we observe $\overline{\text{MSE}_{\text{lasso}}}$ individually, note that “better2” represents the case for the best prediction accuracy of C and D.) We first note that C and D have a particular physical/mechanical relationship with each other.* It is noticeable that C and D have a strong positive correlation. Therefore, it appears that if a positive correlation between C and D gradually increases, the prediction accuracy improves.

On the other hand, the SMRM algorithm estimates the correlation structure among C, D, and O (15th mechanical characteristic). Because C (resp. D) and O represent different mechanical properties, it is difficult to emphasize their correlation structure via experiments. Therefore this may be considered as a hidden relation among mechanical properties, and it seems that the sparse multivariate regression method using a precision matrix contributes to identifying such relations. If a positive correlation among C, D, and O is suitably set, the prediction accuracy of C and D will improve. For the
FIGURE 5 Heat maps of correlation structures among responses for $\lambda_2 = 0.2\lambda_1$. From top left to bottom right, we present heat maps for $\log(\lambda_1) = -4.93, -4.96, -4.99, -5.04$

mechanical characteristic O, we notice that the prediction accuracy is better when the positive correlation of O with C and D increases (see Figure 6).

By the above observations, a suitable positive correlation structure among C, D, and O for this dataset affects the prediction accuracy of these mechanical characteristics. Furthermore, we can identify unexpected relations among the responses, similar to the above characteristics, using our method.

For other mechanical characteristics, see the Appendix.

Remark 4. Normalized (scaled) data can be applied to the SMRM algorithm. However, we should remark that the covariance matrix constructed without the missing values may not be positive definite. Actually, the covariance matrix of our data is a non-positive definite matrix. In addition, if we do not have sufficient data that are not missing values, we might not get precise normalization of the data. Moreover, we need to change parameters ($\lambda_1, \lambda_2$) suitably for scaled data so that the algorithm converges. In fact, although we tried to apply the SMRM algorithm to scaled data, the convergence of the algorithm tended to be slow when $\lambda_1$ got progressively smaller. Therefore it is difficult to normalize data with missing values and apply the SMRM algorithm to such data.
TERAMOTO and HIROSE

FIGURE 6  $\text{MSE}^{\text{SMRM}}$ (blue) and $\text{MSE}^{\text{lasso}}$ (red) of the mechanical characteristic O. The x-axis represents $\log(\lambda_1)$. The dotted vertical line (pink) represents $\log(\lambda_1) = -4.96$

5 | CONCLUSION

In this study, we proposed a novel method called the SMRM algorithm with the intention of applying it to materials science. As the data structure of materials science often contains two features—(1) material properties are multivariate, and (2) they have often missing values—it seems that the MRCE and MissGLASSO algorithms should work effectively. Unfortunately, these methods cannot be applied directly in our setting. However, by modifying them and establishing a suitable framework, we constructed the proposed algorithm (Section 3). Owing to the regularization for the correlation structure, we can improve the prediction accuracy and may find the unexpected relation among the response variables. Actually, in the real data analysis, we found the unexpected relation among the response variables of the data (Section 4). Further, we verified that our proposed method is superior to the LASSO for the data. For these reasons, we expect that our proposed method has a possibility to contribute to the progress of materials science and related areas.

Our proposed procedure performed worse than the LASSO for some material properties. The poor performance is possibly due to there being a large number of missing values. As the ratio of missing values increases, the prediction accuracy of our proposed method becomes poor. As future work, it would be interesting to investigate the influence of the ratio of missing values on our proposed method. Further, applying the SMRM to a dataset where both $X$ and $Y$ have missing values would be an interesting future prospect. In this case, we need to assume a suitable joint distribution for $X$ and $Y$. Moreover, we would need to prepare new parameters to estimate $X$. Therefore to handle this case, we will improve the SMRM algorithm to resolve these issues. However, such work is beyond the scope of the present article. Thus, it will be considered as a future research topic.
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APPENDIX. FIGURES OF THE PREDICTION ACCURACY OF REAL DATA

This appendix presents figures obtained by real data analysis (see Section 4). First, figures for $\text{MSE}^{\text{SMRM}}$ where $r = 3, 2, 1, 0.75, 0.5, 0.225, 0.2, 0.175, 0.1, \lambda_2 = r \lambda_1$, and $\text{MSE}^{\text{lasso}}$ are shown in Figure A1. When $r > 1$, $\text{MSE}^{\text{SMRM}}$ is quite inferior to $\text{MSE}^{\text{lasso}}$. One can recognize that taking $r$ progressively smaller, $\text{MSE}^{\text{SMRM}}$ is improved in stages and $\text{MSE}^{\text{SMRM}}$ achieves the best value at $r = 0.2$. Subsequently, $\text{MSE}^{\text{SMRM}}$ gets worse again.
We next list $\hat{\text{MSE}}^{\text{SMRM}}$ with $\lambda_2 = 0.2 \lambda$ and $\hat{\text{MSE}}^{\text{lasso}}$ for each mechanical characteristic in Figure A2. By the modification, $\hat{\text{MSE}}^{\text{lasso}}_l$ takes 1 for each mechanical characteristic. One can observe that $\hat{\text{MSE}}^{\text{SMRM}}_l$ for C, D, N, O, Q, and T (i.e., \(l = 3, 4, 15, 17, 20\)) affect the total $\hat{\text{MSE}}^{\text{SMRM}}$.

**FIGURE A1** $\hat{\text{MSE}}^{\text{SMRM}}$ (blue) and $\hat{\text{MSE}}^{\text{lasso}}$ (red)
Figure A2: $\overline{\text{MSE}}_{\text{SMRM}}$ (blue) and $\overline{\text{MSE}}_{\text{lasso}}$ (red) for each mechanical characteristic. The x-axis represents $\log(\lambda_1)$ and the y-axis $\overline{\text{MSE}}$. 