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Abstract

A natural relaxation of Wyner’s Common Information is studied. Specifically, the constraint of conditional independence is replaced by an upper bound on the conditional mutual information. While of interest in its own right, this relaxation has operational significance in a source coding problem that models coded caching. For the special case of jointly Gaussian random variables, it is shown that (relaxed) Wyner’s Common Information is attained by a Gaussian auxiliary, and a closed-form formula is found. In the case of Gaussian vectors, this is shown to lead to a novel allocation problem. Finally, using the same techniques, it is also shown that for the lossy Gray-Wyner network with Gaussian sources and mean-squared error, Gaussian auxiliaries are optimal, which leads to closed-form solutions.
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I. INTRODUCTION

Wyner’s Common Information [1] is a measure of dependence between two random variables. Its operational significance lies in network information theory problems (including a canonical information-theoretic model of the problem of coded caching) as well as in distributed simulation of shared randomness. Specifically, for a pair of random variables, Wyner’s common information can be described by the search for the most compact third variable that makes the pair conditionally independent. Compactness is measured in terms of the mutual information between the pair and the third variable. The value of Wyner’s common information is the minimum of this mutual information.

In the present paper, we study a generalization of this concept by relaxing the constraint of conditional independence. Conditional independence can be expressed by requiring the conditional mutual information to be zero. Hence, a natural relaxation is to instead impose an upper bound on the conditional mutual information. Operational significance again lies in network information theory problems.

The main contributions of our work are:

1) The derivation of the key properties of Relaxed Wyner’s Common Information, most specifically, a Chain Rule for independent pairs (Theorem 3).
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2) The closed-form solution for the case of jointly Gaussian random variables. This is accomplished via a novel version of the technique known as factorization of convex envelope, which was originally introduced in [2].
3) The closed-form solution for the case of jointly Gaussian random vectors, along with a “water-filling”-type solution.
4) The proof that for the Gaussian (lossy) Gray-Wyner network, Gaussian auxiliaries are optimal, thus leading to explicit solutions for the resulting rate-distortion regions.

A. Related Work

The development of Wyner’s common information started with the consideration of a particular network source coding problem, now referred to as the Gray-Wyner network [3]. From this consideration, Wyner extracted the compact form of the common information in [1], initially restricting attention to the case of discrete random variables. Extensions to continuous random variables are considered in [4], [5], with a closed-form solution for the Gaussian case. Our work provides an alternative and fundamentally different proof of this same formula (along with a generalization). Wyner’s common information has many applications, including to communication networks [11], to caching [6, Section III.C] and to source coding [7]. In the same line of work Wyner’s common information is computed in additive Gaussian channels [8]. Other related works include [9], [10]. The concept of Wyner’s common information has also been extended using other information measures [11].

B. Notation

We use the following notation. Random variables are denoted by uppercase letters and their realizations by lowercase letters. Random column vectors are denoted by boldface uppercase letters and their realizations by boldface lowercase letters. Depending on the context we will denote the random column vector also as $X^n := (X_1, X_2, \ldots, X_n)$. We denote matrices with uppercase letters, e.g., $A, B, C$. The $(i, j)$ element of matrix $A$ is denoted by $A_{ij}$ or $[A]_{ij}$ depending on the context. For the cross-covariance matrix of $X$ and $Y$, we use the shorthand notation $K_{XY}$, and for the covariance matrix of a random vector $X$ we use the shorthand notation $K_X := K_{XX}$. In slight abuse of notation, we will let $K_{(X,W)}$ denote the covariance matrix of the stacked vector $(X, W)^T$. We denote the identity matrix of dimension $2 \times 2$ with $I_2$ and the Kullback-Leibler divergence with $D(\cdot || \cdot)$. Column vector $X$ of dimension $n$ is denoted as $(X_1, X_2, \ldots, X_n)$ and $\text{diag}(\cdot)$ denotes the diagonal matrix.

We denote $\log^+(x) = \max(\log x, 0)$, $X_{\theta_1} = \frac{X_1 + X_2}{\sqrt{2}}$ and $X_{\theta_2} = \frac{X_1 - X_2}{\sqrt{2}}$.

II. RELAXED WYNER’S COMMON INFORMATION

A. Wyner’s Common Information

Wyner’s common information is defined for two random variables $X$ and $Y$ of arbitrary fixed joint distribution $p(x, y)$. 
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**Definition 1.** For random variables $X$ and $Y$ with joint distribution $p(x, y)$, Wyner’s common information is defined as

$$C(X; Y) = \min_{p(w|x, y)} I(X, Y; W) \text{ such that } I(X; Y|W) = 0.$$  

(1)

**Lemma 1.** Wyner’s common information satisfies the following basic properties:

1) The cardinality of $W$ may be restricted to $|W| \leq |\mathcal{X}||\mathcal{Y}|$.

2) $C(X; Y) \geq 0$ with equality if and only if $X$ and $Y$ are independent.

3) $C(X; Y) \geq I(X; Y)$.

4) Data processing inequality: If $X - Y - Z$ form a Markov chain, then $C(X; Z) \leq \min\{C(X; Y), C(Y; Z)\}$.

**Proof.** Items 1)-3) are proved in [12]. For Item 3), $I(X; Y) \leq I(X; Y, W) = I(X; W) \leq I(X; Y; W)$ for any $W$ under which $X$ and $Y$ are conditionally independent.

Item 4) is stated in [13]. To prove it, observe that for fixed $p(x, y, z)$, we can write

$$C(X; Y) = \min_{p(x, y, z)p(w|x, y): I(X; Y|W) = 0} I(X, Y; W)$$  

(2)

$$\geq \min_{p(x, y, z)p(w|x, y): I(X; Y|W) = 0} I(X, Z; W),$$  

(3)

due to the Markov chain $(X, Z) - (X, Y) - W$. Moreover, note that since we consider only joint distributions of the form $p(x, y)p(z|y)p(w|x, y)$, we also have the Markov chain $(X, W) - Y - Z$, which implies the (conditional) Markov chain $X - Y - Z|\{W = w\}$. The latter implies $I(X; Y|W) \geq I(X; Z|W)$. Hence,

$$C(X; Y) \geq \min_{p(x, y, z)p(w|x, y): I(X; Z|W) = 0} I(X, Z; W) \geq C(X; Z).$$  

(4)

By the same token, $C(Y; Z) \geq C(X; Z)$, which completes the proof.

We note that explicit formulas for Wyner’s common information are known only for a small number of special cases. The case of the doubly symmetric binary source is solved completely in [11] and can be written as

$$C(X; Y) = 1 + h_b(a_0) - 2h_b \left( \frac{1 - \sqrt{1 - 2a_0}}{2} \right),$$  

(5)

where $a_0$ denotes the probability that the two sources are unequal (assuming without loss of generality $a_0 \leq \frac{1}{2}$). In this case, the optimizing $W$ is Equation (4) can be chosen to be binary. Further special cases of discrete-alphabet sources appear in [13].

Moreover, when $X$ and $Y$ are jointly Gaussian with correlation coefficient $\rho$, then $C(X; Y) = \frac{1}{2} \log \frac{1 + |\rho|}{1 - |\rho|}$. Note that for this example, $I(X; Y) = \frac{1}{2} \log \frac{1}{1 - \rho^2}$. This case was solved in [4], [5] using a parameterization of conditionally independent distributions. We note that an alternative proof follows from our arguments below.

**B. Relaxed Wyner’s Common Information**

**Definition 2.** For random variables $X$ and $Y$ with joint distribution $p(x, y)$, the relaxed Wyner’s common information is defined as

$$C_\gamma(X; Y) = \min_{p(w|x, y)} I(X, Y; W) \text{ such that } I(X; Y|W) \leq \gamma.$$  

(6)
Remark 1. We note that our definition is closely related to the auxiliary quantity $\Gamma(\delta_1, \delta_2)$ defined in [12] Section 4.2, in that $C_\gamma(X; Y) = H(X, Y) - \Gamma(0, \gamma)$.

Lemma 2. The relaxed Wyner’s common information satisfies the following basic properties:

1) The cardinality of $\mathcal{W}$ may be restricted to $|\mathcal{W}| \leq |\mathcal{X}| |\mathcal{Y}| + 1$.
2) $C_\gamma(X; Y) \geq 0$ with equality if and only if $\gamma \geq I(X; Y)$.
3) $C_\gamma(X; Y) \geq \max\{I(X; Y) - \gamma, 0\}$.
4) Data processing inequality: If $X - Y - Z$ form a Markov chain, then $C_\gamma(X; Z) \leq \min\{C_\gamma(X; Y), C_\gamma(Y; Z)\}$.
5) $C_\gamma(X; Y)$ is a convex and continuous function of $\gamma$ for $\gamma \geq 0$.
6) If $f(\cdot)$ and $g(\cdot)$ are invertible functions, then $C_\gamma(f(X); g(Y)) = C_\gamma(X; Y)$.
7) For discrete $X$, we have $C_\gamma(X; X) = \max\{H(X) - \gamma, 0\}$.

Proof. Item 1) is a standard cardinality bound, following from the arguments in [14]. For the context at hand, see also Theorem 1 in [15, p.6396]. For item 2), the inequality follows from the fact that mutual information is non-negative. If $\gamma \geq I(X; Y)$, we may select $W$ to be a constant, thus we have equality. If $\gamma < I(X; Y)$, then the lower bound proved in the next item establishes that we cannot have equality. For Item 3), observe that the Lagrangian for the relaxed Wyner’s common information problem of Equation (6) is $L(\lambda, p(w|x, y)) = I(X, Y; W) + \lambda(I(X; Y|W) - \gamma)$. From Lagrange duality, we thus have the lower bound $C_\gamma(X; Y) \geq \inf_{p(w|x, y)} L(\lambda, p(w|x, y))$, for all positive $\lambda$. Setting $\lambda = 1$, we have $\inf_{p(w|x, y)}(I(X, Y; W) + I(X; Y|W) - \gamma) = \inf_{p(w|x, y)}(I(X; Y) + I(X; W|Y) + I(Y; W|X) - \gamma) = I(X; Y) - \gamma$. For Item 4), observe that for fixed $p(x, y, z)$, we can write

$$C_\gamma(X; Y) = \min_{p(x, y, z)p(x, y)I(X,Y|W) \leq \gamma} I(X, Y; W)$$

(7)

$$\geq \min_{p(x, y, z)p(x, y)I(X,Y|W) \leq \gamma} I(X, Z; W),$$

(8)

due to the Markov chain $(X, Z) - (X, Y) - W$. Moreover, note that since we consider only joint distributions of the form $p(x, y)p(z|y)p(w|x, y)$, we also have the Markov chain $(X, W) - Y - Z$, which implies the Markov chain $X - Y - Z | \{W = w\}$. The latter implies $I(X; Y|W) \geq I(X; Z|W)$. Hence,

$$C_\gamma(X; Y) \geq \min_{p(x, y, z)p(w|x, y)I(X,Z|W) \leq \gamma} I(X, Z; W) \geq C_\gamma(X; Z).$$

(9)

By the same token, $C_\gamma(Y; Z) \geq C_\gamma(X; Z)$, which completes the proof. Item 5) follows directly from [12] Corollary 4.5]. Item 6) follows because all involved mutual information terms are invariant to one-to-one transforms. For Item 7), note that we can express $C_\gamma(X; X) = H(X) - \max_{p(w|x)} H(X|W) \leq \gamma H(X|W)$, which directly gives the result.

A further property of relaxed Wyner’s common information is a type of chain rule. Since its proof is somewhat more involved, we state it separately in the following theorem.
Theorem 3 (Chain Rule for independent pairs). Let \( \{(X_i, Y_i)\}_{i=1}^n \) be \( n \) independent pairs of random variables. Then
\[
C_\gamma(X^n; Y^n) = \min_{\Gamma} \sum_{i=1}^n C_\gamma(X_i; Y_i).
\]
(10)

The proof is given in Appendix A.

Remark 2. It is tempting to conjecture that Equation (10) should hold more generally as an inequality. In full generality, this is false, as the following two examples illustrate. Specifically, suppose first that \( X_1 = X_2 \) and \( Y_1 = Y_2 \). Then, \( C_\gamma(X_1, X_2; Y_1, Y_2) = C_\gamma(X_1; Y_1) \leq C_\gamma/2(X_1; Y_1) + C_\gamma/2(X_2; Y_2) = \min_{\gamma_1, \gamma_2 \leq \gamma} C_\gamma(X_1; Y_1) + C_\gamma(X_2; Y_2), \) since the relaxed Wyner’s common information is a non-increasing function of \( \gamma \). By contrast, consider now binary random variables and let \( X_1 \) and \( Y_1 \) be independent and uniform. Let \( X_2 = X_1 \oplus Z \) and \( Y_2 = Y_1 \oplus Z \), where \( Z \) is binary uniform and independent, and \( \oplus \) denotes modulo-addition. Then, \( C_\gamma(X_1; Y_1) = C_\gamma(X_2; Y_2) = 0 \), while \( C_\gamma(X_1, X_2; Y_1, Y_2) \geq C_\gamma(Z; Z) = 1 - \gamma \), where the inequality is due to the Data Processing Inequality, i.e., Item 4) of Lemma 2.

By analogy to the discussion in Subsection II-A, explicit formulas for relaxed Wyner’s common information are known only for a small number of special cases. The Gaussian case is the main contribution of the present study and will be presented separately below. By contrast, the case of the doubly symmetric binary source is currently open. A natural upper bound is provided in the following example:

Example 1 (Upper Bound for the Doubly Symmetric Binary Source). Let \((X, Y)\) be the doubly symmetric binary source (DSBS), denoting the probability that \( X \neq Y \) by \( a_0 \) (assuming without loss of generality \( a_0 \leq \frac{1}{2} \)). The standard Wyner’s Common Information (\( \gamma = 0 \)) is well known for the DSBS, see Equation (5) above. For the case of general \( \gamma \), the full answer is currently unknown. A natural and intuitively pleasing choice of the auxiliary \( W \) is
\[
W = \begin{cases} 
X \oplus V, & \text{if } X = Y, \\
U, & \text{if } X \neq Y,
\end{cases}
\]
(11)
where \( V \) is Bernoulli(\( \alpha \)) and \( U \) is Bernoulli(1/2). We note that if we select \( \alpha = \alpha_W \), where
\[
\alpha_W = \frac{(1 - \sqrt{1 - 2a_0})^2}{4(1 - a_0)},
\]
(12)
then we have that \( I(X; Y | W) = 0 \). For general \( \alpha > \alpha_W \), it is straightforward to find
\[
C_\gamma(X; Y) \leq I(X, Y; W) = 1 - (1 - a_0)h_b(\alpha) - a_0,
\]
(13)
where \( h_b(\cdot) \) denotes the standard binary entropy function, and \( \alpha \geq \alpha_W \) is chosen such that
\[
I(X; Y | W) = 2h_b \left( 1 - \alpha \right) \left( 1 - a_0 \right) + \frac{a_0}{2} \right) - (1 - a_0)h_b(\alpha) - a_0 - h_b(a_0) = \gamma.
\]
(14)
Note that if we select \( \alpha = \alpha_W \) (thus \( I(X; Y | W) = 0 \)), Equation (14) becomes the well-known formula for the Wyner’s Common Information of the DSBS, i.e., Equation (5) (albeit expressed slightly differently). For general \( \alpha > \alpha_W \), Equation (13) is an upper bound to \( C_\gamma(X; Y) \). Numerical search (leveraging the cardinality bound on \( W \)) leads to the same value. Therefore, we conjecture that Equations (13)-(14) indeed characterize the correct value of the relaxed Wyner’s common information of the DSBS. See also Example 1 in [15 p.6398].
C. Operational Significance

Wyner, in [1], carefully motivates his definition of common information operationally in two ways. The first concerns a particular network source coding problem referred to as the Gray-Wyner network (Figure 1). The second application concerns the distributed simulation of correlated sources. We here briefly explain how the former also motivates the considered relaxed Wyner’s common information.

The Gray-Wyner network [3] is composed of one sender and two receivers, as illustrated in Figure 1. In a nutshell, the sender compresses two underlying correlated sources $X$ and $Y$ (with fixed $p(x, y)$) into three descriptions. The central description, of rate $R_c$, is provided to both receivers. Additionally, each receiver also has access to a tailored private description. Let us denote the rates of the private descriptions by $R_{u,x}$ and $R_{u,y}$, respectively. The main result of [3], Theorem 4, is that the set of trade-offs amongst these rates is given by the closure of the union of the regions

$$\{ R_c \geq I(X, Y; W), R_{u,x} \geq H(X|W), R_{u,y} \geq H(Y|W) \},$$  \hspace{1cm} (15)

where the union is over all probability distributions $p(w, x, y)$ with marginals $p(x, y)$.

To understand the pareto-optimal trade-offs between the three rates $(R_c, R_{u,x}, R_{u,y})$ in a compact way, it is instructive to define the sum rate

$$R_u = R_{u,x} + R_{u,y},$$  \hspace{1cm} (16)

and consider the optimal trade-offs

$$R_u^*(\delta) = \min R_u \text{ such that } R_c \leq \delta,$$  \hspace{1cm} (17)

see also the quantity $T(\alpha)$ in [3, Equation (13)]. The answer to this optimization problem can be expressed via the relaxed Wyner’s common information as

$$R_u^*(\delta) = H(X, Y) - \delta + C^{-1}_\delta(X; Y),$$  \hspace{1cm} (18)

where (trivially) $0 \leq \delta \leq H(X, Y)$ and where $C^{-1}_\delta(X; Y)$ denotes the inverse of the relaxed Wyner’s common information function $C_\gamma(X; Y)$, that is,

$$C^{-1}_\delta(X; Y) = \min \{ \gamma : C_\gamma(X; Y) \leq \delta \}$$  \hspace{1cm} (19)
Fig. 2. A caching scenario with two correlated files, $X^n$ and $Y^n$. The encoder produces two descriptions, one before knowing which file is requested, of rate $R_c$, and one after finding out which file is requested, of average rate $R_u/2$, where the average is taken over the (uniform) file choice.

see Appendix B. Observe that $C_{\delta}^{-1}(X;Y) = 0$ as soon as $\delta \geq C(X;Y)$. Hence, in this regime, Formula (18) reduces to $R^*_u(\delta) = H(X,Y) - \delta$.

To further motivate this result, it is instructive to mention that the Gray-Wyner network can be interpreted as a (canonical information-theoretic) model of so-called caching. This is advocated and further developed in [15], [16], and illustrated in Figure 2. There are files $X$ and $Y$ to choose from, but before the user chooses, the encoder provides a partial description, supposedly during a time when communication cost is much smaller. This partial description is called the cache contents and is of rate $R_c$. Then, the user selects one of the two files and the encoder provides the rest of the description, of rate $R_{u,x}$ or $R_{u,y}$, depending on the actual realization of the request. That is, the two receivers of the Gray-Wyner network now represent the two possible user requests, and the common description of the Gray-Wyner network is precisely the cache contents. When the user selects uniformly at random, using Equation (15), the average update (or delivery) rate is $R_u/2$, with $R_u$ as defined in Equation (16). Therefore, the pareto-optimal trade-offs between the cache rate $R_c$ and the average update rate $R_u/2$ are characterized by the optimization problem in Equation (17), and thus, the solution to the caching scenario is given by Formula (18). We also note that an alternative connection between caching and the Gray-Wyner network, from a worst-case request perspective, is developed in [17].

III. THE GAUSSIAN CASE

One of the main technical contributions of this work is a closed-form formula for the relaxed Wyner’s common information in the case where $X$ and $Y$ are jointly Gaussian.

**Theorem 4.** When $X$ and $Y$ are jointly Gaussian with correlation coefficient $\rho$, then

$$C_\gamma(X;Y) = \frac{1}{2} \log^+ \left( \frac{1 + |\rho|}{1 - |\rho|} \cdot \frac{1 - \sqrt{1 - e^{-2\gamma}}}{1 + \sqrt{1 - e^{-2\gamma}}} \right).$$  \hspace{1cm} (20)

**Remark 3** (Uniqueness). We note that in the Gaussian case, $C_\gamma(X;Y)$ is attained by selecting $W$ in Equation (6) jointly Gaussian with $X$ and $Y$. Note, however, that this is not a unique choice. In particular, any optimizing $W$ may be replaced by $f(W)$, for any one-to-one function $f(\cdot)$, since in that case, both $I(X,Y;W) = I(X,Y;f(W))$ and $I(X,Y|W) = I(X,Y|f(W))$.

**Remark 4** (Operational Significance). While relaxed Wyner’s common information as in Equation (6) is well-defined for the case of Gaussian sources $X$ and $Y$, we note that the specifics of the discussion of operational
The relaxed Wyner’s common information for jointly Gaussian $X$ and $Y$ for the case $\rho = 1/2$, thus, we have $C(X; Y) = \log \sqrt{3}$ and $I(X; Y) = \log(2/\sqrt{3})$. The dashed line is the lower bound from Lemma 2 Item 3).

significance presented in Section II-C concerned perfect reconstruction of the sources. This does not apply to the case of Gaussian sources. Instead, Section V below will discuss a lossy version of our problem, and thus, establish operational significance in the case of Gaussian sources.

A. Jointly Gaussian Optimality

Proof. The proof of the converse for Theorem 4 involves two main steps. In this section, we prove that one optimal distribution is jointly Gaussian via a variant of the factorization of convex envelope. In Sections III-B we tackle the resulting (non-convex) optimization problem with Lagrange duality for the scalar and vector case respectively.

We start by bounding the optimization problem as follows

$$C_\gamma(X; Y) = \min_{p(u|x,y)} \max_{I(X; Y|W) \leq \gamma} I(X, Y; W) \geq \max_{\lambda} \min_{p(u|x,y)} I(X, Y; W) + \lambda I(X; Y|W) - \lambda \gamma$$  \hspace{1cm} (21)

In the sequel, we will enforce a covariance constraint. Firstly, for any fixed covariance matrix $K_{(X,Y,W)}$ we will optimize over all the possible distributions. Then, we will optimize over all possible covariance matrices $K_{(X,Y,W)}$ as follows

$$C_\gamma(X; Y) \geq \max_{\lambda} \min_{K_{(X,Y,W)}} \min_{p(u|x,y):K_{(X,Y,W)}} I(X, Y; W) + \lambda I(X; Y|W) - \lambda \gamma$$ \hspace{1cm} (22)

$$= \max_{\lambda} \min_{K_{(X,Y,W)}} \left\{ \min_{p(u|x,y):K_{(X,Y,W)}} I(X, Y; W) + \lambda I(X; Y|W) - \lambda \gamma \right\}$$ \hspace{1cm} (23)

$$\geq \max_{\lambda} \min_{K_{(X,Y,W)}} \left\{ \min_{p(u|x,y):K_{(X,Y,W)}} I(X, Y; W) \right\} + \lambda \left\{ \min_{p(u|x,y):K_{(X,Y,W)}} I(X; Y|W) - \gamma \right\}$$ \hspace{1cm} (24)

For the sake of simplification we will denote with $\mathcal{P}_G$ the set of all zero-mean Gaussian distributions and fixed covariance matrix. It is important to realize that minimization of the two subproblems in (24) are different in the sense that the first one can be tackled by standard maximization techniques of entropy, whereas the second one requires an application of the so called factorization of convex envelope. To start with

$$\min_{p(u|x,y):K_{(X,Y,W)}} I(X, Y; W) = h(X, Y) - \max_{p(u|x,y):K_{(X,Y,W)}} h(X, Y|W)$$  \hspace{1cm} (25)

$$\geq h(X, Y) - \max_{p(u|x,y)\in\mathcal{P}_G:K_{(X,Y,W)}} h(X, Y|W)$$  \hspace{1cm} (26)
\[
= \min_{p(w|x,y) \in \mathcal{P}_G: K(X,Y,W)} I(X,Y;W)
\]

where (26) follows from [18, Lemma 1]. Now regarding the second term in (24) we define
\[
\ell(W|T) := I(X;Y|W,T)
\]
and the two-letter version of it as
\[
\ell(W_1,W_2|T) := I(X_1,X_2;Y_1,Y_2|W_1,W_2,T).
\]
Furthermore, we denote the lower convex envelope of \(\ell(W)\), (where \(\ell(W)\) is defined by dropping the random variable \(T\) in (28)) by
\[
\ell(W) = \inf_{p(t|x,y,w)} \ell(W|T)
\]
The dual function of our problem is
\[
V(K(X,Y,W)) := \inf_{p(w|x,y): K(X,Y,W)} \ell(W).
\]
Alternatively, we have
\[
V(K(X,Y,W)) = \inf_{p(t,w|x,y): K(X,Y,W)} \ell(W|T) = \inf_{p(w|x,y): K(X,Y,W)} \inf_{p(t|x,y,w)} \ell(W|T) = \inf_{p(w|x,y): K(X,Y,W)} \ell(W).\]
Note that \(\ell(W)\) is a convex function of \(p(w,x,y)\) as \(\ell(W)\) is the lower convex envelope of \(\ell(W)\). Thus, \(\ell(W)\) is a convex function of \(p(w|x,y)\) since \(p(x,y)\) is fixed and \(p(w|x,y)\) is proportional to \(p(w,x,y)\).
In addition, we define
\[
\ell(W|T) = \sum_t p(t)\ell(W|T = t).
\]
After introducing the proper definitions now we are ready to derive the factorization of the convex envelope:

**Lemma 5.** We have
\[
\ell(W_{\theta_1},W_{\theta_2}) \geq \ell(W_{\theta_1}|W_{\theta_2}) + \ell(W_{\theta_2}|W_{\theta_1},X_{\theta_1},Y_{\theta_1})
\]
with equality if and only if
\begin{itemize}
  \item \(I(X_{\theta_1};Y_{\theta_2}|W_{\theta_1},W_{\theta_2},Y_{\theta_1}) = 0\)
  \item \(I(X_{\theta_2};Y_{\theta_1}|W_{\theta_1},W_{\theta_2},X_{\theta_1}) = 0\).
\end{itemize}

**Proof.** Go to appendix C.

**Proposition 6.** There is a pair of random variables \((T_*,W_*)|((X,Y) = (x,y))\) with \(|T_*| \leq 3\) such that
\[
V(K(X,Y,W)) = \ell(W_*|T_*).
\]

**Proof.** Go to appendix D.
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Lemma 7. Let \( p_\ast(t, w|x, y) \) attain \( V(K_{(X,Y,W)}) \) and let \((T, W, X, Y) \sim p_\ast(t_1, w_1, x_1, y_1)p_\ast(t_2, w_2, x_2, y_2), \) where \( p(x, y) \sim \mathcal{N}(0, K_{(X,Y)}) \). Let \((W, X, Y)_t \) denote the conditional distribution \( p_\ast(w, x, y|t) \) and define

\[
(W_{\theta_1}, X_{\theta_1}, Y_{\theta_1}))(T_1, T_2) = (t_1, t_2) \sim \frac{1}{\sqrt{2}}((W, X, Y)_{t_1} + (W, X, Y)_{t_2}),
\]

\[
(W_{\theta_2}, X_{\theta_2}, Y_{\theta_2}))(T_1, T_2) = (t_1, t_2) \sim \frac{1}{\sqrt{2}}((W, X, Y)_{t_1} - (W, X, Y)_{t_2}).
\]

Then:

1) \((T, W_{\theta_1}, X_{\theta_1}, Y_{\theta_1}) \) also attains \( V(K_{(X,Y,W)}) \).
2) \((T, W_{\theta_2}, X_{\theta_2}, Y_{\theta_2}) \) also attains \( V(K_{(X,Y,W)}) \).
3) The joint distribution \((T, W_{\theta_1}, W_{\theta_2}, X_{\theta_1}, X_{\theta_2}, Y_{\theta_1}, Y_{\theta_2}) \) must satisfy
   \begin{itemize}
   \item \( I(X_{\theta_1}; Y_{\theta_2}|W_{\theta_1}, W_{\theta_2}, X_{\theta_1}, Y_{\theta_1}, T) = 0 \)
   \item \( I(X_{\theta_2}; Y_{\theta_1}|W_{\theta_1}, W_{\theta_2}, X_{\theta_1}, T) = 0 \).
   \end{itemize}

The proof of this lemma is given in Appendix \[\] An inductive extension of the lemma is key to the remainder of our argument. For future reference, we state it as follows:

Corollary 8. Let \( Z = (X, Y, W) \). For every \( \ell \in \mathbb{N} \), \( n = 2^\ell \), let \((T^n, Z^n) \sim \prod_{i=1}^n p_\ast(t_i, z_i). \) Then \((T^n, \tilde{Z}_n) \) achieves \( V(K_Z) \) where \( \tilde{Z}_n|T_n = (t_1, t_2, \ldots, t_n) \sim \frac{1}{\sqrt{n}}(Z_{t_1} + Z_{t_2} + \cdots + Z_{t_n}). \) We take \( Z_{t_1}, Z_{t_2}, \ldots, Z_{t_n} \) to be independent random variables here.

Proof. The proof follows by induction using Lemma \[\]

The proof of the converse for Theorem \[\] is now completed by following exactly along the steps given in Appendix IV]. We therefore omit the proof here, but record the main result:

Lemma 9. For \( \lambda > 0 \), there is a single Gaussian distribution (i.e. no mixture is required) that achieves \( V(K_Z) \).

Proof. The proof is the same as in Appendix IV].

Note that our approach only shows that Gaussian is a maximizer. It does not imply that this choice would be unique, in line with Remark \[\]

B. Exact Computation of Relaxed WCI for Gaussian source

We start by considering the lower bound. There exist a constant \( \alpha \) such that the random variable \( \alpha W \) has variance one and this transformation leaves unchanged the mutual information terms involved in Relaxed Wyner’s common information. By this argument it suffices to consider an arbitrary covariance matrix for the triple \((X, Y, W)\), which is of the following form

\[
K_{(X,Y,W)} = \begin{bmatrix}
1 & \rho & \rho_1 \\
\rho & 1 & \rho_2 \\
\rho_1 & \rho_2 & 1
\end{bmatrix}.
\] (36)

\[\]
Therefore, we have
\[
C_\gamma(X;Y) \overset{(a)}{=} \max_{\lambda} \min_{K(\mathbb{X},\mathbb{Y},\mathbb{W})} \left\{ \min_{p(w|y);K(\mathbb{X},\mathbb{Y},\mathbb{W})} I(X,Y;W) \right\} + \lambda \left\{ \min_{p(w|y);K(\mathbb{X},\mathbb{Y},\mathbb{W})} I(X;Y|W) - \gamma \right\}
\]
\[
\overset{(b)}{=} \max_{\lambda} \min_{K(\mathbb{X},\mathbb{Y},\mathbb{W})} \left\{ \min_{p(w|y)\in\mathcal{P}_G;K(\mathbb{X},\mathbb{Y},\mathbb{W})} I(X,Y;W) \right\} + \lambda \left\{ \min_{p(w|y)\in\mathcal{P}_G;K(\mathbb{X},\mathbb{Y},\mathbb{W})} I(X;Y|W) - \gamma \right\}
\]
\[
\overset{(c)}{=} \max_{\lambda} \min_{\rho_1,\rho_2;K(\mathbb{X},\mathbb{Y},\mathbb{W})} \left\{ \min_{p(w|y)\geq0;K(\mathbb{X},\mathbb{Y},\mathbb{W})} \frac{1}{2} \log \left( \frac{1 - \rho^2}{1 - \rho_1^2 - \rho_2^2 + 2\rho_1\rho_2} \right)
+ \frac{\lambda}{2} \log \left( 1 + \frac{(\rho - \rho_1\rho_2)^2}{1 - \rho^2 - 2\rho_1\rho_2 + 2\rho_1\rho_2} \right) - \lambda \gamma \right\}
\]
\[
\overset{(d)}{=} \max_{\lambda} \min_{\rho_1,\rho_2;K(\mathbb{X},\mathbb{Y},\mathbb{W})} \left\{ \min_{p(w|y)\geq0;K(\mathbb{X},\mathbb{Y},\mathbb{W})} \frac{1}{2} \log \left( \frac{1 - \rho^2}{1 - \rho_1^2 - \rho_2^2 + 2\rho_1\rho_2} \right)
+ \frac{\lambda}{2} \log \left( 1 + \frac{(\rho - \rho_1\rho_2)^2}{1 - \rho^2 - 2\rho_1\rho_2 + 2\rho_1\rho_2} \right) - \lambda \gamma \right\}
\]
\[
\overset{(e)}{=} \max_{\lambda} \min_{\eta;K(\mathbb{X},\mathbb{Y},\mathbb{W})} \left\{ \min_{p(w|y)\geq0;K(\mathbb{X},\mathbb{Y},\mathbb{W})} \frac{1}{2} \log \left( \frac{1 - \rho^2(1 - \eta)^{2\lambda}}{1 - \rho^2 - 2\eta + 2\rho_1\rho_2} \right) - \lambda \gamma \right\}
\]
\[
\overset{(f)}{=} \frac{1}{2} \log + \frac{(1 + \rho)(1 - \sqrt{1 - e^{-2\gamma}})}{(1 - \rho)(1 + \sqrt{1 - e^{-2\gamma}})}
\]
where \((a)\) comes from [4]; \((b)\) comes from section III-A, which shows that one optimal distribution is Gaussian; \((c)\) comes from simplifying the previous step; \((d)\) comes from the bound \(\rho_1^2 + \rho_2^2 \geq 2\rho_1\rho_2\) and equality is reached if and only if \(\rho_1 = \rho_2\); \((e)\) comes from plugging \(\eta = \rho_1\rho_2\); \((f)\) follows from continuity and first order differentiability, which allows us to find the local and global minimum by looking at the first derivative and the corner points. The optimal \(\lambda\) and \(\eta\) are
\[
\eta = \frac{\lambda \rho - 1}{\lambda - 1}, \quad \lambda = \sqrt{\frac{e^{2\gamma}}{e^{2\gamma} - 1}}.
\]
Combining the optimal \(\lambda\) and \(\eta\) we get
\[
\eta = \frac{\rho - \sqrt{1 - e^{-2\gamma}}}{1 - \sqrt{1 - e^{-2\gamma}}}
\]
Form the derivation we get \(\eta \geq 0\) (since \(\eta < 0\) can be ruled out when checking for minimum), then \(\rho \geq \sqrt{1 - e^{-2\gamma}}\). If \(\rho < \sqrt{1 - e^{-2\gamma}}\), then relaxed WCI becomes zero.

Now let us switch the attention to the upper bound. Let us assume (without loss of generality) that \(X\) and \(Y\) have unit variance and are non-negatively correlated with correlation coefficient \(\rho \geq 0\). Since they are jointly Gaussian, we can express them as
\[
X = \sigma W + \sqrt{1 - \sigma^2} N_X
\]
\[
Y = \sigma W + \sqrt{1 - \sigma^2} N_Y,
\]
where \(W, N_X, N_Y\) are jointly Gaussian, and where \(W \sim \mathcal{N}(0,1)\) is independent of \((N_X, N_Y)\). Letting the covariance of the vector \((N_X, N_Y)\) be
\[
K_{(N_X,N_Y)} = \begin{bmatrix} 1 & \alpha \\ \alpha & 1 \end{bmatrix}
\]
for some $0 \leq \alpha \leq \rho$, we find that we need to choose $\sigma^2 = \frac{\rho - \alpha}{1 - \alpha}$. Specifically, let us select $\alpha = \sqrt{1 - e^{-2\gamma}}$, for some $0 \leq \gamma \leq \frac{1}{2} \log \frac{1}{1 - \rho^2}$. For this choice, we find $I(X; Y|W) = \gamma$ and

$$I(X, Y; W) = \frac{1}{2} \log \frac{(1 + \rho)(1 - \alpha)}{(1 - \rho)(1 + \alpha)} \tag{42}$$

\[ \square \]

IV. THE VECTOR GAUSSIAN CASE

In this section, we consider the case where $X$ and $Y$ are jointly Gaussian random vectors of mean zero and of the same length. The key observation is that in this case, there exist invertible matrices $A$ and $B$ such that $AX$ and $BY$ are vectors of independent pairs, exactly like in Theorem 3. Therefore, we can use that theorem to give an explicit formula for the relaxed Wyner’s common information between arbitrarily correlated jointly Gaussian random vectors, as stated in the following theorem.

**Theorem 10.** Let $X$ and $Y$ be jointly Gaussian random vectors of length $n$ with mean zero and covariance matrix $K_{X,Y}$. Then,

$$C_{\gamma}(X; Y) = \min_{\gamma: \sum_{i=1}^n \gamma_i = \gamma} \sum_{i=1}^n C_{\gamma_i}(X_i; Y_i), \tag{43}$$

where

$$C_{\gamma_i}(X_i; Y_i) = \frac{1}{2} \log \frac{(1 + \rho_i)(1 - \sqrt{1 - e^{-2\gamma_i}})}{(1 - \rho_i)(1 + \sqrt{1 - e^{-2\gamma_i}})} \tag{44}$$

and $\rho_i$ (for $i = 1, \ldots, n$) are the singular values of $K_X^{-1/2}K_{XY}K_Y^{-1/2}$.

**Proof.** The proof is based on the argument that for Gaussian random vectors $X$ and $Y$ we apply the following transformation $\tilde{X} = K_X^{-1/2}X$ and $\tilde{Y} = K_Y^{-1/2}Y$, therefore $K_{\tilde{X}} = I_n$ and $K_{\tilde{X}\tilde{Y}} = K_X^{-1/2}K_{XY}K_Y^{-1/2}$. By using singular value decomposition we get $K_{XY} = R_X A R_Y$. Define $\tilde{X} = R_X \tilde{X}$ and $\tilde{Y} = R_Y \tilde{Y}$, which implies that $K_{\tilde{X}} = I_n$ and $K_{\tilde{X}\tilde{Y}} = A$. Now observe that the mappings from $X$ to $\tilde{X}$ and from $Y$ to $\tilde{Y}$, respectively, are one-to-one. Hence, by Lemma 2 Item 6), we have $C_{\gamma}(X; Y) = C_{\gamma}(\tilde{X}; \tilde{Y})$. Moreover, observe that $(\tilde{X}_i, \tilde{Y}_i)$ are independent pairs of random variables. Hence, by applying Theorem 3 and Theorem 4 we get the claimed result. \[ \square \]

In the remainder of this section, we explore the structure of the allocation problem in Theorem 10 that is, the problem of optimally choosing the values of $\gamma_i$. As we will show, the answer is of the water-filling type. That is, there is a “water level” $\gamma^*$. Then, all $\gamma_i$ whose corresponding correlation coefficient $\rho_i$ is large enough will be set equal to $\gamma^*$. The remaining $\gamma_i$, corresponding to those $i$ with low correlation coefficient $\rho_i$, will be set to their respective maximal values (all of which are smaller than $\gamma^*$). To establish this result, we prefer to change notation as follows. We define $\alpha_i = \sqrt{1 - e^{-2\gamma_i}}$. With this, we can express the allocation problem in Theorem 10 as

$$C_{\gamma}(X; Y) = \min_{\alpha_1, \alpha_2, \ldots, \alpha_n} \sum_{i=1}^n \frac{1}{2} \log \frac{(1 + \rho_i)(1 - \alpha_i)}{(1 - \rho_i)(1 + \alpha_i)} \text{ such that } \sum_{i=1}^n \frac{1}{2} \log \frac{1}{1 - \alpha_i^2} \leq \gamma. \tag{45}$$

Moreover, defining

$$C(\rho) = \frac{1}{2} \log \frac{1 + \rho}{1 - \rho}, \quad I(\rho) = \frac{1}{2} \log \frac{1}{1 - \rho^2}, \tag{46}$$
we can rewrite Equation (45) as

$$C_\gamma(X; Y) = \min_{\alpha_1, \alpha_2, \ldots, \alpha_n} \sum_{i=1}^n (C(\rho_i) - C(\alpha_i))^+ \text{ such that } \sum_{i=1}^n I(\alpha_i) \leq \gamma. \tag{47}$$

**Theorem 11.** The solution to the allocation problem of Theorem 10 can be expressed as

$$C_\gamma(X; Y) = \sum_{i=1}^n (C(\rho_i) - \beta^*)^+, \tag{48}$$

where $\beta^*$ is selected such that

$$\sum_{i=1}^n \min \{ f(\beta^*), I(\rho_i) \} = \gamma, \tag{49}$$

where

$$f(\beta^*) = \frac{1}{2} \log \left( \frac{4 \exp(2 \beta^*) + 1)^2}{4 \exp(2 \beta^*)} \right). \tag{50}$$

For illustration purposes, we can also write out a closed-form formula for the case $n = 2$, as follows.

**Corollary 12.** Assuming without loss of generality that $\rho_1 > \rho_2$, we have

$$C_\gamma(X; Y) = \begin{cases} \frac{1}{2} \log \left( \frac{(1+\rho_1)(1+\rho_2)(1-\sqrt{1-e^{-2\gamma}})}{(1-\rho_1)(1-\rho_2)(1+\sqrt{1-e^{-2\gamma}})} \right)^2, & 0 \leq \gamma < 2I(\rho_2), \\ \frac{1}{2} \log \left( \frac{1-\sqrt{1-e^{-2\gamma}}}{1+\sqrt{1-e^{-2\gamma}}} \right), & 2I(\rho_2) \leq \gamma < I(\rho_1) + I(\rho_2), \\ 0, & I(\rho_1) + I(\rho_2) \leq \gamma. \end{cases} \tag{51}$$

**Proof of Theorem 11.** Note that (47) can be rewritten as

$$C_\gamma(X; Y) = \min_{\gamma_1, \gamma_2, \ldots, \gamma_n} \sum_{i=1}^n (C(\rho_i) - C(I^{-1}(\gamma_i)))^+ \text{ such that } \sum_{i=1}^n \gamma_i \leq \gamma, \tag{52}$$

and thus, for notational compactness, let us define

$$g(x) = C(I^{-1}(x)) = \frac{1}{2} \log \left( \frac{1 + \sqrt{1-e^{-2x}}}{1 - \sqrt{1-e^{-2x}}} \right), \tag{53}$$

which is a strictly concave, strictly increasing function. We also define its inverse,

$$f(x) = g^{-1}(x) = I(C^{-1}(x)) = \frac{1}{2} \log \left( \frac{1}{1 - \left( \frac{\exp(2x) - 1}{\exp(2x) + 1} \right)^2} \right) = \frac{1}{2} \log \left( \frac{\exp(2x) + 1)^2}{4 \exp(2x)} \right), \tag{54}$$

which is a strictly convex, strictly increasing function.

Without loss of generality, suppose that $\rho_1 \geq \rho_2 \geq \cdots \geq \rho_n$. The objective function is composed of $n$ terms which can be active or not, meaning that they can be either positive or zero. Since the function $C(\rho)$ is increasing in $\rho$, we have that $C(\rho_1) \geq C(\rho_2) \geq \cdots \geq C(\rho_n)$. To summarize the intuition of the proof, note that the $n$-th term, i.e., $(C(\rho_n) - g(\gamma_n))^+$, will be inactive first. Therefore, by increasing $\gamma$ then the terms will become inactive in a decreasing fashion until we are left with only the first term active and the rest inactive.
Let us start with the case when they are all active, which means that \( \sum_{i=1}^{n} (C(\rho_i) - g(\gamma_i))^+ = \sum_{i=1}^{n} (C(\rho_i) - g(\gamma_i)) \)

Then, by the concavity of \( g(\gamma_i) \), we have

\[
\sum_{i=1}^{n} g(\gamma_i) \leq n g\left(\frac{\gamma}{n}\right),
\]

(55)

thus an optimal choice is \( \gamma^* = \frac{\gamma}{n} \), for all \( i \). Hence, in our notation, in this case \( \beta^* = g\left(\frac{\gamma}{n}\right) \). Clearly, all the terms are active in the interval \( 0 \leq \gamma \leq nI(\rho_n) \), with the reasoning that if the \( n \)-th terms is active then the rest of the terms is active too. Next, consider the case when the \( n \)-th term is inactive and the rest is active. Therefore, \( \sum_{i=1}^{n} (C(\rho_i) - g(\gamma_i))^+ = \sum_{i=1}^{n-1} (C(\rho_i) - g(\gamma_i)) \) and by the concavity of \( g(\gamma_i) \), we have

\[
\sum_{i=1}^{n-1} g(\gamma_i) \leq (n - 1) g\left(\frac{\gamma}{n-1}\right),
\]

(56)

thus an optimal choice is \( \gamma^* = \frac{n-1}{n} \gamma \), for all \( i \in \{1, 2, \ldots, n-1\} \). The optimal choice for \( \gamma_n \) is \( \gamma_n = I(\rho_n) \), which makes the \( n \)-th term exactly zero. This scenario will happen in the interval, \( nI(\rho_n) < \gamma \leq I(\rho_n) + (n-1)I(\rho_{n-1}) \).

Instead, the corresponding \( \beta^* \) in our notation is \( \beta^* = g\left(\frac{n-1}{n} \rho\right) \). In general, let us consider the case when \( k \)-th term is active and \( k+1 \)-th is inactive. By a similar argument as above, the optimal choice is \( \gamma^* = \frac{n-k+1}{n-k} \gamma_i \) for \( i \in \{1, 2, \ldots, k\} \) and \( \gamma_i = I(\rho_i) \) for \( i \in \{k+1, \ldots, n\} \). This scenario will happen in the interval \( (k+1)I(\rho_{k+1}) + \sum_{i=k+2}^{n} I(\rho_i) < \gamma \leq kI(\rho_k) + \sum_{i=k+1}^{n} I(\rho_i) \). Very importantly, observe that the optimal \( \gamma_i \) can be rewritten as \( \gamma_i = \min\{I(\rho_i), \gamma^*\} \), therefore the solution to the allocation problem can be expressed as

\[
C(\mathbf{X}; \mathbf{Y}) = \sum_{i=1}^{n} (C(\rho_i) - g(\gamma^*))^+,
\]

(57)

where \( \gamma^* \) is selected such that

\[
\sum_{i=1}^{n} \min\{\gamma^*, I(\rho_i)\} = \gamma.
\]

(58)

The solution to the allocation problem can be rewritten as

\[
C(\mathbf{X}; \mathbf{Y}) = \sum_{i=1}^{n} (C(\rho_i) - \beta^*)^+,
\]

(59)

where \( \beta^* \) is selected such that

\[
\sum_{i=1}^{n} \min\{f(\beta^*), I(\rho_i)\} = \gamma.
\]

(60)

Evidently, this allocation problem thus has a natural reverse water-filling interpretation which can be visualized in two dual ways. First, we could consider the space of the \( \gamma_i \) parameters, which leads to Figure 4. None of the \( \gamma_i \) should be selected larger than the corresponding \( I(\rho_i) \), and those \( \gamma_i \) that are strictly smaller than their maximum value should all be equal. This graphically identifies the optimal value \( \gamma^* \), and thus, the resulting solution to our optimization problem. Alternatively, we could consider directly the space of the individual contributions to the objective, denoted by \( C(\rho_i) \) in Equation (52), which leads to Figure 5.
\[ I(\rho_1) \quad I(\rho_2) \quad I(\rho_{n-2}) \]

\[ \gamma_1 \quad \gamma_2 \quad \ldots \ldots \quad \gamma_{n-2} \quad \gamma_{n-1} \quad \gamma_n \]

Fig. 4. Example of reverse water-filling. The (whole) bars represent the \( \gamma_i \)-s which make \( C_{\gamma_i}(X_i; Y_i) = 0 \), and the shaded area of the bars is the proper allocation \( \gamma_i \) to minimize the original problem. In this example, \( \gamma = \sum_{i=1}^{n} \gamma_i \) is chosen such that \( C_{\gamma_{n-1}}(X_{n-1}; Y_{n-1}) = C_{\gamma_n}(X_n; Y_n) = 0 \).

\[ C(\rho_1) \quad C(\rho_2) \quad C(\rho_{n-2}) \]

\[ C(\rho_1) - \beta^* \quad C(\rho_2) - \beta^* \quad C(\rho_{n-2}) - \beta^* \]

\[ \beta^* \]

Fig. 5. Example of reverse water-filling. The (whole) bars represent the Wyner’s common information \( \gamma = 0 \), and the shaded area of the bars is the respective contribution to the relaxed Wyner’s common information. In this example, \( \gamma \) is chosen such that \( (C(\rho_{n-1}) - \beta^*)^+ = (C(\rho_n) - \beta^*)^+ = 0 \).

V. THE GAUSSIAN LOSSY GRAY-WYNER NETWORK

In this section, we change our perspective and directly consider the Gray-Wyner network, as in Figure 1. By constrast to earlier sections, we now study the case where \( \hat{X} \) and \( \hat{Y} \) are lossy reconstructions of \( X \) and \( Y \), to within some distortion. This problem is studied in [3] Section II. The full solution, up to the optimization over an auxiliary, is characterized in [3] Theorem 8. For our purposes, we find it convenient to express the gist of that theorem in the following definition (see also the quantity \( T(\alpha) \) in [3] Remark (4) following Theorem 8).

**Definition 3** (Gray-Wyner rate-distortion function). For random variables \( X \) and \( Y \) with joint distribution \( p(x, y) \), the Gray-Wyner rate-distortion function is defined as

\[
R_{D, \alpha_x, \alpha_y}(X; Y) = \min I(X; Y; W)
\]

such that \( I(X; \hat{X}|W) \leq \alpha_x \) and \( I(Y; \hat{Y}|W) \leq \alpha_y \), where the minimum is over all probability distributions \( p(\hat{x}, \hat{y}, w, x, y) \) with marginals \( p(x, y) \) and satisfying

\[
E[d_x(X, \hat{X})] \leq D_x \quad \text{and} \quad E[d_y(Y, \hat{Y})] \leq D_y,
\]

where \( d_x(\cdot, \cdot) \) and \( d_y(\cdot, \cdot) \) are arbitrary single-letter distortion measures (as in, e.g., [3] Eqn. (30) ff.).
The operational significance of this definition is directly established by [3, Theorem 8]. We also point out its pleasing similarity to our earlier definition of relaxed Wyner’s common information (Definition 2). The main technical contribution of this section is a solution for the special case where \( X \) and \( Y \) are jointly Gaussian and the fidelity criterion is the mean-squared error. A key ingredient of our main result in this section is the following lemma, which may be of independent interest.

**Lemma 13.** Let \( X \) be a Gaussian random variable, then

\[
\min_{p(\hat{x}, w|x), \text{Cov}(X, W)} I(X; \hat{X}|W) = \frac{1}{2} \log \frac{\text{Var}(X|W)}{D_x},
\]

(63)

where the minimum is over all conditional distributions \( p(\hat{x}, w|x) \) under which the covariance matrix of \((X, W)\) is equal to the given covariance matrix \( K_{(X,W)} \) and under which we have \( \mathbb{E}[(X - \hat{X})^2] \leq D_x \), and where \( \text{Var}(X|W) = K_X - K_{XW}K_{W}^{-1}K_{WX} \).

The proof of this lemma is given in Appendix F. The optimization problem stated in the lemma bears some similarity to the conditional rate distortion problem in [19]. The difference is that in the conditional rate-distortion problem, the distribution \( p(x, w) \) is fixed and we optimize over \( p(\hat{x}, w|x) \). By contrast, in Lemma 13 only the distribution \( p(x) \) is fixed, and we optimize over \( p(\hat{x}, w|x) \), thus finding the best possible side information distribution (under the stated constraint on the covariance matrix). Combining this lemma with standard arguments leads to the following theorem:

**Theorem 14.** Let \( X \) and \( Y \) be jointly Gaussian with mean zero and fixed covariance. Let \( d_x(\cdot, \cdot) \) and \( d_y(\cdot, \cdot) \) be the mean-squared error distortion measure. Then for any \( \lambda_x, \lambda_y \geq 0 \),

\[
R_{D,\alpha_x,\alpha_y}(X, Y) \geq \min_{K_{(X,Y,W)}} \frac{1}{2} \log \frac{\text{det} K_W \text{det} K_{(X,Y)}}{\text{det} K_{(X,Y,W)}} \quad \text{(64)}
\]

\[
+ \lambda_x \left( \frac{1}{2} \log \frac{\text{Var}(X|W)}{D_x} - \alpha_x \right) + \lambda_y \left( \frac{1}{2} \log \frac{\text{Var}(Y|W)}{D_y} - \alpha_y \right),
\]

(65)

where the minimum is over all covariance matrices \( K_{(X,Y,W)} \).

**Proof.** We have

\[
R_{D,\alpha_x,\alpha_y}(X, Y) = \min_{p(\hat{x}, \hat{y}, x, y)|I(X; \hat{X}|W) \leq \alpha_x, I(Y; Y|W) \leq \alpha_y} \left\{ I(X, Y; W) \right\}
\]

\[
\geq \max_{\lambda_x, \lambda_y} \min_{p(\hat{x}, \hat{y}, w, x, y)} \left\{ I(X, Y; W) + \lambda_x \left( I(X; \hat{X}|W) - \alpha_x \right) \right\}
\]

(66)

\[
+ \lambda_y \left( I(Y; \hat{Y}|W) - \alpha_y \right) \quad \text{(67)}
\]

\[
= \max_{\lambda_x, \lambda_y} \min_{K_{(X,Y,W)}} \min_{p(\hat{x}, \hat{y}, w, x, y)} \left\{ I(X, Y; W) + \lambda_x \left( I(X; \hat{X}|W) - \alpha_x \right) \right\}
\]

\[
+ \lambda_y \left( I(Y; \hat{Y}|W) - \alpha_y \right) \quad \text{(68)}
\]

(69)

\[
= \max_{\lambda_x, \lambda_y} \min_{K_{(X,Y,W)}} \min_{p(\hat{x}, \hat{y}, w, x, y)} \left\{ I(X, Y; W) + \lambda_x \left( I(X; \hat{X}|W) - \alpha_x \right) \right\}
\]

\[
+ \lambda_y \left( I(Y; \hat{Y}|W) - \alpha_y \right) \quad \text{(70)}
\]
$$\max_{\lambda_x,\lambda_y} \min_{K(X,Y,W)} \left\{ \min_{p(x,y):K(X,Y,W)} I(X,Y;W) \right\} + \lambda_x \left\{ \min_{p(x,y):K(X,W)} I(X;\hat{X}|W) - \alpha_x \right\}$$

$$+ \lambda_y \left\{ \min_{p(y,w):K(Y,W)} I(Y;\hat{Y}|W) - \alpha_y \right\}$$

$$\min_{\lambda_x,\lambda_y \geq 0} \left\{ \min_{K(X,Y,W)} \frac{1}{2} \log \frac{\det K_{W} \det K_{X,Y}}{\det K_{X,Y,W}} + \lambda_x \left( \frac{1}{2} \log \frac{\Var (X|W)}{D_x} - \alpha_x \right) \right\}$$

$$+ \lambda_y \left( \frac{1}{2} \log \frac{\Var (Y|W)}{D_y} - \alpha_y \right),$$

where (a) follows from weak duality; (b) follows from splitting the problem into optimizing over all the possible distributions for any fixed covariance matrix $K(X,Y,W)$ and then optimizing over all possible these covariance matrices; (c) follows from the fact that the minimum of the sum of functions is lower bounded by the sum of minima; the last two terms in (d) follow from lemma 13, whereas the first term follows from Lemma 1.

The remaining optimization problem in Theorem 14 does not appear to have a closed-form solution. To conclude our consideration, we consider a special case for which we can indeed give a closed-form formula. Let us assume $D_x = D_y = D$. Let us define

$$R_{D,\alpha}(X,Y) = \min_{\alpha_x,\alpha_y = \alpha} R_{D,\alpha_x,\alpha_y}(X,Y),$$

which is thus equivalent to Definition 3 but with the individual conditional mutual information constraints replaced by $I(X;\hat{X}|W) + I(Y;\hat{Y}|W) \leq \alpha$. Then, we have the following theorem:

**Theorem 15 (Gaussian Relaxed Lossy Wyner’s Common Information).** Let $X$ and $Y$ be jointly Gaussian with mean zero, equal variance $\sigma^2$, and with correlation coefficient $\rho$. Let $d_x(\cdot,\cdot)$ and $d_y(\cdot,\cdot)$ be the mean-squared error distortion measure. Then,

$$R_{D,\alpha}(X,Y)$$

$$= \begin{cases} \frac{1}{2} \log \frac{1+\sqrt{1+\frac{2D}{\sigma^2\rho^2+\rho^2}}}{2}, & \text{if } \sigma^2(1-\rho) \leq D e^\alpha \leq \sigma^2 \\ \frac{1}{2} \log \frac{1}{2e^{-\sigma^2/2}}, & \text{if } D e^\alpha \leq \sigma^2(1-\rho). \end{cases}$$

**Proof.** We start by analogy to the proof of Theorem 14. Specifically, we observe that from weak duality, we have

$$R_{D,\alpha} \geq \max_{\lambda} \min_{K(X,Y,W)} \left\{ \min_{p(x,y):K(X,Y,W)} I(X,Y;W) \right\}$$

$$= \max_{\lambda} \min_{K(X,Y,W)} \frac{1}{2} \log \frac{\det K_{W} \det K_{X,Y}}{\det K_{X,Y,W}}$$

$$+ \lambda \left( \frac{1}{2} \log \frac{\Var (X|W)}{D} + \frac{1}{2} \log \frac{\Var (Y|W)}{D} - \alpha \right).$$
Thus, by applying this tweak we can achieve the inequality optimal solution for step another solution is constructed. An arbitrary covariance matrix, which is of the form

\[ K_{(X,Y,W)} = \begin{bmatrix} 1 & \rho & \rho_1 \\ \rho & 1 & \rho_2 \\ \rho_1 & \rho_2 & 1 \end{bmatrix}. \] (77)

Thus, by evaluating (76) we get

\[
R_{D,\alpha} \geq \max_{\lambda} \min_{\rho_1,\rho_2,\rho_3,\rho_4} \frac{1}{2} \log \frac{1 - \rho^2}{1 - \rho^2 - \rho_1^2 - \rho_2^2 + 2 \rho_1 \rho_2}
+ \lambda \left( \frac{1}{2} \log(1 - \rho_1^2) + \frac{1}{2} \log(1 - \rho_2^2) - \alpha - \log(D) \right)
\]

\[ = \frac{1}{2} \log^+ \frac{1 + \rho}{2 De^\alpha + \rho - 1}. \] (79)

The step (e) is to optimize over \(\rho_1, \rho_2\) and \(\lambda\). From continuity and first order differentiability, we find the local and global minimum by looking at the first derivative and the corner points. The optimal solutions are

\[
\rho_1 = \rho_2 = \sqrt{\frac{\lambda + \lambda \rho - 1}{2 \lambda - 1}}, \quad \lambda = \frac{De^\alpha}{\rho + 2 De^\alpha - 1}. \] (80)

Combining the optimal solutions together we get

\[ \rho_1 = \rho_2 = \sqrt{1 - De^\alpha}. \] (81)

Lastly, let us treat the other case when \(W\) is a random vector of dimension two. Thus, it would suffice to consider an arbitrary covariance matrix, which is of the form

\[ K_{(X,Y,W)} = \begin{bmatrix} 1 & \rho & \rho_1 & \rho_2 \\ \rho & 1 & \rho_3 & \rho_4 \\ \rho_1 & \rho_3 & 1 & 0 \\ \rho_2 & \rho_4 & 0 & 1 \end{bmatrix}. \] (82)

Thus, by evaluating (76) we get

\[
R_{D,\alpha} \geq \max_{\lambda} \min_{\rho_1,\rho_2,\rho_3,\rho_4} \frac{1}{2} \log \frac{1 - \rho^2}{(1 - \rho_1^2 - \rho_2^2)(1 - \rho_3^2 - \rho_4^2) - (\rho - \rho_1 \rho_3 - \rho_2 \rho_4)^2}
+ \lambda \left( \frac{1}{2} \log(1 - \rho_1^2 - \rho_2^2) + \frac{1}{2} \log(1 - \rho_3^2 - \rho_4^2) - \log(De^\alpha) \right)
\]

\[ \geq \frac{1}{2} \log^+ \frac{1 - \rho^2}{D^2 e^{2\alpha}}. \] (83)

Regarding step (f), as we know \(\rho\) is fixed and let us assume \((\rho_1, \rho_2, \rho_3, \rho_4)\) is the optimal solution, where \(\rho \neq \rho_1 \rho_3 + \rho_2 \rho_4\). Then, we construct \((\rho'_1, \rho'_2, \rho'_3, \rho'_4)\) such that \(\rho'_1 + \rho'_2 = (\rho'_1)^2 + (\rho'_2)^2\) and \(\rho'_3 + \rho'_4 = (\rho'_3)^2 + (\rho'_4)^2\). Thus, by applying this tweak we can achieve the inequality \((\rho - \rho_1 \rho_3 - \rho_2 \rho_4)^2 \geq (\rho - \rho'_1 \rho'_3 - \rho'_2 \rho'_4)^2\). Therefore another solution is constructed \((\rho'_1, \rho'_2, \rho'_3, \rho'_4)\), which contradicts the original claim. Thus, \(\rho = \rho_1 \rho_3 + \rho_2 \rho_4\). The optimal solution for step (g) are \(\eta = D^2 e^{2\alpha}\) and \(\lambda = 1\), which concludes the proof.
VI. CONCLUDING REMARKS AND OPEN PROBLEMS

We studied a natural relaxation of Wyner’s common information, whereby the constraint of conditional independence is replaced by an upper bound on the conditional mutual information. This leads to a novel and different optimization problem. We established a number of properties of this novel quantity, including a chain rule type formula for the case of independent pairs of random variables. For the case of jointly Gaussian sources, both scalar and vector, we presented a closed-form expression for the relaxed Wyner’s common information. Finally, using the same tool set, we fully characterize the lossy Gaussian Gray-Wyner network subject to mean-squared error. Open problems include:

- The full solution for the binary symmetric source, see Example [1]
- For the case of Wyner’s common information, Witsenhausen [20] managed to give closed-form formulas for a class of distributions he refers to as “L-shaped.” An analogous investigation could be undertaken for the case of the relaxed Wyner’s common information.
- An extension of the chain rule of Theorem [3] to other probabilistic models, beyond independent pairs.

APPENDIX A

PROOF OF THEOREM [3]

The achievability part, that is, the inequality

$$C_\gamma(X^n; Y^n) \leq \min_{\gamma_i = \gamma} \sum_{i=1}^n C_{\gamma_i}(X_i; Y_i),$$

merely corresponds to a particular choice of $W$ in the definition given in Equation [6]. Specifically, let $W = (W_1, W_2, \ldots, W_n)$, and choose $\{(X_i, Y_i, W_i)\}_{i=1}^n$ to be $n$ independent triples of random vectors. The converse is more subtle. We prove the case $n = 2$ first, followed by induction. For $n = 2$, we have

$$\min_{p(w|x_1, x_2, y_1, y_2): I(X_1; X_2; Y_1, Y_2; W) \leq \gamma} I(X_1, X_2, Y_1, Y_2; W) \geq \min_{p(w|x_1, x_2, y_1, y_2): I(X_1; Y_1; W) + I(X_2; Y_2; W, X_1) \leq \gamma} I(X_1, Y_1; W) + I(X_2, Y_2; W, X_1)$$

(87)

$$\min_{\gamma_1 + \gamma_2 = \gamma} \left\{ \min_{p(w|x_1, x_2, y_1, y_2): I(X_1; Y_1; W) \leq \gamma_1, I(X_2; Y_2; W, X_1) \leq \gamma_2} I(X_1, Y_1; W) + I(X_2, Y_2; W, X_1) \right\}$$

(88)

$$\min_{\gamma_1 + \gamma_2 = \gamma} \left\{ \min_{p(w|x_1, x_2, y_1, y_2): I(X_1; Y_1; W) \leq \gamma_1, I(X_2; Y_2; W, X_1) \leq \gamma_2} I(X_1, Y_1; W) + \min_{p(\tilde{w}|x_1, x_2, y_1, y_2): I(X_1; \tilde{W}; \tilde{W}, X_1) \leq \gamma_2} I(X_2, \tilde{W}; \tilde{W}, X_1) \right\}$$

(89)

$$\min_{\gamma_1 + \gamma_2 = \gamma} \left\{ \min_{p(w|x_1, x_2, y_1, y_2): I(X_1; Y_1; W) \leq \gamma_1, I(X_2; Y_2; \tilde{W}; X_1) \leq \gamma_2} I(X_1, Y_1; W) + \min_{p(\tilde{w}|x_1, x_2, y_1, y_2): I(X_1; \tilde{W}; \tilde{W}, X_1) \leq \gamma_2} I(X_2, \tilde{W}; \tilde{W}, X_1) \right\}$$

(90)

$$\min_{\gamma_1 + \gamma_2 = \gamma} \left\{ \min_{p(w|x_1, x_2, y_1): I(X_1; Y_1; W) \leq \gamma_1} I(X_1, Y_1; W) + \min_{p(\tilde{w}|x_1, x_2, y_1): I(X_1; \tilde{W}; \tilde{W}) \leq \gamma_2} I(X_2, \tilde{W}; \tilde{W}, \tilde{W}) \right\}$$

(91)

$$\min_{\gamma_1 + \gamma_2 = \gamma} \left\{ \min_{p(w|x_1, x_2, y_1): I(X_1; Y_1; W) \leq \gamma_1} I(X_1, Y_1; W) + \min_{p(\tilde{w}, \tilde{x}_1|x_1, x_2, y_1): I(X_1; \tilde{W}; \tilde{X}_1) \leq \gamma_2} I(X_2, \tilde{W}; \tilde{W}, \tilde{X}_1) \right\}$$

(92)
where step (a) follows from
\[
I(X_1, X_2, Y_1, Y_2; W) = I(X_1, Y_1; W) + I(X_2, Y_2; W|X_1, Y_1) + I(X_1, Y_1; X_2, Y_2)
\]
\[
= I(X_1, Y_1; W) + I(X_2, Y_2; W, X_1, Y_1)
\]
\[
\geq I(X_1, Y_1; W) + I(X_2, Y_2; W, X_1)
\]
and the constraint is relaxed as follows
\[
\gamma \geq I(X_1, X_2; Y_1, Y_2|W) = I(X_1; Y_1, Y_2|W) + I(X_2; Y_1, Y_2|W, X_1)
\]
\[
\geq I(X_1; Y_1|W) + I(X_2; Y_2|W, X_1)
\]
step (b) follows from splitting the minimization, step (c) follows from minimizing each subproblem individually which would result in a lower bound to the original problem, step (d) follows from reducing the number of constraints resulting into a lower bound, step (e) follows from introducing \(\tilde{X}_1\) as a random variable to be optimized, whereas before \(X_1\) had a fixed distribution. In other words, the preceding minimization is taken over \(p(\tilde{w}|x_2, y_2, x_1)p(x_1|x_2, y_2)\) where \(p(x_1|x_2, y_2)\) has a fixed distribution, whereas now the minimization is taken over \(p(\tilde{w}|x_2, y_2, \tilde{x}_1)p(\tilde{x}_1|x_2, y_2)\), where we also optimize over \(p(\tilde{x}_1|x_2, y_2)\). Lastly, denoting \(W_2 = (\tilde{W}, \tilde{X}_1)\), this can be expressed as
\[
\min_{p(w|x_1, x_2, y_1, y_2): I(X_1, X_2, Y_1, Y_2; W) \leq \gamma} I(X_1, X_2, Y_1, Y_2; W)
\]
\[
\geq \min_{\gamma_1 + \gamma_2 = \gamma} \left\{ \min_{p(w_1|x_1, y_1): I(X_1; Y_1|W_1) \leq \gamma_1} I(X_1; Y_1|W_1) + \min_{p(w_2|x_2, y_2): I(X_2; Y_2|W_2) \leq \gamma_2} I(X_2; Y_2|W_2) \right\}
\]
After proving it for \(n = 2\), we will use the standard induction. In other words, we will assume that the converse holds for \(n - 1\) i.e.
\[
C_\gamma(X^{n-1}; Y^{n-1}) \geq \min_{\gamma_i: \sum_{i=1}^{n-1} \gamma_i = \gamma} \sum_{i=1}^{n-1} C_{\gamma_i}(X_i; Y_i),
\]
after we prove it for \(n\) as follows,
\[
\min_{p(w|x^n, y^n): I(X^n; Y^n; W) \leq \gamma} I(X^n, Y^n; W)
\]
\[
\geq \min_{p(w|x^n, y^n): I(X^{n-1}; Y^{n-1}; W) + I(X_n, Y_n; W, X^{n-1}) \leq \gamma} I(X^{n-1}, Y^{n-1}; W) + I(X_n, Y_n; W, X^{n-1})
\]
\[
\geq \min_{\tilde{\gamma} + \gamma_n = \gamma} \left\{ \min_{p(w|x^{n-1}, y^{n-1}): I(X^{n-1}; Y^{n-1}; W) \leq \sum_{i=1}^{n-1} \gamma_i, I(X_n, Y_n; W, X^{n-1}) \leq \gamma_n} I(X^{n-1}, Y^{n-1}; W) \right\}
\]
\[
+ \min_{p(w|x^n, y^n): I(X^n; Y^{n-1}; W) \leq \sum_{i=1}^{n-1} \gamma_i, I(X_n, Y_n; W, X^{n-1}) \leq \gamma_n} I(X_n, Y_n; \tilde{W}, X^{n-1})
\]\n\[
\geq \min_{\tilde{\gamma} + \gamma_n = \gamma} \left\{ \min_{p(w|x^{n-1}, y^{n-1}, y^n): I(X^{n-1}; Y^{n-1}; W) \leq \sum_{i=1}^{n-1} \gamma_i} I(X^{n-1}, Y^{n-1}; W) \right\}
\]
Equivalently, we can write

\[ \min_{p(\hat{w}|x^n,y_n)} I(X_n,Y_n;\hat{W},X_n^{-1}) \leq \gamma_n \]

\[ \geq \min_{\gamma+\gamma_n=\gamma} \left\{ \min_{p(w^n|x^n,y_n):I(X_n,Y_n|W,X_n^{-1})} I(X_n^{-1},Y_n^{-1};W) \right\} \]

\[ + \min_{p(\hat{w},\tilde{x}_n^{-1}|x_n,y_n):I(X_n,Y_n;\tilde{W},\tilde{X}_n^{-1})\leq \gamma_n} I(X_n,Y_n;\tilde{W},\tilde{X}_n^{-1}) \]

\[ \geq \min_{\gamma+\gamma_n=\gamma} \left\{ C_\gamma I(X_n^{-1},Y_n^{-1}) + \min_{p(w^n|x_n,y_n):I(X_n,Y_n|W_n)\leq \gamma_n} I(X_n,Y_n;W_n) \right\} \]

\[ \geq \min_{\gamma+\gamma_n=\gamma} \left\{ C_\gamma I(X_n^{-1},Y_n^{-1}) + \min_{\gamma_n:|\gamma_n-\gamma|\leq \gamma} \sum_{i=1}^{n-1} C_\gamma (X_i;Y_i) \right\} \]

\[ = \min_{\gamma_n:|\gamma_n-\gamma|\leq \gamma} \sum_{i=1}^{n-1} C_\gamma (X_i;Y_i) \]

where step (f) follows from

\[ I(X^n,Y^n;W) = I(X_n^{-1},Y_n^{-1};W) + I(X_n,Y_n;W|X_n^{-1},Y_n^{-1}) + I(X_n,Y_n;X_n^{-1},Y_n^{-1}) \]

\[ = I(X_n^{-1},Y_n^{-1};W) + I(X_n,Y_n;W,X_n^{-1},Y_n^{-1}) \]

\[ \geq I(X_n^{-1},Y_n^{-1};W) + I(X_n,Y_n;W,X_n^{-1}) \]

and the constraint is relaxed as follows

\[ \gamma \geq I(X^n,Y^n|W) = I(X_n^{-1},Y_n^{-1}|W) + I(X_n,Y_n|W,X_n^{-1}) \]

\[ \geq I(X_n^{-1},Y_n^{-1}|W) + I(X_n,Y_n|W,X_n^{-1}), \]

step (g) follows from same argument as (b), step (h) follows from same argument as (c), step (i) follows from same argument as (d), step (j) follows from similar argument as (e), step (k) follows from denoting \( W_n = (\tilde{W},\tilde{X}_n^{-1}) \), step (l) follows from induction hypothesis (99).

**APPENDIX B**

**DERIVATION OF FORMULA (18)**

Consider the optimization problem from Equation (17). Using Equation (15), it can be expressed as

\[ R^*_u = \min H(X|W) + H(Y|W) \text{ such that } I(X,Y;W) \leq \delta. \]

Equivalently, we can write

\[ R^*_u = \min H(X,Y) - H(X,Y) + H(X,Y|W) - H(X,Y|W) + H(X|W) + H(Y|W) \text{ such that } I(X,Y;W) \leq \delta. \]

Collecting terms, this can be expressed as

\[ R^*_u = \min H(X,Y) - I(X,Y;W) - I(X;Y|W) \text{ such that } I(X,Y;W) \leq \delta. \]

As long as \( \delta \leq H(X,Y) \), this can be rewritten as

\[ R^*_u = H(X,Y) - \delta + \min I(X;Y|W) \text{ such that } I(X,Y;W) \leq \delta, \]
which can now be rewritten as

\[ R_u^* = H(X, Y) - \delta + C_{-1}^{\delta}(X; Y). \quad (120) \]

where

\[ C_{-1}^{\delta}(X; Y) = \min\{ \gamma : C_\gamma(X; Y) \leq \delta \}. \quad (121) \]

**APPENDIX C**

**PROOF OF LEMMA 5**

For the moment we neglect the auxiliary random variable \( T \).

\[
\ell(W_{\theta_1}, W_{\theta_2}) = I(X_{\theta_1}X_{\theta_2}; Y_{\theta_1}Y_{\theta_2}|W_{\theta_1}W_{\theta_2})
\]

\[
\leq I(X_{\theta_1}; Y_{\theta_1}Y_{\theta_2}|W_{\theta_1}W_{\theta_2}) + I(X_{\theta_2}; Y_{\theta_2}|W_{\theta_1}W_{\theta_2}X_{\theta_1})
\]

\[
+ I(X_{\theta_2}; Y_{\theta_2}|W_{\theta_1}W_{\theta_2}X_{\theta_1}Y_{\theta_1}) + (X_{\theta_2}; Y_{\theta_2}|W_{\theta_1}W_{\theta_2}X_{\theta_1}Y_{\theta_1})
\]

\[
\geq \ell(W_{\theta_1}|W_{\theta_2}) + \ell(W_{\theta_2}|W_{\theta_1}, X_{\theta_1}, Y_{\theta_1})
\]

Where \((*)\) follows from splitting the information terms and \((\text{m})\) follows from the non-negativity of the underlined terms. Thus, we have \( \sum_t p(T = t)\ell(W_{\theta_1}, W_{\theta_2}|T = t) \geq \sum_t p(T = t) (\ell(W_{\theta_1}|W_{\theta_2}, T = t) + \ell(W_{\theta_2}|W_{\theta_1}, X_{\theta_1}, Y_{\theta_1}, T = t)) \)

**APPENDIX D**

**PROOF OF PROPOSITION 6**

Assuming \( \mathbb{E}[W_n] = 0 \) and \( \mathbb{E}[W_n^2] < \infty \) for all \( n \), will guarantee that the sequence of random variables \( \{W_n\}|(X, Y) = (x, y) \) has a finite variance.

**Proposition 16** (Proposition 17 in [2]). Consider a sequence of random variables \( \{W_n\} | (X, Y) = (x, y) \) such that it has a finite variance for all \( n \), then the sequence is tight.

**Theorem 17** (Prokhorov). If \( \{W_n\} | (X, Y) = (x, y) \) is a tight sequence then there exists a subsequence \( \{W_{n_i}\} | (X, Y) = (x, y) \) and a limiting probability distribution \( W_\ast | (X, Y) = (x, y) \) such that \( W_{n_i} | (X, Y) = (x, y) \overset{w}{\Rightarrow} W_\ast | (X, Y) = (x, y) \) converges weakly in distribution.

The only critical term in \( \ell(W) \) is \( I(X; Y|W) \). To prove that the minimizer exists, it is enough to show that \( \ell(W) \) is lower semi-continuous. We will show by utilizing the following Theorem.

**Theorem 18** ([21]). If \( P_n \overset{w}{\Rightarrow} P \) and \( Q_n \overset{w}{\Rightarrow} Q \), then \( D(P||Q) \leq \liminf_{n \to \infty} D(P_n||Q_n) \).

Observe that \( I(X; Y|W) = D(P_{XY}|Q_{XYW}) \), where \( Q_{XYW} \) should satisfy Markov chain \( X \rightarrow W \rightarrow Y \). For the theorem to hold we need to check the assumptions, which are \( P_n \overset{w}{\Rightarrow} P \) that hold from theorem [17] and \( Q_n \overset{w}{\Rightarrow} Q \) since \( Q_{XYW} \) corresponds to a family of distributions which is contained in \( P_{XYW} \). Therefore
\[ I(X; Y|W) \leq \lim_{n \to \infty} I(X_n; Y_n|W_n). \] To preserve the covariance matrix \( K_{(X,Y,W)} \) (for a fixed \( K_{(X,Y)} \)), there are three free parameters or three degrees of freedom, thus \(|T_o| \leq 3\).

**APPENDIX E**

**PROOF OF LEMMA 7**

We start with the following chain of inequalities
\[
2V(K_{(X,Y,Z)}) \overset{(n)}{=} \ell(W_1|T_1) + \ell(W_2|T_2)
\]
\[
\overset{(o)}{=} \ell(W_1, W_2|T_1, T_2)
\]
\[
\overset{(p)}{=} \ell(W_{\theta_1}, W_{\theta_2}|T_1, T_2)
\]
\[
\overset{(q)}{=} \ell(W_{\theta_1}|W_{\theta_2}, T_1, T_2) + \ell(W_{\theta_2}|W_{\theta_1}, X_{\theta_1}, Y_{\theta_1}, T_1, T_2)
\]
\[
\overset{(r)}{=} K(W_{\theta_1}|W_{\theta_2}) + K(W_{\theta_2}|W_{\theta_1}, X_{\theta_1}, Y_{\theta_1})
\]
\[
\overset{(s)}{=} K(W_{\theta_1}) + K(W_{\theta_2})
\]
\[
\overset{(t)}{=} 2V(K_{(X,Y,Z)}).
\]

Here (n) holds for the distribution \( p_*(t, w|x, y)p(x, y) \) that attains \( V(K_{(X,Y,Z)}) \); (o) holds since \( (T_1, W_1, X_1, Y_1) \) and \( (T_2, W_2, X_2, Y_2) \) are independent by assumption; (p) follows by variable transformation since mutual information is preserved under bijective transformation; (q) follows by Lemma 8; (r) follows from
\[
\ell(W_{\theta_1}|T, W_{\theta_2}) = \sum_{w_{\theta_2}} p(w_{\theta_2}) \ell(W_{\theta_1}|T, W_{\theta_2} = w_{\theta_2})
\]
\[
\overset{(u)}{=} \sum_{w_{\theta_2}} p(w_{\theta_2}) K(W_{\theta_1}|W_{\theta_2} = w_{\theta_2})
\]
\[
\overset{(v)}{=} K(W_{\theta_1}|W_{\theta_2})
\]

where (u) holds because \( K(W_{\theta_1}|W_{\theta_2} = w_{\theta_2}) \) is the lower convex envelope of \( \ell(W_{\theta_1}|W_{\theta_2} = w_{\theta_2}) \) and (v) is the definition of \( K(\cdot|\cdot) \); (s) holds since \( K(W_{\theta_1}) \) is convex in \( p(w_{\theta_1}|x, y) \) and by Jensen’s inequality \( K(W_{\theta_1}|W_{\theta_2}) \overset{(s)}{=} K(W_{\theta_1}) \); (t) follows from definition of \( V(K_{(X,Y,Z)}) \).

**APPENDIX F**

**PROOF OF LEMMA 13**

It is relevant to define
\[
k(W, \hat{X}|T) := I(X; \hat{X}|W, T)
\]
(124)

and the two-letter version of it as
\[
k(W_1, W_2, \hat{X}_1, \hat{X}_2|T) := I(X_1X_2; \hat{X}_1\hat{X}_2|W_1W_2, T).
\]
(125)

Furthermore, we denote the lower convex envelope of \( k(W, \hat{X}) \), (where \( k(W, \hat{X}) \) is defined by dropping the random variable \( T \) in (124)) by
\[
k(W, \hat{X}) = \inf_{p(t|x, \hat{x}, w)} k(W, \hat{X}|T)
\]
(126)
The dual function of our problem is

\[ V(K_{X,W}, D_x) := \inf_{p(\hat{x}, w|x): K_{X,W}} k(W, \hat{X}). \]  

(127)

Alternatively, we have

\[ V(K_{X,W}, D_x) := \inf_{p(\hat{x}, w|x): K_{X,W}} k(W, \hat{X}) \frac{\left\{ \inf_{p(t|x, \hat{x}, w): K_{X,W}} k(W, \hat{X}|T) \right\}}{k(W, \hat{X})}. \]  

(128)

Note that \( k(W, \hat{X}) \) is a convex function of \( p(w, \hat{x}, x) \) as \( \hat{k}(W, \hat{X}) \) is the lower convex envelope of \( k(W, \hat{X}) \). Thus, \( \hat{k}(W, \hat{X}) \) is a convex function of \( p(w, \hat{x}|x) \) since \( p(x) \) is fixed and \( p(w, \hat{x}|x) \) is proportional to \( p(w, \hat{x}, x) \).

In addition, we define

\[ \hat{k}(W, \hat{X}|T) = \sum_{t} p(t) \frac{k(W, \hat{X}|T = t)}{k(W, \hat{X})}. \]  

(130)

After introducing the proper definitions now we are ready to derive the factorization of the convex envelope:

**Lemma 19.** We have

\[ k(W_{\theta_1}, W_{\theta_2}, \hat{X}_{\theta_1}, \hat{X}_{\theta_2}) \geq k(W_{\theta_1}, \hat{X}_{\theta_1}|W_{\theta_2}) \]

(131)

\[ + k(W_{\theta_2}, \hat{X}_{\theta_2}|W_{\theta_1}, X_{\theta_1}, \hat{X}_{\theta_1}) \]  

(132)

with equality if and only if

\[ I(X_{\theta_1}; \hat{X}_{\theta_2}|W_{\theta_1}, W_{\theta_2}, \hat{X}_{\theta_1}) = 0 \]

\[ I(X_{\theta_2}; \hat{X}_{\theta_1}|W_{\theta_1}, W_{\theta_2}, X_{\theta_1}) = 0. \]

**Proof.** For the moment we neglect the auxiliary random variable \( T \).

\[ k(W_{\theta_1}, W_{\theta_2}, \hat{X}_{\theta_1}, \hat{X}_{\theta_2}) = I(X_{\theta_1}, X_{\theta_2}; \hat{X}_{\theta_1}, \hat{X}_{\theta_2}|W_{\theta_1}, W_{\theta_2}) \]

(133)

\[ \overset{(a)}{=} I(X_{\theta_1}; \hat{X}_{\theta_1}, \hat{X}_{\theta_2}|W_{\theta_1}, W_{\theta_2}) + I(X_{\theta_2}; \hat{X}_{\theta_1}, \hat{X}_{\theta_2}|W_{\theta_1}, W_{\theta_2}, X_{\theta_1}) \]

(134)

\[ \overset{(a)}{=} I(X_{\theta_1}; \hat{X}_{\theta_1}|W_{\theta_1}, W_{\theta_2}) + I(X_{\theta_2}; \hat{X}_{\theta_1}|W_{\theta_1}, W_{\theta_2}, X_{\theta_1}) \]

\[ + I(X_{\theta_2}; \hat{X}_{\theta_2}|W_{\theta_1}, W_{\theta_2}, X_{\theta_1}, \hat{X}_{\theta_1}) + I(X_{\theta_2}; \hat{X}_{\theta_1}|W_{\theta_1}, W_{\theta_2}, X_{\theta_1}) \]

\[ \overset{(b)}{=} k(W_{\theta_1}, \hat{X}_{\theta_1}|W_{\theta_2}) + k(W_{\theta_2}, \hat{X}_{\theta_2}|W_{\theta_1}, X_{\theta_1}, \hat{X}_{\theta_1}), \]

where \((a)\) follows from using chain rule for the mutual information terms and \((b)\) follows from the non-negativity of the underlined terms. Thus, we have

\[ \sum_{t} p(T = t) k(W_{\theta_1}, W_{\theta_2}, \hat{X}_{\theta_1}, \hat{X}_{\theta_2}|T = t) \geq \sum_{t} p(T = t) \]

\[ \left( k(W_{\theta_1}, \hat{X}_{\theta_1}|W_{\theta_2}, T = t) + k(W_{\theta_2}, \hat{X}_{\theta_2}|W_{\theta_1}, X_{\theta_1}, \hat{X}_{\theta_1}, T = t) \right) \]
**Proposition 20.** There is a pair of random variables \((T_*, W_*, \hat{X}_*)\) with \(|T_*| \leq 5\) such that

\[
V(K_{(X,W)}, D_x) = k(W_*, \hat{X}_*|T_*).
\]

**Proof.** Go to appendix H.

**Lemma 21.** Let \(p_\star(t, w, \hat{x}|x)\) attain \(V(K_{(X,W)}, D_x)\) and let \((T, W, X, \hat{X}) \sim p_\star(t_1, w_1, x_1, \hat{x}_1)p_\star(t_2, w_2, x_2, \hat{x}_2)\), where \(p(x) \sim \mathcal{N}(0, K_X)\). Let \((W, X, \hat{X})\) denote the conditional distribution \(p_\star(w, x, \hat{x}|t)\) and define

\[
(W_{\theta_1}, X_{\theta_1}, \hat{X}_{\theta_1})|((T_1, T_2) = (t_1, t_2)) \sim \frac{1}{\sqrt{2}}((W, X, \hat{X})_{t_1} + (W, X, \hat{X})_{t_2}),
\]

\[
(W_{\theta_2}, X_{\theta_2}, \hat{X}_{\theta_2})|((T_1, T_2) = (t_1, t_2)) \sim \frac{1}{\sqrt{2}}((W, X, \hat{X})_{t_1} - (W, X, \hat{X})_{t_2}).
\]

Then:

1) \((T, W_{\theta_1}, X_{\theta_1}, \hat{X}_{\theta_1})\) also attains \(V(K_{(X,W)}, D_x)\).

2) \((T, W_{\theta_2}, X_{\theta_2}, \hat{X}_{\theta_2})\) also attains \(V(K_{(X,W)}, D_x)\).

3) The joint distribution \((T, W_{\theta_1}, W_{\theta_2}, X_{\theta_1}, X_{\theta_2}, \hat{X}_{\theta_1}, \hat{X}_{\theta_2})\) must satisfy

- \(I(X_{\theta_1}; \hat{X}_{\theta_2}|W_{\theta_1}, W_{\theta_2}, X_{\theta_1}) = 0\)
- \(I(X_{\theta_2}; \hat{X}_{\theta_1}|W_{\theta_1}, W_{\theta_2}, X_{\theta_1}) = 0\).

**Proof.** Go to appendix H.

Our approach only shows that Gaussian is a maximizer but not necessarily the unique maximizer. For simplicity let \(Z = (X, \hat{X}, W)\).

**Corollary 22.** For every \(k \in \mathbb{N}, n = 2^k\), let \((T^n, Z^n) \sim \prod_{i=1}^n p_\star(t_i, z_i)\). Then \((T^n, \hat{Z}_n)\) achieves \(V(K_{(X,W)}, D_x)\) where \(\hat{Z}_n|(T_n = (t_1, t_2, \ldots, t_n)) \sim \frac{1}{\sqrt{n}}(Z_{t_1} + Z_{t_2} + \cdots + Z_{t_n})\). We take \(Z_{t_1}, Z_{t_2}, \ldots, Z_{t_n}\) to be independent random variables here.

**Proof.** The proof follows by induction using Lemma 21.

**Lemma 23.** For \(\lambda > 0\), there is a single Gaussian distribution (i.e. no mixture is required) that achieves \(V(K_{(X,W)}, D_x)\).

**Proof.** The proof is the same as in [2 Appendix IV].

This completes the proof of Lemma 13.
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Assuming $\mathbb{E}[W_n] = 0$, $\mathbb{E}[\hat{X}_n] = 0$ and $\mathbb{E}[W_n^2] < \infty$, $\mathbb{E}[\hat{X}_n^2] < \infty$ for all $n$, will guarantee that the sequence of random variables $\{W_n, \hat{X}_n\} | (X = x)$ has a finite variance.

Proposition 24 (Proposition 17 in [2]). Consider a sequence of random variables $\{W_n, \hat{X}_n\} | (X = x)$ such that it has a finite variance for all $n$, then the sequence is tight.

Theorem 25 (Prokhorov). If $\{W_n, \hat{X}_n\} | (X = x)$ is a tight sequence then there exists a subsequence $\{W_n, \hat{X}_n\} | (X = x)$ and a limiting probability distribution $(W_\ast, \hat{X}_\ast) | (X = x)$ such that $\{W_n, \hat{X}_n\} | (X = x) \Rightarrow \{W_\ast, \hat{X}_\ast\} | (X = x)$ converges weakly in distribution.

The only critical term in $k(W, \hat{X})$ is $I(X; \hat{X}|W)$. To prove that the minimizer exists, it is enough to show that $k(W, \hat{X})$ is lower semi-continuous. We will show by utilizing the following Theorem.

Theorem 26 ([21]). If $P_n \Rightarrow P$ and $Q_n \Rightarrow Q$, then $D(P||Q) \leq \liminf_{n \to \infty} D(P_n||Q_n)$.

Observe that $I(X; \hat{X}|W) = D(P_{X,W}||Q_{X,W})$, where $Q_{X,W}$ should satisfy Markov chain $X \to W \to \hat{X}$. For the theorem to hold we need to check the assumptions, which are $P_n \Rightarrow P$ that hold from theorem 25 and $Q_n \Rightarrow Q$ since $Q_{X,W}$ corresponds to a family of distributions which is contained in $P_{X,W}$. Therefore $I(X; \hat{X}|W) \leq \liminf_{n \to \infty} I(X_n; \hat{X}_n|W_n)$. To preserve the covariance matrix $K_{(X,W)}$ (for a fixed $K_X$), there are five free parameters or five degrees of freedom, thus $|\mathcal{T}_a| \leq 5$.
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Remark 5. We start with the following chain of inequalities

$$2V(K_{(X,W)}, D_x) \overset{(c)}{=} k(W_1, \hat{X}_1|T_1) + k(W_2, \hat{X}_2|T_2)$$

$$\overset{(d)}{=} k(W_1, W_2, \hat{X}_1, \hat{X}_2|T_1, T_2)$$

$$\overset{(e)}{=} k(W_{\theta_1}, W_{\theta_2}, \hat{X}_{\theta_1}, \hat{X}_{\theta_2}|T_1, T_2)$$

$$\overset{(f)}{\geq} k(W_{\theta_1}, \hat{X}_{\theta_1}|W_{\theta_2}, T_1, T_2) + k(W_{\theta_2}, \hat{X}_{\theta_2}|W_{\theta_1}, X_{\theta_1}, \hat{X}_{\theta_1}, T_1, T_2)$$

$$\overset{(g)}{\geq} k(W_{\theta_1}, \hat{X}_{\theta_1}|W_{\theta_2}) + k(W_{\theta_2}, \hat{X}_{\theta_2}|W_{\theta_1}, X_{\theta_1}, Y_{\theta_1})$$

$$\overset{(h)}{\geq} k(W_{\theta_1}, \hat{X}_{\theta_1}) + k(W_{\theta_2}, \hat{X}_{\theta_2})$$

$$\overset{(i)}{\geq} 2V(K_{(X,W)}, D_x).$$

Here (c) holds for the distribution $p_\ast(t, w, \hat{x}|x)$ that attains $V(K_{(X,W)}, D_x)$; (d) holds since $(T_1, W_1, X_1, \hat{X}_1)$ and $(T_2, W_2, X_2, \hat{X}_2)$ are independent by assumption; (e) follows by variable transformation since mutual infor-
mation is preserved under bijective transformation; (f) follows by Lemma 19; (g) follows from
\[
k(W_{\theta_1}, \hat{X}_{\theta_1} | T, W_{\theta_2}) = \sum_{w_{\theta_2}} p(w_{\theta_2}) k(W_{\theta_1}, \hat{X}_{\theta_1} | T, W_{\theta_2} = w_{\theta_2})
\]
(137)
\[
\geq \sum_{w_{\theta_2}} p(w_{\theta_2}) \hat{k}(W_{\theta_1}, \hat{X}_{\theta_1} | W_{\theta_2} = w_{\theta_2})
\]
\[
\hat{k}(W_{\theta_1}, \hat{X}_{\theta_1} | W_{\theta_2})
\]
where (j) holds because \(k(W_{\theta_1}, \hat{X}_{\theta_1} | W_{\theta_2} = w_{\theta_2})\) is the lower convex envelope of \(k(W_{\theta_1}, \hat{X}_{\theta_1} | W_{\theta_2} = w_{\theta_2})\) and (k) is the definition of \(\hat{k}(\cdot | \cdot)\); (h) holds since \(\hat{k}(W_{\theta_1}, \hat{X}_{\theta_1})\) is convex in \(p(w_{\theta_1}, \hat{X}_{\theta_1}|x)\) and by Jensen’s inequality \(\hat{k}(W_{\theta_1}, \hat{X}_{\theta_1} | W_{\theta_2}) \geq \hat{k}(W_{\theta_1}, \hat{X}_{\theta_1})\); (i) follows from definition of \(V(K(X,W), D_x)\) and \(E[(X_{\theta_1} - \hat{X}_{\theta_1})^2] \leq D_x\), which results form the following argument
\[
E[(X_{\theta_1} - \hat{X}_{\theta_1})^2] \geq \frac{1}{2} E[(X_1 - \hat{X}_1)^2] + \frac{1}{2} E[(X_2 - \hat{X}_2)^2]
\]
\[
+ E[X_1 - \hat{X}_1] E[X_2 - \hat{X}_2] \leq D_x.
\]
(138)
Note that \(E[X_1 - \hat{X}_1] = 0\) because of the invariance of the mutual information if we add an offset to \(\hat{X}_1\) random variable.
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