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ABSTRACT

A content-based recommender system is a subclass of information systems that recommends an item to the user based on its description. It suggests items such as news, documents, articles, webpages, journals, and more to users as per their inclination by comparing the key features of the items with key terms or features of user interest profiles. This paper proposes the new methodology using Non-IIDness-based semantic term-term coupling from the content referred by users to enhance recommendation results. In the proposed methodology, the semantic relationship is analyzed by estimating the explicit and implicit relationship between terms. It associates terms that are semantically related in the real world or are used interchangeably such as synonyms. The underestimated features of user profiles have been enhanced after term-term relation analysis, which results in improved similarity estimation of relevant items with the user profiles. The experimentation result proves that the proposed methodology improves the overall search and retrieval results as compared to the state-of-the-art algorithms.
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INTRODUCTION

In present scenario, information is continuously being generated with a velocity which is much higher than our processing capacity. If utilized properly, it can make a great difference to the world in all spheres. Various e-commerce and information sites have an abundance of products or items such as apparels, footwear, accessories, books, journals, web pages, movies, songs, hotels, restaurants, grocery and so on. From millions of items space, it is tedious and time consuming to find suitable items for the users. Recommendation systems suggest personalized items from the possible options to the users by understanding their requirement, preferences and inclinations.

Recommendation system is a significant application of big data and is involved in online e-commerce sites and business, news sites, social media, mobile applications, online journals and
digital libraries, etc. Exploration of recommender systems has gained attention in many fields such as information retrieval, social networking, data mining and machine learning. Efforts are being made to improve the recommendation’s accuracy by considering factors such as social relationships, user reviews/comments, cross-domain recommendations, etc. apart from grouping similar categories of users or items.

The user’s behavioural information such as purchase patterns, ratings, likes/dislikes and feedback/comments/reviews are analysed to make recommendations. Useful recommendations are essential not only to ensure good user experience but also to ensure good business from the vendor’s perspective. An efficient recommender system should recommend appropriate products or services to appropriate people.

In content-based recommender systems, for content-based filtering of text-based contents like journals on the Web and Digital Libraries, news, articles, web pages, etc. keywords or terms are used for item description and for building a user profile to indicate the user’s inclination. The user’s feature vector is built considering the content that has been of interest to the user in the past. Content-based filtering or cognitive filtering recommends items by comparing the content of the items to a user profile. In the state-of-the-art approach, the user inclination features are retrieved based on the occurrence frequency of terms. Better representation strategies are required to incorporate content-based recommender systems with semantic intelligence which goes beyond the simple syntactic evidence of user inclinations provided by terms (Lops et al., 2011).

The proposed approach is based on Non-IIDness learning which refers to understanding, modelling, analysing and representing non-IID data (not independent and identically distributed data). Coupling and heterogeneity are the important aspects of Non-IIDness. Usually, the terms of the feature vectors are considered to be independent but there are couplings between the terms. If the couplings between the features or terms are analysed, unravelled, mathematically formulated and estimated, better recommendation results are expected. There are intricate semantic couplings between the terms which if incorporated in the user profiles, better recommendations can be achieved. For instance, many terms are semantically related in the real world though on similarity estimation simply based on co-occurrence of terms, the relation may not be inferred (Cheng et al., 2013). Also, there are few terms which are synonyms or are used interchangeably but have differing feature weights in the user profiles as the occurrence of these terms in the items of interest of the users differs. In that case, the items which should semantically match better to the user profiles do not get their due weightage since the relevant features have underestimated weights in the user profiles. Hence, along with the co-occurrence frequency (explicit relation) of terms, the implicit relationship between terms also needs to be estimated to infer the semantic closeness between terms. In the proposed work, the above issues have been addressed by learning the term coupling relationships (i.e., intra-relations and inter-relations) from the items of interest of the users to infer the semantic relationship between features or terms of the user profiles. The highly semantically related terms are coupled, and the semantic relationships are embedded in the user profiles. This is done by enhancing the underestimated relevant features that are highly semantically related to other relevant features based on the assumption that highly semantically related terms should have comparable or similar significance. During experimentation, it has been observed that the appropriate items match better with user profiles after enhancement of features.

BACKGROUND AND RELATED WORK

The recommendation techniques that exist can be broadly categorized into content-based techniques (Lops et al., 2011), collaborative filtering techniques (Linden et al., 2003), hybrid techniques (Balabanovic & Shoham, 1997) and personalized techniques. The content-based recommendations are based on the description of items preferred earlier by the user. The attributes of a user specific profile which represents the inclination of the user are matched up with the attributes of the objects.
or the items to make recommendations. In user-user collaborative filtering, the like-minded users or
the users having the same interests are identified by the kind of ratings they give to the items or by
what items they purchase, view or like. Recommendations are made based on the assumption that
like-minded users would like the same items. The recommendations on e-commerce sites such as
Amazon are based on item-item collaborative filtering where products that are mostly purchased along
with the products of user interest are recommended to the user. Top ranked items or products are also
recommended (Linden et al., 2003). The model-based collaborative filtering techniques are based on
latent factor and matrix factorization. For instance, Netflix had announced a contest to improve its
recommendation system. The solution was given using matrix factorization which reduced the RMSE
i.e., Root Mean Square Error by 10 percent (Koren et al., 2009). Many hybrid techniques which are
a fusion of other recommendation techniques also exist and non-personalized techniques such as
recommending the top-rated products irrespective of what inclination the user has are also in practice.

The efficiency of content-based recommender systems highly depends upon how effectively
the interest features are being extracted from the content referred by users. Several content-based
recommender systems have been proposed in the research domain such as Quickstep system which
recommends on-line academic research papers (Middleton et al., 2004). User inclination profiles
are constructed by correlating the papers browsed in the past with their classification. The user
profile holds a set of values reflecting the user interests and topics. The item profiles are matched by
calculating a correlation between the user profile’s top three topics of interest. Foxtrot is an extension
to the Quickstep system (Middleton et al., 2004). Along with Web page recommendation interface,
it implements an interface for profile visualization, an interface for search of papers and an email
notification.

Based on similarity of research content of researchers, an interdisciplinary collaborator
recommendation method has been presented. The textual features that represent the researcher’s
inclination or interest area have been calculated. A pair-wise similarity matrix is constructed exploiting
the existing social networks with content-based similarity (Araki et al., 2017).

Citeseer uses word or term information and analyses common citations in the papers to perform
a scientific literature search for the user (Bollacker et al., 1998). The effect of modelling a group of
researcher’s respective past work considering their citation and reference papers has been examined
in making recommendations of scholarly papers to the researchers. The key part of the model is the
enhancement of the researcher’s profile derived from their previous work. The researchers have been
categorized into junior and senior researchers based on the number of papers they have published
(Sugiyama & Kan, 2010).

Many keyword-based content-based recommender systems exist for various categories of items
such as movies, jokes, songs, etc. One problem is that this approach lacks intelligence (Lops et al.,
2011). Keyword based approaches have limitations because of which more advanced characteristics
are needed. For example, if the user likes “French impressionism”, the keyword-based approaches will
search for sources having terms “French” and “Impressionism”. Documents having “Claude Monet"
or “Renoir exhibitions” will not be recommended though they would be relevant to the user. Advanced
approaches such as semantic analysis or machine learning for user profile construction overcome
these limitations. Many content-based recommender systems are interpreted as text-classifiers which
are built from training sets categorized as positive or negative. Reliable syntactic evidence of user
inclinations is guaranteed by training sets having large number of examples.

The state-of-the-art research on recommender systems is based on the IIDness of the users
and items and hence the methods and models for recommendations are IID too. The very low-level
non-IID (Non-identical and Non-independent data) information of the items and users has been
ignored (Cao, 2014). For Example, the model based collaborative filtering is based on MF or Matrix
factorization in which if the lower-level properties of the items are not considered, it would lead to
inferior results. A Non-IIDness based CGMF i.e. Coupled Group-based Matrix Factorization model
which incorporates couplings between/within users and items such as intra-couplings, item-couplings and user-item couplings has been proposed and discussed (Li et al., 2015).

A theoretical framework based on non-IIDness has been discussed deeply to understand the intrinsic nature of the problems and the complexities of recommendations (Cao, 2016). Approaches to various complexities associated with recommender systems such as cold-start, sparsity of available data, cross domain recommendations, group-based recommendations and shilling attack related issues have been addressed (Cao, 2016). Behaviour of users in viewing or commenting of products has been modelled to understand the user behaviour well. Coupling relationships between groups of products and items have been modelled for recommendations incorporating the low-level driving forces into ratings estimation (Fu et al., 2015; Yu et al., 2013).

For the proposed work, reference has been taken from the coupled term-term relation analysis for document clustering approach where document similarity has been analysed involving both explicit and implicit semantic couplings (Cheng et al., 2013). In the previous work, we proposed a framework for user profile learning, modelling and enrichment. The user profiles learn from three sources: similar users, similar items and semantic relationship between terms (Tanwar & Khatri, 2019).

The user profiles in most of the existing recommendation techniques lack in going beyond co-occurrence information of terms adding less semantic value to the user profiles. The closely semantically related terms to the features of user profile as well as the terms used interchangeably are often neglected leading to inferior recommendations. This problem has been well addressed in the proposed approach. Semantic information and relationships or couplings between such terms from the content of user interest have been extracted and incorporated in content filtering to make content-based recommendations.

**PROPOSED METHODOLOGY**

The proposed methodology for incorporating the user-profiles with semantic intelligence based on term-term coupling learning is given by the block diagram as shown in figure 1. The steps involved such as user profile construction, item representation, term-term relation analysis and user feature enhancement have been explained in detail. The block architecture as given in figure 1 depicts the step-by-step process of item representation vector construction from items, user profile building from items referred by user, learning and enhancement of relevant user features by term-term relation analysis and recommending top matching items to active users.

In proposed work, the user profile construction, feature vector construction for candidate papers, semantic analysis by inferring intra-relations and inter-relations have been referred from previous work done on proposing a framework for user profile learning and modelling (Tanwar & Khatri, 2019). The proposed algorithm for fetching Term- Term semantic relation is given below:

### 3.1. Detailed Description of Proposed Algorithm

#### A. User Profile Construction

Generally, for profile construction the content-based systems use simple retrieval models like keyword matching or the Vector Space Model (VSM) with the basic tf*idf weighting scheme (Lops et al., 2011). The set of terms or features are retrieved by some standard NLP operations and techniques such as tokenization, stop words removal and stemming. Term frequency (tf) is the frequency of term occurrence with respect to all terms in a document and document frequency (df) is the number of documents containing the particular term with respect to the total number of documents (Lops et al., 2011). Inverse document frequency (idf) is taken as the log of the inverse of the document frequency. Each document is represented as a vector of features or terms weights i.e. tf*idf which indicates the degree of association of the respective features with the document. The profile of each
user is represented by a vector of weights of features. In this work the average or mean weight of each feature is estimated from the item representation vectors of items referred by user in past (Lops et al., 2011; Tanwar & Khatri, 2019).

B. Feature Vector Construction for Candidate Papers

In most content-based recommender systems, items such as Web pages, emails, journals, news articles, etc. are described by textual features extracted from them. There are no attributes with well-defined values contrary to the case of structured data. Like the feature vectors of papers of user interest constructed, the feature vectors of candidate papers are also constructed using the tf*idf scheme (Lops et al., 2011; Tanwar & Khatri, 2019).

C. User Profile Enhancement

The user feature vectors or user profiles are enhanced by term coupling learning i.e. by extracting the semantic relationship between features. The coupling relationships i.e., Intra-couplings and Inter-couplings between terms or features are estimated for user profile enhancement.

1. Intra-Relation between terms:

   Intra-relation captures the explicit relationship between terms by their co-occurrence frequency in documents. The co-occurrence frequency of terms across all documents is calculated using the popular co-occurrence Jaccard measure (Cheng et al., 2013; Tanwar & Khatri, 2019).

2. Inter-Relation between terms:
Begin:

Step 1: Construction of User feature vectors

for each set of documents \( \{d_1, d_2, d_3, \ldots, d_n\} \) referred by user ‘Ux’

\[
\text{construct user feature vector } f_{ux} \text{ for user ‘Ux’ by taking mean of } \text{tf-idf scores of top ‘y’ terms}
\]

Step 2: Semantic Analysis – Estimating Explicit Relationship between features

for each terms \((t_i, t_j)\)

\[
\text{estimate the Intra relation between terms ‘IaR}(t_i, t_j)\text{’ as}
\]

\[
IaR(t_i, t_j) = \begin{cases} 
1; & i = j \\
\frac{CoR(t_i, t_j)}{\sum_{i=1, i=j}^{n} CoR(t_i, t_j)}; & i \neq j 
\end{cases}
\]

Where, \( \sum_{i=1, i=j}^{n} IaR(t_i, t_j) = 1 \) & \( IaR(t_i, t_j) = IaR(t_j, t_i) \)

Step 3: Semantic Analysis – Estimating Implicit Relationship between features

for each terms \((t_i, t_j)\) via common terms ‘tk’

\[
\text{estimate the Inter relation between terms ‘IeR}(t_i, t_j)\text{’ as}
\]

\[
IeR(t_i, t_j) = \begin{cases} 
0; & i = j \\
\frac{1}{|L|} \cdot \sum_{a \in L} R_{-IeR(t_i, t_j | tk)}; & i \neq j 
\end{cases}
\]

Where ‘L’ represents the number of link terms &

\( L = \{ tk \mid (IaR(tk, t_i) > 0) \land (IaR(tk, t_j) > 0) \} \)

Step 4: User Feature Enhancement

continued on next page
Intra-relations are the relations between terms which co-occur in at least one document. Some terms co-relate semantically with each though they do not co-exist in the same documents. For instance, synonyms of terms, they might exist exclusively in separate documents. Similarly, terms having close semantic relation in the real world might occur in different sets of documents. These relationships or couplings between terms can’t be inferred by capturing the intra-relations alone but such term’s relation with other terms known as the link terms gives a relationship measure between the terms. Such relations are known as inter-relations (Cheng et al., 2013; Tanwar & Khatri, 2019).

D. Proposed User Feature Vector Enhancement

To enhance the user feature vector the implicit relations or inter-relations between the terms have been taken into consideration and on basis of that weights of relevant terms or features have been enhanced. Once the coupling relationships between terms are inferred, the semantic information is incorporated in the user feature vector. The terms having respectively lower weights in the user feature vector but having higher inter-relations with terms having high weightage in the user feature vector are enhanced. For instance term ‘\(t_i\)’ has a high inter-relation with another term ‘\(t_j\)’ i.e. above a threshold value ‘\(T\)’, and ‘\(t_j\)’ has a weight respectively lower than ‘\(t_i\)’, in that case the weight of ‘\(t_i\)’ is upgraded to the weight of ‘\(t_j\)’ in the user feature vector and the vice-versa is also true. This is based on the assumption that if the inter-relation between two terms is high or above a threshold value, the terms have a high semantic relationship. Therefore, they should have comparable or close weights/significance in the feature vectors.

As represented in the algorithm, ‘\(T\)’ is the threshold value above which the inter-relation values are considered relevant. The value of ‘\(T\)’ would vary according to the requirement. It would depend on a number of factors such as the similarity requirement quotient of the documents, the tf*idf values range of the terms of the user feature vector and other conditions. For higher values of ‘\(T\)’, lesser number of term’s inter-relations would be considered in the user feature enhancement. For lower values of ‘\(T\)’, more term’s inter-relations would be considered in the user feature enhancement. Hence, there has to be a trade-off in between enhancing the underestimated relevant terms and not enhancing all the values otherwise the purpose would be lost. Future work can be done to formulate and estimate the value of ‘\(T\)’. After experimentation it has been observed that the proposed enhanced user feature vectors show better similarities with the relevant papers/items which help the relevant items to match better and surface up in the recommendations space.

The proposed approach is based on Non-IIDness based term-term relation analysis (Cheng et al., 2013). Non-IIDness learning refers to understanding, modelling, analysing and representing non-IID data (not independent and identically distributed data). Coupling and heterogeneity are the important aspects of Non-IIDness learning. In the proposed work based on Non-IIDness learning, the co-occurrence relationships/couplings between the features or words recurring in the documents

\[
\text{In user feature vector, } f_{u,v}^x = \{w_{t_1 u,v}, w_{t_2 u,v}, \ldots, w_{t_n u,v}\}
\]

\[
\text{for } \text{IeR}(t_i, t_j) > T = \begin{cases} 
W_{t_i u,v}^{s_{t_i} u,v} = W_{t_j u,v}^{s_{t_j} u,v}; & \text{if } W_{t_i u,v}^{s_{t_i} u,v} > W_{t_j u,v}^{s_{t_j} u,v} \\
W_{t_j u,v}^{s_{t_i} u,v} = W_{t_i u,v}^{s_{t_j} u,v}; & \text{if } W_{t_i u,v}^{s_{t_j} u,v} > W_{t_j u,v}^{s_{t_i} u,v}
\end{cases}
\]

Where, \(T\) is inter relation threshold
of user interest are extracted by estimating the intra-relations. Also, the relationships or couplings between such keywords which do not co-occur in the same documents but are inter-related semantically in the real world are extracted by estimating the inter-relations. Based on semantic couplings, the under-rated relevant features in the user profile are enhanced so that the significance of such terms gets a lift. Similarly, the synonyms or terms having the same meaning also get their due weightage. Hence, the documents having these terms which did not match earlier because of under-estimated values match better after feature enhancement. The semantically related documents though having different sets of relevant terms match better after feature enhancement, leading to surfacing up these relevant documents for improved recommendations in the system. The proposed approach leads to better recommendations after quantifying and incorporating the Non-IIDness based semantic closeness/couplings between the features of the user profile.

EXPERIMENTATION RESULTS

A. Recommending Papers

After having the users enhanced feature vectors and the candidate papers feature vectors, the similarities of possible candidate documents are measured with the user profiles. The top matching papers in terms of high similarity above a threshold are recommended to the respective users. The similarities between the vectors are calculated using the cosine similarity measure (Lops et al., 2011; Sugiyama & Kan, 2010). A threshold-based approach or a top-n approach for recommending items could be implemented alternatively. The candidate papers having similarity with the respective user profiles above a threshold are considered to be recommended to the users in this work.

B. Experimental Data

For experimentation, the dataset for scholarly paper recommendations has been used (Cao, 2014). This dataset consists of several hundreds of references, citations and publication papers of researchers working on Natural Language Processing (NLP) and Information Retrieval (IR) and have publication lists in DBLP (Sugiyama & Kan, 2010). For this work, the reference papers have been divided into two sections. Nearly 70 percent of papers are used for user profile construction and remaining papers are used for estimating the recommendation accuracy. The feature vectors of the papers having the normalized term frequencies of each term are given in the dataset. Data pre-processing, user’s and item’s profile construction, term coupling learning, user feature enhancement, similarity calculations and analysis of results have been done using Python Programming language and MySQL database.

C. Data Pre-processing

Once the feature space of each item or paper is ingested in the database, data pre-processing is done to make the data appropriate for further processing as described below.

I. Removal of stop words:

The stop words such as ‘the’, ‘of’, ‘on’, ‘is’, etc. have been removed from the items feature vectors as they are of no importance and only reduce the efficiency of the system by giving inappropriate results. The stop words have been removed by excluding these terms from the item’s feature space using the stop words list maintained in the MySQL database.
II. Removal of single terms

The single letters such as ‘a’, ‘i’, ‘n’, etc. have been removed as such letters have no contribution in the results. The single letters have been eliminated from the items feature space. Since the item profiles do not have these terms after elimination, therefore the user profiles also do not have them.

D. Term Coupling learning and Similarity Estimation

I. Feature Vector Construction

The inverse document frequencies have been inferred as described in section III and multiplied by the term frequencies to construct the user and candidate paper feature vectors. The user feature vectors have been built by taking the mean of each feature or term weights given in all document vectors of user interest.

II. Feature Vector Reduction

The number of features has been reduced. The most relevant terms on the basis of high weights have been filtered out and rest of the terms have been ignored. Experiments have been conducted on top 20 terms. The number of terms has been reduced to improve the response time and effectiveness.

III. Term Coupling Learning

Once the user feature vectors have been constructed and reduced, the term coupling relations i.e., intra-relations and inter-relations are estimated between the terms of the user profile. The intra-relations (explicit relations) are estimated using the Jaccard measure across all the papers of user interest. On the basis of intra-relations, the inter-relations (implicit relations) between terms which are not directly intra-related but intra-related to at least one common term are estimated. The highly coupled inter-related terms are considered for user feature enhancement.

IV. User Feature Enhancement

After the coupled term-term relation analysis, the highly inter-related term pairs and their respective weights in user feature vectors are extracted. For each coupled term-term pair in the user profile, the term having comparatively lower weight is enhanced by assigning the weight of the other coupled term having higher weight.

V. Document Similarity Estimation

The enhanced user feature vectors and the candidate paper vectors are normalized before the similarities are measured using the cosine similarity measure. The cosine similarity between the actual state-of-the-art tf-idf user feature vectors (Lops et al., 2011) and the candidate paper vectors are also measured for comparison between the similarity of the candidate papers with the actual user profiles and the enhanced user profiles at different threshold values. On the basis of similarity estimations, the recommendation accuracy has been analysed as discussed in the following sections.

E. Evaluation Criteria
The recommendation accuracy has been estimated by three criteria: Recall, Precision and F-Score or F-measure. Recall measures the number of relevant documents retrieved with respect to the total number of relevant documents and precision measures the fraction of relevant documents retrieved from the total retrieved documents at a threshold value. F-score or F-measure or F1 score generalizes the analysis on the basis of Precision and Recall to one figure. The recall and precision values at different threshold values of document similarities are measured for both the actual and enhanced user feature vectors. The recall and precision values for the candidate papers are tested at two different values of ‘T’ also, i.e., the inter-relation threshold. F-scores of the same have also been estimated. For this experiment, precision is the preferred or most relevant metric as precision indicates what fraction of retrieved documents is relevant. Higher Precision would indicate a higher chance of the recommendation being appropriate. Appropriate recommendations can keep a user more engaged and interested.

F. Experimental Results

It has been observed that the recall, precision, and F-score values improve mostly for the enhanced user feature vectors as compared to the actual user feature vectors. This means that the documents that are relevant to the user’s interest show enhanced similarities which would lead to better recommendations. The experimentation results are presented in Table 1 to Table 3.

Table 1. Recall Values

| Content-Similarity | >.1  | >.13 | >.16 | >.19 | >.23 | >.26 | >.30 | >.33 | >.36 |
|--------------------|------|------|------|------|------|------|------|------|------|
| Recall-(tf-idf matching) | 87.14% | 81.43% | 68.57% | 60% | 52.86% | 47.14% | 35.71% | 34.29% | 34.29% |
| Recall-Enhanced(>0.20) | 87.14% | 82.86% | 72.86% | 70% | 62.86% | 47.14% | 38.57% | 35.71% | 35.71% |
| Recall-Enhanced(>0.30) | 88.57% | 88.57% | 74.29% | 70% | 64.29% | 51.42% | 38.57% | 35.71% | 35.71% |

Table 2. Precision Values

| Content-Similarity | >.1  | >.13 | >.16 | >.19 | >.23 | >.26 | >.30 | >.33 | >.36 |
|--------------------|------|------|------|------|------|------|------|------|------|
| Precision-(tf-idf matching) | 33.7% | 42.54% | 47.52% | 50% | 54.41% | 64.17% | 65.79% | 66.67% | 66.67% |
| Precision-Enhanced(>0.20) | 32.62% | 43.94% | 46.36% | 55% | 64.71% | 66.67% | 67.5% | 73.53% | 73.53% |
| Precision-Enhanced(>0.30) | 34.44% | 44.28% | 48.15% | 59% | 64.29% | 67.92% | 67.92% | 73.53% | 75.86% |

Table 3. F-Score Values

| Content-Similarity | >.1  | >.13 | >.16 | >.19 | >.23 | >.26 | >.30 | >.33 | >.36 |
|--------------------|------|------|------|------|------|------|------|------|------|
| F-Score-(tf-idf matching) | 0.49 | 0.56 | 0.56 | 0.55 | 0.54 | 0.55 | 0.46 | 0.45 | 0.45 |
| F-Score(>0.20) | 0.47 | 0.57 | 0.57 | 0.62 | 0.64 | 0.55 | 0.49 | 0.48 | 0.48 |
| F-Score(>0.30) | 0.5 | 0.59 | 0.58 | 0.64 | 0.64 | 0.59 | 0.49 | 0.48 | 0.49 |
G. Result Analysis

It is clear that by user feature enhancement, the precision and recall is improving mostly for relevant papers. For this experiment, Precision is the most preferred metric as it indicates the chances of appropriate recommendations. It has been observed that the precision and recall enhanced for the candidate documents in the range of (> 0.1 to > 0.36) in this case (where the document similarities lied in the range of 0.002 to 0.42 with most of the values lying in between 0.09 and 0.39). Below this range and above this range little difference in the results has been observed. So, it has been analysed that for very low values and very high values of similarity threshold, the enhanced features do not bring much of a difference to the actual similarity values. The values are most enhanced at similarity thresholds > 0.19 and > 0.23 clearly visible from the Tables 1 to Table 3 and from Figure 2 to Figure 4.

The recall values have either enhanced or are the same at few places which means that at few places the features lift is not enough to cross that particular threshold. The precision values also either increase or remain the same except at two places: at similarity > 0.1’ and at ‘> 0.16’ in case of T > 0.20 (as given in Table 2) though the recall value is the same for the first case and improves for the second case (as given in Table 1). The reason is that the number of retrieved documents increased (also increasing the number of relevant documents retrieved) in this case since the similarity of some documents got enhanced which were not referenced by the respective users but had the enhanced feature terms. These all papers are of the same domain so the similarity of many papers got influenced but it did not affect much since the enhanced values could not reach the threshold. The results would be more evident where there are documents of multi-disciplinary fields.

H. Performance Evaluation

It is quite evident from the results that the enhanced user feature vectors are enhancing the similarities of the relevant documents since precision and recall both are improving. The similarity threshold values lie in the range from ‘above 0.1’ to ‘above 0.36’.

I. Impact of Inter-Relations

For higher inter-relations between terms, the weightage of the terms having inferior weights enhance with respect to the higher weighted coupled terms. Since the terms are more relevant as they are among the top ‘k’ terms of the user feature vector and have high semantic relation with relevant terms but have underestimated weights, enhancing their weights make sense. By inferring inter-relations and enhancing the user feature vector, the similarity of documents having these relevant terms gets enhanced. The terms which are related semantically in real world but do not come into consideration during document similarity estimation get a lift. Hence, documents having these terms match accurately with the user feature vectors resulting in the recommendation of documents which are according to the user’s interest but did not match appropriately before enhancement.

II. Impact of ‘T’

The results are more enhanced for appropriate documents or papers in case of value of T > 0.30 though more number of inter-relations are retrieved for feature enhancement in the case of T > 0.20 and hence more feature values are enhanced in case of T > 0.20. The reason is that when the vectors are normalized before similarity measure, in case of T > 0.20, we have a higher denominator quotient which reduces the weight of feature terms which are not enhanced or are of less weight comparatively, though the values of precision and recall improve at both values of ‘T’.
At values of cosine-similarity thresholds ‘> 0.1’, ‘> 0.13’, ‘> 0.16’, ‘> 0.23’ and ‘> 0.26’ as given in Table 1, the recall values are higher at $T > 0.30$ as compared to $T > 0.20$. Similarly, the precision values are higher at cosine-similarity ‘> 0.1’, ‘> 0.13’, ‘> 0.16’, ‘> 0.19’, ‘> 0.26’, ‘> 0.30’ and ‘> 0.36’ for $T > 0.30$ as compared to $T > 0.20$.

Figure 2. (a) Bar-Chart for Recall values Figure 2. (b) Line-Chart for Recall values

Figure 3. (a) Bar-Chart for Precision values Figure 3. (b) Line-Chart for Precision values
From Table 1, it is quite evident that recall for $T > 0.30$ is improving at many places as compared to recall values for $T > 0.20$ though more user features are being enhanced in case $T > 0.20$. The recall for $T > 0.30$ has improved at all the places with respect to the actual values. Though, the recall value for $T > 0.20$ at Cosine-Similarity $> 0.26$ is the same as the recall value for the actual user profile i.e., $47.14\%$. In future, work can be done to mathematically formulate a suitable value of ‘$T$’ specific to the feature vectors available for similarity calculation.

### III. Impact of feature size

The feature size can play a crucial role in the results since more the number of features, better is the chance of enhancement. The space for inter-relation calculation increases. Hence, the feature size should not be small enough to not capture the inter-relations and lose the relevant user specific information nor should it be large enough to accommodate many inter-relations of each word which would superficially increase the term weights. For 35 features in user profile, there are 35 features for inter-relations estimation. Because of such large space of features, some features formed inter-relations with multiple terms leading to superficial exaggerated enhancement of the features. For instance, the term ‘term’ got one of the most enhanced features for one of the users. For 10 feature’s set, very few inter-relations have been captured making no significant enhancements.

In this work, we considered a feature vector of size 15 and 20 features. One more condition was imposed on the user feature sets, the features which existed in at least 15 to 20 percent of the documents used to build the user feature vector are only considered as the features in the user feature vector construction.

### IV. Impact on Recommendations

This will lead to better recommendations as the terms of significance have been enhanced in the user profile. Therefore, the similarities of documents which have these terms are likely to improve and meet the threshold values for making recommendations. Also, the appropriate documents or items which are of more relevance semantically to the user profile will surface up for recommendations. This is evident from the Tables 1, 2 and 3. The Recall and Precision is improving which indicates that more relevant documents are meeting the threshold values. These are the documents that the
researchers or users have referred to. By user feature enhancement it is clear that more number of documents that they referred has met the criteria as compared to before.

V. Impact on synonyms

This will also help in enhancing few terms which are used as synonyms of certain relevant terms but since they are used in few documents they have lower weights in the feature vectors. For instance, ‘sentiment-analysis’ and ‘opinion-mining’ are the same but sentiment-analysis is widely used in comparison to opinion-mining. By this approach if the weight of opinion-mining is underestimated in the user feature vector, it would be enhanced since it will form higher inter-relation with sentiment-analysis.

CONCLUSION

Big data analytics plays an important role in day-to-day life to extract useful knowledge from structured and unstructured data but work on unstructured data has challenges associated (Tanwar et al., 2015; Duggal et al., 2015). Various information sites and digital libraries are overloaded with text-based content. Filtering personalized information according to user requirement and inclination from the large available information space has limitations. The dynamic and heterogeneous nature of the sources adds up to the complexity. As a result, the need for effective user profile learning, modelling and semantic enrichment becomes crucial. In this paper, the user interest feature vectors have been enhanced semantically so that the relevant documents meet the similarity criteria for recommendations. The relevant terms are enhanced in the user feature vectors by coupling the explicitly and implicitly related features. The semantic information is incorporated in the user profiles so that the interest areas of users are accurately represented. During experiments, better recommendation predictions have been observed. Improved precision recall and f-scores have been observed for semantically enhanced user profiles. In future, we intend to continue working on extracting semantic information from content referred by users and incorporating the semantics in user interest profiles for better recommendations. We also intend to explore if multidimensional user interest areas can be identified by semantic analysis of the content referred by users.
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