Pointer-type instrument positioning method of intelligent inspection system for substation
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Abstract. Robot intelligent inspection is widely used in the positioning of various pointer instruments in power, petroleum, chemical, and other industries. Aiming at the technical problems of poor adaptability, poor real-time performance, and low positioning accuracy of the pointer instrument positioning method in the existing substation intelligent inspection robot system, we propose a simple and effective pointer instrument positioning detection algorithm. The algorithm first extracts locally adaptive regression kernels (LARK) features of the input image, and the dimension of the LARK feature is reduced using the principal components analysis algorithm. Then, the template image is slid in the input image, the cosine similarity is used as an evaluation index, and the Fourier transform is used to accelerate the convolution operation in the cosine similarity calculation. Finally, the accelerated-KAZE algorithm is used to extract the feature points of the pointer-type instrument area image and the template image, and the statistical method of grid motion was used to eliminate the wrong matching points. The remaining matching points were processed by random sample consensus algorithm, and the homography matrix was obtained. The image registration was completed by the homography matrix, and the pointer-type instrument region positioning was realized. The experimental results show that the proposed method has good adaptability, strong real-time performance, and high accuracy of pointer-type instrument positioning. © The Authors. Published by SPIE under a Creative Commons Attribution 4.0 International License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JEI.31.1.013001]
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1 Introduction

With the development of industrial automation, image processing, and pattern recognition technology, for all kinds of pointer instruments widely used in electric power, petroleum, chemical, and other industries, it is necessary to carry out robot intelligent inspection to replace manual inspection and improve inspection efficiency, reduce the risk of manual inspection and inspection costs, as shown in Fig. 1. In the existing substation intelligent inspection robot system, there are generally two methods for the positioning of pointer instruments1,2: (1) Assuming that the meter is a circular meter, the circle detection is performed by the Hough algorithm, and the position of the pointer instrument in the image to be recognized is located. (2) The feature points of the pointer instrument and the feature points of the template image are detected. The position of the pointer instrument is located by matching the corresponding feature points. The positioning method of the pointer instrument (1) requires the pointer instrument to be a circular instrument, and there is no interference of other circular objects in the surrounding environment. The camera of the shooting instrument is required to be fixed, which will be limited in practical applications. The Hough transform circular detection method has high time complexity and low real-time performance. When there are multiple pointer instruments in the image, the algorithm takes a long time. In addition, it is also required that the angle of view deflection of the pointer
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instrument cannot be too large, otherwise it cannot be detected. The method (2) requires that the surrounding environment of the pointer instrument has no other external objects, and the meter must occupy the main position in the input picture. In addition, the pointer instrument must have stable feature points, otherwise the feature points cannot be extracted from the instrument area, resulting in positioning failure. At the same time, using the conventional machine learning or deep learning methods, due to the small number of samples, even if the sample images are generalized, it is still easy to cause over-fitting and reduce the positioning accuracy. In addition, for the target detection algorithm combined with classifier, due to the training of each classifier, a large number of samples are required, while in the substation specific scene, there are no various calibration samples. Therefore, these methods are not suitable for pointer instrument positioning in substation scenarios. Accurate positioning is the basis of pointer-type instrument recognition, and the difficulty of pointer-type instrument positioning is that the angle, time, and distance of shooting are different, and the illumination, position, posture, size, and color of the instrument in the picture will be biased. In addition, there are a variety of instruments in the substation, and the textures of the various instruments are not consistent, so the direct use of the feature point matching algorithm will be affected by other environmental objects, resulting in positioning failure.

In this paper, for the positioning problem of the pointer instrument in the substation intelligent inspection robot system, use the locally adaptive regression kernels (LARK) feature that is stable under different illumination and noise conditions. The principal components analysis (PCA) algorithm is used to highlight the edge features of the instrument and improve the accuracy of the instrument positioning. At the same time, multiscale detection of the input image at different scales of LARK feature map can effectively prevent missed detection, and is also applicable to the case where there are multiple pointer instruments. For the problem that the sliding window is slow to match the input image of the pointer instrument, the Fourier transform is used to accelerate the convolution operation and improve the positioning speed of instrument. Finally, the image registration technology effectively solves the positioning error caused by the angle of view deflection of the pointer-type instrument input image, improves the registration accuracy of the pointer-type instrument area positioning, and provides high-precision positioning for subsequent pointer-type meter reading recognition. The proposed identification method of pointer instrument in this paper uses Fourier transform to accelerate convolution operation, and ameliorates the cosine similarity. The method based on grid motion statistics is used to eliminate the wrong matching points, and the secondary registration of the image is completed, which greatly improves the identification speed of pointer instrument, and effectively reduces the influence of illumination conditions, angle deflection and other factors on the identification accuracy of pointer instrument.

2 Instrument Feature Extraction

The characteristics of the pointer instrument should be strongly distinguishable from the related background characteristics. The LARK feature is selected as the feature of the pointer

Fig. 1 Intelligent inspection robot system: (a) substation intelligent inspection robot and (b) image of pointer instrument.
instrument. The LARK feature is proposed by Haejong in 2010. The LARK feature is mainly used to describe the characteristics of general objects, and is used in the fields of saliency detection, object detection, and motion detection.

Figure 1(b) shows a typical pointer instrument. The positioning task of the pointer instruments to find a similar area in the image to be matched through the template image, the input image of the pointer instrument to be identified and positioned is shown in Fig. 2, and the template image is shown in Fig. 3. Due to the illumination of the pixels and the instability of the random noise, the required accuracy cannot be achieved directly by pixel matching. Therefore, it is desirable to extract a feature that remains stable in illumination and random noise as a feature of a pointer instrument. Once stabilized, the characteristics of the pointer instrument should be highly distinguishable from the background characteristics of the pointer. Because the LARK feature has good stability to illumination, Gaussian noise and perspective, and because the feature has a large difference from the nonpointer instrument area, it can effectively distinguish the pointer instrument from the background image. Therefore, this paper selects the LARK feature as a feature of the pointer instrument.

The essence of LARK is to obtain local features. The LARK feature is a function related to the geodesic distance of the pixel in the center of the window and its surrounding pixels. Taking the 5 × 5 window as an example, select pixel X13 as the center, as shown in Fig. 4(a). Each pixel in the window is calculated using Eq. (1), and the image composed of the geodesic distance value is obtained, as shown in Fig. 4(b). Finally, the LARK feature map describing pixel X13 is obtained by Eq. (2).

The formulas for calculating the geodesic distance and LARK eigenvalues are shown in Eqs. (1) and (2)

\[ ds^2 = dx^2 + dy^2 + dz^2, \]  

(1)

\[ K = e^{-ds^2}. \]  

(2)
where $d_z$ represents the difference between the two coordinate pixels, $d_s^2$ represents the arc length of the image pixel, and $K$ represents the local kernel of the central pixel.

### 3 Feature Dimension Reduction

Extracting the LARK feature through the aforementioned process is a high-density feature, and it is apparent that the high-density feature contains a large amount of redundant information and noise. In addition, high-dimensional space has the problem of sample sparseness and difficulty in calculating distance. Therefore, data dimensionality reduction can reduce the error caused by redundant information, improve the accuracy of identification matching, and accelerate subsequent calculations.

There are two kinds of dimensionality reduction algorithms: PCA dimensionality reduction algorithm and local retention projection dimensionality reduction algorithm. Among them, PCA is used to extract the main features of the data. PCA transforms the original data into a group of linearly independent representation vectors through linear transformation. Locality preserving projection (LPP) is a local hold projection method based on the linear approximation of Laplacian eigenmaps. This is a method of using linearity to approximate nonlinear dimensionality reduction. It has the advantages of manifold learning and linear dimensionality reduction. In addition to retaining the edge information of the instrument, the LPP algorithm also retains other edge information, and the PCA algorithm can effectively preserve the edge information of the instrument, which is distinct from the background, and better represents the features of the image after dimension reduction.

The PCA transforms the raw data into a set of linearly independent representation vectors for each dimension by linear transformation. From the perspective of optimization, when the high-dimensional features are mapped to the low-dimensional feature data, the loss is minimal, that is, the distance from the low-dimensional reconstruction back to the high-dimensional feature is closest to the original point. Suppose there is a matrix of $m$ samples of $n$ dimensions: $x = \{x_1, x_2, x_3, \ldots, x_m\}^T$, and $W$ is an $n$-dimensional orthogonal matrix: $w = \{w_1, w_2, w_3, \ldots, w_m\}$, which satisfies Eq. (3)

$$\|w_i\|_2 = 1, \quad w_i^T w_j = 0 (i \neq j).$$

According to the principle of minimum loss, the required calculation formula (4) is

$$\min_w \|X - X^*\|_F^2 = \min_w \|X - XWW^T\|_F^2 \quad \text{s.t.} \  WW^T = I.$$

According to the relationship between the $F$ norm and the matrix trace, the Eq. (5) can be obtained.

![Fig. 4 Schematic diagram of LARK value acquisition: (a) 5×5 window pixels, (b) geodesic distance, and (c) final LARK eigenvalue.](image)
Finally, solving the PCA problem simplification formula (6) is as follows:

$$\max_w \text{trace} (W^T X T X W) \quad \text{s.t.} \quad WW^T = I.$$  \hspace{1cm} (6)

According to the definition of the feature vector, $W$ is a feature matrix of the covariance matrix $X^T X$. The larger the feature value, the richer the information contained in the direction of the corresponding feature vector. Therefore, $W$ is the $K$ eigenvectors corresponding to the corresponding eigenvalues in the $X^T X$ feature matrix.

The PCA algorithm is used to reduce the dimensions of the LARK feature map of the input image, as shown in Fig. 5. Then, the LARK feature map of the reduced-dimensional input image is scaled to obtain a LARK feature map of the input image at a plurality of scales.

### 4 Similarity Calculation

For image detection, the sliding window method is generally used to detect the object. In this paper, the LARK feature image of the reduced-dimensional template image is used as the sliding window, and the sliding window is used to slide in the LARK feature image of the multiscale input image. The cosine similarity of the sliding window and the LARK feature image of the input image are calculated after each sliding, and multiple cosine similarities of the LARK feature image of the input image at each scale are obtained after multiple sliding. Cosine similarity is often used to offset high-dimensional Euclidean distance problems. It measures the similarity between two vectors by measuring the cosine value of the product space of two vectors, especially for the similarity comparison of high-dimensional vectors.

Since the sliding window needs to match each block area, the execution speed of the algorithm is too slow. Therefore, the Fourier transform can be used to accelerate the calculation of the convolution operation in the cosine similarity between the sliding window and the LARK feature map of the input image.\(^\text{*}\) For the LARK feature, this paper first uses the cosine similarity as the judgment decision function, and the cosine similarity matching can be derived from the optimal Bayesian decision.\(^\text{6}\)

The calculation of cosine similarity is shown in Eq. (7)

$$\rho(f_Q, f_{T_i}) = \left(\frac{f_Q}{\|f_Q\|} \cdot \frac{f_{T_i}}{\|f_{T_i}\|}\right) = \frac{f_Q^T f_{T_i}}{\|f_Q\| \|f_{T_i}\|} = \cos \theta_i \in [-1, 1].$$  \hspace{1cm} (7)
The feature is in the form of a matrix, so the cosine similarity matrix of the matrix is expressed by Eq. (8)

$$
\rho(F_Q, F_T) = \langle F_Q, F_T \rangle = \text{trace} \left( \frac{F_Q^T F_T}{\|F_Q\|_F \|F_T\|_F} \right) \in [-1, 1],
$$

where trace represents the trace of a two-dimensional square matrix and the sum of diagonal elements, and $F_Q = [f_1^Q, \ldots, f_n^Q]$, $F_T = [f_1^T, \ldots, f_n^T]$, and $\|F_Q\|_F$ represent $F$-norm.

By transforming Eq. (8), Eq. (9) can be obtained

$$
\rho(F_Q, F_T) = \sum_{i=1}^{n} \frac{F_Q^T F_T}{\|F_Q\|_F \|F_T\|_F} = \rho(f_q^i, f_t^i) \sum_{i=1}^{n} \frac{\|F_Q\|_F \|F_T\|_F}{\|F_Q\|_F \|F_T\|_F}.
$$

It can be seen from the formula that the value is equal to the cosine similarity of each feature multiplied by the inner product of $\|F_Q\|_F$ and $\|F_T\|_F$. It is concluded that cosine similarity takes into account the similarity of length and angle. Then, the plurality of cosine similarities is transformed into a plurality of resemblance map (RM) similarities, and several RM similarity degrees are used to construct the similarity graph of the input images at each scale. Instrumentation detection is performed on the similar graph of the input image at each scale. Figure 6 shows a graph of cosine similarity and RM similarity of an input image.

However, the foreground and background cannot be distinguished by cosine similarity effectively, so Eq. (10) was used to convert cosine similarity $\rho_i$ to RM similarity

$$
\text{RM: } f(\rho_i) = \frac{\rho_i^2}{1 - \rho_i^2} \in (0, \infty).
$$

Several RM similarity maps of input images at different scales can be obtained. Compared with cosine similarity $\rho_i$, using $f(\rho_i)$ as RM similarity can distinguish background and foreground more effectively, as shown in Fig. 6(b). As shown, it can be clearly seen that using the RM similarity, the extreme value is more obvious, so the difference between the foreground and the background is quite different.

Judging each RM similarity graph, if at least one of the similarities in the similarity graph has a maximum similarity value greater than a set threshold of 0.5, it is confirmed that there is a pointer-type instrument area in the input image. For the similarity graph in which the maximum similarity value is greater than the set threshold, the regions in the original input image corresponding to the top 1% with the highest similarity value among the similar graphs are selected as the preliminary pointer-type meter candidate regions. Generally, 20 to 30 preliminary pointer-type meter candidate areas are obtained, as shown in Fig. 7.

Since there are many overlapping parts in these areas, this paper uses the nonmaximum suppression (NMS) algorithm to eliminate overlapping areas. The idea of the NMS algorithm is that if the intersection of two rectangular frames is greater than a certain threshold, only the rectangular frame with the largest similarity is retained, and the rectangular frame generated by the
offset is eliminated. The NMS algorithm can filter out the duplicate candidate boxes well, as shown in Fig. 8. In this way, by extracting the LARK feature, constructing the RM similarity map and using the nonmaximum value can successfully detect the pointer instrument area.

5 Image Registration

In the substation intelligent inspection robot system, constraint by the shooting angle, the image of pointer instrument often has angle deviation, and the angle deviation is unknown, so it is impossible to complete the high-precision recognition of pointer instrument reading. Therefore, it is necessary to register the image and change the attitude of the input image to that of the template image.

Image registration methods are often used to extract feature points and describe them through feature points, and then match to obtain a mapping matrix. Common feature point extraction and feature point description algorithms include scale-invariant feature transform (SIFT), speeded up robust features (SURF), oriented FAST and rotated BRIEF (ORB), accelerated-KAZE (AKAZE), PCA-SIFT, affine scale-invariant feature transform (ASIFT), and learned invariant feature transform (LIFT). Among them, the AKAZE algorithm not only maintains the advantages of nonlinear scale space, but also combines the stability and robustness of key point detection of scale invariant feature transformation. It can effectively reduce the computational complexity of feature description vectors, reduce the dimensionality of feature vectors, and improve the effectiveness of feature extraction and registration speed. And the AKAZE algorithm has a relatively small mean square error (MSE), this paper uses the AKAZE algorithm to extract the feature points of the pointer-type instrument area image and the template image. Then feature point matching is performed. Common algorithms include brute force (BF) and fast library for approximate nearest neighbors (FLANN). Among them, the BF algorithm tries all the possibilities to find the nearest neighbor, whereas the FLANN algorithm finds the nearest neighbor without finding the optimal matching parameters. However, there are a large number of erroneous matching points in these two methods, as shown in Fig. 9. Therefore, the error matching point needs to be eliminated. In this paper, the method based on grid motion statistics is used to divide the image into multiple small block regions. If the matching positions in each
block region are consistent, then the region is determined to be a correct match. Otherwise, it is a mismatch. After the error matching point is eliminated, the remaining matching points are obtained, as shown in Fig. 10.

After eliminating the wrong matching points, the residual matching point is processed by the random sample consensus (RANSAC) algorithm, and the homography matrix is obtained. The RANSAC algorithm can use an iterative method to find the optimal homography matrix in a set of noise-containing data sets, so that the projection error of the model and all points in the sample set are minimized, even if the value of Eq. (11) is the smallest

\[
\sum_{i=1}^{n} \left( x_i - \frac{h_{11}x_i + h_{12}y_i + h_{13}}{h_{31}x_i + h_{32}y_i + h_{33}} \right)^2 + \left( y_i - \frac{h_{21}x_i + h_{22}y_i + h_{23}}{h_{31}x_i + h_{32}y_i + h_{33}} \right)^2, \tag{11}
\]

where \(i\) represents each point and \(h\) represents each parameter in the homography matrix.

In this way, the image registration is completed by the homography matrix, and the precise positioning of the pointer instrument area in the input image is realized.

6 Experimental Analysis

The overall algorithm flow of the pointer instrument positioning in this paper is shown in Fig. 11. First, the LARK feature of the input image is extracted, the dimension of the LARK feature is reduced by the PCA algorithm, and the edge features are highlighted. The LARK feature of the reduced-dimensional template image is used as the sliding window and the LARK feature of the input image at multiple scales. The figure slides to obtain the cosine similarity graph at different scales, and uses the Fourier transform to accelerate the convolution operation in the cosine similarity calculation. Then, cosine similarity graphs at different scales are transformed into multiple RM similarity graphs to form the similarity graphs of input images at each scale, and instrument detection is carried out at each scale. If the maximum RM similarity in the similarity graph is greater than the threshold, the region with the highest RM similarity is selected as the preliminary candidate region of pointer instrument. Since there are many overlapping portions in the selected region, the NMS algorithm is
used to exclude the overlapping region to obtain the final pointer-type instrument candidate region. Finally, the AKAZE algorithm is used to extract the feature points of the pointer instrument area image and the template image, and the matching is performed. The grid motion statistics method is used to eliminate the false matching points, and then the RANSAC algorithm is used to process the remaining matching points to obtain the homography matrix. Image registration is completed by homography matrix, and achieves accurate positioning of the pointer instrument area in the input image.

The experiment analyzes the execution efficiency of the Fourier transform convolution operation algorithm. When positioning the pointer instrument, the template image is often large, and the Fourier transform can effectively accelerate the image processing time. For the acceleration time of the verification algorithm, different target images and nontemplate images are selected for convolution operation, and the different acceleration time is calculated. The size of the image target is selected to be two pixel levels of $64 \times 64$ and $128 \times 128$. The template image area size is selected to be $364 \times 243$, $547 \times 364$, and $912 \times 608$ pixels, correspond to size 1, size 2, and size 3 in Table 1, respectively. This size is the most common size in an image in a known image library, and the results of the test are shown in Table 1.

It can be seen from Table 1 that the convolution operation using the Fourier transform greatly speeds up the image processing process, and the optimization time multiplier is from 267 to 1210 times, and as the image size increases, the optimization factor also increases.

**Fig. 11** Positioning flow chart of pointer instrument.
At the same time, the experiment also compared and analyzed a variety of image feature point detection and matching algorithms: SIFT, SURF, ORB5000, ORB10000, and AKAZE. The comparison results are shown in Table 2.

It can be seen from Table 2 that AKAZE is the best method only in terms of the MSE, and its difference value is lower than other methods. From the perspective of time, AKAZE also takes the lowest time, only 200 ms. Therefore, AKAZE is used as the final image registration method in this paper.

Our project has collected a large number of samples, especially China Southern Power Grid, which provides many actual samples of substations for this paper. In this paper, some

| Algorithm | InLine | OutLine | InLineRate | CostTime | MSE  |
|-----------|--------|---------|------------|----------|------|
| SIFT      | 30     | 1174    | 0.0249     | 0.6064   | 112.361 |
| SURF      | 23     | 1483    | 0.0153     | 1.1309   | 112.123 |
| ORB5000   | 397    | 561     | 0.4144     | 0.2768   | 8.407  |
| ORB10000  | 355    | 621     | 0.3637     | 0.3563   | 5.882  |
| AKAZE     | 32     | 6       | 0.8421     | 0.2087   | 1.684  |

Fig. 12 Partial test images of pointer instrument.
representative pointer instrument images are selected for sample expansion. Generalization operations, such as rotation, translation, scaling, stretching, contrast transformation, and brightness transformation, are performed on these images. A total of 150 test samples, including the original image, are obtained to test the performance of the algorithm. Limited by the length of the paper, Fig. 12 shows some test samples ($6 \times 9 = 54$).

To obtain the accuracy of the algorithm to recognize the pointer meter, based on the test sample, we have done three sets of experiments. The results are shown in Table 3.

It can be seen from the experimental results that the proposed algorithm performs well in the test set, and the average recognition accuracy of the pointer instrument is as high as 99.36%. It also confirms that the proposed pointer instrument positioning algorithm has good robustness to perspective transformation, illumination change, and other factors. High-precision pointer instrument positioning ensures the accuracy of pointer readings, with an average error of 2.10%. Therefore, the method proposed in this paper can be accurate pointer instrument positioning, pointer reading accuracy to meet the actual requirements.

### 7 Conclusion

Aiming at the positioning problem of pointer instrument in substation intelligent inspection robot system, the stable LARK feature combined with PCA algorithm is used to highlight the edge feature of the instrument and improve the accuracy of the instrument positioning. At the same time, multiscale detection of the input image at different scales of LARK feature map can effectively prevent missed detection, and is also applicable to the case where there are multiple pointer instruments. Then, the sliding window method is used to detect the input image of pointer instrument, which can be used when there are multiple pointer instruments in the image. In view of the slow matching problem of sliding window, Fourier transform is used to accelerate the convolution operation and improve the positioning speed of the instrument. Finally, through image registration, the positioning error caused by the angle of view deflection of the input image of the pointer instrument can be effectively solved. The grid motion statistical method is used to eliminate the wrong matching point, and the RANSAC method is used to process the remaining matching points, and improved registration accuracy of pointer instrument area positioning. The registration accuracy of the regional positioning provides high-precision positioning for subsequent pointer instrument reading recognition. The method can realize the accurate positioning of the pointer instrument in the intelligent inspection system of electric power, chemical industry, and petroleum industry, and can be used for the case where there are multiple pointer instruments in the input image. The method has good adaptability, strong real-time performance, and accuracy.

### Acknowledgments

This work was supported by the National Natural Science Foundation of China (No. 61672244), the Hubei Province Natural Science Foundation of China (No. 2019CFB526), and the Key Technology Project of China Southern Power Grid (GZKJQQ00000164). No conflicts of interest, financial or otherwise, are declared by the authors.
References

1. Y. He, M. Yan, and K. Zhang, “Pointer instrument recognition algorithm and its application in electric power inspection,” *Meas. Control Technol.*, 40(1), 114–117+122 (2021).
2. Y. Shen, W. Xiong, and W. Huang, “Instrument recognition based on template matching and Hough circle detection,” *Comput. Technol. Dev.*, 31(4), 69–73 (2021).
3. L. Xie et al., “Analysis and research on over fitting of image recognition based on convolutional neural network,” *Software Eng.*, 22(10), 26–29 (2019).
4. D. Lijie, “Research on image enhancement technology under mine non-uniform illumination,” Master, Xi’an University of Science and Technology, Control Theory and Control Engineering (2014).
5. X. Fei, “Research and application of matching algorithm based on image feature extraction and feature point description,” Master, University of Electronic Science and Technology, Communication and Information System (2013).
6. H. J. Seo and P. Milanfar, “Training-free, generic object detection using locally adaptive regression kernels,” *IEEE Trans. Pattern Anal. Mach. Intell.*, 32(9), 1688–1704 (2010).
7. Z. X. Xiangruxi et al., “Image saliency detection algorithm based on adaptive LARK feature,” *J. Changzhou Inst. Technol.*, 30(004), 23–27 (2017).
8. L. Liu et al., “Data feature extraction based on PCA model,” *Archit. Eng. Technol. Design*, 5(14), 4908+4905 (2017).
9. X. He and P. Niyogi, “Locality preserving projections, LPP,” *Adv. Neural Inf. Process. Syst.*, 16(1), 186–197 (2002).
10. C. Dubout, “Exact acceleration of linear object detectors,” *Lect. Notes Comput. Sci.*, 7574, 301–311 (2012).
11. D. G. Lowe, “Distinctive image features from scale-invariant keypoints,” *Int. J. Comput. Vision*, 60(2), 91–110 (2004).
12. H. Bay et al., “Speeded-up robust features (SURF),” *Comput. Vision Image Understanding*, 110(3), 346–359 (2008).
13. E. Rublee et al., “ORB: an efficient alternative to SIFT or SURF,” in *Int. Conf. Comput. Vision*, IEEE, pp. 2564–2571 (2011).
14. P. F. Alcantarilla and T. Solutions, “Fast explicit diffusion for accelerated features in non-linear scale spaces,” *IEEE Trans. Patt. Anal. Mach. Intell.*, 34(7), 1281–1298 (2011).
15. Y. Ke and R. Sukthankar, “PCA-SIFT: a more distinctive representation for local image descriptors,” in *Proc. IEEE Comput. Soc. Conf. Comput. Vision and Pattern Recognit.*, IEEE, Vol. 2, pp. II–506 (2004).
16. J. M. Morel and G. Yu, “ASIFT: a new framework for fully affine invariant image comparison,” *SIAM J. Imaging Sci.*, 2(2), 438–469 (2009).
17. K. M. Yi et al., “LIFT: learned invariant feature transform,” *Lect. Notes Comput. Sci.*, 9910, 467–483 (2016).
18. J. W. Bian et al., “GMS: grid-based motion statistics for fast, ultra-robust feature correspondence,” in *IEEE Conf. Comput. Vision and Pattern Recognit.*, IEEE, pp. 2828–2837 (2017).
19. F. Tarsha-Kurdi, T. Landes, and P. Grussenmeyer, “Hough-transform and extended ransac algorithms for automatic detection of 3D building roof planes from lidar data,” in *ISPRS Workshop on Laser Scanning and SilviLaser*, Vol. 36, pp. 07–412 (2007).

Gang Peng received his doctoral degree from the Department of Control Science and Engineering, Huazhong University of Science and Technology (HUST) in 2002. Currently, he is an associate professor in the Department of Automatic Control, School of Artificial Intelligence and Automation, HUST. He is also a senior member of the China Embedded System Industry Alliance and the China Software Industry Embedded System Association, a senior member of the Chinese Electronics Association, and a member of the Intelligent Robot Professional Committee of Chinese Association for Artificial Intelligence. His research interests include intelligent robots, machine vision, multisensor fusion, machine learning, and artificial intelligence.

Bing Du received his master’s degree from the Department of Automatic Control, School of Artificial Intelligence and Automation, Huazhong University of Science and Technology,
Wuhan, China, in 2019. His research interests include intelligent robots and perception algorithms.

**Chong Cao** received his bachelor’s degree from the School of Automation, NanChang University, China, in 2021. He is currently a graduate student in the Department of Automatic Control, School of Artificial Intelligence and Automation, Huazhong University of Science and Technology, Wuhan, China. His research interests are intelligent robots and perception algorithms.

**Dingxin He** received his master’s degree from the Department of Automatic Control, Huazhong University of Science and Technology (HUST) in 1995. Currently, he is a professor in the Department of Automatic Control, School of Artificial Intelligence and Automation, HUST. His research interests include intelligent robots, embedded system, and artificial intelligence.