Towards Interpretable Machine Learning: Transparent Deep Neural Networks and Beyond

Wojciech Samek†*, Member, IEEE, Grégoire Montavon†*, Sebastian Lapuschkin, Christopher J. Anders, and Klaus-Robert Müller*, Member, IEEE

Abstract—With the broader and highly successful usage of machine learning in industry and the sciences, there has been a growing demand for explainable AI. Interpretability and explanation methods for gaining a better understanding about the problem solving abilities and strategies of nonlinear Machine Learning such as Deep Learning (DL), LSTMs, and kernel methods are therefore receiving increased attention. In this work we aim to (1) provide a timely overview of this active emerging field and explain its theoretical foundations, (2) put interpretability algorithms to a test both from a theory and comparative evaluation perspective using extensive simulations, (3) outline best practice aspects i.e. how to best include interpretation methods into the standard usage of machine learning and (4) demonstrate successful usage of explainable AI in a representative selection of application scenarios. Finally, we discuss challenges and possible future directions of this exciting foundational field of machine learning.
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I. INTRODUCTION

A main goal of machine learning is to learn accurate decision systems respectively predictors that can help automatizing tasks, that would otherwise have to be done by humans. Machine Learning (ML) has supplied a wealth of algorithms that have demonstrated important successes in the sciences and industry; most popular ML work horses are considered to be kernel methods (e.g. [150], [126], [104], [123], [154]) and particularly during the last decade deep learning methods (e.g. [21], [43], [87], [80], [124], [54]) have gained highest popularity.

As ML is increasingly used in real-world applications, a general consensus has emerged that high prediction accuracy alone may not be sufficient in practice [85], [24], [123]. Instead, in practical engineering of systems, critical features that are typically considered beyond excellent prediction itself are (a) robustness of the system to measurement artefacts or adversarial perturbations [141], (b) resilience to drifting data distributions [40], (c) ability to accurately assess the confidence of its own predictions [111], [107], (d) safety and security aspects [19], [66], [23], [153], (e) legal requirements or adherence to social norms [45], [49], (f) ability to complement human expertise in decision making [64], or (g) ability to reveal to the user the interesting correlations it has found in the data [70], [127].

Orthogonal to the quest for better and more holistic machine learning models, interpretable ML [123], [50], [90], [100], [162], [48], [16], [12] has developed as a subfield of machine learning that seeks to augment the training process, the learned representations and the decisions with human-interpretable explanations. An example is medical diagnosis, where the input examples (e.g. histopathological images) come with various artifacts (e.g. stemming from image quality or suboptimal annotations) that have in principle nothing to do with the diagnostic task, yet, due to the limited amount of available data, the ML model may harvest specifically these spurious correlations with the prediction target (e.g. [50], [138]). Here interpretability could point at anomalous or awkward decision behavior before harm is caused in a later usage as a diagnostic tool.

Similarly essential when using ML in the sciences is again interpretability, since ideally, the transparent ML model — having learned from data — may have embodied scientific knowledge that would subsequently provide insight to the scientist, occasionally this can even be novel scientific insight (see e.g. [127]). — Note that in numerous scientific applications it has been most common so far to use linear models [118], favoring interpretability often at the expense of predictivity (see e.g. [51], [93]).

To summarize, there is a strong push toward better understanding ML systems that are being used and in consequence blackbox algorithms are more and more abandoned for many applications. This growing consensus has led to a strong growth of a subfield of ML, namely explainable AI (XAI) that strives to produce transparent nonlinear learning methods, and supplies novel theoretical perspectives on machine learning models, along with powerful practical tools for a better understanding and interpretation of AI systems.

In this review paper, we will summarize the recent exciting developments, present different classes of XAI methods, provide theoretical insights, and highlight the current best practices when applying interpretability. Note finally, that we do not attempt an encyclopedic treatment of all available XAI
literature, rather, we present a slightly biased point of view illustrating the main ideas (and in doing so we often draw from the work of the authors) and providing — to the best of our knowledge — reference to related work for further reading.

II. TOWARDS EXPLAINING DEEP NEURAL NETWORKS

To introduce basic concepts of interpretable machine learning, in particular, what is an explanation, and how to produce it, we will consider as a starting point a fairly general class of machine learning models. The model will be assumed to have been fully trained and its prediction behavior to be describable in an abstract manner by a function

\[ f : \mathbb{R}^d \rightarrow \mathbb{R}. \]

This function receives as input a vector of real-valued features \( \mathbf{x} = (x_1, \ldots, x_d) \) typically corresponding to various sensor measurements. The function produces as an output a real-valued score on which the decision is based. Classification results are then obtained by verifying whether the output is above a certain threshold or larger than the output of other functions representing the remaining classes. The function output can be interpreted as the amount of evidence for/against deciding in favor of a certain class. A sketch of such function receiving two features \( x_1 \) and \( x_2 \) as input is given in Fig. 1.

![Fig. 1. Example of a nonlinear function of the input features, which produces some prediction. The function can be approximated locally as a linear model.](image)

In a medical scenario, the function may receive as input an array of clinical variables, and the output of the function may be a prediction of the medical condition \([77]\). In an engineering setting, the input could be the composition of some compound material, and the output could be a prediction of its strength \([156]\) or stability.

Suppose a given instance is predicted by the machine learning model to be healthy, or a compound material is predicted to have high strength. We may choose to trust the prediction and go ahead with next step within an application scenario. However, we may benefit from taking a closer look at that prediction, e.g. to verify that the prediction ‘healthy’ is associated to relevant clinical information, and not some spurious features that accidentally correlate with the predicted quantity in the dataset \([82], [85]\). Such problem can often be identified by building an explanation of the ML prediction \([85]\).

Conversely, suppose that another instance is predicted by the machine learning model to be of low health or low strength. Here, an explanation could prove equally useful as it could hint at actions to be taken on the sample to improve its predicted score \([149]\), e.g. possible therapies in a medical setting, or small adjustments of the compound design that lead to higher strength.

A. How to Explain: Global vs. Local

Numerous approaches have emerged to shed light onto machine learning predictions. Certain approaches such as activation-maximization \([135], [108], [106]\) aim at a global interpretation of the model, by identifying prototypical cases for the output quantity \( \mathbf{x}^* = \arg \max_{\mathbf{x}} f(\mathbf{x}) \) and allowing in principle to verify that the function has a high value only for the valid cases. While these prototypical cases may be interesting per se, both for model validation or knowledge discovery, such prototypes will be of little use to understand for a given example \( \mathbf{x} \) (say, near the decision boundary) what features play in favor or against the model output \( f(\mathbf{x}) \).

Specifically, we would like to know for that very example what input features contribute positively or negatively to the given prediction. These local analyses of the decision function have received growing attention and many approaches have been proposed \([14], [159], [13], [116], [142]\). For simple models with limited nonlinearity, the decision function can be approximated locally as the linear function \([13]\):

\[
\hat{f}(\mathbf{x}) \approx \sum_{i=1}^{d} \left( \nabla f(\mathbf{x}) \right)_i \cdot (x_i - \bar{x}_i) R_{i},
\]

where \( \bar{x} \) is some nearby root point (cf. Fig. 1). This expansion takes the form of a weighted sum over the input features, where the summands reveals that a feature \( x_i \) will be attributed strong relevance if the following two conditions are met: (1) the feature must be expressed in the data, i.e. it differs from the reference value \( \bar{x}_i \), and (2) the model output should be sensitive to the presence of that feature, i.e. \( |\nabla f(\mathbf{x})|_i \neq 0 \). An explanation for the prediction can then be formed by the vector of relevance scores \( (R_{i}) \). It can be given to the user as a histogram over the input features or as a heatmap.

For illustration, consider the problem of explaining a prediction for a data point from the Concrete Compressive Strength Data Set \([156]\). For this data point, a simple two-layer neural network model predicts a low compressive strength. Applying the analysis above gives an explanation for this prediction, which we show in Fig. 2.

![Fig. 2. Input example predicted to have low compressive strength, and a feature-wise explanation of the prediction. Red and blue color indicate positive and negative contributions.](image)
For this example low cement concentration and below average age are factors of low compressive strength, although this is partly compensated by a high quantity of blast furnace slag.

Furthermore, for an explanation to be interpretable by its receiver, the latter must be able to make sense of the input features. Some features such as ‘cement’, ‘water’, and ‘age’, are understandable to everyone, however, more technical terms such as ‘blast furnace slag’ or ‘superplasticizer’ may only be accessible to a domain expert. Therefore, when using these explanation techniques, we make the implicit assumption that those input features are interpretable to the receiver.

**B. Deep Networks and the Difficulty of Explaining Them**

In practice, linear models or shallow neural networks may not be sufficiently expressive to predict the task optimally. Deep neural networks have been proposed as a way of producing more predictive models. They can be abstracted as a sequence of layers

\[ f(x) = f_L \circ \cdots \circ f_1(x), \]

where each layer applies a linear transformation followed by an element-wise nonlinearity. Combining a large number of these layers endows the model with high prediction power. DNNs have proven especially successful on computer vision tasks [80], [136], [52]. However, DNN models are also much more complex and nonlinear, and quantities entering into the simple explanation model of Eq. (1) become considerably harder to compute and to estimate reliably.

A first difficulty comes from the multiscale and distributed nature of neural network representations. Some neurons are activated for only a few data points, whereas others apply more globally. The prediction is thus a sum of local and global effects, which makes it difficult (or impossible) to find a root point \( \tilde{x} \) that linearly expands to the prediction for the data point of interest. The transition from the global to local effect indeed introduces a nonlinearity, which Eq. (1) cannot capture.

A second source of instability arises from the high depth of recent neural networks, where a ‘shattered gradient’ effect was observed [15], noting that the gradient locally resembles white noise. In particular, it can be shown that for deep rectifier networks, the number of discontinuities of the gradient can grow in the worst case exponentially with depth [101]. The shattered gradient effect is illustrated in Fig. 3 (left) for the well-established VGG-16 network [136]: The network is fed multiple consecutive video frames of an athlete lifting a barbell, and we observe the prediction for the output neuron ‘barbell’. The gradient of the prediction is changing its value much more quickly than the prediction itself. An explanation based on such gradient would therefore inherit this noise.

A last difficulty comes from the challenge of searching for a root point \( \tilde{x} \) on which to base the explanation, that is both close to the data and not an adversarial example [44], [107]. The problem is illustrated in Fig. 3 (right), where we showcase a reference point \( \tilde{x} \) that does not carry any meaningful visual difference to the original data \( x \), but for which function output has changed dramatically. The problem of adversarial examples can be explained by the gradient noise, that causes the model to ‘overreact’ to certain pixel-wise perturbations, and also by the high dimensionality of the data \((224 \times 224 = 50176 \text{ pixels for the ImageNet dataset})\) where many small pixel-wise effects cumulate into a large effect on the model output.

**III. PRACTICAL METHODS FOR EXPLAINING DNNs**

In view of the multiple challenges posed by analyzing deep neural network functions, building robust and practical methods to explain their decisions has developed into an own research area [100], [48], [123] and an abundance of methods have been proposed. In parallel, efficient software (cf. Appendix C for a list) makes these newly developed methods readily usable in practice, and allows researchers to perform systematic comparisons between them on reference models and datasets.

In this section, we focus on four families of explanation techniques: Interpretable Local Surrogates, Occlusion Analysis, Gradient-based techniques, and Layer-Wise Relevance Propagation. In our view, these techniques exemplify the current diversity of possible approaches to explaining predictions in terms of input features, and taken together provide a broad coverage of the types of models to explain and the practical use cases. We give references to further related methods in the corresponding subsections. Table III in Appendix C provides a glossary of all referenced methods.

**A. Interpretable Local Surrogates [116]**

This category of methods aims to replace the decision function by a local surrogate model that is structured in a way that it is self-explanatory (an example of a self-explanatory model is the linear model). This approach is embodied in the LIME algorithm [116], which was successfully applied to DNN classifiers for images and text. Explanation can be achieved by first defining some local distribution \( p_x(\xi) \) around our data point \( x \), learning the parameter \( v \) of the linear model that best matches the function locally:

\[
\min_v \int [f(\xi) - v^\top \xi]^2 \cdot dp_x(\xi)
\]
and then extracting local feature contributions, e.g. \( R_i = \nu_i x_i \). Because the method does not rely on the gradient of the original DNN model, it avoids some of the difficulties discussed in Section II-B. The LIME method also covers the incorporation of sparsity or simple decision tree to the surrogate model to further enhance interpretability. Additionally, the learned surrogate model may be based on its own set of interpretable features, allowing to produce explanations in terms of features that are maximally interpretable to the human. Interpretable structures are also contained in much more complex models. For example, the CAM architecture \([163]\) is formed by a sequence of convolutional layers followed by a top-level Global Average Pooling \([89]\) that aggregates class features at various spatial locations. Relevant spatial locations are then readily given by the activations that enter into this top-level pooling layer.

B. Occlusion Analysis \([159]\)

Occlusion Analysis is a particular type of perturbation analysis where we repeatedly test the effect on the neural network output, of occluding patches or individual features in the input image \([159], [165]\): 

\[
R_i = f(x) - f(x \oplus (1 - m_i))
\]

where \( m_i \) is an indicator function for the patch or feature to remove, and ‘\( \oplus \)’ denotes the element-wise product. A heatmap \( (R_i)_j \) can be built from these scores highlighting locations where the occlusion has caused the strongest decrease of the function. Because occlusion may produce visual artefacts, inpainting occluded patterns (e.g. using a generative model \([2]\) rather than setting them to gray was proposed as an enhancement. A further extension of occlusion analysis is Meaningful Perturbation \([38]\) where an occluding pattern is synthesized, subject to a sparsity constraint, in order to engender the maximum drop of the function value \( f \). The explanation is then readily given by the synthesized pattern. The perturbation-based approach was latter embedded in a rate distortion theoretical framework \([94]\).

C. Integrated Gradients / SmoothGrad \([142], [137]\)

The first method we consider is Integrated Gradients \([142]\). It explains by integrating the gradient \( \nabla f(x) \) along some trajectory in input space connecting some root point \( \tilde{x} \) to the data point \( x \). The integration process addresses the problem of locality of the gradient information (cf. II-B), making it well-suited for explaining functions that have multiple scales. In the simplest form, the trajectory is chosen to be the segment \( \tilde{x} \rightarrow x \) connecting some root point to the data. Integrated gradients defines feature-wise scores as:

\[
R_i(x) = (x_i - \tilde{x}_i) \cdot \int_0^1 [\nabla f(\tilde{x} + t \cdot (x - \tilde{x}))]_i \, dt
\]

It can be shown that these scores satisfy \( \sum_i R_i(x) = f(x) \) and thus constitute a complete explanation. If necessary, the method can be easily extended to any trajectories in input space. For implementation purposes, integrated gradients must be discretized. Specifically, the continuous trajectory is approximated by a sequence of data points \( x^{(1)}, \ldots, x^{(N)} \). Integrated gradients is then implemented as shown in Algorithm 1

**Algorithm 1 Integrated Gradients**

\[
R = 0
\]

\[
\text{for } n = 1 \text{ to } N - 1 \text{ do}
\]

\[
R = R + \nabla f(x^{(n)}) \odot (x^{(n+1)} - x^{(n)})
\]

\[
\text{end for}
\]

\[
\text{return } R
\]

The gradient can easily be computed using automatic differentiation. The operation ‘\( \odot \)’ denotes the element-wise product. The larger the number of discretization steps, the closer the output gets to the integral form, but the more computationally expensive the procedure gets.

Another popular gradient-based explanation method is SmoothGrad \([137]\). The function’s gradient is averaged over a large number of locations corresponding to small random perturbations of the original data point \( x \):

\[
\nabla_{\text{smooth}} f(x) = \mathbb{E}_{\varepsilon \sim N(0, \sigma^2 I)} [\nabla f(x + \varepsilon)]
\]

Like the method’s name suggests, the averaging process ‘smooths’ the explanation, and in turn also addresses the shattered gradient problem described in Section II-B (See also \([102], [14], [135]\) for earlier gradient-based explanation techniques).

In Section IV, we experiment with a combination of Integrated Gradients and SmoothGrad \([137]\), where relevance scores obtained from Integrated Gradients are averaged over several integration paths that are drawn from some random distribution. The resulting method preserves the advantages of Integrated Gradients and further reduces the gradient noise.

D. Layer-Wise Relevance Propagation \([13]\)

The Layer-wise Relevance Propagation (LRP) method \([13]\) makes explicit use of the layered structure of the neural network and operates in an iterative manner to produce the explanation. Consider the neural network

\[
f(x) = f_L \circ \cdots \circ f_1(x)
\]

First, activations at each layer of the neural network are computed until we reach the output layer. The activation score in the output layer forms the prediction. Then, a reverse propagation pass is applied, where the output score is progressively redistributed, layer after layer, until the input variables are reached. The redistribution process follows a conservation principle analogous to Kirchoff’s laws in electrical circuits. Specifically, all ‘relevance’ that flows into a neuron at a given layer flows out towards the neurons of the layer below. At a high-level, the LRP procedure can be implemented as a forward-backward loop, as shown in Algorithm 2

The function \texttt{relprop} performs redistribution from one layer to the layer below and is based on ‘propagation rules’ defining the exact redistribution policy. Examples of propagation rules are given later in this section, and their implementation is provided in Appendix B. The LRP procedure is shown graphically in Fig. 4.
Algorithm 2 Layer-wise Relevance Propagation
\[
\alpha^{(0)} = x
\]
for \( l = 1 \ldots L \) do
\[
\alpha^{(l)} = f_l(\alpha^{(l-1)})
\]
end for
\[
R^{(L)} = \alpha^{(L)}
\]
for \( l = L \ldots 1 \) do
\[
R^{(l-1)} = \text{relprop}(\alpha^{(l-1)}, R^{(l)}, f_l)
\]
end for
return \( R^{(0)} \)

Fig. 4. Illustration of the LRP propagation procedure applied to a neural network. The prediction at the output is propagated backward in the network, using various propagation rules, until the input features are reached. The propagation flow is shown in red.

While LRP can in principle be performed in any forward computational graph, a class of neural networks which is often encountered in practice, and for which LRP comes with efficient propagation rules that can be theoretically justified (cf. Section V) is deep rectifier networks [42]. The latter can be in large part abstracted as an interconnection of neurons of the type:
\[
a_k = \max(0, \sum_{a_j} a_j w_{jk}),
\]
where \( a_j \) denotes some input activation, and \( w_{jk} \) is the weight connecting neuron \( j \) to neuron \( k \) in the layer above. The notation \( \sum_{a_j} \) indicates that we sum over all neurons \( j \) in the lower layer plus a bias term \( w_{0k} \) with \( a_0 = 1 \). For this class of networks, various propagation rules have been proposed (cf. Fig. 4). For example, the LRP-\( \gamma \) rule [98] defined as
\[
R_j = \sum_k \frac{a_j (w_{jk} + \gamma w_{jk}^+) - R_k}{\sum_{a_j} a_j (w_{jk} + \gamma w_{jk}^+)} R_k
\]
redistributes based on the contribution of lower-layer neurons to the given neuron activation, with a preference for positive contributions over negative contributions. This makes it particularly robust and suitable for the lower-layer convolutions. Other propagation rules such as LRP-\( \epsilon \) or LRP-0 are suitable for other layers [98]. Additional propagation rules have been proposed for special layers such as min/max pooling [13], [68] and LSTM blocks [11], [9]. Furthermore, a number of other propagation techniques have been proposed [133], [132], [81], [160] with some of the rules overlapping with LRP for certain choices of parameters. For a technical overview of LRP including a discussion of the various propagation rules and further recent heuristics, see [98].

An inspection of Eq. (2) shows an important property of LRP, that of conserving relevance from layer to layer, in particular, we can show that in absence of bias terms, \( \sum_j R_j = \sum_k R_k \). A further interesting property of this propagation rule is ‘smoothing’. Consider relevance can be written as \( R_j = a_j c_j \) and \( R_k = a_k c_k \) a product of activations and factors. Those factors can be directly related by the equation
\[
c_j = \sum_k (w_{jk} + \gamma w_{jk}^+) \frac{\max(0, \sum a_j a_j w_{jk})}{\sum a_j a_j (w_{jk} + \gamma w_{jk}^+)} c_k.
\]

This equation can be interpreted as a smooth variant of the chain rule for derivatives used for computing the neural network gradient [97]. Thus, analogous to SmoothGrad [137], LRP also performs some gradient smoothing, however, it embeds it tightly into the deep architecture, so that only a single backward pass is required. In addition to smoothing, Eq. 3 can also be interpreted as a gradient that has been biased to positive values, an idea also found in methods such as DeconvNet [159] or Guided Backprop [139]. This modified gradient view on LRP can also be leveraged to achieve a simpler and more general implementation of LRP based on ‘forward hooks’, which we describe in the second part of Appendix [8] and which we use to apply LRP on VGG-16 [136] and ResNet-50 [52] in Section IV.

IV. COMPARING EXPLANATION METHODS

The methods presented in Section III highlight the variety of approaches available for attributing the prediction of a deep neural network to its input features. This variety of techniques also translates into a variety of qualities of explanations. Illustrative examples of images and the explanation of predicted evidence for the ground truth class as produced by the different explanation methods are shown in Fig. 5. Occlusion Analysis is performed by occluding patches of size 32 × 32 pixels with stride 16. Integrated Gradients performs 5 integration steps starting from 5 random points near the origin in order to add smoothing (cf. Appendix [A]), resulting in 25 function evaluations. LRP explanations are obtained by applying the same LRP rules as in [98]. We observe the following qualitative properties of the explanations: Occlusion-based explanations are coarse and are indicating relevant regions rather than the relevant pixel features. Integrated Gradients produces very fine pixel-wise explanations containing both substantial amount of evidence in favor and against the prediction (red and blue pixels). LRP preserves the fine explanation structure but tends to produce less negative scores and attributes relevance to whole features rather than individual pixels.

In practice, it is important to reach an objective assessment of how good an explanation is. Unfortunately, evaluating
Algorithm 3 Pixel-Flipping

\[ p_{\text{curve}} = [] \]

\[
\text{for } p \text{ in } \text{argsort}(-R) \text{ do} \\
\quad x \leftarrow x - \{x_p\} \text{ (remove pixel } p \text{ from the image).} \\
\quad p_{\text{curve}}.\text{append}(f(x)). \\
\text{end for} \\
\text{return } p_{\text{curve}}
\]

Fig. 5. Examples of images from ImageNet [121] with classes ‘space bar’, ‘beacon/lighthouse’, ‘snow mobile’, ‘viaduct’, ‘greater swiss mountain dog’. Images are correctly predicted by the VGG-16 [136] neural network, and shown along with an explanation of the predictions. Different explanation methods lead to different qualities of explanation.

Fig. 6. Pixel-flipping experiment for testing faithfulness of the explanation. We remove pixels found to be the most relevant by each explanation method and verify how quickly the output of the network decreases.

We observe that for all explanation methods, removing relevant features quickly destroys class evidence. In particular, they perform much better than a random explanation baseline. Fine differences can however be observed between the methods: For example, LRP performs better on VGG-16 than on ResNet-50. This can be explained by VGG-16 having a more explicit structure (standard pooling operations for VGG-16 vs. strided convolution for ResNet-50), which better supports the process of relevance propagation (see also [117] for a discussion of the effect of structure on the performance of explanation methods).

A. Faithfulness

Faithfulness is a property of the explanation to reliably and comprehensively represent the decision structure of the analyzed ML model. A practical technique to quantify faithfulness is ‘pixel-flipping’ [122]. The pixel-flipping procedure tests the faithfulness of an explanation by verifying whether removing the features highlighted by the explanation (as most relevant) leads to a strong decay of the network prediction abilities. The procedure is summarized in Algorithm 3.

Pixel-flipping runs from the most to the least relevant input features, iteratively removing them and monitoring the evolution of the neural network output. The series of recorded decaying prediction scores can be plotted as a curve. The faster the curve decreases, the more faithful the explanation method is w.r.t. the decision of the neural network. The pixel-flipping curve can be computed for a single example, or averaged over a whole dataset in order to get a global estimate of the faithfulness of an explanation algorithm under study.

Fig. 6 applies pixel-flipping to the three considered explanation methods and on two models: VGG-16 [136] and ResNet-50 [52]. At each step of pixel-flipping, removed pixels are imputed using a simple inpainting algorithm, which avoids introducing visual artefacts in the image.
adversarial example [144], [107], i.e. an example whose visual content clearly disagrees with the prediction at the output of the network. We note that Occlusion and LRP do not run into such adversarial examples. For these methods, pixel-flipping steadily and comprehensively removes features until class evidence has totally disappeared.

Overall, the pixel-flipping algorithm characterizes various aspects of the faithfulness of an explanation method. We note however that faithfulness of an explanation does not tell us how easy it will be for a human to make sense of that explanation. We address this other key requirement of an explanation in the following section.

B. Human Interpretability

Here, we discuss whether the presented explanation techniques deliver results that are meaningful to the human, i.e. whether the human can gain understanding into the classifier’s decision strategy from the explanation. Human interpretability is hard to define in general [65]. Different users may have different capabilities at reading explanations and at making sense of the features that support them [116], [108]. For example, the layman may wish for a visual interpretation, even approximate, whereas the expert may prefer an explanation supported by a larger vocabulary, including precise scientific or technical terms [14].

For the image classification setting, interpretability can be quantified in terms of the amount of information contained in the heatmap (e.g. as measured by the file size). An explanation with a small associated file size is more likely to be interpretable by a human. The table below shows average file sizes (in bytes) associated to the various explanation techniques and for two neural networks.

|       | Occ | IG   | LRP   |
|-------|-----|------|-------|
| VGG-16 | 698.4 | 5795.0 | 1828.3 |
| ResNet-50 | 693.6 | 5978.0 | 2928.2 |

We observe that occlusion produces the lowest file size and is therefore the most ‘interpretable’. It indeed only presents to the user rough localization information without going into the details of which exact feature has supported the decision as done e.g. by LRP. On the other side of the interpretability spectrum we find Integrated Gradients. In the explanations this last method produces, every single pixel contains information, and this makes it clearly overwhelming to the human.

In practice, neural networks do not need to be explained in terms of input features. For example, the TCAV method [71] considers directional derivatives in the space of activations (where the directions correspond to higher-level human-interpretable concepts) in place of the input gradient. Similar higher-level interpretations are also possible using the Occlusion and LRP methods, respectively by perturbing groups of activations corresponding at a given layer to a certain concept, or by stopping the LRP procedure at the same layer and pooling scores on some group of neurons representing the desired concept.

C. Applicability and Runtime

Faithfulness and interpretability do not fully characterize the overall usefulness of an explanation method. To characterize usefulness, we also need to determine whether the explanation method is applicable to a range models that is sufficient large to include the neural network model of interest, and whether explanations can be obtained quickly with finite compute resources.

Occlusion-based explanations are the easiest to implement. These explanations can be obtained for any neural network even those that are not differentiable. This also includes networks for which we do not have the source code and where we can only access their prediction through some online server. Technically, occlusion can therefore be used to understand the predictions of third-party models such as https://cloud.google.com/vision/ and https://www.clarifai.com/models. Integrated gradients requires instead for each prediction an access to the neural network gradient. Given that most machine learning models are differentiable, this method is widely applicable also for neural networks with complex structures, such as ResNets [52] or SqueezeNets [62]. Integrated Gradients is also easily implemented in state-of-the-art ML frameworks such as PyTorch or TensorFlow, where we can make use of automatic differentiation. Layer-wise Relevance Propagation assumes that the model is structured as (or can be converted to [67], [68]) a neural network with a canonical sequence of layers, for example, an alternation of linear/convolution layers, ReLU layers, and pooling layers. This stronger requirement and the implementation overhead caused by explicitly accessing the different layers (cf. Appendix B) will however be offset by a last characteristic we consider in this section, which is the computational cost associated producing the explanation. A runtime comparison of the three explanation methods studied here is given in the table below (measured in explanations per second).

|       | Occ | IG   | LRP   |
|-------|-----|------|-------|
| VGG-16 | 2.4 | 5.8  | 204.1 |
| ResNet-50 | 4.0 | 8.7  | 188.7 |

Occlusion is the slowest method as it requires to reevaluate the function for each occluded patch. For image data, the runtime of Occlusion increases quadratically with the step size, making the obtaining of high-resolution explanations with this method computationally prohibitive. Integrated Gradients inherits pixel-wise resolution from the gradient computation which is \(O(1)\) but requires multiple iterations for the integration. The runtime is further increased if performing an additional loop of smoothing. LRP is the fastest method in our benchmark by an order of magnitude. The LRP runtime is only approximately three times higher than that of computing a single forward pass. This makes LRP particularly convenient for the large-scale analyses we introduce in Section VI-B

---

1JPEG compression using the Pillow image processing library for python with a quality setting of 75/100 (standard settings).

2Explanations are computed in batches of (up to) 16 samples on a GPU and with explanation techniques implemented in PyTorch. Results are averaged over 10 repetitions.
where an explanation needs to be produced for every single example in the dataset.

V. UNIFYING VIEWS ON EXPLANATION METHODS

In parallel to developing explanation methods that address application requirements such as faithfulness, interpretability, usability and runtime, some works have focused on building theoretical foundations for the problem of explanation [99], [92] and establishing theoretical connections between the different methods [133], [5], [100].

Here, we consider frameworks based on Taylor expansions. This includes the basic Taylor decomposition procedure [13], [17] and as well as an extension of it, the Deep Taylor Decomposition [92]. We then show how Occlusion, Integrated Gradients, or LRP intersect for certain choices of parameters with these mathematical approaches.

A. Taylor Decomposition

Taylor expansions are a well-known mathematical framework to decompose a function into a series of terms associated to different degrees and combinations of input variables. The Taylor expansion of some smooth and differentiable function \( f: \mathbb{R}^d \rightarrow \mathbb{R} \) at some reference point \( \bar{x} \) is given by:

\[
\begin{align*}
f(x) &= f(\bar{x}) + \sum_i (\nabla f(\bar{x}))_i (x_i - \bar{x}_i) + \frac{1}{2} \sum_{i' \neq i} (\nabla^2 f(\bar{x}))_{ii'} (x_i - \bar{x}_i)(x_{i'} - \bar{x}_{i'}) + \ldots
\end{align*}
\]

where \( \nabla f \) and \( \nabla^2 f \) denote the gradient and the Hessian respectively. The zero-order term is the function value at the reference point and is zero if choosing a root point. There are as many first-order terms as there are dimensions and each of them is bound to a particular input variable. Thus, they offer a natural way of attributing a function value \( f(x) \) onto individual linear components. There are as many second-order terms as there are pairs of ordered variables, and even more third-order and higher-order terms. When the function is approximately locally linear, second and higher-order terms can be ignored, and we get the following simple attribution scheme:

\[
R_i = (\nabla f(\bar{x}))_i \cdot (x_i - \bar{x}_i),
\]

a product of the gradient and the input relative to our root point. In the general case, there are no closed-form approach to find the root point and it is instead obtained using an optimization technique.

B. Deep Taylor Decomposition

An alternate way of formalizing the problem of attribution of a function onto input features is offered by the recent framework of Deep Taylor Decomposition [92]. Deep Taylor Decomposition assumes the function is structured as a deep neural network and seeks to attribute the prediction onto input features by performing a Taylor decomposition at every neuron of each layer instead of directly on the whole neural network function. Deep Taylor decomposition assumes the output score have already been attributed onto some layer of activations \((a_k)_k\) and attribution scores are denoted by \(R_k\). Deep Taylor Decomposition then considers the function \(R_k(a)\) where \(a = (a_j)\) is the collection of neuron activations in the layer below. These quantities are illustrated in Fig. [7]

![Fig. 7. Graphical illustration of the function \(R_k(a)\) that DTD seeks to decompose on the input dimensions. Because \(R_k\) is complex, it is often replaced by an analytically more tractable model \(\hat{R}_k(a)\) that only depends on local activations.]

The function \(\hat{R}_k(a)\) is typically very complex as it corresponds to a composition of multiple forward and backward computations. This function can however be approximated locally by some ‘relevance model’ \(\hat{R}_k(a)\), the choice of which will depend on the method we have used for computing \(R_k\). We then compute a Taylor expansion of this function:

\[
\hat{R}_k(a) = \hat{R}_k(\bar{a}) + \sum_j (\nabla \hat{R}_k(\bar{a}))_j \cdot (a_j - \bar{a}_j) + \ldots
\]

The linear terms define ‘messages’ \(R_{j \rightarrow k}\) that can be redistributed to neurons in the lower layer, and messages received by a given neuron at a certain layer are summed to form a total relevance score:

\[
R_j = \sum_k (\nabla \hat{R}_k(\bar{a}^{(k)}))_j \cdot (a_j - \bar{a}_j^{(k)})
\]

here, we have added an index \(\{k\}\) to the root point to make explicit that different root points can be used for expanding different neurons. The redistribution procedure is iterated from the top layer towards the lower layers, until the input features are reached.

C. Embedding Explanation Methods into the (Deep) Taylor Decomposition Framework

Having described the simple and Deep Taylor Decomposition frameworks, we now present some results from the literature showing how some explanation methods reduce for certain choices of parameters to these frameworks. The different connections we outline here are summarized in Fig. [8]

We start with a connection between occlusion-based explanation and Taylor decomposition.

**Proposition 1.** When applied to homogeneous linear models (of the type \(f(x) = w^\top x\)), occlusion with patch size 1 and replacement value 0 is equivalent to a Taylor decomposition with root point \(\bar{x} = 0\).

This is shown by the chain of equations \(f(x) - f(x - \{x_i\}) = w_i x_i = (\nabla f(0))_i \cdot (x_i - 0)\). Integrated Gradients can
Fig. 8. Relation between explanation methods and Taylor decomposition / Deep Taylor Decomposition (DTD), for certain choices of hyperparameters and models.

also be reduced to a Taylor decomposition and this connection also holds in particular for deep rectifier networks (without biases):

**Proposition 2.** When applied to deep rectifier networks of the type \( f(x) = \rho(W_L \rho(\ldots \rho(W_2 \rho(W_1 x)))) \), Integrated Gradients with integration path \( \{x(0) = x, 0 < t \leq 1\} \) is equivalent to Taylor decomposition at \( \tilde{x} = x \varepsilon \) with \( \varepsilon \) almost zero.

This can be shown by making the preliminary observation that a deep rectifier network is linear with constant gradient on the segment \( (0, x] \) and then applying the chain of equations

\[
\int_{0}^{1} x(t) \frac{df(x)}{dx} dt = (1-\varepsilon x) \frac{df(x)}{dx} \left|_{x}^{x} \right. = \left( \frac{\nabla f(x)}{x} \right)_{x} (x - \varepsilon x),
\]

This connection, along with the observation that a single gradient evaluation of a deep network can be noisy (cf. Section IV-B) speaks against integrating on the segment \( [0, x] \). For this reason, we have opted in the experiments of Section IV to use a smoothed version of IG. A further result shows an equivalence between a ‘naïve’ version of LRP-0 and Taylor decomposition.

**Proposition 3.** For deep rectifier nets of the type \( f(x) = \rho(W_L \rho(\ldots \rho(W_2 \rho(W_1 x)))) \), applying LRP-0 at each layer is equivalent to a Taylor decomposition at \( \tilde{x} = x \varepsilon \) with \( \varepsilon \) almost zero.

This result can be derived by taking the LRP formulation of Eq. (3) and setting \( \gamma = 0 \). This equation then reduces to:

\[
c_j = \sum_k w_{jk} \text{step} \left( \sum_{\alpha_j} a_j w_{jk} \right) c_k
\]

where \( \text{step}(t) = 1_{t>0} \). This equation is exactly the one that propagates gradients in a deep rectifier network. Hence, the input relevance computed by LRP becomes

\[
R_t = x, c_j = x \left[ \frac{\nabla f(x)}{x} \right]_{x},
\]

for which we have already shown the equivalence to simple Taylor decomposition in the proposition above.

**Proposition 4.** For deep rectifier networks of the type \( f(x) = \rho(W_L \rho(\ldots \rho(W_2 \rho(W_1 x)))) \), applying LRP-\( \gamma \) is equivalent to performing one step of deep Taylor decomposition and choosing the nearest root point on the line \( a - ta \odot (1 + \gamma \cdot 1_{w_{jk} \geq 0}); t \in \mathbb{R} \).

We choose the relevance model \( \tilde{R}_k(a) = a_k (a) \cdot c_k \) with \( c_k \) constant (cf. [98] for a justification). Injecting the root point in the first-order terms of DTD (summands of Eq. (4)) gives:

\[
R_{j+k} = w_{jk} \cdot c_k \cdot (a_j - (a_j - ta_j) \cdot (1 + \gamma \cdot 1_{w_{jk} \geq 0})) = a_j \cdot (w_{jk} + \gamma w_{jk}^+ \cdot t) \cdot c_k
\]

where \( t \) is resolved using the conservation equation \( \sum_j R_{j+k} = R_k \). LRP-0 is a special case of LRP-\( \gamma \) with \( \gamma = 0 \). A similar procedure with another choice of reference point gives LRP-\( \varepsilon \) (cf. [98]).

VI. EXPLANATIONS FOR UNSUPERVISED LEARNING AND BEYOND

Deep neural networks have been shown to perform extremely well on classification or regression tasks, however for other problems such as anomaly detection or clustering, k-means and kernel-based models such as one-class SVMs respectively have remained highly popular workhorses. As these models are not given in the form of a neural network, and furthermore are composed of strongly nonlinear functions such as the exponential, a direct application of methods designed in the context of linear models and DNNs is not feasible.

A. Neuralization

Neuralization [67, 68] was recently introduced as a framework for explainable machine learning, where non-neural architectures are translated into neural networks, in order to enhance their explanation properties. In other words, we identify a neural network structure that is functionally equivalent to the model to explain and ensure that this functional ‘copy’ is furthermore only composed of ‘canonical’ neural network functions, e.g. linear or pooling. This general concept of neuralization was first introduced in the context of explanation methods for unsupervised learning, namely, one-class SVMs [68] and k-means clustering models [67], where combinations of kernel RBF functions can be rewritten as pooling operations over linear or distance functions.

1) Neuralizing Clustering: Consider a kernel k-means model of the type studied in [31]. For this type of model, and assuming a Gaussian kernel \( k(x, x') = \exp(-\gamma \|x - x'\|^2) \), the probability ratio in favor a given cluster \( \omega_c \) can be expressed as:

\[
P(\omega_c | x) = \frac{(Z_c^{-1} \sum_{\omega \in C} k(x, x))^\beta}{\sum_{k \neq c} (Z_k^{-1} \sum_{\omega \in C} k(x, x))^\beta} \gamma
\]

This is a power-assignment model applied to the kernel density functions of each cluster. The sets \( C \) and \( C_k \) are the representatives for clusters \( c \) and \( k \), and \( Z_c, Z_k \) are respective normalization factors. An example of decision function produced by this model for a three-cluster problem is shown in Fig. 9 (left). Clearly, Eq. (5) is an a priori non-composed of neurons. However, it can be reorganized into the following sequence of detection and pooling functions [67]:

\[
\log \left[ \frac{P(\omega_c | x)}{1 - P(\omega_c | x)} \right] = \beta \min_{k \neq c} \min_{j \in C_k} \max_{\omega \in C} \{w^\top_{ij} x + b_{ij} \}
\]

with \( w_{ij} = 2(x_i - x_j) \) and \( b_{ij} = \|x_i\|^2 - \|x_i\|^2 + \gamma^{-1}(\log Z_k - \log Z_c) \) are parameters of the first linear layer. This layer is followed by a hierarchy of log-sum-exp computations interpretable as canonical max- and min-pooling operations. The neuralized version of kernel k-means is depicted in Fig. 9 (right).
2) Neuralizing SoftMax Layers: The concept of neuralization can also be applied for the purpose of improving the explanation for deep neural networks. So far, we have explained quantities at the output of the last linear layer. Because these output quantities are unnormalized they may respond positively to several classes, thereby lacking selectivity. The problem of class selectivity was highlighted e.g. in [47], [63], [98] and practical solutions were proposed. Here, we present the ‘neuralization’ approach in [98], which first makes the observation that ratios of probabilities as given by the top-layer log-likelihood ratio [98]. Considering the latter quantity instead of the DNN output leads to a different explanation.

In the first explanation, both the passenger car and the locomotive can be seen to contribute. In the second explanation, the locomotive turns blue. The latter is indeed speaking for the class locomotive, which mechanistically lowers the probability for the class ‘passenger_car’ [98]. This example shows that it is important in presence of correlated features to precisely define what quantity (unnormalized score or logit) we would like to explain.

We note that while neuralization has served here to support LRP-type explanations, the concept could potentially be extended to other explanation frameworks. The identified neural network structure may help to gain further understanding of the model or provide intermediate representations that are potentially useful to solve related tasks.

B. Dataset-Wide Statistics on Explanations

In practice, we may not only be interested in explaining how the DNN predicts a single data point, but also in the statistics of them for a whole dataset. This may be useful to validate the model in a more complete manner. Let $f : \mathbb{R}^d \rightarrow \mathbb{R}$ be a function that takes a data point as input and predicts evidence for a certain class for each data point. Consider a dataset $x_1, \ldots, x_N$ of such data points. The total class evidence can be represented as a function $g : \mathbb{R}^{N \times d} \rightarrow \mathbb{R}$ where:

$$g(x_1, \ldots, x_N) = \sum_{n=1}^N f(x_n)$$

This composition of the neural network output and a sum-pooling remains explainable by all methods surveyed here, however, the explanation is now high-dimensional ($N \times d$).

1) Relevance Pooling: Practically, we may be not be interested in explaining every single data point in terms of every single input feature. A more relevant information to the user would be the overall contribution of a subgroup of features $I$ on a group of data points $G$ (cf. [82], [100]). In particular the Integrated Gradient and LRP methods surveyed here produce explanations that satisfy the conservation property:

$$g(x_1, \ldots, x_N) \approx \sum_{n=1}^N \sum_{i=1}^d R_{i,n}$$

and that can be converted to a coarse-grained explanation

$$\approx \sum_{G} \sum_{I} \sum_{n \in G \in I} \sum_{i \in G} R_{i,n}$$

that still satisfies the desired conservation property. As an illustration of the concept, we consider the ‘Concrete Compression Strength’ example of Section I. Data points are grouped in three k-means clusters, and features are grouped in two sets: the singleton \{age\}, and the set of all remaining features describing concrete composition. The pooled analysis is illustrated in Fig. 11.

This analysis gives further insight into our predictive model. We observe that most distinguishing factors, especially age, contribute negatively to strength. In other words, a ‘typical’ age and composition is a recipe for strength whereas high/low values tend to be explanatory for weakness. Notably, one data...
cluster stands out by having composition features that are explanatory for strength.

2) Spectral Relevance Analysis (SpRAy) [85]: While in Section VI-B1 we have reduced the dimensionality through pooling, other analyses are possible. For example, the SpRAy method [85] does not assume a fixed pooling structure (e.g. a partition of data points and a partition of features), and applies instead a clustering of explanations in order to identify prototypical decision behaviors. Algorithm 4 outlines the three steps procedure used by SpRAy:

**Algorithm 4 Spectral Relevance Analysis**

\[
\text{for } n = 1 \text{ to } N \text{ do } \\
R^{(n)} \leftarrow \text{explain}(x^{(n)}, f) \\
\tilde{R}^{(n)} \leftarrow \text{normalize}(R^{(n)}) \\
\text{end for} \\
\text{clustering}([\tilde{R}^{(1)}, \ldots, \tilde{R}^{(N)}])
\]

The method first produces an explanation for each data point. In principle, any explanation method can be used, e.g. occlusion, integrated gradients, or LRP. Explanations are then normalized (e.g. blurred and standardized) to become invariant to small pixel-wise or saliency variations. Finally, a clustering algorithm is applied to the normalized explanation, and examples with the same cluster index can be understood as being associated with some prototypical decision strategy, e.g. looking at the object, looking at the background, etc. Alternatively, the clustering step can be replaced by a low-dimensional embedding step to produce a visual map of the overall decision structure of the ML model.

 Altogether, relevance pooling and SpRAy support a variety of dataset-wide analyses that are useful to explore and characterize the decision behavior of complex models trained on large datasets. Some successful applications are reviewed in Section VII-A

**VII. WORKED-THROUGH EXAMPLES**

In this paper, we have motivated the use of explanation in the context of deep learning models and showcased some methods for obtaining explanations. Here, we aim to take a practical look for the user to assess when explanation is required, what are common issues with applying explanation techniques / setting their hyperparameters, and finally, how to make sure that the produced explanations deliver meaningful insights for the human.

A. Example 1: Validating a Face Classifier

In the first worked-through example we wish to train an accurate classifier for predicting a person’s age from images of faces. We will show how to use explanation for this task, in particular, to verify that the model is not using “wrong” features for its decisions.

Let us use for this the Adience benchmark dataset [35] providing 26,580 images captured ‘in the wild’ and labelled into eight ordinal groups of age ranges \{(0-2), (4-6), (8-13), (15-20), (25-32), (38-43), (48-53), (60+)}.

Because the number of examples in this example is limited and likely not sufficient to extract good visual features, we adopt the common approach of starting with a generic pre-trained classifier and fine-tune it on our task. We download a VGG-16 [136] neural network architecture pretrained on ImageNet [29] obtainable from modelzoo.co. First test results after training using Stochastic Gradient Descend (SGD) [87] report reasonable performance, with exact and 1-off [130], [85] prediction accuracies of 56.5% and 90.0%, respectively. Here, the 1-off accuracy considers predictions of (up to) one age group away from the true label as correct.

In order to understand the learned prediction strategies of our model and to verify that it uses meaningful features in the training data, we take an off-the-shelf explanation software, the LRP Toolbox [83] for Caffe [65], and choose the method LRP configured to perform ‘LRP-’ on all layers in a first attempt. Explanations are shown for a given image in Fig. 12 (first row).

Some insight can be readily obtained from these explanations, e.g. the classifier has learned to ignore the background and makes his assessment mainly based on the actual person in the image. However, we also observe that explanations are

\[
(0 - 2) \quad (25 - 32) \quad (60+)
\]

Fig. 11. Pooled analysis. Top: Feature-wise contributions for the prediction on three clusters of the Concrete Compressive Strength Dataset [156]. Bottom: Coarse-grained explanations obtained by pooling contributions on data clusters and groups of features.

Fig. 12. Different configurations of LRP applied to VGG-16. Top: LRP- applied to the whole network explaining decision wrt. equidistantly chosen age group labels (0-2), (25-32) and (60+) respectively. Bottom: Application of the layer-dependent LRP-CMP decomposition strategy.

3Results have been averaged over the official pre-selected five-fold dataset split [35].
overly complex with frequent local sign changes, making it hard to extract further insights, especially what are the features that contribute to different age groups. This leads to our first recommendation:

**Choose the explanation technique and its parameters**

Specifically, we will now try an alternate LRP preset called ‘LRP-CMP’ that applies a composite strategy [84], [98], [25] where different rules are applied at different layers.

Explanations obtained with this new rule are given in Figure 12 (bottom). The new explanations highlight features in a much more interpretable way and we also start to better understand what speaks — according to the model — in favor of or against certain age groups. For example, explanations amusingly reveal baldness as a feature corresponding to both age groups (0-2) and (60+). In the shown sample, baldness contributes evidence for the classes (0-2) and (60+), while it speaks against the age group (25-32). Relatedly, the expression of the man’s chin and mouth area contradicts class (0-2) more than class (60+), but ‘looks like’ it would belong to a person aged (25-32).

Let’s now move back to the initial question, namely how to verify that the model is using the right features for predicting. While the decision structure of the model was meaningful in Fig. 12 we would like to verify it is also the case for other test cases. Figure 13 (top) shows further samples from the Adience dataset; a woman labelled (60+) and three images of the same male labelled (48-53) with smiles of varying intensities.

![Fig. 13. LRP heatmaps demonstrating the effects of ImageNet pretrained (middle) compared to additional IMDB-WIKI pretrained (bottom). All heatmaps show the model decision wrt. age group (60+).](image)

We apply LRP with the same preset ‘LRP-CMP’ on these images. LRP evidence for each image for the class (60+) is shown in Fig. 13 (middle). Surprisingly, according to the model, broad smiling contradicts the prediction of belonging to the age group (60+). Smiling is however clearly a confounding factor, which reliably predicts age group only to the extent that no such case is present in the training data. This predicting strategy is related to the ‘Clever Hans’ effect [85] and we can therefore formulate our second recommendation:

**Unmask ‘Clever Hans’ examples**

Alternately, instead of screening through multiple images manually, we can also use techniques such as SpRAY [85], which perform such analysis systematically for large datasets such as ImageNet (see also Section VIII-A for successful applications).

While for the examples showcased in Fig. 13 other features may compensate for such effect, — here almost all other features of the centered faces affect the decision towards this age group positively — this will cause errors for less clear-cut cases, and this may explain why the accuracy of the ImageNet-based model is not very high, and can point at the fact that the test set accuracy may drop dramatically on new datasets, e.g. comprising more old people smiling.

Naturally, we would like our model to be robust to a subject’s mood when predicting his or her age. We thus need to find a way to prevent Clever Hans behaviors, e.g., prevent the model to associate smiling with age. One reason the model has learned that connection in the first place is the extreme population imbalance among the age groups of the Adience dataset; a problem which is shared with many other datasets of face images, e.g. [61], [120]. We therefore add a second pre-training phase in between the ImageNet initialization and the actual training based on the Adience data, by using the considerably larger IMDB-WIKI [120] dataset. The IMDB-WIKI dataset consists of 523,051 images from 20,284 celebrities (460,723 images from the Internet Movie Data Base (Imdb) and 62,328 images from Wikipedia) at different ages, labelled with 101 labels (0-100 years, one label per year). The IMDB-WIKI dataset also suffers from highly imbalanced label populations. However, we follow [120] and re-normalize the age distribution by under-sampling the more frequent classes until approximately 260,000 samples are selected overall. Furthermore, we assume that since the IMDB-WIKI dataset is composed of photos of public figures (taken at publicized events) the ratio of expressed smiles in higher age groups will be more frequent than in the Adience dataset, which has been captured ‘in the wild’. A comparison of performance on the Adience benchmark of the original model – pretrained on ImageNet only – and the improved model is given in the table below.

|                  | accuracy | 1-off |
|------------------|----------|-------|
| ImageNet pretrained | 56.5     | 90.0  |
| IMDB-WIKI pretrained | 63.0     | 96.0  |

Not only did the additional (and more domain-specific) pre-training step improve the generalization performance of the VGG-16 model. It also prevented the model from associating

---

4 Clever Hans’ was a famous horse at the beginning of the 20th century, which was believed by his trainer to be capable of performing arithmetic calculations. Subsequent analyses revealed that the horse was not performing arithmetic calculations but detecting cues on the face of his trainer to produce the right answers. In machine learning, the term ‘Clever Hans’ can be used to designate strategies that mimic the expected behavior but are based on unexpected correlations or artefacts in the data [85].
smiling exclusively with younger age groups. Figure 13 (bottom) shows LRP heatmaps for all four samples and age label (60+). For the woman, the model has shifted its attention from the hair and clothes to the face region and neck, and no longer considers the smile as contradictory to the class. A similar effect can be observed for the samples showing the male person. The model’s age prediction capabilities can no longer be attacked by just smiling into the camera. However, by introducing the IMDB-WIKI pretraining step, we have apparently replaced the smile-related Clever Hans strategy with another one, related to the presence of glasses in images of males in higher age groups. This leads to our third recommendation:

Iteratively validate and improve the model

We can do so until the model solely relies for its predictions on meaningful face features. For that, choosing a better pretraining may not be sufficient, and other more advanced interventions may be required.

B. Example 2: Identifying Gender-Specific Speech Features

After demonstrating how explanations can be used to unmask Clever Hans strategies, or more generally validate a classifier, we will now discuss another use case, where explanations are this time applied not to get a better model, but to gain new (scientific) insights. In this worked-through example, we will show that explanations can be used to identify gender-specific features in speech.

Before going into the analysis, let us first introduce the data and the model used for the speaker’s gender classification task. As training data we use the recently recorded AudioMNIST [18] dataset, comprised of 30000 audio recordings of spoken digits from 60 different speakers, with 50 repetitions per digit and speaker, in a 48kHz sampling frequency. Next to annotations for spoken digit (0-9) and gender of speaker (48 male, 12 female), the dataset provides labels for speaker age, accent and origin. We begin by training a deep neural network model on the raw waveform data, which is first downsampled to 8kHz, and randomly padded with zeroes before and after the recorded signal to obtain a 8000 dimensional input vector per sample. A CNN architecture comprised of six 1d-convolution layers interleaved with max-pooling layers and topped of with three fully connected layers [18] and ReLU activation units after each weighted pooling layers and topped of with three fully connected layers [18] and ReLU activation units after each weighted layer is prepared for optimization. In order to prevent the model from overfitting on the more frequent population of samples labelled as ‘male’, we (randomly) select 12 speakers from both classes. The model is then trained and evaluated in a 4-fold cross-validation setting, in which the 24 speakers are grouped into four sets of 3 male speakers and 3 female speakers. Each of the four splits thus contains 1000 waveform features. Two folds are used for training, while one of the remaining data splits is reserved for validation and testing. The model reaches an average test set accuracy (± standard deviation) of 91.74% ± 8.60% across all splits.

With the goal of understanding the data better by explaining the model, we consider two examples predicted by the network to be male and female and apply LRP to visualize those predictions. Here, the waveform is represented as a scatter plot where each time step is color-coded by its relevance. Results are shown in Fig. 14.

Fig. 14. Explanations based on waveform representation of speech data. Correct prediction of a female (top) and male (bottom) subject. The waveform data is visualized as a scatter plot of 8000 discrete measurements, color-coded according to relevance attribution for the true class label.

The explanations reveal that the model predominantly uses the outer hull of the waveform signal for decision making. For a human observer, however, these explanations are difficult to interpret due to the limited accessibility of the data representation in the first place (see Fig. 14). Although the model performs reasonably well on waveform data, it is hard to obtain a deeper understanding beyond the network’s modus operandi based on relevance maps, due to the limitations imposed via the data representation itself.

Make your input features interpretable

We therefore opt to change the data representation for improved interpretability. More precisely, we exchange the raw waveform representation of the data with a corresponding $228 \times 230$ (time $\times$ frequency) shaped spectrogram representation by applying a short-time Fourier transform (time segment length of 455 samples, with 420 samples overlap), cropped to a $227 \times 227$ matrix by discarding the highest frequency bin and the last three time segments. Consequently we also exchange the neural network architecture and use an AlexNet [80] model, which is able to process the transformed input data using 2d-convolution operators.

Figure 15 visualizes four input spectrograms, with corresponding relevance maps (only relevance values with more than 10% relative amplitude) drawn on top.

Heatmap visualizations based on spectrogram input data are more informative than those for waveform data and reveal that the model has learned to distinguish between male and female speakers based on the lowest fundamental frequencies (male speakers, Fig. 15 (right)), and immediate harmonics (female speakers, Fig. 15 (left)) shown in the spectrogram. Many incorrectly classified samples with ground truth label ‘male’ show large gaps between frequency bands often occurring in samples from female speakers. Note that these insights are consistent with the literature [147].
Fig. 15. Left: Spectrogram representations of digits ‘zero’ spoken by female speakers ‘vp12’ and ‘vp56’. Right: Spectrogram representations of digits ‘zero’ spoken by male speakers ‘vp2’ and ‘vp25’. Relevance maps are shown wrt. to the samples’ true classes.

| Gender | VP12 | Digit 0 | Rep. 14 | Prediction 1 |
|--------|------|---------|---------|--------------|
| Female | Incorrect | 0s 0.5s 1s | 0kHz 2kHz 4kHz |
| Male   | Correct | 0s 0.5s 1s | 0kHz 2kHz 4kHz |

Gain insights by explaining predictions

As a noteworthy side effect, the increase in interpretability from switching from a waveform data representation to spectrogram data representation does not come at a price of model performance. On the contrary, model performance is even increased slightly from 91.74% to 95.87%.

VIII. Successful Use of Interpretable ML

Interpretation methods can be applied for a variety of purposes. Some works have aimed to understand the model’s prediction strategies, e.g., in order to validate the model. Others visualize the learned representations and try to make the model itself more interpretable. Finally, other works have sought to use explanations to learn about the data, e.g., by visualizing interesting input-prediction patterns extracted by a deep neural network model in scientific applications. Technically, explanation methods have been applied to a broad range of models ranging from simple bag-of-words-type classifiers or logistic regression to feed-forward or recurrent deep neural networks, and more recently also to unsupervised learning models. At the same time these methods were able to handle different types of data, including images, speech, text, and structured data such as molecules or genetic sequences.

Some of the first successes in interpreting deep neural networks have occurred in the context of image classification, where deep convolutional networks have also demonstrated very high predictive performance. Explanation methods have for the first time allowed to open these “black boxes” and obtain insights into what the models have actually learned and how they arrive at their predictions. For instance, the works — also known in this context as “deep dreams”—highlighted surprising effects when analyzing the inner behavior of deep image classification models by synthesizing meaningful preferred stimuli. They report that the preferred stimuli for the class ‘dumbbell’ would indeed contain a visual rendering of a dumbbell, but the latter would systematically come with an arm attached to it, demonstrating that the output neurons do not only fire for the object of interest but also for correlated features.

Another surprising finding was reported in. Here, interpretability—more precisely the ability to determine which pixels are being used for prediction—helped to reveal that the best performing ML model in a prestigious international competition, namely the PASCAL visual object classification (VOC) challenge, was actually relying partly on artefacts. The high performance of the model on the class “horse” could indeed be attributed to detecting a copyright tag present in the bottom left corner of many horse images of the dataset rather than detecting the actual horse in the image. Other effects of similar type have been reported for other classes and datasets in many other works, e.g., in models were shown to distinguish between the class “Husky” and “Wolf” solely based on the presence or absence of snow in the background.

These discoveries have been made rather accidentally by researchers carefully analysing suspicious explanations. It is clear that such laborious manual inspection of heatmaps does not scale to big datasets with millions of examples. Therefore, systematic approaches to the interpretation of ML models have recently gained increased attention.

A. Systematic Interpretation of ML Models on Big Data

This section describes two examples of a systematic analysis of a large number of heatmaps. In the first case, the goal of the analysis is to systematically find data artefacts picked up by the model (e.g., copyright tags in horse images), whereas the second analysis aims to carefully investigate the learning process of a deep model, in particular the emergence of novel prediction strategies during training.

The process of systematically extracting data artefacts was automated by a method called Spectral Relevance Analysis (SpRAy), where after computing LRP-type explanations on a whole dataset (cf. Section VI-B), a cluster-based analysis was applied on the collection of produced explanations to extract prototypical decision behaviors. The SpRAy analysis would for example reveal for some shallow Fisher Vector model trained on Pascal VOC 2007 dataset that image of the ‘horse’ would be predicted as such using a finite number of prototypical decision behaviors ranging from detecting the horse itself to detecting weakly related features such as horse racing poles, or clear artefacts such as copyright tags. The analysis was later on applied to the decisions of a state-of-the-art VGG-16 deep neural network classifier trained on ImageNet, and here again, interesting insight about the decision structure could be identified. For example, certain predictions, e.g., for the class ‘garbage truck’ could be found by SpRAy to rely on some watermark in the bottom-left corner of the image (see Fig.). This watermark which is only present in specific images would thus be used by the model as a confounding factor (or artefact) to artificially improve prediction accuracy on this benchmark.

The presence of these artifacts in the benchmark dataset had gone unnoticed for almost a decade.

Or in the case of deteriorate model performance, as the identified confounding feature is exclusive to the training data.
Such behavior of the ML classifier can be referred to as ‘Clever Hans’ behavior [85]. For machine learning models having implemented a Clever Hans behavior, an overconfident assessment of the true model accuracy would be produced by solely relying on the accuracy metric without an inspection of the model’s decision structure. The model would have likely performed erratically once it is applied in a real-world setting, where, e.g., the copyright tag is decoupled from the concept of a horse or garbage truck respectively. Here, the ability to explain the decision-making of the model and to automatically analyse these explanations on a very large dataset, was therefore a key ingredient to more robustly assess the model’s strength and weakness and potentially improving it.

Another example of a systematic interpretation of ML models can be found in the context of reinforcement learning, in particular board and video games. Here large amounts of data can be easily generated (simulated games) and used to carefully analyse the strategies of a ML model and how these strategies emerge during training. On games such as the arcade game Atari Breakout, the computer player would progressively learn strategies commonly employed by human players such as ‘tunnel-digging’ [96], [158]. The work of [85] analyzes the emergence of this advanced ‘tunnel-digging’ technique using interpretable ML. First, LRP-type pixel-wise explanations the player’s decision were produced at various time steps and training stages. The produced collection of explanations were then be pooled (cf. Section VI-B1) on bounding boxes representing some key visual elements of the game, specifically, the ball, the paddle, and the tunnel. Pooled quantities could then be easily and quantitatively monitored over the different stages of training. The analysis is shown in Fig. 17.

We observe that the neural network model would first learn to play conventionally by keeping track of the ball and the paddle, and only at a later stage of the training process would learn to focus on the tunnel area, allowing the ball to go past the wall and bounce repeatedly in the top area of the screen. This analysis highlights in a way that is easy interpretable to the human the multi-stage nature of learning, in particular, how the learning machine progressively develops increasingly sophisticated game playing strategies. Overall, this summarized information on the decision structure of the model and on the evolution of the learning process could prove to be crucial in learning improved models on purposely consolidated datasets. They could also prove useful for characterizing the different stages of learning and developing more efficient training procedures.

### B. Interpretable Deep Models in the Sciences

In the last subsection we demonstrated the use of explanation techniques for systematically analysing models and verifying that they have learned valid and meaningful prediction strategies. Once verified to not be Clever Hans predictors, non-linear models offer a lot of potential for the sciences to detect new interesting patterns in the data, which may lead to an improved understanding of the underlying natural structures and processes — the primary goal of scientists. So far this was not possible, because non-linear models were actually considered to be “black boxes”, i.e., scientists had to resort to the use of linear models (see e.g. [51], [93]), even if this came at the expense of predictivity. In the following we will show that interpretation methods remove this restriction and bring the full potential of non-linear methods to scientific disciplines.

Let us start with the discussion of scientific problems, which concern images, thus can directly benefit from the advances made in image-based machine learning in the last years. Figure 18 (a) shows such an example: the task of predicting tissue type from histopathology imagery. The work of [20] addresses this problem using interpretable machine
learning, more precisely it proposes an interpretable bag-of-words prediction pipeline with invariances to rotation, shift and scale of the input data. For the verification of the prediction results, relevance maps are computed, offering per-pixel scores which indicate the presence of tumorous structures. Figure 18 (a) demonstrates how LRP heatmaps computed for different target cell types can be combined for obtaining computationally predicted fluorescence images. The explanations are histopathologically meaningful and may potentially give interesting information about which tissue components are most indicative of cancer. Further analyses such as the identification, localization and counting of cells, i.e., lymphocytes, can be performed on these explanations (see [146]). In addition to visual explanations, [161] also generate a free-text pathology report to clarify the decision of the classifier.

Various other works apply interpretable machine learning to image-based analyses in the sciences, especially in medical applications [57]. For instance, [79] use deep multiple instance learning to classify and segment microscopy images using only whole image level annotations. The work of [39] introduces a model-agnostic interpretation method for the analysis of x-ray images, which not only visualizes the elements that have contributed to each decisions, but also produces descriptive sentences to clarify the decision of the classifier. The combined explanations are well adopted by doctors and are shown to be more informative than the visualisations or generated text alone. Interpretable and non-linear models have been successfully applied to many other tasks, including the detection of lesions in diabetic retinopathy data [115], the validation of predictions in dermatology [157], plant stress classification [41], or the analysis of galaxy morphologies [164]. The latter work aims to classify galaxy morphologies into five classes (completely round smooth, in-between smooth, cigar-shaped smooth, edge-on and spira) using a convolutional neural networks, and the convolution filters as well as activation patterns are analysed to gain insights into the features learned by the model to solve this task (see Fig. 18 (f)).

Interpretable ML methods have also demonstrated their potential beyond the image domain, e.g., on scientific problems concerning time series data. For instance, the work of [140] presents one of the first uses of interpretable deep neural networks in cognitive neurosciences, specifically in brain computer interfacing [33] where linear methods are still the most widely used filtering methods [22], [51]. The results in [140] show that deep models achieve similar decoding performances and learn neurophysiologically plausible patterns (see Fig. 18 (b)), namely focus on the contralateral sensorimotor cortex – an area where the event-related desynchronization occurs during motor imagery. However, in contrast to the patterns computed with conventional approaches [22], [51], which only allow to visualize the aggregated information (average activity) per class, the explanations computed with LRP are available for every single input of the deep learning classifier, i.e., for every time point of individual trials (see Fig. 18 (b)). This increased resolution (knowing which sources are relevant at each time point, instead of just having the average patterns) may contribute to a better understanding of cognitive processes in the brain.

Another application of interpretable machine learning in cognitive neuroscience is presented in [146], which applies deep learning to whole-brain fMRI data. The method, termed DeepLight, outperforms well-established local or linear decoding methods such as the generalized linear model and searchlight (see [146]). An adaption of LRP maintains interpretability and verifies that the model’s predictions are based on physiologically appropriate brain areas for the classified cognitive states. Figure 18 (c) visualizes exemplar voxels, which are used by the deep model to accurately decode the state from the fMRI signal. These voxels of high relevance have been shown to correspond very well to the active areas described in the fMRI literature (see [146]). Note that also here the deep model not only gives an advantage in terms of performance (i.e., better decoding accuracy) compared to the local or linear baseline methods, but its explanations are provided for every single input, i.e., for every fMRI volume over time. This increased resolution allows to study the spatio-temporal dynamics of the fMRI signal and its impact on decoding, something which is not possible with classical decoding methods.

Many other studies use explanation methods to analyse time series signals in the sciences. For instance, [60] introduce interpretable machine learning methods to the domain of human gait recognition and show that non-linear learning models are not only the better predictors but that they can at the same time learn physiologically meaningful features for subject prediction which align with expected features used by linear models. Another work [78] applies Long Short-Term Memory (LSTM) networks to the field of hydrology to predict the river discharge from meteorological observations. The authors apply the integrated gradients technique to analyse the internals of the network and obtain insights which are consistent with our understanding of the hydrological system.

Structured data such as molecules or gene sequences are another very important domain for scientific investigations. Therefore, interpretable and non-linear ML methods have also attracted attention in scientific communities working with this type of data. One successful example of the use of interpretable ML methods in this domain has been reported in [114]. The authors train a deep model to predict molecular properties and bioactivities and report interesting insights when analysing what the model has learned (see Fig. 18 (d)). For instance, they show that single neurons play the role of pharmacophore detectors and demonstrate that the model uses pharmacophore-like features to reach its conclusions, which are consistent with pharmacologist literature. Another work [55] (see Figure 18 (e)) applies an extended version of LRP called CLRP to visualize how CNNs interpret individual protein-ligand complexes in molecular modeling. Also here the trained model learns meaningful features and has the

---

1Note that recently interpretable deep neural networks have also been used for this task, e.g., [50].

2Deep models usually require larger amounts of training data to have an advantage over linear techniques.
explained mutagenicity predictions

ability to provide new insights into the mechanisms underlying protein-ligand interactions. Yet another work [155] applies LSTM predictors together with LRP for transparent therapy prediction on patients suffering from metastatic breast cancer. Clinical experts verify that the features used for prediction as revealed via LRP largely agree with established clinical guidelines and knowledge. The work by [69] uses interpretable ML to understand the activity prediction across chromosomes, whereas [27] uses these methods for understanding automated decisions on behavioral biometrics. Recently, also the physics community started to use interpretable machine learning for the task of energy prediction. The work of [127], [128] showed that accurate predictions are possible and obtained also physical meaningful insights from the model. Other works [91] showed that explanations in gene analysis lead to interpretable patterns consistent with literature knowledge.

IX. CHALLENGES AND OUTLOOK

While recent years have seen astonishing conceptual and technical progress in XAI, it is important to carefully discuss the current limits and the challenges that will need to be addressed by researchers to further establish the field and increase the usefulness of XAI systems.

Foundational theoretical work in XAI has so far been limited. As discussed above in Section V, early works have established Taylor expansions and Deep Taylor Decomposition [99] as principled frameworks for describing the process of explanation. Other frameworks such as Shapley values [131], [92] or rate distortion theory [94] have also emerged as ways of formalizing the task of explanation. Numerous theoretical questions however remain: For example, it remains unclear how to weigh the model and the data distribution into the explanation, in particular, whether an explanation should be based on any features the model locally reacts to, or only those that are expressed locally. Related to this question is that of causality, i.e. assuming a causal link between two input variables, it has not been answered yet whether the two variables, or only the source variable, must constitute the explanation. A deeper formalization and theoretical understanding of XAI will be instrumental for shedding light into these important questions.

Another central question in XAI is that of optimality of an explanation. So far, there is no well-agreed understanding of what should be an optimal explanation. Also, ground-truth explanations cannot be collected by humans as this would presuppose they are able to make sense of the complex ML model they would like to explain in the first place. Methods such as ‘pixel-flipping’ [122] assess explanation quality indirectly by testing how flipping relevant pixels affects the output score. The ‘axiomatic approach’ [142], [97] does not have this indirect step, however, axioms are usually too generic to evaluate an explanation comprehensively. The question of evaluating and comparing explanations becomes even more complex when integrating human factors such as
interpretabili ty, manageability, and overall utility of the XAI system [116, 105]. Application-driven evaluations account for those factors, however, they are also hard to implement in practice [34].

Further challenges arise when applying XAI on problems where different actors (e.g. the explainer and the explainee) have conflicting interests. Recent work has shown that an ‘adversary’ can modify the ML model in an imperceptible fashion so that the prediction behavior remains intact but the explanation of those predictions changes drastically [53]. Relatedly, even when the model remains unchanged, inputs could be perturbed imperceptibly to produce arbitrary explanations [32]. Interpretability may also find itself at odds with the constant quest for higher predicting accuracy. Because highly predictive models are typically complex and strongly engineered, XAI software must keep up with this ever increasing complexity [3], and at the same time, the human must also deal with explanations of increasingly subtler predictions. When designing new XAI-driven applications, adopting a holistic view that sets the right tradeoffs and delivers the optimal amount of information and range of action to the multiple and potentially conflicting actors, will constitute an important practical challenge.

Another question of utmost importance, especially in safety critical domains, is whether we can fully trust the model after having explained some predictions. Here, we need to distinguish between model interpretation and model certification: While it is helpful to explain models for available input data, e.g. interpretable ML can detect erroneous decision strategies, certification would require to verify the model for all possible inputs, not only those included in the data. Furthermore, it must be remembered that explanations returned to the user are summaries of a potentially complex decision process, i.e. there may be different decision strategies, the wrong ones and the correct ones, mapping to the same explanation. Lastly, explanations are subject to their own biases and approximations, and they can be manipulated by an adversary to loose their informative content. Therefore, in order to ultimately establish a truly safe and trustworthy model, further steps are needed, potentially including the use of formal verification methods [19, 66].

Finally, it may be worthwhile to explore new forms of explanations that are optimally suited to its user. Such explanations could for example leverage the user’s prior knowledge or personal preferences. Novel approaches from knowledge engineering, cognitive sciences, and human-computer interfaces, will need to contribute. Also, while heatmaps provide a first intuition to users, they may not take advantage of the complex abstract reasoning capabilities of humans. An example would be to replace heatmaps by ‘mathematical formulas’ explaining the ML decision behavior. For example, the local extraction of polynomials or other interaction models would enable higher order explanations, specifically the automatic grouping of variables that jointly and combined nonlinearly constitute an explanation [148, 28]. In the neurosciences, von der Malsburg has coined the concept of ‘binding’, neural strategies that allow sets of variables (neurons) to synchronize collectively by learning [152]. In physics collective variables have been so far conceptualized manually giving rise to groundbreaking advances in solid state physics defining quasiparticles such as phonons, plasmons, polarons, magnons, exitons [73], etc. Ideally, collective variables in this sense would in the future be inferred from a learning model by e.g. automatically binding explanation variables in meaningful abstract ways.

X. Conclusion

Complex nonlinear ML models such as neural networks or kernel machines have become game changers in the sciences and industry. Fast progress in the field of explainable AI has made virtually any of these complex models, supervised or unsupervised, interpretable to the user. Consequently, we no longer need to give up predictivity in favor of interpretability, and we can take full advantage of strong nonlinear machine learning in practical applications.

In this review we have made the attempt to provide a systematic path to bring XAI to the attention of an interested readership. This included an introduction to the technical foundations of XAI, a presentation of practical algorithms such as Occlusion, Integrated Gradients and LRP, concrete examples illustrating how to use explanation techniques in practice, and a discussion of successful applications. We would like to stress that the techniques introduced in this paper can be readily and broadly applied to the workhorses of supervised and unsupervised learning, e.g. clustering, anomaly detection, kernel machines, deep networks, as well as state-of-the-art pretrained convolutional networks and LSTMs.

XAI techniques not only shed light into the inner workings of non-linear learning machines, explaining why they arrive at their successful predictions; they also help to discover biases and quality issues in large data corpora with millions of examples [6]. This is an increasingly relevant direction since modern machine learning relies more and more on reference datasets and reference pretrained models. Furthermore, initial steps have been taken to use XAI beyond validation to arrive at better and more predictive models e.g. [119], [7], [8], [6].

We would like to stress the importance of XAI, notably in safety critical operations such as medical assistance or diagnosis, where the highest level of transparency is required in order to avoid fatal outcomes.

Finally as a versatile tool in the sciences, XAI has been allowing to gain novel insights (e.g. [127], [20], [55], [145], [86], [123], [112]) ultimately contributing to further our scientific knowledge.

While XAI has seen an almost exponential rise in interest (and progress) with communities forming and many workshops emerging, there is a wealth of open problems and challenges with ample opportunities to contribute (see Section IX). Concluding, we firmly believe that XAI will in the future become an indispensable practical ingredient to obtain improved, transparent, safe, fair and unbiased learning models.
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APPENDIX A
IMPLEMENTING SMOOTH INTEGRATED GRADIENTS

In this appendix, we give the algorithm combining SmoothGrad [137] and Integrated Gradients [142], which we use in Section [14] in our comparison of explanation methods. Its implementation is shown in Algorithm 5.

Algorithm 5 Integrated Gradients with Smoothing

\[
\begin{align*}
R &= 0 \\
\text{for } s = 1 \ldots S &\text{ do} \\
\vec{x} &\sim \mathcal{N}(0, \sigma I) \\
\text{for } t = 1 \ldots T &\text{ do} \\
R &= R + (x - \vec{x}) \odot \nabla f(x + \frac{a^{(t-1)}}{\epsilon} \cdot (x - \bar{x})) \\
\text{end for} \\
\text{end for} \\
\text{return } \frac{1}{T S} \cdot R 
\end{align*}
\]

The procedure consists of a simple nested loop of \( S \) smoothing and \( T \) integration steps, where each integration starts at some random location near the origin. Here, we note that these locations are not strict root points. However, in the context of image data, random noise does not change significantly evidence in favor or against a particular class. Thus, the explanation remains approximately complete.

APPENDIX B
IMPLEMENTING LAYER-WISE RELEVANCE PROPAGATION

In this appendix, we outline two possible implementations of LRP [13, 98]. A first one that is intuitive and based on looping forward and backward over the multiple layers of the neural network. This procedure can be applied to simple sequential structures such as VGG-16 [136]. The second approach we present is based on ‘forward hooks’ and serves to extend the LRP method to more complex architectures such as ResNet [52].

A. Standard Sequential Implementation

The standard implementation is based on the forward-backward procedure outlined in Algorithm 2. We focus here on the relprop function of this procedure, which is called at each layer to propagate relevance to the layer below. We give an implementation for the LRP-0/\( \epsilon/\gamma \) rules [13, 98] and one for the \( z^B \)-rule [99]. The first three rules can be seen as special cases of the more general rule

\[
R_j = \sum_k \frac{a_{jk} \rho(w_{jk})}{\epsilon + \sum a_{jk} \rho(w_{jk})} R_k 
\]

where \( \rho(w_{jk}) = w_{jk} + \gamma w_{jk}^- \). This propagation rule can be computed in four steps.

Algorithm 6 LRP-0/\( \epsilon/\gamma \)

\[
\begin{align*}
\epsilon &= f^p(a^{(l-1)}) \\
\sigma &= R^{(l)} \odot z \\
\gamma &= \nabla \langle z, [s]_{\text{cst.}} \rangle \\
R^{(l-1)} &= a \odot \gamma \\
\text{return } R^{(l-1)} 
\end{align*}
\]

The first step applies \( f^p \), a forward evaluation of a copy of the layer whose parameters have gone through some function \( \rho \), and also adds a small positive term \( \epsilon \). The second step is conveniently expressed as a gradient of some dot product \( \langle z, [s]_{\text{cst.}} \rangle \) w.r.t. the input activations. The notation \([s]_{\text{cst.}}\) indicates that the term has been detached from the gradient computation and is therefore treated as a constant. In PyTorch, for example, this can be achieved by calling (.data). The relprop function implemented by Algorithm 6 is applicable for most linear and convolution layers of a deep rectifier network. For the pixel-layer, we use instead the \( z^B \)-rule [99, 98]:

\[
R_i = \sum_j x_i w_{ij} - \delta w_{ij}^+ - h_j w_{ij}^- R_j 
\]

where \( l_i \) and \( h_i \) are the lowest/highest possible pixel values of \( x_i \). The corresponding implementation is shown in Algorithm 7 and again consists of four steps:

Algorithm 7 \( z^B \)-rule

\[
\begin{align*}
z &= f_i(x) - f_i^+(l) - f_i^-(h) \\
n &= R^{(1)} \odot z \\
\gamma &= \nabla \langle x, [s]_{\text{cst.}} \rangle \\
R^{(0)} &= x \odot c_1 + l \odot c_2 + h \odot c_3 \\
\text{return } R^{(0)} 
\end{align*}
\]

The functions \( f_i^+ \) and \( f_i^- \) are forward passes on copies of the first layer whose parameters have been processed by the functions \( \max(0, \cdot) \) and \( \min(0, \cdot) \) respectively.

B. Forward-Hook Implementation

When the architecture has non-sequential components (e.g. ResNet [52]), it is more convenient to reuse the graph traversing procedures readily implemented by the model’s existing forward pass and the automatically generated gradient propagation pass. To achieve this, we can implement ‘forward hooks’ at each linear and convolution layers. In this case, we leverage the ‘smooth gradient’ view of LRP (cf. Eq. (3)) and modify the implementation of the forward pass in a way that it keeps the forward pass functionally equivalent but modifies the local gradient computation. This is achieved by strategically detaching terms from the gradient in a way that calling the gradient becomes equivalent to computing Eq. (3) at each layer. Once the forward functions have been redefined at each layer, the explanation can be computed globally by calling the gradient of the whole function as shown in Algorithm 8. (Note that unlike the original function \( f(x) \) the new function that includes the hooks receives three arguments as input: the data point \( x \), and the bounds \( l \) and \( h \) used by the first layer.)
Algorithm 8 LRP implementation based on forward hooks

Forward hook for intermediate layers (LRP-0)/ε/γ)
\[ z = \epsilon + f(x)(a^{(l-1)}_c - \epsilon) \]
return \( z \odot [f_1(a^{(l-1)}_c) \odot z]_{est} \)

Forward hook for the first layer (z^2-rule)
\[ z = f_1(x) - f_2(h) \]
return \( z \odot [f_1(x) \odot z]_{est} \)

Global LRP computation
\[ y = f(x, l, h) \]
\[ c_1, c_2, c_3 = \nabla y \]
\[ R = x \odot c_1 + l \odot c_2 + h \odot c_3 \]
return \( R \)

The forward-hook implementation produces exactly the same output as the original function \( f(x) \), but its ‘gradient’, which we denote by \( \nabla \) is no longer the same due to the detached terms. As a result, calling the gradient of this function, and recombinin it with the input yields the same desired LRP explanation as one would get with the standard LRP implementation, but has now gained applicability to a broader set of neural network architectures.

APPENDIX C
EXPLANATION SOFTWARE

The attention to interpretability in machine learning has grown frantically throughout the past decade alongside research on, and the development of computationally efficient deep learning frameworks. This attention in turn caused a strong demand for accessible and efficient software solutions for out-of-the-box applicability of XAI. In this section we briefly highlight a collection of software toolboxes released in recent years, providing convenient access to a plethora of methods of XAI and supporting various computational back- ends. A summarizing overview over the presented software solutions is given in Table [1] alongside a glossary of methods with respective abbreviations used throughout our review in Table [11].

One of the earlier and comprehensive XAI software packages is the LRP Toolbox [55], providing presently up to date implementations of LRP for — until very recently — popular Caffe deep learning framework [65], as well as Matlab and Python via custom neural network interfaces. While support for Caffe is restricted to the C++ programming language and thus to CPU hardware, it provides functionality implementing DCN, GB, DTD, and SA and can be built and used as a stand-alone executable binary for predictors based on the Caffe neural network format. The sub-packages available for Matlab and Python provide out-of-the-box support for LRP and SA, while being easily extensible via custom neural network modules written with clarity and the methods’ intelligibility in mind. The cupy [109] backend constitutes an alternative to the CPU-bound numpy [110] package, providing optional support for modern GPU hardware from NVIDIA.

Both the DeepExplain [4] and iNNvestigate [3] toolboxes built on top of the popular Keras [26] package for Python with TensorFlow backend for explaining Deep Neural Network models, and thus provide support for both CPU and GPU hardware and convenient access for users of Keras models. While the more recent iNNvestigate Toolbox implements a superset of the modified backpropagation methods available in Deep- Explain, the latter also offers functionality for perturbation-based attribution methods, i.e. the Occlusion method [159] and Shapley Value Resampling [25]. For explaining a model’s prediction DeepExplain allows for an ad-hoc selection of the explanation method via pythonic context managers. The iNNvestigate package on the other hand operates by attaching and automatically configuring (several) modified backward graphs called “analyzers” to a model of interest — one per XAI method to compute attributions with.

A present trend in the machine learning community is a migration to the PyTorch framework with its eager execution paradigm, away from other backends. Both the TorchRay [37] and Captum [76] packages for Python and PyTorch enable the use of interpretability methods for neural network models defined in context of PyTorch’s high level neural network description modules. Captum can be understood as a rich selection of XAI methods based on modified backprop and is part of the PyTorch project itself. While not as extensive as Captum, the TorchRay package offers a series benchmarks for XAI alongside its selection of (benchmarked) interpretability methods.
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**TABLE I**

| Software Package | Release   | Available from | Compute Backend | GPU Support | Methods                           |
|------------------|-----------|----------------|-----------------|-------------|-----------------------------------|
| LRP Toolbox      | 2016      | sebastian-lapuschkin/lrp_toolbox | Caffe           | ✓           | DCN, DTD, GB, LRP, SA             |
|                  |           |                | numpy/cupy      | ✓           | LR, SA                            |
|                  |           |                | Matlab          | ✓           | LR, SA                            |
| DeepExplain      | 2017      | marcoancona/DeepExplain | Keras+TensorFlow | ✓           | DLR, IG, LRP-ε                    |
|                  |           |                | SA              | ✓           | AS, OCC                           |
| iNNvestigate     | 2019      | albermax/innvestigate | Keras+TensorFlow | ✓           | DCN, DL, DTD, GB, IG, LRP, PA, PN, SA, SG |
| TorchRay         | 2019      | facebookresearch/TorchRay | PyTorch         | ✓           | GC, GB, RISE, SA, various benchmarks |
| Captum           | 2019 (beta) | pytorch/captum | PyTorch         | ✓           | DCN, DLR, DLSHAP, GB, GGC, GSHAP, IG, II, LC, NC, NGB, NIG, SA, SG, SG-SQ, TC, VG |

**TABLE II**

**GLOSSARY OF INTERPRETABILITY METHODS WITH ABBREVIATIONS REFERENCED THROUGHOUT OUR REVIEW**

| Method                                      | Abbrev. |
|---------------------------------------------|---------|
| LRP (specific variants)                     | AS      |
| Local Interpretable Model-agnostic Explanations | CAM    |
| Meaningful Perturbation                      | CPDA    |
| NeuronConductance                           | DCN     |
| NeuronGuidedBackprop                        | DLT     |
| NeuronIntegratedGradients                   | DLR     |
| Occlusion Analysis                          | DTD     |
| PatternAttribution                          | IBM     |
| PatternNet                                  | EP      |
| Prediction Difference Analysis              | EPD     |
| Randomized Input Sampling for Explanation   | EPRI    |
| Saliency Analysis / Gradient                | EPAD    |
| SHapley Additive exPlanations               | EPS     |
| SmoothGrad                                  | GB      |
| SmoothGrad²                                 | GGC     |
| Spectral Relevance Analysis                 | IG      |
| VarGrad                                     | IG      |
| Testing with Concept Activation Vectors     | LC      |
| TotalConductance                            | LR      |
| LRP (composite strategy)                    | LRP-CMP |
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