Measurement of 1323 and 1487 keV resonances in $^{15}\text{N}(\alpha,\gamma)^{19}\text{F}$ with the recoil separator ERNA
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Background: The origin of fluorine is a widely debated issue. Nevertheless, the $^{15}\text{N}(\alpha,\gamma)^{19}\text{F}$ reaction is a common feature among various production channels so far proposed. Its reaction rate at relevant temperatures is determined by a number of narrow resonances together with the DC component and the tails of the two broad resonances at $E_{\text{cm}} = 1323$ and 1487 keV.

Method: Measurement through the direct detection of the $^{19}\text{F}$ recoil ions with the European Recoil separator for Nuclear Astrophysics (ERNA) were performed. The reaction was initiated by a $^{15}\text{N}$ beam impinging onto a $^4\text{He}$ windowless gas target. The observed yield of the resonances at $E_{\text{cm}} = 1323$ and 1487 keV is used to determine their widths in the $\alpha$ and $\gamma$ channels.

Results: We show that a direct measurement of the cross section of the transition $^{15}\text{N}(\alpha,\gamma)^{19}\text{F}$ can be successfully obtained with the Recoil Separator ERNA, and the widths $\Gamma_{\alpha}$ and $\Gamma_{\gamma}$ of the two broad resonances have been determined. While a fair agreement is found with earlier determination of the widths of the $^{1487}\text{keV}$ resonance, a significant difference is found for the $1323\text{keV}$ resonance $\Gamma_{\alpha}$.

Conclusions: The revision of the widths of the two more relevant broad resonances in the $^{15}\text{N}(\alpha,\gamma)^{19}\text{F}$ reaction presented in this work is the first step toward a more firm determination of the reaction rate. At present, the residual uncertainty at the temperatures of the $^{19}\text{F}$ stellar nucleosynthesis is dominated by the uncertainties affecting the Direct Capture component and the $364\text{keV}$ narrow resonance, both so far investigated only through indirect experiments.

PACS numbers: 26.20-f, 26.20.Fj, 23.20.Lv

I. INTRODUCTION

The origin of $^{19}\text{F}$ is a widely debated issue in astrophysics. Several stellar environments have been proposed as $^F$ production sites: core-collapse Supernovae [1], Wolf-Rayet stars [2], and Asymptotic Giant Branch (AGB) stars [3]. Among them, only in AGB stars fluorine synthesis is confirmed by direct spectroscopic observation of $^{18}\text{F}$/Fe enhancements, see [4] [5] and references therein], and recent studies seem to exclude the first two scenarios [6] [7].

It was early recognized that the $^{15}\text{N}(\alpha,\gamma)^{19}\text{F}$ reaction is a leading process for the $^{19}\text{F}$ production when He-burning is active. Although the $H$ burning ashes are heavily depleted in $^{15}\text{N}$, which is efficiently destroyed by proton capture, these ashes are enriched in $^{14}\text{N}$. Various reaction chains may lead to the production of $^{15}\text{N}$ nuclei at relatively low temperatures, $\sim 100\text{MK}$. A likely reaction chain is $^{14}\text{N}(n,p)^{14}\text{C}(\alpha,\gamma)^{18}\text{O}(p,\alpha)^{15}\text{N}$, which however requires an efficient neutron source. Some $^{15}\text{N}$ may be also produced by the $^{14}\text{N}(\alpha,\gamma)^{18}\text{F}(\beta^+)\alpha^{15}\text{O}(p,\alpha)^{15}\text{N}$, where the protons need to be simultaneously released by the $^{14}\text{N}(n,p)^{14}\text{C}$ reaction. Therefore the presence of a neutron source is a key requirement. This condition is currently fulfilled in low-mass AGB stars undergoing thermal pulses, where the $^{13}\text{C}(\alpha,\beta)^{16}\text{O}$ reaction is known to be the main neutron source powering the s-process nucleosynthesis in their He-rich mantel [8]. The competition with some reactions that destroy $^{15}\text{N}$ and/or $^{19}\text{F}$, such as $^{15}\text{N}(p,\alpha)^{12}\text{C}$, $^{19}\text{F}(n,\gamma)^{20}\text{F}$, $^{19}\text{F}(p,\alpha)^{16}\text{O}$, and $^{19}(\alpha,p)^{22}\text{Ne}$, should also be carefully considered, see e.g. Refs. [9] [10] for recent experimental works, and Ref. [11] for a review.

The rate of the $^{15}\text{N}(\alpha,\gamma)^{19}\text{F}$ reaction at relevant AGB temperatures is determined by a number of narrow resonances, the most important being the $E_{\text{cm}} = 364\text{keV}$ one, together with the Direct Capture (DC) component and the tails of the broad resonances at $E_{\text{cm}} = 1323$ and 1487 keV. The strength of the $E_{\text{cm}} = 364\text{keV}$ resonance has been determined through an indirect measurement reported in [12]. Due to the model dependence of the result an uncertainty of a factor of 2 is assumed for this quantity. In the same work the spectroscopic factors of most of the $^{19}\text{F}$ bound states were determined, and on the basis of a single particle transition model the DC com-
ponent has been estimated. On this latter quantity, according to the survey in Ref. [13], an uncertainty of 40% is generally assumed. The mentioned uncertainties influence the determination of the reaction rate at relevant AGB temperatures.

II. EXPERIMENTAL SETUP AND PROCEDURES

The measurement of the $^{15}$N(α, γ)$^{19}$F reaction yield was performed in inverse kinematics, i.e. a $^{15}$N beam [14] impinging onto a $^4$He windowless gas target, using the European Recoil separator for Nuclear Astrophysics (ERNA). ERNA was originally installed and commissioned at the Dynamitron Tandem Laboratory of the Ruhr-Universität Bochum, Germany [15-17]. In 2009 it was moved to the Center for Isotopic Research on Cultural and Environmental heritage (CIRCE) laboratory in Caserta, Italy [18]. The separator underwent a major upgrade with the addition of the Charge State Selection dipole Magnet (CSSM) directly downstream of the target. A schematic view of the present ERNA layout is shown in Fig. 1. The ion beam emerging from the 3 MV tandem accelerator is transported through the CIRCE AMS beamline: a 90° analyzing magnet and an electrostatic analyzer provide the necessary ion beam purification from recoil-like contaminants. The magnetic field of the analyzing magnet is used to determine the beam energy, while its uncertainty is determined by the opening of the magnet’s image slits. The settings used in the presented measurements result in a beam energy uncertainty of about 7 keV [19]. The beam is guided into the 40° dipole 30° (CSSM) dipole 60° (QS), a quadrupole triplet (QT), a Wien filter (WF2), and a detector for recoil identification and counting. Finally, several Faraday cups (FC), and slit systems are installed along the beam line for diagnostic purposes. A Si detector is placed at about 25° in the laboratory frame with respect to beam axis, and is collimated with a φ = 1 mm diameter aperture in the second downstream pumping stage of the gas target. This is used to monitor the scattering rate of $^{15}$N ions on the post-stripper Ar gas, see below, needed to determine the number of projectiles impinging on the target, $N_p$. The scattering on Ar ensures a smooth behaviour of the elastic scattering yield. Calibration measurements are performed several times between the cross section measurements.

The reaction yield is given by:

$$Y_i = N_p \Phi_q T_{RMS} \eta \int_{E_{15N}-T_i}^{E_{15N}} \frac{\sigma(E)}{\varepsilon(E)} dE,$$

where $\Phi_q$ is the probability of recoils in the q+ charge state to enter the separator, $T_{RMS}$ is the separator transmission of recoils in charge state q+ to the end detector, $\eta$ is the detection efficiency, $E_{15N}$ is the beam energy, $T_i$ is the target thickness, $\varepsilon(E)$ is the stopping power of N ions in He. All of these quantities have to be determined in order to extract the cross section $\sigma$ from the observed yield.

A. $^4$He target characterisation

The recoil separator ERNA, in order to measure the $^7$Be(p, γ)$^8$B, has been recently provided with a windowless differentially pumped H$_2$ extended gas target cell [20] with an effective length of about 300 mm. This cell is too long to achieve the necessary angular acceptance for the measurement of the $^{14,15}$N(α, γ)$^{18,19}$F reaction cross sections. Therefore the central target cell was sectioned with a wall and appropriate apertures, as schematically shown in figure 2. As reported in [20], in the aperture between the first and the second downstream pumping stages, Ar gas is injected in order to have an additional gas layer (post-stripper) that allows recoil ions to reach charge state equilibrium regardless of their actual reaction coordinates within the target. In order to reach the needed angular acceptance, see Sec. II C, the downstream...
apertures have the following diameters: post-stripper aperture has \( \phi = 15 \) mm, aperture toward the downstream cube and the aperture between the two cube pumping stages 24 mm and 27 mm, respectively.

1. Target thickness

We have determined the total target thickness through the measurement of the energy loss of several ions, see Table I. The uncertainties are due to the \( \Delta B \) determination, and to the uncertainty on the stopping power values. The total thickness value is \((0.54 \pm 0.03) \times 10^{18} \) atoms/cm\(^2\).

It is worth noting that there are some issues regarding the stopping power values of N ions in He gas. This is particularly relevant since the stopping power value at resonance energy is needed to calculate the strength of a resonance from the reaction yield. In general there are not many experimental data available for gaseous targets, see e.g. [21], however the stopping power of N in He was measured a significant number of times. The SRIM2003 tables appear to have no actual fit to the experimental data a more conservative uncertainty is reported. However since the Ziegler’s 1996 is the older Ziegler’s 1996 calculations [21], therefore stopping power values of N ions in He gas. This is particularly relevant since the stopping power value at resonance energy is needed to calculate the strength of a resonance from the reaction yield. In general there are not many experimental data available for gaseous targets, see e.g. [21], however the stopping power of N in He was measured a significant number of times. The SRIM2003 tables appear to have no actual fit to the experimental data a more conservative uncertainty is reported. However since the Ziegler’s 1996 is not an actual fit to the experimental data a more conservative 5% uncertainty is assumed.

Thickness of the post-stripper alone, needed to estimate the effect on angular straggling of the recoils, was measured at the working pressure of 10 mbar, using a 2.5 MeV \(^{19}\)F\(^{2+}\) beam. The observed shift in CSSM field is \( \Delta B = (3.96 \pm 0.08) \) mT, for a reference field of 1057.3 mT, SRIM2003 tables report for F in Ar a stopping power of 412 keV/(1E18 atoms/cm\(^2\)) at this energy, thus the corresponding thickness is \((4.5 \pm 0.5) \times 10^{16} \) atoms/cm\(^2\). Most of the uncertainty is due to an assumed 10% error on the stopping power.

| Ion  | \( E_{lab} \) [MeV] | \( \Delta B \) [T] | \( \sigma \) [He] | \( \Delta \sigma \) [He] | Thickness [cm] |
|------|----------------|-----------------|-----------------|----------------|----------------|
| \(^{12}\)C | 3.5  | 6.13 | 64.3 | 43.3 \pm 3.1 | 0.67 \pm 0.11 | |
| \(^{14}\)N | 3.0  | 7.72 | 79.0 | 46.7 \pm 2.5 | 0.59 \pm 0.09 | |
| \(^{16}\)O | 6.3  | 3.39 | 85.0 | 43.3 \pm 4.8 | 0.51 \pm 0.10 | |
| \(^{16}\)F | 4.5  | 5.05 | 89.8 | 52.6 \pm 3.5 | 0.59 \pm 0.08 | |
| \(^{18}\)F | 4.8  | 5.09 | 103 | 50.2 \pm 2.7 | 0.49 \pm 0.06 | |
| \(^{19}\)F | 3.5  | 5.85 | 94.7 | 49.5 \pm 3.0 | 0.52 \pm 0.07 | |

TABLE I. Measured values, results and relevant quantities used in the target thickness determination.

FIG. 3. Top panel: target chamber’s walls absorption, experimental data (filled circles) are compared with the predictions of a Geant4 simulation (dots). Both measurements and simulation are scaled to unity at position \( \sim 0 \) mm. Middle panel: detail of the target chamber top view. Bottom panel: gas density profile of the extended \(^{4}\)He target determined through the \(^{3}\)Li(\(p\),\(\alpha\))\(^{6}\)He reaction. The points are corrected for the absorption of the target chamber, according to top panel. The black line is the calculated transmission of recoils, in a selected charge state, to the end detector. The error bars shown in both panels accounts for counting statistics only.

2. Density profile

The distribution of the He gas within the target cell was determined through the measurement of the yield of the broad resonance, \( \Gamma_{c.m.} = 130 \) keV, in \(^{3}\)Li(\(p\),\(\alpha\))\(^{6}\)Li at the energy of
\( E_{\text{lab}} = 3325 \text{ keV} \), in a similar way as reported in [20]. In order to correct the observed \( \gamma \)-ray yield for the absorption by the chamber walls, the experimental setup was simulated with Geant4 [23]. The simulation was validated against a measurement of the relative attenuation of an uncalibrated \(^7\text{Be}\) source that could be moved along the beam axis of the target chamber. A comparison of the experimental data with the predictions of the Geant4 simulation is shown in Fig. 3.

The tails of the profile are well determined and account for about 25\% of the total target thickness. The fact that a significant portion of the target gas is located outside the central cell is not an issue with respect to the separator acceptance if the yield of narrow resonances is to be measured, since beam energy can be adjusted to have the reaction to take place mainly at the center of the target. The effect of this feature on the measurement of non resonant cross section is discussed in Sec. II C.

**B. \(^{19}\text{F}\) charge state probability**

The Ar post-stripper equilibrium thickness for \(^{19}\text{F}\) ions was determined through a measurement of the charge state probabilities, at several energies as a function of the stripper inlet pressure \( P_{\text{stripper}} \). In Fig. 4 the charge state probability as a function of the post-stripper inlet pressure is shown for the case of of 5 MeV \(^{19}\text{F}^3^+\) ions. On the basis of this measurement the working pressure of \( P_{\text{stripper}} = 10 \text{ mbar} \) was chosen.

![Graph showing charge state probability as a function of Ar post-stripper gas pressure](image)

**FIG. 4. Charge state probability of \(^{19}\text{F}\) ions as a function of the Ar post-stripper inlet pressure \( P_{\text{stripper}} \) at 5.0 MeV beam energy. Lines connecting the points are to guide the eye only. The dotted line represents the unmeasured current at this energy, due to non accessible \( 1^+ \), \( 2^+ \) charge states and further charge exchanging in the CSSM chamber, see text for details.**

We have also measured the charge state probabilities \( \Phi_i \) of \(^{19}\text{F}\) as a function of ion speed. Results are shown in Fig. 5 and the curves through the points are gaussian fits to the data, performed independently for each charge state. Due to the limitations of the CSSM magnetic field, not all of the charge states could be measured at all energies. In these cases, the unmeasured charge state probabilities, namely of \( 1^+ \) and \( 2^+ \), were estimated from the measured ones. In fact at a given energy, provided that the neutral and fully stripped states are negligibly populated, the probability as a function of the charge state can be assumed to be gaussian.

It has to be noted that the derived \( \Phi_i \) do not correspond exactly to the charge state probabilities at the exit of the poststripper. More precisely they are the fraction of ions that enter the triplet in the given charge state. A small difference is introduced by recoils further charge exchanging in the CSSM, where some residual Ar gas is present over a relatively long distance, leading to the loss of the ions. This feature has been verified observing the variation of the beam current after the CSSM while injecting Ar gas in the CSSM chamber only. The difference amounts altogether to about 5\%, in fact summing all the \( \Phi_q \) a value of about 95\% is obtained at all energies, see Fig. 5.

**FIG. 5. Charge state probability of \(^{19}\text{F}\) ions emerging from the target as a function of velocity. Filled symbols are experimentally determined values, while empty symbols are estimated values for the unmeasured \( 1^+ \), \( 2^+ \) charge states and for the further charge exchanging in the CSSM chamber, see text for details. Curves through points are uncorrelated Gaussian fits. Vertical shaded areas indicate the energy intervals where cross section measurements were performed.**

**C. Acceptance**

The transmission of the recoils to the end detector, \( T_{RMS} \), was measured to be 100\% using a \(^{19}\text{F}\) ion beam varying the energy and angle to scan the volume of the phase space occupied by the recoils. An electrostatic deflection unit has been used to mimic the recoil cone with a maximum opening angle \( \theta_{\text{max}} \), which is calculated according to reaction kinematics and straggling effects due to the interaction with target and post-stripper gas.

As a further test of the separator acceptance, we have used the yield of the \( E_{\text{cm.}} = 1323 \text{ keV} \) resonance. A scan of the target was performed and then the energy of the beam was set to the middle of the plateau. Then several measurement were performed varying the energy to which the separator was tuned. Results are shown in Fig. 6. The experimental points show a flat-top plateau, indicating a broad region of full ac-
ceptance, and then the reaction yield sharply drops, indicating that the limit of the energy acceptance, or the limit of angular acceptance, or both, is reached.

Moreover reaction yield measurements of the 1323 keV resonance performed in the 3+ and 4+ charge states, characterised by quite different charge state probabilities, have given very consistent results, see Fig. 8 top panel.

III. EXPERIMENTAL RESULTS AND ANALYSIS

The reaction yield of the two broad resonances at 1323 keV and 1487 keV, corresponding to the 19F states at $E_x = 5337$ and 5500.7 keV respectively, was measured. Ion identification and counting was done using an Ionization Chamber with a fractioned anode as a $E_{\text{rest}}$-$\Delta E$ telescope (ICT). In Fig. 7 a sample spectrum is reported. The reaction yield as a function of energy is shown in Fig. 8. The reaction yield per incident particle observed for the two broad resonances at 1323 keV and 1487 keV, top and bottom respectively. Open circles and filled squares indicate measurements of recoils in the 4+ and in the 3+ charge state, respectively.

\[ \frac{Y}{Y_0} \text{ vs. } E_{\text{set}} \]

FIG. 6. Ratio of the observed yield $Y$ with respect to the central yield $Y_0$ of the $E_{\text{set}} = 1323$ keV resonance as a function of the energy set for the separator.

\[ \text{19F recoils} \]

\[ \text{15N leaky ions} \]

FIG. 7. Sample ICT $E_{\text{rest}}$-$\Delta E$ spectrum for ions identification and counting, collected at $E_{\text{15N}} = 7.06$ MeV.

\[ \text{Reaction yield per incident particle} \]

FIG. 8. Reaction yield per incident projectile observed for the two broad resonances at 1323 keV and 1487 keV, top and bottom respectively.

The stopping power of N ions in He has a negligible variation over the target thickness, and the average value of 77.2 keV cm$^2$/1E18 atoms is used for the analysis of both resonances. The cross section $\sigma_{BW}(E)$ is calculated using the Breit-Wigner formula

\[ \sigma_{BW}(E) = \pi \lambda^2 \frac{2J + 1}{(2J_r + 1)(2J_p + 1)} \frac{\Gamma_a(E)\Gamma_{\gamma}(E)}{(E_R - E)^2 + \left(\frac{\Gamma_a(E)}{2}\right)^2} , \tag{2} \]

where $\lambda$ is the projectile reduced de Broglie wavelength, $J$, $J_r$, $J_p$ are the total angular momenta of the resonance, the target nucleus and the projectile, respectively, $E_R$ is the resonance energy, and $\Gamma_a$ and $\Gamma_{\gamma}$ are the observed partial widths. Their energy dependence is calculated according to [24]:

\[ \Gamma_a(E) = 2P_a(E)\gamma_a^2 , \tag{3} \]

where $\gamma_a^2$ is the observed reduced width and $P_a(E)$ is the penetration factor

\[ P_a(E) = R \left( \frac{k}{F_l^2 + G_l^2} \right) , \]

with the radius $R = 5.07$ fm, $F_l$ and $G_l$ are the regular and
termination of the target thickness. Results are shown, for both resonances, in Fig. 9. Our determination of $E_R$ values for the $\alpha$ for the $1.323$ MeV and the $1.487$ MeV resonances, top panel and bottom panel, respectively. The vertical line is the experimentally determined target thickness, the shaded area its uncertainty. Horizontal lines are literature values of $\Gamma_\alpha$ and shaded area their uncertainties. The dot indicates the best fit values.

Regarding the determination of $T_t$ leads to fit of the data with a LSF close to the absolute minimum, for both resonances, thus excluding possible values to this aspect. Literature values for $\Gamma_\alpha$ would lead to LSF minimum values quite far from the absolute minimum.

It has to be noted that even at the absolute minimum, the LSF for the $1.323$ keV resonance shows quite high values (reduced $\chi^2 \sim 20$). Therefore for the calculation of the LSF in the fit of the $1.323$ keV resonance, the statistical uncertainty of the experimental points has been inflated by a factor of $1.5$. However this inflation has no influence on final parameter values nor on the final uncertainties estimation, since these are obtained through a Monte Carlo (MC) procedure, described below, rather than the error matrix at LSF minimum.

The recommended values and uncertainty on the resonances parameters, reported in Table II, are obtained through a MC procedure, so that besides the statistical uncertainty also the uncertainties on the target thickness and the other quantities contributing to the overall systematic uncertainty are correctly reflected in the results. In the MC procedure 5000 fits are performed. For each fit a pseudo-dataset is generated through a gaussian distribution of the measured values, used as central values and the uncertainty as $\sigma$, in addition the target thickness and an overall normalisation parameter are set to randomly generated values. The target thickness is generated according to a normal distribution, while the normalisation parameter is in part normally distributed, according to charge state probability, scattering rate and stopping power uncertainties, as reported in Table III and in part uniformly distributed, according to current reading uncertainty, estimated to be $3\%$ at all energies. Then the LSF is minimised with respect to parameters $E_R$, $\Gamma_\alpha$ and $\Gamma_\gamma$. The parameters distributions are shown in Fig. 10. Some of the distributions obtained are slightly asymmetric but still rather close to normal. Therefore best value and uncertainty are obtained through a gaussian fit to the histograms, the uncertainty on beam energy determination, that contributes to $\delta E_R$, is added afterwards.

TABLE II. Parameters of the measured resonances as obtained from the MC procedure. Most of the uncertainty on the $E_R$ values is due to the beam energy determination.

| resonance          | $E_R$ [keV] | $\Gamma_\alpha$ [eV] | $\Gamma_\gamma$ [2.5 eV] | $T_t$ [keV] |
|-------------------|-------------|----------------------|--------------------------|-------------|
| $1323$ keV resonance | $1313.1 \pm 1.6$ | $1.69 \pm 0.14$ | $3.5 \pm 0.5$ | $30 \pm 5$ |
| $1487$ keV resonance | $1486.1 \pm 1.9$ | $2.13 \pm 0.17$ | $4.0 \pm 0.7$ | $35 \pm 5$ |
relative probability
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FIG. 10. Parameter value distributions, $\Gamma_{\gamma}, \Gamma_{\alpha}, E_R$ (top to bottom), of the 1323 keV (left) and the 1487 keV (right) resonances, as obtained from the MC procedure.

| resonance energy [keV] | $\delta\Phi_{\gamma}$ | $\delta N_{\gamma}$ | $\delta N_{\alpha}$ |
|------------------------|---------------------|---------------------|---------------------|
| 1323                   | 2.1%                | 2.2%                | 5.0%                |
| 1487                   | 3.2%                | 4.0%                | 5.0%                |

TABLE III. Relative uncertainties affecting overall normalisation: charge state probability $\delta\Phi_{\gamma}$, number of incident projectiles $\delta N_{\gamma}$, and stopping power $\delta N_{\alpha}$. Uncertainty on current integration is 3% at all energies.

ence to [29]. In that work this resonance is not explicitly discussed, however the resonance profile shown, Fig. 23, panel g, appears to be consistent with a larger $E_R$ value. In addition $E_R$ values derived from $p$ and $\alpha$ inelastic scattering experiments, and $(p, \gamma)$ measurements are somewhat larger than 1323 keV, although with larger uncertainties [20], in better agreement with our result.

As concerns the widths, the $\Gamma_{\gamma}$ and $\Gamma_{\alpha}$ values obtained in the present work for the 1487 keV resonance are compatible with earlier determinations [27] and references therein], also the 1323 keV resonance $\Gamma_{\gamma}$ is found in an excellent agreement with literature value, while a significant difference is found for the $\Gamma_{\alpha}$. Most notably the precision on the $\Gamma_{\alpha}$ values has been improved to about 5%.

IV. CONCLUSIONS

The recoil separator ERNA has been used to directly measure the reaction yield of the two broad resonances at $E_{\text{c.m.}} = 1323$ and 1487 keV. On the basis of the experimental data their $\Gamma_{\gamma}$ and $\Gamma_{\alpha}$ are determined. While agreement within uncertainty is found with earlier determination of the 1487 keV resonance widths, a significant difference is found for the 1323 keV $\Gamma_{\alpha}$. The improved determination of the broad resonances widths, influences the reaction rate, and its uncertainty, at AGB relevant temperatures. However at low temperatures the reaction rate is dominated by the DC component and the narrow resonance at $E_{\text{c.m.}} = 364$ keV. Both components are presently known only through indirect measurements [12] and, as mentioned, are affected by large uncertainties. In Fig. [11] the contribution of each resonance with respect to the total reaction rate is shown as a function of the temperature. It is worth noting that fractional contributions to the reaction rate presented in Fig. [11] are calculated according to central values and do not bring any information on the uncertainties. As mentioned the DC component and the $E_{\text{c.m.}} = 364$ keV are largely uncertain, and therefore the relative contributions may vary sizeably.

The two investigated resonances contribute to the low temperature reaction rate through their tails. Our new determination of the $\Gamma_{\gamma}$s increases their contribution to the reaction rate by about 15% at relevant astrophysical energies, with respect to the rate calculated according to literature values. The relative astrophysical implications will be discussed elsewhere.

We plan to extend the measurements towards lower energies, hopefully as far as to directly determine the strength of the $E_{\text{c.m.}} = 364$ keV resonance that is presently known only through indirect measurements [12] with a factor of 2 of uncertainty. Possibly also a direct determination of the DC component at around $E_{\text{c.m.}} \sim 1$ MeV will be possible.
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