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ABSTRACT

The Type IIn supernova (SN) 2005ip is one of the most well-studied and long-lasting examples of a SN interacting with its circumstellar environment. The optical light curve plateaued at a nearly constant level for more than five years, suggesting ongoing shock interaction with an extended and clumpy circumstellar medium (CSM). Here we present continued observations of the SN from ~ 1000 – 5000 days post-explosion at all wavelengths, including X-ray, ultraviolet, near-infrared, and mid-infrared. The UV spectra probe the pre-explosion mass loss and show evidence for CNO processing. From the bolometric light curve, we find that the total radiated energy is in excess of $10^{50}$ erg, the progenitor star’s pre-explosion mass-loss rate was $\gtrsim 1 \times 10^{-2} M_\odot$ yr$^{-1}$, and the total mass lost shortly before explosion was $\gtrsim 1 M_\odot$, though the mass lost could have been considerably larger depending on the efficiency for the conversion of kinetic energy to radiation. The ultraviolet through near-infrared spectrum is characterised by two high density components, one with narrow high-ionisation lines, and one with broader low-ionisation H I, He I, [O I], Mg II, and Fe II lines. The rich Fe II spectrum is strongly affected by Lyα fluorescence, consistent with spectral modeling. Both the Balmer and He I lines indicate a decreasing CSM density during the late interaction period. We find similarities to SN 1988Z, which shows a comparable change in spectrum at around the same time during its very slow decline. These results suggest that, at long last, the shock interaction in SN 2005ip may finally be on the decline.
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1 INTRODUCTION

Type IIn supernovae (SNe IIn; see Filippenko 1997 and Smith 2017 for reviews) are characterised by relatively narrow emission lines (Schlegel 1990) which are not associated with the SN explosion itself, but rather with dense circumstellar material (CSM) produced by pre-SN mass loss (Smith 2014). Shock interaction and dust formation in the dense CSM often result in significant emission ranging from X-ray to radio wavelengths for many years post-explosion (e.g., Chevalier & Fransson 2017; Fox et al. 2011, 2013).

SN 2005ip, discovered in NGC 2906 (Boles et al. 2005) on 2005 November 5.163 (UT dates are used throughout this paper), is one of the more well-studied Type IIn explosions given its proximity to Earth (∼ 35 Mpc) and the fact that it has remained detectable for nearly 15 years post-explosion. Fox et al. (2009) first reported a 3 yr near-infrared (NIR) light-curve plateau corresponding to newly formed dust in the cold, post-shock shell. Smith et al. (2009b) published an optical light curve that showed an initial linear (in mag d−1) decline from peak, followed by a late-time plateau attributed to ongoing shock interaction with the dense CSM. The late optical plateau matched the NIR plateau, and Smith et al. (2009b) presented spectra that revealed signatures of strong ongoing CSM interaction, as well as signatures of dust formation in both the SN ejecta and the post-shock cold dense shell. SN 2005ip was unusual in displaying very pronounced narrow coronal emission lines in its spectrum, indicating that clumpy CSM was being strongly irradiated by X-rays from the shock interaction (Smith et al. 2009b). Coronal lines have also been seen in the Type IIn SNe 1995N (Fransson et al. 2002), 2006jd (Stritzinger et al. 2012), and SN 2010jl (Fransson et al. 2014). Fox et al. (2010) obtained a Spitzer Space Telescope Infrared Spectrograph (IRS; Houck et al. 2004) spectrum of SN 2005ip (the only mid-IR (MIR) spectrum of a SN IIn to date), which revealed the presence of a second, cooler dust component associated with a pre-existing dust shell radiatively heated by this ongoing CSM interaction. Bevan et al. (2018) modeled the spectral line evolution and confirmed that a significant amount of dust can be explained by dust formation in the ejecta, and Nielsen et al. (2018) found the dust properties to be unlike those of Milky Way dust.

Stritzinger et al. (2012) continued to monitor SN 2005ip throughout ∼ 5 yr post-explosion and showed that the optical and NIR light curves underwent little decline over that time. Katsuda et al. (2014) reported that X-ray observations at ∼ 6 yr post-explosion exhibit a significant decrease in flux compared to previous epochs, suggesting the forward shock had finally overtaken the dense CSM in which the SN exploded. Most recently, Smith et al. (2017) observed a temporary resurgence in the Hα luminosity, which they interpreted to be the result of the forward shock crashing into an additional dense shell located ≲ 0.05 pc away, consistent with the distant pre-existing dust shell indicated by MIR observations (Fox et al. 2011). Overall, Smith et al. (2017) showed that the spectral evolution and X-ray emission from the decade-long CSM interaction phase of SN 2005ip was almost identical to the late interaction seen in SN 1988Z, the prototypical SN IIn with long-lasting CSM interaction.

The nature of the progenitors of both SN 2005ip and the broader Type IIn subclass remains ambiguous. The mass-loss rates of SNe IIn derived using various techniques are in the range 10−3–10−1 M⊙ yr−1 and the total CSM masses are several M⊙ (e.g., Smith et al. 2009b, 2007, 2008; Fox et al. 2009; Moriya et al. 2013; Ofek et al. 2014; Fransson et al. 2014; Katsuda et al. 2014; Smith 2017). Galactic analogs with such mass-loss rates and H-rich winds include luminous red supergiants, yellow hypergiants, and luminous blue variables (LBVs), each of which present further questions of their own (see Smith 2014 for a review). To complicate the interpretation even more, Habergham et al. (2012) find that SNe IIn, including SN 2005ip, do not trace the most active star formation in galaxies, suggesting they are not exclusively associated with the most massive stars. Smith & Tomboks (2015) note that extremely luminous LBVs themselves do not trace regions of recent massive star formation, and go on to explain this effect with a binary progenitor scenario. Nomoto et al. (1995) also stressed the importance of binary evolution in various types of SN progenitors including SNe IIn. On the other hand, SNe IIn share many properties with SN impostors (Smith et al. 2011), and pre-existing dust shells are reminiscent of the impostors’ pre-SN eruptions, such as SN 2009ip (e.g., Mauerhan et al. 2013), where the eruption was linked to an LBV progenitor (e.g., Smith et al. 2010). Taddia et al. (2015) find that long-lasting SNe IIn have similar host-galaxy metallicities as SN impostors, which may be produced by LBV outbursts and have traditionally been thought to arise from massive stars.

The pre-SN mass-loss history of SNe IIn may hold some clues since it probes the latest stages of massive-star evolution. Differences in wind speeds, densities, compositions, and asymmetries result in distinguishable observational behaviours. Given the dense CSM associated with most SNe IIn, X-rays from shock interaction are often absorbed, reprocessed, and re-emitted at UV (predominantly) and optical wavelengths, making these wavelengths optimal for tracing CSM interaction and, thereby, the progenitor’s mass-loss history (e.g., Chevalier & Fransson 1994; Chevalier & Irwin 2011; Chevalier & Fransson 2017). Furthermore, when combined with other wavelengths, the UV may offer a quantitative estimate of the nucleosynthesis in the core of the star, which helps to constrain the initial mass of the progenitor prior to mass loss (Fransson et al. 2002, 2005, 2014).

Here we present multiwavelength observations of SN 2005ip at very late epochs, including UV, optical, NIR, MIR, and radio. These data track the SN light curve as it declines in all bands. Following Stritzinger et al. (2012), throughout this paper we assume that the distance to NGC 2906 (the host galaxy) is 34.9 Mpc, and we adopt $E(B - V) = 0.047$ mag as the reddening (Smith et al. 2009b).

When noted, we correct our spectral energy distributions (SEDs) and spectra for this colour excess assuming $R_V = A_V/E(B - V) = 3.1$ using the reddening law of Cardelli et al. (1989). Section 2 presents the observations, while §3 analyzes the light curve and spectral evolution. In §3.2.3 we take a closer look at the UV spectra. Finally, §4 provides a discussion and conclusion of the work.

2 OBSERVATIONS

2.1 HST Imaging

Table 1 summarises Hubble Space Telescope (HST) imaging of SN 2005ip. We obtained individual images from the Mikulski Archive for Space Telescopes (MAST), so they have been processed through the standard pipeline at the Space Telescope Science Institute (STScI). We obtained photometry from individual frames using Dolphot (Dolphin 2016) with the following parameters: FitSky=3, Raper=8, and InterpPSFlib=1, and the TinyTim model point-spread functions (PSFs).
Table 1. HST Imaging

| UT Date | Epoch (d) | Program (GO) | PI | Instrument | Grating/Filter | Central Wavelength (Å) | Exposure (s) | Magnitude |
|---------|-----------|--------------|----|------------|----------------|------------------------|--------------|-----------|
| 20081118 | 1109 | 10877 | Weidong Li | WFPC2 | F450W | 4556.00 | 800 | 19.58 (0.01) |
| 20081118 | 1109 | 10877 | Weidong Li | WFPC2 | F675W | 6717.00 | 360 | 17.30 (0.01) |
| 20081118 | 1109 | 10877 | Weidong Li | WFPC2 | F555W | 5439.00 | 460 | 19.34 (0.01) |
| 20081118 | 1109 | 10877 | Weidong Li | WFPC2 | F814W | 8012.00 | 700 | 19.05 (0.01) |
| 20161029 | 4011 | 14668 | Filippenko | WFC3 | F336W | 3354.85 | 780 | 20.82 (0.02) |
| 20161029 | 4011 | 14668 | Filippenko | WFC3 | F814W | 8048.10 | 710 | 21.31 (0.01) |
| 20180111 | 4450 | 15166 | Filippenko | WFC3 | F336W | 3354.85 | 780 | 21.32 (0.02) |
| 20180111 | 4450 | 15166 | Filippenko | WFC3 | F814W | 8048.10 | 710 | 21.60 (0.01) |

2.2 HST/STIS

SN 2005ip was observed twice with the HST/STIS as part of programs GO-13287 and GO-14598 (PI O. Fox), as summarised in Table 2. The one-dimensional (1D) spectrum for each observation is extracted using the CALSTIS custom extraction software stis-tools.x1d. The default extraction parameters for STIS are defined for an isolated point source. For both G140L and G230L the default extraction box width is 7 pixels and the background extraction box width is 5 pixels.

Table 2. HST/STIS/MAMA Spectroscopy

| UT Date | Epoch (d) | Program (GO) | Grating | Exposure (s) |
|---------|-----------|--------------|---------|--------------|
| 20140328 | 3065 | 13287 | G140L | 4752 |
| 20140328 | 3065 | 13287 | G230L | 2744 |
| 20171021 | 4368 | 14598 | G140L | 17,100 |
| 20171021 | 4368 | 14598 | G230L | 19,008 |

2.3 Warm Spitzer/IRAC Photometry

The Warm Spitzer Infrared Array Camera (IRAC) (Fazio et al. 2004) obtained several frames for SN 2005ip, summarised in Table 3 and plotted in Figure 1. We downloaded coadded and calibrated Post Basic Calibrated Data (pbcd) from the Spitzer Heritage Archive. Standard aperture photometry was performed with a radius defined by a fixed multiple of the PSF full width at half-maximum intensity (FWHM). Template subtraction is typically implemented to remove contributions from the underlying galaxy, but in this case, no Spitzer template exists. Furthermore, due to the rapid flux variations of the underlying galaxy, a standard annulus does not allow for selection of pixels corresponding to a local background associated with the SN (e.g., Fox et al. 2011; Szalai et al. 2019). Instead, we selected our own background region. The standard deviation of the background variations is smaller than the measured noise in the aperture photometry, even at the latest epochs, and does not contribute substantially to our error bars. Most of these data were recently published by Szalai et al. (2019), but day 4667 is newly published here. The photometry for epochs 948 and 2057 doesn’t precisely match the photometry of Fox et al. (2010, 2011, 2013) because the analysis in those papers implemented slightly different routines consisting of either different sized apertures or PSF fitting photometry, but they are within the error bars. All Spitzer photometry in this paper was calculated using aperture photometry with consistent aperture sizes.

For plotting purposes in Figure 1, we derive the integrated Spitzer luminosity by fitting a simple dust-mass model to the two MIR data fluxes, similar to those described by Fox et al. (2011). In this case, we assume 0.1 μm graphite grains given the lack of the ~10 μm silicate feature in the MIR spectrum (Fox et al. 2010; Williams & Fox 2015).

2.4 Optical and NIR Photometry

Tables 4 and 5 list and Figure 1 plots the new optical and NIR photometry of SN 2005ip. We include some data obtained with the Reionization And Transients InfraRed camera (RATIR; Butler et al. 2012; Fox et al. 2012) mounted on the 1.5 m Johnson telescope at the Mexican Observatorio Astronómico Nacional on Sierra San Pedro Mártir in Baja California, México (Watson et al. 2012). The data were reduced, coadded, and analysed using standard CCD and IR processing and aperture photometry techniques, utilising online astrometry programs SExtractor and SWarp.

We also present two epochs of r and i photometry obtained during 2014 at Las Campanas Observatory with the 2.5 m du Pont telescope by the Carnegie Supernova Project (CSP; Hamuy et al. 2006). These images were reduced following standard procedures. PSF photometry of the SN was computed in the natural system using the local sequence stars presented by Stritzinger et al. (2012). The reported photometric uncertainties account for both instrumental and nightly zero-point errors.

Additional NIR photometry was obtained from the 3.8 m United Kingdom Infrared Telescope (UKIRT) on Maunakea using WFCAM2. JHK observations were pipeline reduced by the Cambridge Astronomical Survey Unit (CASU). Aperture photometry was performed using the DAOPHOT package in IRAF.

1 SExtractor and SWarp can be accessed from http://www.astromatic.net/software.

2 IRAF: the Image Reduction and Analysis Facility is distributed by the National Optical Astronomy Observatory, which is operated by the Association
ties were calculated by adding in quadrature photon statistics and zero-point deviation of the standard stars for each epoch.

One epoch of \(g'\) and \(r'\) photometry was obtained with the Multi-Object Double Spectrograph (MODS; Byard & OâBrien 2000) on the Large Binocular Telescope (LBT) on 2018 January 16. The \(3 \times 240\) s images in each filter were reduced and stacked using standard IRAF procedures, and zero points were calculated using Sloan Digital Sky Survey (SDSS) standard stars in the field. Uncertainties were calculated in the same manner as for the UKIRT data.

All magnitudes were initially calculated in their respective telescope natural system. Although not every telescope has a published report detailing their system, they all follow similar techniques as CSP (Contreras et al. 2010). All photometric calibration was then performed using field stars with reported fluxes in both 2MASS (Skrutskie et al. 2006) and the SDSS Data Release 9 Catalogue (Ahn et al. 2012). Uncertainties are dominated by errors associated with catalog stars.

The most complicated point in Figure 1 is the 2018 \(R\)-band photometry from Keck (day 4776), when the SN is quite faint and comparable in broad-band flux to the underlying H II region. Aperture photometry, which includes some of the underlying H II region, yields a magnitude of 19.92, which we take to be the SN upper limit (Table 4). We also obtained a final epoch of Keck \(R\)-band imaging in 2019. Under the assumption that the SN had faded completely (although it likely hadn’t), we can use the 2019 data as a template for subtraction from the 2018 data. This yields a magnitude of 24.54, which we take to be the SN lower limit in 2018. In reality, the actual SN flux on day 4776 is somewhere between these limits.

### 2.5 Optical Spectroscopy

Table 6 lists and Figure 2 plots the new optical spectra of SN 2005ip. We obtained some spectra with the Low Resolution Imaging Spectrometer (LRIS; Oke et al. 1995) mounted on the 10 m Keck I telescope and the DEep Imaging Multi-Object Spectrograph (DEIMOS; Faber et al. 2003) mounted on the 10 m Keck II telescope. For the Keck/LRIS spectra, we observed with a 1″ wide slit and used either the 600/4000 or 400/3400 grisms on the blue side and the 400/8500 grating on the red side. This observing setup resulted in wavelength coverage from 3200–9200 Å and a typical resolution of 5–7 Å. For the Keck/DEIMOS spectra, we observed with a 1″ wide slit and the 1200/7500 grating. This observing setup resulted in wavelength coverage from 4750–7400 Å and a typical resolution of ~3 Å. In both cases, we aligned the slit the parallactic angle to minimise differential light losses (Filippenko 1982). These spectra were reduced using standard techniques (e.g., Foley et al. 2003; Silverman et al. 2012). Routine CCD processing and spectrum extraction were implemented using the optimal algorithm of Horne (1986). We flux calibrated these spectra and removed telluric absorption lines using algorithms defined by Wade & Horne (1988) and Matheson et al. (2000).

We also obtained three epochs of spectroscopy with the Bluechannel (BC) spectrograph on the 6.5 m Multiple Mirror Telescope (MMT) using the 12001mm\(^{-1}\) grating centred at 6300 Å (see Smith et al. 2017). We performed standard reductions, including bias subtraction, flat-fielding, and optimal spectral extraction. We flux calibrated these spectra using spectrophotometric standards observed at similar airmasses.

Keck I telescope and the DEep Imaging Multi-Object Spectrograph (DEIMOS; Faber et al. 2003) mounted on the 10 m Keck II telescope. For the Keck/LRIS spectra, we observed with a 1″ wide slit and used either the 600/4000 or 400/3400 grisms on the blue side and the 400/8500 grating on the red side. This observing setup resulted in wavelength coverage from 3200–9200 Å and a typical resolution of 5–7 Å. For the Keck/DEIMOS spectra, we observed with a 1″ wide slit and the 1200/7500 grating. This observing setup resulted in wavelength coverage from 4750–7400 Å and a typical resolution of ~3 Å. In both cases, we aligned the slit the parallactic angle to minimise differential light losses (Filippenko 1982). These spectra were reduced using standard techniques (e.g., Foley et al. 2003; Silverman et al. 2012). Routine CCD processing and spectrum extraction were implemented using the optimal algorithm of Horne (1986). We flux calibrated these spectra and removed telluric absorption lines using algorithms defined by Wade & Horne (1988) and Matheson et al. (2000).

We also obtained three epochs of spectroscopy with the Bluechannel (BC) spectrograph on the 6.5 m Multiple Mirror Telescope (MMT) using the 12001mm\(^{-1}\) grating centred at 6300 Å (see Smith et al. 2017). We performed standard reductions, including bias subtraction, flat-fielding, and optimal spectral extraction. We flux calibrated these spectra using spectrophotometric standards observed at similar airmasses.

Keck I telescope and the DEep Imaging Multi-Object Spectrograph (DEIMOS; Faber et al. 2003) mounted on the 10 m Keck II telescope. For the Keck/LRIS spectra, we observed with a 1″ wide slit and used either the 600/4000 or 400/3400 grisms on the blue side and the 400/8500 grating on the red side. This observing setup resulted in wavelength coverage from 3200–9200 Å and a typical resolution of 5–7 Å. For the Keck/DEIMOS spectra, we observed with a 1″ wide slit and the 1200/7500 grating. This observing setup resulted in wavelength coverage from 4750–7400 Å and a typical resolution of ~3 Å. In both cases, we aligned the slit the parallactic angle to minimise differential light losses (Filippenko 1982). These spectra were reduced using standard techniques (e.g., Foley et al. 2003; Silverman et al. 2012). Routine CCD processing and spectrum extraction were implemented using the optimal algorithm of Horne (1986). We flux calibrated these spectra and removed telluric absorption lines using algorithms defined by Wade & Horne (1988) and Matheson et al. (2000).

We also obtained three epochs of spectroscopy with the Bluechannel (BC) spectrograph on the 6.5 m Multiple Mirror Telescope (MMT) using the 12001mm\(^{-1}\) grating centred at 6300 Å (see Smith et al. 2017). We performed standard reductions, including bias subtraction, flat-fielding, and optimal spectral extraction. We flux calibrated these spectra using spectrophotometric standards observed at similar airmasses.
2.6 Chandra X-Ray Photometry

The Chandra X-ray Observatory (CXO) Advanced CCD Imaging Spectrometer (ACIS; Garmire et al. 2003) observed SN 2005ip, summarised in Table 7 and plotted in Figure 1. As a reference, we also include details of the previous epoch of CXO observations from 2016 (Smith et al. 2017). Similar to Smith et al. (2017), we performed photometry and spectral extraction using the specextract package within the HEASOFT3 Ciao software suite (Blackburn 1995). We model source and background spectra simultaneously using the Sherpa package. For the source, we assume an absorbed single-temperature thermal plasma model (apec) having solar abundances as defined by Asplund et al. (2009). For the background, we assume a simple power law. We set the equivalent neutral hydrogen column density in the interstellar medium (ISM) of \( N_{\text{H}} \) (ISM) = \( 3.7 \times 10^{20} \) cm\(^{-2}\) (Katsuda et al. 2014). We also allowed for an additional intrinsic source of absorption for the SN. The fits rely on a \( \chi^2 \) statistic with a Gehrels variance function. In this case, we obtained a reduced \( \chi^2 \) value of 35 for 64 degrees of freedom. We use these fits to derive photon energies in the range 0.5–8.0 keV. Compared to our previously reported Chandra/ACIS observation on 2016 Apr. 3 (Smith et al. 2017), SN 2005ip exhibits a factor of \( \sim 2 \) reduction in the intrinsic flux. The temperature and self-absorption parameters of our thermal plasma model, however, have not changed significantly.

3 ANALYSIS

3.1 Light-Curve Evolution, Bolometric Luminosity, and Radiated Energy

Figure 1 shows decreasing fluxes at all wavelengths at days \( \gtrsim 1500 \) post-explosion, which is consistent with other SNe IIn observed at such late epochs (Fox et al. 2011). Based on the X-ray observations alone, Katsuda et al. (2014) attribute the decreasing flux to the forward shock having finally overtaken the dense CSM in which the SN exploded. Figure 2 shows that most of the decreasing flux occurs in the strength of H\( \alpha \) line, although the later spectra suggest that there may be some additional contribution from outside the H\( \alpha \) line, possibly from a faint reflected light echo or a blend of very faint CSM interaction lines and their wings. We use the data from Figure 1 to construct a quasibolometric luminosity light curve (Figure 3), which we will refer to simply as line, possibly from a faint reflected light echo or a blend of very

\[ \text{L}_{\text{bol}} = 10^{-0.4r} + 48.45. \]

The IR luminosities are described above. The MIR luminosities do not include the cold component discussed by Fox et al. (2010), whose origin may be from more distant gas. Taken all together, the bolometric luminosity may be underestimated by at most 50%. Because we do not include the far-IR, UV, or X-rays, this is likely to be a lower limit to the luminosity. The observed X-rays give an additional contribution of (15%–20%). Unfortunately, this component is not known before 460 d. For the total bolometric output only

the observed X-ray luminosity should be included, not the fraction absorbed by the CSM, which is thermalised into UV and optical radiation. This fraction is most likely increasing for the earlier epochs, approaching 100% as the column density of the CSM and ejecta ahead of the shock increases at early epochs. This is highly model dependent, and we do therefore not attempt to model it. To estimate the effect, however, we add the observed X-ray luminosity to the optical and IR contributions, shown as the dashed black line in Figure 3.

Figure 3 shows that the optical plus IR luminosity up to \( \sim 700 \) d can be well described by a power law in time, \( L \sim 2.6 \times 10^{42} \left( t / (10 \text{d}) \right)^{-0.33} \) erg s\(^{-1}\). The power-law decay during the first phase can be well described by the similarity solution for a radiative shock in a CSM with a steady mass-loss rate (e.g., Chevalier & Fransson 2017): \( L \propto n_3 \approx r^{-3}(n^{-2}) \), where \( n \) is the power-law index of the ejecta density profile. If we use only the total optical plus IR light curve, the luminosity decrease corresponds to \( n \approx 11 \), somewhat steeper than found for SN 2010jl (Fransson et al. 2014).

When we also include the X-rays, the dip in the optical plus IR light curve before the plateau partly fills in, increasing the luminosity by \( \sim 20\% \). If we fit the luminosity from 10 d to the peak of the

\[ \frac{\text{http://heasarc.gsfc.nasa.gov/ftools}}{\text{3}} \]
“bump” at \( \sim 1000 \, \text{d} \), we find \( L \approx 2.6 \times 10^{52} \left( t/(10 \, \text{d})\right)^{-0.21} \, \text{erg s}^{-1} \), corresponding to \( n = 16.5 \). Note, however, that this excludes any X-ray contribution at earlier epochs which would steepen the decline and decrease \( n \). In this context we also note that a short-lived eruption, as is probably the case here, may have a density profile different from a steady \( \rho \approx r^{-2} \) wind.

After \( \sim 2000 \, \text{d} \) the light curve breaks, and the decay is steeper, with \( L \propto t/(t(10 \, \text{d})^{-3}) \). This behaviour signals the breakout of the shock wave from at least part of the dense CSM. Compared again to SN 2010jl, where the break occurred at \( \sim 350 \, \text{d} \), this is considerably later.

We integrate the bolometric light curve to estimate a total radiated energy of \( 1.7 \times 10^{50} \, \text{erg} \). We add \( \sim 1 \times 10^{49} \, \text{erg} \) from the X-rays. As we discuss above, however, this is most likely only a lower limit to the total radiated energy.

Using the bolometric light curve we can also estimate the mass-loss rate. Assuming a radiative shock in a steady wind, the total luminosity is given by

\[
L = \frac{1}{2} \epsilon \frac{M}{\rho_w} v_{\text{shock}}^3 \tag{2}
\]

where \( \epsilon \leq 1 \) is the efficiency for conversion, \( v_{\text{shock}} \) is the shock velocity, \( M \) is the mass-loss rate, and \( \rho_w \) is the wind velocity. From the narrow high-ionisation lines we estimate the velocity of the pre-shocked CSM to be \( \sim 100 \, \text{km s}^{-1} \). If we write the luminosity as \( L(t) = L(t_0)(t/t_0)^\alpha \) and \( v_{\text{shock}} = v_{\text{shock}}(t_0/t)^{1/(n-2)} \), we get

\[
M = \frac{2}{\epsilon} \frac{L(t_0)}{v_{\text{shock}}(t_0)^3} \left( \frac{t}{t_0} \right)^{3/(n-2)}. \tag{3}
\]

The shock velocity injects the largest uncertainty in the above equation. Because of electron scattering at early epochs, one cannot use the maximum wavelength shift of the blue wing. Figure 6 of Smith et al. (2009b) shows that this line has a “shoulder” at \( \sim 5300 \, \text{km s}^{-1} \) on the blue side in the spectra at \( \sim 100 \, \text{d} \). As discussed in detail by Taddia et al. (2020), this shoulder may be caused by the macroscopic shock velocity, in contrast to the wings.

---

Table 7. Chandra Observations of SN 2005ip

| Instrument | JD – 2,450,000 | Days After Outburst | Exposure (ks) | Counts (10^{-3} counts s^{-1}) | \( N_{\text{Fe}} \) (10^{22} cm^{-2}) | \( kT \) (keV) | 0.5–8 keV Unabsorbed Flux (10^{-13} erg s^{-1} cm^{-2}) | Luminosity (10^{40} erg s^{-1}) |
|------------|-----------------|---------------------|--------------|-------------------------------|------------------|-------------|-------------------------------------------------|------------------|
| ACIS-S     | 65422 3821 35.59 829 | 0.19^{+0.08}_{-0.07} | 5.0^{+1.1}_{-0.9} | 2.86^{+0.12}_{-0.08} | 3.2 | 1.3 |
| ACIS-S     | 65422 4453 41.22 619 | 0.11^{+0.23}_{-0.11} | 3.2^{+2.0}_{-1.2} | 1.2^{+1.0}_{-1.1} | 1.3 |

---

Figure 2. Some of the ground-based optical spectra summarised in Table 6. The spectra are scaled to the optical photometry for absolute comparisons at each epoch.
caused by electron scattering. Our late-time Hα spectra (Sec. 3.2.4) indicate a velocity of ~ 2700 km s$^{-1}$ at ~ 1000 d, but the line profile still suggests contributions from electron scattering. Given this uncertainty, we will therefore scale the mass loss to a velocity of 3000 km s$^{-1}$ at 1000 d, as in Eq. 4.

With $t_\ast = 10$ d, $L(t_\ast) = 2.6 \times 10^{42}$ erg s$^{-1}$, and $t_0 = 1000$ d, we get

$$M = \frac{6.6 \times 10^{-3}}{\epsilon} \left(\frac{v_w}{100 \text{ km s}^{-1}}\right) \left(\frac{v_{\text{shock}}(1000 \text{ d})}{3000 \text{ km s}^{-1}}\right)^{-3} M_\odot \text{ yr}^{-1}.$$  

(4)

The total mass of the SN 2005ip gas shell up to the break at $t_{\text{break}}$ is then

$$M_{\text{tot}} = M \left(\frac{t}{t_{\text{break}}}ight)^{1/(n-2)}.$$  

(5)

If we assume that the shock has exited the densest part of the CSM at $t_{\text{break}} \approx 2000$ d and with $M$ from Eq. 4, we get

$$M_{\text{tot}} = \frac{1.0}{\epsilon} \left(\frac{v_{\text{shock}}(1000 \text{ d})}{3000 \text{ km s}^{-1}}\right)^{-2} \left(\frac{t_{\text{break}}}{2000 \text{ d}}\right)^{8/9} M_\odot.$$  

(6)

Equations 4 and 6 together give a timescale of ~ 150 ($v_{\text{shock}}(1000 \text{ d})/3000 \text{ km s}^{-1}$)($v_w/100 \text{ km s}^{-1}$)$^{-1}$ yr for the strong mass-loss episode.

If we instead use the flatter evolution of the luminosity in Figure 3 with $n = 16.5$, the coefficient in Eq. 4 becomes $1.2 \times 10^{-2} M_\odot \text{ yr}^{-1}$, and in Eq. 6 the coefficient becomes 1.85 $M_\odot$.

As seen from Eqs. 4 and 6, besides the value of $v_{\text{shock}}$, an important uncertainty in these estimates is the efficiency parameter, $\epsilon$, which depends on the importance of shock-wave instabilities and other multidimensional effects (Taddia et al. 2020), and may be in the range ~ 0.1–1. For these reasons, the total radiated energy and total mass should be taken as lower limits. In addition, we only integrated the total mass swept to the break at ~ 2000 d. Even if the light-curve steepening is caused by a decreasing density, the later evolution will certainly contribute to a substantial additional mass.

Other studies using X-ray and MIR data favour total CSM masses even higher than 10 $M_\odot$ (Stritzinger et al. 2012; Katsuda et al. 2014). These results are consistent with mass-loss rates that are all nearly $10^{-2} M_\odot \text{ yr}^{-1}$ for a period of several hundred years leading up to the progenitor’s explosion, similar to what we find.
above. The superluminous Type IIn SN 2010jl, for comparison, had a mass-loss rate of nearly $10^{-2} \, M_\odot \, yr^{-1}$ and total mass loss of $\gtrsim 3 \, M_\odot$.

### 3.2 Spectral Modeling and Line Identifications

Basic modeling can be used to infer some qualitative estimates of the physical conditions in the CSM and SN, although this should not be confused with a fully self-consistent spectral modeling (e.g., Dessart et al. 2015). Already, there has been extensive discussion of the rich line spectra of SN 2005ip (Smith et al. 2009b; Smith et al. 2017; Stritzinger et al. 2012). The H I, He I, [N II], [O I], Mg II, and [Ca II] lines have FWHM $\approx 1500 \, km \, s^{-1}$ and are understood to originate from a denser, optically thick medium. We will refer to these as the low-ionisation component. In contrast, the high-ionisation lines are all narrow, originating in the preshocked CSM with FWHM $\approx 350 \, km \, s^{-1}$.

#### 3.2.1 Low-ionisation lines and Ly$\alpha$ fluorescence

As a tool for line identifications and for the diagnostics we have calculated a synthetic spectrum, including H I, He I, N II, O I, Mg II, Ca II, and Fe II, which account for most of the spectral features. For H I, He I, N I, O I, and Fe VII, we use multilevel model atoms, including collisional and radiative processes. We assume a two-zone model with temperature and density as parameters: one zone for the neutral and singly ionised elements and one zone for the high-ionisation ions. We include optical-depth effects for the lines in the Sobolev approximation. The ionized abundances are treated as parameters. The atomic data for high-ionisation stages are from the CHIANTI database (Landi et al. 2012). For H I we use collision rates from Anderson et al. (2002) and for He I from Benjamin et al. (1999). Radiative transition rates and energy levels are mainly from NIST.

We have not attempted a similar calculation for Fe II, in spite of the large number of lines in the spectrum. This requires a more detailed calculation, including radiative excitation by overlapping lines, leading to fluorescence through line coincidences. While this is not a problem for the ions above, there are strong indications that the Fe II spectrum is much affected by fluorescence. In particular, the prominent features at $\sim 8450-9200 \, \AA$, not usually seen in SN spectra, are noteworthy. The peaks near 9200 $\AA$ do not coincide with any Paschen lines or Mg II, both of which are detected at longer wavelengths. Instead, we argue that this emission arises from Fe II lines powered by fluorescence.

Excitation of Fe II by fluorescence from Ly$\alpha$ was first discussed for cool and symbiotic stars (Johansson & Jordan 1984), and later for active galactic nuclei (AGNs) and LBVs, in particular for $\eta$ Carinae (see, e.g., Johansson & Hamann 1993; Hartman 2013, for reviews). In the SN context fluorescence by Ly$\alpha$ was found to be important for the Type IIn SN 1995N (Fransson et al. 2002). The most important branch is pumping by Ly$\alpha$, primarily from the $a^3D^e$ excited level at 1.04 $eV$ in Fe II to levels $\sim 11.2 \, eV$ above the ground state (Sigut & Pradhan 1998, 2003). The cascade from these levels results in NIR lines at $\sim 8450-9200 \, \AA$ and UV lines at $\sim 2300-2900 \, \AA$. While both the UV lines and optically forbidden lines may also be excited by thermal collisions, the NIR lines require a very large excitation energy and are characteristic signatures of Ly$\alpha$ pumping.

In SN 2005ip, the strong Ly$\alpha$ line reaches to $\sim 15 \, \AA$ on the red side, and more on the blue, although the blue is contaminated by the geocoronal Ly$\alpha$ and interstellar absorption (Figure 6). Sigut & Pradhan (2003) find 15 transitions from the $a^3D^e$ level within $\pm 3 \, A$ of Ly$\alpha$, so pumping can occur in a large number of transitions. Pumping from other low levels of Fe II may occur.

To model the Fe II spectrum we have therefore taken two approaches. In one, we have used the relative intensities by Sigut & Pradhan (2003), based on theoretical calculations. These are tuned for typical AGN conditions and may therefore give somewhat different intensities from those expected in the CSM of a SN. In particular, the velocity field is very different and nonlocal scattering may be important, resulting in other pumping channels. The qualitative results should, however, be similar. In the other approach we use the observed UV to NIR spectrum of $\eta$ Carinae by Zethson et al. (2012). The line intensities are convolved with Gaussian profiles and we add a continuum with $F_\lambda \propto \lambda$.

Comparing the spectra in Figure 2 we see little evolution between day 905 and at least to day 3770. Because the spectrum around 3100 days has a coverage in both the UV and the NIR we will here concentrate on this spectrum. We return to the other spectra and changes between these below.

Figure 4 shows the result of a “best-fit” calculation for the two Fe II line cases mentioned above. For both models, we note a steep Balmer decrement, with $F(\text{H} \alpha)/F(\text{H} \beta) \approx 9$. This ratio is comparable to that of other SNe IIn (Fransson et al. 2014) and is mainly a result of the large optical depth of H$\alpha$. This situation, often referred to as “Case C,” is discussed in detail by Xu et al. (1992). For the higher-order Balmer lines, as well as the Paschen lines in the NIR, there is good agreement with the observations for this model. Similar agreement is found for the Fe I lines, where the comparatively high $\lambda 7065/\lambda 5876$ ratio, as well as the $\lambda 10930/\lambda 5876$ ratio, are a result of high optical depth in these lines (see Karamhmetoglu et al. 2019).

The Fe II emission shows a prominent line feature in the $\sim 8450-9200 \, \AA$ range, with the three peaks at 9076, 9126, and 9177 $\AA$, which are well reproduced by both models. The lines at 8451 $\AA$ and 8490 $\AA$ also agree well with the simulations, confirming the contribution of Ly$\alpha$ fluorescence. The feature at $\sim 2845 \, \AA$ is most likely to be Fe II rather than Mg I 1.2852, 2857. This line complex consists of a number of strong lines from an upper $a^3D$ level fed by transitions from the $a^3P$ level, which also gives rise to the $\sim 9175 \, \AA$ peak. The simulations also show the very large number of Fe II lines in the region 4000-6000 $\AA$, which makes an unambiguous identification of other weak lines challenging.

The Sigut & Pradhan (2003) model yields intensities that agree well at most wavelengths, although the $\sim 2848 \, \AA$ peak is overproduced by a factor of $\sim 3$. The $\eta$ Carinae spectrum gives better agreement with the optical range 4000-5500 $\AA$, while the AGN simulation agrees better with the fluorescence features in the NIR and UV. The relative line intensities depend on both the atomic data, especially collisional, and the physical conditions. The AGN environment, for example, has a density of $\sim 4 \times 10^9 \, cm^{-3}$, which is much higher than that of the SN CSM. The calculated intensities also depend on the continuum level, which can be quite uncertain. Regardless of model, however, we find that there is strong evidence for the importance of Ly$\alpha$ fluorescence in the spectrum of SN 2005ip.

#### 3.2.2 High-ionisation CSM lines

High-ionisation ions were observed early (Smith et al. 2009b) and grew stronger with time (Smith et al. 2017). Figure 4 shows that in our recent spectra, we identify a large number of these high-ionisation lines, including He II $\lambda 4686.5, \lambda 4436.3, 4958.9,$
Figure 4. Synthetic spectra with line identifications for the UV to MIR spectrum of SN 2005ip at 3065–3165 d. The upper spectrum, (a), shows the observed data (green = near-UV and NIR, blue = optical) with colour-coded line identifications given in the legend above the figure, plus a number of marked high-ionisation lines, described in the text. The middle spectrum, (b), shows the same observed data together with the synthetic spectrum (red). The Fe II spectrum used is from the calculations by Sigut & Pradhan (2003). Spectrum (c) is the same, but with the the observed Fe II spectrum of η Carinae from Zethson et al. (2012). Note especially the strong NIR Fe II lines at ~8450–9200 Å, powered by fluorescence from Lyα.

From the observed spectrum at 905 d, \( F(\lambda 3586)/F(\lambda 6087) \approx 1.08 \) and \( F(\lambda 5721)/F(\lambda 6087) \approx 0.57 \). At 3399 d the corresponding ratios are \( F(\lambda 3586)/F(\lambda 6087) \approx 0.84 \) and \( F(\lambda 5721)/F(\lambda 6087) \approx 0.61 \). The uncertainties in these ratios mainly come from the assumed reddening and the continuum level, and we estimate these to be ~30%. Because of blending, the other ratios have considerably larger estimated uncertainties.

Figure 5 plots the theoretical line ratios for the strongest lines as a function of the electron density for temperatures from \( 10^4 \) K to \( 10^5 \) K. Collision strengths are obtained from Berrington et al. (2000) and transition rates are obtained from NIST with a 9-level model atom. All ratios are relative to the strong \( \lambda 6087.0 \) line. Overplotted are the measured line ratios from days 905 and 3099.

We place the most emphasis on the strongest lines, represented by the \( F(\lambda 3586)/F(\lambda 6087) \) and \( F(\lambda 5721)/F(\lambda 6087) \) ratios. The strong temperature dependence of the \( F(\lambda 3586)/F(\lambda 6087) \) ratio, together with the \( F(\lambda 5721)/F(\lambda 6087) \) ratio, points to a temperature \( \geq 3 \times 10^4 \) K on day 905 and \( \geq 2 \times 10^5 \) K on day 3099. Day 905 may have a temperature as high as \( 10^5 \) K. Photoionisation calculations for X-ray-illuminated plasmas by Kallman & McCray (1982) (e.g., their Model 3) show that Fe VII is most abundant at \( \sim 3 \times 10^4 \) K,
consistent with these observations. For comparison, Fe XIV, which is seen in at least the earlier spectra, arises at \( \sim 6 \times 10^4 \) K.

The electron density is \( \sim 4 \times 10^6 \) cm\(^{-3}\) for day 905, and a similar density range, \( \sim 4 \times 10^6 \) cm\(^{-3}\), for day 3099. It is difficult to draw any strong conclusions about a changing density between these epochs, but a decrease should have been expected. As pointed out by Berrington et al. (2000), there is likely considerable uncertainty in the atomic data, adding to the uncertainty in the observed fluxes. However, even considering this, it is quite remarkable that the SN is interacting with a CSM with densities \( \sim 10^3 \) cm\(^{-3}\) at \( \sim 3000 \) d after explosion.

The density we find here can be compared to the density inferred from the bolometric light curve in Sec. 3.1. With a mass-loss rate \( M \approx 1 \times 10^{-2} \) M\(_{\odot}\) yr\(^{-1}\) and velocity \( \sim 3000 \) km s\(^{-1}\) at \( \sim 1000 \) d, one obtains a density \( \sim 4.5 \times 10^6 \) cm\(^{-3}\) at 1000 d. While this is compatible with the range we find above from the forbidden lines, one should note that the density from the bolometric light curve depends on \( \epsilon \) and is therefore only a lower limit; it may be up to an order of magnitude higher. We also note that the forbidden lines are not affected by electron scattering and should therefore arise in a region different from that responsible for the bulk of the radiation, close to the shock. A natural scenario is therefore that the forbidden, high-ionisation lines arise outside the region close to the shock which is optically thick to electron scattering, and where the Balmer lines and most of the radiation originate.

3.2.3 The UV spectrum

Figure 6 shows the extracted UV spectra (no background subtraction is applied) and identifies the UV spectral lines, including the strong presence of Ly\(_\alpha\), N \( \text{iv}\) \( \lambda \lambda 1238.8, 1242.8\), N \( \text{iv}\) \( \lambda \lambda 1483.3, 1486.5\), N \( \text{ii}\) \( \lambda \lambda 1746.8–1754.0\), C \( \text{iii}\) \( \lambda \lambda 1906.7, 1908.7\), and Mg \( \text{ii}\) \( \lambda \lambda 2795.5, 2802.7\). Weaker lines also exist, specifically He \( \text{ii}\) \( \lambda \lambda 1640, 1700\), N \( \text{ii}\) \( \lambda \lambda 12139.0, 2142.8\), and C \( \text{iv}\) \( \lambda \lambda 2323.5–2328.1\). We identify the feature at \( \sim 2600 \) Å with the Fe \( \text{ii}\) \( 4s3d^2D \) to \( 4p5D \) multiplet.

There may be additional blends at \( \sim 2500 \) Å and \( \sim 2750 \) Å, but their signal-to-noise ratio (S/N) is lower. We note that the N \( \text{iii}\) \( \lambda \lambda 1746.8–1754.0\) multiplet is redshifted to \( \sim 1758 \) Å.

Table 8 lists the reddening-corrected fluxes for the strongest UV lines from day 3065 shown in Figure 6 (with the background level subtracted). Several caveats should be noted. The low S/N in the region above 1700 Å makes the continuum difficult to estimate, so the systematic error is approximated by comparing different wavelength ranges from the lines. The flux of C \( \text{iv}\) \( \lambda \lambda 1548, 1551\) is likely underestimated owing to the presence of both the Galactic and host-galaxy ISM absorption. The O \( \text{iii}\) \( \lambda \lambda 1661\) line is weak and in a noisy region of the spectrum, so the calculated flux should only be considered an upper limit.

An estimate of the CSM density for the first epoch can be obtained from the ratio of the N \( \text{iv}\) \( \lambda \lambda 1483.3, 1486.5\) lines, which we calculate to be \( \lambda \lambda 1483.3/1486.5 \approx 0.3\). For an X-ray-ionised plasma the N IV abundance peaks where the temperature is \( (2–3) \times 10^4 \) K (Kallman & McCray 1982). Most important, the line ratio is sensitive to density but relatively insensitive to temperature. From Figure 1 of Keenan et al. (1995), the observed \( \lambda \lambda 1483.3/1486.5\) ratio corresponds to an electron density of \( (2.0–3.6) \times 10^4 \) cm\(^{-3}\) in the temperature range \( (1–2) \times 10^4 \) K. We conclude that the CSM

---

**Table 8. Reddening-corrected fluxes of strong UV lines from day 3065.**

| Species | Wavelength (Å) | Flux \( \times 10^{-15} \) erg s\(^{-1}\) cm\(^{-3}\) | Uncertainty |
|---------|----------------|---------------------------------------------|-------------|
| N \( \text{iv}\) | 1238.8, 1242.8 | 4.80 | 0.07 |
| N \( \text{iv}\) | 1483.3, 1486.5 | 2.72 | 0.15 |
| C \( \text{iv}\) | 1548.2, 1550.7 | 1.14 | 0.11 |
| He \( \text{ii}\) | 1640.4 | 0.88 | 0.26 |
| O \( \text{iii}\) | 1660.8, 1666.2 | <0.5 | – |
| N \( \text{iii}\) | 1746.8–1754.0 | 3.01 | 0.35 |
| C \( \text{iii}\) | 1906.7, 1908.7 | 2.55 | 0.34 |
3.2.4 Line profiles

Figure 7 compares the velocity profile of several UV and optical lines at ~3100 days. The Hα line extends to ~2600 km s$^{-1}$ on the blue side and only ~1000 km s$^{-1}$ on the red. Hβ, He I λ5876, and Mg ii λλ2796, 2803 have similar line profiles. While the blue side can be well fit with an electron-scattering wing, the line centroid is shifted to the blue, with a “shoulder” at ~−800 km s$^{-1}$. As shown by Taddia et al. (2020) and Dessart et al. (2015), this type of profile can be explained by a combination of emission from the shock wave and emission from the pre-shock CSM. The emission from the shock is responsible for the blueshifted shoulder, while the central component is coming from pre-ionised gas in the CSM. Both components are affected by electron scattering in the low-velocity CSM. This gives rise to the smooth, blue wing shortward of the “shoulder.” Because of the smoothing by the electron scattering, the velocity of the “shoulder” is lower than the shock velocity.

Both Hβ and He I λ5876 have line profiles similar to that of Hα, as expected if these arise from similar regions (Fig. 7). The Lyα line has a profile broadly consistent with Hα, although strongly distorted by a central absorption feature from both the Galactic and host-galaxy ISM.

The C iii], N iii], N iv], and N v UV lines are considerably narrower than Hα, and consistent with being unresolved at the ~300 km s$^{-1}$ instrumental resolution of STIS. These lines do not show the velocity shift of the Balmer and He I lines, and most likely come...
from the same optically thin, highly ionised region of the CSM as the high-ionisation optical lines.

### 3.2.5 Spectral Evolution

The optical spectra in this paper span one of the longest periods of any SN. Figure 8 highlights only a very slow evolution of the spectrum over three epochs: 736, 3099, and 5105 d. Unlike most other SNe, there is no obvious transition to a nebular spectrum even at this extremely late stage. However, the line ratios do exhibit some interesting quantitative changes that are consistent with the shock wave propagating into a medium of decreasing density.

We start with a look at some of the most characteristic SN II lines: the Hα to Hβ ratio. Smith et al. (2017) showed this ratio was 10.8 at 109 d and 14.3 at 736 d. It decreases from ~ 24 to ~ 9.3 to ~ 5.4 at days 905, 3099, and 5105, respectively. We note that the Hβ line is in a region of strong Fe II lines, which makes the background flux of this line difficult to estimate, especially for the spectrum at 905 d. The Hα to Hβ ratio for this epoch is therefore especially uncertain. As discussed in Section 3.2.1, the general evolution of these line ratios indicates a decreasing optical depth in the Balmer lines.

The Hα blue wing has an exponential profile extending to ~ 2700 km s⁻¹ (see Figure 9), indicating that electron scattering could still be important (Huang & Chevalier 2018). The line has a visible deficit on the red side throughout the whole period, caused by either occultation from an optically thick photosphere or dust. The day 736 and 905 day spectra show a faint wing to higher velocity which is gradually fading away. Apart from this, the Hα line profile changes little over the period 905 to 5105 days. Stritzinger et al. (2012) find a drop in the Hα flux by factor ~ 10 from 900 to 1800 days, and as shown from the r-band photometry in Figure 1, this trend has continued to our latest observations.

The He I λ7065/λ5876 ratio decreases from ~ 0.56 to ~ 0.32 from 905 d to 5105 d, again indicating a decrease in optical depth, similar to what we find for the Balmer lines. It is therefore most useful to compare individual line strengths to He I λ5876, which is only moderately affected by optical-depth effects. The He I λ5876 line has a very similar profile and evolution to Hα. Both the [O I] λ6300, 6364 and the [Ca II] λ7292, 7324 lines are relatively weak at 905 d, but increase steadily relative to Hα over this period. This trend is again likely a result of decreasing electron density and, in turn, decreasing the effects of collisional de-excitation. The width of the [O I] λ6300 line is similar to Hα at these epochs. The Mg I λ4571 line, commonly seen in nebular spectra, is not detected above the noise, which is probably a result of the high UV flux above 7.65 eV, the ionisation threshold of Mg I (see Figure 6).

All of the high-ionisation lines decrease relative to the He I λ5876 line. While the decrease is modest between 905 and 3099 d, it is steeper between 3099 and 5105 d (see Fig. 9 for the [Fe X] λ6374.5 line). Typically, the relative fluxes decrease by a factor of ~ 2 over this time period. By contrast, the ratios of the [Fe VII] lines change little over time. At 173 d F(λ3586)/F(λ6087) = 0.94±0.32 and F(λ5721)/F(λ6087) = 0.58±0.11 (Smith et al. 2009b), which are similar to the ratios at 905 and 3099 d.

In the UV, Figure 6 compares the day 3065 and 4368 spectra. The day 4368 spectrum exhibits the same lines as the day 3065 spectrum, although the decreasing flux has caused several of the weaker lines to fade below the noise (Figure 6). The weakest lines include in particular O III] λ1664, N III] λ1714.6–1754.0, and C III] λ1906.7, 1908.7, and a meaningful estimate of the CNO abundances can therefore not be made for this later epoch. The N v] λ1483.3, 1486.5 lines are, however, still detected with a factor of ~ 3.0 lower flux compared to day 3065. Also, the N v] λ12238.8, 1242.8 doublet can be seen with a factor of ~ 6.7 lower flux. The strongest UV line is still the Mg II λλ2795.5, 2802.7 doublet, which has decreased by a smaller factor, ~ 1.7.

The lines with the highest ionisation stage (i.e., N v, λ12138.8, 1242.8) decrease fastest, followed by N iv] λ1483.3, 1486.5. This trend again illustrates that the general state of ionisation in the lower density CSM has decreased considerably between the two epochs. This is consistent with the steadily decreasing X-ray luminosity (Figure 1). Many of the higher ionisation lines also disappeared or weakened around this same epoch in SN 1988Z (Smith et al. 2017).

### 3.3 CNO Processing Abundances

The relative abundances of ions listed in Table 8 depend on the temperatures and densities of the CSM. These lines have similar excitation energies, however, so the temperature sensitivity is relatively weak. If the density is less than the critical densities of these semi-forbidden lines (≈ 10⁹ cm⁻³), then the density sensitivity is also weak.

On day ~ 100, Smith et al. (2009b) use the critical densities of the high-ionisation optical coronal lines to set an upper limit on the density of the pre-shocked CSM at < 10⁷−10⁸ cm⁻³. The absence of the [O II] λ3726, 3729 doublet before day 173 sets a lower limit on the density of ≥ 3 × 10⁷ cm⁻³. However, the [S iii] λ6717, 6731 doublet ratio on day 173 yields a density of only ~ 5 × 10⁷ cm⁻³. Smith et al. (2009b) suggest that this inconsistency may indicate an inhomogeneous CSM. These measurements correspond to days 109–173, so we may infer the densities by day 3000 could be lower by a factor of ~ (3000/100)² ≈ 10² for a steady wind.
Figure 8. Evolution of the optical spectrum from day 736 to day 5105 with identification of the high-ionisation lines at the top and colour coding and identification of the low-ionisation lines for the day 3099 spectrum.
However, a steady wind may not apply for a time-limited eruption and clumpiness further complicates this. Using the above temperature and density information, we calculate the elemental abundances using the ionic flux ratios from Table 8 and atomic data from the CHIANTI compilation (Landi et al. 2012). The values given correspond to ratios using temperatures in the range (1.0–3.0) × 10^5 K and densities up to 10^6 cm^{-3}. To calculate the elemental abundances, however, requires assumptions about the ionisation structure of the CSM. X-ray photoionised models characterised by a 10 keV bremsstrahlung spectrum reveal that the Cii and Niii zones, as well as the C iv, N iv, and O iii zones, nearly coincide (Kallman & McCray 1982). SN 2005ip has a somewhat different ionising spectrum and a lower CSM density, so this model is not necessarily true. However, the presence of numerous high-ionisation lines, like [Ar x] λ5536, as well as the direct observations of a high X-ray luminosity, argue for X-ray ionisation to dominate, although the exact spectrum is uncertain. Because more detailed photoionisation models do not exist, we assume here a similar ionisation structure as described by Kallman & McCray (1982).

Table 9 lists the abundance ratios of C iii-iv, N iii-iv, and O iii: N/C = 9.5–12.8 ± 2.3 and N/O > 1.2–2.0. Since the C iv line is severely suppressed by ISM absorption from the host galaxy, we did not include the N iv/C iv ratio in the analysis. Owing to the closer correspondence of the N iv and O iii zones in the models, we prefer to use these ions to calculate the N/O ratio. Independent of uncertainties in densities, temperatures, and ionisation structure, these results show that the CSM of SN 2005ip is strongly N enriched. Compared to solar (Asplund et al. 2009) the above ratios are enhanced by a factors of 38–51 for N/C and > 8.7–14 for N/O, consistent with products from CNO burning.

### 3.4 Grain Heating and Dust Mass

The Spitzer data can provide important constraints on the dust heating and total dust mass. The assumed physical scenario is that a dense, external dust shell was formed during a pre-SN eruption and is now heated by internal optical, UV, and X-ray emission generated by shock interaction (Section 3.1, Fox et al. 2011). We use the three-dimensional radiative transfer code Monte Carlo Simulations of Ionized Nebulae (MOCCASIN Ercolano et al. 2005, and references within) to analyze data during the Spitzer epochs closest in time to the two epochs of HST/STIS UV spectroscopy (e.g., 2015 and 2018). MOCCASIN accepts multiple parameters defined by a user and executes the desired scenario on a Cartesian grid. Both epochs were initially modeled with a simple blackbody and then again with a modified blackbody. We assume a spherical shell with 100% amorphous carbon dust distributed uniformly and a standard Mathis et al. (1977, MRN) grain size distribution of 100% amorphous carbon dust distributed uniformly and a standard Mathis et al. (1977, MRN) grain size distribution of a^{-3.5} between 0.005 and 0.05 μm. The model accounts only for the observed dust, which is most likely the hottest dust at the inner radius of the external shell of material. A much higher mass (10–100 times more) of colder dust likely exists (e.g., Matsuura 2017).

The 2018 epoch was modeled first since it has accompanying ground-based optical photometry from the LBT and NIR photometry from UKIRT. The best-fit model suggests a shell with R_{in} = 9.0 × 10^{15} cm and R_{out} = 6.0 × 10^{16} cm. The dust temperature ranges from 700 K to 600 K at the inner and outer edges, respectively. The implied dust mass is 1.59 × 10^{-3} M_{⊙} with an equivalent optical depth of 2.46. The addition of the UV spectrum resulted in a minimal increase in the dust temperature (∆T ≈ 10 K) and infrared brightness (∆F_{ν} ≈ 0.01 mJy).

For the 2015 spectrum, we used the same smooth shell model derived for the 2018 fit and an input luminosity of 1.35 × 10^{41} erg s^{-1} (∼ 3.51 × 10^{7} L_{⊙}). The temperature of the dust was found to range from about 720 K to 530 K from the inner to outer radius of the shell, respectively. The implied dust mass and equivalent optical depth were also the same as in the 2018 model. The addition of the UV spectrum to the model resulted in slightly higher dust temperatures (∆T ≈ 10 to 40 K, by grain size) and infrared brightness (∆F_{ν} ≈ 0.1 mJy).

### 3.5 The Dust Powering Mechanism

Following a nearly 2000 d plateau, the MIR evolution qualitatively follows a similar slow decline as the optical of ~ 1 mag (1000 d)^{-1}.
although there may be an indication of a slower decline at the latest epochs. The MIR \textit{Spitzer} photometry from two earlier epochs (days 948 and 2057) are already shown to be consistent with a large, pre-existing dust shell that is continuously heated by visible and X-ray radiation generated by ongoing CSM interaction (Fox et al. 2010, 2011). Assuming a spherically symmetric dust shell located at the blackbody radius, the MIR would require a visible/X-ray heating luminosity from CSM interaction of $\sim 10^{38} \text{L}_\odot$ at these epochs (see Figure 10b of Fox et al. 2011). This luminosity is consistent with the $r$-band photometry on day 948 given in Figure 10 of Smith et al. (2009b) or from Figure 9 of Stritzinger et al. (2012), based on the full optical through IR SED.

Another consistency check requires that the optical depth, $\tau$, for such a system be $>1$. Following Equation 23 from Dwek et al. (2017), the dust’s optical depth at wavelength $\lambda$ can be written as

$$\tau(\lambda) = Z_{\text{H}2} m_{\text{H}2} \kappa_{\text{ext}}(\lambda) N_{\text{H}},$$

where $Z_{\text{H}2}$ is the dust-to-H mass ratio, $m_{\text{H}2}$ is the hydrogen atomic mass, $\kappa_{\text{ext}}$ is the extinction coefficient, and $N_{\text{H}}$ is the column depth. The X-ray observations in both this paper and Katsuda et al. (2014) show a column depth, $N_{\text{H}}$, that decreases from $\sim 5 \times 10^{22} \text{cm}^{-2}$ to 0.1 $\times 10^{22} \text{cm}^{-2}$ over time. From Figure 4 of Fox et al. (2010) we assume $10^3 < \kappa_{\text{ext}}(7) < 10^6 \text{cm}^{-2} \text{g}$, which represents a typical value for a variety of grain sizes $< 1.0 \mu\text{m}$ and compositions. For these values, we derive $\tau(\lambda) \approx 1.7 \times 10^2 Z_{\text{H}2}$. For typical gas-to-dust mass ratios of $\sim 100$ ($Z_{\text{H}2} \approx 0.01$), this implies an optical depth $\tau > 1$ throughout the latest epochs for most values of $\kappa$, typically corresponding to smaller grains. While these are order-of-magnitude approximations, a value $\tau > 1$ for a spherical shell would impact the measured extinction and total radiated energy. The fact that both the measured extinction is low (Stritzinger et al. 2012) and the optical to mid-IR hovers around $\sim 1$ suggests that the geometry is likely more complicated than a spherical shell, perhaps clumpy or an anisotropic shell or disk (Smith et al. 2009b; Fox et al. 2009, 2010; Stritzinger et al. 2012; Smith et al. 2017).

4 SUMMARY

We have presented very late-time observations of SN 2005ip, including \textit{Chandra}/ACIS X-ray spectra, \textit{HST}/STIS UV spectra, \textit{HST}/WFC3 optical photometry, ground-based optical and NIR photometry, and \textit{Spitzer}/IRAC photometry. The MIR evolution is consistent with the previously proposed pre-existing dust shell that is radiatively heated by ongoing CSM interaction. There may be some indication of a relatively slower MIR decline in the latest epochs, which could suggest a slowly decaying thermal echo. The total energy radiated by the shock so far is in excess of $10^{50} \text{erg}$. The large energy release indicates an efficient conversion of kinetic energy to radiation. The progenitor mass-loss rate we find is $\geq 1 \times 10^{-5} \text{M}_\odot \text{yr}^{-1}$, and the total mass lost is $\geq 1 \text{M}_\odot$ but can be considerably larger, depending on the exact efficiency for the conversion of shock energy to radiation. This explosion is thought to arise from a massive, luminous red supergiant, like VY CMa (Smith et al. 2009a), or an LBV progenitor in order to account for the huge mass-loss rate (Fox et al. 2009; Smith et al. 2009b; Stritzinger et al. 2012). The optical spectra show strong effects of Ly$\alpha$ fluorescence and a decreasing optical depth in the lines. The UV spectra show that the CSM of SN 2005ip is strongly N enriched, consistent with products from CNO burning.

After more than 5 yr of a relatively flat plateau, the light curve has begun to fade in all bands. This result indicates that the shock may finally be reaching the outer extent of the dense CSM shell around SN 2005ip. The final optical and MIR photometry, however, leaves some ambiguity that the declining CSM interaction could still be continuing at a lesser strength, and only time will tell if the demise is permanent.
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