Analysis of Accuracy and Epoch on Back-propagation BFGS Quasi-Newton
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Abstract. Back-propagation is one of the learning algorithms on artificial neural networks that have been widely used to solve various problems, such as pattern recognition, prediction and classification. The Back-propagation architecture will affect the outcome of learning processed. BFGS Quasi-Newton is one of the functions that can be used to change the weight of back-propagation. This research tested some back-propagation architectures using classical back-propagation and back-propagation with BFGS. There are 7 architectures that have been tested on glass dataset with various numbers of neurons, 6 architectures with 1 hidden layer and 1 architecture with 2 hidden layers. BP with BFGS improves the convergence of the learning process. The average improvement convergence is 98.34%. BP with BFGS is more optimal on architectures with smaller number of neurons with decreased epoch number is 94.37% with the increase of accuracy about 0.5%.

1. Introduction

Back-propagation is one of the training algorithms on artificial neural networks. The network architecture on back-propagation is multilayer, it makes the output of the model more accurate. Architecture will greatly affect the time of training and the accuracy of network training results. If the artificial neural network more complex, it will take a long time of training time [1]. Suciati [2] classify batik by using back-propagation, and the number of epoch is highest for about 10000. Back-propagation optimization has been done to improve the performance of artificial neural network back-propagation either to decrease the convergent level of training or even improve the accuracy of back-propagation. Quasi-Newton BFGS is one of the optimization methods that can be used in the optimization of back-propagation training by making changes in the weight contained in the network [3]. This research uses Glass Identification dataset from UCI Machine Learning repository [4]. Glass dataset is a classification glass based on the oxide content of the glass to identify the process of making the glass whether using the float method or not. The glass type that exist on the dataset are : Float Processed (Building_windows_float_processed; 70 rows & Vehicle_windows_float_processed;17 rows) and Non Float Processed (Building_windows_non_float_processed; 76 rows, Vehicle_windows_non_float_processed, Containers; 13 rows, Tableware; 9 rows & Headlamps; 29 rows). The purpose of this research is to analyze the number of epoch and accuracy on backpropagation network training with BFGS Quasi-Newton on some network architectures so that will be find the suitable architecture for classification problem.

2. Backpropagation

Back-propagation is one of the most popular training on artificial neural networks for predictive and pattern recognition cases. Back-propagation is widely used because of its multilayer network so that the resulting output is more accurate. Back-propagation was first introduced by Rumelhart and McClelland in 1986. BP was formed by generalizing the training rules in the network model by adding a hidden layer. One of the BP networks that will be used in this research is a network with architecture...
With 1 input layer (X) consisting of 9 input neurons, 1 hidden layer (Z) with 7 neurons and 1 output layer (Y) with 2 output neurons float processed (Y1) or non float processed (Y2).

Base on the study, the number of input neurons is 9, the output neuron is 2 and the number of neurons in the hidden layer are using the formula [5].

\[
\#1\text{st hidden layer} = \sqrt{(m + 2)N} + 2 \frac{\sqrt{N}}{m+2}
\]

\[
\#2\text{nd hidden layer} = m \frac{\sqrt{N}}{m+2}
\]

N is the number of datasets whereas m is the number of outputs. Number of datasets used N = 214 and output m = 2.

In this study, the determination of the number of neurons also concerns the rule-of-thumb number of neurons [6].

- The number of hidden neurons should be between the size of the input layer and the size of the output layer.
- The number of hidden neurons should be \(2/3\) the size of the input layer, plus the size of the output layer.
- The number of hidden neurons should be less than twice the size of the input layer.

The BP architectures that will be used in this research can be seen on Table 1.

| Architecture | Description |
|--------------|-------------|
| 9-59-2       | X = 9, Z = 59 & Y = 2 |
| 9-43-2       | X = 9, Z = 43 & Y = 2 |
| 9-44-2       | X = 9, Z = 44 & Y = 2 |
| 9-8-2        | X = 9, Z = 8 & Y = 2 |
| 9-7-2        | X = 9, Z = 7 & Y = 2 |
| 9-4-2        | X = 9, Z = 4 & Y = 2 |
| 9-44-15-2    | X = 9, Z1 = 44, Z2 = 15 & Y = 2 |

3. BFGS Quasi-Newton

The BFGS algorithm (Broyden-Fletcher-Goldfarb-Shanno) is an algorithm that developed from the Quasi-Newton algorithm. BFGS algorithm is one of the algorithms that is used to solve nonlinear optimization problems without any constraints. Quasi-Newton equation [7] [8].

The BFGS Algorithm:

Step 0. Given \(x_1 \in \mathbb{R}^n\); \(B_1 \in \mathbb{R}^{nxn}\) positive definite;

Compute \(g_1 = \nabla f(x_1)\). If \(g_1 = 0\), stop; otherwise, set \(k := 1\).

Step 1. Set \(d_k = -g_k\).

Step 2. Carry out a line search along \(d_k\), getting \(\alpha_k > 0\),

\(x_{k+1} = x_k + \alpha_k d_k\), and \(g_{k+1} = \nabla f(x_{k+1})\); If \(g_{k+1} = 0\), stop.

Step 3. Set

\[
B_{k+1} = B - \frac{B_k S_k S_k B_k}{(S_k)^t B_k S_k} + \frac{Y_k Y_k}{(S_k)^t Y_k}
\]
where

\[ s_k = \alpha_k d_k, \]
\[ y_k = g_{k+1} - g_k. \]

Step 4. \( k := k+1; \) go to Step 1.

4. Experiments & Results

The test will be conducted first on the backpropagation standard with learning rate 0.5. Based on the test result, the smallest number of epoch that is obtained from 9-4-2 architecture is 231 with MSE 0.0619 and 91.6% accuracy. While the largest number of epoch is 10000 on architecture 9-59-2, 9-43-2, 9-8-2 and 9-7-2. The highest accuracy in standard BP testing is 98.6% with MSE 0.0203 while lowest accuracy is 91.6% with MSE 0.0619.

![Table 2. Standard Backpropagation Testing](image)

In BP testing with Quasi-Newton BFGS the number of epochs on the BP network with Quasi-Newton BFGS decreased significantly. The highest epoch value is 31 and the lowest epoch value is 13. While the accuracy on BP with BFGS decreases, the accuracy decrease in BFGS is not significant from the accuracy that had been produced by BP Standard. The lowest accuracy on BFGS is 92.1% with MSE 0.0483 and the highest is 95.8% with MSE 0.0335.

![Table 3. Backpropagation Testing with BFGS Quasi-Newton](image)

Based on the test, there was a significant decrease in epoch value. The greatest decrease in epoch value occurred on architecture 9-59-2 from 10000 (BP Standard) to 16 (BP BFGS) with 98.1% accuracy (BP Standard) and 95.8% (BP BFGS), 99.84% decrease epoch. The average decrease in the epoch number is 98.34%. The presentation of the decrease in epoch number from standard BP and BP with BFGS can be seen in Table 4.
Based on the research that has been done by testing 7 network architecture using BP standard and BP with BFGS Quasi-Newton weight changes, there is a decrease in the number of epoch in all network architecture accompanied by the increase of accuracy value on 1 architecture while on 6 others decreased accuracy. From the 7 networks tested there was a decrease in the epoch value in all the architectures. The comparison graph of the epoch value in standard BP with BP BFGS can be seen in Figure 2.

5. Conclusion
BP using BFGS method will be optimal with small number of neurons with decreased epoch 94.37% and accuracy improved by 0.5%. BP artificial neural networks can be used to classify glass dataset with proper architectural election. In a network architecture that has a smaller number of neurons, there is an increase in accuracy when using BP with BFGS. Based on the test results, it can be concluded that there is a significant decrease in the epoch number when using BFGS on back-propagation. Future task, the accuracy on BP with BFGS is still in reduction, so further research is needed to avoid the decreasing of accuracy.
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