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Abstract—The problem of spike encoding of sound consists in transforming a sound waveform into spikes. It is of interest in many domains, including the development of audio-based spiking neural networks, where it is the first and most crucial stage of processing. Many algorithms have been proposed to perform spike encoding of sound. However, a systematic approach to quantitatively evaluate their performance is currently lacking. We propose the use of an information-theoretic framework to solve this problem. Specifically, we evaluate the coding efficiency of four spike encoding algorithms on two coding tasks that consist of coding the fundamental characteristics of sound: frequency and amplitude. The algorithms investigated are: Independent Spike Coding, Send-on-Delta coding, Ben’s Spiker Algorithm, and Leaky Integrate-and-Fire coding. Using the tools of information theory, we estimate the information that the spikes carry on relevant aspects of an input stimulus. We find disparities in the coding efficiencies of the algorithms, where Leaky Integrate-and-Fire coding performs best. The information-theoretic analysis of their performance on these coding tasks provides insight on the encoding of richer and more complex sound stimuli.

Index Terms—Audio signal processing, neural coding, spike encoding, spiking neural networks, mutual information.

I. INTRODUCTION

SENSORY systems are thought to efficiently encode their inputs [1]. It follows that models of such sensory systems ought to efficiently encode their inputs as well. The spike encoding of sound is an important processing step in models of the auditory system because any information lost at the spike encoding stage cannot be recovered at later processing stages. A multitude of algorithms can be used to convert sound to spikes. However, it is not clear if some encode their inputs more efficiently than others. To the best of our knowledge, the performance of spike encoding algorithms has only been evaluated through decoding, which refers either to performance evaluation on classification tasks or the ability to reconstruct the original stimulus from spikes. Decoding has important limitations, which we outline later, that limit the quantitative evaluation of spike encoding algorithms.

We propose the use of information theory to systematically evaluate the performance of spike encoding algorithms. We did not find any information-theoretic investigation of spike encoding algorithms for sound. However, the usage of mutual information here bears similarities to the one in [2] where spike encoding of stimuli is studied in the salamander’s retina. In this work, we evaluate the performance of four widely used sound-to-spike encoding algorithms using the proposed approach by directly estimating the information that they capture on input sound stimuli.

We create two spike encoding tasks. In the first task, a sound stimulus is built from synthetic segments of frequency-modulated signals, and the goal is to estimate the information on the instantaneous frequency of the sound that is carried in the population encoded response. In the second task, a sound stimulus is built from synthetic segments of amplitude-modulated signals, and the goal is to estimate the information on the instantaneous amplitude of the sound that is encoded by a single encoding unit. The stimuli used in these two coding tasks, frequency and amplitude modulations, fundamentally characterize the acoustic waveform. As such, the performance of spike encoding algorithms on these coding tasks is relevant to the coding of richer and more complex sounds.

In the rest of this article, we provide background on the evaluation of spike encoding algorithms, and discuss decoding. We then present the methods related to the proposed approach based on information theory, as well as the results of the evaluation on the two spike encoding tasks. In the discussion, we give a synthesis of these results and consider the limitations of the study, followed by a conclusion.

II. EVALUATION OF SPIKE ENCODING ALGORITHMS

The problem of converting sound into spikes, is of interest mainly in three application areas. First, it is relevant in computational models of the peripheral auditory system that aim to reproduce properties of audition [3]. Second, it is used in neuromorphic event-based microphones, known as silicon cochleae [4], [5], which output asynchronous spikes from analog sound. Finally, it is fundamental in spiking neural networks (SNNs) that use spike representations as input.

The most widely used biologically plausible auditory features in these applications are spectro-temporal representations of sound called cochleagrams. These are obtained from cochlear filter banks and they roughly approximate the probabilities of auditory nerve fiber (ANF) spiking [6]. Filter banks avoid the block-based processing of Fast Fourier Transforms, which makes their outputs shift-invariant [7]. They are the standard features used in SNNs for audio applications [8]–[15].
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In the next two subsections, we first present the decoding approach and its limitations and then explore an information-theoretic approach to evaluating spike encoding algorithms as an alternative to the decoding approach.

A. The decoding approach

Spike encoding algorithms have been evaluated using the decoding approach. The term decoding can refer to either classification or stimulus reconstruction, which both consist in recovering (i.e. decoding) information about the original stimulus from the spikes. For example, classification is used in [16] to compare three auditory SNN front-ends, and stimulus reconstruction is used in [17] to compare four spike encoding algorithms.

The decoding approach has several important limitations, the two most important being the information loss caused by decoding, and the influence of the choice of models used in the decoding results.

a) Information loss: The most important limitation of the decoding approach to studying the neural code is the information loss due to the further processing of the neuronal response that is necessary in the context of decoding. Thus, if one were to use decoding to compare different spike encoding methods, one would not be utilizing the total information available in the spikes but only a fraction of this total information, referred to as the residual information [18], [19]. This residual is only a lower bound on the total information captured by the spikes, whereas the total information can be estimated directly with information theory. In fact, a fundamental result in information theory, called the data processing inequality [20], says that one can never gain information with the further processing of data, only potentially lose it.

b) Model choice: One can never be assured of having the theoretically best decoder, only a lower bound on it. Therefore, the performance measured in decoding might say more about the choice of the functions introduced (e.g. classification model, signal decoding method) than the information captured by the spikes, as using different models or even different parameters can lead to different results [19], [21]. Moreover, if one were to use classification, one would have to pick a classification model, and this model might introduce parameters that need to be optimized. This optimization can involve an overhead that could be limiting, depending on the choice of the model. Similarly, the use of stimulus reconstruction involves choosing a signal decoding method to convert the spikes back to a continuous time signal. This latter choice can be quite arbitrary, and in some cases very difficult.

B. Proposed approach: information theory

In this section, we present in detail the stimulus generation protocol, the cochleagram extraction method, the four investigated spike encoding algorithms, and the procedure for estimating the mutual information and coding efficiency of the algorithms.

A. Stimulus generation

First, a long one-dimensional random walk is generated on an 8 point bounded set. From this random walk, a piecewise linear time function \( x(t) \) is built by joining the successive random walk points into linear pieces. To introduce more randomness, the duration of the linear pieces is generated uniformly between 10 ms and 20 ms (Fig. 1a). The idea is to use \( x(t) \) to build the sound stimulus such that \( x(t) \) describes the value of the instantaneous sound characteristic as it varies in time (frequency or amplitude).

For the frequency coding task, the set of points is mapped onto a quasi-logarithmic frequency scale (ERB, equivalent rectangular bandwidth scale [23]) ranging from 100 Hz to 10 kHz. This gives a function of instantaneous frequency that is used to build the stimulus of frequency modulations.

In the amplitude coding task, the set of points is mapped onto a logarithmic amplitude scale ranging from 0.1 to unity. This is then multiplied with a pure tone 1 kHz cosine to give an amplitude-modulated stimulus. A log scale is chosen to reflect the nonlinear perception of sound pressure in the cochlea.

Both stimuli last 300 seconds and are sampled at 32 kHz. The sound waveforms are illustrated in Fig. 1 (b) and (c).

B. Cochleagram

Before encoding the sound stimuli into spikes, a spectral representation is extracted in the form of a cochleagram based on Gammatone filters [6]. This gives an approximation of auditory nerve fiber spike probabilities from the stimuli. The impulse response of a Gammatone filter simulates that of an ANF. The Gammatone filter is relatively simple and widely used to model the response of the basilar membrane [3].
The filter’s output approximates the vibrations of the basilar membrane. Next, inner hair cell effects are modeled by half-wave rectification of the filter’s output, followed by cubic-root compression and low-pass filtering at 10 Hz to extract the envelope of the oscillations. Finally, the signal is decimated to 1 kHz, and normalized to a maximum of 1 to form the cochleagram. With the 1 kHz sampling rate, there is no need to consider refractoriness when encoding into spikes, as ANFs have a maximum firing rate of about 1 kHz [24]. The cochleagram is implemented using the brian2hears Python library [25].

For the frequency coding task, a bank of 8 Gammatone filters is used. The center frequencies of the filters are equally distributed on the ERB scale, in the frequency range of the sound stimulus (Fig. 2). For the amplitude coding task, a single Gammatone filter is used with center frequency 1 kHz (corresponding to the carrier tone of the sound stimulus).

C. Spike encoding

Four spike encoding algorithms are investigated. These algorithms encode the cochleagram’s ANF spike probabilities, with each channel coded independently using a separate encoding unit. Note that we use “encoding unit” rather than “neuron” to avoid any confusion. Let \( z(t) \) be the signal of a given channel. The pseudo-code for each of these algorithms is provided in the Appendix.

1) Independent Spike Coding (ISC): As mentioned previously, the cochleagram represents the instantaneous firing probability of ANFs. These probabilities can be used to emit spikes stochastically and independently, resulting in a non homogeneous Poisson process. Specifically, assuming the signal of a given cochleagram channel \( z(t) \) is normalized between 0 and 1, the probability of a spike at time \( t \) is

\[
p(t) = z(t) \times a
\]

where \( a \) is a scaling factor that controls the density of the spike train. A factor greater than unity will bias the spike train towards a higher firing rate, and vice versa. The scaling factor is the only parameter for this method.

ISC is used in [26] to encode cochleagrams for speech recognition. It is also the standard approach to generate spikes in computational models of the peripheral auditory system, such as those of Carney [27] and Meddis [28], where the probabilities are those of neurotransmitter release. The Meddis
2) Send-on-Delta (SoD) coding: SoD [30] is basically the delta modulation method of analog-to-digital conversion, framed in a spike encoding context. An ON spike is emitted when the signal increases by a fixed value (Δ), and an OFF spike is emitted when it decreases by the same value. This makes it possible to have a reconstruction of the original signal from the spikes, since between any two consecutive spikes, the signal has changed by Δ, which is the only parameter to be optimized for this method. Specifically, the first and the kth spikes are emitted at times

\[ t_0 = \inf \{ t \geq 0 \mid |z(t) - z(0)| \geq \Delta \} \]
\[ t_k = \inf \{ t \geq t_{k-1} \mid |z(t) - z(t_{k-1})| \geq \Delta \} \]

with the spike being an ON event if the change is positive, and an OFF event if the change is negative. We use bipolar spikes to represent this (+1 and −1), although it is equivalent to using two different unipolar encoding units.

SoD is well known in the sensors community as an event-based sampling scheme. It is used in [31] for speech recognition, and is also used in the silicon cochlea model in [32]. SoD has been discussed in other work under the name “step-forward encoding” [17].

3) Ben’s Spiker Algorithm (BSA): BSA [33] is based on the reverse convolution of the signal with a linear finite impulse response (FIR) filter \( h \) of length \( M \). It emits spikes based on a simple heuristic comparing the filter’s impulse response with the signal, such that the convolution of the resulting spike train with the filter gives a reconstruction of the original signal. Specifically, at each instant, two error metrics are computed:

\[ e_1 = \sum_{k=0}^{M-1} |z(t-k) - h(M-1-k)| \]
\[ e_2 = \sum_{k=0}^{M-1} |z(t-k)| \]

If \( e_1 \leq e_2 - \theta \), with \( \theta \) a threshold, a spike is emitted and the filter is subtracted from the signal. This makes possible the reconstruction by convolving the spike train with the filter.

BSA was proposed as an improvement over previous similar stimulus estimation algorithms. It requires normalized signals, or alternatively to scale up the filter’s coefficients, as the maximum signal value that can be reconstructed is equal to the sum of the coefficients.

Since BSA is a stimulus estimation method, the threshold \( \theta \) is traditionally optimized by reconstruction of the stimulus, with the signal-to-noise ratio (SNR) as the error metric. However, a threshold that is optimal for stimulus reconstruction might not be optimal in information-theoretic terms. Therefore, the threshold is varied in this work to estimate information over a wide range of firing rates. BSA’s parameters are the filter length \( M \), the threshold \( \theta \), and the filter’s cutoff frequency. The cutoff frequency is set at 10 Hz, since the cochleagram is low-pass filtered at 10 Hz.

BSA has been used in works by Schrauwen and colleagues [8–10], [16], Maass and colleagues [11], [12], and Li and colleagues [13], [14].

4) Leaky integrate-and-fire (LIF) coding: In this method, the signal (i.e. a cochleagram channel) is fed directly as a membrane current to be integrated by a neuron with equation

\[ \tau \frac{du}{dt} = z(t) - u(t) \]

where \( u \) is the neuron’s membrane potential, \( \tau \) its time constant, and the signal to be encoded \( z \) becomes the membrane current. We assume the resistance in the model to be equal to 1. If the potential crosses a threshold \( u \geq \theta \), the neuron emits a spike, and its potential is reset to zero (resting potential).

One can pick alternative neuron models for similar encoding via current integration. The LIF model is chosen because it is the most widely used neuron model. LIF neurons can also be extended by including refractory periods, but they are not considered in this work to keep the number of parameters manageable. LIF’s two parameters are then the neuron’s time constant (\( \tau \)) and the firing threshold (\( \theta \)).

In [34] and [35], LIF coding is used for speech recognition. LIF coding is also the standard way to transduce the inner hair cell signal into spikes in silicon cochleae [36], [37].

D. Information theory measures

The information theory measures, proposed here as quantitative metrics, are presented in this section. Mutual information is estimated between two discrete random variables that have to be defined from the stimulus and the spikes, respectively. This estimation is prone to statistical bias because of finite sampling, which is remedied by correcting the bias. From the mutual information, we derive the coding efficiency, which is the quantitative metric used to evaluate spike encoding algorithms in this work.

1) Random variables: To estimate the mutual information between the stimulus and the spikes, we need to define the corresponding discrete random variables.

The coding tasks consist of coding the sound characteristic (frequency or amplitude) of the stimulus. We recall that the variation in time of the relevant sound characteristic in each task is described by the time series \( x(t) \). We create a discrete random variable \( X \) with probability mass function \( P(X = x) \) by quantizing \( x(t) \) into 8 levels.

For the frequency coding task, the discrete random variable for the spikes \( W \) is obtained from the vector of the population response in time of the 8 encoding units. For the amplitude coding task, \( W \) is obtained from the vector of the time response of the encoding unit in the last 8 time steps.

2) Mutual information and coding efficiency: The mutual information \( I(X; W; \Delta t) \) between the variable of the sound characteristic \( X \) and the relevant spikes variable \( W \) is estimated using (7), which is called the “plug-in” method [2]

\[ I(X; W; \Delta t) = \sum_{x \in X} \sum_{w \in W} P_{Ax}(x, w) \log_2 \left( \frac{P_{Ax}(x, w)}{P(x)P(w)} \right) \]
where $P_{\Delta t}$ is the joint probability estimated with $x(t)$ shifted in time by discrete time steps $\Delta t$, and $P(x)$ and $P(w)$ the marginal probabilities. (7) estimates in bits the information that the spikes carry concurrently on the sound characteristic ($\Delta t = 0$), on its past ($\Delta t < 0$), and on its future ($\Delta t > 0$).

In all mutual information estimations, the first 50 ms of the two time series is ignored to avoid onset effects of the cochleagram extraction.

We define the coding power (in bits) as the maximum of the mutual information curve for all time delays, which is the maximum amount of information, at every time instant, that $W$ encodes on $X$:

$$I_{\max} = \max_{\Delta t} I(X;W;\Delta t). \quad (8)$$

The maximum coding power achievable is determined by the statistical structure of $X$ and is given by the entropy $H(X)$. In other words, if $W$ completely characterizes $X$, then the mutual information is equal to $H(X)$, which thus forms a tight upper bound on the coding power and can only be attained by a perfect encoding. From this, we can define a measure of coding efficiency $\epsilon$ as the ratio of the coding power to the entropy of $X$,

$$\epsilon = \frac{I_{\max}}{H(X)} \quad (9)$$

with the entropy of $X$ being

$$H(X) = -\sum_{x \in X} P(x) \log_2 P(x). \quad (10)$$

The coding efficiency $\epsilon$ provides the performance metric for the evaluation of the spike encoding algorithms in this work, as changing the parameters of an encoding algorithm or choosing a different algorithm is only going to change the coding power, $I_{\max}$, while $H(X)$ will only depend on the stimulus.

3) Sampling bias: Finite sampling can make mutual information heavily biased (upwards). This is because finite sampling makes the reliable estimation of the joint probability mass function between the stimuli and the neural responses more difficult for more complex data. This is why we only use 8 encoding units.

To control for this bias, for each mutual information estimation, the spike variable $W$ is shuffled in time and the mutual information is re-estimated using this shuffled variable. This yields an "error" term, because this mutual information is theoretically null since the variables are independent after shuffling. The error term, normalized by the entropy of $X$, was less than 1.6% for SoD, and less than 0.16% for the other algorithms in the simulations. The error for SoD is an order of magnitude greater than for the other methods because SoD has bipolar spikes (ON and OFF).

With such low "error" terms, we can safely apply a bias correction method. Several approaches have been proposed for this [38]. We use the quadratic extrapolation method [39, 40].

IV. Task no. 1: Frequency Coding

A. The Frequency Coding Task

As mentioned previously, the sound stimulus is built from piece-wise segments of continuously-varying frequency mod-

Fig. 3. Spike variable $W$ in the frequency coding task, taken as the instantaneous population response in time of the encoding units. This presupposes an underlying population coding of frequency, consistent with the place coding of frequency in the cochlea.

ulations. Let $X$ be the discrete random variable of the frequency, built from $x(t)$. An eight-channel cochleagram is then extracted from the sound, and each channel is encoded independently by the algorithms into a spike matrix $W$ of 8 rows. The objective for the algorithms is to encode the instantaneous frequency of the sound stimulus.

The frequency coding task is facilitated by the multichannel processing of the cochlear filter bank, and the instantaneous frequency of the sound stimulus will appear as a high spike probability in the cochleagram’s corresponding channel.

We must extract from the spike matrix $W$ some variable $W$, that presupposes an underlying neural code. In the cochlea, hair cells encode sound frequency via a place code. This is the basis of the tonotopic organization of the cochlea [24]. Consistent with the place coding of frequency in the cochlea, we assume that the frequency information is encoded with a population code (i.e. in the instantaneous population response of the encoding units). By looking at this population code through time, we should be able to recover information on the sound frequency. Therefore, we build the spike variable $W$ as the instantaneous population response of the 8 encoding units. This variable can be seen as a list of the encoding units that fired at a given time instant (Fig. 3).

B. Mutual Information

The mutual information between the sound frequency $X$ and the spike variable $W$ can be estimated as $I(X;W)$ (Sect. III-D). This, however, would only give the information that $W$ gives concurrently on $X$, that is to say the information carried by $w$ at instant $t$ on $X$ at the same time instant. The processing involved in spike encoding can entail some latency, which means that $W$ at time $t$ can be maximally informative on $X$ some time in the past at $t' \leq t$. For this reason, the mutual information has to be estimated with different time delays between the two variables, that is $I(X;W;\Delta t)$, where $X$ is shifted in time by $\Delta t$ (Fig. 4).

The maximum amount of information that the spikes variable $W$ carries on the sound frequency $X$ is the coding power
C. Results

Contrary to a real spike train (for which time is continuous), an artificial spike train is discrete in time, and therefore has a fixed maximum firing rate. At the boundaries, where the spike train is too sparse or too dense, the unit is not capable of encoding much information. Therefore, mutual information curves tend to have concave shapes relative to firing rate. We can define a spike density measure $\rho$ as a normalized mean firing rate comprised between 0 and 1. The spike density can be obtained by taking the mean over the whole absolute spike matrix $|W|$, with the absolute value accounting for the special case of bipolar spike trains. The spike density is then

$$\rho = |W|$$  \hspace{1cm} (11)

with zero being a completely silent spike train/matrix, and unity a completely saturated one.

We can then estimate the coding efficiency $\epsilon$ for different parameter configurations and plot it as a function of the unidimensional spike density scale. This shows how much of the information is captured by the spikes at different firing rates, and allows us to compare between the different algorithms. By finding the maximum of these curves, we find the best coding efficiency that the encoding algorithms can achieve on the coding task, as well as the spike density corresponding to it. The results on the frequency coding task are shown in Fig. 5.

The stochastic nature of ISC introduces noise that degrades the spike train’s information content, which can explain its low coding efficiency, as well as its requirement to spike a lot more than needed so as to maximize efficiency.

The good performance of SoD is not surprising since a frequency change in the stimulus occasion an onset and an offset in the cochleagram channels that causes jumps in the signals that SoD codes very well. Since SoD codes both onsets and offsets, this explains its higher spike density around its maximum coding efficiency, compared to LIF. However, SoD is the only algorithm that cannot sustain firing for a stable signal value (i.e. stable frequency), which is about a third of the duration of the stimulus. Therefore, there is no way of decoding a stable instantaneous frequency value over time.

BSA’s coding efficiency reaches its maximum at the boundary of its threshold parameter. BSA is by design limited in the spike density range it produces, as its threshold cannot yield densities outside the range shown in the BSA curve in Fig. 5.

Finally, LIF achieves a coding efficiency comparable to SoD but with fewer spikes.

V. TASK NO. 2: AMPLITUDE CODING

A. The amplitude coding task

The amplitude coding task is analogous to the previous one. The sound stimulus is built from piece-wise segments of continuously-varying amplitude modulations of a 1 kHz pure tone carrier frequency. $X$ is now the discrete random variable of the amplitude, built from $x(t)$. By contrast, only a single channel cochleagram is now used. Its center frequency is equal to that of the carrier tone of the sound. This channel is then coded by the algorithms into a single spike train $W$, which is now a vector. The objective for the algorithms is to encode the instantaneous amplitude of the sound, which is represented as changes in the spike probability in the channel.
We must also extract from the spike train $W$ a variable $W$. In this case, we are dealing with a single spike train, where information is encoded in the timing of the spikes. In the cochlea, ANFs encode sound intensity with a rate code [24]. Therefore, by looking at the spike pattern in a time window in the past, we should be able to recover information on the sound amplitude at a given instant in the past. We build the spike variable $W$ as the pattern of spikes over the last 8 time steps, which is a reasonably long enough time window to encode the amplitude of the stimulus. This variable can be seen as a list of spike times in the recent past (Fig. 6). Having defined $W$, the analysis is identical to the frequency coding task.

B. Results

As for the frequency coding task, the coding efficiency is plotted as a function of spike density. The results on the amplitude coding task are shown in Fig. 7.

The stochasticity of ISC again introduces noise that degrades the spike train’s information content. This can explain its low coding efficiency peak at a very high spike density.

SoD is shown to have very poor coding efficiency, which is not surprising, since SoD encodes the changes in a signal. Intuitively, this means that the spike train can only inform on changes in levels (relative amplitude), not on the values of the levels (exact value of the amplitude). To recover the latter, one would need to know the initial level, and keep track of all the changes up to the present. For this reason, SoD might show good performance if it is the derivative of the amplitude that is the aspect of interest in the task at hand, rather than the exact amplitude value as in the task considered here.

BSA achieves the highest coding efficiency $\sim 71\%$, but at a saturated spike train of density $\sim 73\%$. BSA is by design limited in the spike density range that it can yield. Therefore, the curve shown in Fig. 7 shows the whole spike density range of BSA on this task.

LIF, on the other hand, achieves $\sim 63\%$ coding efficiency at the lowest spike density $\sim 26\%$.

VI. DISCUSSION AND LIMITATIONS

There are many algorithms that can be used in the artificial spike encoding of sound. To the best of our knowledge, these algorithms have never been investigated for the information content of the spike trains they produce (i.e. using the information theory approach). They have only been studied in terms of their performance in tasks that further process the spike trains destructively, thereby causing information loss (i.e. using the decoding approach). In this work, four different spike encoding algorithms are compared in terms of their coding efficiency with respect to the two fundamental characteristics of sound: frequency and amplitude. The results show that the performance of these algorithms varies quite a bit.

- **Independent Spike Coding**, which is the standard method in computational auditory modeling, is shown to have poor coding efficiency, which is not a surprise due to the stochastic nature of its spike generation, which introduces noise in the spike trains that degrades the information content.
- **Send-on-Delta coding**, which is an event-based sampling scheme that is popular in neuromorphic sensors, is shown to be unable to effectively code the amplitude of sound, as it codes only relative changes in amplitude, and not absolute changes. It should thus be avoided if the absolute sound level of the stimulus to be coded is an important aspect in the spike encoding problem.
- **Ben’s Spiker Algorithm**, which is based on stimulus estimation, is found to perform well in both coding tasks. However, it tends to produce saturated spike trains due to its requirement to optimally reconstruct the stimulus. Moreover, BSA produces narrow spike density ranges and this does not leave much room for tuning the firing rate.
- **Leaky Integrate-and-Fire coding** shows the best performance in the spike encoding tasks considered here. The LIF mechanism is by design suited for the place coding of frequency and the rate coding of amplitude. The two parameters (time constant and firing threshold) offer much room to encode at a wide range of firing rates, and there is a trade-off to be found between them in terms of maximizing the encoded information.
This study has certain limitations. Firstly, a very specific spectro-temporal representation is used in this work: the cochleagram, which represents the average firing probabilities of ANFs. The performance of a spike encoding algorithm is ultimately contingent on the nature of the features to be encoded, and alternatives that could potentially represent the frequency-amplitude information in a fundamentally different way could lead to different results. However, the cochleagram is a widely used biologically plausible representation and is thus the candidate of choice for this study. Secondly, ANFs also have several important properties that we did not seek to reproduce in this work, like adaptation and phase-locking. Finally, it should not be forgotten that the sensory world in this work is very simple, consisting of collections of amplitude and frequency modulations, and that the stimuli that usually have to be converted into spikes are more rich and complex. However, the acoustic waveform is ultimately characterized by frequency and amplitude modulations, and therefore the performance of spike encoding algorithms on the two coding tasks presented here is relevant for more complex input.

VII. CONCLUSIONS

We propose the use of information theory to evaluate the performance of spike encoding algorithms. To the best of our knowledge, this work is the first information-theoretic study of artificial spike encoding. We quantitatively evaluate the performance of four spike encoding algorithms of sound on two coding tasks. These tasks consist in coding the fundamental characteristics of the acoustic waveform: frequency and amplitude modulations. We find that coding efficiency differs for the investigated algorithms, and that they peak in coding efficiency at different spike densities. The best spike encoding algorithm depends on the nature of the sound stimulus to be converted into spikes. Moreover, coding efficiency strongly depends on the firing rate of the underlying encoding units (spike density). In this work, LIF coding appears to be the most general for the coding tasks considered here.

APPENDIX

PSEUDO-CODE FOR SPIKE ENCODING ALGORITHMS

Algorithms 1 through 4 give the pseudo-code for the four investigated spike encoding algorithms in this work. Each algorithm’s input is a signal to be encoded (i.e. a cochleagram channel signal $z(t)$) and a parameter configuration. The output is the encoded spike train $w$.

Algorithm 1 Independent Spike Coding (Sect. III-C1)

**Input:** normalized signal $z$, scaling factor $a$

**Output:** spike train $w$

1. $w \leftarrow \text{zeros}(\text{length}(z))$
2. for $t = 1 : \text{length}(z)$ do
3.   if rand_uniform$(0, 1) < z(t) \times a$ then
4.     $w(t) \leftarrow 1$
5.   end if
6. end for
7. return $w$

Algorithm 2 Send-on-Delta coding (Sect. III-C2)

**Input:** signal $z$, delta $\Delta$

**Output:** bipolar spike train $w$

1. $w \leftarrow \text{zeros}(\text{length}(z))$
2. $b \leftarrow z(1)$
3. for $t = 2 : \text{length}(z)$ do
4.   $d \leftarrow z(t) - b$
5.   if $d > \Delta$ then
6.     $w(t) \leftarrow 1$
7.   else
8.     $b \leftarrow b + \Delta$
9.   end if
10. if $d < -\Delta$ then
11.   $w(t) \leftarrow -1$
12. else
13.   end if
14. end for
15. return $w$

Algorithm 3 Ben’s Spiker Algorithm (Sect. III-C3)

**Input:** normalized signal $z$, filter $h$, threshold $\theta$

**Output:** spike train $w$

1. $M \leftarrow \text{length}(h)$
2. $w \leftarrow \text{zeros}(\text{length}(z))$
3. for $t = 0 : M - 1$ do
4.   $e_1 \leftarrow 0$
5.   $e_2 \leftarrow 0$
6.   for $k = 0 : M - 1$ do
7.     $e_1 \leftarrow e_1 + |z(t - k) - h(M - k)|$
8.     $e_2 \leftarrow e_2 + |z(t - k)|$
9.   end for
10. if $e_1 \leq e_2 - \theta$ then
11.   $w(t) \leftarrow 1$
12.   for $k = 0 : M - 1$ do
13.     $z(t - k) \leftarrow z(t - k) - h(M - k)$
14.   end for
15. end if
16. end for
17. return $w$

Algorithm 4 Leaky Integrate-and-Fire coding (Sect. III-C4)

**Input:** signal $z$, time constant $\tau$, threshold $\theta$

**Output:** spike train $w$

1. $w \leftarrow \text{zeros}(\text{length}(z))$
2. $u \leftarrow \text{zeros}(1 + \text{length}(z))$
3. $u(1) \leftarrow z(1)$
4. for $t = 1 : \text{length}(z)$ do
5.   $u(t + 1) \leftarrow u(t) e^{-\frac{\tau}{\Delta}} + z(t)$
6.   if $u(t + 1) \geq \theta$ then
7.     $w(t) \leftarrow 1$
8.     $u(t + 1) \leftarrow 0$
9.   end if
10. end for
11. return $w$
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