ASYMPTOTIC ROOT DISTRIBUTION OF CHARLIER POLYNOMIALS WITH LARGE NEGATIVE PARAMETER

PETR BLASCHKE AND FRANTIŠEK ŠTAMPACH

Abstract. We analyze the asymptotic distribution of roots of Charlier polynomials with negative parameter depending linearly on the index. The roots cluster on curves in the complex plane. We determine implicit equations for these curves and deduce the limiting density of the root distribution supported on these curves. The proof is based on a determination of the limiting Cauchy transform in a specific region and a careful application of the saddle point method. The obtained result represents a solvable example of a more general open problem.

1. Introduction

We study an asymptotic distribution of roots of a classical family of orthogonal polynomials, namely the Charlier polynomials, in a regime when they are not orthogonal with respect to a positive measure supported on $\mathbb{R}$ as their parameter assumes non-standard values. This means that the studied family of polynomials cannot be identified with characteristic polynomials of a Hermitian Jacobi matrix and their roots are not confined to the real line. Rather than that they cluster in complex curves. We give an exact description of these curves, sometimes referred to as the zero attractors for the studied polynomial sequence, and deduce the asymptotic density of the distribution of the roots.

The Charlier polynomials are defined by the formula

$$C_n^{(a)}(x) := \sum_{k=0}^{n} \binom{n}{k} \left( \frac{-x}{a} \right)^k,$$

where $n \in \mathbb{N}_0$ and $a \neq 0$ is a parameter. For basic definitions and properties of the hypergeometric functions and Charlier polynomials, we refer the reader to the Askey scheme [27]. If the parameter $a$ is positive, Charlier polynomials are orthogonal with respect to the Poisson probability measure, see [27, Eq 9.14.2]. We assume the parameter to be negative and, in addition, dependent linearly on the index. In such a setting, we further scale and slightly transform the main variable to keep roots in a rectangular window with a side of unit length for any index $n$. As a result, we consider polynomials

$$P_C^{(a)}(z; a) := C_n^{(-an)}(zn - an - 1),$$

for $n \in \mathbb{N}$ and $a > 0$. Since all coefficients of $P_C^{(a)}(\cdot; a)$ are real, the roots of $P_C^{(a)}(\cdot; a)$ are distributed symmetrically in $\mathbb{C}$ with respect to the real line. The main result on the asymptotic distribution of roots of $P_C^{(a)}(\cdot; a)$, as $n \to \infty$, is given in Theorem [1]. This result represents a solvable model of a general problem whose solution is currently out of reach; more details given in Section [3].

The problem on the asymptotic distribution of roots of orthogonal polynomials with variable and non-standard parameters has been extensively studied for many families. Our setting is reminiscent to a similar problem concerning the Laguerre polynomials with variable negative parameter that received a lot of attention [34, 29, 30, 11, 16, 3]. In fact, the case of Laguerre polynomials has been studied in a greater generality, as the parameter $a_n$ in the studied sequence of Laguerre polynomials $L_n^{(a_n)}(nz)$ is allowed to be a negative multiple of $n$ only asymptotically, i.e., $\lim_{n \to \infty} a_n/n = a < 0$. In such a setting, the asymptotic
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distribution of roots exhibits remarkable complexity. Moreover, as a non-Hermitian orthogonality has been established for this family, it is a nice example for a demonstration of the powerful steepest descent Riemann–Hilbert problem method.

As far as the asymptotic properties of Charlier polynomials are concerned, asymptotic expansions for \( C_n^{(a)}(nz) \), as \( n \to \infty \), with the fixed parameter \( a > 0 \) and various restrictions on \( z \), were found in [22, 33, 32] using primarily the saddle point method. For a more recent application of the turning point theory in asymptotic analysis of the Charlier polynomials, see [24]. As it is impossible to cover all related works, we mention at least few more papers on asymptotic behavior of classical orthogonal polynomials with varying non-standard parameters [33, 25, 52, 35, 49, 50], hypergeometric polynomials [19, 17, 18, 53, 1, 2], and other interesting families [8, 9, 10, 44, 48].

The paper is organized as follows. In Section 2, the main result is stated as Theorem 1 and several related remarks as well as numerical illustrations are added. Next, general steps of the applied method are summarized. The proof of Theorem 1 is gradually worked out in Section 3. First, roots of \( P_n^c(\cdot; a) \) are shown to be confined to a rectangular domain in \( \mathbb{C} \) uniformly in \( n \in \mathbb{N} \), which simplifies the subsequent analysis. Second, by using a contour integral representation for \( P_n^c \) together with the saddle point method, a formula for the limiting Cauchy transform of a sequence of the root counting measures of \( P_n^c \) is obtained in Theorem 10. By inspection of analytic properties of the limiting Cauchy transform, the limiting measure is deduced and proved to be determined completely. Lastly, a rigorous but technical justification of the application of the saddle point method in the proof of Theorem 10 is postponed to the last subsection of Section 3. Finally, Section 4 interprets Theorem 1 as a solvable model for a general open problem on the asymptotic eigenvalue distribution of complex Jacobi sampling matrices, discusses several related works, and closes with few concluding remarks.

2. The main result and the method

2.1. Main results. First, we need to introduce a notation. The asymptotic distribution of roots of polynomials \( P_n^c(\cdot; a) \), for \( n \to \infty \), is encoded in the complex function

\[
f(\xi; z) := (a - z) \log(1 + \xi) + \log \xi - a\xi. \tag{2}
\]

Let us denote its two critical points, i.e., solutions of the equation \( \partial_{\xi} f(\xi; z) = 0 \), by

\[
\xi_{\pm} = \xi_{\pm}(z; a) := \frac{1}{2a} \left( 1 - z \pm \sqrt{(1-z)^2 + 4a} \right). \tag{3}
\]

If not stated otherwise, the multi-valued functions, such as the logarithm and the square root, assume their principal values.

The parameter \( z \) is restricted to the rectangular domain \((0, 1) + 2i\sqrt{a}(-1, 1)\), in which the equation

\[
\text{Re } f(\xi_{\pm}; z) = \text{Re } f(\xi_{\mp}; z) \tag{4}
\]

determines an arc of a simple smooth curve connecting a unique point in the interval \((0, 1)\) with the upper-left corner \(1 + 2i\sqrt{a}\). This claim is proven in Proposition 9 and is illustrated in Figure 1. Let \( \gamma : [0, 1] \to \mathbb{C} \) denotes a parametrization of the arc with the starting point \( \gamma(0) = 1 + 2i\sqrt{a} \) and the end point \( \gamma(1) \in (0, 1) \). Then the asymptotic root distribution of polynomials \( P_n^c(\cdot; a) \), for \( n \to \infty \), works in two regimes depending on the value of \( a \) and is as follows.

\textbf{Theorem 1.} Let \( a > 0 \), \( f \) and \( \xi_{\pm} \) given by (2) and (3), and \( \gamma \) as defined above. Then, for \( n \to \infty \), the sequence of root counting measures of polynomials \( P_n^c(\cdot; a) \) converges weakly to a probability measure \( \mu = \mu_1 + \mu_2 \), for which the following holds true:

i) Measure \( \mu_1 \) is symmetric with respect to the real line, supported on the image of \( \gamma \) and its complex conjugate \( \overline{\gamma} \), and absolutely continuous. For \( 0 \leq \alpha < \beta \leq 1 \), the measure of the arc \( \gamma([\alpha, \beta]) \) of the curve \( \gamma \) connecting the points \( \gamma(\alpha) \) and \( \gamma(\beta) \) is given by the difference

\[
\mu_1(\gamma([\alpha, \beta])) = \rho(\gamma(\beta)) - \rho(\gamma(\alpha)),
\]

where \( \rho(z) = \frac{1}{2\pi} \text{Im } \log z \) for \( z \notin \mathbb{R} \).

...
where
\[ \rho(z) := \frac{1}{2\pi i} \left( f(\xi_+(z; a); z) - f(\xi_-(z; a); z) \right). \]

ii) If \( a \geq \gamma(1) \), then \( \mu_2 = 0 \). If \( a < \gamma(1) \), then \( \mu_2 \) is supported on the real interval \([a, \gamma(1)]\), is absolutely continuous, and its density reads
\[ \frac{d\mu_2}{dx}(x) = 1, \quad x \in [a, \gamma(1)]. \]

Figure 1. The curve determined by the equation \( \text{Re} f(\xi_+; z) = \text{Re} f(\xi_-; z) \) in the rectangular window \((0, 1) + 2i\sqrt{a}(-1, 1)\) for \( a = 0.01, 0.1, 1, 10 \).

The proof of Theorem 1 is worked out in Section 3. The two scenarios of Theorem 1 are illustrated in Figures 2 and 3.

Remark 2. The point \( \gamma(1) \) depends on \( a \) and coincides with the unique solution of the equation \( \text{Re} f(\xi_+; x; a; x) = \text{Re} f(\xi_-; x; a; x) \) for \( x \in (0, 1) \). The equation does not seem to be explicitly solvable, however. For example, if we substitute \( x = 1 - 2\sqrt{a}\sinh t \), we arrive at the equation
\[ 2t - \sqrt{a} (e^t + e^{-t}) + \left[ a - 1 + \sqrt{a} (e^t - e^{-t}) \right] \ln \frac{\sqrt{a} + e^t}{\sqrt{a} - e^{-t}} = 0, \]
which determines implicitly a positive solution \( t_0 = t_0(a) \), and \( \gamma(1) = 1 - 2\sqrt{a}\sinh t_0 \).

Without going into details, let us remark the asymptotic behavior of \( \gamma(1) \) for \( a \) small and \( a \) large is as follows:
\[ \gamma(1) = 1 - \frac{2\sqrt{a}}{\sqrt{96} - 1} + O(a), \quad a \to 0+, \]
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Figure 3. An illustration of Theorem 1 with $a = 1/12$ when $\mu_2$ is nontrivial

and

$$\gamma(1) = \frac{1}{3} - \frac{4}{405a} + O\left(\frac{1}{a^2}\right), \quad a \to \infty,$$

where $y_0 \approx 1.1997$ is the unique positive solution of the transcendental equation $y = \coth y$. The dependence of $\gamma(1)$ on the parameter $a$ is nontrivial. Based on a numerical analysis, it seems that $\gamma(1)$, as function of $a > 0$, first decays from the value 1 to its global minimum of approximate value $0.2693$ attained at $a_0 \approx 0.2342$, and then, for $a > a_0$, $\gamma(1)$ is increasing to $1/3$.

Remark 3. The threshold value $a$, which distinguishes between $\mu_2 = 0$ and $\mu_2 \neq 0$ in Theorem 1, occurs when $a = \gamma(1)$. Since $\xi_+(a; a) = 1/a$ and $\xi_-(a; a) = -1$ the equation $\text{Re} f(\xi_+(a; a); a) = \text{Re} f(\xi_-(a; a); a)$ simplifies to the transcendental equation

$$ae^{1+a} = 1,$$

whose solution is approximately $a \approx 0.2785$ and can be identified with the value of the Lambert $W$ function at the point $1/e$.

Remark 4. If we write $z = \gamma(t)$ in (4), differentiate with respect to $t$, and make use of formulas $\partial_\xi f(\xi \pm; z) = 0$ and $\partial_z f(\xi \pm; z) = -\log(1 + \xi \pm)$, we deduce that the curve $\gamma$ is a solution of the first order differential equation

$$\text{Re} [\gamma'(t) (\log(1 + \xi_+(\gamma(t); a)) - \log(1 + \xi_-(\gamma(t); a)))] = 0, \quad t \in (0, 1),$$

In a slightly more explicit terms, if we parametrize $\gamma$ as $\gamma(t) = x(t) + 2i\sqrt{a}(1-t)$, we obtain the ordinary differential equation

$$x'(t) \log \left| \frac{1 + \xi_+}{1 + \xi_-} \right| + 2\sqrt{a} \arg \left( \frac{1 + \xi_+}{1 + \xi_-} \right) = 0,$$

where $\xi_\pm = \xi_\pm(x(t) + 2i\sqrt{a}(1-t); a)$. The existence of such a parametrization for the curve $\gamma$ follows from the proof of Proposition 9. With the aid of this observation, the density of the limiting measure from the claim (i) of Theorem 1 can be expressed as

$$\frac{d\mu_1}{dt}(t) = \sqrt{a} \left| \log \left( \frac{1 + \xi_+}{1 + \xi_-} \right) \right|^2 \log \left| \frac{1 + \xi_+}{1 + \xi_-} \right|, \quad t \in (0, 1),$$

where $\xi_\pm = \xi_\pm(x(t) + 2i\sqrt{a}(1-t); a)$. Expression (5) shows that $\mu_1$ is a positive measure, indeed. Density (5) is plotted in Figure 4 for several values of $a$. 


2.2. The method. We summarize steps of the strategy used to deduce the asymptotic root distributions for polynomials $P_C^n$, for $n \to \infty$. Recall that, in general, to deduce the asymptotic root distribution of a sequence of polynomials $P_n$ of degree $n$ means to show that the sequence of the root counting measures

$$\mu_n := \sum_{\lambda \in P_n \setminus \{0\}} \frac{\nu(\lambda)}{n} \delta_\lambda$$

is weakly convergent, for $n \to \infty$, and provide a description of the limiting measure such as the support, absolute continuity, density, etc. In the above formula, $\nu(\lambda)$ is the multiplicity of the root $\lambda$ of $P_n$. For $P_n = P_C^n$, we apply the following strategy which combines several conventional methods.

First, we prove that the roots of $P_C^n$ are localized in a fixed rectangular domain in $\mathbb{C}$ for all $n \in \mathbb{N}$. This allows us to restrict the analysis to this domain which is, although not immediately obvious, a significant simplification in the applied approach.

Second goal is a determination of the limiting Cauchy transform of the sequence of root counting measures. Recall the Cauchy (or Stieltjes) transform $C_\mu$ of a Borel measure $\mu$ supported in $\mathbb{C}$ is defined as the convolution $C_\mu := 1/z * \mu$ understood in the sense of generalized functions on $\mathbb{C}$. For $z \in \mathbb{C} \setminus \text{supp} \mu$, the Cauchy transform of $\mu$ is given by the integral

$$C_\mu(z) := \int_{\mathbb{C}} \frac{d\mu(\xi)}{z - \xi}.$$

If measures $\mu_n$ are supported in a compact subset of $\mathbb{C}$ for all $n$ and the sequence of their Cauchy transforms $C_{\mu_n}$ tends to a function $C$ almost everywhere in $\mathbb{C}$ (with respect to the 2D Lebesgue measure), then $\mu_n$ converges weakly to a measure $\mu$ and $C = C_\mu$ is its Cauchy transform. If $\mu_n$ is the root counting measure of a polynomial $P_n$, we have the useful formula

$$C_{\mu_n}(z) = \frac{P_n'(z)}{nP_n(z)}.$$  (6)

Then the derivation of the limiting Cauchy transform is typically a matter of an application of a conveniently chosen asymptotic method for $P_n$ and its derivative.

To recover $\mu$ from its Cauchy transform $C_\mu$, one uses the generalized formula $\pi \mu = \partial_z C_\mu$. In all the cases investigated below, $C_\mu$ will be an analytic function everywhere except several branch cuts occurring on a finite number of smooth closed arcs. Then, if $\gamma : (\alpha, \beta) \to \mathbb{C}$ denotes a simple oriented open smooth curve on which $C_\mu$ has the branch cut, $\mu$ is absolutely continuous there and its density is given by the Plemelj–Sokhotski formula

$$\frac{d\mu}{dt}(t) = \frac{\gamma'(t)}{2\pi i} \left( C_\mu(\gamma(t)+) - C_\mu(\gamma(t)-) \right), \quad t \in (\alpha, \beta).$$  (7)
provided that the jump of \( C_p \) on the image of \( \gamma \) is an integrable function. Here \( C_p(\gamma(t) \pm) \) denote the non-tangential limits to \( \gamma(t) \) from the left/right side of \( \gamma \) induced by the chosen orientation. A more detailed description of this approach is given in [4, Sec. 2.1] and general aspects on the potential theory and generalized functions can be found in books [42, 47].

The indicated method relying on the Cauchy transform is quite general and has been successfully applied many times in various problems. Usually, the most limiting aspect is the unspecified part concerning the asymptotic analysis of (6), for \( n \to \infty \), that may differ from case to case depending on what is known about the polynomials \( P_n \) (generating functions, difference equations, non-Hermitian orthogonality relations, etc.). In this work, the classical saddle point method turns out to be applicable. For a reference, we recall a formulation of the saddle point method which is taken from [10, Thm. 7.1, p. 127] specialized slightly to our needs; see also Perron’s method in [51, Sec. II.5].

**Theorem 5** (saddle point method). Let the following assumptions hold:

i) Let \( f \) and \( g \) be functions independent of \( n \), single valued, and analytic in a domain \( M \subset \mathbb{C} \).

ii) The integration path \( \gamma \) is independent of \( n \) and its range is located in \( M \) with a possible exception of the end-points.

iii) There is a point \( \xi_0 \) located on the path \( \gamma \) which is not an end-point such that \( f'(\xi_0) = 0 \) and \( f''(\xi_0) \neq 0 \) (i.e., \( \xi_0 \) is the saddle point of \( \text{Re } f \)).

iv) The integral

\[
\int_{\gamma} g(\xi) e^{-nf(\xi)} d\xi
\]

converges absolutely for all \( n \) sufficiently large.

v) One has

\[
\text{Re } f(\xi) - f(\xi_0) > 0,
\]

for all \( \xi \neq \xi_0 \) that lie on the range of \( \gamma \).

Then

\[
\int_{\gamma} g(\xi) e^{-nf(\xi)} d\xi = g(\xi_0) e^{-nf(\xi_0)} \sqrt{\frac{2\pi}{nf''(\xi_0)}} \left( 1 + O \left( \frac{1}{\sqrt{n}} \right) \right), \quad \text{as } n \to \infty. \tag{8}
\]

**Remark 6.** The branch of the square root in (8) has to be appropriately chosen. The choice depends only on the behavior of the phase of the function \( f'' \) and the curve \( \gamma \) in a neighborhood of \( \xi_0 \), see [10, Chp. 4, Sec. 7] for a detailed explanation.

The saddle point method will be applied to an integral representation for \( P_n^C \) deduced from suitable generating function formulas and the Cauchy integral formula. The verification of assumption (v) of Theorem 5 represents the most challenging task of the asymptotic analysis and is treated in separate Section 3.4.

We may summarize the main steps of the applied strategy:

1) We show that roots of \( P_n^C \) are confined to a fixed rectangular domain for all \( n \in \mathbb{N} \).
2) We deduce a contour integral representation for \( P_n^C \) from a generating function formula and apply the saddle point method to obtain the limiting Cauchy transform in the interior of the rectangular domain.
3) We show that the limiting Cauchy transform has a branch cut in the the open rectangular domain and possibly on one of its sides. We apply the Plemelj–Sokhotski formula to recover the limiting measure \( \mu \).
4) We check that the obtained limiting measure \( \mu \) was determined completely by showing that \( \mu \) is a probability measure, i.e., by direct verification of the identity \( f \, d\mu = 1 \).

3. **The Charlier polynomials**

3.1. **An approximate localization of roots.** As an initial step, we roughly localize the roots of polynomials \( P_n^C(\cdot; a) \) for all \( n \in \mathbb{N} \).

It readily follows from the three-term recurrence for Charlier polynomials [27, Eq. 9.14.3]

\[-x C_n^{(a)}(x) = a C_{n+1}^{(a)}(x) - (n + a) C_n^{(a)}(x) + n C_{n-1}^{(a)}(x), \quad n \in \mathbb{N},\]

\[

\text{(9)}
\]
that the polynomials
\[ p_k^{(n)}(z; a) := a^k C_k^{(-an)}(zn - an - 1) \]
fulfill the recurrence
\[ p_{k+1}^{(n)}(z; a) = \left(z - \frac{k + 1}{n}\right)p_k^{(n)}(z; a) + \frac{ak}{n} p_{k-1}^{(n)}(z; a), \]
for all \( k, n \in \mathbb{N} \). It implies that \( p_n^{(n)}(z; a) \), which coincides with \( a^n P_n^C(z; a) \), is the characteristic polynomial of the \( n \times n \) tridiagonal matrix \( J_n(a) \), whose entries are given by formulas
\[
(J_n(a))_{k,k} = \frac{k}{n} \quad \text{and} \quad (J_n(a))_{k+1,k} = (J_n(a))_{k,k+1} = i\sqrt{\frac{ak}{n}}, \tag{9}
\]
for \( k = 1, 2, \ldots, n \) and \( k = 1, 2, \ldots, n - 1 \), respectively, i.e.,
\[
a^n P_n^C(z; a) = \det (z - J_n(a)), \tag{10}
\]
for all \( n \in \mathbb{N} \), \( a > 0 \), and \( z \in \mathbb{C} \). This connection with Jacobi matrices allows us to localize the roots of \( P_n^C(\cdot; a) \) as follows.

**Lemma 7.** For \( a > 0 \) and all \( n \in \mathbb{N} \), roots of \( P_n^C(\cdot; a) \) are localized in the rectangular domain \((0, 1] + 2i\sqrt{a}(-1, 1)\).

**Proof.** It follows from \([10]\) that roots of \( P_n^C(\cdot; a) \) coincide with eigenvalues of \( J_n(a) \). In the proof, we show that the numerical range of \( J_n(a) \) is localized in \((0, 1] + 2i\sqrt{a}(-1, 1)\), i.e.,
\[
0 < \text{Re}(x, J_n(a)x) \leq 1 \quad \text{and} \quad -2\sqrt{a} < \text{Im}(x, J_n(a)x) < 2\sqrt{a},
\]
for all \( x \in \mathbb{C}^n \) with \(|x| = 1\). As the spectrum of a matrix is a subset of its numerical range, the statement will readily follow.

Notice that, for any \( x \in \mathbb{C}^n \), one has
\[
\text{Re}(x, J_n(a)x) = (x, J_n(a)x) \quad \text{and} \quad \text{Im}(x, J_n(a)x) = (x, J_n^*(a)x),
\]
where
\[
\text{Re} J_n(a) := \frac{J_n(a) + J_n^*(a)}{2} \quad \text{and} \quad \text{Im} J_n(a) := \frac{J_n(a) - J_n^*(a)}{2i}.
\]
Fix \( n \in \mathbb{N} \) and \( x \in \mathbb{C}^n \) such that \(|x| = 1\). Since \( \text{Re} J_n(a) = \text{diag}(\frac{1}{n}, \frac{2}{n}, \ldots, 1) \), it clearly holds \( 0 < (x, (\text{Re} J_n(a)x) \leq 1 \). Next, one has
\[
\text{Im} J_n(a) = \sqrt{\frac{a}{n}} (W + W^*),
\]
where \( W = \text{diag}(1, \sqrt{2}, \ldots, \sqrt{n}) U \), \( U e_1 = 0 \), and \( U e_k = e_{k-1} \), for \( k \in \{2, \ldots, n\} \), where \( \{e_1, \ldots, e_n\} \) stands for the standard basis of \( \mathbb{C}^n \). Then it is easy to see that
\[
|| \text{Im} J_n(a) || \leq 2\sqrt{\frac{a}{n}} ||W|| \leq 2\sqrt{\frac{a(n-1)}{n}} < 2\sqrt{a}.
\]
The last inequality implies that \(|(x, (\text{Im} J_n(a)x)| < 2\sqrt{a} \). \hfill \Box

### 3.2. The limiting Cauchy transform

An application of the Cauchy integral formula to the generating function for the Charlier polynomials \([27\text{ Eq. 9.4.11}]\)
\[
e^t \left(1 - \frac{t}{a}\right)^x = \sum_{n=0}^{\infty} C_n^{(a)}(x) \frac{t^n}{m!}, \quad |t| < a,
\]
yields the contour integral representation
\[
C_n^{(a)}(x) = \frac{1}{2\pi i} \oint_{\gamma} e^z \left(1 - \frac{z}{a}\right)^x \frac{dz}{z^{n+1}},
\]
where \( \gamma \) is a positively oriented Jordan curve with 0 in its interior located in the domain of analyticity of the integrated function. By using \([1]\), we get
\[
P_n^C(z; a) = \frac{1}{2\pi i} \oint_{\gamma} e^v \left(1 + \frac{v}{an}\right)^{zn-an-1} \frac{dv}{v^{n+1}},
\]
where $\gamma$ is a positively oriented Jordan curve with 0 in its interior located in the cut-plane $\mathbb{C} \setminus (-\infty, -an]$. Making the substitution $v = an\xi$ in the last integral results in the formula

$$P_n^C(z; a) = \frac{1}{2\pi i a^n n^n} \oint_{\gamma} e^{an\xi} (1 + \xi)^{zn-an-1} \frac{d\xi}{\xi^n + 1},$$

where $\gamma$ is a positively oriented Jordan curve with 0 in its interior located in $\mathbb{C} \setminus (-\infty, -1]$. Thus, we have arrived at the integral representation

$$P_n^C(z; a) = \frac{1}{2\pi i a^n n^n} \oint_{\gamma} g(\xi) e^{-nf(\xi; z)} d\xi,$$

where

$$g(\xi) := \frac{1}{\xi(1 + \xi)}$$

and

$$f(\xi; z) = (a - z) \log(1 + \xi) + \log(1 - \xi) - a\xi,$$

and $\gamma$ as above. The integral formula (11) is in a suitable form for the application of the saddle point method.

We make use of formula (11) and its derivative with respect to $z$, where the function $g$ is simply replaced by $g \cdot (\partial_f f(z; :))$, apply Theorem 5 and formula (6) to deduce the limiting Cauchy transform. Due to Lemma 7 and the symmetry

$$P_n^C(z; a) = P_n^C(\bar{z}; a),$$

it will be sufficient to consider only $z \in (0, 1) + 2i\sqrt{n}(0, 1)$. It is easy to see that the assumptions (i) and (ii) of Theorem 5 are fulfilled. Concerning the assumption (iii), we have

$$\frac{\partial f}{\partial \xi}(\xi; z) = \frac{a - z}{1 + \xi} + \frac{1}{\xi} - a.$$

Hence, critical points of $f(z; :)$ are roots of the quadratic equation

$$a\xi^2 + (z - 1)\xi - 1 = 0,$$

which are $\xi_{\pm}(z; a)$ given by (3). The roots $\xi_{\pm}(z; a)$ coincide if and only if $z = 1 + 2i\sqrt{n}$.

A verification of the assumption (iv) of Theorem 5 is again straightforward. On the other hand, the last assumption (v) is crucial and not easy to establish. One needs to check that the curve $\gamma$ from the integral (11) is homotopic to a Jordan curve located in $\mathbb{C} \setminus ((-\infty, -1] \cup \{0\})$ with the property that for all $\xi$ from the image of this curve

$$\text{Re}(f(\xi; z) - f(\xi_{\pm}(z; a); z)) > 0$$

with the only exception when either $\xi = \xi_{+}(z; a)$ or $\xi = \xi_{-}(z; a)$. It is by no means clear, whether it is possible. A detailed justification, which is based on a discussion of all possible configurations, is laborious and the most technical part of the applied method. In order not to distract from our primary intention, which is the derivation of the asymptotic root distribution, we postpone the detailed justification to separate Section 3.4. We point out that, when Theorem 5 is applied without a rigorous justification of the assumption (v), one obtains the right formula for the limiting Cauchy transform in $(0, 1) + 2i\sqrt{n}(0, 1)$.

It is natural to introduce two subsets of the rectangular domain $(0, 1) + 2i\sqrt{n}(0, 1)$ that identify the regions where either the saddle point $\xi_{+}(z; a)$ or $\xi_{-}(z; a)$ is dominant:

$$\Omega_{\pm} := \{ z \in (0, 1) + 2i\sqrt{n}(0, 1) \mid \text{Re} f(\xi_{+}(z; a); z) \gtrless \text{Re} f(\xi_{-}(z; a); z) \}.$$

Further, the common boundary of $\Omega_{+}$ and $\Omega_{-}$ is denoted as

$$\Omega_0 := \{ z \in (0, 1) + 2i\sqrt{n}(0, 1) \mid \text{Re} f(\xi_{+}(z; a); z) = \text{Re} f(\xi_{-}(z; a); z) \},$$

see Figure 5.

We will show that $\Omega_0$ is an arc of a simple curve which connects a real point in $(0, 1)$ with the corner point $1 + 2i\sqrt{n}$. To this end, we need the following auxiliary result.

**Lemma 8.** For the roots $\xi_{\pm} = \xi_{\pm}(z; a)$ given by (3), the following implications hold true.

i) \[ \log \left| \frac{1 + \xi_{+}}{1 + \xi_{-}} \right| = 0 \quad \Rightarrow \quad |z - a| = 1 + a, \quad \text{Re} z \geq 1.\]
ii) \[
\arg\left(\frac{1 + \xi_+}{1 + \xi_-}\right) \in \{-\pi, 0\} \quad \Rightarrow \quad \text{Im} \ z = 0 \quad \text{or} \quad |z - a| = 1 + a, \quad \text{Re} \ z \leq 1.
\]

**Proof.** i) One has
\[
\log \left|\frac{1 + \xi_+}{1 + \xi_-}\right| = 0 \quad \Leftrightarrow \quad \left|\frac{1 + \xi_+}{1 + \xi_-}\right| = 1 \quad \Leftrightarrow \quad \frac{1 + \xi_+}{1 + \xi_-} = \frac{1 + is}{1 - is},
\]
for a parameter \(s \in \mathbb{R}\). Using (3), the latter condition yields the quadratic equation
\[
s^2(2a + 1 + z)^2 + (1 - z)^2 + 4a = 0,
\]
whose solutions read
\[
z = \frac{1 + s^2(1 + 2a) \pm 2\sqrt{a + s^2a(1 + a)}}{1 + s^2}.
\]
For these roots, one obtains
\[
|z - a|^2 = \frac{(1 + s^2(1 + 2a) - a(1 + s^2))^2 + 4(a + s^2a(1 + a))}{(1 + s^2)^2} = (1 + a)^2
\]
and
\[
\text{Re} \ z = 1 + \frac{2as^2}{1 + s^2} \geq 1.
\]

ii) One has
\[
\arg\left(\frac{1 + \xi_+}{1 + \xi_-}\right) \in \{-\pi, 0\} \quad \Leftrightarrow \quad \frac{1 + \xi_+}{1 + \xi_-} = t,
\]
for a parameter \(t \in \mathbb{R} \setminus \{0\}\). Using definition (3), the latter equation yields
\[
(1 + t)^2 ((1 - z)^2 + 4a) = (1 - t)^2(2a + 1 - z)^2,
\]
which is again a quadratic equation in \( z \). Its solutions read

\[
z = \frac{2t - a(1 - t)^2 \pm |1 + t| \sqrt{a^2(1 - t)^2 - 4ta}}{2t},
\]

If \( a(1 - t)^2 \geq 4t \), i.e., the expression in the square root is non-negative, \( \text{Im} z = 0 \). On the other hand, if \( a(1 - t)^2 < 4t \), the two roots are

\[
z = \frac{2t - a(1 - t)^2 \pm i|1 + t| \sqrt{4ta - a^2(1 - t)^2}}{2t},
\]

for which one gets

\[
|z - a|^2 = \frac{(2t - a(1 - t)^2 - 2at)^2 + (1 + t)^2 (4ta - a^2(1 - t)^2)}{4t^2} = (1 + a)^2
\]

and

\[
\text{Re} \ z = 1 - \frac{a(1 - t)^2}{2t} \leq 1
\]

since the assumption \( a(1 - t)^2 < 4t \) implies \( t > 0 \). \( \square \)

**Proposition 9.** The set \( \Omega_0 \) is an open connected arc of a simple smooth curve with one end-point located in the interval \((0, 1)\) and the second end-point \(1 + 2i\sqrt{a}\).

**Proof.** We prove the statement by showing that the function

\[
g(z) := \text{Re} f(\xi_+(z; a), z) - \text{Re} f(\xi_-(z; a), z)
\]

has the following properties:

- a) For all \( y \in [0, 2\sqrt{a}] \), the function \( x \mapsto g(x + iy) \) is strictly monotone in \((0, 1)\).
- b) For all \( y \in [0, 2\sqrt{a}] \), \( g(1 + iy) < 0 \), and \( g(1 + 2i\sqrt{a}) = 0 \).
- c) For all \( y \in [0, 2\sqrt{a}] \), \( g(iy) > 0 \).

The property (a) means that the function \( g \) is either strictly increasing, or strictly decreasing on each horizontal line segment in the rectangle \([0, 1] + 2i\sqrt{a}[0, 1] \). By (b) and (c), this function is positive at the left end-point of the horizontal line segment and negative at the right end-point except the upper-right corner \(1 + 2i\sqrt{a}\), where it vanishes. It follows that \( g \) is actually strictly decreasing function with a unique zero in each of the horizontal line segments. It means that the intersection of \( \Omega_0 \) and the horizontal line segment is always a one-point set. Taking also into account the smoothness of \( g \) in \((0, 1) + 2i\sqrt{a}(0, 1) \), all claims from the statement readily follow. In fact, it shows even more. Namely, that \( \Omega_0 \) is the graph of a smooth function \( z = x(y) \), for \( y \in [0, 2\sqrt{a}] \), or in other words, that the curve \( \gamma \), whose image coincides with the closure of \( \Omega_0 \), can be parametrized by the imaginary part of the variable \( z = x + iy \).

**The verification of property (a):** For brevity, we write \( \xi_\pm = \xi_\pm(z; a) \). By claim (i) of Lemma 8 the partial derivative

\[
\frac{\partial g}{\partial x}(x + iy) = -\log \left| \frac{1 + \xi_+}{1 + \xi_-} \right|
\]

never vanishes for all \( x \in (0, 1) \) and \( y \in [0, 2\sqrt{a}] \), from which the property (a) follows.

Let us also remark that \( g = g(x + iy) \), while smooth as function of \( x \) for all \( y \in (0, 2\sqrt{a}] \), need not be smooth in the real interval \((0, 1)\), i.e., when \( y = 0 \) (it is the case if \( a < 1 \)). It follows from the observation that \( \xi_- = -1 \), if and only if \( z = a \), which implies \( \partial_x g(a) = -\infty \). Nevertheless, \( g \) is always continuous in \([0, 1] \) as its value \( g(a) = -\log(a) - a - 1 \) is well defined by the respective limit.

**The verification of property (b):** The partial derivative

\[
\frac{\partial g}{\partial y}(x + iy) = \arg \left( \frac{1 + \xi_+}{1 + \xi_-} \right)
\]

is non-vanishing for \( x = 1 \) and all \( y \in (0, 2\sqrt{a}] \) by claim (ii) of Lemma 8. Indeed, the intersection of the vertical line \( \text{Re} \ z = 1 \) and the circle \( |z - a| = a + 1 \) occurs at points \( z = \pm 2i\sqrt{a} \). Consequently, the continuous function \( y \mapsto g(1 + iy) \) is strictly monotone in \((0, 2\sqrt{a}] \).
Next, since \( \xi_+ = \xi_- \), for \( z = 1 + 2i\sqrt{a} \), it is clear that \( g(1 + 2i\sqrt{a}) = 0 \). One also readily checks that
\[
g(1) = (a - 1) \log \frac{1 + \sqrt{a}}{1 - \sqrt{a}} - 2 \sqrt{a} < 0,
\]
for all \( a > 0 \). Thus, \( y \mapsto g(1 + iy) \) is strictly increasing in \([0, 2\sqrt{a}]\), negative in \([0, 2\sqrt{a}]\), and vanishing at \( y = 2\sqrt{a} \). This is the property (b).

The verification of property (c): We distinguish two cases. If \( a \leq 1/2 \), the entire rectangle \((0, 1) + 2i\sqrt{a}(0, 1)\) is located inside the disk \(|z - a| < a + 1\). Then the claim (ii) of Lemma 8 implies that partial derivative (15) does not change the sign in \((0, 1) + 2i\sqrt{a}(0, 1)\).

As we already know its sign to be positive in \( 1 + 2i\sqrt{a}(0, 1) \), it is also positive in \( 2i\sqrt{a}(0, 1) \), and hence the function \( y \mapsto g(iy) \) is strictly increasing in \((0, 1) \). It is an easy exercise to check that
\[
g(0) = (2a + 1) \log \frac{1 + 4\alpha + 1}{\sqrt{1 + 4\alpha}} - \sqrt{1 + 4\alpha} > 0,
\]
for all \( a > 0 \). It follows the property (c) for \( a \leq 1/2 \).

If \( a > 1/2 \), the circle \(|z - a| = a + 1\) intersects \( 2i\sqrt{a}, 0, 1 \) at the point \( i\sqrt{1 + 2a} \). Hence, we similarly infer from the claim (ii) of Lemma 8 that \( y \mapsto g(iy) \) is strictly increasing this time only in \((0, \sqrt{2a} + 1)\) and that the partial derivative (15) can vanish for \( x = 0 \) at most at the point \( y = \sqrt{2a} + 1 \) (which is actually the case). In the last part of the proof, we will show that \( g(2i\sqrt{a}) > 0 \). Now it suffices to realize that, if the function \( g \) has a zero in the segment \( i(\sqrt{2a} + 1, 2\sqrt{a}) \), at which end points it has positive values, \( \partial_y g \) has to vanish at a point therein. This would contradict the claim (ii) of Lemma 8, however. Thus, there is no zero of \( g \) in \( i(\sqrt{2a} + 1, 2\sqrt{a}) \) and so \( g \) stays positive in the entire segment \( 2i\sqrt{a}(0, 1) \).

It remains to show that \( g(2i\sqrt{a}) > 0 \). A direct inspection of the value does not seem to be as elementary as in the cases of the remaining corners of the rectangle. Therefore we use an indirect argument. A tedious but straightforward calculation yields
\[
\log \frac{1 + \xi_+ (1 + 2i\sqrt{a} - z^2; a)}{1 + \xi_- (1 + 2i\sqrt{a} - z^2; a)} = \frac{\sqrt{2} (1 + \sqrt{a} + i(1 - \sqrt{a}))}{\sqrt{a}(1 + a)} z + O(z^2), \quad z \to 0.
\]
It follows that
\[
\frac{\partial g}{\partial x}(1 - \varepsilon^2 + 2i\sqrt{a}) = -\text{Re} \left( \log \frac{1 + \xi_+ (1 + 2i\sqrt{a} - \varepsilon^2; a)}{1 + \xi_- (1 + 2i\sqrt{a} - \varepsilon^2; a)} \right) = -\frac{\sqrt{2} (1 + \sqrt{a})}{\sqrt{a}(1 + a)} \varepsilon + O(\varepsilon^2),
\]
for \( \varepsilon \to 0^+ \). Hence \( \partial_x g(1 - \varepsilon^2 + 2i\sqrt{a}) < 0 \) for all \( \varepsilon > 0 \) sufficiently small. Since we already know that the partial derivative does not change its sign in the entire line segment \((0, 1) + 2i\sqrt{a}\), we conclude that the function \( x \mapsto g(x + 2i\sqrt{a}) \) is strictly decreasing in \([0, 1] \). Recalling also that \( g(1 + 2i\sqrt{a}) = 0 \), we see that \( g(2i\sqrt{a}) > 0 \). \( \square \)

Next, we formulate a statement on the limiting Cauchy transform. Its proof is based on the application of formula 6, integral representation 11, and the saddle point method. It readily follows that
\[
\lim_{n \to \infty} \frac{\partial_x P_n^C(z; a)}{n P_n^C(z; a)} = -\frac{\partial f}{\partial z}(\xi_\pm(z; a); a), \quad \text{for } z \in \Omega_\mp.
\]

The rigorous justification of the assumption (v) of Theorem 5, which we skip at this point, is postponed to Section 3.4. Recalling (2), we arrive at the following formula.

**Theorem 10.** The limiting Cauchy transform of the sequence of root counting measures \( \mu^\infty_n \) of polynomials \( P^C_n(\cdot; a) \) in \((0, 1) + 2i\sqrt{a}(0, 1) \) reads
\[
C_\mu(z) := \lim_{n \to \infty} C_n^\infty(z) = -\frac{\partial f}{\partial z}(\xi_\pm(z; a); a) = \log (1 + \xi_\pm(z; a)), \quad \text{for } z \in \Omega_\mp.
\]

### 3.3. The limiting measure
We identify branch cuts of the limiting Cauchy transform \( C_\mu \) of the sequence of root counting measures of polynomials \( P^C_n(\cdot; a) \) and, by an application of the Plemelj–Sokhotski formula, reconstruct the limiting measure. After checking that the induced measure is a probability measure, Theorem 1 will be established.
By Lemma 7, roots of $P_0^\mu (z; a)$ are located in $[0, 1] + 2i\sqrt{\alpha}[-1, 1]$. Taking also symmetry (12) into account, we can restrict the analysis of singularities of $C_\mu$ to the open rectangle $(0, 1) + 2i\sqrt{\alpha}(0, 1)$ and its boundary.

Concerning the open rectangle $(0, 1) + 2i\sqrt{\alpha}(0, 1)$, a discontinuity of $C_\mu$ can occur only on the cut $\Omega_0$ as it follows from Theorem 10. An application of the Plemej–Sokhotski formula (7) yields a measure $\mu_1$, induced by the jump of $C_\mu$ on the cut $\Omega_0$, is absolutely continuous and, if $\gamma : [0, 1] \to \mathbb{C}$ is an injective parametrization which maps $(0, 1)$ onto $\Omega_0$ with the starting point $\gamma(0) = 1 + 2i\sqrt{\alpha}$ and the end point $\gamma(1) \in (0, 1)$, see Proposition 9, the density of $\mu_1$ reads

$$
\frac{d\mu_1}{dt}(t) = \frac{\gamma'(t)}{2\pi i} (C_\mu(\gamma(t)+) - C_\mu(\gamma(t)-)), \quad t \in (0, 1),
$$

where $C_\mu(\gamma(t)\pm)$ denotes the non-tangential limits at $\gamma(t)$ from regions $\Omega_{\pm}\gamma$. Using Theorem 10 together with the identity $\partial_\gamma f(\xi\pm(z; a); a) = 0$, the density of $\mu_1$ can be written as

$$
\frac{d\mu_1}{dz}(z) = \frac{1}{2\pi i} \frac{d}{dz} [f(\xi+(\gamma(t); a); \gamma(t)) - f(\xi-(\gamma(t); a); \gamma(t))].
$$

It follows that the measure of $\gamma(\alpha, \beta)$, for $0 \leq \alpha < \beta \leq 1$, can be expressed as the difference

$$
\mu_1(\gamma(\alpha, \beta)) = \rho(\gamma(\beta)) - \rho(\gamma(\alpha)),
$$

for $\rho(z) = |f(\xi+(z; a); z) - f(\xi-(z; a); z)|/(2\pi i)$. Thus, $\mu_1$ coincides with the measure from the claim (i) of Theorem 6.

It turns out that the only side of the rectangle $[0, 1] + 2i\sqrt{\alpha}[0, 1]$, where $C_\mu$ can be discontinuous, is the real segment $[0, 1]$. It follows from formulas (6) and (12) that the limiting Cauchy transform has the symmetry

$$
C_\mu(z) = C_\mu(\bar{z}).
$$

Consequently, Theorem 10 provides us with the limiting Cauchy transform also in the rectangle $(0, 1) + 2i\sqrt{\alpha}(-1, 0)$ and we can check possible discontinuities of $C_\mu$ in $[0, 1]$ by inspection of the limits from the upper and the lower half-plane.

First note that $C_\mu$ continuous analytically through the interval $(\gamma(1), 1)$. Indeed, denoting $\Omega^*_{\gamma}$ the complex conjugate of $\Omega_\gamma$ and taking into account Theorem 10 together with the symmetry (16), we have, for $x \in (\gamma(1), 1]$, the coinciding side limits

$$
\lim_{z \to \Gamma_+} C_\mu(z) = \log(1 + \xi_+(x; a)) = \lim_{z \to \Gamma_-} \overline{C_\mu(z)} = \lim_{z \to \Gamma_-^*} C_\mu(z)
$$

because $1 + \xi_+(x; a) > 0$.

On the other hand, if $x \in (0, \gamma(1))$, one has to be careful since $1 + \xi_-(x; a)$ can be negative and one needs to take the right branch of the logarithm in the formula for $C_\mu(z)$ when $z$ approaches $x$ from the upper or the lower half-plane. Notice that $1 + \xi_-(x; a) > 0$ if and only if $x < a$. Consequently, one has to distinguish two cases. If $a \geq \gamma(1)$, then, similarly as above, the corresponding side limits coincide,

$$
\lim_{z \to \Gamma_+} C_\mu(z) = \log(1 + \xi_-(x; a)) = \lim_{z \to \Gamma_-} \overline{C_\mu(z)} = \lim_{z \to \Gamma_-^*} C_\mu(z),
$$

for all $x \in [0, \gamma(1))$. However, if $a < \gamma(1)$, $\text{Im}(1 + \xi_-(z; a)) < 0$ for $z \in \Omega_\gamma$ approaching $x \in (a, \gamma(1))$. Therefore

$$
\lim_{z \to \Gamma_+^x} C_\mu(z) = \log |1 + \xi_-(x; a)| - i\pi,
$$

while

$$
\lim_{z \to \Gamma_-^x} C_\mu(z) = \lim_{z \to \Gamma_-^x} C_\mu(z) = \log |1 + \xi_-(x; a)| + i\pi.
$$

For $x < a$, we again have equal side limits. The discontinuity of $C_\mu$ on the real interval $[a, \gamma(1)]$ induces an absolutely continuous measure $\mu_2$, whose density reads

$$
\frac{d\mu_2}{dx}(x) = -\frac{1}{2\pi i} (C_\mu(x+) - C_\mu(x-)) = 1, \quad x \in (a, \gamma(1)),
$$
by the Plemej–Sokhotski formula, where $C_\mu(x^+)$ and $C_\mu(x^-)$ are the side limits from $\Omega_+$ and $\Omega_-$, respectively. Measure $\mu_2$ coincides with the measure from the claim (ii) of Theorem 1.

At this point, it is not clear whether a significant number of roots of $P_n(\cdot; a)$ can cluster on the boundary of the rectangle $[0, 1] + 2i\sqrt{a}[-1, 1]$, for $n \to \infty$, such that they would create another part of the limiting measure supported in these boundary sides. We will show that it is not the case. One possibility to prove it would be an analysis of discontinuities of the limiting Cauchy transform on the sides of the rectangle. However, we have no more symmetry than (16) and we did not derive a formula for $C_\mu$ outside the rectangle (it seems possible but the rigorous justification of the assumption (v) done in Section 3.4 would be even more tedious). Another and much more straightforward possibility is a direct verification that the already obtained measure $\mu_1 + \mu_2$ ($\mu_2 := 0$, if $a > \gamma(1)$) is a probability measure, which guarantees that the limiting measure has been determined completely. This is verified in the next lemma and completes the proof of Theorem 1.

**Lemma 11.** Suppose measures $\mu_1$ and $\mu_2$ are defined as in the claims (i) and (ii) of Theorem 1 respectively. Then $\mu := \mu_1 + \mu_2$ is a probability measure, i.e., $\mu(\mathbb{C}) = 1$.

**Proof.** Suppose first that $a \geq \gamma(1)$. Then $\mu = \mu_1$ and, by claim (i) of Theorem 1, we have

$$\mu(\mathbb{C}) = 2\mu_1(\gamma([0,1])) = 2[\rho(\gamma(0)) - \rho(\gamma(1))],$$

where

$$\rho(z) = \frac{1}{2\pi i} [f(\xi_+(z;a); z) - f(\xi_-(z;a); z)].$$

Since $\gamma(0) = 1 + 2i\sqrt{a}$ and $\xi_+(1 + 2i\sqrt{a}; a) = \xi_-(1 + 2i\sqrt{a}; a)$, one observes that

$$\rho(\gamma(0)) = 0.$$  

(18)

Next, we evaluate $\rho(\gamma(1))$. Recall that $\gamma(1)$ is the unique solution of the equation

$$\text{Re } f(\xi_+(x;a); x) = \text{Re } f(\xi_-(x;a); x),$$

for $x \in (0, 1)$. Consequently, we may write

$$\rho(\gamma(1)) = \frac{1}{2\pi} \text{Im } [f(\xi_+(\gamma(1); a); \gamma(1)) - f(\xi_-(\gamma(1); a); \gamma(1))].$$

Since $\xi_+(x;a) > 0$, for all $x \in (0, 1)$, it readily follows from definition (2) that

$$\text{Im } f(\xi_+(\gamma(1); a); \gamma(1)) = 0.$$  

(19)

On the other hand, $-1 < \xi_-(x;a) < 0$, for $x \in (0, 1)$, and hence

$$\text{Im } f(\xi_-(\gamma(1); a); \gamma(1)) = \pi.$$  

In total, we see that

$$\rho(\gamma(1)) = \frac{1}{2}.$$  

(20)

Plugging (18) and (20) into (17) yields $\mu(\mathbb{C}) = 1$.

Second, suppose that $a < \gamma(1)$. Then we have a contribution from $\mu_2$ getting the entire mass

$$\mu(\mathbb{C}) = 2\mu_1(\gamma([0,1])) + \mu_2([a, \gamma(1))].$$  

(21)

In this case, both equations (18) and (19) remain valid. The difference is that, if $a < \gamma(1)$, $\xi_-(x;a) < -1$, for $x \in (a, \gamma(1))$, and hence we have also a contribution from the first logarithm in (2), which yields

$$\text{Im } f(\xi_-(\gamma(1); a); \gamma(1)) = (a - \gamma(1))\pi + \pi.$$  

It follows that

$$\mu_1(\gamma([0,1])) = -\rho(\gamma(1)) = \frac{1}{2\pi} \text{Im } f(\xi_-(\gamma(1); a); \gamma(1)) = \frac{a - \gamma(1) + \frac{1}{2}}{2}.$$  

(22)

By claim (ii) of Theorem 1, $\mu_2$ is a uniform measure on $[a, \gamma(1))$, which implies

$$\mu_2([a, \gamma(1))] = \gamma(1) - a.$$  

(23)

By plugging (22) and (23) into (21), one again verifies that $\mu(\mathbb{C}) = 1$.  

□
3.4. A justification of the application of the saddle point method. The aim of this section is a justification of the applicability of the saddle point method to the integral representation of $P^c_z$ given by (11) and its derivative which yields the formula for the limiting Cauchy transform from Theorem 10. More concretely, it is the skipped rigorous treatment of the assumption (v) of Theorem 5, which is to be filled in order to Theorem 10 be proved. To this end, we will discuss possible configurations of level curves determined by the equation
\[ \text{Re } f(\xi; z) = c, \quad c \in \mathbb{R}, \] (24)
in the $\xi$-plane, with $z \in (0,1) + 2i\sqrt{a}(0,1)$ a fixed parameter. These level curves are not arbitrary. Properties of the function
\[ \text{Re } f(\xi; z) = (a - \text{Re } z) \log |1 + \xi| + (\text{Im } z) \arg(1 + \xi) + \log |\xi| - a \text{Re } \xi, \] (25)
first of all its harmonicity in $\mathbb{C} \setminus ((-\infty, -1) \cup \{0\})$, imply significant constraints. For a better picture, we list selected properties of the level curves defined by (24) here:

1. Function $\text{Re } f(\cdot; z)$ attains all real values, i.e., the level curves given by (24) are defined for all $c \in \mathbb{R}$.
2. The level curves have intersection points if and only if $c = \text{Re } f(\xi_\pm; z)$ or $c = \text{Re } f(\xi_0; z)$, where $\xi_\pm = \xi_\pm(z; a)$ are the saddle points (3), and they occur at the points $\xi_\pm$ exclusively. Since, for $z \in (0,1) + 2i\sqrt{a}(0,1)$, the saddle points $\xi_\pm$ are simple the crossings occur at the right angle.
3. For $c \neq \text{Re } f(\xi_\pm; z)$, the solution of (24) is a union of simple smooth connected curves. Among these curves, the only possible Jordan curve is located in $\mathbb{C} \setminus ((-\infty, -1) \cup \{0\})$ with zero in its interior. Other curves are simple with end points either at $\infty$ or located on the cut $(-\infty, -1)$.
4. Finally, as it follows, for example, from a basic fact of the Morse theory, see [38, Chp. 1] or [39, Part I], two level curves given by equations $\text{Re } f(z; \xi) = c_1$ and $\text{Re } f(z; \xi) = c_2$, for $c_1 < c_2$, are homotopic to each other unless the interval $(c_1, c_2)$ contains one of the critical values $\text{Re } f(\xi_\pm; z)$, i.e., $c_1 < \text{Re } f(\xi_\pm; z) < c_2$ or $c_1 < \text{Re } f(\xi_-; z) < c_2$. In other words, as $c$ varies, topological properties of the curves given by (24) may change only at $c = \text{Re } f(\xi_\pm; z)$.

We will study the evolution of possible configurations of the level curves given by (24), as $c$ varies from $-\infty$ to $\infty$, and discuss the existence of the path satisfying the assumption (v) of Theorem 5 in each case. To reduce the number of possible configurations we will use the following two auxiliary results.

Lemma 12. For all $z \in (0,1) + 2i\sqrt{a}(0,1)$ and $c \in \mathbb{R}$, the function $h : \mathbb{R} \setminus \{0\} \to \mathbb{R}$ defined by
\[ h(t) := \text{Re } f(it; z) - c \]
possesses exactly two zeros, one positive and one negative.

Proof. Substituting for $\xi = it$ in (25), one gets the expression
\[ h(t) = (a - \text{Re } z) \log \sqrt{1 + t^2} + (\text{Im } z) \arctan(t) + \log |t| - c, \]
for $t \in \mathbb{R} \setminus \{0\}$. By differentiating the above expression, one obtains
\[ h'(t) = \frac{(a + 1 - \text{Re } z)t^2 + (\text{Im } z)t + 1}{t(1 + t^2)} \]
for $t \in \mathbb{R} \setminus \{0\}$. The assumptions $0 < \text{Re } z < 1$ and $0 < \text{Im } z < 2\sqrt{a}$ guarantee that the nominator of the above formula is positive for all $t \in \mathbb{R}$. Consequently, $\text{sign } h'(t) = \text{sign } t$, which means that $h$ is strictly decreasing in $(-\infty, 0)$ and strictly increasing in $(0, \infty)$. Taking also into account the limit values
\[ \lim_{t \to \pm \infty} h(t) = \infty \quad \text{and} \quad \lim_{t \to 0} h(t) = -\infty, \]
we conclude that $h$ has exactly one positive and one negative zero. \(\square\)
Lemma 13. For all \( z \in (0, 1) + 2i\sqrt{a} (0, 1), \) with \( \text{Re} \, z < a, \) and \( c \in \mathbb{R}, \) the functions \( h_\pm : (0, \infty) \to \mathbb{R} \) defined by

\[
h_\pm (t) := \lim_{\xi \to -1 - t} \text{Re}(\xi z) - c
\]

possess at most two zeros each.

Proof. It follows from (25) that

\[
h_\pm (t) = (a - \text{Re} \, z) \log t \pm \pi \text{Im} \, z + \log(1 + t) + a(1 + t) - c,
\]

which, if differentiated with respect to \( t, \) yields

\[
h_\pm' (t) = \frac{at^2 + (2a + 1 - \text{Re} \, z)t - \text{Re} \, z}{t(1 + t)},
\]

for \( t > 0. \) One readily checks that the quadratic polynomial from the nominator has one positive and one negative root. Moreover, taking into account the assumption \( \text{Re} \, z < a, \) one gets the limit values

\[
\lim_{t \to \infty} h_\pm (t) = \lim_{t \to 0} h_\pm (t) = \infty.
\]

Consequently, both functions \( h_\pm \) first decay from \( \infty \) to their unique global minima and then grow to \( \infty, \) which implies the statement. \( \square \)

In the forthcoming discussion, we denote the contour integral from (11) by

\[
I_n(z; a) := \oint_{\gamma} g(\xi) e^{-nf(\xi z)} d\xi
\]

and the contour integral of its derivative with respect to \( z \) by

\[
I_n'(z; a) := \oint_{\gamma} \left( g(\xi) \frac{\partial f}{\partial z}(\xi z) \right) e^{-nf(\xi z)} d\xi.
\]

Then, by (6) and (11), the Cauchy transform of the root counting measure \( \mu_n \) is the ratio

\[
C_{\mu_n}(z) = \frac{I_n'(z; a)}{I_n(z; a)}.
\]

(26)

For \( z \in (0, 1) + 2i\sqrt{a} (0, 1) \) given, we distinguish three cases:

A) \( a > \text{Re} \, z, \) \quad B) \( a < \text{Re} \, z, \) \quad C) \( a = \text{Re} \, z. \)

A) The case \( a > \text{Re} \, z: \) Recall that our intention is the study of an evolution of the level curves given by (24) as \( c \) varies from \( -\infty \) to \( \infty. \) Since \( a > \text{Re} \, z \) we have the limit values

\[
\lim_{\xi \to -1} \text{Re} \, f(\xi z) = \lim_{\xi \to 0} \text{Re} \, f(\xi z) = \lim_{\xi \to -\infty} \text{Re} \, f(\xi z) = -\infty
\]

and

\[
\lim_{\text{Re} \, \xi \to -\infty} \text{Re} \, f(\xi z) = \infty
\]

that are determined by the first, third, and forth term on the right-hand side of (25).

By inspection of (25), we see that, for \( c \) very small, i.e., \( c \to -\infty, \) solutions of (24) consist of three components which are small perturbations of the following curves: a spiral-like curve encircling the point \(-1, \) a circle centered at 0, and a vertical line intersecting the point \(-c/a. \) These three limit components are denoted by \( \ell_{-1}, \ell_0, \) and \( \ell_\infty, \) respectively. Indeed, for \( c \to -\infty, \) the solutions of

\[
\text{Re} \, f(\xi z) = \text{Re} \, [(a - z) \log(1 + \xi)] + \log |\xi| - a \text{Re} \, \xi = c
\]

is approximately determined by one of the terms depending on whether \( \xi \) is close to \(-1, 0 \) or of a large real part. The remaining terms can be neglected as a small perturbation. Thus, \( \ell_{-1} \) is a curve given approximately by the equation

\[
\text{Re} \, [(a - z) \log(1 + \xi)] = c,
\]

for \( c \to -\infty, \) which is equivalent to the equation

\[
(a - \text{Re} \, z) \log r + (\text{Im} \, z) \phi = c,
\]
for $\xi = -1 + r \exp(i\phi)$. Hence, as $c \to \infty$, $\ell_{-1}$ is close to the logarithmic spiral around the point $-1$ given in polar coordinates by the equation

$$r = \exp\left(\frac{c - (\text{Im} z)\phi}{a - \text{Re} z}\right).$$

Similarly, for $c$ small, $\ell_0$ approaches the circle given by the equation $\log|\xi| = c$, i.e., $|\xi| = e^c$. Lastly, $\ell_{\infty}$ is, for $c \to -\infty$, close to the vertical line given by equation $-a \text{Re} \xi = c$. The schematic picture of the solutions of $\Re f(z; \xi) = c$, for $c$ approaching $-\infty$, is depicted in Figure 6.

$$\Re f(\xi; z) = c \sim -\infty$$

![Figure 6](image)

**Figure 6.** The topological configuration of the level curves $\ell_{-1}$, $\ell_0$, and $\ell_{\infty}$ when $c$ approaches $-\infty$ and $\Re z < a$. The filled regions are the regions, where the value of $\Re f(\xi, z)$ is less than the level $c$.

By a similar reasoning, we see that, for $c$ large, the level curve $\Re f(\xi; z) = c$ is approximately the vertical line $\ell_{-\infty}$ determined by the equation $-a \text{Re} \xi = c$ (interrupted by the cut $(-\infty, -1]$).

Suppose $z \in \Omega_-$, which means that $\Re f(\xi_+; a) < \Re f(\xi_-; a)$, see (13). Then, as $c$ varies from $-\infty$ to $\infty$, the three curves $\ell_{-1}$, $\ell_0$, and $\ell_{\infty}$ evolve without intersecting as long as $c < \Re f(\xi_+; z)$. At $c = \Re f(\xi_+; z)$, two of components of $\ell_{-1}$, $\ell_0$, and $\ell_{\infty}$ merge at the point $\xi = \xi_+$. As $c$ further increases, the two remaining components merge when $c = \Re f(\xi_-; z)$ at $\xi = \xi_-$. to form the component $\ell_{-\infty}$. Clearly, if $z \in \Omega_+$, the situation is analogous with the roles of $\xi_+$ and $\xi_-$ interchanged. Next, we discuss the three possible combinations of which components of $\ell_{-1}$, $\ell_0$, and $\ell_{\infty}$ merge first.

a) **Components $\ell_{-1}$ and $\ell_0$ merge first:** Recall that we investigate whether the configuration admits the existence of a Jordan curve $\gamma$ with 0 in its interior, located in $\mathbb{C} \setminus ((-\infty, -1] \cup \{0\})$, and such that $\Re f(\xi; z) > \Re f(\xi_+; z)$, for all $\xi$ on the image of $\gamma$ except at $\xi = \xi_+$, which is exactly the assumption (v) of Theorem 5. This is clearly possible in this configuration, see Figure 7 for an illustration. Hence the saddle point method is readily applicable to both $I_n(z; a)$ as well as $I'_n(z; a)$ and Theorem 5 provides us with the asymptotic formulas

$$I_n(z; a) = g(\xi_+)e^{-nf(\xi_+; z)}\sqrt{\frac{2\pi}{n\partial^2 f(\xi_+; z)}} \left(1 + O\left(\frac{1}{\sqrt{n}}\right)\right), \quad \text{for } n \to \infty,$$

and

$$I'_n(z; a) = g(\xi_+)\left(\partial_z f(\xi_+; z)\right)e^{-nf(\xi_+; z)}\sqrt{\frac{2\pi}{n\partial^2 f(\xi_+; z)}} \left(1 + O\left(\frac{1}{\sqrt{n}}\right)\right), \quad \text{for } n \to \infty.$$

It follows that

$$\lim_{n \to \infty} \frac{I_n(z; a)}{I'_n(z; a)} = -\frac{\partial f}{\partial z}(\xi_+; z),$$

(27)
Figure 7. The topological configuration when \( \ell_{-1} \) and \( \ell_0 \) merge first. The dashed curve is a possible choice of the Jordan curve \( \gamma \) satisfying the assumption (v) of Theorem 5.

which, together with (26), implies the desired formula of Theorem 10.

b) Components \( \ell_0 \) and \( \ell_\infty \) merge first: This configuration is completely analogous to the previous one, justifies the applicability of the saddle point method, and results in the same asymptotic formulas for \( I_n(z;a) \) and \( I'_n(z;a) \). An illustration is depicted in Figure 8.

c) Components \( \ell_{-1} \) and \( \ell_\infty \) merge first: This configuration is impossible since more than two crossings of the level curves with the imaginary line are inevitable, however, as it follows from Lemma 12 exactly two crossings occur. The situation is illustrated in Figure 9.

B) The case \( a < \Re z \): When \( a < \Re z \), one infers from (25) the limit relations

\[
\lim_{\xi \to 0} \Re f(\xi; z) = \lim_{\Re \xi \to \infty} \Re f(\xi; z) = -\infty
\]

and

\[
\lim_{\xi \to -1} \Re f(\xi; z) = \lim_{\Re \xi \to -\infty} \Re f(\xi; z) = \infty.
\]

Therefore, as \( c \to -\infty \), the level curves given by the equation (24) consist of just two components \( \ell_0 \) and \( \ell_\infty \), see Figure 11. As \( c \to \infty \), we have to end up with the two components \( \ell_{-1} \) and \( \ell_{-\infty} \). There are again three possible scenarios how the transitions can proceed.
Either the two initial components $\ell_0$ and $\ell_\infty$ merge at $\xi_+$ and then splits at $\xi_-$ to form $\ell_{-1}$ and $\ell_{-\infty}$. Or one of the initials $\ell_0$, $\ell_\infty$ splits at $\xi_+$ to form $\ell_{-1}$ as a product and the remaining components merge at $\xi_-$ to form $\ell_{-\infty}$. We will again discuss all three possible scenarios.

**a) $\ell_0$ and $\ell_\infty$ merge at $\xi_+$**: The situation is depicted in Figure 11. It allows to apply the saddle point method in a straightforward fashion resulting again in the formula (27). 

**b) $\ell_\infty$ splits at $\xi_+$**: This configuration does not occur. Otherwise, one gets a contradiction with Lemma 12 since the level curves would have to cross the imaginary line more than twice, see Figure 12.

**c) $\ell_0$ splits at $\xi_+$**: The last configuration requires a more subtle analysis since a behavior of the level curves in a neighborhood of the cut $(\infty, -1)$ has to be taken into account. We divide the final discussion into 3 parts.

**c1) No interference from the branch cut**: If the curve $l_0$ splits at $\xi_+$ so that no interference from the branch cut $(-\infty, -1)$ occurs, see Figure 13 the saddle point method is applicable resulting in (27) again.

**c2) Same side interference**: Suppose an interference from the branch cut $(-\infty, -1)$ does occur. If it happens from “the same side”, as illustrated in Figure 14, one gets a contradiction with Lemma 13 according to which the level curves can approach the cut

---

**Figure 9.** The topological configuration when $\ell_{-1}$ and $\ell_{\infty}$ merge first. There are necessarily more than two crossings of the level curves with the imaginary line.

**Figure 10.** An illustration of the topological configuration of the level curves $\ell_0$ and $\ell_{\infty}$ when $c$ approaches $-\infty$ and $\text{Re } z > a$. The filled regions denotes the areas where the value of $\text{Re } f(\xi; z)$ is less than the level $c$ of the level curves.
\[ \text{Re} f(\xi; z) = \text{Re} f(\xi^+; z) \]

Figure 11. An illustration of the topological configuration when \( \ell_0 \) and \( \ell_\infty \) merge at \( \xi^+ \). The Jordan curve \( \gamma \) fulfills the assumption (v) of Theorem 5.

\[ \text{Re} f(\xi; z) = \text{Re} f(\xi^+; z) \]

Figure 12. An illustration of the topological configuration when \( \ell_\infty \) splits at \( \xi^+ \).

\((-\infty, -1)\) at most at two points from above and from below, too. Thus, the considered configuration is impossible.

c3) Opposite side interference: The last configuration that is not excluded by Lemma 13 is na “opposite side” interference from the cut \((-\infty, -1)\) as shown in Figure 13. If such a configuration occurs, the saddle point method cannot be readily applied since no Jordan curve located in \( \mathbb{C} \setminus ((-\infty, -1) \cup \{0\}) \) with 0 in its interior fulfills the assumption (v) of Theorem 5 with the saddle point \( \xi^+ \). Nevertheless, we show that the formula (27) remains true even in this case.

Recall \( z \in \Omega_- \) is fixed, i.e., \( \text{Re} f(\xi^+; z) < \text{Re} f(\xi^-; z) \). For brevity, we temporarily denote

\[ \psi_n(\xi) := g(\xi)e^{-nf(\xi; z)}. \]

Further, we define two particular curves. Let \( \gamma^{(1)} \) denote a simple curve going from \(-\infty + i\) in the upper half-plane \( \text{Im} \xi > 0 \) towards the point \(-1\), where it crosses the real line, and continuous to \(-\infty - i\) in the lower half-plane \( \text{Im} \xi < 0 \). Similarly, let \( \gamma^{(2)} \) be a simple curve starting from \(-\infty - i\), crossing the real line at a positive number, and continuing to \(-\infty + i\). See Figure 13.

An inspection of the asymptotic behavior of \( \psi_n(\xi) \), for \( \xi \to -1 \) and \( \text{Re} \xi \to -\infty \), together with the assumptions \( a > 0 \) and \( a < \text{Re} z \) shows that \( \psi_n \) is integrable along \( \gamma^{(1)} \) as well.
\[ \text{Re} f(\xi; z) = \text{Re} f(\xi_+; z) \]

**Figure 13.** An illustration of the topological configuration when \( \ell_0 \) splits at \( \xi_+ \) without any interference from the branch cut. The Jordan curve \( \gamma \) fulfills the assumption (v) of Theorem 5.

\[ \text{Re} f(\xi; z) = \text{Re} f(\xi_+; z) \]

**Figure 14.** An illustration of the topological configuration when \( \ell_0 \) splits at \( \xi_+ \) with the "same side" interference from the branch cut.

as \( \gamma^{(2)} \). Then a limit argument yields

\[ I_n(z; a) = \int \gamma \psi_n(z)dz = \int \gamma_{+} \psi_n(z)dz + \int \gamma_{-} \psi_n(z)dz, \]

(28)

for any Jordan curve \( \gamma \) located in \( \mathbb{C} \setminus ((-\infty, -1] \cup \{0\}) \) with 0 in its interior. Next, we separately deduce the asymptotic behavior of both integrals on the right-hand side of (28), for \( n \to \infty \).

Let us denote by \( \gamma_{+}^{(1)} \) and \( \gamma_{-}^{(1)} \) parts of the curve \( \gamma^{(1)} \) located in the upper and lower half-plane, respectively. In addition, suppose the saddle point \( \xi_+ \) is located in the upper half-plane, i.e., \( \text{Im} \xi_+ > 0 \), as shown in Figure 15. Then \( \gamma_{+}^{(1)} \) can be homotopically deformed to a curve which fulfills assumption (v) of Theorem 5 and the saddle point method yields the asymptotic formula

\[ \int \gamma_{+}^{(1)} \psi_n(z)dz = \psi_n(\xi_+) \sqrt{\frac{2\pi}{n\partial^2 f(\xi_+; z)}} \left( 1 + O \left( \frac{1}{\sqrt{n}} \right) \right), \quad n \to \infty. \]

(29)

It turns out that the integral of \( \psi_n \) along \( \gamma_{-}^{(1)} \) is proportional to the integral of \( \psi_n \) along \( \gamma_{+}^{(1)} \). Indeed, by deforming \( \gamma_{\pm}^{(1)} \) to the cut \((-\infty, -1)\) from above and below, respectively, we
obtain
\[ \int_{\gamma^{(1)}} \psi_n(z) \, dz = \pm \int_{-\infty}^{-1} \psi_n(x \pm i0) \, dx = \mp e^{\mp i\pi n(a-z)} \int_{-\infty}^{-1} \frac{e^{anx}}{x^{n+1} \left(1 - x^2\right)^{n(a-z)+1}} \, dx, \]
where
\[ \psi_n(x \pm i0) := \lim_{\xi \to x, \Im \xi \geq 0} \psi_n(\xi). \]
Thus,
\[ \int_{\gamma^{(1)}} \psi_n(z) \, dz = -e^{-2i\pi n(a-z)} \int_{\gamma^{(2)}} \psi_n(z) \, dz, \]
which together with (29) yields
\[ \int_{\gamma^{(1)}} \psi_n(z) \, dz = \left(1 - e^{-2i\pi n(a-z)}\right) \psi_n(\xi_+) \sqrt{\frac{2\pi}{n\partial^2 f(\xi_+; z)}} \left(1 + O\left(\frac{1}{\sqrt{n}}\right)\right), \quad n \to \infty. \]
If \( \xi_+ \) is located in the lower-half plane, i.e, \( \Im \xi_+ < 0 \), one proceeds analogously and gets
\[ \int_{\gamma^{(1)}} \psi_n(z) \, dz = \left(1 - e^{-2i\pi n(a-z)}\right) \psi_n(\xi_+) \sqrt{\frac{2\pi}{n\partial^2 f(\xi_+; z)}} \left(1 + O\left(\frac{1}{\sqrt{n}}\right)\right), \quad n \to \infty. \]
In summary, we have the asymptotic formula
\[ \int_{\gamma^{(1)}} \psi_n(z) \, dz = \omega(\xi_+; z) \psi_n(\xi_+) \sqrt{\frac{2\pi}{n\partial^2 f(\xi_+; z)}} \left(1 + O\left(\frac{1}{\sqrt{n}}\right)\right), \quad n \to \infty, \quad (30) \]
where
\[ \omega(\xi_+; z) := 1 - \exp \left(-2i\pi n(a-z) \sign(\Im \xi_+)\right) \]
is a non-vanishing factor.

To deduce the asymptotic behavior of the integral of \( \psi_n \) along \( \gamma^{(2)} \), we let the level curves evolve to the next topologically different picture which occurs when \( \text{Re} \, f(\xi; z) = \text{Re} \, f(\xi_-; z) \). At this point, the two components \( \ell_0 \) and \( \ell_\infty \) has to merge together at the sub-dominant saddle point \( \xi_- \), see Figure 16. Then the curve \( \gamma^{(2)} \) can be homotopically deformed so that the assumption (v) of Theorem 5 is fulfilled and the saddle point method implies the asymptotic formula
\[ \int_{\gamma^{(2)}} \psi_n(z) \, dz = \psi_n(\xi_-) \sqrt{\frac{2\pi}{n\partial^2 f(\xi_-; z)}} \left(1 + O\left(\frac{1}{\sqrt{n}}\right)\right), \quad n \to \infty. \quad (31) \]
Since \( \Re \xi_+ < \Re \xi_- \), the right-hand side of (31) decays exponentially faster when compared to the right-hand side of (30). It follows that the asymptotic behavior of (28), for \( n \to \infty \), is governed by the integral along the curve \( \gamma(1) \). Hence, we may conclude that

\[
I_n(z; a) = \omega(\xi+; z)\psi_n(\xi+) \sqrt{\frac{2\pi}{n\partial^2 f(\xi+; z)}} \left( 1 + O\left(\frac{1}{\sqrt{n}}\right) \right), \quad n \to \infty.
\]

Very much the same approach, with the function \( g \) replaced by \( -g(\partial_z f) \), yields the asymptotic formula

\[
I_n'(z; a) = \frac{\partial f}{\partial z}(\xi+; z)\omega(\xi+; z)\psi_n(\xi+) \sqrt{\frac{2\pi}{n\partial^2 f(\xi+; z)}} \left( 1 + O\left(\frac{1}{\sqrt{n}}\right) \right), \quad n \to \infty.
\]

Consequently, we end up with the desired ratio asymptotics (27) again.

C) The case \( a = \Re z \): So far we have established the ratio limit formula (27), and hence Theorem 10, for all \( z \in \Omega_- \) such that \( \Re z \neq a \). If \( a \geq 1 \), \( \Omega_- \) has no intersection with the vertical line defined by equation \( \Re z = a \). On the other hand, if \( a \in (0, 1) \), the limiting Cauchy transform \( C_\mu \) extends continuously to the vertical cut \( \Re z = a \) of \( \Omega_- \). Consequently, the formula for \( C_\mu(z) \) of Theorem 10 remains true also for \( z \in \Omega_- \) with \( \Re z = a \).

In the end, we point out that, if one assumes \( z \in \Omega_+ \), rather than \( z \in \Omega_- \), the whole discussion proceeds the same with interchanged roles of the saddle points \( \xi_+ \) and \( \xi_- \). It follows the formula for \( C_\mu(z) \) of Theorem 10 for \( z \in \Omega_+ \), and the proof of Theorem 10 is completed.

4. An application to complex sampling Jacobi matrices

4.1. A solvable case of complex sampling Jacobi matrices. Results of Theorem 1 can be equivalently interpreted as a description of the asymptotic eigenvalue distribution of a concrete instance of the Jacobi matrix \( J_n = J_n(\alpha, \beta) \), whose diagonal and off-diagonal entries are given by values of two continuous functions \( \alpha, \beta : [0, 1] \to \mathbb{C} \) sampled on the equidistant grid, i.e.,

\[
(J_n(\alpha, \beta))_{k,k} = \beta\left(\frac{k}{n}\right) \quad \text{and} \quad (J_n(\alpha, \beta))_{k,k+1} = (J_n(\alpha, \beta))_{k+1,k} = \alpha\left(\frac{k}{n}\right),
\]

for \( k = 1, \ldots, n \) and \( k = 1, \ldots, n-1 \), respectively. Indeed, it follows readily from equations (9) and (10) that roots of \( P_n^\alpha \) coincide with eigenvalues of \( J_n(\alpha, \beta) \) with sampling functions

\[
\beta(x) = x \quad \text{and} \quad \alpha(x) = i\sqrt{ax}.
\]

A determination of the asymptotic eigenvalue distribution of \( J_n(\alpha, \beta) \) has been studied in an even greater generality for matrices which are not necessarily tridiagonal and appear under various names such as generalized Toeplitz, Toeplitz-like, variable coefficient Toeplitz, locally
Toeplitz or Kac–Murdock–Szegő matrices. The last name refers to a pioneering work due to Kac, Murdock, and Szegő, who derived the asymptotic eigenvalue distribution for certain generalized self-adjoint Toeplitz matrices. Later on, Tilli, with a motivation coming from a numerical analysis of ODEs, introduced the concept of locally Toeplitz sequences and rediscovered the result of [26] in [45] in a slightly different setting. The concept has been further developed to a theory of generalized locally Toeplitz sequences [21] [24]. Similarly, Kuijlaars and Van Assche, with a motivation coming from the theory of orthogonal polynomials, deduced the asymptotic eigenvalue distribution of matrices $J_n(\alpha, \beta)$ in the self-adjoint setting in [31].

Methods applied in the above mentioned works heavily depend on the self-adjointness of the studied matrices. In case of $J_n(\alpha, \beta)$, it is equivalent to the assumption that the sampling functions $\alpha$ and $\beta$ are real-valued. Much less is known when the self-adjointness or normality is not assumed. To our best knowledge, among the reasonable general classes of non-normal matrices, for which the asymptotic eigenvalue distribution has been found, there belong only the banded Toeplitz matrices [6, 24, 43] and Toeplitz matrices with a rational symbol [12, 13]. Few more works relevant in the non-self-adjoint setting are [23, 46]. It has been conjectured in [7] (in a greater generality) that the eigenvalues of complex sampling Jacobi matrices $J_n(\alpha, \beta)$, with complex-valued $\alpha, \beta \in C([0,1])$, cluster in sets that exhibit the same properties as in the case of complex banded Toeplitz matrices, for $n \to \infty$. More concretely, the asymptotic eigenvalue distribution is expected to exist and should be supported in a connected set which is a union of finite number of pairwise disjoint open analytic arcs and finite number of the so-called exceptional points, see [6, Chp. 11] for details. Theorem 1 is in agreement with this conjecture.

4.2. Concluding remarks.

1. Our motivation to analyze the concrete sequence of polynomials $P_n^{C}$ stems from the above open problem in a hope that solvable examples may shed some light to the problem in general. Nevertheless, it is obvious that the applied method could be hardly worked out in a more general setting. First, a relatively simple generating function formula implying the contour integral representation (11) is needed. Second, it is obvious that the discussion of possible configurations from Subsection 3.4 would become too complicated, for example, in cases of more than two simple saddle points. In other words, the assumption (v) of Theorem 5 is a significant limiting factor to the method.

2. On the other hand, the saddle point method provides us with the asymptotic behavior of $P_n^{C}$ and its derivative, for $n \to \infty$, which is more information than actually needed when the goal is a determination of the limiting Cauchy transform. To this end, we need only to know an asymptotic formula for the ratio (6). Usual strategies for a derivation of the ratio asymptotics, which are based on limiting formulas for powers of traces of analyzed matrices, see [26], or formulas for the limiting logarithmic potential in a neighborhood of infinity, see [31], are not applicable in the non-self-adjoint setting because a compactly supported measure in $C$ is not determined by its moment sequence or the logarithmic potential (nor Cauchy transform) known in a neighborhood of infinity.

3. One can observe that the asymptotic distribution of roots of $P_n^{C}$ is, in a sense, determined by the complex function $f$ given by (2). Although this is a common feature in several more solvable models, see for example [1], it is not clear if it can be generalized to some extend. Even if such a function $f$ would exist in a greater generality, it is not obvious how it would be encoded in the determining functions (32). Moreover, only certain parts of the curves in the $z$-plane given by equation (4) form the support of the limiting measure. Which parts should be relevant in general remain also unclear.

4. There are at least two more recent and advanced methods that were successfully applied in similar problems. First, it is a fairly general GRS theory related to critical measures and trajectories of quadratic differentials [36, 37, 41]. Second, the nonlinear steepest descent method of the Riemann–Hilbert problem [14, 15] proved
to be another powerful tool in asymptotic analysis of polynomial families. Neither method, however, does seem to be readily applicable when a sequence of matrices $J_n(\alpha, \beta)$ is given. Rather than recurrence coefficients (determined by the functions $\alpha, \beta$), the usual starting point for an application of the aforementioned techniques is a possibly non-Hermitian orthogonality relation.

5. On the other hand, methods of the Riemann–Hilbert problem could be applied to deduce an asymptotic behavior of zeros of the Charlier polynomials $C_n^{(a_n)}(nz)$ assuming, for example, that $\lim_{n \to \infty} a_n/n = a < 0$, similarly as it has been done for the Laguerre polynomials. It would be an interesting generalization of the current study.
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