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Abstract—Population-based memetic algorithms have been successfully applied to solve many difficult combinatorial problems. Often, a population of fixed size was used in such algorithms to record some best solutions sampled during the search. However, given the particular features of the problem instance under consideration, a population of variable size would be more suitable to ensure the best search performance possible. In this work, we propose variable population memetic search (VPMS), where a strategic population sizing mechanism is used to dynamically adjust the population size during the memetic search process. Our VPMS approach starts its search from a small population of only two solutions to focus on exploitation, and then adapts the population size according to the search status to continuously influence the balancing between exploitation and exploration. We illustrate an application of the VPMS approach to solve the challenging critical node problem (CNP). We show that the VPMS algorithm integrating a variable population, an effective local optimization procedure (called diversified late acceptance search) and a backbone-based crossover operator performs very well compared to state-of-the-art CNP algorithms. The algorithm is able to discover new upper bounds for 13 instances out of the 42 popular benchmark instances, while matching 23 previous best-known upper bounds.
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I. INTRODUCTION

Memetic algorithms (MAs) are hybrid metaheuristics that combines local optimization and evolutionary search [27]. By hybridizing these two different search methods, MAs are expected to benefit from their complementary search strategies. Since their introduction, MAs have been applied with success to numerous search problems including popular NP-hard problems (e.g., graph coloring [31], maximum diversity [45], and quadratic assignment [7]) and practical applications (e.g., identification of critical nodes in sparse graphs [47], influence maximization in multiplex networks [42], vehicle routing [15]). Comprehensive surveys of recent research in memetic computation and additional application examples can be found in, e.g., [10], [29].

To design an effective memetic algorithm for a given problem, one needs to specify a number of algorithmic components including the local optimization procedure, the crossover operator, and the pool updating strategy [24]. Additionally, since MAs rely on a population of individuals, the population size needs to be identified as well. Our literature review indicates that existing studies on MA applications focus mainly on designing algorithmic components such as local optimization and crossover, while the population size is typically fixed to a constant value which is kept unchanged during the search.

Meanwhile, it is known that for a memetic algorithm, the population size impacts its solution quality and the running time [13]. Indeed, there is a general consensus that a small population implies a low population diversity and may lead to premature convergence of the algorithm, whereas a large population promotes diversity, nevertheless consumes more computational resources. Moreover, for a population-based evolutionary algorithm, it is recognized that the optimal population size depends on the problem instance under consideration [14] and can even vary at different evolution stages of the algorithm [43]. Specifically, for MAs in discrete optimization, the importance of selecting a proper population size was investigated in the context of solving a particular assignment problem [23] and to our knowledge, this is the only study in the literature dedicated to population sizing for MAs applied to combinatorial problem.

In this work, we present variable population memetic search (VPMS) where a strategic population sizing mechanism is integrated to the memetic computation framework. This work was motivated by the importance of MAs and the scarcity of research on dynamic population sizing in MAs. We summarize the contributions of the work as follows.

First, from an algorithmic perspective, the proposed variable population memetic search enhances the memetic computation framework with a strategic population sizing mechanism to dynamically influence the balancing between exploration and exploitation. A VPMS algorithm starts its search with a small population of two individuals (solutions) to favor exploitation. Upon reaching local optima solutions, the population is augmented with new high-quality solutions to strengthen population diversity and enhance exploration of the search space. When the population reaches a maximum allowable
size while the search is still stagnating, it is shrunk to two individuals while maintaining the best solution found so far to start a new round of exploitation and exploration. This strategic population sizing mechanism helps the MA algorithm to make its search more focused and more effective.

Second, from a computational perspective, we apply the proposed method to solving the challenging (NP-hard) critical node problem (CNP). For this purpose, we integrate a dedicated local improvement procedure (named diversified late acceptance search) and a structured crossover (called double-backbone crossover) within the variable population memetic search framework. We demonstrate the competitiveness of the resulting VPMS algorithm on two sets of 42 synthetic and real-world benchmark instances in the literature compared to the best-performing CNP methods. Specifically, our VPMS algorithm matches the best-known results for 23 instances and notably discovers new record results (improved upper bounds) for 13 instances. It is also the first heuristic algorithm able to steadily reach the optimal solutions for all 9 instances with known optima in only one minute.

Finally, the proposed VPMS method is of generic nature and can help to design effective memetic algorithms for solving various (combinatorial) problems. It can also be used to boost an existing MA by integrating within it the strategic population sizing mechanism introduced in this work. As such, it is expected that the VPMS method contributes favorably to better solve numerous optimization problems.

The rest of this paper is organized as follows. Section II presents a brief literature review of studies on population sizing in evolutionary algorithms. Section III introduces the proposed VPMS approach. Section IV shows the case study of applying the general VPMS approach to the critical node problem, including detailed computational results and comparisons with state-of-the-art CNP algorithms. Finally, Section V summarizes the work with potential research perspectives.

II. RELATED WORK ON POPULATION CONTROL IN EVOLUTIONARY ALGORITHMS

Evolutionary algorithms (EAs) are population-based computation methods. One important issue concerning EAs is population control. Indeed this issue has been investigated in a number of studies in the literature mainly on continuous optimization [17]. These studies can be divided into two categories, namely deterministic methods and adaptive methods.

Deterministic methods change the population size during the evolution process according to some deterministic rules. For example, Fernández et al. [16] proposed a method based on the phenomena of plague, in which a fixed number of bad individuals are removed at each generation. Instead of removing individuals at each generation, Brest et al. [8] presented a method, which starts from a small population size. Then, the population is increased with a specific size determined by a constant value and then reduced by half during the evolution. Besides increasing or decreasing a specific number of individuals after each specific number of generations during evolution, a few methods have been proposed to automatically adjust the size of population based on predefined functions. For example, Koumousis et al. [23] introduced functions with saw-tooth shape for adjusting the population size.

Adaptive methods utilize feedback information from the search to determine the direction and magnitude of change of population size. For example, Arabas et al. [3] presented a genetic algorithm with variable population, which eliminates the population size as an explicit parameter by using features such as “age” and “maximal lifetime” of individuals. Eiben et al. [14] introduced a technique that grows the population in case of high fitness improvement or long lasting stagnation, while shrinking the population in case of short period stagnation. Besides the fitness of individuals, information on fitness diversity of the population was also used to control the population size. For example, Tirronen and Neri [38] proposed a method based on fitness diversity measured by the distances between pairs of individuals along with their fitness values to control population size.

Although considerable studies have been performed on population control in EAs, existing studies are not fully suitable for memetic algorithms because of the totally different algorithm dynamics [22]. Moreover, compared to population control in EAs for continuous problems, very few effort has been made on memetic algorithms (MAs) for combinatorial problems. To our knowledge, the only study on population sizing in discrete MAs was presented in [22]. In their work, Karapetyan and Gutin presented a memetic algorithm for the multidimensional assignment problem, where the population size is adjustable according to a function of the average running time of the local optimization component.

In addition to the scarceness of investigations on population control in MAs for discrete problems, it is surprising to observe that the most recent studies on population control dated back to 2012. In this work, we fill the gap by proposing variable population memetic search (VPMS) framework, which introduces a strategic population sizing mechanism into memetic algorithms.

III. VARIABLE POPULATION MEMETIC SEARCH

In this section, we present the variable population memetic search (VPMS) framework, which introduces a strategic population sizing mechanism into memetic algorithms.

A. General scheme

Like any population-based search algorithm, the performance of a memetic algorithm depends critically on its ability of maintaining a suitable balance of exploration and exploitation of the search space. The proposed variable population memetic search (VPMS) framework aims to encourage such a search balance via a dynamic population sizing mechanism.

From a search perspective, the VPMS approach starts with a small population of two individuals (solutions) to favor exploitation and then strategically adjusts the populations size to influence the population diversity and thus the balance of exploitation and exploration.

From an algorithmic perspective, VPMS mainly consists of five components: population building (Section III-B), solution construction (Section III-C), local improvement (Section
population updating (Section III-E) and population sizing (Section III-F). As shown in Algorithm 1, VPMS starts with an elite population of only two solutions that are obtained by the PopulationBuilding() procedure (line 4). From this small elite population, VPMS enters a “while” loop (lines 8-26) to perform its evolutionary search until a given stopping condition is satisfied. At each generation, two or more parents are selected to create an offspring solution based on the SolutionConstruction() procedure (line 10). Afterwards, the offspring solution is further improved by the LocalImprovement() procedure (line 12). The improved offspring solution is then inserted into the population according to the PopulationUpdating() procedure (line 22). In addition to these basic components of a general memetic algorithm, the proposed VPMS approach specifically integrates a new component to dynamically control the population size according to the PopulationSizing() procedure (line 24). With the help of its strategic population sizing mechanism, the algorithm adapts (i.e., increases or decreases) its population size according to the current search status.

Algorithm 1: Variable population memetic search

Input: Problem instance $I$ with a minimization objective $f$.
Output: The best solution $S^*$ found

1: begin
2: \begin{verbatim}
3: \hspace{1em} /build an elite population of two solutions; Sect. III-B
4: \hspace{1em} \hspace{1em} ps ← 2;
5: \hspace{1em} \hspace{1em} P ← \{S_1, S_2\} ← PopulationBuilding(ps);
6: \hspace{1em} /record the best solution
7: \hspace{1em} \hspace{1em} S^* ← \arg\min_{S_i \in \{1, 2\}} f(S_i);
8: \hspace{1em} \hspace{1em} gens ← 0, idle_gens ← 0;
9: \hspace{1em} \hspace{1em} while a stopping condition is not reached do
10: \hspace{1em} \hspace{1em} \hspace{1em} /construct an offspring solution; Sect. III-C
11: \hspace{1em} \hspace{1em} \hspace{1em} S' ← SolutionConstruction(P);
12: \hspace{1em} \hspace{1em} \hspace{1em} /improve it by local optimization, Sect. III-D
13: \hspace{1em} \hspace{1em} \hspace{1em} S' ← LocalImprovement(S', MaxIdelers);
14: \hspace{1em} \hspace{1em} \hspace{1em} /update the best solution
15: \hspace{1em} \hspace{1em} \hspace{1em} if $f(S') < f(S^*)$ then
16: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} S^* ← S';
17: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} idle_gens ← 0;
18: \hspace{1em} \hspace{1em} \hspace{1em} else
19: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} idle_gens ← idle_gens + 1;
20: \hspace{1em} \hspace{1em} \hspace{1em} end
21: \hspace{1em} \hspace{1em} \hspace{1em} /update the population; Sect. III-E
22: \hspace{1em} \hspace{1em} \hspace{1em} P ← PopulationUpdating(P, gens);
23: \hspace{1em} \hspace{1em} \hspace{1em} /control population size; Sect. III-F
24: \hspace{1em} \hspace{1em} \hspace{1em} P ← PopulationSizing(P, idle_gens);
25: \hspace{1em} \hspace{1em} \hspace{1em} gens ← gens + 1;
26: \hspace{1em} \hspace{1em} end
27: \hspace{1em} return the best solution found $S^*$;
\end{verbatim}

B. Population building

VPMS uses a population building strategy to build an initial population. Specifically, an initial solution is first generated by a random or greedy construction method, and then improved by a local improvement procedure. A second high-quality solution is generated in the same way. Our population building strategy distinguishes itself from the general strategy by using a small population of only two solutions. This is based on two particular considerations. First, building an initial population of multiple high-quality solutions may be time-consuming. In some settings where a time limit is given, the allowable time can fully be consumed during the population-building phase, leaving no time for further search (see [47] for an example). Second, at the beginning of the search, since the search space is not examined yet, it is desirable to perform an intensified search to locate as fast as possible some first high-quality local optima.

C. Solution construction

Solution construction is an important component of a memetic algorithm and forms one leading force for exploration. It aims to create new solutions (offspring) by blending existing solutions. Crossover is a widely-used method to generate offspring solutions, which is responsible for exploring new search areas of the solution space. Crossover operators usually consider two or more parents to form one or more offspring solutions. Various crossover operators have been developed and studied in the literature for different representations [30], such as single point crossover, uniform crossover, partially matched crossover, and order crossovers. In addition to these (general) operators, it is often advantageous to design dedicated crossovers that enable the offspring solutions to inherit meaningful features (building blocks) of the studied problem from the parent solutions. For example, several specific crossovers based on the idea of “backbone” were proposed for problems such as graph coloring [21], [31], and critical nodes identification [47]. Finally, other solution construction methods have also studied. For example, Martins et al. [26] developed a pattern-based solution construction method, which tries to construct offspring based on common patterns mined from a set of elite solutions.

D. Local improvement

Local improvement plays a critical role in a memetic algorithm and ensures essentially the role of intensive exploitation of the search space by focusing on a limited region. The local improvement procedure can benefit from many general local search methods [19] such as hill climbing, simulated annealing, tabu search, threshold accepting, and variable neighborhood search. Still, these general methods need to be adapted to the given problem in particular by designing suitable search components (e.g., neighborhoods). For example, Segura et al. [33] integrated a simple stochastic hill climbing into a memetic algorithm for the frequency assignment problem. Benlic and Hao [7] used breakout local search as the local improvement procedure of an effective memetic algorithm for quadratic assignment. Tang et al. [37] applied within their memetic algorithm an extended neighborhood search procedure for capacitated arc routing. Wu et al. [44] developed a game-based memetic algorithm for vertex cover of networks, where local improvement is based on an asynchronous updating best response rule of snowdrift game. For the critical node problem of Section IV, our local improvement procedure is based on a diversified late acceptance search algorithm [28].
E. Population updating

For each offspring solution constructed by the solution construction component (Section III-C) and further improved by the local improvement component (Section III-D), a decision is made to determine whether and how the offspring solution is inserted into the population according to a population updating strategy. For this purpose, existing population replacement strategies can be used in the VPMS approach. For instance, a popular population updating strategy replaces the worst solution if the offspring has a better quality and is distinct from any solution in the population. This greedy strategy however may lead to a premature loss of population diversity, given that only the fitness of the offspring is considered regardless of its distance to the individuals in the population. To better manage the population diversity, more elaborated updating strategies exist in the literature. For example, Sörensen and Sevaux [34] proposed a population management strategy to maintain a healthy diversity of the population, which simultaneously considers offspring’s quality and its distance to the individuals in the population.

F. Population sizing

As its key component, our VPMS approach integrates a strategic population sizing mechanism (see Algorithm 2) to dynamically adjust the population size during the evolutionary search. This mechanism is composed of a population expanding strategy (to add new individuals) and a population rebuilding strategy (to shrink the population to two individuals). In general terms, we expand the population with new elite solutions when a search stagnation is detected. If the population becomes too large but the search still stagnates, we reduce the population to two solutions. A search stagnation occurs when the best recorded solution \( S^* \) has not been updated after \( \text{MaxIdleGens} \) consecutive generations.

1) Population expanding: When the search stagnates, we try to break the stagnation by introducing more diversity into the algorithm. It is a common sense that the greater the population size, the greater the population diversity. Therefore, we increase the diversity by expanding the population upon search stagnation. Specifically, our population expanding strategy adds \( ps_{\text{inc}} \) new high quality solutions into the population, where each new solution is generated according to the population building strategy of Section III-B and added to the population only if the new solution is not the same as any existing solution in the population.

2) Population rebuilding: Since large populations usually consume more computational resources, we rebuild the population when the population size exceeds an allowable threshold value \( ps_{\text{max}} \) while the search is still stagnating. Unlike the population building strategy of Section III-B, the population rebuilding strategy shrinks the population to a small population of only two solutions. The new population retains always the best recorded solution \( S^* \) and includes another elite solution generated in the same way as the population building strategy of Section III-B.

IV. VPMS APPLIED TO THE CRITICAL NODE PROBLEM

This section presents a practical application of the VPMS approach to solve the critical node problem (CNP) and demonstrates its competitiveness compared to the state of the art.

A. Critical node problem

Let \( G = (V, E) \) be an undirected graph with \( |V| = n \) nodes and \( |E| = m \) edges, the critical node problem (CNP) involves identifying a subset of nodes \( S \subseteq V \) (\( |S| \leq k \)) such that the removal of the vertices in \( S \) leads to a residual graph \( G[V \setminus S] \) with the minimum pairwise connectivity. These removed nodes are usually called as critical nodes. Once the critical nodes have been removed from \( G \), the residual graph \( G[V \setminus S] \) can be represented by a set of disjoint connected subgraphs (i.e., components) \( \mathcal{H} = \{C_1, C_2, \ldots, C_T\} \), where a connected component \( C_i \) is a set of nodes such that there exists a path from a node to any other node in this component, and no edge exists between any two connected components.

Since any subset \( S \subseteq V \) of \( k \) nodes (\( k \) is a positive integer) is a feasible solution for the given graph, the search space \( \Omega \) is composed of all possible \( k \)-node subsets of \( V \), i.e., \( \Omega = \{S \subseteq V : |S| = k\} \). Clearly this search space has a size of \( \binom{n}{k} = \frac{n!}{k!(n-k)!} \), which increases extremely fast with \( n \) and \( k \).

Recall that \( \sum_{i,j \in V} u_{ij} \) is a measure of the total pairwise connectivity of a graph, where \( u_{ij} = 1 \) if and only if node \( i \) and node \( j \) are in the same component, otherwise \( u_{ij} = 0 \). Therefore, the objective function can be rewritten as

\[
 f(S) = \frac{\sum_{C_i \in \mathcal{H}} |C_i|(|C_i| - 1)}{2}
\]

where \( S \) is a set of critical nodes, \( |C_i| \) is the size of the \( i \)-th component of residual graph \( G[V \setminus S] \). It is known that \( f(S) \) can be easily computed by fast algorithms like breadth
or depth first search algorithms in $O(|V| + |E|)$ time using an adjacency list representation of the graph \([1]\).

**Fig. 1.** A taxonomy of critical node detection problems.

CNP has several interesting variants, which optimize different objectives, such as minimizing the size of the largest connected component and maximizing the number of connected components. A detailed classification of the main CNP variants is provided in Fig. 1 while more details about these variants can be found in the recent survey \([25]\).

**B. Existing studies on CNP**

Given its practical and theoretical significance, CNP has been widely studied in the literature. Various solution approaches have been developed, which can be divided into two categories: exact algorithms and heuristic algorithms.

**Exact algorithms** aim to provide the proven optimal solutions. Since they have exponential complexities, they are particularly useful for handling special graphs. For example, Di Summa et al. \([35]\) proved that CNP is polynomially solvable on trees via dynamic programming. Addis et al. \([1]\) defined another dynamic programming procedure that solves CNP in polynomial time when the graph has bounded treewidth, which generalizes and extends the results presented in \([35]\) for the case of a tree. Di Summa et al. \([36]\) also studied branch and cut algorithms for detecting critical nodes in general graphs, where an integer linear programming model with a non-polynomial number of constraints is proposed. However, the above-mentioned exact algorithms are able to solve CNP on general graphs with no more than 150 nodes. Veremeyev et al. \([41]\) developed a more compact linear 0-1 formulations of CNP that requires $n^2$ constraints, which was tested on much larger real-world sparse networks.

**Heuristic algorithms** aim to find high-quality solutions within reasonable time without guaranteeing the optimality of the solutions found. Heuristic algorithms are particular useful to handle problem instances that cannot be solved by exact algorithms. Heuristic algorithms for CNP can be divided into three categories: constructive approaches, local search approaches and population-based approaches.

- **Constructive approaches** start from an “empty solution” and repeatedly extend the current solution until a complete solution is obtained. A early constructive heuristic obtains an initial solution by determining a vertex cover, and then uses a greedy rule to add some nodes back (Add for short) to the original graph until a feasible solution is obtained \([6]\). Inversely, a greedy heuristic starts from an empty set and then removes nodes (Remove for short) from the original graph using a greedy rule \([40]\). Addis et al. \([2]\) developed several hybrid constructive approaches by alternating the application of these two basic greedy operations. Moreover, a sophisticated multi-start greedy algorithm (CNA1 for short) was developed in \([32]\).

- **Local search approaches** start from a complete candidate solution and then try to improve the current solution by performing local moves. For example, Aringhieri et al. \([5]\) presented two local search algorithms based on the iterated local search and variable neighborhood search frameworks, respectively. Recently, Zhou and Hao \([46]\) proposed a fast and effective iterated local search (FastCNP for short), which employs an effective two-phase node exchange strategy to locate high-quality solutions and applies a destructive-constructive perturbation procedure to drive the search to new regions when the search stagnates.

- **Population-based hybrid approaches** work with multiple solutions that are manipulated by search operators such as recombination and mutation. For example, Ventresca \([39]\) proposed a population-based incremental learning approach for CNP, where a combinatorial unranking-based problem representation is used. Aringhieri et al. \([4]\) introduced an efficient evolutionary framework for solving different variants of CNP, where greedy rules are used to guide the search towards good quality solutions during reproduction and mutation phases. Recently, Zhou et al. \([47]\) developed an effective memetic search approach (MACNP for short) for both CNP and CC-CNP, which achieves the state-of-the-art performance on benchmark instances from two popular synthetic and real-world datasets (which are presented in Section IV-D5).

It is worth noting that the state-of-the-art results on CNP benchmark instances were reported by CAN1 \([32]\), FastCNP \([46]\) and MACNP \([47]\). These algorithms will thus be used as reference algorithms in our comparisons in Section IV-D5.

**C. Variable population memetic algorithm for CNP**

Our variable population memetic search algorithm for CNP (denoted by $\text{VPMS}_{\text{CNP}}$) strictly follows Algorithm \([1]\) while specifying the solution construction component and the local improvement component. Additionally, for its population management, $\text{VPMS}_{\text{CNP}}$ applies the rank-based quality-and-distance pool updating strategy presented in \([45]\).

1) **Double backbone-based crossover:** Concerning the solution construction component, we adopt the double backbone-based crossover (DBC) \([47]\), which performs structured combinations by inheriting common elements from the parent solutions. Specifically, from two parent solutions $S_1$ and $S_2$ randomly taken from the population, DBC generates an offspring solution in three steps: a) create a partial solution by inheriting the common elements shared by the parents.
(i.e., identified by the set \( S_1 \cap S_2 \); b) add the elements from the set \((S_1 \cup S_2) \setminus (S_1 \cap S_2)\) into the partial solution in a probabilistic way; c) repair the solution structurally until a feasible solution is achieved by either adding elements from the set \( V \setminus (S_1 \cup S_2) \) or removing elements from the solution. Once a feasible offspring solution is obtained, it is further ameliorated by the diversified late acceptance search procedure below.

2) Diversified late acceptance search: Diversified late acceptance search (DLAS) \(^{28}\) is an iterative local search algorithm that is inspired by the late acceptance hill climbing (LAHC) algorithm \(^9\). Both DLAS and LAHC start their search from an initial solution and iteratively accepts or rejects candidate solutions until a given stopping condition is met. The LAHC method uses a fitness array of size \(HL\) (i.e., \textit{history length}) to memorize the cost of the previous encountered solutions. Initially, all elements of this array are filled with the cost of the initial solution \(S\). At each subsequent iteration \(\text{iters}\), a candidate solution \(S'\) is generated. Then, an acceptance decision is made according to a comparison between the cost of the candidate solution \(S'\) and the previous solution cost stored at position \(v\) (the virtual beginning of the fitness array, \(v \leftarrow \text{iters} \mod HL\)). Specifically, the candidate solution \(S'\) is accepted if its cost is not worse than the cost \(f_v\) at position \(v\) of the fitness array. After the transition from the current solution to the candidate solution (i.e., \(S'\) becomes the new current solution), the value of position \(v\) of the fitness array, is updated by \(f_v \leftarrow f(S')\). The process repeats until the given stopping condition is met.

DLAS (Algorithm 3) enhances LAHC by increasing the diversity of the accepted solutions and improving the diversity of the values stored in the fitness array. This is achieved by adopting a new acceptance strategy and a new replacement strategy which takes worsening, improving, and sideways movement scenarios into account \(^{28}\) (lines 14-35). Specifically, the new acceptance strategy compares at each iteration the fitness value \(f(S')\) of the candidate solution \(S'\) with the maximum fitness value \(f_{\text{max}}\) in the fitness array instead of only comparing it with \(f_v\) (lines 14-23). For the new replacement strategy, the replacement occurs only in two cases: 1) if \(f(S) > f_v\), and 2) if \(f(S) < f_v\) and \(f(S) < f_{\text{prev}}\) simultaneously hold (line 27). Our experiments showed that the combination of the new acceptance and replacement strategies in DLAS is indeed more effective in increasing the search diversity than just increasing the length of the fitness array, and consequently helps the algorithm to reach high quality solutions in less time.

To generate a candidate solution, DLAS relies on the component-based two-phase node exchange operator (denoted by \textit{swap}) introduced in \(^{47}\), which exchanges a node \(u \in S\) with a node \(v \in V \setminus S\) from a \textit{large component}. Let \(G[V \setminus S]\) be the residual graph \(G[V \setminus S]\) induced by the current solution \(S\) and \(H = \{C_1, C_2, \ldots, C_T\}\) be the set of connected components of \(G[V \setminus S]\). For a swap operation, we consider as candidate nodes a restricted set of nodes \(W \subset V \setminus S\) such that \(W = \bigcup_{L \geq L_*} C_i\), where \(L\) is a predefined threshold value to qualify large components in the residual graph. Thus, a candidate neighbor solution \(S'\) is obtained by \textit{swap}(\(u, v\)), where \(u \in S\) and \(v \in W\). For a given candidate solution, its quality can be evaluated in \(O(|V| + |E|)\) time with a modified depth-first search algorithm \(^{20}\) according to Eq. (1).

\[\text{Algorithm 3: The pseudo code of the DLAS procedure.}\]

\begin{verbatim}
begin
Initialize the history length \(HL\), \(S^*\) \(\leftarrow\) \(S\); for \(\forall i \in \{0, \ldots, HL - 1\}\) do
  \(f_i \leftarrow f(S)\);
end
\(f_{\text{max}} \leftarrow f(S),\) \(nbr_{\text{max}} \leftarrow HL\); Initialize \(\text{iters} \leftarrow 0,\) \(idle_{\text{iters}} \leftarrow 0;\)
while \(idle_{\text{iters}} < \text{MaxIdleItehrs}\) do
  \(f_{\text{prev}} \leftarrow f(S)\);
  \(S' \leftarrow \text{SwapOperation}(S)\); Calculate its cost function \(f(S')\);
  \(id\) = calculate the virtual beginning of \(v\) \(v \leftarrow \text{iters} \mod HL\);
  if \(f(S') = f(S)\) or \(f(S') < f_{\text{max}}\) then
    \(S \leftarrow S', f(S) \leftarrow f(S')\);
    if \(f(S) < f(S')\) then
      \(S^* \leftarrow S, f(S^*) \leftarrow f(S)\); \(idle_{\text{iters}} \leftarrow 0;\)
    end
  end
  else \(idle_{\text{iters}} \leftarrow idle_{\text{iters}} + 1;\)
end
if \(f(S) > f_v\) then
  \(f_v \leftarrow f(S)\);
end
else if \(f(S) < f_v\) and \(f(S) < f_{\text{prev}}\) then
  if \(f_v = f_{\text{max}}\) then
    \(nbr_{\text{max}} \leftarrow nbr_{\text{max}} - 1;\)
  end
  \(f_v \leftarrow f(S)\);
  if \(nbr_{\text{max}} = 0\) then
    compute \(f_{\text{max}}, nbr_{\text{max}};\)
  end
\(\text{iters} \leftarrow \text{iters} + 1;\)
end
return the best solution found \(S^*\); end
\end{verbatim}

D. Computational studies of VPMS for CNP

This section is devoted to an experimental evaluation of the performance of the \(\text{VPMS}_{\text{CNP}}\) algorithm in comparison with state-of-the-art CNP algorithms.

1) Benchmark instances: Our computational experiments were performed on two widely-used benchmark datasets: synthetic dataset\(^1\) and real-world dataset\(^2\) The \textbf{synthetic dataset} presented in \(^{39}\) is composed of 16 graphs with various structures. The \textbf{real-world dataset} introduced in \(^4\) includes 26 instances from different practical applications. More details about these two datasets are provided in Table 1.

1Available at \http{http://individual.utoronto.ca/mventresca/cnd.html}
2Available at \http{http://www.di.unito.it/~aringhie/cnp.html}
2) Experimental settings: All our algorithms were implemented in the C++ programming language, and compiled using GNU gcc 4.1.2 with ‘-O3’ option on an Intel E5-2670 with 2.5GHz and 2GB RAM under Linux. With a ‘-O3’ flag, running the DIMACS machine benchmark program dfmax on our machine requires 0.19, 1.17 and 4.54 seconds to solve graphs r300.5, r400.5 and r500.5 respectively.

In the following experiments, we use the well-known two-tailed sign test to check the statistical significance of our comparisons between two algorithms on each comparison indicator. This statistical test is based on the number of instances on which an algorithm is the overall winner, and it is highly recommended in [12]. There are $N = 42$ benchmark instances in our experiments. At a significant level of 0.05, the critical value is $CV_{0.05} = 27$.

3) Effectiveness of the strategic population sizing mechanism: Compared to the conventional memetic algorithm framework, the proposed VPMS$_{CNP}$ algorithm integrates a strategic population sizing mechanism to dynamically adjust the population size during the evolutionary search. To verify the effectiveness of our population sizing mechanism, we compare VPMS$_{CNP}$ with an alternative algorithm named FPMS$_{CNP}$ whose population size is fixed to the maximal population size of VPMS$_{CNP}$ while keeping the other components as the same as VPMS$_{CNP}$. As such, FPMS$_{CNP}$ is a classic memetic algorithm which is quite similar to the powerful state-of-the-art memetic algorithm MACNP of [47] where a different local improvement procedure is used.

To make a fair comparison between VPMS$_{CNP}$ and FPMS$_{CNP}$, we ran them on the same computing platform with the setting shown in Table II. We independently solved each instance 30 times with different random seeds, and the time limit of each run was limited to $t_{max} = 3000$ seconds. Detailed comparative results for both synthetic and real-world datasets are summarized in Tables III.

In Table III columns 1 and 2 present for each instance its name (Instance) and the best-known value ($fbk\_v$) reported in the literature [5], [22], [47]. Columns 3-7 report the results of the VPMS$_{CNP}$ algorithm, namely the best objective value ($f_{best}$) found during 30 runs, the average objective value ($f_{avg}$), the average running time per run to attain a best objective value ($t_{avg}$), the average number of generations per run required to find the best objective value (#gens), and the number of times to successfully find the best objective value (#succ). Similarly, columns 8-12 give the results of the VPMS$_{CNP}$. The best values of the compared results in terms of $f_{best}$ and $f_{avg}$ are indicated in bold. For the #succ indicator, we compare them only when the same $f_{best}$ values are obtained by the two algorithms.

From Table III we observe that the VPMS$_{CNP}$ algorithm (with a variable population) achieves better results on 14 instances, equal results on 20 instances and worse results on 8 instances in terms of $f_{best}$ compared to the fixed population algorithm FPMS$_{CNP}$. However, there is no significant difference between these two algorithms (i.e., $24 < CV_{0.05} < 28$).

For the $f_{avg}$ indicator, VPMS$_{CNP}$ attains better results on 25 instances, equal results on 10 instances and worse results on 7 instances. At a significant level of 0.05, we find that VPMS$_{CNP}$ is significantly better than FPMS$_{CNP}$ on the $f_{avg}$ indicator (i.e., $30 > CV_{0.05} = 27$). Although VPMS$_{CNP}$ and FPMS$_{CNP}$ achieve the same $f_{best}$ values for 20 out of 42 synthetic instances, VPMS$_{CNP}$ attains these results with a higher success rate on 8 instances, an equal success rate on 10 instances, a lower success rate only on two instances. It is worth noting that VPMS$_{CNP}$ is the first heuristic to steadily (100%) reach the optimal solutions for all 9 instances with known optima (marked by “*” in Table III) in only one minute. For the last three large instances, with the help of a variable population, our VPMS$_{CNP}$ algorithm is able to attain better results. Finally, compared to the $fbk\_v$ values of all 42 benchmark instances, VPMS$_{CNP}$ attains these results with a higher success rate on 8 instances, an equal success rate on 10 instances, a lower success rate only on two instances. It is worth noting that VPMS$_{CNP}$ is the first heuristic to steadily (100%) reach the optimal solutions for all 9 instances with known optima (marked by “*” in Table III) in only one minute. For the last three large instances, with the help of a variable population, our VPMS$_{CNP}$ algorithm is able to attain better results. Finally, compared to the $fbk\_v$ values of all 42 benchmark instances, these two algorithms together improve on the best-known results (new upper bounds) on 8 instances (marked by “*”) and match the best-known upper bounds on 22 instances. These results disclose thus the first positive indications of our strategic population sizing mechanism.

To further study the behavior of the proposed VPMS$_{CNP}$ algorithm, we also report comparative results between VPMS$_{CNP}$ and FPMS$_{CNP}$ with a longer time limit $t_{max} =
7200 seconds. The detailed computational results are summarized in Table IV. Table IV shows that \( \text{VPMS}_{CNP} \) and \( \text{FPMS}_{CNP} \) are able to reach better performances. Importantly, the performance difference between \( \text{VPMS}_{CNP} \) and \( \text{FPMS}_{CNP} \) is more obvious than the results shown in Table III. Specifically, we find that \( \text{VPMS}_{CNP} \) significantly outperforms \( \text{FPMS}_{CNP} \) in terms of both \( f_{best} \) (i.e., \( 27 \geq CV_{0.05}^{42} \)) and \( f_{avg} \) indicators (i.e., \( 31.5 > CV_{0.05}^{42} \)). We also observe that these algorithms are able to find new upper bounds on 12 instances (marked by "\( \ast \)" and match the best-known upper bounds on 23 instances. These findings indicate that thanks to the use of a strategically adjusted population size, the \( \text{VPMS}_{CNP} \) algorithm is able to use its given computational budget more efficiently and more effectively to find high-quality solutions. This experiment (with both cutoff time limits) also indicates that the DLAS procedure is an effective local improvement procedure.

4) Using the strategic population sizing mechanism to enhance a memetic algorithm: \( \text{MACNP}^{47} \) is a recent state-of-the-art memetic search approach for both \( \text{CNP} \) and \( \text{CCNP} \). We verify now whether the strategic population sizing mechanism can enhance the performance of this memetic algorithm. For this purpose, we replace the fixed population of \( \text{MACNP} \) by the strategic population sizing mechanism and we use \( \text{MACNP}^{VP} \) to denote the resulting \( \text{MACNP} \) variant with a variable population. We experimentally compare the original \( \text{MACNP} \) algorithm (with fixed population) and \( \text{MACNP}^{VP} \) (with a variable population), based on the 26 real-world benchmark instances. We run both algorithms 30 times on each instance under the time limit \( t_{max} = 3600 \) seconds. The comprehensive results in terms of the \( f_{best} \) and \( f_{avg} \) indicators are shown in Fig. 2. The \( x \)-axis indicates the instances (named by integer numbers), and the \( y \)-axis presents the quality of \( f_{best} \) and \( f_{avg} \) values to the best-known values \( f_{bkv} \), i.e., \( (f - f_{bkv})/f_{bkv} \). Therefore, a negative gap value indicates an improved best upper bound.

From Fig. 2, we observe that the variable population algorithm \( \text{MACNP}^{VP} \) significantly outperforms the fixed population algorithm \( \text{MACNP} \) in terms of both \( f_{best} \) and \( f_{avg} \). Specifically, Fig. 2a indicates that \( \text{MACNP}^{VP} \) achieves
better $f_{\text{best}}$ values than MACNP except for the fourth instance (i.e., USAir) (see Fig. 2(c)). A clearer observation can be obtained from Fig. 2(d). That is, MACNP$^P$ obtains better $f_{\text{avg}}$ values on fifteen instances, worse $f_{\text{avg}}$ values only on two instances (i.e., USAir and Ham5000), and equal $f_{\text{avg}}$ values on the 9 remaining instances. These observations show that the state-of-the-art MACNP algorithm can also definitively benefit from the strategic population sizing mechanism proposed in this work.

5) Comparisons with state-of-the-art algorithms: We report now a comparative study with respect to three recent state-of-the-art CNP algorithms, including CAN1 [32], FastCNP [46] and MACNP [47]. To the best of our knowledge, the best-known results available in the literature have been achieved by these three algorithms. Detailed comparative results between our algorithms (i.e., VPMSCNP and MACNP$^P$) and the reference algorithms are shown in Table V.

Table V shows that both VPMSCNP and MACNP$^P$ achieve highly competitive performances compared to the reference algorithms. Under the time limit $t_{\text{max}} = 3600$ seconds, the best $f_{\text{best}}$ values for VPMSCNP and MACNP$^P$ are presented in Table VI.
seconds, these algorithms attain 9 new upper bounds and match 22 known best upper bounds. At a significant level of 0.05, VPMS\textsubscript{CNP} is significantly better than CAN1 (i.e., $35 > CV_{0.05}^{42} = 27$) and FastCNP (i.e., $29.5 > CV_{0.05}^{42} = 27$) in terms of $f_{avg}$. For the $f_{avg}$ indicator, both VPMS\textsubscript{CNP} and MACNP\textsuperscript{VP} once again significantly outperform CAN1 and FastCNP. Compared to MACNP, VPMS\textsubscript{CNP} performs better, leading to better $f_{best}$ values on 11 instances, and equal $f_{best}$ values on 23 instances, but the performance difference is statistically marginal (i.e., $22.5 < CV_{0.05}^{42} = 27$). For the $f_{avg}$ indicator, MACNP\textsuperscript{VP} is significantly better than MACNP (i.e., $28.5 > CV_{0.05}^{42} = 27$) and VPMS\textsubscript{CNP} ($27 > CV_{0.05}^{42} = 27$). These findings show that memetic algorithms using a variable population compete favorably with the state-of-the-art CNP algorithms.

To further study the behavior of the two memetic algorithms with a variable population (i.e., VPMS\textsubscript{CNP} and MACNP\textsuperscript{VP}) under long time limits, we also compared them against the MACNP algorithm, which uses a fixed population, with a relaxed time limit $t_{max} = 7200$ seconds. The comparative results are summarized in Table VI. We observe that both VPMS\textsubscript{CNP} and MACNP\textsuperscript{VP} achieve still better results. For the 42 benchmark instances, VPMS\textsubscript{CNP} and MACNP\textsuperscript{VP} find 13 new upper bounds and reach 23 best-known solutions. At a significant level of 0.05, MACNP\textsuperscript{VP} performs significantly better than MACNP (i.e., $31.5 > CV_{0.05}^{42} = 27$) in terms of the $f_{avg}$ indicator. For the $f_{best}$ indicator, MACNP\textsuperscript{VP} performs marginally better than MACNP with a better result on 13 instances, an equal result on 22 instances and a worse result on 7 instances (i.e., $24 < CV_{0.05}^{42} = 27$). Remarkably, VPMS\textsubscript{CNP} significantly outperforms MACNP both in terms of $f_{best}$ (i.e., $27.5 > CV_{0.05}^{42} = 27$) and $f_{avg}$ (i.e., $29.5 > CV_{0.05}^{42} = 27$). These observations further demonstrate the relevance of the strategic population sizing strategy for enhancing memetic algorithms.

V. CONCLUSION AND FUTURE WORK

In this work, we presented the variable population search (VPMS) framework where a strategic population sizing mechanism is introduced into memetic algorithms to dy-
A study also confirmed the benefit of the strategic population remarkably discovers new upper bounds for 13 instances. This showed that our approach with a variable population competes with the fixed population approach. For the late acceptance search procedure for CNP was designed as the local improvement component of the VPMS algorithm. To demonstrate the effectiveness of the proposed VPMS approach, we presented a case study by applying VPMS to solve the challenging critical node problem where a diversified approach, we presented a case study by applying VPMS to the population diversity during the search and thus favors a continuing balancing between exploitation and exploration. Another interesting research is to investigate the application of the VPMS approach to solve other combinatorial problems. For future work, one research perspective is to investigate the application of the VPMS approach to solve other combinatorial problems. Another interesting research is to determine the population size according to more elaborated rules that can rely on refined information acquired from machine learning techniques.

### TABLE VI

| Instance | f_{best} | f_{avg} | f_{best} | f_{av} | f_{best} | f_{av} | f_{best} | f_{av} |
|----------|---------|--------|---------|-------|---------|-------|---------|-------|
| BA500    | 195     | 195.0  | 195     | 195.0 | 195     | 195.0 | 195     | 195.0 |
| BA1000   | 558     | 558.1  | 558     | 558.0 | 558     | 558.0 | 558     | 558.0 |
| BA2000   | 3704    | 3704.0 | 3704    | 3704.0| 3704    | 3704.0| 3704    | 3704.0|
| BA5000   | 10196   | 10196.0| 10196   | 10196.0| 10196   | 10196.0| 10196   | 10196.0|
| ER235    | 295     | 295.0  | 295     | 295.0 | 295     | 295.0 | 295     | 295.0 |
| ER466    | 1524    | 1524.0 | 1524    | 1524.0| 1524    | 1524.0| 1524    | 1524.0|
| ER491    | 5012    | 5016.1 | 5012    | 5016.1| 5012    | 5016.1| 5012    | 5016.1|
| ER2344   | 902498  | 91274.3| 92024.1 | 904113 | 933943.7|
| FF250    | 194     | 194.0  | 194     | 194.0 | 194     | 194.0 | 194     | 194.0 |
| FF500    | 257     | 257.3  | 257     | 257.3 | 257     | 257.3 | 257     | 257.3 |
| FF1000   | 1260    | 1260.2 | 1260    | 1260.2| 1260    | 1260.2| 1260    | 1260.2|
| FF2000   | 4545    | 4545.6 | 4545    | 4545.6| 4545    | 4545.6| 4545    | 4545.6|
| WS250    | 3083    | 3083.2 | 3083    | 3083.2| 3083    | 3083.2| 3083    | 3083.2|
| WS500    | 2072    | 2086.1 | 2072    | 2086.1| 2072    | 2086.1| 2072    | 2086.1|
| WS1000   | 109007  | 113254 | 113254  | 113254| 113254  | 113254| 113254  | 113254|
| WS1500   | 13098   | 13150  | 13150   | 13150.0| 13098   | 13150.0| 13098   | 13150.0|

* The results are obtained by re-running MACNP [47] with $t_{max} = 7200$ seconds.
* Improved best upper bounds.
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