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Abstract

A \((2k+1)\)-dimensional Lie algebra is called contact if it admits a one-form \(\varphi\) such that \(\varphi \wedge (d\varphi)^k \neq 0\). Here, we extend recent work to describe a combinatorial procedure for generating contact, type-A Lie poset algebras whose associated posets have chains of arbitrary cardinality, and we conjecture that our construction leads to a complete characterization.

Mathematics Subject Classification 2020: 17B30, 05E16

Key Words and Phrases: contact Lie algebra, Lie poset algebra, index, contactization

1 Introduction

Type-A Lie poset algebras are subalgebras of \(\mathfrak{sl}(n)\) which are defined by an associated poset. Recent work has focused on studying the structure of these algebras combinatorially [5, 6, 7, 8, 11]. Of interest here is the work of ([8], 2021), where the authors give a complete characterization of those posets with chains of cardinality at most three whose type-A Lie poset algebras are “contact.” Building on the work in both ([7], 2021) and [8], we extend the constructions given in [8] to include posets with chains of arbitrary size, and we conjecture a complete description of all posets associated to contact, type-A Lie poset algebras.

A \((2k+1)\)-dimensional Lie algebra \(\mathfrak{g}\) is said to be contact if there exists \(\varphi \in \mathfrak{g}^*\) satisfying \(\varphi \wedge (d\varphi)^k \neq 0\), where \(d\varphi(x,y) = -\varphi([x,y])\), for all \(x, y \in \mathfrak{g}\). The one-form \(\varphi\) is called a contact form, \(\varphi \wedge (d\varphi)^k\) is a volume form on the underlying Lie group \(G\), and \(\varphi\) defines a contact structure, i.e., a smooth, maximally non-integrable, codimension-one distribution on \(G\). While contact manifolds and their applications have been extensively explored for a number of years [4, 14, 16, 19, 20], the study of contact structures arising from Lie algebras, i.e., left-invariant contact structures on Lie groups, has only recently garnered significant attention [1, 12, 17, 18, 22, 23]. Included in such works are various methods for constructing and classifying families of contact Lie algebras; however, most approaches are geometric or algebraic in nature. Here, as in [8] and ([10], 2022), our aim is to construct an infinite family of contact Lie algebras combinatorially. Conducive to our approach are recent combinatorial results regarding a Lie-algebraic invariant called the “index.”

The index of a Lie algebra was first introduced by Dixmier ([13], 1977) and is defined as

\[
\text{ind}(\mathfrak{g}) = \min_{\varphi \in \mathfrak{g}^*} \dim(\ker(d\varphi)),
\]

where a one-form \(\varphi\) for which \(\text{ind}(\mathfrak{g}) = \dim(\ker(d\varphi))\) is called regular. Contact Lie algebras have index one,\(^1\) and a contact form is necessarily regular. Consequently, our approach involves first identifying Lie algebras with index one and then determining which of those admits a contact form. In order to find index-one

\(^1\)The converse is not true in general. For example, the Lie algebra \(\mathfrak{g} = \langle e_1, e_2, e_3 \rangle\) with relations \([e_1,e_2] = e_2\) and \([e_1,e_3] = e_3\) has index one but is not contact.
algebras, we restrict our attention to a family of subalgebras of \( A_{n-1} = \mathfrak{sl}(n) \) called “type-A Lie poset algebras,” for which combinatorial index formulas have been of topical interest.

Formally, type-A Lie poset algebras are Lie subalgebras of \( \mathfrak{sl}(n) \) which lie between a Cartan and associated Borel subalgebra. Such algebras can also be defined in terms of an associated poset (see Section 2). In [7], the authors provide a combinatorial recipe – in terms of “building-block” posets and “gluing rules” – for constructing so-called “toral” posets whose type-A Lie poset algebras have index given by a combinatorial formula. The authors’ primary motivation for the introduction of toral posets was to characterize type-A Lie poset algebras that are Frobenius, i.e., have index equal to zero. It is conjectured in [7] that every Frobenius, type-A Lie poset algebra corresponds to a toral poset. However, as is, toral posets cannot correspond to contact, type-A Lie poset algebras. Having said that, results of [8] suggest that a slight modification to the notion of toral poset can allow for the associated algebra to be contact.

Using combinatorial index formulas for type-A Lie poset algebras introduced in ([6], 2021), the authors of [8] give a complete characterization of those posets with chains of cardinality at most three whose associated type-A Lie poset algebras are contact. Interestingly, such posets are defined via a combinatorial recipe tantamount to that of toral posets with one additional “building-block” poset required. Inspired by this observation, here we extend the notion of toral poset via the introduction of “contact building blocks,” effectively combining the construction paradigms of [7] and [8]. As a result, we are able to generate toral posets (with chains of arbitrary size) associated to contact, type-A Lie poset algebras. Further, we conjecture that all contact, type-A Lie poset algebras are either associated to posets of this form or associated to a direct sum of posets of this form.

The paper is organized as follows. In Section 2, we give the necessary preliminaries from the theory of posets and Lie algebras. In Section 3, we introduce the notion of toral-pair, which forms the original set of building blocks of toral posets as defined in [7], and provide some new examples. In Section 4, we define the contact analogue of a toral-pair, leading to the extended notion of toral poset given in Section 5. In Section 6, we characterize toral posets corresponding to contact, type-A Lie poset algebras. Directions for further research involving “combinatorial contactization” are discussed in Section 7.

2 Preliminaries

A finite poset \((P, \preceq_P)\) consists of a finite set \(P = \{1, 2, \ldots, n\}\) together with a binary relation \(\preceq_P\) which is reflexive, anti-symmetric, and transitive. We tacitly assume that if \(x \preceq_P y\) for \(x, y \in P\), then \(x \leq y\), where \(\leq\) denotes the natural ordering on \(\mathbb{Z}\). When no confusion will arise, we simply denote a poset \((P, \preceq_P)\) by \(P\), and \(\preceq_P\) by \(\preceq\). Two posets \(P\) and \(Q\) are isomorphic if there exists an order-preserving bijection \(P \rightarrow Q\).

Let \(P\) be a finite poset and take \(x, y \in P\). If \(x \preceq y\) and \(x \neq y\), then we call \(x \preceq y\) a strict relation and write \(x < y\). Let \(\text{Rel}(P)\), \(\text{Ext}(P)\), and \(\text{Rel}_E(P)\) denote, respectively, the set of strict relations between elements of \(P\), the set of minimal and maximal elements of \(P\), and the set of strict relations between elements of \(\text{Ext}(P)\). If \(x < y\) and there exists no \(z \in P\) satisfying \(x < z < y\), then \(x < y\) is a covering relation. Covering relations are used to define a visual representation of \(P\) called the Hasse diagram – a graph whose vertices correspond to elements of \(P\) and whose edges correspond to covering relations (see Figure 1 (a)). A poset \(P\) is called connected if the Hasse diagram of \(P\) is connected as a graph and called disconnected otherwise. Extending the Hasse diagram of \(P\) by allowing all elements of \(\text{Rel}(P)\) to define edges results in the comparability graph of \(P\) (see Figure 1 (b)).

For a subset \(S \subset P\), the induced subposet generated by \(S\) is the poset \(P_S\) on \(S\), where \(i \prec_{P_S} j\) if and only if \(i \prec_P j\). A totally ordered subset \(S \subset P\) is called a chain. The height of \(P\) is one less than the largest cardinality of a chain in \(P\). One can define a simplicial complex \(\Sigma(P)\) by having chains of cardinality \(n\) in \(P\) define the \((n-1)\)–dimensional faces of \(\Sigma(P)\) (see Figure 1 (c)). A subset \(I \subset P\) is an order ideal if \(y < x \in I\) implies \(y \in I\). Similarly, a subset \(F \subset P\) is a filter if \(x \preceq y\) implies \(y \in F\).

Example 1. Consider the poset \(P = \{1, 2, 3, 4\}\) with \(1 \prec 2 \prec 3, 4\). We have

\[
\text{Rel}(P) = \{1 \prec 2, 1 \prec 3, 1 \prec 4, 2 \prec 3, 2 \prec 4\}, \quad \text{Ext}(P) = \{1, 3, 4\}, \quad \text{and} \quad \text{Rel}_E(P) = \{1 \prec 3, 1 \prec 4\}.
\]
Remark 6. If \( x, y \) lie in a Lie algebra \( \mathfrak{g} \), then there exists an element \( \hat{\varphi} \in \mathfrak{g}^* \) such that \( \varphi \wedge (d\varphi)^k \neq 0 \), where \( d\varphi(x, y) = -\varphi([x, y]) \), for all \( x, y \in \mathfrak{g} \). The one-form \( \varphi \) is called a contact form. Ongoing, we make use of the following alternative characterization of contact Lie algebras.

Example 2. If \( \mathcal{P} \) is the poset of Example 1, then \( \mathfrak{g}(\mathcal{P}) \) is the span over \( \mathbb{C} \) of the elements of

\[
\{E_{1,1}, E_{2,2}, E_{3,3}, E_{4,4}, E_{1,2}, E_{1,3}, E_{1,4}, E_{2,3}, E_{2,4}\}.
\]

Restricting to the trace-zero elements of \( \mathfrak{g}(\mathcal{P}) \) results in the type-A Lie poset algebra \( \mathfrak{g}_A(\mathcal{P}) \).

Example 3. If \( \mathfrak{g}(\mathcal{P}) \) is as in Example 2, then \( \mathfrak{g}_A(\mathcal{P}) \) is the span over \( \mathbb{C} \) of the elements of

\[
\{E_{1,1} - E_{2,2}, E_{2,2} - E_{3,3}, E_{3,3} - E_{4,4}, E_{1,2}, E_{1,3}, E_{1,4}, E_{2,3}, E_{2,4}\}.
\]

Remark 4. Isomorphic posets correspond to isomorphic (type-A) Lie poset algebras.

Of principal interest here are type-A Lie poset algebras that are contact. Recall that a \((2k+1)\)-dimensional Lie algebra \( \mathfrak{g} \) is contact if there exists \( \varphi \in \mathfrak{g}^* \) such that \( \varphi \wedge (d\varphi)^k \neq 0 \), where \( d\varphi(x, y) = -\varphi([x, y]) \), for all \( x, y \in \mathfrak{g} \). The one-form \( \varphi \) is called a contact form. Ongoing, we make use of the following alternative characterization of contact Lie algebras.

Lemma 5 ([10], Lemma 5). If \( \text{ind}(\mathfrak{g}) = 1 \), then a one-form \( \varphi \in \mathfrak{g}^* \) is contact if and only if \( \varphi \) is regular and there exists an element \( B \in \mathfrak{g} \) with \( \ker(d\varphi) = \text{span}\{B\} \) and \( \varphi(B) \neq 0 \).

Remark 6. For a contact Lie algebra \( \mathfrak{g} \), a fixed contact form \( \varphi \in \mathfrak{g}^* \), and \( B \in \mathfrak{g} \) as in Lemma 5, the element

\[
\frac{1}{[\varphi(B)]}B \in \mathfrak{g}
\]

is called the Reeb vector of \( \varphi \), and it is unique with respect to \( \varphi \).

In our investigation of contact, type-A Lie poset algebras, certain Frobenius Lie algebras play a crucial role. A Lie algebra \( \mathfrak{g} \) for which \( \text{ind}(\mathfrak{g}) = 0 \) is called Frobenius, and a regular one-form \( \varphi \in \mathfrak{g}^* \) is likewise called Frobenius. In what follows, we refer to posets \( \mathcal{P} \) for which \( \mathfrak{g}_A(\mathcal{P}) \) is Frobenius (resp., contact) as Frobenius (resp., contact) posets.

As it will be needed below (see Definition 8), we note that to each Frobenius Lie algebra \( \mathfrak{g} \) one can associate a sequence of values, called the “spectrum,” as follows. Given a Frobenius Lie algebra \( \mathfrak{g} \) and a Frobenius one-form \( \varphi \in \mathfrak{g}^* \), the map \( \mathfrak{g} \to \mathfrak{g}^* \) defined by \( x \mapsto \varphi([x, -]) \) is an isomorphism. The inverse image of \( \varphi \) under this isomorphism, denoted \( \hat{\varphi} \), is called a principal element of \( \mathfrak{g} \). In ([21], 1980), Ooms shows that the eigenvalues (and multiplicities) of \( \text{ad}(\hat{\varphi}) = [\hat{\varphi}, -] : \mathfrak{g} \to \mathfrak{g} \) do not depend on the choice of principal element \( \hat{\varphi} \); see also ([15], 2009). It follows that the spectrum of \( \text{ad}(\hat{\varphi}) \) is an invariant of \( \mathfrak{g} \), which we call the spectrum of \( \mathfrak{g} \). When the spectrum of \( \mathfrak{g} \) consists of an equal number of 0’s and 1’s, then \( \mathfrak{g} \) is said to have a binary spectrum.
Finally, since certain contact and Frobenius one-forms are heavily used in the sections to follow, we end this section by setting definitions and notations related to one-forms on (type-A) Lie poset algebras. Given a finite poset \( \mathcal{P} \) and \( B = \sum_{p,q} b_{p,q} E_{p,q} \in g_A(\mathcal{P}) \), define \( E_{p,q}^* \in (g_A(\mathcal{P}))^* \), for \( p, q \in \mathcal{P} \) satisfying \( p \preceq q \), by \( E_{p,q}^*(B) = b_{p,q} \). From any set \( S \) consisting of ordered pairs \((p, q)\) of elements \( p, q \in \mathcal{P} \) satisfying \( p \prec q \), i.e., \( S \subseteq \text{Rel}(\mathcal{P}) \), one can construct a one-form \( \varphi_S = \sum_{(p,q) \in S} E_{p,q}^* \in (g_A(\mathcal{P}))^* \) as well as a directed subgraph \( \Gamma_{\varphi_S}(\mathcal{P}) \) of the comparability graph of \( \mathcal{P} \). In \cite{15}, Gerstenhaber and Giaquinto refer to such a one-form as small if \( \Gamma_{\varphi_S}(\mathcal{P}) \) is a spanning subtree of the comparability graph of \( \mathcal{P} \). Note that if \( \varphi_S \in (g_A(\mathcal{P}))^* \) is a small one-form, then \( \Gamma_{\varphi_S}(\mathcal{P}) \) naturally partitions the elements of \( \mathcal{P} \) into the following disjoint subsets:

- \( U_{\varphi_S}(\mathcal{P}) \) consisting of all sinks in \( \Gamma_{\varphi_S}(\mathcal{P}) \),
- \( D_{\varphi_S}(\mathcal{P}) \) consisting of all sources in \( \Gamma_{\varphi_S}(\mathcal{P}) \), and
- \( O_{\varphi_S}(\mathcal{P}) \) consisting of those vertices which are neither sinks nor sources in \( \Gamma_{\varphi_S}(\mathcal{P}) \).

\textbf{Remark 7.} Throughout this article, all one-forms \( \varphi \in (g_A(\mathcal{P}))^* \) can also be viewed as elements of \( (g(\mathcal{P}))^* \), and we have occasion to consider both circumstances. Consequently, we set the following notational convention: we denote the kernel of \( d\varphi \), for \( \varphi \in (g(\mathcal{P}))^* \), by \( \ker(d\varphi) \) and we denote the kernel of \( d\varphi \), for \( \varphi \in (g_A(\mathcal{P}))^* \), by \( \ker_A(d\varphi) \). Clearly, \( \ker_A(d\varphi) = \ker(d\varphi) \cap g_A(\mathcal{P}) \).

\section{3 Toral-pairs}

In this section, we define toral-pairs as introduced in \cite{7}. These consist of a Frobenius poset \( \mathcal{P} \) along with a corresponding Frobenius one-form on \( g_A(\mathcal{P}) \). The posets of toral-pairs are the “building blocks” of toral posets under the original definition given in \cite{7} and form a subcollection of the “building blocks” used in the extended definition developed in Section 5 (see Definition 19).

\textbf{Definition 8.} Given a Frobenius poset \( \mathcal{P} \) and a corresponding Frobenius one-form \( \varphi = \varphi_S \in (g_A(\mathcal{P}))^* \), for \( S \subseteq \text{Rel}(\mathcal{P}) \), we call \((\mathcal{P}, \varphi)\) a toral-pair if \( \mathcal{P} \) satisfies

(P1) \( |\text{Ext}(\mathcal{P})| = 2 \) or \( 3 \), and
(P2) \( g_A(\mathcal{P}) \) has a binary spectrum,

and \( \varphi \) satisfies

(F1) \( \varphi \) is small,
(F2) \( U_{\varphi}(\mathcal{P}) \) is a filter of \( \mathcal{P} \), \( D_{\varphi}(\mathcal{P}) \) is an ideal of \( \mathcal{P} \), and \( O_{\varphi}(\mathcal{P}) = \emptyset \),
(F3) \( \Gamma_{\varphi} \) contains all edges between elements of \( \text{Ext}(\mathcal{P}) \), and
(F4) \( B \in \ker(d\varphi) \) satisfies \( E_{p,p}^*(B) = E_{q,q}^*(B) \), for all \( p, q \in \mathcal{P} \), and \( E_{p,q}^*(B) = 0 \), for all \( p, q \in \mathcal{P} \) satisfying \( p \prec q \).

\textbf{Remark 9.} In \cite{7}, the authors include a third property of the poset \( \mathcal{P} \), requiring that the poset’s corresponding order complex \( \Sigma(\mathcal{P}) \) be contractible. This property is redundant, though, since requiring \( \mathcal{P} \) to satisfy \( |\text{Ext}(\mathcal{P})| = 2 \) or \( 3 \) forces \( \mathcal{P} \) to have a unique minimal or maximal element. Thus, for such a poset, \( \Sigma(\mathcal{P}) \) is a cone, so \( \Sigma(\mathcal{P}) \) is contractible.

\textbf{Example 10.} The posets illustrated in Figure 2 can be paired with an appropriate one-form to yield a toral-pair. See \cite{7}.
Before defining “contact” toral-pairs in Section 4, we extend the list of examples of toral-pairs. In particular, Theorem 11 below states that, in addition to the posets of Example 10, the posets illustrated in Figure 3 can also be paired with an appropriate one-form to yield a toral-pair.

**Theorem 11.** Each of the following pairs, consisting of a poset $P$ and a one-form $\varphi_P$, constitutes a toral-pair $(P, \varphi_P)$.
(i) \( P_1 = \{1,2,3,4,5,6\} \) with \( 1 \prec 2,3 \prec 4 \prec 5,6, \) and
\[
\varphi_{P_1} = E_{1,5}^* + E_{1,6}^* + E_{2,4}^* + E_{2,5}^* + E_{3,6}^*.
\]

(ii) \( P_1^* = \{1,2,3,4,5,6\} \) with \( 1,2 \prec 3 \prec 4,5 \prec 6, \) and
\[
\varphi_{P_1^*} = E_{1,5}^* + E_{1,6}^* + E_{2,4}^* + E_{3,4}^* + E_{3,6}^*.
\]

(iii) \( P_2 = \{1,2,3,4,5,6\} \) with \( 1 \prec 2,3 \prec 4 \prec 5,3 \prec 6, \) and
\[
\varphi_{P_2} = E_{1,5}^* + E_{1,6}^* + E_{2,4}^* + E_{3,4}^* + E_{3,6}^*.
\]

(iv) \( P_2^* = \{1,2,3,4,5,6\} \) with \( 1 \prec 3 \prec 4,5 \prec 6,2 \prec 5, \) and
\[
\varphi_{P_2^*} = E_{1,6}^* + E_{2,6}^* + E_{2,5}^* + E_{3,4}^* + E_{3,5}^*.
\]

(v) \( P_3 = \{1,2,3,4,5,6\} \) with \( 1 \prec 2 \prec 3,4 \prec 5,2 \prec 6, \) and
\[
\varphi_{P_3} = E_{1,5}^* + E_{1,6}^* + E_{2,3}^* + E_{2,4}^* + E_{2,5}^*.
\]

(vi) \( P_3^* = \{1,2,3,4,5,6\} \) with \( 1 \prec 3,4 \prec 5 \prec 6,2 \prec 5, \) and
\[
\varphi_{P_3^*} = E_{1,6}^* + E_{2,6}^* + E_{1,5}^* + E_{3,5}^* + E_{4,5}^*.
\]

(vii) \( P_4 = \{1,2,3,4,5,6\} \) with \( 1 \prec 2,3 \prec 4,2 \prec 5 \prec 6,3 \prec 6, \) and
\[
\varphi_{P_4} = E_{1,4}^* + E_{1,6}^* + E_{2,4}^* + E_{2,5}^* + E_{3,6}^*.
\]

(viii) \( P_4^* = \{1,2,3,4,5,6\} \) with \( 1 \prec 2 \prec 4,1 \prec 5,3 \prec 4,5 \prec 6, \) and
\[
\varphi_{P_4^*} = E_{1,5}^* + E_{1,6}^* + E_{2,4}^* + E_{3,4}^* + E_{3,6}^*.
\]

Proof. Appendix A.

4 Contact toral-pairs

In this section, we introduce the contact analogues of toral-pairs, which we call “contact toral-pairs.” The posets of “contact toral-pairs” will serve as the new “building blocks” in our extended definition of toral poset given in Section 5.

Definition 12. Given a contact poset \( P \) and a corresponding contact one-form \( \varphi = \varphi_S \in (g_A(P))^* \), for \( S \subseteq Rel(P) \cup \{(p,p) \mid p \in P\} \), we call \( (P, \varphi) \) a contact toral-pair if \( P \) satisfies

\begin{itemize}
  \item [(CP1)] \( P \) is connected, and
  \item [(CP2)] \( |\text{Ext}(P)| = 2 \) or \( 3 \),
\end{itemize}

and \( \varphi \) satisfies

\begin{itemize}
  \item [(CF1)] \( E_{p,p}^* \) is a nonzero summand of \( \varphi \) if and only if \( p = 1 \),
  \item [(CF2)] \( \varphi - E_{1,1}^* \) is small,
  \item [(CF3)] \( U_{\varphi - E_{1,1}^*}(P) \) is a filter of \( P \), \( D_{\varphi - E_{1,1}^*}(P) \) is an order ideal of \( P \), and \( O_{\varphi - E_{1,1}^*}(P) = \emptyset \), and
  \item [(CF4)] \( \Gamma_{\varphi - E_{1,1}^*} \) contains all edges between elements of \( \text{Ext}(P) \).
\end{itemize}
Example 13. The posets illustrated in Figure 4 can be paired with an appropriate one-form to yield a contact toral-pair (see Theorems 15, 16, and 17).

![Figure 4: Posets of contact toral-pairs](image)

Remark 14. By Theorem 17 of [8], all contact posets \( \mathcal{P} \) of height zero or one are disconnected; hence, there are no contact toral-pairs \((\mathcal{P}, \varphi)\) with \( \mathcal{P} \) having height zero or one.

Theorem 15. If \( \mathcal{P}_1 = \{1,2,3\} \) with \( 1 \prec 2 \prec 3 \) and \( \varphi_{\mathcal{P}_1} = E^*_{1,1} + E^*_{1,3} + E^*_{2,3} \), then \((\mathcal{P}_1, \varphi_{\mathcal{P}_1})\) constitutes a contact toral-pair.

Proof. Let \( \mathcal{P} = \mathcal{P}_1 \) and \( \varphi = \varphi_{\mathcal{P}_1} \). Clearly, \( \mathcal{P} \) is connected and \( |\text{Ext}(\mathcal{P})| = 2 \), so (CP1) and (CP2) are satisfied. Further, \( E^*_{p,p} \) is a nonzero summand of \( \varphi \) precisely when \( p = 1 \), \( \varphi - E^*_{1,1} \) is clearly small, \( U_{\varphi - E^*_{1,1}}(\mathcal{P}) = \{3\} \) is a filter of \( \mathcal{P} \), \( D_{\varphi - E^*_{1,1}}(\mathcal{P}) = \{1,2\} \) is an ideal of \( \mathcal{P} \), \( O_{\varphi - E^*_{1,1}}(\mathcal{P}) = \emptyset \), and \( \Gamma_{\varphi - E^*_{1,1}} \) contains the edge \((1,3)\), which is the only edge between elements of \( \text{Ext}(\mathcal{P}) \). Therefore, all that remains to show is that \( \varphi \) is a contact form, and this fact follows from the proof of Theorem 28 in [8].

Theorem 16. If \( \mathcal{P}_2 = \{1,2,3,4\} \) with \( 1 \prec 2 \prec 3 \prec 4 \) and \( \varphi_{\mathcal{P}_2} = E^*_{1,1} + E^*_{1,4} + E^*_{3,3} + E^*_{2,4} \), then \((\mathcal{P}_2, \varphi_{\mathcal{P}_2})\) constitutes a contact toral-pair.

Proof. Let \( \mathcal{P} = \mathcal{P}_2 \) and \( \varphi = \varphi_{\mathcal{P}_2} \). Clearly, \( \mathcal{P} \) is connected and \( |\text{Ext}(\mathcal{P})| = 2 \), so (CP1) and (CP2) are satisfied. Further, \( E^*_{p,p} \) is a nonzero summand of \( \varphi \) precisely when \( p = 1 \), \( \varphi - E^*_{1,1} \) is clearly small, \( U_{\varphi - E^*_{1,1}}(\mathcal{P}) = \{3,4\} \) is a filter of \( \mathcal{P} \), \( D_{\varphi - E^*_{1,1}}(\mathcal{P}) = \{1,2\} \) is an ideal of \( \mathcal{P} \), \( O_{\varphi - E^*_{1,1}}(\mathcal{P}) = \emptyset \), and \( \Gamma_{\varphi - E^*_{1,1}} \) contains the edge \((1,4)\), which is the only edge between elements of \( \text{Ext}(\mathcal{P}) \). Therefore, all that remains to show is that \( \varphi \) is a contact form. We proceed by explicitly computing the kernel of \( d\varphi \) and then applying Lemma 5.

Let \( B = \sum k_{i,j} E_{i,j} \in \ker(d\varphi) \), and consider the following groups of conditions \( B \) must satisfy:

Group 1:
• $\varphi([E_{1,1}, B]) = k_{1,4} = 0$,
• $\varphi([E_{2,2}, B]) = k_{2,3} + k_{2,4} = 0$,
• $\varphi([E_{3,3}, B]) = -k_{2,3} = 0$,
• $\varphi([E_{4,4}, B]) = -k_{1,4} - k_{2,4} = 0$,
• $\varphi([E_{1,2}, B]) = k_{2,4} = 0$,
• $\varphi([E_{1,3}, B]) = k_{3,4} = 0$,
• $\varphi([E_{4,4}, B]) = -k_{1,3} - k_{2,3} = 0$.

**Group 2:**

• $\varphi([E_{1,4}, B]) = k_{4,4} - k_{1,1} = 0$,
• $\varphi([E_{2,3}, B]) = k_{3,3} - k_{2,2} = 0$,
• $\varphi([E_{2,4}, B]) = -k_{1,2} + k_{4,4} - k_{2,2} = 0$.

The restrictions of Group 1 immediately imply that $B$ has the form

$$B = k_{1,1}E_{1,1} + k_{2,2}E_{2,2} + k_{3,3}E_{3,3} + k_{4,4}E_{4,4} + k_{1,2}E_{1,2},$$

where the $k_{i,j}$ are potentially nonzero. The restrictions of Group 2 then yield the relations

• $k_{1,1} = k_{4,4} = k_{2,2} + k_{1,2}$ and
• $k_{2,2} = k_{3,3}$.

Combining this with the type-A trace condition $\sum_{i=1}^{4} k_{i,i} = 0$ leads to the relations

• $k_{1,2} = 2k_{1,1}$ and
• $k_{2,2} = -k_{1,1}$;

that is

$$\ker(d\varphi) = \{k_{1,1}E_{1,1} - k_{1,1}E_{2,2} - k_{1,1}E_{3,3} + k_{1,1}E_{4,4} + 2k_{1,1}E_{1,2} \mid k_{1,1} \in \mathbb{C}\}.$$

Then clearly, there exists a choice of $k_{1,1}$ for which

$$k_{1,1}\varphi(E_{1,1} - E_{2,2} - E_{3,3} + E_{4,4} + 2E_{1,2}) = k_{1,1} \neq 0,$$

so the result follows from Lemma 5.

**Theorem 17.** Each of the following pairs, consisting of a poset $P$ and a one-form $\varphi_P$, constitutes a contact toral-pair $(P, \varphi_P)$.

(i) $P_3 = \{1, 2, 3, 4, 5\}$ with $1 \prec 2 \prec 3 \prec 4, 5,$ and

$$\varphi_{P_3} = E^*_{1,1} + E^*_{1,4} + E^*_{1,5} + E^*_{2,3} + E^*_{2,4},$$

(ii) $P_3^* = \{1, 2, 3, 4, 5\}$ with $1, 2 \prec 3 \prec 4 \prec 5$ and

$$\varphi_{P_3^*} = E^*_{1,1} + E^*_{1,4} + E^*_{1,5} + E^*_{2,5} + E^*_{3,4}.$$
Proof. We prove (i), as (ii) follows via a symmetric argument. Let \( \mathcal{P} = \mathcal{P}_3 \) and \( \varphi = \varphi_{\mathcal{P}_3} \). Clearly, \( \mathcal{P} \) is connected and \( |Ext(\mathcal{P})| = 3 \), so (CP1) and (CP2) are satisfied. Further, \( E_{\varphi}^* \) is a nonzero summand of \( \varphi \) precisely when \( p = 1 \). \( \varphi - E_{\varphi}^* \) is clearly small, \( U_{\varphi - E_{\varphi}^*}(\mathcal{P}) = \{3, 4, 5\} \) is a filter of \( \mathcal{P} \), \( D_{\varphi - E_{\varphi}^*}(\mathcal{P}) = \{1, 2\} \) is an ideal of \( \mathcal{P} \), \( O_{\varphi - E_{\varphi}^*}(\mathcal{P}) = \emptyset \), and \( \Gamma_{\varphi - E_{\varphi}^*} \) contains edges \((1, 4)\) and \((1, 5)\), which are all of the edges between elements of \( Ext(\mathcal{P}) \). Therefore, all that remains to show is that \( \varphi \) is a contact form. We proceed by explicitly computing the kernel of \( d\varphi \) and then applying Lemma 5.

Let \( B = \sum k_{i,j} E_{i,j} \in ker(d\varphi) \), and consider the following groups of conditions \( B \) must satisfy:

**Group 1:**
- \( \varphi([E_{3,3}, B]) = -k_{2,3} = 0 \),
- \( \varphi([E_{4,4}, B]) = -k_{1,4} = 0 \),
- \( \varphi([E_{2,4}, B]) = -k_{1,2} = 0 \),
- \( \varphi([E_{3,4}, B]) = -k_{1,3} = 0 \).

**Group 2:**
- \( \varphi([E_{1,1}, B]) = k_{1,4} + k_{1,3} = 0 \),
- \( \varphi([E_{2,2}, B]) = k_{2,3} + k_{2,5} = 0 \),
- \( \varphi([E_{5,5}, B]) = -k_{1,5} - k_{2,5} = 0 \),
- \( \varphi([E_{1,2}, B]) = k_{2,4} + k_{2,5} = 0 \),
- \( \varphi([E_{3,5}, B]) = -k_{1,3} - k_{2,3} = 0 \).

**Group 3:**
- \( \varphi([E_{1,3}, B]) = k_{3,4} + k_{3,5} = 0 \),
- \( \varphi([E_{1,4}, B]) = k_{4,4} - k_{1,1} = 0 \),
- \( \varphi([E_{1,5}, B]) = k_{5,5} - k_{1,1} = 0 \),
- \( \varphi([E_{2,3}, B]) = k_{3,3} - k_{2,2} + k_{3,5} = 0 \),
- \( \varphi([E_{2,5}, B]) = k_{5,5} - k_{2,2} - k_{1,2} = 0 \).

The restrictions of Groups 1 and 2 immediately imply that \( B \) has the form

\[
B = k_{1,1}E_{1,1} + k_{2,2}E_{2,2} + k_{3,3}E_{3,3} + k_{4,4}E_{4,4} + k_{5,5}E_{5,5} + k_{3,4}E_{3,4} + k_{3,5}E_{3,5},
\]

where the \( k_{i,j} \) are potentially nonzero. The restrictions of Group 3 then yield the relations

\[
k_{1,1} = k_{2,2} = k_{4,4} = k_{5,5} = k_{3,3} - k_{3,4} = k_{3,3} + k_{3,5}.
\]

Combining this with the type-A trace condition \( \sum_{i=1}^{5} k_{i,i} = 0 \) leads to the relations

- \( k_{3,3} = -4k_{1,1} \) and
- \( k_{3,4} = -k_{3,5} = -5k_{1,1} \).
Ext construction rules are defined by identifying minimal elements and maximal elements of $Q$:

$$\ker(d\varphi) = \{k_{1,1}E_{1,1} + k_{1,1}E_{2,2} - 4k_{1,1}E_{3,3} + k_{1,1}E_{4,4} + k_{1,1}E_{5,5} - 5k_{1,1}E_{3,4} + 5k_{1,1}E_{3,5} \mid k_{1,1} \in \mathbb{C}\}.$$ 

Then clearly, there exists a choice of $k_{1,1}$ for which

$$k_{1,1}\varphi(E_{1,1} + E_{2,2} - 4E_{3,3} + E_{4,4} + E_{5,5} - 5E_{3,4} + 5E_{3,5}) = k_{1,1} \neq 0,$$

so the result follows from Lemma 5.

**Theorem 18.** Each of the following pairs, consisting of a poset $P$ and a one-form $\varphi_P$, constitutes a contact toral-pair $(\mathcal{P}, \varphi_P)$.

1. $\mathcal{P}_{4,n} = \{1, \ldots, n\}$ with $1 \leq 2 \leq \cdots \leq n - 1$ as well as $1 \leq 2 \leq \cdots \leq \left\lfloor \frac{n}{2} \right\rfloor + 1 \leq n$, and

   $$\varphi_{\mathcal{P}_{4,n}} = E_{1,1}^* + \sum_{i=1}^{\left\lfloor \frac{n}{2} \right\rfloor} E_{i,n-i}^* + \sum_{i=1}^{\left\lfloor \frac{n}{2} \right\rfloor} E_{i,n}^*,$$

2. $\mathcal{P}_{4,n}^* = \{1, \ldots, n\}$ with $2 \leq 3 \leq \cdots \leq n$ as well as $1 \leq \left\lfloor \frac{n}{2} \right\rfloor \leq \left\lceil \frac{n}{2} \right\rceil + 1 \leq n$, and

   $$\varphi_{\mathcal{P}_{4,n}^*} = E_{1,1}^* + \sum_{i=1}^{\left\lceil \frac{n}{2} \right\rceil} E_{i,n}^* + \sum_{i=1}^{\left\lceil \frac{n}{2} \right\rceil} E_{i,n-i}^*,$$

3. $\mathcal{P}_{5,n} = \{1, \ldots, n\}$ with $1 \leq 2 \leq \cdots \leq n - 1$ as well as $1 \leq 2 \leq \cdots \leq \left\lfloor \frac{n}{2} \right\rfloor - 1 \leq n$, and

   $$\varphi_{\mathcal{P}_{5,n}} = E_{1,1}^* + \sum_{i=1}^{\left\lfloor \frac{n}{2} \right\rfloor} E_{i,n-i}^* + \sum_{i=1}^{\left\lfloor \frac{n}{2} \right\rfloor} E_{i,n}^* + E_{1,n-i}^*,$$

4. $\mathcal{P}_{5,n}^* = \{1, \ldots, n\}$ with $2 \leq 3 \leq \cdots \leq n$ as well as $1 \leq \left\lfloor \frac{n}{2} \right\rfloor + 2 \leq \left\lceil \frac{n}{2} \right\rceil + 3 \leq \cdots \leq n$, and

   $$\varphi_{\mathcal{P}_{5,n}^*} = E_{1,1}^* + \sum_{i=1}^{\left\lceil \frac{n}{2} \right\rceil} E_{i,n}^* + \sum_{i=1}^{\left\lceil \frac{n}{2} \right\rceil} E_{i,n-i}^* + E_{1,n-i}^* + E_{2,n}^*.$$ 

**Proof.** Appendix B.

## 5 Toral posets

In this section, we extend the definition of toral poset given in [7] so that posets of contact-toral pairs are included in the collection of “building blocks,” thus allowing toral posets to be contact (see Remark 21). First, we recall the “gluing rules” used in [7] to combine the posets of toral-pairs to yield toral posets.

Let $Q$ be an arbitrary poset and $S$ be a poset of a (contact) toral-pair. We define twelve ways of “combining” the posets $S$ and $Q$ by identifying minimal (resp., maximal) elements of $S$ with minimal (resp., maximal) elements of $Q$. If $\text{Ext}(S) = 2$, then $\text{Ext}(S) = \{a_1, c\}$ with $c \prec_S a_1$; and if $\text{Ext}(S) = 3$, then $\text{Ext}(S) = \{a_1, a_2, c\}$ with either $c \prec_S a_1, a_2$ or $a_1, a_2 \prec_S c$. Further, assume $x, y, z \in \text{Ext}(Q)$. Since the construction rules are defined by identifying minimal elements and maximal elements of $S$ and $Q$, assume that if $c, a_1$, or $a_2$ are identified with elements of $Q$, then those elements are $x, y$, or $z$, respectively. To ease notation, let $\sim_P$ denote that two elements of a poset $P$ are related, and let $\approx_P$ denote that two elements are not related; that is, for $i, j \in \mathcal{P}$, $i \sim_P j$ denotes that $i \preceq_P j$ or $j \preceq_P i$, and $i \approx_P j$ denotes that both
In Figure 5 below we illustrate the posets $Q$ and $S$ of toral-pairs, and a sequence of posets $Q, S$ by applying a rule from the set $\{A_1, A_2, B, C, D_1, D_2, E_1, E_2, F, G_1, G_2, H\}$, for $i = 2, \ldots, n$. Such a sequence $S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = \mathcal{P}$ is called a construction sequence for $\mathcal{P}$.

**Example 20.** Let $\mathcal{P}$ be the toral poset constructed from the toral-pairs $\{(S_i, F_i)\}_{i=1}^{5}$ with attendant construction sequence $S_1 = Q_1 \subset Q_2 \subset Q_3 \subset Q_4 \subset Q_5 = \mathcal{P}$, where

- $S_1 = Q_1$ is isomorphic to the poset on $\{1, 2, 3\}$ with $1 < 2 < 3$,
- $S_2$ is isomorphic to the poset on $\{1, 2, 3, 4\}$ with $1 < 2 < 3 < 4$,
- $S_3$ is isomorphic to the poset on $\{1, 2, 3, 4, 5\}$ with $1 < 2 < 3 < 4 < 5$; and $4 < 6$,
- $S_4$ is isomorphic to the poset on $\{1, 2, 3, 4\}$ with $1 < 2 < 3 < 4$,
- $S_5$ is isomorphic to the poset on $\{1, 2, 3, 4\}$ with $1 < 2 < 3 < 4$,
- $Q_2$ is formed from $S_1 = Q_1$ and $S_2$ by applying rule $A_1$,
- $Q_3$ is formed from $Q_2$ and $S_3$ by applying rule $C$,
- $Q_4$ is formed from $Q_3$ and $S_4$ by applying rule $D_1$, and
- $Q_5 = \mathcal{P}$ is formed from $Q_4$ and $S_5$ by applying rule $F$.

In Figure 5 below we illustrate the posets $Q_i$ of the construction sequence described above, identifying $a_1, a_2$, and $c$ of $S_i$, for $i = 1, \ldots, 5$. 

| Gluing Rule | $c$ | $a_1$ | $a_2$ |
|-------------|-----|-------|-------|
| $A_1$       | $c \neq x$ | $a_1 = y$ | $a_2 \neq z$ |
| $A_2$       | $c \neq x$ | $a_1 \neq y$ | $a_2 = z$ |
| $B$         | $c \neq x$ | $a_1 = y$ | $a_2 = z$ |
| $C$         | $c = x$ | $a_1 \neq y$ | $a_2 \neq z$ |
| $D_1$       | $c = x$ | $a_1 = y, y \sim x$ | $a_2 \neq z$ |
| $D_2$       | $c = x$ | $a_1 \neq y$ | $a_2 = z, z \sim x$ |
| $E_1$       | $c = x$ | $a_1 = y, y \sim x$ | $a_2 \neq z$ |
| $E_2$       | $c = x$ | $a_1 \neq y$ | $a_2 = z, z \sim x$ |
| $F$         | $c = x$ | $a_1 = y, y \sim x$ | $a_2 = z, z \sim x$ |
| $G_1$       | $c = x$ | $a_1 = y, y \sim x$ | $a_2 = z, z \sim x$ |
| $G_2$       | $c = x$ | $a_1 = y, y \sim x$ | $a_2 = z, z \sim x$ |
| $H$         | $c = x$ | $a_1 = y, y \sim x$ | $a_2 = z, z \sim x$ |

Table 1: Gluing rules
Remark 21. To retrieve the original definition of toral poset given in [7], one merely has to omit mention of contact toral-pairs from Definition 19. Combining Theorems 23 and 31 below, one can deduce that toral posets, as they were originally defined, could not be contact. However, since the posets of contact toral-pairs are toral under our extended definition, it follows immediately that toral posets can now be contact.

Remark 22. Our extended definition of toral poset is motivated by results of [8], where the authors find that if a connected poset $P$ of height at most two is contact, then it is toral. In particular, the authors show that a connected poset $P$ of height at most two is contact if and only if $P$ is toral and constructed from the (contact) toral-pairs $\{(S_i,F_{S_i})\}_{i=1}^n$ with construction sequence $S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = P$, where

1. $(S_i,F_{S_i})$ is the contact toral-pair of Theorem 15 for exactly one value of $i \in \{1, \ldots, n\}$,

2. the remaining pairs are toral-pairs, and

3. $Q_i$ is formed from $Q_{i-1}$ and $S_i$ by applying rules from the set $\{A_1, A_2, C, D_1, D_2, F\}$, for $i = 2, \ldots, n$.

The main result of this paper extends the above characterization to include posets of arbitrary height.

Having extended the notion of toral poset, it is worth documenting how certain results of [7] translate in this more general setting. To do so, we require the following theorem, which establishes a recursive relationship between the index of a type-A Lie poset algebra associated to a toral poset and the index of the type-A Lie poset algebras associated to each of the toral poset’s building blocks.

**Theorem 23.** Let $Q$ be a toral poset, $S$ be the poset of a (contact) toral-pair, and $P$ be a toral poset formed from $Q$ and $S$ by applying a rule from the set $\{A_1, A_2, B, C, D_1, D_2, E_1, E_2, F, G_1, G_2, H\}$. Then for each possible gluing rule applied in forming $P$ from $Q$ and $S$, the following table gives the value $\text{ind}(g_A(P)) - \text{ind}(g_A(Q))$ in terms of $\text{ind}(g_A(S))$.
Proof. Note that for posets $S$ of (contact) toral pairs, one has $|Rel_E(S)| - |Ext(S)| + 1 = 0$. Combining Remark 6 and Theorem 20 of [6], the result follows.

Remark 24. Note that Theorem 23 is an extension of Theorem 22 of [8].

Considering Theorem 23 above, we rephrase Theorems 6, 7, and 8 of [7] below, for which the proofs remain unchanged.

Theorem 25. If $P$ is a toral poset and $|C(P)|$ denotes the number of contact toral-pairs in a construction sequence of $P$, then $\text{ind}(g_A(P)) = |Rel_E(P)| - |Ext(P)| + |C(P)| + 1$.

Theorem 26. If $P$ is a toral poset, then $\Sigma(P)$ is homotopic to a wedge sum of $|Rel_E(P)| - |Ext(P)| + 1$ one-spheres.

Theorem 27. Let $P$ be a toral poset constructed from the (contact) toral-pairs $\{(S_i, \varphi_{S_i})\}_{i=1}^n$ with construction sequence $S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = P$. Then, $P$ is Frobenius if and only if

1. $(S_i, \varphi_{S_i})$ is a toral-pair, for $i = 1, \ldots, n$, and
2. $Q_i$ is formed from $Q_{i-1}$ and $S_i$ by applying rules from the set $\{A_1, A_2, C, D_1, D_2, F\}$, for $i = 2, \ldots, n$.

In [7], it is conjectured that all Frobenius posets are toral, i.e., are of the form described in Theorem 27. Since a type-A Lie poset algebra corresponding to a disjoint sum of two posets has nontrivial center, it follows from Theorem 7 of [6] and Theorem 13 of [8] that a disconnected poset is contact if and only if it is a disjoint sum of exactly two Frobenius posets. Therefore, if the conjecture of [7] is proven true, the following conjecture will also be established.

Conjecture 28. Let $P$ be a disconnected poset. Then $P$ is contact if and only if $P$ is a disjoint sum of two Frobenius, toral posets.

Example 29. The poset $P$ whose Hasse diagram is illustrated in Figure 6 below is a disjoint sum of Frobenius, toral posets and, thus, is contact.

| Gluing Rule | $\text{ind}(g_A(P)) - \text{ind}(g_A(Q))$ |
|-------------|---------------------------------|
| $A_1$       | $\text{ind}(g_A(S))$           |
| $A_2$       | $\text{ind}(g_A(S))$           |
| $B$         | $\text{ind}(g_A(S)) + 1$       |
| $C$         | $\text{ind}(g_A(S))$           |
| $D_1$       | $\text{ind}(g_A(S))$           |
| $D_2$       | $\text{ind}(g_A(S))$           |
| $E_1$       | $\text{ind}(g_A(S)) + 1$       |
| $E_2$       | $\text{ind}(g_A(S)) + 1$       |
| $F$         | $\text{ind}(g_A(S))$           |
| $G_1$       | $\text{ind}(g_A(S)) + 1$       |
| $G_2$       | $\text{ind}(g_A(S)) + 1$       |
| $H$         | $\text{ind}(g_A(S)) + 2$       |

Table 2: Gluing rules and index

---

Given two posets $P$ and $Q$, the disjoint sum of $P$ and $Q$ is the poset $P + Q$ on the disjoint sum of $P$ and $Q$, where $s \leq_{P+Q} t$ if either

- $s, t \in P$ and $s \leq_P t$, or
- $s, t \in Q$ and $s \leq_Q t$.

The element

$$|Q| \sum_{i \in P} E_{i,i} - |P| \sum_{j \in Q} E_{j,j}$$

is contained in the center of $g_A(P + Q)$.
Moving forward, our focus is characterizing contact, toral posets (which are necessarily connected). We proceed by first giving some necessary conditions for a type-A Lie poset algebra associated to a toral poset to admit a contact form, and in Section 6, we show that such conditions are also sufficient. The following lemma places an upper bound on the number of contact toral-pairs that can appear in a construction sequence of a contact, toral poset.

**Lemma 30.** Let $\mathcal{P}$ be a toral poset constructed from the (contact) toral-pairs $\{(S_i, \varphi_{S_i})\}_{i=1}^n$ with construction sequence $S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = \mathcal{P}$. If $\mathcal{P}$ is contact, then $(S_i, \varphi_{S_i})$ is a contact toral-pair for at most one value of $i \in \{1, \ldots, n\}$.

**Proof.** Follows immediately from Theorem 23 and the fact that contact Lie algebras have index one. □

Just as Lemma 30 above placed restrictions on the building blocks of a contact, toral poset, Lemma 33 below restricts the set of gluing rules that may be used to construct a contact, toral poset. First, we recall the following result from [8].

**Theorem 31** ([8], Theorem 15). If the Hasse diagram of $\mathcal{P}_{\text{Ext}(\mathcal{P})}$ contains a cycle, then $\mathcal{g}_A(\mathcal{P})$ is not contact.

**Example 32.** Consider the poset $\mathcal{P} = \{1, 2, 3, 4, 5, 6, 7\}$ with relations $1 \prec 3, 4 \prec 6; 2 \prec 4 \prec 7; \text{ and } 2 \prec 5$ whose Hasse diagram is illustrated in Figure 7 below (left). Since the Hasse diagram of $\mathcal{P}_{\text{Ext}(\mathcal{P})}$ (Figure 7 (right)) contains the cycle $(1, 7, 2, 6)$, it follows from Theorem 31 that $\mathcal{P}$ is not contact.

![Figure 7: Hasse diagram of $\mathcal{P}_{\text{Ext}(\mathcal{P})}$ contains a cycle](image)

**Lemma 33.** Let $\mathcal{P}$ be a toral poset constructed from the (contact) toral-pairs $\{(S_i, \varphi_{S_i})\}_{i=1}^n$, where $(S_i, \varphi_{S_i})$ is a contact toral-pair for at most one value of $i \in \{1, \ldots, n\}$. If $\mathcal{P}$ is contact, then $Q_i$ is formed from $Q_{i-1}$ and $S_i$ by applying rules from the set $\{A_1, A_2, C, D_1, D_2, F\}$, for $i = 2, \ldots, n$.

**Proof.** Let $\mathcal{P}$ be a poset with construction sequence $S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = \mathcal{P}$, and assume that $Q_i$ is formed from $Q_{i-1}$ and $S_i$ by applying a rule from the set $\{B, E_1, E_2, G_1, G_2, H\}$, for some $i \in \{2, \ldots, n\}$. Note immediately that if rule $H$ is used to construct $\mathcal{P}$, then $\text{ind}(\mathcal{g}_A(\mathcal{P})) \geq 2$, so $\mathcal{P}$ is not contact. Note also
that each of the rules \( B, E_1, E_2, G_1, \) and \( G_2 \) contributes \( \text{ind}(g_A(S_i)) + 1 \) to the index of \( g_A(P) \), so if any \( S_i \) or \( Q_i \) is not Frobenius, then \( P \) is not contact. To ease notation without loss of generality, let \( Q = Q_{i-1} \), \( S = S_i \), and \( P = Q_i \).

Proceeding, we will show that applying each of rules \( B, E_1, E_2, G_1, \) and \( G_2 \) to the posets \( Q \) and \( S \) in a poset \( P \) with a cycle in the Hasse diagram of \( P_{Ext}(P) \). If \( |Ext(S)| = 2 \), then let \( Ext(S) = \{a_1, c\} \) with \( c < a_1 \), and if \( |Ext(S)| = 3 \), then let \( Ext(S) = \{a_1, a_2, c\} \) with \( a_1, a_2 < c \) or \( c < a_1, a_2 \). If \( |Ext(Q)| = 2 \), then let \( Ext(Q) = \{x, y\} \), and if \( |Ext(Q)| > 2 \), then let \( \{x, y, z\} \subseteq Ext(Q) \). As above, we assume that if \( c, a_1, \) or \( a_2 \) are identified with elements of \( Q \), then those elements are \( x, y, \) and \( z \), respectively. Since \( Q \) is connected, \( Q_{Ext(Q)} \) is also connected. Thus, there exists a path \( P_{xy} \) from \( x \) to \( y \) in the Hasse diagram of \( Q_{Ext(Q)} \), and if \( z \in Ext(Q) \), then there exist paths \( P_{yz} \) and \( P_{xz} \) from \( y \) to \( z \) and from \( x \) to \( z \), respectively, in the Hasse diagram of \( Q_{Ext(Q)} \). Moreover, the Hasse diagram of \( Q_{Ext(Q)} \) is a subgraph of the Hasse diagram of \( P_{Ext(P)} \), so \( P_{xy}, P_{yz}, \) and \( P_{xz} \) are also paths in \( P_{Ext(P)} \). Three cases arise.

Case 1: \( P \) is formed by adjoining \( S \) to \( Q \) using rule \( B \). Combining the edges of \( P_{yz} \) with the edges \( \{y, c\} \) and \( \{c, z\} \) yields a cycle in the Hasse diagram of \( P_{Ext(P)} \).

Case 2: \( P \) is formed by adjoining \( S \) to \( Q \) using rule \( E_1 \) or \( G_2 \). Combining the edges of \( P_{xy} \) with the edge \( \{x, y\} \) yields a cycle in the Hasse diagram of \( P_{Ext(P)} \).

Case 3: \( P \) is formed by adjoining \( S \) to \( Q \) using rule \( E_2 \) or \( G_1 \). Combining the edges of \( P_{xz} \) with the edge \( \{x, z\} \) yields a cycle in the Hasse diagram of \( P_{Ext(P)} \).

In each case, the Hasse diagram \( P_{Ext(P)} \) contains a cycle, so \( g_A(P) \) is not contact by Theorem 31. The result follows.

Combining the formulas from Theorem 23 with Lemmas 30 and 33, note that a contact, toral poset cannot be constructed using only toral-pairs; that is, at least one building block must be contact. Thus, we are led to the following theorem, which states that the upper bound of Lemma 30 is exact.

**Theorem 34.** Let \( P \) be a toral poset constructed from the (contact) toral pairs \( \{(S_i, \varphi S_i)\}_{i=1}^n \). If \( P \) is contact, then there is exactly one \( i \in \{1, \ldots, n\} \) such that \( (S_i, \varphi S_i) \) is a contact toral-pair.

At this point, we have established the “only if” direction of the following theorem. The other direction is the content of the next section.

**Theorem 35.** Let \( P \) be a toral poset constructed from the (contact) toral-pairs \( \{(S_i, F_{S_i})\}_{i=1}^n \) with construction sequence \( S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = P \). Then, \( P \) is contact if and only if

1. \( (S_i, F_{S_i}) \) is a contact toral-pair for exactly one value of \( i \in \{1, \ldots, n\} \), and

2. \( Q_i \) is formed from \( Q_{i-1} \) and \( S_i \) by applying rules from the set \( \{A_1, A_2, C, D_1, D_2, F\} \), for \( i = 2, \ldots, n \).

**Theorem 36.** Let \( P \) be a toral poset constructed from the (contact) toral-pairs \( \{(S_i, F_{S_i})\}_{i=1}^n \) with construction sequence \( S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = P \). If \( Q_i \) is formed from \( Q_{i-1} \) and \( S_i \) by applying a rule from the set \( \{A_1, A_2, C, D_1, D_2, F\} \), for \( i = 2, \ldots, n \), and \( S_i \) is the poset of a contact toral-pair for exactly one value of \( i \in \{1, \ldots, n\} \), then we call the sequence \( S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = P \) a contact sequence.

**Example 37.** Let \( P \) be the toral poset constructed from the (contact) toral-pairs \( \{(S_i, \varphi S_i)\}_{i=1}^5 \) with attendant contact sequence

\[
S_1 = Q_1 \subset Q_2 \subset Q_3 \subset Q_4 \subset Q_5  = P
\]

such that

- \( S_1 = Q_1 \) is isomorphic to the poset on \( \{1, 2, 3, 4, 5\} \) with \( 1 < 2 < 3 < 4, 5 \).
• $S_2$ is isomorphic to the poset on $\{1, 2, 3, 4, 5, 6\}$ with $1 \prec 2, 3 \prec 4 \prec 5$ and $4 \prec 6$,
• $S_3$ is isomorphic to the poset on $\{1, 2, 3, 4, 5, 6\}$ with $1 \prec 2 \prec 3, 4 \prec 5$ and $2 \prec 6$,
• $S_4$ is isomorphic to the poset on $\{1, 2, 3, 4\}$ with $1, 2 \prec 3 \prec 4$,
• $S_5$ is isomorphic to the poset on $\{1, 2, 3, 4, 5, 6\}$ with $1 \prec 3 \prec 4, 5 \prec 6$ and $2 \prec 5$,
• $Q_2$ is formed from $Q_1$ and $S_2$ by applying rule $A_1$,
• $Q_3$ is formed from $Q_2$ and $S_3$ by applying rule $D_1$,
• $Q_4$ is formed from $Q_3$ and $S_4$ by applying rule $C$, and
• $Q_5$ is formed from $Q_4$ and $S_5$ by applying rule $F$.

In Figure 8 below we illustrate the posets $Q_i$ of the contact sequence described above.

![Figure 8: Contact sequence of $P$](image)

**Remark 38.** To ease discourse in the next section, we set the following conventions:

• Given a contact sequence $S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n$, assume that $S_1 = Q_1$ is the unique poset from a contact toral-pair, as in Example 37 above. That is, we adopt the convention that each contact sequence begins life as a poset from a contact toral-pair and grows by gluing on posets from toral-pairs, according to the gluing rules given in Lemma 33.

• A toral poset $P$ for which there exists a contact sequence $Q_1 \subset Q_2 \subset \cdots \subset Q_n = P$ will be called a contact toral poset. This naming convention will be justified upon the completion of the proof of Theorem 35.

### 6 Contact toral one-forms

In this section, given a contact toral poset $P$ constructed from the (contact) toral-pairs $\{(S_i, \varphi_{S_i})\}_{i=1}^n$, we provide an inductive procedure for constructing a contact one-form $\varphi_P \in (\mathfrak{g}_A(P))^*$ from the (contact and Frobenius) one-forms $\varphi_{S_i}$, for $i = 1, \ldots, n$. Once complete, we will have finished the proof of Theorem 35.

**Remark 39.** Let $P$ be a toral poset constructed from the (contact) toral-pairs $\{(S_i, \varphi_{S_i})\}_{i=1}^n$ with contact sequence $S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = P$. Throughout this section, in the notation of Section 5, if $Q = Q_{i-1}$ and $S = S_i$, for $i = 2, \ldots, n$, then we denote the elements of $\{a, x\}$ by $x_i$, $\{b, y\}$ by $y_i$, and $\{c, z\}$ by $z_i$.

**Definition 40.** If $P$ is a contact toral poset constructed from the (contact) toral-pairs $\{(S_i, \varphi_{S_i})\}_{i=1}^n$ with contact sequence $S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = P$, then define the contact toral one-form $\varphi_Q \in (\mathfrak{g}_A(Q_i))^*$, for $i = 1, \ldots, n$, as follows:

• $\varphi_{Q_1} = \varphi_{S_1}$;
• if $Q_i$ is formed from $Q_{i-1}$ and $S_i$, for $1 < i \leq n$, by applying rule
  
  - $A_1, A_2, \text{ or } C$, then
    \[ \varphi_{Q_i} = \varphi_{Q_{i-1}} + \varphi_{S_i}. \]
  
  - $D_1$, then
    \[
    \varphi_{Q_i} = \begin{cases} 
    \varphi_{Q_{i-1}} + \varphi_{S_i} - E^*_{x_i,y_i}, & S_i \text{ has one minimal element;} \\
    \varphi_{Q_{i-1}} + \varphi_{S_i} - E^*_{y_i,x_i}, & S_i \text{ has one maximal element.}
    \end{cases}
    \]
  
  - $D_2$, then
    \[
    \varphi_{Q_i} = \begin{cases} 
    \varphi_{Q_{i-1}} + \varphi_{S_i} - E^*_{x_i,z_i}, & S_i \text{ has one minimal element;} \\
    \varphi_{Q_{i-1}} + \varphi_{S_i} - E^*_{z_i,x_i}, & S_i \text{ has one maximal element.}
    \end{cases}
    \]
  
  - $F$, then
    \[
    \varphi_{Q_i} = \begin{cases} 
    \varphi_{Q_{i-1}} + \varphi_{S_i} - E^*_{x_i,y_i} - E^*_{x_i,z_i}, & S_i \text{ has one minimal element;} \\
    \varphi_{Q_{i-1}} + \varphi_{S_i} - E^*_{y_i,x_i} - E^*_{z_i,x_i}, & S_i \text{ has one maximal element.}
    \end{cases}
    \]

Remark 41. Note that $E^*_{p,q}$ is a summand of $\varphi_{Q_i}$ if and only if $E^*_{p,q}$ is a summand of $\varphi_{Q_{i-1}}$ or $\varphi_{S_i}$.

Example 42. Consider the poset $P$ and associated contact sequence $S_1 = Q_1 \subset \cdots \subset Q_5 = P$ of Example 37. If the Hasse diagram is labeled as in Figure 9 below, then we have the following construction of the contact toral one-form $\varphi_P$:

- $\varphi_{Q_1} = \varphi_{S_1} = E^*_{1,1} + E^*_{1,4} + E^*_{1,5} + E^*_{2,3} + E^*_{2,5}$ by Theorem 17,
- $\varphi_{Q_2} = \varphi_{Q_1} + E^*_{6,5} + E^*_{6,10} + E^*_{7,9} + E^*_{7,5} + E^*_{8,10}$ by Theorem 11(i) and the fact that gluing rule $A_1$ was applied,
- $\varphi_{Q_3} = \varphi_{Q_2} + E^*_{6,14} + E^*_{6,10} + E^*_{11,12} + E^*_{11,13} + E^*_{11,14} - E^*_{6,10}$ by Theorem 11(v) and the fact that gluing rule $D_1$ was applied,
- $\varphi_{Q_4} = \varphi_{Q_3} + E^*_{15,14} + E^*_{16,14} + E^*_{16,17}$ by Theorem 4(ii) of [7] and the fact that gluing rule $C$ was applied, and
- $\varphi_{Q_5} = \varphi_{Q_4} + E^*_{15,14} + E^*_{16,14} + E^*_{16,20} + E^*_{18,19} + E^*_{18,20} - E^*_{15,14} - E^*_{16,14}$ by Theorem 11(iv) and the fact that gluing rule $F$ was applied.

![Figure 9: Labeled Hasse diagram of $P$](image-url)
By definition, contact toral one-forms immediately satisfy (CF1), (CF2), (CF3), and (CF4) of Definition 12. We document this in the following lemma.

**Lemma 43.** If $\mathcal{P}$ is a contact toral poset constructed from the (contact) toral-pairs $\{(S_i, \varphi_{S_i})\}_{i=1}^n$ with contact sequence $S_1 = \mathcal{Q}_1 \subset \mathcal{Q}_2 \subset \ldots \subset \mathcal{Q}_n = \mathcal{P}$, then

- $E_{p,p}$ is a nontrivial summand of $\varphi_{\mathcal{Q}_i}$ if and only if $p = 1$,
- $\varphi_{\mathcal{Q}_i} - E_{1,1}$ is small,
- $U_{\varphi_{\mathcal{Q}_i}, -E_{1,1}^*}(\mathcal{Q}_i)$ is a filter, $D_{\varphi_{\mathcal{Q}_i}, -E_{1,1}^*}(\mathcal{Q}_i)$ is an order ideal of $\mathcal{Q}_i$, $O_{\varphi_{\mathcal{Q}_i}, -E_{1,1}^*}(\mathcal{Q}_i) = 0$, and
- $\Gamma_{\varphi, -E_{1,1}^*}$ contains all edges between elements of $\text{Ext}(\mathcal{Q}_i)$, for $i = 1, \ldots, n$.

**Proof.** Follows immediately from Definitions 8, 12, and 40. \hfill \square

**Remark 44.** Recall that for a poset $\mathcal{P}$, elements of $g(\mathcal{P}) \subset gl(|\mathcal{P}|)$ are of the form

$$\sum_{(i,j) \in \text{Rel}(\mathcal{P})} k_{i,j} E_{i,j} + \sum_{i \in \mathcal{P}} k_{i,i} E_{i,i}.$$ 

Let $\mathcal{P}$ be a poset formed by combining the posets $\mathcal{S}$ and $\mathcal{Q}$ by identifying minimal elements or maximal elements. If $B \in g(\mathcal{P})$, then let $B|_{\mathcal{Q}}$ denote the restriction of $B$ to basis elements of $g(\mathcal{Q})$ and $B|_{\mathcal{S}}$ denote the restriction of $B$ to basis elements of $g(\mathcal{S})$.

In order to show that a contact toral one-form $\varphi_{\mathcal{P}}$ is indeed contact, we use Lemma 5, which requires an investigation of the kernel of $d\varphi_{\mathcal{P}}$. Lemmas 45, 47, and 48 below identify properties that elements of such a kernel must possess. Notice that Lemmas 45 and 47 are “extended” versions of Lemmas 2 and 3, respectively, of [7], and the proofs are unchanged.

**Lemma 45.** If $\mathcal{P}$ is a contact toral poset and $B \in g(\mathcal{P})$ satisfies $\varphi_{\mathcal{P}}([E_{p,p}, B]) = 0$, for all $p \in \mathcal{P}$, then $E_{p,q}^*(B) = 0$, for all $p < q$ such that $E_{p,q}^*$ is a nontrivial summand of $\varphi_{\mathcal{P}}$.

Lemma 45 offers some insight into the structure of $\ker(d\varphi_{\mathcal{P}})$, where $\varphi_{\mathcal{P}}$ is a contact toral one-form on a type-A Lie poset algebra $g_A(\mathcal{P})$. In particular, we have the following corollary.

**Corollary 46.** If $(\mathcal{P}, \varphi_{\mathcal{P}})$ is a contact toral-pair with $B \in \ker_A(d\varphi_{\mathcal{P}})$, then $E_{1,1}^*(B) \neq 0$.

**Proof.** First, notice that for a contact toral-pair $(\mathcal{P}, \varphi_{\mathcal{P}})$, condition (CF1) immediately implies that

$$\varphi_{\mathcal{P}} = E_{1,1}^* + \sum_{(p,q) \in S} E_{p,q}^*$$

for some subset $S \subset \text{Rel}(\mathcal{P})$.

Now, let $B \in \ker_A(d\varphi_{\mathcal{P}}) \subset \ker(d\varphi_{\mathcal{P}})$. Since $\mathcal{P}$ is a contact toral poset, $\varphi_{\mathcal{P}}$ is a contact toral one-form, and $\varphi_{\mathcal{P}}([E_{p,p}, B]) = 0$, for all $p \in \mathcal{P}$, we can apply Lemma 45; that is,

$$\varphi_{\mathcal{P}}(B) = E_{1,1}^*(B) + \sum_{(p,q) \in S} E_{p,q}^*(B) = E_{1,1}^*(B).$$

Since $\varphi_{\mathcal{P}}$ is contact, Lemma 5 implies that $\varphi_{\mathcal{P}}(B) \neq 0$. The result follows. \hfill \square

**Lemma 47.** Let $\mathcal{P}$ be a contact toral poset constructed from the (contact) toral-pairs $\{(S_i, \varphi_{S_i})\}_{i=1}^n$ with contact sequence $S_1 = \mathcal{Q}_1 \subset \mathcal{Q}_2 \subset \cdots \subset \mathcal{Q}_n = \mathcal{P}$. If $1 < i \leq n$, then $B \in \ker(d\varphi_{\mathcal{Q}_i})$ must satisfy $B|_{\mathcal{Q}_{i-1}} \in \ker(d\varphi_{\mathcal{Q}_{i-1}})$ and $B|_{\mathcal{S}_i} \in \ker(d\varphi_{\mathcal{S}_i})$.

18
Lemma 48. If \((P, \varphi_P)\) is a contact toral-pair with \(B \in \ker(d\varphi_P)\), then \(E^*_{p,p}(B) = E^*_{q,q}(B)\) for all \(p, q \in \text{Ext}(P)\) such that \(p < q\).

Proof. Let \(\varphi = \varphi_P\), \(B \in \ker(d\varphi)\), and \(p, q \in \text{Ext}(P)\), with \(p < q\). Consider the equation \(\varphi([E_{p,q}, B]) = 0\). By property (CF4), \(E^*_{p,q}\) is a summand of \(\varphi\), and moreover, since \(p, q \in \text{Ext}(P)\), we have that \([E_{p,q}, E_{r,s}] = 0\) for all \(r, s \in P\) with \(r < s\). Therefore, \(\varphi([E_{p,q}, B]) = E^*_{p,q}(B) - E^*_{p,p}(B) = 0\), and the result follows.

Remark 49. We are now in a position to prove the main result of this paper (see Theorem 50 below). First, recall that \(g(n) = \mathfrak{s}(n) \oplus \text{span}\{I_n\}\), where \(I_n = \sum_{i=1}^n E_i\). Since a type-A Lie poset algebra \(g_A(P)\) contains all diagonal elements of its parent simple Lie algebra, \(\mathfrak{s}(\text{P})\), we also have that

\[
\mathfrak{g}(P) = g_A(P) \oplus \text{span}\{I_{\text{P}}\}.
\]

Moreover, since \(I_{\text{P}}\) is central in \(\mathfrak{g}(\text{P})\), we have that

\[
\ker(d\varphi) = \ker(d\varphi) \oplus \text{span}\{I_{\text{P}}\},
\]

for all one-forms \(\varphi \in (g_A(P))^*\).

Theorem 50. If \(P\) is a contact toral-pair constructed from the (contact) toral-pairs \(\{(S_i, \varphi_{S_i})\}_{i=1}^n\) with contact sequence \(S_1 = Q_1 \subset Q_2 \subset \cdots \subset Q_n = P\), then \(\varphi_{Q_i} \in (g_A(Q_i))^*\) is a contact form, for all \(i = 1, \ldots, n\).

Proof. To show \(\varphi_{Q_i}\) is a contact form on \(g_A(Q_i)\), we use induction on \(i\) to show that the following condition holds:

\[
\text{there exists } B_i \in g_A(Q_i) \text{ such that } \text{span}\{B_i\} = \ker_A(d\varphi_{Q_i}) \text{ and } \varphi_{Q_i}(B_i) \neq 0. (1)
\]

An application of Lemma 5 will then finish the proof.

The case of \(i = 1\) is clear since, by definition, \((Q_1, \varphi_{Q_1})\) is a contact toral-pair. Assume condition (1) holds for \(B_{i-1} \in \ker_A(d\varphi_{Q_{i-1}})\), for some \(i \in \{2, \ldots, n\}\). Let \(0 \neq B_i \in \ker_A(d\varphi_{Q_i})\), and note immediately that such a \(B_i\) exists because \(\text{ind}(g_A(Q_i)) = 1\). Since \(g_A(Q_i) \subset g_A(Q_i)\) and \(\ker_A(d\varphi_{Q_i}) \subset \ker(d\varphi_{Q_i})\), Lemma 47 applies to \(B_i\), and we have that

\[
B_i|_{Q_{i-1}} \in \ker(d\varphi_{Q_{i-1}})
\]

and

\[
B_i|_{S_i} \in \ker(d\varphi_{S_i}).
\]

Combining (2) with the inductive hypothesis and Remark 49, we have that \(B_i|_{Q_{i-1}} = k_1 B_{i-1} + k_2 I_{Q_{i-1}}\), where \(k_1, k_2 \in \mathbb{C}\). Further, combining (3) with property (F4) of toral-pairs, we must also have that \(E^*_{p,p}(B_i|_{S_i}) = E^*_{q,q}(B_i|_{S_i})\), for all \(p, q \in S_i\), and \(E^*_{p,q}(B_i|_{S_i}) = 0\), for all \(p, q \in S_i\) satisfying \(p <_S q\). Then since the gluing rules in the construction of \(Q_i\) involve only the identification of extremal elements and 1 is a minimal element of \(Q_i\), Lemma 48 implies that \(E^*_{p,p}(B_i|_{S_i}) = E^*_{1,1}(B_i|_{Q_{i-1}}) = k_1 E^*_{1,1}(B_{i-1}) + k_2\), for all \(p \in S_i\); that is,

\[
B_i = k_1 B_{i-1} + k_2 I_{Q_{i-1}} + \sum_{p \in S_i \setminus Q_{i-1}} (k_1 E^*_{1,1}(B_{i-1}) + k_2) E^*_{p,p}.
\]

By assumption, \(B_{i-1} \in g_A(Q_{i-1})\), so \(tr(k_1 B_{i-1}) = 0\), and since \(B_i \in g_A(Q_i)\), it must be the case that

\[
tr(B_i) = k_2|_{Q_{i-1}} + |S_i - Q_{i-1}|(k_1 E^*_{1,1}(B_{i-1}) + k_2) = 0.
\]

Solving for \(k_2\), we have that

\[
k_2 = \frac{|S_i - Q_{i-1}|}{|Q_{i-1}| + |S_i - Q_{i-1}|} k_1 E^*_{1,1}(B_{i-1}).
\]

Therefore, a choice of \(k_1\) determines \(B_i\) completely, and so \(\text{span}\{B_i\} = \ker_A(d\varphi_{Q_i})\). Further, by Lemma 45 and Corollary 46,

\[
\varphi_{Q_i}(B_i) = E^*_{1,1}(B_i) = E^*_{1,1}(k_1 B_{i-1} + k_2) = k_1 E^*_{1,1}(B_{i-1}) \left(1 - \frac{|S_i - Q_{i-1}|}{|Q_{i-1}| + |S_i - Q_{i-1}|}\right) \neq 0.
\]

The result follows from Lemma 5.
Considering Remark 22 and Theorem 50, we are led to the following conjecture.

**Conjecture 51.** If $\mathcal{P}$ is a connected poset for which $\mathfrak{g}_A(\mathcal{P})$ is contact, then $\mathcal{P}$ is toral.

### 7 Epilogue

At its genesis, contact geometry was mainly viewed as the odd-dimensional analogue of symplectic geometry (see [14]). Though the field has outgrown its reliance on symplectic geometry and taken on a life of its own, the intertwining of symplectic and contact manifolds is still a major focus. For example, a recent result of Barajas et al. ([3], 2019) states that each $2n$--dimensional Frobenius, i.e., exact symplectic, Lie algebra $\mathfrak{f}$ can be constructed by a procedure which “extends” a $(2n - 1)$--dimensional contact ideal $\mathfrak{c} \subset \mathfrak{f}$. As a consequence, the classification of Frobenius Lie algebras will immediately follow from a classification of contact Lie algebras. On the other hand, the same authors show that a similar procedure for constructing contact Lie algebras from Frobenius ones is not comprehensive; that is, there are contact Lie algebras that do not have codimension one, Frobenius ideals. Thus, we have the following question:

Which Frobenius Lie algebras can be augmented to yield contact Lie algebras?

One of the first appearances of the question above was in Arnold’s text [2], where he described a “contactification” functor from the category of exact symplectic manifolds to the category of contact manifolds. This notion was later extended by Diatta [12] and relabeled “contactization.” Effectively, the work done in the present article provides insight into a “combinatorial contactization” upon adjustment of the convention given in Remark 38. In particular, one can construct a Frobenius, toral poset and then “contactize” the associated Lie algebra by gluing on a poset from a contact toral-pair – according to the rules given in Theorem 35. The benefit of this approach is that it appears to be the first instance of its kind to use combinatorics, rather than algebra or geometry.

A potential direction for further research related to the notion of combinatorial contactization is in Lie poset algebras of other types. In general, a Lie poset subalgebra of a classical, simple Lie algebra $\mathfrak{g}$ is one which lies between a Cartan subalgebra of $\mathfrak{g}$ and an associated Borel subalgebra of $\mathfrak{g}$ (see [5]). The recent article ([9], 2021) serves as an initial investigation into the index and spectra of such algebras. Utilizing the identification in [9] of restricted families of Frobenius, type-B, C, and D Lie poset algebras – and their associated type-B, C, and D posets – one may be able to introduce new building blocks and gluing rules in order to generate contact, type-B, C, and D Lie poset algebras, respectively.

Lie poset algebras are further generalized by removing the presence of a Borel subalgebra from the definition. That is, we define a *Lie proset subalgebra* of a classical, simple Lie algebra $\mathfrak{g}$ to be any subalgebra which contains a Cartan subalgebra of $\mathfrak{g}$. Clearly the family of Lie poset algebras is contained in this new family, and moreover, Lie proset algebras correspond to “pre-orderings” in the same way that Lie poset algebras correspond to partial orderings. A *proset* (pre-ordered set) is a set with a binary relation that satisfies reflexivity and transitivity, and each finite proset can be represented by the reachability of a directed graph, or *quiver*. A Hasse diagram is an acyclic quiver, so combinatorially, the extension from Lie poset algebras to Lie proset algebras can be described as simply allowing (directed) cycles in the associated combinatorial object. We conclude with the following question:

*Can a Frobenius Lie poset algebra be combinatorially contactized by gluing directed cycles to the associated Hasse diagram, thus yielding a contact Lie proset algebra?*

### 8 Appendix A: New Toral Pairs

This appendix contains the proof of Theorem 11.

**Theorem 52.** Each of the following pairs, consisting of a poset $\mathcal{P}$ and a one-form $\varphi_\mathcal{P}$, constitutes a toral-pair $(\mathcal{P}, \varphi_\mathcal{P})$. 
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(i) $\mathcal{P}_1 = \{1, 2, 3, 4, 5, 6\}$ with $1 \prec 2, 3 \prec 4 \prec 5, 6$, and

$$\varphi_{\mathcal{P}_1} = E_{1,5}^* + E_{1,6}^* + E_{2,4}^* + E_{2,5}^* + E_{3,6}^*.$$ 

(ii) $\mathcal{P}_1^* = \{1, 2, 3, 4, 5, 6\}$ with $1, 2 \prec 3 \prec 4, 5 \prec 6$, and

$$\varphi_{\mathcal{P}_1^*} = E_{1,6}^* + E_{2,6}^* + E_{3,4}^* + E_{2,5}^*.$$ 

Proof. We prove (i), as (ii) follows via a symmetric argument. Let $\mathcal{P} = \mathcal{P}_1$ and $\varphi = \varphi_{\mathcal{P}_1}$. Clearly, $|\text{Ext} (\mathcal{P})| = 3$, so (P1) of Definition 8 is satisfied. Further, $\varphi$ is clearly small, $U_\varphi(\mathcal{P})$ is a filter of $\mathcal{P}$, $D_\varphi(\mathcal{P}) = \{1, 2, 3\}$ is an ideal of $\mathcal{P}$, $O_\varphi(\mathcal{P}) = \emptyset$, and $\Gamma_\varphi$ contains the only edges, $(1, 5)$ and $(1, 6)$, between elements of $\text{Ext} (\mathcal{P})$. Thus, $\varphi$ satisfies (F1) – (F3) of Definition 8. Assuming $\varphi$ is Frobenius, applying Theorem 2 of [7] and Theorem 3.3(1) of [21], it follows that $\mathcal{P}$ satisfies (P2) of Definition 8. Therefore, all that remains to show is that $\varphi$ satisfies (F4) of Definition 8 and is Frobenius on $g_A (\mathcal{P})$.

Let $B = \sum k_{i,j} E_{i,j} \in \ker (d_\varphi)$ and consider the following groups of conditions $B$ must satisfy:

**Group 1:**
- $\varphi ([E_{3,3}, B]) = k_{3,6} = 0,$
- $\varphi ([E_{4,4}, B]) = -k_{2,4} = 0,$
- $\varphi ([E_{2,6}, B]) = -k_{1,2} = 0,$
- $\varphi ([E_{3,4}, B]) = k_{4,6} = 0,$
- $\varphi ([E_{3,5}, B]) = -k_{1,3} = 0.$

**Group 2:**
- $\varphi ([E_{2,2}, B]) = k_{2,4} + k_{2,5} = 0,$
- $\varphi ([E_{6,6}, B]) = -k_{1,6} - k_{3,6} = 0,$
- $\varphi ([E_{1,3}, B]) = k_{3,5} - k_{3,6} = 0,$
- $\varphi ([E_{4,4}, B]) = k_{4,5} - k_{4,6} = 0,$
- $\varphi ([E_{4,5}, B]) = -k_{1,4} - k_{2,4} = 0.$

**Group 3:**
- $\varphi ([E_{1,1}, B]) = k_{1,5} + k_{1,6} = 0,$
- $\varphi ([E_{5,5}, B]) = -k_{1,5} - k_{2,5} = 0,$
- $\varphi ([E_{1,2}, B]) = k_{2,5} + k_{2,6} = 0,$
- $\varphi ([E_{4,6}, B]) = -k_{1,4} - k_{3,4} = 0.$

**Group 4:**
- $\varphi ([E_{1,5}, B]) = k_{5,5} - k_{1,1} = 0,$
- $\varphi ([E_{1,6}, B]) = k_{6,6} - k_{1,1} = 0,$
- $\varphi ([E_{2,4}, B]) = k_{4,4} - k_{2,2} + k_{4,5} = 0,$
- $\varphi ([E_{2,5}, B]) = k_{5,5} - k_{2,2} - k_{1,2} = 0.$
Theorem 53. Each of the following pairs, consisting of a poset \( P \) and a one-form \( \varphi_P \), constitutes a toral-pair \( (P, \varphi_P) \).

(i) \( P_2 = \{1, 2, 3, 4, 5, 6\} \) with \( 1 < 2, 3 < 4 < 5; 3 < 6 \), and

\[
\varphi_{P_2} = E_{1,5}^* + E_{1,6}^* + E_{2,4}^* + E_{3,4}^* + E_{3,6}^*.
\]

(ii) \( P_2 = \{1, 2, 3, 4, 5, 6\} \) with \( 1 < 3 < 4 < 5 < 6; 2 < 5 \), and

\[
\varphi_{P_2} = E_{1,6}^* + E_{2,6}^* + E_{2,5}^* + E_{3,4}^* + E_{3,5}^*.
\]

Proof. We prove (i), as (ii) follows via a symmetric argument. Let \( P = P_2 \) and \( \varphi = \varphi_{P_2} \). Clearly, \( |\text{Ext}(P)| = 3 \), so (F1) of Definition 8 is satisfied. Further, \( \varphi \) is clearly small, \( U_\varphi(P) = \{4, 5, 6\} \) is a filter of \( P \), \( D_\varphi(P) = \{1, 2, 3\} \) is an ideal of \( P \), \( O_\varphi(P) = \emptyset \), and \( \Gamma_\varphi \) contains the only edges, \((1, 5)\) and \((1, 6)\), between elements of \( \text{Ext}(P) \). Thus, \( \varphi \) satisfies (F1) – (F3) of Definition 8. Assuming \( \varphi \) is Frobenius, applying Theorem 2 of [7] and Theorem 3.3(1) of [21], it follows that \( P \) satisfies (P2) of Definition 8. Therefore, all that remains to show is that \( \varphi \) satisfies (F4) of Definition 8 and is Frobenius on \( \mathfrak{g}_A(P) \).

Let \( B = \sum k_{i,j} E_{i,j} \in \ker(d\varphi) \) and consider the following groups of conditions \( B \) must satisfy:

Group 1:

- \( \varphi([E_{2,2}, B]) = k_{2,4} = 0 \),
- \( \varphi([E_{3,5}, B]) = -k_{1,5} = 0 \),
- \( \varphi([E_{1,2}, B]) = k_{2,5} = 0 \),
- \( \varphi([E_{1,4}, B]) = k_{4,5} = 0 \),
- \( \varphi([E_{2,5}, B]) = -k_{1,2} = 0 \).
\[ \varphi([E_{3,5}, B]) = -k_{1,3} = 0, \]
\[ \varphi([E_{4,5}, B]) = -k_{1,4} = 0. \]

**Group 2:**

- \[ \varphi([E_{1,1}, B]) = k_{1,5} + k_{1,6} = 0, \]
- \[ \varphi([E_{4,4}, B]) = -k_{2,4} - k_{3,4} = 0. \]

**Group 3:**

- \[ \varphi([E_{3,3}, B]) = k_{3,4} + k_{3,6} = 0, \]
- \[ \varphi([E_{6,6}, B]) = -k_{1,6} - k_{3,6} = 0. \]

**Group 4:**

- \[ \varphi([E_{1,3}, B]) = k_{3,5} + k_{3,6} = 0. \]

**Group 5:**

- \[ \varphi([E_{1,5}, B]) = k_{5,5} - k_{1,1} = 0, \]
- \[ \varphi([E_{1,6}, B]) = k_{6,6} - k_{1,1} = 0, \]
- \[ \varphi([E_{2,4}, B]) = k_{4,4} - k_{2,2} = 0, \]
- \[ \varphi([E_{4,4}, B]) = k_{4,4} - k_{3,3} = 0, \]
- \[ \varphi([E_{3,6}, B]) = k_{6,6} - k_{3,3} - k_{1,3} = 0. \]

The restrictions of the equations in Group 1 immediately imply that

\[ k_{1,2} = k_{1,3} = k_{1,4} = k_{1,5} = k_{2,4} = k_{2,5} = k_{4,5} = 0. \]  \(8\)

Combining the Group 1 restrictions to those of Group 2, we may conclude that

\[ k_{1,6} = k_{3,4} = 0. \]  \(9\)

Combining the Group 1 and 2 restrictions to those of Group 3, we may conclude that

\[ k_{3,6} = 0. \]  \(10\)

Combining the Group 1, 2, and 3 restrictions to those of Group 4, we may conclude that

\[ k_{3,5} = 0. \]  \(11\)

Finally, combining the restrictions of Groups 1, 2, 3, and 4 to those of Group 5, we find that

\[ k_{i,i} = k_{j,j}, \text{ for all } i, j \in P. \]  \(12\)

Equations (8) – (12) establish that \( \varphi \) satisfies (F4) of Definition 8. Now, considering Remark 7, combining the type-A trace condition

\[ \sum_{i=1}^{6} k_{i,i} = 0 \]

with (8) – (12), we find that \( \ker_A(d\varphi) = \{0\} \). Therefore, \( g_A(P) \) is Frobenius with Frobenius one-form \( \varphi \), and \( (P, \varphi) \) is a toral-pair.
**Theorem 54.** Each of the following pairs, consisting of a poset \( P \) and a one-form \( \varphi_P \), constitutes a toral-pair \((P, \varphi_P)\).

(i) \( P_3 = \{1, 2, 3, 4, 5, 6\} \) with \( 1 \prec 2 \prec 3, 4 \prec 5; 2 \prec 6, \) and

\[
\varphi_{P_3} = E_{1,5}^* + E_{1,6}^* + E_{2,3}^* + E_{2,4}^* + E_{2,5}^*.
\]

(ii) \( P_3' = \{1, 2, 3, 4, 5, 6\} \) with \( 1 \prec 3, 4 \prec 5 \prec 6; 2 \prec 5, \) and

\[
\varphi_{P_3'} = E_{1,6}^* + E_{2,6}^* + E_{1,5}^* + E_{3,5}^* + E_{4,5}^*.
\]

**Proof.** We prove (i), as (ii) follows via a symmetric argument. Let \( P = P_3 \) and \( \varphi = \varphi_{P_3} \). Clearly, \(|\text{Ext}(P)| = 3\), so (P1) of Definition 8 is satisfied. Further, \( \varphi \) is clearly small, \( U_\varphi(P) = \{3, 4, 5, 6\} \) is a filter of \( P \), \( D_\varphi(P) = \{1, 2\} \) is an ideal of \( P \), \( O_\varphi(P) = \emptyset \), and \( \Gamma_\varphi \) contains the only edges, \((1, 5)\) and \((1, 6)\), between elements of \( \text{Ext}(P) \). Thus, \( \varphi \) satisfies (F1) – (F3) of Definition 8. Assuming \( \varphi \) is Frobenius, applying Theorem 2 of [7] and Theorem 3.3(1) of [21], it follows that \( P \) satisfies (P2) of Definition 8. Therefore, all that remains to show is that \( \varphi \) satisfies (F4) of Definition 8 and is Frobenius on \( g_A(P) \).

Let \( B = \sum k_{i,j}E_{i,j} \in \ker(d\varphi) \) and consider the following groups of conditions \( B \) must satisfy:

**Group 1:**
- \( \varphi([E_{3,3}, B]) = -k_{2,3} = 0, \)
- \( \varphi([E_{4,4}, B]) = -k_{2,4} = 0, \)
- \( \varphi([E_{6,6}, B]) = -k_{1,6} = 0, \)
- \( \varphi([E_{1,3}, B]) = k_{3,5} = 0, \)
- \( \varphi([E_{1,4}, B]) = k_{4,5} = 0, \)
- \( \varphi([E_{2,6}, B]) = -k_{1,2} = 0. \)

**Group 2:**
- \( \varphi([E_{1,1}, B]) = k_{1,5} + k_{1,6} = 0, \)
- \( \varphi([E_{2,2}, B]) = k_{2,3} + k_{2,4} + k_{2,5} = 0, \)
- \( \varphi([E_{3,5}, B]) = -k_{1,3} - k_{2,3} = 0, \)
- \( \varphi([E_{4,5}, B]) = -k_{1,4} - k_{2,4} = 0, \)

**Group 3:**
- \( \varphi([E_{3,5}, B]) = -k_{1,5} - k_{2,5} = 0, \)
- \( \varphi([E_{1,2}, B]) = k_{2,5} + k_{2,6} = 0, \)

**Group 4:**
- \( \varphi([E_{1,5}, B]) = k_{5,5} - k_{1,1} = 0, \)
- \( \varphi([E_{1,6}, B]) = k_{6,6} - k_{1,1} = 0, \)
- \( \varphi([E_{2,3}, B]) = k_{3,3} - k_{2,2} + k_{3,5} = 0, \)
- \( \varphi([E_{2,4}, B]) = k_{4,4} - k_{2,2} + k_{4,5} = 0, \)
- \( \varphi([E_{2,5}, B]) = k_{5,5} - k_{2,2} + k_{1,2} = 0, \)
The restrictions of the equations in Group 1 immediately imply that
\[ k_{1,2} = k_{1,6} = k_{2,3} = k_{2,4} = k_{3,5} = k_{4,5} = 0. \]  
\( (13) \)

Combining the Group 1 restrictions to those of Group 2, we may conclude that
\[ k_{1,3} = k_{1,4} = k_{1,5} = k_{2,5} = 0. \]  
\( (14) \)

Combining the Group 1 and 2 restrictions to those of Group 3, we may conclude that
\[ k_{2,6} = 0. \]  
\( (15) \)

Finally, combining the restrictions of Groups 1, 2, and 3 to those of Group 4, we find that
\[ k_{i,i} = k_{j,j}, \text{ for all } i, j \in \mathcal{P}. \]  
\( (16) \)

Equations (13) – (16) establish that \( \varphi \) satisfies (F4) of Definition 8. Now, considering Remark 7, combining the type-A trace condition
\[ \sum_{i=1}^{6} k_{i,i} = 0 \]
with (13) – (16), we find that \( \ker_A(d\varphi) = \{0\} \). Therefore, \( g_A(\mathcal{P}) \) is Frobenius with Frobenius one-form \( \varphi \), and \((\mathcal{P}, \varphi)\) is a toral-pair. \( \square \)

**Theorem 55.** Each of the following pairs, consisting of a poset \( \mathcal{P} \) and a one-form \( \varphi_{\mathcal{P}} \), constitutes a toral-pair \((\mathcal{P}, \varphi_{\mathcal{P}})\).

(i) \( \mathcal{P}_4 = \{1, 2, 3, 4, 5, 6\} \) with \( 1 \prec 2, 3 \prec 6; 3 \prec 4, 5; 2 \prec 4, \) and
\[ \varphi_{\mathcal{P}_4} = E^*_{1,4} + E^*_{1,6} + E^*_{2,4} + E^*_{2,5} + E^*_{3,6}, \]

(ii) \( \mathcal{P}_4^* = \{1, 2, 3, 4, 5, 6\} \) with \( 1 \prec 4, 5 \prec 6; 2, 3 \prec 4; 3 \prec 5, \) and
\[ \varphi_{\mathcal{P}_4^*} = E^*_{1,5} + E^*_{1,6} + E^*_{2,4} + E^*_{3,4} + E^*_{3,6}. \]

**Proof.** We prove (i), as (ii) follows via a symmetric argument. Let \( \mathcal{P} = \mathcal{P}_4 \) and \( \varphi = \varphi_{\mathcal{P}_4} \). Clearly, \( |\text{Ext}(\mathcal{P})| = 3 \), so (P1) of Definition 8 is satisfied. Further, \( \varphi \) is clearly small, \( U_\varphi(\mathcal{P}) = \{4, 5, 6\} \) is a filter of \( \mathcal{P} \), \( D_\varphi(\mathcal{P}) = \{1, 2, 3\} \) is an ideal of \( \mathcal{P} \), \( O_\varphi(\mathcal{P}) = \emptyset \), and \( \Gamma_\varphi \) contains the only edges, \( (1, 4) \) and \( (1, 6) \), between elements of \( \text{Ext}(\mathcal{P}) \). Thus, \( \varphi \) satisfies (F1) – (F3) of Definition 8. Assuming \( \varphi \) is Frobenius, applying Theorem 2 of [7] and Theorem 3.3(1) of [21], it follows that \( \mathcal{P} \) satisfies (P2) of Definition 8. Therefore, all that remains to show is that \( \varphi \) satisfies (F4) of Definition 8 and is Frobenius on \( g_A(\mathcal{P}) \).

Let \( B = \sum k_{i,j} E_{i,j} \in \ker(d\varphi) \) and consider the following groups of conditions \( B \) must satisfy:

**Group 1:**
- \( \varphi([E_{3,3}, B]) = k_{3,6} = 0, \)
- \( \varphi([E_{5,5}, B]) = -k_{2,5} = 0, \)
- \( \varphi([E_{1,5}, B]) = k_{5,6} = 0, \)
- \( \varphi([E_{2,6}, B]) = -k_{1,2} = 0, \)
- \( \varphi([E_{3,4}, B]) = -k_{1,3} = 0, \)
- \( \varphi([E_{5,6}, B]) = -k_{1,5} = 0, \)
Group 2:
- $\varphi([E_{2,2}, B]) = k_{2,4} + k_{2,5} = 0$,
- $\varphi([E_{6,6}, B]) = -k_{1,6} - k_{3,6} = 0$,
- $\varphi([E_{1,3}, B]) = k_{3,4} + k_{3,6} = 0$,

Group 3:
- $\varphi([E_{1,1}, B]) = k_{1,4} + k_{1,6} = 0$,
- $\varphi([E_{4,4}, B]) = -k_{1,4} - k_{2,4} = 0$,
- $\varphi([E_{1,2}, B]) = k_{2,4} + k_{2,6} = 0$,

Group 4:
- $\varphi([E_{1,4}, B]) = k_{4,4} - k_{1,1} = 0$,
- $\varphi([E_{1,6}, B]) = k_{6,6} - k_{1,1} = 0$,
- $\varphi([E_{2,4}, B]) = k_{4,4} - k_{2,2} - k_{1,2} = 0$,
- $\varphi([E_{2,5}, B]) = k_{5,4} - k_{2,2} - k_{1,2} = 0$,
- $\varphi([E_{3,6}, B]) = k_{6,6} - k_{3,3} - k_{1,3} = 0$,

The restrictions of the equations in Group 1 immediately imply that

$$k_{1,2} = k_{1,3} = k_{1,5} = k_{2,5} = k_{3,6} = k_{5,6} = 0.$$ (17)

Combining the Group 1 restrictions to those of Group 2, we may conclude that

$$k_{1,6} = k_{2,4} = k_{3,4} = 0.$$ (18)

Combining the Group 1 and 2 restrictions to those of Group 3, we may conclude that

$$k_{1,4} = k_{2,6} = 0.$$ (19)

Finally, combining the restrictions of Groups 1, 2, and 3 to those of Group 4, we find that

$$k_{i,i} = k_{j,j}, \text{ for all } i, j \in \mathcal{P}.$$ (20)

Equations (17) – (20) establish that $\varphi$ satisfies (F4) of Definition 8. Now, considering Remark 7, combining the type-A trace condition

$$\sum_{i=1}^{6} k_{i,i} = 0$$

with (17) – (20), we find that $\ker_A(d\varphi) = \{0\}$. Therefore, $g_A(\mathcal{P})$ is Frobenius with Frobenius one-form $\varphi$, and $(\mathcal{P}, \varphi)$ is a toral-pair. \qed
9 Appendix B

This appendix contains the proof of Theorem 18.

**Theorem 56.** Each of the following pairs, consisting of a poset $P$ and a one-form $\varphi_P$, constitutes a contact toral-pair $(P, \varphi_P)$.

(i) $P_{4,n} = \{1, \ldots, n\}$ with $1 \leq 2 \leq \cdots \leq n - 1$ as well as $1 \leq 2 \leq \cdots \leq \lfloor \frac{n}{2} \rfloor + 1 \leq n$, and

$$\varphi_{P_{4,n}} = E_{1,1}^s + \sum_{i=1}^{\lceil \frac{n-1}{2} \rceil} E_{i,n-i}^s + \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} E_{i,n}^s,$$

(ii) $P_{4,n}^* = \{1, \ldots, n\}$ with $2 \leq 3 \leq \cdots \leq n$ as well as $1 \leq \lfloor \frac{n}{2} \rfloor \leq \lfloor \frac{n}{2} \rfloor + 1 \leq \cdots \leq n$, and

$$\varphi_{P_{4,n}^*} = E_{1,1}^s + \sum_{i=2}^{\lfloor \frac{n}{2} \rfloor} E_{i,n-i+2}^s + \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor + 1} E_{i,1}^s.$$

**Proof.** We prove (i), as (ii) follows via a symmetric argument. Let $P = P_{4,n}^*$ and $\varphi = \varphi_{P_{4,n}^*}$. Note immediately that $P$ is connected and $|\text{Ext}(P)| = 3$, so (CP1) and (CP2) are satisfied. Now, with regard to $\varphi$, we have the following:

- $E_{p,p}^s$ is a nonzero summand of $\varphi$ precisely when $p = 1$,
- $\varphi - E_{1,1}^s$ is clearly small,
- $U_{\varphi - E_{1,1}^s}(P) = [\lfloor \frac{n}{2} \rfloor + 1, n] \cap \mathbb{Z}$ is a filter of $P$, $D_{\varphi - E_{1,1}^s}(P) = [1, \lfloor \frac{n}{2} \rfloor] \cap \mathbb{Z}$ is an order ideal of $P$, and $O_{\varphi - E_{1,1}^s}(P) = \emptyset$, and
- $\Gamma_{\varphi - E_{1,1}^s}$ contains the only edges, $(1, n - 1)$ and $(1, n)$, between elements of $\text{Ext}(P)$.

Thus, (CF1) – (CF4) are satisfied, and all that remains to show is that $\varphi$ is a contact form. We claim that the kernel of $d\varphi$ is one-dimensional and generated by an element of the following form:

$$B = \begin{cases} 
\sum_{i=1}^{n} E_{i,1} - \frac{n}{2} (E_{\lfloor \frac{n}{2} \rfloor, \lfloor \frac{n}{2} \rfloor} + E_{\lfloor \frac{n}{2} \rfloor + 1, \lfloor \frac{n}{2} \rfloor + 1}) + \frac{n}{2} E_{\lfloor \frac{n}{2} \rfloor - 1, \lfloor \frac{n}{2} \rfloor} - \sum_{i=\lfloor \frac{n}{2} \rfloor + 1}^{n-1} \frac{n}{2} E_{\lfloor \frac{n}{2} \rfloor + 1, i} + \frac{n}{2} E_{\lfloor \frac{n}{2} \rfloor + 1, n}, & \text{n even;} \\
\sum_{i=1}^{n} E_{i,1} - n E_{\lfloor \frac{n}{2} \rfloor + 1, \lfloor \frac{n}{2} \rfloor + 1} + \sum_{i=\lfloor \frac{n}{2} \rfloor + 2}^{n-1} n E_{\lfloor \frac{n}{2} \rfloor + 1, i} + n E_{\lfloor \frac{n}{2} \rfloor + 1, n}, & \text{n odd.}
\end{cases}$$

Note that $\varphi(B) \neq 0$ in both cases, so once the claim has been proven, an application of Lemma 5 will complete the proof.

**Case 1:** $n$ even. Let $B = \sum k_{i,j} E_{i,j} \in \ker(d\varphi)$, and consider the following groups of conditions $B$ must satisfy:

**Group 1:**

- $\varphi([E_{\lfloor \frac{n}{2} \rfloor, \lfloor \frac{n}{2} \rfloor}, B]) = k_{\lfloor \frac{n}{2} \rfloor, n} = 0$,
- $\varphi([E_{n-i,n-i}, B]) = -k_{i,n-i} = 0$, for $1 \leq i \leq \lfloor \frac{n}{2} \rfloor - 1$,
- $\varphi([E_{n-j, n-i}, B]) = -k_{i,n-j} = 0$, for $1 \leq i < j \leq \lfloor \frac{n}{2} \rfloor - 1$,
- $\varphi([E_{i,n-j}, B]) = k_{n-j,n-i} = 0$, for $1 \leq i < j \leq \lfloor \frac{n}{2} \rfloor - 2$.
\[ \varphi([E_{i,n-j}, B]) = -k_{j,i} = 0, \text{ for } 1 \leq j < i \leq \frac{n}{2} - 1. \]

**Group 2:**

- \[ \varphi([E_{n,n}, B]) = - \sum_{i=1}^{\frac{n}{2}} k_{i,n} = 0, \]
- \[ \varphi([E_{i,i}, B]) = k_{i,n-i} + k_{i,n} = 0, \text{ for } 1 \leq i \leq \frac{n}{2} - 1, \]
- \[ \varphi([E_{\frac{n}{2}+1,n}, B]) = - \sum_{i=1}^{\frac{n}{2}} k_{i,\frac{n}{2}+1} = 0, \]
- \[ \varphi([E_{i,j}, B]) = k_{j,n-i} + k_{j,n} = 0, \text{ for } 1 \leq i < j \leq \frac{n}{2}. \]

**Group 3:**

- \[ \varphi([E_{n,n-i}, B]) = k_{n-i,n-i} - k_{i,i} = 0, \text{ for } 1 \leq i \leq \frac{n}{2} - 2, \]
- \[ \varphi([E_{\frac{n}{2}+1,n-i}, B]) = k_{\frac{n}{2}+1,n-i} - k_{\frac{n}{2}-1,n-i} + k_{\frac{n}{2}+1,n} = 0, \]
- \[ \varphi([E_{i,\frac{n}{2}+1}, B]) = k_{i,n-i} + k_{\frac{n}{2}+1,n} = 0, \text{ for } 1 \leq i \leq \frac{n}{2} - 2, \]
- \[ \varphi([E_{\frac{n}{2}-1,i}, B]) = -k_{\frac{n}{2}-1,i} + k_{\frac{n}{2}+1,n} = 0, \]
- \[ \varphi([E_{i,n}, B]) = k_{n,n} - k_{i,i} - \sum_{j=1}^{i-1} k_{j,i} = 0, \text{ for } 1 \leq i \leq \frac{n}{2}. \]

The restrictions of Groups 1 and 2 imply that \( B \) has the form

\[ B = \sum_{i=1}^{n} k_{i,i}E_{i,i} + \sum_{i=\frac{n}{2}+2}^{\frac{n}{2}} k_{i,i}E_{\frac{n}{2}+1,i} + k_{\frac{n}{2}+1,i}E_{\frac{n}{2}-1,i}. \]

Simplifying the restrictions of Group 3, we have that

\[ k_{i,i} = k_{n-i,n-i}, \text{ for } 1 \leq i \leq \frac{n}{2} - 2, \]
\[ k_{\frac{n}{2}+1,n-i} = -k_{\frac{n}{2}+1,n}, \text{ for } 1 \leq i \leq \frac{n}{2} - 2, \]
\[ k_{n,n} = k_{i,i} = k_{\frac{n}{2},\frac{n}{2}} + k_{\frac{n}{2}-1,\frac{n}{2}} \text{ for } 1 \leq i \leq \frac{n}{2} - 1, \]
\[ k_{\frac{n}{2}-1,\frac{n}{2}-1} = k_{\frac{n}{2}+1,\frac{n}{2}+1} + k_{\frac{n}{2}+1,n}, \]
\[ k_{\frac{n}{2}+1,n} = k_{\frac{n}{2}-1,\frac{n}{2}}. \]

Equations (18) and (20) imply that \( k_{i,i} = k_{\frac{n}{2},\frac{n}{2}} + k_{\frac{n}{2}-1,\frac{n}{2}}, \) for all \( i \in ([1, \frac{n}{2} - 1] \cup [\frac{n}{2} + 2, n]) \cap \mathbb{Z}. \)

Equations (20), (21), and (22) imply that \( k_{\frac{n}{2},\frac{n}{2}} = k_{\frac{n}{2}+1,\frac{n}{2}+1}. \)

Equations (19) and (22) imply that \( k_{\frac{n}{2},n} = k_{\frac{n}{2}-1,\frac{n}{2}} = -k_{\frac{n}{2}+1,n-i}, \) for all \( 1 \leq i \leq \frac{n}{2} - 2. \)

Combining these conditions with the type-A trace condition \( \sum_{i=1}^{n} k_{i,i} = 0, \) we choose \( k_{i,i} = 1, \) for all \( i \in ([1, \frac{n}{2} - 1] \cup [\frac{n}{2} + 2, n]) \cap \mathbb{Z}, \) which then determines \( k_{\frac{n}{2},\frac{n}{2}} = k_{\frac{n}{2}+1,\frac{n}{2}+1} = -\frac{n}{2} + 1 \) and \( k_{\frac{n}{2}-1,\frac{n}{2}} = -k_{\frac{n}{2}+1,i} = k_{\frac{n}{2},n} = \frac{n}{2}, \) for all \( \frac{n}{2} + 2 \leq i \leq n - 1. \) Therefore, \( B \) can be written as in the claim.

**Case 2:** \( n \) odd. Let \( B = \sum k_{i,j}E_{i,j} \in \ker(d\varphi), \) and consider the following groups of conditions \( B \) must satisfy:

**Group 1:**
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Group 2:

- \( \varphi([E_{n-i,n-i}, B]) = -k_{i,n-i} = 0, \) for \( 1 \leq i \leq \lfloor \frac{n}{2} \rfloor \),
- \( \varphi([E_{n-j,n-i}, B]) = -k_{i,n-j} = 0, \) for \( 1 \leq i < j \leq \lfloor \frac{n}{2} \rfloor \),
- \( \varphi([E_{i,n-j}, B]) = k_{n-j,n-i} = 0, \) for \( 1 \leq i < j \leq \lfloor \frac{n}{2} \rfloor - 1 \),
- \( \varphi([E_{i,n-j}, B]) = -k_{j,i} = 0, \) for \( 1 \leq j < i \leq \lfloor \frac{n}{2} \rfloor \).

Group 3:

- \( \varphi([E_{n,n}, B]) = - \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} k_{i,n} = 0, \)
- \( \varphi([E_{i,i}, B]) = k_{i,n-i} + k_{i,n} = 0, \) for \( 1 \leq i \leq \lfloor \frac{n}{2} \rfloor \),
- \( \varphi([E_{i,\lfloor \frac{n}{2} \rfloor+1,n}, B]) = - \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor+1} k_{i,n+1} = 0, \)
- \( \varphi([E_{i,\lfloor \frac{n}{2} \rfloor+1,n}, B]) = k_{n,n-i} + k_{i,n} = 0, \) for \( 1 \leq i \leq \lfloor \frac{n}{2} \rfloor - 1 \),
- \( \varphi([E_{i,n}, B]) = k_{n,n} - k_{i,i} - \sum_{j=1}^{i-1} k_{j,i} = 0, \) for \( 1 \leq i \leq \lfloor \frac{n}{2} \rfloor \).

The restrictions of Groups 1 and 2 imply that \( B \) has the form

\[
B = \sum_{i=1}^{n} k_{i,i}E_{i,i} + \sum_{i=\lfloor \frac{n}{2} \rfloor+2}^{n} k_{i,\lfloor \frac{n}{2} \rfloor+1,i}E_{i,\lfloor \frac{n}{2} \rfloor+1,i}.
\]

Simplifying the restrictions of Group 3, we have that

\[
k_{i,i} = k_{n-i,n-i}, \quad \text{for } 1 \leq i \leq \lfloor \frac{n}{2} \rfloor - 1,
\]

\[
k_{i,\lfloor \frac{n}{2} \rfloor+1,n-i} = -k_{i,\lfloor \frac{n}{2} \rfloor+1,n}, \quad \text{for } 1 \leq i \leq \lfloor \frac{n}{2} \rfloor - 1,
\]

\[
k_{n,n} = k_{i,i}, \quad \text{for } 1 \leq i \leq \lfloor \frac{n}{2} \rfloor,
\]

\[
k_{i,\lfloor \frac{n}{2} \rfloor+1,n} = k_{i,\lfloor \frac{n}{2} \rfloor+1,n+1} + k_{i,\lfloor \frac{n}{2} \rfloor+1,n}.
\]

Equations (23), (25), and (26) imply that \( k_{i,i} = k_{i,\lfloor \frac{n}{2} \rfloor+1,n} = k_{i,\lfloor \frac{n}{2} \rfloor+1,n}, \) for all \( i \in (\lfloor 1, \lfloor \frac{n}{2} \rfloor \rfloor \cup \lfloor \frac{n}{2} \rfloor + 2, n \rfloor) \cap \mathbb{Z} \). Combining this condition with Equation (24) and the type-A trace condition \( \sum_{i=1}^{n} k_{i,i} = 0 \), we choose \( k_{i,i} = 1, \) for all \( i \in (\lfloor 1, \lfloor \frac{n}{2} \rfloor \rfloor \cup \lfloor \frac{n}{2} \rfloor + 2, n \rfloor) \cap \mathbb{Z} \), which then determines \( k_{i,\lfloor \frac{n}{2} \rfloor+1,n+1} = -n + 1 \) and \( k_{i,\lfloor \frac{n}{2} \rfloor+1,n} = -k_{i,\lfloor \frac{n}{2} \rfloor+1,i} = n, \) for \( \lfloor \frac{n}{2} \rfloor + 2 \leq i \leq n - 1 \). Therefore, \( B \) can be written as in the claim, and this completes the proof. \( \square \)
(i) \(P_{5,n} = \{1, \ldots, n\}\) with \(1 \leq 2 \leq \cdots \leq n - 1\) as well as \(1 \leq 2 \leq \cdots \leq \lfloor \frac{n}{2} \rfloor - 1 \leq n\), and

\[\varphi_{P_{5,n}} = E_{1,1}^* + \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor} E_{i, n-i}^* + \sum_{i=1}^{\lfloor \frac{n}{2} \rfloor - 1} E_{i, n}^* + E_{\lfloor \frac{n}{2} \rfloor, n-1}^*.\]

(ii) \(P_{5,n} = \{1, \ldots, n\}\) with \(2 \leq 3 \leq \cdots \leq n\) as well as \(1 \leq \lfloor \frac{n}{2} \rfloor + 2 \leq \lfloor \frac{n}{2} \rfloor + 3 \leq \cdots \leq n\), and

\[\varphi_{P_{5,n}^*} = E_{1,1}^* + E_{1, n-2}^* + \sum_{i=1}^{n} E_{1, i}^* + E_{2, \lceil \frac{n}{2} \rceil + 1}^* + E_{3, \lfloor \frac{n}{2} \rfloor}^*.\]

**Proof.** We prove (i), as (ii) follows via a symmetric argument. Let \(P = P_{5,n}\) and \(\varphi = \varphi_{P_{5,n}}\). Note immediately that \(P\) is connected and \(|\text{Ext}(P)| = 3\), so (CP1) and (CP2) are satisfied. Now, with regard to \(\varphi\), we have the following:

- \(E_{p,p}^*\) is a nonzero summand of \(\varphi\) precisely when \(p = 1\),
- \(\varphi - E_{1,1}^*\) is clearly small,
- \(U_{\varphi - E_{1,1}^*}(P) = [\lfloor \frac{n}{2} \rfloor + 1, n] \cap \mathbb{Z}\) forms a filter of \(P\), \(D_{\varphi - E_{1,1}^*}(P) = [1, \lfloor \frac{n}{2} \rfloor] \cap \mathbb{Z}\) forms an order ideal of \(P\), and \(O_{\varphi - E_{1,1}^*}(P) = \emptyset\), and
- \(\Gamma_{\varphi - E_{1,1}^*}\) contains the only edges, \((1, n-1)\) and \((1, n)\), between elements of \(\text{Ext}(P)\).

Thus, (CF1) – (CF4) are satisfied, and all that remains to show is that \(\varphi\) is a contact form. We claim that the kernel of \(d\varphi\) is one-dimensional and generated by an element of the following form:

\[B = \begin{cases} \sum_{i=1}^{n} E_{i, i} - nE_{\frac{n}{2}, \frac{n}{2}} + nE_{1, \frac{n}{2}}, & \text{if } n \text{ even;} \\ \sum_{i=1}^{n} E_{i, i} - \frac{n}{2}(E_{\lfloor \frac{n}{2} \rfloor, \lfloor \frac{n}{2} \rfloor} + E_{\lfloor \frac{n}{2} \rfloor + 1, \lfloor \frac{n}{2} \rfloor + 1}) + \frac{n}{2}E_{1, \lfloor \frac{n}{2} \rfloor}, & \text{if } n \text{ odd.} \end{cases}\]

Note that \(\varphi(B) \neq 0\) in both cases, so once the claim has been proven, an application of Lemma 5 will complete the proof.

**Case 1:** \(n\) even. Let \(B = \sum k_{i,j}E_{i,j} \in \ker(d\varphi)\), and consider the following groups of conditions \(B\) must satisfy:

**Group 1:**

- \(\varphi([E_{\frac{n}{2}, \frac{n}{2}}, B]) = k_{\frac{n}{2}, n-1} = 0,\)
- \(\varphi([E_{n-i, n-i}, B]) = -k_{i, n-i} = 0, \text{ for } 2 \leq i \leq \frac{n}{2} - 1,\)
- \(\varphi([E_{n-j, n-j}, B]) = -k_{i, n-j} = 0, \text{ for } 1 \leq i < j \leq \frac{n}{2} - 1,\)
- \(\varphi([E_{i, n-j}, B]) = k_{n-j, n-i} = 0, \text{ for } 1 \leq i < j \leq \frac{n}{2},\)
- \(\varphi([E_{i, n-j}, B]) = -k_{j, i} = 0, \text{ for } 1 \leq j < i \leq \frac{n}{2} - 1.\)

**Group 2:**

- \(\varphi([E_{n-1, n-1}, B]) = -k_{1, n-1} - k_{\frac{n}{2}, n-1} = 0,\)
• \( \varphi([E_{n,n}, B]) = -\sum_{i=1}^{\frac{n-1}{2}} k_{i,n} = 0, \)

• \( \varphi([E_{i,i}, B]) = k_{i,n-i} + k_{i,n} = 0, \) for \( 1 \leq i \leq \frac{n}{2} - 1, \)

• \( \varphi([E_{\frac{n}{2},n-i}, B]) = -k_{i,\frac{n}{2}} + k_{n-i,n-1} = 0, \) for \( 2 \leq i \leq \frac{n}{2} - 1, \)

• \( \varphi([E_{i,j}, B]) = k_{j,n-i} + k_{j,n} = 0, \) for \( 1 \leq i < j \leq \frac{n}{2} - 1. \)

**Group 3:**

• \( \varphi([E_{n,i-n}, B]) = k_{n-i,n-i} - k_{i,i} = 0, \) for \( 1 \leq i \leq \frac{n}{2} - 1, \)

• \( \varphi([E_{\frac{n}{2},n-1}, B]) = k_{n-1,n-1} - k_{\frac{n}{2}, \frac{n}{2}} - k_{1, \frac{n}{2}} = 0, \)

• \( \varphi([E_{i,n}, B]) = k_{n,n} - k_{i,i} - \sum_{j=1}^{i-1} k_{j,i} = 0, \) for \( 1 \leq i \leq \frac{n}{2} - 1. \)

The restrictions of Groups 1 and 2 imply that \( B \) has the form

\[
B = \sum_{i=1}^{n} k_{i,i} E_{i,i} + k_{1, \frac{n}{2}} E_{1, \frac{n}{2}}.
\]

Simplifying the restrictions of Group 3, we have that

\[
k_{i,i} = k_{n-i,n-i}, \quad \text{for } 1 \leq i \leq \frac{n}{2} - 1,
\]

\[
k_{n,n} = k_{i,i}, \quad \text{for } 1 \leq i \leq \frac{n}{2} - 1
\]

\[
k_{n-1,n-1} = k_{\frac{n}{2}, \frac{n}{2}} + k_{1, \frac{n}{2}}.
\]

Combining these conditions with the type-A trace condition \( \sum_{i=1}^{n} k_{i,i} = 0, \) we choose \( k_{i,i} = 1, \) for all \( i \in (\left[1, \frac{n}{2} - 1\right] \cup \left[\frac{n}{2} + 1, n\right]) \cap \mathbb{Z}, \) which then determines \( k_{\frac{n}{2}, \frac{n}{2}} = -n + 1 \) and \( k_{1, \frac{n}{2}} = n. \) Therefore, \( B \) can be written as in the claim.

**Case 2:** \( n \) odd. Let \( B = \sum k_{i,j} E_{i,j} \in \ker(d\varphi), \) and consider the following groups of conditions \( B \) must satisfy:

**Group 1:**

• \( \varphi([E_{n-i,n-i}, B]) = -k_{i,n-i} = 0, \) for \( 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor, \)

• \( \varphi([E_{n-j,n-i}, B]) = -k_{i,n-j}, \) for \( 1 \leq i < j \leq \left\lfloor \frac{n}{2} \right\rfloor, \)

• \( \varphi([E_{i,n-j}, B]) = k_{n-j,n-i} = 0, \) for \( 1 \leq i < j \leq \left\lfloor \frac{n}{2} \right\rfloor \)

• \( \varphi([E_{i,1} \frac{n}{2}, B]) = k_{1, \frac{n}{2}, n-i} = 0, \) for \( 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \)

• \( \varphi([E_{i,n-j}, B]) = -k_{j,i} = 0, \) for \( 1 \leq j < i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1. \)

**Group 2:**

• \( \varphi([E_{n,n}, B]) = -\sum_{i=1}^{\left\lfloor \frac{n}{2} \right\rfloor - 1} k_{i,n} = 0, \)
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Combining these conditions with the type-A trace condition \( \sum 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1 \),

\[ \varphi([E_{i,i}, B]) = k_{i,n-i} + k_{i,n} = 0, \text{ for } 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \]

\[ \varphi([E_{\left\lfloor \frac{n}{2} \right\rfloor, \left\lfloor \frac{n}{2} \right\rfloor}, B]) = k_{\left\lfloor \frac{n}{2} \right\rfloor, \left\lfloor \frac{n}{2} \right\rfloor} + k_{\left\lfloor \frac{n}{2} \right\rfloor, n-1} = 0, \]

\[ \varphi(E_{i,j}, B) = k_{j,n-i} + k_{j,n} = 0, \text{ for } 1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \]

\[ \varphi([E_{\left\lfloor \frac{n}{2} \right\rfloor, n-i}, B]) = -k_{i,\left\lfloor \frac{n}{2} \right\rfloor} + k_{n-i,n-1} = 0, \text{ for } 2 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1. \]

Group 3:

\[ \varphi([E_{i,n-i}, B]) = k_{n-i,n-i} - k_{i,i} = 0, \text{ for } 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \]

\[ \varphi([E_{\left\lfloor \frac{n}{2} \right\rfloor, \left\lfloor \frac{n}{2} \right\rfloor+1}, B]) = k_{\left\lfloor \frac{n}{2} \right\rfloor+1, \left\lfloor \frac{n}{2} \right\rfloor} - k_{\left\lfloor \frac{n}{2} \right\rfloor, \left\lfloor \frac{n}{2} \right\rfloor} + k_{\left\lfloor \frac{n}{2} \right\rfloor+1, n-1} = 0, \]

\[ \varphi([E_{\left\lfloor \frac{n}{2} \right\rfloor, n-1}, B]) = k_{n-1,n-1} - k_{\left\lfloor \frac{n}{2} \right\rfloor, \left\lfloor \frac{n}{2} \right\rfloor} - k_{1,\left\lfloor \frac{n}{2} \right\rfloor} = 0, \]

\[ \varphi([E_{i,n}, B]) = k_{n,n} - k_{i,i} - \sum_{j=1}^{i-1} k_{j,i} = 0, \text{ for } 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1. \]

The restrictions of Groups 1 and 2 imply that \( B \) has the form

\[ x = \sum_{i=1}^{n} k_{i,i} E_{i,i} + k_{1,\left\lfloor \frac{n}{2} \right\rfloor} E_{1,\left\lfloor \frac{n}{2} \right\rfloor}. \]

Simplifying the restrictions of Group 3, we have that

\[ k_{i,i} = k_{n-i,n-i}, \text{ for } 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1 \]  \hfill (33)

\[ k_{\left\lfloor \frac{n}{2} \right\rfloor, \left\lfloor \frac{n}{2} \right\rfloor} = k_{\left\lfloor \frac{n}{2} \right\rfloor+1, \left\lfloor \frac{n}{2} \right\rfloor+1} \]  \hfill (34)

\[ k_{n-1,n-1} = k_{\left\lfloor \frac{n}{2} \right\rfloor, \left\lfloor \frac{n}{2} \right\rfloor} + k_{1,\left\lfloor \frac{n}{2} \right\rfloor} \]  \hfill (35)

\[ k_{n,n} = k_{i,i}, \text{ for } 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1. \]  \hfill (36)

Combining these conditions with the type-A trace condition \( \sum_{i=1}^{n} k_{i,i} = 0 \), we choose \( k_{i,i} = 1 \), for all \( i \in (\left\lfloor \frac{n}{2} \right\rfloor - 1, \left\lfloor \frac{n}{2} \right\rfloor + 2, n) \) \( \cap \mathbb{Z} \), which then determines \( k_{\left\lfloor \frac{n}{2} \right\rfloor, \left\lfloor \frac{n}{2} \right\rfloor} = k_{\left\lfloor \frac{n}{2} \right\rfloor+1, \left\lfloor \frac{n}{2} \right\rfloor+1} = -\frac{n}{2} + 1 \) and \( k_{1,\left\lfloor \frac{n}{2} \right\rfloor} = \frac{n}{2} \). Therefore, \( B \) can be written as in the claim, and this completes the proof. \( \square \)

References

[1] M. A. Alvarez, M. C. Rodríguez-Vallarte, and G. Salgado. “Contact nilpotent Lie algebras.” *Proc. Am. Math. Soc.*, 145: 1467-1474, 2017.

[2] V. I. Arnold. “Mathematical Methods of Classical Mechanics.” Translated by K. Vogtmann and A. Weinstein. Second Edition. Springer, 1989.

[3] T. Barajas, E. Roque, and G. Salgado. “Principal derivations and codimension one ideals in contact and Frobenius Lie algebras.” *Commun. Algebra*, 47(12): 5380-5391, 2019.

[4] C. P. Boyer and K. Galicki. “Einstein manifolds and contact geometry.” *Proc. Am. Math. Soc.*, 129(8): 2419-2430, 2001.

[5] V. Coll and M. Gerstenhaber. “Cohomology of Lie semidirect products and poset algebras.” *J. Lie Theory*, 26(1): 79–95, 2016.

[6] V. Coll and N. Mayers. “The index of Lie poset algebras.” *J. Combin. Theory Ser. A*, 177, 2021.
[7] V. Coll and N. Mayers. “Toral posets and the binary spectrum property.” *J. Algebraic Combin.*, 1-29, 2021.

[8] V. Coll, N. Mayers, and N. Russoniello. “Contact Lie poset algebras.” *Electron. J. Comb.*, 29(3): #P3.35, 2022.

[9] V. Coll, N. Mayers, and N. Russoniello. “The index and spectrum of Lie poset algebras of types B, C, and D.” *Electron. J. Comb.*, 28(3): #P3.47, 2021.

[10] V. Coll, N. Mayers, N. Russoniello, and G. Salgado. “Contact seaweeds.” *Pac. J. Math.*, accepted July 2022.

[11] A. Cameron, V. Coll, N. Mayers, and N. Russoniello. “The breadth of Lie poset algebras.” *Linear Multilinear Algebra*, accepted August 2022.

[12] A. Diatta. “Left invariant contact structures on Lie groups.” *Differ. Geom. Appl.*, 26(5):544-552, 2008.

[13] J. Dixmier. “Enveloping Algebras.” Vol. 14. Newnes, 1977.

[14] H. Geiges. “An Introduction to Contact Topology.” Cambridge Studies in Advanced Mathematics. Cambridge University Press, 2008.

[15] M. Gerstenhaber and A. Giaquinto. “The principal element of a Frobenius Lie algebra.” *Lett Math. Phys.*, 88: 333-341, 2009.

[16] A. Ghosh and C. Bhamidipati. “Contact geometry and thermodynamics of black holes in AdS spacetimes.” *Phys. Rev. D*, 100: 126020, 2019.

[17] M. Goze and E. Remm. “Contact and Frobeniusian forms on Lie groups.” *Differ. Geom. Appl.*, 35: 74-94, 2014.

[18] Y. Khakimdjanov, M. Goze, and A. Medina. “Symplectic or contact structures on Lie groups.” *Differ. Geom. Appl.*, 21(1): 41-54, 2004.

[19] G. Herczeg and A. Waldron. “Contact geometry and quantum mechanics.” *Phys. Lett. B*, 781: 312-315, 2018.

[20] T. Machon. “Contact topology and the structure and dynamics of cholesterics.” *New J. Phys.*, 19: 113030, 2017.

[21] A.I. Ooms. “On Frobenius Lie algebras.” *Commun. Algebra*, 8: 13–52, 1980.

[22] M. C. Rodríguez-Vallarte and G. Salgado. “5-dimensional indecomposable contact Lie algebras as double extensions.” *J. Geom. Phys.*, 100: 20-32, 2016.

[23] G. Salgado-González. “Invariants of contact Lie algebras.” *J. Geom. Phys.*, 144: 388-396, 2019.