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Abstract
The graduation rate of engineering education students on time greatly affects the quality of learning. The purpose of this study is to predict the graduation rate of engineering education students. The method uses an artificial neural network algorithm combined with particle swarm optimization and forward selection, with 234 samples. The test results with Artificial Neural Network obtained 82.61% accuracy with predictions on time 149 and not on time 62, the combination of Artificial Neural Network with Particle Swarm Optimization obtained 91.30% accuracy with predictions on time 165 and not on time 69. Furthermore, Artificial Neural Network with Particle Swarm Optimization and reduced by forward selection obtained 95.65% accuracy with predictions of the number of graduations on time 165 and not on time 69. With the combination of the three algorithms, it is able to predict the graduation rate of engineering education students with high accuracy.
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Introduction
Graduates of engineering education have the competence, special skills and are able to survive in the world of work. In addition to the skill competencies possessed by engineering education graduates, they are also equipped with entrepreneurial skills (Hidayat, 2017a, 2017b; Hidayat et al., 2018a, 2018b; Hidayat et al., 2019a, 2019b, 2019c), which are expected to open up new fields after graduation work (Hidayat, & Yuliana, 2018; Hidayat et al., 2020). The need for the world of work for graduates from engineering education students is quite high due to their special skills, good competencies, and pedagogical aspects (Ganefri et al., 2017; Ganefri et al., 2018), so these graduates quickly adapt to the new world of work. The high demand for engineering education graduates from higher education is a problem for campuses because they have not been able to predict when engineering education students will graduate.

Graduation from engineering education students in higher education, whether sooner or later, of course, cannot be predicted, because graduation is influenced by several factors, including the quality of teaching lecturers, learning management, learning climate (Sari, Ganefri, & Anwar, 2020), and learning models (Hidayat, 2015; Aryanti, Anwar, & Zulwisi, 2017; Andrianis, Anwar, & Zulwisi, 2018; Anwar, 2021). Predicting the graduation rate of engineering education students is an urgent and important thing to do (Arif et al., 2017; Adekitan, & Salau, 2019), so that the graduation of engineering education students can be predicted as early as possible (Chachashvili-Bolotin, Milner-Bolotin, & Lissitsa, 2016; Mubarak, Cao, & Zhang, 2020; Naseer, Zhang, & Zhu, 2020). Being able to predict the graduation time of engineering education students will be useful for the absorption and needs of the world of work (Anwar, 2019), as well as an indicator of the quality of learning management that has been managed well (Yulastri et al., 2019). Furthermore, the percentage of engineering education students graduating on time is one of the criteria in assessing the quality of engineering education management (Mason et al., 2018; Lopez, & Jones, 2017). So if engineering education students graduate on time, it will help improve the quality of a university. On the
other hand, engineering education students will be helped and reduce the burden of spending on tuition fees (Melendez-Armenta et al., 2020).

So it is very necessary alternative solutions in order to accurately predict the graduation of engineering education students (Laugerman et al., 2015), using data mining can be an alternative solution. Data mining can find unknown or valuable data from large amounts of data (Jia, & Pang, 2018). It is a field of scientific research that integrates computer, statistics, simulation, artificial intelligence, and database technologies (Wang, 2016). So that from the data from the evaluation results of engineering education students, useful information can be obtained (Yu, 2021). There are many ways to analyze data using classification techniques from a data mining science (Imran et al., 2019).

With the advent of the big data era, significant changes have occurred in every aspect of higher education (Cao, 2021). In recent years, with the rapid development of data mining in higher education, the combination of data mining methods to analyze student behavior data has become a popular trend (Nyoman Sukajaya, Ketut Eddy Purnama, and Purnomo, 2015). It is mainly aimed at predicting student learning performance (Li, 2020). Indeed, processing the data generated by the learning environment has become a real challenge, which requires the use of big data technologies and tools to handle it (Salihoun, 2020). Engineering education curricula must take the views of industry experts to improve the quality of teaching and learning in universities (Ramamurthy, Dewitt, and Alias, 2021). The linkage of higher education and industry is considered a strategy to equip students with theoretical and practical knowledge (Birhan and Merso, 2021).

Universities are required to be able to design and implement innovative learning processes so that students can achieve optimal learning outcomes (Yustisia et al., 2021). Learned power skills to do something competently (Gambo et al., 2021). What competencies students really have at the beginning of their studies will affect their learning styles in higher education (Behrendt et al., 2015). This has an impact on the study period and timely graduation (Aldossari, 2020). The development of technology has caused many radical changes in the technical education curriculum in higher education (Bayhan and Karaca, 2020). The data mining used in this study (Moscoso-Zea, Saa, & Luján-Mora, 2019), namely the artificial neural network algorithm method combined with particle swarm optimization and forward selection algorithms. Through these three methods, the results of the prediction accuracy of graduation of engineering education students can be obtained maximum results.

**Method**

At this stage, several methods are proposed which will be combined with artificial Neural Networks, including Particle Swarm Optimization (PSO) and the Forward Selection Algorithm.

**Artificial Neural Network Algorithm**

An Artificial Neural Network (ANN) is an artificial network based on the structure of the Brain Nerves. The brain basically has the principle of learning from experience. The actual work of the brain is still not fully revealed, although its function as an extraordinary processor is known. The main components of the brain are cells, as are other parts of the body. Brain cells have the ability to remember, think and apply the experiences they have experienced (Zhang, and Jiang, 2018). An ANN generally consists of three layers, namely the input layer, hidden layer, and output layer. The input layer (input layer) consists of neurons that receive input from the external environment. The input entered is a description of a problem. The hidden layer consists of neurons that receive input from the input layer, and then carry the output to the next layer. The output layer, called output units, consists of neurons that receive output from the hidden layer and send it to the user.

**Particle Swarm Optimization (PSO) Algorithm**

Particle Swarm Optimization (PSO) has parameters such as position, maximum speed, acceleration constant, and weight of inertia. In the PSO technique, there are several ways to optimize, including increasing the attribute weight of all attributes or variables used, selecting attributes (attribute selection), and selecting features (feature selection) (Mansur, Prahasto, and Farikhin, 2014).

Each particle in the PSO is also defined by the velocity of the particles flying through the search space at a speed that is dynamically adjusted for their historical behavior. Therefore, the particles have a tendency to fly towards a better and better search area during the search process.

**Forward Selection Algorithm**

Each input unit \((x_i, i=1, \ldots, n)\) receives the input signal \(x_i\) and is forwarded to the hidden units. Each hidden unit \((z_j, z=1, \ldots, p)\) adds up the weight of the input signal and its bias

\[
z_j = \sum_{i=1}^{n} x_i \cdot v_{ij}
\]

The output of the hidden unit layer applies the arithmetic activation function:

\[
z_j = f(z_j)
\]

Each output unit \((y_k, k=1, \ldots, m)\) adds a weighted input signal by applying the arithmetic activation function:

\[
y_k = \sum_{j=1}^{p} z_j \cdot w_{jk}
\]

\[
y_k = f(y_k)
\]
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Data collection (Data Gathering)

The data of engineering education students used in this study is data from students of engineering education of the Informatics Engineering Education Study Program class of 2013, 2014, and 2015 consisting of 37 attributes and 294 records covering course values from semester one to semester four. Data were obtained from SIA (Academic Information System) Informatics Engineering Education Study Program, Padang State University.

Initial data processing (Data Preprocessing)

Preprocessing Data in the stages of this classification method includes:

- **Original Data**
- **Data selection**
- **Data Validation**
- **Data Integration**
- **Data size reduction and discretization**

**Figure 1. Feature Selection Model**

Data Selection

At this stage, the selection of the database is carried out. Because not all of the data obtained were used, they were selected according to the attributes and variables needed in the study by selecting the data so that it became a dataset (Rolansa, Yunita, and Suheri, 2020).

To get quality data, several techniques are used as follows:

- **Data Validation**
  - Data Validation, to identify and remove odd data (outlier/noise), inconsistent data, and incomplete data (missing value).

- **Data Integration**
  - Data integration and transformation, to improve algorithm accuracy and efficiency. This data is transformed in the Rapidminer software.

- **Data size reduction and discretization**
  - Data size reduction and discretization, to obtain a data set with a number of irrelevant records such as some engineering education students' scores that have a minimum score of zero in two semesters will be deleted.

Results and Discussion

After the data preparation stage was carried out, the total data records became 234 records of course scores from semester 1 to semester 4, for engineering education students from the 2013, 2014, and 2015 batches.

Confusion Matrix results of engineering education student graduation

After testing using a combination of three algorithms, namely Artificial Neural Network, Particle Swarm Optimization (PSO), and Forward Selection to classify student graduation, the results are compared as shown in the table below:

| Algorithm                        | Accuracy | Precision | Recall | Plot AUC/ROC |
|----------------------------------|----------|-----------|--------|--------------|
| **Artificial Neural Network**    | 82.61%   | 80.00%    | 57.14% | 0.929        |
| **Particle Swarm Optimization (PSO)** | 91.30%   | 85.71%    | 85.71% | 0.973        |
| **Forward Selection**            | 95.65%   | 100.00%   | 85.71% | 0.964        |
In addition to getting the results from the Confusion Matrix, statistics on the number of graduations of engineering education students with 234 item data sets can be seen in Table 3:

**Table 2. Statistical results of graduation of engineering education students**

| Algorithm                               | On time | Not on time |
|-----------------------------------------|---------|-------------|
| Artificial Neural Network               | 149     | 62          |
| Particle Swarm Optimization (PSO)       | 165     | 69          |
| forward Selection                       | 165     | 69          |

Based on the statistical results in the table above, it can be seen that in the process using the Artificial Neural Network algorithm, 149 students of engineering education who graduated on time and who did not graduate on time were 62 people, and in the combination process of Artificial Neural Network and Particle Swarm Optimization algorithms (PSO) obtained the number of engineering education students who graduated on time as many as 165 and who did not graduate on time as many as 69 people, then in the combination process of Artificial Neural Network, Particle Swarm Optimization (PSO) and forward Selection algorithms, the number of engineering education students who graduated on time was obtained as many as 165 and who did not pass on time as many as 69 people.

**Testing the Artificial Neural Network algorithm**

The Artificial Neural Network algorithm consists of output and input layers, and a hidden layer that processes input from the input layer into something that can be accepted by the output layer.

Confusion Matrix Test results with the Artificial Neural Network algorithm are as follows:

**Table 3. Confusion Matrix Test results with Artificial Neural Network algorithm**

| Accuracy: 82.61% | On time | Not on time | Class precision |
|------------------|---------|-------------|-----------------|
| Prediction on time | 15      | 3           | 83.33%          |
| Prediction not on time | 1      | 4           | 80.00%          |
| Class recal       | 93.75%  | 57.14%      |

The Confusion Matrix from the test results using the Artificial Neural Network algorithm shows that the accuracy produced is 82.61%, with details on predictions on time of 83.33% and not on the time of 80.00%. This test curve can be seen in the image below:

**Figure 2. ROC curve with testing using the Artificial Neural Network algorithm**

The results of the Under Area Curva (AUC) test using the Artificial Neural Network algorithm model have a value of 0.929, in the best category.
Table 4. Statistics from the recapitulation results using the Artificial Neural Network algorithm

| Algorithm                      | On time | Not on time |
|--------------------------------|---------|-------------|
| Artificial Neural Network      | 149     | 62          |

Testing the Artificial Neural Network algorithm combined with Particle Swarm Optimization (PSO)

Confusion Matrix from Artificial Neural Network Algorithm Testing combined with Particle Swarm Optimization (PSO).

Table 5. Confusion Matrix test results

|                      | On time | Not on time | Class precision |
|----------------------|---------|-------------|-----------------|
| Prediction.on time   | 15      | 1           | 93.75%          |
| Prediction.not on time | 1      | 6           | 85.71%          |
| Class recal          | 93.75%  | 85.71%      |

The test results using the Artificial Neural Network algorithm combined with Particle Swarm Optimization (PSO) showed an increase in the resulting accuracy of 91.30%, with details on predictions on time of 93.75% and predictions on time of 85.71%. This test curve can be seen in the image below:

Figure 3. ROC curve of Artificial Neural Network algorithm combined with Particle Swarm Optimization

In the Under Area Curva (AUC) graph using the Artificial Neural Network algorithm model combined with Particle Swarm Optimization (PSO), it has a value of 0.973, in the best category. Furthermore, statistics are obtained from the recapitulation results for the number of engineering education students who complete their studies on time or not on time using the Artificial Neural Network algorithm combined with Particle Swarm Optimization (PSO).

Table 5. Statistics from the recapitulation results

| Algorithm                              | On time | Not on time |
|----------------------------------------|---------|-------------|
| Artificial Neural Network combined with Particle Swarm Optimization (PSO) | 165     | 69          |

From the table above, it can be seen that the number of engineering education students who graduated on time was 165 and 69 people who graduated not on time.

Testing the Artificial Neural Network algorithm combined with Particle Swarm Optimization (PSO) and reduced by the Forward Selection algorithm

Table 6. Confusion Matrix test results

|                      | On time | Not on time | Class precision |
|----------------------|---------|-------------|-----------------|
| Prediction.on time   | 16      | 1           | 94.12%          |
| Prediction.not on time | 0      | 6           | 100.00%         |
| Class recal          | 100.00% | 85.71%      |
The test results of the Artificial Neural Network algorithm combined with Particle Swarm Optimization (PSO) and reduced by the Forward Selection algorithm showed a very significant increase in accuracy, namely 95.65%, with details of on-time predictions of 94.12% and inaccurate predictions of 100.00%. This test curve can be seen in the image below:

![ROC curve](image)

**Figure 4.** ROC curve

In the Under Area Curva (AUC) graph using the Artificial Neural Network algorithm model combined with Particle Swarm Optimization (PSO) and reduced by the Forward Selection algorithm, it has a value of 0.964, in the best category.

Furthermore, statistics are obtained from the recapitulation results for the number of engineering education students who complete their studies on time or not on time using the Artificial Neural Network algorithm combined with the Particle Swarm Optimization (PSO) algorithm reduced by the Forward Selection algorithm:

| Algorithm | On time | Not on time |
|-----------|---------|-------------|
| Artificial Neural Network combined with Particle Swarm Optimization (PSO) reduced by Forward Selection algorithm | 165 | 6 |

In the table above, it can be seen the number of engineering education students who graduated on time as many as 165 and who graduated not on time 69 people using the Artificial Neural Network algorithm model combined with Particle Swarm Optimization (PSO) and reduced by the Forward Selection algorithm.

**Conclusion**

Based on the results of the research and discussion, it can be concluded that the use of data mining with the Artificial Neural Network algorithm method has a low accuracy of 82.61% with a prediction of graduation on time 149 and not on time 62. To increase the weight of the Artificial Neural Network algorithm, it is combined with Particle Swarm Optimization (PSO) algorithm and obtained 91.30% accuracy with predictions of the number of graduations on time 165 and not on time 69. Furthermore, the Artificial Neural Network algorithm combined with the Particle Swarm Optimization (PSO) algorithm is reduced again with the Forward Selection algorithm and obtained accuracy which is quite high, namely 95.65% with a prediction of the number of graduations on time 165 and not on time 69. From the results obtained using the graduation prediction method with predictions of the number of graduations on time 165 and not on time 69, it is necessary to improve the learning process and curriculum.
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