PainPoints: A Framework for Language-based Detection of Chronic Pain and Expert-Collaborative Text-Summarization
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Abstract

Chronic pain is a pervasive disorder which is often very disabling and is associated with comorbidities such as depression and anxiety. Neuropathic Pain (NP) is a common sub-type which is often caused due to nerve damage and has a known pathophysiology. Another common sub-type is Fibromyalgia (FM) which is described as musculoskeletal, diffuse pain that is widespread through the body. The pathophysiology of FM is poorly understood, making it very hard to diagnose. Standard medications and treatments for FM and NP differ from one another and if misdiagnosed it can exacerbate symptoms and lead to poor outcomes. To overcome this difficulty, we leveraged the known differences in these pain types to propose a novel framework, PainPoints, which accurately detects the sub-type of pain and generates clinical notes via summarizing the patient interviews. Specifically, PainPoints makes use of large language models to perform sentence-level classification of the text obtained from interviews of FM and NP patients with a reliable AUC of 0.83. Using a sufficiency based interpretability approach, we explain how the fine-tuned model accurately picks up on the nuances that patients use to describe their pain. Finally, we generate summaries of these interviews via expert interventions by introducing a novel facet-based approach. PainPoints thus enables practitioners to add/drop facets and generate a custom summary based on the notion of “facet-coverage” which is also introduced in this work.
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1. Introduction

Chronic pain is a disorder that can severely impact function and is characterized by a complex pathophysiology. A recent NIH study reported that it affects approximately 20.4% of the population in the United States, from which approximately 7% experience high-impact pain (Dahlhamer et al., 2016; Zelaya et al., 2020). Not only does chronic pain impact a substantial number of people but it also leads to heavy healthcare costs for medication, treatment, pain management and care. In this work we focus on two commonly occurring sub-types of chronic pain:
Figure 1: Depicts the flow of PainPoints, where the recordings of the interviews are transcribed into text documents for each patient. Individual sentences are extracted and fed into the classifier. After fine-tuning the classifier, anchor words are extracted from each class (FM and NP) for downstream analysis.

1) Neuropathic Pain (NP) and 2) Fibromyalgia (FM). NP is typically caused by injuries damaging the peripheral nerves or the spinal cord. Damage to the central nervous system disrupts the flow of neural information resulting in the sensation of pain (Colloca et al., 2017). This often causes inflammation or swelling and it is easier to diagnose. FM is a more widespread and diffuse type of pain which is typically characterized by muscle tenderness (Häuser et al., 2015). This type of pain is multi-site, i.e., diffused throughout the body, and is not associated with inflammation like NP. This type of pain is more difficult to diagnose and seldom exhibits a specific location of manifestation.

Chronic pain is diagnosed via clinical interviews in which a clinician examines the patient using a particular set of questions. Based on patient response, the pain is scored and the sub-type is determined. However, this process is noisy owing to many factors such as differences in manifestation, associated disorders, and subjectivity and experience of the interviewer. (Breivik et al., 2008). Moreover, misdiagnosis of the type of pain can change the patient’s treatment trajectory dramatically, leading to ineffective treatment and prolonged symptom severity. Here, we leveraged the subtle nuances in particular sub-types of chronic pain which may manifest in linguistic features. For instance, NP is often described as shooting, stabbing, burning or shock like sensations. While a primary cause of NP is injury, it can also be caused due to multiple sclerosis (Ehde et al., 2005), transverse myelitis (Frohman and Wingerchuk, 2010) and stroke (Dahlhamer et al., 2016). NP is very disabling often causing loss of sleep, reduced socializing and reduced interest in daily activities in life. While easily diagnosed, NP is less responsive to treatments.

Fibromyalgia, on the other hand, is characterized by musculoskeletal pain. It has an unknown etiology making it harder to detect. A common theory is that FM, due to its multi-site widespread manifestation, affects the way pain is regulated by the central nervous system. FM is known to cause muscle tenderness and increased sensitivity (Buskila et al., 1993). Some key symp-
Pain Points include stiffness, fatigue and mind-fog. In addition, its diagnosis depends on history of the particular patient and physical exams. It is also commonly associated with co-morbidities such as depression, anxiety, sleep disorders, and concentration issues. Apart from these, FM patients experience higher rates of irritable bowel syndrome (IBS) (Sperber et al., 1999), dry eyes (Bonafede et al., 1995), gastroesophageal reflux disease (heartburn) (Wang et al., 2017) and orthostatic hypotension (light-headedness) (Martinez-Lavin, 2007). While these symptoms commonly occur during diagnosis, they by no means cover the entire spectrum of symptoms and associated diseases. The manifestation of FM chronic pain varies per patient and is associated with distinct social/emotional aspects, as well as demographic differences in culture and gender.

In this work, we hypothesized that linguistic features manifesting from the distinct pain characteristics of NP and FM pain would allow us to develop a novel framework using clinical interviews to distinguish between them (Berger et al., 2021; Berger and Baria, 2022). We demonstrated that PainPoints 1) accurately detects the mentioned sub-types of pain FM and NP by formulating a sentence-level classification problem, 2) generates summaries of the interviews using interpretable machine learning, and 3) allows for expert-in-the-loop learning such that the medical practitioner can intervene on the summary and re-summarize the interview by looking at the ‘facets’ present.

2. Background and Related Work

Large Language Models: Language models have undergone a tremendous revolution since 2017 due to the adoption of attention-based modeling and introduction of transformers (Vaswani et al., 2017). Rather than extracting intelligent features from the data and performing the learning task on them, current deep learning models are set up using a self-supervised task. Simply put, the models learn by masking out a part of the sentence and predicting the masked out part using some context. This is a paradigm shift different from traditional NLP models where semantic information was used to gain a deeper understanding of the context and design better features. In the newer self-supervised models, the training is on large amounts of data with a huge number of parameters. The first successful models such ELMo (Peters et al., 2018) and ULMFiT (Howard and Ruder, 2018) used LSTMs as the backbone to learn word representations and showed improvements over previous approaches such as GloVe (Pennington et al., 2014). Later it was shown that transformer-based models achieved better performance on a variety of tasks in GPT (800M words) (Radford et al., 2018), BERT (3.3B words) (Devlin et al., 2018) and GPT2 (40B words) (Radford et al., 2019). Over the past two years, several more models yielding better performance have been proposed. These include RoBERTa (Liu et al., 2019), XLNET (Yang et al., 2019), ERNIE (Sun et al., 2019), GPT-3 (Brown et al., 2020), etc. However, the performance gain obtained from increasing the size of the model is not as much. Understanding the scaling laws of these large language models (LLMs) has emerged as an active field of research where optimal and compute-efficient strategies of training these models are explored (Kaplan et al., 2020).

A key outcome of the revolution of these LLMs is the modularity with which these pre-trained models can be used. Not only does this allow for editing and fine-tuning the model on custom data, but it also opens up new opportunities for building human-collaborative AI systems (Lee et al., 2022). While PainPoints can work with any LLM, in
Figure 2: Delineates the notion of how the overlap between the anchors extracted from the predictive model and the text summary is computed. Optionally, expert facets could also be included to calibrate and re-summarize the text.

In this work, we use BERT given its widespread adoption. Apart from being a deeply bi-directional model, its architecture allows for parallel training. Along with a novel masking approach, BERT also breaks each word into sub-words which are used as tokens for model training.

Pre-trained LLMs can be used in two ways: 1) Feature based – where the embeddings from the model can be directly used to perform the task on new data, and 2) Fine-tuning based: where the model is fine-tuned on the dataset on which the learning task is performed. Specifically for BERT, the fine-tuning is done by using the masked language modeling (MLM) approach. BERT also uses a self-attention mechanism to perform the fine-tuning and is relatively fast and compute-efficient. For our chronic pain cohort, we follow the same procedure described in (Devlin et al., 2018) to fine-tune on the sentence-classification task.

Interpreting Models and Explaining Predictions: Model interpretability, also known as explainable AI, is a field of machine learning which aims to understand and explain predictions made from ‘black-box’ models. As mentioned above, LLMs are progressively increasing in the number of parameters and the amount of data it is trained on. For example, BERT is trained on 3.3B words and has 110M parameters. A common approach to explain such LLMs is by performing a post hoc interpretability analysis. Local interpretable model-agnostic explanations (LIME) (Ribeiro et al., 2016) and SHapley Additive exPlanations (SHAP) (Lundberg and Lee, 2017) are the most common interpretability approaches that are widely adopted for a variety of data. These approaches approximate the complex non-linear decision boundary of the LLM by a linear model fit locally in the post hoc step. LIME also enforces the locally linear model to be sparse so that it is easier to interpret the large number of data points. A common step in these models is to perturb the inputs given to the model to gauge which
features hamper the predictive performance of the predictions the most. LIME and SHAP allow the user to locally understand the relative importance of the features by representing them as a linear combination. However, it is unclear to the user what the explanation would look like on an unseen test sample, since they do not reveal any global information and can have the similar features exhibiting different importance levels along the decision boundary. While tools like ProfWeight (Dhurandhar et al., 2018), SRatio (Dhurandhar et al., 2020) and Knowledge Distillation (Hinton et al., 2015) can be used to get a global understanding of the model, the fine-grained understanding of the features and data points is lost. To address this issue, the Anchors method was proposed (Ribeiro et al., 2018), which can be seen as an extension the LIME. Specifically, Anchors finds features such that even after perturbations, the role of the feature does not change. For example in our case of text features, anchors would yield words in the sentence which remain unchanged even when the remaining sentence is perturbed. These ‘anchor’ words sufficiently explain the prediction made by the model by being able to recover the original sentences prediction. Thus, it serves as a useful tool for us, as it reveals exactly which words in the sentence led to predicted class. Anchors are also more intuitive for the setting of human-AI collaborative systems (Lee et al., 2022) as they give definitive words/features which are easy to understand and useful in the downstream tasks. In a Sec. 3 we detail how anchors can be used to re-summarize clinical interviews with expert-in-the-loop intervention. Other methods such as input reduction (Wallace et al., 2019) and path-sufficient explanations (Luss and Dhurandhar, 2021) have been proposed. While we use anchors for our experiments, our approach is still applicable to these interpretability methods.

| Model                      | AUC |
|----------------------------|-----|
| BERT + SVM                 | 0.62|
| BERT + Gaussian Process    | 0.59|
| BERT + MLP                 | 0.59|
| BERT + AdaBoost            | 0.59|
| Fine-tuned BERT            | 0.83|

Table 1: Comparison of mean AUC scores.

**Expert-Collaborative Modeling:** In this work, we focus on the task of text summarization to generate clinical notes from clinical interviews. To do so, we want experts (medical practitioners) to intervene on the model generated summaries. LLMs have shown unprecedented capabilities of generating text, however, they are very context-driven. The summary highly depends on the data the LLMs have been trained on. Even if fine-tuned on a specific dataset, there is a chance that the LLMs can miss out on key facets due to missing the context or the size of the summary. This hampers its direct use as a tool for clinical summarization. It is also difficult to check the summary’s quality as the interpretation of a ‘good summary’ is very subjective. Metrics like ROUGE (Lin, 2004) and BLEU (Papineni et al., 2002) measure the precision and recall of the summary using the overlap of words. This is however not very useful in our case as these scores increase in proportion with the size of the summary, not revealing if important ideas were captured in the summary. To address this issue, we introduce the idea of **Facet Coverage** as a new measure to quality check the summary. We also detail how a medical practitioner can interact with the facets present or missing in the summary to re-summarize the interview.
3. Methods

In this section we explain the implementation of each component of PainPoints:

**Sentence Level Classification:** Text classification is typically done at a document level, sentence level or sub-sentence (phrase) level. In PainPoints we chose to train a sentence-level classifier because we want to interpret the subtle nuances in the text that affect the binary classification task. If the entire document was used, the information extracted would be coarse-grained and lost in the process. In clinical analyses, the size of the cohorts is typically very small, therefore performing a document-level classification is not possible. While phrase-level classification can be interesting in this analysis, it is unclear how to extract these phrases.

We made use of bidirectional encoder representations from transformers (BERT) model to perform this sentence classification. We started by using the pre-trained BERT model to perform the sentence-level classification. The embeddings generated from the pre-trained BERT model were used as features to different classifiers. In this study we compared SVM (Cortes and Vapnik, 1995; Pisner and Schnyer, 2020), Gaussian process (Nickisch and Rasmussen, 2008), MLP-Neural Network (LeCun et al., 2015) and AdaBoost (Schapire, 2013) as classifiers on top of the BERT embeddings. Next, we fine-tuned the BERT model on our data and then performed the sentence-level classification. Our dataset consisted of a total of 55 documents (40 FM and 15 NP) generated from transcribing the interviews (Scandola et al., 2021). The FM group recruitment method and characteristics are described in Schweiger et al. (2022). A smaller sample of patients (N=15) suffering exclusively from neuropathic pain (NP group) has been specifically recruited for the purposes of this study as a comparison with the FM group. NP patients were recruited with the same method and in the same pain therapy center as FM patients, and signed a formal consent to participate and were recorded with the same procedure. Each document was split into sentences using NLTK (Loper and Bird, 2002) and each sentence in the document was given the label associated with it (FM or NP), resulting in 5970 sentences. We made use of the BERT tokenizer to get word tokens from each sentence. This is required owing to the MLM technique that BERT employs internally (Devlin et al., 2018). [CLS] and [SEP] tokens were added to mark the beginning and ending of each sentence with a maximum length of 64. As per recommendation, the shorter sentences were padded on the right and attention masks were set to 0/1 accordingly. The learning rate was set to $1e^{-5}$ and the model was fine-tuned for 2 epochs. To extract the em-
beddings from the pre-trained model, values of the hidden units in the last 4 layers were averaged. To fine-tune the BERT model, sentences were shuffled and split into 75% training, 15% validation and 10% test sets. We make use of the same train-validate-test ratios of both the pre-trained and fine-tuned models.

Interpretability via Anchors: Given that the LLMs are trained on a large number of words and have an intractable number of parameters, we make use of the Anchors approach to interpret the features learned by the model. This step is key for 1) making sure that the model does not pick up on spurious correlations from the huge dataset it has been trained on and 2) helping the medical practitioner understand why the model came to that particular decision. A key feature that makes anchors a suitable tool is that it is model-agnostic (Ribeiro et al., 2018). In our case, we took the predictions from the model and fed them into the anchors method. The default parameters in the implementation of the tool were used to interpret the model predictions. The anchor words extracted from the sentences of each cohort were then analyzed in the subsequent steps. In order to find the anchor words/tokens, the method perturbs each sentence from the data to see which words sufficiently explain the model prediction. This is done by assigning a probability value to the word/token and only words above a manually set probability threshold are considered as "anchor" words. In PainPoints we set this threshold to 0.95, which is the default. The perturbations are done by randomly replacing words in the predicted sentence by part-of-speech tags (Pennington et al., 2014) with a similar word in the embedding space. The method then outputs words which are identified as anchors. The idea is that if either of the anchor words are not present, then it is not sufficient to explain why the sentence belongs to that class.

Expert-Collaborative Text Summaries: While anchors extracted from the two cohort can be really useful to interpret the results, the main goal of PainPoints as a tool is to enable the medical practitioner to comprehend the results and use the insights in practice. Interview texts can be very long, depending on the duration of the patient interview (typically more than 3 pages of text). By harnessing the
text summarization capabilities of LLMs, PainPoints enables generating interview summary notes. While the summaries are much easier to read and interpret, they run the risk of missing important points/ideas from the interview depending on the compression ratio one chooses to summarize the text with. This enables the practitioner to interactively discard useless aspects of the text. By leveraging the anchors derived from the previous step, PainPoints develops the idea of facets. Facets are nothing but a union of all anchor words derived from the subjects in that particular cohort (FM or NP). Naturally, facets can be specific to an individual subject or can be common across subjects in that cohort. When intervening on a particular patient, the medical practitioner is given all facets present in the text document. Then by choosing which facets the practitioner wants to include in the summary, the sentences from the text are filtered and fed into the text summarization model. If the summarization ratio is too small, then the practitioner is shown what facets are missing and what sentences corresponded to those facets in the main document. This can be done interactively where the practitioner can add or remove facets chosen in the previous iteration. This re-summarization of the interview text allows for subjective selection of text which may have been lost in the process otherwise. It also helps the practitioner get a better intuition of what the model has learnt and implicitly incorporates the features considered important by the classifier in the first step. This feedback loop essentially enables an expert-in-the-loop system that can be used for downstream tasks such as diagnosis, medication and treatment planning.

**Facet Coverage:** Quantifying the quality of the generated summary is of key importance in the proposed framework, because the expert interacting with the system needs an estimate of what facets of the text were retained/lost in the process of summarization. Metrics proposed in the past that measure the quality of the summary such as BLEU scores compute the overlap between the words (n-gram) in the summary and the text it was generated from. However, these metrics do not reflect the ideas retained or lost in the summarization process, since they increase in proportion with the size of the generated summary. To overcome this shortcoming, we develop a new metric, Facet Coverage (FaCov), which aims to capture the common facets between the summary and original text. Instead of measuring the overlap between all the words on the original and generated text, FaCov measures the overlap between the facets in the summary and generated text. These facets are the same ones that were obtained from the model predictions in steps 1 and 2 of PainPoints. Let \( X = x_1, x_2, \ldots, x_n \) be a set of all facets \( (x_i) \) in the original text and let \( Y = y_1, y_2, \ldots, y_n \) be the facets \( (y_i) \) present in the generated summary. These facets can be generated by running the same anchors interpretability model on the summary. Additionally, if the medical practitioner wants to add extra facets based on prior knowledge, those can also be incorporated. Let the expert facets \( (e_i) \) be \( E = e_1, e_2, \ldots, e_n \). If the elements in both sets can be represented as \( Z = (X \cap Y) \cup E \) based in the summary, then the FaCov score can be computed as \( \frac{|Z|}{|X \cup E|} \) where \(|.|\) implies cardinality of the set.

### 4. Results and Discussion

To compare the performance of the classifiers, we compute the AUC scores for each of them. We use a shuffled 4-fold cross-validation and report the mean AUC in Table. 1. The ROC curve for each classifier have been shown in Fig. 4 and variance is estimated via the cross-validation scheme.
On comparison, we see that the fine-tuned BERT significantly out-performs the other classifiers which are trained using the BERT embeddings by yielding an AUC of 0.83. While AdaBoost, Gaussian process and MLP achieve similar AUC scores (0.59), the RBF-kernel based SVM performs slightly better with an AUC of 0.62. This shows that by further fine-tuning BERT on the pain dataset, the pre-trained model is constrained to the text features prevalent in the patients. The fine-tuned model can find a better decision boundary between the two cohorts of NP and FM patients accurately. In Fig. 3 we show the different anchors picked up by the model via two randomly chosen sentences from both the NP and FM cohort. The anchors picked up by the model in the FM sentence are massage, night and excruciating, whereas, the anchors in the NP sentence are tried, everything, pull, feel and well. We segregated the anchors/facets by their part-of-speech tags corresponding to nouns, verbs and adjectives for post hoc analysis. One can note that the words that FM patients use to describe their pain are very different from the NP patients. As explained in Sec. 1, this is expected as the manifestation of both the sub-types of chronic pain are very different from one another. Notably, we see nouns such as bowel and dinner in the FM cohort which is expected on account of the IBS diagnosis common to the cohort. Apart from these, the anchors in the FM cohort text appear to be related to lifestyle, social, and psychological experience such as situation, problems, stress, and people. On the other hand anchors of NP patients have a physical quality, like surgery, teeth, nerve, and eye. This result also abides by the differences in the symptom characteristics between the two cohorts: NP patients typically have physical nerve damage due to which they can pin-point their physical struggles. FM patients, however, experience a more widespread pain with sometimes co-occurring with psycho-social symptoms. Similarly, in the case of the verbs, FM patients tend to explain activities with words that represent psycho-social struggles such as thinking, believed, and upset, and NP patients used more physical activity-related words like pain, feel, jump, look, and put. In Fig. 7, we show an outline of how the end user can interact with the facets and re-summarize the text. For instance, we show the selected words highlighted in red are used to filter the original text. Next, a summarization ratio is chosen to further compress the text and obtain summary notes of the interview. The facets selected in the original text are also highlighted in the summary. Using FaCov, we also indicate the missing facet from the summary (e.g. even). A key advantage of using FaCov is that it does not grow as rapidly as the BLEU score depicted in Fig. 6 (see dashed lines). We show this by computing FaCov and BLEU on all text documents of FM patients and plotting the mean score for each summariza-
Figure 7: Outlines the interactive flow of PainPoints where the medical practitioner can choose the facets to filter the raw documents and accordingly re-summarize the text. FaCov also reveals the missing facets from the summary.

5. Conclusion

In this paper we proposed a novel human-AI collaborative tool, PainPoints, which learns to accurately identify sub-types of chronic pain (here, fibromyalgia and neuropathic pain) using fine-tuned large language models. PainPoints introduces a two-stage interpretability approach where the 1) anchor words in the text, which influence the classifier, are accurately detected and 2) the medical practitioner is allowed to interactively generate clinically usable summaries of the interview using these anchor words. In future work, we will use prompt-engineering Liu et al. (2021) to allow the practitioner to further tune facet-based-summaries.
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Appendix A. Additional Metrics
In the Fig. 8 we show the AUC score obtained per-fold from each predictive model. 1 standard deviation along with the mean score is also reported. Additionally, metrics such as precision, recall, accuracy for both cohorts are reported.

Appendix B. Compute Resources
All experiments pertaining to the steps within PainPoints were performed on a standard Windows i7 laptop with 16GB RAM. The BERT model was Fine-tuned on a single NVIDIA P100 GPU. The fine-tuning takes less than 5 minutes while the computation time of anchors and FaCov scores is negligible on a standard i7 CPU. Scikit-Learn was
Figure 8: Shows Mean AUC scores along with 1 standard deviation for each predictive model ([A] Shows BERT Embeddings + different classifiers, [B]). Also tabulates the different accuracy metrics in [C].

used to perform metric comparisons, cross-validation and to implement the SVM, GP, NN and AdaBoost algorithms.

Appendix C. Data and Software

The data used to perform the analysis has been included in the anonymous link below. The BERT pre-trained model was used via the transformers package of HuggingFace (Wolf et al., 2019). The implementation was done in PyTorch and Python. NLTK (Loper and Bird, 2002) and SpaCy [https://github.com/explosion/spaCy] were used to perform pre-processing tasks such as tokenization and part-of-speech tagging. The dependencies are detailed in the README within the same anonymous link below.

The data used in the paper and its derivatives are made available at the following anonymous link: https://figshare.com/s/5249898bf5514457372a. The code and instructions to reproduce the results have been added to the folder in a README file.

Appendix D. Expert Facets

Expert Facets in the paper are extracted from the following questions:

"Do you experience little interest or pleasure in doing things?"
"Are you feeling down, depressed, or hopeless?"
"Do you have trouble falling or staying asleep?"
"Do you feel that you are sleeping too much?"
"Do you feel tired or having little energy?"
"Do you have poor appetite"
"Have you been overeating?"
"Do you feel bad about yourself - or that you are a failure or have let yourself or your family down?"
"Do you have trouble concentrating on things, such as reading the newspaper or
"Have you been watching television?"
"Are you moving or speaking so slowly that other people could have noticed?"
"Have you been so fidgety or restless that you have been moving around a lot more than usual?"
"Do you have thoughts that you would be better off dead, or of hurting yourself in some way?"