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Abstract. Many of the methods proposed so far to go beyond Standard Perturbation Theory break invariance under time-dependent boosts (denoted here as extended Galilean Invariance, or GI). This gives rise to spurious large scale effects which spoil the small scale predictions of these approximation schemes. By using consistency relations we derive fully non-perturbative constraints that GI imposes on correlation functions. We then introduce a method to quantify the amount of GI breaking of a given scheme, and to correct it by properly tailored counterterms. Finally, we formulate resummation schemes which are manifestly GI, discuss their general features, and implement them in the so called Time-Flow, or TRG, equations.
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1 Introduction

Cosmological perturbation theory (in the following, Standard Perturbation Theory, SPT), as a tool to describe the evolution of structures in the universe has been discussed for a long time [1, 2]. It provides a clear improvement with respect to linear theory on the range of scales of the Baryonic Acoustic Oscillations (BAO), but it fails to reach the percent accuracy needed to compare theories and data from present and future surveys. The problem is particularly urgent at small redshifts ($z < \sim 2$) and small scales ($k > \sim 0.1 \, \text{h} / \text{Mpc}$). Considering higher and higher loop orders in SPT does not lead to an improvement in this regime, as the perturbative expansion seems to converge at most only asymptotically [3]. The ultimate reason for the SPT failure is its inability to describe short (UV) scales, and their coupling to the intermediate scales relevant for cosmological observations. Numerical studies on the impact of modifications of the initial conditions at UV scales on the late time nonlinear power spectrum (PS) show evidence of a “screening” effect which is completely missed by SPT [4, 5]. The UV failure of SPT is expected, as it neglects from the start all the effects — such as shell crossing and virialization — which cannot be described within the pressureless perfect fluid approximation. In order to deal with these UV shortcomings of SPT, modified schemes such as coarse-grained perturbation theory [6, 7], or effective field theory [8–11], have been proposed.

At the opposite end of the spectrum, large scale (IR) modes, are also known to play an important role. Bulk matter flows coherent on $O(10 \, \text{Mpc}/\text{h})$ scales are responsible for the widening of the BAO peak in the correlation function, and the failure of taking them into account would hinder the use of this feature a standard ruler. A quantity which is very IR sensitive is the cross-correlator of the matter field at different times, or the closely related “propagator”. This quantity is not observable in practice, as observations are confined on the past-light cone, but is nonetheless measurable in simulations by cross-correlating different snapshots and, as we will see, provides powerful tests on the IR performance of a given approximation scheme.

At each SPT order one can identify the subset of leading contributions to the propagator. The perturbative series of this subset is convergent, and can be analytically summed. In the limit in which only very long modes are taken into account, this summation coincides with the Zel’dovich approximation [12]. This observation is at the basis of approximation schemes such
as Renormalized Perturbation Theory (RPT) [13], Multi-Point-Propagator expansion [14], or Time-Flow equations [15, 16], in which these leading IR contributions are summed at all orders, while the SPT expansion for the remaining ones is truncated at some finite order. In what follows, we will refer to all such methods as “RPT-like summations”. Notice that, as will be clear in what follows, also the Lagrangian resummation scheme of [17] belongs to this class of methods.

The problem with RPT-like summations is that they violate Extended Galilean Invariance (GI) [18], that is, the invariance with respect to uniform, but time-dependent, boosts of the matter field. A consequence of this symmetry is that the effect of very long IR motions on a equal-time correlation function should vanish, as it can be reabsorbed in a change of frame [19]. More quantitatively, we will consider a properly defined “response function” and we will see that IR modes at a wavenumber \( q \) should decouple as \( O(q^3/k^3) \), where \( k \gg q \) is the scale at which the equal time PS is computed. RPT-like summations fail this test, and generically exhibit a spurious \( O(q/k) \) dependence. This is caused by a lack of cancellations between the IR effects that are resummed at all orders and the remaining ones, which are taken into account only up to a fixed order. Once the IR modes are integrated over, the spurious terms typically behave as powers of \( k^2 \sigma_{IR}^2 \) (where \( \sigma_{IR}^2 \) is the rms of the displacements induced by the IR modes), and therefore affect the PS in the UV, namely at large \( k \)-scales.

In this paper we address the question of how to quantify the effects of this IR-UV problem in RPT-like summations, how to cure it, and how to formulate summation schemes which are GI safe from the start. Our primary goal will be to take care of spurious effects in the IR sector. In order to formulate a complete approximation scheme, also UV effects should be taken into account. We leave the latter aspect for a future work where they will be included by means of the coarse-grained PT of [6, 7]. As a consequence, the main goal of this paper is not to obtain extremely accurate results but rather to analyse the GI issue in resummation schemes on general grounds and to identify possible solutions and their common features. The results that we present below show that removing the spurious IR effects already significantly improves the accuracy of RPT-like summations.

We will start with a general discussion on the IR effects on correlation functions at intermediate scales. Using the methods of [20], where exact consistency relations were obtained from GI, we will derive the general structure of the IR effects both for the equal-time and the non-equal time PS. Then we will employ the Zel’dovich approximation as a non-linear — but analytically manageable — benchmark to study the emergence of spurious IR effects in RPT like summations, and to envisage possible solutions. As we will see, a general feature of GI safe resummations is the dependence on a new scale, which becomes less and less relevant as the order of the truncation is increased. We will introduce a family of resummation schemes parameterised by such scale, which interpolates between SPT on one extreme and RPT on the opposite one, and we will see that RPT appears as the only pathological (from the point of view of GI) member of the family. Then, in order to deal with the real dynamics, we will focus on time-flow equations, like the Time Renormalization Group (TRG) of [21], or the ones discussed in [15, 16], clarifying the relation between the two and showing how to introduce the IR effects only partially captured by the TRG in the approximation schemes discussed so far in the literature.

Before closing this introduction, we recall that other GI resummation schemes have been proposed, such as the eRPT of [16, 20] or the methods of [22–24]. As for the methods discussed in this paper, also these IR-safe resummation introduce an arbitrary scale.
The paper is organised as follows. In section 2 we recall the main equations, introduce our formalism, and clarify the relation between the TRG approach of [21] and the time-flow equations of [15, 16]; in section 3 we discuss the linear response function, as the appropriate tool to discuss mode-mode coupling, in section 4 we use the Zel’dovich approximation as a benchmark to discuss IR issues and their solutions, in section 5 we apply the methods developed in the previous section to the real dynamics, using time-flow equations as a tool to resum SPT contributions at all orders. Finally, in section 6 we give our conclusions.

2 Equations and formalism

In this section we establish our notation, and summarize the system of equations that we use in this work. For a detailed derivation of these equations we refer the reader to [25]. We start from the Vlasov equation and the Poisson equation for the dark matter distribution $f(x, p, \tau)$ and the gravitational potential. We introduce the moments of the dark matter distribution by integrating over the momentum,

$$n(x, \tau) \equiv \int d^3p f(x, p, \tau), \quad v^i(x, \tau) \equiv \frac{1}{n(x, \tau)} \int d^3p \frac{p^i}{m} f(x, p, \tau), \ldots$$

(2.1)

and so on for the higher order. The Vlasov and Poisson equations can be rewritten as an infinite tower of equations for the moments. The tower admits a simple and exact truncation in which only the density field (which we rewrite in terms of the density contrast $\delta \equiv n(x, \tau) / n_0 - 1$) and the velocity divergence $\theta \equiv \nabla \cdot v$ are non-vanishing. In this paper we will stick to this truncation, also known as “single stream approximation”, as it is equivalent to neglecting the effect of shell crossing. In [6, 7] we developed methods to go beyond this approximation, and similar issues were addressed in [8].

In Fourier space, and in terms of the doublet components

$$\varphi_1 \equiv e^{-\eta} \delta, \quad \varphi_2 \equiv e^{-\eta} \frac{-\theta}{H f},$$

(2.2)

where $f \equiv \frac{1}{H} \frac{dq}{dt}$ the truncation acquires the very compact form

$$(\delta_{ab} \partial_\eta + \Omega_{ab}) \varphi_b (k, \eta) = I_{k, q_1, q_2} e^{i\gamma_{abc}} (q_1, q_2) \varphi_b (q_1, \eta) \varphi_c (q_2, \eta),$$

(2.3)

where

$$\Omega \equiv \left( \begin{array}{cc} 1 & -1 \\ -\frac{3}{2} \Omega_m & \frac{3}{2} \Omega_m \end{array} \right), \quad I_{k, q_1, q_2} \equiv \int \frac{d^3q_1}{(2\pi)^3} \frac{d^3q_2}{(2\pi)^3} (2\pi)^3 \delta_D (k - q_1 - q_2),$$

(2.4)

(with $\delta_D$ being the Dirac delta function), and where the only non-vanishing components of the vertex functions are

$$\gamma_{112} (q, p) = \gamma_{121} (p, q) = \frac{(p + q) \cdot p}{2 p^2}, \quad \gamma_{222} = \frac{(p + q)^2 \cdot p}{2 p^2 q^2}.$$  

(2.5)

\footnote{Following standard convention, in this and in the following expressions, $\tau$ denotes conformal time, $x$ spatial comoving coordinates, $a$ the scale factor of the universe, $H$ the Hubble rate in conformal time, $\eta \equiv \log \frac{D(\tau)}{\tau a(t_0)}$ the logarithm of the linear growth factor.}
We are interested in correlators of the density and vorticity field. We can express them through the path integral formulation of [25]. The starting point is the generating functional $Z [J_a, K_B] = \int D\varphi a D\chi b \exp \left\{ -\frac{1}{2} \int d^3 k \chi a (-k, \eta_{in}) P_0^0 (k) u_a u_b \chi_b (k, \eta_{in}) + iS \right. \\
+ i \int d\eta d^3 k [J_a (-k, \eta) \varphi_a (k, \eta) + K_a (-k, \eta) \chi_a (k, \eta)] \right\}$, (2.6)

where $u = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$ is the growing mode of the linear theory, $P_0^0 (k) u_a u_b$ the linear power spectrum at the initial time $\eta_{in}$, which is taken in the infinite past, $\eta_{in} \rightarrow -\infty$. $S$ is the action whose extremization gives (2.3):

$$S = \int d\eta d^3 k \chi_a (-k, \eta) \left[ \int d\eta' g^{-1}_{ab} (\eta, \eta') \varphi_b (k, \eta) \right. \right.$$ 

$$\left. - J_{k, q_1, q_2} e^{\eta' \gamma_{abc} (q_1, q_2)} \varphi_b (q_1, \eta) \varphi_c (q_2, \eta) \right].$$ (2.7)

The quantity $g^{-1}_{ab} (\eta, \eta') = \delta_D (\eta - \eta') (\delta_{ab} \partial_{\eta'} + \Omega_{ab})$ is the inverse of the linear propagator $g_{ab} (\eta, \eta') = \left( B_{ab} + e^{-\frac{2}{3} (\gamma - \gamma')} A_{ab} \right) \theta (\eta - \eta')$, \n
$$B = \frac{1}{5} \begin{pmatrix} 3 & 2 \\ 3 & 2 \end{pmatrix}, \quad A = \frac{1}{5} \begin{pmatrix} 2 & -2 \\ -3 & 3 \end{pmatrix},$$ (2.8)

with $\theta$ is the Heaviside step function.

Second derivatives of $W \equiv -i \ln Z$ with respect to the sources $J_a$ and $K_a$ provide the nonlinear power spectrum

$$P_{ab} (k; \eta, \eta') (2\pi)^3 \delta^{(D)} (k + k') \equiv \langle \varphi_a (k, \eta) \varphi (k', \eta') \rangle = -i \left. \frac{\delta^2 W}{\delta J_a (-k, \eta) \delta J_b (-k', \eta')} \right|_{J_a = K_a = 0},$$ (2.9)

and propagator

$$G_{ab} (k; \eta, \eta') (2\pi)^3 \delta^{(D)} (k + k') \equiv -i \left. \frac{\delta^2 W}{\delta J_a (-k, \eta) \delta K_b (-k', \eta')} \right|_{J_a = K_a = 0}.$$ (2.10)

In these expressions brackets denote, as usual, averaging over the initial conditions at time $\eta_{in}$. In this average, the initial conditions obey gaussian statistics, due to the $\chi^2 P_0^0$ factor in eq. (2.6) [25]. A more general and non-gaussian initial statistics can be imposed on the system by adding terms cubic, quartic, etc., in $\chi(\eta_{in})$, with coefficients given by the initial bispectrum, trispectrum, and so on.

As customary in field theory, we then define [25] the expectation values of the $\varphi_a$ and $\chi_b$ in the presence of sources,

$$\varphi_a [J_c, K_d] \equiv \frac{\partial W [J_c, K_d]}{\partial J_a}, \quad \chi_b [J_c, K_d] \equiv \frac{\partial W [J_c, K_d]}{\partial K_b},$$ (2.11)
and the generating functional for one particle irreducible Green functions

$$\Gamma[\varphi_a, \chi_b] \equiv W[J_a, K_b] - \int d^3k \frac{d^3k}{(2\pi)^3} (J_a \varphi_a + K_b \chi_b). \tag{2.12}$$

This is used in the definition of the “self-energy” and of the mode coupling function

$$\frac{\partial^2 \Gamma}{\partial \varphi_a(k, \eta) \partial \varphi_b(k', \eta')} \bigg|_{\varphi_a = \chi_b = 0} = \frac{1}{\eta' - \eta} - \Sigma_{ba}(k, \eta, \eta'), \tag{2.13}$$

which separates the full power spectrum in the sum of a “propagator” and of a “mode coupling” part. As anticipated, in the equation above we have sent \(\eta_n \to \infty\). This generates some identities between these elements. One of the identities is

$$P_{ab}(k; \eta, \eta') = P^0(k; \eta, \eta') + P^{MC}(k; \eta, \eta') \tag{2.14}$$

where prime on a correlator denotes the correlator divided by \((2\pi)^3\delta_D(0)\), the overall momentum delta function. This equation is the starting point of the TRG method, introduced in [21]. In order to solve it, the bispectrum at the r.h.s. must be computed. In [21] this was accomplished by applying eq. (2.3) to the bispectrum, in order to obtain an evolution equation for the latter. This, in turn, involves the trispectrum, and so on. In [21] the tower of equations was truncated by setting the trispectrum to zero. The effect of including the (tree-level) trispectrum was studied in [26]. The system of equations obtained in this way contains perturbative contributions at all orders, and in this sense it provides a resummation of the SPT expansion. However, it fails to properly include the effects of long IR modes, as is clearly manifest if one consider the truncated set of equations for the non-equal time PS.

An alternative to using a (truncated) set of equations to compute the bispectrum is to use the identity (56) of [20] for the full bispectrum, which allows to rewrite eq. (2.14) as in [16],

$$\partial_{\eta} P_{ab}(k; \eta, \eta') = -\Omega_{ac} P_{cb}(k; \eta, \eta') \tag{2.15}$$

where prime on a correlator denotes the correlator divided by \((2\pi)^3\delta_D(0)\), the overall momentum delta function. This equation is the starting point of the TRG method, introduced in [21]. In order to solve it, the bispectrum at the r.h.s. must be computed. In [21] this was accomplished by applying eq. (2.3) to the bispectrum, in order to obtain an evolution equation for the latter. This, in turn, involves the trispectrum, and so on. In [21] the tower of equations was truncated by setting the trispectrum to zero. The effect of including the (tree-level) trispectrum was studied in [26]. The system of equations obtained in this way contains perturbative contributions at all orders, and in this sense it provides a resummation of the SPT expansion. However, it fails to properly include the effects of long IR modes, as is clearly manifest if one consider the truncated set of equations for the non-equal time PS.

An alternative to using a (truncated) set of equations to compute the bispectrum is to use the identity (56) of [20] for the full bispectrum, which allows to rewrite eq. (2.14) as in [16],

$$\partial_{\eta} P_{ab}(k; \eta, \eta') = -\Omega_{ac} P_{cb}(k; \eta, \eta') \tag{2.15}$$

At this stage, the equation is exact, as it is eq. (2.14). In order to solve it, some approximation on the exact two-point 1PI functions \(\Sigma_{ab}\) and \(\Phi_{ab}\) has to be performed. As we will see, the form (2.15) provides a more direct path to the GI resummation schemes we are interested in.
When solving the equation numerically, initial conditions are given at some time ηs, where SPT can be reliably used for all scales of interest. Notice that the initial time ηs needs not be the same as ηin, the time at which the initial conditions on the perturbations are given, which can be thought as being infinitely far in the past.

We will discuss various approximations of this equation in the remainder of this work, concentrating on how to incorporate IR effects beyond SPT without spoiling Galilean Invariance.

3 Linear response function

Assuming gaussian initial conditions on the growing mode, and fixing the cosmology, the nonlinear PS at late times, \( P_{ab}(k; η, η') \), is a functional of the linear PS, given at some initial time ηin, \( P^0_0(q; η_{in}) \). In the following, to simplify the notation, we will omit the η dependence when redundant.

We are interested in the response of the nonlinear PS to “small” variations of the initial PS. In full generality, we can write the resulting nonlinear PS as a functional expansion,

\[
P_{ab}[P^0](k; η, η') = P_{ab}[\bar{P}^0](k; η, η') + \sum_{n=1}^{∞} \frac{1}{n!} \int d^3q_1 \cdots d^3q_n \left. \frac{\partial^n P_{ab}[P^0](k; η, η')}{\partial P^0(q_1) \cdots \partial P^0(q_n)} \right|_{P_0=\bar{P}_0} \delta P^0(q_1) \cdots \delta P^0(q_n),
\]

where \( \delta P^0(q) \equiv P^0(q) - \bar{P}^0(q) \) is the deviation from the reference linear PS, \( \bar{P}^0(q) \). Notice that for \( \bar{P}^0(q) = 0 \) the expansion above is just the SPT expansion, where the the n-th term in the series corresponds the \((n-1)\)-th loop order. On the other hand, for any \( \bar{P}^0(q) \neq 0 \), already the linear response function (LRF),

\[
K_{ab}(k, q; η, η') \equiv q^3 \int dΩ_q \left. \frac{\partial P_{ab}[P^0](k; η, η')}{\partial P^0(q)} \right|_{P_0=\bar{P}_0},
\]

contains SPT contributions at all orders, that is, arbitrarily high powers in \( \bar{P}^0 \), and is therefore a fully nonperturbative object. In (3.2) we have used spatial isotropy.

The knowledge of the LRF can be used to obtain the nonlinear PS for a cosmology with a linear PS not too different from the reference one, once the nonlinear PS for the latter has been computed, e.g., by N-body simulations. Besides this practical use, the LRF is also relevant for a more fundamental issue, namely, it quantifies, at a fully nonlinear level, the coupling between different modes. More precisely, if we consider a \( \delta P^0(q) \) peaked around a fixed momentum \( q \), and rapidly vanishing far from it, the LRF encodes how much a (small) modification of the initial condition at a scale \( q \) impacts on the nonlinear PS at later times at a scale \( k \).

In ref. [5] the LRF was measured in N-body simulations and the results were compared to SPT. Strong deviations between SPT and simulations were found in the UV sector (\( q/k \gg 1 \)). In particular, while PT predicts a non vanishing, or even growing LRF at large \( q \) (for fixed \( k \)), N-body simulations find quite an opposite behaviour, with the LRF going to zero, thus showing evidence for a decoupling between UV and intermediate scales. A similar “UV screening” was already pointed out in [4]. While this is a very interesting results, which
clarifies the reasons of the failure of SPT, in this paper we focus on the opposite, IR regime. In the following, we derive the constraints on the IR behavior of the LRF coming from the underlying symmetry of the system, namely the GI recalled in the Introduction.

As a first step, since we are looking for exact statements deriving from GI, we want to express the LRF in terms of the exact propagator, PS, and other $n$ underlying symmetry of the system, namely the GI recalled in the Introduction. In the following, we derive the constraints on the IR behavior of the LRF coming from the clarification of the reasons of the failure of SPT, in this paper we focus on the opposite, IR regime.

Eq. (3.5) is represented diagrammatically in figure 1.

By taking the functional derivative of (2.9) with respect to the initial PS we get

$$\left(2\pi\right)^3 \delta_D(k + k') \frac{\delta P_{ab}(k; \eta, \eta')}{\delta P^{00}(q)} = -\frac{1}{2} \frac{1}{\left(2\pi\right)^3} \langle \varphi_a(k; \eta) \varphi_c(-q; \eta_\eta) \varphi_d(q; \eta_\eta) \varphi_b(k'; \eta') \rangle_{u_c u_d},$$

$$= \frac{1}{2} \frac{1}{\left(2\pi\right)^3 P^{00}(q)^2} \langle \varphi_a(k; \eta) \varphi^{in}(-q) \varphi^{in}(q) \varphi_b(k'; \eta') \rangle,$$  

(3.3)

where we have used the relation, valid when the initial conditions are gaussian and on the growing mode $\varphi_c(q; \eta_\eta) = u_c \varphi^{in}(q)$,

$$\chi_d(q; \eta_\eta) u_d = \frac{i}{P^{00}(q)} \varphi(q; \eta_\eta).$$  

(3.4)

The case of non gaussian initial conditions leads to a new $O(q)$ term besides the one in eq. (3.8) below, which, using the methods developed in [20, 27], can be computed at all orders in SPT but at linear order in the nongaussianity parameter, $f_{NL}$.

Inserting (3.3) in (3.2), gives

$$K_{ab}(k; q, \eta, \eta') = q \delta_D(k - q) G_{ac}(k; \eta, \eta_\eta) u_c G_{bd}(k; \eta', \eta_\eta) u_d$$

$$+ \frac{1}{2} \frac{1}{P^{00}(q)^2} \frac{q^3}{\left(2\pi\right)^3} \int d\Omega_q \langle \varphi_a(k; \eta) \varphi^{in}(-q) \varphi^{in}(q) \varphi_b(-k; \eta') \rangle_c,$$  

(3.5)

where the first line represents the disconnected contribution to the four-point function in (3.3), $\langle \cdots \rangle_c$ indicates the connected contribution, and we used the relation

$$q^3 \int d\Omega_q \delta_D(k - q) = q \delta_D(k - q).$$

(3.6)

Eq. (3.5) is represented diagrammatically in figure 1.

The consistency relations derived in [20, 28, 29] relate $N + 1$-point functions with one of the momenta going to zero with $N$-point ones. Applying them twice to the 4-point function in (3.5) we get

$$\frac{1}{P^{00}(q)^2} \langle \varphi_a(k; \eta) \varphi^{in}(-q) \varphi^{in}(q) \varphi_b(-k; \eta') \rangle_c$$

$$\rightarrow - \left(\frac{q \cdot k}{q^2}\right)^2 \left(e^{\eta} - e^{\eta'}\right)^2 P_{ab}(k; \eta, \eta') + O(q^6),$$

(3.7)

for $q \ll k$. Notice that this relation is exact, in the sense that not only it holds at all orders in SPT but it also holds beyond the perfect fluid approximation, that is, if multi streaming
\[ q \delta_D(k - q) \times \frac{k_x}{k ; \eta} \times \frac{k_y}{k ; \eta_{in}} - \frac{k_z}{-k ; \eta_{in}} - \frac{k_z}{-k ; \eta} \times \int d\Omega_q \quad \text{Figure 1. Diagrammatical representation of the linear response function } K_{ab}(k, q; \eta, \eta'), \text{ eq. (3.5). The double mixed solid-dashed line denote full propagators, and the dark blob represents the full trispectrum.} \]

is present. Inserting it in (3.5) and performing the angular integration, we get the IR limit of the linear response function

\[ K_{ab}(k, q; \eta, \eta') \to -\frac{1}{3} \frac{1}{(2\pi)^2} k^2 q \left( e^\eta - e^{\eta'} \right)^2 P_{ab}(k; \eta) + O(q^3), \]

where we have used the fact that in the IR limit the full propagator gives the linear one \( G_{ac}(q; \eta, \eta_{in}) u_c \to g_{ac}(\eta, \eta_{in}) u_c = u_a \). We stress that GI protects the structure of the \( O(q) \) term in (3.8) at all orders. On the other hand, it provides no constraint on the coefficient of the \( O(q^3) \) terms. Moreover, in the \( \eta = \eta' \) case, the \( O(q) \) term vanishes, as in the consistency relations for the LSS [20, 27].

In SPT, the lowest order contributions to the second term in (3.5) are given by the diagrams in figure 2, which give, for the density-density component in the IR limit,

\[
K^{PT}_{11}(k, q; \eta, \eta') \to -\frac{1}{3} \frac{1}{(2\pi)^2} k^2 q \left( e^\eta - e^{\eta'} \right)^2 \left( P_{0}(k) + \frac{812 (e^\eta + e^{\eta'})^2 + 1790 e^{\eta+\eta'}}{8820\pi^2} P_{0}(k) + e^{\eta+\eta'} \left[ -1974 k \frac{dP_{0}(k)}{dk} + 441 k^2 \frac{d^2P_{0}(k)}{dk^2} \right] \right) q^3 + O(q^5). \tag{3.9}
\]

Notice the difference between the \( O(q) \)-non equal times- terms in the full result and in lowest order SPT: while the former contains the fully nonlinear PS \( P_{ab}(k; \eta, \eta') \), the latter contains, obviously, a truncated version of it, which at this order is the linear PS, \( P_{0}(k) \). The approximate fulfilment of the GI requirement provided by SPT is the reason for its imperfect description of physical effects where GI plays an essential role, such as the damping of memory effects encoded in the nonlinear propagator or, on a more observational side, the widening of the BAO peak [31]. The cancellation of the spurious IR dependence for the equal-time correlators order by order in SPT was discussed in [19, 20, 32–34].

The \( q \) dependence of the IR limit of the LRF is a practical test for approximation schemes other than SPT. In the equal-time case, it ensures that these schemes do not bear spurious \( O(k^2 q P_{0}(k)) \) effects.

4 Zel’dovich approximation

In this section we consider the Zel’dovich approximation as a benchmark to study the issue of IR dependence and how we can deal with it in resummation schemes. The starting point

\[ \text{Figure 1. Diagrammatical representation of the linear response function } K_{ab}(k, q; \eta, \eta'), \text{ eq. (3.5). The double mixed solid-dashed line denote full propagators, and the dark blob represents the full trispectrum.} \]

\[ q \delta_D(k - q) \times \frac{k_x}{k ; \eta} \times \frac{k_y}{k ; \eta_{in}} - \frac{k_z}{-k ; \eta_{in}} - \frac{k_z}{-k ; \eta} \times \int d\Omega_q \]

2Consistency relations among equal time correlators involving momentum instead of density fields have been recently discussed in [30].
is to notice that the unequal time density-density PS (in which the density field has been
rescaled by $e^{-\eta}$ as in eq. (2.2)) can be written as

$$P_{11}(k; \eta, \eta') = e^{-(\eta+\eta')} \int d^3r_L e^{-i k \cdot r_L} \left( e^{-i k \Delta \Psi} - 1 \right) ,$$  \hspace{1cm} (4.1)

where $\Delta \Psi$ is the difference between the displacement fields,

$$\Delta \Psi = \Psi(q_L, \eta) - \Psi(q'_L, \eta'), \quad r_L = q_L - q'_L ,$$  \hspace{1cm} (4.2)

and $r_L, q_L$ are vectors in Lagrangian configuration space.

The Zel’dovich approximation consists in evaluating the displacement field in linear
perturbation theory (growing mode)

$$\Psi_L(q_L, \eta) = \int_0^{\tau(\eta)} d\tau'' v(q_L, \tau'') = i e^{i \frac{\eta}{2} \int \frac{d^3k}{(2\pi)^3} \frac{k^2}{k^2} \varphi_{in}(k) ,}$$  \hspace{1cm} (4.3)

where the initial density field, $\varphi_{in}(k) = e^{-\eta_0} \delta_{in}(k)$, is assumed to obey gaussian statistics.

Therefore

$$\langle e^{-i k \cdot \Delta \Psi_L} \rangle = e^{-\frac{i}{2} k^2 \int \delta_{in}(k) \Delta \Psi_L \Delta \Psi_L^*} ;$$  \hspace{1cm} (4.4)

which, after some manipulation gives the Zel’dovich PS as

$$P_L(k; \eta, \eta') = e^{-(\eta+\eta')} \int d^3r_L e^{-i k \cdot r_L} \left[ e^{-\frac{k^2}{2} (\eta' - \eta)^2} e^{-e^{\eta+\eta'} (k^2 \sigma^2 - I(k, r_L))} - 1 \right] ,$$  \hspace{1cm} (4.5)

where

$$I(k, r_L) = \int \frac{d^3p}{(2\pi)^3} e^{i p \cdot r_L} \frac{(p \cdot k)^2}{p^2} P^0(p) , \quad I(k, 0) = k^2 \sigma^2 ,$$  \hspace{1cm} (4.6)

with

$$\sigma^2 \equiv \frac{1}{3} \int \frac{d^3p}{(2\pi)^3} \frac{P^0(p)}{p^2} .$$  \hspace{1cm} (4.7)

Noticing that the $P^0(q)$ dependence in (4.5) is contained in the $\sigma$’s and in the $I(k, r_L)$
function at the exponent, we can compute the functional derivative with respect to the linear
PS to get the LRF defined in (3.2),

$$K_{11}^Z(k, q; \eta, \eta') = q \delta_D(k - q) G_z(k; \eta) G_z(k; \eta') - \frac{1}{3} \frac{1}{(2\pi)^2} k^2 q \left( e^{\eta} - e^{\eta'} \right)^2 P^Z(k; \eta, \eta')$$

$$- \frac{q^3}{(2\pi)^3} G_z(k; \eta) G_z(k; \eta') \int d\Omega q \frac{(q \cdot k)^2}{q^4} \mathcal{J}(k, q) ,$$  \hspace{1cm} (4.8)
where
\[ G_z(k; \eta) = e^{-\frac{k^2 \sigma^2}{2} e^{2\eta}}, \] (4.9)
and
\[ J(k, q) \equiv \int d^3r_L e^{-i k \cdot r_L} (1 - \cos (q \cdot r_L)) \left( e^{e^{\eta+\eta'}} I(k, r_L) - 1 \right). \] (4.10)

Considering eq. (4.8) in the \( q \ll k \) limit, we are left with the second term, which has the same structure as the exact result for the linear response function, eq. (3.8), and the third term, which is \( O(q^3) \) as expected. Notice that, compared to 1-loop SPT, the \( O(q) \) contribution is recovered by the Zel’dovich approximation at the fully nonlinear level.

The absence of spurious \( O(q) \) terms from the second line is due to the presence of the combination \( (1 - \cos (q \cdot r_L)) = O(q^2 r_L^2) \), which, in turn, comes from the “IR safe” combination \( k^2 \sigma^2 - I(k, r_L) \) in the exponential of the Zel’dovich PS, eq. (4.5). This observation is all we need to understand what goes wrong when one considers truncated expansions to the full result (4.5), in which the dependence on the IR safe combination is not preserved. Indeed, in this context, RPT-like resummations are obtained by taking out of the \( d^3r_L \) integral the exponentials containing \( \sigma^2 \), and expanding the one in \( I(k, r_L) \) to some finite order, that is, one considers the truncated PS,
\[ P^N_Z(k; \eta, \eta') \equiv e^{-\frac{k^2 \sigma^2}{2} (e^{\eta'} - e^{\eta})^2} e^{-k^2 \sigma^2 e^{\eta+\eta'}} \int d^3r e^{-i k \cdot r_L} \sum_{n=1}^N e^{(n-1)(\eta+\eta')} \frac{I(k, r_L)^n}{n!}, \] (4.11)
where here, and in what follows, we omit terms proportional to \( \delta_D(k) \).

The above truncation clearly breaks GI, since none of the \( O(q) \) terms of order higher than \( N \) in the linear PS coming from the functional derivative of \( e^{-k^2 \sigma^2 e^{\eta+\eta'}} \) can be canceled by the ones coming from the derivatives of the terms in \( I(k, r_L) \), which contain at most \( N \) powers of \( P^0 \). Indeed, evaluating the LRF (3.2) associated with the truncated PS (4.11) we obtain
\[ K^{Z,N}_{11} (k, q; \eta, \eta') = q \delta_D(k - q) G_z(k; \eta) G_z(k; \eta') - \frac{1}{3} \left( \frac{1}{2\pi} \right)^2 k^2 q \left( e^\eta - e^{\eta'} \right)^2 P^N_Z(k; \eta, \eta') \]
\[ - \frac{q k^2}{6\pi^2} G_z(k; \eta) G_z(k; \eta') \frac{e^{(\eta+\eta')N}}{N!} \int d^3r_L e^{-i k \cdot r_L} I(k, r_L)^N + O(q^3), \]
(4.12)

namely an extra \( O(q) \) term emerges, the one at the second line, which does not vanish at equal times and is of \( N \)-th order in \( P^0 \). This term does not have the form dictated by GI, that is, eq. (3.8), and it is therefore a spurious \( O(q) \) effect induced by the truncation.

In order to restore the GI a first strategy could be that of cancelling the spurious IR dependence by adding a proper counterterm. For instance, we can define an “improved” truncation, which, for the equal time PS, is given by
\[ \tilde{P}^N_Z(k; \eta, \eta) \equiv P^N_Z(k; \eta, \eta') - K^{Z,N}_{11R} (k, \eta) \int_0^\Lambda dq P^0(q), \] (4.13)
where
\[ K^{Z,N}_{11R} (k, \eta) = \lim_{q \to 0} K^{Z,N}_{11} (k, q; \eta, \eta) q, \] (4.14)
and Λ is a new scale, which is in principle arbitrary, but has to be chosen Λ ≲ k on physical grounds, otherwise the counterterm would remove also non IR modes which are not constrained by GI. As we will discuss in the following, the dependence on a new scale is a generic feature of GI invariant resummation schemes. Such dependence vanishes as the truncation order goes to infinity, since the full result must be independent of Λ.

An alternative strategy is to construct a resummation scheme that is manifestly GI. We start by recalling that the combination k²σ² − I(k, r_L) is IR safe, in the sense that the O(1/q²) terms in the ∫ d³q integrand giving k²σ² are canceled by the same terms in the integral giving I(k, r), eq. (4.6). A IR-safe quantity can then be obtained by defining

$$\bar{σ}²(p) ≡ \frac{1}{6π²} \int_0^∞ dp f\left(\frac{p}{\bar{p}}\right) p^0(p) ,$$

(4.15)

where f is a smooth and integrable function that satisfies f(x) → 1 + O(x²) as x → 0, so that $\bar{σ}²(\bar{p} = ∞) = σ²$, but which is otherwise arbitrary. In our explicit computations, the function $f = e^{-p²/\bar{p}²}$ will be used. We then replace the expansion (4.11) by

$$\bar{P}^N_Z(k; η, η')$$

(4.16)

where the last equality holds for any non-vanishing value of $\bar{p}$.

As we see, no spurious O(q) terms arises, but only O(q³) ones, which are not protected by GI. The $\bar{p}$ dependence is of O((P⁰)N), that is N = 1 loop order, and it is a consequence of the residual arbitrariness in the choice of the resummation scheme once the GI constraints have been satisfied.

The case $\bar{p} → ∞$ corresponds to SPT, which can then be seen as one special member of a family of GI expansions. The other special case is the RPT-like resummation, obtained for $\bar{p} = 0$, which is the only one not GI. It corresponds to the only pathological value for $\bar{p}$, since the q → 0 and the $\bar{p} → 0$ limits do not commute. In more physical terms, eq. (4.16) resums the effect of velocity modes for $\bar{p} ≲ q < ∞$. Modes with 0 ≤ q ≪ k have no physical effects on equal-time correlators. This naturally leads to set $\bar{p} = O(k)$.

In figure 3 we show the ratio between truncations (4.16) and the full Zel’dovich power spectrum, eq. (4.5). The comparison between the two panels shows that, not surprisingly, higher order truncations approximate the exact PS better than the lower order ones. For each given order, we note that the choice $\bar{p} = k/2$ offers a better approximation than SPT ($\bar{p} = ∞$) and than the non-GI invariant resummation (4.11) ($\bar{p} = 0$).
Before closing this section, we consider the time derivative of (4.16) with respect to $\eta$, as it will be of use in the following. We get

$$
\frac{\partial P^N_Z(k; \eta, \eta')}{\partial \eta} = -k^2 \sigma^2 \varepsilon^\eta \left( e^\eta - e^{\eta'} \right) \left( P^N_Z(k; \eta, \eta') - P^0(k) \right)
$$

$$
+ e^{-\frac{e^2}{2}(e^{\eta} - e^{\eta'})^2} e^{-k^2(\sigma^2 - \sigma^2(\bar{p}))e^{\eta+\eta'}}
$$

$$
\times \int d^3 r e^{-ik \cdot r} \sum_{n=1}^{\infty} e^{(n-1)(\eta+\eta')}(n-1) \frac{[I(k, r) - k^2 \bar{\sigma}^2(\bar{p})]^n}{n!}
$$

(4.18)

then, we isolate the 1-loop order contributions from the second and third terms, to obtain

$$
\frac{\partial P^N_Z(k; \eta, \eta')}{\partial \eta} = -k^2 \sigma^2 \varepsilon^\eta \left( e^\eta - e^{\eta'} \right) \left( P^N_Z(k; \eta, \eta') - P^0(k) \right)
$$

$$
- k^2 \sigma^2 \varepsilon^\eta P^0(k) + \frac{e^{\eta+\eta'}}{2} \int d^3 r e^{-ik \cdot r} I(k, r)^2
$$

$$
- k^2 \left( \sigma^2 - \bar{\sigma}^2(\bar{p}) \right) e^{\eta+\eta'} \left( P^N_Z(k; \eta, \eta') - P^0(k) \right)
$$

$$
+ \frac{e^{\eta+\eta'}}{2} \int d^3 r e^{-ik \cdot r} \left( I(k, r) - k^2 \bar{\sigma}^2(\bar{p}) \right)^2 \left( e^{-\frac{e^2}{2}(e^{\eta} - e^{\eta'})^2} e^{-k^2(\sigma^2 - \sigma^2(\bar{p}))e^{\eta+\eta'} - 1} \right)
$$

$$
+ e^{-\frac{e^2}{2}(e^{\eta} - e^{\eta'})^2} e^{-k^2(\sigma^2 - \sigma^2(\bar{p}))e^{\eta+\eta'}}
$$

$$
\times \sum_{n=3}^{N} \int d^3 r e^{-ik \cdot r} e^{(n-1)(\eta+\eta')}(n-1) \frac{[I(k, r) - k^2 \bar{\sigma}^2(\bar{p})]^n}{n!}
$$

(4.19)

where we can check that each line besides the first one (which vanishes as $\eta' = \eta$) contains GI-safe combinations of $k^2 \sigma^2$, $k^2 \bar{\sigma}^2(\bar{p})$, and $I(k, r)$. The second line is the time-derivative of the Zel’dovich PS in the 1-loop approximation. The third line contains all perturbative orders larger than 1-loop and therefore including it in the equation provides a resummation which coincides with SPT at 1-loop but contains all the leading terms in the large $k$ limit starting from 2-loop. The remaining three lines include the mode-coupling effects beyond 1-loop and can be systematically added at higher and higher orders.

In the next section we will consider an evolution equation for the real dynamics analogous to the one above in which the last three lines have been neglected.
5 Time-flow equations

In this section we consider resummation schemes based on time-flow equations, like the TRG of ref. [21], eq. (2.14) of the present work, or the one developed in [15, 16], eq. (2.15) of the present work. To fix ideas, let us start from eq. (2.15), which, we recall, is exact. In full analogy to what we discussed at the end of the previous section, we want to consider an resummation scheme based on time-flow equations, like the TRG of ref. [21], eq. (2.14) of the present work, or the one developed in [15, 16], eq. (2.15) of the present work.

Limiting the SPT order to 1-loop, and taking into account the index structure, we get the analogue of eq. (4.19) with the last three lines neglected,

$$\partial_t P_{ab}(k; \eta, \eta') \simeq \left[ -\Omega_{ac} P_{cb}(k; \eta, \eta') - k^2 \sigma^2 e^{\eta} \left( e^{\eta} - e^{\eta'} \right) \left[ P_{ab}(k; \eta, \eta') - P^0(k) u_a u_b \right] ight. + P^0(k) u_b \int_{-\infty}^{\eta} ds \Sigma_{ac}^{1\text{-loop}}(k; \eta, s) u_c + \int_{-\infty}^{\eta'} ds \Phi_{ac}^{1\text{-loop}}(k; \eta, s) g_{bc}(k; \eta', s) + \left. - k^2 \left[ \sigma^2 - \bar{\sigma}(\bar{p})^2 \right] e^{\eta+\eta'} \left[ P_{ab}(k; \eta, \eta') - P^0(k) u_a u_b \right] \right],$$

(5.1)

which is GI for any $\bar{p} \neq 0$ (we note that, as in the analogous term in (4.19), the second line is automatically GI, as it comes from the time derivative of the 1-loop SPT expression).

To get the equation for the equal time PS, $P_{ab}(k; \eta, \eta)$, one has to add to the r.h.s. of (5.1) the quantity which is obtained from the r.h.s. itself by simultaneously swapping the index $a$ with $b$ and the time $\eta$ with $\eta'$.

The solution of the equal-time equation is given by

$$P_{ab}(k; \eta, \eta) = P^0(k) u_a u_b + \Delta P_{ab}^{1\text{-loop}}(k; \eta, \eta) + \delta P_{ab}(k; \eta, \eta),$$

(5.2)

where $\Delta P_{ab}^{1\text{-loop}}(k; \eta, \eta)$ is the 1-loop SPT contribution to the PS, and

$$\delta P_{ab}(k; \eta, \eta) = -2k^2 \left( \sigma^2 - \bar{\sigma}(\bar{p})^2 \right) \times \int_{-\infty}^{\eta} ds \ e^{2s} e^{-k^2 \left( \sigma^2 - \bar{\sigma}(\bar{p})^2 \right)} (e^{\eta} - e^{\eta'}) g_{ac}(\eta, s) g_{bd}(\eta, s) \Delta P_{cd}^{1\text{-loop}}(k; s, s).$$

(5.3)

This expression contains contributions of 2-loop and all higher orders, as can be realized by expanding the exponentials in the $O(P^0)$ quantity $(\sigma^2 - \bar{\sigma}(\bar{p})^2)$. The temporal integrals can be performed analytically. An interesting limit of this expression is obtained by writing the 1-loop contribution as

$$\Delta P_{ab}^{1\text{-loop}}(k; s, s) = e^{2s} \left( \Delta \tilde{P}^{1\text{-loop}}(k) u_a u_b + \tilde{R}_{ab}^{1\text{-loop}}(k) \right).$$

(5.4)

If we neglect $\tilde{R}_{ab}^{1\text{-loop}}(k)$ we get

$$\delta P_{ab}(k; \eta, \eta) \to -e^{2\eta} \Delta \tilde{P}^{1\text{-loop}}(k) u_a u_b \left( 1 + \exp \left( -e^{2\eta} k^2 (\sigma^2 - \bar{\sigma}(\bar{p})^2) \right) - 1 \right).$$

(5.5)

It contains again contributions of order 2-loop and higher, but, in the late time limit, the resummation results in a 1-loop contribution which exactly cancels that in (5.2), leaving
This is to be expected, as $R_{ab}^{1-\text{loop}}(k) = 0$ in the eikonal limit, in which only IR-velocity modes are summed [20, 35], and in this limit the equal time nonlinear PS must equal the linear one since, by GI, these modes can have no effect on equal time correlators at shorter scales. This check confirms that eq. (5.1) does not introduce spurious IR effects. On the other hand, we know that the explicit 1-loop calculation gives a non-vanishing and sizeable $R_{ab}^{1-\text{loop}}(k)$ and, therefore, (5.3) gives a nontrivial contribution to the nonlinear PS, eq. (5.2).

Before presenting the numerical evaluations of eq. (5.2) it is appropriate to clarify what are the physical effects it resums and how it should be improved in order to provide a complete tool for the evaluation of the nonlinear PS. From eq. (5.3) it is clear that the resummation is governed by the quantity

$$- k^2 (\bar{\sigma}^2 - \bar{\sigma}(\bar{p})^2) = - \frac{k^2}{3} \int \frac{d^3 q}{(2\pi)^3} \left( 1 - e^{-q^2/\bar{p}^2} \right) \frac{P^0(q)}{q^2}.$$  \hspace{1cm} (5.6)

As we have discussed before, the main focus of this paper is on the IR sector of this integral, which is modified with respect RPT-like resummation in such a way not to include spurious effects. Indeed, the exponential provides a smooth cutoff for the velocity modes with which is modified with respect RPT-like resummation in such a way not to include spurious physical effects. Therefore, at this stage, we are resumming all velocity modes in the range $\bar{p} \lesssim q < \infty$. This includes, correctly, the IR velocity modes around the scale $k$, but also UV ones. The latter have to be removed if one aims at a proper description of UV modes which, as we have recalled in the introduction, behave in a drastically different way from the (resummed) SPT description.

This can be achieved following the methods of [6, 7], that is by introducing a coarse-graining procedure which, effectively, would provide a UV cutoff to the integral (5.6). Correspondingly, the UV physics would be incorporated into source terms induced by the coarse-graining, which would enter as new terms to the equations of motion for the fields and to the evolution equation (5.1).

In figure 4 we compare the density-density power spectrum $P_{11}$ obtained with the TRG equation (5.1) against the nonlinear power spectrum given by the the FrankenEmu [36] N-body based emulator. The spectra are computed for the “REF” cosmology simulation of [7] (see section 4 of that work), with initial condition at $\eta = \eta_{\text{in}}$ (corresponding to $z = z_{\text{in}} = 99$) generated from the linear CAMB code [37]. The labels on the solid curves refer to the value of $\bar{p}$ used in that evolution (we recall that $\bar{\sigma}^2(\bar{p})$ is chosen as in eq. (4.15) with $f = e^{-p^2/\bar{p}^2}$). The choice $\bar{p} = \infty$ corresponds to $\bar{\sigma}^2(\infty) = \bar{\sigma}^2$, so that the last line of (5.1) vanishes, and our equation reproduces the SPT 1-loop result. We then show results for decreasing values of $\bar{p} \lesssim k$. Finally, the $\bar{p} = 0$ case corresponds to $\bar{\sigma}^2(0) = 0$, namely with a non GI resummation.

A way to “improve” this non-GI ($\bar{\sigma}^2(0) = 0$) result is to add a counterterm identical to eq. (4.13). More precisely, we numerically evaluate the LRF (3.2) $K_{11}(k;q_{\text{min}};\eta,\eta)$ at varying $k$ and at fixed $q_{\text{min}} = 10^{-4} h \text{ Mpc}^{-1}$. The improved PS has an arbitrary scale $\Lambda$ (see

$$P_{ab}(k;\eta,\eta) \rightarrow P^0(k)u_a u_b.$$  \hspace{1cm} (5.6)
Figure 4. Ratio between the density-density PS obtained from the TRG equation (5.1) and the one obtained in numerical simulations. Different solid lines are obtained with different values of $\bar{p}$, as indicated by the labels. The shaded region is obtained from first solving the TRG equation with $\bar{p} = 0$, and then by “improving” the result as in equation (4.13), with $\Lambda$ varying from $k/5$ to $k$ across the shaded region. We note that the solid line with $k/5$ is hardly visible, as it is inside this shaded region. The left (respectively, right) panel shows the ratio at redshift $z = 1$ (respectively, $z = 0$).

eq (4.13)). Varying $\Lambda$ from $k/5$ to $k$ gives an improved power spectrum in the shaded region in the figure.

As in the Zel’dovich example shown in figure 3, the GI result obtained with $\bar{p} = k/2$ agrees with the numerical simulations much better than the SPT result ($\bar{p} = \infty$), and better than the non-GI case ($\bar{p} = 0$). For instance, at $z = 1$, the SPT result is within 6% from the numerical simulation for $k \lesssim 0.32 \ h \text{Mpc}^{-1}$. On the contrary, the TRG result obtained with $\bar{p} = k/2$ is within 6% for all the values of $k$ shown in the figure. At $z = 0$, the agreement is within 6% for $k \lesssim 0.14 \ h \text{Mpc}^{-1}$ in the SPT case, and for $k \lesssim 0.38 \ h \text{Mpc}^{-1}$ in the TRG-$\bar{p} = k/2$ case.

Varying the scale $\bar{p}$ from $k/5$ to $k$ the results vary by $\pm 1\%$ for $k \lesssim 0.25 \ h \text{Mpc}^{-1}$ at $z = 1$ and for $k \lesssim 0.15 \ h \text{Mpc}^{-1}$ at $z = 0$. This dependence, especially in the broadband shape of the PS, would be reduced by extending eq. (5.1) to higher orders and by a more proper treatment of the UV modes, as discussed above.

Another, possibly more powerful, test of IR resummation methods is to compute the PS at different times, $P(k; \eta, \eta')$. This quantity is not observable, given that our observations are limited to our past light-cone, but it is nevertheless physical, in the sense that it is measurable, for instance, by cross correlating different time-snapshots in a simulation. From the theoretical point of view, considering this quantity gives access to the $O(q)$ term in (3.8), which, unlike the $O(q^3)$ ones, is fixed by GI nonperturbatively. Therefore, we consider eq. (5.1), for $P(k; \eta, \eta')$ with $\eta' = \eta_{\text{in}} \to -\infty$,

$$
\partial_\eta P_{ab}(k; \eta, -\infty) \simeq -\Omega_{ac} P_{cb}(k; \eta, -\infty) + P^0(k) u_b \int_{-\infty}^{\eta} ds \Sigma_{ac}^{1\text{-loop}}(k; \eta, s) u_c
$$

$$
- k^2 \sigma^2 e^{2\eta} \left( P_{ab}(k; \eta, -\infty) - P^0(k) u_a u_b \right),
$$

which interpolates between the 1-loop SPT result, and the large-k result for the propagator (as we can see from the relation (2.13), the quantity $P_{ab}(k; \eta, \eta_{\text{in}})$ is equal to $G_{ac}(k; \eta, \eta_{\text{in}}) u_c u_b P^0(k)$ if there are no primordial nongaussianities (encoded in the $\Phi_{ab}$ function) at $\eta_{\text{in}} \to -\infty$ ). Notice that, since all the momentum modes affect the nonequal time
PS, the $\tilde{s}^2(\tilde{p})$ dependence drops out of the equation. This physical fact is also the origin for the $O(q)$ dependence of (3.8).

The solution of this equation is given by

$$P_{ab}(k; \eta, -\infty) = P^0(k)u_a u_b + \Delta G_{ac}^{1\text{-loop}}(k; \eta, -\infty)u_c P^0(k)u_b + \delta P_{ab}(k; \eta, -\infty), \quad (5.8)$$

where the first two terms are the 1-loop SPT result (namely the solution of the first line of (5.7)), with

$$\Delta G_{ac}^{1\text{-loop}}(k; \eta, -\infty) u_c \equiv \int_{-\infty}^{\eta} ds \, g_{ab}(\eta - s) \int_{-\infty}^{s} ds' \, \Sigma_{bc}^{1\text{-loop}}(k; s, s') \, u_c,$$

and

$$\delta P_{ab}(k; \eta, -\infty) = -k^2 \sigma^2 P^0(k)u_b \int_{-\infty}^{\eta} ds \, e^{2s} e^{-k^2 \sigma^2 \left( \frac{e^{2\eta} - e^{2s}}{2} \right)} \, g_{ac}(\eta, s) \Delta G_{cd}^{1\text{-loop}}(k, s, -\infty) \, u_d.$$

Since $\Delta G_{cd}^{1\text{-loop}}(k, s, -\infty) \propto e^{2s}$ also in this case the time integrals can be performed analytically. In the eikonal limit we have $\Delta G_{ac}^{1\text{-loop}}(k; \eta, -\infty) u_c \rightarrow -k^2 \sigma^2 \frac{e^{2\eta}}{2} u_a$, which, inserted in (5) gives

$$\delta P_{ab}(k; \eta, -\infty) \rightarrow P^0(k)u_a u_b \left( -1 + k^2 \sigma^2 \frac{e^{2\eta}}{2} + \exp \left( -k^2 \sigma^2 \frac{e^{2\eta}}{2} \right) \right), \quad (5.9)$$

and therefore we recover from (5.8) the eikonal, or Zel’dovich, result, $P_{ab}(k; \eta, -\infty) \rightarrow P^0(k)u_a u_b \exp \left( -k^2 \sigma^2 \frac{e^{2\eta}}{2} \right)$. In figure 5 we show the density-density non-equal time PS $P_{11}(k; \eta, -\infty)$, divided by the linear power spectrum. As we already remarked, this corresponds to the sum of the two propagator components $G_{11}(k; \eta, -\infty) + G_{12}(k; \eta, -\infty)$. The N-body data are obtained from the “REF” cosmology simulation of [7]. These data are compared against the 1-loop SPT approximation (namely, the first two terms in (5.8)), the Zel’dovich approximation $\exp \left( -k^2 \sigma^2 \frac{e^{2\eta}}{2} \right)$, and our TRG solution (namely, the full expression in (5.8)). The left panel of the figure is obtained at redshift $z = 1$. We note that in this case the TRG solution describes the N-body data better than the SPT and the Zel’dovich approximations, and with a good accuracy at all momenta shown in the figure. The accuracy worsens at $z = 0$, as can be seen from the right panel. We note that, in this case, the TRG solution accurately follows the data up to $k \lesssim 0.25 h \text{Mpc}^{-1}$, where it performs better than the SPT and the Zel’dovich approximation. We also note that the TRG solution approaches the Zel’dovich one only at momenta greater than the ones shown in the figure.

6 Conclusions

In this work we studied the invariance under uniform, but time-dependent, boosts (GI, in short) of computational schemes for the large scale structures in the universe. Many resummation schemes that aim for an improvement over standard perturbation theory break GI, and are therefore affected by a spurious IR-UV connection. For instance, the computation of the PS at a scale $k$ is affected by long velocity modes at scales $\bar{p} \lesssim k$, through terms depending on $k^2 \sigma(\bar{p})^2$, with $\sigma(\bar{p})^2$ the velocity dispersion of the long modes.
The effect of mode-mode coupling can be studied through response functions. In this work we studied the linear response of the nonlinear PS, $P(k; \eta, \eta')$, evaluated at a scale $k$, to changes of the initial conditions at a much larger scale $q^{-1} \gg k^{-1}$, namely $K(k, q; \eta, \eta') \propto q \frac{\delta P(k; \eta, \eta')}{\delta P(q)}$. By using the consistency relations of [20], we found that GI demands that
\begin{equation}
K(k, q; \eta, \eta') = -\frac{1}{3} \frac{1}{(2\pi)^2} k^2 q \left(e^\eta - e^{\eta'}\right)^2 P(k; \eta, \eta') + O(q^3), \quad q \ll k. \tag{6.1}
\end{equation}

The $O(q)$ coefficient in front of the fully nonlinear PS is protected by GI, and is therefore not renormalized at any order in SPT and even beyond that, when shell-crossing or virialization occurs. At equal times, $\eta = \eta'$, it vanishes, and we are left with $O(q^3)$ terms whose coefficients are left undetermined by GI. Therefore, the strictest tests of GI for a given approximation scheme are obtained by considering non-equal time correlation functions. We have seen that the Zel’dovich PS passes the test fully, while SPT does it only up to the perturbative order of the calculation, which is the case of its poor performance on the propagator, see figure 5, or in accounting for the widening of the BAO peak.

Non GI approximation schemes are characterized by having extra $O(q)$ terms, which can even be non-vanishing in the equal time limit. The coefficients of these terms can be used to tailor a counterterm which, when added to the original PS, gives an improved one with the correct behavior for the linear response function, and a better convergence to the full result, see for instance eq. (4.13).

The arbitrariness of the coefficient of the $O(q^3)$ term reflects the fact that there are many possible GI approximation schemes: Eulerian PT, Lagrangian PT, eRPT [16, 20], Time-Sliced PT [24], IR resummed effective field theory [22], and so on, all of which satisfy eq. (6.1), and differ precisely on that coefficient. This, effectively, translates in a dependence of the result - at a finite order in the given approximation scheme - on some new scale. This dependence vanishes by increasing the truncation order to infinity, in which limit all the different schemes should converge to the same result (at least as far as the IR effects

---

4This relation is for the density-density power spectrum; see eq. (3.8) for correlators that involve also the velocity gradient.
are concerned). In this sense, the \( \bar{p} \) scale introduced in this paper (as well as the detailed momentum dependence of the cutoff function in eq. (4.15)) “mimics” the scheme dependence of finite order results in different GI approximation schemes. We have introduced a family of approximation schemes parameterized by \( \bar{p} \), from SPT (for \( \bar{p} = \infty \), so that there is no resummation) to the physical range \( \bar{p} \lesssim k \), which avoids the spurious effects from modes of scales with \( q \ll k \). We have also seen that RPT-like resummations correspond to the special value \( \bar{p} = 0 \), which singles out the only non GI scheme in the family parameterized by \( \bar{p} \).

After discussing the GI issue in the Zel’dovich approximation, we moved to the exact dynamics (still in the single stream approximation). We focused on the Time-flow equations, like the TRG approach \([21]\) or the equations discussed in \([15, 16]\), clarifying the relation between the two (see eqs. (2.14) and (2.15)). We derived GI TRG equations which incorporate resummations and match to finite order SPT at small \( k \)’s. In figure 4 we show that, even limiting the matching to SPT to 1-loop order, setting the cut-off scale \( \bar{p} \lesssim k \) approximates the exact power spectrum (provided in this case by N-body simulation) significantly better than the original TRG and the plain one-loop SPT. The Time-Flow equations that we have introduced can be solved analytically in the \( \Lambda \)CDM case, as we have done. Moreover, they provide a convenient approach for cosmologies that are characterized by a scale-dependent growth factor, as for instance in the case of massive neutrinos \([38]\), in which these equations can be easily solved numerically.

The main goal of this work was to discuss on general grounds how to avoid spurious IR effects induced by violations of GI in a generic resummation scheme. We explicitly showed this up to four loop level in the Zel’dovich approximation, and up to one loop level in the exact case (in single stream approximation). Once the IR sector is fixed, our TRG equations can be further improved by considering mode-mode coupling at higher loops, and by including UV effects, as for instance in the coarse-grained approach of \([6, 7]\). We plan to come back to this in a future publication.
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