Multivariate Vandermonde matrices with separated nodes on the unit circle are stable
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We prove explicit lower bounds for the smallest singular value and upper bounds for the condition number of rectangular, multivariate Vandermonde matrices with scattered nodes on the complex unit circle. Analogously to the Shannon-Nyquist criterion, the nodes are assumed to be separated by a constant divided by the used polynomial degree. If this constant grows linearly with the spatial dimension, the condition number is uniformly bounded. If it grows only logarithmically with the spatial dimension, the condition number grows slightly stronger than exponentially with the spatial dimension. Both results are quasi optimal and improve over all previously known results of such type.
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1 Introduction

The condition number of rectangular Vandermonde matrices with nodes on the complex unit circle became important for the stability analysis of subspace methods like the Matrix Pencil method [8], ESPRIT [19] and MUSIC [20], see also [21]. A deterministic performance analysis is provided in [1, 15, 17, 6] and relies on the smallest and the largest singular values of such Vandermonde matrices.

In the univariate case, the condition number and the extremal singular values were studied intensively during the last years. If nodes are on the unit circle and well-separated, tight upper bounds for the largest and lower bounds for the smallest singular value are proven in [17, 2, 7] by means of extremal functions. Furthermore, the situation in which nodes build clusters is investigated in [3, 14, 4, 12, 7, 11]. In the multivariate case, only few results are available: The matrix in question has full rank if the normalized node separation scales with the square root of the spatial dimension [9, 18] or with the logarithm of the spatial dimension [10], respectively. Some quantitative results are available in [13, 12] under a linear scaling in the spatial dimension.
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In this paper, we present new bounds for the extreme singular values of multivariate rectangular Vandermonde matrices with well-separated nodes on the complex unit circle. The main result is a lower bound for the smallest singular value under a separation condition that is logarithmically scaling with the dimension. This makes the result in [1] quantitative, the bound itself decays slightly stronger than exponential in the spatial dimension, see Theorem 3.5. A second result refines [13] and provides a dimension independent lower bound under a linearly scaling assumption on the separation, see Theorem 4.2. Table 2.1 anticipates the results and simplifies the comparison to already existing ones.

2 Preliminaries and previous results

Throughout the paper, \(d \in \mathbb{N}\) always denotes the dimension and \(T := \mathbb{R}/\mathbb{Z} = [0, 1)\) the torus parametrizing the complex unit circle \(\{z \in \mathbb{C} \mid |z| = 1\} = \{e^{2\pi i t} \in \mathbb{C} \mid t \in T\}\). The wrap-around distance between two nodes \(t, t' \in \mathbb{T}^d\) is defined by

\[
|t - t'|_{\mathbb{T}^d} := \min_{r \in \mathbb{Z}^d} ||t - t' + r||_\infty.
\]

We note that this distance is the largest wrap-around distance in the coordinate directions.

The minimal separation distance of a node set \(\Omega = \{t_1, \ldots, t_M\} \subset \mathbb{T}^d\) of cardinality \(M \in \mathbb{N}\) is given by

\[
q := \min_{t \neq t' \in \Omega} |t - t'|_{\mathbb{T}^d}.
\]

For some parameter \(N \in \mathbb{N}\), we call the node set well-separated if the minimal separation distance \(q\) fulfills \(qN > 1\), see Figure 2.1 for an illustration.

Now set \(z_j := (e^{2\pi i (t_1)}, \ldots, e^{2\pi i (t_d)})^\top \in \mathbb{C}^d, j = 1, \ldots, M,\) and let \(\nu := (\nu_1, \ldots, \nu_d)^\top \in \mathbb{N}^d\) be a multi-index. We are interested in the multivariate, rectangular Vandermonde matrix

\[
A := A_N(\Omega) := (z_j^\nu)_{j=1,\ldots,M}^{\nu \in \mathbb{N}^d, ||\nu|| < N} \in \mathbb{C}^{M \times N^d}, \quad z_j^\nu := (z_j^{\nu_1} \cdots (z_j)^{\nu_d}).
\]  

and its condition number \(\text{cond}(A) := \frac{\sigma_{\max}(A)}{\sigma_{\min}(A)}\) where \(\sigma_{\max}(A)\) and \(\sigma_{\min}(A)\) are the respective largest- and smallest singular values. A necessary condition for \(\sigma_{\min}(A) > 0\) and hence having a finite condition number is that the nodes are distinct (in general, this condition is sufficient if and only if \(d = 1\)). Furthermore, the continuity of the smallest singular value with respect to the entries in \(A\) leads to \(\lim_{q \to 0} \sigma_{\min}(A) = 0\). Similarly, one obtains \(\lim_{N \to \infty} \text{cond}(A) = 1\). We continue with the collection of some known and easy to prove results in order to give a short overview.

**Theorem 2.1.** With the above notation, we have the following results:

\(\text{i) Without any further conditions, we have}

\[
\sigma_{\min}(A) \leq N^\frac{d}{2} \leq \sigma_{\max}(A)
\]

with equality if and only if for each pair of distinct nodes \(t, t' \in \Omega\) there exists a component \(1 \leq s \leq d\) such that \(N(t - t')_s \in \mathbb{Z} \setminus \{0\}\).

\(\text{ii) If } qN > 1, \text{ then}

\[
\left(\frac{N - \frac{1}{q}}{q}\right)^\frac{1}{2} \leq \sigma_{\min}(A) \text{ for } d = 1 \text{ and } \sigma_{\max}(A) \leq \left(\frac{N + \frac{1}{q}}{q}\right)^\frac{d}{2} \text{ for } d \geq 1.
\]
iii) Finally, if \( \Omega = \left\{ 0, \ldots, M-1 \right\}^d \) is a set of equispaced nodes with \( q = \frac{1}{M} \) and \( qN \geq 1 \), then

\[
\left( N - \frac{1}{q} \right)^{\frac{d}{2}} \leq N^{\frac{d}{2}} \left( \frac{\left\lfloor Nq \right\rfloor}{Nq} \right)^{\frac{d}{2}} = \sigma_{\min}(A) \leq \sigma_{\max}(A) = N^{\frac{d}{2}} \left( \frac{\left\lfloor Nq \right\rfloor}{Nq} \right)^{\frac{d}{2}} \leq \left( N + \frac{1}{q} \right)^{\frac{d}{2}}
\]

and the upper and lower bounds are tight for \( q \downarrow r/N \) and \( q \uparrow r/N \), \( r \in \mathbb{N} \), respectively.

**Proof.** The inequalities in the first result follow from the diagonal entries of \( AA^* \) being \( N^d \).

Equality is equivalent to \( AA^* = N^d I_M \) (\( I_M \) denotes the identity matrix of size \( M \)) and direct computation shows that these off diagonal are all zero if and only for any distinct pair of nodes \( t, t' \) there is at least one component of \( t - t' \) being in \( \mathbb{Z}/N \setminus \{0\} \). See Figure 2.1 for two examples and [5] for the result when \( d = 1 \).

The second result is due to [17, 2] for \( d = 1 \) and uses extremal minorant and majorant functions, respectively. A tensor product majorant can be used similarly to [16, Appendix A] to prove the upper bound when \( d > 1 \). The third result can be found in [13, Cor. 4.11].

![Figure 2.1: Left: Well-separated node set in \( \mathbb{T}^2 \). Middle and right: Examples of node sets with perfectly conditioned Vandermonde matrix for \( d = 2 \); left: nodes on a grid with width \( 1/N \); right: each two distinct nodes have one coordinate direction with separation \( k/N, 0 \neq k \in \mathbb{Z} \).](image)

Theorem 2.1 ii) and iii) show that the behaviour of the largest singular value with respect to the separation distance is completely understood for \( qN > 1 \). The very same is true for the smallest singular value only in the univariate situation \( d = 1 \). The multivariate situation is much more involved. Table 2.1 anticipates the result and simplifies the classification of the results and the comparison.

| Theorem | Ex. | Cor. | Cor. | Remark | Cor. | Cor. | Cor. | Cor. | Table 2.1 anticipates the result and simplifies the classification of the results and the comparison. |
|---------|-----|------|------|--------|------|------|------|------|-----------------------|
| Theorem 4.2 using [13, Cor. 4.7] | [12, Ex. 4.4] and Theorem 4.1 | [18, Cor. 3.3] using [9] | Remark 3.6 with \( r = 1 \) | [10, Cor. 2.10] | Theorem 3.5 | \( q(N - 1) \geq \sigma_{\min}(A)(N - 1)^{-\frac{d}{2}} \) | \( 4d \) | \( 6d \) | \( \sqrt{d} \) | \( 1.01\sqrt{d} + 2 \) | \( 3 + 2 \log d \) | \( 4.5 + 2.6 \log d \) |
| & | & | & | & | | \( \frac{1}{2} d^{-d/4} \) | \( \frac{1}{2} d^{-d/4} \) | is positive | is positive | \( 5.6^{-d} (1 + \log d)^{-d/4} \) |

Table 2.1: Bounds for the smallest singular value of multivariate Vandermonde matrices with well-separated nodes showing the dependency on the spatial dimension \( d \).
3 Main result via a localizing function

The following function was already used in [10] to ensure the full rank of $A$ under the condition that the nodes are separated by $c_d/(N-1)$ where the constant $c_d > 1$ is logarithmically dependent on the spatial dimension $d$.

**Definition 3.1 ([10]).** Let $d \in \mathbb{N}$ the dimension, $r \in \mathbb{N}$ and $p := 2r$. Furthermore, let $b, h > 0$ and $\varphi : \mathbb{R} \to \mathbb{R}$,

$$\varphi(x) := \begin{cases} \left(1 - \left(\frac{2}{h}\right)^2\right)^r, & |x| < \frac{h}{2}, \\ 0, & \text{else.} \end{cases}$$

We define the function $\psi : \mathbb{R}^d \to \mathbb{R}$,

$$\psi := \left((2\pi b)^p - (-1)^r \sum_{s=1}^{d} \frac{\partial^p}{\partial x_s^p}\right) \otimes \varphi \ast \varphi. \quad (3.1)$$

**Lemma 3.2 ([10], Lemma 2.1).** The function $\psi$ from Definition 3.1 has the following properties:

i) Its Fourier transform $\hat{\psi}(y) = \int_{\mathbb{R}^d} \psi(x)e^{-2\pi i yx} dx$ is bounded and it holds

$$\hat{\psi}(y) \begin{cases} \geq 0, & \|y\|_p \leq b, \\ \leq 0, & \|y\|_p \geq b, \end{cases}$$

ii) its support is given by $\text{supp}(\psi) = [-h, h]^d$,

iii) $\psi(0) > 0$, if $h > C_p \sqrt{d}/b$ with $C_p \leq \frac{2p+3}{e\pi}$.

While these properties were sufficient for proving $\sigma_{\min}(A) > 0$, they do not allow to directly deduce a quantitative lower bound. More advanced properties of $\psi$ are presented in the next lemma and utilized for the proof of an explicit lower bound on the smallest singular value in Lemma 3.4 and Theorem 3.5.

**Lemma 3.3.** Let $\Gamma$ denote the gamma function. For the function $\psi$ from Definition 3.1 we have

$$\psi(0) = \left(\frac{h\sqrt{\pi}(2r)!}{2\Gamma(2r + \frac{3}{2})}\right)^2 \left(\frac{h\sqrt{\pi}(2r)!}{2\Gamma(2r + \frac{3}{2})}\right)^d - \left(\frac{h\sqrt{\pi}(2r)!}{2\Gamma(2r + \frac{3}{2})}\right)^{d-1} \frac{d4^{2r}(r)!^2}{(2r+1)h^{2r-1}}$$

and

$$\max_{v \in \mathbb{R}^d} \hat{\psi}(v) = \hat{\psi}(0) = (2\pi b)^p \left(\frac{h\sqrt{\pi}(p)!}{2\Gamma(p + \frac{3}{2})}\right)^{2d}.$$ 

**Proof.** The proof [10, Lemma 2.1] already showed

$$\psi(0) = \left(\varphi \ast \varphi\right)^{d-1}(0) \left((2\pi b)^p \frac{h\sqrt{\pi}(p)!}{2\Gamma(p + \frac{3}{2})} - \frac{d4^{2r}(r)!^2}{(p+1)h^{2r-1}}\right).$$

Together with

$$\varphi \ast \varphi(0) = \frac{h}{2} \int_{-1}^{1} (1 - y^2)^p dy = \frac{h\sqrt{\pi}(p)!}{2\Gamma(p + \frac{3}{2})},$$

4
this yields the first result. The second claim follows from
\[
\hat{\psi}(v) = \left( (2\pi b)^p - \sum_{s=1}^{d} (2\pi v_s)^p \right) \prod_{l=1}^{d} (\hat{\varphi}(v_l))^2
\]
and
\[
|\hat{\varphi}(v)| \leq \int_{\mathbb{R}} |\varphi(x)| \, dx = \hat{\varphi}(0) = \frac{h}{2} \int_{-1}^{1} (1 - x^2)^r \, dx = \frac{h\sqrt{\pi} r!}{2\Gamma(r + \frac{3}{2})}.
\]

**Lemma 3.4.** For the function $\psi$ from Definition 3.1, we have
\[
\frac{\psi(0)}{\hat{\psi}(0)} > \left( \frac{\sqrt{\frac{2}{\pi}} \cdot \sqrt{r}}{h} \right)^d \left( 1 - \frac{2e^2}{\sqrt{\pi}} \sqrt{r} \left( \frac{2r}{\pi e \cdot bh} \right)^{2r} \right).
\]
Choosing $h = \frac{2p^{p+3}}{e^x} \cdot \frac{1}{b}$ further yields
\[
\frac{\psi(0)}{\hat{\psi}(0)} > \frac{1}{2} \left( \frac{4}{3} \cdot \frac{b}{\sqrt{b} \cdot \sqrt{d}} \right)^d
\]
and setting $p = 2 \lceil \log(d) \rceil$ finally leads to $h \leq \frac{4 \log(d) + 7}{6\pi}$ and
\[
\frac{\psi(0)}{\hat{\psi}(0)} > \frac{1}{2} \left( \frac{4}{3\sqrt{2e^2}} \cdot \frac{b}{\sqrt{\log(d) + 1}} \right)^d.
\]

**Proof.** We start from Lemma 3.3 and calculate
\[
\frac{\psi(0)}{\hat{\psi}(0)} = \left( \frac{h\sqrt{\pi}(2r)!}{2\Gamma(2r + \frac{3}{2})} \right)^d (2\pi b)^{2r} \left( \frac{h\sqrt{\pi}(2r)!}{2\Gamma(2r + \frac{3}{2})} \right)^{d-1} \frac{d(2r+1)^2}{(2r+1)h^{2r-1}}
\]
\[
= \left( \frac{2(2r)!\Gamma^2(r + \frac{3}{2})}{\Gamma(2r + \frac{3}{2})h\sqrt{\pi}(r!)^2} \right)^d \left( 1 - \frac{d2^{2r+1}\Gamma(2r + \frac{3}{2})(r!)^2}{(2r)!h^{2r}\sqrt{\pi}(2r+1)!2^{2r}h^{2r}} \right).
\]

The Gautschi-Wendel inequality gives
\[
\sqrt{x - \frac{1}{2}} < \Gamma(x + \frac{1}{2}) < \sqrt{x + \frac{1}{2}},
\]
for $x > 1/2$. In combination with the definition of the Gamma function, we obtain for the expression in the first bracket of (3.2)
\[
\frac{2(2r)!\Gamma^2(r + \frac{3}{2})}{\Gamma(2r + \frac{3}{2})h\sqrt{\pi}(r!)^2} = \frac{2\Gamma(2r + 1)}{h\sqrt{\pi} \cdot \Gamma(2r + \frac{3}{2})} \cdot \left( \frac{\Gamma(r + \frac{3}{2})}{\Gamma(r + 1)} \right)^2 > \frac{2}{h\sqrt{\pi}} \cdot \frac{r + \frac{1}{2}}{\sqrt{2r + \frac{3}{2}}}
\]
\[
= \frac{1}{h\sqrt{\pi}} \cdot \frac{2r + 1}{\sqrt{2r + \frac{3}{2}}} > \frac{\sqrt{2r + \frac{1}{2}}}{h\sqrt{\pi}} > \sqrt{\frac{2}{\pi} \cdot \frac{1}{h}}.
\]
Again with (3.3) and Stirling’s formula, the second summand in the right bracketed term of (3.2) can be simplified to

\[
\frac{2^{2r+1}d! (2r + \frac{3}{2})(r!)^2}{(2r)!! h^{2r} \sqrt{\pi(2r+1)\pi2r^2b^2r}} < \frac{2d}{\sqrt{\pi}} \left( \frac{2}{2\pi bh} \right)^{2r} \frac{\sqrt{2r + \frac{3}{2}}}{2r + 1} (r!)^2
\]

\[
\leq \frac{2d}{\sqrt{\pi}} \left( \frac{2}{2\pi bh} \right)^{2r} \frac{\sqrt{2r + \frac{3}{2}}}{2r + 1} e^{2r} r^{2r+1} e^{-2r}
\]

(3.5)

The choice \( h = \frac{2^{r+3}}{e \pi} \sqrt{d} \cdot \frac{1}{b} \) leads to

\[
1 - d \frac{2e^2}{\sqrt{\pi}} \sqrt{\frac{2r}{\pi e \cdot bh}} 2^r = 1 - d \frac{2e^2}{\sqrt{\pi}} \sqrt{\frac{2r}{(4r+3)\sqrt{d}}} 2^r = 1 - \frac{2e^2}{\sqrt{\pi}} \sqrt{\frac{2r}{(4r+3)}} 2^r \geq \frac{1}{2}
\]

and

\[
\sqrt{\frac{2}{\pi}} \cdot \frac{\sqrt{r}}{h} = \frac{\sqrt{2\pi} be}{(4r+3) \sqrt{d}}.
\]

(3.7)

Finally, setting \( r = \lceil \log(d) \rceil \) and combining (3.5) to (3.7), yields

\[
\frac{\psi(0)}{\psi(0)} > \frac{1}{2} \left( \frac{4}{3} \frac{b}{\sqrt{2 \log(d) + 2 \cdot d^{2\log(d)+2}}} \right) d > \frac{1}{2} \left( \frac{4b}{3\sqrt{2} \cdot e^2 \sqrt{\log(d) + 1}} \right) d.
\]

\[\square\]

**Theorem 3.5.** Let \( A \) be the Vandermonde matrix from (2.1) with well-separated nodes that further satisfy

\[
q(N-1) \geq \frac{8 \log(d) + 14}{\pi}.
\]

Then the smallest singular value of \( A \) is bounded by

\[
\sigma_{\min}(A) \geq \frac{1}{\sqrt{2}} \sqrt{\frac{\sqrt{2}}{3d^2} \cdot \frac{1}{\sqrt{\log(d) + 1}}} d (N-1)^{\frac{d}{2}}.
\]

**Proof.** We follow the proof of [10] Cor. 2.5. Since we have

\[
A = \text{diag} \left( z_j \left( \left\lceil \frac{j - \frac{1}{2}}{\pi} \right\rceil, \ldots, \left\lceil \frac{j - N\frac{1}{2}}{\pi} \right\rceil \right) \right) \cdot \tilde{A} \quad \text{with} \quad \tilde{A} := (z^{\nu})_{\nu \in \{\left\lceil \frac{j - \frac{1}{2}}{\pi} \right\rceil, \ldots, \left\lceil \frac{j - N\frac{1}{2}}{\pi} \right\rceil})^d
\]

and that singular values are unitary invariant, it holds \( \sigma_{\min}(A) = \sigma_{\min}(\tilde{A}) \). Now, we use the function \( \psi \) from Definition 3.1 with parameters \( b = \frac{N-1}{2}, p = 2 \log(d) \) and \( h = \frac{8 \log(d) + 14}{(N-1)\pi} \) to obtain the following estimate by using the properties of \( \psi \) and the Poisson summation formula. Furthermore, notice that the condition on the separation distance \( q \) says that we have a \( h \)-separated node set. For arbitrary \( u \in \mathbb{C}^M \), we have

\[
\hat{\psi}(0) \| \hat{A}^* u \|^2 = \max_{x \in \mathbb{R}^d} \hat{\psi}(x) \sum_{\nu \in \{-\left\lceil \frac{j - \frac{1}{2}}{\pi} \right\rceil, \ldots, \left\lceil \frac{j - N\frac{1}{2}}{\pi} \right\rceil\}^d} \left| \sum_{j=1}^{M} u_j e^{2\pi i \nu^* t_j} \right|^2
\]
\[ \sum_{\nu \in Z^d} \left| \sum_{j=1}^M (u)_{j} e^{2\pi i \nu \cdot t_j} \psi(\nu) \right|^2 = \sum_{j=1}^M \sum_{\ell=1}^M (u)_{j} (u)_{\ell} \sum_{r \in Z^d} \psi(t_j - t_\ell + r) = \psi(0) \sum_{j=1}^M (u)_{j}^2 = \psi(0) \|u\|^2. \]

Using the variational characterization of the smallest singular value leads to

\[ \sigma_{\min}(A)^2 = \min_{u \in C \setminus \{0\}} \frac{\|\tilde{A}^* u\|^2}{\|u\|^2} \geq \frac{\psi(0)}{\hat{\psi}(0)}. \]

Applying Lemma 3.4 with the substitution of \( b \) with \( (N-1)/2 \) yields the result.

**Remark 3.6.** Under the assumed scaling \( qN = a \log d + b \), \( s \in \mathbb{N}, a > 0, b \in \mathbb{R} \), Theorem 2.1 iii) yields the almost matching bound

\[ N^{-d} \sigma_{\min}^2(A) \leq c_1 \left( 1 - \frac{1}{a \log d + b} \right)^d \leq \exp \left( -\frac{c_2 \cdot d}{\log d} \right) \]

for some absolute constants \( c_1, c_2 > 0 \).

Using (3.2) directly for special small values of \( r \) leads to explicit expressions for \( \psi(0)/\hat{\psi}(0) \).

After fixing \( r \), the parameter \( h \) is chosen such the term becomes maximal,

\[ h \cdot b = \begin{cases} \sqrt{\frac{\pi}{2\sqrt{\pi}}}, & r = 1, \\ \sqrt{3} \left( \frac{d}{2} \right)^{\frac{1}{2}} (d+4)^{\frac{1}{2}}, & r = 2, \\ \sqrt{3} \cdot 143^{1/6} (d+6)^{\frac{1}{3}}, & r = 3 \end{cases} \]

and we finally obtain

\[ \frac{b^{-d} \psi(0)}{\psi'(0)} = \begin{cases} 2^{\frac{3d}{2}+15} - 2d^{\frac{2d}{2} - 1} (3\pi)^d, & r = 1, \\ 2^{\frac{2d}{2}+2} - 2d^{\frac{2d}{2} - 1} (5\pi)^d, & r = 2, \\ 2^{\frac{3d}{2}+1} - 2d^{\frac{2d}{2} - 1} (175\pi)^d, & r = 3 \end{cases} \]

Resulting bounds for the smallest singular of \( A \) and the conditions on the separation \( q \) from the choice of \( h \), can be obtained analogously to the proof of Theorem 3.5 and are given in Table 3.1 for the first dimensions.

| \( q(N-1) \) | \( \sigma_{\min}(A_N(N-1)^{-\frac{3}{2}}) \) |
|---|---|---|---|---|---|
| \( \frac{d}{r} \) | 1 | 2 | 3 | 1 | 2 | 3 |
| 1 | 1.744 | 2.014 | 2.251 | 0.677 | 0.421 | 0.246 |
| 2 | 2.256 | 2.361 | 2.454 | 0.711 | 0.494 | 0.335 |
| 3 | 2.769 | 2.831 | 2.887 | 0.710 | 0.499 | 0.347 |

Table 3.1: Explicit constant of the separation condition and resulting bounds for the smallest singular value.
4 Further results

The following result for the case of well-separated nodes was already given as a special case of a result for multivariate clustered node configurations.

**Theorem 4.1** (Lower bound on the smallest singular value, [12, Ex. 4.4]). Let \( M, d, N \in \mathbb{N} \), \( N > \max\{M, 2(d+2)^2\} \), and \( A \in \mathbb{C}^{M \times N^d} \) be a Vandermonde matrix as in (2.1) with separation distance satisfying
\[
qN > 6d,
\]
then we have
\[
\sigma_{\min}(A) \geq \frac{N^{d/2}}{3d^{d/4}}.
\]

Finally, we present a lower bound on the smallest singular value that is proven by means of fast decaying trigonometric kernel functions in combination with the Gershgorin circle theorem, see [13].

**Theorem 4.2.** Let \( M, d, N \in \mathbb{N} \), \( d \geq 2 \), \( N \) being even and \( A \in \mathbb{C}^{M \times N^d} \) be a Vandermonde matrix as in (2.1) with separation distance satisfying
\[
qN > 4d,
\]
then we have
\[
\sigma_{\min}(A) > 0.9N^{d/2}.
\]

**Proof.** With a slightly different normalization and an irrelevant shift, Corollary 4.7 in [13] gives
\[
\sigma_{\min}(ADA^*) \geq 1 - \left(\frac{2d}{Nq}\right)^{d+1}
\]
for \( Nq > 2d \). The involved diagonal matrix \( D \in \mathbb{R}^{N^d \times N^d} \) has positive diagonal entries and the Rayleigh-Ritz characterization of the smallest eigenvalue of Hermitian matrices allows for the estimate
\[
\sigma_{\min}(ADA^*) = \min_{x \in \mathbb{C}^M, \|x\|=1} \left\| D^{1/2} A^* x \right\|^2 
\leq \min_{x \in \mathbb{C}^M, \|x\|=1} \left\| D \right\| \left\| A^* x \right\|^2 = \| D \| \sigma_{\min}(AA^*).
\]
The diagonal matrix is given by a sampled B-spline and satisfies
\[
\| D \| \leq \frac{1}{N^d (1 - 2\zeta(d+1)(2\pi)^{-d-1})^d},
\]
see [13, Thm. 3.3 and the proof of Cor. 3.5], where \( \zeta \) denotes the Riemann zeta function. We finally use the assumption \( Nq > 4d \), Bernoulli’s inequality, and monotony of Riemann’s zeta function to estimate
\[
\sigma_{\min}^2(A) \geq N^d \left(1 - 2\zeta(d+1)(2\pi)^{-d-1}\right)^d \left(1 - 2^{-d-1}\right)
\geq N^d \left(1 - 2d\zeta(3)(2\pi)^{-d-1}\right) \left(1 - 2^{-d-1}\right)
> 0.85N^d.
\]
We close by noting that the result of Theorem 4.2 cannot be achieved under considerably weaker assumptions, since for \( qN \in o(d) \), Theorem 2.1 iii) yields
\[
N^{-d} \sigma_{\min}^2(A) \leq \left(1 - \frac{1}{o(d)}\right)^d \to 0
\]
for \( d \to \infty \).
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