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Abstract—Taking advantage of both vehicle-to-everything (V2X) communication and automated driving technology, connected and automated vehicles are quickly becoming one of the transformative solutions to many transportation problems. However, in a mixed traffic environment at signalized intersections, it is still a challenging task to improve overall throughput and energy efficiency without violating the complex and uncertain rules in the traffic system. In this study, we proposed a hybrid reinforcement learning (HRL) framework which combines the rule-based strategy and the deep reinforcement learning (deep RL) to support connected eco-driving at signalized intersections in mixed traffic. Vision-perceptive methods are integrated with vehicle-to-infrastructure (V2I) communications to achieve higher mobility and energy efficiency in mixed connected traffic. The HRL framework has three components: a rule-based driving manager that operates the collaboration between the rule-based policies and the RL policy; a multi-stream neural network that extracts the hidden features of vision and V2I information; and a deep RL-based policy network that generates both longitudinal and lateral eco-driving actions. In order to evaluate our approach, we developed a Unity-based simulator and designed a mixed-traffic intersection scenario. Moreover, several baselines were implemented to compare with our new design, and numerical experiments were conducted to test the performance of the HRL model. The experiments show that our HRL method can reduce energy consumption by 12.70% and save 11.75% travel time compared with a state-of-the-art model-based eco-driving approach.

Index Terms—Hybrid reinforcement learning, connected and automated vehicle, eco-driving strategy, signalized intersections.

I. INTRODUCTION

With the rapid development of vehicle communication technology, connected vehicles (CVs) have shown the capability to improve traffic mobility and energy efficiency via vehicle-to-vehicle (V2V) or vehicle-to-infrastructure (V2I) communication [1]. Meanwhile, automated vehicles (AVs) equipped with sensing technology (e.g., camera, Lidar, radar, etc.) and artificial intelligent (AI) technology can recognize the environment and subsequently perform proper actions by fully or partial automation [2]. Taking advantage of both vehicle-to-everything (V2X) communication and autonomous driving technology, connected and automated vehicles (CAVs) have emerged as one of the transformative solutions to the current challenges in transportation, such as traffic congestion, air pollution, and energy consumption [3], [4]. Urban traffic at signalized intersections is one good scenario to utilize the advantages of CV-AV fusion, as the vehicles may have extensive interaction with traffic signal timing and non-surrounding vehicles, which is imperceptible from on-board sensors but detectable via V2X communications.

In order to improve traffic efficiency and energy savings around intersections, a series of CAV-based studies have been conducted. Rios-Torres and Malikopoulos summarized the relative studies and the research trend of CAVs on the connectivity-based intersection driving optimization [5]. Lee and Park proposed a cooperative vehicle intersection control (CVIC) system to enable the interaction between vehicles and infrastructure to optimize the efficient intersection operation [6]. According to the study conducted by Guler et al., the increase in the penetration rate of CV in low demand traffic can significantly reduce the average delay of passing intersections by applying connected platooning control [7]. Elhenawy et al. proposed a game-theory-based control algorithm for cooperative adaptive cruise control (CACC) based AVs, which reduces traffic time and delay [8]. From the eco-driving perspective, Zhang et al. proposed an optimal-control-based eco-driving algorithm under traffic-free (i.e., there are no other vehicles) intersection networks by using V2I-based traffic signal data [9]. Hao et al. proposed an Eco-Approach and Departure (EAD) system and evaluated the EAD applications in real-world traffic, which takes the advantage of signal phase and timing (SPaT) and Geometric Intersection Description (GID) information broadcasted by the traffic signals [10]. Ye et al. proposed an eco-driving strategy by predicting the speed of the preceding vehicle, which can work well under congested intersections [11]. In addition, according to the research conducted by Wang et al., the penetration rate of CAVs positively affects the energy efficiency of the signalized traffic network [12]. The aforementioned approaches are.
to the most extent, rule-based or model-based algorithms. These traditional rule-based and model-based driving control strategies can generate precise control trajectories and is easy to define and recognize, but most of these conventional algorithms are dependent on ideal assumptions. For instance, some intersection-cooperative driving methods [13], [14] assume that the environment is traffic-free, which may fail to work in real-world traffic conditions. Some studies (e.g., [6], [9]) assume 100% CV penetration rate (i.e., all vehicles are fully connected), which is not realistic at least in the near future. Additionally, some eco-driving approaches [10], [15], [16] only care about longitudinal maneuver to improve the energy performance, ignoring the potential of lateral maneuvers under a dynamic traffic environment. These simplifications of the real system limit the capability to incorporate complex dynamics when the system environment is complex or unknown.

Hence, to overcome the of longitudinal-only maneuvers, Hu et al. proposed an optimization-based overtaking method for eco-approach under a signalized intersection [17]. The eco-approach process is formulated into an optimal problem for eco-approach under a signalized intersection [17]. The eco-approach method [18]. Huang et al. proposed a platoon based cooperative eco-driving model under mixed traffic environment based on model predictive control (MPC) method. The results show that the proposed model does not compromise the traffic efficiency and the driving comfort while achieving the eco-driving strategy [18]. Huang et al. [19] provided a detailed review on model-based Eco-Driving methods and discussed the limitations and future directions of the Eco-Driving tasks. In summary, the main advantages of the model-based Eco-Driving approaches are evident, e.g., stable performance, interpretative mechanism, and readily for commercialized implementation. Nevertheless, the uncertainty of traffic environment, along with the complexity of the driving strategies will significantly increase the difficult for designing such a model-based methods, thus diminishing their advantages. Currently, most of the model-based Eco-Driving approaches usually integrate rule-based schemes to decompose the overall Eco-Driving task into several sub-tasks that can be solved individually. Hence the generalization and adaptation ability of these methods can be further improved.

Recently, with the development of machine learning (ML) [20], it is possible to solve the aforementioned constraints by utilizing the tremendous generalization power of deep learning (DL) [21] and reinforcement learning (RL) [22], which do not rely on specific models or rules. Particularly, reinforcement learning has demonstrated its significant power in dealing with policy learning tasks by itself without pre-defined human rules or models in a complex environment [23], [24], including transportation. Owing to the great capability of RL, many researchers are trying to apply RL algorithms into autonomous driving tasks. A deep RL-based autonomous driving framework was proposed by Sallab et al. to enable automatic lane-keeping with interaction with simple traffic [25]. Desjardins and Chaib-Draa proposed an RL-based cooperative adaptive cruise control (CACC) method by utilizing V2V information, which can result in efficient behavior in CACC [26]. Shalev-Shwartz et al. proposed an RL-based safe driving model, which enables multi-agents to merge smoothly in a double-merge scenario [27]. For signalized intersection scenario, Chen et al. proposed a hybrid reinforcement learning based driving behavior control model, which enables the vehicle to interact with the traffic signal (i.e. stop or go with different phase) [28]. Most existing RL-based algorithms focused on lane-keeping, CACC, merging and traffic-signal interaction, but few RL algorithms are used in long-term intersection-based eco-driving (LIED) strategy to the authors’ knowledge. One reason may be that RL algorithms are good at solving single logical tasks, while the LIED is a multi-logical task with at least three different tasks: (1) Energy-efficient driving, which requires the vehicle to drive through the intersection with less energy consumption. (2) Interaction with signals, which requires the vehicle to react properly with the traffic signal; and (3) Interaction with traffic, which requires the vehicle to keep safe distance with other vehicles.

In this study, to further explore the eco-driving strategy of CAV under mixed connected traffic around a signalized intersection, we proposed a hybrid reinforcement learning (HRL) framework to learn the LIED strategies. The key innovations of this research include: (1) we propose an HRL framework for a logically complex task, i.e. time-efficient eco-driving in signalized intersections with mixed traffic; (2) an innovative long-short term reward (LSTR) model to provide the RL model with the ability to learn complex driving strategies from conflicting factors (i.e. speeding-up and energy-saving); (3) The traffic environment is considered as mixed traffic where the other vehicles are human-driven and unconnected with diverse dynamic characteristics; (4) a multi-sensor-based RL-network is used to enable ego-vehicles to interact properly with the mixed traffic; and (5) a game-engine based simulation platform is designed and numerical experiments are conducted to assess the proposed model compared with several baselines.

The following section provides details of the problem formulation, which includes the design of traffic environment and ego-vehicle, along with the HRL-based eco-driving framework, which includes the system architecture, algorithms design of decision manager, preprocessing, eco-driving RL algorithm, and the definition of network structure. The methodology section is followed by the experiment section which introduces the simulator development and the procedures of training and testing. Next, the Game-Engine based simulator design and comprehensive numerical experiments are conducted to comprehensively assess the performance of the proposed method. The last section concludes the paper with a discussion on future work.

II. PROBLEM FORMULATION

The main purpose of this study is to design an RL-based framework for vision-based CAVs to perform eco-driving strategies under mixed traffic in the signalized intersection. This topic is substantially an optimal policy learning task. There are three main goals of the policy: (1) to save energy, (2) to reduce the travel time, and (3) to interact with traffic and signals safely.

RL has five key compositions [29] and the connections between these compositions and the traffic elements in this paper are shown as follows:
- Environment: traffic environment which includes various kinds of vehicles and a fixed-timing signalized intersection;
- Agent: the ego-vehicle which can perceive the environment via a front camera and V2V-based SPaT (Signal Phase and Timing) information;
- Policy: the proposed eco-driving policy;
- Action reward: the short-term benefit (i.e., speed reward, energy consumption) of taking action right at this moment and the long-term benefit (i.e., total travel time, total energy consumption) of the journey;
- Action-value function: the function to determine which action is the best choice at the next moment to achieve a long-term optimal result.

The above elements indicate that the issue in this research can be well interpreted by the RL framework. The RL framework is established based on Markov Decision Process (MDP) which is a mathematical framework for decision making via the interaction between a learning agent (the ego-vehicle in this paper) and its environment (i.e., mixed traffic and signalized intersection) in terms of state, actions and rewards [30].

To be specific, the mixed traffic environment at a signalized intersection (Environment) and HRL-based ego-vehicle (Agent) are discussed below in this section. Additionally, the HRL framework (Policy), the LSTR model (Action reward), and Deep RL Network (Action-value function) are discussed in the next section, respectively.

A. Traffic Environment

The traffic environment includes three main components: the ego-vehicle, conventional vehicles (i.e., other vehicles in the simulation), and a five-lane signalized intersection (as an example), which is shown as Figure 1.

To make the proposed environment similar to real traffic, we design various vehicle types and dynamic traffic signal scenarios. To be specific, vehicles in the simulation consist of five different dynamic models and behavior strategies. For the conventional vehicles’ longitudinal control, we applied intelligent driver model (IDM) [31] to generate the instant longitudinal acceleration, which is shown as follows:

\[
a_{\text{free}}^{(i)}(t) = a \cdot \left(1 - \left(\frac{v(t)}{v_{\text{tar}}}\right)^2\right)
\]

\[
a_{\text{lat}}^{(i)}(t) = a \cdot \left[1 - \left(\frac{v(t)}{v_{\text{tar}}}\right)^4 - \left(\frac{s_0 + v(t)T + \frac{v(t)\Delta v}{2\Delta t}}{s}\right)^2\right]
\]

\[
\dot{x}_{\text{lon}}^{(i)}(t) = \begin{cases} 
a_{\text{free}}^{(i)}(t), & \text{no leading vehicle} 
\end{cases}
\]

\[
\dot{x}_{\text{lon}}^{(i)}(t) = \begin{cases} 
a_{\text{lat}}^{(i)}(t), & \text{otherwise} 
\end{cases}
\]

where \(a_{\text{free}}^{(i)}(t)\) and \(a_{\text{lat}}^{(i)}(t)\) represent the \(i\)-th vehicle’s acceleration when there is no leading vehicle and there is a leading vehicle in the current lane, respectively. Specifically, parameters \(a, b, v, v_{\text{tar}}, T, \Delta v, \text{and } s_0\) represent the maximum acceleration, maximum deceleration, current longitudinal speed, target speed, safe time headway, speed difference with front vehicle, and minimum distance for the \(i\)-th vehicle respectively. Finally, \(\dot{x}_{\text{lon}}^{(i)}(t)\) represents the longitudinal acceleration for the vehicle.

For the lateral control, we designed various lane changing rates, \(R_{\text{lat}}\), for conventional vehicles to describe the probability for taking the lane-changing maneuvers at each time step \(t\). Furthermore, this \(R_{\text{lat}}\) can also represent the human drivers’ lateral driving behaviors. In this paper, the low-level lateral control models are designed as follows:

\[
x_{\text{lat}}^{(i)}(t + 1) = \begin{cases} 
x_{\text{lat}}^{(i)}(t) + v_{\text{lat}}, & r_{\text{lat}}(t) \leq \frac{R_{\text{lat}}^{(i)}}{2} 
\end{cases}
\]

\[
x_{\text{lat}}^{(i)}(t), & \frac{R_{\text{lat}}^{(i)}}{2} < r_{\text{lat}}(t) \leq 1 - \frac{R_{\text{lat}}^{(i)}}{2} 
\]

\[
x_{\text{lat}}^{(i)}(t) - v_{\text{lat}}, & r_{\text{lat}}(t) > 1 - \frac{R_{\text{lat}}^{(i)}}{2}
\]

(4)

where \(r_{\text{lat}}(t), x_{\text{lat}}^{(i)}(t), v_{\text{lat}}\) represent the random lane-changing flag, lateral position and lateral driving velocity, for the \(i\)-th vehicle at time step \(t\), respectively. The \(r_{\text{lat}}(t) \sim U(0, 1)\) is updated at each time step \(t\). Table I shows more details about the kinematic model for the various conventional vehicles.

For the traffic signal, we used fixed timing plan with 20s, 3s, 40s, and 1s as the duration of green time, yellow time, red time and all-red time phases respectively. Every time the simulation starts, the initial phase and time are randomly sampled in the entire cycle duration.

B. Agent

In this paper, the ego-vehicle is modeled as an electric CAV. The maximum acceleration and deceleration are set as \(3m/s^2\) and \(3m/s^2\) respectively. Furthermore, the input observation, energy consumption model (ECM) and output action are defined as follows:

1) Observation: In this study, the perception information comes from three parts: (1) V2I communication-based signalized traffic signal information which includes the current SPaT messages; (2) on-board sensors which include three

| Vehicle | \(a\) | \(b\) | \(s_0\) | \(T\) | \(v_{\text{tar}}\) | \(R_{\text{lat}}\) |
|---------|------|------|-----|-----|-------|--------|
| Type A  | 6.0m/s² | 6.0m/s² | 3m  | 1.5s | 13.8m/s | 0.3    |
| Type B  | 5.0m/s² | 4.5m/s² | 3m  | 1.5s | 12.5m/s | 0.2    |
| Type C  | 3.0m/s² | 5.0m/s² | 2m  | 1.2s | 11.1m/s | 0.2    |
| Type D  | 3.0m/s² | 3.0m/s² | 3m  | 1.5s | 9.72m/s | 0.1    |
| Type F  | 2.0m/s² | 2.5m/s² | 5m  | 1.5s | 8.33m/s | 0.1    |

Fig. 1. The traffic environment visualization which includes ego-vehicle (red), other vehicles (blue), traffic signal, road-side V2I unit, and on-board sensors.
LEAF [32]. The original energy consumption model is shown as follows. In this paper, we applied a previous developed and calibrated model deriving from on-road driving data of a 2013 NISSAN (ECM), we applied a previous developed and calibrated model, but so far in our work, we simply get rid of this part way to consider the braking-energy regeneration in a learning framework and algorithms for electric passenger vehicles. Figure 2 illustrates the key components of the hierarchical-RL based CA V eco-driving system which consists of several components as described briefly below.

### A. System Architecture

In this research, we proposed the HRL-based CAV eco-driving framework and algorithms for electric passenger vehicles. Figure 2 illustrates the key components of the hierarchical-RL based CAV eco-driving system which consists of several components as described briefly below.

1. **On-Board Computer:** it houses the hierarchical-RL brain which is the decision-making center of the whole system. The brain will receive and process the data. Then it will return the longitudinal acceleration and target lane information to the vehicle control center.

2. **On-Board Radar:** As defined in previous section, three radar units (left-detecting distance \(d_l\), right-detecting distance \(d_r\) and front-detecting distance \(d_f\)) and a front camera (output image size: \(320 \times 160\) pixels, 50fps); and (3) on-board diagnosis (OBD) port which provides speed \(v\) and acceleration value \(a\) of the ego-vehicle.

To enhance the learning performance with multiple inputs, we find an efficient way to reduce the complexity of the input observation without losing too much information. For the radar data, we define three variables: the forward warning \(w_f\), the left warning \(w_l\) and the right warning \(w_r\). The definitions of these variables are shown as follows:

\[
\begin{align*}
W_d(t) &= \frac{3 + (v(t) - u_f(t))^2}{2a(t)} \quad (5) \\
w_f(t) &= \begin{cases} 0, & d_f(t) > W_d \\ 1, & d_f(t) \leq W_d \end{cases} \quad (6) \\
w_l(t) &= \begin{cases} 0, & d_l(t) > W_l \\ 1, & d_l(t) \leq W_l \end{cases} \quad (7) \\
w_r(t) &= \begin{cases} 0, & d_r(t) > W_r \\ 1, & d_r(t) \leq W_r \end{cases} \quad (8)
\end{align*}
\]

where \(W_d, v, W_l, W_r\) represent the forward warning threshold distance, forward vehicle velocity, left-warning threshold distance and right-warning threshold distance separately. In the simulation, \(W_l, W_r\) are both set as 2m. Thus, the observation space \(O\) is composed of a 12-dimensional vector:

\[
O = \{t_g, t_y, t_r, w_f, w_l, w_r, w_c, d_r, d_f, v, a\} \quad (9)
\]

where the description of the elements in \(O\) is shown as Table II.

### II. HRL-BASED ECO-DRIVING FRAMEWORK

#### A. System Architecture

In this research, we proposed the HRL-based CAV eco-driving framework and algorithms for electric passenger vehicles. Figure 2 illustrates the key components of the hierarchical-RL based CAV eco-driving system which consists of several components as described briefly below.

1. **On-Board Computer:** it houses the hierarchical-RL brain which is the decision-making center of the whole system. The brain will receive and process the data. Then it will return the longitudinal acceleration and target lane information to the vehicle control center.

2. **On-Board Radar:** As defined in previous section, three radar units are mounted in the ego-vehicle. One is installed in front of the vehicle to detect the front distance and front-vehicle velocity. The other two are installed at the left side and right respectively.

where \(E_{energy}\) represents the energy consumption model applied in our framework. The main reason to truncate the braking-energy regeneration in this work is that this component will lead the agent driving slowly and finally stop without moving along the training iterations. There may have a better way to consider the braking-energy regeneration in a learning model, but so far in our work, we simply get rid of this part to make the whole learning system running successfully.

3) **Action:** As the main purpose of this study is to learn an optimal strategy in both longitudinal and lateral driving maneuvers. The output actions are defined as follows.

For longitudinal maneuvers, the action space \(A_{lon}\) is

\[
A_{lon} = \{1.0a, 0.8a, 0.6a, 0.4a, 0.2a, 0.0, -0.2a, -0.4a, -0.6a, -0.8a, -1.0a\} \quad (12)
\]

where \(-1, 0, 1\) represent the left lane, the current lane, and the right lane respectively.

To enhance the learning performance, we reduce the dimension of the total action space \(A\) by fixing speed during lane-changing maneuvers (i.e. the ego-vehicle can only change lanes when the longitudinal acceleration is zero). In this way, the action space will be reduced from a 33-dimensional vector to a 13-dimensional vector.
right side of the vehicle to detect the left distance and right distance. The range of the radar units is set to 100 meters. The radar information is sent to the on-board computer as part of the agent observation.

3. On-Board Camera: this is installed in the front of the vehicle. The direction of the camera is the same as the vehicle’s driving direction. As the key source of the traffic perception, the camera information will be sent to the on-board computer.

4. On-Board Diagnostics (OBD): this component can get the instant speed and acceleration information and then the message will be sent to the on-board computer as part of the observation.

5. Traffic Light and Road-Side Unit: the signal controller will send the real-time traffic light information to the road-side unit. Then the road-side unit will send the information to any CAV within its communication coverage.

As the most crucial component in the system, the Hierarchical-RL brain aims to drive through an intersection with less time and energy consumption by generating appropriate instant longitudinal acceleration and target lane. As we have discussed above, driving through intersection is actually a logically complex task. There are at least four sub-tasks:

1) cruise control that avoids collision with other vehicle;
2) lane-changing that improves the driving efficiency in the mixed traffic;
3) Stop-in-red maneuver that stops the vehicle before the stop line when the light is red or yellow;
4) Start-in-green mechanism that accelerates the vehicle when the signal turns green.

So far, it is nearly impossible for one RL algorithm to handle such a multi-phase task. In this research, we proposed a HRL brain which combines the rules and RL algorithm. The Hierarchical-RL brain consists of several components which are illustrated as following sections.

B. HRL Framework

The framework of the HRL method is shown as Figure 3. The HRL Agent interact with traffic environment through reward \( R_t \), observation \( O_t \) and action \( A_t \). In the HRL agent, there are five main components, which are (1) Deep RL Policy: generating longitudinal and lateral driving actions; (2) IDM Policy: generating longitudinal actions according to the IDM model; (3) Emergency Breaking (EB) Policy: generating longitudinal actions according to the EB Policy; (4) Decision Manager: combining the first three driving policies according to current driving situation; and (5) Safety-Based Rule Policy: final safety-based constraints for generating action \( A_t \).

The IDM policy is discussed in section II, the Decision Manager, Deep RL Policy, EM Policy and Safety-Based Rule Policy will be discussed in the following sections.

C. Data Preprocessing

In this research, the observation input of ego-vehicle consists of (1) a 50fps raw image flow and (2) a 13-dimensional vector for logical data. In most cases, the raw image data will not be fed into the training network directly because resizing raw images into a compatible and normalized format for the convolutional neural network can greatly improve the computational speed and learning performance. Besides, the purpose of this study is to explore the ability of the HRL to generate the eco-driving strategy for CAV. Hence, considering the driving strategy relies on both spatial and temporal information, instead of resizing the images, we also need to transform multiple single-frame images into a multi-frame spatiotemporal data format (MSDF). Specifically, in this study, to include more information without making the input data too heavy (having too many frames in one format), we apply a select-stack preprocess method. Figure 4 shows more detail about the preprocessing for image data and logical data.

For image data, the preprocess includes four steps as below:
1) Recording the raw image flow based on the time sequence;
2) Resizing every frame of the raw image flow into an 80 × 80 × 3 format.
3) Selecting one frame out of Nselect frames;
4) Stacking Nstack frame of images into a higher dimensional data format: 80 × 80 × 3 × Nstack.

In addition, this select-stack preprocess method is also applied to logical data, which is shown as Figure 4(b). Specifically, in this study, the Nselect and Nstack are both set as 4.

Through the above preprocessing method, the training network could get spatiotemporal observation data, which is of considerable significance on the driving strategy learning procedure.

D. Decision Manager

The key component of the Hierarchical-RL framework is the decision manager which combines the manual-designed rules and the RL algorithm to endow the framework with the ability to handle complex driving tasks. In the decision manager, the driving process is divided into different running situations according to the immediate situations of ego-vehicle and traffic signal. In this paper a warning factor, named Stop-in-Red warning WSiR, is designed to differentiate the driving situations. The definition of WSiR and the architecture of the decision manager are shown in Figure 6 and Figure 5, respectively.

According to Figure 6, when the vehicle enters the WSiR-trigger area and the phase of current signal is red or yellow, the WSiR(t) is set as True. On the other hand, if the vehicle does not enter the trigger area or the current phase is green, the WSiR(t) is set as False. The main purpose of Stop-in-Red warning is to build a stable interaction between vehicles and traffic signals. As the aforementioned discussions, it is hard for a single RL method to learn complex driving tasks with multiple driving stages. Thus, utilizing the Stop-in-Red warning, the Decision Manager can dynamically combining learning-based and model-based control methods to achieve a complex driving task.

Therefore, the IDM policy and a modified emergency braking policy (EB Policy) are integrated into the decision manager. According to Figure 5, the IDM model’s output will be activated when the ego-vehicle need to start moving at an intersection when the phase of current traffic signal becomes green. The EB model’s output will be activated when the vehicle enters the trigger area and the phase of current signal is red or yellow.

In this paper, the EB model is defined as

\[ x_{lon}(t) = x_{lon}(t) + a_{EB} \cdot \Delta t, \]

where \( a_{EB}, \Delta t \) are set as \(-5.0 m/s^2, 0.02s\).

E. Safety-Based Rule Policy

In order to make the whole driving strategy safer, we design a Safety-Based Rule (SBR) Policy to finally check the output from safety perspective. The definition of SBR model is shown as Algorithm 1.

From Algorithm 1, the final output \( a(t) \) is confined by the safety warning factors: \( w_I(t), w_L(t), \) and \( w_F(t) \). For example, if the \( a_{DM}(t) \) means “lane change to the right lane”, but the \( w_I(t) \) is “True”, then the action from \( a_{DM}(t) \) will not be executed and a relevant penalty will be added to the reward function (more details about this penalty are discussed in next section). Similarly, if the forward warning factor \( w_F(t) \) is “True”, the current longitudinal action will be replaced by emergency braking (EB) model. Hence, utilizing the SBR model, the final action \( a(t) \) will always stay in a safe range.

F. Deep RL for Long-Term Eco-Driving

According to the above discussion, the eco-driving approach of going through an intersection can be formulated as an Markov Decision Process (MDP) in which the agent interacts with the environment. In this research, we applied Dueling Deep Q Network (Dueling DQN) as our basic RL framework and in terms of Long-term Eco-driving tasks, we proposed an innovative reward function named Long-Short Term Reward (LSTR) model to better evaluate the current situation from both long-term factors and short-term factors by considering two conflicting purposes (i.e., saving energy and pursuing speed). The mechanism of Dueling DQN and the LSTR model are discussed below.

Dueling Deep Q Network [24] is a typical deep RL algorithm that uses a deep neural network to predict the value function of each discrete action. Specifically, the input of DQN is observation state \( o_t \), and the output is the evaluation value \( Q(o_t, a_t) \) corresponding to each action \( a_t \) in space \( A \) under current state \( o_t \). Then, according to the \( \epsilon-greedy \) algorithm, an action is selected from the action space \( A \). After the execution of action \( a_t \), a reward \( r_t \) and an observation state \( o_{t+1} \) can be get from the environment. In this paper, prioritized experience replay [33] algorithm is applied to solve the problem of correlation and non-static distribution.

Dueling DQN [34], which has outperformed DQN in vision related learning tasks, is constructed with two streams which separately estimate (scalar) state-value and the advantages of each action. Dueling DQN is designed to aggregate the state-value \( V \) and action advantages \( A \), shown in equation 14.

\[
Q(O_t, A_t; \theta, \alpha, \beta) = V(O_t; \theta, \beta) + A(O_t, A_t; \theta, \alpha)
\]

\[
\frac{1}{|A|} \sum_{A_t} A(O_t, A_t; \theta, \alpha)
\]
where $\alpha$ represents the parameters of $A$ (the advantage function). Besides, $\beta$ represents the parameters of $V$ (the state-value function) and $\theta$ is parameters of neural network.

In this research, the most challenging part for the policy learning is to find an optimal point between two conflicting factors: (1) saving energy and (2) pursuing speed under mixed dense traffic conditions. Another challenging part is to learn complex driving strategy with long insight in multi-phases driving tasks. For long insight, it represents that the agent need to evaluate the current situation with very long-term benefit (e.g., whether it can pass the intersection without stop, receiving total energy consumption and travel time, etc.). For multi-phase driving task, it means from the upstream to passing the intersection, the agent needs to adjust to several different operating logic.

In order to solve aforementioned challenges, this study proposed a long-short term reward (LSTR) model, which not only considers the instance values such as speed, lane-changing actions, and instant energy consumption, but also includes long-term indicators based on predefined rules. The two conflicting factors in this issue are the short-term factors (instant speed, energy consumption) and the long-term factors (total travel time and total energy consumption). We designed some instant reward principles which include indications for long-term benefit, which are shown below.

- When the current phase $P_c$ is red or yellow and ego-vehicle cannot pass the intersection with its current speed, then it shouldn’t accelerate.
- When the current phase $P_c$ is red or yellow and ego-vehicle may pass the intersection with current or higher speed, then try to accelerate.

---

**Algorithm 2** The Descriptions for LSTR Model

**Input:** $v(t)$: The current speed of ego-vehicle; $a(t)$: The current acceleration of ego-vehicle; $d_r(t)$: The remain distance to the stop line; $P_c(t)$: The current phase of traffic signal; $T_r(t)$: The remaining time of the current signal phase.

**Output:** $R(t)$: The reward value at current time step $t$;

1. function $\text{LSTR}(v(t), a(t), d_r(t), P_c(t), T_r(t))$
2. $d_{\text{prediction}} \leftarrow v(t) \cdot T_r(t)$;
3. $R_{\text{velocity}}(t) \leftarrow v(t) - v_{\text{min}}$
4. while $d_r(t) > 0$ do
5. if $a(t) > 0$ then
6. $R_{\text{energy}}(t) \leftarrow E(a(t), v(t), \alpha)$;
7. else
8. $R_{\text{energy}}(t) \leftarrow 0$;
9. end if
10. $R_{\text{time}}(t) \leftarrow R_{\text{time}}(t - 1) - \delta t$
11. if Lane-change action happens then
12. $R_{\text{lanechange}}(t) \leftarrow -0.1$;
13. end if
14. if Dangerous action happens then
15. $R_{\text{danger}}(t) \leftarrow -0.5$;
16. end if
17. $R(t) \leftarrow w_s R_{\text{velocity}}(t) + w_e R_{\text{energy}}(t) + w_i R_{\text{time}}(t) + w_{\text{change}} R_{\text{lanechange}}(t) + w_{\text{danger}} R_{\text{danger}}(t) + w_{GP} R_{GP}(t)$
18. return $R(t)$;
19. end function
When the current phase \( P_i \) is green and the ego-vehicle cannot pass the intersection with its current speed, then it shouldn’t accelerate.

When the current phase \( P_i \) is green and the ego-vehicle may pass the intersection with current or higher speed, then try to accelerate.

Algorithm 3 The Definition of \( R_{GP} \)

**Input:** \( v(t), a(t), d_i(t), T_i(t), P_i(t) \)

**Output:** The Green-Pass Reward \( R_{GP}(t) \)

1: function \( R_{GP}(v(t), a(t), d_i(t), T_i(t), P_i(t)) \)
2: \( d_{prediction} \leftarrow v(t) \cdot T_i(t) \)
3: while \( d_i(t) > 0 \) do
4: if Current signal phase \( P_i(t) \) is GREEN then
5: if \( d_{prediction}(t) > d_i(t) \) then
6: Case \( a(t) > 0 : R_{GP}(t) \leftarrow 0.2 \)
7: Case \( a(t) = 0 : R_{GP}(t) \leftarrow 0.5 \)
8: Case \( a(t) < 0 : R_{GP}(t) \leftarrow -1.0 \)
9: end if
10: if \( d_{prediction}(t) < d_i(t) \) then
11: Case \( a(t) > 0 : R_{GP}(t) \leftarrow 1.0 \)
12: Case \( a(t) = 0 : R_{GP}(t) \leftarrow 0.5 \)
13: Case \( a(t) < 0 : R_{GP}(t) \leftarrow -1.0 \)
14: end if
15: else
16: if \( d_{prediction}(t) > d_i(t) \) then
17: Case \( a(t) > 0 : R_{GP}(t) \leftarrow -1.0 \)
18: Case \( a(t) = 0 : R_{GP}(t) \leftarrow 0.5 \)
19: Case \( a(t) < 0 : R_{GP}(t) \leftarrow 0.2 \)
20: end if
21: if \( d_{prediction}(t) < d_i(t) \) then
22: Case \( a(t) > 0 : R_{GP}(t) \leftarrow 0.5 \)
23: Case \( a(t) = 0 : R_{GP}(t) \leftarrow 0.5 \)
24: Case \( a(t) < 0 : R_{GP}(t) \leftarrow -0.5 \)
25: end if
26: end if
27: return \( R_{GP}(t) \);
28: end while
29: end function

Basing on these principles, the LSTR model is designed as Algorithm 2 in which the definition of \( R_{GP} \) is further explained by Algorithm 3. In a nutshell, the \( R_{GP} \) reflects the long-term benefit for reaching the stop line of the intersection when the light is green.

In the LSTR model, \( R_{velocity}(t), R_{energy}(t), R_{lanchange}(t), \) and \( R_{danger}(t) \) are short-term benefit indicators, while the \( R_{time}(t), R_{GP}(t) \) are long-term benefit indicators.

**TABLE III**

| Coefficient | \( w_u \) | \( w_v \) | \( w_x \) | \( w_y \) | \( w_d \) | \( w_{GP} \) |
|-------------|--------|--------|--------|--------|--------|--------|
| Value       | 2.0    | 0.1    | 0.002  | 3.0    | 1.0    | 0.1    |

**H. Network Update and Hyperparameters**

There are four steps of the network updating process, which are:

1) Considering the current state as \( o_t \) and predicting the \( Q_t \) value of different actions through the evaluation network.

2) Choosing the action \( a(t) \) with the largest \( Q \) value by utilizing \( \epsilon-greedy \) policy.

3) Generating the \( Q(t+1) \) values at time through the target network.

4) Calculating the loss function and then updating the evaluation network.

In addition, at each learning step, the weight coefficients of the proposed network are updated using the adaptive learning rate trick Adam [37] in order to minimize the loss function. For the adopted hyperparameters, the learning rate \( \alpha \), discount factor \( \gamma \), batch size, steps used for observation, replay memory size, steps for target network update, training steps, and test steps are set as 0.00025, 0.99, 64, 10,000, 50,000, 10,000, 2,000,000, 10,000, respectively.

**TABLE IV**

| Layer      | Actuation | Patch size | Stride | Filter | Unit  |
|------------|-----------|------------|--------|--------|-------|
| Conv_1     | ReLU      | 8 × 8      | 4      | 32     | -     |
| Conv_2     | ReLU      | 4 × 4      | 2      | 64     | -     |
| Conv_3     | ReLU      | 3 × 3      | 1      | 64     | -     |
| LSTM       | -         | -          | -      | -      | 1024  |
| Dense_1_1/2| ReLU      | -          | -      | -      | 1024  |
| Dense_2_1/2| ReLU      | -          | -      | -      | 256   |
| Dense_3_1/2| ReLU      | -          | -      | -      | 128   |
IV. GAME ENGINE BASED SIMULATION EXPERIMENTS

A. Unity Engine Based Simulator Design and Development

In order to train the proposed model and evaluate its performance, a simulation platform has been developed in this paper based on Unity Engine and Unity Machine Learning Agents Toolkit (Unity ML-Agents) [38]. Unity is a real-time 3D Game Engine that can generate high-resolution sensor data, like camera, radar, etc. Unity ML-Agents is an open-source platform that enables the simulations to serve as environments for ML training tasks. In this paper, we applied the Unity Engine to build a signalized intersection traffic environment based on previous work [39], [40].

Unity can provide a virtual reality environment in which the simulated camera, radar, and traffic lights can be developed accordingly. In addition, Unity ML-Agents provides a machine learning toolkit thus we developed a external script named RL brain to construct the deep RL based on Tensorflow [41] by Python. Specifically, the structure of the developed simulation platform based on Unity is shown as Figure 8 where the Agent (ego-vehicle) is responsible for collecting observations and executing actions and the Academy is responsible for global coordination of the environment simulation.

As discussed in the previous section, the scenario in this study is built as a one-direction intersection with 5 lanes and 5 types of vehicles as the traffic. The length of the research area is 550 meters, including a 510-meters upstream section and a 40-meters downstream section. The maximum speed limit is set to 50 kilometers per hour (kph). Figure 9 illustrates the main window of the simulator.

B. Model Training and Numerical Testing Design

For the training procedure, the $\epsilon$-greedy policy is implemented as the exploration policy. The $\epsilon$ is decreased linearly from 1 to 0.00001 over 2 million steps. When the training starts, the initial phase and time of the traffic signal will be randomly selected, which aims to avoid overfitting of the simulation. In addition, the simulator is equipped with Intel(R) Core(TM) i7-7700k CPU @ 4.20GHz, 64 GB RAM, and an NVIDIA GTX 1080 GPU. The total training time is around 36 hours.

For the test procedure, we applied IDM method as the baseline and a state-of-art model-based Eco-Driving method, Graph-based Trajectory Planning Algorithm (GBTPA) to compare the Eco-Driving performance with our HRL method. GBTPA is formulated in [15] to find the shortest path or minimum cost path using a graph model in which nodes represent feasible system states and edges define the direct transition from one state to another and the edge weight is the energy cost associated with the transition. These methods are summarized as Table V. Particularly, the rule-based lateral control method is defined as a rule-based lane-changing method, i.e., a lane-change decision will be made if the front distance is shorter than 5m and the target speed is higher than the speed of the front vehicle and the accumulative time is over 3s.

The simulation scenarios consider different combinations of entry time and initial speed. The entry time varies from 0th
to 50th second of the cycle with 10 seconds as the increment (marked as C0, C10, C20, C30, C40, C50). The initial speed varies from 10 kph to 50 kph with 10 kph as the increment (S10, S20, S30, S40, S50). The training and numerical test results are discussed in the next section.

V. RESULTS

A. Training Results

Figure 10 illustrates the training results of HRL method, including the average speed, energy consumption, Green-Pass Reward, and number of lane-changing maneuvers per journey. First, from Figure 10(a), the speed of HRL-based ego-vehicle has increased significantly along the training process and achieved a higher value than the speed of other vehicles. Second, Figure 10(b) shows that the energy consumption of HRL method is decreasing via the iteration of training. Specifically, the curve of Green-Pass reward $R_{GP}$ can further explains why the HRL method can successfully learn an efficient eco-driving policy in such a dilemma, i.e., pursuing both energy-saving and time-efficient driving strategy. After the approximately half way of training steps, the Green-Pass Reward is increasing significantly, as the ego-vehicle is successfully learning about how to interact with the traffic signal intelligently (i.e. balancing the speed and energy consumption). On the other hand, from energy perspective, pursuing a speed-first driving strategy will more likely to cause a longer time for waiting at intersections, which indicates a negative effect on the cooperation between vehicles and intersections. Finally, Figure 10(c) shows that the HRL method can also learn how to drive with less lane-changing behaviors reaching a smooth driving strategy.

B. Numerical Testing Results

Figure 11 illustrates the spatial-temporal diagrams for comparison testing results under several different traffic scenarios. Particularly, SPaT information is illustrated by green, yellow and red dots to better demonstrate the performance of methods. Additionally, Table VI shows the results of comprehensive assessments for different methods under all different scenarios. According to these testing results, there are three points to discuss:

1. The Acceleration: the instant acceleration value generated by HRL method can intelligently react to different traffic situations. If high speed will make the vehicle stop at intersections, the HRL will generate a lower acceleration value to have a better eco-driving performance. For example, in scenario “C30_S20”, shown in Figure 11(a), ego-vehicle will start with low acceleration levels to avoid waiting at the intersection since the energy consumption may go much higher if the speed increases rapidly. Conversely, the HRL will also seeking a high acceleration to improve the time efficiency, if the vehicle can pass the intersection before the end of green phase. For instance, in scenario “C40_S20”, shown in Figure 11(b), the ego-vehicle will also start with a high acceleration to pass the intersection as soon as possible. These time-speed trajectories in Figure 11 demonstrate the advantage of the HRL method in generating smarter acceleration results than IDM and Graph methods and adjusting the acceleration according to the various traffic environments dynamically.

2. The Target Speed: for IDM model, the instantaneous target speed is always the speed limit. For the Graph model, the

\begin{table}[h]
\centering
\caption{Summary of Compared Methods}
\begin{tabular}{|c|c|c|c|}
\hline
Methods & Type & Lon. Control & Lat. Control \\
\hline
IDM & Model based & IDM & Rule \\
Graph & Model based & GBTFA & Rule \\
HRL & Hybrid RL based & HRL & HRL \\
\hline
\end{tabular}
\end{table}
target speed can be adjusted with respect to the current SPaT information. However, compared with IDM and Graph, HRL model can dynamically control its target speed according to the current traffic situation and achieve a better energy-saving performance. For instance, in Figure 11(c), under the scenario in which the vehicle have to wait for a long red phase, Graph method would like to driving in a slow mode to avoid stop at the intersection, while the HRL will still keep a high speed to approach the intersection. Since we have other vehicles in the traffic, the Graph-based vehicle will approach the stop line behind a long queue and its idea speed trajectory will also be disturbed by these front vehicles, which causes this non-stopping-oriented speed trajectory planning model performing less than HRL in both energy consumption and travel time.

(3) The Interaction With the Mixed Traffic: original IDM and Graph model can only longitudinally interact with other vehicles. To make a fair comparison, we implemented a rule-based lane-changing model to IDM and Graph for the lateral actions. Although endowed with lateral actions, HRL can interact with surrounding vehicles with much smarter manners, which can be illustrated in Figure 12. Figure 12 shows the time-speed and time-distance diagram for Graph model and HRL model. For both model, there is a slow vehicle driving in front of the ego-vehicle. For Graph model, the vehicle will be impeded to slow down and then wait for several seconds and then make the lane-changing action to pursue the travel time. Nevertheless, for HRL model, since it can perceive the environment via camera, the lane-changing actions happened before approaching the slow front vehicle, which can extremely improve the travel time performance.
Table VI shows the numerical testing results for the proposed HRL method, model-based Graph method, and the baseline IDM. From Table VI, in all 30 scenarios, our model can achieve the best energy-consumption improvement in 21 scenarios and best travel-time improvement in 27 scenarios.

Table VII shows the average performance of different eco-driving methods under different initial signal-phase condition. From the table, compared with Graph model, the HRL method can save 12.70% (up to 35.69%) energy consumption and 11.75% (up to 34.79%) travel time on average per journey in all testing scenarios. To decouple the possible impact by ignoring the brake charging, we also evaluated all those models by adding the regen-braking charging. The results showed that the energy consumption decreased for all methods with regen braking charging. Specifically, with regen-braking energy, HRL method can reduce 23.60% and 41.59% energy consumption compared with Graph and IDM. The overall relative performance among methods is still the same, which demonstrate the advantages of utilizing learning-based methods.

Furthermore, Figure 13 and Figure 14 demonstrates the deeper connections behind the vehicle entry speed and entry time, and shows that most of the dark areas (in which the Eco-Driving model has better energy-saving/travel time
If we can control the vehicle to enter the intersection with a right area, the performance of HRL is relatively low. According to the analysis, the entry time and entry speed will cooperatively influence the performance of HRL method, which reminds us that there is a sweet spot for the HRL method.

In this paper, we proposed an eco-driving approach for CAVs under mixed intersection traffic by designing a hybrid reinforcement learning (HRL) framework. The vehicle activity data from On-Board Diagnosis (OBD), front camera, on-board radar and the V2I communication are collected by the HRL framework. The output of HRL is longitudinal acceleration value and lateraltarget lane. The HRL framework combines a rule-based strategy and a deep reinforcement learning-based policy learning algorithm. The predefined rules are designed on the basis of different driving conditions to ensure the driving safety and efficiency. The eco-driving RL algorithm consists of a spatiotemporal data preprocessor, a feature extracting network, and a policy network. The HRL learns the optimal eco-driving strategy through Long-Short Term Reward (LSTR) model, with both short-term and long-term benefits. Numerical experiments are conducted in Unity at a signalized intersection with the mixed traffic situation and a state-of-art model-based Eco-Driving method is implemented to assess the performance of the proposed method.

According to the experiments, the proposed HRL-based ego-vehicle can traverse through a signalized intersection with the mixed traffic conditions. The HRL method can reduce the energy consumption by 12.70%/56.01% comparing with Graph/IDM methods and can save 11.75%/5.66% in travel time compared with Graph/IDM methods. The proposed framework can also be readily implemented to other types of vehicles by replacing the energy-reward function and vehicle dynamic model.

For future work, the performance of the different types of vehicles (e.g. heavy-duty trucks) will be conducted and analyzed. In addition, cooperative eco-driving strategy will be conducted by applying multi-vehicle agents in complex traffic network. Furthermore, more experiments including micro-simulation and field experiments will be conducted to analyze the performance in more realistic situations.
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