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Abstract

We propose to use stochastic Riemannian coordinate descent on the orthogonal group for recurrent neural network training. The algorithm rotates successively two columns of the recurrent matrix, an operation that can be efficiently implemented as a multiplication by a Givens matrix. In the case when the coordinate is selected uniformly at random at each iteration, we prove the convergence of the proposed algorithm under standard assumptions on the loss function, stepsize and minibatch noise. In addition, we numerically demonstrate that the Riemannian gradient in recurrent neural network training has an approximately sparse structure. Leveraging this observation, we propose a faster variant of the proposed algorithm that relies on the Gauss-Southwell rule. Experiments on a benchmark recurrent neural network training problem are presented to demonstrate the effectiveness of the proposed algorithm.

1 Introduction

Exploding or vanishing gradients are key issues affecting the training of deep neural networks (DNNs), and are particularly problematic when training recurrent neural networks (RNNs) \[1,2\], an architecture that endows the network with some memory and has been proposed for modeling sequential data (see, e.g., \[3\]). In recurrent neural networks, the signal propagation is described by the following pair of equations

\[
\begin{align*}
    h(t+1) &= \phi(W_{\text{in}}x(t+1) + Wh(t)), \\
    y(t+1) &= W_{\text{out}}h(t+1) + b_{\text{out}},
\end{align*}
\]

for \( t = 0, 1, \ldots \), with input \( x(t) \in \mathbb{R}^{d_{\text{in}}} \), hidden state \( h(t) \in \mathbb{R}^{d} \), and output \( y(t) \in \mathbb{R}^{d_{\text{out}}} \). The mapping \( \phi : \mathbb{R} \to \mathbb{R} \) is a pointwise nonlinearity, and \( W \in \mathbb{R}^{d \times d}, W_{\text{in}} \in \mathbb{R}^{d \times d_{\text{in}}}, W_{\text{out}} \in \mathbb{R}^{d_{\text{out}} \times d} \) and \( b_{\text{out}} \in \mathbb{R}^{d_{\text{out}}} \) are model parameters. The repeated multiplication of the hidden state by the recurrent matrix \( W \) makes these architectures particularly sensitive to exploding or vanishing gradients.

A recently proposed remedy against exploding and vanishing gradients in RNNs imposes the recurrent weight matrix \( W \) to be orthogonal/unitary, see, e.g., \[4\]. However, for large models, enforcing this constraint (e.g., by projecting the matrix on the set of orthogonal/unitary matrices, at each iteration) comes with substantial computational costs, scaling cubically with \( d \). Several solutions have been proposed to alleviate these costs, and are summarized in Section \[1,4\]. In this work, using the fact that the set of orthogonal matrices admits a Riemannian manifold structure, we propose a stochastic Riemannian coordinate descent algorithm for RNN training. The resulting algorithm works as follows:

\[\text{\textcopyright \hspace{1cm} Preprint. Under review.}\]
for each mini-batch, instead of updating the full matrix \( W \), we apply a rotation to a pair of columns of \( W \) only; this is equivalent to restricting the update of the matrix \( W \) to one coordinate of the tangent space to the manifold per iteration (for a suitably chosen basis of that tangent space). This rotation can be implemented efficiently as a multiplication by a Givens matrix, and the resulting cost per iteration scales linearly with \( d \).

1.1 Related works

**Orthogonal/unitary RNNs.** Unitary RNNs have been initially proposed in [4] to avoid exploding or vanishing gradients. Various algorithms have then been developed to alleviate the additional computational burden implied by repeated orthogonalization, mostly proposing different parametrizations of the orthogonal/unitary group, see [4, 5, 6, 7, 8, 9, 10, 11]. However, most of these works come with no theoretical guarantee to recover a stationary point of the original problem. Alternative approaches build on the geometry of the set of orthogonal/unitary matrices: [5] propose a stochastic Riemannian gradient descent on the manifold of unitary matrices combined with the Cayley retraction, while the algorithm given in [11] can be seen as a stochastic Riemannian gradient descent on the orthogonal group using a different Riemannian metric, relying on the Lie group structure of those sets. [11] also gives an implementation trick relying on Padé approximants for reducing the cost of the matrix exponential (and its gradient). Let us finally mention two recent toolboxes extending the PyTorch class `torch.optim` to parameters constrained to lie on some manifolds, including the orthogonal group: McTorch [12] and GeoTorch [13].

**Orthogonal constraints in other DNN architectures.** Orthogonal weights have also been used for other network architectures, including fully-connected, convolutional and residual neural networks [14, 15, 16, 17, 18]. Using orthogonal weight matrices in DNNs preserves the energy of the signal propagated through the hidden units, and has been shown numerically to result in a lower test error than comparable unconstrained DNNs [15, 18]. Orthogonal initialization moreover leads to dynamical isometry [19], the desirable regime in which the spectrum of the input-output Jacobian is concentrated around the value one, shown to result in a faster training, see [19, 20, 21]. For arbitrary DNN architectures, orthogonal regularization is sometimes preferred over strict orthogonal constraints (see, e.g., [22, 23, 17]).

**Coordinate descent algorithms** In the Euclidean setting, coordinate descent (CD) is a well-studied algorithm that minimizes successively the loss along a coordinate, typically using a coordinate-wise variant of a first-order method, and has been shown to achieve state-of-the-art results on a range of high-dimensional problems [24]. In particular, CD algorithms have recently been applied to DNN training, see, e.g., [25, 26] and reference therein. Though the convergence of CD has been widely addressed in the literature [27, 24, 25], few works explore the convergence of stochastic/mini-batch CD, i.e., address the situation where only a stochastic estimate of the partial derivatives is available. Exceptions include [28, 29], which assumes strong convexity of the objective, and [30] which addresses block-coordinate incremental (i.e., deterministic) gradient descent in the nonconvex setting. On the orthogonal group, CD has been applied in [31] for low (multilinear) rank approximation of tensors, and in [32] for sparse PCA and tensor decomposition. Note that these algorithms minimize exactly the loss along the coordinate direction at each iteration, an operation which is out of reach in DNN training. The convergence of coordinate descent on manifolds, using coordinate-wise first-order updates relying on exact partial derivatives, has been very recently studied in [33].

1.2 Contributions

We propose a stochastic Riemannian coordinate descent (SRCD) algorithm for training orthogonal RNNs, in which the cost per iteration scales linearly with the size \( d \) of the recurrent matrix \( W \). The proposed algorithm is close to the one presented in [6]; we highlight three main differences. First, [6] addresses unitary RNNs, while we focus on orthogonal RNNs. Our choice to consider real-valued models is motivated by the fact that, from the viewpoint of model representation, it is equivalent to work with a unitary RNN or with an orthogonal RNN with a twice bigger hidden matrix [8]. Secondly, the update rule for the recurrent matrix in [6] involves the multiplication by a diagonal matrix, which does not appear in our model. Finally, taking here the viewpoint of optimization on manifolds allows us to derive convergence guarantees for SRCD, while no counterparts of those results are given in [6]. More precisely, we prove the convergence of SRCD under standard assumptions on the (mini-batch)
gradient noise, stepsize and objective, for coordinates selected uniformly at random at each iteration. As a second contribution, we show numerically that the Riemannian gradient of the loss (with respect to the orthogonal parameter) has an approximately sparse representation in the basis considered for the tangent space, and propose a variant of SRCD in which the coordinate is selected using the Gauss-Southwell rule at each iteration. This is to our knowledge the first application of this rule to optimization problems defined on manifolds. We finally illustrate numerically the behavior of the proposed algorithms on a benchmark problem. Implementations of the proposed algorithms can be found at https://github.com/EMassart/OrthCDforRNNs

2  Stochastic coordinate descent on the orthogonal group

In this paper, without loss of generality, we address the optimization problem

$$\min_{X \in \mathbb{R}^{m \times n}, W \in \mathcal{O}_d} f(X, W), \quad (P)$$

where $\mathcal{O}_d := \{W \in \mathbb{R}^{d \times d} : W^TW = I_d\}$ is the set of $d \times d$ orthogonal matrices. For the specific framework of RNN training, the variable $X$ refers to the parameters $W_{in}, W_{out}, b_{out}$ or any other unconstrained model parameter, while $W$ is the recurrent matrix. We assume throughout the paper that the dimension of $W$ is very large. Before introducing our algorithm, let us first summarize properties of the set of orthogonal matrices that we use in the rest of the paper.

2.1 Geometry of the manifold of orthogonal matrices

The set $\mathcal{O}_d$ of orthogonal matrices is a Riemannian manifold. Roughly speaking, a manifold is a topological set in which each neighbourhood can be set in one-to-one correspondence with an open set of the Euclidean space; in that sense, manifolds are sets that “locally look flat” (see [34] or [35] for more a formal definition). Typically, computations on manifolds are mostly done on the tangent space of the manifold at a given point, a first-order approximation of the manifold around that point. For the orthogonal group, the tangent space $T_W \mathcal{O}_d$ at some point $W \in \mathcal{O}_d$ is given by:

$$T_W \mathcal{O}_d = \{W \Omega : \Omega \in \mathbb{R}^{d \times d}, \Omega = -\Omega^\top \}. \quad (2)$$

This is a $D$-dimensional vector space, with $D = d(d - 1)/2$; consistently, $\mathcal{O}_d$ is a $D$-dimensional manifold. Riemannian manifolds are manifolds whose tangent spaces are endowed with a Riemannian metric (a smoothly varying inner product, providing tangent vectors with a notion of length). As often for the manifold of orthogonal matrices [34], we choose as Riemannian metric the classical Euclidean metric: for each tangent space $T_W \mathcal{O}_d$, and for all $\xi_W, \zeta_W \in T_W \mathcal{O}_d$, the Riemannian metric between $\xi_W$ and $\zeta_W$ is given by:

$$\langle \xi_W, \zeta_W \rangle := \text{tr} \left( \xi_W^\top \zeta_W \right), \quad (3)$$

the usual Frobenius inner product. In this paper, we therefore use the notation $\langle \cdot, \cdot \rangle$ to refer both to the Riemannian metric, and the Euclidean inner product. Considering this metric, it can easily be checked that the tangent space $T_W \mathcal{O}_d$ is generated by the orthonormal basis [32]:

$$B_W := \{\eta_i\}_{i=1}^D, \text{ where } \eta_i := WH_{j,l}, \quad (4)$$

with $j,l$ two indices such that $1 \leq j < l \leq d$ and $i = \sum_{k=1}^{j-1}(d - k) + (l - j)$, and where the set of matrices $\{H_{j,l}\}$, with $1 \leq j < l \leq d$ is an orthonormal basis for the vector space of $d \times d$ skew-symmetric matrices:

$$H_{j,l} := \frac{1}{\sqrt{2}} \left( e_j e_l^\top - e_l e_j^\top \right), \quad (5)$$

with $e_j \in \mathbb{R}^d$ the vector whose elements are all zero, except the $j$th component that is equal to one. Let us emphasize that each tangent space is thus endowed with a norm function, and that this norm function coincides with the Frobenius norm:

$$\|\xi_W\| = \langle \xi_W, \xi_W \rangle^{1/2} = (\text{tr} \left( \xi_W^\top \xi_W \right))^{1/2}. \quad (6)$$

The following simply characterizes our numbering of the basis elements: the first coordinate vector is associated to the pair $(j = 1, l = 2)$, the second to the pair $(j = 1, l = 3)$ etc until $(j = d - 1, l = d)$.\footnote{The following simply characterizes our numbering of the basis elements: the first coordinate vector is associated to the pair $(j = 1, l = 2)$, the second to the pair $(j = 1, l = 3)$ etc until $(j = d - 1, l = d)$.}
The Riemannian gradient is the counterpart of the Euclidean gradient on manifolds. Given an arbitrary function \( h : O_d \rightarrow \mathbb{R} \), the Riemannian gradient of \( h \) at \( W \in O_d \) is the unique vector \( \nabla h(W) \in T_W O_d \) that satisfies:
\[
\langle \xi_W, \nabla h(W) \rangle = Dh(W)[\xi_W] \quad \forall \xi_W \in T_W O_d,
\]
i.e., its inner product with any tangent vector \( \xi_W \) gives the directional derivative of \( h \) along the direction spanned by the tangent vector \( \xi_W \) written here \( Dh(W)[\xi_W] \). On the orthogonal group, the Riemannian gradient is simply computed as
\[
\nabla h(W) = Pr_{TWO_d}(\nabla^e h(W)),
\]
where \( \nabla^e h(W) \) is the Euclidean gradient of \( h \), where \( h \) is seen as a function from \( \mathbb{R}^{d \times d} \) to \( \mathbb{R} \), and \( Pr_{TWO_d}(\cdot) \) is the orthogonal projection on the tangent space \( T_W O_d \):
\[
Pr_{TWO_d}(M) = W \left( \frac{W^T M - M^T W}{2} \right)
\]
for all \( M \in \mathbb{R}^{d \times d} \). Given the basis \( \{4\} \), one has a Riemannian counterpart to the notion of partial derivative. We define the \( i \)th Riemannian partial derivative of \( h \), for the basis \( \{4\} \) of the tangent space \( T_W O_d \), by:
\[
\nabla_i h(W) = \langle \nabla h(W), \eta_i \rangle,
\]
where \( \eta_i \) is the \( i \)th coordinate vector of the basis \( \{4\} \). This Riemannian partial derivative can be obtained easily from the Euclidean gradient \( \nabla^e h(W) \) (typically computed using backpropagation in DNN training):
\[
\nabla_i h(W) = tr \left( H_{ji} W^T \nabla h(W) \right) = tr \left( H_{ji} W^T \nabla^e h(W) \right),
\]
where \( j, l \in \{1, \ldots, d\} \) are defined after \( \{4\} \), and where the second equality comes from the fact that the Frobenius inner product of a skew-symmetric matrix \( (H_{ji}, l) \) and a symmetric matrix \( (W^T \nabla h(W) - \nabla^e h(W)) \) is zero.

A last tool that is required in this work is the exponential map, an operator that allows to move on the manifold in a given direction. The exponential map \( \text{Exp}_W(\xi_W) \) returns the point obtained by evaluating at time \( t = 1 \) the geodesic (curve with no acceleration, i.e., straight lines in the Euclidean space), starting at \( W \), with initial velocity \( \xi_W \). For the manifold of orthogonal matrices, the exponential map is given by
\[
\text{Exp}_W(\xi_W) = W \expm \left( W^T \xi_W \right), \quad \forall \xi_W \in T_W O_d,
\]
with \( \expm() \) the matrix exponential. Figure[1] provides an abstract representation of a Riemannian gradient descent iteration.

### 2.2 A brief overview of Stochastic Riemannian Gradient Descent (SRGD)

Building on the previous discussion, we now recall in Algorithm[1] the celebrated stochastic Riemannian gradient descent algorithm, initially proposed and analysed in [36], that we apply here to \( \{4\} \). We use this algorithm as a comparison point throughout this paper. Slightly departing from the notation introduced above, and in order to simplify the notation, we use hereafter the notation \( g^k_X \) and \( g^k_W \) to refer respectively to the gradient of \( f \) with respect to the unconstrained variable \( X \) and the (Riemannian) gradient of \( f \) with respect to \( W \) at iteration \( k \), and \( \tilde{g}^k_X \) and \( \tilde{g}^k_W \) for their stochastic counterparts. In other words, the full exact and stochastic (Riemannian) gradient of \( f \) are simply
\[
g^k = \begin{pmatrix} g^k_X \\ g^k_W \end{pmatrix} \quad \text{and} \quad \tilde{g}^k = \begin{pmatrix} \tilde{g}^k_X \\ \tilde{g}^k_W \end{pmatrix}.
\]

In the case when \( f \) is a sum of a large number of functions, as in our RNN training application, \( \tilde{g}^k_X \) and \( \tilde{g}^k_W \) can be seen as the approximations of \( g^k_X \) and \( g^k_W \) computed over a mini-batch. At each iteration, the stochastic gradients \( \tilde{g}^k_X \) and \( \tilde{g}^k_W \) are computed, and the iterates \( X^k, W^k \) are updated. Note that we evaluate the exponential map \( \{10\} \) at each iteration, involving a matrix exponential whose cost evolves cubically with \( d \) (PyTorch matrix exponential implementation currently relies on Taylor/Padé approximants and the scaling-squaring trick, see [37]).

---

[1] This follows from the fact that the orthogonal group is an embedded submanifold of \( \mathbb{R}^{d \times d} \), see [34, Chap. 3] for more information.
\[ W^{k+1} = \text{Exp}_{W^k}(-\alpha_k \nabla h(W^k)) \]

Figure 1: Graphical illustration of a Riemannian gradient descent iteration on a manifold \( M \). At each iteration, we first compute the Riemannian gradient at the current iterate \( W^k \) and then update the iterate by “moving on the manifold in the direction opposite to the gradient”, using the exponential map.

Algorithm 1 SRGD: Stochastic Riemannian Gradient Descent

1: Let \( \{\alpha_k\} \) be a sequence of stepsizes. Set \( k = 0 \), and initialize the unconstrained and orthogonal variables \( X^0 \in \mathbb{R}^{m \times n}, W^0 \in O_d \).
2: while not converged do
3: Compute the (stochastic) gradients \( \tilde{g}_X^k \) and \( \tilde{g}_W^k \).
4: Update the unconstrained variable: \( X^{k+1} = X^k - \alpha_k \tilde{g}_X^k \).
5: Update the constrained variable: \( W^{k+1} = \text{Exp}_{W^k}(-\alpha_k \tilde{g}_W^k) \).
6: \( k := k + 1 \).
7: end while.

2.3 Proposed algorithm: Stochastic Riemannian Coordinate Descent (SRCD)

Algorithm 2 presents our proposed SRCD algorithm. At each iteration, the unconstrained parameters are updated using stochastic gradient descent, exactly as in Algorithm 1; the modification is in the update rule for the orthogonal parameter. Here, the iterate is only updated along one coordinate of the tangent space, for the basis \( \{4\} \). This amounts to rotating a pair of columns of the iterate \( W^k \) of an angle that depends on the stepsize and the component of the gradient along that coordinate. The stochastic gradient \( \tilde{g}_W^k \) is thus replaced by the following tangent vector, which is aligned with the \( i^{th} \) coordinate vector \( \eta_{i,k} \) of the tangent space \( T_{W^k} O_d \):

\[ \tilde{g}_{W,i}^k = \langle \tilde{g}_W^k, \eta_{i,k} \rangle \eta_{i,k}, \quad (11) \]

where \( \eta_{i,k} = W^k H_{j^k,l^k} \) for some given \( j^k, l^k \) defined below \( \{4\} \).

Note that, since the matrix \( H_{j^k,l^k} \) has a very special structure, see \( \{5\} \), the exponential map in Line 7 can be written as a multiplication by a Givens matrix. Indeed, writing \( \theta^k = \langle \tilde{g}_W^k, \eta_{i,k} \rangle \), there holds

\[ \text{Exp}_{W^k}(\theta^k \eta_{i,k}) = \text{Exp}_{W^k}(\theta^k W^k H_{j^k,l^k}) = W^k G_{j^k,l^k}(\theta^k), \quad (12) \]

with

\[ G_{j^k,l^k}(\theta^k) := \begin{pmatrix} 1 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & & \vdots & \ddots & \vdots \\ 0 & \cdots & \cos(\theta^k) & \cdots & \sin(\theta^k) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & -\sin(\theta^k) & \cdots & \cos(\theta^k) & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \cdots & 0 & \cdots & 1 \end{pmatrix}, \quad (13) \]
We compare both strategies numerically in Section 3.

The gradients and iterates of the algorithm satisfy the conditions:

Assumption 2.

The function $f$ is guaranteed to be satisfied if the Euclidean gradient of the function $f$ is Lipshitz-continuous, with Lipshitz constant $L$. This follows from Lemma 7 in [39], noticing that the proof of that lemma still holds when the manifold is a product manifold of a compact manifold (here the orthogonal group) and a Euclidean space.

Our second assumption is classical when analysing stochastic gradient descent in the Euclidean setting, see, e.g., [38, Chap. 4]. Let us write hereafter $\mathcal{F}^k = \{\hat{g}^0_X, \hat{g}^0_W, \hat{g}^1_X, \hat{g}^1_W, \ldots, \hat{g}^{k-1}_X, \hat{g}^{k-1}_W, i^k\}$, the $\sigma$-algebra generated by the random variables before iteration $k$.

**Assumption 2.** The gradients and iterates of the algorithm satisfy the conditions:

1. The sequence of iterates $\{(X^k, W^k)\}_{k \in \mathbb{N}}$ is contained in an open set over which the value of the function $f$ is lower bounded by some $f_{\text{init}}$.

---

**Algorithm 2 SRCD: Stochastic Riemannian Coordinate Descent**

1. Let $\{\alpha_k\}$ be a sequence of stepsizes. Set $k = 0$, and initialize the unconstrained and orthogonal variables $X^0 \in \mathbb{R}^{m \times n}, W^0 \in \mathcal{O}_d$.
2. while not converged do
3:   Compute the (stochastic) gradient $\tilde{g}_X^k$
4:   Update the unconstrained variable: $X^{k+1} = X^k - \alpha_k \tilde{g}_X^k$
5:   Select a coordinate $i^k \in \{1, \ldots, D\}$ of the tangent space $T_{W^k}(\mathcal{O}_d)$
6:   Compute the (stochastic) partial derivative $\hat{g}_{W,i^k}$ using (9)
7:   Update the orthogonal variable: $W^{k+1} = \exp_{W^k}(-\alpha_k \hat{g}_{W,i^k})$. Due to the structure of $\hat{g}_{W,i^k}$, this step simply involves the multiplication of $W^k$ by a Givens matrix, see (12), and has a computational cost evolving linearly with $d$.
8:   $k := k + 1$
9: end while

a Givens matrix [32]. Right-multiplying the iterate $W^k$ with $G_{j^k,\nu^k}(\theta^k)$ has the effect of rotating clockwise the $j^k$th and $\nu^k$th columns of $W^k$, with rotation angle $\theta^k$. In particular, since Givens matrices are sparse (having only 4 nonzero elements), the evaluation of the right-hand side of (12) has a cost of about $6d$ flops, which is much lower than the cost of the matrix exponential that is used when updating the $W$ variable in SRGD.

Algorithm 2 also requires a strategy for selecting the coordinate at each iteration. Two well-known strategies in the Euclidean setting are uniform sampling, where $i^k$ is sampled independently and uniformly among $\{1, \ldots, D\}$ at each iteration (with $D = d(d-1)/2$ the dimension of the manifold), and the Gauss-Southwell rule, where $i^k$ is the coordinate associated to the fastest local variation of the objective:

$$i^k = \arg \max_{i \in \{1, \ldots, D\}} \|\hat{g}_{W,i}^k\|.$$  (14)

We compare both strategies numerically in Section 3.

### 2.4 Convergence analysis

Our convergence analysis heavily relies on the convergence analysis of stochastic gradient descent in the Euclidean setting (see [38, Chap. 4]). The main contribution of the convergence analysis is a careful extension to the Riemannian setting, and to coordinates updates for one of the variables. First, let us introduce the following smoothness assumption on the function $f$, following [39].

**Assumption 1.** The function $f : \mathbb{R}^{m \times n} \times \mathcal{O}_d \to \mathbb{R}$ is $L$-smooth, i.e., satisfies for all $(X, W) \in \mathbb{R}^{m \times n} \times \mathcal{O}_d$ and $(\nu, \mu) \in \mathbb{R}^{m \times n} \times T_W \mathcal{O}_d$:

$$|f(X + \nu, \exp_W(\mu)) - f(X, W) - \langle g_X(X, W), \nu \rangle - \langle g_W(X, W), \mu \rangle| \leq \frac{L}{2} (\|\nu\|^2 + \|\mu\|^2).$$

Assumption 1 is guaranteed to be satisfied if the Euclidean gradient of the function $f$ (when the latter is seen as a function on $\mathbb{R}^{m \times n} \times \mathbb{R}^{d \times d}$) is Lipshitz-continuous, with Lipshitz constant $L$. This follows from Lemma 7 in [39], noticing that the proof of that lemma still holds when the manifold is a product manifold of a compact manifold (here the orthogonal group) and a Euclidean space.

Our second assumption is classical when analysing stochastic gradient descent in the Euclidean setting, see, e.g., [38, Chap. 4]. Let us write hereafter $\mathcal{F}^k = \{\hat{g}^0_X, \hat{g}^0_W, \hat{g}^1_X, \hat{g}^1_W, \ldots, \hat{g}^{k-1}_X, \hat{g}^{k-1}_W, i^k\}$, the $\sigma$-algebra generated by the random variables before iteration $k$.

**Assumption 2.** The gradients and iterates of the algorithm satisfy the conditions:

1. The sequence of iterates $\{(X^k, W^k)\}_{k \in \mathbb{N}}$ is contained in an open set over which the value of the function $f$ is lower bounded by some $f_{\text{init}}$.

---

4Actually, we just need the gradient of the function to be Lipshitz continuous on $\mathbb{R}^{m \times n} \times \text{Conv}(\mathcal{O}_d) \subset \mathbb{R}^{m \times n} \times \mathbb{R}^{d \times d}$, where $\text{Conv}(\mathcal{O}_d)$ is the convex hull of $\mathcal{O}_d$. 
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2. There exist $\mu_X, \mu_W > 0$ such that for all $k \in \mathbb{N}$ and $Z \in \{X, W\}$,
\[
\langle g^k_Z, \mathbb{E} \left[ g^k_Z \mid \mathcal{F}^k \right] \rangle \geq \mu_Z \|g^k_Z\|^2.
\]

3. There exists $C_X, C_W \geq 0$ and $M_X, M_W \geq 0$ such that, for all $k \in \mathbb{N}$ and for $Z \in \{X, W\}$,
\[
\mathbb{E} \left[ \|g^k_Z\|^2 \mid \mathcal{F}^k \right] \leq C_Z + M_Z \|g^k_Z\|^2.
\]

Under these assumptions, we prove the following result, which is analogous to [38] Thm. 4.10.

**Theorem 1** (Convergence result). Under Assumptions 1 and 2 the sequence of iterates \{(X^k, W^k)\} generated by Algorithm 2 with coordinate $i^k$ selected for each $k$ uniformly at random among \{1, \ldots, D\}, with $D = d(d - 1)/2$ the dimension of $\mathcal{O}_d$, and using a sequence of stepsizes $\alpha^k$ that satisfies the Robbin-Monro conditions \[40\]:
\[
\lim_{k \to \infty} \sum_{i=0}^{k} \alpha^k = \infty \quad \lim_{k \to \infty} \sum_{i=0}^{k} (\alpha^k)^2 = 0
\]

satisfies
\[
\mathbb{E} \left[ \frac{1}{\sum_{K=k=0}^{K} \alpha^k} \sum_{i=0}^{K} \alpha^k \|g^k\|^2 \right] \to 0 \quad \text{as } K \to \infty,
\]

where $g^k = [g^k_X g^k_W]^\top$ is the (Riemannian) gradient of the objective at iterate $(X^k, W^k)$.

**Proof.** See supplementary material. \qed

3 Numerical experiments

We consider in this paper the copying memory task, which consists in remembering a sequence of $\ell$ elements, $\mathcal{A} = \{a_k\}_{k=1}^\ell$ from some alphabet $\mathcal{A} = \{a_k\}_{k=1}^\ell$. The model is given a sequence
\[
(a_{s_1}, a_{s_2}, \ldots, a_{s_K}, b, b, \ldots, b, c, b, \ldots, b),
\]
with $a_{s_i} \in \mathcal{A}$ for all $i \in \{1, \ldots, K\}$, and $b$ two additional letters that do not belong to the alphabet (respectively the “blank” and “start” symbols). The whole input sequence has total length $L + 2K$; the first $K$ elements are the elements to remember. Once the model reads the “start” symbol, it should start replicating the sequence it has memorized. For the input sequence given above, the output of the network should thus be the sequence $(b, \ldots, b, a_{s_1}, a_{s_2}, \ldots, a_{s_K})$, made of $L + K$ replications of the blank letter followed by the sequence the model was asked to memorize. We rely on [https://github.com/Lezcano/expRNN](https://github.com/Lezcano/expRNN) for the PyTorch implementation of the model architecture and of the copying memory task. In particular, the alphabet $\mathcal{A}$ comprises of 9 different elements, $L = 1000$, $K = 10$, the batchsize is equal to 128, and the recurrent matrix is an orthogonal matrix of size $190 \times 190$. The loss for this problem is the cross-entropy.

Almost sparsity of the recurrent gradient. Let us first illustrate that the gradient of the loss with respect to the orthogonal parameter (the recurrent weight matrix) has an approximately sparse representation in the basis \[4\]. Figure\[8\] illustrates the repartition of the Riemannian partial derivatives \(\|g^k\|^2\) (in absolute value, and computed over a minibatch), both at the initialization and after 500 training iterations. This figure indicates that a few partial derivatives have absolute value about two orders of magnitude larger than the bulk of partial derivatives. This observation supports the choice of the Gauss-Southwell coordinate selection strategy proposed in this paper. In this experiment, at initialization, 0.1\% (resp. 4.2\%) of the coordinates represent 95\% (resp. 99\%) of the norm of the Riemannian gradient. After 500 iterations, 9\% (resp. 28.4\%) of the coordinates represent 95\% (resp. 99\%) of the norm of the Riemannian gradient.
Comparison of the algorithms. To illustrate further the benefits of our approach, we compare here SRGD with two variants of SRCD, in which the coordinate is selected at each iteration uniformly at random (SRCD-U) or using the Gauss-Southwell rule (SRCD-GS). For the sake of completeness, we also consider a block version of SRCD-GS, in which a few coordinates are selected at each iteration (the block size was here set to 0.5% of the total number of coordinates in the tangent space). Though typically state-of-the-art algorithms addressing this problem rely on adaptive stepsizes, we compare here these algorithms using a fixed stepsize, so that the gap between the training loss of SRGD and SRCD-GS or SRCD-U gives us a measure of how harmful the restriction of the gradient to one/some coordinates is for the optimization. Figure 2 shows the evolution of the loss for the different algorithms, using a fixed stepsize set to $2 \cdot 10^{-4}$. Overall, our numerical experiments illustrate a good initial behavior of our proposed algorithms compared to SRGD, with a fast decrease of the loss over the first iterations. Though SRCD-GS outperforms SRCD-U over the first iterations, these two methods perform similarly over a larger number of iterations (the curve for SRCD-U has been averaged over ten runs). Updating at each iteration a block of coordinates improves significantly the performance, and provides a decrease of the loss that is very close to SRGD. Note also that, following our discussion on the approximately sparse representation of the stochastic Riemannian gradient in the basis, it might be interesting to increase progressively the number of coordinates during the optimization; this is left for future research.

Comparison in terms of computational cost. Table 1 presents the cost per iteration/update (with CUDA synchronization) using different optimizers for the copying memory problem (see supplementary material for experimental details). Though we would have expected SRCD to be significantly faster than SRGD, the computational cost of both methods is actually very close. Table 1 indicates that the cost per iteration is indeed dominated by the cost of the backpropagation step (computing the Euclidean gradients with respect to the parameters) and that the cost of the parameter update is negligible in comparison. Actually, we didn’t even notice any significant increase of computational time when imposing orthogonal constraints on the recurrent matrix via stochastic Riemannian gradient descent, compared to vanilla stochastic gradient descent. Further experiments indicate that the cost of the matrix exponential evaluation and the cost of the backpropagation becomes more and more comparable as the size of the recurrent matrix increases. Hence, we argue that the most beneficial regime for the proposed algorithm is the very large dimensional regime, where the gap in accuracy

Note that, in order for the update rule of the orthogonal parameter to be expressible in terms of Givens matrices, the selected coordinates have to correspond to disjoint pairs of columns. As this experiment simply aims to compare the methods in terms of accuracy, the matrix exponential was used to avoid here this constraint.
Figure 3: Comparison of stochastic Riemannian gradient descent (SRGD) and stochastic Riemannian coordinate descent (SRCD) on the copying memory problem. Note that a decrease of the loss comparable to SRGD can be obtained by restricting the update to one/some coordinates in the tangent space, resulting in a cost per iteration that evolves linearly with $d$, instead of cubically for SRGD.

Table 1: Average run-time cost per iteration/update of the iterates for the copying memory problem using the different optimizers considered in this paper

| Process                        | Optimizer | SGD     | SRGD   | SRCD-GS | SRCD-U |
|--------------------------------|-----------|---------|--------|---------|--------|
| loss.backward() + optim.step() |           | 0.3125  | 0.3311 | 0.3191  | 0.3429 |
| optim.step()                   |           | 0.00164 | 0.00197| 0.00177 | 0.00223|

per iteration between SRGD and SRCD (see Fig. 3) is expected to be compensated by the cost savings per iteration. A detailed study is out of the scope of this paper and we defer it to future work.

4 Conclusions

We have proposed SRCD, a new algorithm for orthogonal RNN training with computational cost per iteration in $O(d)$, in contrast with the $O(d^3)$ cost of SRGD. We proved the convergence of our proposed algorithm under typical assumptions on the training problem (Lipschitz smoothness of the objective, classical assumptions on the gradient noise and stepsizes satisfying the Robbins-Monro conditions), for coordinates selected uniformly at random in $\{1, \ldots, D\}$, with $D = d(d - 1)/2$ the manifold dimension. We have also shown numerically that the Riemannian gradient has an approximately sparse representation in the basis (4), and leveraged this observation by proposing a Gauss-Southwell coordinate selection rule. Numerical experiments indicate that the proposed rule leads to a faster initial decrease of the loss, compared to the uniform selection rule. Future research could aim to endow the proposed optimizer with an adaptive stepsize such as Adam or RMSProp, following the recent attempts [41, 42, 43] for developing adaptive stepsizes on manifolds.
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where we used Assumption 2 and the fact that the set of vectors 

\[ \{ \eta_i \} \]

Though some of the terms of the right-hand side of this last inequality can be directly lower bounded using Assumption 2, note that the conditional expectations of \( \langle g_W^k, \tilde{g}_W^{k,i} \rangle \) and \( \| \tilde{g}_W^{k,i} \|^2 \), involve jointly randomness in the gradient and in the coordinate selection. Since the coordinate \( i^k \) is selected uniformly at random among \( \{1, \ldots, D\} \), there follows:

\[
E[\langle g_W^k, \tilde{g}_W^{k,i} \rangle | \mathcal{F}^k] = \frac{1}{D} \sum_{i=1}^{D} \langle g_W^k, \eta_i \rangle \langle g_W^k, \eta_i \rangle | \mathcal{F}^k] = \frac{1}{D} E[\langle \tilde{g}_W^k, \eta_i \rangle | \mathcal{F}^k] \geq \frac{1}{D} \mu_W \| g_W^k \|^2.
\]

Defining

\[
\mu := \min\{\mu_X, \mu_W / D\}, \quad C := C_X + \frac{C_W}{D}, \quad M := \max\{M_X, M_W / D\},
\]

there follows

\[
E[f^{k+1} | \mathcal{F}^k] \leq f^k - \alpha^k (\mu - \alpha^k \frac{L}{2} M) \| g^k \|^2 + \frac{L}{2} (\alpha^k)^2 C.
\]

Note that, since \( \alpha^1, \alpha^2, \ldots \) is a decreasing sequence, one can without loss of generality assume that \( \alpha^k L M \leq \mu \) so that

\[
E[f^{k+1} | \mathcal{F}^k] \leq f^k - \alpha^k \frac{\mu}{2} \| g^k \|^2 + \frac{L}{2} (\alpha^k)^2 C.
\]

Slightly rewriting this, we get:

\[
f^k - \mathbb{E}[f^{k+1} | \mathcal{F}^k] \geq \left( \alpha^k \frac{\mu}{2} \| g^k \|^2 - \frac{L}{2} (\alpha^k)^2 C \right).
\]

Taking the total expectation of the previous inequality yields:

\[
\mathbb{E}[f^k] - \mathbb{E}[f^{k+1}] \geq \left( \alpha^k \frac{\mu}{2} \mathbb{E}[\| g^k \|^2] - \frac{L}{2} (\alpha^k)^2 C \right).
\]
We then sum both sides of this inequality over \( k \in \{0, \ldots, K\} \) and used Assumption 2.1 to obtain
\[
E[f^0] - f_{\text{inf}} \geq E[f^0] - E[f^{K+1}] \geq \sum_{k=0}^{K} \left( \frac{\alpha^k H}{2} E[\|g^k\|^2] - \frac{L}{2}(\alpha^k)^2 C \right),
\]
which yields
\[
K \sum_{k=0}^{K} \alpha^k E[\|g^k\|^2] \leq 2 \left( \frac{E[f^0] - f_{\text{inf}}}{\mu} \right) + \frac{LC}{\mu} \sum_{k=0}^{K} (\alpha^k)^2.
\]
The Robbin-Monro conditions imply then that
\[
\lim_{K \to \infty} \sum_{k=0}^{K} \alpha^k E[\|g^k\|^2] < \infty.
\]
The claim simply follows from the fact that \( \lim_{K \to \infty} \sum_{k=0}^{K} \alpha^k = \infty \).

5.2 Experimental setting for the numerics

Initialization and structure of the network: The network architecture is described by the following signal propagation equations:
\begin{align*}
    h(t+1) &= \phi(W_{\text{in}} x(t+1) + W h(t)), \\
    y(t+1) &= W_{\text{out}} h(t+1) + b_{\text{out}}. 
\end{align*}

The recurrent matrix \( W \) is initialized as proposed by Henaff et al \[44\] and used in, e.g., \[11\]:
\[
W^0 = (I + A)^{-1}(I - A),
\]
the Cayley transform of a block-diagonal matrix \( A \), whose diagonal blocks are of the form
\[
\begin{pmatrix}
    0 & s \\
    -s & 0
\end{pmatrix},
\]
with \( s \) sampled independently for each block over the uniform distribution \( U[-\pi, \pi] \). Following the experimental setting of \[11\], we choose the modrelu activation proposed in \[4\]. The input-to-hidden and hidden-to-output weight matrices \( W_{\text{in}} \) and \( W_{\text{out}} \) are initialized using the He initialization \[45\], the components of the \( b \) parameter characterizing the modrelu are initially randomly sampled from the uniform distribution \( U([0.01, 0.01]) \), and the bias vector \( b_{\text{out}} \) of the output layer is initialized at zero.

Runtime benchmarking of the optimizers: In order to benchmark the different optimizers considered in this study, we ran experiments on a network with recurrent matrix of size \( 10^3 \times 10^3 \) trained with a batch-size of 128 on a workstation configured with Intel(R) Xeon(R) 4114 CPU and P100 GPU. The results are averaged over 50 trials with CUDA(R) synchronization and 1000 iterations per trial on the copying memory problem.