Further study on Horozov-Iliev’s method of estimating the number of limit cycles
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1 Introduction

Consider the planar differential system

\[
\begin{align*}
\dot{x} &= P(x, y), \\
\dot{y} &= Q(x, y),
\end{align*}
\] (1.1)

where \(P(x, y)\) and \(Q(x, y)\) are real polynomials in the variables \(x\) and \(y\) of degree less than or equal to \(n\). As we know, the determination of the number and positions of limit cycles for the system (1.1) is the second part of Hilbert’s 16th problem [9]. This problem is difficult, and is still open even for quadratic systems. In 1983, Arnold posed a weak Hilbert’s 16th problem which asks the maximum number of zeros of the Abelian integral

\[
I(h) = \oint_{H=h} (gdx - fdy),
\]

where \(H, f\) and \(g\) are all the real polynomial functions of \(x\) and \(y\). This problem has been studied by many researchers (see [5, 6, 12] and the references therein).

In this paper, we consider a system of the form

\[
\begin{align*}
\dot{x} &= \frac{\partial H(x, y)}{\partial y} + \epsilon p(x, y), \\
\dot{y} &= -\frac{\partial H(x, y)}{\partial x} + \epsilon q(x, y),
\end{align*}
\] (1.2)
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where $\epsilon \in \mathbb{R}$ is a small parameter, and $H(x, y)$, $p(x, y)$ and $q(x, y)$ are smooth functions of $x$ and $y$. Suppose that the system (1.2) $|_{\epsilon = 0}$ has a family of periodic orbits $L_h$ defined by $H(x, y) = h$ for $h \in (\alpha, \beta)$.

As we know, the first order Melnikov function of the system (1.2) has the following form:

$$M(h) = \int_{L_h} (q(x, y)dx - p(x, y)dy), \quad h \in (\alpha, \beta)$$

(see [5]). In 2010, Liu and Han [15] introduced the first order Melnikov function and established its formula when (1.2) is a piecewise smooth system. Recently, the formula of the first order Melnikov function $M(h)$ was extended to piecewise smooth near-Hamiltonian or near-integrable systems with multiple switching lines or curves (see [22, 23]). As we know, the total number of zeros of $M(h)$ can control the number of limit cycles bifurcating from a period annulus. More precisely, Han and Yang [8] showed that if $M(h)$ has at most $k$ zeros in $h \in (\alpha, \beta)$, multiplicities taken into account, then for small $|\epsilon| > 0$, the system (1.2) has at most $k$ limit cycles bifurcating from the period annulus defined by $L_h$, multiplicities taken into account. One can find in [5, 7, 8, 15] more information on the relationship between the number of zeros of $M(h)$ and the number of limit cycles.

The main aim of this paper is to generalize a known method to estimate the upper bound of the maximum number of zeros of $M(h)$ in $h$ on $(\alpha, \beta)$. Up to now, there have been certain classical and fundamental approaches in this aspect. Let us briefly introduce some of them as follows.

(i) Horozov-Iliev’s method. Suppose that there exist functions $G$ and $F$ defined on $(\alpha, \beta)$ such that

$$\left(\frac{M(h)}{G(h)}\right)' = \frac{F(h)}{G^2(h)}, \quad h \in (\alpha, \beta) \\setminus \mathbb{S},$$

(1.3)

where $\mathbb{S}$ is the set of the zeros of $G(h)$ on $(\alpha, \beta)$. Then we have

$$\lambda \leq \mu + p + 1,$$

(1.4)

where $\lambda$, $\mu$ and $p$ are the numbers of zeros of $M(h)$, $F(h)$ and $G(h)$ on $(\alpha, \beta)$, respectively (see [10, Lemma 4.2]). Obviously, (1.3) provides a method to estimate the upper bound of the number of zeros of $M(h)$ on $(\alpha, \beta)$. Since it was firstly obtained by Horozov and Iliev in 1998, we call it Horozov-Iliev’s method. In fact, this method has been widely applied by researchers in recent years (see [14, 24, 28, 30] and the references therein).

(ii) Chebyshev criterion. Let $(f_1, f_2, \ldots, f_n)$ be an ordered set of $C^\infty$ functions on the interval $(\alpha, \beta)$. The ordered set $(f_1, f_2, \ldots, f_n)$ is called an extended complete Chebyshev system (in short ECT-system) on $(\alpha, \beta)$ if for all $1 \leq k \leq n$, any nontrivial linear combination $\sum_{i=1}^{k} a_i f_i(h) = 0$ has at most $k-1$ isolated zeros on $(\alpha, \beta)$ counted with multiplicities. Chebyshev criterion says that the ordered set $(f_1, f_2, \ldots, f_n)$ is an ECT-system if and only if for each $k = 1, 2, \ldots, n$,

$$W_k(h) = \begin{vmatrix}
 f_1(h) & f_2(h) & \cdots & f_k(h) \\
 f_1'(h) & f_2'(h) & \cdots & f_k'(h) \\
 \vdots & \vdots & \ddots & \vdots \\
 f_1^{(k-1)}(h) & f_2^{(k-1)}(h) & \cdots & f_k^{(k-1)}(h)
\end{vmatrix} \neq 0, \quad h \in (\alpha, \beta)$$

(see [11]). Chebyshev theory was also widely used and extended by many researchers (see [1, 3, 16, 17, 26, 29] and the references therein).

(iii) Petrov’s method or the method of the argument principle. This method was firstly used by Petrov to study the perturbation of elliptic Hamiltonians of degree 3 and degree 4 in the 1980s (see [18–21]). The main idea of this method is to extend $h$ to a complex number and estimate the number of zeros of $M(h)$ by the argument principle in a suitable domain (see [4, 13, 27] and the references therein).

In [23], Wang and Han considered a piecewise smooth near-Hamiltonian system of the following form:

$$\begin{pmatrix}
 \dot{x} \\
 \dot{y}
\end{pmatrix} = \begin{pmatrix}
 \frac{\partial H_k(x, y)}{\partial y} + \epsilon p_k(x, y) \\
 \frac{\partial H_k(x, y)}{\partial x} + \epsilon q_k(x, y)
\end{pmatrix}, \quad (x, y) \in D_k, \quad k = 1, 2, 3, 4,$$

(1.5)
where
\[ p_k(x, y) = \sum_{i+j=0}^{n} a_{ij} x^i y^j, \quad q_k(x, y) = \sum_{i+j=0}^{n} b_{ij} x^i y^j, \]  
(1.6)

and
\[ D_1 = \{(x, y) \mid x > 0, y > 0\}, \quad D_2 = \{(x, y) \mid x < 0, y > 0\}, \]
\[ D_3 = \{(x, y) \mid x < 0, y < 0\}, \quad D_4 = \{(x, y) \mid x > 0, y < 0\}, \]

\( \epsilon \) is small enough, and \( H_k \in C^\infty \). Specially, Wang and Han [23] studied the system (1.5) for the following four cases:

**Case (1)** \( H_1(x, y) \) is given by
\[ H_1(x, y) = \lambda_1 (x - 1) (y - 1), \quad (x, y) \in D_1, \]  
(1.7)

and \( H_k(x, y), k = 2, 3, 4 \) are given by
\[ H_k(x, y) = -\frac{w_k}{2} (x^2 + y^2), \quad (x, y) \in D_k, \]  
(1.8)

where \( \lambda_1 > 0 \) and \( w_k > 0 \).

**Case (2)** \( H_1(x, y) \) is given by (1.7), \( H_k(x, y), k = 3, 4 \) are given by (1.8), and
\[ H_2(x, y) = -\lambda_2 (x + 1) (y - 1), \quad (x, y) \in D_2, \]  
(1.9)

where \( \lambda_2 > 0 \).

**Case (3)** \( H_i(x, y), i = 1, 2, 4 \) are given by (1.7)–(1.9), respectively, and
\[ H_3(x, y) = \lambda_3 (x + 1) (y + 1), \quad (x, y) \in D_3, \]  
(1.10)

where \( \lambda_3 > 0 \).

**Case (4)** \( H_i(x, y), i = 1, 2, 3 \) are given by (1.7), (1.9) and (1.10), respectively, and
\[ H_4(x, y) = -\lambda_4 (x - 1) (y + 1), \quad (x, y) \in D_4, \]  
(1.11)

where \( \lambda_4 > 0 \).

Wang and Han [23] obtained that for each one of the above cases, the system (1.5) has a family of periodic orbits given by \( L_h = \bigcup_{k=1}^{4} L^k_h \) for \( h \in (0, 1) \), where
\[ L^k_h = \left\{ (x, y) \mid H_k(x, y) = -\frac{w_k}{2} (1 - h)^2, \quad (x, y) \in D_k \right\} \]

for \( H_k(x, y) \) defined by (1.8) and
\[ L^k_h = \left\{ (x, y) \mid H_k(x, y) = \lambda_k h, \quad (x, y) \in D_k \right\} \]

for \( H_k(x, y) \) defined by (1.7) and (1.9)–(1.11). Clearly, if \( h \to 1 \), \( L_h \) approaches the origin which is a center for the cases (1)–(3) and a generalized singular point for the case (4). If \( h \to 0 \), \( L_h \) approaches a compound homoclinic loop \( L_0 \) with a saddle (1, 1) for the case (1) and a compound \( k \)-polycycle \( L_0 \) for the case (k), \( k = 2, 3, 4 \). For the definition of a compound homoclinic loop or \( k \)-polycycle, see [23].

Denote by \( Z_k(n) \) the maximum number of zeros of the first order Melnikov function of the system (1.5) for the case (k) on the open interval (0, 1) for all possible \( p_i \) and \( q_i \) satisfying (1.6) and \( i, k = 1, 2, 3, 4 \). For the case (k), denote by \( N^k_{\text{Hopf}}(n) \) the maximum number of limit cycles produced in Hopf bifurcation near the origin for all possible \( p_i \) and \( q_i \) satisfying (1.6) and \( i = 1, 2, 3, 4, k = 1, 2, 3 \). Denote by \( N^k_{\text{Homoc}}(n) \) and by \( N^k_{\text{Hetec}}(n) \), respectively, the maximum numbers of limit cycles produced in the compound homoclinic bifurcation and the compound \( k \)-polycycle bifurcation for all possible \( p_i \) and \( q_i \) satisfying (1.6) for the case (k), \( i = 1, 2, 3, 4, k = 2, 3, 4 \). Then the main results in [23] can be stated as follows.
Theorem 1.1 (See [23]). Consider the system (1.5) with \( n \geq 2 \). We have

(i) \( N^\text{Homoc}(n) \geq n + 2 + \frac{[n+1]}{2} \);

(ii) \( N^k_\text{Hopf}(n) \geq n + 2 + \frac{[n+1]}{2} \) for \( k = 1, 2, 3 \);

(iii) \( N^k_\text{Hetec} \geq n + 2 + \frac{[n+1]}{2} \) for \( k = 2, 3, \) and \( N^4_\text{Hetec} \geq n + 1 + \frac{[n+1]}{2} \);

(iv) \( n + 2 + \frac{[n+1]}{2} \leq Z_k(n) \leq n + 1 + 2\frac{[n+1]}{2} \) for \( k = 1, 2, 3, \) and \( n + 1 + \frac{[n+1]}{2} \leq Z_4(n) \leq n + 1 + 2\frac{[n+1]}{2} \).

In [25], Yang considered the following two piecewise smooth near-integrable systems:

\[
\begin{align*}
\frac{\dot{x}}{\dot{y}} &= \left( \sqrt{2}xy + \epsilon f_k(x,y), \frac{\sqrt{2}}{x^2}(1 - x^2 + 2y^2) + \epsilon g_k(x,y) \right), \quad (x, y) \in D_k, \quad k = 1, 2, 3, 4 \tag{1.12} \\
\frac{\dot{x}}{\dot{y}} &= \left( \frac{\sqrt{2}}{x^2}xy + \epsilon f_k(x,y), \frac{\sqrt{2}}{x^2}(2 - 2x + y^2) + \epsilon g_k(x,y) \right), \quad (x, y) \in D_k, \quad k = 1, 2, 3, 4, \tag{1.13}
\end{align*}
\]

where

\[
f_k(x,y) = \sum_{i+j=0}^n c_{kij}x^iy^j, \quad g_k(x,y) = \sum_{i+j=0}^n d_{kij}x^iy^j,
\]

\[
D_1 = \{(x, y) \mid x > 1, y > 0\}, \quad D_2 = \{(x, y) \mid x > 1, y < 0\},
\]

\[
D_3 = \{(x, y) \mid x < 1, y < 0\}, \quad D_4 = \{(x, y) \mid x < 1, y > 0\}
\]

and \( \epsilon \) is small enough. From [25], the system (1.12) \( |\epsilon| = 0 \) has two isochronous centers \((\pm 1, 0)\) and the families of periodic orbits around the centers \((\pm 1, 0)\) are given by \( \mathcal{T}_h = \{(x, y) \mid H(x,y) = h\} \) for \( h \in (-\infty, -1) \cup (0, +\infty) \), where

\[
H(x,y) = \frac{1}{x} \left( \frac{1}{2}y^2 + \frac{1}{4}x^2 - \frac{1}{2}x + \frac{1}{4} \right).
\]

One also knows from [25] that the system (1.13) \( |\epsilon| = 0 \) has one isochronous center \((1, 0)\) and the family of periodic orbits around the center \((1, 0)\) is given by \( \mathcal{L}_h = \{(x, y) \mid H(x,y) = h\} \) for \( h \in (0, 1) \), where

\[
H(x,y) = \frac{1}{x^2} \left( \frac{1}{2}y^2 + x^2 - 2x + 1 \right).
\]

The main results obtained in [25] are as follows.

Theorem 1.2 (See [25]). (i) The number of limit cycles of the system (1.12) bifurcating from the period annuli around the isochronous centers \((\pm 1, 0)\) is not more than \( 11n + 34 \) for \( n \geq 1 \).

(ii) The number of limit cycles of the system (1.13) bifurcating from the period annulus around the isochronous center \((1, 0)\) is not more than \( 21n - 25 \) for \( n \geq 3 \) and \( 39 \) for \( n = 1, 2 \).

This paper aims to generalize Horozov-Iliev’s method and apply it to improve the two theorems above. The rest of this paper is organized as follows. In Section 2, we establish and prove our main theorem which is a development of Horozov-Iliev’s method. In Sections 3 and 4, we apply our main theorem to estimate the numbers of limit cycles of the systems (1.5), (1.12) and (1.13), respectively. By using our main theorem, we obtain sharper and more precise estimation of the numbers of limit cycles for these three systems. In Section 5, we present a conclusion.

2 Development of Horozov-Iliev’s method

In this section, we establish the following theorem.

Theorem 2.1. Let \( M : (\alpha, \beta) \to \mathbb{R} \) be a \( C^k \) function and \( k \gg 1 \). Suppose that there exist two \( C^k \) functions \( G \) and \( \tilde{F} \) defined on \((\alpha, \beta)\) such that

\[
\left( \frac{M(h)}{G(h)} \right)^{(m)} = \frac{\tilde{F}(h)}{G^{m+1}(h)}, \quad h \in (\alpha, \beta) \setminus \mathcal{S}, \tag{2.1}
\]

where
where \(1 \leq m \leq k\) and \(S\) is the set of zeros of \(G(h)\) in \(h\) on \((\alpha, \beta)\). Then we have

\[
\lambda \leq \mu + mp + m,
\]

where \(\lambda\), \(\mu\) and \(p\) are the numbers of zeros of \(M(h)\), \(\bar{F}(h)\) and \(G(h)\) in \(h\) on \((\alpha, \beta)\) including the multiplicities, respectively.

**Proof.** We prove (2.2) for two cases of \(p = 0\) and \(p \neq 0\), separately.

If \(p = 0\), then by (2.1), \((M(h))/G(h))^{(m)}\) has \(\mu\) zeros on \((\alpha, \beta)\), multiplicities taken into account. According to [8, Lemma 2.3], it follows that \((M(h))/G(h))^{(m-1)}\) has at most \(\mu + 1\) zeros on \((\alpha, \beta)\), multiplicities taken into account. In a similar way, we can obtain that \((M(h))/G(h))^{(m)}\) has at most \(\mu + m\) zeros on \((\alpha, \beta)\), multiplicities taken into account. Therefore, (2.2) holds for \(p = 0\).

If \(p \neq 0\), there are exactly \(s\) different zeros of \(G(h)\) on \((\alpha, \beta)\), denoted by \(h_1, \ldots, h_s\), for some integer \(s\) satisfying \(1 \leq s \leq p\). We can assume that \(h_1 < h_2 < \cdots < h_s\) and they have multiplicities \(a_1, \ldots, a_s\), respectively. Then

\[
a_1 + \cdots + a_s = p, \quad a_1 \geq 1, \ldots, a_s \geq 1.
\]

For \(i = 1, 2, \ldots, s\), we assume that \(h_i\) is a zero of \(M(h)\) and \(\bar{F}(h)\) with multiplicities \(l_i\) and \(t_i\), respectively. If \(M(h_i) \neq 0\) \((h_i) \neq 0\) for some \(i\), then we take \(l_i = 0\) \((t_i = 0)\). Thus, \(l_i \geq 0\) and \(t_i \geq 0\) for \(i = 1, 2, \ldots, s\). Next, we prove \(l_i \leq t_i\), \(i = 1, 2, \ldots, s\). By [8, Lemma 2.2], there exist functions \(m_i \in C^{k-l_i}, g_i \in C^{k-a_i}\), and \(f_i \in C^{k-t_i}\) satisfying \(m_i(h_i) \neq 0, g_i(h_i) \neq 0\) and \(f_i(h_i) \neq 0\) such that for \(i = 1, 2, \ldots, s\),

\[
M(h) = (h - h_i)^{l_i} m_i(h),
\]

\[
G(h) = (h - h_i)^{a_i} g_i(h),
\]

\[
\bar{F}(h) = (h - h_i)^{t_i} f_i(h).
\]

Then for \(i = 1, 2, \ldots, s\),

\[
\frac{M(h)}{G(h)} = \frac{(h - h_i)^{l_i-a_i} m_i(h)}{g_i(h)} \quad \text{(2.3)}
\]

and

\[
\frac{\bar{F}(h)}{G^{a_i+1}(h)} = \frac{(h - h_i)^{l_i-(a_i+1)} f_i(h)}{[g_i(h)]^{a_i+1}} \quad \text{(2.4)}
\]

Thus, by (2.3), for \(i = 1, 2, \ldots, s\),

\[
(M(h))/G(h))^{(m)} = (h - h_i)^{l_i-a_i-m} \phi_i(h), \quad 0 < |h - h_i| \ll 1,
\]

where the function \(\phi_i\) is \(C^{k-m}\) for \(0 < |h - h_i| \ll 1\). Here, \(\phi_i(h_i)\) may be zero or not zero for \(i = 1, 2, \ldots, s\). Then from (2.1) and (2.4), we have

\[
l_i - a_i - m \leq t_i - (m + 1) a_i, \quad i = 1, 2, \ldots, s,
\]

i.e.,

\[
l_i \leq t_i - m a_i + m, \quad i = 1, 2, \ldots, s.
\]

Hence, by \(a_i \geq 1\), we have \(l_i \leq t_i, \ i = 1, 2, \ldots, s\).

Let \(h_0 = \alpha\) and \(h_{s+1} = \beta\), and we assume that \(M(h)\) and \(\bar{F}(h)\), respectively, have \(\lambda_i\) and \(\mu_i\) zeros on \((h_i, h_{i+1})\) for \(i = 0, 1, \ldots, s\), multiplicities taken into account. Then by the proof of the case \(p = 0\), we
have $\lambda_i \leq \mu_i + m$, $i = 0, 1, \ldots, s$. Therefore, the total number of zeros of $M(h)$ on $(\alpha, \beta)$ is estimated by

$$
\lambda = \sum_{j=1}^{s} t_j + \sum_{j=0}^{s} \lambda_j \\
\leq \sum_{j=1}^{s} t_j + \sum_{j=0}^{s} (\mu_j + m) \\
= \sum_{j=1}^{s} t_j + \sum_{j=0}^{s} \mu_j + (s + 1)m \\
= \mu + (s + 1)m \\
\leq \mu + mp + m,
$$

since $s \leq p$. The proof is ended.

\begin{proof}
\end{proof}

**Remark 2.2.** From the above proof, it is easy to see that Theorem 2.1 also holds for $C^\infty$ functions $M(h)$, $G(h)$ and $\tilde{F}(h)$ defined in closed intervals or half-closed and half-open intervals or unbounded intervals. Obviously, the method to find an upper bound of the number of zeros of $M(h)$ introduced in Theorem 2.1 is a generalization of Horozov-Iliev's method. Moreover, it improves Horozov-Iliev's method, due to multiplicities taken into account in Theorem 2.1.

3 The number of limit cycles of the system (1.5)

In this section, we estimate the number of limit cycles bifurcating from the period annulus $\bigcup_{h \in (0,1)} L_h$ of the system (1.5) for the cases (1)–(4). For this purpose, we first introduce some conclusions obtained in [23].

For $n \geq 2$, denote by $M_k(h)$ the first order Melnikov function of the system (1.5) for the case $(k)$, $k = 1, 2, 3, 4$. Then from [23, Lemmas 4.1, 5.1, 6.1 and 7.1], we have that for $k = 1, 2, 3$,

$$
M_k(h) = \sum_{i=0}^{n+1} u_{ki}(1 - h)^{i+1} + \sum_{i=1}^{n} v_{ki}h^i(1 - h) + \sum_{i=1}^{\lfloor \frac{n+1}{2} \rfloor} r_{ki}h^i(1 - h)\ln h, \quad h \in (0,1) \tag{3.1}
$$

and

$$
M_4(h) = \sum_{i=0}^{n} u_{4i}(1 - h)^{i+1} + \sum_{i=1}^{n} v_{4i}h^i + \sum_{i=1}^{\lfloor \frac{n+1}{2} \rfloor} r_{4i}h^i\ln h, \quad h \in (0,1), \tag{3.2}
$$

where $u_{ki}, v_{kj}, r_{km}, i = 0, 1, \ldots, n, j = 1, \ldots, s, m = 1, 2, \ldots, \lfloor \frac{n+1}{2} \rfloor$, $k = 1, 2, 3, 4$, and $u_{s,n+1}, s = 1, 2, 3$ are independent coefficients and can be taken as free parameters.

Now, we are in a position to show one of our main results.

**Theorem 3.1.** Consider the system (1.5) with $n \geq 2$. We have

1. If $Z_k(n) = n + 2 + \lfloor \frac{n+1}{2} \rfloor$ for $k = 1, 2, 3$, and $Z_4(n) = n + 1 + \lfloor \frac{n+1}{2} \rfloor$;

2. the number of limit cycles bifurcating from the period annulus $\bigcup_{h \in (0,1)} L_h$ is $n + 2 + \lfloor \frac{n+1}{2} \rfloor$ for the case $(k)$, $k = 1, 2, 3$ and $n + 1 + \lfloor \frac{n+1}{2} \rfloor$ for the case $(4)$, multiplicities taken into account, by the first order Melnikov function.

**Proof.** Obviously, for $k = 1, 2, 3$, $M_k(h)$ given in (3.1) can be analytically extended to the interval $(0,1)$, and then it can be rewritten as

$$
M_k(h) = P_{k,n+2}(h) + \sum_{i=1}^{\lfloor \frac{n+1}{2} \rfloor} A_{ki}h^i\ln h, \quad 0 < h \leq 1,
$$

where $P_{k,n+2}(h)$ is a polynomial of degree $n + 2$, and

$$A_{ki} = \begin{cases} r_{ki}, & i = 1, \\ r_{ki} - r_{k,i-1}, & 1 < i < \left\lceil \frac{n + 1}{2} \right\rceil + 1, \\ -r_{k\left\lceil \frac{n + 1}{2} \right\rceil}, & i = \left\lceil \frac{n + 1}{2} \right\rceil + 1. \end{cases}$$

Consider the $(\left\lceil \frac{n + 1}{2} \right\rceil + 2)$-th order derivative of $M_k(h)$, $k = 1, 2, 3$. We have

$$(M_k(h))^{(\left\lceil \frac{n + 1}{2} \right\rceil + 2)} = P_{k,n-\left\lceil \frac{n + 1}{2} \right\rceil}(h) + \sum_{i=1}^{\left\lceil \frac{n + 1}{2} \right\rceil + 1} A_{ki}(h^i \ln h)^{(\left\lceil \frac{n + 1}{2} \right\rceil + 2)}, \quad k = 1, 2, 3.$$ 

Notice that

$$(\ln h)^{(m)} = \frac{(-1)^{m-1}(m-1)!}{h^m}, \quad m \geq 1.$$ 

Then for $m \geq i + 1$, we have

$$(h^i \ln h)^{(m)} = \sum_{j=0}^{i} C_m^j (i - 1) \cdots (i - j + 1) h^{i-j} \frac{(-1)^{m-j-1}(m-j-1)!}{h^{m-j}} = B_{mi} \frac{1}{h^{m-i}},$$

where

$$B_{mi} = \sum_{j=0}^{i} C_m^j (i - 1) \cdots (i - j + 1)(-1)^{m-j-1}(m-j-1)!.$$ 

Hence, we have

$$(M_k(h))^{(\left\lceil \frac{n + 1}{2} \right\rceil + 2)} = P_{k,n-\left\lceil \frac{n + 1}{2} \right\rceil}(h) + \sum_{i=1}^{\left\lceil \frac{n + 1}{2} \right\rceil + 1} \frac{A_{ki} B_{i+1} h^{i+1}}{h^{\left\lceil \frac{n + 1}{2} \right\rceil + 2}},$$

Then by Theorem 2.1, we have that for each $k = 1, 2, 3$, $M_k(h)$ has at most $n + \left\lceil \frac{n + 2}{2} \right\rceil + 3$ zeros in $(0, 1]$, multiplicities taken into account. From (3.1), we have $M_k(1) = 0$ for $k = 1, 2, 3$. Thus, for each $k = 1, 2, 3$, $M_k(h)$ has at most $n + \left\lceil \frac{n + 1}{2} \right\rceil + 2$ zeros in $(0, 1)$, multiplicities taken into account. Combining Theorem 1.1, we have

$$Z_k(n) = n + \left\lceil \frac{n + 1}{2} \right\rceil + 2$$

for each $k = 1, 2, 3$ and $n \geq 2$.

Similarly, $M_4(h)$ can be rewritten as

$$M_4(h) = P_{n+1}(h) + \sum_{i=1}^{\left\lceil \frac{n + 1}{2} \right\rceil} r_i h^i \ln h, \quad 0 < h < 1.$$
Consider the $([\frac{n+1}{2}] + 1)$-th order derivative of $M_4(h)$ as follows:

\[(M_4(h))^{([\frac{n+1}{2}] + 1)} = P_{n-[\frac{n+1}{2}]}(h) + \sum_{i=1}^{[\frac{n+1}{2}]} r_{4i}B_{[\frac{n+1}{2}]+1,i}h^i\]

\[= P_{n-[\frac{n+1}{2}]}(h) + \sum_{i=0}^{[\frac{n+1}{2}]-1} r_{4i+1}B_{[\frac{n+1}{2}]+1,i+1}h^i\]

\[= P_{n-[\frac{n+1}{2}]}(h) + \frac{P_n(h)}{h^{[\frac{n+1}{2}]+1}}.\]

Then by Theorem 2.1, $M_4(h)$ has at most $n+1+[\frac{n+1}{2}]$ zeros in $h$ on $(0, 1)$, multiplicities taken into account. Combining Theorem 1.1, we have $Z_4(n) = n+1+[\frac{n+1}{2}]$ for $n \geq 2$.

Notice that for $n \geq 2$ and $k = 1, 2, 3$, $Z_4(n) = n+2+[\frac{n+1}{2}]$. Then by [8, Theorem 4.4], we have that the number of limit cycles of the system (1.5) for the cases (1)–(3) bifurcating from the period annulus $\bigcup_{h \in (0, 1)} L_h$ is at most $n+2+[\frac{n+1}{2}]$, multiplicities taken into account. Recall that Theorem 1.1 states that the number of limit cycles produced in Hopf bifurcation near the center (i.e., $0 < 1 - h \ll 1$) is at least $n+2+[\frac{n+1}{2}]$. Hence, the number of limit cycles bifurcating from the period annulus $\bigcup_{h \in (0, 1)} L_h$ is $n+1+[\frac{n+1}{2}]$ for the cases (1)–(3), multiplicities taken into account.

Similarly, we can obtain that the number of limit cycles bifurcating from the period annulus $\bigcup_{h \in (0, 1)} L_h$ is $n+1+[\frac{n+1}{2}]$ for the case (4), multiplicities taken into account. The proof is finished.

**Remark 3.2.** Theorem 3.1 is an improvement of Theorem 1.1 on the upper bound of $Z_k(n)$ for $k = 1, 2, 3, 4$. Moreover, Theorem 3.1 provides the maximum number of limit cycles of the system (1.5) bifurcating from the period annulus $\bigcup_{h \in (0, 1)} L_h$ for the cases (1)–(4), multiplicities taken into account.

### 4 The numbers of limit cycles of the systems (1.12) and (1.13)

In this section, we estimate the numbers of limit cycles bifurcating from the periodic orbits around the isochronous centers for the systems (1.12) and (1.13), respectively. For this purpose, we introduce some results obtained in [25]. In fact, Yang [25] derived the first order Melnikov functions of the systems (1.12) and (1.13) by establishing some Picard-Fuchs equations. Before presenting these first order Melnikov functions, we give some notations firstly.

For $h \in (0, +\infty)$, let

\[f_{i,1}(h) = a_i(h^2 + h) - \sqrt{2b_i}|h|^\frac{3}{2} - \sqrt{2b_i}(h^2 + h) \arctan \sqrt{|h|},\]

\[f_{i,2}(h) = c_i \sqrt{h^2 + h} - 2b_i h,\]

\[f_{i,3}(h) = a_i h - \sqrt{2b_i}[(h + 1) \arctan \sqrt{|h|} - \sqrt{|h|}],\]

\[f_{i,4}(h) = \frac{c_i}{2} \ln |2\sqrt{h^2 + h} + 2h + 1|,\]

where $b_1 = 1$, $b_2 = -1$, and $a_i$ and $c_i$, $i = 1, 2$ are constants.

For $h \in (-\infty, -1)$, let

\[u_1(h) = -4 \sqrt{h^2 + h},\]

\[u_2(h) = c_3 h,\]

\[u_3(h) = c_3 (h^2 + h),\]

\[u_4(h) = 4\sqrt{h^2 + h} - 2(2h + 1) \ln |2\sqrt{h^2 + h} + 2h + 1|,\]

where $c_3$ is a constant.
For \( h \in (0, 1) \), let

\[
\begin{align*}
g_{i,1}(h) & = \tilde{a}_ih, \\
g_{i,2}(h) & = \tilde{b}_i\sqrt{h}, \\
g_{i,3}(h) & = 2\tilde{a}_i - 2\tilde{a}_i\sqrt{1-h} + \tilde{c}_i\sqrt{2h} - \sqrt{2}\tilde{c}_i\sqrt{1-h} \arcsin\sqrt{n}, \\
g_{i,4}(h) & = \tilde{c}_i\sqrt{h} - \tilde{b}_i(1-h)\ln\frac{1+\sqrt{n}}{1-\sqrt{n}} + \tilde{c}_i(1-h)\ln(1-h) + \tilde{c}_i, 
\end{align*}
\] (4.3)

where \( \tilde{c}_1 = 1, \tilde{c}_2 = -1, \) and \( \tilde{a}_i, \tilde{b}_i, i = 1, 2 \) are constants.

The following lemma gives the first order Melnikov functions of the systems (1.12) and (1.13).

**Lemma 4.1** (See [25]).

(i) Consider the system (1.12). For \( h \in (0, +\infty) \),

\[
M(h) = \sum_{i=1}^{2}[\alpha_i(h)f_{i,1}(h) + \beta_i(h)f_{i,2}(h) + \gamma_i(h)f_{i,3} + \delta_i(h)f_{i,4}(h)] + P_{2n-1}(\sqrt{h}),
\] (4.4)

where \( P_{2n-1}(u) \) is a polynomial in \( u \) of degree at most \( 2n-1 \), and \( \alpha_k(h), \beta_k(h), \gamma_k(h) \) and \( \delta_k(h) \) are polynomials of \( h \) with

\[
\begin{align*}
deg\alpha_k(h), \deg\beta_k(h) & \leq n - 2, \quad \deg\gamma_k(h) \leq n - 1, \quad \deg\delta_k(h) \leq 2, \quad n \geq 3, \\
\alpha_k(h) & \equiv \text{constant}, \quad \deg\beta_k(h), \deg\gamma_k(h), \deg\delta_k(h) \leq 1, \quad n = 1, 2, \quad k = 1, 2.
\end{align*}
\]

For \( h \in (-\infty, -1) \),

\[
M_0(h) = \frac{1}{2h+1}[\alpha_3(h)u_1(h) + \beta_3(h)u_2(h) + \gamma_3(h)u_3(h) + \delta_3(h)u_4(h)],
\] (4.5)

where \( \alpha_3(h), \beta_3(h), \gamma_3(h) \) and \( \delta_3(h) \) are polynomials of \( h \) with

\[
\begin{align*}
deg\alpha_3(h), \deg\beta_3(h) & \leq n - 1, \quad \deg\gamma_3(h) \leq n - 3, \quad \deg\delta_3(h) \leq 2, \quad n \geq 3, \\
deg\alpha_3(h) & \leq 2, \quad \deg\beta_3(h), \deg\gamma_3(h), \deg\delta_3(h) \leq 1, \quad n = 1, 2.
\end{align*}
\]

(ii) Consider the system (1.13). For \( h \in (0, 1) \), if \( n \geq 3 \), then

\[
M(h) = \frac{1}{(h-1)^{n-2}} \left\{ \sum_{i=1}^{2}[\alpha_i(h)g_{i,1}(h) + \beta_i(h)g_{i,2}(h) + \gamma_i(h)g_{i,3}(h) + \delta_i(h)g_{i,4}(h)] + P_{3n-3}(\sqrt{h}) \right\},
\] (4.6)

where \( P_{3n-3}(u) \) is a polynomial in \( u \) of degree at most \( 3n-3 \), and \( \alpha_k(h), \beta_k(h), \gamma_k(h) \) and \( \delta_k(h) \) are polynomials of \( h \) with

\[
\begin{align*}
deg\alpha_k(h), \deg\delta_k(h) & \leq n - 2, \quad \deg\beta_k(h), \deg\gamma_k(h) \leq n - 1, \quad k = 1, 2.
\end{align*}
\]

If \( n = 1, 2 \), then

\[
M(h) = \frac{1}{h-1} \left\{ \sum_{i=1}^{2}[\alpha_i(h)g_{i,1}(h) + \beta_i(h)g_{i,2}(h) + \gamma_i(h)g_{i,3}(h) + \delta_i(h)g_{i,4}(h)] + P_3(\sqrt{h}) \right\},
\] (4.7)

where \( P_3(u) \) is a polynomial in \( u \) of degree at most \( 5 \), and \( \alpha_k(h), \beta_k(h), \gamma_k(h) \) and \( \delta_k(h) \) are polynomials of \( h \) with

\[
\begin{align*}
deg\alpha_k(h), \deg\delta_k(h) & \leq 1, \quad \deg\beta_k(h), \deg\gamma_k(h) \leq 2, \quad k = 1, 2.
\end{align*}
\]

Now, we estimate the upper bounds of the numbers of limit cycles for the systems (1.12) and (1.13) by Theorem 2.1. Our results are shown in the following two theorems.
Theorem 4.2. For the system (1.12), the number of limit cycles bifurcating from the period annulus

\[ \bigcup_{h \in (-\infty, -1) \cup (0, +\infty)} T_h \]

around the isochronous centers \((\pm 1, 0)\) is not more than \(8n + 2\) for \(n \geq 3\), counting multiplicities and 21 for \(n = 1, 2\), counting multiplicities, by the first order Melnikov function.

Proof. By (4.1), (4.2), (4.4) and (4.5), we have that for

\[ M(h) = \begin{cases} P_2(h) + P_1(h)\sqrt{h} + P_1(h)\sqrt{h^2 + h} + P_2(h) \arctan \sqrt{h} + \tilde{P}_1(h) g(h), & n = 1, 2, \\ P_n(h) + P_{n-1}(h)\sqrt{h} + P_{n-1}(h)\sqrt{h^2 + h} + P_n(h) \arctan \sqrt{h} + P_2(h) g(h), & n \geq 3, \end{cases} \]

and for \(h \in (-\infty, -1)\),

\[ M_0(h) = \frac{1}{2h + 1} \left\{ P_2(h) + P_2(h)\sqrt{h^2 + h} + P_2(h) g(h), \quad n = 1, 2, \\ P_n(h) + P_{n-1}(h)\sqrt{h^2 + h} + P(n) g(h), \quad n \geq 3, \right. \]

where

\[ g(h) = \ln |2\sqrt{h^2 + h} + 2h + 1|, \]

and \(P_i(h), \tilde{P}_i(h)\) and \(\tilde{P}_i(h)\) are polynomials of degree not more than \(i\). For \(n \geq 3\), consider the \((n+1)\)-th order derivative of \(M(h)\). For this purpose, we first notice that

\[ (\arctan \sqrt{h})' = \frac{1}{2(1 + h)\sqrt{h}} \quad \text{and} \quad (\ln(2\sqrt{h^2 + h} + 2h + 1))' = \frac{1}{\sqrt{h} \sqrt{1 + h}}. \]

Then according to

\[ \left( \frac{1}{\sqrt{h}} \right)^{(n)} = \frac{(-1)^n(2n - 1)!!}{2^n h^{n+\frac{1}{2}}}, \]

\[ \left( \frac{1}{\sqrt{1 + h}} \right)^{(n)} = \frac{(-1)^n(2n - 1)!!}{2^n (1 + h)^{n+\frac{1}{2}}} \]

and

\[ \left( \frac{1}{1 + h} \right)^{(n)} = \frac{(-1)^n n!}{(1 + h)^{n+1}}, \]

we have

\[ (\arctan \sqrt{h})^{(n+1)} = \frac{\tilde{P}_n(h)}{(1 + h)^{n+1}h^{n+\frac{1}{2}}} \]

and

\[ (\ln(2\sqrt{h^2 + h} + 2h + 1))^{(n+1)} = \frac{\mathcal{P}_n(h)}{h^{n+\frac{1}{2}}(1 + h)^{n+\frac{1}{2}}}, \]

where \(\tilde{P}_n(h)\) and \(\mathcal{P}_n(h)\) are polynomials of degree not more than \(n\). Similarly, according to

\[ (\sqrt{h})^{(n)} = \frac{(-1)^{n-1}(2n - 3)!!}{2^n h^{n-\frac{3}{2}}} \quad \text{and} \quad (\sqrt{1 + h})^{(n)} = \frac{(-1)^{n-1}(2n - 3)!!}{2^n (1 + h)^{n-\frac{3}{2}}}, \]

we obtain

\[ (\sqrt{h}(1 + h))^{(n)} = \frac{\tilde{P}_n(h)}{h^{n-\frac{1}{2}}(1 + h)^{n-\frac{3}{2}}}. \]
where $\tilde{P}_n(h)$ is a polynomial of degree not more than $n$. Based on the above results, we have for $n \geq 3$,

\[
(M(h))^{(n+1)} = \sum_{i=0}^{n-1} C^i_{n+1} P_{n-1-i}(h)(\sqrt{h})^{(n+1-i)} + \sum_{i=0}^{n-2} C^i_{n+1} P_{n-2-i}(h)(\sqrt{h^2 + h})^{(n+1-i)}
\]

\[
+ \sum_{i=0}^{n} C^i_{n+1} P_{n-i}(h)(\arctan \sqrt{h})^{(n+1-i)} + \sum_{i=0}^{2} C^i_{n+1} P_{2-i}(h)(g(h))^{(n+1-i)}
\]

\[
= \sum_{i=0}^{n-1} C^i_{n+1} P_{n-1-i}(h)(-1)^{n-i}(2n-2i-1)!! + \sum_{i=0}^{n-2} C^i_{n+1} P_{n-2-i}(h)\tilde{P}_{n+1-i}(h)
\]

\[
+ \sum_{i=0}^{n} C^i_{n+1} P_{n-i}(h)\tilde{P}_{n-1}(h) + \sum_{i=0}^{2} C^i_{n+1} P_{2-i}(h)\tilde{P}_{n-1}(h)
\]

\[
= \frac{P_n(h)}{h^{n+\frac{1}{2}}} + \frac{P_{2n-1}(h)}{(h^2 + h)^{n+\frac{1}{2}}} + \frac{P_{2n}(h)}{(1 + h)^{n+1}h^{n+\frac{1}{2}}} + \frac{P_{2n+2}(h)}{(h^2 + h)^{n+\frac{3}{2}}}
\]

\[
= \frac{P_{2n}(h) + \sqrt{1 + h}P_{2n-1}(h) + \sqrt{1 + h}P_{2n}(h) + \sqrt{1 + h}P_{2n+2}(h)}{(1 + h)^{n+1}h^{n+\frac{1}{2}}}. 
\]

Then $(M(h))^{(n+1)} = 0$ is equivalent to

\[
\frac{P_{2n}(h) + \sqrt{1 + h}P_{2n-1}(h)}{(1 + h)^{n+1}h^{n+\frac{1}{2}}} = 0.
\]

It yields that $(M(h))^{(n+1)}$ has at most $4n$ zeros. Then, according to Theorem 2.1, $M(h)$ has at most $5n + 1$ zeros on the interval $(0, +\infty)$ for $n \geq 3$, multiplicities taken into account. Similarly, we have that for $n = 1, 2$,

\[
(M(h))^{(3)} = \frac{P_4(h) + P_6(h)\sqrt{1 + h}}{h^2(1 + h)^3}.
\]

Thus, by Theorem 2.1, $M(h)$ has at most 11 zeros on the interval $(0, +\infty)$ for $n = 1, 2$, multiplicities taken into account.

For $h \in (-\infty, -1)$, we have

\[
\ln(-2\sqrt{h^2 + h - 2h - 1})^{(n+1)} = \frac{P_n(h)}{(h^2 + h)^{n+\frac{1}{2}}}
\]

So if $n \geq 3$, then the $(n+1)$-th order derivative of $M_0(h)(2h + 1)$ is

\[
(M_0(h)(2h + 1))^{(n+1)} = \frac{P_{2n}(h)}{(h^2 + h)^{n+\frac{1}{2}}}
\]

Then by Theorem 2.1, $M_0(h)$ has at most $3n + 1$ zeros on $(-\infty, -1)$ for $n \geq 3$, multiplicities taken into account. Similarly, we have that for $n = 1, 2$,

\[
(M_0(h)(2h + 1))^{(4)} = \frac{P_0(h)}{(h^2 + h)^{\frac{1}{2}}}
\]

Then by Theorem 2.1, $M_0(h)$ has at most 10 zeros on $(-\infty, -1)$ for $n = 1, 2$, multiplicities taken into account.

From the above analysis and [8, Theorem 4.4], we can conclude that the number of limit cycles of the system (1.12) bifurcating from the period annulus $\bigcup_{h \in (-\infty, -1) \cup (0, +\infty)} \mathcal{T}_h$ around the isochronous centers $(\pm 1, 0)$ is not more than $8n + 2$ (counting multiplicities) for $n \geq 3$ and 21 (counting multiplicities) for $n = 1, 2$. The proof is ended.

□
For the system
\[ 2266 \text{ Chen X Y} \]
\[ \text{where} \quad P \geq 0, \]
\[ \text{for this purpose, we first state some facts, i.e.,} \]
\[ (4.3) \quad \text{and} \quad (4.6), \]
\[ \text{we have that for} \quad n = 1, 2, \]
\[ \text{by the first order Melnikov function.} \]

**Proof.** According to (4.3) and (4.6), we have that for \( n \geq 3, \)
\[ M(h) = \frac{1}{(h - 1)^{n-2}} \left[ P_{n-1}(h) + \tilde{P}_{n-1}(h) \sqrt{h} + \tilde{P}_{n-1}(h) \sqrt{1-h} \right. \]
\[ + P_{n-1}(h) \sqrt{1-h} \arcsin \sqrt{h} + \tilde{P}_{n-1}(h) \ln \frac{1 + \sqrt{h}}{1 - \sqrt{h}} \]
\[ + \tilde{P}_{n-1}(h) \ln(1-h) + P_{3n-3}(\sqrt{h}) \right], \quad h \in (0, 1), \]

where \( P_i(u), \tilde{P}_i(u), \tilde{P}_i(u), \tilde{P}_i(u) \) and \( \tilde{P}_i(u) \) are polynomials of \( u \) with degree \( i \). Notice that
\[ P_{3n-3}(\sqrt{h}) = \begin{cases} P_{n-2+\lfloor \frac{n}{2} \rfloor}(h) \sqrt{h} + P_{n-2+\lfloor \frac{n}{2} \rfloor}(h), & n = 2k, \\ P_{n-2+\lfloor \frac{n}{2} \rfloor}(h) \sqrt{h} + P_{n-1+\lfloor \frac{n}{2} \rfloor}(h), & n = 2k + 1. \end{cases} \]

Then we have that for \( n \geq 3, \)
\[ M(h) = \frac{1}{(h - 1)^{n-2}} \left[ P_{m-1}(h) + P_{n-2+\lfloor \frac{n}{2} \rfloor}(h) \sqrt{h} + \tilde{P}_{n-1}(h) \sqrt{1-h} \right. \]
\[ + P_{n-1}(h) \sqrt{1-h} \arcsin \sqrt{h} + \tilde{P}_{n-1}(h) \ln \frac{1 + \sqrt{h}}{1 - \sqrt{h}} + \tilde{P}_{n-1}(h) \ln(1-h) \right], \]

where
\[ m = n + \left[ \frac{n-1}{2} \right]. \quad (4.8) \]

Next, we consider the \( m \)-th order derivative of \( M_1(h) \), where
\[ M_1(h) = M(h)(h - 1)^{n-2}. \]

For this purpose, we first state some facts, i.e.,
\[ (\arcsin \sqrt{h})' = \frac{1}{2\sqrt{h} \sqrt{1-h}}, \]
\[ \left( \ln \frac{1 + \sqrt{h}}{1 - \sqrt{h}} \right)' = \frac{1}{1 - h \sqrt{h}}, \]
\[ (\ln(1-h))^{(n+1)} = -\frac{n!}{(1-h)^{n+1}}, \]
\[ (\arcsin \sqrt{h})^{(n+1)} = \frac{P_n(h)}{[h(1-h)]^{n+\frac{3}{2}}}, \]
\[ (\sqrt{1-h} \arcsin \sqrt{h})^{(n)} = \frac{P_{n-1}(h)}{(1-h)^{n-1}h^{n-1}} + \frac{-2(n-3)!!}{2^n(1-h)^{n-1}} \arcsin \sqrt{h} \]
and
\[ \left( \ln \frac{1 + \sqrt{h}}{1 - \sqrt{h}} \right)^{(n+1)} = \frac{P_n(h)}{(1-h)^{n+1}h^{n+\frac{3}{2}}}. \]

Then the \( m \)-th order derivative of \( M_1(h) \) is as follows:
\[ (M_1(h))^{(m)} = \sum_{i=0}^{n-2+\lfloor \frac{n}{2} \rfloor} C_m P_{n-2+\lfloor \frac{n}{2} \rfloor-i}(h)(\sqrt{h})^{(m-i)} + \sum_{i=0}^{n-1} C_m \tilde{P}_{n-1-i}(h)(\sqrt{1-h})^{(m-i)} \]
\[\begin{align*}
&= \sum_{i=0}^{n-1} C_i^n \tilde{P}_{n-1-i}(h)(\sqrt{1 - h \arcsin \frac{\sqrt{h}}{h}})^{(m-i)} + \sum_{i=0}^{n-1} C_i^n \tilde{P}_{n-1-i}(h)\left( \ln \frac{1 + \sqrt{h}}{1 - \sqrt{h}} \right)^{(m-i)} \\
&+ \sum_{i=0}^{n-2} \left( -1 \right)^{m-i} C_i^n (2m - 2i - 3)!! P_{n-2+i}\tilde{P}_{n-1-i}(h) + \sum_{i=0}^{n-1} C_i^n (2m - 2i - 3)!! \tilde{P}_{n-1-i}(h) \\
&+ \sum_{i=0}^{n-1} C_i^n \tilde{P}_{n-1-i}(h) P_{m-1-i}(h) + \sum_{i=0}^{n-1} (2m - 2i - 3)!! \tilde{P}_{n-1-i}(h) \arcsin \sqrt{h}
&+ \sum_{i=0}^{n-1} C_i^n (m - i - 1) \tilde{P}_{n-1-i}(h) + \sum_{i=0}^{n-1} C_i^n (m - i - 1) \arcsin \sqrt{h}
&+ \sum_{i=0}^{n-1} C_i^n (m - i - 1) \tilde{P}_{n-1-i}(h)
&= \frac{P_{n-2+i}(h)}{(1-h)^{m-i-\frac{1}{2}}} + \frac{\tilde{P}_{n-1}(h)}{(1-h)^{m-i-\frac{1}{2}}} + \frac{\tilde{P}_{n-1}(h) P_{m-1-i}(h)}{(1-h)^{m-i-\frac{1}{2}}} + \frac{\tilde{P}_{n-1}(h) P_{m-1-i}(h)}{(1-h)^{m-i-\frac{1}{2}}} \arcsin \sqrt{h}
&= \frac{P_{n-m-2}(h) + \frac{P_{n-2+i}(h)}{\sqrt{h} \sqrt{1 - h}} + \frac{P_{n-2+m}(h)}{\sqrt{h} \sqrt{1 - h}} + \frac{P_{n-m-2}(h) \arcsin \sqrt{h}}{(1-h)^{m-i-\frac{1}{2}}} + \frac{P_{n+m-2}(h) \arcsin \sqrt{h}}{(1-h)^{m-i-\frac{1}{2}}} }{(1-h)^{m-i-\frac{1}{2}} h^{m-1}}.
\end{align*}\]

Now, we consider the \((n + m - 1)\)-th order derivative of \(M_2(h)\), where

\[M_2(h) = (M_1(h))^{(n)} (1-h)^{m-\frac{1}{2}} h^{m-1}.\]

Notice that

\[\left( \frac{1}{\sqrt{h} \sqrt{1 - h}} \right)^{(n)} = \frac{P_n(h)}{[h(1-h)]^{n+\frac{1}{2}}} \]

and

\[\left( \frac{\sqrt{1 - h}}{\sqrt{h}} \right)^{(n)} = \frac{\tilde{P}_n(h)}{[h(1-h)]^{n+\frac{1}{2}}} \]

Set \(t = n + m - 1\). Then we have

\[\begin{align*}
(M_2(h))^{(t)} &= \sum_{i=0}^{t} C_i^t P_{n+m-2+i}(h)\left( \frac{1}{\sqrt{1 - h \arcsin \frac{\sqrt{h}}{h}}} \right)^{(t-i)} + \sum_{i=0}^{n+m-2} C_i^t \tilde{P}_{n+m-2-i}(h)\left( \frac{1}{\sqrt{1 - h}} \right)^{(t-i)} \\
&+ \sum_{i=0}^{n+m-2} C_i^t \tilde{P}_{n+m-2-i}(h)\left( \frac{\sqrt{1 - h \arcsin \frac{\sqrt{h}}{h}}}{h} \right)^{(t-i)} + \sum_{i=0}^{n+m-2} C_i^t \tilde{P}_{n+m-2-i}(h)\arcsin \sqrt{h} \left( \frac{\sqrt{1 - h \arcsin \frac{\sqrt{h}}{h}}}{h} \right)^{(t-i)} \\
&= \sum_{i=0}^{t} C_i^t P_{n+m-2+i}(h) P_{t-i}(h) + \sum_{i=0}^{n+m-2} C_i^t \tilde{P}_{n+m-2-i}(h) P_{t-i}(h) + \sum_{i=0}^{n+m-2} C_i^t \tilde{P}_{n+m-2-i}(h) P_{t-i}(h) \\
&+ \sum_{i=0}^{n+m-2} C_i^t \tilde{P}_{n+m-2-i}(h) P_{t-i}(h) + \sum_{i=0}^{n+m-2} C_i^t \tilde{P}_{n+m-2-i}(h) P_{t-i}(h) \\
&= \frac{P_{n+m-t+2+i}(h) P_{t-i}(h)}{[h(1-h)]^{t+i-\frac{1}{2}}} + \frac{\tilde{P}_{n+m-2}(h) P_{t-i}(h)}{[h(1-h)]^{t+i-\frac{1}{2}}} + \tilde{P}_{n+m-2}(h) P_{t-i}(h) \\
&+ \frac{P_{n+m-t+2+i}(h) P_{t-i}(h)}{[h(1-h)]^{t+i-\frac{1}{2}}} + \frac{P_{n+m-t+2+i}(h) P_{t-i}(h)}{[h(1-h)]^{t+i-\frac{1}{2}}} \\
&= \frac{P_{n+m+t-2+i}(h)}{[h(1-h)]^{t+i-\frac{1}{2}}} + \frac{P_{n+m+t-2+i}(h)}{[h(1-h)]^{t+i-\frac{1}{2}}} \arcsin \sqrt{h} = 0.
\end{align*}\]
Thus, the number of zeros of \((M_2(h))^{(t)}\) is at most
\[
2n + 2m + 2t - 4 + 2\left\lfloor \frac{n}{2} \right\rfloor.
\]
By Theorem 2.1, the number of zeros of \(M_2(h)\) is at most
\[
2n + 2m + 3t - 4 + 2\left\lfloor \frac{n}{2} \right\rfloor.
\]
multiplicities taken into account. By (4.9) and Theorem 2.1, the number of zeros of \(M_1(h)\) is at most
\[
2n + 3m + 3t - 4 + 2\left\lfloor \frac{n}{2} \right\rfloor.
\]
multiplicities taken into account. Thus, by (4.8) and \(t = n + m - 1\), the number of zeros of \(M(h)\) is at most \(15n - 13\) (\(15n - 11\) if \(n \geq 3\) is even (odd), multiplicities taken into account. The first conclusion follows.

By (4.3) and (4.7), we have \(M(h) = \frac{M_3(h)}{h^{3-t}}\) for \(n = 1, 2\), where
\[
M_3(h) = P_3(h) + \tilde{P}_2(h)\sqrt{h} + \tilde{P}_2(h)\sqrt{1 - h} + \tilde{P}_2(h)\sqrt{1 - h} \arcsin \sqrt{h}
\]
\[
\quad + \tilde{P}_2(h) \ln \frac{1 + \sqrt{h}}{1 - \sqrt{h}} + \tilde{P}_2(h) \ln (1 - h).
\]

Then the 3rd order derivative of \(M_3(h)\) is as follows:
\[
(M_3(h))^{(3)} = \sum_{i=0}^{2} C_i^3 \tilde{P}_{2-i}(h) (\sqrt{h})^{(3-i)} + \sum_{i=0}^{2} C_i^3 \tilde{P}_{2-i}(h) (\sqrt{1 - h})^{(3-i)}
\]
\[
+ \sum_{i=0}^{2} C_i^3 \tilde{P}_{2-i}(h) \left( \ln \frac{1 + \sqrt{h}}{1 - \sqrt{h}} \right)^{(3-i)} + \sum_{i=0}^{2} C_i^3 \tilde{P}_{2-i}(h) (\sqrt{1 - h} \arcsin \sqrt{h})^{(3-i)}
\]
\[
+ \sum_{i=0}^{2} C_i^3 \tilde{P}_{2-i}(h) (\ln (1 - h))^{(3-i)}
\]
\[
= \sum_{i=0}^{2} (-1)^{2-i} C_i^3 (3 - 2i)! \tilde{P}_{2-i}(h) + \sum_{i=0}^{2} (-1)^{2-i} C_i^3 (3 - 2i)! \tilde{P}_{2-i}(h)
\]
\[
\frac{2^{3-i} h^{\frac{1}{2}}}{(1 - h)^{3-i} h^{\frac{1}{2}}} + \sum_{i=0}^{2} C_i^3 \tilde{P}_{2-i}(h) (P_{2-i}(h) \ln (1 - h))^{(3-i)}
\]
\[
= \frac{\tilde{P}_3(h)}{h^{\frac{1}{2}}} + \frac{\tilde{P}_2(h)}{(1 - h)^{\frac{1}{2}}} + \frac{P_2(h) \ln (1 - h)}{(1 - h)^{\frac{1}{2}}} \arcsin \sqrt{h} + \frac{\tilde{P}_2(h) \ln (1 - h)}{(1 - h)^{\frac{1}{2}}} \arcsin \sqrt{h}
\]
\[
= \frac{P_3(h) + P_2(h) \sqrt{1 - h}}{\sqrt{h} \sqrt{1 - h}} + \frac{P_2(h) \ln (h)}{\sqrt{h} \sqrt{1 - h}} + \frac{\tilde{P}_2(h) \ln (h)}{\sqrt{h} \sqrt{1 - h}} + \frac{\tilde{P}_2(h) \ln (1 - h)}{(1 - h)^{\frac{1}{2}}}
\]
\[
= \frac{P_4(h) + \tilde{P}_4(h) \sqrt{1 - h}}{\sqrt{h} \sqrt{1 - h}} + \frac{\tilde{P}_4(h) \ln (h)}{\sqrt{h} \sqrt{1 - h}} + \frac{\tilde{P}_4(h) \ln (1 - h)}{(1 - h)^{\frac{1}{2}}}
\]
\[
\quad + \tilde{P}_4(h) \arcsin \sqrt{h}.
\]
Let
\[
M_4(h) = P_4(h) + \tilde{P}_4(h) \frac{\sqrt{1 - h}}{\sqrt{h}} + \frac{\tilde{P}_4(h) \ln (h)}{\sqrt{h} \sqrt{1 - h}} + \frac{\tilde{P}_4(h) \ln (1 - h)}{(1 - h)^{\frac{1}{2}}} + \tilde{P}_4(h) \arcsin \sqrt{h}.
\]

Notice that
\[
\left( \frac{\sqrt{1 - h}}{\sqrt{h}} \right)^{(n)} = \frac{P_n(h)}{h^{n+\frac{1}{2}} (1 - h)^{n-\frac{1}{2}}}.
\]
Then we have

\[ (M_4(h))^{(5)} = \sum_{i=0}^{4} C_i^4 \hat{P}_{4-i}(h) \left( \frac{\sqrt{1 - h}}{\sqrt{h}} \right)^{(5-i)} + \sum_{i=0}^{4} C_i^5 \overline{P}_{4-i}(h) \left( \frac{1}{\sqrt{1 - h}} \right)^{(5-i)} + \sum_{i=0}^{4} C_i^6 \hat{\overline{P}}_{4-i}(h) (\arcsin \sqrt{h})^{(5-i)} \]

\[ = \sum_{i=0}^{4} C_i^4 \hat{P}_{4-i}(h) P_{4-i}(h) \sum_{i=0}^{4} C_i^5 \overline{P}_{4-i}(h) P_{4-i}(h) \sum_{i=0}^{4} C_i^6 \hat{\overline{P}}_{4-i}(h) \overline{P}_{4-i}(h) \]

\[ = \frac{\hat{P}_3(h) P_4(h)}{h^{3/2} (1 - h)^{3/2}} + \frac{\overline{P}_3(h) P_4(h)}{h^{3/2} (1 - h)^{3/2}} + \frac{\overline{\overline{P}}_3(h) P_4(h)}{h^{3/2} (1 - h)^{3/2}} \]

\[ = \frac{P_{10}(h) + P_9(h) \sqrt{h}}{h^{3/2} (1 - h)^{3/2}}. \]

Obviously, \((M_4(h))^{(5)} = 0\) is equivalent to

\[ P_{10}(h) + P_9(h) \sqrt{h} = 0. \]

Then \((M_4(h))^{(5)}\) has at most 20 zeros. By Theorem 2.1, \(M_4(h)\) has at most 25 zeros, multiplicities taken into account. Thus, by (4.10) and Theorem 2.1, \(M_3(h)\) has at most 28 zeros, multiplicities taken into account. It implies that \(M(h)\) has at most 28 zeros for \(n = 1, 2\), multiplicities taken into account.

From the above analysis and [8, Theorem 4.4], we can conclude that the number of limit cycles of the system (1.13) bifurcating from the period annulus \(\bigcup_{h \in (0,1]} \tilde{L}_h\) around the isochronous center \((1, 0)\) is not more than \(15n - 11\) (counting multiplicities) for \(n \geq 3\) and 28 (counting multiplicities) for \(n = 1, 2\). The proof is ended.

**Remark 4.4.** Theorems 4.2 and 4.3 improve the conclusions (i) and (ii) of Theorem 1.2, respectively.

5 Conclusion

According to the proofs of Theorems 3.1, 4.2 and 4.3, it is easy to see that we can get rid of the logarithm function, the arc sine function and the arc tangent function by Theorem 2.1. If the first order Melnikov function \(M(h)\) is a linear combination of power functions and some other elementary functions, such as the logarithm function or inverses of trigonometric functions, one can try to use Theorem 2.1 to get rid of these elementary functions to find an upper bound of the number of zeros of \(M(h)\). In fact, Cen et al. [1], Chen and Han [2] and Xiong and Han [24] used this idea to get rid of some logarithm functions to estimate the upper bound of the number of zeros of the first order Melnikov function.
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