Existence of globally attracting solutions for one-dimensional viscous Burgers equation with nonautonomous forcing - a computer assisted proof
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Abstract

We prove the existence of globally attracting solutions of the viscous Burgers equation with periodic boundary conditions on the line for some particular choices of viscosity and non-autonomous forcing. The attracting solution is periodic if the forcing is periodic. The method is general and can be applied to other similar partial differential equations. The proof is computer assisted.
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1 Introduction

We present a method of proving the existence of globally attracting solutions for the viscous Burgers equation with periodic boundary conditions on the line with a time-dependent forcing. The attracting solution is periodic, if the forcing is periodic. The method is general and should be applicable to other dissipative PDEs with periodic boundary conditions. This method significantly generalizes the results from 3, where a method of proving the existence of globally attracting fixed points of viscous Burgers equation with a time-independent forcing was presented. Our technique is computer assisted, and makes use of the
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More specifically, we consider the initial value problem with periodic boundary conditions for the Burgers equation on the real line
\[ u_t + u u_x - \nu u_{xx} = f(t, x), \]  
(1)

First, as an example result we show

**Theorem 1.1.** For any \( \nu \in [2, 2.1] \) and \( f \in S_1 \), where

\[ S_1 = \{ x \mapsto 1.6 \cos 2x - 2 \sin 3x + \sum_{k=1}^{3} \beta_k(t) \sin kx + \gamma_k(t) \cos kx, \] \[ \beta_k(t), \gamma_k(t) \in [-0.03, 0.03], \forall t \in \mathbb{R} \}, \]

where \( \beta_k(t), \gamma_k(t) \) are continuous, there exists a classical solution (periodic in time when \( f \) is periodic in time) of (1), which attracts any initial data \( u_0 \) satisfying \( u_0 \in C^4 \) and \( \int_{0}^{2\pi} u_0(x) \, dx = \pi \). Moreover, the convergence towards attracting solution is exponential.

Theorem 1.1 in [C] about the existence of globally attracting fixed points when the forcing is time-independent is a particular case of Theorem 1.1 with \( \beta_k(t) = \beta_k, \gamma_k(t) = \gamma_k \) constant. As we show in Section 7 the computer assisted part of the proof of this theorem was in fact already accomplished during the proof of Thm. 1.1 in [C].

**Theorem 1.2.** For \( \nu = 2 \) and \( f \in S_2 \), where

\[ S_2 = \{ x \mapsto -0.6 \sin(x) + 0.7 \cos(2x) + 0.7 \sin(2x) - 0.8 \cos(3x) - 0.8 \sin(3x) + \sin(t) [-0.6 \cos(x) + 0.7 \cos(2x) + 0.7 \sin(2x) - 0.8 \cos(3x) - 0.8 \sin(3x)] + \sum_{k=1}^{3} \beta_k(t) \sin(kx) + \gamma_k(t) \cos(kx), \] \[ \beta_k(t), \gamma_k(t) \in [-5 \cdot 10^{-5}, 5 \cdot 10^{-5}], \forall t \in \mathbb{R} \}, \]

where \( \beta_k(t), \gamma_k(t) \) are continuous, there exists a classical solution (periodic in time when \( f \) is periodic in time) of (1), which attracts any initial data \( u_0 \) satisfying \( u_0 \in C^4 \) and \( \int_{0}^{2\pi} u_0(x) \, dx = \pi \). Moreover, the convergence towards attracting solution is exponential.

In both theorems we are interested in classical solutions only. This is the reason, why we do not state the theorem for more general solutions.

The essential difference between Theorem 1.1 and Theorem 1.2 is that in Theorem 1.1 the non-autonomous part of the forcing (the time-dependent part) is a small perturbation of the autonomous part (the time-independent part). Whereas in Theorem 1.2 the norms of the autonomous, and the non-autonomous part of the forcing are of the same order of magnitude. Due to this fact the proofs of both theorems are based on the slightly different topological principle. In the proof of Thm. 1.1 we constructed a trapping isolating segment (a forward invariant set in the extended phase space), which is time independent, while in the proof of Thm. 1.2 we constructed a trapping set (a forward invariant set).
for the time shift along the orbits by $2\pi$ - the period of the dominant part of
the non-autonomous forcing.

Let us comment on the role of the condition $\int_0^{2\pi} u_0(x) \, dx = \pi$ in Theorem 1.1
and Theorem 1.2. The condition $\int_0^{2\pi} u_0(x) \, dx \neq 0$, when compared to
$$\int_0^{2\pi} u_0(x) \, dx = 0$$
makes the proof significantly harder numerically, due to the appearance of complex
eigenvalues in the partial derivative of the vector field – see the numerical
data (SS) in Appendix A. Therefore for the illustration of our method we decided
to take this more difficult case.

Similar results to ours can be found in literature. In [JKM] for any $\nu > 0$
the authors established the existence of a globally attracting solution of (1)
periodic in space and time, under assumption that forcing is periodic in time.
Hence, in this respect, our results for the time-periodic forcing are significantly
less general as we just consider particular cases of parameters. We believe that
even in that case our approach is of some interest, as we are able to establish
the exponential convergence rate to the attracting solution, while in [JKM] the
authors clearly indicated that they cannot make such claim and they asked
for the convergence rate in one of the stated problems [JKM, Problem 3(i)].
The method in [JKM] appears to be restricted to the scalar equation on one-
dimensional domains, partially due to the use of the maximum principles. In
[SI] the author established a similar result for (1) with a time-periodic forcing
proving also the exponential convergence to the attracting orbit in the periodic
case. The technique used in [SI] uses heavily the fact that the Cole-Hopf
transformation transforms the Burgers equation to a linear parabolic equation.
This significantly reduces the applicability of this approach to other PDEs.

The technique we use here is not restricted to some particular type of equation
nor to the dimension one. We need some kind of ‘energy’ decay as a global
property of our dissipative PDEs and then if the system exhibits an attracting
orbit, then we should in principle be able to prove it independent of the dimension-
ality of the system. At the present state our technique strongly relies on
the existence of good coordinates, the Fourier modes in the considered example.
We hope that the further development of the rigorous numerics for dissipative
PDEs based on other function bases, e.g. the finite elements, should allow to
treat also different domains and boundary conditions in near future.

### 1.1 Notation

Some notation: $\mathbb{R}_+ = [0, \infty)$, $B(Z, \delta)$ a ball of size $\delta$ around the set $Z$. $B_n(z, r)$
is a ball in $\mathbb{R}^n$ with the center $z$ and radius $r$ with the distance function is known
from the context.

We denote by $[x]$ an interval set $[x] \subset \mathbb{R}^n$, $[x] = \Pi_{k=1}^n [x_k^-, x_k^+]$, $[x_k^-, x_k^+] \subset
\mathbb{R}$, $-\infty < x_k^- \leq x_k^+ < \infty$.

For a nonautonomous ODE
$$x' = f(t, x),$$
where $x \in \mathbb{R}^n$ and $f$ is regular enough to guarantee uniqueness of the initial
value problem $x(t_0) = x_0$ for any $(t_0, x_0)$ for (2), by $\varphi(t_0, t, x) = x(t_0 + t)$, where
x(t) is a solution (2) with initial condition x(t_0) = x_0. Obviously in each context it will be clearly stated what is the ordinary differential equation generating \( \varphi \). We will sometimes refer to \( \varphi \) as to the local process generated by (2).

2 Viscous Burgers equation with periodic boundary conditions on the line

The Burgers equation was proposed in [B] as a mathematical model of turbulence. There is a significant number of applications of the Burgers equation, see e.g. [WH]. We consider the initial value problem for viscous Burgers equation on the real line with periodic boundary conditions and a non-autonomous forcing \( F \), i.e.

\[
\begin{align*}
  u_t(t, x) + u(t, x) \cdot u_x(t, x) - \nu u_{xx}(t, x) &= F(t, x), \quad t \in [t_0, \infty), \ x \in \mathbb{R}, \\
  u(t, x) &= u(t, x + 2\pi), \quad t \in [t_0, \infty), \ x \in \mathbb{R}, \\
  F(t, x) &= F(t, x + 2\pi), \quad t \in \mathbb{R}, \ x \in \mathbb{R}, \\
  u(t_0, x) &= u_0(x), \quad t_0 \in \mathbb{R}, \ x \in \mathbb{R},
\end{align*}
\]

where \( \nu > 0 \).

For the technical purposes we assume that

\[
F(t, x) = f(x) + \tilde{f}(t, x),
\]

where \( f \) and \( \tilde{f} \) are continuous and 2\( \pi \)-periodic with respect to \( x \) variable, and we define \( F(t, x) \) for \( t \in \mathbb{R} \). Later, we will put more restrictive conditions on \( f \) and \( \tilde{f} \). In fact, \( f \) will be given in an explicit form and for \( \tilde{f} \) we will demand some bounds.

We will use the Fourier series to study (3). Let

\[
u(t, x) = \sum_{k \in \mathbb{Z}} a_k(t) \exp(ikx).
\]

It is straightforward to write the problem (3) in the Fourier basis. We obtain the following infinite ladder of equations

\[
\frac{da_k}{dt} = -i \frac{k}{2} \sum_{k_1 \in \mathbb{Z}} a_{k_1} \cdot a_{k-k_1} + \lambda_k a_k + f_k + \tilde{f}_k(t), \quad t \in [t_0, \infty), \ k \in \mathbb{Z},
\]

where

\[
\begin{align*}
  a_k(t_0) &= \frac{1}{2\pi} \int_0^{2\pi} u_0(x)e^{-ikx} \, dx, \quad k \in \mathbb{Z}, \\
  f_k &= \frac{1}{2\pi} \int_0^{2\pi} f(x)e^{-ikx} \, dx, \quad k \in \mathbb{Z}, \\
  \tilde{f}_k(t) &= \frac{1}{2\pi} \int_0^{2\pi} \tilde{f}(t, x)e^{-ikx} \, dx, \quad t \in \mathbb{R}, \ k \in \mathbb{Z}, \\
  \lambda_k &= -\nu k^2.
\end{align*}
\]
The reality of $u$, $f$ and $\tilde{f}$ implies that for $k \in \mathbb{Z}$

$$a_k = \overline{a_{-k}}, \quad f_k = \overline{f_{-k}}, \quad \tilde{f}_k(t) = \overline{f_k(t)} \quad \text{for } t \in \mathbb{R}. \quad (8)$$

In view of the above variables $\{a_k\}_{k \in \mathbb{Z}}$ are not independent, this motivates the following definition.

**Definition 2.1.** In the space of sequences $\{a_k\}_{k \in \mathbb{Z}}$, where $a_k \in \mathbb{C}$, we will say that the sequence $\{a_k\}$ satisfies the reality condition iff

$$a_k = a_{-k}, \quad k \in \mathbb{Z}. \quad (9)$$

We will denote the set of sequences satisfying (9) by $R$. It is easy to see that $R$ is a vector space over the field $\mathbb{R}$.

We will assume that the initial condition for (6) satisfies

$$\frac{1}{2\pi} \int_0^{2\pi} u_0(x) \, dx = \alpha, \quad \text{for a fixed } \alpha \in \mathbb{R}. \quad (10)$$

We will require additionally that $f_0 = 0$, $\tilde{f}_0(t) = 0$ for $t \in \mathbb{R}$, and then (10) implies that $a_0(t)$ is constant, namely

$$a_0(t) = \alpha, \quad \forall t \geq t_0. \quad (11)$$

**Definition 2.2.** For any given number $m > 0$ the $m$-th Galerkin projection of (6) is

$$\frac{da_k}{dt} = -i \frac{k}{2} \sum_{|k-k_1| \leq m} a_{k_1} \cdot a_{k-k_1} + \lambda_k a_k + f_k + \tilde{f}_k(t), \quad t \in [t_0, \infty), \quad |k| \leq m. \quad (12)$$

Note that the condition (11) holds also for all Galerkin projections (12) as long as $f_0 = 0$, and $\tilde{f}_0(t) = 0$ for all $t \in \mathbb{R}$. Also observe that the reality condition (9) is invariant under all Galerkin projections (12), i.e. if $a_k(t_0) = \overline{a_{-k}(t_0)}$, then $a_k(t) = \overline{a_{-k}(t)}$ for all $t > t_0$ if the solution of (12) exists up to that time.

**Definition 2.3.** Let $\mathcal{A} : \mathbb{R} \to \mathbb{R}$ be given by

$$\mathcal{A} : \mathbb{A} := \left\{ \begin{array}{ll} |\mathbb{A}| & \text{if } \mathbb{A} \neq 0, \\ 1 & \text{if } \mathbb{A} = 0. \end{array} \right. \quad (13)$$

**Definition 2.4.** Let $H$ be the space $l_2(\mathbb{Z}, \mathbb{C})$, i.e. $u \in H$ is a sequence $u : \mathbb{Z} \to \mathbb{C}$ such that $\sum_{k \in \mathbb{Z}} |u_k|^2 < \infty$ over the coefficient field $\mathbb{R}$. The subspace $\tilde{H} \subset H$ is defined by

$$\tilde{H} := \left\{ \{a_k\} \in H : \text{there exists } 0 \leq C < \infty \text{ such that } |a_k| \leq \frac{C}{|k|}^{1/4} \text{ for } k \in \mathbb{Z} \right\}. \quad (14)$$

**Definition 2.5.** Let the space $H'$ be given by

$$H' := \tilde{H} \cap R. \quad (15)$$
Let us comment on Definitions 2.4 and 2.5. Despite the fact that we are dealing with complex sequences we use as the coefficient field the set of real numbers, because the reality condition is not compatible with the complex multiplication.

The choice of the particular subspace $H'$ is motivated by the fact that the order of decay of coefficients $\{a_k\} \in H'$ is sufficient for the uniform convergence of $\sum a_k e^{i k z}$ and every term appearing in (13). Moreover, in Theorem 1.1 and Theorem 1.2 the attraction property is obtained within the class of $C^3$ functions due to the fact that the Fourier expansion of any i.c. $u_0 \in C^4$ belongs to $H'$. For the details see [C].

2.1 Absorbing set

The goal of this section is to establish for the existence of the forward invariant absorbing set for all Galerkin projections of (6), with good compactness properties. Here, we basically quote the results from [C] with some improvements.

Definition 2.6. [C] Def. 4.6] Let $N_0 \geq 0$, $\varphi_n$ be a local process induced by the $n$-th Galerkin projection of (6). A set $A \subset H'$ is called the absorbing set for large Galerkin projections of (6) and $t$, if for any pair $(t_0, u_0) \in \mathbb{R} \times H'$ there exists $t_1(u_0) \geq 0$ such that for all $n > N_0$ and all $t_0 \in \mathbb{R}$, $t \geq t(u_0)$ holds $\varphi_n(t_0, t, P_n u_0) \in P_n A$. Moreover, $P_n A$ is forward invariant for $\varphi_n$.

Our definition of the absorbing set differs from the standard one, see for example [FMRT]. There it is stated for an abstract evolutionary equation and $t_1 = t_1(B)$ has to be uniform for any bounded set $B$, whereas in our case, we state the definition for the more specific case of (sufficiently) large Galerkin projections of (6) and $t_1$ depends on point $u$. Despite the fact that for the absorbing sets we construct in this work, $t_1$ can be chosen uniformly for each bounded set $B$, i.e., $t_1 = t_1(B)$ we find this stronger requirement unnecessary.

Definition 2.7. [C] Def. 3.1] Energy of (6) is given by the formula

$$E(\{a_k\}) = \sum_{k \in \mathbb{Z}} |a_k|^2. \quad (13)$$

Energy of (6) with $a_0$ excluded is given by the formula

$$\mathcal{E}(\{a_k\}) = \sum_{k \in \mathbb{Z} \setminus \{0\}} |a_k|^2. \quad (14)$$

The theorem below is a main building block for the construction of the absorbing set.

Theorem 2.8. Based on [C] Thm. 3.4] Assume that $F_k(t) = f_k + \tilde{f}_k(t)$ for $t \in \mathbb{R}$ satisfies $F_k(t) = F_{-k}(t)$, $F_0(t) = 0$ for $|k| > J$, and $F_0(t) = 0$. Let $\{a_k\}_{k \in \mathbb{Z}} \in H$, $s > 0.5$, $E_0 = \sup_{k \in \mathbb{Z}} E(\{F_k(t)\}) < \infty$, $\tilde{E} > E_0$, $D = 2^{s-\frac{1}{2}} + \frac{s-1}{\sqrt{2s-1}}$, $C > \sqrt{\tilde{E}} N^s$, $N > \max \left\{ J, \left( \frac{\sqrt{\tilde{E}} D}{\sqrt{s}} \right)^2 \right\}$. Then

$$W(\tilde{E}, N, C, s) = \left\{ \{a_k\} \in R \mid \mathcal{E}(\{a_k\}) \leq \tilde{E}, |a_k| \leq \frac{C}{|k|^s} \right\}$$
is a trapping region (i.e. is forward invariant) for each Galerkin projection of 
restricted to the invariant subspace given by $a_k = \overline{a}_k$.

According to the notation introduced in Section 3, $W(\tilde{\mathcal{E}}, N, C, s)$ is a trapping isolating segment, see Definition 3.3. For $s$ sufficiently large $W \subset H'$, and then $W$ forms self-consistent bounds (i.e. it satisfies conditions $C1, C2, C3, C4$ from Def. 6.3 in Section 6.1).

The theorem below establishes the existence of a family of absorbing sets.

**Theorem 2.9.** Based on [C, Lemma 4.7] Assume that $F_k(t) = f_k + \tilde{f}_k(t)$ for $t \in \mathbb{R}$ satisfies $F_k(t) = F_{-k}(t)$, $F_k(t) = 0$ for $|k| > J$, and $F_0(t) = 0$. Let $\varepsilon > 0$, $E_0 = \frac{\sup_{t \in \mathbb{R}} E(f_k(t))}{\nu^2} < \infty$, $\tilde{\mathcal{E}} > E_0$, $N$ is defined in Thm. 2.8. Put

$$s_i = \frac{i}{2} \text{ for } i \geq 2, \quad D_i = \frac{2^{s_i-\frac{1}{2}} + \frac{2^{s_i}}{\sqrt{2^{s_i} - 1}}}{\nu} \text{ for } i \geq 2,$$

$$C_2 = \varepsilon + \left( \frac{1}{2} \varepsilon + \frac{1}{\nu} \sum_{0 < |k| \leq J} |f_k| + |\tilde{f}_k(t)| \right), \quad (15)$$

$$C_i = \varepsilon + \left( C_{i-1} \sqrt{\varepsilon D_{i-1}} + \frac{1}{\nu} \sum_{0 < |k| \leq J} |k|^{s_i - 2} \left( |f_k| + |\tilde{f}_k(t)| \right) \right) \text{ for } i > 2, \quad (16)$$

Then for all $i \geq 2$, and $\tilde{C}_i > \sqrt{\varepsilon N s_i}$.

$H \supset W(\tilde{\mathcal{E}}, C_i, \varepsilon) := \left\{ \{a_k\}_{k \in \mathbb{Z}} \in \mathbb{R} \mid \mathcal{E}(\{a_k\}_{k \in \mathbb{Z}}) \leq \tilde{\mathcal{E}}, \ |a_k| \leq \frac{C_i}{|k|^{s_i}} \right\} \bigcap W(\tilde{\mathcal{E}}, N, \tilde{C}_i, s_i)$,

is an absorbing set for large Galerkin projections of 6 restricted to the invariant subspace given by $a_k = \overline{a}_k$.

The absorbing sets obtained in the above theorem, contrary to [C, Lemma 4.7], does not depend on $\alpha$ [19]. As a consequence of Theorem 2.9 and some improvements of the algorithms presented in [C], we are not anymore constrained with large $\alpha$ values. We managed to prove some example theorems for cases with large $\alpha$ values, and the results are presented in Table 2.

The intersection with the trapping isolating segment $W$ is required to ensure the obtained set is forward invariant in time. The proof of Theorem 2.9 follows the scheme of the proof of [C, Lemma 4.7], however the following auxiliary lemma is required. Precisely, for the sake of proving Theorem 2.9 [C, Lemma 4.4] should be replaced by Lemma 2.10 below.

**Lemma 2.10.** Assume that $F_k(t) = f_k + \tilde{f}_k(t)$ for $t \in \mathbb{R}$ satisfies $F_k(t) = F_{-k}(t)$, $F_k(t) = 0$ for $|k| > J$, and $F_0(t) = 0$. Let $H' \supset W$ be trapping region (i.e. is forward invariant) for all Galerkin projections of 6, such that $P_n W \subset W$ for all $n$.

Assume that $C_0 \geq 0$, $s_a > 0.5$ are numbers such that

$$|a_k| \leq \frac{C_0}{|k|^{s_a}} \quad \text{for } |k| > 0, \text{ and for all } a \in W. \quad (17)$$
Assume that $C_N \geq 0$, $s_N \geq s_a - 1$ are numbers such that

$$|N_k(a)| \leq \frac{C_N}{|k|^s_N} \quad \text{for } |k| > 0, \text{and for all } a \in W,$$

where

$$N_k(a) = -i \sum_{k_1 \in \mathbb{N}\setminus\{0, k\}} a_{k_1} \cdot a_{k-k_1}. \quad (18)$$

Then for any $\varepsilon > 0$ there exists a finite time $\hat{t} \geq 0$ such that for all $l > 0$ and $t \geq \hat{t}$, any $a(t_0 + t)$ — the solution of $l$-th Galerkin projection of (6) such that $a(t_0) \in P_l(W)$, satisfies

$$|a_k(t_0 + t)| \leq \frac{C_b + \varepsilon}{|k|^s_b} \quad \text{for } 0 < |k| \leq l, \quad (19)$$

where

$$C_b = \left( C_N + \sup_{0 < |k| \leq J} \{ |F_k(t)||k|^s_N \} \right) / \nu, \quad s_b = s_N + 2. \quad (20)$$

**Proof** Let us fix the Galerkin projection dimension $l > 0$.

We consider the initial value problem for the $l$-th Galerkin projection of (6) with the initial condition $a(t_0) = a_0 \in P|W \cap H'$.

Using the reality condition (9) we obtain

$$\frac{d|a_k|^2}{dt} = \frac{da_k}{dt} \cdot a_{-k} + a_k \cdot \frac{da_{-k}}{dt} = ((\lambda_k - ika_0)a_k + \bar{N}_k(a) + F_k(t)) a_{-k} + ((\lambda_k + ika_0)a_{-k} + \bar{N}_{-k}(a) + F_{-k}(t)) a_k = 2\lambda_k |a_k|^2 + (\bar{N}_k(a) + F_k(t)) a_{-k} + (\bar{N}_{-k}(a) + F_{-k}(t)) a_k.$$

From the reality condition for $a$, $N$ and $F$ we obtain

$$\frac{d|a_k|^2}{dt} \leq 2\lambda_k |a_k|^2 + 2 \left( \sup_{t \in \mathbb{R}, u \in W} |N_{-k}(u) + F_{-k}(t)| \right) |a_k|,$$

hence

$$\frac{d|a_k|}{dt} \leq \lambda_k |a_k| + \sup_{t \in \mathbb{R}, u \in W} |N_{-k}(u) + F_{-k}(t)| \quad \text{for } |a_k| > 0. \quad (21)$$

Let

$$b_k = \sup_{t \in \mathbb{R}, u \in W} |N_{-k}(u) + F_{-k}(t)| / (-\lambda_k). \quad (22)$$

From (17), (18), (20) it follows that

$$b_k \leq \frac{C_b}{|k|^s_b}, \quad |k| > 0. \quad (23)$$

From (21) it follows that for $t \geq 0$ holds

$$|a_k(t_0 + t)| \leq (|a_k(t_0)| - b_k) e^{\lambda_k t} + b_k, \quad \text{for } |k| > 0.$$
From (23), and (17) we obtain for \( t \geq 0 \) and \( |k| > 0 \)
\[
|a_k(t_0 + t)| \leq \left( \frac{C_a}{|k|^s_a} - \frac{C_b}{|k|^s_b} \right) e^{\lambda k t} + \frac{C_b}{|k|^s_b}, \quad \text{for } |k| > 0,
\]

We would like to find \( \hat{t} \) such that for \( t \geq \hat{t} \) condition (19) is satisfied. It is easy to see that this is implied by the following inequality, which should be satisfied for \( |k| \geq 1 \)
\[
C_a |k|^{s_b - s_a} e^{\lambda k t} \leq \epsilon.
\] (24)

Observe that \( s_b > s_a \). Let us fix \( n \in \mathbb{Z}_+ \) such that \( n > (s_b - s_2)/2 \). We have for \( t > 0 \) and any \( |k| \geq 1 \)
\[
C_a |k|^{s_b - s_a} e^{\lambda k t} = \frac{C_a}{e^{\nu|k|^2 t}} \leq \frac{n!C_a}{e^{n|k|^2 t}} \leq \frac{n!C_a}{e^{n|k|^2 }} < \epsilon
\]
for \( t \geq \hat{t}, \hat{t} \) is large enough (independent of the dimension of the Galerkin projection, but depending on the set \( W \)). This finishes the proof of condition (19).

\[\Box\]

3 Topological theorems

In this section we state two topological theorems, which are used to obtain the attracting orbits. It is based on forward invariant sets (trapping regions) and the Brouwer theorem. We will use the terminology of the isolating segment introduced by R. Srzednicki (see [S1, SW]) and local processes.

3.1 Semiprocesses and nonautonomous differential equations

We start with introducing the notion of a local semiprocess which formalizes the notion of a continuous family of local forward trajectories in an extended phase–space.

**Definition 3.1.** Assume that \( X \) is a topological space and \( \varphi : D \rightarrow X \) is a continuous mapping, \( D \subset \mathbb{R} \times \mathbb{R}_+ \times X \) is an open set. We will denote by \( \varphi(\sigma, t) \) the function \( \varphi(\sigma, t, \cdot) \).

\( \varphi \) is called a local semiprocess if the following conditions are satisfied

- **(S1)** \( \forall \sigma \in \mathbb{R}, x \in X : \{ t \in \mathbb{R}_+ : (\sigma, x, t) \in D \} \) is an interval,
- **(S2)** \( \forall \sigma \in \mathbb{R} : \varphi(\sigma, 0) = \text{id}_X \)
- **(S3)** \( \forall \sigma \in \mathbb{R}, \forall s, t \in \mathbb{R}_+ : \varphi(\sigma, s, t) = \varphi(\sigma + s, t) \circ \varphi(\sigma, s) \)

If \( D = \mathbb{R} \times \mathbb{R}_+ \times X \), we call \( \varphi \) a (global) semiprocess. If \( T \) is a positive number such that

- **(S4)** \( \forall \sigma, t \in \mathbb{R}_+ : \varphi(\sigma + T, t) = \varphi(\sigma, t) \)

we call \( \varphi \) a \( T \)-periodic local semiprocess.
A local semiprocess $\varphi$ on $X$ determines a local semiflow $\Phi$ on $\mathbb{R} \times X$ by the formula

$$\Phi_t(\sigma, x) = (\sigma + t, \varphi(\sigma, t)(x)).$$

(25)

In the sequel we will often call the first coordinate in the extended phase space $\mathbb{R} \times X$ a time.

Let $\varphi$ be a local semiprocess and let $\Phi$ be a local semiflow associated to $\varphi$. It follows by $(S1)$ and $(S2)$ that for every $z = (\sigma, x) \in \mathbb{R} \times X$ there is an $0 < \omega_2 \leq +\infty$ such that $(\sigma, t, x) \in D$ if and only if $0 \leq t < \omega_2$. Let $x \in X$, $\sigma \in \mathbb{R}$, then a left solution through $z = (\sigma, x)$ is a continuous map $v: (a, 0] \to \mathbb{R} \times X$ for some $a \in [-\infty, 0)$ such that:

(I) $v(0) = z$,

(II) for all $t \in (a, 0]$ and $s > 0$ with $s + t \leq 0$ it follows that $s < \omega_{v(t)}$ and $\Phi_s(v(t)) = v(t + s)$.

If $a = -\infty$ then we call $v$ a full left solution. We can extend a left solution through $z$ onto $(a, 0] \cup [0, \omega_2)$ by setting $v(t) = \Phi_t((\sigma, x))$ for $0 \leq t < \omega_2$, to obtain a solution through $z$. If $a = -\infty$ and $\omega_2 = +\infty$, $v$ is called a full solution. If for each $x \in X$, $\omega_x = \infty$, then we will say that $\Phi$ is a global semiprocess.

Remark 3.2. The differential equation

$$\dot{x} = f(t, x)$$

such that $f$ is regular enough to guarantee the uniqueness for the solutions of the Cauchy problems associated to (26) generates a local process as follows: for $x(t_0, x_0; \cdot)$ the solution of (26) such that $x(t_0, x_0; t_0) = x_0$ we put

$$\varphi(t_0, \tau)(x_0) = x(t_0, x_0; t_0 + \tau).$$

(27)

If $f$ is $T$-periodic with respect to $t$ then $\varphi$ is a $T$-periodic local process. In order to determine all $T$-periodic solutions of equation (26) it suffices to look for fixed points of $\varphi(t, 0)$.

3.2 Trapping isolating segments

We use the following notation: by $\pi_1: \mathbb{R} \times X \to \mathbb{R}$ and $\pi_2: \mathbb{R} \times X \to X$ we denote the projections and for a subset $Z \subset \mathbb{R} \times X$ and $t \in \mathbb{R}$ we put

$$Z_t = \{x \in X : (t, x) \in Z\}.$$ 

Now we are going to state the definition of the trapping isolating segment. This is a modification of the notion a $T$-periodic isolating segment and of a periodic isolating segment over $[0, T]$ from [SI, SW].

Definition 3.3. We will say that a set $Z \subset \mathbb{R} \times X$ is $T$-periodic, iff $Z_{nT + t} = Z_t$ for every $n \in \mathbb{N}$ and $t \in \mathbb{R}$.

Definition 3.4. Let $W \subset \mathbb{R} \times X$. We call $W$ a trapping isolating segment for the global semiprocess $\varphi$ if:

(i) $W \cap ([t_1, t_2] \times X)$ is a compact set for any $t_1, t_2 \in \mathbb{R}$.
(ii) for every \( \sigma \in \mathbb{R}, x \in \partial W_0 \) there exists \( \delta > 0 \) such that for all \( t \in (0, \delta) \)
\[ \varphi_{(\sigma, t)}(x) \in \text{int} W_{\sigma + t}. \]

Further we will need a notion of the trapping isolating segment for a differential inclusion
\[ x'(t) \in f(t, x(t)) + [\delta], \tag{28} \]
where \( x(t) \in \mathbb{R}^n \) and \( [\delta] \subset \mathbb{R}^n \).

**Definition 3.5.** Let \( f \) be \( C^1 \) with respect to \( x \), \( \frac{\partial f}{\partial x} \) and \( f \) be continuous with respect to \( t \). We will say that \( W \subset \mathbb{R} \times \mathbb{R}^n \) is a trapping isolating segment for \( \varphi \) iff for any function \( g : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^n \), \( C^1 \) with respect to \( x \), \( \frac{\partial g}{\partial x} \) and \( g \) continuous with respect to \( t \), such that \( g(t, x) \in [\delta] \), the set \( Z \) is a trapping isolating segment for the semiprocess induced by
\[ x'(t) = f(t, x(t)) + g(t, x(t)). \tag{29} \]

**Theorem 3.6.** Assume that \( W \) is a \( T \)-periodic trapping isolating segment for \( T \)-periodic global semiprocess \( \varphi \) and \( W_0 \) is homeomorphic to \( B_0(0, 1) \).

Then \( W \) contains a \( T \)-periodic orbit.

**Proof:** Let \( P \) be the map given by the time shift by \( T \). \( P \) is defined on \( W_0 \) and we have \( P(W_0) \subset W_0 \). The Brouwer theorem implies the existence of \( x \in W_0 \), such that \( P(x) = x \), which give rise to a \( T \)-periodic orbit. \( \blacksquare \)

**Theorem 3.7.** Assume \( W \) is a trapping isolating segment for a global semiprocess \( \varphi \) induced by a non-autonomous ODE
\[ x' = f(t, x), \quad f \in C^1(\mathbb{R} \times \mathbb{R}^n, \mathbb{R}^n). \tag{30} \]

Then there exists \( x \in W_0 \), such that there exists a full orbit (forward and backward) through \( x \) contained in \( W \).

**Proof:** Each forward orbit starting from \( W_0 \) is contained in \( W \). Therefore it is enough to prove the existence of full backward orbit in \( W \).

It is easy to see that for any \( l \in \mathbb{N} \) there exists \( v_l : [-l, 0] \to \mathbb{R}^n \) an orbit of our semiprocess contained in \( W \).

We would like to show that we can chose a subsequence \( \{u_{l_k}\} \) such that \( u_{l_k} \) is converging locally uniformly on \( (-\infty, 0] \) to some full backward orbit \( v \).

Let us fix any \( k \in \mathbb{N} \). Observe that for \( l > k \) \( v_l \) is defined on \( [-k, 0] \) and are contained in \( W \cap ([-l, 0] \times \mathbb{R}^n) \), which is a compact set. Therefore there exists \( M > 0 \) such that
\[ |f(t, x)| \leq M, \quad (t, x) \in W \cap ([-k, 0] \times \mathbb{R}^n). \tag{31} \]

Therefore
\[ |v'_l(t)| \leq M, \quad t \in [-k, 0]. \tag{32} \]

This shows that functions \( \{v_l : [-k, 0] \to \mathbb{R}^n \} \) are equicontinuous and contained in a bounded set \( \pi_x(W \cap ([-l, 0] \times \mathbb{R}^n)) \). It follows from the Ascoli-Arzela Theorem that we can chose subsequence \( \{v_{l_m}\} \) which is uniformly converging on \( [-k, 0] \) to some continuous function \( \pi_k : [-k, 0] \to \mathbb{R}^n \), which is an orbit of the semiprocess.
Now let us consider the following procedure: assume that we have a subsequence of solutions $v_l$ converging uniformly to $v_k : [-k, 0] \to \mathbb{R}^n$. From that sequence we can choose a subsequence which will be uniformly converging to $v_{2k} : [-2k, 0] \to \mathbb{R}^n$ and then we find a subsequence converging on $[-2^2k, 0]$ to $v_{2^2k}$ and so on. From all these nested subsequences $\{u_t\}$ by choosing diagonal elements $\{u_{tk}\}$ we obtain a sequence, which is converging uniformly on each compact interval $[-k, 0]$ to $v_k$, such that $v(t) = v_k(t)$ for $t \in [-k, 0]$. From the continuity of $\varphi$ it follows easily that $v$ is a full backward orbit of $\varphi$. Obviously, $v$ is contained in $W$.

### 3.3 Discrete semiprocesses - iterations of maps

**Definition 3.8.** Assume that we have an indexed family of continuous maps $\{f_i : \mathbb{R}^n \to \mathbb{R}^n\}_{i \in \mathbb{Z}}$. We define a map $\varphi : \mathbb{Z} \times \mathbb{Z} \times \mathbb{R}^n \to \mathbb{R}^n$ by

$$
\varphi(i_0, i, x) = \begin{cases} 
  x & \text{if } i = 0, \\
  f_{i_0+i-1} \circ \cdots \circ f_{i_0+1} \circ f_{i_0}(x) & \text{otherwise.}
\end{cases}
$$

(33)

$\varphi$ we will be called a discrete semiprocess.

For $T \in \mathbb{Z}_+$ we say that $\varphi$ is $T$-periodic, if $f_{i+T} = f_i$ for all $i \in \mathbb{Z}$.

Analogously with the continuous case define the notion of the forward and backward orbit for a discrete semiprocess.

**Definition 3.9.** Consider a set $W = \prod_{k \in \mathbb{Z}} W_k$. It will be called a trapping isolating segment for the discrete semiprocess $\varphi$ if the following conditions are satisfied

(i) $W_k$ is a compact set for any $k \in \mathbb{Z}$

(ii) for every $k \in \mathbb{Z}$

$$
\varphi(k, 1, W_k) \subset \text{int} W_{k+1}.
$$

(34)

For $T \in \mathbb{Z}_+$ we say that $W$ is $T$-periodic if $W_k = W_{T+k}$ for all $k \in \mathbb{Z}$.

We now establish discrete versions of theorems from Section 3.2.

**Theorem 3.10.** Assume that $W$ is a $T$-periodic trapping isolating segment for a discrete $T$-periodic semiprocess $\varphi$ and $W_0$ is homeomorphic to $\overline{B}_n(0, 1)$.

Then $W$ contains a $T$-periodic orbit.

Theorem 3.11. Assume $W$ is a trapping isolating segment for a discrete semiprocess $\varphi$.

Then there exist $x \in W_0$ and a full orbit (forward and backward) through $x$ contained in $W$.

The proof of this theorem uses the same idea as the proof of Theorem 3.7, but in the discrete case there is no need for the equicontinuity and the Ascoli-Arzela theorem.
The bounds for the Lipschitz constant for the time evolution of dissipative PDEs

4.1 Basic theorem on logarithmic norms and ODEs

Consider now the differential equation

\[ x' = f(t, x), \]  

(35)

where \( f \) and \( \frac{\partial f}{\partial x} \) are continuous.

By \( \| x \| \) we denote a fixed arbitrary norm in \( \mathbb{R}^n \). Let \( \mu : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) be the logarithmic norm of \( A \) induced by norm \( \| \cdot \| \) (see [HNW, KZ] and references given there).

The following theorem was proved in [HNW, Th. I.10.6] (we use a different notation).

**Theorem 4.1.** Let \( y : [t_0, t_0 + T] \to \mathbb{R}^n \) be a piecewise \( C^1 \) function and \( x : [t_0, t_0 + T] \to \mathbb{R}^n \) be a solution of (35).

Suppose that the following estimates hold:

\[ \mu \left( \frac{\partial f}{\partial x}(t, \eta) \right) \leq l(t), \quad \text{for } \eta \in [y(t), x(t)] \]

\[ \| \dot{y}(t + 0) - f(t, y(t)) \| \leq \delta(t). \]

Then for \( t > t_0 \) holds

\[ \| x(t) - y(t) \| \leq e^{L(t)} \left( \| y(t_0) - x(t_0) \| + \int_{t_0}^t e^{-L(s)} \delta(s) ds \right), \]

where \( L(t) = \int_{t_0}^t l(s) ds \).

4.2 Lipschitz constants for the time evolution

We consider a nonautonomous problem

\[ \frac{da}{dt} = G(t, a), \]

(36)

where \( a \in \mathbb{R}^d, G : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d \) is \( C^1 \) with respect to \( a \) and \( G, \frac{\partial G}{\partial a} \) are continuous.

Let \( \varphi(t_0, t, x) \) be a local process induced by (36).

From Theorem 4.1 we can easily obtain the following lemma, which expresses the Lipschitz constant for the semiprocess induced by (36) in terms of logarithmic norms of \( DG \) along the trajectory.

**Lemma 4.2.** Let \( t_0 < t_1 < t_2 < \cdots < t_n, [x_i] \subset \mathbb{R}^d \) for \( i = 0, \ldots, n \), \( [W_i] \subset \mathbb{R}^d \) for \( i = 1, \ldots, n \) be convex sets and \( l_i \in \mathbb{R} \) are such that

\[ \varphi(t_{i-1}, [0, t_i - t_{i-1}], [x_{i-1}]) \subset [W_i], \quad i = 1, \ldots, n \]

\[ \sup_{(t,a) \in [t_{i-1}, t_i] \times [W_i]} \mu \left( \frac{\partial G}{\partial a}(t, a) \right) \leq l_i, \quad i = 1, \ldots, n \]

\[ \varphi(t_{i-1}, t_i - t_{i-1}, [x_{i-1}]) \subset [x_i], \quad i = 1, \ldots, n \]
Then for any \( z_1, z_2 \in [x_0] \) holds
\[
\| \varphi(t_0, t_n - t_0, z_1) - \varphi(t_0, t_n - t_0, z_2) \| \leq \exp \left( \sum_{i=1}^{n} l_i(t_i - t_{i-1}) \right) \| z_1 - z_2 \|. \tag{37}
\]

In the context of the above lemma we need to allow for the changes of norms. We will assume that for \( t \in [t_{i-1}, t_i] \) we have a norm \( \| \cdot \|_i \). We also assume that there exists norm \( \| \cdot \|_0 \) just for \( t = t_0 \). Therefore for \( t_i, i = 1, \ldots, n \) we have two norms. We assume that
\[
\| x \|_i \leq P_{n \rightarrow i+1} \| x \|_{i+1}, \quad i = 0, \ldots, n - 1. \tag{38}
\]

In that context we reformulate the above lemma as follows

**Lemma 4.3.** Let \( 0 < t_0 < t_1 < t_2 < \cdots < t_n, [x_i] \subset \mathbb{R}^d \) for \( i = 0, \ldots, n, [W_i] \subset \mathbb{R}^d \) for \( i = 1, \ldots, n \) be convex sets, \( l_i \in \mathbb{R} \) are such that
\[
\varphi(t_{i-1}, [0, t_i - t_{i-1}], [x_{i-1}]) \subset [W_i], \quad i = 1, \ldots, n
\]

\[
\sup_{(t, a) \in [t_{i-1}, t_i] \times [W_i]} \mu_i \left( \frac{\partial G}{\partial a} (t, a) \right) \leq l_i, \quad i = 1, \ldots, n
\]

\[
\varphi(t_{i-1}, t_i - t_{i-1}, [x_{i-1}]) \subset [x_i], \quad i = 1, \ldots, n
\]

Then for any \( z_1, z_2 \in [x_0] \) holds
\[
\| \varphi(t_0, t_n - t_0, z_1) - \varphi(t_0, t_n - t_0, z_2) \|_i \leq L \| z_1 - z_2 \|_0
\]
where
\[
L = \prod_{i=1}^{n} (\exp(l_i(t_i - t_{i-1}))P_{i-1 \rightarrow i}) \tag{39}
\]

## 5 Tools for attracting orbits

In this section we consider \( 36 \) and we assume that \( G \) satisfies the regularity assumptions from Section 3 i.e. \( G \) and \( \frac{\partial G}{\partial a} \) are continuous.

**Theorem 5.1.** Assume \( W \) is a trapping isolating segment for a global semiprocess \( \varphi \) induced by \( 36 \).

Assume that
\[
\sup_{(t, z) \in W} \mu \left( \frac{\partial G}{\partial a} (t, z) \right) \leq l. \tag{40}
\]

Then there exists a full orbit \( v \) for \( \varphi \), such that for any \((t_0, z_0)\) in \( W \) and \( t > 0 \)
\[
\| \varphi(t_0, t, z_0) - v(t_0 + t) \| \leq \exp(lt)\| v(t_0) - z_0 \|. \tag{41}
\]

If \( l < 0 \), then the orbit \( v \) attracts all other points in \( W \).

If \( W \) is a \( T \)-periodic trapping isolating segment with \( W_0 \) homeomorphic to \( B_n(0, 1) \) and \( \varphi \) is \( T \)-periodic global semiprocess, then the orbit \( v \) is \( T \)-periodic.

Theorem given above will be used in the context of the time-independent isolating segment. The next theorem we want to apply in the situation, when finding of an isolating segment for which the logarithmic norm is negative appears to be very difficult, but it turns out the time shift by the period of the dominant non-autonomous part has a ball which is mapped into itself.
Let us fix $T > 0$. We define the discrete semiprocess by setting
\[ g_i(x) = \varphi(iT, T, x), \] (42)
i.e. this a time shift by $t = T$ from the section $t = iT$ to $t = (i + 1)T$.

**Theorem 5.2.** Assume $W$ is a trapping isolating segment for a discrete semiprocess (42).
Assume that there exists compact and convex set $Z \subset \mathbb{R}^d$ and $L, B \in \mathbb{R}$ such that for $i \in \mathbb{Z}$ holds
\[ \sup_{x \in W_i} \|Dg_i(x)\| \leq L, \] (43)
\[ \varphi(iT, [0, T], W_i) \subset Z, \] (44)
\[ \sup_{(t, z) \in \mathbb{R} \times Z} \mu \left( \frac{\partial G}{\partial a} (t, z) \right) \leq B. \] (45)

Then there exists a full orbit $v$ for $\varphi$, $C = \max(1, \exp(BT))$ and $l = \frac{\ln L}{T}$, such that for any $(k, z)$ in $W$ and $t > 0$
\[ \|\varphi(kT, t, z) - v(kT + t)\| \leq C \exp(lt)\|v(kT) - z\|. \] (46)

If $l < 0$, then the orbit $v$ attracts all other points in $W$.

If $W$ is a $k$-periodic for some $k \in \mathbb{Z}$, with $W_0$ is homeomorphic to $B_\nu(0, 1)$ and (36) is $T$-periodic, then the orbit $v$ is $T$-periodic.

The proofs of the above theorems are simple applications of the Brouwer fixed point theorem to obtain the periodic orbit. The logarithmic norm estimates (45) are used to produce estimates for $t \in (iT, (i + 1)T)$ for $i \in \mathbb{Z}$.

**6 Self-consistent bounds and attracting orbits**

**6.1 The method of self-consistent bounds**

In this section we present an adaption of the method of the self-consistent bounds \([ZM, Z2, Z3]\) to non-autonomous dissipative PDEs.

Let $J \subset \mathbb{R}$ be an interval (possibly unbounded). We begin with an abstract nonlinear evolution equation in a real Hilbert space $H$ (for example $L^2$) of the form
\[ \frac{du}{dt} = F(t, u), \] (47)
where the set of $x$ such that $F(t, x)$ is defined for every $t \in J$, denoted by $\tilde{H}$, is dense in $H$. Therefore the domain of $F$ contains $J \times \tilde{H}$. By a solution of (47) we understand a function $u : J' \to \tilde{H}$, where $J' \subset J$ is an interval such that $u$ is differentiable and (47) is satisfied for all $t \in J'$.

The scalar product in $H$ will be denoted by $(u|v)$. Throughout the paper we assume that there is a set $I \subset \mathbb{Z}^d$ and a sequence of subspaces $H_k \subset H$ for $k \in I$, such that $\dim H_k \leq d_1 < \infty$ and $H_k$ and $H_{k'}$ are mutually orthogonal for $k \neq k'$. Let $A_k : H \to H_k$ be the orthogonal projection onto $H_k$. We assume that for each $u \in H$ holds
\[ u = \sum_{k \in I} u_k = \sum_{k \in I} A_k u. \] (48)
The above equality for a given \( u \in H \) and \( k \in I \) defines \( u_k \). Analogously if \( B \) is a function with the range contained in \( H \), then \( B_k(u) = A_k B(u) \). Equation (48) implies that \( H = \bigoplus_{k \in I} H_k \).

Let us fix an arbitrary norm on \( \mathbb{Z}^d \), this norm will denoted by \(|k|\).

For \( n > 0 \) we set

\[
X_n = \bigoplus_{|k| \leq n, k \in I} H_k, \\
Y_n = X_n^\perp,
\]

by \( P_n : H \to X_n \) and \( Q_n : H \to Y_n \) we will denote the orthogonal projections onto \( X_n \) and onto \( Y_n \), respectively.

**Definition 6.1.** Let \( J \subset \mathbb{R} \) be an interval. We say that \( F : J \times H \supset \text{dom}(F) \to H \) is admissible, if the following conditions are satisfied for any \( i \in \mathbb{R} \), such that \( \dim X_i > 0 \)

- \( J \times X_i \subset \text{dom}(F) \),
- \( P_i F : J \times X_i \to X_i \) is a \( C^1 \) function.

**Definition 6.2.** Assume \( F : J \times \tilde{H} \to H \) is admissible. For a given number \( n > 0 \) the ordinary differential equation

\[
x' = P_n F(x), \quad x \in X_n
\]

will be called the \( n \)-th Galerkin projection of (47).

By \( \varphi^n(t_0, t, x_0) \) the solution of (49) with the initial condition \( x(t_0) = x_0 \) at time \( t_0 + t \).

**Definition 6.3.** Assume \( F : J \times \tilde{H} \to H \) is an admissible function. Let \( m, M \in \mathbb{R} \) with \( m < M \). Consider an object consisting of: \( Z \subset J \times H \), a compact set \( W \subset X_n \), such that \( Z_\ell \subset W \) for \( t \in J \) and a sequence of compact sets \( B_k \subset H_k \) for \( |k| > m, k \in I \). We define the conditions \( C_1, C_2, C_3, C_4a \) as follows:

**C1** For \( |k| > M, k \in I \) holds \( 0 \in B_k \).

**C2** Let \( \hat{a}_k := \max_{a \in B_k} \|a\| \) for \( |k| > m, k \in I \) and then \( \sum_{|k| > m, k \in I} \hat{a}_k^2 < \infty \). In particular

\[
W \oplus \Pi_{|k| > m} B_k \subset H
\]

and for every \( u \in W \oplus \Pi_{|k| > m} B_k \) holds, \( \|Q_n u\| \leq \sum_{|k| > n, k \in I} \hat{a}_k^2 \).

**C3** The function \((t, u) \to F(t, u)\) is continuous on \( J \times W \oplus \Pi_{|k| > m} B_k \subset H \). Moreover, if we define for \( k \in I \), \( f_k = \sup_{(t,u) \in J \times W \oplus \Pi_{|k| > m} B_k} |F_k(t, u)| \), then \( \sum f_k^2 < \infty \).

**C4** For \( |k| > m, k \in I \) \( B_k \) is given by (51) or (52)

\[
B_k = B(ek, rk), \quad r_k > 0
\]

\[
B_k = \Pi_{s=1}^n [a^-_s, a^+_s], \quad a^-_s < a^+_s, \quad s = 1, \ldots, \dim(H_k)
\]

Let \( u \in W \oplus \Pi_{|k| > m} B_k \). Then for \( |k| > m \) and \( t \in J \) holds:
• If $B_k$ is given by (51) then
  \[ u_k \in \partial H_k B_k \Rightarrow (u_k - c_k F_k(t, u)) < 0. \] (53)

• If $B_k$ is given by (52), then for $t \in J$ and $s = 1, \ldots, \dim(H_k)$ holds
  \[ u_{k,s} = a_{k,s}^- \Rightarrow F_{k,s}(t, u) > 0, \] (54)
  \[ u_{k,s} = a_{k,s}^+ \Rightarrow F_{k,s}(t, u) < 0. \] (55)

In the sequel we will refer to equations (53) and (54–55) as the isolation equations and to conditions $C_1, C_2, C_3$ as the convergence conditions.

Formally the above definitions require $Z \subset J \times X_m$, but we will often apply them to $Z' \subset X_m$, so that we assume that $Z = J \times Z'$ and the conditions $C_1, C_2, C_3, C_4$ refer formally to the set $Z$. In what follows quite often there will be no need to distinguish these situations, and in such case we will not bother to state this explicitly, whether $Z \subset X_m$ or $Z \subset J \times X_m$.

Given $Z \subset J \times X_m$ (or $W \subset X_m$) and $\{B_k\}_{k \in I, |k| > m}$ satisfying conditions $C_1, C_2, C_3$ by $T$ (the tail) we will denote
  \[ T := \prod_{|k| > m} B_k \subset Y_m. \]

Here are some useful lemmas illustrating the implications of conditions $C_1, C_2, C_3$.

**Lemma 6.4.** Let $W \subset X_m$ and $T \subset Y_m$. If $W \oplus T$ satisfies condition $C_2$, then $W \oplus T$ is a compact subset of $H$.

**Lemma 6.5.** Let $W \subset X_m$ and $T \subset Y_m$. Assume conditions $C_1, C_2$ and $C_3$ on $W \oplus T$ for $F$ on $J$, then
  \[ \lim_{n \to \infty} P_n(F(t, u)) = F(t, u), \quad \text{uniformly for } (t, u) \in J \times W \oplus T \]

It turns out that for dissipative PDEs with periodic boundary conditions it is rather easy to find $W \oplus T$ satisfying $C_1, C_2, C_3, C_4$. We will have $c_k = \exp(ikx)$, $a_k = \frac{\hat{a}_k}{\|k\|}$ and $f_k = \frac{\hat{f}_k}{\|k\|}$ with $s$ and $s - r$ as large as we want, to make the series $\sum_k a_k \exp(ikx)$ converge uniformly together with some of its derivatives. Observe that the topology on such set $W \oplus T$ for $s$-large enough is just the topology of the coordinate-wise convergence. To be more precise we state the following lemma.

**Lemma 6.6.** Let $s > 0$. Assume that $0 \leq \hat{a}_k \leq \frac{C}{|k|^r}$ for $k \neq 0$ and $0 \leq \hat{a}_0 \leq C$, and
  \[ \sum_{k \in I} a_k^2 < \infty. \] (56)

Let $Z = \{\{u_k\}_{k \in I} \mid |u_k| \leq \hat{a}_k\}$
Then

• $Z \subset H$, $Z$ is compact,

• Let $\{z^n\}_{n \in \mathbb{N}} \subset Z$. Then $z^n \to z$ in $H$ iff for all $k \in I$ $z_k^n \to z_k$. 
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Definition 6.7. Assume that $W \subset X_m$ and $T \subset Y_m$. Let $W \oplus T$ satisfy conditions $C1,C2,C3$ for $F$ on $J$.

Let $c \in Y_m$, be such that $c \in T$, $c = Q_mc$ (most of the time we will take a center point of $T$).

Let $[\delta] = \{ P_mF(t,u + T) - P_mF(t,u + c) \mid u \in W \} \subset X_m$.

We define the basic differential inclusion for (47) on $J \times W \oplus T$ as

$$x'(t) \in P_mF(t,x(t) + c) + [\delta], \quad x(t) \in X_m.$$  \hspace{1cm} (57)

and the translated $n$-th Galerkin projection of (47) by

$$x'(t) = P_nF(t,x(t) + Q nc), \quad x(t) \in X_n.$$  \hspace{1cm} (58)

Let $\varphi^n_c$ be the local semiprocess induced by (58).

Observe that for $n > M$ holds $Q nc = 0$, hence $\varphi^n_c = \varphi^n$.

The following two lemmas clearly demonstrate the role of the isolation condition $C4$. They show that it is enough to consider the basic differential inclusion (57) to build a trapping isolating segment (Lemma 6.8) or a rigorous integrator (Lemma 6.9). We omit obvious proofs.

In our integration algorithm of dissipative PDE we compute bounds for all Galerkin projections with $n > M$, hence we have in fact $c = 0$. Only when considering the $n$-th Galerkin projection with $m < n < M$ we need to include $c$.

Lemma 6.8. Assume that $Z \subset J \times X_m$, and $Z \oplus T$ satisfies conditions $C1,C2,C3$ and $C4$. Assume that $Z$ is a trapping isolating segment for differential inclusion (57).

Then for any $k > m$ the set $Z \oplus P_kT$ is a trapping isolating segment for $\varphi^k_c$.

Lemma 6.9. Assume that $W \subset X_m$ and $W \oplus T$ satisfies conditions $C1,C2,C3$ and $C4$ on $J = [t_0,t_1]$.

Let $x_0 \in W$, be such that any $C^1$ solution of (57) with the initial condition $x(t_0) = x_0$ exists for $t \in [t_0,t_1]$ and is contained in $W$.

For $t \in [t_0,t_1]$ let

$$x_I(t) = \{ y(t) \mid y \text{ is a } C^1 \text{ solution of (57), } y(t_0) = x_0 \}$$  \hspace{1cm} (59)

Then for $k > m$ we have

$$\varphi^n_c(t_0,t,x_0 + T) \in x_I(t_0 + t) \oplus T, \quad t \in [0,t_1 - t_0].$$  \hspace{1cm} (60)

Lemma 6.9 is the base on which our rigorous integrator for dissipative PDEs with periodic boundary condition is founded. For details how to estimate all solutions of (57) and how to estimate better the tail the reader is referred to [22, 23, 24].

Sometimes, it will be convenient to use a different norm on the subspace containing $W \oplus T$ and $F(J \times (W \oplus T))$. We just need to make sure that it induces the same topology on $W \oplus T \cup F(J \times W \oplus T)$. This motivates the following definition.

Definition 6.10. Let $W \oplus T$ satisfy conditions $C1,C2,C3$ for $F$ on $J$. We say that $\|x\|_1$ is a compatible norm for $J \times (W \oplus T)$ if the following conditions are satisfied
The dimension of the wave vectors $d$.

Lemma 6.11.

Norms can be made as large as we want. For example, the following are the compatible norms $J N_2 z$.

The goal of this section is to state the theorems that in the context of self-consistent bounds and trapping isolating segments will guarantee the existence of attracting orbit. The orbit will be periodic if the forcing is periodic.

6.2 Attracting orbits through trapping isolating segments

Theorem 6.11. Let $W \subset X_m$. Assume that $W \oplus T$ satisfies $C1, C2, C3$ for $F$ on $J$, $J$ is compact and $\| \cdot \|_1$ is a compatible norm. Then

$$\delta_n = \sup_{(t, x) \in J \times (W \oplus T)} \| P_n(F(t, x)) - P_n(F(t, P_n(x))) \|_1 \to 0, \text{ for } n \to \infty \quad (61)$$

Proof: From Lemma 6.11 it follows that on $W \oplus T \cup F(J \times W \oplus T)$ the topology induced from $H$ coincides with the topology induced by the norm $\| \cdot \|_1$. In the sequel we will use the distance induced by this norm.

Observe that from condition $C3$ it follows that $F : J \times (W \oplus T) \to W \oplus T$ is continuous. Since $J \times (W \oplus T)$ is compact, therefore $F$ on $J \times (W \oplus T)$ is uniformly continuous, which expressed in terms of the norm $\| \cdot \|_1$ means that for any $\epsilon > 0$ there exists $\delta(\epsilon) > 0$, such that for any $t \in J$

$$\text{if } \| x - y \|_1 < \delta(\epsilon), \text{ then } \| F(t, x) - F(t, y) \|_1 < \epsilon. \quad (62)$$

Let us fix $\epsilon > 0$. From condition $N4$ it follows that there exists $n_0$, such that for $n_0 > 0$ the following conditions are satisfied

$$\sup_{x \in W \oplus T} \| P_n(x) - x \|_1 < \delta(\epsilon), \quad n \geq n_0 \quad (63)$$

$$\sup_{z \in F(J \times (W \oplus T))} \| P_n(z) - z \|_1 < \epsilon, \quad n \geq n_0. \quad (64)$$

From (62) and (63) it follows that for any $t \in J$

$$\sup_{x \in W \oplus T} \| F(t, P_n(x)) - F(t, x) \|_1 < \epsilon, \quad n \geq n_0. \quad (65)$$

This and (64) imply that

$$\sup_{(t, x) \in J \times (W \oplus T)} \| P_n(F(t, x)) - P_n(F(t, P_n(x))) \|_1 < 2\epsilon, \quad n \geq n_0. \quad (66)$$

6.2 Attracting orbits through trapping isolating segments

The goal of this section is to state the theorems that in the context of self-consistent bounds and trapping isolating segments will guarantee the existence of attracting orbit. The orbit will be periodic if the forcing is periodic.
Proof: Let $\mu_1(A)$ for $A \in \mathbb{R}^{l \times 1}$ be the logarithmic norm of the matrix $A$ induced by the norm $\| \cdot \|_1$.

Condition D will be used to estimate the Lipschitz constant of the semiflow induced by Galerkin projection of our dissipative PDE and its Galerkin projection as discussed in Section 4.2. For this it is important that set $W$ is convex.

Theorem 6.13. Let $W \subset X_m$ be convex, $T \subset Y_m$ and $J = [t_0, t_1]$. Assume that on $J \times W \oplus T$ conditions C1, C2, C3 and condition D are satisfied for $F$ for compatible norm $| \cdot |$.

Assume that for $n \in \mathbb{N}$ function $x^n : [t_0, t_1] \to W \oplus P_nT$ is a solution to $n$-th Galerkin projection of (47), such that $\lim_{n \to \infty} x^n(t_0) = x_0$.

Then $x^n$ converge uniformly to $x : [t_0, t_1] \to W \oplus T$, which is a solution of (47) and $x(t_0) = x_0$.

Proof: Let

$$\delta_n = \max_{(t,x) \in [t_0, t_1] \times W} |P_n(F(t,x)) - P_n(F(t, x^n(t)))|.$$ 

From Lemma 6.11 it follows that

$$\lim_{n \to \infty} \delta_n = 0.$$ 

(68)

Let us take $m \geq n$. From Theorem 6.11 applied to the $n$-th Galerkin projection of (47) with $P_nx^m$ as 'an approximate solution' $y$, it follows immediately that for $t > t_0$ holds

$$|x^n(t) - P_n(x^m(t))| \leq e^{l(t-t_0)}|x^n(t_0) - P_n(x^m(t_0))| + \delta_n e^{l(t-t_0)} - \frac{1}{l}.$$ 

(69)

Observe that for $t \in [t_0, t_1]$ holds

$$|x^n(t) - x^m(t)| \leq |x^n(t) - P_n(x^m(t))| + |(I - P_n)x^m(t)| \leq e^{l(t-t_0)}|x^n(t_0) - P_nx^m(t_0)| + \delta_n e^{l(t-t_0)} - \frac{1}{l} + |(I - P_n)x^m(t)| \leq e^{l(t-t_0)}K|x^n(t_0) - x^m(t_0)| + \delta_n e^{l(t-t_0)} - \frac{1}{|l|} + |(I - P_n)(W \oplus T)|.$$ 

This shows that $\{x^n\}$ is a Cauchy sequence in the norm $| \cdot |$, hence it converges uniformly to $x : [t_0, t_1] \to W \oplus T$. From Lemma 8 in [ZNS] adopted to the non-autonomous setting it follows that $\frac{dx(t)}{dt} = F(t, x(t))$. 
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Theorem 6.14. Let $J = [t_0, t_1]$ and $Z \subset J \times X_m$ and $T \subset Y_m$, such that $Z_t$ is convex for $t \in [t_0, t_1]$. Assume that conditions $C1$, $C2$, $C3$ and condition $D$ are satisfied on $Z \oplus T$ for a compatible norm $| \cdot |$. Assume that $Z$ is a trapping isolating segment for (47).

Assume that functions $x : [t_0, t_1] \rightarrow Z$ and $y : [t_0, t_1] \rightarrow Z$ are solutions of (47).

Then for $t \in [t_0, t_1]$ holds

$$|x(t) - y(t)| \leq e^{l(t-t_0)}|x(t_0) - y(t_0)|.$$  \hspace{1cm} (70)

**Proof:** From our assumption and Lemma 6.8 it follows that $Z \oplus P_n T$ for $n > M$ is a trapping isolating segment for the $n$-th Galerkin projection of (47).

For $n > M$ let $x^n$ and $y^n$ be solutions of the $n$-th Galerkin projection of (47) with the initial conditions $x^n(t_0) = P_n x(t_0)$ and $y^n(t_0) = P_n y(t_0)$, respectively. From Theorem 6.13 applied to the $n$-th Galerkin projection with different initial conditions we obtain

$$|x^n(t) - y^n(t)| \leq e^{l(t-t_0)}|P_n x(t_0) - P_n y(t_0)|.$$ \hspace{1cm} (71)

From Theorem 6.13 it follows that $x_n \rightarrow x$ and $y_n \rightarrow y$ uniformly on $[t_0, t_1]$. Then passing to the limit in (71) gives

$$|x(t) - y(t)| \leq e^{l(t-t_0)}|x(t_0) - y(t_0)|.$$ \hspace{1cm} (72)

Theorem 6.15. Let $J = \mathbb{R}$, $Z \subset J \times X_m$ and $T \subset Y_m$, such that $Z_t$ is convex for $t \in \mathbb{R}$. Assume that conditions $C1$, $C2$, $C3$ and condition $D$ are satisfied on $Z \oplus T$ for a compatible norm $| \cdot |$. Assume that $Z$ is a trapping isolating segment for (47).

Then there exists $x : (-\infty, \infty) \rightarrow H$, which is a solution of (47) and is contained in $Z \oplus T$, such that for any solution $v : [t_0, \infty) \rightarrow H$ of (47) with initial condition $v(t_0) \in Z_{t_0}$ holds

$$|v(t_0 + l) - x(t_0 + l)| \leq e^{l}|v(t_0) - x(t_0)|, \quad \text{for } t > 0 \hspace{1cm} (73)$$

where $l$ is a constant bounding from above the logarithmic norm in condition $D$.

In particular, if $l < 0$, then the orbit $x$ attracts all solutions in $Z \oplus T$.

If $Z$ is a $\Delta$-periodic and (47) is $\Delta$-periodic, then there exists $\Delta$-periodic orbit contained $Z$.

**Proof:** From our assumption and Lemma 6.8 it follows that $Z \oplus P_n T$ for $n > M$ is a trapping isolating segment for the $n$-th Galerkin projection of (47). Therefore from Theorem 6.13 it follows that for any $n > M$ there exists $x^n : (-\infty, \infty) \rightarrow H$, such that $x(t) \in Z_t \oplus T$ is a solution for the $n$-th Galerkin projection of (47).

From the Ascoli-Arzela lemma (compare the proof of Theorem 6.7) it follows that the sequence $\{x^n\}$ contains locally uniformly converging subsequence to $x : (-\infty, \infty) \rightarrow Z$. From Lemma 8 in [ZNS] adopted to the non-autonomous setting it follows that $\frac{dx(t)}{dt} = F(t, x(t))$.

Estimate (73) follows immediately from Thm. 6.14.
Observe $Z_0$ is homeomorphic to a closed finite-dimensional ball, therefore the same is true for $Z_0 \oplus P_n T$. From this observation for $\Delta$-periodic trapping isolating segment and $\Delta$-periodic equation from Theorem 3.6 we obtain $\Delta$-periodic orbits $x^n : (-\infty, \infty) \to P_n(Z)$ for the $n$-th Galerkin projection of (47).

Now we apply the Ascoli-Arzela lemma like in the first part of the proof.

6.3 Attracting orbits through discrete time shifts

Assume that $N_0 \subset X_m$ is compact, $N_0 \oplus T_0$, such that $|T_{0,k}| \leq \frac{C_0}{|k|}$, $N \oplus T$ is our initial condition at the time $t_0$. One time step, from $t = t_0$ to $t = t_0 + h$, of the rigorous integrator described in [Z2, Z3, C] does the following

1. Finds $W \subset X_m$ and $W \oplus T$, which satisfies conditions C1,C2,C3,C4 and D for $F$ on interval $J = [t_0, t_0 + h]$. Moreover, $N_0 \oplus T_0 \subset W \oplus T$ and any solution of (57) with the initial condition $x(t_0) \in N_0$ is defined for $t \in [t_0, t_0 + h]$ and stays in $W$ for $t \in [t_0, t_0 + h]$.

2. From rigorous bounds for (57) on $J \times W \oplus T$ plus some linear uniform estimates for the tail evolution, we obtain $N_1 \subset X_m$ and $T_1$, such that $|T_{1,k}| \leq \frac{C_1}{|k|}$, and for any $n > M$ holds

$$\varphi^n(t_0, h, N_0 \oplus P_n T_0) \subset N_1 \oplus P_n T_1$$

It may happen that for a given $h > 0$ the first stage might fail, this part involves search for a priori bounds, which might not exists if there is a blow-up for some solutions. This might happen even for ODEs.

Therefore, our algorithm for rigorous integration of dissipative PDEs, if completed with the success, give us uniform bounds for solutions of all Galerkin projections. Solutions for PDE satisfy the same bounds as it follows from Theorem 6.13. The same applies to the bounds for Lipschitz constants for the semi-flow induced by the PDE and its Galerkin projections.

Now we will state the version of Theorem 5.2 for the context of the method of self-consistent bounds

Let us fix $\Delta > 0$. For any $n > M$ we define the discrete semiprocess by setting

$$g^n_i(x) = \varphi^n(i\Delta, x),$$

i.e. this a time shift by $t = \Delta$ from the section $t = i\Delta$ to $t = (i + 1)\Delta$.

Theorem 6.16. Assume that there exist compact and convex set $Z \subset X_m$ and $T \subset Y_m$, such that conditions C1,C2,C3 and D for some compatible norm $\| \cdot \|$ are satisfied on $Z \oplus T$ for $F$ on $J = \mathbb{R}$.

Assume $W_i \subset X_m$ and $T_i \subset Y_m$ for $i = 0, 1, \ldots, k - 1$ are such that for all $i = 0, \ldots, k - 1$ and $n > M$ holds

$$W_i \subset Z, \quad T_i \subset T$$

$$\varphi^n(i\Delta, [0, \Delta], W_i \oplus P_n T_i) \subset Z \oplus T,$$

$$g^n_i(W_i \oplus P_n T_i) \subset W_{(i+1) \mod k} \oplus P_n T_{(i+1) \mod k}.$$
Let $L_i, B \in \mathbb{R}$ be such that for $i = 0, 1, \ldots, k - 1$ holds

$$\sup_{x \in W_i} \|Dg_i(x)\| \leq L_i, \quad (79)$$

$$\sup_{(t, z) \in \mathbb{R} \times \mathbb{Z} \oplus T} \mu \left( \frac{\partial P_n F}{\partial z}(t, P_n z) : X_n \to X_n \right) \leq B. \quad (80)$$

Then there exists a full orbit $v$ for $\varphi$, $C = \max(1, \exp(B \Delta))$ and $l = \frac{1}{\Delta} \ln(L_0 L_1 \ldots L_{k-1})$, such that for any $i = 0, \ldots, k - 1$ and $z \in W_i \oplus T_i$ and $t > 0$

$$\|\varphi(i\Delta, t, z) - v(i\Delta + t)\| \leq C \exp(lt) \|v(i\Delta) - z\|, \quad (81)$$

where $\varphi$ denotes the semiprocess induced by (47).

If $l < 0$ the orbit $v$ attracts all orbits starting from $W_i \oplus T_i$.

If $W_0$ is homeomorphic to $B^n(0, 1)$ and (47) is $\Delta$-periodic, then the orbit $v$ is $\Delta$-periodic.

7 Proof of Theorem 1.1

The proof follows the scheme of the proof of [C, Theorem 1.1]. The important modification is the inclusion of non-autonomous forcing, which requires the estimates for the Lipschitz constant for the flow discussed in Section 4 and Section 6.2. We will argue here that all the computer assisted checks need to obtain Theorem 1.1 which is stronger in conclusions than [C, Theorem 1.1] are already contained in the proof of [C, Theorem 1.1].

Proof The three main steps in the proof are as follows

1. Construction of an absorbing set $\mathcal{A} \subset H'$, see Definition 2.6
2. Construction a time independent trapping isolating segment $W \subset H'$ and establishing the existence of the locally attracting orbit within $W$. For this we use Theorem 6.15 and we check that $l < 0$ (this is the bound for the logarithmic norms).
3. Rigorous numerical integration of the absorbing set $\mathcal{A}$ up to the time when interval bounds for the solutions of the partial differential equation are contained in the interior of trapping isolating segment $W$.

In what follows we discuss the above three steps separately.

Step 1 The existence an absorbing set $\mathcal{A}$ is established in Theorem 2.9 and an algorithm for its construction is presented in [C, Section 8]. The only constants depending on the forcing appearing in the construction of $\mathcal{A}$ are the energy of the forcing $(E_0 = \frac{E(\{f_k\}_k)}{\mu^2})$ – in assumptions of Theorem 2.9 and the absolute value of the forcing modes $|f_k|$ appearing in (13) and (14).

In the problem (6) we split the forcing into the autonomous part $f(x)$, and the nonautonomous part $\tilde{f}(t, x)$, such that $f(t, x) = f(x) + \tilde{f}(t, x)$. According to our assumptions we have

$$\tilde{f}_k(t) \in [-\varepsilon, \varepsilon], \quad \varepsilon = 0.03, \quad \forall k \in \mathbb{Z}, \ t \in [t_0, \infty), \quad (82)$$
Thus the following constants required in the construction can be easily bounded

- total energy of the forcing $E(\{f_k + \tilde{f}_k(t)\}) \leq E(\{|f_k| + \varepsilon\})$ for all $t \in [t_0, \infty)$,

- absolute value of the forcing contribution to $\frac{da}{dt}$: $|f_k + \tilde{f}_k(t)| \leq |f_k| + \varepsilon$, for all $t \in [0, \infty)$, $k \in \mathbb{Z}$.

Having these bounds, the algorithm from Section 8 in [C] is applied directly.

**Step 2** Construction of the trapping isolating segment, $W$. This involves verifying that the vector field points inwards on the boundary of the trapping isolating segment. The trapping isolating segment is required to be of the form $W = \mathbb{R} \times W_0$. Observe that the right-hand side of (6) has to be evaluated for all times $t \in [0, \infty)$. This is achieved by using the interval arithmetic, and plugging-in the interval bound $[-\varepsilon, \varepsilon]$ in place of $\tilde{f}_k(t)$ for all $k \in \mathbb{Z}$, thus the obtained set is time-independent. The attraction toward the fixed point is obtained by the computation of logarithmic norm $\lambda$. If $\lambda < 0$, then we just apply Theorem 6.15.

**Step 3** For the rigorous numerical integration we have been using the Lohner-type algorithm for differential inclusions proposed in [KZ, Z3]. The differential inclusion is needed to treat the nonautonomous part for which we just have the bound $f_k(t) \in [-\varepsilon, \varepsilon]$. In [KZ] it is argued that this algorithm works for time dependent perturbations for which there is an a-priori knowledge that they can be contained in an interval box.

In the algorithm for rigorous numerical integration of dPDEs that we used [C] Algorithm 1], the contribution of the nonautonomous forcing is accordingly added to the actual perturbations vector, see Step 5 of [C] Algorithm 1.

An interesting consequence of the fact that the computer assisted part of proof of Theorem 1.1 is essentially the same as for the proof of [C] Theorem 1.1 is that all example theorems from [C], presented in the table [C, Table 1] are true for a much wider class of forcing functions than it was claimed in [C], but we have to replace the fixed point by the periodic orbit for the time-periodic forcing and simply attracting orbit for the non-periodic forcing. Namely, they are true for the nonautonomous forcing, consisting from autonomous and non-autonomous parts. In [C] the nonautonomous part satisfied $|\tilde{f}_k| \leq \varepsilon$ for $0 \neq |k| \leq m$. The values of $\varepsilon$ are provided in the table [C, Table 1] for each example theorem that was proved.

### 8 Algorithm for the proof of Theorem 1.2

**Definition 8.1.** Let $t_0 \in \mathbb{R}$, $t_p > 0$, $x \in H'$. According with the notation introduced in Section 3.1 by $\varphi(t_0, t_p, x) \in H'$ we denote the time shift by $t_p$ along the solution of (9) with i.c. $x(t_0) = x_0 \in H'$, which is defined due to the existence and the uniqueness of solutions of (9) within the subspace $H'$.

We define $\Phi_{t_0, t_p} : H' \to H'$ as

$$
\Phi_{t_0, t_p} : x \mapsto \varphi(t_0, t_p, x).
$$

(83)
The proof of Theorem 1.2 will have the same three step structure just as the proof of Theorem 1.1. However, in the case of Theorem 1.2 we have the time dependent forcing term, which cannot be treated as a small perturbation of the autonomous part of (6). The main difference is that now we will consider the family of maps \( \Phi_{j, t} \), \( j \in \mathbb{Z} \) the time shift by the period of the forcing (or the period of the main part of the forcing).

For the family of maps \( \Phi_{j, t} \), \( j \in \mathbb{Z} \) we establish the existence of the absorbing set \( A \) (step 1), the existence of a trapping isolating segment \( W \subset \mathbb{R} \times H' \) in which the family of maps \( \Phi_{j, t} \), \( j \in \mathbb{Z} \) is a contraction (step 2) and we show that \( \Phi_{j+n-1, t} \circ \cdots \circ \Phi_{j+1, t} \circ \Phi_{j, t} (A) \subset W_0 \) for a \( n \geq 1 \), and all \( l \in \mathbb{Z} \) (step 3). We denote

\[
\Phi^l_{t} (A) := \Phi_{(j+n-1), t} \circ \cdots \circ \Phi_{(j+1), t} \circ \Phi_{j, t} (A).
\]

This is a little abuse of notation, but we hope that it will not cause any misunderstanding. Observe that in this case in order to calculate the Lipschitz constant of \( \Phi_{j, t} \), \( j \in \mathbb{Z} \) we cover an approximate time periodic solution of the problem (6) by a finite number of interval enclosures, and then estimate the logarithmic norms locally for each piece. In such setting Step 1 is the same in both proofs. Here Step 2 requires the computation of the uniform bounds for \( \Phi_{j, t} \) for \( j \in \mathbb{Z} \) and its Lipschitz constant (as in (C)) we use the logarithmic norms for that. The computation of \( \Phi_{j, t} \), \( j \in \mathbb{Z} \) is done with our rigorous integrator for dPDEs. In Step 3 we again do the rigorous integration of dPDEs to compute \( \Phi_{j, t} \), \( j \in \mathbb{Z} \).

In order to obtain rigorous bounds for the family of maps \( \Phi_{j, t} \), \( j \in \mathbb{Z} \) a \( C^0 \) rigorous numerical integrator, capable of integrating nonautonomous system of equations, has to be employed. This can be achieved by [C] Algorithm 1 with just one modification. Instead of using the \( C^0 \) Lohner integrator in [C] Algorithm 1, Step 4] to solve the system of autonomous ODEs, a \( C^0 \) Lohner nonautonomous integrator is used to solve the system of nonautonomous ODEs. Technically, the automatic differentiation of the nonautonomous forcing modes is performed in this step in order to calculate the higher order time derivatives, and include the contribution of the nonautonomous forcing into the Taylor coefficients.

Below, we present an algorithm for proving Theorem 1.2.

**Notation** Let \( 0 < m \leq M \). Following the notation from Section 6 by \( W \subset \mathbb{R} \times H' \) we denote a trapping isolating segment, and \( W_0 = \{ x \in H': (0, x) \in W \} \). By \( [W] \subset \mathbb{R} \times H' \) we denote a representation of \( W \) in the algorithm (interval bounds enclosing the trapping isolating segment \( W \)). We assume that \( W_0 \) forms self-consistent bounds, and can be divided into finite part \( P_m W_0 \subset P_m H' \), and the infinite dimensional part (the tail) \( T_{W_0} := (I - P_m)W_0 \subset (I - P_m)H' \). Similar to our previous works, for technical reasons, the finite part of the tail (indexed by \( i : m < i \leq M \)) is distinguished from the infinite dimensional part. For the definition of self-consistent bounds refer to Section 6. Let \( i \in \mathbb{Z} \). By \( (W_0)_i \subset \mathbb{R}^2 \) we denote the \( i \)-th coordinate of \( W_0 \). Although the coordinates of \( W_0 \) are pairs of real numbers representing the real and imaginary parts of complex numbers, often we use the notation \( (W_0)_i^{+/-} \), meaning that the corresponding operations are performed for the real and the imaginary parts separately, and
\((W_0)_{+/-}\) returns supremum/infimum of the real and the imaginary part of \((W_0)\), respectively.

In the algorithm description, to simplify the notation, we will drop the first part of subscript in the symbol denoting the family of maps \(\Phi_{j_{t_p}, t_p}\), and use simply \(\Phi_{t_p}\), as we are performing the rigorous numerical integration for all initial times \(j_{t_p}\) simultaneously.

We will use the notation \([\Phi_{t_p}(\cdot)]\) to denote rigorous interval bounds for the image of \(\Phi_{t_p}\) obtained by applying the rigorous \(C^0\) Lohner integrator, \(P_m\Phi_{t_p}\) denotes the finite dimensional version of \(\Phi_{t_p}\), in the sense that \(m\)-th Galerkin projection of (8) is integrated in order to calculate the image. We denote the tail of \([\Phi_{t_p}(W_0)]\) outputted from our rigorous integrator by \(T_{\Phi_{t_p}} := (I - P_m) [\Phi_{t_p}(W_0)]\), \(C_T > 0\), and \(s_T > 0\) denote the constants defining the polynomial bound for the tail \(T\), our algorithm is able to calculate efficiently this values (refer technical description in \([\text{C, Appendix B and Appendix C}]\)). \(\text{inflate}((W_0), c_3)\) inflates \((W_0)_{+/-}\)th coordinate (a complex number) of \(W_0\), i.e. makes it wider by the constant \(c_3 > 0\). By \(G: \mathbb{R} \times H' \rightarrow H'\) we will denote the right hand side of (9). Following the notation from Section 4 by \(\mu(A)\) we denote the logarithmic norm of a square matrix \(A\), \(\mu_{b,\infty}\) is the logarithmic norm inducted by the so-called block-infinity norm, see \([\text{ZAKS}]\) for details.

### 8.1 Main algorithm

**Input**

- \(M \geq m > 0\), integers, \(m\) – the Galerkin projection (12) dimension, and \(M\) – the dimension of the finite tail part of self-consistent bounds,
- \([\nu_1, \nu_2] > 0\), an interval of the viscosity constant values – can be degenerate (single valued),
- \(s \geq 4\), the order of polynomial decay of coefficients that is required from the constructed bounds and trapping regions,
- order and the time step of the Taylor method used by the \(C^0\) Lohner nonautonomous integrator,
- \(t_p > 0\) period of the nonautonomous forcing,
- the forcing \(F\) modes, the autonomous part is provided by \([f_k] := f_k + [f_k]\), where \([f_k]\) is a uniform and constant perturbation \([f_k] = [-\varepsilon, \varepsilon] \times [-\varepsilon, \varepsilon]\), and the nonautonomous part is provided by finite number of nonautonomous sufficiently regular \(t_p\)-periodic in time forcing modes \(\{\tilde{f}_k(t)\}_{0 \leq |k| \leq m}\), given explicitly in a closed, representable on computer form, allowing automatic differentiation,
- the constants \(c_1 > 0\), \(c_2 > 0\), and \(c_3 > 0\), which should be adjusted according to the equation considered (in our program we have \(c_1 = 10^{-5}\), \(c_2 = 0.1\), \(c_3 = 1.01\)).
Output

- \([W] \subset [0, t_p] \times H'\) – interval representation of \(W \subset \mathbb{R} \times H'\) – the trapping isolating segment for the discrete semi-process, by representation of a trapping isolating segment we mean interval bounds enclosing \(W\), and enclosing all trajectories traversing the trapping isolating segment, this set when glued together bound \(W\), \([W]\) is used to calculate the Lipschitz constant bounds,

- \(A \subset H'\), an absorbing set forming self-consistent bounds for \([0]\),

- a upper bound for the Lipschitz constant \(L = e^L\) of \(\Phi_{t_p}\) on the set \(W_0\).

begin

1. Using the algorithm from Section 8.2 calculate a set \(W_0 \subset H'\) in which \(\Phi_{t_p}\) is contraction. Verify that \(L = e^L\) the calculated bound for the Lipschitz constant of \(\Phi_{t_p}\) on \(W_0\) satisfies the inequality \(L < 1\), and therefore there is an (locally) attracting periodic solution within the trapping isolating segment \(W\).

2. Using the procedure from \([C, Section 8]\) calculate the absorbing set \(A \subset H'\) proved to exist in Thm. 2.9, taking care of the nonautonomous part of forcing. Put

\[
E_0 = \sup_{g \in \{[f_k]\}, \quad \mu^2} \frac{E\{g + \tilde{f}_k(t)\}}{\nu^2}, \quad (84)
\]

and wherever value of \(|[f_k]|\) is required, put \([f_k] + \sup_{t \in \mathbb{R}} \tilde{f}_k(t)|\).

3. Using the \(C^0\) Lohner nonautonomous integrator calculate \([\Phi_{t_p}^n(A)]\) until \(n > 0\) is found such that \([\Phi_{t_p}^n(A)] \subset W_0\).

end

According to Theorem 2.9 procedure from \([C, Section 8]\) can be modified – value of \(\alpha\) (10) can be omitted in the estimates, but then according to Lemma 2.10 there is a penalty – the estimates for the norm are received (compare (10)) instead of estimates for the infimum and supremum.

For cases with \(\alpha\) small, the original procedure from \([C, Section 8]\) is expected to be more efficient. Whereas, for cases with \(\alpha\) large the estimates based on Lemma 2.10 are expected to be more efficient. The recommended strategy is to calculate estimates using both of the above presented methods, and then take the intersection.

8.2 Algorithm constructing bounds for trapping isolating segment and estimating Lipschitz constant for time shifts

Input The same as in the Algorithm from Section 8.1.
Output

- $[W] \subseteq [0, t_p] \times H'$ – interval representation of a trapping isolating segment for the discrete semi-process,
- $L > 0$ a bound for the Lipschitz constant of $\Phi_{t_p}$ on $W_0$.

begin

1. Find $\pi$ an approximate location of the fixed point of $\Phi_{t_p}$ by applying the Newton method to the map $P_m \Phi_{t_p}(x) - x$, i.e.

\[ x^{(k+1)} = x^{(k)} - (DP_m \Phi_{t_p}(x^{(k)}) - Id)^{-1} \left( P_m \Phi_{t_p}(x^{(k)}) - x^{(k)} \right), \]

stop after several iterations.

2. Iteratively find a set $W_0 \subseteq H'$, such that $[\Phi_{t_p}(W_0)] \subseteq W_0$ using the following procedure.

As the initial value of $W_0$ take an interval hull of $x$ in $H'$. Initialize $W_0$ by adding $[-c_1, c_1] \times [-c_1, c_1]$ to all coordinates of $x$, initialize the tail part $T := T_{W_0}$ with values such that $|T_i| \leq C/|i|^s$ for $i > m$, and $s$ is provided as an input, $(W_0)_m$ denotes the $m$-th coordinate of $W_0$.

while $[\Phi_{t_p}(W_0)] \not\subseteq W_0$ do

for each $i \in \{1, \ldots, M\}$ such that $[\Phi_{t_p}(W_0)]_i \not\subseteq (W_0)_i$ do

if $[\Phi_{t_p}(W_0)]_i^- \leq (W_0)_i^-$ then

\[(W_0)_i^- := [\Phi_{t_p}(W_0)]_i^- + c_2 \cdot \left( [\Phi_{t_p}(W_0)]_i^- - (W_0)_i^- \right) \]

inflate((W_0)_i, c_3)

end

if $[\Phi_{t_p}(W_0)]_i^+ \geq (W_0)_i^+$ then

\[(W_0)_i^+ := [\Phi_{t_p}(W_0)]_i^+ + c_2 \cdot \left( [\Phi_{t_p}(W_0)]_i^+ - (W_0)_i^+ \right) \]

inflate((W_0)_i, c_3)

end

end

if $C_T \cdot (M + 1)^{-s_T} \leq C_{T_{t_p}} \cdot (M + 1)^{-s_{t_p}}$ then

$C_T := C_{T_{t_p}} \cdot (M + 1)^{s_T-s_{t_p}}$

end.

end.
3. Using the $C^0 \text{Lohner nonautonomous integrator}$ rigorously integrate $W_0$ to obtain bounds along the orbit for the times $t_1 < \cdots < t_n < t_{n+1} = t_p$, which we denote by $[x_i]$ for $i = 1, \ldots, n + 1$, and $[x_0] := W_0$.

As the output of our Lohner type algorithm for dPDEs the so-called rough enclosure – rigorous bounds for the solution during the whole time step are obtained, we denote the obtained rough-enclosures by $[\varphi (t_i, [0, t_{i+1} - t_i], [x_i])]$ for $i = 0, \ldots, n$. For $i = 0, \ldots, n$ the set $[\varphi (t_i, [0, t_{i+1} - t_i], [x_i])]$ forms self-consistent bounds for $G$ on $[t_i, t_{i+1}]$, i.e. satisfy conditions C1, C2, C3 from Definition 6.3.

In order to calculate the Lipschitz constant of $\Phi_{t_p}$ on $W_0$ we construct the following interval bounds enclosing the trapping isolating segment for the discrete semi-process, and enclosing all trajectories traversing the trapping isolating segment.

$$[W] := \bigcup_{i=0}^{n} [t_i, t_{i+1}] \times [\varphi (t_i, [0, t_{i+1} - t_i], [x_i])].$$

Then the logarithmic norms are calculated locally on each part of $[W]$.

4. Using the bounds calculated in the previous step calculate local logarithmic norms in a suitable norm. First, calculate an orthogonal change of coordinates $Q_0$ such that

$$[Q_0^{-1}] \cdot \frac{\partial P_m G}{\partial a} (\cdot, [\varphi (0, [0, t_1], W_0)]) \cdot Q_0$$

is in the close to the block-diagonal form. In the equation (85) $Q_0$ denotes a point matrix composed of approximate eigenvectors, possibly obtained from a non-rigorous external numerical package, $[Q_0^{-1}]$ is the rigorous (interval) inverse of $Q_0$, we put $\cdot$ as the first argument of $\frac{\partial P_m G}{\partial a}$, because this value is irrelevant (our assumption that the nonautonomous term does not depend on $a$ at all).

for each $i \in \{0, \ldots, n\}$ do

$$l_i := \mu_{b, \infty} \left( \frac{\partial G}{\partial a} (\cdot, [\varphi (t_i, [0, t_{i+1} - t_i], [x_i])] \right)$$

end.

where $\mu_{b, \infty}$ is the logarithmic norm inducted by the block infinity norm defined using the orthogonal change of coordinates $Q_0$ (that norm is denoted in Lemma 4.2 by $\| \cdot \|_0$). Obviously $\| \cdot \|_0$ is a compatible norm according to Definition 6.10.

Observe that at a step $j$: $0 < j \leq n$ in the integration process the matrix $Q_0$ can be replaced with another matrix, such that the matrix

$$[Q_j^{-1}] \cdot \frac{\partial P_m G}{\partial a} (\cdot, [\varphi (t_j, [0, t_{j+1} - t_j], [x_j])] \cdot Q_j$$

is in the close to a block-diagonal form. Observe that in this case $\| \cdot \|_0 = \cdots = \| \cdot \|_{j-1}$, and the local logarithmic norms $l_{j-1}$ and $l_j$ are calculated using two distinct norms $\| \cdot \|_0$ and $\| \cdot \|_j$ respectively.
5. Calculate the global Lipschitz constant using the local logarithmic norms calculated in the previous step. Depending on the number of distinct norms that were used to calculate the local logarithmic norms, two cases are distinguished.

**Case I** – only the norm $|| \cdot ||_0$ was used to calculate all of the logarithmic norms $\{l_i\}_{i=0}^n$ in the previous step. According to Theorem 6.16 the Lipschitz constant of $\Phi_{tp}$ is bounded by $L = Ce^{\Delta} = Ce^t$, where $\Delta = t_p$, $l = \sum_{i=0}^n l_i \cdot (t_{i+1} - t_i)$, and $C \geq 1$.

**Case II** – at least two norms were used to calculate the logarithmic norms $\{l_i\}_{i=0}^n$ in the previous step of the algorithm. According to Theorem 6.16 the Lipschitz constant of $\Phi_{tp}$ is bounded by $L = Ce^{\Delta} = Ce^t$, where $\Delta = t_p$, $l = \sum_{i=0}^n l_i \cdot (t_{i+1} - t_i) P_{i \rightarrow i+1}$, and $C \geq 1$.

If the norms $|| \cdot ||_j$ and $|| \cdot ||_{j+1}$ are different put $P_{j \rightarrow j+1} := ||Q^{-1}_j Q_j||_{\infty}$, otherwise, put $P_{j \rightarrow j+1} := 1$.

If $l < 0$ then the existence of a locally attracting orbit within the set $W$ is claimed.

end

**Remark 8.2.** All the bounds for the logarithmic norm of the (infinite dimensional) derivative of vector field $DG$ calculated in the main algorithm presented above are carried out in suitable block coordinates. The finite part of $DP_n G$ is reduced by an orthogonal change of coordinates to an (almost) block-diagonal form, i.e. having $2 \times 2$ blocks on the diagonal. The block decomposition of $H$ is given by $H = \oplus_{(i)} H_{(i)}$. For $(i) \leq m$ each block $H_{(i)}$ is a two-dimensional eigenspace of $J$. In case of two dimensional blocks $(i) = (i_1, i_2) \in \mathbb{Z}^2$, the expression $(i) < m$ means that $i_j < m$ for $j = 1, 2$. We consider all blocks two dimensional, and for $(i) > m$ (the infinite dimensional part) the diagonal blocks look like $\begin{bmatrix} \lambda_i & \alpha_i \\ -\alpha_i & \lambda_i \end{bmatrix}$. The logarithmic norm inducted by the euclidean norm of this matrix, is calculated easily, and equals to $\lambda$. We present explicit estimates that were used in actual computations in [Supplement].

### 9 Example theorems proved by using presented method

In Table 1 and Table 2 we present data of several theorems that we managed to prove by using the presented method.

To obtain the results presented in Table 1 and Table 2 we kept the forcing constant (it was the same as in Theorem 1.2), and we were varying the parameter $\nu$. The radius of the energy absorbing ball $E_0$ (84) was different for each case.

The meaning of the labels in Table 1 and Table 2 is as follows, 1. is the total execution time in seconds, 2. if the existence of a trapping isolating segment was established, 3. if the periodic solution is locally attracting, 4. if the periodic
$\nu \int_0^{2\pi} u_0(x) \, dx$ & $E_0$ & $m$ & $L^+$ & 1. & 2. & 3. & 4.

| id | $\nu$ | $\int_0^{2\pi} u_0(x) \, dx$ | $E_0$ | $m$ | $L^+$ | 1. | 2. | 3. | 4. |
|----|-------|-------------------------------|-------|-----|-------|----|----|----|----|
| 1 (Thm. [1,2]) | 2 | $\pi$ | 1.22018 | 8 | 3.61879e-05 | 342.34 | ✓ | ✓ | ✓ |
| 2 | 1.9 | 0.6$\pi$ | 1.352 | 8 | 7.38339e-05 | 365.9 | ✓ | ✓ | ✓ |
| 3 | 1.85 | 0 | 1.42907 | 8 | 4.64234e-05 | 933.55 | ✓ | ✓ | ✓ |
| 4 | 1 | 0 | 4.88072 | 14 | 0.0243972 | $-1$ | ✓ | ✓ | ✓ |
| 5 | 0.97 | 0 | 5.08197 | 16 | 0.969176 | $-1$ | ✓ | ✓ | ✓ |
| 6 | 0.85 | 0 | 6.75532 | 12 | 3.72357e+24 | $-1$ | ✓ | ✓ | ✓ |

| id | $\nu$ | $\int_0^{2\pi} u_0(x) \, dx$ | $E_0$ | $m$ | $L^+$ | 1. | 2. | 3. | 4. |
|----|-------|-------------------------------|-------|-----|-------|----|----|----|----|
| 1 | 8 | 200$\pi$ | 0.0762613 | 6 | 1.59482e-22 | 806.79 | ✓ | ✓ | ✓ |
| 2 | 0.85 | 40$\pi$ | 6.75532 | 12 | 0.00709885 | $-1$ | ✓ | ✓ | ✓ |

Table 1: Example results obtained

1 - we do not provide the total execution time, as we could not perform numerical integration in time in those cases.

Table 2: Example results obtained with large $\alpha = \int_0^{2\pi} u_0(x) \, dx$

1 - we do not provide the total execution time, as we could not perform numerical integration in time in those cases.

In some cases, namely in the proofs denoted id 4, 5 in Table 1 and id 2 in Table 2 the numerical integration forward in time of the absorbing set was not performed, as the calculated absorbing set was too large, all attempts to integrate it using our algorithm resulted in blow ups of interval enclosures after a short time. Therefore the step 3 of Algorithm from Section 5.7 was not verified, still, it should be possible also in those cases to perform successfully the step 3 of Algorithm from Section 5.1 by, for instance, applying to the absorbing set some interval set splitting techniques, and then integrate separately each small piece. In the proof denoted id 6 in Table 1 the obtained upper bound for the Lipschitz constant was $> 1$, thus we established just the existence of an orbit within the trapping isolating segment, without resolving the question whether this orbit is attracting.

### 10 Conclusion

A method of proving the existence of globally attracting periodic solutions for a class of dissipative PDEs has been presented. A detailed case study of the viscous Burgers equation with a nonautonomous forcing function has been provided. All the rigorous numerics computer software used is available on-line [Software].

There are several paths for the future development of the presented method...
we will pursue. First, we will investigate the possibility of obtaining a theoretical result of existence of attracting orbits, with exponential rate of convergence, for $\lambda$ with periodic boundary conditions for any forcing, which is a continuous and bounded function of time. We will address this topic in our forthcoming papers.

We would like to conclude with observation, that we were not able to prove.

**Observation 1.** The bounds for the trapping isolating segment obtained in Theorem 2.9 does not depend on $\alpha$, therefore we obtain the following bounds for the attracting solution $\alpha + O(1)$ with $\alpha \to \infty$. It should be possible to obtain more sharper bounds for periodic orbit for large $\alpha$, as it is known, see [JKM], that the attracting solution looks like $\alpha + O(1/\alpha)$.
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In this appendix we present the numerical data obtained in the algorithm from Section 8.1 proving Theorem 1.2.

Program was programmed in C++ language. Program was executed on Linux 32-bit Intel Core i5-2430M CPU @ 2.40 GHz x 4 machine, compiled with GCC compiler version 4.7.3, and with the following compiler flags (-O0 -frounding-math -ffloat-store).

- The Galerkin projection dimension, $m = 8$. 

A Numerical data from proof of Theorem 1.2
• The autonomous forcing $l^2$ energy, $E(\{f_k\}) = 1.31$.

• The nonautonomous forcing $l^2$ energy, $E(\{\tilde{f}_k\}) = 1.31$.

• Upper bound for the total forcing $l^2$ energy,

$$
\max_{g_k \in \{f_k\}} E(\{g_k + \tilde{f}_k(t)\}) = 4.88072.
$$

• The absorbing ball radius $E_0 = 1.22018$.

• The Lipschitz constant, $L \leq 3.61879e - 05$.

• The absorbing set, $V \oplus \Theta =$

| $k$ | $\text{Re}(a_k)$ | $\text{Im}(a_k)$ |
|-----|-----------------|-----------------|
| 1   | 0.0259487 $\pm$ $0.357457, 0.357457$ | 0.153052 $\pm$ $0.238867, 0.238867$ |
| 2   | 0.0449597 $\pm$ $0.150289, 0.150289$ | -0.0425997 $\pm$ $0.143525, 0.143525$ |
| 3   | $-0.0178005 + [7.0412, 7.0412]10^{-2}$ | 0.0192868 $\pm$ $7.07427, 7.0742710^{-2}$ |
| 4   | $-1.75301 \cdot 10^{-3} + [-2.24348, 2.24348]10^{-2}$ | $1.45325 \cdot 10^{-3} + [-2.23378, 2.23378]10^{-2}$ |
| 5   | $8.24378 \cdot 10^{-4} + [-9.60379, 9.60379]10^{-3}$ | $1.45682 \cdot 10^{-4} + [-9.60024, 9.60024]10^{-3}$ |
| 6   | $-3.07739 \cdot 10^{-5} + [-4.3149, 4.3149]10^{-3}$ | $-1.0924 \cdot 10^{-5} + [-4.30936, 4.30936]10^{-3}$ |
| 7   | $-4.5983 \cdot 10^{-5} + [-2.01048, 2.01048]10^{-3}$ | $-1.4924 \cdot 10^{-5} + [-2.01036, 2.01036]10^{-3}$ |
| 8   | $-1.96036 \cdot 10^{-6} + [-9.87006, 9.87006]10^{-4}$ | $7.01463 \cdot 10^{-6} + [-9.86863, 9.86863]10^{-4}$ |
| 9   | $2.81191 \cdot 10^{-6} + [-6.19244, 6.19244]10^{-4}$ | $4.15566 \cdot 10^{-6} + [-6.19241, 6.19241]10^{-4}$ |
| 10  | $-2.16324 \cdot 10^{-7} + [-4.00182, 4.00182]10^{-4}$ | $-1.24755 \cdot 10^{-6} + [-3.99861, 3.99861]10^{-4}$ |
| 11  | $-1.10967 \cdot 10^{-7} + [-2.84633, 2.84633]10^{-4}$ | $-1.0639 \cdot 10^{-7} + [-2.84634, 2.84634]10^{-4}$ |
| 12  | $-5.47851 \cdot 10^{-8} + [-2.18552, 2.18552]10^{-4}$ | $1.3787 \cdot 10^{-7} + [-2.18508, 2.18508]10^{-4}$ |
| 13  | $1.29273 \cdot 10^{-8} + [1.77235, 1.77235]10^{-4}$ | $-1.69395 \cdot 10^{-8} + [1.77237, 1.77237]10^{-4}$ |
| 14  | $9.27549 \cdot 10^{-9} + [-1.49524, 1.49524]10^{-4}$ | $-1.9964 \cdot 10^{-9} + [-1.4952, 1.4952]10^{-4}$ |
| 15  | $4.70792 \cdot 10^{-9} + [-1.29781, 1.29781]10^{-4}$ | $-2.81077 \cdot 10^{-10} + [-1.29781, 1.29781]10^{-4}$ |
| 16  | $4.35414 \cdot 10^{-10} + [-1.15017, 1.15017]10^{-4}$ | $-2.87508 \cdot 10^{-10} + [-1.15016, 1.15016]10^{-4}$ |
| 17  | $4.76886 \cdot 10^{-10} + [-1.03539, 1.03539]10^{-4}$ | $2.82898 \cdot 10^{-10} + [-1.03539, 1.03539]10^{-4}$ |
| 18  | $-2.05696 \cdot 10^{-10} + [-9.43268, 9.43268]10^{-5}$ | $-8.29394 \cdot 10^{-11} + [-9.43267, 9.43267]10^{-5}$ |
| 19  | $-4.29042 \cdot 10^{-12} + [-8.67209, 8.67209]10^{-5}$ | $-1.99325 \cdot 10^{-11} + [-8.67208, 8.67208]10^{-5}$ |
| 20  | $1.68368 \cdot 10^{-11} + [-8.02637, 8.02637]10^{-5}$ | $2.14338 \cdot 10^{-11} + [-8.02637, 8.02637]10^{-5}$ |
| 21  | $-1.01567 \cdot 10^{-11} + [-7.46033, 7.46033]10^{-5}$ | $-1.19795 \cdot 10^{-11} + [-7.46033, 7.46033]10^{-5}$ |
| 22  | $1.67491 \cdot 10^{-12} + [-6.93165, 6.93165]10^{-5}$ | $4.91813 \cdot 10^{-12} + [-6.93165, 6.93165]10^{-5}$ |
| 23  | $2.14631 \cdot 10^{-13} + [-6.41116, 6.41116]10^{-5}$ | $-3.35591 \cdot 10^{-12} + [-6.41116, 6.41116]10^{-5}$ |

$|a_k| \leq 11362.2/k^5$, $|a_{24}| = -2.41124 \cdot 10^{-14} + [-5.86026, 5.86026]10^{-5}$
• The trapping region, $W =$

| $k$ | $\text{Re}(a_k)$ | $\text{Im}(a_k)$ |
|-----|------------------|------------------|
| 1   | $0.086239 + [-1,1]10^{-4}$ | $0.11949 + [-1,1]10^{-4}$ |
| 2   | $0.0376504 + [-1,1]10^{-4}$ | $-0.0422059 + [-1,1]10^{-4}$ |
| 3   | $-0.0192285 + [-1,1]10^{-4}$ | $0.021161 + [-1,1]10^{-4}$ |
| 4   | $-2.03091 \cdot 10^{-4} + [-1,1]10^{-4}$ | $5.43697 \cdot 10^{-4} + [-1,1]10^{-4}$ |
| 5   | $1.56511 \cdot 10^{-4} + [-1,1]10^{-4}$ | $-1.51924 \cdot 10^{-5} + [-1,1]10^{-4}$ |
| 6   | $-2.91075 \cdot 10^{-5} + [-1,1]10^{-4}$ | $1.7875 \cdot 10^{-5} + [-1,1]10^{-4}$ |
| 7   | $-1.7401 \cdot 10^{-6} + [-1,1]10^{-4}$ | $4.2422 \cdot 10^{-7} + [-1,1]10^{-4}$ |
| 8   | $2.88967 \cdot 10^{-7} + [-1,1]10^{-4}$ | $2.38365 \cdot 10^{-7} + [-1,1]10^{-4}$ |
| 9   | $0 + [-6.24295, 6.24295]10^{-5}$ | $0 + [-6.24295, 6.24295]10^{-5}$ |
| 10  | $0 + [-4.096, 4.096]10^{-5}$ | $0 + [-4.096, 4.096]10^{-5}$ |
| 11  | $0 + [-2.79762, 2.79762]10^{-5}$ | $0 + [-2.79762, 2.79762]10^{-5}$ |
| 12  | $0 + [-1.97531, 1.97531]10^{-5}$ | $0 + [-1.97531, 1.97531]10^{-5}$ |
| 13  | $0 + [-1.43412, 1.43412]10^{-5}$ | $0 + [-1.43412, 1.43412]10^{-5}$ |
| 14  | $0 + [-1.06622, 1.06622]10^{-5}$ | $0 + [-1.06622, 1.06622]10^{-5}$ |
| 15  | $0 + [-8.09086, 8.09086]10^{-6}$ | $0 + [-8.09086, 8.09086]10^{-6}$ |
| 16  | $0 + [-6.25, 6.25]10^{-6}$ | $0 + [-6.25, 6.25]10^{-6}$ |
| 17  | $0 + [-4.90416, 4.90416]10^{-6}$ | $0 + [-4.90416, 4.90416]10^{-6}$ |
| 18  | $0 + [-3.90184, 3.90184]10^{-6}$ | $0 + [-3.90184, 3.90184]10^{-6}$ |
| 19  | $0 + [-3.14301, 3.14301]10^{-6}$ | $0 + [-3.14301, 3.14301]10^{-6}$ |
| 20  | $0 + [-2.56, 2.56]10^{-6}$ | $0 + [-2.56, 2.56]10^{-6}$ |
| 21  | $0 + [-2.10612, 2.10612]10^{-6}$ | $0 + [-2.10612, 2.10612]10^{-6}$ |
| 22  | $0 + [-1.74851, 1.74851]10^{-6}$ | $0 + [-1.74851, 1.74851]10^{-6}$ |
| 23  | $0 + [-1.46369, 1.46369]10^{-6}$ | $0 + [-1.46369, 1.46369]10^{-6}$ |
| $\geq 24$ | $|a_k| \leq 0.4096/k^4$, $|a_{24}| = 0 + [-1.23457, 1.23457]10^{-6}$ |

• Approximate eigenvalues of $DP_mG$ (mid ($[\varphi ([t_0, t_1], 0, W])$ matrix \footnote{spect ($DP_mG$ (mid ($[\varphi ([t_0, t_1], 0, W])$)) =

$$\{-127.956 + i4.00124, -127.956 - i4.00124, -98.0028 + i3.49945, -98.0028 - i3.49945,$$
$$-2.00765 + i0.496188, -2.00765 - i0.496188, -8.00731 + i0.999835, -8.00731 - i0.999835,$$
$$-18.0068 + i1.49997, -18.0068 - i1.49997, -32.0066 + i1.99999, -32.0066 - i1.99999,$$
$$-72.006 + i2.99993, -72.006 - i2.99993, -50.0065 + i2.49999, -50.0065 - i2.49999\}.$$

(88)

The absorbing set is apparently larger than the trapping region, it was necessary for the proof to integrate it rigorously forward in time. The Taylor method used in the $C^0$ Lohner nonautonomous integrator was of order 6 with time step 0.005. Total execution time was 342.34 seconds.

Here we presented data limited to 6, more detailed numerical data with higher precision is available on-line at \textbf{Software}. 
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