Quench dynamics in the one-dimensional mass-imbalanced ionic Hubbard model
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Using the time-dependent Lanczos method, we study the non-equilibrium dynamics of the one-dimensional ionic-mass imbalanced Hubbard chain driven by a quantum quench of the on-site Coulomb interaction, where the system is prepared in the ground state of the Hamiltonian with a different Hubbard interaction. A full exact diagonalization is adopted to study the zero temperature phase diagram in equilibrium, which is shown to be in good agreement with previous studies using density matrix renormalization group (DMRG). We then study the non-equilibrium quench dynamics of the spin and charge order parameters by fixing the initial and final Coulomb interaction while changing the quenching time protocols. The Lanczos method allows us to reach longer times following the quench than DMRG. Our study shows that the time evolution of the charge and spin order parameters strongly depend on the quenching time protocols. In particular, the effective temperature of the system will decrease monotonically as the quenching time is increased. Finally, by taking the final Coulomb interaction strength to be in the strong coupling regime, we find that the oscillation frequency of the charge order parameter increases monotonically with the Coulomb interaction. By contrast, the frequency of the spin order parameter decreases monotonically with increasing Coulomb interaction. We explain this result using an effective spin model in the strong coupling limit. Our study suggests strategies to engineer the relaxation behavior of interacting quantum many-particle systems.

I. INTRODUCTION

The understanding of non-equilibrium dynamics of a strongly correlated electronic system has seen dramatic progress from both theoretical and experimental sides in the past decade. Two commonly studied scenarios are the laser driven strongly correlated solid state system and a Coulomb interaction quenched system in optical lattices with cold atomic gases. In driven systems, the observation of hidden quantum states not accessible in equilibrium, and the non-equilibrium control of quantum phase transitions in correlated electron systems, have attracted great interest. For example, the ac-field drive dynamical band flipping, the damping of Bloch oscillations in the Falicov-Kimball model, and Hubbard model, the ultra-fast control of magnetic order in the Mott insulators, and photo-induced unconventional superconductivity illustrate known phenomena.

In these non-equilibrium systems, the study of long-time thermalization behavior is of particular interest. In general, a closed (driven) system will thermalize to a featureless infinite thermal state with maximal entropy if the energy of the system is not conserved, unless the system is sufficiently disordered for many-body localization. If the system is coupled to a bath (i.e., “open”), it is possible to establish an non-equilibrium steady state, since the absorbed energy can be released to the connected bath. For a clean isolated solid state system driven by spatially uniform electric field, the system could show different thermalization behavior, resulting in a featureless infinite temperature steady state, a non-thermal steady state, or even an oscillatory state. In the case of periodic driving, the heating rate can depend on the laser frequency. Abanin et al. find the heating rate decreases exponentially as the driving frequency is increased, provided the frequency is larger than other characteristic energy scales in the Hamiltonian. Mallayya et al. confirm the robust exponential regime using a numerical linked-cluster expansion method, and suggest the heating rate should obey Fermi’s golden rule in a weakly perturbed non-integrable system. Seetharam et al. find that the Floquet eigenstates in a clean system can exhibit non-thermal behavior because of a finite system size.

In general, a Coulomb interaction quenched system will thermalize unless the system is integrable. In a quench from a superfluid to a Mott regime, the system will thermalize in some regimes while not in others. A numerical study of a finite quantum system of bosons found that the thermalization behavior depends on the magnitude of Coulomb interaction change and the distance in parameter space to an integrable point, with a failure to thermalize as one approaches the integrable point. By contrast, the quenched fermionic Hubbard model on an infinite dimensional Bethe-lattice system will result in a quasi-stationary state for a weak and strong Coulomb interaction quench, while in between the two regimes, a dynamical phase transition is observed, where fast thermalization occurs.

In this work, we are interested in the one-dimensional ionic mass imbalanced fermionic Hubbard model, which has been studied using mean-field theory (MFT) and the density matrix renormalization group (DMRG) method. Compared to the conventional Hubbard model, the translational and spin SU(2) symmetry are explicitly broken, while the mass imbalance breaks the SU(2) symmetry, the ionic term (staggered potential) breaks the translational symmetry. There exist two phases in the plane of the Coulomb interaction and the on-
site ionic term for fixed mass imbalance: (i) a charge density wave order induced by the staggered ionic potential and (ii) an alternating magnetic order originating from the hopping asymmetry and Coulomb interaction. The transition at finite $U_c$ is characterized as first order at the mean-field level and second order in DMRG. If one extends the above one-dimensional model to a two-dimensional square lattice, one finds novel magnetically ordered metallic phases in the Coulomb interaction and the staggered potential plane. For example, a spin imbalanced ferromagnetic metal, a ferromagnetic metal, and an anti-ferromagnetic half metal all appear. However, the non-equilibrium behavior of this model has not been studied until now.

In this paper, we study the non-equilibrium dynamics in the one dimensional ionic Hubbard model while quenching the Coulomb interaction, where the initial state is prepared in the ground state of an initial Hamiltonian. From the technical point of view, DMRG works exceptionally well in the static case, while time-dependent DMRG suffers from significant growth of the entanglement entropy when studying quench dynamics. In our work, we adopt the time-dependent Lanczos method in studying quench dynamics of the ionic mass imbalanced Hubbard model in one-dimension.

The experimental realization of the ionic mass imbalanced Hubbard model can be implemented in ultra-cold atoms in engineered optical lattice systems. The hopping asymmetry (mass imbalance) can be introduced by considering two species of fermionic atoms (e.g., $^6$Li and $^{40}$K) trapped in an optical lattice, where the staggered ionic potential can be created by the interference of counter-propagating laser beams, and the Coulomb interaction strength can be tuned via a magnetic Feshbach resonance.

Our paper is organized as follows. In Sec. II, we describe the Hamiltonian of the one-dimensional mass imbalanced ionic Hubbard model and the time-dependent Lanczos method. In Sec. III, the equilibrium phase diagram is obtained using exact diagonalization. In Sec. IV, we calculate the non-equilibrium quench dynamics of the system in different Coulomb interaction regimes. Finally, in Sec. V we present the main conclusions of the paper.

II. MODEL HAMILTONIAN AND TIME-DEPENDENT LANCZOS ALGORITHM

The time dependent mass imbalanced ionic Hubbard model in one dimension is,

$$H(t) = -\sum_{i\sigma} t^\dagger_h \left(c^\dagger_{i,\sigma} c_{i+1,\sigma} + c^\dagger_{i+1,\sigma} c_{i,\sigma}\right) + \Delta \sum_{i\sigma} (-1)^i n_{i\sigma} + U(t) \sum_{i} n_{i\uparrow} n_{i\downarrow},$$

where $c^\dagger_{i,\sigma}$ ($c_{i,\sigma}$) creates (annihilates) an electron with (pseudo) spin $\sigma$ at site $i$ ($i = 1, \cdots, L$), and $n_{i\sigma} = c^\dagger_{i,\sigma} c_{i,\sigma}$ is the corresponding occupancy operator. Here, $t^\dagger_h$ is the hopping integral between nearest-neighbors for spin $\sigma$ electron, $-\Delta$ ($\Delta$) is the ionic potential for odd (even) sites of the one dimensional chain, and $U(t)$ is the time dependent on-site Coulomb interaction.

Throughout this paper, we set $t^\dagger_h = 1$ as the unit of energy and the time is in units of $1/t^\dagger_h$, correspondingly. The hopping asymmetry (mass imbalance) is defined as the ratio of spin-down to spin-up hopping integrals $\eta = t^\dagger_h/t^\dagger_\uparrow$. In the following, we restrict ourselves to the half-filling case with periodic boundary conditions, where the total number of electrons $N$ is equal to the number of sites in the chain $L$. Furthermore, we assume the total magnetization in the system vanishes, which means the number of up spin electrons $N_\uparrow$ is equal to the down spin electrons $N_\downarrow$. The non-equilibrium quench dynamics is studied by fixing the hopping parameter $t^\dagger_h/t^\dagger_\uparrow \leq 1$ and ionic potential $\Delta \geq 0$ while quenching the Coulomb interaction from an initial $U(t = 0^-) = U_i$ to final $U(t \geq t_q) = U_f$, where $t_q$ is the linear ramp time of Coulomb interaction change.

The exact diagonalization method (a standard Lanczos procedure) is employed to numerically find the ground state of the Hamiltonian at time $t = 0^-$ where $U(t = 0^-) = U_i$. This state is used as an initial state for the time dependent Schrödinger equation $i\partial_t |\Psi(t)\rangle = H(t) |\Psi(t)\rangle$. The time evolution is implemented step-by-step based on the time-dependent Lanczos method,

$$|\Psi(t + \delta t)\rangle \approx e^{-iH(t)\delta t} |\Psi(t)\rangle \approx \sum_{l} e^{-i\epsilon_l(t)\delta t} |\Phi_l\rangle \langle \Phi_l| |\Psi(t)\rangle,$$

where $\epsilon_l$ ($\Phi_l$) are the eigenvalues (eigenvectors) of the tri-diagonal matrix generated by Lanczos iteration with $M \leq 100$. (In general $M = 30$ works well.) We set $\delta t = 0.005$ in our calculation of the time evolution. The physical observable is computed as,

$$\langle O(t) \rangle = \langle \Psi(t) | O | \Psi(t) \rangle.$$

Following earlier work, we measured the evolution of the charge and spin density order parameters,

$$\delta \rho_c(t) = -\frac{1}{L} \sum_{i\sigma} (-1)^i \langle \Psi(t) | n_{i\sigma} | \Psi(t) \rangle,$$

$$\delta \rho_\sigma(t) = \frac{1}{L} \sum_{i\sigma} \sigma (-1)^i \langle \Psi(t) | n_{i\sigma} | \Psi(t) \rangle,$$

where $\sigma = 1(-1)$ for spin-up (down) electrons in the second line. The effective temperature after Coulomb interaction quench protocol is calculated by numerically solving the equation,

$$E(t \geq t_q) = \frac{\text{Tr}[H(t \geq t_q) e^{-\frac{E(t \geq t_q)}{T_{\text{eff}}}}]}{\text{Tr}[e^{-\frac{E(t \geq t_q)}{T_{\text{eff}}}}]}$$

where $E(t \geq t_q)$ is the energy after the Coulomb interaction quench protocol and the effective temperature is denoted as $T_{\text{eff}} = 1/\beta_{\text{eff}}$. To solve Eq. (4) numerically, a finite temperature Lanczos algorithm is used to calculate the total energy of the equilibrium system at finite temperature.
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The effective Hamiltonian in the strong coupling limit is\(^8\),

$$H_{\text{eff}} = J_{\text{ex}} \sum_i (S_i^x S_{i+1}^x + S_i^y S_{i+1}^y + \gamma S_i^z S_{i+1}^z) - h \sum_i (-1)^i S_i^z,$$

(5)

where \(S_i^{x,y,z}\) is the spin operator at the \(i\)-th site along direc-
tion \(x(y, z)\) and the coupling coefficients are,

$$J_{\text{ex}} = \frac{4U_0 t_\uparrow t_\downarrow}{U^2 - 4\Delta^2}, \quad \gamma = \frac{t_\uparrow^2 + t_\downarrow^2}{2t_\uparrow t_\downarrow}, \quad h = \frac{4(t_\uparrow^2 - t_\downarrow^2)\Delta}{U^2 - 4\Delta^2}. \quad (6)$$

Here, \(\gamma \neq 1\) breaks the SU(2) symmetry and \(h \neq 0\) breaks the translational symmetry. In Fig.1(b), the phase diagram in the plane of crystal field \(\Delta\) and Coulomb interaction \(U\) is plotted with fixed mass imbalance \(\eta = t_\downarrow/t_\uparrow = 0.9\). The critical points are characterized by the crossing of the two order parameters\(^7\) and can be confirmed by studying the von Neumann block entropy as a function of the Coulomb interaction\(^9\). The band insulator and correlated insulator phase are observed in the large crystal field and large Coulomb interaction regime, respectively. To validate the exact diagonalization method used in this paper, we plot the phase diagram derived by the Hartree-Fock mean-field method and DMRG method as a comparison.

Compared to the data obtained with DMRG, exact diagonalization overestimates the critical Coulomb interaction for a fixed crystal field \(\Delta\), which we attribute to a finite size effect: Increasing the chain size from \(L = 10\) to 14 decreases the deviation. Furthermore, our numerical calculations show that the difference decreases with increasing \(\Delta\). To check the dependence on the mass imbalance, the phase diagram in the plane of mass imbalance \(\eta\) and Coulomb interaction \(U\) for a fixed crystal field \(\Delta = 2.0\) is plotted in Fig.1(c). Comparing to the phase diagram calculated by DMRG, one can see that ED has worked well for large mass imbalance.

IV. NON-EQUILIBRIUM QUENCH DYNAMICS

In our study of non-equilibrium quench dynamics, we fix the mass imbalance \(\eta = t_\downarrow/t_\uparrow = 0.75\) and crystal field \(\Delta = 3.0\) while changing the Coulomb interaction strength \(U(t)\). The quench protocol is defined through the time dependent Coulomb interaction as,

$$U(t) = \begin{cases} U_0 + \alpha t & t < t_q \\ U_f & t \geq t_q \end{cases}, \quad (7)$$
where $\alpha = (U_f - U_i)/t_q$ is the slope of ramp in the Coulomb quench protocol. The starting state is set as the ground state of the initial equilibrium Hamiltonian with $U(t = 0^-) = U_i$. The time evolution of the initial state is based on the time-dependent Hamiltonian in Eq.(1).

A. Non-equilibrium quench dynamics - Dependence on ramp time in the quench protocol

To study the dependence of the ramp time in the quench protocol, we fix the initial and final Coulomb interaction $U_i, U_f$ while changing the quench time $t_q$. In our calculation, we set the initial and final Coulomb interaction as $U_i = 6.0$ and $U_f = 8.0$, where the critical interaction between band and correlated insulator is $U_c = 7.1$. In Fig.2, we plot the non-equilibrium evolution of the charge and spin order parameters in the Hamiltonian, Eq.(1), with different quench time $t_q = 0.0^+$, 1.0, 2.0, 4.0, 8.0, 16.0. The zero temperature ground state expectation values of $\delta \rho_c$ and $\delta \rho_s$ in equilibrium with Coulomb interaction $U = U_f$ are represented with dashed line $\delta \rho_c = 0.205$ and $\delta \rho_s = 0.440$. The initial order parameters in equilibrium $(t = 0)$ are $\delta \rho_c^i = 0.530$ and $\delta \rho_s^i = 0.124$, respectively.

In the case with quench time $t_q = 0.0^+$ in Fig.2(a) (the quench protocol is defined via a Heaviside step function), the two order parameters are intertwined with each other and the phase transition between band insulator and correlated insulator cannot be distinguished clearly. The charge order parameter as a function of time oscillates around $\delta \rho_c = 0.199$, which is close to the equilibrium value at zero temperature, $\delta \rho_c^0 = 0.205$. By contrast, the spin order parameter oscillates about 0.10, which is far from the equilibrium value at zero temperature $\delta \rho_s^0 = 0.440$. By using the definition of effective temperature Eq. (4), we find $T_{eff} = 0.476$. If the equilibrium calculation is done with $U = U_f$ at temperature $T = 0.476$, we have $\delta \rho_c^{th} = 0.181$ and $\delta \rho_s^{th} = 0.107$ which is represented as arrows in the plot. By defining the oscillating amplitude as the difference between the maximum and the minimum of the order parameter after $t > 20$, we find the amplitude of charge order parameter is about $A(\delta \rho_c) = 0.092$, which is smaller than the spin order parameter $A(\delta \rho_s) = 0.241$.

In Fig.2(b), we plot the time evolution of the two order parameters with a different quench time, $t_q = 1.0$. In the quenching time regime $t < t_q$, a monotonically increasing behavior of spin order and monotonically decreasing charge order parameter is observed. Compared to the case with $t_q = 0.0^+$, the oscillation amplitude of the spin and charge order parameter are larger with $A(\delta \rho_c) = 0.134$ and $A(\delta \rho_s) \approx 0.283$. The effective temperature is $T_{eff} = 0.432$. The order parameters at the effective temperature are $\delta \rho_c^{th} = 0.196$ and $\delta \rho_s^{th} = 0.204$, and are indicated by the arrows on the right side of the figure.

In Fig.2(c-f), the quench protocol is changed by increasing the quenching time as $t_q = 2.0, 4.0, 8.0, 16.0$. Upon further increasing the quench time, the oscillation amplitude will decrease and the oscillation center moves closer to the one with zero temperature in equilibrium. The calculated effective temperatures are $T_{eff} = 0.270, 0.179, 0.105, 0.050$, from which we conclude that the effective temperature decreases with increasing quench time, $t_q$.

The systematic quench time behavior can be understood as longer quench times $t_q$ making the Hubbard $U$ increase closer to adiabatic evolution, and therefore inducing less heating. By checking the difference of the thermal values (arrows) and the expectation values at zero temperature (dashed line), we find that the spin order parameter $\delta \rho_s$ is much more sensitive to the effective temperature (greater for smaller $t_q$) than the charge order parameter $\delta \rho_c$.

B. Non-equilibrium quench dynamics near the critical Coulomb interaction

For the case with mass imbalance $\eta = t_a/t_f = 0.75$ and crystal field $\Delta = 3.0$, the critical Coulomb interaction is $U_c = 7.1$ for the transition from band insulator to correlated insulator in equilibrium. To investigate the quench dynamics around the critical Coulomb interaction, we set the initial Coulomb interaction as $U_i = 6.5$ and the final Coulomb interaction to be near the critical value, $U_c = 7.1$. The quenching time is fixed at $t_q = 8.0$ while the slope for the quench protocol is $(U_f - U_i)/t_q$ is different for each specific $U_f$.

In Fig.3(a-b), we plot the time evolution of the charge and spin order parameters after a Coulomb interaction quench from $U_i = 6.5$ to different $U_f = 6.7, 6.9, 7.1, 7.3, 7.5$. The charge and spin order parameters are $\delta \rho_c = 0.448$ and $\delta \rho_s = 0.178$ for the initially prepared equilibrium system with $U_i = 6.5$. In the time range $0 < t < t_q$, the charge (spin) order parameter decreases (increases) monotonically, which can be attributed to the increase of the Coulomb interaction. Over the time range $t > t_q$, the two order parameters oscillate with different amplitudes. The amplitudes are summarized in Table I, which are 0.005, 0.010, 0.013, 0.017, 0.021 for charge order parameters and 0.007, 0.010, 0.014, 0.031, and 0.058 for spin order parameters.

To compare the two order parameters, we plot the two in Fig.3(c) with a final Coulomb interaction of $U_f = 7.3$. The only crossing of the two order parameters is observed at time $t = 7.06$, which indicates a stable phase transition.

TABLE I: Oscillation amplitude of the charge and spin order parameters for quench protocols with different final $U_f$. The ramp time $t_q$ and initial interaction value $U_i$ are kept fixed.

| $t_q$ | $U_i$ | $U_f$ | $A(\delta \rho_c)$ | $A(\delta \rho_s)$ |
|-------|-------|-------|-------------------|-------------------|
| 8.0   | 6.5   | 6.7   | 0.005             | 0.007             |
| 8.0   | 6.5   | 6.9   | 0.010             | 0.010             |
| 8.0   | 6.5   | 7.1   | 0.013             | 0.014             |
| 8.0   | 6.5   | 7.3   | 0.017             | 0.031             |
| 8.0   | 6.5   | 7.5   | 0.021             | 0.058             |
FIG. 2. (color online) Time evolution of the charge and spin order parameter $\delta \rho_c$ and $\delta \rho_s$ after the Coulomb interaction quench protocol $U(t) = U_i + (U_f - U_i)t/t_q$ for $t < t_q$ and $U(t) = U_f$ for $t \geq t_q$, where the initial and final Coulomb interaction strength is set as $U_i = 6.0$ and $U_f = 8.0$, respectively. (a) $t_q = 0.0^+$, (b) $t_q = 1.0$, (c) $t_q = 2.0$, (d) $t_q = 4.0$, (e) $t_q = 8.0$, (f) $t_q = 16.0$. The expectation value of $\delta \rho_c$ and $\delta \rho_s$ at zero temperature is represented by a dashed line with Coulomb interaction $U = U_f$ in the equilibrium calculation. The arrows indicate the thermal values of the two order parameters at effective temperature $T_{\text{eff}} = 0.628$, 0.433, 0.270, 0.179, 0.105, 0.008 for $t_q = 0.0^+$, 1.0, $\cdots$, 16.0, respectively.

FIG. 3. (Color online) Time evolution of charge and spin order parameter $\delta \rho_c$ (a) and $\delta \rho_s$ (b) for Coulomb quenches from $U_i = 6.5$ to $U_f = 6.7, 6.9, \cdots, 7.5$, (c) Comparison of $\delta \rho_c$ and $\delta \rho_s$ for quench from $U_i = 6.5$ to $U_f = 7.3$.

C. Non-equilibrium quench dynamics - the strong Coulomb interaction limit

In order to observe the oscillating behavior clearly, we set the final Coulomb interaction deep in the strong interaction regime. In Fig. 4(a), we plot the charge and spin order parameter for the Coulomb interaction quench from $U_i = 2.0, U_f = 8.0$. In the region $t > t_q$, the charge order parameter is oscillating around its equilibrium value $\delta \rho_c = 0.202$, while the spin order parameter is oscillating around $\delta \rho_s = 0.330$, which deviate from its equilibrium value at zero temperature $\delta \rho_c^0 = 0.438$. The effective temperature at $t \geq t_q$ is $T_{\text{eff}} = 0.215$, where the order parameters are $\delta \rho_c^0 = 0.201$ and $\delta \rho_s^0 = 0.385$. Upon further increasing the final Coulomb interaction $U_f = 12.0$ while keeping the initial $U_i = 2.0$, leads to the results in Fig. 4(b). By inspecting the spin order parameter, an apparent oscillation period of $\delta \rho_c^0 = 0.350$ is observed. The charge order parameter as a function of time oscillates with a period $T = 24.8$.

To illustrate the behavior of the charge and spin order parameters in the strong Coulomb interaction regime following a quench, we plot the spin-order parameter for the Coulomb interactions $U_f = 8.0$, 12.0, 16.0, 20.0 while fixing the initial Coulomb interaction as $U_i = 2.0$ in Fig. 4(c-d). Apparently, independent of the initial Coulomb interaction and the quenching time in protocols, the oscillation frequency of the charge order parameter increases monotonically with Coulomb interaction $U_f$.

The oscillation amplitude for the spin order parameter is clearly larger than the charge order parameter. This can be understood in the strong Coulomb interaction limit, where the effective Hamiltonian can be approximately described as an
Fig. 4. Time evolution of $\delta \rho_s$ and $\delta \rho_c$ for the quench protocol (a) $U_i = 2.0 \rightarrow U_f = 8.0$ and (b) $U_i = 2.0 \rightarrow U_f = 12.0$, respectively, where the quench time $t_q = 8.0$. The dashed line represents the equilibrium $\delta \rho_s$ and $\delta \rho_c$ at zero temperature with $U = U_f$. (c) $U_i = 2.0 \rightarrow U_f = 8.0, 12.0, 16.0, 20.0$, and the periods of the charge density order parameter are $3.27, 1.15, 0.69, 0.50$. The inset shows the oscillation behavior at $30 < t < 33$ for $U_f = 12, 16, 20$. (d) $U_i = 2.0 \rightarrow U_f = 8.0, 12.0, 16.0, 20.0$, and the periods of the spin density order parameter are $12.40, 24.32, 43.72, 63.53$.

anisotropic XXZ spin model. In the effective spin Hamiltonian, the behavior is dominated by the spin excitations with energy scale $J_{ex}$ defined in Eq. (6), which is in agreement with previous experiments.

To confirm the behavior above, we further calculate the evolution of the two parameters for $U_i = 2.0$ and $U_f = 12.0$. The effective Hamiltonian, Eq. (6), is an XXZ model with exchange coupling $J_{ex}$. For the final Coulomb interaction $U_f = 12.0, 14.0, 16.0, 20.0$, the corresponding exchange interaction is $J_{ex} = 0.333, 0.263, 0.218, 0.165$, respectively. The oscillation periods of the charge density order parameter are $3.27, 1.15, 0.69, 0.50$ for $U_f = 8.0, 12.0, 16.0, 20.0$. The periods of the spin density order parameter are $12.40, 24.32, 43.72, 63.53$, which increase monotonically with Coulomb interaction.

To understand the origin of the behavior with increasing $U_f$, one can consider a two-site Hubbard model at half-filling in the strong Coulomb interaction limit, where the hopping terms are considered as a perturbation. The energy levels from lowest to highest are the singly occupied singlet and triplet, and the other two energy levels have a double occupancy on one of the sites. The oscillations of the spin order parameter will be determined mainly by the excitation energy between the singlet and the triplet, which is the effective Hund’s coupling energy, $J_{ex} \sim U^{-1}$. By contrast, the oscillations of the charge order will incorporate the excitations between singly occupied and doubly occupied states, where the energy difference will be mainly determined by Coulomb interaction $U$. This explains the corresponding monotonically decreasing and increasing oscillation period trends of the charge and spin order parameters with increasing $U_f$.

V. CONCLUSION

In this paper, the exact diagonalization (time dependent Lanczos) method is used to study the quench dynamics in the one-dimensional ionized Hubbard model with mass imbalance. To check the validity of ED used in studying the system, we first studied the phase diagram in equilibrium and compared it with the phase diagram calculated using DMRG or Hartree-Fock mean-field methods. Qualitatively, the ED calculation shows that the transition between the band insulator and correlated insulator is of second order, which is consistent with DMRG calculation.

The phase diagram in the Coulomb interaction and crystal field plane $U - \Delta$ is studied. The critical Coulomb interaction deviate from the DMRG result for a small $\Delta < 0.25$ region. The phase diagram in the $U - \eta$ plane ($\eta$ is mass imbalance) is studied. In comparison with DMRG, we find ED works well for relative large $\eta \leq 0.75$. Furthermore, finite size effects are studied by considering 10-site and 14-site chains. We find that increasing the number of sites will greatly improve the agreement with DMRG. We choose the mass imbalance and the crystal field parameters as $\eta = 0.75$ and $\Delta = 3.0$ in this paper, respectively, where the phase transition point from band insulator to correlated insulator is $U_c = 7.1$.

Focusing on the non-equilibrium evolution after a Coulomb quench, we study the dependence on the quenching time $t_q$ for a fixed initial and final Coulomb interaction $U_i = 6.0$ and $U_f = 8.0$, where $U_i = 6.0$ is in the band insulating regime in equilibrium and $U_f$ is situated in the correlated insulating regime. By inspecting the time evolution of the charge and spin order parameters, we observe that the two order parameters exhibit different oscillation behaviors, which depend on the quenching time. In general, a monotonically increasing (decreasing) spin (charge) order parameter at short times followed by an approximate oscillating behavior at long times is observed.

In the long time regime, the order parameters oscillate around their thermalized equilibrium value, where an effective temperature is defined. Furthermore, the effective temperature will decrease monotonically with quenching time for fixed initial and final Coulomb interaction $U_i$ and $U_f$, where an approximate adiabatic evolution is observed for very large $t_q$.

Finally, we study the parameter region where $U_i = 2.0$ and $U_f$ deep in the correlated insulating region. The spin and charge order parameters will oscillate with time in the long time regime. The oscillating frequency of charge order parameter will increase monotonically with the Coulomb interaction. In contrast, the spin order parameter will decrease monotonically with the Coulomb interaction. The oscillating frequency is independent with quenching time in the protocol and the initial Coulomb interaction.

In summary, we study the non-equilibrium evolution of the mass imbalanced ionic Hubbard model driven by a Coulomb interaction.
interaction quench. Our results show that the dynamical evolution of physical observables exhibit different behaviors depending on the quench protocol, where the effective temperature decreases with increasing quench time. When the final Coulomb interaction strength is situated deep in the correlated regime, the oscillation period of the spin (charge) order parameter will increase (decrease) monotonically with Coulomb interaction strength, which is independent of quench protocol. Our results can be tested experimentally in cold atom optical lattices, and may offer strategies to engineer the relaxation behavior of interacting quantum many-particle systems.
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Appendix A: The effect of long quenching time on the system state

The time evolution of the ground state wave function that approximates adiabatic evolution under a long quenching time is studied here. In Fig. 2(e-f), the quenching time in protocols are \( t_q = 8.0 \) and \( t_q = 16.0 \), respectively. The effective temperature of the systems are \( T_{\text{eff}} \approx 0.105, 0.008 \) (close to 0 K), where the non-equilibrium wave function at time \( t_q \) can possibly be approximated as adiabatic process.

To characterize the difference between the non-equilibrium evolution studied in our work and an adiabatic process, we define a parameter \( \Delta c \) to measure the difference,

\[
\Delta c(t) = \sum_I |\langle \Psi(t) | I | \Psi(t) \rangle - \langle \Psi(t) | I | \Psi(t) \rangle|^2 - \sum_g |\langle \Psi(t) | I | \Psi(t) \rangle - \langle \Psi(t) | I | \Psi(t) \rangle|^2 ,
\]

where \( |\Psi(t)\rangle \) is the equilibrium ground state wave function of the final Hamiltonian with \( U = U_f \) and \( |\Psi(t)\rangle \) corresponds to the non-equilibrium wave function at time \( t \). We label the \( i \)-th Fock basis state in the many-body Hilbert space.

In Fig. A1(a), the parameter \( \Delta c \) with quenching times \( t_q = 8.0, 16.0 \) are plotted as a function of time. It is observed that the parameter \( \Delta c \) decreases monotonically and approaches 0. To further understand the detailed difference between the two wave functions, we plot the probabilities of each Fock basis state in Fig. A1(b-c) for the equilibrium wave function \( |\Psi_0\rangle \) and the non-equilibrium wave function \( |\Psi(t)\rangle \) at \( t = 30 \) with different quenching times \( t_q = 8.0 \) and \( t_q = 16.0 \), respectively. The basis with highest probability is \( |\downarrow, \uparrow, \downarrow, \cdots, \downarrow, \uparrow\rangle \).

Appendix B: Effects of quenching time and initial Coulomb interaction on the oscillation period of the order parameter

Here we study the effect of quenching time \( t_q \) on the oscillation period of the order parameter of the system under strong interactions. By setting the initial and final Coulomb interaction as \( U_i = 2.0 \) and \( U_f = 12.0 \), we plot the time evolution of the charge and spin order parameters with different quenching times \( t_q = 12.0, 16.0, 20.0, 24.0 \) in Fig. A2(a-b). By solving Eq. (4), the effective temperatures are \( T_{\text{CDW}} \approx 0.345, 0.114, 0.089, 0.020 \), respectively. The oscillation period of the charge density and spin order parameters are \( T_{\text{CDW}} \approx 1.16 \) and \( T_{\text{SDW}} \approx 26.02 \), which are independent of the quenching time.

In addition, we study the oscillation behavior of the charge and spin order parameters by fixing the final Coulomb interaction \( U_f = 12 \) in the strong Coulomb interaction regime with quenching time \( t_q = 8 \) while changing the initial Coulomb interaction \( U_i = 2.0, 4.0, 6.0, 8.0 \). The two order parameters as a function of time are plotted in Fig. A2(c-d). Our numerical results show that the oscillation periods of the charge density and spin density order parameters are about \( T_{\text{CDW}} \approx 1.15 \) and \( T_{\text{SDW}} \approx 24.03 \), which are independent of the initial Coulomb interaction strength.
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