Behavioral/Systems/Cognitive

Spectral Integration in Primary Auditory Cortex Attributable to Temporally Precise Convergence of Thalamocortical and Intracortical Input
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Primary sensory cortex integrates sensory information from afferent feedforward thalamocortical projection systems and convergent intracortical microcircuits. Both input systems have been demonstrated to provide different aspects of sensory information. Here we have used high-density recordings of laminar current source density (CSD) distributions in primary auditory cortex of Mongolian gerbils in combination with pharmacological silencing of cortical activity and analysis of the residual CSD, to dissociate the feedforward thalamocortical contribution and the intracortical contribution to spectral integration. We found a temporally highly precise integration of both types of inputs when the stimulation frequency was in close spectral neighborhood of the best frequency of the measurement site, in which the overlap between both inputs is maximal. Local intracortical connections provide both directly feedforward excitatory and modulatory input from adjacent cortical sites, which determine how concurrent afferent inputs are integrated. Through separate excitatory horizontal projections, terminating in cortical layers II/III, information about stimulus energy in greater spectral distance is provided even over long cortical distances. These projections effectively broaden spectral tuning width. Based on these data, we suggest a mechanism of spectral integration in primary auditory cortex that is based on temporally precise interactions of afferent thalamocortical inputs and different short- and long-range intracortical networks. The proposed conceptual framework allows integration of different and partly controversial anatomical and physiological models of spectral integration in the literature.

Introduction

Primary sensory cortices often display topographically organized representations of stimulus features derived from the biophysical constraints of sensory transduction processes and subsequent neuronal computations. In the case of auditory cortex, the spectral distribution of acoustic signal energy is such a feature and is dominantly represented in tonotopic maps (for overview, see Schreiner and Winer, 2007). Previous studies have demonstrated several mechanisms by which information from different parts of the signal spectrum is integrated and affects neuronal activity at a given site within the tonotopic map (spectral integration). Both studies of single-unit firing behavior (Ohl and Scheich, 1997; Schreiner et al., 2000; L. M. Miller et al., 2001a,b; Kadia and Wang, 2003) and studies focusing on the subthreshold integration of inputs with cell-attached recording (Wehr and Zador, 2003; Liu et al., 2007) or recording of local field potentials (LFPs) (Kaur et al., 2004, 2005; Metherate et al., 2005) have revealed that thalamic input of spectral information into the cortex is not layered in a point-to-point manner. In other words, the fine-grained suprathreshold representation of frequencies in primary auditory cortex cannot exclusively be inherited from afferent feedforward inputs (L. M. Miller et al., 2001a; Edeline, 2003; Wehr and Zador, 2003; Winer et al., 2005). Different short-range or long-range intracortical connections could potentially also provide spectral input to a given cortical site (Wallace et al., 1991; Budinger et al., 2000b). In fact, several studies have suggested that long-range horizontal pathways can provide (subthreshold) spectral input to adjacent cortical regions not receiving any corresponding thalamic input (Kadia and Wang, 2003; Metherate et al., 2005; Kurt et al., 2008; Moeller et al., 2010). Another recent study showed that intracolumnar circuits that mediate excitation through recurrent loops selectively amplify suprathreshold activation of thalamocortical-recipient neurons, thereby sharpening cortical frequency tuning (Liu et al., 2007).

These data raise the question how the integration of information about the stimulus spectrum from thalamocortical inputs and intracortical inputs is organized in time and space, i.e., across the synaptic populations extending over the dendritic tree of cortical principal neurons. To answer this question, we have combined acoustical stimulation of cortex with pure tones before and after pharmacological silencing of intracortical activity with the analysis of the laminar profiles of tone-evoked current source density (CSD) and of the residual CSD (cf. Harding, 1992).

We found that afferent thalamocortical inputs and convergent intracortical inputs have a discernible spatial organization and are differentially recruited in time. Specifically, when a cor-
tical site was stimulated with a tone frequency corresponding to its best frequency (BF) or to a spectrally distant frequency (nonBF), we found thalamocortical or intracortical inputs, respectively, to be the dominant generators of the initial cortical activation. For frequencies in the spectral neighborhood of the BF (nearBF), in which both input systems exhibit their greatest overlap, we found a temporally highly precise integration of both inputs to produce a characteristic laminar activation profile.

Materials and Methods
Experiments were performed on 13 adult male ketamine/xylazine-anesthetized Mongolian gerbils (Meriones unguiculatus) (age, 3–16 months; body weight, 80–120 g). All experiments were conducted in accordance with the international National Institutes of Health Guidelines for Animals in Research and with ethical standards for the care and use of animals in research defined by the German Law for the protection of experimental animals. Experiments were approved by an ethics committee of the state Saxony-Anhalt, Germany.

Surgical procedure. Initial anesthesia was induced by inhalation of halothane (4%, 4 min) and was switched to a subcutaneous anesthesia with 45% ketamine (50 mg/ml; Ratiopharm), 5% xylazine (Rompun, 2%; BayerVital) and 50% isotonic sodium chloride solution (154 mmol/l; Braun). Status of anesthesia was maintained at surgical level by monitoring the hindlimb withdrawal reflex and respiratory rate (Zandieh et al., 2003). Body temperature was kept at 37°C by a controlled heating blanket. Before surgery, ear canals and tympanic membranes were controlled using a surgical microscope. After resection of the scalp and the right temporalis muscle, right auditory cortex was exposed by craniotomy (−3 × 4 mm). A gold-plated pin (Amphenol) was implanted in the contralateral parietal bone with good contact to the dura mater and was used as a reference. Stereotaxic fixation was achieved by an aluminum bar attached to the frontal bones with dental cement (Paladur; Heraeus Kulzer). Immediately before insertion of the multichannel shaft electrode, a T-shaped cut was made in the dura using a cannula needle.

Manufacturing of multichannel shaft electrodes. All experiments were conducted using custom-made multichannel shaft electrodes made of Teflon-insulated stainless-steel microwires with a diameter of 25 μm (California Fine Wire) glued together by baking heat-curable epoxy resin (adapted from Jellem and Weijnen, 1991). Equidistant linear arrangement of individual wires was guaranteed by a matrix of pinholes in a half-dissected Teflon tube (diameter, 200 μm). Teflon tubes were perforated using a stereotactically controlled tungsten electrode. Individual wires were crimped to a Molex connector system (Picoclasp). The linear array of 24–28 electrode contacts (spacing 55–75 μm) spanned −1600 μm. Impedances were checked for each channel separately and found to be in the range of 200–600 kΩ.

Electrophysiological recordings. Recordings were performed in an acoustically and electrically shielded recording chamber. CSD profiles were calculated offline from the depth profiles of the LFP measured with our custom shaft multielectrodes (see below). Neuronal population activity was recorded using a multichannel recording system (Multichannel Acquisition Processor; Plexon). Potentials were preamplified (500×), bandpass filtered between 3 and 170 Hz (3 dB cutoff frequency) and digitized at 2 kHz. Responses were averaged over 100 stimulus repetitions. Recording positions were chosen based on vasculature landmarks and the well-established tonotopic organization of primary auditory cortex field A1 (Thomas et al., 1993; Ohl et al., 1997; Schulze et al., 1997). Additionally, we verified the tonotopic gradient at selected locations using spike and LFP recordings obtained with a single tungsten electrode (0.5–1 MΩ). The probe was positioned perpendicular to the cortical surface (supplemental Note 2, available at www.jneurosci.org as supplemental material) and rapidly inserted after the dura cut, leaving one to two channels free over the dura. After ~20 min, the cortical tissue tended back until the first channel was directly positioned at the surface. The same set of stimuli was presented before, during, and after epidural application of drugs for cortical silencing.

Acoustical stimulation. Acoustical stimuli were digitally synthesized and controlled using Matlab (MathWorks). We used pseudorandomized series of pure tone frequencies with a logarithmic, i.e., iso-octave, frequency spacing spanning 8 octaves from 125 Hz to 16 kHz. Stimuli were delivered via an attenuator (PA4; Tucker Davis Technologies), an amplifier (STAX SRM-3), and an electrostatic headphone (STAX SR lambda professional) positioned 3 cm in front of the animal’s head. Speaker output was controlled using a 1/8 inch condenser microphone (Bruel & Kjaer). Pure tone frequencies were presented for 200 ms with 5 ms sinusoidal rising and falling ramp. In all experiments, we varied intensities in 10 dB steps from 25 to 85 dB sound pressure level (SPL). Afterward, we determined the intensity leading to tone-evoked responses 2 SD above baseline. This intensity was declared as the 2 SD threshold intensity. In this study, we analyzed only data with an intensity 20 dB SPL above this 2 SD threshold intensity (either 65 or 75 dB SPL). The intersimulus interval was varied between 0.6 and 1 s.

Pharmacological silencing of cortical activity. Intracortical neuronal activity was inhibited using the GABAa agonist muscimol hydrobromide (Sigma). A volume of 20 μl of muscimol with a concentration of 1 μg/μl (8.4 mM) applied topically onto 2.5 mm2 of dura was reported to be an appropriate dosage for effective cortical silencing, including infragranular layers in rat auditory cortex (Talwar et al., 2001). Effective muscimol diffusion is known to be limited to a range of 1–2.5 mm (Martin and Ghez, 1999; Edeline et al., 2002), and thus muscimol does not reach subcortical structures after topical application. Here, we used different concentrations of 20 μl of muscimol alone [1 μg/μl (n = 5), 0.5 μg/μl (n = 3), and 0.2 μg/μl (n = 2)] or combined with the GABAB receptor agonist (+)-5,5-dimethyl-2-morpholine acetic acid (SCH50911) (6 μl, 20 μl; n = 3) applied on −12 mm2 of the right hemisphere covering the primary auditory cortex. Cortical silencing using muscimol alone potentially activates GABAB receptors (ECoG, of 25 μm) (Yamauchi et al., 2000), which would create thalamocortical EPSPs smaller in amplitude attributable to presynaptic inhibition. To avoid this, we adopted an effective method to block the side effects of muscimol on GABAB receptors developed by Yamauchi et al. (2000) (see also Liu et al., 2007). Specifically, the GABAB receptor agonist SCH50911 (6 μl, 20 μl) was applied concomitantly with muscimol (4 μl, 20 μl) in three additional experiments. It was shown that this mixture still effectively reduced the number of action potentials by >95% (Liu et al., 2007). In all cases, we found a strong effect of response inhibition of the laminar LFP and CSD profiles. This blockade was similar in all cases and across different concentrations or drug mixtures. Time until recovery of evoked responses was found to be longer, when muscimol was applied exclusively (>10 h; n = 5), compared with the concomitant application of both drugs (2–4 h, n = 3). For additional discussion of the adequacy of different silencing techniques, see Results. In a separate study, we used auto-metallagraphic thalamic radiography to demonstrate that activity of cortical neurons in the influenced region was completely blocked, whereas subcortical auditory processing was still active (Goldschmidt et al., 2010).

Current source density analysis. Based on laminar LFP recordings, we calculated the one-dimensional CSD profile from the second spatial derivative of the LFP (Pitts, 1952; Nicholson and Freeman, 1975; Mitzdorf, 1985, 1986; Steinschneider et al., 1992):

$$-\text{CSD} = \frac{\Delta^2 \Phi (z)}{\Delta z^2} = \frac{\Phi (z + n \Delta z) - 2 \Phi (z) + \Phi (z - n \Delta z)}{(n \Delta z)^2},$$

where $\Phi$ is the field potential, $z$ is the spatial coordinate perpendicular to the cortical laminae, $\Delta z$ is the sampling interval (55–75 μm), and $n$ is the differentiation grid. Before CSD calculation, LFP profiles were smoothed with a weighted average (Hamming window) of five channels (corresponding to a spatial filter kernel of 300 μm). To retain the upper and lower boundary sites, we used a linear extrapolation method that assumes no additional decay in the second derivative of the field potential. The benefits of a CSD transformation are a reference-free, spatially enhanced representation of the direction, location, and intensity of transmembrane currents underlying the evoked response potential (Nicholson and Freeman, 1975; Mitzdorf, 1985, 1986; Steinschneider et al., 1992). Classically, current sinks are interpreted to indicate depolarizing events such as active excitatory synaptic populations and axonal de-
polarization. Current sources, in contrast, reflect passive return currents most of the time (Mitzdorf, 1985). Equation 1 takes into account only one dimension, assuming isotropic conductance. Recent findings by Logothetis et al. (2007) strengthen this model of a quasi-ohmic cortical impedance spectrum.

**Calculation of peak and onset latencies of CSD components.** Peak amplitudes and latencies at the onset and offset of individual CSD components were determined for each channel. In accordance with Kaur et al. (2004), peaks were defined as the highest amplitude of an individual sink. The problem of accurate onset and offset latency determination has been explained previously (Kaur et al., 2004). We modified their two-point procedure to estimate onset latencies by fitting a line around the point at which each curve surpasses 3 SDs above/below baseline. The intersection of this line with baseline was defined as the onset latency. We compared this procedure with the previously introduced method by Kaur et al. (2004) and found less variance especially at low amplitudes. For control of this automated processing, all plots were additionally inspected by a trained observer and, in a few cases, corrected by hand. All computations were performed with custom-written programs using Matlab. To define the BF, we compared mean peak amplitudes, mean peak latencies, and mean onset latencies of the granular sink and found highly correlated results. The BF was defined as the frequency of the pure tone stimulus in our stimulus set that elicited the maximum peak in the initial granular sink.

**Averaged rectified CSD and residue analysis.** The averaged rectified CSD (AVREC) (Givre et al., 1994; Schroeder et al., 1998) was calculated by averaging the absolute values of the CSD separately across the n channels for each trial. Subsequently, data were averaged across trials (Eq. 2). Although information about the direction of transmembrane current flow is lost by rectification, the resulting AVREC waveform provides a measure of the temporal pattern of the overall strength of transmembrane current flow (Givre et al., 1994; Schroeder et al., 1998). The relative CSD residues (Harding, 1992) were calculated as the sum of the CSDs over the n channels divided by the sum of the respective absolute values (Eq. 3).

$$\text{AVREC} = \frac{\sum_{i=1}^{n} |\text{CSD}_i(t)|}{n}$$  \hspace{1cm} (2)

$$\text{relative residues} = \frac{\sum_{i=1}^{n} |\text{CSD}_i(t)| \sum_{i=1}^{n} |\text{CSD}_i(t)|}{n - 1}$$  \hspace{1cm} (3)

For the quantitative analysis of the AVREC and the relative residues, we used single-trial CSD waveforms without spatial filtering. Onset latencies of AVREC and relative residues were defined as the times when the respective waveforms surpassed 3 SDs from baseline. Baseline values of AVREC and relative residues were defined as the times when the respective waveforms surpassed 3 SDs from baseline. Baseline values were calculated from a 200 ms time window preceding the stimulus. For the quantitative analysis of the AVREC and the relative residues, we used single-trial CSD waveforms without spatial filtering. Onset latencies of AVREC and relative residues were defined as the times when the respective waveforms surpassed 3 SDs from baseline. Baseline values were calculated from a 200 ms time window preceding the stimulus.

**Immunohistochemistry and histology.** After the acute experiments, animals were killed by intracardiac injection of 0.5 ml of T61 (Intervet). Detailed histological analysis of the electrode position relative to the cortical laminae has been performed in five animals. To this end, brains were removed immediately after killing and cryoprotected with 8% gelatin and conveyed to isopentane cooled to −50°C in a nitrogen bath. Brains were cut on a cryotome into 50-μm-thick horizontal sections that were collected in phosphate-buffered 0.1 M saline. Sections were counterstained for cell bodies with cresyl violet staining (Nissl staining). The perpendicular position of the multichannel shaft electrode could be identified by a lack of Nissl substance across cortical layers (supplemental Fig. 2, available at www.jneurosci.org as supplemental material). The Nissl-stained sections also allowed relating the laminar depth of each respective multielectrode channel to the corresponding cortical layer in each animal (n = 5), despite some variance in thickness of cortical layers across individuals (for details, see supplemental Note 2, available at www.jneurosci.org as supplemental material).

**Results**

We have investigated the laminar organization of afferent thalamocortical input and convergent inputs from the intracortical microcircuitry in gerbil primary auditory cortex. Laminar CSD profiles in A1 have been evoked by pure tones using a wide range of frequencies. To dissociate thalamocortical input to primary sensory cortex from horizontal intracortical synaptic interactions, we applied the GABA_A receptor agonist muscimol alone (0.2−1 μg/μl) (Talwar et al., 2001; Kaur et al., 2004) or concomitantly with the GABA_B antagonist SCH50911 (1:1.5) (Yamauchi et al., 2000) topically onto the cortical surface. We quantified changes of the laminar CSD profile after cortical silencing, which allows insights into the relative contributions, the temporal recruitment, and the laminar organization of afferent thalamocortical input and intracortical input, respectively, to primary auditory cortex (cf. Schroeder et al., 2003; Kaur et al., 2005; Lakatos et al., 2005, 2007; Chen et al., 2007).

**Cortical silencing to dissociate thalamocortically and intracortically evoked CSD components**

The pure-tone-evoked spatiotemporal CSD profile in the untreated primary auditory cortex field A1 of the gerbil showed a characteristic feedforward pattern, similar to other findings in the visual (Schroeder et al., 1998; Hirsch and Martinez, 2006; Chen et al., 2007) and auditory (Barth and Di, 1990; Steinmetz, et al., 1992, 1998; Sakata and Harris, 2009; Szymanski et al., 2009; Atencio and Schreiner, 2010) systems.

The CSD profile after BF stimulation in the untreated auditory cortex (Fig. 1A) indicates feedforward input from afferent thalamocortical projections terminating in granular layers III/IV and also intracortical connections to supragranular and infragranular layers (cf. Schroeder et al., 1998; Chen et al., 2007; Sakata and Harris, 2009; Atencio and Schreiner, 2010). The BF was defined as the tone frequency that evoked the highest peak of the sink in the granular layer. To dissociate the contributions of afferent thalamocortical and intracortical input to this cortical feedforward CSD profile, we used a conventional approach for pharmacological cortical silencing of intracortical connections (Krupa et al., 1999; Yamauchi et al., 2000; Fox et al., 2003; Li and Ebner, 2006; Andolina et al., 2007; Liu et al., 2007; Wu and Yan, 2007) (for further discussion, see below). The rationale of this approach is to use concentrations known to influence exclusively intracortical postsynaptic potentials without limiting axon conductivity (Martin and Ghez, 1999; Edeline et al., 2002; Kaur et al., 2004). Behavioral work has also shown that these concentrations block psychophysical detection of pure tones in rats (Talwar et al., 2001). Experimentally induced hyperpolarization of neurons may abolish their spiking output without affecting the barrages of postsynaptic potentials and therefore neuronal input to the hyperpolarized population (for rationale, see McCormick et al., 2003). Hence, synaptic activities driven by intracortical processes ought to be silenced completely, whereas bottom-up thalamocortical input should not be blocked (Kaur et al., 2004). For a detailed analysis, we have identified distinct components of the spatiotemporal CSD profile (Fig. 1A). We refer to the initial granular sink as S1, the initial supragranular sink as S2, and infragranular sink as S3. Furthermore, the granular S1 is balanced by a supragranular source S01 and an infragranular source S03. A granular source occurring at longer latencies and balancing S2 and S3 is called S02. In some examples, we also found an initial short-latency input to layer V, which is referred to as s1 (for infragranular initial sink). In Figure 1B–D, the temporal development of CSD profiles (shown for BF stimulation) reflects the...
drug diffusing through cortex after epidural application. Note the substantial reduction in amplitude (indicated by the scale bar next to each graphic panel) at every time point. After 20 min following application, the drug had diffused through layer IV, because the initial granular sink S1 was found to be significantly reduced. Consequently, a disinhibition of layer V pyramidal neurons by blocking granular circuits could possibly have caused the strong infragranular sink S3 (S3 is stronger compared with 10 min after drug application). S3 was silenced after the drug reached infragranular layers (after >30 min). Note that, 30 min after application, the drug reached almost all cortical layers, resulting in a concise and robust source–sink–source triplet. This finding shows that we can effectively dissociate tone-evoked thalamocortical and intracortical contributions to the physiological feedforward CSD profile in primary auditory cortex using cortical silencing. We found all later components (S2 and S3) of the cortical response to be evoked through transsynaptic intracortical processing (for detailed quantitative analysis, see Table 1) (Kaur et al., 2004). The robust granular sink S1 indicates activation of synapses mainly within layer IV, which is believed to be the major laminar recipient of tonotopically organized afferent input from the ventral part of the medial geniculate body (vMGB) (Budinger et al., 2000a,b; Huang and Winer, 2000; Hackett, 2010). Compared with the activation of the granular layers in untreated A1, the granular sink is spatially restricted mainly to layer IV and to some degree to layer IIIb or layer Va, with no activation of upper layer IIIa or layer II. Hence, activation of upper layer IIIa or layer II could be related to the activation of intracortical recurrent microcircuits (Douglas et al., 1995; Liu et al., 2007). In some cases, we found the infragranular sink iS1 to be present after drug application. This is indicative of a separate thalamocortical projection to layer V pyramidal neurons, which has been described in different anatomical studies (Budinger et al., 2000a; Huang and Winer, 2000; Linden and Schreiner, 2003; Winer et al., 2005) and a recent physiological study (Szynanski et al., 2009).

**Table 1. Relative ratio (%) of evoked granular (S1) and extragranular (S2, S3) amplitudes before and after cortical silencing**

| Relative strength of sink S1 to S2/S3 | Untreated | Muscimol | Muscimol + SCH50911 |
|-------------------------------------|---------|---------|---------------------|
| S2/S1 (%)                           |         |         |                     |
| BF                                  | 33.08   | 6.15    | 9.84                |
| 1 octave                            | 52.17   | 9.25    | 5.81                |
| 2 octaves                           | 109.38  | 2.65    | 1.73                |
| 3 octaves                           | 151.16  |         |                     |
| S3/S1 (%)                           |         |         |                     |
| BF                                  | 17.12   | 3.85    | 8.66                |
| 1 octave                            | 20.23   | 6.25    | 2.47                |
| 2 octaves                           | 50.13   | 2.5     | 9.21                |

Comparative analysis of relative amplitude strength (%) of the granular sink S1 versus extragranular components S2 and S3 (peak amplitudes of S2 and S3, respectively, are divided by peak amplitude of S1). In untreated cortex, amplitude ratios of S1 compared with S2 and S3 show that relative contributions of extragranular components increase with distance to the BF. After cortical silencing, the relative contributions of the later extragranular components are significantly smaller compared with the robust granular sink. Therefore, the later infragranular sinks and sources after the initial source–sink–source triplet after drug application reflect repolarization currents that are observable because they are not superimposed by other CSD components attributable to active processes in the cortex during later time points after stimulus onset.

**Figure 1.** Temporal development of silencing the intracortical contribution of tone-evoked activity in primary auditory cortex. Shown are the CSD profiles across cortical layers (roman numbers) evoked by acoustic stimulation with the BF represented at the measurement site, after different times following topical application of muscimol and SCH50911 to the auditory cortex. Prominent current sources (So1, So2, So3) and current sinks (S1, S2, S3, iS1) are shown in red and blue, respectively. Inset, Custom-made multichannel shaft electrode used for recording. A, Canonical laminar feedforward CSD profile in A1 (for details, see Results). B, At 10 min after application of the silencing mixture, maximum amplitudes of current sources and sinks were reduced to 20% of the original values (see color bar scaling), and the spatial pattern is indicative of diffusion of the mixture from the top layers to the infragranular layers. C, At 20 min after application, amplitudes were further reduced. D, After 30 min, the tone-evoked CSD pattern has stabilized, and CSD amplitude maxima and minima were <10% of the predrug values. Cortical layers were derived from histological analysis of this particular measurement site (supplemental Note 2, animal 1, available at www.jneurosci.org as supplemental material).
topic organization of tone-evoked local field potentials in gerbil primary auditory cortex field A1 (Ohl et al., 2000a,b).

Stimulation with the BF elicited the most profound activation throughout cortical layers (Fig. 2A). Evoked activation of granular and infragranular layers decayed with spectral distance of input from the BF. Spectral tuning width in the sense of significant evoked deflections was found to be 4.8 ± 1.82 octaves for infragranular sinks. Granular and supragranular activation showed spectral tuning widths of 6.4 ± 0.52 octaves (S1) and 6.8 ± 0.45 octaves (S2), respectively. In some cases, we even found activation throughout the whole presented frequency range of 8 octaves (up to 4 octaves apart from BF). The granular sink S1 showed fastest onset latency for BF stimuli and longer latencies for nearBF and nonBF stimulation (Fig. 2A, dashed lines refer to initial onset latency at BF stimulation). We found the initial response in granular layers regardless of stimulation frequency. Hence, the initial sink in granular layers need not be a unique feature of profiles evoked by afferent thalamocortical input but could also occur in profiles with a considerable amount of initial horizontal intracortical input.

To address this issue, Figure 2B shows the results of CSD profiles evoked with the different stimulation frequencies after cortical silencing. Again, we found all later components (S2 and S3) of the cortical response to be evoked through transynaptic intracortical processing (Table 1). Robust granular sinks after BF and nearBF stimulation were found in layer IV, the major laminar target of afferent input from the vMGB. After cortical silencing, the granular sink showed strongly decreased amplitudes (Fig. 3) and was found to have a reduced bandwidth of 3.1 ± 1.4 octaves (see Fig. 7) (cf. Kaur et al., 2004). The reduced bandwidth reflects the activation of thalamocortical synapses, which should still be active after cortical deactivation. Therefore, we can conclude that, before cortical silencing, other intracortical synaptic populations in layer IV are recruited in addition to thalamocortical inputs (Krupa et al., 1999; Li and Ebner, 2006; Andolina et al., 2007). In this context, it is worth noting that the lemniscal pathway via vMGB to A1 represents only ~10–20% of inputs to cortical layer IV (Ahmed et al., 1997; Logothetis, 2008). The activations evoked by nonBF stimulation were found to be strongly reduced (at least smaller than 0.005 mV/mm²). In contrast, electrophysiological monitoring of isolated thalamocortical EPSPs suggested that afferent inputs elicit equally strong amplitudes across stimulation frequencies (Liu et al., 2007). We found activations after BF and nearBF stimulation to have comparable amplitudes, especially when GABA_A inhibition was additionally blocked (compare with Fig. 3A). We therefore conclude that nonBF stimulation frequencies do not activate the local afferent synaptic populations. Notably, we found the onset latency of the nearBF-evoked initial granular sink S1 to be faster after drug application. The same held for the sources S01 and S03 (Fig. 3, dashed line). Thus, cortical silencing had different effects on the responses evoked by BF and nearBF stimulation. For all robust granular sinks, we observed a temporally very precise and spatially compressed profile as described in Figure 1. In addition, the duration of the granular sink was decreased. Effectively, this means that the latency of monosynaptic thalamocortical input was essentially independent of stimulation frequency (but see Kaur et al., 2004).

To quantify the contribution of afferent thalamocortical input to the evoked CSD components of the untreated auditory cortex, we analyzed and compared different sink parameters before and after cortical silencing.

Quantification of CSD components referring to thalamocortical or intracortical inputs
Before cortical silencing, onset latencies and mean peak amplitudes of the prominent CSD components were analyzed in dependence of spectral input. Sharpest spectral tuning was found for the mean peak amplitude of the granular sink. BF-evoked granular sinks had peak amplitudes with a mean of ~1.11 ± 0.21 mV/mm². Supragranular sinks had mean amplitudes of ~0.59 ± 0.03 mV/mm² and infragranular sinks of ~0.20 ± 0.2 mV/mm².

Cortical silencing by application of muscimol alone or muscimol plus SCH50911 blocked prominent supragranular and infragranular sinks S2 and S3 (Table 1). For thalamocortical-
recipient layer IV, the granular sink was still evoked by pure tone frequencies covering 5 octaves in maximum (BF and nearBF). However, mean peak amplitudes and onset latencies showed prominent changes. For mean peak amplitudes, the amount of decrease was similar for BF and nearBF (Fig. 3A, Table 2). Mean peak amplitude of the BF-evoked granular sink was reduced by 88% and between 83 and 96% for nearBF stimulation. However, for mean onset latencies, we found profound differences between BF- and nearBF-evoked S1. Onset latencies after BF stimulation did not show significant changes, whereas nearBF sinks referring to the borders of thalamocortical input decreased in latency (Fig. 3B). The selective drug effect on onset latencies for nearBF stimulation of a cortical site suggests a recruitment of thalamocortical inputs after, drug application, respectively.

Laminar processing of afferent thalamocortical input and horizontal intracortical inputs

In Figure 4A, laminar mean ± SEM onset latencies are shown for prominent sinks S1–S3 evoked by pure tones of different frequency. The granular sink S1 was faster after BF stimulation than for other stimulation frequencies and showed identical onset latencies from 700 to 1100 μm cortical depth. Near/nonBF-evoked S1 in contrast had longer latencies. Furthermore, the onset latency profile showed a faster onset in higher laminae located at layer III and upper layer IV compared with deeper layer IV. In particular, nearBF-evoked S1 showed a spatially broad activation (500–1100 μm) but with a temporal delay of activation along the cortical depths. The nonBF-evoked granular sink S1 showed spatial activations from 400 to 900 μm cortical depth and a delay of the initial activation in upper layer III of ~2 ms compared with BF. However, nonBF-evoked S1 did not fully extend into layer V. We conclude that different synaptic subpopulations are responsible for the granular sink S1 evoked by BF, nearBF, and nonBF frequencies. A differential recruitment of intracortical connections could in principle be responsible for the described diversity of laminar depths of initial activation. This finding would match anatomical work describing local intracortical connectivity strongly projecting toward upper layers III and II (Ojima et al., 1991; Budinger et al., 2000b; Dantzker and Callaway, 2000; Thomson and Bannister, 2003). In addition, our findings also match previous electrophysiological studies demonstrating different laminar termination depths of horizontal connections as a function of their lateral distance (Luhmann et al., 1991). Layers II/III consequently would provide an important function for intercolumnar information transfer for broad spectral integration.

Subsequent extragranular activations also showed profound differences between BF and nearBF/nonBF stimulation. It could be inferred how extragranular sinks S2 and S3 originate from different generators of the cortical microcircuitry based on the temporal characteristics of the initial granular sink. After BF stimulation, a consistent progression of activation reaches up to cortical layer I through direct intracolumnar transmission (Bannister, 2005; Sakata and Harris, 2009). For nearBF/nonBF-evoked supragranular sink S2, we found a reversed laminar gradient of delay (i.e., shorter latencies in layer I vs II), potentially reflecting different laminar inputs for nearBF/nonBF stimulation compared with BF stimulation. One interpretation could be that additional input from intercolumnar horizontal projections terminates in supragranular layers. This input would emanate from cortical sites for which the presented frequency is the BF and hence would be independent from intracolumnar activations after BF stimulation. This is in line with the observation that mean peak amplitudes of S2 are less strongly modulated by stimulation frequency than S1 (mean peak amplitudes of S2 evoked with stimulation: BF, 0.37 ± 0.05 mV/mm²; nearBF, 0.31 ± 0.1 mV/mm²; and nonBF, 0.28 ± 0.02 mV/mm²). Activations of infragranular lay-

### Table 2. Relative amplitude decrease of granular sink after both cortical silencing approaches

| Latency Range | Untreated | Drug condition | % Decrease |
|--------------|-----------|----------------|------------|
| BF           | −1.111    | −0.134         | 87.9       |
| ±1 octave    | −0.677    | −0.05          | 92.6       |
| ±2 octave    | −0.233    | −0.041         | 82.5       |
| Muscimol/SCH50911 (1:1.5; n = 3) | −1.044 | −0.103 | 89.74 |
| BF           | −0.796    | −0.107         | 86.51      |
| ±1 octave    | −0.621    | −0.079         | 87.24      |

Comparative mean peak amplitudes (millivolts per square millimeters) and relative decrease of the granular sink shown for both pharmacological silencing methods. Note that, although relative decrease is similar in both cases, the amplitudes for nearBF stimulation (±1–2 octaves) are higher due to cortical silencing with muscimol and SCH50911 applied concomitantly.
ers V and VI (sink S3) were found exclusively as a subsequent effect of extension of S1 into upper layer V, which occurred after stimulation with BF or nearBF frequencies.

CSD profiles were previously discussed predominantly with respect to EPSPs (Mitzdorf, 1986), although inhibitory synapses could in principle add a direct synaptic contribution to extracellular sources. Nevertheless, CSD analysis yields at least an indirect measure of inhibitory influences in that CSD profiles originate from the interaction of excitation and inhibition. The interaction of sinks and sources obey the law of superposition. Changes in stimulus parameters (such as stimulation frequencies) could cause a differential recruitment of relative contributions of specific synaptic populations, leading to equivalent shifts of the related sink–source components. In this respect, it has been demonstrated in gerbil auditory cortex that horizontal connections terminate on both local inhibitory interneurons and excitatory pyramidal neurons (Kurt et al., 2008; Moeller et al., 2010), which could lead to sideband inhibition or facilitation, respectively. Hence, the different sink–source relations revealed with BF or nonBF frequency stimulation (compare with Fig. 4A) in this study could be attributable to different types of interaction between excitation and inhibition.

Cortical silencing blocked longer-latency extragranular sinks (supplemental Figs. S2, S3, available at www.jneurosci.org as supplemental material) completely, which indicates that these layers receive mainly intracortical projections (Table 1). Cortical silencing of the intracortical microcircuitry significantly affected the amplitudes and latencies of S1 (compare with Fig. 3). This finding is attributable to the fact that hyperpolarization of the neuronal populations in the granular layers prevents afferent inputs from efficiently recruiting the recurrent intracortical microcircuitry (Liu et al., 2007). Monosynaptic afferent input causes a local net hyperpolarization of the extracellular field near the thalamocortical recipient population, resulting in a local sink (McCormick et al., 2003). As stated above, the granular layers are the most likely target region of convergent thalamocortical (5–20%) and intracortical (80–95%) projections. Nevertheless, it is still not clear whether the intracortical synapses are related to local intracolumnar recurrent microcircuits or to lateral connections between cortical columns, as has been proposed based on anatomical data (Ojima et al., 1991, 1992; Budinger et al., 2000b). To disentangle the putative contributions of different intracortical synaptic populations to granular activations, the drug-induced changes of the S1 were analyzed. Figure 4B shows the drug-induced changes of the S1 laminar mean onset latency in greater detail. Onset latencies after BF stimulation are plotted in black and after nearBF stimulation (pooled results from ±1–2 octaves distance from BF) before and after cortical silencing. Note that cortical silencing affected the spatial and temporal structure of the granular sink selectively after stimulation with nearBF stimuli. Cortical layers indicated here were derived from histological analysis of five different measurement sites and represent the mean relations (supplemental Note 2, available at www.jneurosci.org as supplemental material).
µm) to deeper layer IV and layer Va (700–1000 µm). The short-latency initial current sink in upper layers IV and IIIb was completely blocked by silencing indicating its origin from intracortical input. Deeper layer IV and layer Va (700–1000 µm) showed faster (1–2 ms) latencies after silencing. Hence, cortical silencing caused the different laminar profiles of activation by BF and nearBF stimuli to become more similar to each other.

Our data indicate that initial activation of BF-evoked S1 was mainly based on afferent thalamocortical input because neither its onset latency nor its laminar profile was affected by cortical silencing. In contrast, nonBF-evoked S1 might be attributed to excitatory horizontal synaptic connections because of its complete abolishment by cortical silencing. For intermediate spectral distances to the BF, we found that nearBF-evoked granular responses result from a convergence of both thalamocortical and intracortical inputs in cortical depths of 700–900 µm. The faster (1–2 ms) latencies of responses in layers IV and Va (700–1000 µm) after cortical silencing indicate that neuronal responses to nearBF stimuli result from a spatially highly organized and temporally very precise recruitment of both convergent thalamocortical and intracortical inputs.

Hence, a number of different input systems apparently contribute to spectral integration in primary auditory cortex (supplemental Fig. 3, available at www.jneurosci.org as supplemental material): (1) afferent thalamocortical input to granular layers (Budinger et al., 2000a; Huang and Winer, 2000; Hackett, 2010), (2) intracolumnar excitation through local intracortical recurrent microcircuits (Liu et al., 2007), and (3) convergent horizontal intracortical connections between neighboring columns (Ojima et al., 1991, 1992; Budinger et al., 2000b). (4) Additionally, long-range horizontal connections potentially contribute to the edges of the subthreshold receptive field via excitatory connections (Kadia and Wang, 2003; Kurt et al., 2008; Moeller et al., 2010). Although existing data already indicate a division of labor between thalamocortical and intracortical input systems for processing BF and nonBF stimuli, respectively, it is not fully understood how spectral integration is achieved in the nearBF region in which thalamocortical and intracortical input systems have their greatest overlap. Initial nearBF-evoked responses thus appear to result from a precise, spatiotemporally organized recruitment of both afferent thalamocortical and intercolumnar local horizontal inputs. To critically test this hypothesis, we used a newly developed analysis of laminar CSD profiles aiming to determine whether the initial input is achieved via thalamocortical input or horizontal intracortical input to a cortical site.

Temporal precision of afferent and horizontal convergent input

Additional insight into the functional convergence of thalamocortical and horizontal intracortical contributions was obtained from the analysis of the AVREC, as a measure of the temporal current flow of overall evoked activity (Givre et al., 1994; Schroeder et al., 1998) and of the relative residues of the CSD (Harding 1992) (for definition, see Materials and Methods). This analysis is based on the following rationale. It was indicated that the activation of presynaptic terminals with its accompanying massive calcium influx contributes significantly to the LFP (Tenke et al., 1993; Stoezel et al., 2008). Therefore, the primarily orthogonal orientations of thalamocortical and intracortical input systems can be expected to contribute differently to the relative residues of the CSD as measured with a linear electrode array oriented perpendicular to the cortical surface (Fig. 5A). Specifically, it can be hypothesized that activation of the horizontal intracortical input contributes more to the relative residues than activation of the thalamocortical input (see schematic traces in Fig. 5A). This can be expected because, for lateral connections, current sources and sinks that cancel each other out are more likely to be distributed beyond the cylinder surrounding the electrode array in which extracellular currents would most contribute to the measured local field potential (see schematic depiction of current source and sink distributions in Fig. 5A). Following this reasoning, it is reasonable to conclude that the activation of intracolumnar recurrent microcircuits would not contribute to the relative residual of the CSD for two reasons. First, these microcircuits are spatially restricted within a cortical column. Second, they are based on pyramidal neurons (Douglas et al., 1995) whose activation leads to prominent sink–source dipoles and should therefore be detectable with CSD analysis (for additional rationale, see supplemental Note 1, available at www.jneurosci.org as supplemental material). To test this hypothesis and evaluate its usefulness to dissociate thalamocortical, as well as intracolumnar activation specifically from the contributions of horizontal inputs to the evoked activity, we analyzed the temporal relationship of the tone-evoked AVREC waveform and the relative residues of the CSD before and after cortical silencing for BF, nearBF, and nonBF stimuli. Figure 5, B and C, shows a representative example. Before cortical silencing (Fig. 5B), we found markedly different latency profiles of AVREC and relative residues dependent on stimulus condition. For BF stimulation (0.5 and 1 kHz, producing maximum AVREC amplitude), AVREC onset latency was shortest and increased for nearBF and nonBF stimulation (red dots indicate the points in time when the signal crossed the 3 SD level of the prestimulus amplitudes). In contrast, relative residues occurred with shorter onset latencies for nearBF stimulation and nonBF stimulation (see 0.25 or 2–16 kHz). Above we showed evidence that activation after BF stimulation is a good model for initial thalamocortical input, whereas nonBF stimulation occurred exclusively through horizontal intracortical pathways, producing the situation diagrammed in Figure 5A at the response onset. In other words, AVREC leads the relative residues in time for BF stimulation, whereas AVREC and the relative residues show equal onset latencies for nearBF/nonBF stimulation. After cortical silencing (Fig. 5C), AVREC was greatly reduced, but significant amplitudes were found for a narrow band of stimulation frequencies in the BF region (for quantification, see Fig. 7). In agreement with this hypothesis, relative residues were completely abolished by silencing of intracortical inputs.

Figure 6 shows the quantitative analysis, based on the entire dataset, for the temporal relationship of AVREC and relative residues, allowing inferences regarding all synaptic inputs or only synaptic inputs from intracortical sources, respectively. Mean ± SEM onset latencies of AVREC and relative residues were found to be faster (7.75 ± 0.55 ms) after BF stimulation (paired t test, p = 0.0006) but were not significantly different after nearBF (p = 0.38) or nonBF (p = 0.58) stimulation (Fig. 6A). This is true for a short time window after onset of evoked activity in which local processes, parallel to the recording axis (thalamocortical input), lead horizontal processes exclusively after BF stimulation. AVREC latency was significantly faster after BF stimulation compared with nearBF stimulation (p = 0.001) and nonBF stimulation (p = 0.0007). Interestingly, relative residues were significantly faster after nearBF stimulation compared with BF stimulation (p = 0.024) but not after
nonBF stimulation (p = 0.173). This result indicates that horizontal inputs are differentially recruited by nearBF/nonBF stimulation compared with BF stimulation and, furthermore, that horizontal inputs contribute to the initial activation of a cortical column when stimulation frequency is not the BF. The hypothesis that relative residuals reflect intracortical inputs exclusively and that the AVREC provides a reliable parameter for estimating the absolute temporal current flow (Givre et al., 1994; Schroeder et al., 1998) can be tested with the cortical silencing approach. Figure 6B shows the mean ± SEM onset latency of AVREC after cortical silencing (>60 min after drug application). We found BF-evoked AVREC onset latencies not to be affected (p = 0.71). After cortical silencing, AVREC onset latencies after nearBF stimulation did not show a significant difference compared with BF stimulation (p = 0.43). Nevertheless, nonBF stimulation did not evoke significant AVREC values, and significant relative residues could not be observed in any case.

Eventually, we showed that potentially anatomically overlapping afferent thalamocortical and intracortical pathways are recruited in a way such that both input systems interact and shape the initial response in primary auditory cortex in dependence on the stimulation frequency. Specifically, horizontal inputs terminating in the (upper) granular layers (compare with Fig. 4) interact directly with afferent inputs when the stimulation frequency is not the BF. In the latter case, afferent input activates a cortical site without convergent horizontal interactions.

**Long-range horizontal projections expand the available spectral information of a cortical site**

To what extent intracortical pathways contribute to the information represented at a cortical site about the stimulus spectral energy remains a matter of debate (Matsubara and Phillips, 1988; L. M. Miller et al., 2001b; Kaur et al., 2004; Liu et al., 2007). Therefore, we analyzed the averaged ± SEM response bandwidth of cortical responses in A1 (stimulation 20 dB above threshold) represented at a cortical site about the stimulus spectral envelope. Figure 7. Response bandwidths of the untreated state (n = 13) were compared with response bandwidths after cortical silencing with muscimol (n = 10) or muscimol plus SCH50911 (n = 3). In both cases, cortical silencing resulted in a significantly decreased bandwidth of spectral tuning of the granular sink S1, as well as the AVREC. Relative residues were blocked completely after silencing. We point out that the additional blockade of GABAB inhibition by SCH50911 did not appear to differently affect the still active afferent pathways to sensory cortex (see below). This is in line with previous studies reporting that horizontal intracortical contributions to primary auditory cortical
responses lead to a broader response bandwidth compared with thalamocortical inputs. Thus, the available spectral information of a cortical site is expanded through (possibly) subthreshold input through long-range intracortical pathways (cf. Kadia and Wang, 2003; Kaur et al., 2004; Metherate et al., 2005; Moeller et al., 2010).

**Adequacy of different pharmacological cortical silencing techniques**

In this study, we used pharmacological cortical silencing by surface application of the GABA\(_A\) agonist muscimol (4 mM) via craniotomy (\(\sim 3 \times 4 \, \text{mm} = 12 \, \text{mm}^2\)) with or without applying a GABA\(_B\) antagonist (SCH50911, 6 mM) with previously suggested relative concentrations of both drugs (cf. Yamauchi et al., 2000). Drugs diffused across all cortical layers (\(\sim 1.5 \, \text{mm}\)), and, hence, the affected tissue volume was at least 18 mm\(^3\). We did not observe significant differences of response suppression of the laminar CSD profiles using different concentrations or drug mixtures (Fig. 3) and found no significant difference of spectral response bandwidth with or without blocking GABA\(_B\) receptors (Fig. 7). Thus, we conclude that GABA\(_B\)-mediated inhibition does not modulate tuning bandwidth in our experiments. A major difference between both silencing approaches was the time course of response suppression. Silencing of intracortical contributions to evoked responses with muscimol alone lasted longer than 10 h (\(n = 5\)) but recovered on a much faster timescale when GABA\(_B\)-mediated inhibition was blocked; here a full recovery of the CSD profiles was found after 2–4 h (\(n = 3\)). Because the local tissue concentration of any pharmacological agent depends on diffusion speed, we contrasted our baseline data with data obtained 30 min after cortical silencing (Fig. 1). Recently, Liu et al. (2007) used intracortical microinjection of both drugs and observed a spherical diffusion radius of the drugs of at most 600 \(\mu\)m, resulting in an affected tissue volume of \(\sim 1.0 \, \text{mm}^3\). Furthermore, the experiments were conducted within 30 min from drug injection, which could lead to significantly different drug concentrations in situ. This might explain the finding of differences between both silencing approaches and the longer recovery period of up to 7 h instead of 2–4 h. Future studies therefore might choose to use the combination of both drugs to conduct a temporally restricted, and reversible, deactivation of intracortical spiking. Nonetheless, our results show that conclusions derived by past studies using muscimol alone to separate afferent inputs from the contribution of intracortical microcircuitry can still be considered appropriate.

**Discussion**

Neuronal input to auditory cortical neurons can have a thalamic origin or stem from other cortical neurons, and both input systems have been demonstrated to contribute information about the spectral structure of a stimulus to a given cortical site (Schreiner et al., 2000; Edeline, 2003; Metherate et al., 2005). We combined laminar CSD analysis with pharmacological silencing of cortical activity and analysis of the residual CSD to dissociate the feedforward thalamocortical contribution and the intracortical contribution to spectral integration in primary auditory cortex A1. This approach uncovered a mechanism of temporally highly precise integration of both input systems in the nearBF region, in which thalamocortical and intracortical connections have their greatest overlap.
Thalamocortical and intracortical input systems in primary auditory cortex

A1 receives a grossly topographically organized afferent input from thalamic nuclei (Merzenich et al., 1975; Velenovsky et al., 2003; Lee and Winer, 2005; Bandyopadhyay et al., 2010; Roth-Child et al., 2010). These anatomical connections are much broader, as the fine suprathreshold spectral tuning of a cortical site in A1 would suggest (Wehr and Zador, 2003; Bitterman et al., 2008). Notwithstanding thalamocortical recipient neurons receive their strongest afferent input from vMGB neurons with matched frequency tuning (supplemental Fig. 3, blue arrows, available at www.jneurosci.org as supplemental material). Therefore, cortical tuning is not exclusively determined by afferent feedforward projections (L. M. Miller et al., 2001a; Read et al., 2001; Winer et al., 2005), but intracortical connections endow additional spectral input to a cortical site (Wallace et al., 1991; Schreiner et al., 2000; Kadia and Wang, 2003; Wu et al., 2008). Anatomical frameworks of spectral integration accounting for long-range excitatory horizontal pathways (Kaur et al., 2004) and functionally long-range inhibitory interactions (Tomioka et al., 2005; Kurt et al., 2008; Moeller et al., 2010) have been proposed for the auditory cortex that might allow spectral integration at one cortical site over a large part of the audible spectrum (Me-therate et al., 2005) (supplemental Fig. 3, long orange arrows, available at www.jneurosci.org as supplemental material). Recently, intracolumnar recurrent excitation was proposed to selectively amplify suprathreshold activation of thalamocortical-recipient neurons, thereby sharpening cortical spectral tuning (Liu et al., 2007). These microcircuits operate through cortical neurons in layer II/III, which might not receive any afferent input (supplemental Fig. 3, green circles, available at www.jneurosci.org as supplemental material). Consequently, cortical frequency tuning arises from the interaction and convergence of different subsets of converging afferent, local, and long-range intracortical inputs. The spatial and temporal interaction of these different pathways during sound processing is still a matter of debate (L. M. Miller et al., 2001b; Imaizumi and Schreiner, 2007).

Temporal precision of horizontal and afferent inputs in thalamocortical-recipient layers

Here, we have shown that, in addition to these long-range pathways, local horizontal inputs are recruited to complement the input systems described above. The analysis of spatiotemporal CSD profiles and the relative residuals of the CSD in pharmacologically silenced cortex revealed a temporally precise interaction between afferent and horizontal synaptic populations. During BF stimulation, thalamocortical synaptic populations are the first to be activated (compare with Fig. 6A). However, when a cortical site is stimulated with a frequency that is close to the BF (nearBF), horizontal connections targeting the granular layers arrive from the cortical site for which the stimulation frequency is the BF. We found that these local horizontal inputs have a different laminar organization compared with the thalamocortical projection and contribute to the initial activation of a nearBF-evoked response (Fig. 4B). Because both synaptic populations terminate in granular layers (cf. Ojima et al., 1991; Buding et al., 2000a), they still might target the same neurons or at least strategically advantageous positions of the same cortical microcircuits. NearBF stimulation led to a different laminar origin of granular activation (layer IIIa) as thalamocortical input (mainly layer IV, in part layer IIb or Va) (Fig. 4B). This clearly indicates that excitatory horizontal inputs between neighboring cortical columns traversing through layer II/III (Dantzker and Callaway, 2000; Thomson and Bannister, 2003) contribute to the spectral information available at a cortical site (supplemental Fig. 3, short orange arrows, available at www.jneurosci.org as supplemental material). The decrease in onset latency after cortical silencing during nearBF stimulation indicates that local horizontal inputs have modulatory influences on adjacent cortical sites as well (supplemental Fig. 3, purple arrows, available at www.jneurosci.org as supplemental material). The local horizontal inputs described in this scenario precisely orchestrate the time point of the feedforward laminar activation cascade (Schroeder et al., 1998; Sakata and Harris, 2009) and determine the response latency in relation to the input frequency (when not the BF). Horizontal inputs, therefore, aid to code spectral information via a temporally precise modulation of the sensitivity of adjacent cortical sites to thalamocortical input.

Several mechanisms could contribute to the finding that local horizontal inputs modulate the responses to afferent inputs between cortical columns in a temporally precise manner. What remains open is whether the modulating inputs are based on lateral cortical inhibitory circuitry. One possible mechanism controlling sensory integration is thalamocortical feedforward inhibition (Swadlow, 2002; Swadlow et al., 2002; Gabernet et al., 2005; Cruikshank et al., 2007). Thalamocortical afferents, terminating on both excitatory pyramidal neurons and inhibitory fast-spiking interneurons (K. D. Miller et al., 2001), could have invoked intracortical feedforward inhibitory circuits after nearBF stimulation. This was recently suggested to be responsible for lateral sharpening of spectral tuning (Wu et al., 2008). Thalamocortical EPSPs of adjacent cortical sites could therefore be modulated by horizontal inputs mediating a precisely timed and balanced inhibition (Wehr and Zador, 2003; Tan et al., 2004; Razak and Fuzessery, 2006; Wu et al., 2008) that rapidly suppresses excitatory afferent input to non-optimal stimulation. These horizontal inputs can be either directly inhibitory or modulate the cortical responsiveness of adjacent cortical sites through orchestration of local inhibitory circuits (Kurt et al., 2008; Wu et al., 2008; Moeller et al., 2010). Alternatively, excitatory horizontal input can modulate the responsiveness of adjacent cortical sites exclusively through facilitative combinations (Razak and Fuzessery, 2008). Even intrinsic, nonlinear neuronal properties (spike threshold, saturation, etc.) might be sufficient to create such selectivity (Tan et al., 2004; Priebe and Ferster, 2008).

Whether additional inhibitory synaptic inputs play a role for the described intercolumnar interactions of convergent afferent and horizontal projections might not be addressable with classical CSD methods. Nevertheless, we found the lateral microcircuity of primary auditory cortical thalamocortical-recipient layers to possess an important feature for precise spatiotemporal integration of sensory information across different cortical sites based on interaction of driving and suppressing inputs (cf. Sutter et al., 1999).

Local intracolumnar processing amplifies sensory input

Current sink activation after cortical silencing was mainly reduced to layer IV (S1) or layer V (iS1) and decreased in amplitude.
and duration. Hence, intracortical microcircuits provide a relay of incoming afferent input to be amplified and subsequently fully extend through cortical layers. Cortical amplification of sensory input attributable to recurrent excitatory microcircuitry was mainly described in visual and somatosensory cortex (Douglas and Martin, 2007). The drug-induced massive reduction of S1 mean peak amplitudes (Fig. 4A, Table 2) supports the idea that sensory input is amplified in A1 by means of intracortical recurrent networks as described recently (Liu et al., 2007). These microcircuits mainly involve intracolumnar synaptic populations in layer II/III (Douglas et al., 1995; Feldmeyer et al., 2002). We found balancing currents, indicated by source mean peak amplitudes, to be higher in supragranular (So1) compared with infragranular (So3) layers.

The finding that cortical silencing balanced these differences points toward a spatial summation of multiple intracortically generated CSD components (Table 3). In whole-cell recordings of thalamocortical-recipient cells, Liu et al. (2007) found a 39% reduction of excitatory synaptic input. Our results are in line with this study, although a comparison of relative amplitude reductions must bear in mind that CSD amplitudes are not exclusively based on recurrent amplification of afferent input but also reflect later components of intracortical columnar activations that were blocked after drug application (supplemental Note 1, Fig. 1, available at www.jneurosci.org as supplemental material). Hence, the amplitude reduction in thalamocortical-recipient cells reported by Liu et al. (2007) seems to be proportionally less than the reduction of the total CSD amplitude reported here, indicative of integrative intracortical contributions.

**Unified functional framework for cortical spectral integration mechanisms.**

From the present data on spatial (laminar) and temporal organization of spectral integration, we propose that information about the spectral energy distribution of sounds is integrated by at least four different input systems (supplemental Fig. 3 available at www.jneurosci.org as supplemental material). In our view, different short- and long-range intracortical projection systems, providing feedforward excitatory or modulatory input, cooperate with afferent thalamocortical input to represent and integrate spectral information in A1 in the following way: afferent thalamocortical connections to layer IV provide broad spectral input with relatively equal amplitudes (Table 2, Fig. 3B) (cf. Bruno and Sakmann, 2006; Liu et al., 2007). Two main and orthogonally oriented intracortical feedforward input systems have been described previously: (1) long-range horizontal projections providing subthreshold spectral information at a cortical site outside the afferent input range (Kadia and Wang, 2003; Merethater et al., 2005) and (2) intracortical recurrent excitation of suprathreshold thalamocortical input (Liu et al., 2007; Wang, 2007). We showed that horizontal inputs also play an important role on a local level (supplemental Fig. 3, short orange and purple arrows, available at www.jneurosci.org as supplemental material). For nearBF stimulation, afferent input converges with horizontal processes on a temporally very precise level (Fig. 6A). This local horizontal input coordinates the activation of adjacent cortical sites in time. Thus, cortical tuning properties result from intracortical connections within (recurrent excitation) and between (horizontal projections) the cortical sites receiving thalamocortical input. These different local processes converging in granular layers act competitively to give rise to sharp cortical tuning properties. In addition, long-range horizontal pathways can provide an effective relay of a broad range of spectral information to adjacent cortical sites terminating in upper layers (sink S2) that are independent from granular inputs.

Finally, we propose a unified functional framework (for schematic illustration, see supplemental Fig. 3, available at www.jneurosci.org as supplemental material) of thalamocortical and local intracolumnar microcircuits defining the response strength of a cortical column. A concurrent network of different long- and short-distant horizontal connections integrates frequency representations of adjacent cortical sites and precisely timed intercolumnar interactions to determine the tuning and response bandwidth of a cortical site.
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