Frequency dependent deformation reversibility during cyclic loading
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ABSTRACT

High-frequency testing (HFT) is useful for accelerated fatigue testing of conventional materials that typically serve under low-frequency loading conditions, as well as for the assessment of the robustness of microelectromechanical systems which typically experience high-frequency service conditions. Using discrete dislocation dynamics, we attempt to elucidate the effect of loading frequency on the reversibility of cyclic deformation. We demonstrate that the HFT induces a higher fraction of reversible cyclic deformation because of a larger portion of elastic/anelastic deformation due to limited dislocation mobility, and a higher degree of reversibility in plastic deformation owing to the less occurrence of cross-slip.

IMPACT STATEMENT

Dislocation-based frequency effects on high-cycle deformation reversibility in metals are elucidated. Hysteresis energy is shown to dissipate even under ideal, damage-free conditions, contrary to popular assumptions of energy-based fatigue models.

1. Introduction

High-frequency testing (HFT)—including ultrasonic fatigue testing (UFT, with a frequency as high as 20 kHz) and megahertz frequency testing (MFT, with a frequency of several, tens, or hundreds of MHz) \cite{1–6}—are among the accelerated testing techniques currently being applied to evaluate fatigue lives/strength beyond the Giga-cycle regime. MFT, in particular, routinely provides a means to assess the robustness of microelectromechanical structures (MEMS). However, research shows that, due to variation in the imposed cyclic strain rate, the effect of loading frequency on the deformation behavior of materials, as observed in the UFT, is strongly material dependent \cite{5,7,8}, owing to the distinct dislocation core structures in different crystal structures.

In principle, the motion of dislocations, regardless of the crystal structures, is always thermally activated \cite{9}. The dislocations in BCC exhibit strong non-planar core structure. Therefore, their motion—which is associated with high lattice friction and high activation energy—exhibit strong rate dependence. Under UFT, the time allowed for dislocation relaxation in BCC materials is limited, and a large portion of the total strain is accommodated by elastic or anelastic \cite{10} deformation \cite{11}. As a result, the effect of frequency on the fatigue behavior of BCC materials observed from UFT is noticeably higher than that of the FCC materials \cite{5}. Since the plastic strain rate ($\dot{\varepsilon}^P$) is related to the velocity ($v_i$) and density ($\rho_i$) of the mobile dislocations on slip system $i$ \cite{12,13}, i.e.

$$\dot{\varepsilon}^P = \sum_{i=1}^{N} \rho_i v_i (n_i \otimes b_i + b_i \otimes n_i)$$

\(N\) is the total number of slip systems. The dislocation density ($\rho_i$) is a function of the stress ($\sigma$), and the velocity ($v_i$) is determined by the shear stress ($\tau$) and the glide resistance ($G$), as well as the activation energy ($Q_i$) and temperature ($T$), i.e.

$$\rho_i = \rho_{0i} e^{-\frac{Q_i}{RT}}$$

$$v_i = \frac{\tau}{G}$$

where $\rho_{0i}$ is the initial dislocation density, $R$ is the gas constant, and $T$ is the absolute temperature.
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Limited by the mobility of dislocations, if the density of the mobile dislocations is low, more time is required for dislocation structure to fully relax (i.e. to achieve the same amount of plastic deformation), and the frequency dependence is expected to be more pronounced. Therefore, the frequency dependence of fatigue strength and cyclic life is expected to manifest even in FCC materials with low mobile dislocation densities.

In addition, the rate dependent cross-slip does not have sufficient time to occur during UFT (∼20 kHz) and MFT (∼100 MHz). As a result, plastic deformation at these frequencies is more 'reversible' than in lower frequency (<20 Hz) testing. In other words, the to-and-fro motions of screw dislocations between walls, loop patches, or within cells [16] are less likely to be affected by cross-slip frequencies, so that much less debris/traces are left behind in the form of immobile dislocations. Therefore, the damage induced by the HFT is expected to be considerably smaller than the one from the conventional low-frequency testing, even though the hysteresis energy might be the same. Energy-based fatigue damage models typically assume that a given material, under a specific load level, can only sustain a critical amount of cumulative plastic deformation energy before it fails [17–19]. Hence, plastic deformation energy in each cycle (hysteresis energy, $\Delta w^p$) is often used as the damage parameter to establish the critical total hysteresis energy ($\sum \Delta w^p$). Such models, with appropriate modifications [17,20], perform reasonably well for specimens under variable loading amplitudes. However, their accuracy maybe debatable when significantly higher frequencies are introduced, due to the aforementioned rate-dependent damage mechanics.

In this work, using interface dislocation dynamics (IDD) [21], we attempt to elucidate the two issues mentioned above: (1) the effect of loading frequency (and the imposed cyclic strain rate) as well as the mobile dislocation density on the hysteresis response; (2) the effect of loading frequency (and the imposed cyclic strain rate) on the accumulation of immobile dislocation density. Both issues pertain to the reversibility [14,15] of deformation during cyclic loading as impacted by potentially high-ultrahigh-loading frequency, which, in principle, should be independent of the material system utilized. Higher fractions of reversible cyclic deformation can potentially be achieved during HFT via an increased percentage of elastic/anelastic [10] deformation or reversible plastic deformation [14,15] per loading cycle.

2. Methods

The IDD model used in this work is developed from the parametric dislocation dynamics (PDD) code described in Ref. [22]. We use Al as a model system (Figure 1), with isotropic elastic assumption with the following materials constants: lattice parameter $a = 4.05$ Å, Young’s modulus $E = 70.74$ GPa, shear modulus $\mu = 26.2$ GPa, and Poisson’s ratio $\nu = 0.35$. Due to the high stacking fault energy in Al, Shockley partial dislocations and stacking faults are not explicitly treated. Limited by the time scale of the dislocation dynamics simulations [21,23], strain rates of $\dot{\varepsilon} = 8 \times 10^5$/s and $\dot{\varepsilon} = 4 \times 10^6$/s (a difference of only a factor of 5) are used to study the effect of loading frequency.

When the cyclic deformation is saturated, a regularly spaced dislocation wall structure, known as persistent slip band (PSB), forms and dominates the cyclic plastic deformation by localized shear deformation [16,24–26]. Therefore, we consider the localized deformation behavior of a well-developed dislocation wall structure during tension-compression cyclic loading by subjecting the simulation cell to a fully reversed pure shear loading condition (Figure 1) with a triangle wave loading profile. Typical dislocation wall structure comprises pure-edge dislocation dipole walls bounding the gliding screw dislocations (known as runner dislocations, or runners) in between [16,24–26]. The theoretical treatment of the saturation stress associated with the dipole wall typically ignore the discrete dislocation structure within the walls and only consider the bowing and passing stress of screw dislocations [25,27]. The long-range stress posed by the walls, in the case of strong external constraint as specified by Ref. [26], can be treated by the superposition of a piece-wise uniform stress field inside the channels.

![Figure 1. Initial dislocation structure for cases of high (a: $1.75 \times 10^{13}$ m$^{-2}$) and low (b: $0.35 \times 10^{13}$ m$^{-2}$) initial dislocation densities. The crystallographic orientations are given in the figure. The dislocation walls are represented using blue shades. The dashed lines with green arrows denote the direction on which the shear strain is applied. The dash-dot lines show the directions on which the dislocations propagate.](image-url)
As shown by Ref. [26], the long-range stress only acts to moderately reduce the resolved shear stress on the primary slip planes (their traces on the PSB wall are marked by dash-dotted lines in Figure 1) in the channels. As a result, the net forces acting on the runner dislocations along the primary slip planes may be reduced overall, slightly decreasing the velocities of dislocations. However, since the long-range stress do not produce an out-of-plane force components, the rate of cross-slip events is not affected.

In this work, we model the walls as featureless plane entities that are impenetrable to gliding dislocations (Figure 1, cyan and orange planes) [21]. Runner dislocations move within the channels in a threading fashion, akin to multilayered composites [28]. The size of the computational cell is 1.10 μm × 1.04 μm × 0.07 μm. The resulting spacing between the walls is 35 nm, this being approximately an order of magnitude smaller than the typical wall spacing [5,16], which is applied to reduce computational cost. This discrepancy in the wall spacing between IDD and experiment, although results in an increase in flow stress, is not expected to impact effect of loading frequency on the cyclic behavior. In effect, the behavior of dislocations is very much similar to those propagating within thin coatings on a substrate [29,30] or within a multilayered metal composites [21,31]. The applied pure shear strain amplitude in the simulations is \( \Delta \varepsilon_{\text{shear}}/2 = 1.3\% \), which translates to a strain amplitude of \( \Delta \varepsilon/2 = 2.6\% \) in a tension-compression test (assuming that the walls are 45° with the loading axis). This relatively large strain is applied to simulate the localized shear deformation in the PSB or dislocation wall structure. As is well known that the local shear strain amplitude in PSBs is around 1%, regardless of the imposed plastic strain amplitude [26,32,33]. The loading frequencies are 312.5 MHz and 62.5 MHz which falls within the megahertz frequency range of fatigue experiments [4]. In addition, it is important to note that the simulations performed in this work do not explicitly consider the effect of temperature and we assume that the temperature of the samples is well controlled during the high-/ultrahigh-frequency fatigue experiments.

The effects of cross-slip are considered phenomenologically, assuming that the primary slip planes (dash-dotted lines in Figure 1) in a PSB are perfectly aligned with a maximum shear plane and that the Burgers vector is aligned with the maximum shear direction. The cross-slip events are modeled only to avoid obstacles (i.e. like-signed dislocations considered in this work) or facilitate annihilation. Once an obstacle is avoided, the net force acting on a screw segment is expected to be mostly parallel to the slip plane again. Therefore, another cross-slip event, shifting the screw runner back to its original

\[ P = A_0 \exp \left( - \frac{\tau^* - \tau}{kT} \right) \text{ and } V = \alpha D_0 b \]  

where \( A_0 \) is a normalization factor, \( \tau^* \) is the critical athermal resolved shear stress for cross-slip, \( \tau \) is the actual resolved shear stress on a particular slip system, \( V \) is the activation volume and \( D_0 \) is the length of a screw dislocation segment. Note that \( \tau b \) gives the force acting on the dislocation segment resolved onto a specific plane. In our simulations, all dislocation segments propagating in the channels are of the same length and of the same Burgers vector. Therefore, the only factor that determines the probability of cross slip is the force component pointing away from the current slip plane. For simplicity, in the current work the cross-slip is modeled by periodically picking a runner dislocation with the largest Peach-Koehler (PK) force component acting perpendicular to the current slip planes. This process is modeled in this work following the procedure below:

1. At every 0.4 ns, the components of Peach-Koehler (PK) force acting on each screw runner dislocations normal to their current slip planes are evaluated, i.e. \( F_{\text{PK}}^n = \left( \sigma_{\text{sum}} \cdot \hat{b} \right) \times \hat{\varepsilon} \times \hat{n} \), where \( \sigma_{\text{sum}} \) is the total stress summed at the dislocation segment, \( \hat{b} \) is the Burgers vector of the dislocation, \( \hat{\varepsilon} \) is the line sense of the dislocation and \( \hat{n} \) is the normal of the dislocation’s slip plane;
2. The screw dislocation with the largest PK force acting normal to its slip plane is picked;
3. The picked dislocation is then shifted normal to its slip plane along the PK force by a small distance (17.5 nm is used in this work); and
4. Classical dislocation dynamics is performed for the next 0.4 ns interval.

Referring to Table 1, five cases of IDD simulations are performed considering different frequencies, an initial dislocation density, and cross-slip abilities. The initial dislocation configurations corresponding to the low and high dislocation densities are shown in Figure 1.
Table 1. Details of the five IDD simulations performed.

| Simulation Number | #1          | #2          | #3          | #4          | #5          |
|-------------------|-------------|-------------|-------------|-------------|-------------|
| Initial total dislocation density ($\rho_{\text{total}}, \text{m}^{-2}$) | $1.75 \times 10^{13}$ | $1.75 \times 10^{13}$ | $1.75 \times 10^{13}$ | $0.35 \times 10^{13}$ | $1.75 \times 10^{13}$ |
| Initial density of mobile dislocations ($\rho_{\text{mobile}}, \text{m}^{-2}$) | $0.88 \times 10^{13}$ | $0.88 \times 10^{13}$ | $0.88 \times 10^{13}$ | $0.18 \times 10^{13}$ | $0.88 \times 10^{13}$ |
| Frequency ($f$, kHz) | $312.5 \times 10^{3}$ | $312.5 \times 10^{3}$ | $62.5 \times 10^{3}$ | $62.5 \times 10^{3}$ | $62.5 \times 10^{3}$ |
| Strain rate ($\dot{\varepsilon}$) | $4 \times 10^6$ | $4 \times 10^6$ | $8 \times 10^5$ | $8 \times 10^5$ | $8 \times 10^5$ |
| Cross-slip        | Disabled    | Enabled     | Disabled    | Disabled    | Enabled     |

Figure 2. Hysteresis responses of the IDD simulations shown by the normalized shear stress ($\tau/\mu$) vs. normalized shear strain ($\varepsilon_{\text{shear}}/\Delta\varepsilon_{\text{shear}}$) curves: (a) demonstrates the effect of loading frequency as well as mobile dislocation density, and (b) demonstrates the effect of the loading frequency as well as the effect of cross-slip events.

3. Results and discussions

The effect of the strain rate as well as mobile dislocation density is clearly demonstrated by the hysteresis loops shown in Figure 2(a). Under the lower frequency of 62.5 MHz (Simulation #3), the dislocations have more time to propagate, resulting in a higher cyclic plastic strain as well as a more ‘relaxed’ dislocation structure (see supplementary videos). The change in the density of the wall dislocations ($\Delta \rho_{\text{wall}}$) induced by the runner screw dislocations can be as high as $1.70 \times 10^{15}$ /m² (Figure 3, red dash double dot curve). Note that the IDD simulations consider plastic deformation within well-developed wall structures so that the dislocation density generated in these simulations should be considered as the ‘change’ in the overall density of the wall structures. On the other hand, under a higher frequency of 312.5 MHz (Simulation #1), dislocations have less time to propagate (see supplementary videos). The change in the wall dislocation density is clearly demonstrated by the hysteresis loops shown in Figure 2(a).

Figure 3. The change in the density of wall dislocations ($\Delta \rho_{\text{wall}}$) as a function of the number of reversals. The loading profile is overlaid on the top of the figure.
density is significantly smaller than for Simulation #3 (solid blue curve in Figure 3). As a result, a higher fraction of the total strain is accommodated by elastic or anelastic deformation, which, in turn, leads to hardening (solid blue loop in Figure 2(a)). The hysteresis energy associated with the higher frequency simulations is significantly smaller than the one for lower frequency ones (compare the areas enclosed by the hysteresis loops). In this sense, the reversibility of the cyclic deformation, associated with the reversible elastic deformation, increases with increasing loading frequency, leading to less fatigue damage.

The same reduction in hysteresis energy can also be observed even without changing the loading frequency and only by varying the mobile dislocation density. Consider two dislocation configurations with different mobile dislocation densities (Simulation #3 vs. Simulation #4). According to Equation 1, in order for the two structures to achieve the same plastic strain rate (\(\dot{\varepsilon}_p\)), the ‘mean velocity’ for dislocations in the structure with lower mobile dislocation density (Simulation #4) would need to be significantly higher than for the case with higher mobile dislocation density (Simulation #3), i.e. \(v_i^{#4} > v_i^{#3}\). Since dislocations’ motion is limited by phonon drag (i.e. \(F/L = B\dot{v}\), where B is the drag coefficient [9]), the dislocation structure in Simulation #4 cannot sustain the same amount of plastic strain as Simulation #3. Therefore, a stiffer stress–strain response and a higher fraction of elastic strain is witness in Simulation #4. This results in a significantly smaller hysteresis energy associated with the black dashed loops compared to the red dash-dot loops in Figure 2(a). Supplementary videos show, due to the lower mobile dislocation density, Simulation #4 develops significantly less plastic deformation (evidenced by the dislocation deposited in the ‘walls’) than Simulation #3.

The occurrence of cross-slip events may either be promoted or suppressed, depending on the different amount of time allowed during the cyclic deformation, which is affected by loading frequency (i.e. cyclic strain rate). As a result of such events, the trajectory of the screw runner dislocations is altered. Although during reverse loading the plastic strain stored during the forward loading is reverted, the backward motion of the dislocations leaves debris on the dislocations wall, which indicates the cyclic plastic strain is not reversible. Such an irreversible cyclic plastic strain leads to accumulated fatigue damage, and, since it is related to rate-dependent events, is not well correlated with the cumulated hysteresis energy. To investigate this phenomenon, the cross-slip events are treated phenomenologically as a constant rate event, which occurs every 0.4 ns. The cross-slip has been applied to both Simulations #2 and #5. As shown in Figure 2(b), within the 2 cycles or so simulated by IDD, the impact of the cross-slip events on the hysteresis behavior is insignificant. Over a large number of cycles, however, the following can be expected. (1) Through the cross-slip events, the screw dislocations may annihilate which reduces the population of mobile dislocations and leads to cyclic hardening. The cyclic hardening, in turn, may stimulate the bow-out of dislocations from the wall forming new runner dislocations, which may balance the overall mobile dislocation density. (2) The debris left behind by the runner dislocations may increase local Burgers content of the wall, which generates local rises of back stress, increase in the wall dislocation density, and overall cyclic hardening.

The cross-slip can lead to a significant change in the evolution of wall dislocation densities (in Figure 3, compare magenta dash-dot curve with the red dash-double-dot curve, also compare green dashed curve with the blue solid curve). Under the higher frequency, the total occurrences of the rate dependent cross-slip events are considerably less than under the lower frequency. As a result, the increase in the dislocation wall density is much more pronounced in the lower frequency simulation. The provided supplemental videos offer a direct comparison of the evolution of dislocation structures with and without the cross-slip enabled.

An interesting observation can be made on the asymmetry in the evolution of wall dislocation density during the odd and even number of load reversals that exists in Simulations #1 and #3 (Figure 3), although it is less pronounced for Simulation #1. For instance, the peak \(\Delta \rho_{\text{wall}}\) for Simulation 3 reaches up to \(1.7 \times 10^{15} / \text{m}^2\) during the odd reversals, but only \(1.0 \times 10^{15} / \text{m}^2\). This alternation is inherent to the initial conditions of our simulations. In this work, we only considered the change in dislocation density in the walls \(\Delta \rho_{\text{wall}}\) using the initial configurations (as shown in Figure 1) as references. During the first load reversal (and the subsequent odd number of reversals) and above certain critical strains the dislocations first propagate extensively and deposit onto the walls, which accounts for the initial increases in the dislocation density. However, during the even number of reversals, the wall dislocations that have been extensively deposited in the odd reversals need to retract before they can be deposited in the opposite directions. This accounts for the asymmetry in the evolution in the dislocation densities shown in Figure 3 for both Simulation #1 and Simulation #3, although the asymmetry for the former is less pronounced. Note that Simulation #1 and Simulation #3 have the same initial conditions. The difference in the extent of this asymmetry is ascribed to two reasons: (1) the shorter time scale in Simulation #1 allowed for less distances for ‘runner’ dislocations to travel and less
chance for their mutual short range interactions; (2) the higher stress levels in Simulation #1 enabled dislocations to easily overcome relatively weak mutual interactions. Therefore, for Simulation #1, the diminished effect of mutual interactions among the runner dislocations leads to a higher degree of symmetry in the evolution of dislocation density during the odd and even reversals. The inverse is true for Simulation #3, where the more pronounced mutual interaction among runner dislocations dictates that the retraction of wall dislocations (during the even cycles) are hindered, which gives rise to a higher degree of asymmetry in the evolution of dislocation density. On the other hand, due to the effect of cross-slip, the asymmetry is much less pronounced in Simulations #2 and #5.

4. Concluding remarks

Although this work only probed five total reversals, important observations and conclusions can be made from the IDD simulations. Indeed, the fact that a material exhibits substantial hysteresis energy without accumulating damage and that the cross-slip events do not lead to an apparent change in the hysteresis behavior but lead to substantial damage (evidenced by the change in the wall dislocation density) is remarkable. Conventional energy based fatigue damage theories associate fatigue damage with hysteresis energy and tend to ignore the explicit treatment of damage accumulation mechanism. As a result, the fatigue life of a material that is less susceptible to fatigue damages due to materials design and/or due to high loading frequencies, such as the ones demonstrated by Simulations #1, #2 and #5, may be significantly underestimated. In fact, a hypothetical scenario as shown by Simulation #5, where the associated theoretical fatigue life is infinite, would be predicted to possess a finite life by the energy-based fatigue damage theories.

Finally, it needs to be emphasized that although the simulations are carried out in the frequency regime MFT, our results are very relevant to the high-/ultrahigh- frequency tests. The phenomenon observed in Figure 2(a) on the frequency’s effect on the hysteresis energy is essentially dependent on the mobility and the density of the mobile dislocations with respect to the strain rate (frequency and strain amplitude dependent) of the cyclic loading. In the experiments, this phenomenon is less significant for FCC materials exposed to UFT due to the higher dislocation mobility in such materials. Conversely, the rate sensitively for BCC materials in the UFT is significant. We further argue that in higher frequency cyclic loading conditions, such as those applied to MEMS materials [4], even the FCC may show a significant amount of frequency sensitivity.

5. Conclusion

In this work, using the discrete interface dislocation dynamics, we offer insight into two very relevant issues regarding the high- and ultrahigh- frequency fatigue testing pertaining to the reversibility of cyclic deformations. We conclude that under high-/ultrahigh- frequency testing, the deformations are more likely to be reversible. The increased reversibility is ascribed to two reasons: (1) high-frequency testing typically yields higher fractions of elastic and anelastic deformations because of the limited mobility of dislocations; (2) hence, higher frequency testing may inhibit the occurrence of cross-slip events and lead to a substantially higher fraction of reversible plastic deformations.

Notes

1. Quotation marks are used here to signify the reversible nature of plastic deformation during high-frequency cyclic loading. In monotonic loading, plastic deformation is commonly perceived to be irreversible after unloading. In cyclic loading under low frequencies, as will be demonstrated in this paper, are not truly reversible since wall dislocations are left behind.

2. In reality, the time scale of the cross-slip event is sensitive to temperature but generally varies from a fraction to several nanoseconds, which agrees with the cross-slip time scale considered in our simulations. For instance, it has been demonstrated that the time scale for annihilation of two screw dipoles in Cu due to cross-slip is from ∼0.005 ns to ∼5 ns, over a temperature range of 225K to 375K [37].
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