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Abstract

The interest in higher derivatives field theories has its origin mainly in their influence concerning the renormalization properties of physical models and to remove ultraviolet divergences. The noncommutative Podolsky theory is a constrained system that cannot be directly quantized by the canonical way. In this work we have used the Faddeev-Jackiw method in order to obtain the Dirac brackets of the NC Podolsky theory.
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I. INTRODUCTION

The first known paper describing a noncommutative (NC) space-time was published by Snyder in 1947 [1]. His work was motivated by the necessity to tame the divergences that haunt QFT such as quantum electrodynamics, to mention an example. The idea of constructing a NC space-time had its inspiration in quantum mechanics. It was introduced for the first time by Heisenberg where, in a quantum phase space, the coordinate operators \( \hat{x}^i \) satisfy a kind of uncertainty relations \([\hat{x}^i, \hat{x}^j] = i \theta^i_j\). The objective was to use a space-time coordinate system with a NC structure in small scales and, in this way, to introduce a cutoff in the ultraviolet regime. However, shortly after Snyder’s paper, C. N. Yang [2] demonstrated that, alas, even using this NC algebra, the QFT divergences are still there.

This result has put Snyder’s noncommutativity (NCY) in complete sleep for more than 50 years until Seiberg and Witten (SW) [3] demonstrated that the algebra resulting from a string model embedded in a magnetic field has demonstrated itself to have a NC algebra. Since then we have seen an prolific research concerning several NC formulations that deserves our attention and profound analysis. In other words, SW have shown that QFT described in a NC space-time can be obtained as a limit of string theory. Their effects can be systematically analyzed as a perturbation using the so-called SW map. A gauge theory described in a NC space-time can be treated as usual gauge theories with the same degrees of freedom. But, with an additional \( \theta \)-parameter term. In other words, the SW map allows us to construct a minimal action principle of usual commutative fields, so the effective Lagrangian is expanded as series in original terms plus additional \( \theta \)-parameter terms, as we have just said.

Currently, we have some theoretical reasons that could justify to introduce NCY concerning the position coordinates. As an example, one of the great challenges in theoretical physics is to unify, in a single and consistent framework, quantum mechanics and general relativity. The combination of special relativity and QFT was already accomplished through the Klein-Gordon and Dirac models. The introduction of a Planck scale quantity such as the \( \theta \)-parameter into the space-time would be one way to introduce a quantum ingredient into the classical space-time. However, the way to combine general relativity with the quantum mechanics formalism is still mysterious, but NCY is considered a way to accomplish the task.

The analysis of constrained systems has attracted a great interest in theoretical physics since the works of Dirac and Bergman [4]. Several years later, Faddeev and Jackiw (FJ) [5] obtained a general method to study constrained systems without the Dirac’s classification in first or second class constraints. The FJ technique, also called as symplectic method, can be used as a geometric way to obtain the Dirac brackets. The advantage of this
method, as we said, is that it is not necessary to classify the constraints into the so-called primary or secondary, first-class or second-class and some ambiguities mentioned above could be avoided. After the work of FJ, J. Barcelos Neto and C. Wotzasek [6], have showed that a symplectic method can be extended in such a way that the constraints can be incorporated.

The FJ’s proposal to treat constrained systems in order to eliminate the superfluous degrees of freedom, cannot always be done. The purpose of this paper is to discuss this problem in an alternative way, namely we will apply the FJ method [5] to the NC space-time Podolsky electromagnetic theory.

Podolsky electrodynamics has been introduced with the objective of eliminating the divergence that appears in Maxwell electrodynamics at short distances. Consequently, in Podolsky electrodynamics the energy associated with a point particle is finite [7]. The treatment of the Podolsky electrodynamic theory on NC space-time was developed in [8], where it was analyzed the gauge invariance of this model. The Moyal product was introduced in Podolsky’s Lagrangian as well as the SW map. The NC version of Podolsky electrodynamics is a constrained system. The FJ analysis of this higher-derivative model was accomplished in [9]. In this paper we have analyzed both scenarios, namely, we have used the FJ method to analyze a NC version of the Podolsky higher-derivative electrodynamics.

This paper follows such organization in a way that in section II we have described the main steps of the Faddeev-Jackiw method. In section III we have discussed some results of the NC space-time Podolsky electrodynamics. In section IV we have applied the FJ method to the NC version of Podolsky’s electrodynamics to obtain the Dirac brackets, which means quantization. We have left the final discussions and the conclusions for the final section.

II. THE FADDEEV-JACKIW METHOD

Let us begin with a brief description of the symplectic formulation where we can define a compact notation concerning the position coordinates and momenta of our phase space. In this way, we will define a quantity $Y^\alpha$, where $\alpha = 1, 2, \ldots, 2N$, as a set of coordinate and momenta of phase space with $2N$ bosonic degrees of freedom, such as

$$Y^i = q_i,$$

$$Y^{N+i} = p_i \quad (i = 1, 2, \ldots, N),$$

(1)

where $q_i$ are the position coordinates and $p_i$, the momenta. With these last relations, it
is easy to see that the Poisson brackets take the compact form

\[ \{Y^\alpha, Y^\beta\} = \epsilon^{\alpha\beta}, \]  

(2)

where \(\epsilon^{\alpha\beta}\) is a matrix given by

\[
(\epsilon^{\alpha\beta}) = \begin{pmatrix} 0 & \mathbb{I} \\ -\mathbb{I} & 0 \end{pmatrix},
\]

(3)

where \(\mathbb{0}\) is a zero matrix and \(\mathbb{I}\) is the identity matrix. Both have \(N \times N\) dimension.

In the analysis of a constrained system, the generalization of Eq. (2) is given by

\[ \{Y^\alpha, Y^\beta\} = f^{\alpha\beta}, \]

(4)

where \(f^{\alpha\beta}\) is an antisymmetric tensor.

Let us start with a first-order time derivative Lagrangian,

\[ L = a_\alpha(Y) \dot{Y}^\alpha - V(Y), \]

(5)

where \(V(Y)\) is the potential.

Using the Euler-Lagrange equation

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{Y}^\alpha} \right) - \frac{\partial L}{\partial Y^\alpha} = 0,
\]

(6)

and from the Lagrangian in (5), we have that

\[ f_{\alpha\beta} \dot{Y}^\beta = \partial_\alpha V, \]

(7)

where \(\partial_\alpha = \partial/\partial x_\alpha\) and the symplectic tensor is given by

\[
f_{\alpha\beta} = \frac{\partial a_\beta}{\partial Y^\alpha} - \frac{\partial a_\alpha}{\partial Y^\beta}. \]

(8)

If \(f_{\alpha\beta}\) is not a singular matrix, we can rewrite Eq. (7) using its inverse \(f^{\alpha\beta}\) such that

\[ \dot{Y}^\alpha = f^{\alpha\beta} \partial_\beta V, \]

(9)

which are the equations of motion. However, if \(\text{det}(f_{\alpha\beta}) \neq 0\) we have that \(f_{\alpha\beta}\) is singular and we cannot write the velocities as in (7).

In order to describe the symplectic formalism with constraints \(6\), let us denote \(f_{\alpha\beta}\) as \(f^{(0)}_{\alpha\beta}\) in such a way that it contains \(M\) constraints, where \(M < 2N\), and \(v^{(0)}_m\) are the zero modes and \(m = 1, 2, \ldots, M\). So,

\[ f^{(0)}_{mn} v^{(0)}_m = 0, \]

(10)
and, from Eq. (7), we can write that

$$v_m^{(0)} \partial_m V = 0,$$

which is a constraint.

In order to obtain a twisted form of the tensor $f^{(0)}$ we will introduce the constraints into the kinetic part of the Lagrangian in Eq. (5). This introduction of these constraints will be carried out by considering the time derivative constraint. Then, we will include these results into the action using a Lagrangian multiplier. Namely, the modification obtained is an enlargement of the configuration space and hence, the true symplectic variables are $(Y^\alpha, \lambda_m^{(0)})$ and the new Lagrangian will be given by

$$L^{(0)} = a^{(0)}_\alpha(Y) \dot{Y}^\alpha + \lambda_m^{(0)} \dot{\Omega}_m^{(0)} - V^{(0)}(Y),$$

or

$$L^{(0)} = \left( a^{(0)}_\alpha(Y) + \lambda_m^{(0)} \partial_\alpha \Omega_m^{(0)} \right) \dot{Y}^\alpha - V^{(0)}(Y).$$

From the Lagrangian (13), we can identify the vectors

$$a^{(1)}_\alpha = a^{(0)}_\alpha + \lambda_m^{(0)} \partial_\alpha \Omega_m^{(0)},$$

$$a^{(1)}_m = 0,$$

and from Eq. (8) we can compute the symplectic tensor

$$f^{(1)}_{\alpha m} = -\partial_m a^{(1)}_\alpha \quad \text{and} \quad f^{(1)}_{mn} = 0.$$

This last procedure must be repeated as many times as necessary, until $\det(f) \neq 0$. When this occurs, the result is the symplectic tensor and consequently the Dirac bracket.

III. PODOLSKY’S ELECTRODYNAMICS ON NON-COMMUTATIVE SPACE-TIME

A. Noncommutativity in space-time: a few words

There are some different approaches of NCY concerning the feature of the $\theta$-parameter. We can have NC algebra,

$$\left[ \hat{x}^\mu, \hat{x}^\nu \right] = i \theta^{\mu\nu}, \quad \left[ \hat{x}^\mu, \hat{p}_\nu \right] = i \delta^\mu_\nu, \quad \left[ \hat{p}_\mu, \hat{p}_\nu \right] = 0,$$

where these commutators indicate operators in Snyder’s formulation and the $\theta$-parameter is constant, which is known as the canonical NCY. There are other approaches where the
The parameter is not constant \[10, 11\], something like \( \theta = \theta(x) \) or \( \theta \) is a coordinate of the space-time \[10, 12\]. Notice that we have talked only about NC formalism concerning the \( \theta \)-parameter. There are many other approaches that consider variations of the results of the commutators in Eq. \((16)\).

One of the most popular approaches of NC theories \[13\] is the one ruled by the well known Moyal-Weyl product \[14\]. In this approach, the standard product of two NC objects is substituted by the so-called star-product given by

\[
\hat{f}(x) \star \hat{g}(x) = \exp \left( i \frac{\theta_{\mu\nu} \partial_\mu \partial_\nu}{2} \right) \hat{f}(x) \hat{g}(y) \bigg|_{x=y},
\]

where \( \theta_{\mu\nu} \) is the NC parameter, of course.

However, the Moyal-Weyl product must have the associative property which cannot be lost, the consequence in this case is that it would not be considered a star-product, which is another issue in the construction of non-constant \( \theta \)-parameter. But in our case analyzed here we will use that \( \theta_{\mu\nu} \) is constant. In this case the Moyal-Weyl product is a star-product with the associative property. The constant feature of \( \theta_{\mu\nu} \) brings another problem, since we have a fixed direction defined in the right hand side of Eq. \((16)\). This fact breaks the Lorentz invariance of the theory. The solution of this problem leads us to another approach of the NC theory formulated by Doplicher, Fredenhagen and Roberts (DFR) \[10\], which is based in general relativity and quantum mechanics arguments. In our formulation we will analyze the NC version of Podolsky model with a chosen direction.

**B. The NC space-time Podolsky model**

Let us begin with the action of NC Podolsky field which is given by

\[
S = \int \left( -\frac{1}{4} \hat{F}_{\mu\nu} \ast \hat{F}^{\mu\nu} + \frac{1}{2} a^2 \partial_\lambda \hat{F}^{\lambda\mu} \ast \partial^\mu \hat{F}_{\mu\nu} \right) d^4x,
\]

where, as explained above, \( \ast \) means the Moyal-Weyl product. The hat notation indicates NC space-time space-time objects and \( \hat{A}_\mu \) and \( \hat{F}_{\mu\nu} \) are the NC vector potential and field strength tensor respectively. The term \( a \) represents \( 1/m \) which is the inverse mass of the \( \hat{A}_\mu \) field. We will use \((-+++\) and the summation notation for repeated indices is assumed from now on.

Since we know that for two objects within an integral \[14\] the Moyal-Weyl product can be substituted by an ordinary product, we can write Eq. \((18)\) as

\[
S = \int \left( -\frac{1}{4} \hat{F}_{\mu\nu} \hat{F}^{\mu\nu} + \frac{1}{2} a^2 \partial_\lambda \hat{F}^{\lambda\mu} \partial^\mu \hat{F}_{\mu\nu} \right) d^4x,
\]
and the action just above describes the Podolsky theory in a NC space-time. In order to show the NC terms, i.e., $\theta$-terms, of this model we have to use the well known SW map $\hat{\mathbf{A}}$, which tells us that

$$\hat{\mathbf{A}}_\mu = A_\mu - \frac{1}{2} \theta^{\alpha\beta} A_\alpha (\partial_\beta A_\mu + F_{\beta\mu}) \quad (20)$$

and consequently

$$\hat{F}_{\mu\nu} = F_{\mu\nu} + \theta^{\rho\sigma} (F_{\mu\rho} F_{\nu\sigma} - A_\rho \partial_\sigma F_{\mu\nu}) \quad , \quad (21)$$

where $\theta^{\mu\nu}$ is the constant NC parameter explained above and the Moyal-Weyl product has the star-products associative property.

Under the SW map, at the lowest non-trivial order, the duality and/or the equivalence relations are kept unchanged. Besides, the SW map does not distinguish between the unequal gauge invariances. Substituting Eqs. (20) and (21) into Eq. (19) we have the NC Podolsky Lagrangian density with the same degrees of freedom but with additional terms due to the NC parameter first-order

$$\hat{\mathcal{L}}_{\text{Pod}} = -\frac{1}{4} F^2 - \frac{1}{8} \theta^{\rho\sigma} \left( 4 F_\rho^\mu F_\sigma^\nu F_{\mu\nu} - F^2 F_{\rho\sigma} \right) + \frac{1}{2} a^2 \partial_{\lambda} F^{\lambda\nu} \left[ \partial^\mu F_{\mu\nu} + 2 \theta^{\rho\sigma} \partial^\mu \left( F_{\mu\rho} F_{\nu\sigma} - A_\rho \partial_\sigma F_{\mu\nu} \right) \right] \quad , \quad (22)$$

where we can see quickly that when $\theta^{\mu\nu} = 0$ we can recover the standard commutative model. From now on we will assume that making such $\theta$ approximation ($\theta = 0$) in any resulting NC equation, we certainly recover the commutative results.

We can write the above NC Lagrangian in Eq. (22), in terms of the fundamental electromagnetic fields such as

$$\hat{\mathcal{L}}_{\text{Pod}} = \frac{1}{2} (E^2 - B^2) + \frac{1}{2} a^2 \left[ (\nabla \cdot \vec{E})^2 - (\vec{E} - \nabla \times \vec{B})^2 \right] - \left[ (\vec{\theta} \cdot \vec{E}) (\vec{B} \cdot \vec{E}) - (\vec{\theta} \cdot \vec{B}) E^2 \right] + \frac{1}{2} a^2 \left[ (\vec{\theta} \cdot \vec{B}) \vec{E} + (\vec{\theta} \cdot \vec{E}) \vec{B} \right] \cdot \nabla \times \vec{B} - \vec{\theta} \cdot (\nabla \times \vec{B}) \partial_0 (\vec{E} \cdot \vec{B}) + \left[ \vec{\theta} \cdot (\vec{A} \times \nabla) \right] \vec{E} \quad . \quad (23)$$

where we have used the relation $\theta^{ij} = \epsilon^{ijk} \theta_k$ and $\vec{\theta} = (\theta_1, \theta_2, \theta_3)$.

Considering the equations of motion, we have the generalized form for a higher-derivative model,

$$\frac{\partial \hat{\mathcal{L}}_{\text{Pod}}}{\partial A_\lambda} - \partial_\mu \frac{\partial \hat{\mathcal{L}}_{\text{Pod}}}{\partial (\partial_\mu A_\lambda)} + \partial_\mu \partial_\nu \frac{\partial \hat{\mathcal{L}}_{\text{Pod}}}{\partial (\partial_\mu \partial_\nu A_\lambda)} - \partial_\alpha \partial_\mu \partial_\nu \frac{\partial \hat{\mathcal{L}}_{\text{Pod}}}{\partial (\partial_\alpha \partial_\mu \partial_\nu A_\lambda)} = 0 \quad (24)$$
and hence, the equations of motion for the NC Podolsky model are

\[(1 + a^2 \Box) \partial_\rho F^{\rho \lambda} + \partial_\rho \left\{ \frac{1}{2} \left[ \theta^{\mu [\rho} F_{\lambda \nu]} F_{\nu \mu} + \theta^{\mu [\rho} F_{\lambda \nu]} F_{\mu \nu} + \theta^{\beta [\rho} F_{\lambda \nu]} \right] \right\} \]
\[= \frac{1}{4} \left[ \theta^{\beta [\rho} F_{\lambda \nu]} F_{\beta \alpha} + \theta^{\rho [\lambda} F^{\nu \beta} \right] + a^{2} \left[ \theta^{\mu [\rho} F_{\lambda \nu]} \partial^\mu F_{\nu \beta} + \theta^{\alpha [\rho} \partial^\lambda F_{\nu \alpha} \partial_\beta F_{\nu \beta} + \theta^{\epsilon \rho [\lambda} \partial_\nu \partial_\beta F^{\epsilon \nu \beta} \right] \}
\[+ \partial_\rho \partial_\sigma \left[ a^{2} F^\nu_\sigma \theta^{\beta [\rho} F_{\lambda \nu]} + \theta^{\beta [\rho} \partial_\sigma F_{\lambda \nu]} \right] A_\beta = 0 . \] (25)

Thus, analyzing Eq. (22) we can calculate the momenta relative to the phase space described by the following pairs, \((A_\mu, \rho^\mu), (\dot{A}_\mu, \pi^\mu)\) and \((\ddot{A}_\mu, \chi^\mu)\), provided by the coordinates and their respective momenta in the phase space. The momenta for higher-derivative models are given by

\[\rho^\mu = \frac{\partial L}{\partial \dot{A}_\mu} - \partial_0 \frac{\partial L}{\partial A_\mu} - 2 \partial_n \frac{\partial L}{\partial (\partial_n A_\mu)} + 3 \partial_0 \partial_n \frac{\partial L}{\partial (\partial_n A_\mu)} + 3 \partial_n \partial_m \frac{\partial L}{\partial (\partial_n \partial_m A_\mu)} + \partial_0 \partial_n \frac{\partial L}{\partial (A_\mu)} , \]
\[\pi^\mu = \frac{\partial L}{\partial \dot{A}_\mu} - 3 \partial_n \frac{\partial L}{\partial \partial_n A_\mu} \]
\[\chi^\mu = \frac{\partial L}{\partial A_\mu} . \] (26)

It is easy to see that, since \(L_P\) does not have a \(\ddot{A}_\mu\), all the relative derivatives are zero. Hence, we have explicitly that

\[\chi^0 = 0 , \]
\[\pi^0 = 0 , \]
\[\pi^n = a^2 \partial_0 F^{\alpha n} + a^2 \theta^{ij} \partial^n (F_{ai} F^m_{jn} - A_i \partial_j F^m_{\alpha n}) + a^2 \theta^{ij} (\partial_\alpha F_{nk}) F_{kj} + a^2 \theta^{ij} \partial_j (A_i \partial_\alpha F^{\alpha n}) , \]
\[\rho^n = - F^{0n} (1 + a^2 \partial^n F_{ij}) + 2 a^2 \partial^n \partial_j F^{i0} - a^2 \partial_0 (\partial_\alpha F^{\alpha n}) - \theta^{0j} F_{0l} F^k_j - \theta^{ij} F_{ij} + \theta^{ij} \left[ - \partial_0 (\partial_0 F^{0m} F_{0i}) - \partial_j (\partial_\alpha F^{\alpha 0} F_{0i}) + \partial_j (\partial_\alpha F^{\alpha 0} A_i) + \partial_j (\partial_\alpha F^{\alpha 0} \dot{A}_i) - \partial_0 \partial_j (A_i \partial_\alpha F^{\alpha 0}) + \partial_0 \partial_j (A_i \partial_\alpha F^{\alpha 0}) \right] . \] (27)

and the canonical Hamiltonian density is given by

\[\widehat{H}_{Pod} = \pi^n \dot{A}_n + \rho^0 \dot{A}_0 + \rho^n \dot{A}_n - \widehat{L}_{Pod} , \] (28)

where the momenta are given above and the Lagrangian is written in Eq. (23). Notice, that in our case, a higher derivative theory, the phase space is given by \((A_0, A_n, \dot{A}_0, \dot{A}_n, \rho_0, \rho_n, \pi_0, \pi_n)\).
Hence, substituting these values in the equation above we have that

$$
\hat{H}_{Pod} = \rho^0 \dot{A}_\mu - \frac{(\pi^0)^2}{2a^2} (1 - \theta^{ij} \partial_j A_i) - \pi_n \partial^n \dot{A}^0 + \pi_n \partial_i F^{in}
$$

$$+ \frac{1}{4} (2 F^{0k} F_{0k} + F^{kl} F_{kl})(1 - \frac{1}{2} \theta^{ij} F_{ij}) + \frac{\theta^{ij}}{2} \left( F_{0i} F_{0k} F_{kj} + F^k_i F_{kl} F_{0j} + F_{kl} F^k_i F^l_j \right)
$$

$$- \frac{a^2}{2} (\partial_k \dot{A}_k - \partial_k^2 A_0)^2 - a^2 \theta^{ij} \left[ \partial_\lambda F^\lambda_{i0} \partial^n (F_{ni} F_{0j} - A_i \partial_j F_{0n}) \right]
$$

$$+ \theta^{ij} \left[ \pi^n \partial^\mu (F_{\mu i} F_{n j} - A_i \partial_j F_{\mu m}) \right].
$$

(29)

where, in order to keep it simple, we have chosen to keep the stress tensor $F_{ij}$. In the next section we will discuss the quantization of the Lagrangian in Eq. (23) through the FJ formalism.

IV. FADDEEV-JACKIW QUANTIZATION AND THE NONCOMMUTATIVE PODOLSKY ELECTRODYNAMICS

FJ have demonstrated that the description of constrained systems by its canonical, first-order form, can provide a considerable improvement into the Dirac-Bergmann’s approach for this area of research. Considering symplectic manifolds, the geometrical structure, well known as Dirac (or generalized) bracket, can be obtained directly from the inverse of the nonsingular symplectic two-form matrix. For nonsymplectic manifolds, this two-form is degenerated and its inverse cannot be obtained to provide the generalized brackets. This singular feature of the symplectic matrix characterizes the existence of constraints that have to be considered with care in order to yield consistent results.

At this point we have two ways to deal with this problem, one of them is through Dirac’s approach, which determines that we have to introduce the constraints into the potential part, the Hamiltonian, of the canonical Lagrangian, and consequently we would have the final form of Dirac brackets. These last ones are consistent with the constraints and can be mapped into quantum commutators.

The second way we have is the point of view of FJ, which includes the constraints directly into the canonical part of the first-order Lagrangian which leads to an invertible two-form symplectic matrix from where the Dirac brackets are directly obtained. In this section we will apply this symplectic formalism to find the Dirac brackets for the NC Podolsky theory. The Dirac brackets will be found by this geometric way, as was discussed before.

The Lagrangian in Eq. (23) obviously have higher order terms, so, we have to make use of the Ostrogradski approximation [18–20] to work with these terms. Hence, we have
to introduce two new sets of canonical pairs, \((\Gamma^\mu \equiv \hat{A}^\mu, \pi^\mu)\) and \((\phi^\mu \equiv \hat{A}^\mu, \chi^\mu)\). In this way, we can write

\[
(\rho^\mu, A^\mu), \quad (\pi^\mu, \Gamma^\mu) \quad \text{and} \quad (\phi^\mu, \chi^\mu).
\]

Using Eq. (30) we can rewrite the Lagrangian (23) in a first order form

\[
\hat{\mathcal{L}} = \pi^\mu \dot{\Gamma}^\mu + \rho^\mu \dot{A}^\mu - \hat{V}^{(0)},
\]

where \(\hat{V}^{(0)}\) is the symplectic potential, and the canonical momenta are given by Eq. (27). Using Eqs. (31) and (23) we can write the symplectic potential as

\[
\hat{V}^{(0)} = \rho^\mu \Gamma^\mu - \frac{1}{2a^2} \tilde{\pi}^2 (1 - \theta^i j \partial_j A_i) - a^2 (\tilde{\nabla} \cdot \tilde{\Gamma} - \nabla^2 A_0)^2 + \tilde{\pi} \cdot \tilde{\nabla} \times (\tilde{\nabla} \times \tilde{A}) + \tilde{\pi} \cdot \tilde{\nabla} \Gamma_0
\]

\[
\left[ 1 - \tilde{\theta} \cdot (\tilde{\nabla} \times \tilde{A}) \right] \left[ \frac{1}{2} (\tilde{\Gamma} - \nabla A_0)^2 + \frac{1}{2} (\tilde{\nabla} \times \tilde{A})^2 \right]
\]

\[- (\tilde{\theta} \cdot \tilde{\Gamma} - \tilde{\theta} \cdot \nabla A_0) \left( \tilde{\nabla} \cdot (\tilde{\nabla} \times A_0) - \nabla A_0 (\tilde{\nabla} \times \tilde{A})^2 \right)
\]

\[+ a^2 \theta^{ij} \left[ \Box A^0 - (\tilde{\nabla} \cdot \tilde{\Gamma}) \partial^a \left( \epsilon_{nik} (\tilde{\nabla} \times \tilde{A})^k (\Gamma_j + \partial_j A_0) - A_i \partial_j (\Gamma_n - \partial_n A_0) \right) \right]
\]

\[- \theta^{ij} \pi^a \pi_i \epsilon_{njk} (\tilde{\nabla} \times \tilde{A})^k
\]

\[+ a^2 \theta^{ij} \left[ (\Gamma_i - \partial_i A_0) (\partial_j \Gamma_n - \partial_j A_0) + (\epsilon_{kid} (\tilde{\nabla} \times \tilde{A})^k (\epsilon_{mj} (\tilde{\nabla} \times \tilde{A})^m)) \right]
\]

\[+ \theta^{ij} \pi^a A_i \partial_j \pi_n ,
\]

and through the Lagrangian (31), we have that the original symplectic variables are given by

\[
\tilde{z}^{(0)}_\alpha = (A_k, \rho_k, A_0, \rho_0, \Gamma_k, \pi_k, \Gamma_0),
\]

where we have not written \(\pi_0\) because it does not appears in the Lagrangian (31). So, following the FJ technique, we can identify, in Lagrangian (31), the non-zero canonical one-forms as

\[
\dot{A}_k^{(0)} = - \rho_k; \quad \dot{A}_0^{(0)} = \rho_0; \quad \dot{\Gamma}_k^{(0)} = - \pi_k .
\]

Following the symplectic formalism, we need to calculate the matrix \(f_{ab}(x, y)\). Using the relations just above, we have that

\[
f_{ab}(x, y) = \begin{bmatrix}
A_{ij} & \Theta_{4 \times 3} \\
\Theta_{3 \times 4} & B_{ij}
\end{bmatrix}
\]

where

\[
A_{ij} = \begin{bmatrix}
0 & \delta_{ij} & 0 & 0 \\
-\delta_{ij} & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0
\end{bmatrix},
\]

\[
B_{ij} = \begin{bmatrix}
0 & \delta_{ij} & 0 \\
-\delta_{ij} & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]
It is easy to see that the matrix (35) is singular. Hence, the next step is to identify the eigenvector with zero eigenvalue, which can be easily identified as being

\[ \nu_\alpha = (0, 0, 0, 0, 0, 0, \nu^7). \] (36)

where \( \nu^7 \) is arbitrary and associated with \( \Gamma \).

Applying the consistency relation, in order to find new constraints, we have

\[ \int dx \, dy \left( (\nu^7) \frac{\delta \nu^{(0)}(y)}{\delta \Gamma_0(x)} \right), \] (37)

which allows us to obtain

\[ \int dx \, \nu^7 (\rho_0 + \vec{\nabla} \cdot \vec{\pi}) = 0, \] (38)

which is clearly a constraint, which can be denoted by

\[ \Omega_1(x) \equiv \rho_0 + \vec{\nabla} \cdot \vec{\pi} \approx 0, \] (39)

where

\[
\begin{align*}
\pi^n &= a^2 \partial_\alpha F^{\alpha n} + a^2 \theta^{ij} \partial^{n} (F_{\alpha i} F_j^m - A_i \partial_j F^{\alpha n}) + a^2 \theta^{ij} \partial_j (A_i \partial_i F^{\alpha n}) + a^2 \theta^{ij} \partial_j (A_i \partial_\alpha F^{\alpha n}), \\
\rho^0 &= a^2 \partial_\alpha (F^{\alpha n}) + a^2 \theta^{ij} \partial_\alpha \partial^{n} (F_{\alpha i} F_j^m - A_i \partial_j F^{\alpha n}) + a^2 \theta^{ij} \partial_\alpha \partial_j (A_i \partial_\alpha F^{\alpha n}) \Bigg] . \end{align*}
\]

(40)

Following the FJ procedure we need to introduce this constraint into the Lagrangian (31) using a Lagrange multiplier \( \lambda \) such that,

\[ \hat{L} = \pi_\mu \dot{\Gamma}_\mu + \rho_\mu \dot{A}_\mu + \lambda \left( \rho_0 + \vec{\nabla} \cdot \vec{\pi} \right) - \hat{V}^{(1)}, \] (41)

and the new symplectic variables, observing Eq. (41), are

\[ \zeta^{(1)}_\alpha = (A_k, \rho_k, A_0, \rho_0, \Gamma_k, \pi_k, \lambda). \] (42)

The new symplectic potential is obtained by the relation

\[ \hat{V}^{(1)} = \hat{V}^{(0)} \bigg|_{\Omega_1(x)=0}, \] (43)
so, from Eq. (32),

\[
\hat{V}^{(1)} = \rho_n \Gamma^n - \frac{1}{2a^2} \tilde{\pi}^2 \left( 1 - \theta^{ij} \partial_j A_i \right) - \frac{a^2}{2} \left( \nabla \tilde{\Gamma} - \nabla A_0 \right)^2 + \vec{\pi} \cdot \nabla \times (\nabla \times \vec{A})
\]

+ \left( 1 - \vec{\theta} \cdot (\nabla \times \vec{A}) \right) \left[ \frac{1}{2} (\vec{\Gamma} - \nabla A_0)^2 + \frac{1}{2} (\nabla \times \vec{A})^2 \right]

- (\vec{\theta} \cdot \vec{\nabla} A_0) (\vec{\nabla} \times \vec{A}) - \nabla A_0 (\vec{\nabla} \times \vec{A})^2

+ a^2 \theta^{ij} \left[ \square A^0 - (\vec{\nabla} \cdot \vec{\Gamma}) \partial^p (\epsilon_{nik}(\vec{\nabla} \times \vec{A})^k (\Gamma_j - \partial_j A_0) - A_i \partial_j (-\Gamma_n + \partial_n A_0) \right]

- \theta^{ij} \pi^k \epsilon_{njk} (\vec{\nabla} \times \vec{A})^k + \theta^{ij} \pi^n A_i \partial_j \pi_n

- \theta^{ij} \pi^n (\partial_i A_0 (\partial_n \Gamma_j - \partial_j \Gamma_n) + (\epsilon_{kil}(\vec{\nabla} \times \vec{A})^l k) \partial^k \left( \epsilon_{njm}(\vec{\nabla} \times \vec{A})^m \right))

+ \theta^{ij} \pi^n \left[ \Gamma_i \partial_j (\partial_n A_0 + \partial^m A_i \partial_j (\epsilon_{mnk}(\vec{\nabla} \times \vec{A})^k )) \right],
\]

and consequently, the new vectors are

\[
A^{(1)}_k = -\rho_k; \quad A^0_0^{(1)} = \rho_0; \quad \Gamma^{(1)}_a = -\pi_k; \quad \lambda^{(1)} = \rho_0 + \vec{\nabla} \cdot \vec{\pi}.
\]

The new matrix \( f_{ab}(x, y) \), from Eqs. (45), is

\[
f_{ab}(x, y) = \begin{bmatrix} A_{ij} & D_j \\ -D_j^t & C_{ij} \end{bmatrix},
\]

where

\[
D_j = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

and \( C_{ij} = \begin{bmatrix} 0 & \delta_{ij} & 0 \\ -\delta_{ij} & 0 & -\partial_j \\ 0 & -\partial_j & 0 \end{bmatrix} \).

and, like the matrix (35), it is singular.

From this last matrix, we can identify the zero modes that have non zero eigenvalues such as

\[
\bar{\nu}_n = (0, 0, \bar{\nu}^3, 0, \bar{\nu}_i^5, 0, 0, \bar{\nu}^7).
\]

Consequently, using the consistency relation to find new constraint relations, we have

\[
\int dx \left[ \bar{\nu}^3 \frac{\delta}{\delta A_0(x)} + \bar{\nu}_i^5 \frac{\delta}{\delta \Gamma^i(x)} \right] \int dy \hat{V}^{(1)}(y),
\]

which leads us to

\[
\int dx \bar{\nu}^3 (\vec{\nabla} \cdot \bar{\rho})(x) = 0,
\]

where we have used that \( \bar{\nu}_i^5 - \partial_i \bar{\nu}^3 = 0 \). Therefore, we have that

\[
\bar{\Omega} \equiv (\vec{\nabla} \cdot \bar{\rho})(x) = 0,
\]
which is a constraint.

At this point we have to introduce this constraint into the Lagrangian through the new Lagrangian multiplier, which is,

$$L^{(2)}(x, y) = \pi_\mu \dot{\Gamma}^\mu + \rho_\mu \dot{A}^\mu + \lambda (\rho_0 + \vec{\nabla} \cdot \vec{\pi}) + \eta (\vec{\nabla} \cdot \vec{\rho}) - \nu^{(2)},$$

where

$$\nu^{(2)} = \nu^{(1)} \big|_{\Omega_2(x) = 0}. \tag{51}$$

This last relation leads us to

$$A^{(2)}_a = -\rho_a; \quad \rho^{(2)}_a = \rho_0; \quad \Gamma^{(2)}_a = -\pi_a \lambda^{(2)} = \rho_0 + \vec{\nabla} \cdot \vec{\pi}; \quad \eta^{(2)} = \vec{\nabla} \cdot \vec{\rho}, \tag{52}$$

and we have new symplectic variables

$$\zeta^{(0)}_a = (A_k, \rho_k, A_0, \rho_0, \Gamma_k, \pi_k, \lambda, \eta). \tag{53}$$

Let us write the new matrix, $f^{(2)}_{ab}(x, y)$, such as

$$f^{(2)}_{ab}(x, y) = \begin{bmatrix} A_{ij} & \mathbb{E}_{j,x} \\ -\mathbb{E}^t_{i,y} & \mathbb{F}_{ij} \end{bmatrix},$$

where

$$\mathbb{E}_{j,x} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -\partial_j & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \quad \text{and} \quad \mathbb{F}_{ij} = \begin{bmatrix} 0 & \delta_{ij} & 0 & 0 \\ -\delta_{ij} & 0 & -\partial_j & 0 \\ 0 & -\partial_j & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

which is singular again. Now we have two zero modes, $(\bar{\nu}_a)$ and $(\nu_a)$,

$$\bar{\nu}_a = (\nu^{(1)}_i, 0, 0, 0, 0, 0, 0, \nu^{(8)}_i), \tag{54}$$

and

$$\nu_a = (0, 0, \nu^{(3)}_i, 0, \nu^{(5)}_i, 0, \nu^{(7)}_i, 0). \tag{55}$$

The next step is to apply the consistency condition in order to obtain a new constraint. However, the form of $\nu_a$ generates the constraint $\vec{\nabla} \cdot \vec{\rho} = 0$ again. Consequently, the consistency relation does not generate new constraints and the symplectic matrix remains singular. According to the symplectic method, the model has a symmetry and the symmetry generator is the respective zero-mode.

From the Lagrangian in Eq. (23), obviously the last term breaks the usual gauge invariance of electrodynamics $\delta A_\mu = \partial_\mu \varepsilon$. According to the results obtained here, Podolsky electrodynamics in NC space-time is invariant by some gauge transformations, but not by
the usual ones. In [8], we have found through the Noether method, a dual gauge invariant Lagrangian to the Lagrangian (23).

Hence, we have to choose a convenient gauge, namely, we need to fix the gauge degrees of freedom. As in the commutative case, we will choose the generalized Coulomb gauge such as

\[
\left(1 + \Box a^2\right)(\nabla \cdot \vec{A}) = 0,
\]

\[A_0 = 0,
\]

which leaves us with the Lagrangian

\[
\mathcal{L}^{(3)} = \pi_\mu \dot{\Gamma}^\mu + \rho_\mu \dot{A}^\mu + \lambda (\rho_0 + \vec{\nabla} \cdot \vec{\pi}) + \eta (\vec{\nabla} \cdot \vec{\rho}) + \chi (1 - a^2 \Box^2 \nabla^2) \nabla \cdot \vec{A} - \hat{V}^{(3)},
\]

where \(\hat{V}^{(3)}\) is given by

\[
\hat{V}^{(3)} = \rho_n \Gamma^n - \frac{1}{2} \nabla^2 - \frac{a^2}{2} (\nabla \hat{\Gamma})^2 - \frac{1}{2a^2} \pi^2 (1 - \partial^i \partial_j A_i) - \vec{\pi} \cdot \left[\nabla \times (\nabla \times \vec{A})\right]
\]

\[
+ \frac{1}{2} \vec{\nabla} \times \vec{A})^2 - \vec{n} \cdot (\nabla \times \vec{A}) \frac{1}{2} \nabla^2 + \frac{1}{2} (\nabla \times \vec{A})^2 \right] - (\vec{\nabla} \cdot \hat{\Gamma}) \left[\vec{\nabla} \cdot (\nabla \times \vec{A})\right]
\]

\[
- a^2 \partial^i \partial_j \left[\partial_m \Gamma^m \partial^n (\epsilon_{njk}(\nabla \times \vec{A})^k (\Gamma_j + A_i \partial_j \Gamma_n)\right] - \partial^i \pi^n \pi_i \left(\epsilon_{njk}(\nabla \times \vec{A})^k \right)
\]

\[
- \theta^i \pi^n \left[\Gamma_i (\partial_n \Gamma_j - \partial_j \Gamma_n) + (\epsilon_{kil}(\vec{\nabla} \times \vec{A})^l) \partial^k \left(\epsilon_{njm}(\vec{\nabla} \times \vec{A})^m\right)\right]
\]

\[
+ \theta^i \pi^n \Gamma_i \partial_j \Gamma_n + \theta^i \pi^n \partial^n A_i \partial_j \left(\epsilon_{mnk}(\vec{\nabla} \times \vec{A})^k \right) + \theta^i \pi^n A_i \partial_j \partial_n.
\]

The Lagrangian in (57) allows us to identify the vectors

\[
\lambda a_k^{(3)} = -\rho_k ; \quad A_0 a_k^{(3)} = \rho_0 ; \quad \Gamma a_k^{(3)} = -\pi_k ;
\]

\[
\lambda a_k^{(3)} = \rho_0 + \vec{\nabla} \cdot \vec{\pi} ; \quad \eta a_k^{(3)} = \vec{\nabla} \cdot \vec{\rho} ; \quad \chi a_k^{(3)} = \nabla^2_p (\nabla \cdot \vec{A}) ,
\]

and concerning the third symplectic matrix we have that

\[
f^{(3)}_{ij} = \begin{bmatrix}
0 & \delta_{ij} & 0 & 0 & 0 & 0 & 0 & -\nabla^2_p \partial_j \\
-\delta_{ij} & 0 & 0 & 0 & 0 & 0 & -\partial_j^p \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & \delta_{ij} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\delta_{ij} & 0 & \partial_j^p & 0 & 0 \\
0 & 1 & 0 & \partial_j^p & 0 & 0 & 0 & 0 \\
0 & \partial_i^p & 0 & 0 & 0 & 0 & 0 & 0 \\
\nabla^2_p \partial_j^p & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]
which is non singular. We have determined, after a long algebraic work, its inverse and consequently we obtained the Dirac brackets of the theory. Thus, the Dirac brackets are

\[
\left\{ A_k(x), \rho^m(y) \right\}_{DB} = \delta^m_k \delta(x, y) - \nabla_p^2 \partial_k \partial^m G(x, y)
\]  

(60)

and

\[
\left\{ \Gamma_k(x), \pi^m(y) \right\}_{DB} = \delta^m_k \delta(x, y),
\]  

(61)

where \( G(x, y) \) is the Green function

\[
\nabla_p^2 \left( \nabla^2 G(x, y) \right) = \delta^{(3)}(x, y).
\]  

(62)

These generalized brackets can be used to map the classical theory into a quantum system.

V. CONCLUSION

The study of theories in NC space-time has motivated an enormous number of papers through the last years and the min target is the attempt to understand the Planck scale physics such as the early Universe physics. In other words, to introduce NC characteristics into a classical or a quantum physics is to introduce a Planck scale parameter having an area dimension which can be constant or not. In our case in this work, the NC parameter is constant which constitutes the so-called canonical noncommutativity.

Although, as we have said, NC space-time theories are been intensively explored, it is natural to exist some gaps that are not properly or totally investigated in any kind of issue in theoretical physics. Some aspects such as the constraints aspects such as the Dirac-Bergmann approach to analyze constrained systems is one of these aspects that were not explored sufficiently until now. And this is exactly the issue that we have investigated in this work since the gauge invariance subject is directly connected to this constrained analysis. An alternative to Dirac-Bergmann approach is the well known Faddeev-Jackiw technique which, in an intermediate step, obtain the Dirac brackets of the system.

Another interesting aspect that were not sufficiently explored so far is the higher-derivatives theories in NC space-times. In this work we have analyzed both of these aspects, namely, the NC version of the Podolsky electromagnetism is an example of a constrained system that has higher-derivatives. Another aspect is that we have used the FJ approach to attack this problem.

The main issue here was to use the FJ method in order to obtain the Dirac brackets of the Podolsky electrodynamics described in NC space-time. As a constrained system, the Dirac brackets of NC Podolsky electrodynamics cannot be obtained via canonical way because of the inconsistencies that appear when we try to promote the classical quantities
to operators. The FJ method has showed itself to be an economical way to deal with a higher-order derivatives Lagrangian.

To start, we have reviewed the main aspects of both the FJ formalism and the Podolsky electrodynamics in NC space-time. After that, we have applied the FJ method in this NC Podolsky electrodynamics and after some algebraic work we obtained the Dirac brackets of this model, which is the main result of this paper.

We believe that the relevance of these results is based on the fact that we have now a new point of view concerning constrained systems depicted in NC space-times and, consequently, the FJ method, in the light of NC space-time theories. In many cases, the FJ procedure is an economical alternative to work with constrained systems as we have shown in this paper.

VI. ACKNOWLEDGMENTS

E.M.C.A. thanks CNPq (Conselho Nacional de Desenvolvimento Científico e Tecnológico), Brazilian scientific support federal agency, for partial financial support, Grants numbers 302155/2015-5 and 442369/2014-0 and the hospitality of Theoretical Physics Department at Federal University of Rio de Janeiro (UFRJ), where part of this work was carried out.

[1] H. S. Snyder, Phys. Rev. 71 (1947) 38; Phys. Rev. 72 (1947) 68.
[2] C. N. Yang, Phys. Rev. 72 (1947) 874.
[3] N. Seiberg and E. Witten, JHEP 09 (1999) 032.
[4] P. A. M. Dirac, Can. J. Math. 2, 129 (1950); “Lectures on Quantum Mechanics,” Belfer Graduate School of Science, Monographs Series (Yeshiva University, New York, N.Y., 1964);
J. L. Anderson and P. G. Bergmann, Phys. Rev. 83 (1951) 1018;
P. G. Bergmann and J. Goldberg, Phys. Rev. 98 (1955) 531 (1955).
[5] L. D. Faddeev and R. Jackiw, Phys. Rev. Lett. 60 (1988) 1692.
[6] J. Barcelos-Neto and C. Wotzasek, Int. J. Mod. Phys. A7 (1992) 4981; Mod. Phys. Lett. A7 (1992) 1737.
[7] B. Podolsky, Phys. Rev. 62, 68 (1942).
[8] E. M. C. Abreu, R. L. Fernandes, A. C. R. Mendes, J. Ananias Neto and M. J. Neves, Mod.
Phys. Lett. A 32 (2016) 1750019.
[9] R. Bufalo and B. M. Pimentel, Eur. Phys. J. C 74 (2014) 2993;
E. M. C. Abreu, A. C. R. Mendes, C. Neves, W. Oliveira, C. Wotzasek and L. M. V. Xavier,
Mod. Phys. Lett. A 25 (2010) 1115;
E. M. C. Abreu, A. C. R. Mendes, C. Neves, Wilson Oliveira and R. C. N. Silva, JHEP 1306 (2013) 093;
E. M. C. Abreu, J. Ananias Neto, A. C. R. Mendes, C. Neves and W. Oliveira, Annalen Phys. 524 (2012) 434;
E. M. C. Abreu, A. C. R. Mendes, C. Neves, W. Oliveira, R. C. N. Silva and C. Wotzasek, Phys. Lett. A 374 (2010) 3603.

[10] S. Doplicher, K. Fredenhagen and J. E. Roberts, Phys. Lett. B 331 (1994) 39;
S. Doplicher, K. Fredenhagen and J. E. Roberts, Commun. Math. Phys. 172 (1995) 187.

[11] M. J. Neves and E. M. C. Abreu, Europhys. Lett. 114 (2016) 21001; Nucl. Phys. B884 (2014) 741; Int. J. Mod. Phys. A 28 (2013) 1350017; Int. J. Mod. Phys. A 27 (2012) 1250109.

[12] A. A. Deriglazov, Phys. Lett. B555 (2003) 83;
E. M. C. Abreu, M. J. Neves and V. Nikoofard, “New remarks on DFR noncommutative phase-space,” arXiv:1501.01912 [hep-th].

[13] M. R. Douglas and N.A. Nekrasov, Rev. Mod. Phys. 73 (2001) 977; R. J. Szabo, Phys. Rep. 378 (2003) 207.

[14] I. F. Riad and M. M. Sheikh-Jabbari, JHEP 08 (2000) 045.

[15] S. I. Kruglov, J. Phys. A 43 (2010) 245403.

[16] A. I. Alekseev, B. A. Arbozov and V. A. Baikov, Theor. Math. Phys. 52 (1982) 739.

[17] M. C. Bertin, B. M. Pimentel and G. R. Zambrano, J. Math. Phys. 52 (2011) 102902.

[18] M. Ostrogradski, Mem. Ac. St. Petersburg VI vol. 4, n. 385, 1850.

[19] R. Weiss, Proc. R. Soc. A vol. 169, n. 102, 1938.

[20] J. S. Chang, Proc. Camb. Philos. Philos. Soc. vol. 44, n. 76, 1948.