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Abstract

We study the limit geometry of complete projective special real manifolds. By limit geometry we mean the limit of the evolution of the defining polynomial and the centro-affine fundamental form along certain curves that leave every compact subset of the initial complete projective special real manifold. We obtain a list of possible limit geometries, which are themselves complete projective special real manifolds, and find a lower bound for the dimension of their respective symmetry groups. We further show that if the initial manifold has regular boundary behaviour, every possible limit geometry is isomorphic to $\mathbb{R}_{>0} \ltimes \mathbb{R}^{n-1}$.
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1 Introduction and main results

In this work we study a certain notion of limit geometry of connected geodesically complete projective special real manifolds. A projective special real manifold (short: PSR manifold) $\mathcal{H}$ of dimension $\dim(\mathcal{H}) = n$ is a smooth hypersurface in $\mathbb{R}^{n+1}$ that is contained in the level set $\{h = 1\}$ of a hyperbolic cubic homogeneous polynomial $h : \mathbb{R}^{n+1} \to \mathbb{R}$, such that $\mathcal{H} \subset \{h = 1\}$ consists only of hyperbolic points of $h$. A point $p \in \{h > 0\}$ is called hyperbolic point of $h$ if the negative Hessian $-\partial^2 h_p$ has Lorentz signature, and a homogeneous polynomial of degree at least 2 admitting a hyperbolic point is called hyperbolic homogeneous polynomial. Every PSR manifold is, equipped with its centro-affine fundamental form $g_{\mathcal{H}} = -\frac{1}{3} \partial^2 h_{|T\mathcal{H} \times T\mathcal{H}}$, a Riemannian manifold. This follows easily from Euler’s Homogeneous Function Theorem. It was
shown in [CNS] that a PSR manifold \( (\mathcal{H}, g_{\mathcal{H}}) \) is geodesically complete if and only if it is closed in its ambient space \( \mathbb{R}^{n+1} \). Two PSR manifolds of the same dimension are called equivalent if they are related by a linear transformation of the ambient space, meaning in particular that their defining polynomials are also related by said transformation. In the following, we will abbreviate closed connected PSR manifolds to CCPSR manifolds. A connected PSR manifold \( \mathcal{H} \subset \{ h = 1 \} \) is called maximal if it consists of one or more connected components of the set \( \{ h = 1 \} \cap \{ \text{hyperbolic points of } h \} \). Note that maximality does not imply closedness. In order to give meaning to the term limit geometry we will need the main results of [L2]. In the following, \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) denote the standard Euclidean scalar product in chosen linear coordinates on \( \mathbb{R}^N \) for fitting \( N \) and its induced norm, respectively. Furthermore we will throughout this work identify homogeneous polynomials with their associated multi-linear forms so that e.g. for a cubic homogeneous polynomial \( h : \mathbb{R}^{n+1} \to \mathbb{R} \) we have \( dh_p(v) = 3h(p, p, v) \) for all \( p, v \in \mathbb{R}^{n+1} \).

**Proposition 1.1.** Let \( \mathcal{H} \subset \{ h = 1 \} \subset \mathbb{R}^{n+1} \) be an \( n \)-dimensional CCPSR manifold and let \( (\tilde{y}) = (x, y_1, \ldots, y_n)^T \) denote linear coordinates on the ambient space \( \mathbb{R}^{n+1} \). Then there exists a smooth map

\[
A : \mathcal{H} \to \text{GL}(n + 1),
\]

describing a linear change of coordinates in the ambient space \( \mathbb{R}^{n+1} \) depending on \( p \in \mathcal{H} \), such that

(i) \( (A(p)^*h)((\frac{x}{y})) = x^3 - x(y, y) + P_3(y), \)

(ii) \( A(p)(\frac{1}{y}) = p, \)

for all \( p \in \mathcal{H} \), where \( P_3 : \mathbb{R}^n \to \mathbb{R} \) is a cubic homogeneous polynomial. The most general form of the map \( A \) is given by

\[
A(p) = \begin{pmatrix} p_x \frac{\partial h}{\partial y_p} |_{p} \circ E(p) \end{pmatrix}
\]

\[
E(p) = \begin{pmatrix} p_y \end{pmatrix}
\]

(1.1)

for all \( p \in \mathcal{H} \), where \( p = (p_y) \) with \( p_x = x(p) \) and \( p_y = (y_1(p), \ldots, y_n(p))^T \), \( \partial_y h = (\partial y_1 h, \ldots, \partial y_n h) \), and \( E : \mathcal{H} \to \text{GL}(n) \) is required to diagonalise the positive definite symmetric bilinear form

\[
\mathbb{R}^n \times \mathbb{R}^n \ni (v, w) \mapsto \frac{1}{2} \delta^2 h_p \left( -\frac{\partial h}{\partial y_p} |_{p} v, -\frac{\partial h}{\partial y_p} |_{p} w \right) \in \mathbb{R}
\]

(1.2)

for all \( p \in \mathcal{H} \).

**Proof.** This is a special case of [L2, Prop.3.1] for CCPSR manifolds. \( \square \)

In order to proceed we will need and consequently make heavy use of the main result of [L2].

**Theorem 1.2.** Let \( (x, y_1, \ldots, y_n)^T \) denote linear coordinates on \( \mathbb{R}^{n+1} \) and let \( h : \mathbb{R}^{n+1} \to \mathbb{R} \) be a homogeneous cubic polynomial of the form \( h = x^3 - x(y, y) + P_3(y) \) as in Prop. 1.1 (i). Then the connected component \( \mathcal{H} \subset \{ h = 1 \} \) containing the point \( (\tilde{y}) = (\frac{1}{y}) \) is a CCPSR manifold if and only if

\[
\max_{\| y \| = 1} P_3(y) \leq \frac{2}{3\sqrt{3}}.
\]

(1.3)

Hence, the affine subset

\[
\mathcal{C}_n := \{ x^3 - x(y, y) + P_3(y) \mid P_3 \text{ fulfils (1.3)} \} \subset \text{Sym}^3(\mathbb{R}^{n+1})^*
\]

(1.4)

is a compact convex generating set of the set of \( n \)-dimensional CCPSR manifolds.
Proof. This is [L2, Thm. 1.1] and [L2, Thm. 4.15]. □

Note that the compactness of $E_n$ is to be understood with respect to the subspace topology of $\text{Sym}^3(\mathbb{R}^{n+1})^*$ which is induced by the real vector space structure of $\text{Sym}^3(\mathbb{R}^{n+1})^*$. Proposition 1.1 and Theorem 1.2 imply that we can, in dependence of a reference point and the freedom of choice in the transformation (1.1) which essentially boils down to choosing an element in $O(n)$, assume without loss of generality that the defining polynomial of a given CCPSR manifold $\mathcal{H} \subset \{h = 1\}$ is of the form

$$h = h((\frac{x}{y})) = x^3 - x(y, y) + P_3(y), \quad (1.5)$$

$P_3$ fulfills the maximality condition (1.3), and $\mathcal{H}$ is precisely the connected component of $\{h = 1\}$ that contains the point $(\frac{1}{0})$. We will then say that $\mathcal{H}$ and $h$ are in standard form. If $\mathcal{H}$ is the connected component of $\{h = 1\} \cap \{\text{hyperbolic points of } h\}$, $h$ of the form (1.5), containing the point $(\frac{1}{0})$, independent of whether or not $\mathcal{H}$ is closed in its ambient space, we will also say that $\mathcal{H}$ and $h$ are in standard form. Note that the term $P_3$ is never uniquely determined by $\mathcal{H}$ [L2].

Another necessary concept in order to define the notion for limit geometry of PSR manifolds in our sense is borrowed from the theory of the Kähler-Ricci flow on cohomology classes. Let $X$ be a complex 3-dimensional compact Kähler manifold and define on the real $(1,1)$-cohomology of $X$ a homogeneous cubic polynomial via

$$h : H^{1,1}(X, \mathbb{R}) \to \mathbb{R}, \quad [\omega] \mapsto \int_X \omega^3. \quad (1.6)$$

Let $\mathcal{K} \subset H^{1,1}(X, \mathbb{R})$ denote the Kähler cone of $X$. It then follows from the Hodge-Riemann bilinear relations that $\mathcal{K} := \{h = 1\} \cap \mathcal{K}$ is a PSR manifold of dimension $h^{1,1}(X)$ [We, Chap. 5, Sec. 6]. One might also consider the index cone $W \subset H^{1,1}(X, \mathbb{R})$ as in [Wi] which consists of all hyperbolic points of $h$. Then by definition $\{h = 1\} \cap W$ is also a PSR manifold containing $\mathcal{K}$. Note that in general $\mathcal{K}$ and $W$ need not coincide. This is a consequence of the main result of [DP] which implies that $[\omega] \in W$ is contained in $X$ if and only if $[\omega]$ is numerically positive on all irreducible analytic sets in $X$. Note that in the setting of the geometry of Kähler cones, completeness questions have been addressed from that point of view in [M]. Now consider the Kähler-Ricci flow equation on the level of cohomology,

$$\partial_t [\omega] = 2\pi c_1(X), \quad (1.7)$$

where $c_1(X)$ denotes the first Chern class of $X$. The above equation is obtained by considering the cohomology classes of the Kähler-Ricci flow equation $\partial_t \omega_t = \text{Ric}^{c_1}$ on $X$, for a reference text see e.g. [T]. For initial datum $[\omega_0] \in \mathcal{K}$, the maximal connected solution of (1.7) is given by

$$[\omega_t] : (T_-, T_+ \to \mathcal{K}, \quad t \mapsto [\omega_0] + 2\pi tc_1(X), \quad (1.8)$$

where $T_- = \inf \{t < 0 \mid [\omega_0] + 2\pi sc_1(X) \in \mathcal{K} \forall s \in (t, 0)\}$ and $T_+ = \sup \{t > 0 \mid [\omega_0] + 2\pi sc_1(X) \in \mathcal{K} \forall s \in (0, t)\}$. If we view $H^{1,1}(X, \mathbb{R})$ as real vector space and $\mathcal{K}$ as an open cone therein, the above solution $[\omega_t]$ is thus simply an affine line segment that is an integral curve of $2\pi c_1(X)$ viewed as a constant vector field on $H^{1,1}(X, \mathbb{R})$. Save for the trivial case $c_1(X) = 0$, the Kähler-Ricci flow on classes is never volume preserving. This is however a necessity for our endeavour as we want to study the evolution of the centro-affine fundamental form of a PSR manifold along certain curves contained in said manifold. To solve this issue we first switch back to our language and consider a connected PSR manifold $\mathcal{H} \subset \{h = 1\} \subset \mathbb{R}^{n+1}$ and a given constant non-vanishing vector field $V \in \mathcal{X}(\mathbb{R}^{n+1})$ on the ambient space. The picture analogous to the Kähler-Ricci flow on classes in our setting would now be to study integral curves $\gamma : I \to \mathbb{R}^{n+1}$,
where \( \eta \) only the \( y \) canonically identify \( p \) the point \( \eta \) curve of 

\[
\begin{array}{c}
\text{the set} \\
\{ 0 \leq t < \infty \} \\
\end{array}
\]

it was shown in \([H_1] \) that for every CCPSR manifold \( \mathcal{H} \subset \{ h = 1 \} \) is of standard form and \( p = (0,0) \). We can also set \( v \) to be a choice of a coordinate vector, which we will in fact do during the proof of our main result. We can now, at least in theory, calculate for all \( t \in [0,R) \) a standard form of the defining polynomial \( h \) for the reference point, which essentially means choosing \( A(\gamma(t)) \) as in (1.1), calculating the \( P_3 \)-part \( P_3(y) = P_3(y)(t) \) of \( A(\gamma(t))^3 h \) for all \( t \in [0,R) \), and then calculate the limit of

\[
h|_t := A(\gamma(t))^3 h = x^3 - x(y,y) + P_3(y)|_t
\]

as \( t \to R \), where we view \( h|_t \) as a curve in \( e_n \) as in Theorem 1.2. The main difficulty is showing that such a limit is well defined, which in practice means making a good choice for the transformations \( A(\gamma(t)) \). Note that for every allowed \( t \in [0,R) \), this defines a CCPSR manifold \( \mathcal{H}_t \) together with a choice of linear coordinates on the ambient space which is equivalent to \( \mathcal{H} = \mathcal{H}_0 \). Only for the limit \( \mathcal{H}_R \), assuming it is well defined, can we expect to obtain a CCPSR manifold that is not equivalent to the initial \( \mathcal{H} \).

A good way to visualise limit geometries of CCPSR manifolds is as follows. In a slightly more general setting it was shown in \([CNS, \text{Lem. 1.14}] \) that for every CCPSR manifold \( \mathcal{H} \subset \{ h = 1 \} \) of dimension \( n \) and \( p \in \mathcal{H} \) arbitrary, the intersection of the affinely embedded tangent space \( p + T_p \mathcal{H} \) with the cone spanned by \( \mathcal{H} \), that is \( \mathbb{R}_{>0} \cdot \mathcal{H} \), is relatively precompact in \( \mathbb{R}^{n+1} \). In \([L1, L2] \) with the assumption that \( \mathcal{H} \) is in standard form and \( p = (1,0,\ldots,0)^T \), this set is called \( \text{dom}(\mathcal{H}) \) and is considered as an open subset of \( \mathbb{R}^n \). This makes sense since we can in this case canonically identify \( p + T_p \mathcal{H} \) with \( p + \{0\} \times \mathbb{R}^n \) and obtain linear coordinates by considering only the \( y \)-coordinates in (1.5). The curves with nonvanishing speed contained in a set of the form (1.8) can be, after a possible change of reference point for the standard form, a rotation in the \( y \)-coordinates, and a reparametrisation of the curve itself, assumed to be of the form

\[
\gamma : [0,R) \to \mathcal{H}, \quad t \mapsto \beta^{-\frac{1}{4}} \cdot (1,0,\ldots,0,t)^T,
\]

where \( \beta = h((1,0,\ldots,0,t)^T) \). This means that \( \beta \) is the value of \( h \) along a ray starting from the point \( p = (1,0,\ldots,0)^T \) in the affinely embedded set \( p + \text{dom}(\mathcal{H}) \) in direction of the last \( y \)-coordinate \( y_n \). We will use the above notation with the symbol \( \beta \) throughout this work. Note
that we could have of course chosen another \( y \)-coordinate to be the direction of \( \gamma \). Now, at least in simple cases in dimension \( n = 2 \) and \( n = 3 \), one can use plotting software to see how the boundary of \( \text{dom}(\mathcal{H}_t) \), that is \( \partial \text{dom}(\mathcal{H}_t) \), changes as \( t \) varies, see Figure 1 in Example 1.10.

We now have all concepts at hand to give a rigorous definition of the terms limit polynomial and limit geometry.

Definition 1.3. Assuming that \( \overline{h} := \lim_{t \to R} h |_t \) exists, we will call \( \overline{h} \) a limit polynomial. The corresponding CCPSR manifold \( \overline{\mathcal{H}} \) given by the connected component of \( \{ \overline{h} = 1 \} \) containing the point \( p = \left( \frac{1}{1} \right) \) will be called limit geometry of the initial CCPSR manifold \( \mathcal{H} \).

When discussing limit geometries, we will always assume that both the initial CCPSR manifold and the considered limit geometry are in standard form.

Lemma 1.4. The limit geometry \( \overline{\mathcal{H}} \subset \{ \overline{h} = 1 \} \) in Definition 1.3 is, in fact, a CCPSR manifold as claimed.

Proof. Assuming the existence of the limit polynomial \( \overline{h} \), it follows by construction that it is in standard form. The generating set \( \mathcal{E}_n \) (1.4) is compact, \( A(\gamma(t)) \) is smooth, and

\[
\max_{\|y\|=1} P_3(y) |_t \]

depends continuously, but not necessarily smoothly, cf. the proof of [L2, Thm. 1.1], on \( t \in [0, R) \). Hence, \( \overline{h} \) as a limit of \( h |_t = x^2 - x \langle y, y \rangle + P_3(y) |_t \) is contained in \( \mathcal{E}_n \) and our claim follows with Theorem 1.2. \( \square \)

Note that this process in particular also allows us to obtain a limit of the evolution of the centro-affine fundamental form in the following sense.

Proposition 1.5. Let \((\overline{\mathcal{H}}, g_{\overline{\mathcal{H}}}^\ast)\) be a limit geometry of a CCPSR manifold \((\mathcal{H}, g_{\mathcal{H}})\) with respect to a curve \( \gamma : [0, R) \to \mathcal{H} \) as in (1.10). Then for every compactly embedded open subset \( U \subset \overline{\mathcal{H}} \) and every \( \varepsilon > 0 \) there exists a compactly embedded open subset \( U' \subset \mathcal{H} \) and a diffeomorphism \( F : U \to U' \), such that

\[
\| g_{\overline{\mathcal{H}}} - F^\ast g_{\mathcal{H}}^\ast \|_{\overline{\mathcal{H}}} < \varepsilon
\]

in \( U \). If \( U \) contains the point \( \left( \frac{1}{1} \right) \in \overline{\mathcal{H}} \), there exists \( N \in [0, R) \) such that for all \( t \in [N, R) \), \( U' \) can be chosen to contain the point \( \gamma(t) \in \mathcal{H} \).

Proof. We use the notation as in (1.10) so that \( \mathcal{H} \subset \{ h = h |_0 = 1 \} \), \( \overline{\mathcal{H}} \subset \left\{ \lim_{t \to R} h |_t = \overline{h} = 1 \right\} \) and define \( \mathcal{H}_t \) to be the CCPSR manifold in standard form contained in the level set \( \{ h |_t = 1 \} \) for all \( t \in [0, R) \). In particular \( \mathcal{H} = \mathcal{H}_0 \) and we might identify \( \mathcal{H}_R := \overline{\mathcal{H}} \). \( \overline{\mathcal{H}} \) being a limit geometry of \( \mathcal{H} \) means that with

\[
\overline{h} = x^3 - x \langle y, y \rangle + \overline{P}_3(y),
\]

\( \overline{P}_3(y) \) is the limit \( \lim_{t \to R} P_3(y) |_t \) in Sym\(^3(\mathbb{R}^n)^\ast \). Recall the previously mentioned notation for any CCPSR manifold in standard form \( \mathcal{H} \)

\[
\text{dom}(\mathcal{H}) = \text{pr}_{\mathbb{R}^n} \left( (\mathbb{R}^\ast_{>0} \cdot \mathcal{H}) \cap \left( \left( \frac{1}{1} \right) + T_{\left( \frac{1}{1} \right)} \mathcal{H} \right) \right) \subset \mathbb{R}^n,
\]

where \( \text{pr}_{\mathbb{R}^n} \) denotes the canonical projection onto the last \( n \) coordinates. Note that \( \text{dom}(\mathcal{H}) \) depends not only on the equivalence class of \( \mathcal{H} \), but also on the chosen linear coordinates.
$(x, y_1, \ldots, y_n)$ of the ambient space $\mathbb{R}^{n+1}$. The two sets $\text{dom}(\mathcal{H})$ and $\mathcal{H}$ are diffeomorphic via the central parametrisation

$$f : \text{dom}(\mathcal{H}) \to \mathcal{H}, \quad y \mapsto h \left( \left( \frac{1}{y} \right) \right)^{-\frac{1}{2}} \left( \frac{1}{y} \right).$$

Furthermore, $\text{dom}(\mathcal{H})$ is convex and precompact [CNS, Sect. 1.3], and one can show that for all CCPSR manifolds in standard form $\mathcal{H}$, $B_{\sqrt{3}/2}^{\text{Eucl}}(0) \subset U \subset B_{\sqrt{3}}^{\text{Eucl}}(0)$, where $B_r^{\text{Eucl}}(0) \subset \mathbb{R}^n$ denotes the open Euclidean ball of radius $r > 0$ in the coordinates $(y_1, \ldots, y_n)$ [L2, Cor. 4.4]. Instead of working with the CCPSR manifolds $(\mathcal{H}_t, g_t)$ in this proof directly, we will consider $(\text{dom}(\mathcal{H}_t), g_t)$ with $g_t := f^* g_{\mathcal{H}_t}$ for all $t \in [0, R]$. First observe that for any compactly embedded open subset $U \subset \text{dom}(\mathcal{H})$ there exists $N \in [0, R)$ such that for all $t \in [N, R)$, $U$ is a compactly embedded open subset of $\text{dom}(\mathcal{H}_t)$. This follows from the convergence of $P_3(y)|_t \to P_3(y)$ as $t \to R$, where we note that for $q \in \partial B_1^{\text{Eucl}}(0)$ arbitrary but fixed, $\partial \text{dom}(\mathcal{H}_t) \cap (\mathbb{R}_{>0} \cdot q)$ is precisely the smallest positive zero in $s$ of

$$h|_t \left( \left( \frac{1}{s} \right) \right) = 1 - s^2 + s^3 P_3(q)|_t,$$

and we can thus use the compactness of $q \in \partial B_1^{\text{Eucl}}(0)$ to find $N$ as required. Now, for $t \in [N, R)$ in the coordinates $(y_1, \ldots, y_n)$, the coefficients of the Riemannian metric $g_t$ converge on $U \subset \text{dom}(\mathcal{H}_t)$ uniformly to the coefficients of $g_R = f^* g_{\mathcal{H}}$ as $t \to R$. To see this one uses the convergence of $P_3(y)|_t \to P_3(y)$ as $t \to R$, $U$ being compactly embedded in $\text{dom}(\mathcal{H}_t)$ for all $t \in [N, R)$ and hence bounded away in Euclidean distance from the boundary of $\text{dom}(\mathcal{H}_t) \cap \text{dom}(\mathcal{H})$, and the local formula for $g_t$, $t \in [N, R)$, on $U$

$$g_t = \frac{\partial^2 h|_t \left( \left( \frac{1}{y} \right) \right)}{3 h|_t \left( \left( \frac{1}{y} \right) \right)} + \frac{2 d \left( h|_t \left( \left( \frac{1}{y} \right) \right) \right)^2}{9 h|_t \left( \left( \frac{1}{y} \right) \right)^2},$$

cf. [CNS, Lem. 1.12] or [L2, Lem. 2.8] for our conventions, where the operator $\partial^2$ is to be understood in the coordinates $(y_1, \ldots, y_n)$. This completes the proof of the first claim of this proposition. The second claim, that is $\gamma(t) \in U'$, follows automatically since in the coordinates $(y_1, \ldots, y_n)$ we are working in, $U = U'$ and $y(\gamma(t)) = 0$ for all $t \in [0, R]$ by our definition of limit geometries of CCPSR manifolds.

Note that our definition of limit geometry is strictly speaking defined up to equivalence of the obtained CCPSR manifold $\mathcal{H}$, as we still have the freedom to multiply $A(\gamma(t))$ with an element in $\text{Id}_2 \times O(n)$, both from the left and from the right. Aside from the problems of actually calculating such limits, it is a priori not clear which CCPSR manifolds can even occur as limits. It will turn out that we need one more definition and an associated result for CCPSR manifolds.

**Definition 1.6.** A CCPSR manifold $\mathcal{H} \subset \{ h = 1 \}$ is called **singular at infinity** if there exists a non-zero point in the boundary of the cone $\mathbb{R}_{>0} \cdot \mathcal{H} \subset \mathbb{R}^{n+1}$ spanned by $\mathcal{H}$, $p \in \partial (\mathbb{R}_{>0} \cdot \mathcal{H}) \setminus \{0\}$, such that $dh_p = 0$.

In order to, realistically, check whether or not a CCPSR manifold is singular at infinity we have the following tool at hand.

**Lemma 1.7.** A CCPSR manifold $\mathcal{H} \subset \{ h = x^3 - x(y, y) + P_3(y) = 1 \}$ in standard form is singular at infinity if and only if $\max_{\|y\|=1} P_3(y) = \frac{2}{3\sqrt{3}}$.

**Proof.** [L2, Lem. 4.5].

For CCPSR manifolds $\mathcal{H}$ the concept of singular at infinity is closely related to the behaviour of the Hessian of the defining polynomial along the boundary of their cone $\mathbb{R}_{>0} \cdot \mathcal{H}$. 
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**Definition 1.8.** A CCPSR manifold $\mathcal{H} \subset \{ h = 1 \}$ has **regular boundary behaviour** if it is not singular at infinity and
\[
-\partial^2 h|_{T(\partial(\mathbb{R}^3 \setminus \mathcal{H}))} \geq 0, \quad \dim (-\partial^2 h|_{T(\partial(\mathbb{R}^3 \setminus \mathcal{H}))} \geq 1,
\]
for all $p \in \partial(\mathbb{R}^3 \setminus \mathcal{H}) \setminus \{0\}$.

One can show that for CCPSR manifolds $\mathcal{H} \subset \{ h = 1 \}$, the behaviour of the then possibly positive semi-definite bilinear form (1.2) along the set $\partial(\mathbb{R}^3 \setminus \mathcal{H}) \setminus \{0\}$ can only have more than one zero eigenvalue if $h$ is already singular at infinity at that specific point.

**Theorem 1.9.** A CCPSR manifold has regular boundary behaviour if and only if it is not singular at infinity.

**Proof.** [L2, Thm. 4.12].

Before stating our main result which answers all of the above questions for every dimension we will study an explicit example in dimension 2.

**Example 1.10.** Let $h : \mathbb{R}^3 \to \mathbb{R}$, $h = x^3 - x(y^2 + z^2) + \frac{2}{3\sqrt{3}}y^3$, and let $\mathcal{H} \subset \{ h = 1 \}$ be the corresponding CCPSR surface in standard form. $\mathcal{H}$ is equivalent to [CDL, Thm. 1 e)], cf. [L2, Ex. 3.2]. With Lemma 1.7 it follows that $\mathcal{H}$ is singular at infinity. For the constant vector field on the ambient space $\mathbb{R}^3$ we consider $V = \partial_y$. Up to reparametrisation, the maximal integral curve of the corresponding central projection of $V$ to $\mathcal{H}$ is given by
\[
\gamma : \left(-\frac{\sqrt{3}}{2}, \frac{\sqrt{3}}{2}\right) \to \mathcal{H}, \quad \gamma(t) = \begin{pmatrix} \beta^{-\frac{1}{2}} \\ t\beta^{-\frac{1}{2}} \\ 0 \end{pmatrix},
\]
where $\beta = \beta(t) := h \left( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right) = 1 - t^2 + \frac{2}{3\sqrt{3}}t^3$. For the transformation $A$ as in (1.1) along $\gamma$ we choose
\[
A(\gamma(t)) = \begin{pmatrix}
\beta^{-\frac{1}{2}} & \frac{2t}{3} \beta^{-\frac{1}{2}} & 0 \\
t\beta^{-\frac{1}{2}} & \left( 1 + \frac{t}{\sqrt{3}} \right) \beta^{-\frac{1}{2}} & 0 \\
0 & 0 & \beta^{\frac{1}{2}}
\end{pmatrix}
\]
and obtain
\[
h|_t = A(\gamma(t))^* h = x^3 - x(y^2 + z^2) - \frac{2t}{3} yz^2 + \frac{2}{3\sqrt{3}}y^3
\]
for all $t \in \left(-\frac{\sqrt{3}}{2}, \frac{\sqrt{3}}{2}\right)$. In this specific case, the only difficulty lies in determining the above choice for $A(\gamma(t))$ as the two possible limit polynomials are very easy to calculate. We obtain
\[
\overline{h}_+ := \lim_{t \to \sqrt{3}} h|_t = x^3 - x(y^2 + y^2) + \frac{2}{3\sqrt{3}}y^3 - \frac{2}{\sqrt{3}}yz^2,
\]
which is equivalent to [CDL, Thm. 1 a)], cf. [L2, Ex. 3.2], and
\[
\overline{h}_- := \lim_{t \to -\sqrt{3}} h|_t = x^3 - x(y^2 + z^2) + \frac{2}{3\sqrt{3}}y^3 + \frac{1}{\sqrt{3}}yz^2,
\]
which is equivalent to [CDL, Thm. 1 b)], cf. [L2, Ex. 3.2]. In particular, the corresponding limit CCPSR curves are not equivalent, neither to each other nor to the initial CCPSR surface $\mathcal{H}$, as the maximal hyperbolic component of $\{ \overline{h}_+ = 1 \}$ containing $(x, y, z)^T = (1, 0, 0)^T$ is isometric.
to the flat \( \mathbb{R}^2 \), the maximal hyperbolic component of \( \{ \overline{h} = 1 \} \) containing \( (x, y, z) = (1, 0, 0) \) is isometric to the hyperbolic plane, and \( \mathcal{H} \) is not a homogeneous space. In order to better understand what is happening geometrically for different values of \( t \) we plot \( \partial \text{dom}(\mathcal{H}_t) \), where \( \mathcal{H}_t \subset \{ h | t = 1 \} \), for \( t \in \left\{ -\frac{\sqrt{3}}{2}, 0, \frac{\sqrt{3}}{2}, \sqrt{3} \right\} \) and obtain Figure 1.

![Figure 1: Plots of \( \partial \text{dom}(\mathcal{H}_t) \) for, from left to right, \( t = -\frac{\sqrt{3}}{2}, t = 0, t = \frac{\sqrt{3}}{2} \), and \( t = \sqrt{3} \).](image)

Observe that for all \( t \in \left[ -\frac{\sqrt{3}}{2}, \sqrt{3} \right] \), including in particular the limits, the CCPSR surfaces in standard form corresponding to \( \overline{h}_t \) are singular at infinity. For a related discussion see also [L2, Ex. 4.18].

We now have all tools at hand to state the main result of this work.

**Theorem 1.11.** Let \( \mathcal{H} \subset \{ h = 1 \} \) be a CCPSR manifold in standard form. Then every possible limit polynomial \( \overline{h} = \lim_{t \to R} h_t \) is well defined and the corresponding limit geometry \( \overline{\mathcal{H}} \) is a CCPSR manifold. The limit polynomial \( \overline{h} \) is equivalent to one of the following:

(i) \( \dim(\mathcal{H}) = 1 \):

\[
\overline{h} = x^3 - xy^2 - \frac{2}{3\sqrt{3}}y^3,
\]

\( \overline{\mathcal{H}} \) is a homogeneous space and equivalent to [CHM, Thm. 8 a)].

(ii) \( \dim(\mathcal{H}) = 2 \):

(a) \( \overline{h} = x^3 - x(y^2 + z^2) - \frac{1}{\sqrt{3}}yz^2 - \frac{2}{3\sqrt{3}}y^3, \)

\( \overline{\mathcal{H}} \) is a homogeneous space isomorphic to the hyperbolic plane.

(b) \( \overline{h} = x^3 - x(y^2 + z^2) + \frac{2}{\sqrt{3}}yz^2 - \frac{2}{3\sqrt{3}}y^3, \)

\( \overline{\mathcal{H}} \) is a homogeneous space isomorphic to the flat \( \mathbb{R}^2 \).

(iii) \( \dim(\mathcal{H}) \geq 3 \):

\[
\overline{h} = x^3 - x(\langle s, s \rangle + \langle u, u \rangle + w^2) + \sum_{i=1}^{m} s_i \langle u, F_i u \rangle + \left( \frac{2}{\sqrt{3}}\langle s, s \rangle - \frac{1}{\sqrt{3}}\langle u, u \rangle \right) w - \frac{2}{3\sqrt{3}}w^3,
\]

(1.11)
where \( s = (s_1, \ldots, s_m)^T \), \( u = (u_1, \ldots, u_{n-1-m})^T \) for some \( 0 \leq m \leq n-1 \), and each \( F_i, 1 \leq i \leq m \), is a symmetric \((n-1-m) \times (n-1-m)\)-matrix such that the eigenvalues of all matrices of the form

\[
\sum_{i=1}^m c_i F_i
\]

for all \( c = (c_1, \ldots, c_m)^T \in \mathbb{R}^m \) with \( \|c\| = 1 \) are contained in \([-1,1]\). The symmetry group of the corresponding CCPSR manifold \( \mathcal{M} \) is of dimension at least 1.

All of the above CCPSR manifolds in standard form in (i)–(iii) are singular at infinity and can be realised as a limit geometry of a CCPSR manifold, in particular including themselves in each case.

In the proof of Theorem 1.11 we will make use of the following convenient tool which has been introduces in [L2, Def. 3.7] in a more general setting. It measures the infinitesimal change of the term \( P_3(y) \) in the standard form of the defining polynomial of a CCPSR manifold (1.5) when changing the reference point for said standard form.

**Definition 1.12.** Let \( \mathcal{H} \subset \{ h = x^3 - x \langle y, y \rangle + P_3(y) = 1 \} \) be a maximal connected PSR manifold in standard form. Let \( U \subset \mathcal{H}, (\frac{1}{0}) \), be an open set and \( A : U \to \text{GL}(n+1) \) as in (1.1). Denote

\[
A(p)^* h = x^3 - x \langle y, y \rangle + P_3(y)(p),
\]

that is view \( P_3(y)(\cdot) : U \to \text{Sym}^3(\mathbb{R}^n)^* \) with \( P_3(y)((\frac{1}{0})) = P_3(y) \). Interpreting \( A(\cdot)^* h : U \to \text{Sym}^3(\mathbb{R}^{n+1})^* \) as a smooth map, we call the term

\[
\delta P_3(y) := d(A(\cdot)^* h)|_{p=(\frac{1}{0})}
\]

the *first variation of* \( P_3 \). We view \( \delta P_3(y) \) as a linear map \( \delta P_3(y) : \mathbb{R}^n \to \text{Sym}^3(\mathbb{R}^n)^* \).

One can show that \( \delta P_3(y) \) is of the following form.

**Lemma 1.13.** There exists a linear map \( L : \mathbb{R}^n \to \mathfrak{so}(n) \) of the form \( L = \sum_{i=1}^n L_i \otimes dy_i, L_i \in \mathfrak{so}(n) \) for all \( 1 \leq i \leq n \), such that with \( Ly = \sum_{i=1}^n L_i y \otimes dy_i \), \( \delta P_3(y) \) is of the form

\[
\delta P_3(y) = -\frac{2}{3} \langle y, y \rangle \langle y, dy \rangle + dP_3|_y \left( Ly + \frac{1}{4} \partial^2 P_3|_y dy \right).
\]

**Proof.** [L2, Prop. 3.6, Def. 3.7].

An immediate consequence of the construction of the first variation of \( P_3 \) is the following relation to symmetry groups of the corresponding PSR manifold.

**Lemma 1.14.** Let \( \mathcal{H} \subset \{ h = x^3 - x \langle y, y \rangle + P_3(y) = 1 \} \) be a CCPSR manifold in standard form. Suppose there exists \( L : \mathbb{R}^n \to \mathfrak{so}(n) \) as in Lemma 1.13, such that \( \text{dim ker } \delta P_3(y) = k, 1 \leq k \leq n \), where we view \( \delta P_3(y) : \mathbb{R}^n \to \text{Sym}^3(\mathbb{R}^n)^* \) as a linear map. Then the symmetry group of \( \mathcal{H} \) is of dimension at least \( k \).

**Proof.** This follows by writing out the differential of \( h(A(p)(\frac{1}{0})) \), which yields \( k \) linearly independent linear maps \( B_i \in \text{GL}(n+1), 1 \leq i \leq k \), such that \( dh(\frac{1}{0})(B_i(\frac{1}{0})) \equiv 0 \).

Lastly, we will prove the following and, at least to the author, surprising result about possible limit geometries of CCPSR manifolds that have regular boundary behaviour.
Theorem 1.15. Let $\mathcal{H}$ be an $n \geq 2$-dimensional CCPSR manifold with regular boundary behaviour and let $(x, s_1, \ldots, s_{n-1}, w)^T = \left(\frac{x}{s} \frac{w}{w}\right)$ denote linear coordinates on $\mathbb{R}^{n+1}$. Then every limit geometry of $\mathcal{H}$ is, up to equivalence, given by the CCPSR manifold in standard form $\mathcal{T} \subset \{ h = 1 \}$ corresponding to the cubic polynomial

$$\mathcal{T} = x^3 - x(\langle s, s \rangle + w^2) - \frac{1}{\sqrt{3}}(s, s)w - \frac{2}{3\sqrt{3}}w^3.$$ \hspace{1cm} (1.12)

The CCPSR manifold $\mathcal{T}$ is isomorphic to the Lie group $\mathbb{R}_{>0} \ltimes \mathbb{R}^{n-1}$. The action of $\mathbb{R}_{>0} \ltimes \mathbb{R}^{n-1}$ on the coordinates $\left(\frac{x}{s} \frac{w}{w}\right)$ is given by

$$\begin{align*}
(\lambda, v) \cdot \left(\frac{x}{s} \frac{w}{w}\right) &= \left(\frac{\lambda (2 \cdot 3^{-3/2}w + 2 \cdot 3^{-1}x)}{\lambda^{-1/2} (s + (-2^{1/4} \cdot 3^{-1/2}w - 2^{1/4}x)v)} + \lambda \left(-2 \cdot 3^{3/2}w + 3^{-1}x + \langle v, v \rangle (2^{1/2} \cdot 3^{-3/2}w + 2^{1/2} \cdot 3^{-1}x) - 2^{5/4} \cdot 3^{-1}(s, v)\right)\right) \\
&\quad + \lambda^{-2} (2 \cdot 3^{-1}w - 3^{-1}\langle s, s \rangle + \langle v, v \rangle (\langle s, s \rangle - 2^{1/2} \cdot 3^{-1}w - 2^{1/2} \cdot 3^{-1}x) + 2^{5/4} \cdot 3^{-1/2}(s, v))
\end{align*}$$

for all $(\lambda, v) \in \mathbb{R}_{>0} \ltimes \mathbb{R}^{n-1}$, and the group multiplication is given by $(\lambda_1, v_1) \cdot (\lambda_2, v_2) = (\lambda_1 \lambda_2, v_1 + \lambda_2^{3/2}v_2)$ for all $(\lambda_1, v_1), (\lambda_2, v_2) \in \mathbb{R}_{>0} \ltimes \mathbb{R}^{n-1}$. For $n = 2$, that is CCPSR surfaces, we have $\mathcal{T} \cong \mathbb{R}_{>0} \ltimes \mathbb{R} \cong H$, where $H$ is the hyperbolic plane.

Note that for dimension $\dim(\mathcal{H}) = 1$ a similar result holds, as there is in fact only one possible limit geometry for CCPSR curves, namely Thm. 1.11 (i).

A consequence of Theorem 1.15 about the moduli space of CCPSR manifolds when equipped with the quotient topology is as follows.

Corollary 1.16. For $n \geq 2$ let $\text{Sym}^3((\mathbb{R}^{n+1})^*)_{\text{CCPSR}} \subset \text{Sym}^3((\mathbb{R}^{n+1})^*)$ denote the set of cubic homogeneous polynomials in $n + 1$ real variables containing a CCPSR manifold as a level set. Let further $\text{Sym}^3((\mathbb{R}^{n+1})^*)_{\text{CCPSR}, \text{reg.}} \subset \text{Sym}^3((\mathbb{R}^{n+1})^*)_{\text{CCPSR}}$ denote the subset thereof consisting of cubic homogeneous polynomials in $n + 1$ real variables containing a CCPSR manifold as a level with regular boundary behaviour, and let $\tilde{h} \in \text{Sym}^3((\mathbb{R}^{n+1})^*)_{\text{CCPSR}}$ be as in equation (1.12). In the quotient topology of $\text{Sym}^3((\mathbb{R}^{n+1})^*)_{\text{CCPSR}}/\text{GL}(n + 1)$, the point $[\tilde{h}]$ cannot be separated from any point in $\text{Sym}^3((\mathbb{R}^{n+1})^*)_{\text{CCPSR}, \text{reg.}}/\text{GL}(n + 1)$ with disjoint open sets.

This in particular shows that $\text{Sym}^3((\mathbb{R}^{n+1})^*)_{\text{CCPSR}}/\text{GL}(n + 1)$ equipped with the quotient topology is not Hausdorff for $n \geq 2$. This in fact also holds for $n = 1$, that is CCPSR curves, which directly follows from Theorem 1.11.

2 Proof of Theorem 1.11

In this section we will prove Theorem 1.11. We will proceed by dimensions of the CCPSR manifold $\mathcal{H}$ in consideration. We start with $\dim(\mathcal{H}) = 1$ in Section 2.1 which is the easiest and most straightforward case. In Sections 2.2 and 2.3 we will study the limit geometry of CCPSR surfaces in detail. These cases are already a lot more involved than the 1-dimensional cases. The employed techniques and results will also be used in Sections 2.4 and 2.5 where we deal with CCPSR manifolds $\mathcal{H}$ of dimension $\dim(\mathcal{H}) \geq 3$. The main difficulty in this part of the proof lies in the fact that, in comparison with the 2-dimensional case, the obtained limit geometry CCPSR
manifolds are not necessarily homogeneous, and it is at the beginning unclear what one should expect to obtain as the most general form of limit geometries instead. After having solved this problem we will study the details of limit geometries in the $\dim(\mathcal{H}) \geq 3$-cases, which amounts to studying the $F_i$-terms in (1.11) and, depending on the integer $m$ in (1.11), prove the claimed lower bound of the dimension of the symmetry group of a given limit geometry CCPSR manifold. For the latter we will use the concept of first variation of the $P_3$-term in (1.5) as introduced in [L2, Def. 3.7], cf. Definition 1.12.

2.1 $\dim(\mathcal{H}) = 1$

For $\dim(\mathcal{H}) = 1$ we can write down the set $\mathcal{C}_1$ (1.4) explicitly. Since $P_3(y) = ay^3$, $a \in \mathbb{R}$, for all defining polynomials $h = x^3 - xy^2 + P_3(y)$ of a connected PSR curve in standard form we have

$$\max_{y^2=1} P_3(y) = |a|$$

and, hence,

$$\mathcal{C}_1 = \left\{ x^3 - xy^2 + ay^3 \left| |a| \leq \frac{2}{3\sqrt{3}} \right. \right\}.$$  

Let

$$\beta := \beta(r) = h \left( (1, 0, \ldots, 0, r)^T \right).$$

We will use a similar notation for the higher-dimensional cases of the proof as well. We will utilize the following property of $\beta$, and this property will also be utilized for all higher dimensional cases.

**Lemma 2.1.** Let $\mathcal{H} \subset \{ h = 1 \}$ be a CCPSR manifold in standard form and define

$$\beta := h \left( (1, 0, \ldots, 0, r)^T \right).$$

Then $\beta = 1 - r^2 + ar^3$ has precisely three simple zeros if $|a| < \frac{2}{3\sqrt{3}}$, and one simple zero and one double zero if $|a| = \frac{2}{3\sqrt{3}}$. Furthermore, $|a| = \frac{2}{3\sqrt{3}}$ implies that $\mathcal{H}$ is singular at infinity. If $R$ denotes the smallest positive zero of $\beta$, $a = \frac{R^2 - 1}{R^3}$ and, hence, $R = \sqrt{3}$ or $R = \frac{\sqrt{3}}{2}$ implies that $\mathcal{H}$ is singular at infinity.

The proof of the above lemma is not difficult and left to the reader. Since by assumption $|a| \leq \frac{2}{3\sqrt{3}}$, $\beta$ has either 3 distinct simple zeros if $|a| < \frac{2}{3\sqrt{3}}$, or 1 simple zero and 1 double zero if $|a| = \frac{2}{3\sqrt{3}}$. In all of the cases the zeros of $\beta$ are real. If $R > 0$ is the smallest positive zero of $\beta$, $a$ is given by

$$a = \frac{R^2 - 1}{R^3}.$$  

Note that this means that $\beta$ has a simple zero in $R$ if $R \in \left[ \frac{\sqrt{3}}{2}, \sqrt{3} \right]$ and a double zero if $R = \sqrt{3}$. The only curve as in the introduction we need to consider in for $\dim(\mathcal{H}) = 1$ is

$$\gamma : [0, R) \to \mathcal{H}, \quad r \mapsto \beta^{-\frac{1}{3}} \left( \frac{1}{r} \right).$$

We further split up the $\dim(\mathcal{H})$-case in two cases.

First, assume that the smallest positive zero $R > 0$ of $\beta$ fulfills $R < \sqrt{3}$. This, together with our assumption that $\mathcal{H}$ is closed and thus $|a| \leq \frac{2}{3\sqrt{3}}$ by Theorem 1.2, is equivalent to
\( a \in \left[-\frac{2}{3\sqrt{3}}, \frac{2}{3\sqrt{3}}\right] \). We need to determine \( A(\gamma(r)) \) as in (1.1). In this case, the necessary calculations leave no freedom of choice except for a sign choice since \( O(1) = \mathbb{Z}_2 \), and we obtain
\[
A(\gamma(r)) = \left( \beta^{-\frac{1}{4}} \frac{r(2-3ar)}{\sqrt{3}\sqrt{3} - 9ar + r^2} \beta^{-\frac{1}{4}} \right). 
\]

We further calculate
\[
A(\gamma(r))^* h = x^3 - xy^2 + \frac{27a - 18r + 27ar^2 + (2 - 27a^2)r^3}{3\sqrt{3}\sqrt{3} - 9ar + r^2} y^3. 
\] (2.2)

Note that for \( a = -\frac{2}{3\sqrt{3}} \), the \( y^3 \)-coefficient in (2.2) is constant and equal to \(-\frac{2}{3\sqrt{3}}\). This is the expected behaviour, as for \( a = -\frac{2}{3\sqrt{3}} \) the corresponding CCPSR curve in standard form \( \mathcal{H} \) is homogeneous as noted in Theorem 1.11, which in this case in particular holds. For \( a \in \left(-\frac{2}{3\sqrt{3}}, \frac{2}{3\sqrt{3}}\right) \) the denominator in the \( y^3 \)-coefficient in (2.2) has no zeros in \([0, R]\), so calculating the limit reduces to inserting \( a = \frac{R^2 - 1}{R^2} \) and \( r = R \) to obtain
\[
\lim_{r \to R} \frac{27a - 18r + 27ar^2 + (2 - 27a^2)r^3}{3\sqrt{3}\sqrt{3} - 9ar + r^2} = \frac{2}{3\sqrt{3}}. 
\]

Hence, Theorem 1.11 holds in these cases.

Lastly consider the case \( R = \sqrt{3} \) or, equivalently, \( a = \frac{2}{3\sqrt{3}} \). In this case, the the denominator of the \( y^3 \)-coefficient in (2.2) has a zero in \( r = R \), it however turns out that
\[
\left. \frac{27a - 18r + 27ar^2 + (2 - 27a^2)r^3}{3\sqrt{3}\sqrt{3} - 9ar + r^2} \right|_{a=\frac{2}{3\sqrt{3}}} = \frac{2}{3\sqrt{3}}, 
\]
thus holding in particular for the limit \( r \to \sqrt{3} \). Note that this is, again, expected behaviour as the corresponding CCPSR curve in standard form \( \mathcal{H} \) is homogeneous and equivalent to the aforementioned homogeneous case by a sign flip in \( y \). Hence, Theorem 1.11 holds in this case as well and we have proven Thm. 1.11 (i).

2.2 \( \dim(\mathcal{H}) = 2, b \neq 0 \)

Next, we will show that Theorem 1.11 holds in dimension 2, that is for CCPSR surfaces. We start with \( P_3 ((\begin{smallmatrix} u \\ v \\ w \end{smallmatrix})) := cv^2 + qw^2 + bw^2 + aw^3, \) \( a, b, c, q \in \mathbb{R} \), so that
\[
\max_{\{v^2 + w^2 = 1\}} P_3 ((\begin{smallmatrix} u \\ v \\ w \end{smallmatrix})) \leq \frac{2}{3\sqrt{3}}. 
\] (2.3)

and set
\[
h((\begin{smallmatrix} x \\ v \\ w \end{smallmatrix})) := x^3 - x(v^2 + w^2) + P_3 ((\begin{smallmatrix} u \\ v \\ w \end{smallmatrix})). 
\]

Now define \( \mathcal{H} \subset \{h = 1\} \) to be the connected component of \( \{h = 1\} \) that contains the point \((x, v, w)^T = (1, 0, 0)^T \). Recall that the condition (2.3) is equivalent to \( \mathcal{H} \subset \mathbb{R}^3 \) being closed in the subspace topology. We will study the standard form of \( h \) along
\[
r \mapsto ((\begin{smallmatrix} x \\ v \\ w \end{smallmatrix}) = \beta^{-\frac{1}{4}} \cdot ((\begin{smallmatrix} 1 \\ r \end{smallmatrix}) := p(r) = (\begin{pmatrix} p_x(r) \\ p_v(r) \\ p_w(r) \end{pmatrix}) \in \mathcal{H}, \quad \beta := h((\begin{smallmatrix} 1 \\ r \end{smallmatrix})) = 1 - r^2 + ar^3. 
\]
In the above equation, the domain for \( r \) is given by \([0, R]\), where
\[
R := \sup_{\{r > 0, p(r) \in \mathcal{H}\}} r, \tag{2.4}
\]
that is \( r = R \) is the smallest positive real solution of \( \beta = 0 \). Equivalently, \( R > 0 \) is the smallest, and by \( \mathcal{H} \) being connected also the unique, positive real number, such that \((1, 0, R)^T \in \partial(\mathbb{R}_{>0} \cdot \mathcal{H})\).

Following Proposition 1.1, we want to determine a smooth map \([0, R] \ni r \mapsto E(r) \in \text{GL}(2)\), such that
\[
\begin{align*}
E &= \begin{pmatrix} \frac{\partial h}{\partial x} & \frac{\partial h}{\partial y} \\ \frac{\partial x}{\partial y} & \frac{\partial y}{\partial y} \end{pmatrix} \cdot \begin{pmatrix} E(r) \\ E(r) \end{pmatrix} =: E_1 \left( \begin{pmatrix} x \\ y \end{pmatrix} \right) = x^3 - x(\lambda y^2 + \chi yw + \mu w^2) + \Theta_{vw} v^2 w + \Theta_{vw} w^2 v + \Theta_{ww} w^3.
\end{align*}
\]
is of standard form (1.5). Then we will need to study the existence of the limit of the above polynomial as \( r \to R \) and check if the corresponding CCPSR surface is a homogeneous space. The process of determining \( E(r) \) and studying limits will be split into several steps. We will assume from here on that \( b \neq 0 \) as the case \( b = 0 \) will be dealt with in Section 2.3 for all dimensions \( \dim(\mathcal{H}) \geq 2 \). Note that this in particular means \( a \notin \left\{ -\frac{2}{3\sqrt{3}}, \frac{2}{3\sqrt{3}} \right\} \), or, equivalently, \( R \notin \left\{ \frac{\sqrt{3}}{2}, \sqrt{3} \right\} \), since otherwise it is easy to check that \( P_3 \) attains the value \( \frac{2}{3\sqrt{3}} \) at one of the two points \( \left( \frac{a}{b}, \frac{b}{a} \right) = \left( \frac{0}{\pm 1} \right) \), but said point is not a critical value of \( P_3 \) restricted to \( \{ \langle v, v \rangle + w^2 = 1 \} \), thereby violating the property of the initial CCPSR manifold being closed, cf. Theorem 1.2. This implies that the allowed values for \( a \) and, equivalently, \( R \) precisely
\[
a \in \left( -\frac{2}{3\sqrt{3}}, \frac{2}{3\sqrt{3}} \right), \quad \text{respectively} \quad R \in \left( \frac{\sqrt{3}}{2}, \sqrt{3} \right). \tag{2.6}
\]

We make the ansatz \( E = E_1 \) in (2.5) with
\[
E_1(r) := \beta \frac{1}{3} \cdot (3 - r^2) \quad \text{and}, \quad \text{using}
\]
dh = \((3x^2 - v^2 - w^2)dx + (-2xv + 3cv^2 + 2qvw + bw^2)dv + (-2xw + qv^2 + 2bvw + 3aw^2)dw, \]
obtain
\[
h_{E_1} \left( \begin{pmatrix} x \\ v \end{pmatrix} \right) = x^3 - x(\lambda v^2 + \chi vw + \mu w^2) + \Theta_{vw} v^2 w + \Theta_{vw} w^2 v + \Theta_{ww} w^3
\]
with
\[
\begin{align*}
\lambda &= -3b^2 r^4 + (1 - qr)(3 - r^2)^2, \tag{2.8} \\
\chi &= -18br \beta, \tag{2.9} \\
\mu &= 3(3 - 9ar + r^2) \beta, \tag{2.10} \\
\Theta_{vw} &= (-b^2r^6 + br^2(3 - r^2)^2 + c(3 - r^2)^3) \sqrt{\beta}, \tag{2.11} \\
\Theta_{vw} &= (3b^2 r^5 (2 - 3ar) - r(2 - 3ar)(3 - r^2)^2 + q(3 - r^2)^3) \sqrt{\beta}, \tag{2.12} \\
\Theta_{ww} &= 9b (3 + r^2 - 3ar)^2 \beta \sqrt{\beta}, \tag{2.13} \\
\Theta_{ww} &= ((2 - 27a^2)r^3 + 27ar^2 - 18r + 27a) \beta \sqrt{\beta}. \tag{2.14}
\end{align*}
\]
Thus, the task of finding the standard form of \( h \) along \( p(r) \) has reduced to diagonalizing the bilinear form \( \lambda v^2 + \chi vw + \mu w^2 \) in \( v, w \), which is by assumption positive definite for all \( r \in [0, R) \).
We will, however, instead of first diagonalizing and then studying the limit as \( r \to R \) of the corresponding polynomial, only rescale the diagonal parts of the latter bilinear form first, then study the limit \( r \to R \), and finally diagonalize. These steps will be discussed in detail below. The reason for this approach is that the calculations turned out to be shorter and less prone to errors. In order to follow this plan, we first need to check that the bilinear form,

\[
v^2 + \frac{\chi}{\sqrt{\lambda \mu}} vw + w^2.
\]

converges to a positive definite bilinear as \( r \to R \). This is equivalent to showing that

\[
\lim_{r \to R} \frac{\chi}{\sqrt{\lambda \mu}} \in (-2, 2),
\]

which in particular requires the existence of the above limit for all allowed values of \( a, b, c, q \), cf. equations (2.3) and (2.6). From now on we will further assume that \( b > 0 \), which can always be achieved by a sign-flip \( v \to -v \) if necessary and, hence, is no restriction of generality under our previous assumptions. The limit in (2.15) motivates to study the cases

\[
\lim_{r \to R} \lambda = 0 \tag{2.16}
\]

and

\[
\lim_{r \to R} \lambda > 0 \tag{2.17}
\]

separately.

We will start with the case (2.16). For our calculations it is convenient to write \( a \) in \( R \)-dependence, and we obtain from the condition \((1, 0, R)^T \in \partial(\mathbb{R}_{>0} \cdot \mathcal{C})\) that

\[
a = \frac{R^2 - 1}{R^3}. \tag{2.18}
\]

The above assignment is a diffeomorphism of the respective ranges of \( a \) and \( R \), see equation (2.6). We find that

\[
\lim_{r \to R} \lambda = 0 \iff -3b^2 R^4 + (1 - qR)(3 - R^2)^2 = 0. \tag{2.19}
\]

Now, we will now show that in the case (2.16)

\[
\partial_r \lambda|_{r=R} < 0. \tag{2.20}
\]

We calculate

\[
\partial_r \lambda|_{r=R} = -12b^2 R^2 - q(3 - R^2)^2 - 4R(1 - qR)(3 - R^2)\]

Equation (2.19) and \( \sqrt{3}/2 < R < \sqrt{3} \) imply \((1 - qR)(3 - R^2) = 3b^2 R^4/(3 - R^2)\) and, hence, we obtain

\[
\partial_r \lambda|_{r=R} = -12b^2 R^3 - q(3 - R^2)^2 - \frac{12b^2 R^5}{3 - R^2}
\]

\[
= \frac{-36b^2 R^3 - q(3 - R^2)^3}{3 - R^2}. \tag{2.21}
\]

We can immediately exclude \( \partial_r \lambda|_{r=R} > 0 \) since otherwise \( \lambda|_{r=R} = 0 \) would imply that there exist some \( 0 < \tilde{r} < R \), such that \( \lambda|_{r=\tilde{r}} < 0 \). Suppose that \( \partial_r \lambda|_{r=R} = 0 \). By equation (2.21) and \( \sqrt{3}/2 < R < \sqrt{3} \) this is fulfilled if and only if \(-36b^2 R^3 - q(3 - R^2)^3 = 0\). This, together with the assumption \( b > 0 \), implies \( q < 0 \). Next, we check that

\[
0 = 12\lambda|_{r=R} - R (-36b^2 R^3 - q(3 - R^2)^3)
\]
\[(3 - R^2)^2 \left( qR(-9 - R^2) + 12 \right) .\]

But \( q < 0 \) implies \( qR(-9 - R^2) + 12 > 0 \), hence the above equation cannot be satisfied. This shows that (2.20) holds in the case (2.16).

Now consider the formula for \( \mu \) (2.10) and observe with (2.18) that

\[(3 - 9aR + R^2) \bigg|_{a=\frac{b^2+1}{R^2}} = 0 \iff R = \pm \sqrt{3},\]

and that \( (3 - 9aR + R^2) \bigg|_{a=\frac{b^2+1}{R^2}} > 0 \) for all \( R \in (\sqrt{3}/2, \sqrt{3}) \). Also recall that \( \beta = 1 - r^2 + ar^3 \) has a simple zero in \( r = R \) for all \( R \in (\sqrt{3}/2, \sqrt{3}) \). This shows the existence of the limit on the left hand side of (2.15), since as we have seen both \( \mu \) (2.10) and \( \lambda \) (2.8) have a simple zero in \( r = R \). In order to show that it is an element of \((-2, 2)\), it suffices to study the equation

\[
\lim_{r \to R} \frac{\chi}{\sqrt{\lambda \mu}} = -2
\]

and show that this cannot be satisfied under the assumption that \( \mathcal{H} \subset \mathbb{R}^3 \) is closed. Note that the sign on the right hand side of equation (2.22) comes from our assumption \( b > 0 \). Observe that

\[
\lambda |_{r=R} = 0 \iff q = \frac{-3b^2 R^4 + (3 - R^2)^2}{R(3 - R^2)^2}.
\] (2.23)

We calculate

\[
\lim_{r \to R} \frac{\chi^2}{\lambda \mu} = \frac{108b^2 R^4}{3b^2 R^4(9 + R^2) + (3 - R^2)^3}.
\] (2.24)

Note that in the above calculation, no usage of L’Hôpital’s rule is needed. Solving \( \frac{108b^2 R^4}{3b^2 R^4(9 + R^2) + (3 - R^2)^3} = 4 \) for \( b \) symbolically, we find

\[
\lim_{r \to R} \frac{\chi^2}{\lambda \mu} = 4 \iff b = \pm \frac{(3 - R^2)\sqrt{3R^2 - 9}}{3R^3}.
\]

But \( R \in (\sqrt{3}/2, \sqrt{3}) \), so the term \( \sqrt{3R^2 - 9} \) would be imaginary. This is a contradiction to \( b \) being real. We conclude together with \( \frac{\chi}{\sqrt{\lambda \mu}} \in (-2, 0) \) for all \( r \in [0, R) \), \( \mathcal{H} \subset \mathbb{R}^3 \) being closed, and using \( b > 0 \), that (2.15) is indeed satisfied, that is

\[
\lim_{r \to R} \frac{\chi}{\sqrt{\lambda \mu}} = \frac{6}{\sqrt{9 + R^2 + \frac{1}{3b^2 R^4}(3 - R^2)^3}} \in (-2, 0).
\] (2.25)

At this point, we have seen that \( a \) and \( q \) are completely determined by the choice of \( b \) and \( R \) in the case (2.16). To see that \( c \) is also determined by that choice, we show that

\[
\left( \frac{\Theta_{v^3}}{\sqrt{\beta}} \right)_{r=R} = \left( \frac{\Theta_{v^2 w}}{\sqrt{\beta}} \right)_{r=R} = \left( \frac{\Theta_{vw^2}}{\sqrt{\beta}} \right)_{r=R} = \left( \frac{\Theta_{w^3}}{\sqrt{\beta}} \right)_{r=R} = 0,
\] (2.26)

e.g. the polynomial factors of the \( \Theta_I, I \in \{ v^3, v^2 w, vw^2, w^3 \} \) (2.11)-(2.14), must vanish at \( r = R \). Note that it would be enough to prove (2.26) in order to show that \( c \) is determined by \( b, R \), but checking the other three equations is a good sanity test for the consistency of our calculations. Verifying \( \left( \frac{\Theta_{v^3}}{\sqrt{\beta}} \right)_{r=R} = \left( \frac{\Theta_{v^2 w}}{\sqrt{\beta}} \right)_{r=R} = \left( \frac{\Theta_{vw^2}}{\sqrt{\beta}} \right)_{r=R} = 0 \) with equations (2.18) and (2.23) is thus just a direct computation. Next, suppose that \( \left( \frac{\Theta_{w^3}}{\sqrt{\beta}} \right)_{r=R} \neq 0 \) for some choice of \( b \) and \( R \). We will use Theorem 1.2 to show that this would be a contradiction to \( \mathcal{H} \subset \mathbb{R}^3 \).
being closed. By rescaling \( h_{E_1} \), cf. (2.5) and (2.7), in \( v \) with \( 1/\sqrt{\lambda} \) and in \( w \) with \( 1/\sqrt{\mu} \), we obtain
\[
h_{E_2} \left( \left( \frac{v}{\sqrt{\lambda}} , \frac{w}{\sqrt{\mu}} \right) \right) = x^3 - x \left( v^2 + \frac{\chi}{\sqrt{\lambda \mu}} vw + w^2 \right) + \Theta_{v^3} \lambda \sqrt{\lambda} + \Theta_{v^2 w} \mu \sqrt{\mu} + \Theta_{vw^2} \lambda \sqrt{\lambda} \mu + \Theta_{w^3} \mu \sqrt{\mu} ,
\]
where \( E_2(r) = E_1(r) \cdot \left( \begin{array}{cc} 1/\sqrt{\lambda} & 0 \\ 0 & 1/\sqrt{\mu} \end{array} \right) \). We have shown above that the bilinear form \( v^2 + \frac{\chi}{\sqrt{\lambda \mu}} vw + w^2 \) converges to a positive definite bilinear form as \( r \to R \). This of course implies that the eigenvalues of the corresponding symmetric matrix
\[
\left( \frac{1}{2\sqrt{\lambda \mu}} \right)
\]
are positive and bounded from above by \( 2 - \varepsilon \) for some \( \varepsilon > 0 \) for all \( r \in [0, R] \). Hence,
\[
v^2 + \frac{\chi}{\sqrt{\lambda \mu}} vw + w^2 \leq (2 - \varepsilon)(v^2 + w^2) \quad \forall r \in [0, R] \forall v, w \in \mathbb{R}.
\]

Recall that by proving (2.20) we have shown that \( \lambda \) has a simple zero in \( r = R \) in the case (2.16), and since \( a < \frac{\chi}{3\sqrt{3}} \) (2.6), \( \beta \) also has a simple zero in \( r = R \), cf. Lemma 2.1. Hence,
\[
\left( \frac{\Theta_{v^3}}{\sqrt{\beta}} \right) \bigg|_{r=R} \neq 0 \iff \left( \frac{\Theta_{v^3}}{\sqrt{\beta}} \right) \bigg|_{r=R} = 0.
\]

But this means that the \( v^3 \)-term in \( h_{E_2} \) (2.27) will not converge as \( r \to R \). In order to bring (2.27) to standard form, we need to diagonalize (2.28). Using (2.29) together with the fact that, as we have just seen, \( \frac{\Theta_{v^3}}{\lambda \sqrt{\lambda}} \) does not converge as \( r \to R \), we conclude that after the diagonalization of (2.28) via some matrix \( U \in \text{GL}(2) \) which brings \( h_{E_2} \) to standard form, cf. Proposition 1.1, we can still find \( \tilde{r} \in (0, R) \) and a vector \( \gamma \in \mathbb{R}^2 \) of Euclidean unit length, such that
\[
\left( \frac{\Theta_{v^3}}{\lambda \sqrt{\lambda}} v^3 + \frac{\Theta_{v^2 w}}{\lambda \sqrt{\mu}} v^2 w + \frac{\Theta_{vw^2}}{\mu \sqrt{\lambda}} vw^2 + \frac{\Theta_{w^3}}{\mu \sqrt{\mu}} w^3 \right) \bigg|_{(v, w) = U \gamma, \ r = \tilde{r}} > \frac{2}{3\sqrt{3}}.
\]

We now use Theorem 1.2 and find that this a contradiction to \( \mathcal{H} \subset \mathbb{R}^3 \) being closed. Hence, \( \left( \frac{\Theta_{v^3}}{\sqrt{\beta}} \right) \bigg|_{r=R} = 0 \) must hold, and we obtain the formula
\[
c = \frac{bR^2(9R^4 - (3 - R^2)^3)}{(3 - R^2)^3}.
\]

Summarizing up to this point, we have obtained in the case (2.16) that \( a \) (2.18), \( q \) (2.23), and \( c \) (2.30) are completely determined by the choices of \( b \) and \( R \). Now we are at the point where we can calculate the limit of the polynomial \( h_{E_2} \) (2.27) as \( r \to R \). In order to avoid errors and make our calculations easier to verify, we will split this calculation into a few separate steps. Using the determined values for \( a, q, \) and \( c \), we first calculate
\[
\lim_{r \to R} \frac{\chi}{\sqrt{\lambda \mu}} = \frac{-6\sqrt{3}bR^2}{\sqrt{3b^2R^4(9 + R^2) + (3 - R^2)^3}},
\]
\[
\lim_{r \to R} \frac{\sqrt{\lambda}}{\sqrt{\mu}} = \frac{R\sqrt{3b^2R^4(9 + R^2) + (3 - R^2)^3}}{\sqrt{3(3 - R^2)^2}},
\]
\[
\lim_{r \to R} \frac{\sqrt{\mu}}{\sqrt{\beta}} = \frac{\sqrt{3(3 - R^2)}}{R}.
\]
where, as for equation (2.24), no L’Hôpital’s rule is needed. Care with the signs of the formulas is however necessary. We further find

\[
\lim_{r \to R} R \frac{\Theta_{v^3}}{\beta \sqrt{3}} = \frac{6bR^2(3b^2R^4 - (3 - R^2)^2)}{(3 - R^2)^2},
\]
(2.34)

\[
\lim_{r \to R} R \frac{\Theta_{v^2 w}}{\beta \sqrt{3}} = \frac{2(3b^2R^4(-9 + R^2) + (3 - R^2)^3)}{R(3 - R^2)},
\]
(2.35)

\[
\lim_{r \to R} R \frac{\Theta_{v w^2}}{\beta \sqrt{3}} = 18b(3 - R^2),
\]
(2.36)

\[
\lim_{r \to R} R \frac{\Theta_{w^3}}{\beta \sqrt{3}} = \frac{-2(3 - R^2)^3}{R^3}.
\]
(2.37)

Hence,

\[
\hat{h}\left(\left(\begin{array}{c} x \\ v \\ w \end{array}\right)\right) := \lim_{r \to R} h_{E_2}\left(\left(\begin{array}{c} x \\ v \\ w \end{array}\right)\right) = x^3 - x(v^2 + \zeta vw + w^2) + \Xi_{v^3}v^3 + \Xi_{v^2 w}v^2w + \Xi_{v w^2}vw^2 + \Xi_{w^3}w^3
\]
(2.38)

with

\[
\zeta = \frac{-6\sqrt{3}bR^2}{\sqrt{3b^2R^4(9 + R^2) + (3 - R^2)^3}},
\]
(2.39)

\[
\Xi_{v^3} = \frac{-6bR^2(3b^2R^4(-3 + R^2) + (3 - R^2)^3)}{\left(\sqrt{3b^2R^4(9 + R^2) + (3 - R^2)^3}\right)^2},
\]
(2.40)

\[
\Xi_{v^2 w} = \frac{2(3b^2R^4(-9 + R^2) + (3 - R^2)^3)}{\sqrt{3}(3b^2R^4(9 + R^2) + (3 - R^2)^3)},
\]
(2.41)

\[
\Xi_{v w^2} = \frac{6bR^2}{\sqrt{3b^2R^4(9 + R^2) + (3 - R^2)^3}},
\]
(2.42)

\[
\Xi_{w^3} = \frac{-2}{3\sqrt{3}}.
\]
(2.43)

Next, we need to diagonalize and normalize the bilinear form \(v^2 + \frac{-6\sqrt{3}bR^2}{\sqrt{3b^2R^4(9 + R^2) + (3 - R^2)^3}}vw + w^2\). This will be done in two steps. First we check that \(\left\{\left(\begin{array}{c} 1 \\ 1 \\ -1 \end{array}\right), \left(\begin{array}{c} 1 \\ -1 \\ 1 \end{array}\right)\right\}\) is an orthogonal basis of \(\mathbb{R}^2\) with respect to that bilinear form. For the following calculations, let

\[
\rho := \sqrt{3b^2R^4(9 + R^2) + (3 - R^2)^3}, \quad \kappa := bR^2,
\]

so that

\[
\zeta = \frac{-6\sqrt{3}\kappa}{\rho}, \quad \Xi_{v^3} = \frac{-6\kappa(\rho^2 - 36\kappa^2)}{\rho^3}, \quad \Xi_{v^2 w} = \frac{2(\rho^2 - 54\kappa^2)}{\sqrt{3}\rho^2}, \quad \Xi_{v w^2} = \frac{6\kappa}{\rho}.
\]

We set

\[
E_3 := \left(\begin{array}{cc} 1 & 1 \\ 1 & -1 \end{array}\right)
\]

and find

\[
\left(\hat{h} \circ \left(\begin{array}{c} 1 \\ E_3 \end{array}\right)\right)\left(\left(\begin{array}{c} x \\ v \\ w \end{array}\right)\right) = x^3 - x\left(\frac{2\rho - 6\sqrt{3}\kappa}{\rho} v^2 + \frac{2\rho + 6\sqrt{3}\kappa}{\rho} w^2\right) + (\Xi_{v^3} + \Xi_{v^2 w} + \Xi_{v w^2} + \Xi_{w^3}) v^3
\]
(2.38)
We further calculate
\[
\begin{align*}
\Xi_{v^3} + \Xi_{v^2 w} + \Xi_{v w^2} + \Xi_{w^3} &= \frac{4 (\sqrt{3} \rho^3 - 81 \sqrt{3} \kappa^2 \rho + 486 \kappa^3)}{9 \rho^3}, \\
3 \Xi_{v^3} + \Xi_{v^2 w} - \Xi_{v w^2} - 3 \Xi_{w^3} &= \frac{4 (\rho^2 - 27 \kappa^2) (\sqrt{3} \rho - 18 \kappa)}{3 \rho^3}, \\
3 \Xi_{v^3} - \Xi_{v^2 w} - \Xi_{v w^2} + 3 \Xi_{w^3} &= \frac{4 (\rho^2 - 27 \kappa^2) (-\sqrt{3} \rho - 18 \kappa)}{3 \rho^3}, \\
\Xi_{v^3} - \Xi_{v^2 w} + \Xi_{v w^2} - \Xi_{w^3} &= \frac{4 (-\sqrt{3} \rho^3 + 81 \sqrt{3} \kappa^2 \rho + 486 \kappa^3)}{9 \rho^3}.
\end{align*}
\]

In order to bring \( (\hat{h} \circ (1_{E_3})) \left( \left( \frac{x}{v} \atop w \right) \right) \) to standard form (1.5), we only need to rescale \( v \) and \( w \). Before doing that, we transform the coefficients \( \rho \) and \( \kappa \) via
\[
s = \rho + 3 \sqrt{3} \kappa, \quad t = \rho - 3 \sqrt{3} \kappa.
\]

Note that \( \rho = (s + t)/2 \) and \( \kappa = (s - t)/(6 \sqrt{3}) \), and also that \( s \) and \( t \) are necessarily positive in case (2.16). We finally obtain
\[
h_{(s, t)} \left( \left( \frac{x}{v} \atop w \right) \right) := (\hat{h} \circ (1_{E_3})) \left( \left( \frac{x}{\sqrt{s t + 1}} \atop \frac{2 \sqrt{s t} v}{2 \sqrt{1 + s t}} \right) \right) = x^3 - x (v^2 + w^2)
\]
\[
+ \frac{2}{3 \sqrt{3}} \frac{(3 s - t) \sqrt{t}}{\sqrt{s + t^3}} v^3
\]
\[
+ \frac{2}{\sqrt{3}} \frac{(-s + 3 t) \sqrt{s}}{\sqrt{s + t^3}} v^2 w
\]
\[
+ \frac{2}{\sqrt{3}} \frac{(-3 s + t) \sqrt{t}}{\sqrt{s + t^3}} v w^2
\]
\[
+ \frac{2}{3 \sqrt{3}} \frac{(s - 3 t) \sqrt{s}}{\sqrt{s + t^3}} w^3.
\]

We see that the above polynomial \( h_{(s, t)} \) is in standard form (1.5), independent of the values for \( s, t \) for which the corresponding maximal connected PSR surface containing the point \((x, v, w)^T = (1, 0, 0)^T\) is closed. Now we observe that all the coefficients in the \( P_3 \)-part of \( h_{(s, t)} \) are homogeneous functions of degree 0 in \( s, t \). Since, as mentioned above, \( s > 0 \) and \( t > 0 \) for all allowed values of \( b \) and \( R \), we deduce that the possible outcomes of \( h_{(s, t)} \) in dependence of the starting data \( b, R \) can be described by fixing \( s = 1 \). This means that
\[
\{ h_{(s, t)} \mid s, t \text{ obtained from allowed starting data } b, R \} = \{ h_{(1, t)} \mid t \text{ obtained from allowed starting data } b, R \text{ so that } s = 1 \}.
\]

Hence, in order to prove Theorem 1.11 for \( \dim(\mathcal{H}) = 2 \) in the case (2.16), it suffices to prove that for all \( t > 0 \) such that the connected component \( \mathcal{H}_t \) of \( \{ h_{(1, t)} = 1 \} \subset \mathbb{R}^3 \) that contains
the point \((x, v, w)^T = (1, 0, 0)^T\) is a CCPSR surface, \(\mathcal{H}_t\) is also a homogeneous space. We show that \(\mathcal{H}_t\) is indeed a CCPSR surface for all \(t > 0\) and that it is a homogeneous space in one step. Consider for \(t > 0\) the linear transformation

\[ E_t(t) := \frac{1}{\sqrt{1 + t}} \begin{pmatrix} \sqrt{t} & 1 \\ -1 & \sqrt{t} \end{pmatrix} \in O(2). \]

For any fixed \(t > 0\), we transform \(h_{(1,t)}\) and obtain

\[ \left( h_{(1,t)} \circ \left( E_t(t) \right) \right) \left( \begin{pmatrix} x \\ v \\ w \end{pmatrix} \right) = x^3 - x(v^2 + w^2) - \frac{2}{3\sqrt{3}} v^3 + \frac{2}{\sqrt{3}} vw^2. \quad (2.50) \]

We conclude that for all \(t > 0\), \(\mathcal{H}_t\) is equivalent to \([CDL, \text{Thm. 1 a}], \text{cf. } [L2, \text{Ex. 3.2}], which is a CCPSR surface and furthermore a homogeneous space. This finishes our treatment of case \((2.16)\). Note that this case actually occurs. We leave it to the reader to check that one example corresponds to moving to infinity in the \(z\)-direction in Example \(1.10\). A hint how to show this can be found by studying the high-dimensional analogue in Example \(2.2\).

Next, we will deal with the case \((2.17)\). Recall that we assume \(a < \frac{2}{3\sqrt{3}}\) and \(b \neq 0\). For \(b = 0\) see the next Section \(2.3\). We proceed similarly to the case \((2.16)\) and arrive at equations \((2.8) - (2.14)\). The difference now is that we assume \(\lambda_{|r=R} = -3b^2 R^4 + (1 - q R)(3 - R^2)^2 > 0\). Hence, we obtain

\[ \lim_{r \to R} \frac{\chi}{\sqrt{\lambda \mu}} = 0 \]

instead of the non-trivial formula \((2.31)\) in the case \((2.16)\). The formulas \((2.33), (2.36), \text{and } (2.37)\) however also hold in the case \((2.17)\), which implies that

\[ \lim_{r \to R} \frac{\Theta_{\omega^3}}{\lambda \sqrt{\lambda}} = 0. \]

Furthermore, we immediately see from equation \((2.11)\) for \(\Theta_{\omega^3}\), which has the overall factor \(\sqrt{\beta}\), that

\[ \lim_{r \to R} \frac{\Theta_{\omega^3}}{\lambda \sqrt{\lambda}} = 0. \]

We now calculate that, independent of the possible starting data \(c, q, b, R\) that satisfy \((2.17)\),

\[ \lim_{r \to R} \frac{\Theta_{\omega^2}}{\lambda \sqrt{\lambda}} = -\frac{1}{3\sqrt{3}} \]

Summarizing, we have shown that in the case \((2.17)\) the limit of \(h_{E_2}(2.27)\) as \(r \to R\) is given by

\[ \lim_{r \to R} h_{E_2} \left( \begin{pmatrix} x \\ v \\ w \end{pmatrix} \right) = x^3 - x(v^2 + w^2) - \frac{1}{3\sqrt{3}} v^2 w - \frac{2}{3\sqrt{3}} w^3. \quad (2.51) \]

By comparing with \([CDL, \text{Thm. 1 b}], \text{and } [L2, \text{Ex. 3.2}], we see that the connected component \(\tilde{\mathcal{H}}\) of \(\tilde{\mathcal{H}} = 1 \subset \mathbb{R}^3\) that contains the point \((x, v, w)^T = (1, 0, 0)^T\) is a homogeneous CCPSR surface as claimed. Hence, Theorem \(1.11\), respectively Thm. (iia), holds in this case. Summarisng this section of the proof of Theorem \(1.11\), we have obtained the following characterisation for limit geometries:

| \(\dim(\tilde{\mathcal{H}})\) | \(b\) | \(\lambda_{|r=R}\) | eqn. |
|---|---|---|---|
| 2 | \(\neq 0\) | 0 | (2.50) |
| 2 | \(\neq 0\) | > 0 | (2.51) |
2.3 \( \dim(\mathcal{H}) = 2, \ b = 0 \)

Note that \( \mathcal{H} \) being closed and \( b = 0 \) implies that \( R \in \left[ \frac{\sqrt{3}}{3}, \sqrt{3} \right] \) or, equivalently, \( a \in \left[ -\frac{2}{3\sqrt{3}}, \frac{2}{3\sqrt{3}} \right] \) are the allowed values for \( R \) and \( a \), respectively. Since \( b = 0 \), equations (2.8)–(2.14) are of the simpler form

\[
\lambda = (1 - qr)(3 - r^2)^2, \tag{2.52}
\]
\[
\chi = 0, \tag{2.53}
\]
\[
\mu = 3(3 - 9ar + r^2)\beta, \tag{2.54}
\]
\[
\Theta_{vw} = c(3 - r^2)^3 \sqrt{\beta}, \tag{2.55}
\]
\[
\Theta_{vw^2} = (-r(2 - 3ar)(3 - r^2)^2 + qr(3 - r^2)^3) \sqrt{\beta}, \tag{2.56}
\]
\[
\Theta_{w^3} = (2 - 7a^2)r^3 + 27ar^2 - 18r + 27a) \beta \sqrt{\beta}. \tag{2.57}
\]

As for \( b \neq 0 \), we will separately consider the cases \( \lim \lambda = 0 \) (2.16) and \( \lim \lambda > 0 \) (2.17).

First assume that \( \lim \lambda = 0 \). We start with the case \( R < \sqrt{3} \). In this case \( q = \frac{1}{R} \), and hence, \( \lambda_{b=0} = (1 - \frac{q}{R}) (3 - r^2)^2 \) has a simple zero in \( r = R \). Since \( R < \sqrt{3} \), \( \beta \) also has a simple zero in \( r = R \), where we recall that \( \beta \) has a simple zero in \( r = R \) if \( a \in \left[ -\frac{2}{3\sqrt{3}}, \frac{2}{3\sqrt{3}} \right] \). Hence, \( c = 0 \) must hold, since otherwise

\[
\lim_{r \to R} \frac{\Theta_{w^3}}{\lambda \sqrt{\lambda}} \to \pm \infty,
\]

which would violate \( \mathcal{H} \) being closed by Theorem 1.2. We use \( R < \sqrt{3} \) again and find that equations (2.33) and (2.37) hold independently of the choice for \( b \), so we obtain

\[
\lim_{r \to R} \frac{\Theta_{w^3}}{\mu \sqrt{\mu}} = -\frac{2}{3\sqrt{3}}
\]

It remains to calculate the limit \( \lim_{r \to R} \frac{\Theta_{vw^2}}{\mu \sqrt{\mu}} \). As above, we find that equations (2.32) and (2.35) hold for \( b = 0 \), and together with equation (2.33) we obtain

\[
\lim_{r \to R} \frac{\Theta_{vw^2}}{\mu \sqrt{\mu}} = \frac{2}{\sqrt{3}}
\]

Hence, the limit polynomial \( \lim_{r \to R} h_{E_2} \) (2.27) is given by

\[
\lim_{r \to R} h_{E_2} \left( \left( \frac{x}{w} \right) \right) = x^3 - x(v^2 + w^2) + \frac{2}{\sqrt{3}}v^2w - \frac{2}{3\sqrt{3}}w^3,
\]

which coincides with Thm. 1.11 (ii), showing that Theorem 1.11 holds in this case.

Next consider the case \( R = \sqrt{3} \). In this case we cannot use equations (2.31)–(2.37) for \( b = 0 \), as these hold only for \( R < \sqrt{3} \), and we recall that \( \mathcal{H} \) being closed and \( b \neq 0 \) imply \( R < \sqrt{3} \). Note that in the case \( R = \sqrt{3} \), \( \mu = 3(\sqrt{3} - r^2)\beta \). We find using equations (2.52)–(2.58)

\[
\frac{\Theta_{vw^3}}{\lambda \sqrt{\lambda}} = \frac{c\sqrt{3}}{(1 - qr)\sqrt{1 - qr}}, \quad \frac{\Theta_{w^3}}{\mu \sqrt{\mu}} = \frac{2}{3\sqrt{3}}.
\]

This implies that if \( q = \frac{1}{\sqrt{3}} \), \( c = 0 \) must hold. Otherwise \( \lim_{r \to R} \frac{\Theta_{vw^3}}{\lambda \sqrt{\lambda}} = \pm \infty \) since then both \( \sqrt{\beta} \) and \( 1 - qr \) have a simple zero in \( r = \sqrt{3} = R \). Furthermore, for \( q = \frac{1}{\sqrt{3}} \), one finds that the term

\[
\frac{\Theta_{vw^2}}{\lambda \sqrt{\lambda}} = \frac{1}{\sqrt{3}}
\]
is constant. This is expected, as for $c = 0$, $q = \frac{1}{\sqrt{3}}$ the initial CCPSR surface is already homogeneous, cf. [CDL, Thm. 1 b]) and [L2, Ex. 3.2]. Hence, the limit polynomial $\lim_{r \to R} h_{E_2}$ (2.27) for $R = \sqrt{3}$, $q = \frac{1}{\sqrt{3}}$, is given by

$$\lim_{r \to R} h_{E_2}\left(\begin{pmatrix} \frac{x}{w} \\ v \\ w \end{pmatrix}\right) = x^3 - x(v^2 + w^2) + \frac{1}{\sqrt{3}}v^2w + \frac{2}{3\sqrt{3}}w^3,$$  (2.62)

and thus is after a sign-flip in $w$ equivalent to Thm. 1.11 (iia). Now assume $q < \frac{1}{\sqrt{3}}$. The two equations in (2.60) are also valid in this case, which in particular implies

$$\lim_{r \to R} \frac{\Theta v^3}{\lambda \sqrt{\lambda}} = 0$$

independent of $c$. The difference to the above case is now that $\frac{\Theta v^4}{\lambda \sqrt{\mu}}$ is not constant, that is equation (2.61) does not hold. Instead we obtain for the limit

$$\lim_{r \to \lambda} \frac{\Theta v^2}{\lambda \sqrt{\lambda}} = -\frac{2}{\sqrt{3}}$$

independent of $q < \frac{1}{\sqrt{3}}$ and, hence, the limit polynomial $\lim_{r \to R} h_{E_2}$ (2.27) for $R = \sqrt{3}$, $q < \frac{1}{\sqrt{3}}$ is given by

$$\lim_{r \to R} h_{E_2}\left(\begin{pmatrix} \frac{x}{w} \\ v \\ w \end{pmatrix}\right) = x^3 - x(v^2 + w^2) - \frac{2}{\sqrt{3}}v^2w + \frac{2}{3\sqrt{3}}w^3.$$  (2.63)

This shows that the Theorem 1.11 holds in this case by comparing with [CDL, Thm. 1 b]) and [L2, Ex. 3.2].

Now assume that $\lim \lambda > 0$. This implies that $R < \sqrt{3}$. Thus we can proceed exactly as for $b \neq 0$ and obtain that the limit polynomial $\lim_{r \to R} h_{E_2}$ (2.27) is given by

$$\lim_{r \to R} h_{E_2}\left(\begin{pmatrix} \frac{x}{w} \\ v \\ w \end{pmatrix}\right) = x^3 - x(v^2 + w^2) - \frac{1}{\sqrt{3}}v^2w - \frac{2}{3\sqrt{3}}w^3,$$  (2.64)

cf. equation (2.51). By comparing with [CDL, Thm. 1 b]) and [L2, Ex. 3.2], it follows that Theorem 1.11 holds in this case as well.

This finishes our treatment of CCPSR surfaces and shows that Theorem 1.11 holds in dimension 2, i.e. Thm. 1.11 (ii). Summarising this part of the proof, we have obtained the following characterisation of limit geometries:

| dim($\mathcal{H}$) | $b$ | $R$ | $q$ | eqn. |
|-------------------|----|----|----|-----|
| 2                 | 0  | $< \sqrt{3}$ | $\frac{1}{\sqrt{3}}$ | (2.59) |
| 2                 | 0  | $\sqrt{3}$   | $\frac{1}{\sqrt{3}} = \frac{\sqrt{3}}{1}$ | (2.62) |
| 2                 | 0  | $\sqrt{3}$   | $< \frac{1}{\sqrt{3}} = \frac{\sqrt{3}}{1}$ | (2.63) |
| 2                 | 0  | $< \sqrt{3}$ | $< \frac{1}{\sqrt{3}}$ | (2.64) |

2.4  dim($\mathcal{H}$) $\geq$ 3, $b \neq 0$

Let now $n = \dim(\mathcal{H}) \geq 3$ and denote $(y_1, \ldots, y_{n-1}, y_n) = (v_1, \ldots, v_{n-1}, w)$, so that $v = (v_1, \ldots, v_{n-1})$ denotes linear coordinates on $\mathbb{R}^{n-1}$ and we have

$$\begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x \\ v \\ w \end{pmatrix}.$$  (2.65)
Let further
\[ h\left(\left(\begin{array}{c} x \\ u \end{array}\right)\right) := x^3 - x(\langle v, v \rangle + u^2) + C(v) + Q(v)w + b(\gamma, v)w^2 + aw^3. \] (2.66)

In the above equation (2.66), \( a \in \mathbb{R}, b \in \mathbb{R} \setminus \{0\} \), the vector \( \gamma \in \mathbb{R}^{n-1} \) is a unit vector, i.e. fulfills \( \langle \gamma, \gamma \rangle = 1 \), \( Q : \mathbb{R}^{n-1} \to \mathbb{R} \) is a quadratic homogeneous polynomial, and \( C : \mathbb{R}^{n-1} \to \mathbb{R} \) is a cubic homogeneous polynomial. For the case \( b = 0 \) see Section 2.5. The \( P_3 \)-term in the above equation is thus given by
\[ P_3 (\left(\begin{array}{c} v \\ w \end{array}\right)) = C(v) + Q(v)w + b(\gamma, v)w^2 + aw^3. \] (2.67)

In the following we will identify \( Q(v) \) with the corresponding bilinear form \( Q(v, v) \) and \( C(v) \) with the corresponding trilinear form \( C(v, v, v) \), so that we can write e.g. \( dQ_v = 2Q(v, dv) \). Furthermore, we will assume that \( Q(v) \) is of the form
\[ Q(v) = \sum_{i=1}^{n-1} q_i v_i^2, \quad q_i \in \mathbb{R}, \]
which can always be achieved via an orthogonal transformation with respect to the standard Euclidean scalar product in the \( v \)-coordinates \( \langle \cdot, \cdot \rangle \) of the \( v \)-coordinates. Note that these type of transformations commute with the process of obtaining limit geometries as stated in Theorem 1.11. Similar to the case \( \dim(\mathcal{H}) = 2 \), we want to apply Proposition 1.1 to a point of the form
\[ p = \left(\begin{array}{c} p_x \\ p_v \\ p_w \end{array}\right) = \beta^{-\frac{1}{3}} \left(\begin{array}{c} 1 \\ 0 \\ 0 \end{array}\right) \in \mathcal{H}, \] (2.68)

where \( p_x = x(p), p_v = v(p), \) and \( p_w = w(p) \). This explains the emphasis on the coordinate labelling in (2.65), and we note that \( h \) as in (2.66) is of the most general form, cf. equation (1.5). In the following, let \( R \) be defined analogously to the 2-dimensional case in equation (2.4), i.e. \( r = R \) is the smallest positive solution of \( h\left(\begin{array}{c} 1 \\ 0 \\ 0 \end{array}\right) = 0 \). Note that \( b \neq 0 \) implies \( R \in \left(\sqrt[3]{2}, \sqrt[3]{3}\right) \) or, equivalently, \( a \in \left(-\frac{2}{3\sqrt[3]{3}}, \frac{2}{3\sqrt[3]{3}}\right) \), since if \( R \) attained the values \( \sqrt[3]{2} \) or \( \sqrt[3]{3} \) it is easy to check that \( |P_3(\left(\begin{array}{c} 0 \end{array}\right))| = \frac{2}{3\sqrt[3]{3}} \), but \( \left(\begin{array}{c} 0 \end{array}\right) \) would not be a critical point of \( P_3|_{\{v, v, w = 1\}} \) by \( b \neq 0 \). We calculate
\[ dh = (3x^2 - \langle v, v \rangle - u^2) \, dx 
  - 2x(\langle v, dv \rangle + bw^2(\gamma, dv) + 2Q(v, dv) + 3C(v, v, dv) 
  + (-2xw + 3aw^2 + 2bw(\gamma, v) + Q(v)) \, dv \] (2.69)
and
\[ \partial^2 h = 6x \, dx^2 - 2x(\langle dv, dv \rangle + 2Q(dv, dv) + 6C(v, dv, dv) + (-2x + 6aw + 2b(\gamma, v)) \, dw^2 
  - 4 \, dx \langle dv, dv \rangle - 4w \, dxdw + 4bw(\gamma, v) \, dw + 4Q(v, dv) \, dw. \] (2.70)

Evaluating \( dh \) (2.69) and \( \partial^2 h \) (2.70) at the point \( p \) (2.68), we obtain
\[ dh_p = \beta^{-\frac{2}{3}} \cdot ((3 - r^2) \, dx + br^2(\gamma, dv) + (-2r + 3ar^2) \, dw) \] (2.71)
and
\[ \partial^2 h_p = \beta^{-\frac{1}{3}} \cdot (6r \, dx^2 - 2 \langle dv, dv \rangle + 2Q(dv, dv) 
  + (-2 + 6ar) \, dw^2 - 4r \, dxdw + 4br(\gamma, dv) \, dw), \] (2.72)
respectively. Next, similar as in equations (2.5) and (2.7) for the case \( \dim(\mathcal{H}) = 2 \), we define \( h_E \) as in (2.5) with the difference that now \( -\frac{\partial h}{\partial x_i}|_{p(r)} = (-\partial_{x_1} h/\partial x, \ldots, -\partial_{x_n} h/\partial x)|_{p(r)} \) has \((n-1)\) entries instead of just one, and begin with the ansatz in (2.5)

\[
E(r) := \beta \frac{d}{dr} (3 - r^2) \cdot 1.
\]

We obtain

\[
h_E \left( \left( \frac{x}{w} \right) \right) = x^3 - x (\lambda + \chi + \mu) + \Theta_{v^2} + \Theta_{v^3} + \Theta_{w^2} + \Theta_{w^3},
\]

with

\[
\lambda = -3b^2 r^4 (\gamma, v)^2 + \sum_{i=1}^{n-1} (1 - q_i r)(3 - r^2)^2 v_i^2,
\]

\[
\chi = -18 br \beta (\gamma, v) w,
\]

\[
\mu = 3(3 - 9 ar + r^2) \beta w^2,
\]

\[
\Theta_{v^3} = \left( -b^3 r^6 (\gamma, v)^3 + br^2 (3 - r^2)^2 (v, v) (\gamma, v) + (3 - r^2)^3 C(v) \right) \sqrt{\beta},
\]

\[
\Theta_{v^2} = \left( 3b^2 r^5 (2 - 3ar)(\gamma, v)^2 - 2r (2 - 3ar)(3 - r^2)^2 (v, v) + (3 - r^2)^3 Q(v) \right) w \sqrt{\beta},
\]

\[
\Theta_{w^2} = 9b \left( 3 + r^2 - 3ar^2 \right) (\gamma, v) w^2 \beta \sqrt{\beta},
\]

\[
\Theta_{w^3} = \left( (2 - 27a^2) r^3 + 27ar^2 - 18r + 27a \right) w^3 \beta \sqrt{\beta}.
\]

By comparing equations (2.75)–(2.81) with equations (2.8)–(2.14) from the 2-dimensional case, we see that \( \chi = \chi (\gamma, v) w, \mu = \mu w^2, \Theta_{w^2} = \Theta_{w^2} (\gamma, v) w^2, \) and \( \Theta_{w^3} = \Theta_{w^3} w^3. \) In particular, equation (2.33), which is equivalent to

\[
\lim_{r \to R} \frac{\sqrt{\beta}}{\sqrt{R}} = \frac{R}{\sqrt{3(3 - R^2)}},
\]

still holds in our present setting, and using equations (2.36) and (2.37), where we recall that these two results depend only on the values of \( a = (R^2 - 1)/R^3 \) and \( b, \) it is also clear that

\[
\lim_{r \to R} \frac{\Theta_{w^2}}{\beta \sqrt{\beta}} = \lim_{r \to R} \frac{\Theta_{w^2}}{\beta \sqrt{\beta}} (\gamma, v) w^2 = 18b (3 - R^2) (\gamma, v) w^2,
\]

\[
\lim_{r \to R} \frac{\Theta_{w^3}}{\beta \sqrt{\beta}} = \lim_{r \to R} \frac{\Theta_{w^3}}{\beta \sqrt{\beta}} w^3 = -\frac{2(3 - R^2)^3}{R^3} w^3.
\]

Equations (2.34) and (2.35) do not have easy analogues for \( \dim(\mathcal{H}) \geq 3. \) For \( \dim(\mathcal{H}) = 2, \) we differentiated between the cases (2.16) and (2.17). Since \( \lambda \) is a positive definite bilinear form for each \( r \in [0, R] \) and not simply a function depending on a certain choice of variables, we will have to make a more delicate differentiation for \( \dim(\mathcal{H}) \geq 3. \) In the following, we will denote by

\[
q = \begin{pmatrix}
q_1 \\
\vdots \\
q_{n-1}
\end{pmatrix},
\]

and by expressions of the form \( F(q), \) where \( F \) is a smooth function defined on some subset of \( \mathbb{R}_{>0} \) and possibly depending on the other variables \( a, b, r, R, \) we denote

\[
F(q) := \begin{pmatrix}
F(q_1) \\
\vdots \\
F(q_{n-1})
\end{pmatrix}.
\]
With the above notation, \( \lambda \) (2.75) can be written as
\[
\lambda = -3b^2 r^4 \langle \gamma, v \rangle^2 + (3 - r^2)^2 \langle v, (1 - qr)v \rangle.
\]

We start with the case \( \lambda|_{r=R} > 0 \). Let \( B \in \text{GL}(n-1) \), such that \( B^\ast \lambda|_{r=R} = \langle \cdot, \cdot \rangle \), i.e.
\[
-3b^2 R^4 \langle \gamma, BV \rangle^2 + (3 - R^2)^2 \langle BV, (1 - qR)BV \rangle = \langle v, v \rangle \quad \forall v \in \mathbb{R}^{n-1}.
\] (2.87)

We immediately see that in this case
\[
\lim_{r \to R} (B \times (\mathbb{R}/\sqrt{\mu}))^\ast \lambda = 0.
\]

In the above equation the map \( \mathbb{R} \) acts on the \( w \)-variable, so that formally \((\mathbb{R}/\sqrt{\mu})^\ast \mu = w^2 \) for all \( r \in [0, R) \) and also for the limit \( r \to R \). Since the term \( \Theta_{v^2} \) (2.78) does not depend on the variable \( w \), it follows that
\[
\lim_{r \to R} (B \times (\mathbb{R}/\sqrt{\mu}))^\ast \Theta_{v^2} = 0.
\]

Now we find using equations (2.33) and (2.87) that
\[
\begin{align*}
\lim_{r \to R} (B \times (\mathbb{R}/\sqrt{\mu}))^\ast \Theta_{w^2} &= \frac{1}{3\sqrt{3}} \left( 3b^2 R^4 \langle \gamma, BV \rangle^2 - (3 - R^2)^2 \langle BV, BV \rangle + R(3 - R^2)^2 \langle BV, qBV \rangle \right) w \\
&= -\frac{1}{\sqrt{3}} \langle v, v \rangle w.
\end{align*}
\] (2.88)

With equations (2.33) and (2.83) and the assumption \( \lambda|_{r=R} > 0 \) we deduce that
\[
\lim_{r \to R} (B \times (\mathbb{R}/\sqrt{\mu}))^\ast \Theta_{vw^2} = 0,
\]
and equations (2.33) and (2.84) imply
\[
\lim_{r \to R} (B \times (\mathbb{R}/\sqrt{\mu}))^\ast \Theta_{w^3} = -\frac{2}{3\sqrt{3}} w^3.
\] (2.89)

Summarizing, we have shown that under the assumption \( \lambda|_{r=R} > 0 \) the limit of \( h_{E_1} \) (2.74) as \( r \to R \) is given by
\[
\widetilde{h} \left( \left( \begin{array}{c} x \\ v \\ w \end{array} \right) \right) := \lim_{r \to R} (B \times (\mathbb{R}/\sqrt{\mu}))^\ast h_{E} \left( \left( \begin{array}{c} x \\ v \\ w \end{array} \right) \right) \\
= x^3 - x \left( \langle v, v \rangle + w^2 \right) - \frac{1}{3\sqrt{3}} \langle v, v \rangle w - \frac{2}{3\sqrt{3}} w^3.
\] (2.90)

By comparing (2.90) to the corresponding limit polynomial in the 2-dimensional case (2.51) when equation (2.17) holds, we find that the assumption \( \lambda|_{r=R} > 0 \) generalises this case as one might expect. The connected component \( \mathcal{K} \subset \left\{ \tilde{h} = 1 \right\} \) that contains the point \( \left( \frac{x}{v}, \frac{v}{w} \right) = \left( \frac{1}{0}, \frac{1}{0} \right) \) is a homogeneous CCPSR manifold, for details see the proof of [L1, Prop. 6.9].

The next step is dealing with the cases \( \dim \ker \lambda|_{r=R} > 0 \). By the hyperbolicity of the points in \( \mathcal{K} \) we know that \( q_i \leq \frac{1}{R} \) for all \( 1 \leq i \leq n-1 \), since otherwise it is easy to see that there would exist \( \tilde{r} \in [0, R) \), such that \( \lambda|_{r=R} \) has at least one negative eigenvalue. From here on we assume without loss of generality that \( q_1 \geq \ldots \geq q_{n-1} \). We will proceed as follows.

If \( \frac{1}{R} > q_i \), \( \dim \ker \lambda|_{r=R} > 0 \) can only be true if \( \dim \ker \lambda|_{r=R} = 1 \). This follows from the assumption \( q_i \geq q_{i+1} \) for all \( 1 \leq i \leq n-2 \) and \( \lambda \) being positive definite as a bilinear form for
all $r \in [0, R)$. These cases are surprisingly complex to deal with and will be treated as the first step.

First we transform our linear coordinates $v$ on $\mathbb{R}^{n-1}$ and $w$ on $\mathbb{R}$ for $r \in [0, R)$ via

$$v = \frac{1}{(3-r^2)\sqrt{1-q_r^2}} \eta,$$

$$w = \frac{1}{\sqrt{\mu}} w,$$  \hspace{1cm} (2.91)

transforming $\lambda =: \lambda_{vw}$ (2.75) and $\chi =: \chi_{vw}$ (2.76) to

$$\lambda_{\eta \eta} = -\frac{3b^2r^4}{(3-r^2)^2} \left( \frac{1}{\sqrt{1-q_r^2}} \gamma, \eta \right)^2 + \langle \eta, \eta \rangle,$$  \hspace{1cm} (2.93)

$$\chi_{\eta \tilde{w}} = -\frac{18b^2r^2}{(3-r^2)\sqrt{\mu}} \left( \frac{1}{\sqrt{1-q_r^2}} \gamma, \eta \right) \tilde{w},$$  \hspace{1cm} (2.94)

respectively. Note that under these transformations, $\mu =: \mu_{vw}$ (2.77) transforms to $\mu_{vw} = w^2$. Furthermore note that the linear transformation in $v$ (2.91) extends to $r = R$ since $b \neq 0$ by assumption, which means that $R < \sqrt{3}$ must be fulfilled, and because $q_i < \frac{1}{R}$ for all $1 \leq i \leq n-1$ by assumption. It follows that $\dim \ker \lambda|_{r=R} = 1$ if and only if

$$\frac{\mu}{\sqrt{1-q_r}} \eta = \frac{(3-R^2)^2}{3b^2R^4}.$$  \hspace{1cm} (2.95)

Now $\frac{1}{\sqrt{1-q_r}} \in \text{GL}(n-1)$ for all $r \in [0, R]$ and $\gamma \neq 0$ implies that we can choose a smooth map $B : [0, R] \to \text{SO}(n-1)$, such that

$$B(r)^T \frac{1}{\sqrt{1-q_r}} \gamma = \frac{1}{\sqrt{1-q_r}} \gamma \partial_{n-1}$$  \hspace{1cm} (2.96)

for all $r \in [0, R]$, where we have identified $\partial_{n-1}$ with the $(n-1)$-th Euclidean unit vector in $\mathbb{R}^{n-1}$ in the $v$-coordinates. The above equation (2.96) is equivalent to

$$\frac{1}{\sqrt{1-q_r}} B(r) \partial_{n-1} = \frac{1}{\sqrt{1-q_r}} \gamma \left( \frac{\rho}{\tau} \right) \partial_{n-1}^{-1} \frac{1}{\sqrt{1-q_r}} \gamma$$  \hspace{1cm} (2.97)

for all $r \in [0, R]$. Denote $\rho^T = (\rho_1, \ldots, \rho_{n-2})$ and transform $\eta$ via

$$\eta = B(r) \left( \frac{\rho}{\tau} \right), \quad \rho \in \mathbb{R}^{n-2}, \quad \tau \in \mathbb{R}.$$  \hspace{1cm} (2.98)

Note that above transformation (2.98) does depend on $r \in [0, R]$. We now obtain

$$B(r)^* \lambda_{\eta \eta} =: \lambda_{\rho \rho} + \lambda_{\rho \tau}$$

$$= \langle \rho, \rho \rangle + \left( 1 - \frac{3b^2r^4}{(3-r^2)^2} \left( \frac{1}{\sqrt{1-q_r^2}} \gamma \right)^2 \right) \tau^2,$$  \hspace{1cm} (2.99)

$$B(r)^* \chi_{\eta \tilde{w}} =: \chi_{\rho \tilde{w}}$$

$$= -\frac{18b^2r^2}{(3-r^2)\sqrt{\mu}} \left( \frac{1}{\sqrt{1-q_r^2}} \gamma \right) \tau \tilde{w},$$  \hspace{1cm} (2.100)

To reduce the symbols needed in the following calculations, we define

$$\nu = \nu(r) := \frac{\sqrt{3}b^2r^2}{(3-r^2)\sqrt{1-q_r^2}} \gamma, \quad r \in [0, R],$$  \hspace{1cm} (2.101)
with \( \|\nu\|^2 = \frac{3b^2r^4}{(3 - r^2)^2} \left\| \frac{1}{\sqrt{1 - qr}} \right\|^2 \). Note that equation (2.95) implies that \( \|\nu\|^2 \to 1 \) as \( r \to R \).

Before considering any kind of limit we need to introduce one more transformation. For \( r \in [0, R] \), let
\[
\tau = \frac{1}{\sqrt{1 - \|\nu\|^2}} \alpha, \quad \alpha \in \mathbb{R}.
\]
(2.102)

Under (2.102), \( \lambda_{pp} + \lambda_{aa} \) and \( \chi_{\alpha\alpha} \) transform to
\[
\lambda_{pp} + \lambda_{aa} = \langle \rho, \rho \rangle + \alpha^2,
\]
(2.103)
\[
\chi_{\alpha\alpha} = -\text{sgn}(b) \frac{6\sqrt{3}\beta\|\nu\|}{r\sqrt{R}\sqrt{1 - \|\nu\|^2}} \alpha\bar{\alpha},
\]
(2.104)
respectively. Our plan now is to take the limit \( r \to R \) of our already transformed polynomial \( h_E \) (2.74) in the coordinates \( (x, \rho^T, \alpha, \bar{\alpha})^T \) before transforming these coordinates any further, and in the step thereafter bring the so obtained limit polynomial to standard form. In order for this to make sense in our setting, we need to check that for all admissible initial data with \( \mathcal{H} \) closed together with the assumptions we are currently working with,
\[
\lim_{r \to R} |\chi_{\alpha\alpha}| < 2|\alpha\bar{\alpha}|.
\]
(2.105)

Note that in comparison with the 2-dimensional cases, the this step is analogous to proving that the right hand side of equation (2.24) cannot attain the value 4. In order to calculate the left hand side of equation (2.105), we recall that the formula for the limit of \( \sqrt{\frac{r}{R}} \) as \( r \to R \) (2.82). From equation (2.104) we now see that it remains to determine the limit of \( \sqrt{\frac{r}{R}} \) as \( r \to R \). To do so we will use L'Hôpital's rule. We calculate
\[
\partial_r \|\nu\|^2 = \frac{3b^2r^3(9 + r^2)}{(3 - r^2)^3} \left\langle \gamma; \frac{1}{1 - qr} \right\rangle + \frac{3b^2r^3}{(3 - r^2)^2} \left\langle \gamma; \frac{1}{(1 - qr)^2} \right\rangle,
\]
and obtain using equation (2.95)
\[
\partial_r \|\nu\|^2 |_{r = R} = \frac{9 + R^2}{R(3 - R^2)} + \frac{3b^2R^3}{(3 - R^2)^2} \left\langle \gamma; \frac{1}{(1 - qR)^2} \right\rangle
\]
\[
= \frac{9 + R^2}{R(3 - R^2)} + \frac{3b^2R^3}{(3 - R^2)^2} \left\| \frac{1}{1 - qR} \right\|^2.
\]
(2.106)

Note that the second equality in (2.106) is justified since \( \frac{1}{qr} \), viewed as a bilinear form, is positive definite since by assumption \( q_i < \frac{1}{R} \) for all \( 1 \leq i \leq n - 1 \). Hence, equation (2.106) and \( R < \sqrt{3} \) implies \( \partial_r \|\nu\|^2 |_{r = R} > 0 \). We quickly check that \( \partial_r \beta |_{r = R} = -\frac{3 + R^2}{R} \) and obtain
\[
\lim_{r \to R} \frac{\sqrt{\beta}}{\sqrt{1 - \|\nu\|^2}} = \frac{3 - R^2}{\sqrt{9 + R^2 + \frac{3b^2R^3}{3 - R^2}} \left\| \frac{1}{1 - qR} \right\|^2}.
\]
(2.107)

Hence,
\[
0 < \lim_{r \to R} \frac{\sqrt{\beta}}{\sqrt{1 - \|\nu\|^2}} < \frac{3 - R^2}{\sqrt{9 + R^2}}.
\]
(2.108)

We obtain using \( \|\nu\|^2 \to 1 \) as \( r \to R \) and equation (2.82) that
\[
\lim_{r \to R} \chi_{\alpha\alpha} = -\frac{6 \text{sgn}(b)}{3 - R^2} \lim_{r \to R} \frac{\sqrt{\beta}}{\sqrt{1 - \|\nu\|^2}} \alpha\bar{\alpha}.
\]
\[
\begin{align*}
2.108 & \quad \frac{6 \text{sgn}(b)}{\sqrt{9 + R^2 + \frac{3b^2R^4}{3 - R^2}} \|1 - qR\|^2} \alpha w, \\
\end{align*}
\]
and can now estimate using (2.108)

\[
\lim_{r \to R} |X_\alpha w| < \frac{6}{\sqrt{9 + R^2}} |\alpha w| < 2|\alpha w|.
\]

The reader might want to compare the above equation (2.110) with equation (2.25) from the 2-dimensional case. Thus we have shown that (2.105) holds for all admissible initial data for \( \mathcal{K} \) closed in our current case. Hence, in order to calculate the limit polynomial, we can proceed analogously to the 2-dimensional case. That means that we take the limit in our current coordinates \((x, \rho^T, \alpha, w)^T\) first, corresponding to equation (2.38) in the 2-dimensional case, and then bring the polynomial obtained through that process to standard form, which leads to equation (2.51) in the 2-dimensional case. In the latter step we of course need a transformation that leaves the point \((x, \rho^T, \alpha, w)^T = (1, 0^T, 0, 0)^T\) invariant.

In order to proceed as described above, we need to transform the \(\Theta\)-terms (2.78)–(2.80) in our current coordinates \((x, \rho^T, \alpha, w)^T\). In order to make clear what is happening, we will first give a name to the transformation leading to our currently in-use coordinates,

\[
L : [0, R) \to \text{GL}(n - 1), \quad L(r) \left( \frac{\rho}{\alpha} \right) = \frac{1}{(3 - r^2)\sqrt{1 - qr}} B(r) \left( \frac{\rho}{\sqrt{1-\|v\|^2}} \right).
\]

Then, using

\[
\begin{align*}
L(r)^*\langle \gamma, v \rangle &= \frac{1}{3 - r^2} \cdot \frac{\|1 - qr\|}{\sqrt{1 - \|v\|^2}} \alpha, \\
L(r)^*\langle v, v \rangle &= \frac{1}{(3 - r^2)^2} \left( \frac{1}{\sqrt{1 - qr}} B(r) \left( \frac{\rho}{\alpha} \right) \right)^2 \\
&\quad + \frac{2}{\sqrt{1 - \|v\|^2}} \frac{1}{1 - qr} \left( \frac{1}{\sqrt{1 - qr}} B(r) \left( \frac{\rho}{\alpha} \right) \right)^{-1} \left( \frac{1}{\sqrt{1 - qr}} B(r) \left( \frac{\rho}{\alpha} \right), \frac{1}{1 - qr} \right) \alpha \\
&\quad + \frac{1}{1 - \|v\|^2} \left( \frac{1}{\sqrt{1 - qr}} \right)^{-2} \left( \frac{1}{1 - qr} \right)^2 \alpha^2,
\end{align*}
\]

we obtain for the pullback of \(\Theta_{\rho^3}\) (2.78)

\[
L(r)^*\Theta_{\rho^3} = \Theta_{\rho^3} + \Theta_{\rho^2\alpha} + \Theta_{\rho\alpha^2} + \Theta_{\alpha^3}
\]

with

\[
\begin{align*}
\Theta_{\rho^3} &= C \left( \frac{1}{\sqrt{1 - qr}} B(r) \left( \frac{\rho}{\alpha} \right) \right) \sqrt{\beta}, \\
\Theta_{\rho^2\alpha} &= \left( \frac{br^2}{3 - r^2} \frac{1}{\sqrt{1 - qr}} \right) \left( \frac{1}{\sqrt{1 - qr}} B(r) \left( \frac{\rho}{\alpha} \right) \right)^2 \\
&\quad + 3 \left( \frac{1}{\sqrt{1 - qr}} \right)^{-1} \left( \frac{1}{\sqrt{1 - qr}} B(r) \left( \frac{\rho}{\alpha} \right), \frac{1}{\sqrt{1 - qr}} B(r) \left( \frac{\rho}{\alpha} \right), \frac{1}{1 - qr} \right) \frac{\sqrt{\beta}}{\sqrt{1 - \|v\|^2}} \alpha,
\end{align*}
\]

27
\[ \Theta_{\rho^2} = \left( \frac{2b^2}{3 - r^2} - \frac{1}{\sqrt{1 - qr}} B(r) (\rho_t^0), \frac{1}{1 - qr} \right) \]

\[ + 3 \left\| \frac{1}{\sqrt{1 - qr}} \right\|^2 C \left( \frac{1}{\sqrt{1 - qr}} B(r) (\rho_t^0), \frac{1}{1 - qr} \gamma \right) \frac{\sqrt{b}}{1 - \|\nu\|^2} \alpha^2, \quad (2.114) \]

\[ \Theta_{\alpha^2} = \left( \frac{b^3 r^3}{(3 - r^2)^3} \left\| \frac{1}{\sqrt{1 - qr}} \right\|^3 + \frac{b^2}{3 - r^2} \left\| \frac{1}{\sqrt{1 - qr}} \right\|^{-1} \left\| \frac{1}{1 - qr} \right\|^2 \right) \frac{\sqrt{b}}{1 - \|\nu\|^2} \alpha^2, \quad (2.115) \]

for the pullback of \( \Theta_{v^2} \) (2.79)

\[ (L(r) \times (\mathbb{R}/\mu))^* \Theta_{v^2} = \Theta_{\rho^2} + \Theta_{\rho^2} + \Theta_{\alpha^2} \]

with

\[ \Theta_{\rho^2} = \left( \frac{-r^2(2 - 3ar) + 3 - r^2}{r} \left\| \frac{1}{\sqrt{1 - qr}} \right\|^2 B(r) (\rho_t^0) \right) \frac{\sqrt{b}}{\sqrt{\mu}} \alpha \omega, \quad (2.116) \]

\[ \Theta_{\rho^2} = \left( \frac{2(-2^2 - 3ar) + 3 - r^2}{r} \left\| \frac{1}{\sqrt{1 - qr}} \right\|^{-1} \left\| \frac{1}{\sqrt{1 - qr}} B(r) (\rho_t^0), \frac{1}{1 - qr} \gamma \right\| \frac{\sqrt{b}}{\sqrt{\mu}} \alpha \omega, \quad (2.117) \]

\[ \Theta_{\alpha^2} = \left( \frac{3b^2 r^3(2 - 3ar)}{(3 - r^2)^2} \left\| \frac{1}{1 - qr} \right\|^2 - \frac{3 - r^2}{r} \right) \frac{\sqrt{b}}{\mu(1 - \|\nu\|^2)} \alpha^2 \omega, \quad (2.118) \]

and for the pullback of \( \Theta_{vw^2} \) (2.80)

\[ (L(r) \times (\mathbb{R}/\mu))^* \Theta_{vw} = \Theta_{\rho^2} + \Theta_{\alpha^2} \]

with

\[ \Theta_{\rho^2} = 0, \quad (2.119) \]

\[ \Theta_{\alpha^2} = \frac{b(-3r^4(2 - 3ar)^2 + r^2(3 - r^2)^2 + (3 - r^2)^3)}{(3 - r^2)^2} \left\| \frac{1}{\sqrt{1 - qr}} \right\| \frac{\sqrt{b}}{\mu(1 - \|\nu\|^2)} \omega^2. \quad (2.120) \]

For \( \Theta_{w^2} \) (2.81) we find that the same calculation as for equation (2.89) yields

\[ \lim_{r \to R} (L(r) \times (\mathbb{R}/\mu))^* \Theta_{w^2} = - \frac{2}{3\sqrt{3}} \omega^3. \quad (2.121) \]

We want to explicitly calculate the limits of equations (2.112)–(2.120) as \( r \to R \). However, in order to do that we will in some cases first need to analyse the implications of the terms \( \Theta_{\rho^2} – \Theta_{\rho^2} \) in equations (2.112)–(2.119) being bounded as \( r \to R \) in the sense that for all these terms there exists a homogenous cubic polynomial in their respective variables, e.g. a polynomial \( P \) in \( \rho, \alpha \) for \( \Theta_{\rho^2} \), such that \( |\Theta_{\rho^2}| \leq |P| \) for all \( r \in [0, R) \). This is a consequence of the assumption that \( \mathcal{K} \) is closed in its ambient space, Theorem 1.2, and the fact that we have shown that the limit of \( |\Theta_{\alpha^2}| \) (2.104) is always bounded away from \( 2\alpha \omega^2 \) from below, cf. equation (2.110). Also
recall that both $\beta$ and $\sqrt{1 - \|\nu\|^2}$ have simple zeros in $r = R$, cf. (2.106). Since $B$ is smooth with domain $[0, R]$ and $q_i < \frac{1}{R}$ for all $1 \leq i \leq n - 1$, we immediately see that

$$\lim_{r \to R} \Theta^\rho \alpha = 0.$$  

Before calculating the rest of the limits, we define the following abbreviations

$$K := \left\| \frac{1}{\sqrt{1 - qR}} \right\|^{-2} \left\| \frac{1}{1 - qR} \right\|^2,$$

$$Y := 9 + R^2 + (3 - R^2)K.$$  

We can now write rewrite equations (2.106) and (2.107) as

$$\frac{1}{\sqrt{1 - qR}} B(R) \partial_{n-1} = \left\| \frac{1}{\sqrt{1 - qR}} \right\|^{-1} \frac{1}{1 - qR} \gamma = \frac{3|b| R^2}{3 - R^2} \frac{1}{1 - qR} \gamma,$$

which follows from equations (2.95) and (2.97). We obtain

$$\lim_{r \to R} \Theta^\rho \alpha = \text{sgn}(b) \left( \frac{3 - R^2}{3\sqrt{Y}} \left\| \frac{1}{\sqrt{1 - qR}} B(R) (\gamma) \right\|^2 + \frac{3\sqrt{3}|b| R^2}{\sqrt{Y}} C \left( \frac{1}{\sqrt{1 - qR}} B(R) (\gamma), \frac{1}{\sqrt{1 - qR}} B(R) (\gamma), \frac{1}{1 - qR} \gamma \right) \right) \alpha.$$  

In later calculations, we will need equation (2.128), and to reduce the amount of long formulas we define a bilinear form $W : \mathbb{R}^{n-2} \times \mathbb{R}^{n-2} \to \mathbb{R}$ fulfilling

$$\lim_{r \to R} \Theta^\rho \alpha = \frac{W(\rho, \rho)}{\sqrt{Y}} \alpha.$$  

For $|\Theta^\rho \alpha|$ (2.114) to be bounded from above by the absolute value of some homogeneous cubic polynomial for all $r \in [0, R)$ we see, using the fact that $\beta$ and $1 - \|\nu\|^2$ have simple zeros in $r = R$, that the right hand side of

$$\frac{(1 - \|\nu\|^2)}{\sqrt{\beta \alpha^2}} \Theta^\rho \alpha = \frac{2 |b| R^2}{3 - r^2} \left( \frac{1}{\sqrt{1 - qR}} B(r) (\gamma), \frac{1}{1 - qR} \gamma \right) + 3 \left\| \frac{1}{\sqrt{1 - qR}} \right\|^2 C \left( \frac{1}{\sqrt{1 - qR}} B(r) (\gamma), \frac{1}{1 - qR} \gamma, \frac{1}{1 - qR} \gamma \right)$$  

must vanish at $r = R$, which by equation (2.127) means that

$$C \left( \frac{1}{\sqrt{1 - qR}} B(R) (\gamma), \frac{1}{1 - qR} \gamma, \frac{1}{1 - qR} \gamma \right)$$
\[
= -\frac{2 \text{sgn}(b)}{3\sqrt{3}} \left\| \frac{1}{\sqrt{1 - qR}} \right\| \left( \frac{1}{\sqrt{1 - qR}} B(R) \left( \frac{Z}{R} \right), \frac{1}{1 - qR} \right) \tag{2.131}
\]
for all \( \rho \in \mathbb{R}^{n-2} \). But since the right hand side of equation (2.130) is smooth on \([0, R]\), meaning that its derivative in \( r \)-direction in \( r = R \) is bounded for all fixed \( \rho \in \mathbb{R}^{n-2} \), we obtain together with the fact that \( 1 - \| \nu \|^2 \) has a simple zero in \( r = R \), cf. equation (2.106), that
\[
\lim_{r \to R} R \Theta_{\rho a^2} = 0. \tag{2.132}
\]
Arguing similarly for \( \Theta_{a^3} \) (2.115) yields that the right hand side of
\[
\frac{\sqrt{1 - \| \nu \|^2}}{\sqrt{3} a^3} \Theta_{a^3} = -\frac{b^3 r^6}{1 - qR} \left\| \frac{1}{\sqrt{1 - qr}} \right\|^3 + \frac{b r^2}{3 - r^2} \left\| \frac{1}{\sqrt{1 - qr}} \right\|^{-1} \left\| \frac{1}{1 - qr} \right\|^2
\]
\[
+ \left\| \frac{1}{\sqrt{1 - qr}} \right\|^{-3} C \left( \frac{1}{1 - qr} \right) \tag{2.133}
\]
must vanish at \( r = R \). This is equivalent to
\[
C \left( \frac{1}{1 - qR} \right) = \text{sgn}(b) \left( \frac{1}{3\sqrt{3}} - \frac{K}{\sqrt{3}} \right) \left\| \frac{1}{\sqrt{1 - qR}} \right\|^3, \tag{2.134}
\]
where we have used equation (2.127). In order to find the limit of \( \Theta_{a^3} \) (2.115) as \( r \to R \), we first calculate
\[
\partial_r \left( \frac{1}{\sqrt{1 - qR}} \right) \bigg|_{r = R} = \frac{q}{2 \sqrt{1 - qR^2}}, \tag{2.135}
\]
\[
\partial_r \left( \frac{1}{\sqrt{1 - qR}} \right) \bigg|_{r = R} = \frac{-1 + K}{2R} \left\| \frac{1}{\sqrt{1 - qR}} \right\|, \tag{2.136}
\]
\[
\partial_r \left( \frac{1}{1 - qR} \right) \bigg|_{r = R} = \frac{q}{(1 - qR)^2}, \tag{2.137}
\]
\[
\partial_r \left( \frac{1}{1 - qR} \right) \bigg|_{r = R} = \frac{1}{R} \left( - \left\| \frac{1}{1 - qR} \right\| + \left\| \frac{1}{1 - qR} \right\|^{-1} \left\| \frac{1}{\sqrt{1 - qR}} \right\|^2 \right). \tag{2.138}
\]
Furthermore, observe that
\[
\frac{1}{(1 - qR)^2} = t \frac{1}{1 - qR} + \frac{1}{\sqrt{1 - qR}} B(R) \left( \frac{Z}{R} \right) \tag{2.139}
\]
has a unique solution \( t \in \mathbb{R} \), \( Z \in \mathbb{R}^{n-2} \), which follows with equation (2.127). We find by multiplying both hands of equation (2.139) with \( \sqrt{1 - qR} \) from the left and then taking the Euclidean scalar product with \( B(R) \partial_{n-1} \) that \( t = K \). In order to calculate the limit of \( \Theta_{a^3} \) (2.115), we will need the \( r \)-derivative of equation (2.133) at \( r = R \). We obtain with \( t = K \) in equation (2.139) and the help of equations (2.131) and (2.134)–(2.139)
\[
\partial_r \left( \frac{1}{\sqrt{1 - \| \nu \|^2}} \Theta_{a^3} \right) \bigg|_{r = R} = -\text{sgn}(b) \frac{2\sqrt{3}(1 - K)}{R(3 - R^2)}, \tag{2.140}
\]
Hence, with the help of L’Hôpital’s rule equations (2.125), (2.126), and (2.140) finally show that
\[
\lim_{r \to R} \Theta_{\rho a^3} = \text{sgn}(b) \frac{2\sqrt{3}(1 - K)(3 - R^2)}{\sqrt{Y^3}}. \tag{2.141}
\]
Next we will determine the limits of $\Theta_\rho \omega^2$ (2.116)–(2.118) as $r \to R$. First observe that it follows from $a = \frac{R^2 - 1}{R^3}$ that
\[
(r^2(2 - 3ar) - (3 - r^2))|_{r=R} = 0, \tag{2.142}
\]
and we find
\[
\partial_r (r^2(2 - 3ar) - (3 - r^2))|_{r=R} = \frac{3(3 - R^2)}{R} > 0 \tag{2.143}
\]
since $R < \sqrt{3}$. Using (2.82) and (2.142), we thus obtain for the limit of $\Theta_\rho \omega^2$ (2.116)
\[
\lim_{r \to R} \Theta_\rho \omega^2 = -\frac{1}{\sqrt{3}}(\rho, \rho)\omega. \tag{2.144}
\]
Taking additionally into account that $1 - \|\nu\|^2$ has a simple zero in $r = R$, cf. equation (2.106), we obtain for the limit of $\Theta_\alpha \omega^2$ (2.117)
\[
\lim_{r \to R} \Theta_\rho \omega^2 = 0. \tag{2.145}
\]
To determine the limit of $\Theta_\alpha \omega^2$ (2.118), we first use equations (2.136), (2.138), and (2.143) to obtain that
\[
\frac{\sqrt{\beta}(1 - \|\nu\|^2)\Theta_\alpha \omega^2}{\sqrt{\beta} \alpha \omega^2} \bigg|_{r=R} = 0, \tag{2.146}
\]
\[
\partial_r \frac{\sqrt{\beta}(1 - \|\nu\|^2)\Theta_\alpha \omega^2}{\sqrt{\beta} \alpha \omega^2} \bigg|_{r=R} = \frac{2(9 - R^2 - K(3 - R^2))}{R^2}, \tag{2.147}
\]
Hence, using L’Hôpital’s rule together with equations (2.146), (2.147), (2.82), and (2.125) implies
\[
\lim_{r \to R} \Theta_\alpha \omega^2 = \left(\frac{2}{\sqrt{3}} - \frac{12\sqrt{3}}{Y}\right)\alpha \omega^2. \tag{2.148}
\]
Since $\Theta_\rho \omega^2$ (2.119) vanishes identically for all $r \in [0, R)$, it follows that
\[
\lim_{r \to R} \Theta_\rho \omega^2 = 0. \tag{2.149}
\]
For the limit of $\Theta_\alpha \omega^2$ (2.120), observe that equation (2.142) implies that the term $-r^4(2 - 3ar)^2 + (3 - r^2)^2$ in the numerator of one of the factors of $\Theta_\alpha \omega^2$ also vanishes in $r = R$. We further calculate
\[
\frac{-r^4(2 - 3ar)^2 + (3 - r^2)^2}{\mu} = \frac{(3 + r^2)R^3 - 3r^3(1 - R^2)}{(3 + r^2)R^3 + 9r(1 - R^2)},
\]
which implies
\[
\lim_{r \to R} \frac{-r^4(2 - 3ar)^2 + (3 - r^2)^2}{\mu} = \frac{2R^2}{3 - R^2}. \tag{2.150}
\]
It now follows with equation (2.126) that
\[
\lim_{r \to R} \Theta_\alpha \omega^2 = \text{sgn}(b)\frac{2\sqrt{3}}{\sqrt{Y}}\alpha \omega^2. \tag{2.151}
\]
Summarizing up to this point, equations (2.109), (2.122), (2.128), (2.132), (2.141), (2.144), (2.145), (2.148), (2.149), (2.151), and (2.121) imply that the limit of our transformed initial
polynomial \( h_E (2.74) \) under the family of transformations \( \mathbb{1}_{\mathbb{R}} \times L(r) \times (\mathbb{1}_{\mathbb{R}}/\sqrt{\mu}) (2.111) \) is given by
\[
\lim_{r \to R} (\mathbb{1}_{\mathbb{R}} \times L(r) \times (\mathbb{1}_{\mathbb{R}}/\sqrt{\mu}))^* h_E \left( \left( \frac{x}{\alpha} \right) \right) = x^3 - x (\langle \rho, \rho \rangle + \alpha^2 + \zeta + \bar{w}^2) + \Xi_{\rho^2\alpha} + \Xi_{\alpha^3} + \Xi_{\rho\bar{w}} + \Xi_{\alpha^2\bar{w}} + \Xi_{\alpha\bar{w}^2} + \Xi_{\bar{w}^3}, \tag{2.152} \]
where

| symbol | \( \zeta \) | \( \Xi_{\rho^2\alpha} \) | \( \Xi_{\alpha^3} \) | \( \Xi_{\rho\bar{w}} \) | \( \Xi_{\alpha^2\bar{w}} \) | \( \Xi_{\alpha\bar{w}^2} \) | \( \Xi_{\bar{w}^3} \) |
|--------|-------------|-----------------|-----------------|---------------|-----------------|-----------------|-----------------|
| meaning | \( \lim_{r \to R} \chi_{\alpha\bar{w}} \) | \( \lim_{r \to R} \Theta_{\rho^2\alpha} \) | \( \lim_{r \to R} \Theta_{\alpha^3} \) | \( -\frac{1}{\sqrt{3}} (\langle \rho, \rho \rangle \bar{w}) \) | \( \lim_{r \to R} \Theta_{\alpha^2\bar{w}} \) | \( \lim_{r \to R} \Theta_{\alpha\bar{w}^2} \) | \( -\frac{2}{3\sqrt{3}} \bar{w}^3 \) |
| cf. eqn. | (2.109) | (2.128) | (2.141) | (2.144) | (2.148) | (2.151) | (2.121) |

The next steps are similar to the 2-dimensional case, cf. Section (2.2), equation (2.38) onward. We need to transform the \( \alpha \)- and \( \bar{w} \)-coordinate, so that the limit of the transformed polynomial \( h_E \) in (2.152) is brought to standard form (1.5). For the following calculations, define
\[
\zeta := -\text{sgn}(b) \frac{6}{\sqrt{Y}}. \tag{2.153} \]

Using the above equation (2.153), equations (2.123), (2.124), and (2.129), \( \zeta, \Xi_{\rho^2\alpha}, \Xi_{\alpha^3}, \Xi_{\alpha^2\bar{w}}, \) and \( \Xi_{\alpha\bar{w}^2} \) can be written as
\[
\zeta = -\text{sgn}(b) \frac{6}{\sqrt{Y}} \alpha \bar{w} = \zeta \alpha \bar{w}, \tag{2.154} \]
\[
\Xi_{\rho^2\alpha} = \frac{W(\rho, \rho) \alpha}{\sqrt{Y}}, \tag{2.155} \]
\[
\Xi_{\alpha^3} = \text{sgn}(b) \frac{2\sqrt{3}(1 - K)(3 - R^2)}{\sqrt{Y}} = \frac{1}{3\sqrt{3}}(3 - \zeta^2) \alpha^3, \tag{2.156} \]
\[
\Xi_{\alpha^2\bar{w}} = \left( \frac{2}{\sqrt{3}} - \frac{12\sqrt{3}}{Y} \right) \alpha^2 \bar{w} = \frac{1}{\sqrt{3}}(2 - \zeta^2) \alpha^2 \bar{w}, \tag{2.157} \]
\[
\Xi_{\alpha\bar{w}^2} = \text{sgn}(b) \frac{2\sqrt{3}}{\sqrt{Y}} \alpha \bar{w}^2 = -\frac{1}{\sqrt{3}} \zeta \alpha \bar{w}^2. \tag{2.158} \]

Now as in the 2-dimensional case we set
\[
T := 1 - \frac{\zeta}{2}, \quad t := 1 + \frac{\zeta}{2}, \tag{2.159} \]
and transform \( \alpha \) and \( \bar{w} \) via \( M \in \text{GL}(2), \)
\[
\left( \frac{\alpha}{\bar{w}} \right) = \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{t}} \quad \frac{1}{\sqrt{T}} \right) \left( \begin{array}{c} k \\ \ell \end{array} \right) =: M \left( \begin{array}{c} k \\ \ell \end{array} \right). \tag{2.160} \]

Note that \( M \) is well defined due to (2.110). We verify that
\[
M^* (\alpha^2 + \zeta + \bar{w}^2) = k^2 + \ell^2 \tag{2.161} \]
and further calculate
\[
(\mathbb{1}_{\mathbb{R}^{n-1}} \times M)^* \lim_{r \to R} (\mathbb{1}_{\mathbb{R}} \times L(r) \times (\mathbb{1}_{\mathbb{R}}/\sqrt{\mu}))^* h_E \left( \left( \frac{x}{\alpha} \right) \right) \]
\[ W \text{ need one more transformation in the } k\ell \text{-coordinates, given by } N \in (O(2), \]

\[
\left( \begin{array}{c} k \\ \ell \end{array} \right) = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \sqrt{7} \\ -\sqrt{T} \end{array} \right) \left( \begin{array}{c} \tilde{k} \\ \tilde{\ell} \end{array} \right) \]

\[
= N \left( \begin{array}{c} \tilde{k} \\ \tilde{\ell} \end{array} \right).
\]

We obtain with equations (2.162)–(2.169)

\[
(1_{\mathbb{R}^{n-1}} \times N)^* \left( x^3 - x \left( \langle \rho, \rho \rangle + k^2 + \ell^2 \right) + \Xi_{\rho^2k} + \Xi_{\rho^2\ell} + \Xi_{k^3} + \Xi_{k^2\ell} + \Xi_{k\ell^2} + \Xi_{\ell^3} \right)
\]

\[
= x^3 - x \left( \langle \rho, \rho \rangle + k^2 + \ell^2 \right)
\]

\[
+ \frac{1}{\sqrt{T}} \left( \frac{W(\rho, \rho)}{\sqrt{Y}} + \frac{\zeta}{2\sqrt{3}} \langle \rho, \rho \rangle \right) \tilde{k} - \frac{2}{3} \sqrt{3} \tilde{k}^3 - \frac{1}{\sqrt{3}} (\rho, \rho) \tilde{k} + \frac{2}{\sqrt{3}} \tilde{k}^2.
\]

The above formula (2.170) means that all possible limit polynomials for \( \dim \ker \lambda_{|r=R} = 1 \), \( q_i \leq \frac{1}{4} \) for all \( 1 \leq i \leq n - 1 \), are of the required form as in Theorem 1.11. Furthermore we have obtained a condition on the \( C \)-term in the initial polynomial (2.66), namely that

\[
- \langle \rho, \rho \rangle \leq \frac{1}{\sqrt{Tt}} \left( \frac{W(\rho, \rho)}{\sqrt{Y}} + \frac{\zeta}{2\sqrt{3}} \langle \rho, \rho \rangle \right) \leq \langle \rho, \rho \rangle.
\]

Note that this is not an open condition on \( C \in \text{Sym}^3(\mathbb{R}^{n-1})^* \), but rather a condition on the restriction to an \( (n - 2) \)-dimensional subspace, cf. equations (2.130) and (2.129). To see that
(2.171) must in fact hold see Section 2.6. At this point we do not know if an example of our presently studied case \( \dim \ker \lambda_{r=R} = 1, \frac{1}{n} > q_1 \geq \ldots \geq q_{n-1} \) exists in all dimensions \( n \geq 3 \). To give such an example we must find \( P_3(\langle w, w \rangle) \) as in (2.67), such that the latter conditions are fulfilled and the maximality condition (1.3) holds.

**Example 2.2.** Let \( P_3(\langle w, w \rangle) = -\frac{2}{3\sqrt{3}}v^3_{n-1} + \frac{2}{3\sqrt{3}}v_{n-1}w^2 \), corresponding to

\[
R = 1, \quad b = \frac{2}{\sqrt{3}}, \quad q = 0, \quad \gamma = \partial_{n-1}, \quad C(v) = -\frac{2}{3\sqrt{3}}v^3_{n-1}.
\]

Then \( \dim \ker \lambda_{r=R} = 1 \) is true since all \( q_i \) vanish and (2.95) is also easily seen to be true. In order to show that 

\[
\max_{\{v, w \mid v^2 + w^2 = 1\}} P_3(\langle v, w \rangle) \leq \frac{2}{3\sqrt{3}}
\]

we restrict \( P_3(\langle v, w \rangle) \) to planes of the form \( \text{span}\{V, \partial_w\} \), where \( V \neq 0 \) is of the form \( V = \sum_{i=1}^{n-1} V^i \partial_i \). It is then immediate that \( P_3(\langle v, w \rangle) \) fulfilling (1.3) is equivalent to showing that

\[
\tilde{P}_3(\langle v, w \rangle) := -\frac{2}{3\sqrt{3}}v^3 + \frac{2}{\sqrt{3}}vw^2,
\]

\((v, w)^T\) being linear coordinates on \( \mathbb{R}^2 \), fulfils 

\[
\max_{\{v^2 + w^2 = 1\}} \tilde{P}_3(\langle v, w \rangle) \leq \frac{2}{3\sqrt{3}}
\]

for all \( c \in [0, 1] \). For \( c = 0 \) this is clear, and for \( c \in (0, 1] \) we find that \( \tilde{P}_3(\langle v, w \rangle) \) attains the value \( \frac{2}{3\sqrt{3}} \) at precisely the points

\[
\left( \left( \frac{1}{2c} \sqrt{c^2 + 2}, -\frac{1}{c} \right) \right).
\]

Since all of the above vectors have Euclidean norm at least 1 for all \( c \in (0, 1] \), which follows from \( \frac{c^2 + 2}{4c^2} \geq 1 \) for all \( c \in (0, 1] \) which in turn follows easily by monotonicity, we obtain that \( \tilde{P}_3(\langle v, w \rangle) \) does in fact fulfill the maximality condition (1.3) as required.

Next, we will consider the cases with \( q_i = \frac{1}{n} \) for at least one \( 1 \leq i \leq n-1 \). Assume that \( q_1 \geq \ldots \geq q_{n-1} \) and that for \( m \in \{1, \ldots, n-2\} \) fixed, \( q_m = \frac{1}{n} > q_{m+1} \). Note at this point that \( q_1 = \ldots = q_{n-1} = \frac{1}{n} \) and \( b \neq 0 \) implies that near \( r = R \), \( \lambda \) would necessarily have a negative eigenvalue, violating the condition that \( \mathcal{H} \) consists only of hyperbolic points of its defining polynomial. Hence we can exclude this case. Similarly by restriction to \( \mathbb{R}^m \cong \{ (v_1, \ldots, v_m, 0, \ldots, 0)^T \mid (v_1, \ldots, v_m)^T \in \mathbb{R}^m \} \subset \mathbb{R}^{n-1} \) we see that \( \gamma \) must necessarily be of the form

\[
\gamma = (0, \hat{\gamma}) \quad \hat{\gamma} \in \mathbb{R}^{n-1-m}, \quad \langle \hat{\gamma}, \hat{\gamma} \rangle = 1.
\]

(2.172)

In the following we will use the notation

\[
s = \begin{pmatrix} s_1 \\ \vdots \\ s_m \end{pmatrix}, \quad v = \begin{pmatrix} v_1 \\ \vdots \\ v_m \end{pmatrix}, \quad u = \begin{pmatrix} u_1 \\ \vdots \\ u_{n-1-m} \end{pmatrix}, \quad \begin{pmatrix} v_{m+1} \\ \vdots \\ v_{n-1} \end{pmatrix}, \quad \begin{pmatrix} v_{m+1} \\ \vdots \\ v_{n-1} \end{pmatrix},
\]

so that \( v = \binom{s}{u} \). We further denote

\[
q = \left( \frac{1}{n} \begin{pmatrix} \lfloor \frac{m}{2} \rfloor \\ q \end{pmatrix} \right),
\]

and obtain that \( h \) (2.66) is of the form

\[
h = x^3 - x(\langle s, s \rangle + \langle u, u \rangle + w^2)
\]
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We further write \( \lambda \) with \( \{ \langle s, s \rangle = 3(3 - r^2)C(s, s, u) + (3 - r^2)^3C(u) \rangle \). 

\[
\lambda \equiv 3(3 - r^2)^3C(s, s, u) + (3 - r^2)^3C(u) \sqrt{\beta}.
\]

Next, we rewrite \( \Theta_{s^3} \) as \( \Theta_{s^3} = \Theta_{s^3} + \Theta_{s^2} + \Theta_{su^2} + \Theta_{u^3} \) with

\[
\Theta_{s^3} = (3 - r^2)^3C(s, s, u) \sqrt{\beta},
\]

\[
\Theta_{s^2} = (3 - r^2)^3C(s, s, u) \sqrt{\beta},
\]

\[
\Theta_{su^2} = 3(3 - r^2)^3C(s, s, u) \sqrt{\beta},
\]

\[
\Theta_{u^3} = (3 - r^2)^3C(s, s, u) \sqrt{\beta}.
\]

We further write \( \lambda = \lambda_{s^2} + \lambda_{u^2} \) with

\[
\lambda_{s^2} := (3 - r^2)^3 \left( 1 - \frac{r^2}{R} \right) \langle s, s \rangle,
\]

\[
\lambda_{u^2} := -3(3 - r^2)^3 \langle s, s, u \rangle + (3 - r^2)^3 \langle u, (1 - \frac{r^2}{R}) \rangle.
\]

which makes it easy to see that either \( \dim \ker \lambda_{r=R} = m \) or \( \dim \ker \lambda_{r=R} = m + 1 \) holds. By restriction to the linear subspace \( \mathbb{R}^m \cong \{ u = 0 \} \subset \mathbb{R}^{n-1} \) and using the assumption \( R < \sqrt{3} \) it thus follows that \( C(s) \equiv 0 \). To see the latter, observe that \( \lambda_{s^2} \) vanishes identically as \( r \to R \). Hence, after rescaling the \( s \)-part of \( v \) appropriately with the factor \( (3 - r^2)^{1/2} \) transforming \( \lambda_{s^2} \) to \( \Theta_{s^3} \) (2.78), it transforms to

\[
(3 - r^2)^3 \left( 1 - \frac{r^2}{R} \right) \frac{1}{3} C(s) \sqrt{\beta}.
\]

The above term would have a maximum on \( \{ (s, s) = 1 \} \) going to infinity as \( r \to R \) if \( C(s) \not\equiv 0 \), where we recall that \( R < \sqrt{3} \) implies that \( \beta \) has a simple zero in \( r = R \), thereby violating \( \mathcal{H} \) being closed in the ambient space by Theorem 1.2. With a similar argument for \( \Theta_{s^2} \) (2.76), using again that \( \beta \) and \( (1 - \frac{r^2}{R}) \) each have simple zeros in \( r = R \), it follows that

\[
C(s, s, u) = -\frac{bR^2}{3 - R^2} \langle s, s, u \rangle (\gamma, u)
\]

must hold, since otherwise \( \mathcal{H} \subset \mathbb{R}^{n+1} \) being closed would be violated at this point. Note that the above formula must hold in both possible scenarios \( \dim \ker \lambda_{r=R} = m \) and \( \dim \ker \lambda_{r=R} = m + 1 \), the latter being the case if and only if \( \dim \ker \lambda_{r=R} \{ s = 0 \} = 1 \). Summarizing, we have shown that \( h \) (2.174) must be of the form

\[
h = x^3 - x \left( \langle s, s \rangle + \langle u, u \rangle + w^2 \right) + P_3 \left( \left( \begin{array}{c} s \\ u \\ w \end{array} \right) \right)
\]

with

\[
P_3 \left( \left( \begin{array}{c} s \\ u \\ w \end{array} \right) \right) = -\frac{bR^2}{3 - R^2} \langle s, s, u \rangle (\gamma, u) + 3C(s, u, u) + C(u)
\]

\[
+ \left( \frac{1}{R} \langle s, s \rangle + \langle u, qu \rangle \right) w + b(\gamma, u) w^2 + \frac{R^2 - 1}{R^3} w^3.
\]

Observe that any point \( p \in \mathbb{R}^n \) of the form

\[
p = \left( \begin{array}{c} s(p) \\ u(p) \\ w(p) \end{array} \right) = \left( \begin{array}{c} s(p) \\ 0 \\ \frac{R}{\sqrt{3}} \end{array} \right), \quad \| s(p) \| = \frac{\sqrt{3 - R^2}}{\sqrt{3}}.
\]
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fulfills \( \|p\| = 1 \) and \( P_3(p) = \frac{2}{3\sqrt{3}} \). This means that \( P_3 \) in (2.184) in particular is singular at infinity, cf. Definition 1.6. Recall that at this point that both \( \dim \ker \lambda|_{r=R} = m \) or \( \dim \ker \lambda|_{r=R} = m+1 \) are allowed.

We will deal with both cases separately and start with \( \dim \ker \lambda|_{r=R} = m \). Fix \( \tilde{L} \in \text{GL}(n-1-m) \), such that \( (\tilde{L}^* \lambda_{u^2}|_{r=R}) (u, u) = \langle u, u \rangle \) and let

\[
L : [0, R) \to \text{GL}(n+1), \quad L(r) = \left( \begin{array}{c|c}
(3-r^2)^{-1} & 
\frac{1}{2} \mathbf{1}_m
\end{array} \right). \tag{2.186}
\]

Then

\[
\lim_{r \to R} (L(r)^* \lambda) ((s_u), (s_u)) = \langle s, s \rangle + \langle u, u \rangle.
\]

Recall that \( \mu \) has a simple zero in \( r = R \), which follows from equation (2.33). Together with \( \hat{B} \in \text{GL}(n-1-m) \) not depending on \( r \) and \( \gamma \) being of the form \( \gamma = (\frac{b}{R}) \), \( \hat{\gamma} \in \mathbb{R}^{n-1-m} \), this implies that

\[
\lim_{r \to R} L(r)^* \chi = 0.
\]

Now we need to study the limit of the pullback of the different \( \Theta \)-terms (2.78)–(2.81) with respect to \( L(r) \times (\mathbb{R}/\sqrt{R}) \) as \( r \to R \). We first consider \( \Theta_{v^3} = \Theta_{s^3} + \Theta_{s^2 u} + \Theta_{s u^2} + \Theta_{u^3} \), cf. equations (2.175)–(2.178). As in (2.181) we get

\[
L(r)^* \Theta_{s^3} = (3-r^2)^2 \left( 1 - \frac{r}{R} \right)^{-\frac{n}{2}} C(s) \sqrt{\beta} \equiv 0,
\]

by equation (2.184). Hence,

\[
\lim_{r \to R} L(r)^* \Theta_{s^3} = 0. \tag{2.187}
\]

Recall equation (2.182), namely that \( C(s, s, u) = -\frac{b R^2}{3(3-R)} \langle s, s \rangle \langle \hat{\gamma}, u \rangle \). This means that the pullback of \( \Theta_{s^2 u} \) (2.176) under \( L(r) \) (2.186) is of the form

\[
L(r)^* \Theta_{s^2 u} = \left( 1 - \frac{r}{R} \right)^{-1} \left( b r^2 - b R^2 \frac{3-r^2}{3-R^2} \right) \langle s, s \rangle \langle \hat{\gamma}, u \rangle \sqrt{\beta},
\]

and by observing that \( 1 - \frac{r}{R} \) has a simple zero in \( r = R \) and that \( b r^2 - b R^2 \frac{3-r^2}{3-R^2} \) has at least a simple zero in \( r = R \), we obtain using \( \beta(R) = 0 \)

\[
\lim_{r \to R} L(r)^* \Theta_{s^2 u} = 0. \tag{2.188}
\]

The term \( \Theta_{s u^2} \) will be considered in a later step. Since \( \dim \ker \lambda|_{r=R} = m \) and, hence, \( \lambda_{u^2}|_{r=R} > 0 \), it follows that

\[
\lim_{r \to R} L(r)^* \Theta_{u^3} = \tilde{L}^* \Theta_{u^3}|_{r=R} = 0.
\]

For \( \Theta_{v^2 u} \) (2.79) we replace \( a = \frac{R^2-1}{R} \) and write \( \Theta_{v^2 u} = \Theta_{s^2 w} + \Theta_{u^2 w} \) with

\[
\Theta_{s^2 w} = (3-r^2)^2 \left( -\frac{2 R^3 - 3 R (R^2 - 1)}{R^3} + \frac{(3-r^2)}{R} \right) \langle s, s \rangle w \sqrt{\beta}, \tag{2.189}
\]

\[
\Theta_{u^2 w} = \left( 3b R^2 - 3 R (R^2 - 1) \right) \langle \hat{\gamma}, u \rangle^2 + \langle u, (3-r^2)^2 \left( -\frac{2 R^3 - 3 R (R^2 - 1)}{R^3} + \frac{(3-r^2)}{R} \right) \rangle w \sqrt{\beta}. \tag{2.190}
\]
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For the next step we recall the calculations leading to (2.88) in the previously considered case \(\lambda |_{r=R} > 0\) for the pullback of \(\Theta_{x^2w}\), and together with a direct calculation for the \(\Theta_{u^2w}\) verify that

\[
\lim_{r \to R} (L(r) \times (1_{\mathbb{R}}/\sqrt{\mu}))^* \Theta_{x^2w} = \frac{2}{\sqrt{3}} \{s, s\} w, \\
\lim_{r \to R} (L(r) \times (1_{\mathbb{R}}/\sqrt{\mu}))^* \Theta_{u^2w} = -\frac{1}{\sqrt{3}} \{u, u\} w.
\]

(2.191)

(2.192)

Next we deal with the pullback of \(\Theta_{uv} (2.80)\). Since \(\gamma\) is of the form \(\gamma = (0 \gamma)\), \(\hat{\gamma} \in \mathbb{R}^{n-1-m}\), we can identify \(\Theta_{uv} = \Theta_{uvw}\) since \(\Theta_{uv} \) does not depend on the \(s\)-coordinates. Using equation (2.83) together with equation (2.33) and the fact that \(\bar{L} \in \text{GL}(n-1-m)\) does not depend on \(r\) shows that

\[
\lim_{r \to R} (L(r) \times (1_{\mathbb{R}}/\sqrt{\mu}))^* \Theta_{uvw} = \lim_{r \to R} \left(\bar{L} \times (1_{\mathbb{R}}/\sqrt{\mu})\right)^* \Theta_{uvw} = 0.
\]

Next we recall that by (2.33) and (2.84)

\[
\lim_{r \to R} (L(r) \times (1_{\mathbb{R}}/\sqrt{\mu}))^* \Theta_{w^3} = -\frac{2}{3\sqrt{3}} w^3.
\]

Lastly we have to study the pullback of \(\Theta_{sw} (2.177)\). Since \(\beta\) and \(1 - \frac{1}{R^2}\) both have a simple zero in \(r = R\), we find that it exists independently of the initial cubic polynomial \(C\) and must be of the form

\[
\lim_{r \to R} (L(r) \times (1_{\mathbb{R}}/\sqrt{\mu}))^* \Theta_{sw} = \langle s, F(u) \rangle,
\]

where \(F = (F_1, \ldots, F_m)^T : \mathbb{R}^{n-1-m} \to \mathbb{R}^m\) is a quadratic homogeneous polynomial in each entry. The terms \(F_i\) must fulfill the condition in Theorem 1.11 (iii), cf. Section 2.6, otherwise \(\mathcal{H} \subset \mathbb{R}^{n+1}\) cannot be closed by Theorem 1.2, thereby violating its initial condition. Summarizing, we have shown that in the case \(\dim \ker \lambda |_{r=R} = m, q_1 = \ldots = q_m = \frac{1}{R} > q_{m+1} \geq \ldots \geq q_{n-1}\) for \(1 \leq m \leq n-2, b \neq 0\), the limit polynomial, that is the pullback of \(h_E (2.74)\) with respect to \(B(r) \times (1_{\mathbb{R}}/\sqrt{\mu})\) as \(r \to R\), is given by

\[
\lim_{r \to R} (1_{\mathbb{R}} \times L(r) \times (1_{\mathbb{R}}/\sqrt{\mu}))^* h_E = x^3 - x \langle s, s \rangle + \langle u, u \rangle + w^2 \\
+ \frac{2}{\sqrt{3}} \langle s, s \rangle - \frac{1}{\sqrt{3}} \langle u, u \rangle + \langle s, F(u) \rangle - \frac{2}{3\sqrt{3}} w^3.
\]

Note that at this point it is not clear whether or not a CCPSR manifold \(\mathcal{H}\) fulfilling the initial conditions \(b \neq 0, \dim \ker \lambda |_{r=R} = m, q_1 = \ldots = q_m = \frac{1}{R}\) does exist in every dimension \(n = \dim(\mathcal{H}) \geq 3\). To clear this up, we will now construct such an example in each dimension.

**Example 2.3.** Let \(R = \sqrt{2}, b\) fixed with \(0 < |b| < \frac{\sqrt{2}}{\sqrt{R^2} - 1}, 1 \leq m \leq n-2\), and consider \(h\) as in equation (2.183) with

\[
P_3 \left( \begin{pmatrix} s \\ u \\ w \end{pmatrix} \right) = -2b \langle s, s \rangle \langle \hat{\gamma}, u \rangle + \frac{1}{\sqrt{2}} \langle s, s \rangle w + b \langle \hat{\gamma}, u \rangle w^2 + \frac{1}{2\sqrt{2}} w^3.
\]

(2.193)

(2.194)

The above defined \(P_3\) fulfills equation (2.184) for \(C(v) = -\frac{3bR^2}{2\sqrt{2}} \langle s, s \rangle \langle \hat{\gamma}, u \rangle\) and \(\hat{q} = 0\). We want to show that the connected component \(\mathcal{H} \subset \{h = 1\}\) that contains the point \((x, s, u, w) = (1, 0, 0, 0)\) is closed in the ambient space independent of the choice for \(\hat{\gamma}\), which by Theorem 1.2 is equivalent to showing that \(\max_{\langle s, s \rangle + \langle u, u \rangle + w^2 = 1} P_3 \left( \begin{pmatrix} s \\ u \\ w \end{pmatrix} \right) \leq \frac{2}{3\sqrt{3}}\). Since \(n = \dim(\mathcal{H}) \geq 3\) by assumption, it
is clear that this is equivalent to showing that for all 3-dimensional linear subspaces $V \subset \mathbb{R}^n$ of the form
\[
V = \text{span} \left\{ \begin{pmatrix} s_0 \cr 0 \cr 0 \end{pmatrix}, \begin{pmatrix} 0 \cr u_0 \cr 0 \end{pmatrix}, \begin{pmatrix} 0 \cr 0 \cr 1 \end{pmatrix} \right\} \mid s_0 \neq 0, \ u_0 \neq 0 \right\}
\]
it holds that
\[
\max_{V \cap \{s^2 + u^2 + w^2 = 1\}} P_3 \begin{pmatrix} s \cr u \cr w \end{pmatrix} \leq \frac{2}{3\sqrt{3}}.
\]
This however means that we can restrict ourselves to the case $\dim(\mathcal{K}) = 3$, allowing additionally $b = 0$, to prove our claim that that $\mathcal{K}$ is closed in general dimension $n \geq 3$. For $n = 3$, $P_3$ is of the form
\[
P_3 \left( \begin{pmatrix} s \\ u \\ w \end{pmatrix} \right) = -2bs^2u + \frac{1}{\sqrt{2}}s^2w + buw^2 + \frac{1}{2\sqrt{2}}w^3. \tag{2.195}
\]
We need to show that for all $|b| < \frac{\sqrt{10}}{12}$,
\[
\max_{\{s^2 + u^2 + w^2 = 1\}} P_3 \left( \begin{pmatrix} s \\ u \\ w \end{pmatrix} \right) \leq \frac{2}{3\sqrt{3}}.
\]
This is equivalent to showing that for all $p = (p_s, p_u, p_w)^T \in \mathbb{R}^3 \setminus \{0\}$ solving
\[
dP_3|_p = \frac{2}{\sqrt{3}}(p_s \, ds + p_u \, du + p_w \, dw), \tag{2.196}
\]
$p$ has Euclidean norm of at least 1, that is $\|p\| \geq 1$. This follows from the homogeneity of $P_3$. With the help of a computer algebra system, e.g. Maple, we find that for $|b| > 0$ the solution set of equation (2.196) in $\mathbb{R}^3 \setminus \{0\}$ is given by
\[
\left\{ \begin{pmatrix} \frac{\sqrt{3}}{\sqrt{6}} \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} -\frac{1}{\sqrt{6}} \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ u_1 \cr 0 \end{pmatrix}, \begin{pmatrix} 0 \\ u_2 \cr w_2 \end{pmatrix} \right\}, \tag{2.197}
\]
where
\[
u_1 = \frac{(-3 + \sqrt{64b^2 + 9})^2}{64\sqrt{3}b^2}, \quad \nu_1 = \frac{-3 + \sqrt{64b^2 + 9}}{4\sqrt{6}b},
\]
\[
u_2 = \frac{(3 + \sqrt{64b^2 + 9})^2}{64\sqrt{3}b^2}, \quad \nu_1 = \frac{-3 - \sqrt{64b^2 + 9}}{4\sqrt{6}b}.
\]
The first two points in the above solution set (2.197) are of Euclidean norm 1. Note that this implies by the homogeneity of $P_3$ and equation (2.196) that $\max_{\{s^2 + u^2 + w^2 = 1\}} P_3 \left( \begin{pmatrix} s \\ u \\ w \end{pmatrix} \right) \geq \frac{2}{3\sqrt{3}}$, so if $\mathcal{K}$ is closed it is also singular at infinity, cf. Lemma 1.7. For $\mathcal{K}$ being closed it remains to verify that for all $|b| < \frac{\sqrt{10}}{12}$,
\[
u_1^2 + \nu_2^2 \geq 1, \quad \nu_2^2 + \nu_2^2 \geq 1.
\]
We find
\[
u_1^2 + \nu_2^2 = \left(3 + \sqrt{64b^2 + 9}\right)^2 \frac{2048b^6}{2048b^6}, \tag{2.198}
\]
\[
u_2^2 + \nu_2^2 = \left(3 + \sqrt{64b^2 + 9}\right)^2 \frac{2048b^6}{2048b^6}. \tag{2.199}
\]
It is now a slightly tedious, but not difficult task to check that the expressions in (2.198) and (2.199) are both strictly monotonously decreasing functions in $b$ for $b \in (0, \frac{\sqrt{10}}{12})$, and symmetric in $b$. It thus suffices to check that $\left(\nu_1^2 + \nu_1^2\right)|_{b = \frac{\sqrt{10}}{12}} = \frac{128}{125} > 1$ and $\left(\nu_2^2 + \nu_2^2\right)|_{b = \frac{\sqrt{10}}{12}} = 576 > 1$. Hence, we have shown that $\max_{\{s^2 + u^2 + w^2 = 1\}} P_3 \left( \begin{pmatrix} s \\ u \\ w \end{pmatrix} \right) \leq \frac{2}{3\sqrt{3}}$ for all $0 < |b| < \frac{\sqrt{10}}{12}$. It remains to check that $P_3$ as in (2.195) also fulfills
\[
\max_{\{s^2 + u^2 + w^2 = 1\}} P_3 \left( \begin{pmatrix} s \\ u \\ w \end{pmatrix} \right) \leq \frac{2}{3\sqrt{3}} \text{ for } b = 0. \text{ We leave that as an easy exercise for the reader.}
\]
Summarizing, we have shown that the connected component \( \mathcal{H} \subset \{ h = 1 \} \), \( h \) defined by \( P_3 \) as in equation (2.194), that contains the point \((x, s, u, w)^T = (1, 0, 0, 0)^T\) is indeed a CCPSR manifold for all initial \( b \in \left(-\frac{\sqrt{10}}{12}, \frac{\sqrt{10}}{12}\right) \). Note at this point that the range of \( b \) has been chosen so that the solution set (2.197) for critical points of \( P_3 \) consists of precisely 4 different points for all \( b \neq 0 \). It is not excluded here that there exists \(|b| \geq \frac{\sqrt{10}}{12}\), so that \( \mathcal{H} \) is still closed its ambient space, but the calculations become a lot more complicated.

Next we will deal with the case \( \dim \ker \lambda |_{r=R} = m + 1 \) for \( 1 \leq m \leq n - 2 \). Again, we use the notation in (2.173) so that \( \lambda = \lambda_{s^3} + \lambda_{u^2} \), cf. equations (2.179) and (2.180). Furthermore we have formally the same expressions for \( \Theta_{s^3} - \Theta_{u^3} \) (2.175)–(2.178), \( \Theta_{s^2 u} \) (2.189), \( \Theta_{u^2 w} \) (2.190), and \( \Theta_{u^3} \) (2.81). We will however, in comparison with the case \( \dim \ker \lambda |_{r=R} = m \) and \( q_1 = \ldots = q_m = \frac{1}{\pi} \), need to more carefully consider the terms
\[
\Theta_{uw^2} = 9b(3 + r^2 - 3ar^3) \langle \hat{\gamma}, u \rangle w^2 \beta \sqrt{\beta},
\]
which stems from \( \Theta_{uw^2} = \Theta_{su^2} + \Theta_{uw^2} \), cf. equations (2.80) and (2.172), and
\[
\chi = -18br\beta \langle \hat{\gamma}, u \rangle w,
\]
cf. equations (2.76) and (2.172). For each equation that contains the \( u \)-coordinates we will proceed similarly to the case \( \frac{1}{\pi} > q_1 \geq \ldots \geq q_{n-1} \) for all \( 1 \leq i \leq n - 1 \), cf. equation (2.91) onward. In particular we have from equation (2.95) the requirement
\[
\left\| \frac{1}{\sqrt{1 - qr}} \gamma \right\|^2 = \frac{(3 - R^2)^2}{3b^2 R^4},
\]
and we obtain an similar equality as in (2.134). Analogously to (2.96) we choose a smooth map \( \hat{B} : [0, R] \rightarrow \text{SO}(n - 1 - m) \), such that
\[
\hat{B}(r)^T \frac{1}{\sqrt{1 - qr}} \gamma = \left\| \frac{1}{\sqrt{1 - qr}} \right\| \partial_{n-1}.
\]
As in equation (2.111) we define
\[
\hat{L} : [0, R] \rightarrow \text{GL}(n - 1 - m), \quad \hat{L}(r) \left( \frac{\rho}{\alpha} \right) = \frac{1}{(3 - r^2)\sqrt{1 - qr}} \hat{B}(r) \left( \frac{\rho}{\sqrt{1 - ||\hat{\nu}||^2}} \right),
\]
where
\[
\hat{\nu} = \hat{\nu}(r) := \frac{\sqrt{3b}r^2}{(3 - r^2)\sqrt{1 - qr}} \gamma, \quad r \in [0, R], \quad ||\hat{\nu}||^2 = \frac{3b^2 r^4}{(3 - r^2)^2} \left( \frac{1}{\sqrt{1 - qr}} \gamma \right)^2,
\]
cf. (2.101). For the following calculations we observe that
\[
\hat{L}(r)^*(\hat{\gamma}, u) = \frac{1}{(3 - r^2)\sqrt{1 - ||\hat{\nu}||^2}} \left\| \frac{1}{\sqrt{1 - qr}} \gamma \right\| \alpha,
\]
and we obtain with the notation \( w = \frac{1}{\sqrt{R}} \)
\[
\lim_{r \rightarrow R} \left( \hat{L}(r) \times (1_R / \sqrt{\mu}) \right)^* \chi = \zeta,
\]
39
\[
\lim_{r \to R} \left( \hat{L}(r) \times (1\mathbb{R}/\sqrt{\mu})^* \right) \left( \Theta_{u^3} + \Theta_{u^2w} + \Theta_{uw^2} + \Theta_{w^3} \right) \\
= \mathbb{E}_{\rho^2\alpha} + \mathbb{E}_{\alpha^3} + \mathbb{E}_{\rho^2\mu} + \mathbb{E}_{\alpha^2\rho} + \mathbb{E}_{\omega^2\mu} + \mathbb{E}_{\omega^3},
\]
where \( \zeta \) and \( \mathbb{E}_{\rho^2\alpha} - \mathbb{E}_{\alpha^3} \) are symbolically of the same form as their pendants for the case \( \frac{1}{R} > q_1 \geq \ldots \geq q_{n-1} \) and \( \dim \ker \lambda_{r=R} = 1 \), cf. equations (2.148), (2.212), and (2.154)–(2.158).

In the following, let
\[
L : [0, R) \to \text{GL}(n-1), \quad L(r) := \left( (3 - r^2)^{-1} \left( 1 - \frac{r}{R} \right)^{-\frac{1}{2}} \mathbb{I}_m \right) \left( \hat{L}(r) \right), \quad \begin{pmatrix} s \\ u \end{pmatrix} = L(r) \cdot \begin{pmatrix} \bar{s} \\ \rho \end{pmatrix},
\]
\( \bar{s} = (s_1, \ldots, s_m)^T, \ \rho = (\rho_1, \ldots, \rho_{n-2-m})^T \), so that
\[
\lim_{r \to R} L(r)^* (\lambda_{s^2} + \lambda_{u^2}) = \langle \bar{s}, \bar{s} \rangle + \langle \rho, \rho \rangle + \alpha^2.
\]
Note that formally \( L(r) \) as in (2.186) and \( L(r) \) as in (2.205) coincide as linear transformation on the \( s \)-coordinates. Recall that \( C(s) \equiv 0 \), cf. equation (2.184), and, hence,
\[
\lim_{r \to R} (L(r) \times (1\mathbb{R}/\sqrt{\mu})^*) \Theta_{s^3} = 0.
\]
Furthermore we find as for (2.191)
\[
\lim_{r \to R} (L(r) \times (1\mathbb{R}/\sqrt{\mu})^*) \Theta_{s^2u} = \frac{2}{\sqrt{3}} \langle \bar{s}, \bar{s} \rangle \bar{\mu}.
\]
Next, we will study the limit of the term \( \Theta_{s^2u} \) (2.176) transformed under \( L \) (2.205) as \( r \to R \). We have
\[
L(r)^* \Theta_{s^2u} = \left( \frac{b \rho^2}{(3 - r^2)(1 - r/R)} \sqrt{1 - \|\hat{\nu}\|^2} \right) \left( \frac{1}{\sqrt{1 - \|\hat{\nu}\|^2}} \hat{\gamma} \right) \langle \bar{s}, \bar{s} \rangle \alpha \\
+ \frac{3}{1 - r/R} C \left( \bar{s}, \bar{s}, \frac{1}{\sqrt{1 - \|\hat{\nu}\|^2}} \hat{B}(r) \left( \frac{\rho}{\sqrt{1 - (1 - \|\hat{\nu}\|^2)}} \right) \right) \sqrt{\beta}.
\]
Since both \( 1 - \frac{r}{R} \) and \( \beta \) have simple zeros in \( r = R \) and \( \mathcal{H} \) is assumed to be closed, it follows from equation (2.208) restricted to \( \{\alpha = 0\} \) and Theorem 1.2 that
\[
C \left( \bar{s}, \bar{s}, \frac{1}{\sqrt{1 - \|\hat{\nu}\|^2}} \hat{B}(R) \left( \frac{\rho}{\sqrt{1 - qR}} \right) \right) = 0
\]
for all \( \bar{s} \in \mathbb{R}^m, \ \rho \in \mathbb{R}^{n-2-m} \). With the same argument we obtain from (2.208) restricted to \( \{\rho = 0\} \) that the term
\[
\lim_{r \to R} \left( \frac{1}{\sqrt{\beta}} (1 - \frac{r}{R}) \sqrt{1 - \|\hat{\nu}\|^2} L(r)^* \Theta_{s^2u} \right) \bigg|_{\rho=0}
\]
must vanish identically. Since \( R < \sqrt{3} \), this is equivalent to
\[
\left( \frac{b \rho^2}{3 - r^2} \left( \frac{1}{\sqrt{1 - qR}} \hat{\gamma} \right) \langle \bar{s}, \bar{s} \rangle + 3 C \left( \bar{s}, \bar{s}, \frac{1}{\sqrt{1 - qR}} \hat{B}(r) \partial_{n-1} \right) \right) \bigg|_{r=R} = 0.
\]
and by $\hat{q} < \frac{1}{R} \langle \cdot, \cdot \rangle$ we see that the left hand side of (2.210) has a simple zero in $r = R$. Thus we will need to calculate its $r$-derivative in $r = R$ to obtain a formula for the limit $r \to R$ of (2.208). To do so, we will first introduce the following abbreviations which are analogous to (2.123) and (2.124)

\[
\hat{K} := \left\| \frac{1}{\sqrt{1 - \hat{q} R}} \right\|^{-2} \left\| \frac{1}{1 - \hat{q} R} \right\|^2,
\]

(2.211)

\[
\hat{Y} := 9 + R^2 + (3 - R^2) \hat{K},
\]

(2.212)

and as for equation (2.139) we check that

\[
\frac{1}{(1 - \hat{q} R)^2} \frac{\hat{q} R}{\hat{q} R} = \left( \frac{\hat{K}}{1 - \hat{q} R} \right) + \frac{1}{\sqrt{1 - \hat{q} R}} \hat{B}(R) \left( \frac{\hat{q} R}{\hat{q} R} \right)
\]

(2.213)

with $Z \in \mathbb{R}^{n-2-m}$ uniquely determined. As for equation (2.126) we obtain

\[
\lim_{r \to R} \frac{\sqrt{\beta}}{\sqrt{1 - \|\nu\|^2}} = \frac{3 - R^2}{\sqrt{Y}}.
\]

(2.214)

Now we use equations (2.203), (2.209), and (2.213) and analogous versions of equations (2.136) and (2.138) to obtain

\[
\partial_r \left( \frac{1}{\sqrt{\beta}} \left( 1 - \frac{r}{R} \right) \sqrt{1 - \|\nu\|^2} L(r)^* \Theta_{s^2u} \right) \bigg|_{r = R} = \frac{6bR}{(3 - R^2)^2} + \frac{bR(1 + \hat{K})}{2(3 - R^2)} \left\| \frac{1}{\sqrt{1 - \hat{q} R}} \right\|^{\langle s, \bar{s} \rangle}
\]

\[
+ \frac{3(1 + \hat{K})}{2R} \left\| \frac{1}{\sqrt{1 - \hat{q} R}} \right\|^{-1} C \left( \frac{s, \bar{s}, \frac{1}{1 - \hat{q} R} \hat{\gamma}}{s, \bar{s}, \frac{1}{1 - \hat{q} R} \hat{\gamma}} \right).
\]

(2.215)

Using (2.209) and (2.213), equation (2.210) can be rewritten as

\[
3 \left\| \frac{1}{\sqrt{1 - \hat{q} R}} \right\|^{-1} C \left( \frac{s, \bar{s}, \frac{1}{1 - \hat{q} R} \hat{\gamma}}{s, \bar{s}, \frac{1}{1 - \hat{q} R} \hat{\gamma}} \right) = \frac{bR^2}{3 - R^2} \left\| \frac{1}{\sqrt{1 - \hat{q} R}} \right\|^{\langle \sigma, \bar{\sigma} \rangle}.
\]

(2.216)

Note at this point that both (2.209) and (2.216) can also be immediately derived by using (2.182). We have however decided to keep this way of showing these equivalences in our new coordinates $\pi, \rho, \alpha$ since it provides an additional safety check that everything is in order, given the technical nature of this proof. Furthermore the required extra space is small. By inserting (2.216) into (2.215), using (2.214), $\partial_r (1 - r/R)|_{r = R} = -1/R$, and with the help of L'Hôpital's rule we finally obtain

\[
\Xi_{s^2u} := \lim_{r \to R} L(r)^* \Theta_{s^2u} = sgn(b) \frac{-2\sqrt{\beta}}{\sqrt{Y}} \langle \sigma, \bar{\sigma} \rangle \alpha.
\]

(2.217)

Note that the above formula (2.217) is consistent with equation (2.182) for $u = \frac{1}{1 - \hat{q} R} \hat{\gamma}$. Next, we will determine the limit of the pullback of $\Theta_{s^2u}$ (2.177) as $r \to R$. We have

\[
L(r)^* \Theta_{s^2u} = \frac{3}{\sqrt{1 - \frac{r}{R}}} C \left( \frac{s, \bar{s}, \frac{1}{\sqrt{1 - \hat{q} R}} \hat{\gamma}}{s, \bar{s}, \frac{1}{\sqrt{1 - \hat{q} R}} \hat{\gamma}} \right) \sqrt{\beta},
\]

(2.218)
and again with the argument that the initial connected PSR manifold \( \mathcal{H} \) is assumed to be closed, Theorem 1.2, and that \( 1 - r/R \) and \( \beta \) both have simple zeros in \( r = R \), we deduce that every monomial in (2.218) containing \( \alpha \) or \( \alpha^2 \) must vanish identically near \( r = R \) and, hence, will also vanish in the limit \( r \to R \). We obtain with the help of L'Hôpital's rule

\[
\Xi_{\rho^2} := \lim_{r \to R} (L(r)^* \Theta_{s^2}) = 3\sqrt{3} - R^2 C \left( \sqrt{1 - \frac{\rho}{R}} B(R) \left( \frac{\rho}{0} \right) - \sqrt{1 - \frac{\rho}{R}} B(R) \left( \frac{\rho}{0} \right) \right).
\]  

(2.219)

We further define symmetric bilinear forms \( \tilde{W}_i : \mathbb{R}^{n-2-m} \times \mathbb{R}^{n-2-m} \to \mathbb{R} \), \( 1 \leq i \leq m \), such that with \( \tilde{W}(\rho, \rho) = (\tilde{W}_1(\rho, \rho), \ldots, \tilde{W}_m(\rho, \rho)) \)

\[
\Xi_{\rho^2} = \left\langle \tilde{W}(\rho, \rho) \right\rangle.
\]  

(2.220)

For the limit of the pullback of \( \Theta_{s^2 \rho^2} \) (2.189) the same calculation as for equation (2.191) yields

\[
\Xi_{\rho^2 \rho^2} := \lim_{r \to R} (L(r) \times (\mathbb{1}_R/\sqrt{\mu}))^* \Theta_{s^2 \rho^2} = \frac{2}{\sqrt{3}} (\tilde{\pi}, \tilde{\pi}) \mu.
\]  

(2.221)

Summarizing up to this point, we have shown that the limit of the pullback of \( h_E \) (2.74) under \( \mathbb{1}_R \times L(r) \times (\mathbb{1}_R/\sqrt{\mu}) \) (2.205) is given by

\[
\lim_{r \to R} (\mathbb{1}_R \times L(r) \times (\mathbb{1}_R/\sqrt{\mu}))^* h_E \left( \left( \begin{array}{c} \frac{x}{\rho} \\ \frac{\alpha}{\mu} \end{array} \right) \right)
= x^3 - x \left( (\tilde{\pi}, \tilde{\pi}) + (\rho, \rho) + \alpha^2 + \zeta + \tilde{\mu}^2 \right)
+ \Xi_{s^2 \alpha} + \Xi_{s^2 \rho^2} + \Xi_{s^2 \alpha} + \Xi_{s^2 \alpha} + \Xi_{s^2 \alpha} + \Xi_{s^2 \alpha} + \Xi_{s^2 \alpha} + \Xi_{s^2 \alpha} + \Xi_{s^2 \alpha},
\]  

(2.222)

where (cf. equations (2.217), (2.221), and (2.220))

\[
\Xi_{s^2 \alpha} = \text{sgn}(b) \frac{2\sqrt{3}}{\sqrt{Y}} (\tilde{\pi}, \tilde{\pi}) \alpha, \quad \Xi_{s^2 \rho^2} = \frac{2}{\sqrt{3}} (\tilde{\pi}, \tilde{\pi}) \mu, \quad \Xi_{s^2 \psi} = \left\langle \tilde{\pi}, \tilde{W}(\rho, \rho) \right\rangle,
\]

\( \zeta, \Xi_{s^2 \alpha} - \Xi_{s^2 \rho^2} \) are of the form (2.154)–(2.158) up to replacing \( K \) with \( \tilde{K} \) and \( Y \) with \( \tilde{Y} \), and \( \Xi_{s^2 \psi} = \frac{2}{3\sqrt{3}} \tilde{\psi}^3 \) which follows from the same calculation as for equation (2.121). Next, we recall the transformations \( M \) (2.160) and \( N \) (2.169) and let \( T, t \) be as in (2.159). We verify that

\[
M \cdot N = \begin{pmatrix}
0 & \frac{1}{2} \left( \frac{\sqrt{T}}{\sqrt{T} + \sqrt{\ell}} \right) \\
1 & \frac{1}{2} \left( \frac{\sqrt{T}}{\sqrt{T} + \sqrt{\ell}} \right)
\end{pmatrix}
\]

and calculate for the final pullback of (2.222), which is analogous to (2.162) and (2.170), but in one step,

\[
(\mathbb{1}_{\mathbb{R}^{n-1}} \times M \cdot N)^* \lim_{r \to R} (\mathbb{1}_R \times L(r) \times (\mathbb{1}_R/\sqrt{\mu}))^* h_E \left( \left( \begin{array}{c} \frac{x}{\rho} \\ \frac{\alpha}{\mu} \end{array} \right) \right)
= x^3 - x \left( (\tilde{\pi}, \tilde{\pi}) + (\rho, \rho) + \tilde{\ell}^2 + \tilde{K}^2 \right)
+ \frac{1}{\sqrt{tT}} \left( \frac{W(\rho, \rho)}{\sqrt{\tilde{Y}}} + \frac{\zeta}{2\sqrt{3}} (\rho, \rho) \right) \tilde{\ell} + \left\langle \tilde{\pi}, \tilde{W}(\rho, \rho) \right\rangle
\]
We will now construct such an example for each dimension $n$. We find that the non-zero solutions of equation (2.183) with corresponding $P_3$-term as in (2.184) exists, so that $\dim \ker \lambda_{|\tau = R} = m + 1$, $q_1 = \ldots = q_m = \frac{1}{R} > q_{m+1} \geq \ldots g_{n-1}$ are satisfied. We will now construct such an example for each dimension $n = \dim(36) \geq 3$. By Theorem 1.2 and equation (2.202), this task is equivalent to finding $P_3\left(\begin{pmatrix} s \\ u \\ w \end{pmatrix}\right)$ for any $n \geq 3$ of the form (2.184) with $b \neq 0$, so that

$$\max_{\{s,s+(u,u)+u^2=1\}} P_3\left(\begin{pmatrix} s \\ u \\ w \end{pmatrix}\right) \leq \frac{2}{3\sqrt{3}}, \quad \left\| \frac{1}{\sqrt{1-\gamma R}} \right\|^2 = \frac{(3-R^2)^2}{3b^2R^4}$$

(2.224)

hold.

**Example 2.4.** With the assumptions as above, let $P_3\left(\begin{pmatrix} s \\ u \\ w \end{pmatrix}\right)$ be as in (2.184). Recall that $n \geq 3$ and $1 \leq m \leq n - 2$. We set

$$R = 1, \quad b = \frac{2}{\sqrt{3}}, \quad \tilde{q} = 0, \quad \tilde{g} = \partial_{n-1}, \quad C(s,u,u) = 0, \quad C(u) = -\frac{2}{3\sqrt{3}}\nu_{n-1-m}.$$  

(2.225)

Recall that we have identified $\partial_{n-1} = \partial_{n-1-m}$ with the $(n-1)$-th Euclidean unit vector $(0, \ldots, 1)^T \in \mathbb{R}^{n-1}$. We claim that $P_3\left(\begin{pmatrix} s \\ u \\ w \end{pmatrix}\right)$ fulfills the two conditions in (2.224) and is thereby an example for $\dim \ker \lambda_{|\tau = R} = m + 1$ in any dimension $n \geq 3$. The second condition in (2.224) is a very simple calculation. For the first condition it is by restriction of $P_3\left(\begin{pmatrix} s \\ u \\ w \end{pmatrix}\right)$ to arbitrary 3-dimensional subvector spaces of $\mathbb{R}^n \cong \mathbb{R}^m \times \mathbb{R}^{n-1-m} \times \mathbb{R}$ spanned by vectors of the form $(V_s^T, 0, 0)^T$, $(0, V_u^T, 0)^T$, and $(0, 0, 1)^T$ with $V_s \in \mathbb{R}^m$, $V_u \in \mathbb{R}^{n-1-m}$, sufficient to show that for all $c \in [0,1]$

$$\max_{\{s^2+u^2+w^2=1\}} \tilde{P}_3\left(\begin{pmatrix} s \\ u \\ w \end{pmatrix}\right) = \max_{\{s^2+u^2+w^2=1\}} \left( -\frac{1}{\sqrt{3}}cs^2u - \frac{2}{3\sqrt{3}}c^3u^3 + s^2w + \frac{2}{\sqrt{3}}cw^2 \right) \leq \frac{2}{3\sqrt{3}}$$

(2.226)

In the above equation, $s, u, w$ denote linear coordinates on $\mathbb{R}^3$. Proceeding as in Example 2.3 we find that the non-zero solutions of $d\tilde{P}_3 = \frac{2}{\sqrt{3}}(s\, ds + u\, du + w\, dw)$ are given by

$$\begin{cases} \left\{ \begin{pmatrix} \pm \sqrt{2} \\ 0 \\ \frac{1}{\sqrt{3}} \end{pmatrix} \right\} & \text{for } c = 0, \\
\left\{ \begin{pmatrix} 0 \\ \frac{\sqrt{2}}{2} \\ -\frac{\sqrt{2}}{2} \end{pmatrix} \right\} \cup \left\{ \begin{pmatrix} \pm \sqrt{2} \sqrt{3t} - 4t^2 \\ \sqrt{3t} - 1 \\ t \end{pmatrix} \right\} & \text{for } c = 1, \\
\left\{ \begin{pmatrix} 0 \\ \frac{\sqrt{2}}{2} \\ -\frac{\sqrt{2}}{2} \end{pmatrix} \right\} \cup \left\{ \begin{pmatrix} \pm \sqrt{2} \sqrt{t+2} \\ 0 \\ \frac{1}{\sqrt{3}} \end{pmatrix} \right\} & \text{for } c \in (0,1). \end{cases}$$

In all of the above cases the Euclidean norm of the solutions is either exactly 1 or bigger than 1. The only thing that is not immediate when checking this is to show that $\frac{c^2+2}{4c^2} \leq 1$ for all $c \in (0,1)$, which follows by strict monotonicity. Hence, (2.226) holds, showing that the maximal connected PSR manifold in standard form defined by $P_3$ fulfilling (2.184) and (2.225) is indeed closed.
Lastly we summarise the results of this section in the following table of obtained limit geometries, respectively polynomials, in dependence of properties of the initial CCPSR manifold $\mathcal{H}$:

| $\dim(\mathcal{H})$ | $b$ | $m$ | $\dim \ker \lambda |_{r=R}$ | eqn. |
|----------------------|-----|-----|--------------------------|------|
| $\geq 3$             | $\neq 0$ | 0   | 0                        | (2.90) |
| $\geq 3$             | $\neq 0$ | 0   | 1                        | (2.170) |
| $\geq 3$             | $\neq 0$ | $\in \{1, \ldots, n-2\}$ | $m$   | (2.193) |
| $\geq 3$             | $\neq 0$ | $\in \{1, \ldots, n-2\}$ | $m+1$ | (2.223) |

2.5 $\dim(\mathcal{H}) \geq 3$, $b = 0$

We proceed as in Section 2.4 with the difference that we now assume $b = 0$. We have the following simpler versions of equations (2.75)–(2.81):

\[
\lambda = \sum_{i=1}^{n-1} (1 - q_i r)(3 - r^2)^2 v_i^2, \quad (2.227)
\]

\[
\chi = 0, \quad (2.228)
\]

\[
\mu = 3(3 - 9ar + r^2)\beta w^2, \quad (2.229)
\]

\[
\Theta_{w^3} = (3 - r^2)^3 C(v) \sqrt{\beta}, \quad (2.230)
\]

\[
\Theta_{vw^2} = (-r(2 - 3ar)(3 - r^2)^2(v, v) + (3 - r^2)^2 Q(v)) w \sqrt{\beta}, \quad (2.231)
\]

\[
\Theta_{vw^2} = 0, \quad (2.232)
\]

\[
\Theta_{w^3} = ((2 - 27a^2)r^3 + 27ar^2 - 18r + 27a) w^3 \beta \sqrt{\beta}. \quad (2.233)
\]

As before, we use the convention $\mu = \mu w^2$. Similarly to the 2-dimensional cases with $b = 0$, we differentiate between the different possible values of $\dim \ker \lambda |_{r=R}$. For this we will start with additional assumption $R < \sqrt{3}$. The cases with $R = 3$ will be treated separately.

For $R < \sqrt{3}$, it is clear that $\dim \ker \lambda |_{r=R} \in \{0, \ldots, n-1\}$ depending on the values of the $q_i$. Without loss of generality assume that $q_1 \geq \ldots \geq q_{n-1}$. Then

\[
\dim \ker \lambda |_{r=R} = m \iff q_1 = \ldots = q_m = \frac{1}{R}, \quad q_{m+1} < \frac{1}{R}. \quad (2.234)
\]

The above equality is meant to include the case $m = n-1$ where $q_1 = \ldots = q_m = \frac{1}{\sqrt{3}}$, so that the allowed values for $m$ are $0, \ldots, n-1$.

We start with $\dim \ker \lambda |_{r=R} = 0$. In this case, $R < \sqrt{3}$ is necessarily satisfied. In this case we can proceed exactly as in the analogous case for $b \neq 0$ from equation (2.87) onwards and obtain, just as in equation (2.90), that the limit polynomial is given by

\[
\lim_{r \to R} (B \times (1_R/\sqrt{\mu}))^* h_E \left( \begin{pmatrix} x \\ z \\ v \\ w \end{pmatrix} \right) = x^3 - x(\langle v, v \rangle + w^2) - \frac{1}{\sqrt{3}}(v, v)w - \frac{2}{3\sqrt{3}}w^3, \quad (2.235)
\]

cf. (2.74) for the definition of $h_E$. As explained after equation (2.90) the corresponding CCPSR manifold is homogeneous and, hence, this case is in accordance with Theorem 1.11.

Next we will study the cases with $\dim \ker \lambda |_{r=R} = m$, $1 \leq m \leq n-1$, and the additional assumption that $R < \sqrt{3}$. Assume without loss of generality that $q_1 = \ldots = q_m = \frac{1}{R}$, cf. (2.234). In the following, assume for the calculations that $m < n-1$. It will be clear how the arguments work in the case $m = n-1$. Using the notation (2.173) to split up our $v$-coordinates, we get

\[
C(v) = \tilde{C}(s) + \langle u, \tilde{F}(s) \rangle + \langle s, \tilde{F}(u) \rangle + \tilde{C}(u), \quad (2.236)
\]
where $\tilde{C} : \mathbb{R}^m \to \mathbb{R}$ and $\hat{C} : \mathbb{R}^{n-1-m} \to \mathbb{R}$ are homogeneous cubic polynomials, and $\hat{F} : \mathbb{R}^m \to \mathbb{R}^{n-1-m}$ and $\tilde{F} : \mathbb{R}^{n-1-m} \to \mathbb{R}^m$ are entry-wise homogeneous quadratic polynomials. We further abbreviate, similar to (2.85),

$$q = \begin{pmatrix} q_1 & \cdots & q_m \\ \vdots & \ddots & \vdots \\ q_m & \cdots & q_{m+1} \end{pmatrix} = \begin{pmatrix} \tilde{q} \\ \vdots \\ \hat{q} \end{pmatrix}. \tag{2.237}$$

Note that in the case we are presently studying, $\tilde{q}$ is simply the identity matrix $1_m$ multiplied with $\frac{1}{\sqrt{3}}$. Let

$$B(r) := (3 - r^2)^{-1}(1 - qr)^{-\frac{1}{2}} = (3 - r^2)^{-1} \begin{pmatrix} (1 - \frac{r}{R})^{-\frac{1}{2}}1_m \\ (1 - qr)^{-\frac{1}{2}} \end{pmatrix}. \tag{2.238}$$

We obtain

$$(B(r) \times (1_R/\sqrt{\mu}))^* \Theta_{v^3} = \left(\tilde{C} \left((1 - \frac{r}{R})^{-\frac{1}{2}}s\right) + \left<(1 - \tilde{q}r)^{-\frac{1}{2}}u, \tilde{F} \left((1 - \frac{r}{R})^{-\frac{1}{2}}s\right)\right> + \left<(1 - \frac{r}{R})^{-\frac{1}{2}}s, \hat{F} \left((1 - \tilde{q}r)^{-\frac{1}{2}}u\right)\right> + \hat{C} \left((1 - \tilde{q}r)^{-\frac{1}{2}}u\right)\right) w \sqrt{\beta}. \tag{2.239}$$

Since $R < \sqrt{3}$, $\beta$ has a simple zero in $r = R$, and it is clear that $1 - \frac{r}{R}$ also has a simple zero in $r = R$. Hence, using our assumption that the initial $\mathcal{H}$ is closed in its ambient space and the homogeneity of $\tilde{C}$, $\hat{C}$ and $\tilde{F}$, $\hat{F}$ of degree 3 and 2, respectively, this shows with Theorem 1.2 that $\tilde{C}$ and $\hat{C}$ must identically vanish. Furthermore, $q_i < \frac{1}{\sqrt{3}}$ for all $i > m$ implies that

$$\lim_{r \nearrow R} \hat{C} \left((1 - \tilde{q}r)^{-\frac{1}{2}}u\right) w \sqrt{\beta} = 0.$$

Thus we need to study the limit

$$\lim_{r \nearrow R} \left<(1 - \frac{r}{R})^{-\frac{1}{2}}s, \hat{F} \left((1 - \tilde{q}r)^{-\frac{1}{2}}u\right)\right> w \sqrt{\beta} = \lim_{r \nearrow R} \frac{\sqrt{\beta}}{\sqrt{1 - \frac{r}{R}}} \left<s, \hat{F} \left((1 - \tilde{q}R)^{-\frac{1}{2}}u\right)\right> = \sqrt{3 - R^2} \left<s, \hat{F} \left((1 - \tilde{q}R)^{-\frac{1}{2}}u\right)\right>, \tag{2.240}$$

which can be easily checked by observing that $\frac{3}{1 - \frac{r}{R}} = 1 + \frac{r}{R} + r^2 \left(\frac{1}{R^2} - 1\right)$. The properties and allowed values of $\tilde{F}$ are controlled by the terms $F_i$ in Theorem 1.11 (iii), cf. Section 2.6 for the proof of these claims. Next we will study the limit of the pullback of $\Theta_{v^2w}$. We calculate

$$\lim_{r \nearrow R} (B(r) \times (1_R/\sqrt{\mu}))^* \Theta_{v^2w} = \left(\frac{2}{\sqrt{3}}(s, s) - \frac{1}{\sqrt{3}}(u, u)\right) w. \tag{2.241}$$

Together with equation (2.89), which holds in our present case exactly as stated, we have shown that for $1 \leq m < n - 1$ the limit polynomial is given by

$$\lim_{r \nearrow R} (B(r) \times (1_R/\sqrt{\mu}))^* h_E \left((\frac{x}{v, w})\right) = x^3 - x \left<(v, v) + w^2\right> + \sqrt{3 - R^2} \left<s, \hat{F} \left((1 - \tilde{q}R)^{-\frac{1}{2}}u\right)\right> \tag{2.89}.$$
For $m = n - 1$ observe that $C = \tilde{C} (2.236)$, and thus it is easy to see with our above calculations that in this case the limit polynomial is of the form

$$\lim_{r \to R} (B(r) \times (\mathbb{1}_R / \sqrt{\mu}))^* h_E \left( \left( \frac{z}{w} \right) \right) = x^3 - x \left( \langle v, v \rangle + w^2 \right) + \frac{2}{\sqrt{3}} \langle v, v \rangle w - \frac{2}{3\sqrt{3}} w^3. \quad (2.243)$$

Next, we need to consider the case $R = \sqrt{3}$. In comparison to the case $R < \sqrt{3}$ we now always have dim ker $\lambda |_{r=R} = n - 1$. So instead we will do a case-by-case study of the different possible of

$$\dim \ker (\lambda \cdot (3 - r^2)^{-2}) |_{r=R} = m, \quad 0 \leq m \leq n - 1. \quad (2.244)$$

We adopt the conventions for the used in the case $R < \sqrt{3}$, that is $q_1 \geq \ldots \geq q_m$, (2.236), (2.237), (2.238), and the coordinate relabelling (2.173). Similar to equation (2.234), we see that dim ker $(\lambda \cdot (3 - r^2)^{-2}) |_{r=R} = m$ if and only if $q_1 = \ldots = q_m = \frac{1}{\sqrt{3}}$, $q_{m+1} < \frac{1}{\sqrt{3}}$. We start with $m = 0$ and calculate

$$\lim_{r \to R} (B \times (\mathbb{1}_R / \sqrt{\mu}))^* \Theta_{v^3} = \lim_{r \to R} C \left( (1 - qr)^{-\frac{1}{3}} v \right) \sqrt{\beta} = 0,$$

$$\lim_{r \to R} (B \times (\mathbb{1}_R / \sqrt{\mu}))^* \Theta_{w^2} = -\frac{2}{\sqrt{3}} \langle v, v \rangle w.$$

We further check that

$$(B \times (\mathbb{1}_R / \sqrt{\mu}))^* \Theta_{w^2} = \frac{\Theta_{w^3}}{\mu \sqrt{\mu}} = \frac{2}{3\sqrt{3}} (2.245)$$

independent of $r$. Since $\Theta_{v^2w} = 0$, it follows that the limit polynomial is given by

$$\lim_{r \to R} (B \times (\mathbb{1}_R / \sqrt{\mu}))^* h_E \left( \left( \frac{z}{w} \right) \right) = x^3 - x \left( \langle v, v \rangle + w^2 \right) - \frac{2}{\sqrt{3}} \langle v, v \rangle w + \frac{2}{3\sqrt{3}} w^3. \quad (2.246)$$

Recall that the corresponding CCPSR manifold is homogeneous, cf. [L1, Prop. 6.9], and is in accordance with Theorem 1.11.

Next consider $1 \leq m < n - 1$ in (2.244). Whet our convention for the $q_i$ this is the case if and only if $q_1 = \ldots = q_m = 0$, $q_j \leq \frac{1}{\sqrt{3}}$ for all $m + 1 \leq j \leq n - 1$. Note that equation (2.245) is independent of $m$. Also, equation (2.239) still holds when setting $R = \sqrt{3}$. The difference to the case $R < \sqrt{3}$ is now that $\beta$ has now a double zero in $r = R = \sqrt{3}$. Hence, $\sqrt{\beta}$ has a simple zero in $r = \sqrt{3}$, which implies that $\tilde{C}$ must identically vanish by Theorem 1.2 since $\mathcal{H}$ was assumed to be closed in its ambient space, and we obtain

$$\lim_{r \to R} \left( \langle (1 - \frac{r}{\sqrt{3}})^{-\frac{1}{3}} s, \tilde{F} \left( (1 - \frac{r}{\sqrt{3}})^{-\frac{1}{3}} u \right) \right) + \tilde{C} \left( (1 - \frac{r}{\sqrt{3}})^{-\frac{1}{3}} u \right) \sqrt{\beta} = 0.$$

Next, analogous to equation (2.240), we check that

$$\lim_{r \to R} \left( \left( (1 - \frac{r}{\sqrt{3}})^{-\frac{1}{3}} u, \tilde{F} \left( (1 - \frac{r}{\sqrt{3}})^{-\frac{1}{3}} s \right) \right) \right) \sqrt{\beta} = \sqrt{3} \left( u, (1 - \sqrt{3}q)^{-\frac{1}{3}} \tilde{F}(s) \right),$$

and we calculate

$$\lim_{r \to R} (B \times (\mathbb{1}_R / \sqrt{\mu}))^* \Theta_{v^2w} = \left( \frac{1}{\sqrt{3}} \langle s, s \rangle - \frac{2}{\sqrt{3}} \langle u, u \rangle \right) w.$$
Observe the switched coefficients of $s$ and $u$ when comparing the upper calculation to the limit in (2.241). Summarising, we have shown that in the case $R = \sqrt{3}$, $1 \leq m < n - 1$ the limit polynomial is given by

$$\lim_{r \to R} (B \times (I_R / \sqrt{\mu}))^* h_E \left( \left( \frac{x}{w} \right) \right) = x^3 - x \left( \langle s, s \rangle + \langle u, u \rangle + w^2 \right) + \sqrt{3} \left( \langle u, (1 - \sqrt{3} \tilde{\mu})^{-\frac{1}{2}} \rangle s \right) + \left( \frac{1}{\sqrt{3}} \langle s, s \rangle - \frac{2}{\sqrt{3}} \langle u, u \rangle \right) w + \frac{2}{3 \sqrt{3}} w^3. \quad (2.247)$$

Lastly we need to consider the case $R = \sqrt{3}$, $m = n - 1$. Using our above calculations with $C = \tilde{C}$, cf. equation (2.236), makes it easy to see that the limit polynomial is given by

$$\lim_{r \to R} (B \times (I_R / \sqrt{\mu}))^* h_E \left( \left( \frac{x}{w} \right) \right) = x^3 - x \left( \langle v, v \rangle + w^2 \right) + \frac{1}{\sqrt{3}} \langle v, v \rangle w + \frac{2}{3 \sqrt{3}} w^3. \quad (2.248)$$

Now, if not already done so, it remains to check that listed possible limit polynomials in this part of the proof, namely

| dim($\mathcal{H}$) | $b$ | $R$ | $m$ | eqn. |
|-----------------|-----|-----|-----|------|
| $\geq 3$ | 0 | $< \sqrt{3}$ | 0 | (2.235) |
| $\geq 3$ | 0 | $< \sqrt{3}$ | $\{1, \ldots, n-2\}$ | (2.242) |
| $\geq 3$ | 0 | $< \sqrt{3}$ | $n-1$ | (2.243) |
| $\geq 3$ | 0 | $\sqrt{3}$ | 0 | (2.246) |
| $\geq 3$ | 0 | $\sqrt{3}$ | $\{1, \ldots, n-2\}$ | (2.247) |
| $\geq 3$ | 0 | $\sqrt{3}$ | $n-1$ | (2.248) |

are in accordance with Thm. 1.11 (iii), which is easily seen to be true. The only thing that one must be aware of is that Lemma 1.4 implies that the term $\sqrt{3} - R^2 \left( s, \tilde{\mu} \left( \frac{1 - \sqrt{3} \tilde{\mu}}{\tilde{\mu}} \right)^{\frac{1}{2}} u \right)$ in equation (2.242) when written using the $F_i$-notation in Thm. 1.11 (iii) must uphold the corresponding eigenvalue bound that we will show in the upcoming section.

### 2.6 Proof of the eigenvalue bounds in Thm. 1.11 (iii)

We know by Lemma 1.4 that the possible limit polynomials of the form (1.11) obtained in Sections 2.5 and 2.5 are, in fact, contained in $\mathcal{C}_n$. It remains to show that for all choices of symmetric matrices $F_i \in \text{Sym}((n - 1 - m) \times (n - 1 - m))$, $1 \leq i \leq m$, such that for all $c \in \mathbb{R}^m$ with $||c|| = 1$ the eigenvalues of $\sum_{i=1}^{m} c_i F_i$ are contained in $[-1, 1]$, $\overline{h}$ as in (1.11) is contained in $\mathcal{C}_n$ and that each such polynomial can be realized as a limit polynomial of some given polynomial $h \in \mathcal{C}_n$, with corresponding CCPSR manifold in standard form $\mathcal{H}$. Suppose that we are given symmetric matrices $F_1, \ldots, F_m$ that fulfil this eigenvalue condition. In order to show that the corresponding polynomial $\overline{h}$ is contained in $\mathcal{C}_n$, we need to show that

$$\max_{\{\langle s, s \rangle + \langle u, u \rangle + w^2 = 1\}} \left( \sum_{i=1}^{m} s_i \langle u, F_i u \rangle + \left( \frac{2}{\sqrt{3}} \langle s, s \rangle - \frac{1}{\sqrt{3}} \langle u, u \rangle \right) w - \frac{2}{3 \sqrt{3}} w^3 \right) \leq \frac{2}{3 \sqrt{3}}. \quad (2.249)$$

In order to prove the above estimate (2.249), it is sufficient to show that it holds for all unit vectors $(s, u, w)^T$ restricted to all 3-dimensional subvector spaces of $\mathbb{R}^m$ of the form

$$\left\{ \left( \frac{t_s V_s}{t_u V_u} \frac{t_w V_w}{} \right) \in \mathbb{R}^m \mid V_s \in \mathbb{R}^m, \ V_u \in \mathbb{R}^{n-1-m}, \ V_w \in \mathbb{R,} \ \langle V_s, V_s \rangle + \langle V_u, V_u \rangle + V_w^2 = 1, \ t_s, t_u, t_w \in \mathbb{R} \right\}.$$
This follows from the fact that the weighted average \( \sum_{i=1}^{m} c_i F_i \) for \( \sum_{i=1}^{m} c_i^2 = 1 \) will always have eigenvalues contained in \([-1, 1]\). Hence, by the eigenvalue condition this reduces the problem to the case \( n = 3 \) and showing that for all \( F \in [-1, 1] \) it holds that

\[
\max_{\{s^2 + u^2 + w^2 = 1\}} \left( F s u^2 + \left( \frac{2}{\sqrt{3}} s^2 - \frac{1}{\sqrt{3}} u^2 \right) w - \frac{2}{3 \sqrt{3}} w^3 \right) \leq \frac{2}{3 \sqrt{3}}. \quad (2.250)
\]

In fact, we already know that \( \max_{\{s^2 + u^2 + w^2 = 1\}} \left( F s u^2 + \left( \frac{2}{\sqrt{3}} s^2 - \frac{1}{\sqrt{3}} u^2 \right) w - \frac{2}{3 \sqrt{3}} w^3 \right) \geq \frac{2}{3 \sqrt{3}} \), which follows from the \( w^3 \)-coefficient being of absolute value \( \frac{2}{3 \sqrt{3}} \). Thus, in order to prove (2.250), it suffices to solve

\[
d \left( F s u^2 + \left( -\frac{1}{\sqrt{3}} s^2 + \frac{2}{\sqrt{3}} u^2 \right) w - \frac{2}{3 \sqrt{3}} w^3 \right) - \frac{2}{3 \sqrt{3}} (s ds + u du + w dw) = 0 \quad (2.251)
\]

for \( s, u, w \in \mathbb{R} \) and showing that every nonzero solution has Euclidean norm at least 1. Since a sign-flip in \( u \) is equivalent to a sign-flip in \( F \), we can without loss of generality assume that \( F \in [0, 1] \). The nonzero solutions of (2.251) are given by

\[
(s, u, w) \in \left\{ \left( \frac{\pm \sqrt{3}}{2}, 0, \frac{1}{2} \right), \left( \frac{1}{\sqrt{3} F}, \pm \frac{\sqrt{2}}{\sqrt[3]{3 F}}, 0 \right), (0, 0, -1) \right\} \quad (2.252)
\]

for all \( F \in (0, 1) \setminus 0 \), for \( F = 1 \) additionally the family of solutions

\[
(s, u, w) \in \left\{ \left( u, \pm \sqrt{-4 u^2 + 2 \sqrt{3 u} - 1 + \sqrt{3} u} \right) \big| u \in \left( 0, \frac{\sqrt{3}}{2} \right) \right\}
\]

and for \( F = 0 \) we have the solution set

\[
(s, u, w) \in \left\{ \left( \frac{\pm \sqrt{3}}{2}, 0, \frac{1}{2} \right), (0, 0, -1) \right\}
\]

It is now an easy calculation to see that all of the above solutions have Euclidean norm exactly or greater than 1, showing that (2.250) holds as an equality and, hence, proving (2.249).

On the other hand, suppose that there exists a Euclidean unit vector \( c = (c_1, \ldots, c_m)^T \in \mathbb{R}^m \), such that \( \sum_{i=1}^{m} c_i F_i \) has an eigenvalue \( F \in \mathbb{R} \) of absolute value greater than 1. After restricting \( s \) to the corresponding eigenspace and \( u \) to \( \mathbb{R} \cdot c \), we abuse notation slightly and need to show that (2.250) is false. In fact, one can check that the point \( (s, u, w) = \left( \frac{\sqrt{3}}{\sqrt[3]{3 F}}, \pm \frac{\sqrt{2}}{\sqrt[3]{3 F}}, 0 \right) \) as in (2.252) is still a nonzero solution of (2.251), but it is of Euclidean norm \( \frac{1}{|F|} \) smaller than one. Hence, (2.250) and consequently (2.249) do not hold, showing that the existence of such a vector \( c \) violates the initial assumption that \( \mathcal{C} \) is a CCPSR manifold.

Note that at this point we have shown that every maximal connected PSR manifold in standard form contained in the level set of a polynomial of the form (1.11) is, in fact, closed in its ambient space and thus a CCPSR manifold.

Lastly we need to prove the claim that every CCPSR manifold of dimension at least 3 in standard form contained in the level set of a polynomial of the form (1.11) can be realised as a limit geometry of a CCPSR manifold, is singular at infinity, and has continuous symmetry group of dimension at least 1. For dimensions 1 and 2 this holds as the only possible limit geometries are already homogeneous spaces, which are in particular singular at infinity [L2, Prop. 4.6]. Hence, we only need to consider dimensions at least 3. Recall that we have already
shown that every possible maximal connected PSR manifold in standard form $\mathcal{H} \subset \{ t = 1 \}$ with $\mathcal{H}$ of the form Thm. 1.11 (iii) is in fact a CCPSR manifold, and the $w^3$-coefficient being of absolute value $\frac{2}{3\sqrt{3}}$ implies with Lemma 1.7 that $\mathcal{H}$ is indeed singular at infinity. Thus, it suffices to show that each such $\mathcal{H}$ has continuous symmetry group of dimension at least 1 which corresponds to moving the reference point for the standard form in $w$-direction, that is along curves of the form (2.68). Geometrically this means that the possible limit polynomials in Thm. (iii) and corresponding CCPSR manifolds in standard form are stable under taking their limit geometry along said curves. In order to prove this claim, it follows from Lemma 1.14 that it suffices to show for

$$P_3\left(\begin{pmatrix} s \\ w \end{pmatrix}\right) = \sum_{i=1}^{m} s_i(u, F_i u) + \left(\frac{2}{\sqrt{3}}(s, s) - \frac{1}{\sqrt{3}}(u, u)\right) w - \frac{2}{3\sqrt{3}} w^3$$

corresponding to Thm. 1.11 (iii) that $\delta P_3\left(\begin{pmatrix} s \\ w \end{pmatrix}\right) (\partial_w) = 0$ for some choice of $L : \mathbb{R}^n \to \mathfrak{so}(n)$.

After setting $L = 0$, this is a slightly tedious but not difficult calculation and in fact turns out to be true.

This finishes the proof of Theorem 1.11. $\square$

3 Proof of Theorem 1.15

First note that the CCPSR manifold in standard form $\mathcal{H} \subset \{ t = 1 \}$, $\mathcal{H}$ as in (1.12), is in fact isomorphic to $\mathbb{R} > 0 \times \mathbb{R}^{n-1}$, which is slightly easier to check in different linear coordinates, cf. the proof of [L1, Prop. 6.9]. For the 2-dimensional case see [CDL, Thm. 1 b)] and [L2, Ex. 3.2].

As for the proof of our main theorem we will proceed by first considering CCPSR surfaces and then CCPSR manifolds of dimension at least 3. For $\dim(\mathcal{H}) = 2$, a CCPSR surface $\mathcal{H}$ can have as limit geometry either Thm. 1.11 (iia) or Thm. 1.11 (iib). We need to show that $\mathcal{H}$ having regular boundary behaviour automatically excludes the second case. Assume that $\mathcal{H} \subset \{ h = x^3 - x(v^2 + w^2) + cv^3 + qv^2w + bw^2 + aw^3 \}$ is in standard form. We have in the proof of the main theorem, cf. Sections 2.2 and 2.3, seen that $\mathcal{H}$ can have Thm. 1.11 (iib) as limit geometry if either $b \neq 0$ and (2.16) holds, cf. equation (2.50), or $b = 0, R = \sqrt{3}$, and $q < \frac{1}{\sqrt{3}}$, cf. equation (2.63). In the latter case $\mathcal{H}$ is singular at infinity by Lemma 2.1 and, hence, in particular does not have regular boundary behaviour. In the former case recall that we have proven that $q = \frac{-3b^2R^3 + (3-R^2)c^2}{R(3-R^2)}$ and $c = \frac{b^2R^4 - (3-R^2)d^2}{(3-R^2)^2}$ must hold, cf. equations (2.23) and (2.30). Also recall that $a = \frac{R^2-1}{R^2}$. We will now show that for all $b \neq 0$, $R \in \left(\frac{\sqrt{3}}{2}, \sqrt{3}\right)$, such that $P_3\left(\begin{pmatrix} v \\ w \end{pmatrix}\right) = cv^3 + qv^2w + bw^2 + aw^3$ fulfills $\max_{\{v^2 + w^2 = 1\}} P_3\left(\begin{pmatrix} v \\ w \end{pmatrix}\right) \leq \frac{2}{3\sqrt{3}}$, equality of these two expression must in fact hold, showing that the corresponding CCPSR surface in standard form is singular at infinity and, hence, does not have regular boundary behaviour. The maybe easiest way to see that is, instead of trying to solve $dP_3 = \frac{2}{\sqrt{3}}(v dv + w dw)$ and checking that one of the solutions has Euclidean norm 1, to rotate the coordinates $\left(\begin{pmatrix} v \\ w \end{pmatrix}\right)$ via

$$M(f) := \frac{1}{\sqrt{1 + f^2}} \begin{pmatrix} f & -1 \\ 1 & f \end{pmatrix} \in O(2), \quad f \in \mathbb{R}, \quad (3.1)$$

such that the $vw^2$-term in $P_3$ vanishes. Recall that we have in this case assumed without loss of generality $b > 0$ which can always be achieved by a sign-flip in $v$. One finds with the help of a computer algebra system like Maple that with $f = \frac{3-R^2}{6R}$ that

$$\widetilde{P}_3\left(\begin{pmatrix} v \\ w \end{pmatrix}\right) := (M(f))^*P_3\left(\begin{pmatrix} v \\ w \end{pmatrix}\right) = \frac{\sqrt{9 - 6R^2 + R^4 + b^2R^6}}{(3-R^2)R} v^2 w$$
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\[- \frac{(9 - 15R^2 + 7R^4 + (b^2 - 1)R^6)\sqrt{9 - 6R^2 + R^4 + b^2R^6}}{(3 - R^2)^3R^3}w^3.\]

Now solving \( \tilde{P}_3 - \frac{2}{\sqrt{3}}(v \, dv + w \, dw) \) works well in the sense that a computer algebra system yields a solution more readable to human eyes, and we obtain the solution set consisting of three non-zero solutions

\[
(v, w) \in \left\{ \left(0, -\frac{2(3 - R^2)^3R^3}{3\sqrt{3}(9 - 15R^2 + 7R^4 + (b^2 - 1)R^6)\sqrt{9 - 6R^2 + R^4 + b^2R^6}} \right), \right.
\]

\[
\left. \left(\pm \frac{\sqrt{27 - 27R^2 + 9R^4 + (3b^2 - 1)R^6}}{\sqrt{3\sqrt{9 - 6R^2 + R^4 + b^2R^6}}} , \pm \frac{\sqrt{3\sqrt{9 - 6R^2 + R^4 + b^2R^6}}}{\sqrt{\sqrt{9 - 6R^2 + R^4 + b^2R^6}}} \right) \right\}
\]

and, trivially, the origin. One quickly checks that the second pair of solutions above each have Euclidean norm 1 and, hence, \( \mathcal{H} \) is singular at infinity as claimed. We conveniently obtain a sharp upper limit on \( b \), respectively \(|b|\) if we had not assumed \( b > 0 \), depending on the choice of \( R \in \left( \frac{\sqrt{2}}{2}, \sqrt{3} \right) \) by analysing when the first solution has Euclidean norm at least 1. Any lower number would violate the maximality condition on \( \tilde{P}_3 \) by its homogeneity of degree 3. We find that the first solution has Euclidean norm at least one if and only if

\[ 0 < b \leq \frac{(3 - R^2)\sqrt{12R^2 - 9}}{3R^3}, \]

this can easily be verified with the help of a computer algebra system like Maple. A similar result can be obtained if one does not restrict \( b \) to be positive. One also verifies that in fact for all \( b \in \left(0, \frac{(3-R^2)\sqrt{12R^2-9}}{3R^3}\right) \), each of the three solutions is real and the solutions are always distinct. For the extremal case \( b = \frac{(3-R^2)\sqrt{12R^2-9}}{3R^3} \), we see that the first solution is exactly of Euclidean norm one. Hence, \( \mathcal{H} \) is singular at infinity along two distinct rays in \( \partial(\mathbb{R} \cdot \mathcal{H}) \) if \( b < \frac{(3-R^2)\sqrt{12R^2-9}}{3R^3} \) and along three distinct rays if \( b = \frac{(3-R^2)\sqrt{12R^2-9}}{3R^3} \). In the latter case we have

\[
\tilde{P}_3 ((v, w)) = \frac{2}{\sqrt{3}}v^2w - \frac{2}{3\sqrt{3}}w^3.
\]

Hence, \( \mathcal{H} \) is in this case already a homogeneous space, cf. \cite[Thm. 1.1 a)]{CDL} with \cite[Ex. 3.2]{L2}, and the same holds for its considered limit geometry.

Next we consider \( \dim(\mathcal{H}) \geq 3 \). We first need to check which kind of initial CCPSR manifolds in standard form allow for a limit geometry that is not isomorphic to \( \mathbb{R}_{>0} \times \mathbb{R}^{n-1} \). For \( b = 0 \) studied in Section 2.5, we can ignore the case \( R = \sqrt{3} \) entirely since then \( \mathcal{H} \) is singular at infinity by Lemma 2.1. For \( R < \sqrt{3} \) the limit geometry in \( w \)-direction might only not be isomorphic to \( \mathbb{R}_{>0} \times \mathbb{R}^{n-1} \) or, equivalently, the limit polynomial can only not be equivalent to

\[
\overline{h} = x^3 - x((v, v) + w^2) - \frac{1}{\sqrt{3}}(v, v)w - \frac{2}{3\sqrt{3}}w^3 \tag{3.2}
\]

if \( \dim \ker \lambda|_{R=R} > 0 \). We have seen in equation (2.234) that this holds if at least one \( q_i \) as in (2.85) is equal to \( \frac{1}{R^2} \), where we recall our convention \( q_1 \geq \ldots \geq q_{n-1} \) so that \( q_1 = \frac{1}{R^2} \) must hold. It now suffices to show that \( R < \sqrt{3} \) and \( q_1 = \frac{1}{R^2} \) already imply that the initial CCPSR manifold in standard form \( \mathcal{H} \) corresponding to \( h = x^3 - x((v, v) + w^2) + C(v) + Q(v)w + aw^3 \), cf. equation (2.66) for \( b = 0 \), is singular at infinity. From equation (2.239) we have concluded that with \( C(v) \) and \( \overline{C}(v) \) as in (2.236), \( \overline{C}(v) \) must identically vanish. Thus, in order to show that \( \mathcal{H} \) is singular at infinity, it suffices by restricting \( h \) to the \( s_1 \)-plane and using Lemma 1.7 to show that

\[
\max_{\{s_1^2+w^2=1\}} \left( \frac{1}{R}s_1^2w + aw^3 \right) = \frac{2}{3\sqrt{3}}, \tag{3.3}
\]
where \( a = \frac{R^2 - 1}{R} \). One can easily verify that this is true by inserting one of the unit vectors
\[
(s_1, w)^T = \left( \pm \frac{\sqrt{3} - R^2}{\sqrt{3}}, \frac{R}{\sqrt{3}} \right)^T.
\]

Hence, \( \mathfrak{K} \) is singular at infinity as claimed.

Next we will have to deal with the cases with \( b \neq 0 \) studied in Section 2.4. If \( \lambda \) as in (2.75) fulfills \( \lambda|_{r=R} > 0 \) we have shown that the corresponding limit geometry is isomorphic to \( \mathbb{R}_+ \times \mathbb{R}^{n-1} \), cf. equation (2.90). Hence we do not need to study these cases any further. Next we need to consider the possible cases with \( \dim \ker \lambda|_{r=R} > 0 \). We will as before assume without loss of generality \( q_1 \geq \ldots \geq q_{n-1} \). Suppose first that \( \frac{1}{R} > q_1 \) and \( \dim \ker \lambda|_{r=R} = 1 \). We have seen that these cases have precisely the requirement (2.95) and the possible limit geometries arising are given by (2.170). For our current question it suffices again to show that each of the initial CCPSR manifolds in these cases are singular at infinity. To do so we will use equation (2.134). We now restrict \( P_3 \) as in (2.67) to the plane spanned by the Euclidean unit vectors
\[
\left\| \frac{1}{1-qR} \right\|^{-1} \frac{1}{1-qR} \gamma, \quad \partial_w,
\]
and define
\[
\widetilde{P}_3((\frac{t}{s})) := P_3 \left( t \left\| \frac{1}{1-qR} \right\|^{-1} \frac{1}{1-qR} \gamma + s\partial_w \right).
\]
Before further studying \( \widetilde{P}_3((\frac{t}{s})) \), recall equation (2.123) and observe that \( K > 0 \) by \( q < \frac{1}{R} \langle \cdot, \cdot \rangle \).

Setting \( J := \frac{1}{\sqrt{R}} \) and using \( a = \frac{R^2 - 1}{R^2} \), we find
\[
\widetilde{P}_3((\frac{t}{s})) = t^3 \frac{J(2^3 - 3)}{3\sqrt{3}} + t^2 s \frac{-J^2 + 1}{R} + t s \frac{J(3 - R^2)}{\sqrt{3}R^2} + s^3 \frac{R^2 - 1}{R^3}.
\]

Next, similar to the 2-dimensional case, we rotate the coordinates \((\frac{t}{s})\) with \( M(f) \) as in equation (3.1) and obtain for \( f = \frac{\sqrt{3}}{JR} \)
\[
\widetilde{P}_3((\frac{t}{s})) := \left( M(f)^* \widetilde{P}_3 \right)((\frac{t}{s})) = t^2 \frac{\sqrt{3} + J^2 R^2}{\sqrt{3}R} + s^3 \frac{(-3 + 3R^2 - J^2 R^2)\sqrt{3} + J^2 R^2}{3\sqrt{3}R^3}.
\]

The next step is solving \( d\widetilde{P}_3 - \frac{2}{\sqrt{3}}(t \, dt + s \, ds) \). We obtain the set of nonzero solutions
\[
(t, s) \in \left\{ \left( 0, \frac{2R^3}{(-3 + 3R^2 - J^2 R^2)\sqrt{3} + J^2 R^2} \right), \left( \pm \frac{\sqrt{3} + R^2(-1 + J^2)}{\sqrt{3} + J^2 R^2}, \frac{R}{\sqrt{3} + J^2 R^2} \right) \right\}.
\]

It is now straightforward to check that the second two solutions have in fact Euclidean norm 1 and are furthermore well defined for all \( R \in \left( \frac{\sqrt{3}}{JR}, \sqrt{3} \right) \) and all \( J > 0 \). Hence, the initial CCPSR manifold in standard form is, as claimed, singular at infinity and, hence, of non-regular boundary behaviour. Note that the above result yields more, namely boundaries for \( J \) and, hence, \( K \). The initial CCPSR manifold being closed implies that the first solution in (3.5) must have Euclidean norm at least 1. With \( J > 0 \) one can show that this holds if and only if
\[
J \in \left( 0, \frac{\sqrt{4R^2 - 3}}{R} \right] \iff K \in \left[ \frac{R^2}{4R^2 - 3}, \infty \right) .
\]
allowing us to obtain a lower bound for $K$ imposed by the initial connected PSR manifold being closed. The extremal case $K = \frac{R_0^2}{R^2 - 3}$ corresponds to an additional ray in the boundary of the cone of the initial CCPSR manifold along which it is singular at infinity.

It remains to deal with the cases $\dim \ker \lambda|_{r=R} > 0$ and $q_1 = \frac{1}{\sqrt{R}}$, where we again assume $q_1 \geq \ldots \geq q_{n-1}$ since the possible limit polynomials (2.193), respectively (2.223), are possibly not equivalent to (3.2). In all of these cases we have shown that the $P_3$-term of the defining polynomial of the initial CCPSR manifold in standard form is of the form (2.184). Assume that $R = q_1 = \ldots = q_m > q_{m+1}$ for some $1 \leq m \leq n-1$ and $\dim \ker \lambda|_{r=R} = m$ or $\dim \ker \lambda|_{r=R} = m + 1$. There is no need to differentiate between the possible two options for the dimensions of $\ker \lambda|_{r=R}$ as the proofs are completely analogous. After restricting $P_3 \left( \left( \begin{array}{c} 3 \\ u \\ w \end{array} \right) \right)$ as in (2.184) to the $(m + 1)$-dimensional linear subspace $\{u = 0\} \subset \mathbb{R}^m \times \mathbb{R}^{n-1-m} \times \mathbb{R}$, it follows with equation (2.172) as for the 2-dimensional case that

$$\max_{\{(s, s + w^2) = 1\}} P_3 \left( \left( \begin{array}{c} 3 \\ u \\ w \end{array} \right) \right) = \frac{2}{3\sqrt{3}},$$

cf. (3.3) and (3.4). Alternatively and more explicitly see equation (2.185) and the comment afterwards. Hence, the initial CCPSR manifold in standard form is singular at infinity and thus of non-regular boundary behaviour. This finishes the proof of Theorem 1.15.

4 Further applications and outlook

In the following we will discuss some applications of our results and give an outline of what can and should be subject of future studies.

Remark 4.1. One thing we have not yet answered is what the number $m \in \{0, \ldots, n-1\}$ in Thm. 1.11 (iii) corresponds to. The answer depends on the value of $R$, that is if $R = \sqrt{3}$ or $R < \sqrt{3}$, where $R$ is the smallest positive zero of $\beta (2.1)$. If $R < \sqrt{3}$, we find that $m = \dim \ker \lambda|_{r=R}$, cf. equation (2.75). We might interpret this heuristically as follows: The more $-\partial^2 h$ degenerates when we move to the boundary of the cone spanned by the initial CCPSR manifold, the more the limit geometry is different from the only possible limit geometry for CCPSR manifold with regular boundary behaviour, cf. Theorem 1.15, if said infinity does not correspond to a direction with $R = \sqrt{3}$. In the case $R = \sqrt{3}$, that is when we move towards infinity that is non-regular in the boundary behaviour sense, the situation is exactly the opposite. We find that by analysing equations (2.246), (2.247), and (2.248) that the more $-\partial^2 h$ degenerates when we move to the boundary of the cone spanned by the initial CCPSR manifold in the sense of increasing $\dim \ker \lambda|_{r=R}$, the closer our limit geometry is to $\mathbb{R}_{>0} \times \mathbb{R}^{n-1}$. In that case, the integer $m$ in Thm. 1.11 (iii) fulfils $m = n - 1 - \dim \ker \lambda|_{r=R}$. Note that the two formulas for $m$ are consistent with the 2-dimensional case.

One application of our results lies in quaternionic Kähler geometry via the so-called r- and c-map constructions from supergravity theory [ACD, F, DV]. The r-map is a construction that takes a CCPSR manifold $\mathcal{H}$ of dimension $n$ and yields a projective special Kähler manifold $M$ of real dimension $2n + 2$. The supergravity c-map takes a connected projective special Kähler manifold $M$ of real dimension $2n + 2$ and yields a quaternionic Kähler manifold of negative scalar curvature of real dimension $4n + 8$. It has been shown in [CHM] that these construction preserve geodesic completeness, and they were used in [CDL] to construct an example of a complete non-compact locally inhomogeneous quaternionic Kähler manifold of negative scalar curvature of dimension $4n + 8$ for all $n \geq 3$, corresponding to the $q := c \circ r$-map image of the CCPSR manifold in standard form $\mathcal{H} \subset \{h = x^3 - x(y, y) = 1\}$. In [CHM] it was shown that each initial CCPSR manifold $\mathcal{H}$ admits a totally geodesic embedding in its r- and also q-map.
image. Since the q-map image is on the level of pseudo-Riemannian fibre bundles a principle fibre bundle over the CCPSR manifold, it makes sense to lift our construction of limit geometries to r- and q-map images. For the example constructed in CDJL, this means by Theorem 1.15 the quaternionic Kähler manifold \( q(\mathfrak{H}) \) behaves in the limit of curves leaving every compact subset of the totally geodesically embedded CCPSR manifold with regular boundary behaviour \( \mathfrak{H} \) like a symmetric quaternionic Kähler manifold, cf. [C, DV], in the sense that its metric tensor converges in the same vein as in Proposition 1.5. In general it is very difficult to determine if a quaternionic Kähler manifold in the image of the q-map is locally inhomogeneous. Our results might be used as follows in future studies. If one can find a closed formula of the Kretschmann scalar of q-map images of \( \mathfrak{H} \subset \{ h = 1 \} \), \( \mathfrak{H} \) as in Thm. 1.11 (iii), at the point corresponding to \( (\tilde{f}, \tilde{h}) = (h, 1) \in \mathfrak{H} \) with the help of the recent results in CST, and show that these necessarily differ for different values of e.g. \( m \) in said formula, one only had to show that the initial CCPSR manifold has different limit geometries yielding different values for the Kretschmann scalar with the help of the determined formula. This endeavour might prove to be very technical, but once completed should easily yield many new examples of non-compact locally inhomogeneous quaternionic Kähler manifolds of negative scalar curvature.

Another open problem related purely to limit geometry of CCPSR manifolds is the following.

**Open problem 4.2.** Classify all polynomials \( \tilde{h} \) of the form Thm. 1.11 (iii) up to equivalence.

Solving the above is probably very difficult. By [L2, Prop. 4.6] these polynomials include standard forms for all homogeneous spaces. It might be a more realistic ansatz to try solving the following problem.

**Open problem 4.3.** Determine all polynomials \( \tilde{h} \) of the form Thm. 1.11 (iii) with corresponding CCPSR manifold in standard form being a homogeneous space.

Note that homogeneous CCPSR manifolds have been classified, although not in our standard form, in [DV], so that reference will most likely prove to be very useful to solve the above problem.

In Corollary 1.16 we have seen that the quotient topology of the moduli space of CCPSR manifolds, respectively their defining polynomials, is not Hausdorff. We have shown that a certain class corresponding to the homogeneous space \( \mathbb{R}_{>0} \times \mathbb{R}^{n-1} \) can not be separated via disjoint open sets from any class corresponding to CCPSR manifolds with regular boundary behaviour. A natural question one should ask is as follows.

**Open problem 4.4.** How many distinct points in the moduli space of CCPSR manifolds equipped with the quotient topology that can be separated by disjoint open sets are there, depending on the dimension of the manifolds?

Another question that we have not dealt with yet is possible limit geometries of incomplete maximal connected PSR manifolds. For example the maximal connected PSR curve in standard form \( \mathfrak{H} \subset \{ h = x^3 - xy^2 + y^3 = 1 \} \) has in our sense one direction, that is the negative \( y \)-direction, in which it makes sense to say that its limit geometry is well defined and given by the CCPSR curve in standard form \( \mathfrak{H} \subset \{ \tilde{h} = x^3 - xy^2 + \frac{2}{3\sqrt{3}} y^3 = 1 \} \). This can be easily checked. However, in the positive \( y \)-direction, it does not make sense to define a limit geometry since one can show that \( \mathfrak{H} \) is equivalent to the maximal connected PSR curve in standard form contained in the level set \( \{ \tilde{h} = x^3 - xy^2 + cy^4 = 1 \} \) for all \( c > \frac{2}{3\sqrt{3}} \). A reasonable problem to approach would be the following.

**Open problem 4.5.** Prove that a maximal incomplete connected PSR manifold in standard form \( \mathfrak{H} \subset \{ h = 1 \} \) has a CCPSR manifold in standard form \( \mathfrak{H} \subset \{ \tilde{h} = 1 \} \) as a limit geometry.
in the sense that there exists a curve $\gamma : [0, 1) \to \mathcal{H}$ along which $h|_t$ analogous to equation (1.9) converges to $\mathcal{H}$ as $t \to 1$, if and only if

$$\{\mathbb{R}_{>0} : \mathcal{H}\} \not\subset \{h > 0\}.$$ 

The above equation means that we can find a convergent sequence with non-zero limit of points in the cone spanned by $\mathcal{H}$, such that its limit is contained in $\{h = 0\}$.

A counterexample to the existence to a sequence as in Open problem 4.5 in any dimension $n \geq 2$ is the maximal connected incomplete CCPSR manifold in standard form corresponding to

$$h = x^3 - x\langle y, y \rangle + r \left( -\frac{2}{\sqrt{3}}(y_1^2 + \cdots y_{n-1}^2)y_n^2 + \frac{2}{3\sqrt{3}}y_n^3 \right)$$

for any $r > 1$. For $r = 1$, the corresponding maximal connected PSR manifold in standard form is in fact a homogeneous space. We leave it as an exercise for the reader to verify the latter two claims.

The concept of limit geometry can be readily generalised to so-called CCGPSR (short for closed connected generalised projective special real) manifolds introduced in [L1]. These manifolds correspond to higher homogeneity degrees of the defining polynomial. An open and probably extremely difficult problem is the generalisation of our results to quartic CCGPSR manifolds $\mathcal{H} \subset \{h = 1\}$, that is the connected components of level sets in quartic homogeneous polynomials of the form

$$h = x^4 - x^2\langle y, y \rangle + xP_3(y) + P_4(y), \quad \left( \frac{x}{y} \right) = \left( \frac{1}{y} \right) \in \mathcal{H},$$

such that $\mathcal{H}$ consists only of hyperbolic points of $h$. Even for quartic CCGPSR curves, which have been classified in [L1, Thm. 7.2], this is a highly non-trivial problem. In [L3, Prop. 4.4] we found a complete solution that also includes maximal incomplete connected quartic GPSR curves, which have been classified in that work as well, cf. [L3, Thm. 3.2]. However, once successful, it might be useful in proving the still open question whether or not quartic CCGPSR manifolds are automatically geodesically complete.

Lastly, we ask the following question which relates our results to the theory of the Kähler-Ricci flow of compact Kähler 3-folds and is probably a good place to start studying a likely and useful relation.

**Open problem 4.6.** Find an explicit example of a compact Kähler 3-fold $X$ with $c_1(X) \neq 0$, such that the PSR manifold $\mathcal{H}$ defined by $\{h = 1\} \cap \mathcal{K}$, where $h$ is defined as in equation (1.6) and $\mathcal{K}$ is the Kähler cone of $X$, is closed and connected and has regular boundary behaviour. Describe the limit of the volume preserving Kähler-Ricci flow, or the inverse flow, starting with an initial value such that the solution curve on the level of classes leaves every compact subset of $\mathcal{H}$.

The above does not define what limit should mean in this context. A possible answer to this might be a certain type of degeneration of the Kähler form, the complex structure, or a topological degeneration of $X$ in a meaningful sense. This is a difficult problem but we expect useful and interesting results, in particular for the theory of time-incomplete Kähler-Ricci flow.
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