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There exist many problems regarding process control in the process industry since some of the important variables cannot be measured online. This problem can be significantly solved by estimating these difficult-to-measure process variables. In doing so, the estimator is in fact an appropriate mathematical model of the process which, based on information about easy-to-measure process variables, estimates the current value of the difficult-to-measure variable. Since processes are usually time-varying, the precision of the estimation based on the process model which is built on old data is decreasing over time. To avoid estimator accuracy degradation, model parameters should be continuously updated in order to track process behavior. There are a couple of methods available for updating model parameters depending on the type of process model. In this paper, PLSR process model is chosen as the basis of the difficult-to-measure process variable estimator while its parameters are updated in several ways – by the moving window method, recursive NIPALS algorithm, recursive kernel algorithm and Just-in-Time learning algorithm. Properties of these adaptive methods are explored on a simulated example. Additionally, the methods are analyzed in terms of computational load and memory requirements.
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1 INTRODUCTION

Some of the problems regarding efficient process control come from the fact that some of the important process variables cannot be measured online (so-called difficult-to-measure process variables – DTM variables) [1]. If a process variable cannot be measured, its estimation is an alternative procedure. The estimation is based on other process variables that are measured by sensors in the plant (so-called easy-to-measure variables - ETM variables) which are in correlation with the DTM variable and on a mathematical model of the process [1–3].

The estimator is in fact an appropriate mathematical model of the process. In practice, the model is usually not available. The most economic way to build a process model is to use measured data which can be taken from the plant database. Various statistical methods and/or computational learning methods can be used in model developing [3–5].

Process model building based on plant data is a challenging task because plant data are usually of low infor-
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maturity. The measured data contain a great number of samples which are “information poor” due to the presence of different errors such as measurement noise, missing values and outliers [6]. Apart from that, all possible working conditions of the process are generally not available (e.g. not recorded in the database). Additionally, the relationship between variables can change over time due to different external influences or process changes so the data from the process database are not relevant anymore (so-called historical data). Therefore, only the most recent data represent the true state of the process and should be used for offline modeling procedure [3].

Since the measured plant data are usually of low quality, data preprocessing is of great importance in process model building [6, 7]. The estimation of DTM variable is usually performed on a large number of ETM variables which results in high dimensional and highly correlated input space for the modeling procedure. Because of that, models with two levels of projection are generally used [8].

After the model has been developed, the estimator of the DTM variable can be implemented in the plant Supervisory Control and Data Acquisition (SCADA) system. Such a computer program is usually called a soft-sensor since it substitutes some physical sensor/procedure by a software routine. In this paper terms soft-sensor and DTM variable estimator are interchanged, although soft-sensor can also be a back-up sensor for a hardware sensor. Samples of the ETM variables are continuously fed into the estimator during online operation of the estimator. Since it is possible that samples contain different errors, samples must be checked online and preprocessed before estimation procedure is performed in order to achieve an accurate estimation of the DTM variable [9, 10].

As already mentioned, industrial processes exhibit some kind of time-varying behavior and it is necessary to ensure that the soft-sensor retains its estimation precision during online operation. To avoid degradation of estimator precision, adaptive models (adaptive soft sensors) are used. The process model that is built offline serves only as an initial process model whose parameters are updated during process operation (online) in order to track process time-varying behavior. In that way, the model can describe current process input-output relationship constantly during the long time period of soft-sensor exploitation [9]. Therefore, this paper deals with the properties of different adaptive model building approaches which are especially important for plant soft-sensor implementation.

The paper is organized as follows. Section 2 describes the basics of process modeling and process model adaptation. Methods for the model adaptation of the PLSR model are described in Section 3 in more details. These adaptive methods are applied to a chosen example in Section 4, followed by the numerical results and accompanying discussion. Section 5 provides a summary and conclusion of this paper.

2 ADAPTIVE ESTIMATOR

Initial methods that were used for DTM variable estimator development can be found in the field of multivariate statistical analysis. Rapid expansion of artificial neural networks and other intelligent methods led to the expansion of different hybrid methods [3–5]. Estimators based on these (static) models usually have fixed parameters. This property causes slow degradation of soft-sensor performance during a longer period of time. Apart from temporal process changes, a reason for estimator imprecision can be low informativity of the (initial) data set that is used in offline process model building. The initial data set can contain a lot of different errors and disturbances or it does not contain all possible working regimes of the process that can appear later in soft-sensor exploitation.

These issues can be (partially) solved with the use of the adaptive estimator in which parameters are updated (re-calculated) during online estimator operation. This was recognized by different authors [11–16] but there are still some unaddressed issues in soft-sensor development and maintenance [3].

2.1 Model Structuring

Data based modeling is in fact a search for the function \( f_m(x) \) (i.e. process model) that approximates the unknown natural functional dependence between process input-output variables. This procedure involves different steps (see [1, 3, 4]) and it is often performed in several iterations.

An important step of the modeling procedure is model structuring. Optimal model structure is usually unknown due to the lack of process knowledge. Therefore, the general model structure is used [8]:

\[
\hat{y} = f_m(x, \Theta) = \sum_{k=1}^{K} \nu_k(x, \Theta), \tag{1}
\]

where \( x \) stands for the input variables vector, \( \Theta \) is the vector of parameters of the \( k \)-th basis function \( \nu_k \), \( K \) is the number of basis functions and is the model output (estimated value of the DTM process variable). This general structure can approximate any continuous function with a superposition of a finite number of basic nonlinear continuous functions. The optimal dimension of the model (number of basis function \( K \)) and parameters \( \Theta \) should be estimated from the available data [17, 18].

In prediction model building, the parameters are usually determined by regression in which all model parameters are estimated based on minimization of the output
error of approximation. However, this approach generally fails when plant data are available for modeling due to low plant data informativity as already stated in Section 1 [4]. Additionally, to ensure necessary robustness of the soft-sensor, a great number of ETM variables are used in modeling which results in a high dimensional and highly correlated input space [17].

To obtain a process model under these undesirable circumstances, methods based on the input space projection into a latent subspace should be used [8, 17]. The related model is a composition of two functions and can be presented with:

\[ \hat{y} = f_m(x, \Theta) = f_r(\varphi_j(x, \alpha_j); \beta), \quad j = 1, 2, \ldots, J, \]

where \( \varphi(\cdot) \) is the input space into latent space projection function, \( f_r(\cdot) \) is the latent space into output space projection function and \( J \) is the dimension of input space projection (i.e. number of latent variables). The vector of model parameters \( \Theta \) is in this case divided into the input projection vectors \( \alpha_j \) and the vector of regression parameters \( \beta \). Apart from the selection of appropriate functions, this model structure requires the definition of two separate criteria for parameter estimation [17]. There are a number of different linear or nonlinear methods available for model building which differ in the selected functions and criteria that are used in the model (2) [4, 17].

As stated before, model adaptation is necessary to ensure long-term soft-sensor accuracy. Linear models are usually used for the purpose of adaptive soft-sensor development due to two main reasons:

- online model parameter updating usually provides satisfactory description of the nonlinear processes even when linear models are used,
- it is much easier to estimate the parameters of linear models than nonlinear models in online operation, especially if recursive techniques are applied.

The linear model, based on the input space projection, is a special case of (2) and can be presented as:

\[ \hat{y} = \sum_{j=1}^{J} \beta_j z_j = \sum_{j=1}^{J} \beta_j \sum_{i=1}^{m} \alpha_{ij} x_i, \]

or in matrix form:

\[ \hat{y} = z \beta = x A \beta, \]

where \( m \) is the number of ETM variables, \( x = [x_1, \ldots, x_m] \) is a sample of ETM variables, \( z^{[k]} \) is the vector of latent variables, \( A^{[m \times J]} \) is the projection matrix that contains the column vectors \( \alpha_j \) and \( \beta^{[1 \times J]} \) is the vector of regression coefficients. Since both parts of the model (2) are linear in nature, this two-level model can be presented as a one-level model in a way such that the parameters \( \alpha \) and \( \beta \) are combined into a single vector of parameters \( b^{[m \times 1]} \):

\[ \hat{y} = xb. \]

This model form is more suitable for online implementation.

Linear methods for process modeling with input space projection are based on methods developed in the field of multivariate statistical analysis, such as Principal Component Analysis (PCA), Partial Least Squares (PLS) and Continuum Regression (CR) [17]. The prediction capabilities of the built model are very important in soft-sensor development. Generally speaking, models based on the PCA method have lower prediction capabilities than PLS and CR based models [8]. Although CR models usually outperform PLS based models, PLS based models are predominant in practical applications due to difficult parameter estimation of the CR method. Apart from that, the recursive CR method has not yet been developed. Thus, PLS based models can be regarded as the referent models for adaptive estimator development. Details about parameter estimation of PLS based models are presented in Section 3.

### 2.2 Model Adaptation

Adaptive models are models which posses the ability to automatically change its properties during online operation [9]. To perform model adaptation, the model has to be extended with a mechanism that performs model changing according to the selected criteria and current state of the process. Samples of input and output variables that are acquired during online operation give information about the current state of the process. Generally, model adaptation is performed through model parameters update or through model structure and parameters change. In practice, only model parameters are usually updated starting from parameters estimated on the initial data set (i.e. in offline phase of model building). However, when only model parameters are updated it is assumed that the model structure is correctly selected, i.e. it is capable enough to describe the process in all possible working conditions. Thus, model structuring should be carefully performed during (offline) initial model building.

For online model parameter updating, different criteria and techniques are used. In general, an adaptive procedure can be presented as a function \( g(\cdot) \) which adapts the model \( f_m(\cdot) \) during online operation [9]:

\[ f_{m,k}(\Theta_k) = g(f_{m,k-1}(\Theta_{k-1}), D_k), \]

where \( k \) refers to the current step of model adaptation. Adaptation is based on the model that was derived in the
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In principle, batch techniques (that are used in offline model building) can be used for model adaptation such that the model is recalculated from scratch after each new sample is acquired. In that case, the adaptation function has only the input $D_k$. Because the data set used for model parameter estimation $D_k$ is continuously increasing, this approach is impractical for online use. In addition, the influence of the online acquired samples is continuously decreasing so the model is not adapting to the current state of the process.

In order to avoid the aforementioned drawbacks, and to still implement batch techniques in adaptive model building, the moving window method emerged [9]. Model parameter estimation is performed only on a limited number of samples defined by the window size $W$:

$$D_k = \{ [x_{k+1-W}, \ldots, x_k], [y_{k+1-W}, \ldots, y_k] \},$$

where $x_k$ and $y_k$ are the last acquired sample of ETM and DTM variables (see Fig. 1). As the new samples are acquired and added to the window, the oldest are removed from the window. The size of the window $W$ determines the number of the most recent complete input-output samples that are used in adaptation, i.e. the speed of adaptation. The moving window method applied to PLSR model is discussed in Section 3.2 in more details.

Recursive techniques use the model calculated in the previous step of adaptation $f_{m,k-1}(\cdot)$ and the new data available from that point in time $D_k$ (only one complete sample $\{x_{\tau}, y_{\tau}\}$ in the case of sample-wise adaptation) [9]. A forgetting factor is usually used to downweight the previous model. It defines distribution between learning of new information and forgetting the old information, similarly to the window size in moving window method.

The window size in a moving window approach and the forgetting factor in recursive techniques are usually determined in the offline phase of model building. Although the size of the window and the forgetting factor value can be changed during online operation to obtain a more accurate soft-sensor [9, 13], this is rarely found in practice.

### 2.3 Additional Tasks in Estimator Implementation

After the estimator has been developed its performance should be monitored. When the need for adaptation is detected, an adaptation procedure should be triggered. This can be accomplished by comparing the estimator output with the results of laboratory analysis, or in the case when soft-sensor works as a back-up sensor, with the values obtained by a hardware sensor. Therefore, laboratory analysis cannot be completely dismissed but its frequency could be reduced drastically and consequently reducing the cost of the laboratory analysis.

Practically, model adaptation is usually performed at regular intervals, so there is no need for some special monitoring procedure. However, adaptation must be performed on reliable samples, i.e. erroneous samples must be detected and discarded to prevent the estimator from adapting to disturbances. Therefore, quality preprocessing of the incoming data is very important in the adaptation procedure [10]. Due to the long duration of laboratory analysis, ETM variables can be additionally preprocessed when used for model adaptation, in comparison to the situation when they are used for DTM variable estimation (see Fig. 2).

![Fig. 1. Moving window method](image1)

![Fig. 2. Principal schema of adaptive estimator with data preprocessing](image2)
3 METHODS FOR MODEL ADAPTATION

In the last few years an increased use of different intelligent methods can be noticed, such as Neuro-Fuzzy methods and other hybrid methods in soft sensor development [3, 4]. Nevertheless, PLS based soft sensors are still very common in practical use [22–25], due to its simplicity and clear mathematical background. In this paper, PLS method is the basis for adaptive model building.

3.1 PLSR Model

As already mentioned in Section 2.1, models with two levels of projection can give desired estimator accuracy even if plant data are used for process modeling and when the DTM variable is estimated from a great number of ETM variables. In a single output PLSR model, linear regression is performed on the latent variables obtained by linear input space projection in the directions obtained by PLS method. More precisely, the directions of projection $\alpha$ are obtained by maximizing the following criterion [8, 26]:

$$\max_{\alpha_j} [\text{corr}^2(y, X\alpha_j) \text{var}(X\alpha_j)], \quad (8)$$

where $X_{n \times m}$ and $y_{n \times 1}$ are available data containing $n$ complete input-output samples for modeling. The parameters $\beta$ of the regression part of the model are obtained by minimizing criterion:

$$\max_{\beta} \|y - \hat{y}\|^2. \quad (9)$$

Solutions of the optimization problem (8) are in fact eigenvectors of the matrix $(X^T y)^T (X^T y)$, so the directions of projection can be found by solving the eigenvalue problem. The most popular algorithms for calculating directions of projection are the Nonlinear Iterative Partial Least Squares (NIPALS) algorithm [27] and kernel algorithm [28].

The general PLS algorithm is based on the decomposition of the predictor matrix $X_{n \times m}$ (ETM variables) and the response matrix $Y_{n \times p}$ (DTM variables) into sums of rank one component matrices [26, 27]:

$$X = \sum_{j=1}^{J} t_j p_j^T + E = TP^T + E, \quad (10)$$

$$Y = \sum_{j=1}^{J} u_j q_j^T + F = UQ^T + F, \quad (11)$$

where $t_{n \times 1}$ and $u_{n \times 1}$ are latent score vectors, $p_{m \times 1}$ and $q_{p \times 1}$ are corresponding loading vectors, $E_{n \times m}$ and $F_{n \times p}$ are the input and output residual matrices and $J$ is number of latent variables. This decomposition can be obtained by the following steps [13]:

1. scale matrices $X$ and $Y$ such that columns have zero mean and unit variance, set $j = 1$,
2. compute the following quantities: $w_j$, $t_j$, $q_j$ and $p_j$ using either NIPALS or kernel algorithm,
3. deflate $X$ and $Y$ by subtracting the computed latent vectors from them:

$$X_{j+1} = X_j - t_j p_j^T, \quad (12)$$

$$Y_{j+1} = Y_j - t_j q_j^T, \quad (13)$$

4. increase $j$ by 1 and go to step 2 to compute the next latent vector.

Vectors $w_j$ are loading weights which provide orthogonal $t_j$ scores [26]. Model prediction for the new sample $x_{1 \times m}$ is given by:

$$\hat{Y} = xB_{PLS} = xW (P^T W)^{-1} BQ^T, \quad (14)$$

where $B_{PLS}$ is the regression matrix relating input and output, $W$, $P$ and $Q$ are the matrices containing vectors $w$, $p$ and $q$, and $B$ is the matrix of regression coefficients regarding $T$ and $U$:

$$U = TB. \quad (15)$$

The single output PLSR model is usually used in soft-sensor development. In terms of model with the two levels of projection (2), the PLSR model is used in the following form when estimation of DTM variable based on sample of ETM variable $x = [x_1, \ldots, x_m]$ is needed:

$$\hat{Y} = z\beta = xA_{PLS} \beta = xb_{PLS}, \quad (16)$$

where $A_{PLS}^{mxj}$ is the projection matrix and $b_{PLS}^{nx1}$ are the overall model parameters in terms of the PLS criterion. Similarly to (14), the projection matrix $A_{PLS}$ is obtained as $W (P^T W)^{-1}$. Projection to the latent subspace is obtained as:

$$Z = XA_{PLS}, \quad (17)$$

while the coefficients of the regression part of the model (16) are obtained from the latent variable matrix $Z$ according to the following equation:

$$\beta = (Z^T Z)^{-1} Z^T y. \quad (18)$$

It is especially important that the ETM variables as well as the number of latent variables $J$ are correctly selected during offline modeling procedure to ensure that the model can describe process input-output relationship satisfactorily. The model structure is usually not changed during online operation, i.e. only model parameters are updated.

An important issue in model building is data standardization which has to be performed before model parameter estimation/updating. It corresponds to data centering
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and scaling to the unit variance [13–15]. The data matrix $X_0^{nxm}$, which is used for initial model building, is standardized according to the following equation:

$$X = (X_0 - 1_n X^T) \Sigma^{-1},$$  \hspace{1cm} (19)$$

where $X$ is standardized matrix, $1_n = [1, 1, \ldots, 1]^T$ is a vector of length $n$, $x = [x_1, \ldots, x_m]^T$ is a vector of mean values for each column in $X_0$ and $\Sigma = \text{diag}\{\sigma_1, \ldots, \sigma_m\}$ is a diagonal matrix with the standard deviations of each column in $X_0$. The vector $y_0$ can be standardized in a similar way.

3.2 Moving Window Method

One of the simplest approaches for model adaptation is moving window method which is often called quasi-recessive technique. As the new samples are acquired, the window slides along the data so that newest samples are included and the oldest are excluded from the model (see for example [24]). Model parameters can be recalculated with every new sample that is acquired (sample wise) or after a certain number of data is acquired (block wise). This adaptive mechanism can be easily and directly applied to the PLSR model type.

Since process variables can change significantly over a long time period, it is necessary to recursively update mean values and standard deviations of variables used in modeling and prediction as the new samples are acquired [9, 15]:

$$\bar{x}_k = \frac{N - 1}{N} \bar{x}_{k-1} + \frac{1}{N} x_k, \hspace{1cm} (20)$$

$$\sigma^2_{i,k} = \frac{N - 2}{N - 1} \sigma^2_{i,k-1} + \frac{1}{N - 1} (x_{i,k} - \bar{x}_{i,k})^2, \hspace{1cm} (21)$$

where $k$ is step of updating, $\sigma_{i,k}$ and $\bar{x}_{i,k}$ are the standard deviation and mean value of $i$-th variable in the $k$-th step and $N = W$ is the number of samples in the window. Another approach is to calculate the mean values and standard deviations with every model update from the data inside window.

The advantage of the moving window method lies in the fact that methods for offline model building can be used, so it can easily be implemented. A drawback of the method is the appropriate selection of the window size. Window size defines speed of adaptation. The longer the window the old process data dominate while with a shorter window information about near past is dominant. Therefore, the current state of the process can be described if the model is estimated on a narrow window. However, data in a narrow window can sometimes insufficiently represent the state of the process (there are not enough samples or there are a lot of disturbances superimposed on the samples in a window). This can result in poor parameter estimation or model adaptation to some disturbing operating conditions. On the other hand, if the window is too long, the model will adapt slowly and will have a lower accuracy. Appropriate window selection, i.e. trade-off between forgetting of old information and learning of new information, is therefore very important in adaptive model building based on data. Another possible drawback of the moving window method is relatively high memory requirement if a long window is used.

3.3 Recursive NIPALS Algorithm

The first recursive partial least square (RPLS) algorithm was proposed in [11]. Improvements of this algorithm with some other extensions were reported in [14]. Recursive PLS algorithm consists of these steps:

1. Scale initial data matrices $X_0$ and $Y_0$ to zero mean and unit variance according to equation (19), set $k = 0$.
2. Derive PLS model by NIPALS algorithm: \{${X}_k, {Y}_k$\} $\rightarrow$ \{${T}_k, {W}_k, {P}_k, {B}_k, {Q}_k$\} and increase $k$ by one,;
3. When a new pair of data \{${x}, {y}$\} is available, scale it and formulate:

$$X_k = \begin{bmatrix} \lambda P_{k-1}^T \\ x \end{bmatrix}, \quad Y_k = \begin{bmatrix} \lambda B_{k-1} Q_{k-1}^T \\ y \end{bmatrix}, \hspace{1cm} (22)$$

4. return to step 2.

The forgetting factor $\lambda$ defines the strength of adaptation. A smaller $\lambda$ means faster adaptation to the new data. For $\lambda = 1$, new sample and old samples (old model) have the same influence on the resulting model. It also has to be pointed out that the number of latent variables that are used in the updating procedure must be equal or greater than the rank of matrix $X_k$. However, only the most important latent variables are used for prediction. Block-wise RPLS, derived in [14], builds a PLS model on the new block of data and then combines it with old PLS model. It is equal to the presented algorithm, only equation (22) is changed to:

$$X_k = \begin{bmatrix} \lambda P_{k-1}^T \\ P_k \end{bmatrix}, \quad Y_k = \begin{bmatrix} \lambda B_{k-1} Q_{k-1}^T \\ B_k Q_k \end{bmatrix}. \hspace{1cm} (23)$$

Equations (20) and (21) can be used for recursive online data scaling (in this case $N$ is the total number of data points). However, the influence of the new data points diminishes with increasing $N$, so exponentially weighted scaling can be used to track mean values and standard deviations of the data [15]:

$$\bar{x}_k = \lambda \bar{x}_{k-1} + (1 - \lambda) x_k, \hspace{1cm} (24)$$
\[ \sigma_{i,k}^2 = \lambda (\sigma_{i,k-1}^2 + (\pi_{i,k} - \pi_{i,k-1})^2) + (1 - \lambda) (x_{i,k} - \pi_{i,k})^2. \]  

\[ \text{(25)} \]

### 3.4 Recursive Kernel PLS Algorithm

Recursive exponentially weighted kernel PLS algorithm was proposed in [13]. Since the basis of this recursive algorithm is the kernel algorithm [28], covariance data matrices \( X^T X \) and \( X^T Y \) play a central role in the algorithm.

In [29], an improved kernel algorithm is proposed which consists of the following steps:

1. Calculate covariance matrices \( X^T X \) and \( X^T Y \), set \( j = 1 \),
2. Calculate \( Y^T X X^T Y \) as:
   \[ (Y^T X X^T Y)_j = (X^T Y)^T_j (X^T Y)_j, \]
   \[ \text{(26)} \]
3. Calculate vector \( q_j \) which corresponds to the largest eigenvalue of \( Y^T X X^T Y \) and after that \( w_j \) as:
   \[ w_j = X^T Y q_j, \quad w_j = \frac{w_j}{\|w_j\|}, \]
   \[ \text{(27)} \]
4. If \( j = 1 \) set \( r_1 = w_1 \), else calculate \( r_j \) as:
   \[ r_j = w_j - \sum_{i=1}^{j-1} p_i w_j r_i, \]
   \[ \text{(28)} \]
5. Calculate the score vector \( t_j \) and loadings vectors \( p_j \) and \( q_j \) of the input and output data as follows:
   \[ t_j = X r_j, \]
   \[ p_j^T = \frac{r_j^T (X^T X)}{r_j^T (X^T X) r_j}, \]
   \[ q_j^T = \frac{r_j^T (X^T Y)_j}{r_j^T (X^T X) r_j}, \]
   \[ \text{(30)} \]
6. Deflate the covariance matrix \( X^T Y \):
   \[ (X^T Y)_{j+1} = (X^T Y)_j - p_j q_j^T (t_j^T t_j), \]
   \[ \text{(32)} \]
7. Set \( j = j + 1 \) and go to step 2 while \( j < J \),
8. Calculate the overall model parameters as:
   \[ B_{\text{PLS}} = W (P^T W)^{-1} Q^T = R Q^T, \]
   \[ \text{(33)} \]
where \( W = [w_1, \ldots, w_d] \), \( P = [p_1, \ldots, p_d] \), \( Q = [q_1, \ldots, q_d] \) and \( R = [r_1, \ldots, r_d] \).

Generally, the kernel algorithm is many times faster than the NIPALS algorithm [13]. Since only the matrix \( X^T Y \) has to be deflated, the improved kernel algorithm is 2-5 times faster than the original kernel algorithm proposed in [28].

To make this algorithm recursive, the following update of the covariance matrices is proposed when new sample \( \{ x, y \} \) is available [13]:

\[ (X^T X)_k = \lambda (X^T X)_{k-1} + x^T x, \]
\[ (X^T Y)_k = \lambda (X^T Y)_{k-1} + x^T y, \]
\[ \text{(34)} \]

where \( \lambda \) is a forgetting factor just like in the recursive PLS proposed in [14]. In that way old data are exponentially discounted. Naturally, for \( \lambda = 1 \) there is no discounting of the past data.

Mean values and standard deviations of variables can be updated from the covariance matrix \( (X^T X)_k \) irrespective of whether a constant or variable forgetting factor is used [13].

### 3.5 Just-In-Time Learning

Just-In-Time Learning (JITL, also known as lazy learning or model on demand) can be used to develop adaptive process model [30–32]. In contrast to the "classical" adaptive modeling where the initial model is built offline and updated during online operation, in JITL the model is built from scratch whenever the estimation of DTM variable is needed. Such modeling can cope with nonlinear and time-varying behaviour successfully although simple linear models are used for describing process input-output relationship. JITL for soft-sensing consists of the following steps [30]:

1. If complete input-output sample is available, store it in the process database.
2. When prediction of the DTM variable based on input sample \( x_k \) is needed, process model is dynamically built from the similar samples \( \{ x_s, y_s \} \) stored in the database (see Fig. 3).
3. The constructed model is discarded after its use for the DTM variable estimation since it is only valid for the operating condition characterized by the current query.

Suppose that the database consists of the samples collected in the matrix \( X^{n \times m} \) and vector \( y^{n \times 1} \). When an estimation based on newly collected sample \( x_k \) is needed, the matrix \( X \) is searched for the samples \( x_i \) that are similar to the sample \( x_k \) according to the following measure [30]:

\[ s_i = \gamma \sqrt{e^{-d^2}} + (1 - \gamma) \cos \theta_i, \quad i = 1, \ldots, n, \]
\[ \text{(35)} \]
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Find similar samples

\[ y_k(x) = \hat{y} = \text{PLSR model} \]

Fig. 3. Just-in-time learning method for adaptive PLSR model building

where \( \gamma \) is a weight parameter, \( d_i \) is Euclidean distance between \( x_k \) and \( x_i \) and \( \cos \theta_i \) is the cosine of the angle between \( \Delta x_k = x_k - x_{k-1} \) and \( \Delta x_i = x_i - x_{i-1} \):

\[
d_i = \| x_k - x_i \|_2, \tag{36}
\]

\[
\cos \theta_i = \frac{\Delta x_k^T \Delta x_i}{\| \Delta x_k \|_2 \cdot \| \Delta x_i \|_2}. \tag{37}
\]

If \( \cos \theta_i \) is a negative number, the sample is discarded. Only the most relevant samples \( \{ x_i, y_i \} \) that correspond to the largest values of \( s_i \) are used for PLSR model building. The resulting model is called JIT-PLSR model.

JIT-PLSR model can have better prediction capabilities than recursive PLS, especially when there are abrupt changes in process characteristic. A potential drawback of this approach is large memory requirement. Besides that, since the model has to be built upon every query, online computational load becomes very large [32].

4 NUMERICAL RESULTS

The PLS method for process model building and different methods for model adaptation discussed in Section 3 were analyzed on a simulated example of the fluid storage process (see Fig. 4). This process is nonlinear with a number of (highly) correlated process variables. Different errors can be simulated which are usually found in real data sets, like sensors drifts, noise, outliers, missing values and so on. Apart from that, other different scenarios can be simulated, like sensors faults, operating point changes or other time-varying process behaviors [10]. Therefore, it is appropriate for adaptive estimator efficiency testing. The level of the fluid in the third tank (\( h_2 \)) is supposed to be a DTM process variable, i.e. its measurements are available with much lower frequency than other process variables. The flow rates \( q \) and positions \( x \) of the controlled valves are supposed to be ETM process variables, so a total of 13 ETM variables are available. During simulation, which covered a time period of 25 hours, variables were sampled every 6 seconds. However, every \( 50^{th} \) sample of DTM variable was used for model building/adaptation while the rest of DTM samples were used only for model testing. In order to achieve more realistic situation, noise and outliers were added to the flow measurements. Gaussian noise with zero mean and appropriate variance was superimposed to all flow measurements. Values of approximately 8% of randomly chosen samples were changed by adding/subtracting about 10% of the true value in order to simulate outlying observations which can appear in real measurements and can negatively affect modeling procedure. Operating point change was introduced at \( 5000^{th} \) sample by adding a slow ramp to the \( x_{11} \) variable in order to simulate non-stationary process behavior.

The first 4500 samples, which were used for initial process model building, were preprocessed offline by wavelet denoising [6]. Due to the lower sampling frequency of level \( h_2 \), only 90 complete input-output samples were available for offline process model building. The initial PLSR model was determined by kernel PLS algorithm (see Subsection 3.4). The rest of the data (10500 samples) were used for non-adaptive and adaptive process models testing. Models that serve as DTM estimators were tested in online manner, i.e. as the new samples of ETM variables were acquired, prediction of DTM variable were made and compared. If a complete input-output sample was available, adaptation procedure was triggered in the case of adaptive models. In all experiments the moving average filter was implemented for online data denoising of ETM variables [6, 10]. The number of latent variables in PLSR model was fixed to 6.
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4.1 Moving Window PLSR Model

The estimation result of the non-adaptive PLSR model is shown in Fig. 5 together with the true values of DTM variable. The estimation result of the adaptive PLSR model that was updated by moving window method (window covers 50 samples) using kernel PLS algorithm is shown in Fig. 6. It can be noticed that the estimation precision of the non-adaptive PLSR model is decreased after 5000th sample while adaptive PLSR model successfully tracks process changes. This is clearer in Fig. 7 where absolute error of the models estimation is shown.

![Fig. 5. DTM variable estimation by non-adaptive PLSR model](image1)

![Fig. 6. DTM variable estimation by moving window adaptive PLSR model](image2)

DTM variable that are not used in adaptation procedure. It can be noticed that adaptation with too wide a window (80 samples) causes slow model adaption and therefore a higher estimation error. On the other hand, too narrow a window (30 samples) causes quick adaptation but due to the limited number of samples and errors in samples, the model can have a higher estimation error than the model with a moderate window size (50 samples). Optimal window size selection depends on the properties of the modeled process. Hereby, process operator experience about process time-varying behavior can greatly help in the window size selection.

4.2 Recursive NIPALS Algorithm

Recursive NIPALS algorithm was implemented according to (22). DTM variable estimation and absolute error of the estimation are not showed since they are very similar to Fig. 6 and Fig. 7. Table 2 shows the mean squared error of PLSR models updated by recursive NIPALS algorithm with different forgetting factors. As stated before, the forgetting factor λ defines the strength of adaptation since it down weights the old model. It can be concluded that choosing the proper forgetting factor is crucial for the model estimation precision. Apart from that, the presented results in Table 2 show that recursive update of

| Model            | Window size | MSE       |
|------------------|-------------|-----------|
| adaptive PLSR    | 30          | 5.3905·10^{-4} |
| adaptive PLSR    | 50          | 4.8909·10^{-4} |
| adaptive PLSR    | 80          | 5.2155·10^{-4} |
| Non-adaptive PLSR| -           | 43.6791·10^{-4} |
the variables mean values according to (24) should be performed since smaller estimation error is achieved.

Table 2. Comparison of PLSR models updated by recursive NIPALS algorithm

| Forgetting factor $\lambda$ | Means update | MSE       |
|-----------------------------|--------------|-----------|
| 0.92                        | No           | $6.0150 \cdot 10^{-4}$ |
| 0.92                        | Yes          | $5.9200 \cdot 10^{-4}$ |
| 0.98                        | No           | $4.0759 \cdot 10^{-4}$ |
| 0.98                        | Yes          | $4.0031 \cdot 10^{-4}$ |
| 0.99                        | No           | $4.1137 \cdot 10^{-4}$ |
| 0.99                        | Yes          | $3.9885 \cdot 10^{-4}$ |

4.3 Recursive Kernel PLSR Model

Recursive exponentially weighted kernel PLS algorithm was implemented according to (24)-(34). Table 3 shows mean squared error of such adaptive PLSR models. According to Table 3, similar results to the recursive NIPALS PLSR models or moving window PLSR models were obtained. The forgetting factor $\lambda$ plays the same role as in recursive NIPALS algorithm although it weights data samples directly. Smaller forgetting factor means that model relies more on the new samples and quickly discards the old data. On the other hand, a bigger forgetting factor means that model discounts the old samples more slowly and for $\lambda = 1$ there is no discounting of the old samples. The optimal value of forgetting factor is different for different time-varying processes. Therefore, its role is similar to the size of window in moving window adaptation method. Variable means should be recursively updated since higher estimation precision is obtained.

Table 3. Comparison of recursive kernel PLSR models

| Forgetting factor $\lambda$ | Means update | MSE       |
|-----------------------------|--------------|-----------|
| 0.92                        | No           | $4.9058 \cdot 10^{-4}$ |
| 0.92                        | Yes          | $4.7868 \cdot 10^{-4}$ |
| 0.98                        | No           | $4.5478 \cdot 10^{-4}$ |
| 0.98                        | Yes          | $4.4339 \cdot 10^{-4}$ |
| 0.99                        | No           | $5.0668 \cdot 10^{-4}$ |
| 0.99                        | Yes          | $4.9415 \cdot 10^{-4}$ |

4.4 JIT-PLSR Model

JITL method was implemented according to the algorithm and equations presented in Section 3.5. Results of the JIT-PLSR model testing are presented in Table 4 for different number of samples that were used for local model building. It can be concluded that the number of samples which are used in local model building should be carefully chosen. The presented results are slightly worse than results obtained by moving window PLSR, recursive NIPALS PLSR or recursive kernel PLSR models (see Table 1, 2 and 3). This can be explained by the fact that some of the old samples can be involved in local modeling procedure although they do not represent the true state because the operating point is constantly changing in the test data. However, this model can be useful if abrupt changes are present in the data, such as change to some old process operating point which was already recorded in the process database.

Table 4. Comparison of JIT-PLSR models

| Number of samples | MSE       |
|-------------------|-----------|
| 30                | $7.2063 \cdot 10^{-4}$ |
| 60                | $6.0739 \cdot 10^{-4}$ |
| 80                | $6.1806 \cdot 10^{-4}$ |

4.5 Other Evaluation Aspects of Model Adaptation Methods

Although all adaptive models have similar prediction accuracy, they are very different with respect to computational load and memory requirements. This is very important from the practical point of view when the estimator is actually implemented in plant computer system. Table 5 shows time in seconds that was needed for model testing on a standard PC. Model testing includes data preprocessing, model adaptation and model prediction over available data.

Table 5. Duration of model testing in seconds

| Model                              | Time in seconds |
|------------------------------------|-----------------|
| Moving window PLSR model with window size 50 | 16.29           |
| Recursive NIPALS PLSR model         | 19.05           |
| Recursive kernel PLSR model         | 16.67           |
| JIT-PLSR model with number of samples equal to 60 | 35.08           |

Table 6. Memory requirements of different adaptive methods

| Adaptive model type | Memory requirements                       |
|---------------------|------------------------------------------|
| Moving window PLSR model | moderate (depends on window size)         |
| Rec. NIPALS PLSR model     | very low                                 |
| Rec. kernel PLSR model     | very low                                 |
| JIT-PLSR model           | high, constantly increasing as the new samples are acquired |

As expected, JIT-PLSR model has very high computational load since new local PLSR model has to be built.

1 Intel Celeron M 1.4 GHz, 2 GB of RAM with Matlab 7.1 SP3
with each acquired sample. Additionally, JIT-PLS modeling approach requires storing all acquired samples which means that the process database is continuously increasing and local model building is slowing down since a bigger and bigger process database has to be searched (see Table 6). Moving window PLSR model and recursive kernel PLSR model has similar time execution since the same kernel PLS algorithm is implemented. However, moving window approach requires last \( W \) samples to be stored (where \( W \) is window size) while recursive kernel PLS algorithm requires only covariance matrix \( M \times M \) to be stored. These characteristics of the adaptive methods should be taken into account when such estimators are implemented in process control equipment which can be quite computationally and memory limited.

5 CONCLUSION

Industrial processes exhibit some kind of time-varying behavior. Therefore, the estimation precision of estimators based on model with static parameters decreases during online operation. In order to avoid estimator precision degradation, an adaptation mechanism is usually implemented in online applications. This paper presents different adaptation methods which can be used for model adaptation. Adaptation methods are applied to the PLSR model and are evaluated on the data obtained by simulation. Results are compared and discussed in details. Guidelines for choosing the proper parameters of adaptation methods are also given. Apart from that, methods are analyzed in terms of computational load and memory requirements which are especially important when the estimator is implemented in the plant control equipment.

For the future work it would be interesting to see how the moving window and JITL method work with some other methods from machine learning field, such as Support Vector Regression. Additionally, the JITL method should be explored since its computational load can be decreased by storing already built local models.
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