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Abstract
In this paper, we introduce the notion of a complete hypertetrahedral arrangement \( \mathcal{A} \) in \( \mathbb{P}^n \). We address two basic problems. First, we describe the local freeness of \( \mathcal{A} \) in terms of smaller complete hypertetrahedral arrangements and graph theory properties, specializing the Mustaţă–Schenck criterion. As an application, we obtain that general complete hypertetrahedral arrangements are not locally free. In the second part of this paper, we bound the initial degree of the first syzygy module of the Jacobian ideal of \( \mathcal{A} \).
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1 Introduction

The study of the module $\text{Der}(-\log \mathcal{A})$ of logarithmic vector fields tangent to the reduced divisor $D_\mathcal{A}$ of a hyperplane arrangement $\mathcal{A} = \{H_1, \ldots, H_m\}$ began with Saito in [12] and Terao in [13]. Since then this topic has been further developed, as it can be seen in [1,2,4,5,9,10] or [14]. A great portion of these contributions seek to determine the algebraic structure of $\text{Der}(-\log \mathcal{A})$. This is equivalent to describe the first syzygy module $\text{syz}(J_\mathcal{A})$ of the Jacobian ideal $J_\mathcal{A}$ associated to a defining equation of $D_\mathcal{A}$. In this direction, many efforts have been focused on the freeness and local freeness of $\text{Der}(-\log \mathcal{A})$, and on the initial degree of $\text{syz}(J_\mathcal{A})$.

In this paper, we tackle these questions for a new family of hyperplane arrangements that we call hypertetrahedral. Denote by $e_0 = (1 : 0 : \ldots : 0)$, $e_n = (0 : 0 : \ldots : 0 : 1)$ the vertices of a $n$-dimensional simplex. A hypertetrahedral arrangement $\mathcal{A} \subset \mathbb{P}^n$ is a hyperplane arrangement consisting of hyperplanes passing through the $\binom{n+1}{2}$ linear subspaces $L_{i,j} \subset \mathbb{P}^n$ of codimension 2 defined by the vertices $e_0, \ldots, \hat{e}_i, \ldots, \hat{e}_j, \ldots, e_n$ with $i < j$. We say that $\mathcal{A}$ is complete if all coordinate hyperplanes belong to $\mathcal{A}$. We say that a hypertetrahedral arrangement is general if any intersection outside the $n$-simplex has minimal dimension. For $n = 2$, hypertetrahedral arrangements coincide with the family of triangular arrangements introduced in [9]. Graphic arrangements and the Fermat arrangement are other examples of hypertetrahedral arrangements.

In [12] it was proved that for any hyperplane arrangement $\mathcal{A}$, its module of derivations $\text{Der}(-\log \mathcal{A})$ is reflexive. This grants the freeness of hyperplane arrangements in $\mathbb{P}^1$, and the local freeness of line arrangements in $\mathbb{P}^2$. In general, locally free hyperplane arrangements were studied in [10], where the authors provided a nice characterization of them. We specialize this result to our family of hypertetrahedral arrangements. We obtain a local freeness criterion involving only smaller dimensional hypertetrahedral arrangements and graph theory properties. As a remarkable consequence of this result, we prove that complete general hypertetrahedral arrangements are not locally free. Our second goal is to study the generators of the first syzygy module $\text{syz}(J_\mathcal{A})$ of the Jacobian ideal associated to a hypertetrahedral arrangement. We provide upper and lower bounds for the initial degree of $\text{syz}(J_\mathcal{A})$, which are sharp for triangular arrangements. Moreover, the lower bound we give turns out to be sharp for large families of hypertetrahedral arrangements in any dimension.

Let us outline how this work is organized. Section 2 contains the basic definitions and results about hyperplane arrangements needed in the rest of this paper. The main body of this article is divided in the remaining two sections. In Sect. 3, we define hypertetrahedral arrangements and we study the local freeness of its module of derivations. Let $\mathcal{A} \subset \mathbb{P}^n$ be a complete hypertetrahedral arrangement with intersection lattice $L(\mathcal{A})$. We associate to any $X \in L(\mathcal{A})$ a graphic arrangement $\mathcal{A}_\Gamma_X$ and a smaller dimensional complete hypertetrahedral arrangement $\mathcal{A}_{W_X}$. The main result Theorem 3.8 proves that $\mathcal{A}$ is locally free at $X$ if and only if $\mathcal{A}_{W_X}$ is free and the graph $\Gamma_X$ is chordal. By means of this criterion, we prove that general complete hypertetrahedral arrangements are not locally free.

The last section is devoted to the generators of the first syzygy module $\text{syz}(J_\mathcal{A})$. We give lower and upper bounds for the initial degree of $\text{syz}(J_\mathcal{A})$ and we present families of hypertetrahedral arrangements reaching these bounds. The lower bound is found in Theorem 4.5, altogether with a set of linear equations describing the generators of $\text{syz}(J_\mathcal{A})$. In the last part of this section, we further develop these equations for triangular arrangements. In Theorem 4.10, we apply them to determine the initial degree for $\text{syz}(J_\mathcal{A})$ for any triangular arrangement.
2 Preliminaries

We fix $k$ an algebraically closed field of characteristic zero, $R = k[x_0, \ldots, x_n]$ and $\mathbb{P}^n = \text{Proj}(R)$. We set $e_i = (0 : \ldots : 1 : \ldots : 0)$ and $L_i$ the hyperplane defined by $x_i = 0$, for $0 \leq i \leq n$. For any homogeneous polynomial $f \in R_d$ of degree $d$, we denote by $J_f$ the Jacobian ideal generated by the partial derivatives $\partial_{x_j} f$ with respect to $x_j$, $j = 0, \ldots, n$. For any graded $R$-module $M$, we denote by $\text{ind}eg(M)$ the initial degree of $M$, that is, the minimum degree of a nonzero element in $M$. By $\text{Der}_R(R)$ we denote the free $R$-module of rank $n + 1$ generated by the partial derivatives $\partial_{x_i}, i = 0, \ldots, n$.

Next we recall some basic notions about hyperplane arrangements, for further details see for example [11]. A hyperplane arrangement $A = \{H_1, \ldots, H_m\}$ in $\mathbb{P}^n$ is a collection of $m$ distinct hyperplanes of $\mathbb{P}^n$. Any subcollection $B \subset A$ is called a subarrangement. In particular we denote by $E_n = \emptyset$ the empty arrangement in $\mathbb{P}^n$. The hyperplane arrangement divisor $D_A$ is defined as $D_A = \bigcup_{i=1}^m H_i$. If we denote by $f_i$ a linear form defining the hyperplane $H_i$, then $f_A = \prod_{i=1}^m f_i$ is an equation of $D_A$, which we call a defining equation for $A$. We set $f_{E_n} := 1$ for the empty arrangement.

Given a hyperplane arrangement $A$ in $\mathbb{P}^n$, we define the intersection lattice $L(A)$ of $A$ as follows:

$$L(A) = \{H_{i_0} \cap \cdots \cap H_{i_s} \mid i_1 \leq \cdots \leq i_s, 1 \leq s \leq m\}.$$ 

Notice that $L(A)$ is partially ordered by reverse inclusion. For $X \in L(A)$ we define the localized arrangement of $A$ at $X$ to be $A_X := \{H \in A \mid X \subset H\}$.

**Definition 2.1** With the above notation, the module $\text{Der}(-\log A)$ of logarithmic derivations of $A$ is the set of $R$-linear derivations $\theta \in \text{Der}_R(R)$ such that $\theta(f_A) \subset (f_A)$. A derivation $\theta \in \text{Der}(-\log A)$ has degree $d$ if $\theta = \sum_{i=0}^d \theta_i \partial_{x_i}$ with $\theta_i \in R_d$. The Euler derivation $\theta_E := \sum_{i=0}^n x_i \partial_{x_i}$ generates a free submodule $R \cdot \theta_E$ of $\text{Der}(-\log A)$ of rank one. The quotient of $\text{Der}(-\log A)$ by $R \cdot \theta_E$ is denoted by $\text{Der}(-\log A)_0$. The sheaf of logarithmic vector fields $\mathcal{T}_{\mathbb{P}^n}(-\log D_A)$, which will we also denote by $\mathcal{T}_A$, is defined as the sheafification of $\text{Der}(-\log A)_0$.

**Definition 2.2** A hyperplane arrangement $A$ in $\mathbb{P}^n$ is free if $\text{Der}(-\log A)$ is a free $R$-module of rank $n + 1$. In this case, the degrees $1, d_1, \ldots, d_n$ of the generators $\theta_E, \theta_1, \ldots, \theta_n$ of $\text{Der}(-\log A)$ are called the exponents of the arrangement.

By [13, Proposition 2.4], we have

$$\text{Der}(-\log A) = R \cdot \theta_E \oplus \text{syz}(J_A),$$

where $J_A := J_{f_A}$ is the Jacobian ideal of $f_A$, and $\text{syz}(J_A)$ denotes the module of syzygies on $J_A$, i.e. the polynomial relations on the generators of $J_A$. Notice that $\text{syz}(J_A)$ is isomorphic to $\text{Der}(-\log A)_0$.

**Theorem 2.3** The hyperplane arrangement $A$ is free if and only if there exist $n + 1$ logarithmic derivations

$$\theta_i = \sum_{j=0}^n f_{ij} \partial_{x_i} \in \text{Der}(-\log A)$$

such that $\det([f_{ij}]) = c \cdot f_A$ for some $c \neq 0$.

**Proof** See [12, Theorem 1.8].
Example 2.4 (i) The boolean arrangement $\mathcal{A} = \{x_0, x_1, \ldots, x_n\}$ is free with exponents $(1, \ldots, 1)$. Its Jacobian ideal $J_{\mathcal{A}}$ has the following free $R$-resolution

$$0 \longrightarrow R(-1)^n \longrightarrow R^{n+1} \longrightarrow J_{\mathcal{A}}(n) \longrightarrow 0.$$ 

(ii) The braid arrangement $\mathcal{A}_3$ in $\mathbb{P}^3$ with defining equation $f_{\mathcal{A}_3} = (x_0 - x_1)(x_0 - x_2)(x_0 - x_3)(x_1 - x_2)(x_1 - x_3)(x_2 - x_3)$ is free with exponents $(0, 1, 2, 3)$. The Jacobian ideal $J_{\mathcal{A}_3}$ has the free $R$-resolution:

$$0 \longrightarrow R \oplus R(-2) \oplus R(-3) \longrightarrow R^4 \longrightarrow J_{\mathcal{A}_3}(5) \longrightarrow 0.$$ 

(iii) The Jacobian ideal $J_{\mathcal{A}}$ of the line arrangement $\mathcal{A}$ in $\mathbb{P}^2$ with defining equation $f_{\mathcal{A}} = x_0x_1x_2(x_0 + x_1 + x_2)$ has a minimal free $R$-resolution:

$$0 \longrightarrow R(-3) \longrightarrow R(-2)^3 \longrightarrow R^3 \longrightarrow J_{\mathcal{A}}(3) \longrightarrow 0.$$ 

Therefore, $\mathcal{A}$ is not free.

Generalizing Example 2.4(ii), the braid arrangement $\mathcal{A}_n$ in $\mathbb{P}^n$ is defined by the equation $f_{\mathcal{A}_n} = \prod_{0 \leq i < j \leq n} (x_i - x_j)$. In particular, $\mathcal{A}_n$ is free with exponents $(0, 1, \ldots, n)$. Moreover, let $\Gamma = (V, E)$ be a graph with set of vertices $V = \{0, \ldots, n\}$ and $E$ its set of edges. We define the graphic arrangement $\mathcal{A}_\Gamma$ associated to $\Gamma$, as the subarrangement of $\mathcal{A}_n$ with equation

$$f_{\Gamma} = \prod_{(i, j) \in E} (x_i - x_j).$$

The freeness of graphic arrangements is characterized using the chordality of the associated graph. More precisely, we have the following definition.

Definition 2.5 A graph is called chordal if any cycle has a chord, that is, an edge not in the cycle which connects two vertices.

In particular, a complete star is a graph in which all of its vertices are only connected to a fixed one. Notice that, not having cycles of length greater or equal than three, a complete star is chordal.

Remark 2.6 In terms of the defining equations of the hyperplanes of a graphic arrangement $\mathcal{A}_\Gamma$, we can characterize them as follows:

(i) $\mathcal{A}_\Gamma$ is chordal if, for any set $\{i_1, \ldots, i_k\}$, with $4 \leq k \leq n$, such that

$$(x_{i_1} - x_{i_2}) \prod_{j=1}^{k-1} (x_{i_j} - x_{i_{j+1}}) \mid f_{\mathcal{A}_\Gamma},$$

we have at least another hyperplane in the arrangement defined by $x_{i_h} - x_i$, with $h < s$, $\{h, s\} \neq \{1, k\}$ and $s - h \geq 2$;

(ii) $\mathcal{A}_\Gamma$ corresponds to a complete star $\Gamma$ if it is defined, up to change of coordinates, by

$$f_{\mathcal{A}_\Gamma} = \prod_{i=1}^{m} (x_0 - x_i), \quad \text{with } m < n.$$ 

Example 2.7 (i) The graphic arrangement $\mathcal{A}$ defined by

$$f_{\mathcal{A}} = (x_0 - x_1)(x_1 - x_2)(x_2 - x_3)(x_3 - x_4)(x_0 - x_4)$$
is not chordal. Indeed, the graph $\Gamma_{\mathcal{A}}$ associated to $\mathcal{A}$ is a cycle $(0, 1, 2, 3, 4)$ of length 5 having no chord (see Fig. 1). On the other hand, adding two hyperplanes and considering

$$f_{\mathcal{A}'} = (x_0 - x_1)(x_1 - x_2)(x_2 - x_3)(x_3 - x_4)(x_0 - x_4)(x_1 - x_3)(x_1 - x_4)$$

makes $\mathcal{A}'$ a chordal graphic arrangement. Indeed, in the associated graphic $\Gamma_{\mathcal{A}'}$, any cycle of length 4, $((0, 1, 3, 4)$ and $(1, 2, 3, 4)$, and of length 5, $(0, 1, 2, 3, 4)$, has a chord (see Fig. 2).

(ii) The graphic arrangement $\mathcal{A}''$ obtained from $\mathcal{A}'$ by removing the hyperplanes defined by the equations $x_2 - x_3 = 0$, $x_0 - x_4 = 0$ and $x_3 - x_4 = 0$ is a complete star graphic arrangement. Indeed, in the associated graph $\Gamma_{\mathcal{A}''}$ all the vertices are only connected to the vertex 1 (see Fig. 3).

**Proposition 2.8** Let $\mathcal{A}_\Gamma$ be the graphic arrangement associated to a graph $\Gamma$. Then, $\mathcal{A}_\Gamma$ is free if and only if $\Gamma$ is chordal.

**Proof** See [5, Theorem 3.3].

\[ \square \]

Next we define the product of two hyperplane arrangements and characterize its freeness.

**Definition 2.9** Let $\mathcal{A}_1$ and $\mathcal{A}_2$ be two hyperplane arrangements in $\mathbb{P}^n$ and $\mathbb{P}^m$, respectively. Let $f_{\mathcal{A}_1} \in k[x_0, \ldots, x_n]$ and $f_{\mathcal{A}_2} \in k[y_0, \ldots, y_m]$ be their equations. We define the product product
Proposition 2.10 Let $A_1$ and $A_2$ be two hyperplane arrangements in $\mathbb{P}^n$ and $\mathbb{P}^m$, respectively. The product arrangement $A_1 \times A_2$ is free if and only if both $A_1$ and $A_2$ are free.

Proof See [11, Proposition 4.28].

We end this preliminary section with a lemma which will play an important role later.

Lemma 2.11 Let $A = \{H_1, \ldots, H_r\}$, $r \geq 2$, be a hyperplane arrangement in $\mathbb{P}^n$ with equation $f_A$. Let $A' = A \cup \{H_{r+1}, \ldots, H_{r+s}\}$, $s \geq 1$, be another hyperplane arrangement in $\mathbb{P}^n$ with equation $f_{A'} = f_A \prod_{j=1}^{s} h_{r+j}$ being $h_i$ the linear equation of $H_i$. In particular, $\bigcap_{i=1}^{r} H_i \cap \bigcap_{j=1}^{s} H_{r+j}$ has codimension 2 in $\mathbb{P}^n$. Set $g_s = \prod_{j=1}^{s} h_{r+j}$. Then, there is an injection $0 \rightarrow T_A(-s) \xrightarrow{g_s} T_{A'}$.

Proof Let us consider an open subset $U \subset \mathbb{P}^n$ and the local description of the logarithmic tangent sheaves involved, see for example [3] for more details. Denote also by $f_A$ and $f_{A'}$ the equations which define locally the hyperplanes. Consider a derivation $\theta \in (T_A(-s))|_U$, i.e. $\theta(f_A) \in (f_A)$. We have that $g_s \theta(f_{A'}) = g_s \theta(f_A) g_s + f_A \theta(g_s) \in (g_s f_A) = (f_{A'})$. Therefore $g_s \theta \in (T_{A'}|_U)$ and this concludes the proof.

3 The local freeness of hypertetrahedral arrangements

This section is entirely devoted to study the local freeness of hypertetrahedral arrangements. Let us introduce their definition and fix the notation we will use in the sequel. We denote by $L_{i,j} \subset \mathbb{P}^n$ the codimension 2 linear subspace passing through the vertices $e_0, \ldots, \widehat{e}_i, \ldots, \widehat{e}_j, \ldots, e_n$ with $i < j$.

Definition 3.1 A hypertetrahedral arrangement is a hyperplane arrangement $A$ such that any of its hyperplanes passes through at least one linear subspace $L_{i,j} \subset \mathbb{P}^n$, $0 \leq i < j \leq n$. In particular, when $n = 2$, we will call it a triangular arrangement of lines in $\mathbb{P}^2$. The hypertetrahedral arrangement $A$ is complete if it contains the hyperplanes $L_i := \{x_i = 0\}$, $i = 0, \ldots, n$. 

Springer
We will denote $\mathcal{H}(s_i, j)_{0 \leq i < j \leq n}$ (or, simply $\mathcal{H}(s_i, j)$) the set of all complete hypertetrahedral arrangements $\mathcal{A}$ in $\mathbb{P}^n$ with $s_i, j + 2$ different hyperplanes passing through $L_{i,j}$. We will assume that, for all $0 \leq i < j \leq n$, $s_i, j \geq 1$ and without loss of generality, we can always assume that $s_{n-1,n} \geq s_i, j$, for all $0 \leq i < j \leq n$.

For any $0 \leq i < j \leq n$, we denote by
\[
L_{i,j}^r = a_i^{(r;i,j)} x_i + a_j^{(r;i,j)} x_j, \quad \text{for } 1 \leq r \leq s_i, j,
\]
where we always assume that the coefficients $a_i^{(r;i,j)}$ and $a_j^{(r;i,j)}$ are different from zero. We call them the inner hyperplanes of $\mathcal{A}$. We denote by $L_{i,j} = \{ L_{i,j}^r = 0 \}_{1 \leq r \leq s_i, j}$ the family of inner hyperplanes passing through $L_{i,j}$. According to this notation our arrangement is given by
\[
\mathcal{A} = \{ x_0, x_1, \ldots, x_n, L_{0,1}^1, \ldots, L_{0,1}^{s_1}, \ldots, L_{n-1,n}^1, \ldots, L_{n-1,n}^{s_{n-1,n}} \}.
\]

Observe that any of these arrangements $\mathcal{A} \in \mathcal{H}(s_i, j)$ has $n + 1 + \sum_{0 \leq i < j \leq n} s_i, j$ hyperplanes.

**Example 3.2** Fix an integer $a \geq 2$. The Fermat arrangement $\mathcal{A}$ in $\mathbb{P}^n$, defined by $\prod_{0 \leq i < j \leq n} (x_i^a - x_j^a)$, is free with exponents $(1, a+1, 2a+1, \ldots, (n-1)a+1, na+1)$. In this case, for all $0 \leq i < j \leq n$ and $1 \leq r \leq a$, we have $L_{i,j}^r = x_i - \eta^{-1} x_j$ where $\eta$ is a primitive $a$-th root of 1. Therefore, we have: $a_i^{(r;i,j)} = 1$ and $a_j^{(r;i,j)} = -\eta^{-1}$.

Despite the above examples, complete hypertetrahedral arrangements are in general not free and the next goal is to characterize whether they are locally free. For any hyperplane arrangement in $\mathbb{P}^n$, the local freeness was characterized by Mustaţă and Schenck in [10, Theorem 3.3]. We specialize this criterion for complete hypertetrahedral arrangements. We fix $\mathcal{A} \in \mathcal{H}(s_i, j)$. For any inner hyperplane $H \in \mathcal{A}$ with equation $x_i - \lambda x_j$, with $\lambda \neq 0$, we define $\text{supp}(H) := \{ x_i, x_j \}$ the support of $H$. Furthermore, if $H$ is the coordinate hyperplane with equation $x_i$, we define $\text{supp}(H) := \{ x_i \}$. Similarly, given $\mathcal{A}'$ a subarrangement of $\mathcal{A}$, we define $\text{supp}(\mathcal{A}') := \bigcup_{H \in \mathcal{A}'} \text{supp}(H)$. In particular, for $X \in L(\mathcal{A})$ we define $\text{supp}(X) := \text{supp}(\mathcal{A}_X)$ the support of $X$. Finally, for a subarrangement $\mathcal{A}'$ of $\mathcal{A}$, we denote by $n - k - 1$ the cardinality of the linear system $\mathcal{L} := \{ x_j \mid x_j \notin \text{supp}(\mathcal{A}') \}$ and by $\pi : \mathbb{P}^n \to \mathbb{P}^k$ the projection associated to $\mathcal{L}$.

We begin associating to each $X \in L(\mathcal{A})$ a pair of arrangements $(\mathcal{A}_X, \mathcal{A}_{\Gamma X})$, where $\mathcal{A}_X$ is a complete hypertetrahedral arrangement and $\mathcal{A}_{\Gamma X}$ is a graphic arrangement.

**Remark 3.3** Let $\mathcal{A}'$ be a subarrangement of $\mathcal{A}$. Assume that $\text{supp}(\mathcal{A}') = \{ x_{i_0}, \ldots, x_{i_k} \}$ with $k < n$. Then $(\mathcal{T}_A')_{|\mathbb{P}^k}$ is isomorphic to $\mathcal{T}_{\pi(\mathcal{A}')} \oplus \mathcal{O}_{\mathbb{P}^k}^{n-k-1}$. Hence $\mathcal{A}'$ is free if and only if $\pi(\mathcal{A}')$ is free.

**Definition 3.4** Let $X \in L(\mathcal{A})$ be a linear subspace. Define $W_X$ as the intersection, of minimal dimension, of coordinate hyperplanes containing $X$. If $X$ is not contained in any coordinate hyperplane, then we set $W_X := \emptyset$ and we say that $X$ is inner.

Since $W_X \in L(\mathcal{A})$, we can consider the localized arrangement $\mathcal{A}_{W_X}$. Assuming that $W_X$ is the intersection of $j$ coordinate hyperplanes, we have that $\pi(\mathcal{A}_{W_X})$ is a complete hypertetrahedral arrangement in $\mathbb{P}^{j-1}$. The following lemma shows that it is a component of $\pi(\mathcal{A}_X)$.
Lemma 3.5 $\pi(A_X) \cong \pi(A_{W_X}) \times \pi(A_X - A_{W_X})$.

Proof We may assume that $W_X \neq \emptyset$ and $X \subseteq W_X$, otherwise there is nothing to prove. Let $j$ be the codimension of $W_X$. Without loss of generality we assume that $\text{supp}(X) = \{x_0, \ldots, x_k\}$ with $j \leq k$ and $W_X = H_0 \cap \cdots \cap H_{j-1}$. Since $A_X = A_{W_X} \cup (A_X - A_{W_X})$, it is enough to prove that if $H \in A_X - A_{W_X}$, then $\text{supp}(H) \subseteq \{x_j, \ldots, x_k\}$. Notice that $\text{supp}(H) \not\subseteq \{x_0, \ldots, x_{j-1}\}$, otherwise $H \in A_{W_X}$. By contradiction, let us assume that $H$ has equation $x_l - \lambda x_m$ with $0 \leq l < j \leq m \leq k$. There exists $p = (a_0 : \cdots : a_k : a_{k+1} : \cdots : a_m) \in X$, such that $a_0 = \cdots = a_{j-1} = 0$ and $a_m \neq 0$. Otherwise $X$ is contained in $H_m$ and $W_X$ is not of minimal dimension. Since $p \in H$, then $\lambda = 0$ and $H = H_l$ which is a contradiction. □

Remark 3.6 Let $Y$ be the intersection of all hyperplanes in $A_X - A_{W_X}$. Then $X = Y \cap W_X$ and $\pi(Y)$ is inner in $L(\pi(A_X - A_{W_X}))$. Therefore $A_X - A_{W_X}$ contains at most one hyperplane passing through each $L_{i,j}$.

Now we attach a graphic arrangement $A_{\Gamma_X}$ to $A_X$ using the subarrangement $A_X - A_{W_X}$. Next, we prove that the pair $(A_{W_X}, A_{\Gamma_X})$ determines completely the freeness of $A_X$.

Definition 3.7 Let $X \in L(A)$ be a linear subspace such that $X \not\subseteq W_X$ and assume that $\text{supp}(A_X - A_{W_X}) = \{x_i, \ldots, x_k\}$. We define $\Gamma_X = (V_X, E_X)$ the graph associated to $X$ with vertices $V_X = \{i_0, \ldots, i_k\}$ and $E_X$ the set of edges $(i_j, i_m)$ such that there is $H \in A_X - A_{W_X}$ with $\text{supp}(H) = \{x_{i_j}, x_{i_m}\}$. We define $A_{\Gamma_X}$ the graphic arrangement associated to $\Gamma_X$.

Theorem 3.8 Let $X \in L(A)$ be a linear subspace.

(i) $\pi(A_X) \cong \pi(A_{W_X}) \times A_{\Gamma_X}$.

(ii) $A_X$ is free if and only if $\pi(A_{W_X})$ is free and $\Gamma_X$ is chordal.

Proof We assume that $X \not\subseteq W_X$, otherwise the result follows directly from [10, Theorem 2.3].

(i) Without loss of generality, we suppose that $\text{supp}(A_X - A_{W_X}) = \{x_0, \ldots, x_k\}$. By Lemma 3.5, it is enough to see that $\pi(A_X - A_{W_X})$ is isomorphic to $A_{\Gamma_X}$. Let $\pi(Y)$ be as in Remark 3.6. Since $\pi(Y)$ is inner in $L(\pi(A_X - A_{W_X}))$, there exists $p = (a_0 : \cdots : a_k) \in \pi(Y)$ with $a_i \neq 0$, for all $i$. We consider the projectivity $\phi$ that fixes the coordinate points and sends the point $p$ to the unit point $(1 : \cdots : 1)$. We claim that $\phi$ is the desired isomorphism. Indeed, we have at most one hyperplane $H_{ij}$ in $\pi(A_X - A_{W_X})$ containing $L_{ij} \subset \mathbb{P}^k$. Since $\phi(H_{ij})$ passes through the unit point, then up to scalar multiplication $\phi(H_{ij})$ is defined by $x_i - x_j$.

(ii) The freeness of $A_X$ is equivalent to the freeness of $\pi(A_X)$. Then, by (i) $A_X$ is free if and only if both $\pi(A_{W_X})$ and $A_{\Gamma_X}$ are free. Finally, by Proposition 2.8, $A_{\Gamma_X}$ is free if and only if $\Gamma_X$ is chordal, which completes the proof. □

Example 3.9 Let $A$ be the complete hypertetrahedral arrangement in $\mathbb{P}^5$ with equation

$$f_A = x_0 x_1 x_2 x_3 x_4 x_5 \left(x_0 - \frac{1}{2} x_1\right) \left(x_0 - \frac{1}{3} x_1\right) (x_0 + x_2) (x_0 - x_3) (x_0 + \frac{1}{3} x_4) \times \left(x_0 - \frac{1}{2} x_5\right) (x_1 + x_2) (x_1 + 3 x_3) (x_1 + x_4) (x_1 + x_5) (x_2^2 - x_3^2) (x_2^2 - x_4^2) (x_2^2 - x_5^2) \times (x_3^2 - x_4^2) (x_3 + 2 x_4) (x_3^2 - x_5^2) (x_4^2 - x_5^2).$$
Consider $X_1 = \{(1:2:-1:1:-2:2)\}$, $X_2 := \{x_2 = x_3 = x_4 = x_5 = 0\}$ and $X_3 = \{(1:3:0:-1:-3:0)\}$ three elements of $L(A)$. The localized arrangements at $X_i$ have equations:

\[
f_{X_1} = \left(x_0 - \frac{1}{2}x_1\right) (x_0 + x_2)(x_0 - x_3) \left(x_0 - \frac{1}{2}x_5\right) (x_1 + x_4)(x_2 + x_3)(x_4 + x_5).
\]

\[
f_{X_2} = x_2x_3x_4x_5(x_2^2 - x_3^2)(x_2^2 - x_4^2)(x_2^2 - x_5^2)(x_3^2 - x_4^2) \left(x_3 - \frac{1}{3}x_4\right) (x_3 + 2x_4)(x_3^2 - x_5^2).
\]

\[
f_{X_3} = x_2x_5 \left(x_0 - \frac{1}{3}x_1\right) \left(x_0 + \frac{1}{3}x_4\right) (x_1 + 3x_3) \left(x_3 - \frac{1}{3}x_4\right) (x_2^2 - x_3^2).
\]

$X_1$ is inner with the graph in Fig. 4. Notice that the cycle $(0, 1, 4, 5)$ has no chords, so $\Gamma_{X_1}$ is not chordal and hence, $A_{X_1}$ is not free. On the other hand, $X_2$ is an intersection of coordinate hyperplanes and by Proposition 4.7, $A_{X_2}$ is free. Finally, $W_{X_3} = \{x_2 = x_5 = 0\}$ and $\Gamma_{X_3}$ is the graph in Fig. 5. Since $\pi(A_{W_{X_3}})$ is an arrangement in $\mathbb{P}^1$, it is free. However, $A_{X_3}$ is not free because the cycle $(0, 1, 3, 4)$ in $\Gamma_{X_3}$ has no chord.

As a direct consequence of Theorem 3.8 we obtain a characterization of the local freeness of complete hypertetrahedral arrangements. Namely, we express it using only smaller dimensional complete hypertetrahedral arrangements and a graph theory property.
Corollary 3.10 \(A\) is locally free if and only if for each \(X \in L(A)\), the complete hypertetrahedral arrangement \(A_W X\) is free and \(\Gamma X\) is chordal.

We end this section with two applications of Theorem 3.8.

Proposition 3.11 Let \(X \in L(A)\) be inner with \(\text{supp}(X) = \{x_0, \ldots, x_k\}\). Assume that there are \(H_1, \ldots, H_k \in L(A_X)\) linearly independent hyperplanes such that \(\bigcap_{i=1}^k \text{supp}(H_i) = \{x_i\}\) for some \(x_i \in \text{supp}(X)\). Then \(A_X\) is free.

Proof Without loss of generality, we can assume that \(\text{supp}(X) = \{x_0, \ldots, x_k\}\) and \(\bigcap_{i=1}^k \text{supp}(H_i) = \{x_0\}\). By Theorem 3.8, \(A_X\) is free if and only if \(\Gamma X\) is chordal. The hypothesis implies that we can consider \(H_1, \ldots, H_k\) such that \(\text{supp}(H_i) = \{x_0, x_i\}\). Hence \(\{(0, 1), \ldots, (0, k)\} \subset E_X\), which is a complete star (see Definition 2.5) and then the graph is chordal. \(\square\)

Proposition 3.12 Let \(n \geq 3\) and \(A \in \mathcal{H}(s_{i,j})\). If \(A\) is general, then \(A\) is not locally free.

Proof We proceed by induction on \(n\). For \(n = 3\), we set \(X = \{(0 : 0 : 0 : 1)\}\). Then \(\pi(A_X) = \pi(A_W X) \in \mathcal{H}(s_{0,1}, s_{0,2}, s_{1,2})\) is a complete triangular arrangement in \(\mathbb{P}^2\), which is also general. By [9, Proposition 2.2], we have the following exact sequence:

\[
0 \rightarrow T_{\pi(A_X)} \rightarrow \bigoplus_{0 \leq i < j \leq 2} O(-s_{i,j} - 1) \rightarrow I_G(-1) \rightarrow 0,
\]

where \(G\) is the set of inner triple points of \(\pi(A_X)\). Since \(\pi(A_X)\) is also general, \(G = \emptyset\). If \(T_{\pi(A_X)}\) is free, then necessarily some \(s_{i,j}\) equals to 0, which is a contradiction. Therefore by Theorem 3.8, \(A\) is not locally free.

Now we assume that the result holds in \(\mathbb{P}^{n-1}\) for \(n \geq 4\). We localize \(A\) at \(X = \{(0 : \ldots : 0 : 1)\}\), as before \(\pi(A_X) = \pi(A_W X)\) is a generic complete hypertetrahedral arrangement in \(\mathbb{P}^{n-1}\) with \(s_{i,j} \geq 1\) for \(0 \leq i < j \leq n - 1\). By induction, \(\pi(A_X)\) is not locally free, hence not free and the result follows from Theorem 3.8. \(\square\)

We remark that not all locally free complete hypertetrahedral arrangements are free, as the following example shows.

Example 3.13 Let \(A\) be the complete hypertetrahedral arrangement in \(\mathbb{P}^3\) with defining equation

\[
f_A = x_0 x_1 x_2 x_3 (x_0 - x_1)(x_0 - 2x_1)(x_0 - x_2)(x_0 - x_3)(x_1 - x_2)(x_1 - x_3)(x_2^2 - x_3^2).
\]

Applying Theorem 3.8, it is straightforward to check that \(A\) is locally free. Using the software Macaulay2 [8], we compute a minimal free resolution of \(J_A\):

\[
0 \rightarrow R(-7) \rightarrow R(-5) \oplus R(-6)^3 \rightarrow R(-4)^3 \oplus R(-5)^3 \rightarrow R^4 \rightarrow J_A(11) \rightarrow 0,
\]

which shows that \(A\) is not free.

4 Jacobian ideal of hypertetrahedral arrangements

The goal of this section is to establish lower and upper bounds for the initial degree of the syzygy module associated to any complete hypertetrahedral arrangement in terms of the
values \( s_{i,j} \). Given \( A \in \mathcal{H}(s_{i,j}) \), we define \( 0 \leq i_0 \leq n \) to be an integer such that
\[
\sum_{j=0}^{n} s_{i_0,j} = \min \left\{ \sum_{j=0}^{n} s_{i,j}, \quad 0 \leq i \leq n \right\}.
\]

We have the following result.

**Proposition 4.1** With the above notation, the Jacobian ideal \( J_A \) of any complete hypertetrahedral arrangement \( A \in \mathcal{H}(s_{i,j}) \) has a syzygy of degree \( \sum_{j=0}^{n} s_{i_0,j} + 1 \). In particular,
\[
\text{indeg}(\text{syz}(J_A)) \leq \sum_{j=0}^{n} s_{i_0,j} + 1.
\]

**Proof** To simplify the notation, we assume that \( i_0 = 0 \). Set \( d = n + 1 + \sum_{0<i\leq n} s_{0,i} \) and take
\[
A = \{x_0, x_1, \ldots, x_n, L_0, L_1, \ldots, L_{0,1}, L_{0,n-1,1}, \ldots, L_{n-1,1}\}.
\]

We write the defining equation of \( A \) as \( f_A = gh \), where \( g = x_1 \cdots x_n \prod_{0<i<j<n} L_{i,j}^t \) is a polynomial of degree \( n + \sum_{0<i<j<n} s_{i,j} \) and \( h = x_0 \prod_{0<i<n} L_{0,i} \) is a polynomial of degree \( 1 + \sum_{0<i\leq n} s_{0,i} \). To simplify, we write \( h = \prod_{i=1}^{\alpha} L_i \) where \( \alpha = 1 + \sum_{0<i\leq n} s_{0,i} \) and we denote by \( a_{L_i} \) the coefficient of \( x_0 \) in \( L_i \). On has
\[
\partial_{x_0} f_A = g \partial_{x_0} h = gh \sum_{i=1}^{\alpha} \frac{a_{L_i}}{L_i} = f_A \sum_{i=1}^{\alpha} \frac{a_{L_i}}{L_i} = f_A \frac{P}{h},
\]
where \( P \) is a polynomial of degree \( \sum_{0<i\leq n} s_{0,i} \) such that \( \gcd(P,h) = 1 \). Therefore we obtain
\[
dh \partial_{x_0} f_A = df_A = P \left( \sum_{i=0}^{n} x_i \partial_{x_i} f_A \right)
\]
or equivalently,
\[
(x_0 P - dh) \partial_{x_0} f_A + P \left( \sum_{i=1}^{n} x_i \partial_{x_i} f_A \right) = 0
\]
as we wanted to prove. \( \square \)

The following result shows that the above upper bound for the initial degree of the first syzygy module of the Jacobian ideal is sharp for complete triangular arrangements.

**Proposition 4.2** Let \( A \in \mathcal{H}(s_{i,j}) \) be a complete general triangular arrangement with \( s_{0,1} \leq s_{0,2} \leq s_{0,3} \). Then \( \text{indeg}(J_A) = s_{0,1} + s_{0,2} + 1 \).

**Proof** To simplify the notation we set \( s_{0,1} = s_1, s_{0,2} = s_2 \) and \( s_{1,2} = s_3 \). We proceed by induction on \( s_1 \). The initial case \( s_1 = 0 \) follows directly from Theorem 4.8(i).

Let \( s_1 \geq 1 \) and assume that the result is true in \( \mathcal{H}(s_1 - 1, s_2, s_3) \), for any integers \( s_1 - 1 \leq s_2 \leq s_3 \). Let \( A \in \mathcal{H}(s_1, s_2, s_3) \) be a complete general triangular arrangement and
let \( l \) be any non coordinate line passing through \( L_{0,1} \). Since \( l \) has no multiple points except from the vertex, we dualize the exact sequence \( 0 \to \mathcal{T}_A \to \mathcal{T}_{A-l} \to \mathcal{O}_l(-s_1) \to 0 \) (see [6, Proposition 5.1 and 5.2]) and then we obtain

\[
0 \to (\mathcal{T}_{A-l})^\vee \to (\mathcal{T}_A)^\vee \to \mathcal{O}_l(s_1+1) \to 0.
\]

Given that \( \mathcal{T}_{A-l} \) and \( \mathcal{T}_A \) have both rank 2, we get equivalently

\[
0 \to \mathcal{T}_{A-l}(s_1 + s_2 + s_3 + 1) \to \mathcal{T}_A(s_1 + s_2 + s_3 + 2) \to \mathcal{O}_l(s_1+1) \to 0.
\]

After applying \( \otimes \mathcal{O}_{\mathbb{P}^2}(-s_3 - 2) \), we obtain

\[
0 \to \mathcal{T}_{A-l}(s_1 + s_2 - 1) \to \mathcal{T}_A(s_1 + s_2) \to \mathcal{O}_l(s_1 - s_3 - 1) \to 0.
\]

Notice that \( H^0(\mathcal{O}_l(s_1 - s_3 - 1)) = 0 \), indeed \( s_1 \leq s_3 \). Since \( \mathcal{A} \setminus \{ l \} \) is also general, by induction we have \( H^0(\mathcal{T}_{A-l}(s_1 + s_2 - 1)) = 0 \), which implies that \( H^0(\mathcal{T}_A(s_1 + s_2)) = 0 \).

Therefore, \( \text{indeg}(J_A) \geq s_1 + s_2 + 1 \) and by Proposition 4.1, the result follows. \( \square \)

Let us see a couple of examples that illustrate Proposition 4.1.

**Example 4.3** (i) With the above notation, assume \( s_1 + s_2 \leq s_3 \) and set \( \rho \) a primitive root of unity of order \( s_3 \). The complete triangular arrangement \( \mathcal{A} \in \mathcal{H}(s_1, s_2, s_3) \) with defining equation

\[
x_0x_1x_2 \prod_{j=0}^{s_1-1} (x_0 - \rho^j x_1) \prod_{j=0}^{s_2-1} (x_0 - \rho^j x_2) \prod_{j=0}^{s_3-1} (x_1 - \rho^j x_2)
\]

is free with exponents \((1, s_1 + s_2 + 1, s_3)\) (see [9, Remark 2.7]).

(ii) The extended Fermat arrangement has defining equation \( x_0x_1 \cdots x_n \prod_{0 \leq i < j \leq n}(x_i^a - x_j^a) \) and it is free with exponents \((1, a + 1, 2a + 1, \ldots, na + 1)\). Since all \( s_i, j = a \), we can take \( i_0 = 0 \) and we have \( \sum_{0 \leq i \leq n} s_0, i + 1 = na + 1 \).

Next we establish a lower bound for the initial degree of \( \text{syz}(J_A) \). It turns out to be a sharp lower bound for a large families of complete hypertetrahedral arrangements and for any triangular arrangement. We need to introduce some new notations.

Fix integers \( i_0, q_0 \) with \( 0 \leq i_0 < q_0 \leq n \). We denote by \( T^{i_0, q_0, a} \) the set of all possibles \((n - 1)\)-tuples \( (i_0, j_0, q_0, (i_1, j_1, q_1), \ldots, (i_{n-2}, j_{n-2}, q_{n-2})) \) of triples \( (i_m, j_m, q_m) \) of integers with \( 0 \leq i_m, j_m, q_m \leq n \) such that \( j_0 \notin \{i_0, q_0\} \) and, for each \( 1 \leq m \leq n - 2 \), the following two conditions are satisfied:

(i) \( j_m \notin \{i_0, \ldots, i_{m-1}, j_0, \ldots, j_{m-1}, q_0, \ldots, q_{m-1}\} \),

(ii) \( i_m < q_m \) and \( i_m, q_m \in \{i_0, \ldots, i_{m-1}, j_0, \ldots, j_{m-1}, q_0, \ldots, q_{m-1}\} \).

Each \((n - 1)\)-tuple \( v \) in \( T^{i_0, q_0} \) uniquely determines a set

\[
S_v^{i_0, q_0} := \{s_{i_0, q_0}, s_{i_0, j_0} + s_{j_0, q_0}, s_{i_1, j_1} + s_{j_1, q_1}, \ldots, s_{i_{n-2}, j_{n-2}} + s_{j_{n-2}, q_{n-2}}, \}
\]

and we define \( m_v^{i_0, q_0} := \min S_v^{i_0, q_0} \) and \( M_v^{i_0, q_0} := \max S_v^{i_0, q_0} \).

Before presenting our result, let us illustrate the above notation with a couple of examples.

**Example 4.4** (i) Let us fix \( n = 2 \) and \( \mathcal{A} \) a complete triangular arrangement in \( \mathbb{P}^2 \). For \( i_0 = 1 \) and \( q_0 = 2 \), \( T^{1, 2} = \{(1, 0, 2)\} \) and \( M^{1, 2} = \min\{s_{1,2}, s_{1,0} + s_{0,2}\} \).

(ii) In \( \mathbb{P}^2 \) consider the complete hypertetrahedral arrangement \( \mathcal{A} \) with defining equation \( x y z t (x - y) (x - 2z) (x^2 - t^2) (y^3 - z^3) (y^2 - t^2) (z^3 - t^3) \). Then \( s_{0,1} = s_{0,2} = 1, s_{0,3} = s_{1,3} = 2 \).
and \( s_{1,2} = s_{2,3} = 3 \). It follows directly that \( M^{0,1} = M^{0,2} = 1 \) and \( M^{0,3} = M^{1,3} = 2 \). We focus on determining \( M^{1,2} \) and \( M^{2,3} \). For \( i_0 = 1 \) and \( q_0 = 2 \), we have

\[
T^{1,2} = \{((1, 0, 2), (1, 3, 2)), (1, 0, 2), (0, 3, 1)), ((1, 0, 2), (0, 3, 2)), ((1, 3, 2), (1, 0, 3), ((1, 3, 2), (2, 0, 3))
\]

\[
m^{1,2}_v = \begin{cases} 2, v \in T^{1,2} - \{((1, 3, 2), (1, 0, 3)), ((1, 3, 2), (2, 0, 3)) \} \\ 3, \text{otherwise.} \end{cases}
\]

Thus \( M^{1,2} = 3 \). Analogously we compute \( M^{2,3} \).

\[
T^{2,3} = \{(2, 0, 3), (2, 1, 3)), (2, 0, 3), (0, 1, 2)), ((2, 0, 3), (0, 1, 3)), (2, 1, 3), (1, 0, 2)), ((2, 1, 3), (1, 0, 3))\}
\]

\[
m^{2,3}_v = \begin{cases} 2, v = (2, 1, 3), (1, 0, 2)) \\ 3, \text{otherwise.} \end{cases}
\]

Hence \( M^{2,3} = 3 \).

**Theorem 4.5** Fix an integer \( n \geq 2 \) and \( A \in \mathcal{H}(s, j) \). Let \( D := \max_{0 \leq i_0 < q_0 \leq n} \{ M^{i_0,q_0} \} \). Then for all \( 1 \leq d \leq D \)

\[
\text{Der}(\log A)_d \subset R_{d-1} \theta_E.
\]

**Proof** First of all, we observe that a derivation \( \theta = f_0 \partial_{x_0} + \cdots + f_n \partial_{x_n} \in \text{Der}(\log A)_d \) if and only if for each \( k \) with \( 0 \leq k \leq n \) there is \( f_k \in R_{d-1} \) such that \( f_k = f_k x_k \) and, for each \( i, j \) with \( 0 \leq i < j \leq n \) and each \( r \) with \( 1 \leq r \leq s_{i,j} \) there is \( f^{(r;i,j)} \in R_{d-1} \) such that

\[
f^{(r;i,j)} L_{i,j}^r = \theta(L_{i,j}^r) = a_{i}^{(r;i,j)} x_i f_i + a_{j}^{(r;i,j)} x_j f_j.
\]

(1)

Let us write

\[
f_t = \sum_{i_0 + \cdots + i_n = d-1} \alpha_{(i_0, \ldots, i_n)}^t x_0^{i_0} x_1^{i_1} \cdots x_n^{i_n}, \quad 0 \leq t \leq n
\]

and, for each \( i, j \) with \( 0 \leq i < j \leq n \) and each \( r \) with \( 1 \leq r \leq s_{i,j} \),

\[
f^{(r;i,j)} = \sum_{i_0 + \cdots + i_n = d-1} \alpha_{(i_0, \ldots, i_n)}^{(r;i,j)} x_0^{i_0} x_1^{i_1} \cdots x_n^{i_n}.
\]

Our goal is to see that \( \theta \) is a multiple of the Euler derivation \( \theta_E \in \text{Der}(\log A)_1 \), that is to prove the equality \( f_0 = \cdots = f_n \) or, equivalently, to see that for any partition \( (i_0, \ldots, i_n) \) of \( d-1 \), and any \( i, j \) with \( 0 \leq i < j \leq n \),

\[
\alpha_{(i_0, \ldots, i_n)}^t = \alpha_{(i_0, \ldots, i_n)}^j.
\]

(2)

To achieve this goal, we construct polynomials \( P_t(X) \in k[X] \) of certain degree \( \ell \) (see for instance (7)) having as coefficients the differences \( \alpha_{(i_0, \ldots, i_n)}^j - \alpha_{(i_0, \ldots, i_n)}^t \). We show that such polynomials \( P_t(X) \) have more than \( \ell \) roots, thus obtaining the vanishing of all their coefficients, and so the desired equalities (2) follow.

First, notice that Eq. (1) hold if and only if for any partition \( (k_0, \ldots, k_n) \) of \( d \) and for all \( i, j, r \), with \( 0 \leq i < j \leq n \) and \( 1 \leq r \leq s_{i,j} \),

\[
0 = a_{i}^{(r;i,j)} \left( \alpha_{(k_0, \ldots, k_i-1, \ldots, k_n)}^{(r;i,j)} - \alpha_{(k_0, \ldots, k_i-1, \ldots, k_n)}^t \right) + a_{j}^{(r;i,j)} \left( \alpha_{(k_0, \ldots, k_j-1, \ldots, k_n)}^{(r;i,j)} - \alpha_{(k_0, \ldots, k_j-1, \ldots, k_n)}^t \right)
\]
with the convention that $\alpha^{(r;i,j)}(r_0, \ldots, r_n) = 0$ and $\alpha^{i'}_j(r_0, \ldots, r_n) = 0$ if some $r_l < 0$. For any partition $(k_0, \ldots, k_n)$ of $d$ and any pair $i < j$, we will write

$$k_j = d - k_i - \sum_{p \neq i, j} k_p = d - k_i - \bar{k}_j.$$  

According to this notation, Eq. (1) hold if and only if for any partition $(k_0, \ldots, k_n)$ of $d$ and all $i, j, r$ with $0 \leq i < j \leq n$ and $1 \leq r \leq s_{i,j}$,

$$0 = a^{(r;i,j)}_i \left( \alpha^{(r;i,j)}_{(k_0, \ldots, k_i-1, \ldots, k_n)} - \alpha^i_{(k_0, \ldots, k_i-1, \ldots, k_n)} \right)$$

$$+ a^{(r;i,j)}_j \left( \alpha^{(r;i,j)}_{(k_0, \ldots, d-k_i-\bar{k}_j-1, \ldots, k_n)} - \alpha^j_{(k_0, \ldots, d-k_i-\bar{k}_j-1, \ldots, k_n)} \right).$$  

(3)

Since $a^{(r;i,j)}_j \neq 0$, for all partitions with $k_i = 0$ we have

$$\alpha^{(r;i,j)}_{(k_0, \ldots, 0, \ldots, d-\bar{k}_j-1, \ldots, k_n)} = \alpha^j_{(k_0, \ldots, 0, \ldots, d-\bar{k}_j-1, \ldots, k_n)}.$$  

(4)

For any partition with $k_i = 1$, and combining (3) and (4), we get

$$a^{(r;i,j)}_j \alpha^{(r;i,j)}_{(k_0, \ldots, 1, \ldots, d-2-\bar{k}_j, \ldots, k_n)}$$

$$= a^{(r;i,j)}_i \left( \alpha^i_{(k_0, \ldots, 0, \ldots, d-1-\bar{k}_j, \ldots, k_n)} - \alpha^j_{(k_0, \ldots, 0, \ldots, d-1-\bar{k}_j, \ldots, k_n)} \right)$$

$$+ a^{(r;i,j)}_j \alpha^j_{(k_0, \ldots, 1, \ldots, d-2-\bar{k}_j, \ldots, k_n)}.$$  

(5)

Continuing with the same argument and using the fact that for any partition such that $k_i = d - \bar{k}_j$ we have $\alpha^{(r;i,j)}_{(k_0, \ldots, d-\bar{k}_j-1, \ldots, 0, \ldots, k_n)} = \alpha^i_{(k_0, \ldots, d-\bar{k}_j-1, \ldots, 0, \ldots, k_n)}$, we can conclude that

$$\alpha^i_{(k_0, \ldots, d-\bar{k}_j-1, \ldots, 0, \ldots, k_n)} = \sum_{l=0}^{d-\bar{k}_j-2} (-1)^{l+1} \frac{a^{(r;i,j)}_i}{a^{(r;i,j)}_j} \left( \alpha^i_{(k_0, \ldots, 1, \ldots, d-\bar{k}_j-1-l, \ldots, k_n)} - \alpha^j_{(k_0, \ldots, 1, \ldots, d-\bar{k}_j-1-l, \ldots, k_n)} \right)$$

$$- \alpha^j_{(k_0, \ldots, 1, \ldots, d-\bar{k}_j-1-l, \ldots, k_n)}.$$  

Therefore,

$$\sum_{l=0}^{d-\bar{k}_j-1} (-1)^{l+1} \left( \frac{a^{(r;i,j)}_i}{a^{(r;i,j)}_j} \right) \left( \alpha^i_{(k_0, \ldots, 1, \ldots, d-\bar{k}_j-1-l, \ldots, k_n)} - \alpha^j_{(k_0, \ldots, 1, \ldots, d-\bar{k}_j-1-l, \ldots, k_n)} \right) = 0.$$  

(6)
Expression (6) can be seen as the evaluation at $\alpha_i^{(r;i,j)}$ of the polynomial $P_\ell(X) \in k[X]$ of degree $\ell = d - \overline{k}_j - 1$:

$$P_\ell(X) = \sum_{l=0}^{d-\overline{k}_j-1} (-1)^{l+1} \left( \alpha_i^l_{(k_0,\ldots,l,d-\overline{k}_j-1-l,\ldots,k_n)} - \alpha_j^l_{(k_0,\ldots,l,d-\overline{k}_j-1-l,\ldots,k_n)} \right) X^{d-\overline{k}_j-1-l}. \quad (7)$$

Since the $s_{i,j}$ hyperplanes defined by $L_{i,j}^r = \alpha_i^{(r;i,j)} x_i + \alpha_j^{(r;i,j)} x_j$, $1 \leq r \leq s_{i,j}$, are pairwise different in $\mathbb{P}^n$, we obtain that $P_\ell(X)$ has $s_{i,j}$ different roots. If $s_{i,j} \geq d - \overline{k}_j$, then $P_\ell(X)$ would have more roots than its degree $\ell$, implying that $P_\ell = 0$. In particular, we obtain that for any $l$ with $0 \leq l \leq d - \overline{k}_j - 1$,

$$\alpha_i^l_{(k_0,\ldots,l,d-\overline{k}_j-1-l,\ldots,k_n)} = \alpha_j^l_{(k_0,\ldots,l,d-\overline{k}_j-1-l,\ldots,k_n)}. \quad (8)$$

On the contrary, if $s_{i,j} \leq d - \overline{k}_j - 1$, we get the following expression

$$\alpha_j^l_{(k_0,\ldots,d-\overline{k}_j-1,\ldots,k_n)} = \sum_{l=0}^{d-\overline{k}_j-2} (-1)^{l+1} \left( \frac{a_i^{(r;i,j)}}{a_j^{(r;i,j)}} \right)^{d-\overline{k}_j-1-l} \left( \alpha_i^l_{(k_0,\ldots,l,d-\overline{k}_j-1-l,\ldots,k_n)} - \alpha_j^l_{(k_0,\ldots,l,d-\overline{k}_j-1-l,\ldots,k_n)} \right) + \alpha_i^l_{(k_0,\ldots,d-\overline{k}_j-1,\ldots,0,\ldots,k_n)}. \quad (9)$$

Claim: Let $k$, $j$, $i$ be pairwise different integers with $0 \leq k$, $j$, $i \leq n$. Assume that $s_{i,k} + s_{i,j} \geq d$ and that for any partition $(w) := (w_0, \ldots, w_n)$ of $d - 1$ we have $\alpha_k^w_{(w)} = \alpha_j^w_{(w)}$. Then, for any partition $(w)$ of $d - 1$ we get

$$\alpha_i^w_{(w)} = \alpha_k^w_{(w)} = \alpha_j^w_{(w)}. \quad (8)$$

**Proof of the Claim** To simplify the notation, we will assume that $k = n - 1$ and $j = n$. By hypothesis, $s_{i,n-1} + s_{i,n} \geq d$ and for any partition $(w)$ of $d - 1$ we have $\alpha_k^{n-1}_{(w)} = \alpha_j^n_{(w)}$. We also can assume that $s_{i,n-1} \leq s_{i,n}$, otherwise we can permute the role of $s_{i,n-1}$ by the one of $s_{i,n}$. Notice also that if $d \leq s_{i,n-1}$ or $d \leq s_{i,n}$, Eq. (8) would give us the desired equalities. So, we assume that $d > s_{i,n-1}$ and $d > s_{i,n}$, we write $s_{i,n-1} = d - a$ and $s_{i,n} = d - b$ with $a \geq b > 0$ and, we denote

$$\gamma^{(r;i,n-1)} := \frac{a_i^{(r;i,n-1)}}{a_{n-1}^{(r;i,n-1)}} \quad \text{and} \quad \beta^{(r;i,n)} := \frac{a_i^{(r;i,n)}}{a_n^{(r;i,n)}}.$$

From (9) we deduce that when $a \leq \overline{k}_{n-1}$, for any $0 \leq l \leq d - \overline{k}_{n-1} - 1$

$$\alpha_i^l_{(k_0,\ldots,d-\overline{k}_{n-1}-1-l,\ldots,k_n)} = \alpha_{n-1}^l_{(k_0,\ldots,d-\overline{k}_{n-1}-1-l,\ldots,k_n)}. \quad (10)$$

If $a \geq \overline{k}_{n-1} + 1$, we have

$$\sum_{l=0}^{d-\overline{k}_{n-1}-1} (-1)^l (\gamma^{(r;i,n-1)})^l \left( \alpha_i^l_{(k_0,\ldots,d-\overline{k}_{n-1}-1-l,\ldots,k_n)} - \alpha_{n-1}^l_{(k_0,\ldots,d-\overline{k}_{n-1}-1-l,\ldots,k_n)} \right) = 0.$$
Similarly, when $b \leq \bar{k}_n^i$, for any $0 \leq l \leq d - \bar{k}_n^i - 1$

$$\alpha^i_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} = \alpha^n_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)}$$  \hspace{1cm} (11)

and, if $b \geq \bar{k}_n^i + 1$, we obtain

$$\sum_{l=0}^{d - \bar{k}_n^i - 1} (-1)^l (\beta^{(r;i,n)})^l \left( \alpha^i_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} - \alpha^n_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} \right) = 0.$$  \hspace{1cm} (12)

The assumption $s_{i,n-1} + s_{i,n} \geq d$ implies that $a \leq d - b$. If $\bar{k}_n^i \leq b - 1$, then we have $t \leq d - \bar{k}_n^i - 1$ and the last equality can be written as

$$\sum_{l=0}^{a-1} (-1)^l (\beta^{(r;i,n)})^l \left( \alpha^i_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} - \alpha^n_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} \right) = 0.$$  \hspace{1cm} (12)

All the partitions appearing in the second addend of (12) verify the conditions in (10). Hence, for any $l$ with $t \leq l \leq d - \bar{k}_n^i - 1$, we have

$$\alpha^i_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} = \alpha^{n-1}_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)}.$$  \hspace{1cm} (11)

By hypothesis, for any partition $(w)$ of $d - 1$, we have $\alpha_{(w)}^{n-1} = \alpha_{(w)}^n$. Thus, Eq. (12) is reduced to

$$0 = \sum_{l=0}^{t-1} (-1)^l (\beta^{(r;i,n)})^l \left( \alpha^i_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} - \alpha^n_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} \right).$$

This can be seen as the evaluation at $\beta^{(r;i,n)}$ of the polynomial $P_{t-1}(X)$ of degree $t - 1$:

$$P_{t-1}(X) = \sum_{l=0}^{t-1} (-1)^l (\beta^{(r;i,n)})^l \left( \alpha^i_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} - \alpha^n_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} \right) X^l.$$  \hspace{1cm} (13)

Given that $t \leq s_{i,n}$, $P_{t-1}(X)$ has more than $t$ roots implying $P_{t-1} = 0$. Then, for any $l$ with $0 \leq l \leq t - 1$, we get

$$\alpha^i_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)} = \alpha^n_{(k_0, \ldots, d - \bar{k}_n^i - 1 - l, \ldots, l)}.$$  \hspace{1cm} (11)

Putting altogether, we obtain that for any partition $(w)$ of $d - 1$ we have

$$\alpha^i_{(w)} = \alpha^{n-1}_{(w)} = \alpha^n_{(w)},$$

which finishes the proof of the claim. \hspace{1cm} \Box

Fix $v \in T^{n-1,n}$. Without loss of generality we can assume that $d \leq \min m_v^{n-1,n}$, otherwise we permute the indexes in the argument below. Thus $d \leq s_{n-1,n}$ and

$$d \leq \min \{s_{n-1,j_1} + s_{j_1,n}, s_{j_2,j_2} + s_{j_2,q_2}, \ldots, s_{j_{n-2},j_{n-2}} + s_{j_{n-2},q_{n-2}} \}.$$  \hspace{1cm} (13)

Finally, using iteratively the Claim, we will see that for any partition $(w) = (w_0, \ldots, w_n)$ of $d - 1$, we have $\alpha_{(w)}^0 = \alpha_{(w)}^1 = \cdots = \alpha_{(w)}^n$.  \hspace{1cm} (14)
Let us see the first steps of the iteration. Since \( d \leq s_{n-1,n} \), from (8) it follows that \( \alpha_{(w)}^{j_1} = \alpha_{(w)}^{n-1} = \alpha_{(w)}^n \). We also know that \( j_2 \notin \{j_1, n-1 \} \) and \( i_2, q_2 \in \{j_1, n-1, n \} \). Therefore, \( \alpha_{(w)}^{j_2} = \alpha_{(w)}^{q_2} \) for any partition \((w)\) and, by assumption, \( d \leq s_{2j_2 + s_{j_2,q_2}} \). Also by the Claim we obtain

\[
\alpha_{(w)}^{j_1} = \alpha_{(w)}^{n-1} = \alpha_{(w)}^n.
\]

Thus, we obtain

\[
\alpha_{(w)}^{j_1} = \alpha_{(w)}^{n-1} = \alpha_{(w)}^n.
\]

Since \( \text{indeg} \) are clearly smaller or equal than \( j \in \text{syz} \), we have \( \text{indeg} \leq \text{syz} \).

Indeed, \( S \leq \text{syz} \) and \( \text{indeg} \leq \text{syz} \). Moreover, \( \text{indeg} \leq \text{syz} \).

Given that we have \( n-2 \) summands and at each step \( j_m \notin S_{m-1}^{n-1} \), after \( n-2 \) iterations we finally conclude that

\[
\alpha_{(w)}^{0} = \alpha_{(w)}^{1} = \cdots = \alpha_{(w)}^{n-1} = \alpha_{(w)}^n.
\]

for any partition \((w)\). In particular this implies that \( \text{Der}(\log \mathcal{A})_d = R_{d-1}\theta_E \).

Remark 4.6 (1) When \( n = 2 \), the bound in Theorem 4.5 simplifies to

\[
M^{1.2} = \min S^{1.2} = \min \{s_{1,2}, s_{1,0} + s_{0,2} \}.
\]

Indeed, \( S^{0.1} = \min \{s_{0,1}, s_{0,2} + s_{1,2} \} \leq s_{0,1} \) and \( S^{0.2} = \min \{s_{0,2}, s_{0,1} + s_{1,2} \} \leq s_{0,2} \). Both are clearly smaller or equal than \( s_{1,2} \) and \( s_{1,0} + s_{0,2} \) anyway.

(2) Given integers \( 1 \leq i \leq j \leq n \) such that \( D = s_{n-1,n} \), there exists \( A \in H(s_{i,j}) \) with \( \text{indeg}(\text{syz}(J_A)) = D + 1 \). Consider the extended Fermat arrangement \( A_{s_{i,j}} \) with associated equation \( x_0 \cdots x_n \prod_{0 \leq i < j \leq n} (x_i^{s_{n-1,n}} - x_j^{s_{n-1,n}}) \). For each \( i, j \), \( 0 \leq i < j \leq n \), we set \( h_{i,j} \) to be the product of the \( s_{i,j} \) different linear factors of \( (x_i^{s_{n-1,n}} - x_j^{s_{n-1,n}}) \).

We claim that the arrangement \( A \) with associated equation \( x_0 \cdots x_n \prod_{0 \leq i < j \leq n} h_{i,j} \) has \( \text{indeg}(\text{syz}(J_A)) = D + 1 \). Indeed, by Theorem 4.5 we have that \( \text{indeg}(\text{syz}(J_A)) \geq D + 1 \). Since \( \text{indeg}(\text{syz}(J_A)) = D + 1 \) and \( \text{syz}(J_A) \subset \text{syz}(A_{s_{n-1,n}}) \), the claim follows.

The following result collects examples of complete hypertetrahedral arrangements reaching the bound in Theorem 4.5.

Proposition 4.7 For any integers \( n \geq 2, \ a \geq 2 \) and \( r \geq 1 \) the hypertetrahedral arrangement \( A_{a,n} \) with defining equation

\[
x_0 x_1 \cdots x_n \prod_{0 \leq i < j \leq n} (x_i^a - x_j^a) g_{(r-1)a}(x_{n-1}, x_n),
\]

where \( g_{(r-1)a}(x_{n-1}, x_n) \in k[x_{n-1}, x_n] \) is a general homogeneous polynomial of degree \((r - 1)a\), is free with exponents \( (1, 2a + 1, \ldots, na + 1, ra + 1) \).
Proof By Example 4.3(ii), we know that the result is true for \( r = 1 \). Let us assume \( r > 1 \) and write the equation \( f_{\mathcal{A}_{a,n}^r} \) of the arrangement \( \mathcal{A}_{a,n}^r \) as follows

\[
f_{\mathcal{A}_{a,n}^r} = x_0 x_1 \cdots x_n \prod_{0 \leq i < j \leq n} (x_i^a - x_j^a) g_{(r-1)a}(x_{n-1}, x_n)
= f_{\mathcal{A}_{a,n}^{r-1}} g_{a}(x_{n-1}, x_n),
\]

where \( g_a(x_{n-1}, x_n) \in k[x_{n-1}, x_n] \) is a homogeneous polynomial of degree \( a \). By Lemma 2.11, any section \( 0 \neq s_i \in H^0(\mathcal{T}_{\mathcal{A}_{a,n}^r} (-ia - 1)), 1 \leq i \leq n - 1 \), induces a section \( 0 \neq \sigma_i = s_i g_a(x_{n-1}, x_n) \in H^0(\mathcal{T}_{\mathcal{A}_{a,n}^r} (-i + 1)a - 1)) \), being \( \mathcal{T}_{\mathcal{A}_{a,n}^r} = \ker(\mathcal{O}_{\mathbb{P}^n}^{n+1} \to J_{\mathcal{A}_{a,n}^r}((n+1)a + (r - 1)a + n)) \). Hence, we have two exact sequences to deal with:

\[
0 \to \mathcal{T}_{\mathcal{A}_{a,n}^r} \to \mathcal{O}_{\mathbb{P}^n}^{n+1} \to J_{\mathcal{A}_{a,n}^r} \left( \binom{n+1}{2} a + (r - 1)a + n \right) \to 0 \tag{13}
\]

where \( J_{\mathcal{A}_{a,n}^r} \) is the Jacobian ideal of \( f_{\mathcal{A}_{a,n}^r} \), and

\[
0 \to \bigoplus_{i=2}^{n} \mathcal{O}_{\mathbb{P}^n}(-ia - 1) \to \mathcal{T}_{\mathcal{A}_{a,n}^r} \to I_Z(-ra - 1) \to 0 \tag{14}
\]

where \( Z \) is a codimension 2 subscheme of \( \mathbb{P}^n \).

**Claim:** \( Z = \emptyset \). In order to prove that \( \deg(Z) = 0 \) we will compute the second Chern class of \( \mathcal{T}_{\mathcal{A}_{a,n}^r} \) using two different approaches. Using the exact sequence (14), we get \( c_1(\mathcal{T}_{\mathcal{A}_{a,n}^r}) = c_1(\bigoplus_{i=2}^{n} \mathcal{O}_{\mathbb{P}^n}(-ia - 1))c_1(I_Z(-ra - 1)) \). Therefore, we have

\[
c_2(\mathcal{T}_{\mathcal{A}_{a,n}^r}) = c_2(I_Z(-ra - 1)) \quad \text{c} \quad c_2 \left( \bigoplus_{i=2}^{n} \mathcal{O}_{\mathbb{P}^n}(-ia - 1) \right)
+ c_1(I_Z(-ra - 1))c_1 \left( \bigoplus_{i=2}^{n} \mathcal{O}_{\mathbb{P}^n}(-ia - 1) \right)
= \deg(Z) + \sum_{2 \leq i < j \leq n} (ia + 1)(ja + 1) + \sum_{i=2}^{n} (ia + 1)(ra + 1)
= \deg(Z) + \binom{n}{2} + a(n-1)\left( \binom{n-1}{2} + r - 1 \right) + \frac{a^2}{2} \left( \binom{n+1}{3} \right) \frac{3n+2}{2}
+ (r - 1)(n-1)(n+2) \tag{15}
\]

On the other hand, the second Chern class of \( \mathcal{T}_{\mathcal{A}_{a,n}^r} \) can be computed using Jacobian map (13) in addition to the codimension 2 part of the singular locus of \( \mathcal{A}_{a,n}^r \). The latter turns out to be:

- \( \binom{n+1}{2} - 1 \) linear subspaces of codimension 2 which are the intersection of \( a + 2 \) hyperplanes. Indeed, they correspond to the \( a + 2 \) hyperplanes passing through the codimension 2 linear subspace \( x_i = x_j = 0 \) with \( 0 \leq i < j \leq n \) and \( (i, j) \neq (n-1, n) \).
- \( 1 \) linear subspace of codimension 2 which is the intersection of \( ra + 2 \) hyperplanes. Indeed, the arrangement contains \( ra + 2 \) hyperplanes containing the codimension 2 linear subspace \( x_n = x_{n-1} = 0 \).
• \((\frac{n+1}{3})a^2\) linear subspaces of codimension 2 which are the intersection of 3 hyperplanes. Indeed, for \(0 \leq i_1 < i_2 < i_3 \leq n\) and \(\epsilon_1, \epsilon_2\) \(a\)-th roots of 1, the 3 hyperplanes \(x_{11} - \epsilon_1 x_{i_2}, x_{12} - \epsilon_2 x_{i_3}\) and \(x_{11} - \epsilon_1 \epsilon_2 x_{i_3}\) meet in a codimension 2 linear subspace.

• \(\frac{a^2}{2} (\frac{n+1}{2})^2 + \binom{n+1}{r} (n-1)a + (\binom{n+1}{2} - 1)(r-1)a^2\) linear subspaces of codimension 2 which are the intersection of 2 hyperplanes.

Therefore, using the exact sequence (13) and the properties of Chern classes (see [7, Section 2.5]), we obtain:

\[
c_2(T_{A_{a,n}}) = -c_1(T_{A_{a,n}})c_1 \left( J_{A_{a,n}} \left( (\frac{n+1}{2})a + (r-1)a + n \right) \right) \\
= -c_1(T_{A_{a,n}})c_1 \left( J_{A_{a,n}} \left( (\frac{n+1}{2})a + (r-1)a + n \right) \right) \\
= \left( (\frac{n+1}{2})a + n + (r-1)a \right)^2 - \left( (\frac{n+1}{2}) - 1 \right) (a+1)^2 - (ra+1)^2 \\
-4 \left( \frac{n+1}{3} \right) a^2 - \frac{a^2}{2} \left( \binom{n+1}{2} - 1 \right) (r-1)a \\
- \left( \binom{n+1}{2} - 1 \right) (r-1)a^2 \\
= \left( \frac{n}{2} + a(n-1) \right) \left( \binom{n-1}{2} + r - 1 \right) + \frac{a^2}{2} \left( \binom{n+1}{3} \right) \frac{3n+2}{2} \\
+ (r-1)(n-1)(n+2). \tag{16}
\]

Comparing the equalities (15) and (16), we get \(\text{deg}(Z) = 0\). Hence, the exact sequence (14) splits and we conclude that \(A_{a,n}'\) is free with exponents \(2a + 1, \ldots, na + 1, ra + 1\).

\textbf{Triangular arrangements.}

In the last part of this section, we apply the previous results to the particular case of complete triangular arrangements. From now on, we set \(x = x_0, y = x_1\) and \(z = x_2\) and \((s_1, s_2, s_3) = (s_0, 1, s_0, 2, s_1, 2)\) with \(0 < s_1 \leq s_2 \leq s_3\). Any complete triangular arrangement \(A \in \mathcal{H}(s_1, s_2, s_3)\) of \(s_1 + s_2 + s_3 + 3\) lines in \(\mathbb{P}_2\) is given by \(x, y, z\) and the following \(s_1 + s_2 + s_3\) linear forms:

\[
l_i = x - a_i y, \quad 1 \leq i \leq s_1 \\
l_j = b_j x - z, \quad 1 \leq j \leq s_2 \\
l_t = y - c_t z, \quad 1 \leq t \leq s_3.
\]

By Remark 4.6, \(\text{indeg}(\text{syz}(J_A)) \geq \min\{s_3, s_1 + s_2\} + 1\). Furthermore, we have the following result.

\textbf{Theorem 4.8} \textit{For any} \(A \in \mathcal{H}(s_1, s_2, s_3)\) \textit{we have the following.}

(i) \textit{If} \(s_3 \geq s_1 + s_2\), \textit{then} \(\text{indeg}(\text{syz}(J_A)) = s_1 + s_2 + 1\). \textit{In other words, Der}(- \text{log} A)_d \subset R\theta_E \textit{for all} \(1 \leq d \leq \min\{s_1 + s_2, s_3\}\).

(ii) \textit{If} \(s_3 + 1 \leq s_1 + s_2\), \textit{then} \(s_3 + 1 \leq \text{indeg}(\text{syz}(J_A)) \leq s_1 + s_2 + 1\). \textit{Moreover, if} \(\text{indeg}(\text{syz}(J_A)) = s_3 + 1\), \textit{then} \(A\) \textit{is free with exponents} \((1, s_3 + 1, s_1 + s_2 + 1)\).
**Proof** See [2, Theorem 1.2]. □

Let $\mathcal{A}$ be a triangular arrangement in $\mathcal{H}(s_1, s_2, s_3)$ with $s_3 + 1 \leq s_1 + s_2$. By Theorem 4.8, we know that there is an integer $s_3 + 1 \leq d_\mathcal{A} \leq s_1 + s_2$ such that $\operatorname{Der}(- \log \mathcal{A})_{d_\mathcal{A}} \not\subseteq R_{d_\mathcal{A} - 1} \theta_E$, but $\operatorname{Der}(- \log \mathcal{A})_{d} \subseteq R_{d-1} \theta_E$ for any $d \leq d_\mathcal{A}$. Given an integer $s_3 + 1 \leq d \leq s_1 + s_2$, we study which conditions must be satisfied by a triangular arrangement $\mathcal{A} \in \mathcal{H}(s_1, s_2, s_3)$ in order that $d_\mathcal{A} = d$.

**Notation 4.9** Given a complete triangular arrangement $\mathcal{A}$ with $1 \leq s_1 \leq s_2 \leq s_3$ and $s_3 + 1 \leq s_1 + s_2$, we denote

$$f^s_{ijr} := b^s_j - (a_i c_r)^s.$$  

For any integer $d$ in the range $s_3 + 1 \leq d \leq s_1 + s_2$, we define the matrices $M^d_{\mathcal{A}}$ as follows.

If $2d \leq s_1 + s_2 + s_3 - 1$, $M^d_{\mathcal{A}}$ will be the matrix with $(d - s_1)(2d - s_2 - s_3 - 1)$ columns and $s_1 s_2 s_3$ rows $l_{ijr}$ given by

$$l_{ijr} = (g_{ijr}|h_{ijr}), \quad 1 \leq i \leq s_1, \quad 1 \leq j \leq s_2, \quad 1 \leq r \leq s_3,$$

where

$$g_{ijr} = (f_{s_1}^{s_1} \cdots f_{ijr}^{d-1} c_r f_{ijr}^{s_1-1} \cdots c_r f_{ijr}^{d-2} \cdots c_r f_{ijr}^{d-s_2-1} f_{ijr}^{s_1+s_2+1-d} \cdots c_r f_{ijr}^{d-s_2-1} f_{ijr}^{s_3}),$$

$$h_{ijr} = (f_{ijr} c_r^{s_1-1} \cdots f_{ijr} c_r^{d-2} f_{ijr} c_r^{s_1-2} \cdots f_{ijr} c_r^{d-3} \cdots f_{ijr} c_r^{d-s_1-1} c_r^{s_1+s_3+1-d} \cdots f_{ijr} c_r^{d-s_1-1} c_r^{s_3}).$$

If $2d \geq s_1 + s_2 + s_3$, we set

$$m = \frac{1}{2}(s_1(s_1 - 1) - (s_2 + s_3)(s_2 + s_3 + 1 - 2d)).$$

In this case, $M^d_{\mathcal{A}}$ will be the matrix with $m$ columns and $s_1 s_2 s_3$ rows $l_{ijr}$ given by

$$l_{ijr} = (h_{ijr}|p_{ijr}|q_{ijr}|t_{ijr}), \quad 1 \leq i \leq s_1, \quad 1 \leq j \leq s_2, \quad 1 \leq r \leq s_3,$$

where

$$p_{ijr} = (c_r^{s_1+s_3-d} f_{ijr}^{d-s_3} \cdots c_r^{s_1+s_3-d} f_{ijr}^{s_1+s_3-1} f_{ijr}^{s_1+s_3-d} f_{ijr}^{d-s_3} \cdots c_r^{s_1+s_3-d} f_{ijr}^{d-s_3})$$

$$q_{ijr} = (f_{ijr} \cdots f_{ijr}^{d-s_2-s_3-1} c_r f_{ijr}^{s_1-1} \cdots c_r f_{ijr}^{2d-s_2-s_3-2} c_r f_{ijr}^{s_1-1} \cdots c_r f_{ijr}^{2d-s_2-s_3-2} \cdots c_r f_{ijr}^{s_1+s_3-d-1} f_{ijr}^{d-s_3-1} f_{ijr}^{d-s_3-1} f_{ijr}^{d-s_3-1})$$

$$t_{ijr} = (f_{ijr} \cdots f_{ijr}^{d-s_2-s_3} \cdots f_{ijr}^{d-s_1-s_3} \cdots f_{ijr}^{d-s_2-s_3} \cdots c_r f_{ijr}^{d-s_2-s_3} \cdots c_r f_{ijr}^{d-s_2-s_3} \cdots c_r f_{ijr}^{d-s_2-s_3} \cdots c_r f_{ijr}^{d-s_2-s_3} f_{ijr}^{s_2}).$$

Finally, let us define the expected rank of $M^d_{\mathcal{A}}$ to be

$$\operatorname{exprk}(M^d_{\mathcal{A}}) = \begin{cases} 
(d - s_1)(2d - s_2 - s_3 - 1), & \text{if } 2d \leq s_1 + s_2 + s_3 - 1 \\
\frac{1}{2}(s_1(s_1 - 1) - (s_2 + s_3)(s_3 + s_3 + 1 - 2d)), & \text{if } 2d \geq s_1 + s_2 + s_3.
\end{cases}$$

Keeping this notation, we can determine when the arrangement $\mathcal{A}$ has a degree $d$ derivation in the range $s_3 + 1 \leq d \leq s_1 + s_2$. 

Springer
Theorem 4.10 Let $\mathcal{A}$ be a complete triangular arrangement with $0 \leq s_1 \leq s_2 \leq s_3$ and assume that $s_3 + 1 \leq s_1 + s_2$. Let $s_3 + 1 \leq d \leq s_1 + s_2$. Then, $\text{Der}(- \log \mathcal{A})_d \subseteq R_{d-1} \theta E$ if and only if $M^{d}_{d}$ has maximal rank.

Proof Let us recall the proof of Theorem 4.5 in the case $n = 2$. A derivation $\theta \in \text{Der}(- \log \mathcal{A})_d$ is identified with a triple $(f_1, f_2, f_3) \in R^{3}_{d-1}$ such that, writing $f_i = \sum_{w_1 + w_2 + w_3 = d-i} \alpha^i_{(w_1, w_2, w_3)} x^{w_1} y^{w_2} z^{w_3}$ the following conditions are satisfied:

\[ \sum_{l=0}^{d-1-k} a^{l}_{i}(\alpha^{l}_{(d-1-k-l,k)} - \alpha^{l}_{(d-1-k-l,k)}) = 0 \text{ for } 0 \leq k \leq d - 1 \text{ and } 1 \leq i \leq s_1, \]

\[ \sum_{l=0}^{d-1-k} b^{l}_{j}(\alpha^{l}_{(d-1-k-l,k,l)} - \alpha^{l}_{(d-1-k-l,k,l)}) = 0 \text{ for } 0 \leq k \leq d - 1 \text{ and } 1 \leq j \leq s_2, \]

\[ \sum_{l=0}^{d-1-k} c^{l}_{r}(\alpha^{l}_{(k,l,d-1-k-l)} - \alpha^{l}_{(k,l,d-1-k-l)}) = 0 \text{ for } 0 \leq k \leq d - 1, \text{ and } 1 \leq r \leq s_3, \]

\[ \alpha^{2}_{(k,l,d-1-k-l)} = \alpha^{3}_{(k,l,d-1-k-l)} \text{ for all } 0 \leq k \leq d - 1 \text{ and } 0 \leq l \leq d - 1 - k, \]

\[ \alpha^{2}_{(l,d-1-k-l,k)} = \alpha^{3}_{(l,d-1-k-l,k)} \text{ for all } d - s_1 \leq k \leq d - 1 \text{ and } 0 \leq l \leq d - 1 - k, \]

\[ \alpha^{3}_{(d-1-k-l,k,l)} = \alpha^{3}_{(d-1-k-l,k)} \text{ for all } d - s_2 \leq k \leq d - 1 \text{ and } 0 \leq l \leq d - 1 - k. \]

Let us now define, for any partition $(w_1, w_2, w_3)$ of $d - 1$,

\[ X^{1,2}_{(w_1, w_2, w_3)} = \alpha^{1}_{(w_1, w_2, w_3)} - \alpha^{2}_{(w_1, w_2, w_3)}, \]

\[ X^{1,3}_{(w_1, w_2, w_3)} = \alpha^{1}_{(w_1, w_2, w_3)} - \alpha^{3}_{(w_1, w_2, w_3)}, \]

\[ X^{2,3}_{(w_1, w_2, w_3)} = \alpha^{2}_{(w_1, w_2, w_3)} - \alpha^{3}_{(w_1, w_2, w_3)}. \]

Hence, any derivation $\theta \in \text{Der}(- \log \mathcal{A})_d$ corresponds bijectively with a solution of the following homogeneous linear system:

\[
\begin{align*}
\sum_{l=0}^{d-1-k} a^{l}_{i} X^{1,2}_{(l,d-1-k-l,k)} &= 0, & 1 \leq i \leq s_1 \\
\sum_{l=0}^{d-1-k} b^{l}_{j} X^{1,3}_{(d-1-k-l,k,l)} &= 0, & 1 \leq j \leq s_2 \\
\sum_{l=0}^{d-1-k} c^{l}_{r} X^{2,3}_{(k,l,d-1-k-l)} &= 0, & 1 \leq r \leq s_3 \\
X^{1,2}_{(l,d-1-k-l,k)} &= 0 & d - s_1 \leq k \leq d - 1 \text{ and } 0 \leq l \leq d - 1 - k \quad (17) \\
X^{1,3}_{(d-1-k-l,k,l)} &= 0 & d - s_2 \leq k \leq d - 1 \text{ and } 0 \leq l \leq d - 1 - k \\
X^{2,3}_{(k,l,d-1-k-l)} &= 0 & d - s_3 \leq k \leq d - 1 \text{ and } 0 \leq l \leq d - 1 - k \\
X^{1,3}_{(w_1, w_2, w_3)} &= X^{1,2}_{(w_1, w_2, w_3)} + X^{2,3}_{(w_1, w_2, w_3)} & w_1 + w_2 + w_3 = d - 1.
\end{align*}
\]

Moreover, notice that $\text{Der}(- \log \mathcal{A})_d \nsubseteq R_{d-1} \theta E$ if and only if (17) has some solution different from zero. Our strategy will be to determine when the matrix associated to the system (17) has maximal rank. First, from (17) we deduce the following equalities:
\[ X^{12}_{(0,d-1-k,k)} = - \sum_{i=1}^{d-1-k} a_i^{12} X^{12}_{(l,d-1-k-l,k)}, \quad \text{for } 1 \leq i \leq s_1 \text{ and } 0 \leq k \leq d - s_1 - 1 \]  
(18)

\[ X^{13}_{(0,k,d-1-k)} = - \sum_{l=1}^{d-k-1} b_j^{13} X^{13}_{(l,k,d-1-k-l)}, \quad \text{for } 1 \leq j \leq s_2 \text{ and } 0 \leq k \leq d - s_2 - 1 \]  
(19)

\[ X_{(k,0,d-1-k)} = - \sum_{l=1}^{d-1-k} c_r^{23} X^{23}_{(k,l,d-1-k-l)}, \quad \text{for } 1 \leq r \leq s_3 \text{ and } 0 \leq k \leq d - s_3 - 1. \]  
(20)

In addition, for any \( l \) with \( 0 \leq l \leq d - 1 - k \),

\[ X^{12}_{(l,d-1-k-l,k)} = 0, \quad X^{23}_{(l,d-1-k-l,k)} = X^{13}_{(l,d-1-k-l,k)} \quad \text{for } d - s_1 \leq k \leq d - 1 \]  
(21)

\[ X^{13}_{(d-1-k-l,k,l)} = 0, \quad X^{23}_{(d-1-k-l,k,l)} = -X^{12}_{(d-1-k-l,k,l)} \quad \text{for } d - s_2 \leq k \leq d - 1 \]  
(22)

\[ X^{23}_{(k,l,d-1-k-l)} = 0, \quad X^{12}_{(k,l,d-1-k-l)} = X^{13}_{(k,l,d-1-k-l)} \quad \text{for } d - s_3 \leq k \leq d - 1 \]  
(23)

and

\[ \sum_{l=0}^{d-2} b_j^{l-d+1} X^{13}_{(d-1-l,0,l)} = \sum_{l=1}^{d-1} c_r^{23} X^{23}_{(0,l,d-1-l)}, \quad \text{for } 1 \leq j \leq s_2 \text{ and } 1 \leq r \leq s_3. \]  
(24)

Therefore, a solution of equations from (18) to (23) corresponds to a derivation in \( \text{Der}(- \log A_j) \) if and only if it satisfies the condition (24). In order to study this last equation we need to distinguish two different cases:

**Case 1:** \( 2d \leq s_1 + s_2 + s_3 - 1 \).

First of all, we will analyze the left hand side of (24). To this end, we write it as

\[
L := \sum_{l=0}^{d-2} b_j^{l-d+1} X^{13}_{(d-1-l,0,l)} = \sum_{s=1}^{d-1} b_j^{-s} X^{13}_{(s,0,d-1-s)}
\]

\[
= \sum_{s=1}^{d-s_1-1} b_j^{-s} X^{13}_{(s,0,d-1-s)} + \sum_{s=d-s_3}^{s_1-1} b_j^{-s} X^{13}_{(s,0,d-1-s)}
\]

\[
+ \sum_{s=s_1}^{d-1} b_j^{-s} X^{13}_{(s,0,d-1-s)}
\]

\[
= \sum_{s=1}^{d-s_1-1} b_j^{-s} X^{23}_{(s,0,d-1-s)} + \sum_{s=s_1}^{d-1} b_j^{-s} X^{12}_{(s,0,d-1-s)}
\]

where the last equality follows from (22) and (23). Now using (20) and again equalities (21) and (22) we get

\[
L = \sum_{s=1}^{d-s_1-1} b_j^{-s} \left[ - \sum_{l=1}^{d-s_2-1} c_r^{23} X^{23}_{(s,l,d-1-s-l)} - \sum_{l=s_1-s}^{d-1} c_r^{23} X^{23}_{(s,l,d-1-s-l)} \right]
\]

\[
+ \sum_{s=s_1}^{d-1} b_j^{-s} X^{12}_{(s,0,d-1-s)}
\]
where we have used equalities from (21) to (23) and we have performed a change of variables in the last equality. Using (19) and (18) and having in mind the ranges where the variables vanish (given by (21) to (23)), we get

\[ R := \sum_{s=1}^{d-s_2-1} c_r^s X_{(0,l,d-1-l)}^{23} = \sum_{s=1}^{d-s_2-1} c_r^s X_{(0,s,d-1-s)}^{23} \]

\[ = \sum_{s=1}^{d-s_2-1} c_r^s X_{(0,s,d-1-s)}^{13} - \sum_{s=s_2}^{d-s_2-1} c_r^s X_{(0,s,d-1-s)}^{12} \]

\[ = \sum_{s=1}^{d-s_2-1} c_r^s X_{(0,s,d-1-s)}^{13} - \sum_{s=0}^{d-s_2-1} c_r^{d-s_1-s} X_{(0,d-1-s)}^{12}, \]

where we have used equalities from (21) to (23) and we have performed a change of variables in the last equality. Using (19) and (18) and having in mind the ranges where the variables vanish (given by (21) to (23)), we get

\[ R = - \sum_{s=1}^{d-s_3-1} \sum_{l=1}^{d-s_2-1} b_j^s c_r^l X_{(l,s,d-1-s-l)}^{13} - \sum_{s=s_2}^{d-s_2-1} \sum_{l=s_1-s}^{d-s_3-1} c_r^s b_j^{l-1} X_{(l,s,d-1-s-l)}^{12} \]

\[ + \sum_{s=0}^{d-s_1-d-s_3-1} \sum_{l=1}^{d-s_2-1} c_r^{d-s_1-s} a_l^s X_{(l,d-1-s-l,s)}^{12} + \sum_{s=0}^{d-s_2-1} \sum_{l=s_2-s}^{d-s_1-d-s_3-1} c_r^{d-s_1-s} a_l^s X_{(l,d-1-s-l,s)}^{12}, \]

Writing together both expressions, we obtain:

\[ - \sum_{s=1}^{d-s_3-1} \sum_{l=1}^{d-s_2-1} b_j^s c_r^l X_{(s,l,d-1-s-l)}^{13} \]

\[ - \sum_{s=1}^{d-s_3-1} \sum_{l=s_1-s}^{d-s_3-1} b_j^s c_r^l X_{(s,l,d-1-s-l)}^{12} \]

\[ + \sum_{s=1}^{d-s_3-1} b_j^s X_{(s,0,d-1-s)}^{12} \]

\[ = - \sum_{s=1}^{d-s_2-1} \sum_{l=1}^{d-s_3-1} c_r^s b_j^{l-1} X_{(l,s,d-1-s-l)}^{13} \]

\[ - \sum_{s=1}^{d-s_3-1} \sum_{l=s_1-s}^{d-s_2-1} c_r^s b_j^{l-1} X_{(l,s,d-1-s-l)}^{12} \]

\[ + \sum_{s=0}^{d-s_1-1} \sum_{l=1}^{d-s_2-1} c_r^{d-s_1-s} a_l^s X_{(l,d-1-s-l,s)}^{12} \]

\[ + \sum_{s=0}^{d-s_1-1} \sum_{l=s_2-s}^{d-s_1-1} c_r^{d-s_1-s} a_l^s X_{(l,d-1-s-l,s)}^{12}, \]

Reordering the equation and performing suitable changes of coordinates we get:

\[ \sum_{s=1}^{d-s_3-1} \sum_{l=s_1-s}^{d-s_2-1} c_r^l [b_j^s - (a_l c_r)^s] X_{(s,l,d-1-s-l)}^{12} \]

\[ + \sum_{l=0}^{d-s_2-1} \sum_{s=s_1-l}^{d-s_1-d-l-1} c_r^l [b_j^s - (a_l c_r)^s] X_{(s,l,d-1-s-l)}^{12} = 0. \]
Hence, \( \text{Der}(\log \mathcal{A}) \subseteq R_{d-1} \theta_E \) if and only if \( M_A^d \) has maximal rank.

**Case 2:** \( 2d \geq s_1 + s_2 + s_3 \).

Reasoning analogously as in the above case, we deduce that the condition (24) is equivalent to

\[
\begin{align*}
&\sum_{s=1}^{d-s_3-1} \sum_{l=s_3-s}^{d-s_2-1} c_r[b^{-s} - (a_i c_r)^s]X_{(s, l, d-l-s-l)}^{12} \\
&+ \sum_{l=s_1+s_3-d}^{d-s_2-s_3-l-1} \sum_{s=d-s_3}^{2d-s-2} c_r[b^{-s} - (a_i c_r)^s]X_{(s, l, d-l-s-l)}^{12} \\
&+ \sum_{l=0}^{s_3-d-1} \sum_{s=s_1-l}^{2d-s_2-s_3-l-1} c_r[b^{-s} - (a_i c_r)^s]X_{(s, l, d-l-s-l)}^{12} \\
&+ \sum_{l=0}^{s_3-d-1} \sum_{s=2d-s_2-s_3-l}^{d-s_2-1} c_r[b^{-s} - (a_i c_r)^s]X_{(s, l, d-l-s-l)}^{12} = 0.
\end{align*}
\]

Thus, \( \text{Der}(\log \mathcal{A}) \subseteq R_{d-1} \theta_E \) if and only if \( M_A^d \) has maximal rank. \( \square \)

We end this paper with a characterization of free triangular arrangements.

**Corollary 4.11** Let \( \mathcal{A} \in \mathcal{H}(s_1, s_2, s_3) \) be a triangular arrangement with \( s_3 + 1 \leq s_1 + s_2 \). Then, \( \mathcal{A} \) is free with exponents \( (1, s_3 + 1 + k, s_1 + s_2 + 1 - k) \) with \( k \leq \frac{s_1+s_2-s_3}{2} \) if and only if

\[
\text{rk}(M_A^d) = \begin{cases} 
\text{exprk}(M_A^d), & \text{if } s_3 + 1 \leq d \leq s_3 + k \\
\text{exprk}(M_A^d) - \left(\frac{2+d-(s_1+1+k)}{2}\right), & \text{if } s_3 + 1 + k \leq d \leq s_1 + s_2 - k \\
\text{exprk}(M_A^d) - \left(\frac{2+d-(s_1+s_2+1-k)}{2}\right) - \left(\frac{2+d-(s_1+s_2+1-k)}{2}\right), & \text{if } s_1 + s_2 + 1 - k \leq d \leq s_1 + s_2 + 1.
\end{cases}
\]

**Proof** It follows directly from Theorem 4.10. \( \square \)
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