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**Abstract**—In the past years, significant improvements in the field of neural architecture search (NAS) have been made. However, in order to improve the performance of the model, many search spaces contain multi-branch architectures, which leads to the gap between the searched constraint and real inference time. In this work, we propose a re-parameterization (Rep) search space based on structural Rep techniques. In the Rep search space, the subnets are multi-branch in training and single-path in inference. Furthermore, RepNAS, a one-stage NAS approach, is present to efficiently search the optimal diverse branch block (ODBB) for each layer under the branch number constraint. Our experimental results show the searched ODBB can easily surpass the manual diverse branch block (DBB) with efficient training.
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I. INTRODUCTION

Designing low-latency neural networks is critical to the application on mobile devices, e.g., mobile phones, security cameras, augmented reality glasses, self-driving cars, and many others. Neural architecture search (NAS) is expected to automatically search a neural network where the performance surpasses the human-designed one under the most common constraints, such as latency, FLOPs and parameter number. One of the key factors for the success of NAS is the artificially designed search space. Many previous NAS methods are designed to search on DARTS space [1]–[3] and MobileNet-like space [4]–[6]. DARTS space contains a multi-branch topology and a combination of various paths with different operations and complexities. The multi-branch design can enrich the feature space and improve the performance [7]. Multi-branch structure is also used in some neural networks designed by human before, e.g., the Inception models [7] and DenseNet models [8]. However, these multi-branch architectures result in a longer inference time that is unfriendly for real tasks. Therefore, many applicable NAS methods are adopted to MobileNet-like space by keeping only two branches (skip connection and convolutional operation) for searched networks to realize a tradeoff between the inference time and the performance.

To maintain the inference speed of a single branch while retaining the advantages of multiple branches, several Rep techniques [9]–[13] have been introduced. Rep techniques can retain multi-branch topology at training time while keeping a single path at running time, and thus can realize a balance of accuracy and efficiency. The multi-branch can be fused to one path because of linear operation, for example, a 3x3 Conv and a 1x1 Conv can be replaced by a 3x3 Conv by padding the 1x1 kernel to 3x3 and element-wise adding with the 3x3 Conv. It is worthy to note that the fused network has a lower inference time while keeping almost the same accuracy compared with the multi-branch network.

However, prior works that utilize Rep techniques to train models have some limitations. 1) The branch number and branch types of each block. The multi-branch training requires multiple memory (increasing linearly with the branches number) to save the middle feature representations. Therefore, the branch number and branch types of each block are manually fixed because of memory constraints. For instance, the RepVGG block only contains a 1x1 Conv, a 3x3 Conv and a skip connection while the ACB has 1x3 Conv and 3x1 Conv. 2) The role of each branch is unclear, which means some branches may counterproductive. Ding [11] experimented with various micro Diverse Branch Block (DBB) structures to explore which structure works better. However, on one hand, the manual micro DBB (all blocks are the same) is always suboptimal. Many NAS work [4], [6], [14] revealed that the optimal structure of blocks is different from each other. On the other hand, it is infeasible to design macro DBB of which search space approximately reaches $1.5 \times 10^{30}$ (Assuming there have 30 blocks and each block has 4 branches).

To address the limitation 1), we devise a multi-branch search space, called Rep search space. Unlike previous works that use Rep techniques, each block can preserve an arbitrary number of branches and all block architectures are independent in this paper. Facing increasing memory, the total branch number of the model can be flexibly adjusted. To address the limitation 2), a gradient-based NAS method, RepNAS, is proposed to automatically search the optimal branch for each block without parameter retraining. Compared with previous gradient-based NAS methods [1], [2] that only learn the importance in one edge, RepNAS learns the net-wise importance of each branch.
Moreover, RepNAS can be used under low GPU memory conditions by setting the branch number constraint. In each training iteration, the branches of low importance will be sequentially pruned until the memory constraint is met. The importance of branches is updated in the same round of back-propagation as gradients to neural parameters. As the training progresses, the importance of each branch is estimated accurately, meanwhile, the redundant branches hardly participate in the training. Once the training process finished, the optimized DDB structure is obtained with optimized network parameters.

To summarize, our main contributions are as follow: 1) A Rep search space is proposed in this paper, which allows the searched model to preserve arbitrary branches in training and can be fused into one path in inference. To our best knowledge, it is the first time that Rep techniques can be used to NAS. 2) To fit the new search space, RepNAS is presented to automatically one-stage search the optimal DDB. The searched model can be converted to a single-path model and directly deployed without time-consuming retraining. 3) Extensive experiments on models with various sizes demonstrate that the searched model can outperform both the human-designed DDB and NAS models under similar inference time.

II. RELATED WORK

A. Structural Re-parameterization

Structural re-parameterization techniques have been widely used to improve model performance by injecting several branches in training and fusing these branches in inference. RepVGG [9] simply inserted a $1\times1Conv$ and a residual connection into a $3\times3Conv$, which makes the performance of VGG-like networks have a huge improvement. A concurrent work, DBB [11], summarized more structural re-paramterization techniques and proposed a Diverse Branch Block which can be inserted into any convolutional network.

B. Neural Architecture Search

The purpose of neural network structure search is to automatically find the optimal network structure with reinforcement learning(RL) [15], [16], evolutionary algorithm(EA) [3], [6], [14], gradient [1], [2] methods. RL-based and EA-based methods need to evaluate each sampled network by retraining them on the dataset, which are time-consuming. The gradient-based method can simultaneously train and search the optimal subnet by assigning a learnable weight to each candidate operation. However, the gradient-based approach causes incorrect ranking results. A subnet has top proxy accuracy while performing not as expected. Moreover, since gradient-based approaches need more memory for training, they cannot be applied to the large-scale dataset. To address the above problem, some one-stage NAS methods [2], [4], [17] are proposed to simultaneously optimize the architecture and parameters. Once the supernet training is complete, the top-performing subnet is also given without retraining.

III. RE-PARAMETERIZATION NEURAL ARCHITECTURE SEARCH

A. Overview

The goal of Rep techniques is to improve the training effect of a CNN by inserting various branches with different kernel size. The inserted branches can be linearly fused into the original convolutional branch after training, such that no extra computational complexity(FLOPs, latency, memory footprint or model size) is subjoined. However, training with various branches costs a large GPU memory consumption, and it is hard to optimize a network with too many branches. The core idea of the proposed method is to prune out some branches across different blocks in a differentiable way, which is shown in Figure 1. It has two essential steps:

1) Given a CNN architecture(e.g., MobileNets, VGGs), we net-wisely insert several linear operations into original convolutional operations as its branches. For each branch, a learnable architecture parameter that represents the importance is set. During the training, we optimize both architecture parameters and network parameters by discretely sampling branches, simultaneously. Once training finishes, we can obtain a pruned architecture with optimized network parameters.

2) In inference, the rest of the branches can be directly fused into the original convolutional operations, such that the multi-branch architecture can be converted to the single-path architecture without a performance drop. No extra finetune is required in this step.

Compared with many NAS work, cumbersome architectures with various branches and skip connections are no longer an obstacle to application in RepNAS. In contrast to prior structural re-parameterization work, the architectures of blocks in each layer can be automatically designed without any extra time consumption. The whole optimization is in one stage.

B. Rep Search Space Design

NAS methods are usually designed to search for the optimal subnetwork on DARTS space or MobileNet-like space. The former contains multi-branch architecture, which makes the searched network difficult to apply because of the large inference time. The latter which refers to the expert experience in designing mobile networks includes efficient networks, however, multi-branch architecture into no consideration. Many human-designed networks [7], [8] demonstrate multi-branch architecture can improve model performance by enhancing the feature representation from the various scale. To combine the advantages of multi-branch and single-path architecture, a more flexible search space is proposed based on some current structural re-parameterization work. Shown in Figure 2, each block contains 7 branches($1\times1,K\times K$, $1\times 1-K\times K, 1\times 1-AVG, 1\times K, K\times 1$ and skipconnect). Different from previous search space, we release the heuristic constraints to offer higher flexibility to the final architecture, which means each block can preserve arbitrary branches and all block architectures are independent. It is worthy to note that the multi-branch will be fused to a single-path after searching, thus, have no impact on inference.
The new search space reaches approximately $2.29 \times 10^{105}$ architectures. Compared with either micro($1.1 \times 10^{18}$) or macro search space($1.9 \times 10^{93}$), the proposed search space has greater potential to offer better architectures and evaluate the effectiveness of NAS algorithms. However, such an enlarged search space brings challenges for preceding NAS approaches: 1) incorrect architecture ratings [18]. 2) large memory cost because of multi-branch [19].

C. Weight Sharing for Network Parameters

Many previous NAS methods share weights across architectures during supernet training while decoupling the weights of different branches at the same block. However, this strategy does not work in the proposed Rep search space because of a surging number of subnets. In each training iteration, only a few branches can be sampled which results in the weights being updated by limited times. Therefore, the performances of sampled subnets grow slowly. This limits the learning of architecture parameter $\alpha$. Inspired by BigNAS [6] and slimmable networks [20], we also share network parameters across the same block. For any branch that needs a convolutional operation, the weights of this branch can be inherited from the $K \times K$ convolutional operation in the main branch (see the right part of Figure 2). We represent its weights as $F_{H,W} = F_{K,K}^{LH:RH, LW:RW}$, $LH = \lfloor K/2 \rfloor - \lfloor H/2 \rfloor$, $RH = \lceil K/2 \rceil + \lfloor H/2 \rfloor$, $LW = \lceil K/2 \rceil - \lfloor W/2 \rfloor$, $RW = \lfloor K/2 \rfloor + \lceil W/2 \rceil$ (1)

where $\lfloor \cdot \rfloor$ is the floor operation, $H, W$ and $K, K$ denotes the kernel size of the inherited branch and main branch, respectively. Equipped with weight sharing, the supernet can get faster convergence, meanwhile, the ranking of branches can be evaluated precisely. We discuss the detail in Ablation Study.

D. Searching for Rep Blocks

To overcome the incorrect architecture ratings, an elegant solution is the one-stage differentiable NAS. The one-stage differentiable NAS is expected to simultaneously optimize the architecture parameter $\alpha$ and its network parameter $\omega$ by differentiable way, which can be formulated as the following optimization:

$$\alpha^*, \omega^* = \arg\min_{\alpha, \omega} L(\omega, \alpha; \text{D}_{\text{train}})$$

where $L(\omega, \alpha; \text{D}_{\text{train}}) = E_{(x,y) \in \text{D}_{\text{train}}} [CE(y', y)]$ denotes the loss function computed in a specified training dataset.

Many previous NAS works are designed to search on DARTs search space. With the heuristic rule, each edge only can preserve one branch. Therefore, in prior differentiable NAS work [1], [2], the parameters probability $\alpha_{i,j}$ of the jth branch in the ith block($N$ branches) can be written as

$$P(\alpha_{i,j}) = \frac{\exp(\alpha_{i,j})}{\sum_{k=1}^{N} \exp(\alpha_{i,k})}$$

Though the Eq.(2) can be optimized with gradient descent as most neural network training [1], it would suffer from the huge performance gap between supernet and its child network [19]. Instead, a continuous and differentiable reparameterization trick, Gumbel softmax [21], is used in NAS approaches [2], [17]. With Gumbel random variable, Eq.(3) can be rewritten as

$$Z_{i,j} = \frac{\exp((\alpha_{i,j} + G_{i,j})/\lambda)}{\sum_{k=1}^{N} \exp((\alpha_{i,k} + G_{i,j})/\lambda)}$$

Fig. 1. Left: The design of new search space based on several structural re-parameterization work [9]–[11]. Each block can preserve an arbitrary number of branches and is independent of other blocks. Right: The parameters of each branch are inherited from the original operation by center cropping.
where $G_{i,j} = -\log(-\log(U_{i,j}))$ and $U_{i,j}$ is a uniform random variable. $Z(\alpha_{i,j})$ can be approximated as a one-hot vector if temperature $\lambda \rightarrow 0$. This relaxation realizes the discretization of probability distribution. In multi-branch search space proposed in Rep Search Space Design, each block can preserve an arbitrary number of branches so that we cannot directly obtain probability $\alpha$ as Eq.(3) or Eq.(4). To fit the new space, we can regard whether each branch is retained or not as a binary classification. Hence, the discretization probability of the $j$th branch in the $i$th block can be given as

$$Z_{i,j}^0 = \frac{\exp((\alpha_{i,j}^0 + G_{i,j}^0)/\lambda_{i,j})}{\exp((\alpha_{i,j}^0 + G_{i,j}^0)/\lambda_{i,j}) + \exp((\alpha_{i,j}^1 + G_{i,j}^1)/\lambda_{i,j})}$$

$$Z_{i,j}^1 = \frac{\exp((\alpha_{i,j}^1 + G_{i,j}^1)/\lambda_{i,j})}{\exp((\alpha_{i,j}^0 + G_{i,j}^0)/\lambda_{i,j}) + \exp((\alpha_{i,j}^1 + G_{i,j}^1)/\lambda_{i,j})}$$

where $0$ and $1$ represent preserve and prune this branch, respectively. Different from Eq.(4), each branch in the new space is independent. Thus, the temperature $\lambda$ can be set differently according to requirements. Furthermore, we can combination the Eq.(5) and Eq.(6) into a sigmoid mode

$$Z_{i,j} = f(\alpha_{i,j}) = \frac{1}{1 + \exp((\alpha_{i,j}^0 + G_{i,j}^0 - \alpha_{i,j}^1 - G_{i,j}^1)/\lambda_{i,j})}$$

where $\zeta \sim \text{Logistic}(0,1)$. We only need to optimize $\alpha$, instead of $\alpha^0$ and $\alpha^1$, through gradient descent. It gradient can be given as

$$\frac{\partial L}{\partial \alpha_{i,j}} = \frac{\partial L}{\partial x_i} O_{i,j}^T f(\alpha_{i,j})(1 - f(\alpha_{i,j}))/\lambda_{i,j}$$

where $x_i$ and $O_{i,j}$ denotes the output of the $i$th block and the $j$th branch, respectively. In each training iteration, we can firstly compute a threshold $s$ according to the global ranking. Subsequently, the branches whose ranking is below the $s$ will be pruned out and do not participate in current forward or backward. Thanks to the independence of each branch, we can easily control the activation of each branch through its temperature $\lambda$.

$$\begin{align*}
\lim_{\lambda_{i,j} \to 0^+} Z_{i,j} = 0, & \quad \text{if } R_{i,j} < 0 \text{ and } \text{rank}(R_{i,j}) < s \\
\lim_{\lambda_{i,j} \to 0^+} Z_{i,j} = 0, & \quad \text{if } R_{i,j} > 0 \text{ and } \text{rank}(R_{i,j}) < s \\
\lim_{\lambda_{i,j} \to 0^+} Z_{i,j} = 1, & \quad \text{if } R_{i,j} < 0 \text{ and } \text{rank}(R_{i,j}) > s \\
\lim_{\lambda_{i,j} \to 0^+} Z_{i,j} = 1, & \quad \text{if } R_{i,j} > 0 \text{ and } \text{rank}(R_{i,j}) > s
\end{align*}$$

where $R_{i,j} = \alpha_{i,j} + \xi_{i,j}$ is a random variable. $\text{rank}(R_{i,j})$ denotes the global ranking of the $(i,j)$ branch.

In implementation, we sort the importance of each branch by Eq.(7) and only keep the top-k branches for forward. The importance $Z_{i,j}$ of unpruned $(i,j)$ branch is convergence to 1 by Eq.(9). Afterward, we simply multiply $Z_{i,j}$ to the output of $(i,j)$ unpruned branch, such that $\frac{\partial L}{\partial \alpha_{i,j}}$ can be obtained by the chain rule. The algorithm detail is shown in Appendix.

IV. EXPERIMENTS

A. Quick Sanity Check on CIFAR-10

We use VGG-16 [22] as the benchmark architecture. The convolutional operations in the benchmark architecture are replaced by ODBB, DBB and ACB, respectively. For a fair comparison, the data augmentation technique and training hyper-parameter setting are followed with DBB and ACB is given in Appendix. To optimize architecture parameter $\alpha$, simultaneously, we use Adam [23] optimizer with 0.0001 learning rate and (0.5, 0.999) betas. One of the indicators to evaluate the effectiveness of a NAS approach is whether the search result exceeds the result of the random search. To produce the random search result, 25 architectures are randomly sampled from the supernet. We train each of them for 100 epochs and pick up the best one for an entire 600-epoch re-training. The comparison results are shown in Table I. ODBB can improve VGG-16 on CIFAR-10 by 0.85% and surpass the DBB and ACB. The architecture generated by random search also can slightly improve the performance of
TABLE I
Top-1 Acc. of VGG-16 baseline, random search, DBB, ACB and ODBB on CIFAR-10.

| Method          | Top-1 Acc.(%) | Improvement(%) |
|-----------------|---------------|----------------|
| Baseline        | 93.83         | -              |
| Random search   | 93.91         | 0.08           |
| DBB [11]        | 94.45         | 0.62           |
| ACB [10]        | 94.13         | 0.30           |
| ODBB(Ours)      | 94.68         | 0.85           |

TABLE II
Top-1 Acc. of several benchmark architectures on ImageNet. The structural re-parameterization techniques of RepVGG do not include in ACB and DBB. Thus, we only compare the performance with the original RepVGG.

| Arch. | Param.(M) | Br an. | Ori.(%) | ODBB(%) |
|-------|-----------|--------|---------|---------|
| A0    | 8.3       | 66     | 72.41   | 72.96   |
| A1    | 12.78     | 66     | 74.46   | 75.24   |
| A2    | 25.49     | 66     | 76.48   | 76.86   |
| B1    | 14.33     | 84     | 78.37   | 78.61   |
| B2    | 80.31     | 84     | 78.78   | 79.10   |
| B3    | 110.96    | 84     | 80.52   | 80.97   |

the benchmark model but fall behind the ODBB by 0.77%, which demonstrates the effectiveness of our proposed NAS algorithm.

B. Performance improvements on ImageNet

To reveal the generalization ability of our method, we then search for a series of models on ImageNet-1K which comprises 1.28M images for training and 50K for validation from 1000 classes. RepVGG-series [22] are used as benchmark architectures. We replace each original RepVGG block by designed block in Rep Search Space Design. For a fair comparison, the total branch number of all ODBB models is limited to be equal to RepVGGs. We also use Adam optimizer with 0.0001 learning rate and (0.5, 0.999) betas to optimize $\alpha$. We compare the RepNAS models with other NAS models in Appendix.

Results are summarized in Table II. RepVGG is stacked with several multi-branch blocks that contain a $1 \times 1$ Conv, a $3 \times 3$ Conv and a skip connection and also can be fused into a single path in inference. We search for more powerful architectures for blocks in RepVGG. For RepVGG-A0-A2 that has 22 layers, ODBB can achieve 0.55%, 0.38% and 0.24% better accuracy than original baselines, respectively. To our best knowledge, RepVGG-B3 with ODBB refreshes the performance for plain models from 80.52% to 80.97%. Noting that ACB, DBB and RepVGG Block are special cases of our proposed search space, our proposed NAS really can search the optimal architecture beyond human-defined ones.

C. Transferability

To verify the transferability of searched models on the other computer version task, object detection experiments are conducted on MS COCO dataset [24] with CenterNet framework [25]. The detailed implementation is following [25]. ImageNet-1k pretrained backbones with three up-convolutional networks are finetuned on COCO. The input resolution is $512 \times 512$. We use Adam to optimize the overall parameters. Specifically, the baseline backbone of CenterNet is ResNet-series and we replace it with our searched ODBB-series. All backbone networks are pretrained on ImageNet-1K. After finetuning on COCO, ODBB-series will be fused into one path for fast inference. The results are shown in Table III. Both in slight and heavy models, ODBB-A0 and ODBB-B3 surpass ResNet-18 and ResNet-101 by 3.3% and 2.7% AP with comparable inference speed, respectively, which demonstrates our searched models have outstanding performance in other computer version tasks.

D. Ablation Study

Training Under Branch Number Constraint. Training multi-branch models requires linearly increased GPU memory to save the middle feature maps for forward and backward. How to memory-friendly search and train multi-branch model is significant for the application of structural re-
parametrization techniques. For simplicity, we reduce the branch number of the network to meet the various memory constraints by pushing temperature $\lambda$ of low-rank branches to $0^\circ$. To prove the efficiency and effectiveness over other human-designed blocks, we also train DBB and ACB on benchmark RepVGG-A0 by replacing the original RepVGG block, respectively. All experiments in this subsection are conducted on RepVGG-A0 with the same training set. The results shown in Figure 3 reveal that the performance of ODBB can surpass other blocks with fewer branches. For instance, ODBB only containing 50 branches has higher top-1 Acc. over the original RepVGG block (66 branches), DBB (88 branches) and ACB (66 branches). Besides, we found that the ODBB with 75 branches is enough to obtain the same results as the ODBB with more branches.

**Efficacy of Weight Sharing.** We train and search ODBB(A0) with the following two methods: 1) The weights of the different branches in the same block are shared. 2) The weights of the different branches are independently updated. Figure 4 presents the comparisons on ImageNet-1k with ODBB(A0). It is apparent that the ODBB(A0) updated with weight sharing gets faster convergence than the one that is updated independently. Besides, we sample the high-performing subnet in every five training epochs according to the ranking of the architecture parameter $\alpha$. Shown as Figure 4, the performance of subnet sampled from weight sharing supernet has more stable and higher accuracy in each period. This phenomenon illustrates the weight-sharing supernet serves as a good indicator of ranking.

**V. CONCLUSION**

In this work, we first propose Rep search space. Any subnet searched from Rep space has fast inference speed since it can be converted to a single path model in inference. To efficiently train the supernet, block-wisely weight sharing is used in supernet training. To fit the new search space, a new one stage NAS method is presented. The optimal diverse branch blocks can be obtained without retraining.
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