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Abstract

Temporal closeness is a generalization of the classical closeness centrality measure for analyzing evolving networks. The temporal closeness of a vertex $v$ is defined as the sum of the reciprocals of the temporal distances to the other vertices. Ranking all vertices of a network according to the temporal closeness is computationally expensive as it leads to a single-source-all-destination (SSAD) temporal distance query starting from each vertex of the graph. To reduce the running time of temporal closeness computations, we introduce an index to speed up SSAD temporal distance queries called Substream index. We show that deciding if a Substream index of a given size exists is NP-complete and provide an efficient greedy approximation. Moreover, we improve the running time of the approximation using min-hashing and parallelization. Our evaluation with real-world temporal networks shows a running time improvement of up to one order of magnitude compared to the state-of-the-art temporal closeness ranking algorithms.

1 Introduction

Computing closeness centrality is an essential task in network analysis and data mining [8, 43, 53, 56]. In this work, we focus on improving the efficiency of computing temporal closeness in evolving networks. We represent evolving networks using temporal graphs, which consists of a finite set of vertices and a finite set of temporal edges. Each temporal edge is only available at a specific discrete point in time, and edge transition takes a strictly positive amount of time. Temporal graphs are often good models for real-life scenarios due to the inherently dynamic nature of most real-world activities and processes. For example, temporal graphs are used to model and analyze bioinformatics networks [35, 48], communication networks [10, 18], contact networks [14, 42], social networks [27, 40], and transportation networks [49].

Temporal closeness is one of the popular and essential centrality measures for temporal networks, and various variants of temporal closeness have been discussed [38, 45, 56, 53]. Here, we consider one of the standard variants, the harmonic temporal closeness of a vertex, which is defined as the sum of the reciprocals of the durations of the fastest paths to all other vertices [43]. Unfortunately, the computation with respect to the minimum duration distance is expensive and can be prohibitive for large temporal networks [43, 61]. To overcome this obstacle, we introduce an index for efficiently answering single-source-all-destination (SSAD) temporal distance queries in temporal graphs.

Our idea: We exploit the often very limited reachability in temporal graphs. Given a temporal graph, we construct $k$ smaller (possibly non-disjoint) subgraphs. We guarantee that for each vertex of the input graph, there exists one of the $k$ subgraphs, such that temporal distance queries, and hence its temporal closeness, can be answered with a single pass over the chronologically ordered edges of the subgraph using a state-of-the-art streaming algorithm introduced in [61]. For example, Figure 1 shows a temporal graph (a), for which the temporal distance queries starting from vertices $a$, $b$, or $c$ can be answered using only the temporal subgraph (b) and (c), respectively.
shown in (b) and starting from any of the remaining vertices using only the temporal subgraph shown in (c).

It is insufficient to store the temporal graph in an adjacency list representation and compute the minimum duration distance using labeling setting algorithms. The streaming approach for computing the temporal distances is often already significantly faster [43, 61].

Contributions:
1. We propose the Substream index for temporal closeness computation in temporal graphs. We show that deciding if a Substream index of a given size can be constructed is an NP-complete problem.
2. We introduce an efficient approximation for constructing a Substream with guarantees on the resulting index size. Next, we improve our approximation with min-hashing and shared-memory parallelization to speed up the index construction.
3. In our evaluation on real-world temporal graphs, we show that our approach achieves up to an order of magnitude faster temporal closeness computation times (indexing + querying) compared to the state-of-the-art algorithms.

2 Preliminaries

We use \( \mathbb{N} \) to denote the strictly positive integers. For \( \ell \in \mathbb{N} \), we denote with \( [\ell] \) the set \{1, \ldots, \ell\}. A directed temporal graph \( G = (V, E) \) consists of a finite set of vertices \( V \) and a finite set \( E \) of directed temporal edges \( e = (u, v, t, \lambda) \) with tail \( u \) and head \( v \) in \( V \), availability time (or timestamp) \( t \in \mathbb{N} \) and transition time \( \lambda \in \mathbb{N} \). The transition time of an edge denotes the time required to traverse the edge. We only consider directed temporal graphs—it is possible to model undirectedness by using a forward- and a backward-directed edge with equal timestamps and transition times for each undirected edge. We call a sequence \( S = (e_1, \ldots, e_m) \) of \( m \) temporal edges with non-decreasing availability times (ties are broken arbitrarily) a temporal edge stream. A temporal edge stream \( S \) induces a temporal graph \( G = (V(S), S) \) with \( V(S) = \{u, v \mid (u, v, t, \lambda) \in S\} \), where we, for notational convenience, interpret the sequence \( S \) as a set of edges. Given a temporal edge stream \( S \), we denote with \( n \) the number of vertices of the induced temporal graph, and with \( n^+ \) the number of vertices with at least one outgoing edge, i.e., non-sink vertices. Let \( S \) and \( S' \) be temporal edge streams and \( S' \subseteq S \), i.e., \( S' \) contains only edges from \( S \). We call \( S' \) a substream of \( S \). If it is clear from the context, we use the view of a temporal graph \( G \) and the corresponding edge stream interchangeably. The size of an edge stream \( S \) consisting of \( m \) edges is \( |S| = m \). We assume that \( m \geq \frac{n}{2} \), which holds unless isolated vertices exist, to simplify the discussion of running time complexities.

Note that edge streams do not have isolated vertices. Let \( S_1 \) and \( S_2 \) be two temporal edge streams, we denote by \( S_3 = S_1 \cup S_2 \) the union of the two temporal edge streams and \( S_3 \) is a temporal edge stream, i.e., the edges of \( S_3 \) are ordered in non-decreasing order of their availability time. \( S_3 \) can be computed in \( O(|S_1| + |S_2|) \) time due to the ordering of the edges in non-decreasing availability times. We denote the lifetime of a temporal graph \( G = (V, E) \) (or edge stream \( S \)) with \( T(G) = [t_{min}, t_{max}] \) with \( t_{min} = \min\{t \mid e = (u, v, t, \lambda) \in E\} \) and \( t_{max} = \max\{t + \lambda \mid e = (u, v, t, \lambda) \in E\} \).

Temporal Distance and Closeness A temporal walk between vertices \( u, v, t_1 \in V \) of length \( \ell \) is a sequence of \( \ell \) temporal edges \( (e_1 = (v_1, v_2, t_1, \lambda_1), e_2 = (v_2, v_3, t_2, \lambda_2), \ldots, e_\ell = (v_{\ell-1}, v_\ell, t_\ell, \lambda_\ell)) \) such that the head of \( e_i \) equals the tail of \( e_{i+1} \), and \( t_i + \lambda_i \leq t_{i+1} \) for \( 1 \leq i < \ell \). A temporal path \( P \) is a temporal walk in which each vertex is visited at most once. The starting time of \( P \) is \( s(P) = t_1 \), the arrival time is \( a(P) = t_{\ell} + \lambda_\ell \), and the duration is \( d(P) = a(P) - s(P) \). A minimum duration or fastest \((u, v)\)-path is a path from \( u \) to \( v \) with shortest duration among all paths from \( u \) to \( v \). The harmonic temporal closeness is defined in terms of minimum duration.

**Definition 1. (Harmonic Temporal Closeness)**

Let \( \mathcal{G} = (V, E) \) be a temporal graph. We define the harmonic temporal closeness for \( u \in V \) as

\[
c(u) = \frac{1}{\sum_{v \in V \setminus \{u\}} \frac{1}{d(u, v)}}.
\]

If \( v \) is not reachable from vertex \( u \), we set \( d(u, v) = \infty \), and we define \( \frac{1}{\infty} = 0 \).

**Temporal Reachability** We say vertex \( v \) is reachable from vertex \( u \) if there exists a temporal \((u, v)\)-path. We denote with \( \xi(v) \) the subset of edges that can be used by any temporal walk starting at \( v \) ordered in non-decreasing availability times (ties are broken arbitrarily), i.e., \( \xi(v) \) is a temporal edge stream. For example, in Figure 1a the edges of \( \xi(a) \) are highlighted in red. Temporal graphs are, in general, not strongly connected and have limited reachability with respect to temporal paths due to the missing symmetry and transitivity.

**Restrictive Interval** Temporal distance, reachability, and closeness computations can be additionally restricted to a time interval \( \tau = [a, b] \) such that only edges \( e = (u, v, t, \lambda) \in E \) are considered that start and arrive in the interval \( \tau \), i.e., \( a \leq t < b \) and \( a < t + \lambda \leq b \).

3 Substream Index

The substream index constructs \( k \) temporal subgraphs from a given temporal graph, leveraging the following simple observation.
Observation 1. The temporal durations between vertex \( v \in V \) and all other vertices, can be determined solely with edges in \( \xi(v) \).

Given a temporal graph \( G = (V, E) \) in its edge stream representation \( S \) and \( 2 \leq k < n \), we first construct \( k \) substreams \( S_1, \ldots, S_k \) of \( S \). Each vertex \( v \in V \) is assigned to exactly one of the new substreams, such that the substream contains all edges that can be used by any temporal walk leaving \( v \). We use an additional empty stream \( S_0 = \emptyset \) to which we assign all sink-vertices, i.e., vertices with no outgoing edges. The substreams and the vertex assignment together form the substream index, which we define as follows.

Definition 2. Let \( S \) be a temporal edge stream and \( k \geq 2 \in \mathbb{N} \). We define the pair \( \mathcal{I} = (S, f) \) with \( S = \{S_0, S_1, \ldots, S_k\} \), \( S_i \subseteq S \) for \( 1 \leq i \leq k \), \( S_0 = \emptyset \), and \( f : V \to [k] \cup \{0\} \) as substream index, with \( f \) maps \( v \in V(S) \) to an index \( i \) of subset \( S_i \in S \), such that \( \xi(v) \subseteq S_i \). A pair \((v, \tau)\), with \( v \in V \) and \( \tau \) is a restrictive time interval is a query to the substream index. We answer it by running the fastest paths streaming algorithm from [61], on the substream \( S_{f(v)} \) for vertex \( v \) and restricting time interval \( \tau \). The streaming algorithm uses a single pass over the edges in the substream \( S_{f(v)} \). Next, we define the size of a substream index as the maximum substream size.

Definition 3. Let \( \mathcal{I} = (S, f) \) be a substream index. The size of \( \mathcal{I} \) is size(\( \mathcal{I} \)) = \( \max_{S_i \in S} \{ |S_i| \} \).

Before discussing the query times, we bound the number of vertices that can be assigned to a substream.

Lemma 3.1. The maximal number of vertices assigned to any substream \( S \in \mathcal{I} \) is at most \( 2 \cdot \text{size}(\mathcal{I}) \).

Proof. For \( i \in [k] \), the number of vertices occurring in \( S_i \) is \( |\{u, v : (u, v, t, \lambda) \in S_i \}| \leq 2 |S_i| \). Hence, the maximal number of vertices assigned to any substream \( S_i \) is at most \( 2 \cdot \text{size}(\mathcal{I}) \).

We now discuss the query time of the substream index.

Theorem 3.1. Let \( \mathcal{I} \) be a substream index, \( \Delta = \text{size}(\mathcal{I}) \), and let \( \delta \) be the maximal in-degree of a vertex in any of the substreams. Given a query \((u, \tau)\), let \( \sigma_+(u) \) the set of availability times of edges leaving the query vertex \( u \), and \( \rho = \min\{\delta, |\sigma_+(u)|\} \). Answering a fastest path query is possible in \( O(\Delta \log \rho) \), and if the transition times are equal for all edges, in \( O(\Delta) \).

Proof. The result follows from the running times of the streaming algorithms [61] and Lemma 3.1.

Theorem 3.1 is the basis for the running time improvement of the temporal closeness computation. Using the substream index, ranking all vertices according to their temporal closeness is possible with \( n \) fastest path queries with a total running time in \( O(n\Delta) \).

As a trade-off, we need additional space for storing the substreams—for a temporal graph with \( m \) edges and \( n \) vertices, the space complexity of the substream index is in \( O(k \cdot m + n) \). Finally, it is noteworthy that a substream index can be used to output the distances as well as the corresponding paths, and can be used to speed up other temporal distance queries, e.g., earliest arrival or latest departure time queries.

3.1 Hardness of Finding a Minimal Index

Unfortunately, deciding if there exists a substream index with a given size is NP-complete.

Theorem 3.2. Given a temporal graph \( G = (V, E) \), and \( k, B \in \mathbb{N} \). Deciding if there exists a substream index \( \mathcal{I} \) with \( k + 1 \) substreams and size(\( \mathcal{I} \)) \( \leq B \) is NP-complete.

Proof. We use a polynomial-time reduction from UnaryBinPacking, which is the following NP-complete problem [20]:

Given: A set of \( m \) items, each with positive size \( w_i \in \mathbb{N} \) encoded in unary for \( i \in [m] \), \( k \in \mathbb{N} \), and \( B \in \mathbb{N} \).

Question: Is there a partition \( I_1, \ldots, I_k \) of \( \{1, \ldots, m\} \) such that \( \max_{1 \leq i \leq k} |I_i| \leq B \) where \( W_i = \sum_{j \in I_i} w_i \)?

Given a substream index \( \mathcal{I} \) for a temporal graph and \( B \in \mathbb{N} \), we can verify in polynomial time if size(\( \mathcal{I} \)) \( \leq B \). Hence, the problem is in NP. We reduce UnaryBinPacking to the problem of deciding if there exists a substream index of size less or equal to \( B \). Given an instance of UnaryBinPacking with \( m \) items of sizes \( w_i \) for \( i \in [m] \), we construct in polynomial time a temporal graph \( G = (V, E) \) that consists of \( m \) vertices. More specifically, for each \( i \in [m] \), we construct a vertex \( v_i \) that has \( w_i \) self-loops, such that each edge \( e \in E \) has a unique availability time. We show that if UnaryBinPacking has a yes answer, then size(\( \mathcal{I} \)) \( \leq B \) and vice versa.

\( \Rightarrow \) Let \( I_1, \ldots, I_k \) be the partition of \([m]\) such that \( \max_{1 \leq i \leq k} |I_i| \leq B \). For our Substream index, we use \( k \) substreams \( I_i = \bigcup_{j \in I_i} \xi(v_j) \) for \( i \in [k] \). Because \( |\xi(v_j)| = w_j \) for \( j \in [m] \) it follows that the size of the substream index size(\( \mathcal{I} \)) = \( \max_{1 \leq i \leq k} |S_i| \) = \( \max_{1 \leq i \leq k} \{ \sum_{j \in I_i} w_j \} \) \( \leq B \).

\( \Leftarrow \) Let \( \mathcal{I} = (S, f) \) with \( S = \{S_0, \ldots, S_k\} \) be the Substream index with size(\( \mathcal{I} \)) \( = \max_{1 \leq i \leq k} |S_i| \) \( \leq B \). From the vertex mapping \( f \), we construct the partition \( I_1, \ldots, I_k \) of \([m]\) such that \( \max_{1 \leq i \leq k} |W_i| \leq B \) holds for the UnaryBinPacking instance. Let \( I_i = \{ j \in [m] \mid \).
Algorithm 1: Greedy index computation.

Input: Temporal edge stream $S$, $k \in \mathbb{N}$.
Output: Substream index $(S, f)$

1. Initialize $S_j = \emptyset$ for $1 \leq j \leq k$, and $f(v) = 0$ for $v \in V$.
2. for $i = 1$ to $n$
   3. Compute $\xi(v_i)$
   4. if $\xi(v_i) = \emptyset$ then $f(v_i) \leftarrow 0$
   5. else
      6. Let $S_j$ such that $|S_j \cup \xi(v_i)|$ is minimal
      7. $S_j \leftarrow S_j \cup \xi(v_i)$
      8. $f(v_i) \leftarrow j$

9. return $(\{S_1, \ldots, S_k\}, f)$

$f(v_j) = i$ for $i \in [k]$. Finally, with $|\xi(v_j)| = w_j$, it follows that $\max_{1 \leq i \leq k} \left( \sum_{j \in I_i} w_j \right) \leq B$. □

3.2 A Greedy Approximation
We now introduce an efficient algorithm for computing a substream index with a bounded ratio between the size of the computed index and the optimal size. Algorithm 1 shows the simple greedy algorithm for computing the substream index for a temporal graph in edge stream representation $S$.

After initialization, Algorithm 1 runs $n$ iterations of the for loop in line 2. The vertices are processed in an arbitrary order $v_1, \ldots, v_n$. In iteration $i$, the algorithm first computes the edge stream $\xi(v_i)$ using a single pass over the edge stream. After computing $\xi(v_i)$, it is added to one of the substreams, and the mapping $f(v_i) = j$ is updated. In each round, $\xi(v_i)$ is added to one of the substreams $S_j \in \{S_1, \ldots, S_k\}$ such that the increase of the size of $S_j$ is minimal (line 6). All vertices $v \in V$ for which $\xi(v)$ is empty are assigned to the empty substream $S_0$ (line 4).

We use the following bounds to show the approximation ratio of the sizes of an optimal index and one constructed by Algorithm 1.

Lemma 3.2. Let $G$ be a temporal graph with $n^+$ non-sink vertices, $k \in \mathbb{N}$, and let $B \subseteq \{\xi(v) \mid v \in V\}$ such that $|B| = \left\lceil \frac{n^+}{k} \right\rceil$ and the union $\bigcup_{\xi \in B} \xi$ is maximal.
1. The size of an optimal index is $\text{size}(\text{OPT}) \geq \frac{m}{\delta}$.
2. and for greedy, $\text{size}(\text{GREEDY}) \leq \left| \bigcup_{\xi \in B} \xi \right|$.

Proof. (1) Each edge $e \in \mathcal{E}$ has to be in at least one substream. The size of the substream index is minimized if the edges are distributed equally to all substreams—in this case, reassigning any edge from one of the $k$ substreams to another would lead to an increase of the size of the index. Hence, $\text{size}(\text{OPT}) \geq \frac{m}{\delta}$.

Assume in some iteration $i$ the edge stream $\xi(v_i)$ is added to a substream $S_j$ such that after the addition $|S_j| > |\bigcup_{\xi \in B} \xi|$. Algorithm 1 chooses $S_j$ such that adding $\xi(v_i)$ to any other substream does not lead to a smaller value. Hence, for all substreams $S_{\ell}$ with $1 \leq \ell \leq k$ it is $|S_{\ell} \cup \xi(v_i)| > |\bigcup_{\xi \in B} \xi|$. However, this leads to a contradiction to the maximal size of the sum over all substreams $\sum_{1 \leq \ell \leq k} |S_{\ell} \cup \xi(v_i)| \leq k \cdot |\bigcup_{\xi \in B} \xi|$.

Theorem 3.3. The ratio between the size of the greedy solution and the optimal solution for any valid input $S$ and $k$ is bounded by $\frac{\text{size}(\text{GREEDY})}{\text{size}(\text{OPT})} \leq \frac{k}{m}$, with $\delta = \frac{m}{|\bigcup_{\xi \in B} \xi|}$ and $1 \leq \delta$.

Proof. With the two bounds from Lemma 3.2, follows

$$\frac{\text{size}(\text{GREEDY})}{\text{size}(\text{OPT})} \leq \frac{|\bigcup_{\xi \in B} \xi|}{\frac{m}{\delta}} = \frac{k \cdot |\bigcup_{\xi \in B} \xi|}{m} = \frac{k}{\delta}$$

And, because $\bigcup_{\xi \in B} \xi \subseteq \mathcal{E}$ it follows $1 \leq \delta$. □

We now discuss the running time of Algorithm 1.

Theorem 3.4. Given a temporal graph $S$ in edge stream representation, and $k \in \mathbb{N}$, the running time of Algorithm 1 is in $\mathcal{O}(nmk)$.

Proof. Initialization is done in $\mathcal{O}(n)$. The running time for computing all $\xi(v)$ of Algorithm 1 is in $\mathcal{O}(nm)$. For the assignment of the edge streams $\xi(v)$ to the substreams $S_1, \ldots, S_k$, the algorithm needs to compute the union $\xi(v_j) \cup S_j$ for each $j \in \{1, \ldots, k\}$. The sizes of $S_j$ and $\xi(v_i)$ are bounded by the number of edges $m$, therefore, union is possible in $\mathcal{O}(m)$ time. The algorithm needs $n \cdot (k + 1)$ union operations, leading to a total running time of $\mathcal{O}(nmk)$. □

3.3 Improving the Greedy Algorithm
We improve the greedy algorithm presented in Section 3.2 in three ways: 1) During the construction and queries, we skip edges that are too early in the temporal edge stream and do not need to be considered for answering a given query. 2) We use bottom-$h^1$ sketches to avoid the costly union operations that we need to find the right substream to which we assign an edge stream. 3) We use parallelization and a batch-wise computation scheme to benefit from modern parallel processing capabilities.

Note that using only improvements 1) and 3), we would obtain a parallel greedy algorithm with the same approximation ratio as Algorithm 1. However, improvement 2) leads to the loss of the approximation guarantee. In our experimental evaluation in Section 4, we will see that (i) the improved algorithm usually leads

---

1 Usually called bottom-$k$ sketch. We use $h$ instead of $k$ because $k$ denotes the number of substreams.
to indices that are not larger than the ones computed with Algorithm 1, and (ii) the query times of the indices constructed with the improved algorithm are also faster for all data sets. In the following, we describe the improvements in detail.

### 3.3.1 Edge Skipping

The idea of edge skipping is to ignore all edges that have timestamps earlier than the availability time of the first edge leaving the query vertex \( v \). Let \( S \) be a temporal edge stream with edges \( e_1, \ldots, e_m \). By definition, the edges are sorted in non-decreasing order of their availability times. The position of the first outgoing edge from vertex \( v \) might be at a late position in the edge stream \( S \). For example, the first outgoing edge \( e_p \) at \( v \) could be at a position \( p > m/2 \). Therefore, if we know the position \( p \) of the first edge, we can start the streaming algorithm at position \( p \) and skip more than half of the edges in the run of the streaming algorithm. To exploit this idea, we store for each vertex \( v \in V \) the first position \( p \) in the edge stream \( S \) of the first edge \( e_p = (v, w, t, \lambda) \) that starts at vertex \( v \). To compute the first positions, we first initialize an array of length \( n \) in which we store the first positions of the earliest outgoing edges for each \( v \in V \). We use a single pass over the edge stream to find these positions. Hence, the array can be computed in \( O(n + m) \) running time, and it has a space complexity in \( O(n) \). We use the edge skipping in two ways. First, it is used to speed up the computation of the edges streams \( \xi(v) \) during the index construction. Secondly, we compute an array of starting positions for edge skipping for each of the final substreams in \( S \) to speed up the query times.

### 3.3.2 Bottom-h Sketches

The main drawback of Algorithm 1 is that it has to compute the union of \( S_j \cup \xi(v_i) \) for all substreams \( S_j \) for \( 1 \leq j \leq k \) in order to determine the substream to which the edge stream \( \xi(v_i) \) should be added. To avoid these expensive union computations, we reduce the sizes of \( \xi(v) \) for \( v \in V \) by using sketches of the edge streams, and estimate the Jaccard distance between the sketches of the edge streams and substreams. For two sets \( A \) and \( B \), the Jaccard distance is defined as \( J(A, B) = 1 - \frac{|A \cap B|}{|A \cup B|} \). The Jaccard distance between two sets can be estimated using min-wise hashing [9]. The idea is to generate randomized sketches of sets that are too large to handle directly. After computing the sketches, further operations are done in the sketch space. This way, it is possible to construct unions of sketches and estimate the Jaccard similarity between pairs of the original sets efficiently.

More specifically, let \( A \) be a set of integers. A bottom-\( h \) sketch \( s(A) \) is generated by applying a permutation \( \pi \) to the set \( A \) and choosing \( h \) smallest elements of the set \( \{\pi(a) \mid a \in A\} \) ordered in non-decreasing value\(^2\). For two sets \( A \) and \( B \), we can obtain \( s(A \cup B) \) by choosing \( h \) smallest elements from \( s(A) \) and \( s(B) \). This way, we obtain a sample of the union \( A \cup B \) of size \( h \). Now, the subset \( s(A \cup B) \cap s(A) \cap s(B) \) contains only the elements that are in the intersection of \( A, B \), and the union sketch \( s(A \cup B) \). We use the following result.

**Lemma 3.3.** ([9]) The value

\[
\hat{J}(A, B) = 1 - \frac{|s(A \cup B) \cap s(a) \cap s(b)|}{|s(A \cup B)|}
\]

is an unbiased estimator for the Jaccard distance.

Using the estimated Jaccard distance between an edge stream \( \xi(v) \) and a substream \( S_j \), we decide if we should add \( \xi(v) \) to \( S_j \). If the estimated Jaccard distance is low, then we expect that adding \( \xi(v) \) to \( S_j \) does not lead to a significant increase in the size of \( S_j \).

We now describe how we compute and use the sketches of the edge streams. During the computation of \( \xi(v_i) \), the algorithm iterates over the input stream \( S \), starting from position \( p \) determined by edge skipping array, and processes the edges \( e_p, \ldots, e_{\ell}, \ldots, e_m \) in chronological order. Let \( e_i = (u, v, t, \lambda) \) be an edge that can be traversed, i.e., the arrival time at \( u \) is smaller or equal to \( t \). We compute a bottom-\( h \) sketch using the hashed position \( \pi(\ell) \) of edge \( e_\ell \) in the input stream. Therefore, we compute a hash value for all edges that can be traversed, and we keep the \( h \) smallest hashed values \( \pi_1, \ldots, \pi_h \) as our sketch \( s(\xi(v_i)) = (\pi_1, \ldots, \pi_h) \), where the hash function \( \pi \) is a permutation of \([m]\). Note that the position \( \ell \) of edge \( e_\ell \) in the edge stream \( S \) is a unique identifier of \( e_\ell \). Furthermore, each edge \( e_\ell = (u, v, t, \lambda) \) represents a substream of \( S \) consisting of all edges in \( e = (x, y, t_e, \lambda_e) \in \xi(v) \) with availability time \( t_e \geq t + \lambda \), i.e., the corresponding subgraph that is reachable after traversing \( e \).

In the assignment phase (line 7), Algorithm 2 proceeds similarly to Algorithm 1 in a greedy fashion. However, we adapt the assignment objective such that it leads to improved substreams in terms of size and query times. To this end, we consider the number of vertices \( I_j \) assigned to substream \( S_j \).

**Definition 4.** Let \( v \in V(S) \), and \( I_j = |\{v \in V(S) \mid f(v) = S_j\}| \) the number of to \( S_j \) assigned vertices. We define the ranking function \( r : V(S) \times [k] \rightarrow [1, n] \) as

\[
r(v, j) = \frac{1}{2}(I_j + 1) \cdot (\hat{J}(s(S_j), s(\xi(v))) + 1).
\]

\(^2\)We assume that \(|A| \geq h\), otherwise we choose only \(|A|\) elements.
Using the ranking function, Algorithm 2 decides to add the edge stream \( \xi(v) \) to the substream \( S_j \) if \( r(v, j) \) is minimal for \( 1 \leq j \leq k \) (line 10). By additionally considering the number \( I_j \) of vertices assigned to substream \( S_j \), we optimize for small substreams \( S_i \) and a vertex assignment such that vertices are assigned to smaller substreams \( S_j \) rather than to larger ones. Note that if a vertex \( u \) is assigned to a small substream, queries starting at \( u \) can be answered fast. If the ranking function \( r(v, j) \) is close to one, not many vertices are assigned to \( j \), or the estimated Jaccard distance between \( \xi(v) \) and \( S_j \) is small. On the other hand, if \( r(v, j) \) is closer to \( n \), the number of to \( S_j \) assigned vertices is high, and/or the estimated Jaccard distance is high. The intuition is that, even if we have a substream that contains a majority of edges, we want to assign the remaining vertices to substreams with a smaller size if possible.

### 3.3.3 Parallelization

Algorithm 2 shows our improved parallel greedy algorithm that has as input the temporal graph \( S \), the number of substreams \( k \), the hash-size \( h \), and a batch-size \( B > 0 \). After the initialization and the computation of the edge skipping array, it processes the input graph in batches of size \( B \) to allow a parallel computation of the edge stream assignment. The batch size determines how many vertices are processed in each iteration of the outer while-loop (line 4). For each batch of vertices, Algorithm 2 runs three phases of computation. In the first phase (line 5), Algorithm 2 first computes the edge streams \( \xi(v) \) for all vertices \( v_i \) that part of the current batch. The edge skipping array is used to find the first position \( 1 \leq p \leq m \) of \( v_i \) in \( S \). The second phase computes an assignment of the edge streams to the substreams using the bottom-\( h \) sketches. To this end, we keep the sketches \( s(S_j) \) of the substreams stored as \( C_j \) for each \( j \in [k] \). After finding the right substream, \( C_j, I_j \) and \( f(v_i) \) are updated accordingly. The third phase (line 14) constructs the substreams in parallel using the determined assignment of edge streams. Finally, after all batches are processed, edge skipping arrays for each \( S_i \) are computed in parallel (line 19).

**Theorem 3.5.** Given a temporal graph in edge stream representation with \( m \) edges and \( n \leq m \) vertices, and \( B, h, k \in \mathbb{N} \) with \( h \geq 1, k \geq 2, \) and \( h \cdot k \leq m \). Then, the running time of Algorithm 2 is in \( \mathcal{O}(\frac{km}{P}) \) on a parallel machine\(^3\) with \( P \) processors, for \( P \leq k \) and \( P \leq m \).

**Proof.** Initialization is done in \( \mathcal{O}(n) \). Computing the initial Time Skip index for the input \( S \) takes \( \mathcal{O}(m) \) time. The algorithm iterates over \( \lceil n/B \rceil \) batches. In one iteration of the while loop, the running time for the parallel computation of the edge sets \( E(v) \) is in \( \mathcal{O}(B \cdot \frac{(n + m)}{P}) \). For the bottom-h sketch, we use a sorted list to keep the smallest \( h \) hash values of the edges. Updating the list is done in \( \log h \). Finding the indices \( i \) for the substreams \( S_i \) in line 10 takes \( \mathcal{O}(B \cdot ((kh/P) + \log P)) \) time. Therefore, the total running time of the first two phases is \( \lceil n/B \rceil \cdot B \cdot (\mathcal{O}(m/P) + \mathcal{O}(kh/P + \log P)) = \mathcal{O}(\frac{mn}{P} + n \log P) \).

The total running time of the update phase is \( \left\lceil \frac{n}{B} \right\rceil \cdot \mathcal{O}(\frac{1}{P} \cdot Bm) = \mathcal{O}(\frac{1}{P} nm) \). Computing the edge skipping arrays for \( S_i \) with \( i \in [k] \) in parallel takes \( \mathcal{O}(\frac{1}{P} \cdot m) \) time.

### 4 Experimental Results

We implemented our algorithms in C++ using GNU CC Compiler 9.3.0, with the flag --03, and we used OpenMP v4.5. The source code is available at https://gitlab.com/tgpublic/tgindex. The experiments ran on a computer cluster, where each experiment had

---

\(^3\)We consider the Concurrent Read Exclusive Write (CREW) PRAM model.
Table 1: Statistics of the data sets.

| Data set     | \( |V| \) | \( |E| \) | \( |T| \) | avg. \( \xi(v) \) | max \( \xi(v) \) |
|--------------|--------|--------|-------|--------------|-------------|
| Infectious   | 10,972 | 415,912 | 76,943 | 1,100.4      | 9,339       |
| AskUbuntu    | 159,316| 964,437 | 960,866| 3,050.8      | 117,930     |
| Prosper      | 89,209 | 3,394,978 | 1,259 | 14,979.4     | 205,461     |
| Arxiv        | 28,050 | 4,506,803 | 2,337 | 260,471.5    | 3,869,987   |
| Youtube      | 3,223,185| 9,375,374 | 203 | 136,682.2    | 4,928,847   |
| StackOverflow| 2,464,606| 17,823,528| 16,926,738| 851,232.8    | 11,982,619.0|

Figure 2: The trade-off between index size and query time for increasing \( k \) for Youtube and StackOverflow.

**Indexing time:** As expected, Greedy has high running times. It has up to several orders of magnitude higher running times than the other indices, and for the two largest data sets, Youtube and StackOverflow the computations could not be finished in the given time limit of 48 hours. SubStream improves the indexing time of Greedy immensely for all data sets. However, SubStream has higher indexing times than TopCha for all data sets. The indexing time of TopChain is linear in the graph size, and the indexing for SubStream computes for each vertex \( v \) in all reachable edges \( \xi(v) \), hence higher running times and weaker scalability of SubStream are expected. However, the query times using TopChain for SSAD queries cannot compete with our indices and are, in most cases, orders of magnitude higher. The reason is that TopChain is designed for SSSD queries.

**Index size:** Table 2b shows that the index sizes of Greedy are only smaller than the ones of SubStream for the Infectious data set. In all other cases, the SubStream size are (substantially) smaller. Compared to TopChain, our SubStream can lead to larger sizes depending on \( k \). However, for Infectious and AskUbuntu the sizes of SubStream are smaller sizes for all \( k \). In general larger values of \( k \) lead to larger indices, and shorter query times. Hence, SubStream provides a typical trade-off between index size and query time. This is also demonstrated in Figure 2, which shows the trade-off for the two largest data sets, Youtube and StackOverflow, for increasing number of substreams \( k \).

4.1 Indexing Time and Index Size For SubStream, we set the number of substreams to \( k = 2^i \) for \( i \in \{5, \ldots, 8\} \). We choose a sketch size of \( h = 8 \) because in our experiments if showed a good trade-off between index construction times, query times, and resulting index sizes. The construction time increases for larger values of \( h \), however the gain in construction and query times diminished. We set the batch size \( B \) to \( n \) for data sets with less than one million vertices and 2048 otherwise. Furthermore, we used 32 threads. We report the indexing times in Table 2a and the index sizes in Table 2b. For SubStream, we run the indexing ten times and report the averages and standard deviations.

4.2 Temporal Closeness Computation We set \( k \in \{256, 2048\} \) and \( h = 8 \) for SubStream. Table 3 shows the running times. For the SubStream index, the running times include the index construction times. Our indices improve the running times for all data sets. Large improvements are gained for the Infectious and Prosper data sets compared to OnePassFP with speed-ups of eight and 15, respectively. The speed-up for the other data sets is at least 2.2 compared to OnePassFP. OnePassFP could not compute the ranking for StackOverflow in the given time limit of seven...
Table 2: Indexing times and sizes. We report the mean and standard deviation over ten runs for SubStream.

(a) Indexing times in (s). OOT—Out of time.

| Data set     | GREEDY |   |   |   |
|--------------|--------|---|---|---|
|              | $k=32$ | $k=64$ | $k=128$ | $k=256$ |
| Infectious   | 4.1    | 3.0  | 2.4 | 2.6 |
| AskUbuntu    | 201.9  | 216.7| 211.7| 229.3|
| Prosper      | 440.2  | 427.8| 427.2| 486.8|
| Arrow        | 2824.2 | 2895.9| 3214.2| 4223.6|
| Youtube      | OOT    | OOT  | OOT | OOT |
| StackOverflow| OOT    | OOT  | OOT | OOT |

(b) Index sizes in MiB. (‘-.’) indicates that the index is not available due to time out during construction.

Table 3: Running times for the temporal closeness in seconds and hours. OOT—Out of time after 7 days.

| Data set     | SubStream | Baselines |
|--------------|-----------|-----------|
|              | $k=256$   | $k=2048$  | OnePassF | TopChain |
| Infectious   | 1.67 s    | 1.51 s    | 12.06 s  | 2.25 s   |
| AskUbuntu    | 102.95 s  | 102.46 s  | 229.73 s | 132.53 s |
| Prosper      | 130.63 s  | 109.33 s  | 1665.20 s| 260.87 s |
| Arrow        | 314.73 s  | 286.86 s  | 630.60 s | 398.50 s |
| Youtube      | 63.82 h   | 59.72 h   | 145.98 h | 81.21 h  |
| StackOverflow| 88.00 h   | 86.49 h   | OOT      | 107.66 h |

5 Related Work

Appendix B provides further related work. Recent and comprehensive introductions to temporal graphs are provided in, e.g., [26, 60]. Wu et al. [61] introduce streaming algorithms for finding the fastest, shortest, latest departure, and earliest arrival paths. In [55] and [56], the authors compare temporal distance metrics and temporal centrality measures to their static counterparts. They reveal that the temporal versions for analyzing temporal graphs have advantages over static approaches on the aggregated graphs. Variants of temporal closeness have been introduced in [45, 38, 53]. Our work uses the harmonic temporal closeness definition from [43]. As far as we know, our work is the first one examining indices for SSAD temporal distance queries and its application for temporal closeness computation. Yu and Cheng [64] give an overview of indexing techniques for reachability and distances in static graphs. There are several works on SSSD time-dependent routing in transportation networks, e.g., [7, 17]. Wang et al. [59] propose Timetable Labeling (TTL), a labeling-based index for SSD reachability queries based on hub labelings for temporal graphs. In [62], the authors introduce an index for SSSD reachability queries in temporal graphs called TopChain. The index uses a static representation of the temporal graph as a directed acyclic graph (DAG). On the DAG, a chain cover with labels at the vertices is computed. The labeling can be used to determine the reachability between vertices. TopChain is faster than TTL and has shorter query times (see [62]). As far as we know, our work is the first one discussing indices for SSAD temporal distance queries.

6 Conclusion and Future Work

We introduced the Substream index for speeding up temporal closeness computation. Our index speeds up the vertex-ranking according to the temporal closeness up to one order of magnitude. It can be extended to support efficiently dynamic updates for edge insertions or deletions. In future work, we want to further improve the indexing time using a distributed algorithm, and to explore further applications for our new index.
Acknowledgements This work is funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excellence Strategy—EXC-2047/1–390685813. This research has been funded by the Federal Ministry of Education and Research of Germany and the state of North-Rhine Westphalia as part of the Lamarr-Institute for Machine Learning and Artificial Intelligence, LAMARR22B.

References

[1] Ittai Abraham, Daniel Delling, Andrew V Goldberg, and Renato F Werneck. Hierarchical hub labelings for shortest paths. In ESA, pages 24–35. Springer, 2012.
[2] Rakesh Agrawal, Alexander Borgida, and H. V. Jagadish. Efficient management of transitive relationships in large data and knowledge bases. In SIGMOD, pages 253–262. ACM, 1989.
[3] Takuya Akiba, Yoichi Iwata, and Yuichi Yoshida. Fast exact shortest-path distance queries on large networks by pruned landmark labeling. In SIGMOD, pages 349–360, 2013.
[4] Hannah Bast, Erik Carlsson, Arno Eigenwillig, Robert Geisberger, Chris Harrelson, Veselin Raychev, and Fabien Viger. Fast routing in very large public transportation networks using transfer patterns. In Algorithms - ESA 2010, 18th Annual European Symposium, volume 6346 of LNCS, pages 290–301. Springer, 2010.
[5] Holger Bast, Stefan Funke, and Domagoj Matijevic. Transit ultrafast shortest-path queries with linear-time preprocessing. 9th DIMACS Implementation Challenge, 2006.
[6] Holger Bast, Stefan Funke, Peter Sanders, and Dominik Schultes. Fast routing in road networks with transit nodes. Science, 316(5824):566–566, 2007.
[7] Gernot Veit Batz, Daniel Delling, Peter Sanders, and Christian Vetter. Time-dependent contraction hierarchies. In ALENEX, pages 97–105. SIAM, 2009.
[8] Dan Braha and Yaneer Bar-Yam. Time-Dependent Complex Networks: Dynamic Centrality, Dynamic Motifs, and Cycles of Social Interactions, pages 39–50. Springer, Berlin, Heidelberg, 2009.
[9] Andrei Z Broder. On the resemblance and containment of documents. In Compression and Complexity of SEQUENCES, pages 21–29. IEEE, 1997.
[10] Julián Candia, Marta C González, Pu Wang, Timothy Schoenharl, Greg Madey, and Albert-László Barabási. Uncovering individual and collective human dynamics from mobile phone records. Journal of physics A: mathematical and theoretical, 41(22):224015, 2008.
[11] Xiaoshuang Chen, Kai Wang, Xuemin Lin, Wenjie Zhang, Lu Qin, and Ying Zhang. Efficiently answering reachability and path queries on temporal bipartite graphs. VLDB Endowment, 2021.
[12] Yangjun Chen and Yibin Chen. An efficient algorithm for answering graph reachability queries. In ICDE, pages 893–902. IEEE Computer Society, 2008.
[13] Jiefeng Cheng, Jeffrey Xu Yu, Xuemin Lin, Haixun Wang, and Philip S. Yu. Fast computation of reachability labeling for large graphs. In Advances in Database Technology, EDBT, volume 3896 of LNCS, pages 961–979. Springer, 2006.
[14] Martino Ciaperoni, Edoard Galimberti, Francesco Bonchi, Ciro Cattuto, Francesco Gullo, and Alain Barrat. Relevance of temporal cores for epidemic spread in temporal networks. Scientific reports, 10(1):1–15, 2020.
[15] Edith Cohen, Eran Halperin, Haim Kaplan, and Uri Zwick. Reachability and distance queries via 2-hop labels. SIAM J. Comput., 32(5):1338–1355, 2003.
[16] Kenneth L. Cooke and Eric Halsey. The shortest route through a network with time-dependent internodal transit times. Journal of Mathematical Analysis and Applications, 14(3):493–498, 1966.
[17] Daniel Delling. Time-dependent sharerc-routing. Algorithmica, 60(1):60–94, 2011.
[18] Jean-Pierre Eckmann, Elisha Moses, and Danilo Sergi. Entropy of dialogues creates coherent structures in e-mail traffic. National Academy of Sciences, 101(40):14333–14337, 2004.
[19] Jochen Eisner and Stefan Funke. Transit nodes—lower bounds and refined construction. In ALENEX, pages 141–149. SIAM, 2012.
[20] David S. Garey, Michael R.and Johnson. Computers and Intractability: A Guide to the Theory of NP-Completeness (Series of Books in the Mathematical Sciences), W. H. Freeman, first edition edition, 1979.
[21] Cyril Gavoille, David Peleg, Stéphane Pérennes, and Ran Raz. Distance labeling in graphs. Journal of Algorithms, 53(1):85–112, 2004.
[22] Robert Geisberger. Contraction of timetable networks with realistic transfers. In SEA, volume 6049 of LNCS, pages 71–82. Springer, 2010.
[23] Robert Geisberger, Peter Sanders, Dominik Schultes, and Daniel Delling. Contraction hierarchies: Faster and simpler hierarchical routing in road networks. In WEA, volume 5038 of LNCS, pages 319–333. Springer, 2008.
[24] Robert Geisberger, Peter Sanders, Dominik Schultes, and Christian Vetter. Exact routing in large road networks using contraction hierarchies. Transportation Science, 46(3):388–404, 2012.
[25] Frank Harary and Gopal Gupta. Dynamic graph models. Math and Comp Modelling, 25(7):79–87, 1997.
[26] Petter Holme. Modern temporal network theory: a colloquium. The European Physical Journal B, 88(9):234, 2015.
[27] Petter Holme, Christoffer R Edling, and Fredrik Liljeros. Structure and time evolution of an internet dating community. Social Networks, 26(2):155–174, 2004.
[28] Silu Huang, James Cheng, and Huanhuan Wu. Temporal graph traversals: Definitions, algorithms, and applications. CoRR, abs/1401.1919, 2014.
[29] Lorenzo Isella, Juliette Stehlé, Alain Barrat, Ciro Cattuto, Jean-François Pinton, and Wouter Van den
Broeck. What’s in a crowd? Analysis of face-to-face behavioral networks. *Journal of Theoretical Biology*, 271(1):166–180, 2011.

[30] Ruoming Jin, Yang Xiang, Ning Ruan, and David Fuhr. 3-hop: a high-compression indexing scheme for reachability query. In *SIGMOD*, pages 813–826. ACM, 2009.

[31] Ruoming Jin, Yang Xiang, Ning Ruan, and Haixun Wang. Efficiently answering reachability queries on very large directed graphs. In *SIGMOD*, pages 595–608. ACM, 2008.

[32] Evangelos Kanoulas, Yang Du, Tian Xia, and Donghui Zhang. Finding fastest paths on a road network with speed patterns. In *ICDE*, pages 10–10. IEEE, 2006.

[33] David Kempe, Jon M. Kleinberg, and Amit Kumar. Connectivity and inference problems for temporal networks. *J. Comput. Syst. Sci.*, 64(4):820–842, 2002.

[34] Matthieu Latapy, Tiphaine Viard, and Clémence Magnien. Stream graphs and link streams for the modeling of interactions over time. *Soc. Netw. Anal. Min.*, 8(1):61:1–61:29, 2018.

[35] Sophie Lebre, Jennifer Becq, Frederic Devaux, Michael PH Stumpf, and Gaelee Lelandais. Statistical inference of the time-varying structure of gene-regulation networks. *BMC syst biol*, 4(1):1–16, 2010.

[36] Jure Leskovec, Jon Kleinberg, and Christos Faloutsos. Graph evolution: Densification and shrinking diameters. *TKDD*, 1(1):2–es, 2007.

[37] Ye Li, Leong Hou U, Man Lung Yu, and Nga Meng Kou. An experimental study on hub labeling based shortest path algorithms. *VLDB Endowment*, 11(4):445–457, 2017.

[38] Clémence Magnien and Fabien Tarissan. Time evolution of the importance of nodes in dynamic networks. In *ASONAM*, pages 1200–1207. IEEE, 2015.

[39] Alan Mislove, Massimiliano Marcon, P. Krishna Gummadi, Peter Druschel, and Bobby Bhattacharjee. Measurement and analysis of online social networks. In *IMC*, pages 29–42. ACM, 2007.

[40] Antoine Moinet, Michele Starnini, and Romualdo Pastor-Satorras. Burstiness and aging in social temporal networks. *Physical review*, 114(10):108701, 2015.

[41] Petra Mutzel and Lutz Oettershagen. On the enumeration of bicriteria temporal paths. In *TAMC*, volume 11436 of *LNCS*, pages 518–535. Springer, 2019.

[42] Lutz Oettershagen, Nils M Kriege, Christopher Morris, and Petra Mutzel. Classifying dissemination processes in temporal graphs. *Big Data*, 8(5):363–378, 2020.

[43] Lutz Oettershagen and Petra Mutzel. Efficient top-k temporal closeness calculation in temporal networks. In *ICDM*, pages 402–411. IEEE, 2020.

[44] Lutz Oettershagen and Petra Mutzel. Computing top-k temporal closeness in temporal networks. *KAIS*, pages 1–29, 2022.

[45] Raj Kumar Pan and Jari Saramäki. Path lengths, correlations, and centrality in temporal networks. *Physical Review E*, 84(1):016105, 2011.

[46] Ashwin Paranjape, Austin R Benson, and Jure Leskovec. Motifs in temporal networks. In *Proc of the Tenth ACM Intl Conf on Web Search and Data Mining*, pages 601–610, 2017.

[47] You Peng, Ying Zhang, Xuemin Lin, Lu Qin, and Wenjie Zhang. Answering billion-scale label-constrained reachability queries within microsecond. *VLDB Endowment*, 13(6):812–825, 2020.

[48] Teresa M Przytycka, Mona Singh, and Donna K Slonim. Toward the dynamic interactome: it’s about time. *Briefings in bioinformatics*, 11(1):15–29, 2010.

[49] Evangelia Pyrga, Frank Schulz, Dorothea Wagner, and Christos Zaroliagis. Efficient models for timetable information in public transportation systems. *JEAI*, 12:1–39, 2008.

[50] Ursula Redmond and Pádraig Cunningham. A temporal network analysis reveals the unprofitability of arbitrage in the prosper marketplace. *Expert Systems with Applications*, 40(9):3715–3721, 2013.

[51] Peter Sanders and Dominik Schultes. Highway hierarchies hasten exact shortest path queries. In *ESA*, pages 568–579. Springer, 2005.

[52] Peter Sanders and Dominik Schultes. Engineering highway hierarchies. In *ESA*, pages 804–816. Springer, 2006.

[53] Nicola Santoro, Walter Quattrociocchi, Paola Flocchini, Arnaud Casteigts, and Frederic Amblard. Time-varying graphs and social network analysis: Temporal indicators and metrics. *arXiv preprint arXiv:1102.0629*, 2011.

[54] Feng Shuo, Xie Ning, Shen de Rong, Li Nuo, Kou Yue, and Yu Ge. Ailabel: A fast interval labeling approach for reachability query on very large graphs. In *Asia-Pacific Web Conf*, pages 560–572. Springer, 2015.

[55] John Tang, Ilias Leontiadis, Salvatore Scellato, Vincenzo Nicosia, Cecilia Mascolo, Mirco Musolesi, and Vito Latora. *Applications of Temporal Graph Metrics to Real-World Networks*, pages 135–159. Springer, Berlin, Heidelberg, 2013.

[56] John Kit Tang, Mirco Musolesi, Cecilia Mascolo, Vito Latora, and Vincenzo Nicosia. Analysing information flows and key mediators through temporal centrality metrics. In *Soc Netw Sys*, page 3. ACM, 2010.

[57] Silke Triffl and Ulf Leser. Fast and practical indexing and querying of very large graphs. In *SIGMOD*, pages 845–856. ACM, 2007.

[58] Haixun Wang, Hao He, Jun Yang, Philip S. Yu, and Jeffrey Xu Yu. Dual labeling: Answering graph reachability queries in constant time. In *ICDE*, page 75. IEEE Computer Society, 2006.

[59] Sibo Wang, Wenqing Lin, Yi Yang, Xiaokui Xiao, and Jiayuan Zhang. Finding fastest paths on a road network with time. *Briefings in bioinformatics*, 8(1):61:1–61:29, 2018.

[60] Wei Wang, James Cheng, Silu Huang, Yiping Ke, Ye Yuan, Yuliang Ma, and Guoren Wang. Efficiently answering reachability queries on very large directed graphs. In *SIGMOD*, pages 813–826. ACM, 2009.
graphs. *Proc VLDB Endowment*, 7(9):721–732, 2014.

[62] Huanhuan Wu, Yuzhen Huang, James Cheng, Jinfeng Li, and Yiping Ke. Reachability and time-based path queries in temporal graphs. In *ICDE*, pages 145–156. IEEE, 2016.

[63] B Bui Xuan, Afonso Ferreira, and Aubin Jarry. Computing shortest, fastest, and foremost journeys in dynamic networks. *Int'l Journal of Foundations of Computer Science*, 14(02):267–285, 2003.

[64] Jeffrey Xu Yu and Jiefeng Cheng. Graph reachability queries: A survey. In *Managing and Mining Graph Data*, volume 40, pages 181–215. Springer, 2010.

[65] Tianming Zhang, Yunjun Gao, Lu Chen, Wei Guo, Shiliang Pu, Baihua Zheng, and Christian S Jensen. Efficient distributed reachability querying of massive temporal graphs. *The VLDB Journal*, 28(6):871–896, 2019.

A  Additional Experimental Results

In this section, we provide additional experimental results. We use the following additional algorithms.

- **OnePass** is the SSAD edge stream algorithm for earliest arrival times [61].
- **DL** is a straight forward *Dijkstra*-like approach using an adjacency lists representation of the temporal graph.
- **XUAN** is the algorithm for SSAD earliest-arrival paths from [63].
- **LABELFP** is a label setting algorithm for SSAD fastest paths using an adjacency list representation [43, 44].

*OnePass*, *OnePassFP*, and *LABELFP* were provided by the corresponding authors. We implemented *XUAN* using the graph data structure and algorithm described in [63].

A.1 Querying Time For each data set, we chose two random subsets \( Q_1 \subseteq V \) and \( Q_2 \subseteq V \) with \( |Q_1| = |Q_2| = 1000 \). We run SSAD earliest arrival from each vertex \( u \in Q_1 \), and minimum duration queries from each vertex \( u \in Q_2 \). We used the same sets \( Q_1 \) and \( Q_2 \) for all algorithms. Furthermore, we used the lifetime spanned by each temporal graph as the restrictive time interval. Because TopChain only supports SSSD queries, we added queries from each query vertex to all other vertices for TopChain. We report the average running times and standard deviations over ten separately constructed and evaluated SubStream indices. Note that the queries are processed sequential for all indices and algorithms.

A.1.1 Running times Table 4 shows the total running times for the 1000 earliest arrival (Table 4a) and minimum duration (Table 4b) queries. Our indices perform best for all data sets and both query types. For TopChain, we only report the running times of reachability queries in Table 4a because the provided implementation does not support other types of queries. The reported running times are lower bounds for the earliest arrival and minimum duration queries (see [62]). The query times of TopChain are up to several orders of magnitude higher than the running times of our indices for both earliest arrival and minimum duration queries. The reason is that TopChain is designed for SSSD queries. TopChain cannot answer the query for StackOverflow in the time limit. SubStream is the fastest for all data sets but in one case. For *Infectious* and \( k = 256 \), Greedy is fastest. In all other cases, SubStream answers queries in most cases slightly faster than Greedy. The query times mostly decrease for increasing \( k \) because the number of edges in each of the \( k \) substreams is reduced; thus, fewer edges must be considered during the queries. As expected, the running times increase with graph size in most cases. Note that DL and XUAN can be faster than OnePass if many vertices have limited reachability. The reason is that they stop processing when no further edge can be relaxed, and the priority queue is empty, while the streaming algorithms have to process the remaining stream until the end of the time interval. Similarly, LABELFP is faster than OnePassFP for some data sets. Finally, DL is faster than XUAN because the latter is primarily designed for temporal graphs with low dynamics [63].

A.2 Vertical Scalability and Batch Sizes To evaluate the vertical scalability, we varied the number of threads in \( \{1, 2, 4, 8, 16, 32\} \). Up to 16 threads, doubling the number of threads almost halves the running time. From 16 to 32 threads reduces the running time by more than 25%.

Finally, we varied the batch size in \( B \in \{1024, 2048, 4096, 8192, 16384, \vert \mathcal{V} \vert \} \) for Algorithm 2. The parallel utilization of processing units was reduced for smaller batch sizes, and the indexing time increased. However, fewer edge streams need to be held in memory during the computation, and, therefore, the memory usage is less. For larger batch sizes, the memory consumption increases while the indexing time decreases. Hence, the best indexing time can be achieved with large batch sizes. In the case of many vertices and large edge streams \( \xi(v) \), a smaller batch size can reduce the amount of memory required for the computation.

A.3 Indexing Times for \( k = 2048 \) Table 5 shows the running times of Algorithm 2 for \( k = 2048 \).
Table 4: Total querying time for 1000 queries in seconds. For SubSTREAM, the mean and standard deviations over ten indices (“–” indicates that the index is not available due to time out during construction).

(a) Earliest arrival queries (OOT–out of time).

| Data set         | Greedy | SubSTREAM | Baselines |
|------------------|--------|-----------|-----------|
|                  | $k = 32$ | $k = 64$ | $k = 128$ | $k = 256$ | $k = 32$ | $k = 64$ | $k = 128$ | $k = 256$ | OnePass | Dl | Xuan | TopChain |
| Infectious       | 0.014  | 0.013    | 0.011    | 0.009    | 0.039±0.0 | 0.017±0.0 | 0.012±0.0 | 0.009±0.0 | 0.235    | 0.023 | 0.034 | 0.144 |
| AskUbuntu        | 0.069  | 0.073    | 0.079    | 0.078    | 0.063±0.0 | 0.057±0.0 | 0.054±0.0 | 0.052±0.0 | 0.244    | 0.482 | 1.200 | 10.643 |
| Prosper          | 0.140  | 0.283    | 0.238    | 0.266    | 0.324±0.0 | 0.277±0.0 | 0.227±0.0 | 0.198±0.0 | 2.828    | 0.678 | 4.440 | 21.687 |
| Arxiv            | 2.438  | 2.274    | 2.072    | 2.015    | 1.809±0.1 | 1.571±0.1 | 1.281±0.1 | 1.118±0.0 | 4.418    | 3.062 | 43.937 | 1526.040 |
| Youtube          | –      | –        | –        | –        | –       | –       | –       | –       | 7.631±0.6 | 6.710±0.6 | 5.863±0.3 | 5.509±0.4 | 7.368 | 23.110 | 88.130 | 45857.200 |
| StackOverflow    | –      | –        | –        | –        | –       | –       | –       | –       | 19.405±2.2 | 17.275±1.4 | 17.091±1.9 | 15.016±1.4 | 19.826 | 140.628 | 534.967 | OOT |

(b) Minimum duration queries.

| Data set         | Greedy | SubSTREAM | Baselines |
|------------------|--------|-----------|-----------|
|                  | $k = 32$ | $k = 64$ | $k = 128$ | $k = 256$ | $k = 32$ | $k = 64$ | $k = 128$ | $k = 256$ | OnePassFp | LabelFp |
| Infectious       | 0.099  | 0.102    | 0.093    | 0.079    | 0.172±0.0 | 0.119±0.0 | 0.095±0.0 | 0.086±0.0 | 0.908    | 0.170 |
| AskUbuntu        | 0.842  | 0.894    | 0.889    | 0.924    | 0.838±0.0 | 0.777±0.0 | 0.765±0.0 | 0.759±0.0 | 1.642    | 1.272 |
| Prosper          | 2.079  | 1.993    | 1.425    | 1.957    | 2.253±0.2 | 1.988±0.1 | 1.840±0.1 | 1.597±0.1 | 18.702   | 3.095 |
| Arxiv            | 15.463 | 15.385   | 14.057   | 14.536   | 14.164±0.8 | 12.996±0.3 | 11.062±0.4 | 11.365±0.3 | 21.023   | 83.369 |
| Youtube          | –      | –        | –        | –        | –       | –       | –       | –       | 77.162±6.5 | 73.986±8.8 | 72.641±8.9 | 70.787±7.0 | 163.542 | 165.308 |
| StackOverflow    | –      | –        | –        | –        | –       | –       | –       | –       | 151.439±16.2 | 140.116±2.9 | 135.892±2.3 | 134.565±1.8 | 303.240 | 995.465 |

Table 5: Indexing times in seconds for SubSTREAM for $k = 2048$.

B Additional Related Work

Temporal graphs and temporal paths. An early overview of dynamic graph models is given by Harary and Gupta [25]. More recent and comprehensive introductions to temporal graphs are provided in, e.g., [26, 34, 53, 60]. There is an early work on temporal paths by Cooke and Halsey [16]. Kempe et al. [33] discuss time-respecting paths and related connectivity problems. Xuan et al. [63] introduce algorithms for finding the shortest, fastest, and earliest arrival paths, which are generalizations of Dijkstra’s shortest paths algorithm. In [28], variants of temporal graph traversals are defined. The authors of [41] consider biterria temporal paths in weighted temporal graphs, where each edge has an additional cost value. Wu et al. [61] introduce streaming algorithms for finding the fastest, shortest, latest departure, and earliest arrival paths. In [32], the authors use the A* approach to find the set of all fastest $(u, v)$-paths in a road network and a given interval.

Indexing for static graphs. Yu and Cheng [64] give an overview of indexing techniques for reachability and distances in static graphs. Common approaches enrich the static graph with labels at the vertices that can be used to determine reachability or distances. Among them are hub/hop [15, 21, 13, 30, 47, 1, 37], landmark [3], and interval labelings [54], as well as tree [2, 58, 57], chain [12] and path covers [31]. Further approaches are specifically designed for road networks, e.g., are contraction hierarchies [23, 24], transit nodes [5, 6, 19], and highway hierarchies [51, 52].

Indexing for temporal graphs. There are several works on SSSD time-dependent routing in transportation networks, e.g., [7, 4, 17, 22]. Wang et al. [59] propose Temporal Labeling (TTL), a labeling-based index for SSSD reachability queries that extends hub labelings for temporal graphs. In [62], the authors introduce an index for SSSD reachability queries in temporal graphs called TopChain. The index uses a static representation of the temporal graph as a directed acyclic graph (DAG). On the DAG, a chain cover with corresponding labels for all vertices is computed. The labeling can then be used to determine the reachability between vertices. TopChain is faster than TTL and has shorter query times (see [62]). We used TopChain as an SSSD baseline in our evaluation (see Section 4). The authors of [65] present an index for reachability queries designed for distributed environments. It is similar to TopChain but forges the transformation into a DAG. The authors of [11] use 2-hop labelings for indexing bipartite temporal graphs to answer reachability queries. As far as we know, our work is the first one examining indices for SSAD temporal distance queries.