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Conspectus

Quantum mechanical methods have been well established for the elucidation of reaction paths of chemical processes and for the explicit dynamics of molecular systems. While they are usually deployed in routine manual calculations on reactions for which some insights are already available (typically from experiment), new algorithms and continuously increasing capabilities of modern computer hardware allow for exploratory open-ended computational campaigns that are unbiased and therefore enable unexpected discoveries. Highly efficient and even automated procedures facilitate systematic approaches toward the exploration of uncharted territory in molecular transformations and dynamics. In this work, we elaborate on such explorative approaches that range from reaction network explorations with (stationary) quantum chemical methods to explorative molecular dynamics and migrant wave-packet dynamics. The focus is on recent developments that cover the following strategies. (i) Pruning search options for elementary reaction steps by heuristic rules based on the first principles of quantum mechanics: Rules are required for reducing the combinatorial explosion of potentially reactive atom pairings and rooting them in concepts derived from the electronic wave function makes them applicable to any molecular system. (ii) Enforcing reactive events by external biases: Inducing a reaction requires constraints that steer and direct elementary-step searches, which can be formulated in terms of forces, velocities, or supplementary potentials. (iii) Manual steering facilitated by interactive quantum mechanics: As ultrafast quantum chemical methods allow for real-time manual interactions with molecular systems, human-intuition guided paths can be easily explored with suitable human-machine interfaces. (iv) New approaches for transition-state optimization with continuous curve representations can provide stable schemes to be driven in an automated way by allowing for an efficient tuning of the curve’s parameters (instead of a manipulation of a collection of structures along the path), and (v) reactive molecular dynamics and direct wave-packet propagation exploit the equations
of motion of an underlying mechanical theory (usually, classical Newtonian mechanics or Schrödinger quantum mechanics). Explorative approaches are likely to replace the current state of the art in computational chemistry because they reduce the human effort to be invested in reaction path elucidations, they are less prone to errors and bias free, and they cover more extensive regions of the relevant configuration space. As a result, computational investigations that rely on these techniques are more likely to deliver surprising discoveries.
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1 Introduction

A key question in chemistry is to what products some given reactants may react and which of these are the most likely ones. Driving forces for these processes can be thermal motion, excitation by light, or even directed processes such as mechanochemical ones. From the point of view of potential energy surface (PES) exploration, this requires us to examine what other local minima representing reaction products and stable intermediates can be reached from a given minimum (representing the reactants) and how high the barriers are that are associated with these transformations. Exhaustive calculations of an entire PES are, however, unfeasible for all but the tiniest molecules. For this reason, computational analyses are typically limited to the inspection of selected (collective) transformation coordinates defining specific reaction coordinates along a PES.

Owing to the advances in ubiquitous computing and comparatively easy accessibility of reliable quantum chemical methods, the state of the art of reaction mechanism elucidation has been pushed toward the massive exploration of vast reaction networks in the past decade. Whereas these developments mostly focused on time-independent quantum chemical methods, the exploratory nature of computational approaches has much earlier been exploited in molecular dynamics simulations. Here, the necessity to enhance rare event sampling posed a severe problem that led to the development of a broad range of algorithms tailored to produce a rare reactive event in a simulation that is feasible.

An exploration of chemical reaction pathways typically starts in a local minimum of the Born–Oppenheimer potential energy surface of a reactive system. The dimension of this surface grows linearly with the number of atoms and escaping the minimum in a direction that leads to a viable reaction pathway is difficult. In this work, we first discuss stationary approaches that assess potential exit routes toward new local minima defining new (meta)stable structures and then turn to their refinement. Afterwards, classical and quantum dynamical approaches designed for the same purpose are considered (Figure 1 presents a sketch of this general setting and an overview of these different approaches).
Figure 1: Schematic representation of a ground state (blue) and an excited state (green) potential energy surface, with associated electronic Schrödinger eigenvalue equations, on which reaction paths are explored by the three approaches discussed in this work (see legend); acronyms: MD = molecular dynamics; TS = transition state; IRC = intrinsic reaction coordinate.

2 Crawling Out of Local Minima

2.1 First-Principles Heuristics

Algorithms for the automated generation of reaction coordinates are required for large-scale automated screening of reaction paths. A common approach is to construct such coordinates — or, depending on the algorithm, the resulting interme-
iates — from connections between atoms (or groups of atoms) of the involved reactants, to induce the formation or dissociation of bonds between them. However, even if only reactions with reactive sites composed of one atom each are considered, which by far does not cover all types of reactions, their number roughly grows quadratically with the number of atoms. Therefore, the number of potentially important reaction coordinates increases steeply with system size, and hence, the associated computational cost for screening all will be substantial. However, it is not clear \textit{a priori} how many of these paths will lead to viable reactions.

One solution to tame this combinatorial explosion of the number of possible reaction paths has been weeding based on chemical rules and concepts (see, e.g., Refs. 17,18). However, such rules are usually limited in their range of applicability. For this reason, we have put forward the idea of first-principles heuristics, i.e., harnessing concepts rooted in quantum mechanics that can be calculated from the electronic structure of the reactants and that are therefore applicable to any molecular system. Hence, first-principles heuristics is agnostic with respect to the atoms or type of compounds under consideration.

The usefulness of first-principles heuristics for reaction coordinate selection depends on reactivity predictions based on the local information available for the isolated reactants in their equilibrium structures. Naturally, uncertainties for such predictions can be expected as no direct information on activation barriers and reaction energies is available from such local descriptors. However, as long as the reliability of the predictions is high enough to at least rule out a significant share of reaction coordinates that do not yield feasible reactive paths, first-principles heuristics still tames the combinatorial explosion of the number of reaction paths by excluding those that do not need to be inspected; see Figure 2.
Generation of reactive coordinates $\mathbf{R}_C$ pruned by first-principles heuristics $f$

The idea of applying first-principles heuristics for predicting reactive sites was demonstrated for identifying protonation sites by analysis of the electron localization function and the molecular electrostatic potential.22,20

In order to predict other types of chemical reactions, general approaches are needed based on electronic structure theory. For example, a more diverse set of chemical concepts evaluated from the electronic wave function of reactants can be exploited, such as reactivity concepts defined within the context of conceptual density functional theory.19 Instead of exclusively focusing on finding a single best reactivity descriptor, it will be important to consider combinations of all of them which is
obvious for formal reasons, i.e., in view of the role that many of these concepts play in the very same Taylor series expansion.\[^{19}\]

### 2.2 Enforcing Chemical Reactions

Once promising reaction coordinates are identified, the next question is how to follow such paths and extract a guess for the transition state (TS) structure. In single-ended approaches, which represent the typical situation of an exploratory ansatz in which the result of a reactive system is not known from the outset, only the reactant structure will be known. One of these approaches tailored for exploratory schemes is the artificial force induced reaction method,\[^{10,12}\] which, as the name tells, applies an artificial force between parts of a chemical system, thereby inducing chemical reactions. The strength of the artificial force is related to the mean force acting on two argon atoms colliding with a chosen energy. Reaction coordinates can be selected by the choice of atoms between which the force should be applied. Another approach is based on the growing string method,\[^{21}\] which, starting from the reactant, incrementally extends the reaction path while constantly examining if a possible TS is traversed.

Inspired by Newton trajectories\[^{22}\] and the recent work of Quapp et al.,\[^{23}\] we devised for the upcoming release of our Chemoton reaction network exploration software an algorithm which extracts a promising TS guess structure by pushing together (or pulling apart) two predefined reactive sites with a constant force given as an input parameter. The force parameter controls how many steps are taken until the scan stops; for instance, for colliding reactive centers a large parameter results in few steps and a fast screening, whereas a small parameter produces many steps and a slow screening. Upon pushing together (or pulling apart) these reactive centers, all atoms besides these constrained atoms are continuously relaxed. This approach allows us to start screenings for TS guess structures from anywhere on the PES, not necessarily starting at a minimum. Hence, the focus of our method has been to obtain maximum energy structures as promising transition state guesses (see Figure 3). A detailed description of our algorithm will be published elsewhere. Validation of the transition state as well as refinement of the path connecting the minima is then performed in a subsequent step (\textit{cf.}, Section 3).
2.3 Interactive Quantum Mechanics

Molecules larger than about fifty atoms often feature a complex PES. An exhaustive exploration of such a PES is already very demanding in terms of computer time. In such cases, human intuition can be efficiently utilized to steer (or limit) the exploration to selected regions of chemical reaction space or configuration space. Human intuition can most efficiently be harnessed in an interactive setting, i.e., one in which the results of a structural manipulation are promptly fed back and are therefore directly perceivable by the person manipulating the molecule.

Naturally, the bond breaking and bond forming processes of a reactive system require a description according to the laws of quantum mechanics because only at the level of the elementary particles (i.e., the electrons moving in the external field of the atomic nuclei) are all interactions well known (even exactly in the limit of an infinite speed of light). Then, a molecule “reacts” to human manipulation in a physically meaningful way. This then requires real-time quantum chemistry proposed by us in 2013, which at its core comprises ultra-fast quantum chemical calculations that deliver energies and forces almost instantaneously. As a result, interactive quantum mechanics allows a person to explore a PES interactively as the feedback to structural manipulations is directly given, i.e., in real time. This feedback can be visual and haptic (i.e., addressing our tactile sense) see Figure 4. Visual feedback is needed for an immersive experience. The degree of immersion can be enhanced by making use of virtual and/or augmented reality technologies.
Figure 4: Interactive exploration with real-time feedback allows one to take advantage of human chemical intuition. Two hardware extensions are shown: a haptic force feedback device (top) and a virtual reality head set (bottom).

3 Refinement of Paths and Transition State Structures

After an initial reaction path has been obtained from either automated or interactive methods, it needs to be refined in such a way that a minimum energy reaction path (MERP) is obtained. An important part of this process is the determination of the TS structure. If the product of a reaction is unknown, a single-ended method will be necessary, which solely requires a single molecular structure as input. A routinely used algorithm of this class is the eigenvector following method, which is reliable, but also computationally expensive as every iteration requires a Hessian calculation. The latter can be alleviated by either updating the initial Hessian based on the change of the gradient after each step with Bofill’s method or by exploiting a subspace iteration scheme to approximate the decisive part of the Hessian in a systematic manner. However, very many methods have been proposed for cases where Hessians are not available or too time-consuming to calculate.

After a transition state has been obtained, the complete MERP needs to be constructed. The simplest approach is a steepest descent optimization from the TS after an initial displacement along the lowest eigenvector of the Hessian in either direction. If the two end points of a path are already known, for instance, when the exploration has delivered a potentially interesting stable intermediate, a double-ended method can be applied to obtain the TS structure, i.e., both the reactant(s)
and the product(s) of a given chemical reaction are provided as input. With such methods, an initial guess for the MERP can be generated from a simple linear geometric interpolation between reactant and product. The approximate MERP is then optimized, for which most algorithms use a chain of states, i.e., multiple discrete structures along the path.

Figure 5: Reaction path optimization of a Claisen rearrangement by curve optimization in blue and, for comparison, by a connected chain of states in orange.

By contrast, it is also possible to generate an analytical curve from the structures, which can be optimized to arrive at a truly continuous reaction path rather than at a discrete series of distinct structures (see Figure 5 for an example). The splined saddle method applies cubic splines to optimize transition states, but it does not construct a MERP. Another approach proposed by Birkholz and Schlegel is the variational reaction coordinate method, which minimizes the variational reaction energy. This quantity depends on the nuclear gradients of the electronic energy, and hence, its optimization requires the electronic Hessian matrix to be repeatedly evaluated. These approaches are related to our aforementioned curve-optimization algorithm ReaDuct. ReaDuct directly optimizes the analytical parameters of a fitted spline curve, which only requires the electronic energy and its nuclear gradient. Therefore, both the transition state as well as the entire MERP are obtained in a single optimization, and the resulting reaction path is truly continuous.
4 Exploratory Dynamics Across Energy Surfaces

4.1 Reactive Molecular Dynamics

Molecular dynamics (MD) simulations can directly evolve a reactive chemical system by numerical integration of Newton’s equations of motion for the nuclei or atoms, whereas the interactions are described quantum mechanically through the solution of the electronic Schrödinger equation or by a reactive force field (see Figure 6).

![Diagram of classical and quantum nuclear dynamics](image)

Figure 6: Comparison of classical (bottom) and quantum (top) nuclear dynamics for exploration purposes based on trajectories and wave packet propagation, respectively.

A major challenge for the MD simulation of chemical reactions is, however, their rare-event nature: Reaction times of complex systems can easily reach the order of milliseconds. However, molecular vibrations and the actual bond formation take place on picosecond time scales which requires MD integration time steps that are even smaller. Hence, a huge number of MD steps is necessary to simulate a reactive system resulting in a computational effort that is unfeasible for most routine applications. This is why enhancement techniques accelerating MD simulations are needed.

Numerous methods have been devised and are well established to tackle the rare-
event challenge. For instance, in metadynamics,\textsuperscript{35} which combines local elevation\textsuperscript{36} with a reduced set of collective variables, a history-dependent bias potential is built up iteratively by adding differentiable functions (usually Gaussians) centered around the points in collective-variable–space that are visited. Hence, further sampling of this area is energetically penalized and the escape from such minima is promoted. Naturally, metadynamics schemes have been employed for the exploration of reaction paths to map out selected regions of chemical reaction space.\textsuperscript{37–39} However, the choice of appropriate collective variables is an obvious challenge with the potential to introduce a bias in unsupervised exploratory studies.

If no \textit{a priori} information about a system’s reactivity is given, it is often advantageous to avoid the construction of collective variables and instead use enhancement algorithms that do not require them. As the probability of an energy barrier to be crossed decreases exponentially with the ratio of the barrier height over the temperature, one approach to accelerate reactive MD simulations is simply to increase the temperature. For example, for their \textit{ab initio} nanoreactor Wang \textit{et al.} combined this ansatz with a bias potential mimicking a piston that periodically compresses the system.\textsuperscript{40} High simulation temperatures may, however, result in different reactions than those favored under ambient conditions (see, for example, Ref. 41). In “boxed molecular dynamics in energy space”\textsuperscript{41} the system’s energy is only increased gradually, and hence, sampling at extremely high temperatures is avoided.

Large nanoscale systems benefit from some sort of embedding scheme (see, \textit{e.g.}, Ref. 42 and references therein) to tame the effort for a quantum calculation while incorporating the surrounding spectator environment in a proper way. This environment is often modeled with a computationally inexpensive unreactive molecular mechanics force-field, whereas the reactive center demands energies and forces from a quantum mechanical method or a reactive force field. Only recently, algorithms for the systematic and automated determination of a quantum mechanical region have been introduced for such approaches,\textsuperscript{43,44} which are key for the easy deployment of quantum mechanical/molecular mechanics schemes in the context of vast automated explorations for potentially important reaction paths.

\subsection{4.2 Direct Wave Packet Dynamics}

The molecular dynamics methods discussed above rely on two key approximations for the nuclear dynamics. First, non-equilibrium (non-Born–Oppenheimer) electronic effects are neglected such that the nuclear rearrangement is on the ground-state PES. Second, nuclear quantum effects are neglected. These assumptions are certainly appropriate for studying thermal reactions in the condensed phase un-
under non-exotic conditions, but they are not met for photochemical processes driven by non-equilibrium electronic effects and for phenomena that are strongly affected by nuclear quantum effects. “Nuclear quantum dynamics” integrate the time-dependent Schrödinger equation (see Figure 6) is the main route to overcome these limitations. Naturally, the time evolution of a well-prepared wave packet inherently explores the relevant PESs. However, explorative dynamics of this kind is typically limited by significant computational cost and the necessity to have an analytic representation of sections of the PES available on which the wave packet moves. An efficient quantum dynamics scheme relies on the availability of three main building blocks: 1) an efficient method to calculate electronic energies at different, possibly many, nuclear configurations, 2) a fitting algorithm to represent the resulting energy values as a PES, and 3) a method to propagate the nuclear wave packets by integrating the time-dependent Schrödinger equation. Balancing the accuracy and the cost of these three components is the overarching challenge of nuclear quantum dynamics.

The multi-configurational time-dependent Hartree (MCTDH)\textsuperscript{[45]} algorithm, combined with the POTFIT fitting scheme,\textsuperscript{[46]} is the canonical method for accurate vibrational quantum dynamics simulations. As any method relying on the exact diagonalization concept, MCTDH is plagued by exponential scaling with system size. MCTDH variants have been devised to tame this high computational cost and simulate the exact nuclear dynamics of molecules with several dozens of fully coupled degrees of freedom. All these methods enhance the MCTDH efficiency by applying tensor network methods to compress the wave function representation. The most prominent example is the multi-layer MCTDH method\textsuperscript{[47–49]} that relies on the hierarchical Tucker factorization of the many-body wave function. The time-dependent density matrix renormalization group method has been recently applied to simulate nuclear\textsuperscript{[4,50,51]} quantum dynamics. Density matrix renormalization group driven dynamics were shown to work for problems that are challenging for other state-of-the-art quantum dynamics schemes, which suggests that further developments may drastically enhance the efficiency of the existing MCTDH variants.

The second key component is the PES fitting algorithm. For many applications (even when no explicit time propagation occurs), an accurate sampling of the PES is not feasible within a reasonable amount of time. In such cases, a PES may be constructed on the fly with general interpolation schemes. Many such schemes have been developed over the past decades. One of them is interpolating moving least-squares,\textsuperscript{[52]} which is a robust and scalable method that works with energies only (if gradients and/or Hessians are available, however, this information can be incorporated for improved results). We applied interpolating moving least-squares successfully in some early applications of haptic quantum chemistry\textsuperscript{[24]} for reaction
path exploration, where interactive manipulation rather than explicit dynamics is the driver for PES availability.

The development of increasingly more efficient PES fitting schemes has been powered by modern machine learning (ML)-based methods in recent years. Three classes of ML algorithms have been extensively applied to obtain a compact representation of a PES: neural networks (NN), permutationally invariant polynomials (PIP), and kernel ridge regression (KRR). Each of these three classes have distinctive strengths and drawbacks. PIPs have the key advantage that they naturally encode the PES permutational symmetry upon exchange of identical atoms, but their optimization becomes challenging when applied to molecules with more than ten atoms. Although fragmented PIPs have been designed to target larger systems, NNs yield more compact PES representation for molecules with several dozens degrees of freedom. This higher representation power comes at the price that calculating the NN representation of a PES is a major challenge in practice. KRR-based PESs represent a good compromise between PIPs and NNs since they offer a more flexible representation power and, at the same time, their optimization remains straightforward. The efficiency of KRR fitting algorithms makes it possible to combine them with interactive quantum chemistry algorithms.

Many quantum dynamics algorithms rely, in fact, on a specific form of the PES, and therefore, they can only be combined with specific NN-based algorithms. For instance, MCTDH requires the PES to be expressed in the “sum-of-product” format, which is much simpler than the forms that are parametrized by ML algorithms described above. ML algorithms must, therefore, be adapted to accommodate the needs of the quantum dynamics algorithm. For instance, Habershon and co-workers designed a specific form of the KRR algorithm that is compatible with the requirements of MCTDH. Similarly, neural networks with specific activation functions or topologies have been successfully applied to MCTDH-based quantum dynamics simulations.

These methods sacrifice NN flexibility of the PES representation to simulate accurately vibrational quantum dynamics. The price they pay is, however, that many energy values are needed to fit the PES to balance the loss in PES flexibility. Alternatively, it is possible to compromise the accuracy of the quantum dynamics method to maximally exploit the potential of ML algorithms. In approximate nuclear quantum dynamics algorithms the nuclear dynamics is driven by the local harmonic approximation of the PES. Hence, they do not need the PES to be expressed as a global function, and for this reason, these methods can support much more flexible ML algorithms such as deep neural networks and full-dimensional kernel ridge regression models.
Independent of their relative accuracy, all these methods share two main limitations with respect to quantum dynamics applications: they are often tailored to fit the PES of electronic ground states and they require a fixed set of data points to be available to calculate them. Ideally, a propagation requires fitting an arbitrary number of excited-state PESs on-the-fly, by calculating the PES only for the nuclear configurations that are explored by the propagation. Fulfilling these requirements is a much more complex task than the original problem of fitting high-dimensional PESs, which has already been challenging. First, the reference energies must be calculated with high-accuracy electronic structure calculations. Coupled cluster may be the method of choice for calculating the ground-state energy of weakly-correlated molecules, but such a well-defined accurate reference algorithm is missing for strongly correlated systems and, in general, for excited states. In this respect, wave-function-based methods have witnessed an impressive development in the last decade that made it possible to calculate very accurate energies for molecules with up to one hundred electrons; prominent examples are tensor-based algorithms and specialized configuration interaction approaches (see Ref. 66 for a discussion and for detailed references).

Even if it will be possible to routinely apply these electronic structure methods, obtaining a compact representation of the resulting PES will remain a challenging task. Excited-state potential energy surfaces are, in fact, largely less regular than their ground-state counterparts, especially in the vicinity of conical intersections that are at the heart of photochemical processes. The vast majority of photochemical processes are, however, determined by transitions between excited states and PESs alone are not sufficient to include these phenomena, which are driven by non-adiabatic and spin–orbit couplings. If the choice of the PES representation may be guided by chemical intuition, this will not be true for these coupling terms that are therefore harder to represent with ML. Early applications of ML algorithms to non-adiabatic excited-state dynamics did not attempt representing such terms with ML and calculated them on the fly in the vicinity of conical intersections. However, it has recently been shown that the representation power of deep NNs can be exploited to represent all the components that are required for accurate quantum dynamics simulations.

All new approaches discussed above demonstrate how much machine-learning methods have pushed the limits of the non-equilibrium molecular dynamics simulation methods. However, a major open challenge has often been overlooked and this is a key issue in connection with the automatic exploration of chemical processes. The vast majority of methods “learn” the PES representation before the propagation. This is not an issue for simulating photochemical reactions where the products are known, but it becomes a severe limitation for discovering new photochemical re-
activity. On the one hand, obtaining an accurate representation of the PES for all nuclear configurations of potential relevance is unfeasible and would require an enormous number of electronic structure calculations. On the other hand, ML-based PES fitted based on energies calculated for a partial set of nuclear configurations can lead to largely inaccurate results. Only algorithms that can update the PES representation on the fly as the propagation proceeds can solve this issue. The on-the-fly MCTDH variant designed by Habershon, Knowles and co-workers implements such a scheme with KRR-based algorithms.

5 Path Information Extraction from Dynamics Data

5.1 State-to-State Networks

Statically exploring a PES as described in Section 2 automatically yields a (reaction) network with clearly defined start and end structures as well as the paths connecting these structures. However, the situation is rather different in the case of exploratory dynamics simulations. In the case of classical molecular dynamics, the result of the exploration are trajectories without clearly defined start and end structures. Rather, such structures need to be extracted from trajectories in a second step.

A first possibility is to manually identify structures and associated reactions. Such an approach is very laborious and time consuming. Therefore, many different automatic approaches have been devised. Before the advent of reactive force fields, the focus was on determining individual conformations, i.e., assigning very similar structures to the same conformation. This was typically done by means of a suitable clustering algorithm. A wide range of clustering algorithms to decompose the conformational space into several distinct “bins” has become available (many of them cluster sets of coordinates according to structural or kinetic similarity). In order to detect reactive events such as the breaking of a bond, a different approach is usually taken. For every frame of a trajectory, the atomic connectivities are computed. Changes in the connectivity are then interpreted as reactions. A related approach monitors changes in the bond order matrix.

5.2 Transition Probability Information

Within a classical picture, the key quantity for characterizing the reaction dynamics is the reaction constant. The link between wave function propagation and reaction rate is the flux-flux correlation function. For accurate calculations on few-particle
systems, the MCTDH algorithm is the method of choice for evaluating this function. However, the accuracy of full quantum approaches is often not needed for many quantum-chemical applications.

Quantum effects affect chemical reactions in two ways. First, the zero-point vibrational energy (ZPVE) affects the relative energy of reactants, products, and transition states. Second, nuclear quantum effects such as tunneling deflect the nuclear dynamics from the classical path. While the first component influences any chemical reaction, the second one is relevant only for the dynamics of light atoms. For reactions involving heavy atoms, a significantly cheaper alternative to exact quantum dynamics approaches is offered by transition state theory. The classical formulation of transition state theory leads to the well-known Eyring equation.

Transition state theory effectively includes quantum effects associated with ZPVE effects, but it approximates tunneling effects. In fact, it assumes that these effects are relevant only for a single, strongly anharmonic coordinate, usually corresponding to the reaction coordinate. For this reason, transition state theory yields an inaccurate description of tunneling phenomena that are inherently multidimensional, happening under the “deep tunneling” regime. Semiclassical quantum dynamics methods provide a reasonable compromise between exact quantum dynamics methods and the transition state theory for studying these more challenging reactions. In this respect, the link between semiclassical nuclear dynamics and the calculation of reaction rates is the instanton theory which, combined with the ring polymer molecular dynamics algorithm, is currently emerging as a very powerful framework for calculating rate constants of reactions that are strongly affected by nuclear quantum effects.15

6 Conclusions and Outlook

Recent developments of numerical methods have pushed the range of applicability of first-principles methods to a point where it will become increasingly easier to apply them in an exploratory fashion on a routine basis. This will facilitate two key developments for molecular simulations: 1) A much broader range of situations can be handled which will reduce the risk of overlooking potentially important sections of the potential energy surface and hence of the reactive dynamics of some molecular system. 2) Unexpected discoveries can be made as the bias due to preexisting knowledge about a specific system is reduced to a large extent — up to the point where hardly any preexisting knowledge will be required to conduct explorations in an open-ended way. It can be expected that work along these lines will continue and deployment of the developed algorithms will benefit from software that is character-
ized by intuitive human–machine interfaces requiring as little training as possible, hence lowering the entrance barrier for researchers and non-experts to a large extent. This will be made viable by algorithms that act and interact as autonomously as possible.
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