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Abstract

Using the analytic assembly map that appears in the Baum-Connes conjecture in noncommutative geometry, we generalise the Guillemin–Sternberg conjecture that ‘quantisation commutes with reduction’ to (discrete series representations of) semisimple groups $G$ with maximal compact subgroups $K$ acting cocompactly on symplectic manifolds. We prove this generalised statement in cases where the image of the momentum map in question lies in the set of strongly elliptic elements $g^*_w$, the set of elements of $g^*$ with compact stabilisers. This assumption on the image of the momentum map is equivalent to the assumption that $M = G \times_K N$, for a compact Hamiltonian $K$-manifold $N$. The proof comes down to a reduction to the compact case. This reduction is based on a ‘quantisation commutes with induction’-principle, and involves a notion of induction of Hamiltonian group actions. This principle, in turn, is based on a version of the naturality of the assembly map for the inclusion $K \hookrightarrow G$.
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Introduction

In this paper we generalise Guillemin and Sternberg’s ‘quantisation commutes with reduction’ conjecture to cocompact Hamiltonian actions by semisimple Lie groups. The compact case of this conjecture was proved in [23, 32, 33, 35, 40, 42, 43]. A version for Hamiltonian Lie groupoid actions was proved by Bos in [9].

The version of the Guillemin–Sternberg conjecture that we will generalise is the one proved by Paradan in [36]. In this version, one considers Spin$^c$-quantisation, instead of the Dolbeault-quantisation used in [23, 32, 33, 35, 40, 42, 43]. Paradan’s result is the following. Suppose a compact Lie group $K$ acts in Hamiltonian fashion on a compact symplectic manifold $(M,\omega)$. Suppose that the cohomology class $[\omega] + \frac{1}{2} c_1(TM, J)$ is integral for some $K$-equivariant almost complex structure $J$ on $M$. If the stabilisers of the action of $K$ on $M$ are abelian, then one has

$$K\text{-index } \mathcal{D}_M = \bigoplus_{\lambda \in \Lambda_+} \text{index } \mathcal{D}_{M_{\lambda+\rho}}, V_\lambda. \tag{1}$$

Here $\mathcal{D}_M$ is a Spin$^c$-Dirac operator on $M$. Its $K$-index is interpreted as the quantisation of the action of $K$ on $M$. On the right-hand side of (1), $\Lambda_+ \subset i\mathfrak{t}^*$ denotes the set of dominant integral weights relative to a choice of maximal torus and positive roots, and $\rho$ is half the sum of the positive roots. By $V_\lambda$ we mean the irreducible representation of $K$ with highest weight $\lambda$, and $(M_{\lambda+\rho}, \omega_{\lambda+\rho})$ is the symplectic reduction of $(M, \omega)$ at $-i(\lambda + \rho)$. If this symplectic reduction is not an orbifold (which can occur if $-i(\lambda + \rho)$ is not a regular value of the momentum map), then the index of $\mathcal{D}_{M_{\lambda+\rho}}$ should be replaced by a more subtle definition of the quantisation of $(M_{\lambda+\rho}, \omega_{\lambda+\rho})$. 
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In this paper, we generalise (1) to discrete series representations of semi-simple Lie groups (Theorem 1.8). Because we only look at discrete series representations, it is a natural assumption that the image of the momentum map lies inside the set of strongly elliptic elements $g^*_{se} \subset g^*$, defined in (14). Indeed, (some) coadjoint orbits in $g^*_{se}$ correspond to discrete series representations, and the quantisation of a Hamiltonian action should decompose into irreducible representations corresponding to coadjoint orbits in the image of the momentum map.

**Outline of this paper**

The strategy of our proof of (1) for a cocompact Hamiltonian action of a semi-simple Lie group $G$ on a symplectic manifold $(M, \omega)$ is to reduce this statement to the (known) case of the action of a maximal compact subgroup $K < G$ on the compact submanifold $N := (\Phi_M)^{-1}(t^*)$ of $M$, with $\Phi_M : M \to g^*$ the momentum map. We will see in Section 2 that there are inverse constructions

\[
\begin{align*}
\text{H-Cross}^G_K : & \quad G \odot M \curvearrowright K \odot N := (\Phi_M)^{-1}(t^*) \\
\text{H-Ind}^K_G : & \quad K \odot N \curvearrowright G \odot M := G \times_K N.
\end{align*}
\]

These are called Hamiltonian cross-section and Hamiltonian induction, respectively. In Section 3, we define induction procedures for prequantisations and Spin$^c$-structures, compatible with this Hamiltonian induction procedure.

The central result in this paper is Theorem 4.5, which states that ‘quantisation commutes with induction’. Roughly speaking, this is expressed by the diagram

\[
\begin{array}{ccc}
(M = G \times_K N, \omega) & \xrightarrow{Q_G} & Q_G(M, \omega) \in K_0(C^*_r G) \\
\downarrow \text{H-Ind}^G_K & & \downarrow \text{D-Ind}^G_K \\
(N, \nu) & \xrightarrow{Q_K} & Q_K(N, \nu) \in R(K).
\end{array}
\]

Here $R(K)$ is the representation ring of $K$, $K_0(C^*_r G)$ is the $K$-theory of the reduced $C^*$-algebra of $G$, and $\text{D-Ind}^G_K$ is the Dirac induction map used in the Connes-Kasparov conjecture (see [44]). In Section 4, we tie the other sections in this paper together, by showing how Theorem 4.5 implies our quantisation commutes with reduction result, Theorem 1.8 and by sketching a proof of Theorem 4.5. The details of this proof are filled in in Sections 5 and 6.

In Section 5, we prove a result (Theorem 4.6) that can be interpreted as ‘naturality of the assembly map for the inclusion $K \hookrightarrow G$’ (cf. [34]). In Section 6, we show that this naturality result is well-behaved with respect to the $K$-homology classes of the Dirac operators we use, thus proving Theorem 4.5.
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1 Quantisation commutes with reduction for semi-simple groups

In this section, we introduce the terminology we need to state our main result, Theorem 1.8.

1.1 Spin$^c$-quantisation

Let $(M, \omega)$ be a compact symplectic manifold, equipped with an action by a compact Lie group $K$, which leaves $\omega$ invariant. Let $J$ be a $K$-equivariant almost complex structure on $M$ (which need not be compatible with $\omega$). Consider the $K$-equivariant line bundle $\bigwedge^{0, d_M} (TM, J) \to M$, where $d_M$ is the dimension of $M$. Let $L^{2\omega} \to M$ be a $K$-equivariant line bundle whose first Chern class is $[2\omega]$. Suppose that the line bundle $L^{2\omega} \otimes \bigwedge^{0, d_M} (TM, J) \to M$ has a square root $L_J$. Let $P \to M$ be the Spin$^c$-bundle on $M$ associated to $J$ and $L_J$, as described for example in [15], Proposition D.50. Then the determinant line bundle of $P$ is isomorphic to $L^{2\omega}$.

Let $\Delta_{d_M}$ be the standard $2^{d_M/2}$-dimensional representation of Spin$^c(d_M)$ (see e.g. [13, 14, 30]). Let

$$ S := P \times_{\text{Spin}^c(d_M)} \Delta_{d_M} \to M $$

be the spinor bundle associated to $P$. The Clifford action $c_{TM}$ of $TM$ on $S$ is defined by

$$ c_{TM}([p, x]) [p, \delta] := [p, x \cdot \delta], $$

where $[p, x] \in P \times_{\text{Spin}^c(d_M)} \mathbb{R}^{d_M} \cong TM$ and $[p, \delta] \in P \times_{\text{Spin}^c(d_M)} \Delta_{d_M} = S$. Here the dot in $x \cdot \delta$ denotes the standard Clifford action of $\mathbb{R}^{d_M}$ on $\Delta_{d_M}$.

Let $\nabla$ be a $K$-equivariant connection on $S$. The Spin$^c$-Dirac operator $D_M^{L^{2\omega}}$ on $S$, associated to $\nabla$, is defined by the property that for all orthonormal local
frames \(\{e_1, \ldots, e_{d_M}\}\) of \(TM\), one locally has
\[
D_M^{L^2\omega} = \sum_{j=1}^{d_M} c_{TM}(e_j) \nabla e_j.
\]

The principal symbol \(\sigma_{D_M^{L^2\omega}}\) of \(D_M^{L^2\omega}\) is given by
\[
\sigma_{D_M^{L^2\omega}}(\xi)s = c_{TM}(i\xi^*)s,
\]
where \(\xi \in T^*M, s \in \mathcal{S},\) and \(\xi^* \in TM\) is the tangent vector associated to \(\xi\) by the Riemannian metric on \(M\) induced by the Euclidean metric on \(\mathbb{R}^{d_M}\) via the isomorphism \(TM \cong P \times \text{Spin}^c(d_M) \mathbb{R}^{d_M}\). Since
\[
\sigma_{D_M^{L^2\omega}}(\xi)s^2 = -\|\xi\|^2 s
\]
for all \(\xi\) and \(s\), the Spin\(^c\)-Dirac operator \(D_M^{L^2\omega}\) is elliptic.

The representation \(\Delta_{d_M}\) of Spin\(^c\)(\(d_M\)) has a natural \(\mathbb{Z}_2\)-grading \(\Delta_{d_M} = \Delta_{d_M}^+ \oplus \Delta_{d_M}^-\), which induces a grading
\[
\mathcal{S} = \mathcal{S}^+ \oplus \mathcal{S}^-.
\]

Since the Clifford action of \(\mathbb{R}^{d_M}\) on \(\Delta_{d_M}\) interchanges the subspaces \(\Delta_{d_M}^\pm\), we have two operators
\[
D_M^+: = D_M^{L^2\omega}\big|_{\Gamma^\infty(\mathcal{S}^+)} : \Gamma^\infty(\mathcal{S}^+) \to \Gamma^\infty(\mathcal{S}^-);
\]
\[
D_M^-: = D_M^{L^2\omega}\big|_{\Gamma^\infty(\mathcal{S}^-)} : \Gamma^\infty(\mathcal{S}^-) \to \Gamma^\infty(\mathcal{S}^+).
\]
Because \(D_M\) is elliptic and \(M\) is compact, the kernels of the operators \(D_M^\pm\) are finite-dimensional representations of \(K\). Since \(D_M^{L^2\omega}\) is symmetric with respect to the \(L^2\)-inner product on compactly supported sections of \(\mathcal{S}\) (see e.g. [14], Proposition 9.13), the operators \(D_M^\pm\) are each other’s formal adjoints. We slightly abuse terminology by setting
\[
\text{K-index } D_M^{L^2\omega} := [\ker D_M^+] - [\ker D_M^-] \in \mathbb{R}(K),
\]
the representation ring of \(K\). This index is by definition the Spin\(^c\)-quantisation of the action of \(K\) on \((M, \omega)\):

**Definition 1.1.**
\[
Q^K_{\text{Spin}^c}(M, \omega) := \text{K-index } D_M^{L^2\omega} \in \mathbb{R}(K).
\]

**1.2 Quantisation commutes with reduction, the compact case**

We will continue to use the notation and assumptions of Subsection 1.1. Now suppose in addition that the action of \(K\) on \((M, \omega)\) is Hamiltonian, and let \(\Phi : M \to \mathfrak{t}^*\) be a momentum map.
Quantisation of symplectic reductions

Suppose that $\xi \in \mathfrak{k}^*$ is a regular value of $\Phi$, and that the stabiliser $K_{\xi}$ acts freely on $\Phi^{-1}(\xi)$. Then the symplectic reduction $M_\xi := \Phi^{-1}(\xi)/K_{\xi}$ is a smooth manifold.

In [36], Paradan shows that $P$ induces a Spin$^c$-structure $P_{\xi}$ on $M_\xi$, whose determinant line bundle is $L^{2\omega_\xi}$. The Spin$^c$-quantisation of $(M_\xi, \omega_\xi)$ is then defined, as in Subsection 1.1, as the index of the Spin$^c$-Dirac operator $D_{L^{2\omega_\xi}}$ on the spinor bundle $S_{\xi}$ of $P_{\xi}$, with respect to any connection on $S_{\xi}$:

$$Q_{\text{Spin}^c}(M_\xi, \omega_\xi) = \text{index } D_{L^{2\omega_\xi}}.$$

Even if the action of $K_{\xi}$ on $\Phi^{-1}(\xi)$ is not assumed to be free, it is still locally free by Smale’s lemma. Then the reduced space $M_\xi$ is an orbifold. It is then still possible to define a Spin$^c$-Dirac operator on $M_\xi$, and its index is still denoted by $Q_{\text{Spin}^c}(M_\xi, \omega_\xi)$. This index can be computed via Kawasaki’s orbifold index theorem (see [24], or [32], Theorem 3.3).

Quantisation commutes with reduction

Let $T < K$ be a maximal torus, with Lie algebra $\mathfrak{t} \subset \mathfrak{k}$. Let $\mathfrak{t}^*_+ \subset \mathfrak{t}^*$ be a choice of positive Weyl chamber. Let $R^+$ be the set of positive roots of $(\mathfrak{k}, \mathfrak{t})$ with respect to $\mathfrak{t}^*_+$, and write $\rho := \frac{1}{2} \sum_{\alpha \in R^+} \alpha$.

Let $\Lambda_+ \subset \mathfrak{t}^*_+$ be the set of dominant weights of $(\mathfrak{k}, \mathfrak{t})$. For $\lambda \in \Lambda_+$, we will denote the irreducible representation of $K$ with highest weight $\lambda$ by $V_\lambda$. Let $R^+_K : R(K) \to \mathbb{Z}$ be the multiplicity function of $V_\lambda$. We will write $(M_\lambda, \omega_\lambda) := (M_{-i\lambda}, \omega_{-i\lambda})$.

The Spin$^c$-version of the Guillemin–Sternberg conjecture is the following statement. This is Theorem 1.7 from [36].

**Theorem 1.2.** If the stabilisers of the action of $K$ on $M$ are abelian, the for all $\lambda \in \Lambda_+ \cap i\Phi(M)$,

$$R^+_K (Q_{\text{Spin}^c}(M, \omega)) = Q_{\text{Spin}^c}(M_{\lambda + \rho}, \omega_{\lambda + \rho}).$$

If $\lambda \in \Lambda_+ \setminus i\Phi(M)$, then the integer on the left hand side equals zero.

The condition that the action of $K$ on $M$ has abelian stabilisers is related to the fact that there may be several different coadjoint orbits in $\mathfrak{k}^*$ whose Spin$^c$-quantisation equals a given irreducible representation of $K$. This ambiguity, which is not present in the case of Dolbeault-quantisation, can be removed by imposing the condition that the action has abelian stabilisers.

1.3 Noncompact groups and manifolds

Now suppose that $G$ is any Lie group, acting on a possibly noncompact symplectic manifold $(M, \omega)$, leaving $\omega$ invariant. The Spin$^c$-quantisation of this action cannot be defined as in Subsection 1.1, since the kernel of an elliptic operator
on a noncompact manifold need not be finite-dimensional. Furthermore, the representation ring of a noncompact group is not well-defined.

Therefore, in [28] and [22], it is proposed to define the quantisation of this action using the $K$-theory group $K_0(C^*G)$ of the $C^*$-algebra of $G$ instead of the representation ring, and the analytic assembly map

$$\mu_M^G : K^0_0(M) \to K_0(C^*G)$$

instead of the equivariant index of elliptic operators (see [5, 41]). Here $K_0^G(M)$ is the equivariant $K$-homology group of $M$ (see [20]). The Dirac operator $\mathcal{D}_M^{L^2\omega}$ defines an element $[\mathcal{D}_M^{L^2\omega}]$ of this group, if the orbit space $M/G$ is compact. We will assume compactness of $M/G$ throughout this paper. If both $M$ and $G$ are compact, then $K_0(C^*G) \cong R(G)$, and this isomorphism maps $\mu_M^G[\mathcal{D}_M^{L^2\omega}]$ to $G$-index $\mathcal{D}_M^{L^2\omega}$.

In this paper, we will use the reduced $C^*$-algebra $C^*_rG$ of $G$ instead of the full one used in [22, 28]. In those papers, one considers reduction at the trivial representation, which is not tempered. Therefore, the reduction map used in [22, 28] is not well-defined on $K_0(C^*_rG)$. In this paper, we will consider discrete series representations of semisimple Lie groups. It follows from the fact that these representations are tempered, that the reduction map defined in Subsection 1.4 is well-defined on $K_0(C^*_rG)$.

With these replacements, we get

**Definition 1.3.**

$$Q^G_{\text{Spin}^c}(M,\omega) := \mu_M^G[\mathcal{D}_M^{L^2\omega}] \in K_0(C^*_rG).$$

In the papers [22, 28], a reduction map

$$R^G_0 : K_0(C^*G) \to \mathbb{Z}$$

is defined, which is used to state a ‘quantisation commutes with reduction’-conjecture. In these papers, as in most of the literature on the Guillemin–Sternberg conjecture, one does not use the Spin$^c$-Dirac operator defined above, but the Dolbeault–Dirac operator. Or equivalently, a Spin$^c$-Dirac operator that acts on sections of the same vector bundle as the Dolbeault–Dirac operator, and has the same principal symbol. For Lie groups $G$ with a normal discrete subgroup $\Gamma \lhd G$ such that $G/\Gamma$ is compact, we prove this generalised Guillemin–Sternberg conjecture in [22].

In this paper, we will define reduction maps at discrete series representations of semisimple Lie groups, and deduce a ‘quantisation commutes with reduction’-result (Theorem 1.5) from the compact case, Theorem 1.2. These reduction maps were first defined in V. Lafforgue’s version of Atiyah & Schid’s [2] and Parthasarathy’s [37] work, as explained in Subsection 1.4.

**1.4 Discrete series representations and $K$-theory**

In [27], V. Lafforgue reproves some classical results about discrete series representations by Harish-Chandra [18, 19], Atiyah & Schmid [2] and Parthasarathy...
[37], using \( K \)-homology, \( K \)-theory and assembly maps. We will give a quick summary of the results in [27] that we will use in this thesis.

For the remainder of this subsection, let \( G \) be a connected\(^2\) semisimple Lie group with finite centre. Let \( K < G \) be a maximal compact subgroup, and let \( T < K \) be a maximal torus. Suppose that \( T \) is also a Cartan subgroup of \( G \), so that \( G \) has discrete series representations by Harish-Chandra’s criterion [19]. Discrete series representations are representations whose matrix elements are square-integrable over \( G \). They form a discrete subset of the unitary dual of \( G \).

In [37], Parthasarathy realises the irreducible discrete series representations of \( G \) as the \( L^2 \)-indices of Dirac operators \( \mathcal{D}^V \), where \( V \) runs over the irreducible representations of \( K \). Atiyah and Schmid do the same in [2], replacing Harish-Chandra’s work by results from index theory. In [39], Slebarsky considers the decomposition into irreducible representations of \( G \) of \( L^2 \)-indices of Dirac operators on any homogeneous space \( G/L \), with \( L < G \) a compact, connected subgroup.

**Dirac induction**

For a given irreducible representation \( V \) of \( K \), the Dirac operator \( \mathcal{D}^V \) used by Parthasarathy and Atiyah–Schmid is defined as follows. Let \( p \subset g \) be the orthogonal complement to \( k \) with respect to the Killing form. Then \( p \) is an \( \text{Ad}(K) \)-invariant linear subspace of \( g \), and \( g = \mathfrak{k} \oplus p \). Consider the inner product on \( p \) given by the restriction of the Killing form. The adjoint representation

\[
\text{Ad} : K \to \text{GL}(p)
\]

of \( K \) on \( p \) takes values in \( \text{SO}(p) \), because the Killing form is \( \text{Ad}(K) \)-invariant, and \( K \) is connected. We suppose that it has a lift \( \tilde{\text{Ad}} \) to the double cover \( \text{Spin}(p) \) of \( \text{SO}(p) \). It may be necessary to replace \( G \) and \( K \) by double covers for this lift to exist. Then the homogeneous space \( G/K \) has a \( G \)-equivariant Spin-structure \( P^{G/K} := G \times_K \text{Spin}(p) \to G/K \).

Here \( G \times_K \text{Spin}(p) \) is the quotient of \( G \times \text{Spin}(p) \) by the action of \( K \) defined by

\[
k(g, a) = (g k^{-1}, \tilde{\text{Ad}}(k)a),
\]

for \( k \in K \), \( g \in G \) and \( a \in \text{Spin}(p) \).

Fix an orthonormal basis \( \{X_1, \ldots, X_{dp}\} \) of \( p \). Using this basis, we identify \( \text{Spin}(p) \cong \text{Spin}(dp) \). Let \( \Delta_{dp} \) be the canonical \( 2\frac{dp}{2} \)-dimensional representation of \( \text{Spin}(dp) \) (see Subsection [14]). Because \( p \) is even-dimensional, \( \Delta_{dp} \) splits into two irreducible subrepresentations \( \Delta_{dp}^+ \) and \( \Delta_{dp}^- \). Consider the \( G \)-vector bundles

\[
E_V^\pm := G \times_K (\Delta_{dp}^\pm \otimes V) \to G/K.
\]

\(^2\)Theorem [13] and the other results in this paper (possibly in modified forms) are also valid for groups with finitely many connected components, but the assumption that \( G \) is connected allows us to circumvent some technical difficulties.
Note that
\[ \Gamma^\infty(G/K, E_V^V) \cong (C^\infty(G) \otimes \Delta_{dp}^+ \otimes V)^K, \] (2)
where \( K \) acts on \( C^\infty(G) \otimes \Delta_{dp}^+ \otimes V \) by
\[ k \cdot (f \otimes \delta \otimes v) = (f \circ l_{k^{-1}} \otimes \tilde{\Delta}(k) \delta \otimes k \cdot v) \] (3)
for all \( k \in K, f \in C^\infty(G), \delta \in \Delta_{dp} \) and \( v \in V \). Here \( l_{k^{-1}} \) denotes left multiplication by \( k^{-1} \).

Using the basis \( \{X_1, \ldots, X_{dp}\} \) of \( \mathfrak{p} \) and the isomorphism (2), define the differential operator
\[ \mathcal{D}^V : \Gamma^\infty(E_V^+) \rightarrow \Gamma^\infty(E_V^-) \] (4)
by the formula
\[ \mathcal{D}^V := \sum_{j=1}^{dp} X_j \otimes c(X_j) \otimes 1_V. \] (5)
Here in the first factor, \( X_j \) is viewed as a left invariant vector field on \( G \), and in the second factor, \( c : \mathfrak{p} \rightarrow \text{End}(\Delta_{dp}) \) is the Clifford action (see Subsection 1.1). This action is odd with respect to the grading on \( \Delta_{dp} \). The operator (4) is the Spin-Dirac operator on \( G/K \) (see [37], Proposition 1.1 and [13], Chapter 3.5).

Lafforgue (see also Wassermann [44]) uses the same operator to define a ‘Dirac induction map’
\[ \text{D-Ind}_K^G : R(K) \rightarrow K_0(C^*_r(G)) \] (6)
by
\[ \text{D-Ind}_K^G[V] := \left[ (C^*_r(G) \otimes \Delta_{dp} \otimes V)^K, b(\mathcal{D}^V) \right], \] (7)
where \( b : \mathbb{R} \rightarrow \mathbb{R} \) is a normalising function, e.g. \( b(x) = \frac{x}{\sqrt{1+x^2}} \). The expression on the right hand side defines a class in Kasparov’s KK-group \( KK_0(\mathbb{C}, C^*_r(G)) \), which is isomorphic to the \( K \)-theory group \( K_0(C^*_r(G)) \). In [44], Wassermann proves the Connes–Kasparov conjecture, which states that this Dirac induction map is a bijection for linear reductive groups.

**Reduction**

The relation between the Dirac induction map and the work of Atiyah & Schmid and of Parthasarathy can be seen by embedding the discrete series of \( G \) into \( K_0(C^*_r(G)) \) via the map
\[ \mathcal{H} \mapsto [\mathcal{H}] := [d_{\mathcal{H}} c_{\mathcal{H}}], \]
where \( \mathcal{H} \) is a Hilbert space with inner product \((-,-)_{\mathcal{H}}\), equipped with a discrete series representation of \( G, c_{\mathcal{H}} \in C(G) \) is the function
\[ c_{\mathcal{H}}(g) = (\xi, g \cdot \xi)_{\mathcal{H}} \]
(for a fixed $\xi \in \mathcal{H}$ of norm 1), and $d_{\mathcal{H}}$ is the inverse of the $L^2$-norm of $c_{\mathcal{H}}$ (so that the function $d_{\mathcal{H}} c_{\mathcal{H}}$ has $L^2$-norm 1). Because $d_{\mathcal{H}} c_{\mathcal{H}}$ is a projection in $C^*_r(G)$, it indeed defines a class in $K_0(C^*_r(G))$.

Next, Lafforgue defines a map $R^H_G : K_0(C^*_r(G)) \to \mathbb{Z}$

that amounts to taking the multiplicity of the irreducible discrete series representation $\mathcal{H}$, as follows. Consider the map

$$f \mapsto \int_G f(g) \pi(g) \, dg.$$  

Here $\pi$ is the representation of $G$ in $H$. Since $K_0(K(H)) \cong \mathbb{Z}$, this map induces a map $K_0(C^*_r(G)) \to \mathbb{Z}$ on $K$-theory, which by definition is $\mathbb{R}$.

The map $R^H_G$ has the property that for all irreducible discrete series representations $\mathcal{H}$ and $\mathcal{H}'$ of $G$, one has

$$R^H_G([\mathcal{H}']) = \begin{cases} 1 & \text{if } \mathcal{H} \cong \mathcal{H}' \\ 0 & \text{if } \mathcal{H} \not\cong \mathcal{H}'. \end{cases}$$

Hence it can indeed be interpreted as a multiplicity function. For compact groups, it follows from Schur orthogonality that this is indeed the usual multiplicity.

Dirac induction links the reduction map $R^H_G$ to the usual reduction map defined by taking multiplicities of a given representation in the following way.

Let $R = R(g, t)$ be the root system of $(g, t)$, let $R_c := R(t, t) \subset R$ be the subset of compact roots, and let $R_n := R \setminus R_c$ be the set of noncompact roots. Let $R^+_c \subset R_c$ be a choice of positive compact roots, and let $\Lambda^+_k$ be the set of dominant integral weights of $(t, t)$ with respect to $R^+_c$.

Let $\mathcal{H}$ be an irreducible discrete series representation of $G$. Let $\lambda$ be the Harish-Chandra parameter of $\mathcal{H}$ (see [18, 19]) such that $(\alpha, \lambda) > 0$ for all $\alpha \in R^+_c$. Here $(-, -)$ is a Weyl group invariant inner product on $t^*_C$. Let $R^+ \subset R$ be the positive root system defined by

$$\alpha \in R^+ \iff (\alpha, \lambda) > 0,$$

for $\alpha \in R$. Then $R^+_c \subset R^+$, and we denote by $R^+_n := R^+ \setminus R^+_c$ the set of noncompact positive roots. We will write $\rho := \frac{1}{2} \sum_{\alpha \in R^+} \alpha$ and $\rho_c := \frac{1}{2} \sum_{\alpha \in R^+_c} \alpha$. We will use the fact that $\lambda - \rho_c$ lies on the dominant weight lattice $\Lambda^+_k$, since $\lambda \in \Lambda^+_k + \rho$.

Note that the dimension of the quotient $G/K$ equals the number of noncompact roots, which is twice the number of positive noncompact roots, and hence even.

\footnote{In Lafforgue’s notation, $R^H_G(x) = \langle \mathcal{H}, x \rangle$.}
Lemma 1.4. Let $\mu \in \Lambda^+_+ \Lambda^+_+$ be given. Let $V_\mu$ be the irreducible representation of $K$ with highest weight $\mu$. We have

$$R^H_G(\text{D-Ind}^G_K[V_\mu]) = \begin{cases} (-1)^{\dim G/K} \frac{\dim G/K}{2} & \text{if } \mu = \lambda - \rho_c \\ 0 & \text{otherwise.} \end{cases} \quad (10)$$

The relation (10) can be summarised as

$$R^H_G \circ \text{D-Ind}^G_K = (-1)^{\frac{\dim G/K}{2}} R^\lambda_{K} = \rho_c,$$

with $R^\lambda_{K} = \rho_c : R(K) \rightarrow \mathbb{Z}$ given by taking multiplicities of the irreducible $K$-representation with highest weight $\lambda - \rho_c$.

Proof. According to Lafforgue [27], Lemma 2.1.1, we have

$$R^H_G(\text{D-Ind}^G_K[V_\mu]) = \dim (V_\mu^* \otimes \Delta^*_{dp} \otimes H)^K = [\Delta^*_{dp} \otimes H|_K : V_\mu], \quad (11)$$

the multiplicity of $V_\mu$ in $\Delta^*_{dp} \otimes H|_K$. Let us compute this multiplicity.

By Harish-Chandra’s formula (Harish-Chandra [19], Schmid [38], Theorem on page 95/96), the character $\Theta_{\lambda}$ of $H$ is given by

$$\Theta_{\lambda} |_{\text{Treg}} = (-1)^{\dim G/K} \frac{\dim G/K}{2} \sum_{w \in W(t,t)} \varepsilon(w) e^{w\lambda} \prod_{\alpha \in \mathbb{R}^+} (e^{\alpha/2} - e^{-\alpha/2}).$$

Here $\varepsilon(w) = \det(w)$, and $W(t,t)$ is the Weyl group of $(t,t)$. The character $\chi_{\Delta_{dp}}$ of the representation

$$K \xrightarrow{\text{Ad}} \text{Spin}(p) \rightarrow \text{GL}(\Delta_{dp}), \quad (12)$$
on the other hand, is given by (Parthasarathy [37], Remark 2.2)

$$\chi_{\Delta_{dp}} |_{T} := (\chi_{\Delta^*_{dp}} - \chi_{\Delta_{dp}}) |_{T} = \prod_{\alpha \in \mathbb{R}^+} (e^{\alpha/2} - e^{-\alpha/2}).$$

It follows from this formula that for all $t \in T$,

$$\chi_{\Delta_{dp}} (t) = \chi_{\Delta_{dp}} (t^{-1}) = \chi_{\Delta_{dp}} (t),$$

and hence

$$\Theta_{\lambda \chi_{\Delta_{dp}}} |_{T} = (-1)^{\dim G/K} \frac{\dim G/K}{2} \sum_{w \in W(t,t)} \varepsilon(w) e^{w\lambda} \prod_{\alpha \in \mathbb{R}^+} (e^{\alpha/2} - e^{-\alpha/2}) = (-1)^{\dim G/K} \chi_{\lambda - \rho_c},$$

by Weyl’s character formula. Here $\chi_{\lambda - \rho_c}$ is the character of the irreducible representation of $K$ with highest weight $\lambda - \rho_c$. 
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Therefore, by \( (11) \),
\[
R^G_O(\text{D-Ind}_K^G[V_\mu]) = [\Delta_d \otimes \mathcal{H}_{|K} : V_\mu] = (-1)^{\frac{\dim G/K}{2}} [V_{\lambda - \rho_c} : V_\mu] = \left\{ \begin{array}{ll}
(-1)^{\frac{\dim G/K}{2}} & \text{if } \mu = \lambda - \rho_c \\
0 & \text{otherwise.}
\end{array} \right.
\]

\[ \square \]

**Remark 1.5.** Lemma (1.4) is strictly speaking not an orbit method, because the coadjoint orbit through \( \mu \) is only equal to \( G/K \) if \( K = T \), and \( \mu \) does not lie on any root hyperplanes.

### 1.5 Quantisation commutes with reduction at discrete series representations of semisimple groups

Consider the situation of Definition 1.3 with the additional assumptions and notation of Subsection 1.4. Suppose that the action of \( G \) on \( M \) is Hamiltonian, with momentum map \( \Phi \). We will state a generalisation of Theorem 1.2 in this setting, under the assumption that the image of \( \Phi \) lies inside the strongly elliptic set \( g^*_{se} \subset g^* \). We first clarify this assumption, and then state our result for semisimple groups.

**The set \( g^*_se \)**

Let us define the subset \( g^*_se \subset g^* \) of strongly elliptic elements. We always view \( t^* \) as a subspace of \( g^* \) via the linear isomorphism \( t^* \cong p^0 \) (via restriction from \( g \) to \( t \)), with \( p^0 \) the annihilator of \( p \) in \( g^* \). As before, the dual space \( t^* \) is identified with the subspace \( (t^*)^{\text{Ad}^*(T)} \) of \( t^* \).

Let \( t^*_c \subset t^* \) be a choice of positive Weyl chamber. We denote by \( \text{ncw} \) the set of noncompact walls:
\[
\text{ncw} := \{ \xi \in t^* ; (\alpha, \xi) = 0 \text{ for some } \alpha \in R_n \},
\]
where as before, \( (\cdot, \cdot) \) is a Weyl group invariant inner product on \( t^*_c \). We then define
\[
g^*_se := \text{Ad}^*(G)(t^*_c \setminus \text{ncw}).
\]
Equivalently, \( g^*_se \) is the set of all elements of \( g^* \) with compact stabilisers under the coadjoint action, and also the interior of the elliptic set \( g^*_el := \text{Ad}(G)t^* \). We will also use the notation
\[
t^*_se := \text{Ad}^*(K)(t^*_c \setminus \text{ncw}).
\]
Note that \( t^*_se \subset t^* \) is an open dense subset, and that \( g^*_se = \text{Ad}^*(G)t^*_se \). The set \( g^*_se \) is generally not dense in \( g^* \).
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The reason for our assumption that the momentum map takes values in $\mathfrak{g}^*$ is that we are looking at multiplicities of discrete series representations. These can be seen as ‘quantisations’ of certain coadjoint orbits that lie inside $\mathfrak{g}_\text{sc}^*$ (see Schmid [38], Parthasarathy [37] and also Paradan [36]). In general, the ‘quantisation commutes with reduction’ principle implies that the quantisation of a Hamiltonian action decomposes into irreducible representations associated to coadjoint orbits that lie in the image of the momentum map. Hence if we suppose that this image lies inside $\mathfrak{g}_\text{sc}^*$, we expect the quantisation of the action to decompose into discrete series representations. In [46], Proposition 2.6, Weinstein proves that $\mathfrak{g}_\text{sc}^*$ is nonempty if and only if rank $G = \text{rank } K$, which is Harish-Chandra’s criterion for the existence of discrete series representations of $G$.

The most direct application of the assumption that the image of the momentum map lies in $\mathfrak{g}_\text{sc}^*$ is the following lemma, which we will use several times.

**Lemma 1.6.** Let $\xi \in \mathfrak{g}_\text{sc}^*$. Then $\mathfrak{g}_\xi \cap \mathfrak{p} = \{0\}$.

**Proof.** Let $X \in \mathfrak{g}_\xi \cap \mathfrak{p}$ be given. We consider the one-parameter subgroup $\exp(\mathbb{R}X)$ of $G$. Because $\xi \in \mathfrak{g}_\text{sc}^*$, the stabiliser $G_\xi$ is compact. Because $\exp(\mathbb{R}X)$ is contained in $G_\xi$, it is therefore either the image of a closed curve, or dense in a subtorus of $G_\xi$. In both cases, its closure is compact.

On the other hand, the map $\exp : \mathfrak{p} \to G$ is an embedding (see e.g. [25], Theorem 6.31c). Hence, if $X \neq 0$, then $\exp(\mathbb{R}X)$ is a closed subset of $G$, diffeomorphic to $\mathbb{R}$. Because the closure of $\exp(\mathbb{R}X)$ is compact by the preceding argument, we conclude that $X = 0$. \[\square\]

Now suppose that $\Phi(M) \subset \mathfrak{g}_\text{sc}^*$. Then the assumption that the action of $G$ on $M$ is proper is actually unnecessary:

**Lemma 1.7.** If $\Phi(M) \subset \mathfrak{g}_\text{sc}^*$, then the action of $G$ on $M$ is automatically proper.

**Proof.** In [46], Corollary 2.13, it is shown that the coadjoint action of $G$ on $\mathfrak{g}_\text{sc}^*$ is proper. This is a slightly stronger property than the fact that elements of $\mathfrak{g}_\text{sc}^*$ have compact stabilisers, and it implies properness of the action of $G$ on $M$.

Indeed, let a compact subset $C \subset M$ be given. It then follows from continuity and equivariance of $\Phi$, and from properness of the action of $G$ on $\mathfrak{g}_\text{sc}^*$ that the closed set

$$G_C := \{g \in G; gC \cap C \neq \emptyset\}$$

$$\subset \{g \in G; g\Phi(C) \cap \Phi(C) \neq \emptyset\}$$

is compact, i.e. the action of $G$ on $M$ is proper. \[\square\]

**The result**

Compactness of $M/G$ is enough to guarantee compactness of the reduced spaces $M_\xi = \Phi^{-1}(\xi)/G_\xi \cong \Phi^{-1}(G_\cdot \xi)/G$, but it can even be shown that in this setting, $\Phi$ is a proper map. This gives another reason why the reduced spaces are compact.
We can finally state our result. Let $\mathcal{H}$ be an irreducible discrete series representation. Let $\lambda \in \mathfrak{t}^*$ be its Harish-Chandra parameter such that $(\alpha, \lambda) > 0$ for all $\alpha \in R_+^\lambda$. As before, we will write $(M_\lambda, \omega_\lambda) := (M_{-i\lambda}, \omega_{-i\lambda})$ for the symplectic reduction of $(M, \omega)$ at $-i\lambda \in \mathfrak{t}_+^* \setminus \mathfrak{c}_{\mathfrak{g}_{\mathfrak{se}}}^\perp$. Then our generalisation of Theorem 1.2 is:

**Theorem 1.8** (Quantisation commutes with reduction at discrete series representations). Consider the situation of Definition 1.3. Suppose that the action of $G$ on $M$ is proper and Hamiltonian, and that the additional assumptions of this subsection hold. Suppose furthermore that the action of $G$ on $M$ has abelian stabilisers. If $-i\lambda$ is a regular value of $\Phi$, then

$$R^G_\mathfrak{c} (Q_{IV}(M, \omega)) := R^G_\mathfrak{c} (\mu_G^M \left[ \rho_{L^\omega}^{L^\omega} \right]) = (-1)^{\dim G/K} Q_{IV} (M_\lambda, \omega_\lambda).$$

If $-i\lambda$ does not lie in the image of $\Phi$, then the integer on the left hand side equals zero.

We use the compact version of quantisation to define the quantisation $Q_{IV}(M_\lambda, \omega_\lambda)$ of the symplectic reduction, since this version is well-defined in the orbifold case.

If $G = K$, then the irreducible discrete series representation $\mathcal{H}$ is the irreducible representation $V_{\lambda - \rho_c}$ of $K$ with highest weight $\lambda - \rho_c$ (see [35], corollary on page 105). Hence $R^G_{\mathfrak{c}}$ amounts to taking the multiplicity of $V_{\lambda - \rho_c}$, as remarked after the definition of $R^G_{\mathfrak{c}}$. The assumption that $M/G$ is compact is now equivalent to compactness of $M$ itself. Therefore Theorem 1.8 indeed reduces to Theorem 1.2 in this case. As mentioned before, our proof of Theorem 1.8 is based on this statement for the compact case, so that we cannot view Theorem 1.2 as a corollary to Theorem 1.8.

To obtain results about discrete series representations, we would like to apply Theorem 1.8 to cases where $M$ is a coadjoint orbit of some semisimple group, such that the quantisation of this orbit in the sense of Definition 1.3 is the $K$-theory class of a discrete series representation of this group. The condition that $M/G$ is compact rules out any interesting applications in this direction, however. If we could generalise Theorem 1.8 to a similar statement where the assumption that $M/G$ is compact is replaced by the assumption that the momentum map is proper, then we might be able to deduce interesting corollaries in representation theory.

One such application could be analogous to unpublished work of Duflo and Vargas about restricting discrete series representations to semisimple subgroups. In this case, the assumption that the momentum map is proper corresponds to their assumption that the restriction map from some coadjoint orbit to the dual of the Lie algebra of such a subgroup is proper.

An interesting refinement of a special case of Duflo and Vargas’s work was given by Paradan [36], who gives a multiplicity formula for the decomposition of the restriction of a discrete series representation of $G$ to $K$, in terms of symplectic reductions of the coadjoint orbit corresponding to this discrete series representation.
2 Induction and cross-sections of Hamiltonian group actions

In this section, we explain the Hamiltonian induction and Hamiltonian cross-section constructions mentioned in the Introduction. We will see in Subsection 2.4 that they are each other’s inverses. Our term ‘Hamiltonian induction’ is quite different from Guillemin and Sternberg’s term ‘symplectic induction’ introduced in [17], Section 40.

Many results in this section are known for the case where the pair \((G,K)\) is replaced by \((K,T)\). See for example [29, 35].

2.1 The tangent bundle to a fibred product

In our study of the manifold \(G \times_K N\), we will use an explicit description of its tangent bundle, which we will now explain.

For this subsection, let \(G\) be any Lie group, \(H < G\) any closed subgroup, and \(N\) a left \(H\)-manifold. We consider the action of \(H\) on the product \(G \times N\) defined by
\[
h \cdot (g,n) = (gh^{-1},hn),
\]
for all \(h \in H\), \(g \in G\) and \(n \in N\). We denote the quotient of this action by \(G \times_H N\), or by \(M\). Because the action of \(H\) on \(G \times N\) is proper and free, \(M\) is a smooth manifold. We would like to describe the tangent bundle to \(M\) explicitly.

To this end, we endow the tangent bundle \(TH \cong H \times \mathfrak{h}\) with the group structure
\[
(h,X)(h',X') := (hh',\text{Ad}(h)X' + X),
\]
for \(h,h' \in H\) and \(X,X' \in \mathfrak{h}\). This is a special case of the semidirect product group structure on a product \(V \times H\), where \(V\) is a representation space of \(H\).

We consider the action of the group \(TH\) on \(TG \times TN\) defined by
\[
(h,X) \cdot (g,Y,v) := (gh^{-1},\text{Ad}(h)Y - X,T_nh(v) + X_{hn}),
\]
for \(h \in H\), \(X \in \mathfrak{h}\), \((g,Y) \in G \times g \cong TG\), \(n \in N\) and \(v \in T_nN\). Let \(TG \times_{TH} TN\) be the quotient of this action. It is a vector bundle over \(M\), with projection map \([g,X,v] \mapsto [g,n]\) (notation as above). We let \(G\) act on \(TG \times_{TH} TN\) by left multiplication on the first factor.

Proposition 2.1. There is a \(G\)-equivariant isomorphism of vector bundles \(\Psi : TG \times_{TH} TN \to TM\), given by
\[
\Psi[g,Y,v] = T_p(g,Y,v),
\]
with \(p : G \times N \to M\) the quotient map.
Now suppose that there is an $\text{Ad}(H)$-invariant linear subspace $p \subset g$ such that $g = \mathfrak{h} \oplus p$ (such as in the case $H = K$ we consider in the rest of this paper). Then there is a possibly simpler description of $TM$, that we will also use later. Consider the action of $H$ on the product $G \times T \times p$ given by

$$h \cdot (g, v, Y) = (gh^{-1}, T_h(v), \text{Ad}(h)Y),$$

and denote the quotient by $G \times H (T \times p)$.

**Lemma 2.2.** The map

$$\Xi : TG \times TH T \rightarrow G \times H (T \times p),$$

given by

$$\Xi[g, Y, v] = [g, v + (Y_h)_n, Y_p]$$

for all $g \in G$, $Y \in \mathfrak{g}$, $n \in N$ and $v \in T_n N$, is a well-defined, $G$-equivariant isomorphism of vector bundles. Here $Y_h$ and $Y_p$ are the components of $Y$ in $\mathfrak{h}$ and $p$ respectively, according to the decomposition $g = \mathfrak{h} \oplus p$.

Because of Proposition 2.1 and Lemma 2.2 we have $TM \cong G \times H (T \times p)$ as $G$-vector bundles.

In Section 3, we will use the following version of Proposition 2.1 and Lemma 2.2.

**Corollary 2.3.** In the situation of Lemma 2.2, there is an isomorphism of $G$-vector bundles

$$TM \cong (p_{G/H}^* T(G/H)) \oplus (G \times H T),$$

where $p_{G/H} : M \rightarrow G/H$ is the natural projection.

**Proof.** The claim follows from Proposition 2.1, Lemma 2.2 and the fact that

$$T(G/H) \cong G \times H p,$$

where $H$ acts on $p$ via Ad.

### 2.2 Hamiltonian induction

We return to the standard situation in this paper, where $G$ is a semisimple group, and $K < G$ is a maximal compact subgroup.

**The symplectic manifold**

Let $(N, \nu)$ be a symplectic manifold on which $K$ acts in Hamiltonian fashion, with momentum map $\Phi^N : N \rightarrow \mathfrak{k}^*$. Suppose that the image of $\Phi^N$ lies in the set $\mathfrak{k}_{\text{se}}^*$, defined in (15). As in Subsection 2.1 we consider the fibred product

---

4A version of this fact is used without a proof in [3] on page 503.
$M = G \times_K N$, equipped with the action of $G$ induced by left multiplication on the first factor. As a consequence of Proposition 2.4 and Lemma 2.2, we have for all $n \in N$,

$$T_{[e,n]}M \cong T_n N \oplus \mathfrak{p}.$$ 

We define a two-form $\omega$ on $M$ by requiring that it is $G$-invariant, and that for all $X,Y \in \mathfrak{p}$, $n \in N$ and $v,w \in T_n N$,

$$\omega_{[e,n]}(v + X, w + Y) := \nu_n(v, w) - \langle \Phi^N(n), [X,Y] \rangle.$$ (16)

Note that $[X,Y] \in \mathfrak{k}$ for all $X,Y \in \mathfrak{p}$, so the pairing in the second term is well-defined. We claim that $\omega$ is a symplectic form. This is analogous to formula (7.4) from [35].

**Proposition 2.4.** The form $\omega$ is symplectic.

**The momentum map**

Next, consider the map $\Phi^M : M \to \mathfrak{g}^*$ given by

$$\Phi^M[g, n] = \text{Ad}^*(g)\Phi^N(n).$$ (17)

This map is well-defined by $K$-equivariance of $\Phi^N$. Furthermore, it is obviously $G$-equivariant, and its image lies in $\mathfrak{g}_{se}^*$. 

**Proposition 2.5.** The map $\Phi^M$ is a momentum map for the action of $G$ on $M$.

**Definition 2.6.** The Hamiltonian induction of the Hamiltonian action of $K$ on $(N, \nu)$ is the Hamiltonian action of $G$ on $(M, \omega)$:

$$\text{H-Ind}^G_K(N, \nu, \Phi^N) := (M, \omega, \Phi^M).$$

**Example 2.7.** Let $\xi \in \mathfrak{t}^* \setminus \text{ncw}$ be given, and consider the coadjoint orbit $N := K \cdot \xi \subset \mathfrak{t}^*$. The Hamiltonian induction of the coadjoint action of $K$ on $N$ is the coadjoint action of $G$ on the coadjoint orbit $M := G \cdot \xi$, including the natural symplectic forms and momentum maps. Indeed, the map

$$G \cdot \xi \to G \times_K N$$

given by $g \cdot \xi \mapsto [g, \xi]$ is a symplectomorphism.

### 2.3 Hamiltonian cross-sections

We now turn to the inverse construction to Hamiltonian induction, namely the Hamiltonian cross-section. In this case, we start with a Hamiltonian $G$-manifold $(M, \omega)$, with momentum map $\Phi^M$. Such a cross-section will indeed be symplectic and carry a Hamiltonian $K$-action, under the assumption that the image of $\Phi^M$ is contained in $\mathfrak{g}_{se}^*$. A Hamiltonian cross-section is a kind of
double restriction: it is both a restriction to a subgroup of \(G\) and a restriction to a submanifold of \(M\).

Most of this subsection is based on the proof of the symplectic cross-section theorem in Lerman et al. [29]. We will therefore omit most proofs.

As before, we identify \(k^*\) with the subspace \(p_0^*\) of \(g^*\). The main result of this subsection is:

**Proposition 2.8.** If \(\Phi^M(M) \subset g^*_M\), then \(N := (\Phi^M)^{-1}(\mathfrak{t}^*)\) is a \(K\)-invariant symplectic submanifold of \(M\), and \(\Phi^N := \Phi^M|_N\) is a momentum map for the action of \(K\) on \(N\).

We denote the restricted symplectic form \(\omega|_N\) by \(\nu\).

**Definition 2.9.** The Hamiltonian cross-section of the Hamiltonian action of \(G\) on \((M,\omega)\) is the Hamiltonian action of \(K\) on \((N,\nu)\):

\[
\text{H-Cross}_K^G(M,\omega,\Phi^M) := (N,\nu,\Phi^N).
\]

In Proposition 2.14 we will see that \(M \cong G \times_K N\), so that \(M/G\) is compact if and only if \(N\) is.

To prove Proposition 2.8 we have to show that \(N\) is a smooth submanifold of \(M\), and that the restricted form \(\omega|_N\) is symplectic. Then the submanifold \(N\) is \(K\)-invariant by \(K\)-equivariance of \(\Phi^M\), and the fact that \(\Phi^N\) is a momentum map is easily verified. We begin with some preparatory lemmas, based on the proof of the symplectic cross-section theorem mentioned above.

For the remainder of this subsection, let \(m \in M\) be given, and write \(\xi := \Phi^M(m)\).

**Lemma 2.10.** The linear map

\[
\psi: T_m(G \cdot m) \to T_\xi(G \cdot \xi)
\]

given by

\[
\psi(X_m) = X_\xi
\]

for \(X \in \mathfrak{g}\), is symplectic, in the sense that for all \(X, Y \in \mathfrak{g}\),

\[
\omega_m(X_m, Y_m) = -\langle \xi, [X, Y] \rangle.
\]

**Lemma 2.11.** We have the following inclusions of subspaces of \(\mathfrak{g}^*\):

\[
\mathfrak{g}^*_\xi^0 \subset T_m \Phi^M(T_m M) \subset \mathfrak{g}^*_m^0.
\]

**Lemma 2.12.** If \(m \in N \subset M\), then the subspace

\[
p \cdot m := \{X_m; X \in p\} \subset T_m M
\]

is symplectic.
Proof. Step 1: we have
\[ T_\xi(G \cdot \xi) \cong g \cdot \xi = (\mathfrak{t} + p) \cdot \xi = T_\xi(K \cdot \xi) + p \cdot \xi. \]

Step 2: the subspace \( p \cdot \xi \subset T_\xi(G \cdot \xi) \) is symplectic. Indeed, by Step 1 and Lemma 2.13 below, it is enough to prove that \( p \cdot \xi \) and \( T_\xi(K \cdot \xi) \) are symplectically orthogonal. Let \( X \in \mathfrak{t} \) and \( Y \in p \) be given. Because \( m \in N \), we have \( \xi \in k^* \), and also \( \mathrm{ad}^*(X)\xi \in k^* \cong p^0 \). Hence
\[ \langle \xi, [X,Y] \rangle = -\langle \mathrm{ad}^*(X)\xi, Y \rangle = 0. \]

Step 3: the subspace \( p \cdot m \subset T_mM \) is symplectic. Indeed, let a nonzero \( X \in p \) be given. We are looking for a \( Y \in p \) such that \( \omega_m(X_m, Y_m) \neq 0 \). Note that by Lemma 1.6, we have \( \mathrm{ad}^*(X)\xi = X \xi \neq 0 \). So by Step 2, there is a \( Y \in p \) for which \( \langle \xi, [X,Y] \rangle \neq 0 \). Hence by Lemma 2.10,
\[ \omega_m(X_m, Y_m) = -\langle \xi, [X,Y] \rangle \neq 0. \]

In Step 2 of the proof of Lemma 2.12, we used

**Lemma 2.13.** Let \((W, \sigma)\) be a symplectic vector space, and let \( U, V \subset W \) be linear subspaces. Suppose that \( W = U + V \), and that \( U \) and \( V \) are symplectically orthogonal. Then \( U \) and \( V \) are symplectic subspaces.

After these preparations, we are ready to prove Proposition 2.8.

**Proof of Proposition 2.8.** We first show that \( N \) is smooth. This is true if \( \Phi^M \) satisfies the transversality condition that for all \( n \in N \), with \( \eta := \Phi^M(n) \), we have
\[ T_\eta g^* = T_\eta \mathfrak{t}^* + T_n \Phi^M(T_nM). \]
(See e.g. [21], Chapter 1, Theorem 3.3.) By Lemma 2.11, we have \( g^0_\eta \subset T_\eta \Phi^M(T_nM) \), and by Lemma 1.6 we have \( g^0 \cap p = \{0\} \). Now, using the fact that \( V^0 + W^0 = (V \cap W)^0 \) for two linear subspaces \( V \) and \( W \) of a vector space, we see that
\[ T_\eta \mathfrak{t}^* + T_n \Phi^M(T_nM) \supset p^0 + g^0_\eta = (p \cap g_\eta)^0 = \{0\}^0 = g^0. \]
This shows that \( N \) is indeed smooth.

Next, we prove that \( \omega|_N \) is a symplectic form. It is closed because \( \omega \) is, so it remains to show that it is nondegenerate. Let \( n \in N \) be given. By Lemma 2.13, it is enough to show that \( T_nM = T_n N + p \cdot n \), and that \( T_n N \) and \( p \cdot n \) are symplectically orthogonal.

We prove that \( T_nM = T_n N \oplus p \cdot n \), by first noting that
\[ \dim N = \dim M - \dim g^* + \dim \mathfrak{t}^* = \dim M - \dim p. \]
Because \( g_n \subset g_{\Phi^M(n)} \), and \( g_{\Phi^M(n)} \cap p = \{0\} \) by Lemma 1.6, we have \( \dim p = \dim(p \cdot n) \), and

\[
\dim T_n M = \dim T_n N + \dim(p \cdot n).
\]

It is therefore enough to prove that \( T_n N \cap p \cdot n = \{0\} \). To this end, let \( X \in p \) be given, and suppose \( X_n \in T_n N \). That is, \( T_n \Phi^M(X_n) \in \mathfrak{k}^* \), which is to say that for all \( Y \in p \),

\[
\omega_n(X_n, Y_n) = -\langle T_n \Phi^M(X_n), Y \rangle = 0.
\]

By Lemma 2.12 it follows that \( X_n = 0 \), so that indeed \( T_n N \cap p \cdot n = \{0\} \).

Finally, we show that for all \( v \in T_n N \) and \( X \in p \), we have \( \omega_n(v, X_n) = 0 \). Indeed, for such \( v \) and \( X \), we have \( T_n \Phi^M(v) \in \mathfrak{t}^* \cong p^0 \), so

\[
\omega_n(v, X_n) = \langle T_n \Phi^M(v), X \rangle = 0.
\]

\[ \square \]

### 2.4 Hamiltonian induction and taking Hamiltonian cross-sections are mutually inverse

Let us prove the statement in the title of this subsection. One side of it (Proposition 2.14) will be used in the proof of Theorem 1.8 in Subsection 4.3. We will not use the other side (Proposition 2.15).

**Induction of a cross-section**

First, we have

**Proposition 2.14.** Let \((M, \omega, \Phi^M)\) and \((N, \nu, \Phi^N) := H\text{-Cross}_K^G (M, \omega, \Phi^M)\) be as in Subsection 2.3. Consider the manifold \( \tilde{M} := G \times_K N \), with symplectic form \( \tilde{\omega} \) equal to the form \( \omega \) in (19). Define the map \( \tilde{\Phi}^M \) as the map \( \Phi^M \) in (17). Then the map

\[
\varphi : \tilde{M} \to M
\]

given by

\[
\varphi(g, n) = g \cdot n
\]

is a well-defined, \( G \)-equivariant symplectomorphism, and \( \varphi^* \Phi^M = \tilde{\Phi}^M \).

Put differently, \( H\text{-Ind}_K^G \circ H\text{-Cross}_K^G \) is the identity, modulo equivariant symplectomorphisms that intertwine the momentum maps.

It follows from this proposition that \( M/G = N/K \), so that \( M/G \) is compact if and only if \( N \) is compact.

**Proof.** The statement about the momentum maps follows from \( G \)-equivariance of \( \Phi^M \).

The map \( \varphi \) is well-defined by definition of the action of \( K \) on \( G \times N \). It is obviously \( G \)-equivariant. Furthermore, \( \varphi \) is smooth because the action of \( G \)
on $M$ is smooth (this was a tacit assumption), and by definition of the smooth structure on the quotient $G \times_K N$.

To prove injectivity of $\varphi$, let $g, g' \in G$ and $n, n' \in N$ be given, and suppose that $g \cdot n = g' \cdot n'$. Because $\Phi^M(N) \subset \mathfrak{t}^*_{\text{se}}$, there are $k, k' \in K$ and $\xi, \xi' \in \mathfrak{t}^*_+ \setminus \text{ncw}$ such that

$$\Phi^M(n) = k \cdot \xi;$$
$$\Phi^M(n') = k' \cdot \xi'.$$

Then by equivariance of $\Phi^M$, we have $gk \cdot \xi = g'k' \cdot \xi'$. Because $\mathfrak{t}^*_+ \setminus \text{ncw}$ is a fundamental domain for the coadjoint action of $G$ on $\mathfrak{g}_{\text{se}}^*$, we must have $\xi = \xi'$, and

$$k'^{-1}gk \in G_{\xi} \subset K.$$

So $k'' := g'^{-1}g \in K$. Hence

$$g'k''n = g \cdot n = g' \cdot n',$$

and $k'' \cdot n = n'$. We conclude that

$$[g', n'] = [gk''^{-1}, k'' \cdot n] = [g, n],$$

and $\varphi$ is injective.

To prove surjectivity of $\varphi$, let $m \in M$ be given. Since $\Phi^M(m) \in \mathfrak{g}_{\text{se}}^*$, there are $g \in G$ and $\xi \in \mathfrak{t}^*_+ \setminus \text{ncw}$ such that $\Phi^M(m) = g \cdot \xi$. Set $n := g^{-1}m$. Then $\Phi^M(n) = \xi \in \mathfrak{t}^*$, so $n \in N$, and $\varphi[g, n] = m$.

Next, we show that the inverse of $\varphi$ is smooth. We prove this using the inverse function theorem: smoothness of $\varphi^{-1}$ follows from the fact that the tangent map $T\varphi$ is invertible. Or, equivalently, from the fact that the map $\widetilde{T}\varphi$, defined by the following diagram, is invertible.

$$
\begin{array}{ccc}
T(G \times_K N) & \xrightarrow{T\varphi} & TM \\
\Psi \cong & & \\
TG \times_{TK} TN & \xrightarrow{\widetilde{T}\varphi} & \\
\end{array}
$$

Here $\Psi$ is the isomorphism from Proposition 2.1. Explicitly, the map $\widetilde{T}\varphi$ is given by

$$\widetilde{T}\varphi[g, X, v] = T\varphi \circ Tp(g, X, v)$$
$$= T\alpha(g, X, v),$$

for all $g \in G, X \in \mathfrak{g}$ and $v \in T_nN$, with $\alpha : G \times N \to M$ the action map. Let $\gamma$ be a curve in $N$ with $\gamma(0) = n$ and $\gamma'(0) = v$. Then we find that

$$T\alpha(g, X, v) = \left. \frac{d}{dt} \right|_{t=0} \exp(tX)g \cdot \gamma(t)$$
$$= X_{gn} + T_ng(v).$$

(18)
Because the vector bundles $T_G \times_{TK} TN$ and $TM$ have the same rank, it is enough to show that $\widetilde{T}\varphi$ is surjective. To this end, let $m \in M$ and $w \in T_mM$ be given. Since $\varphi$ is surjective, there are $g \in G$ and $n \in N$ such that $m = g \cdot n$. Furthermore, we have

$$T_nM = T_nN + g \cdot n.$$  

Indeed, in our situation we even have $T_nM = T_nN \oplus p \cdot n$ (see the proof of Proposition 2.8). Hence

$$T_mM = T_n g(T_{mM}) = T_n (T_n N + g \cdot n).$$  

Therefore, there are $v \in T_n N$ and $X \in g$ such that

$$w = T_n g(v + X_n) = T_n g(v) + (\text{Ad}(g) X)_{g \cdot n} = \widetilde{T}\varphi[g, \text{Ad}(g) X, v],$$  

by (18). This shows that $\widetilde{T}\varphi$ is indeed surjective.

Finally, we prove that $\varphi$ is a symplectomorphism. Let $n \in N$, $v, w \in T_n N$ and $X, Y \in p$ be given. We will show that

$$\omega_n(T_{[e,n]}\varphi(v + X), T_{[e,n]}\varphi(w + Y)) = \omega_n(v, w) - \langle \Phi^M(n), [X, Y]\rangle.$$  

By $G$-invariance of the symplectic forms $\omega$ and $\tilde{\omega}$, this implies that $\varphi$ is a symplectomorphism on all of $M$.

Similarly to (18), we find that $T_{[e,n]}\varphi(v + X) = v + X_n$. Therefore,

$$\omega_n(T_{[e,n]}\varphi(v + X), T_{[e,n]}\varphi(w + Y)) = \omega_n(v + X_n, w + Y_n) = \omega_n(v, w) + \omega_n(X_n, Y_n),$$  

since $T_n N$ and $p \cdot n$ are symplectically orthogonal (see the end of the proof of Proposition 2.8). Now applying Lemma 2.10 to the first term in (19) gives the desired result.

Cross-section of an induction

Conversely to Proposition 2.14, we have:

**Proposition 2.15.** Let $(N, \nu, \Phi^N)$ and $(M, \omega, \Phi^M) := H\text{-Ind}(N, \nu, \Phi^N)$ be as in Subsection 2.2. Suppose $\Phi^N(N) \subset \mathfrak{t}_K^*$. Then

$$(N, \nu) \cong \left( (\Phi^M)^{-1}(\mathfrak{t}^*), \omega|_{(\Phi^M)^{-1}(\mathfrak{t}^*)} \right),$$  

and this isomorphism intertwines the momentum maps $\Phi^N$ and $\Phi^M$.

In other words, $H\text{-Cross}_K^G \circ H\text{-Ind}_K^G$ is the identity, modulo equivariant symplectomorphisms that intertwine the momentum maps.
Proof. We claim that
\[
(\Phi^M)^{-1}(t^*) = \{[e,n] ; n \in N\} =: \tilde{N}.
\] (20)

The map \( n \mapsto [e,n] \) is a diffeomorphism from \( N \) to \( \tilde{N} \). It is clear that this diffeomorphism is \( K \)-equivariant, and intertwines the momentum maps \( \Phi^N \) and \( \Phi^M \).

To prove that \( (\Phi^M)^{-1}(t^*) = \tilde{N} \), let \([g,n] \in M\) be given, and suppose \( \Phi^M[g,n] = g \cdot \Phi^N(n) \in t^* \). Because \( \Phi^N(N) \subset t^* \), we have
\[
g \cdot \Phi^N(n) \in (G : t^*_g) \cap t^* = t^*_g.
\]
So there are \( k, k' \in K \) and \( \xi, \xi' \in \mathfrak{t}^*_+ \setminus \text{ncw} \) such that
\[
\Phi^N(n) = k \cdot \xi;
g \cdot \Phi^N(n) = k' \cdot \xi'.
\]
Hence \( gk \cdot \xi = k' \cdot \xi' \), and since \( \mathfrak{t}^*_+ \setminus \text{ncw} \) is a fundamental domain for the coadjoint action of \( G \) on \( \mathfrak{g}^*_\text{se} \), we have \( \xi' = \xi \). So
\[
k'^{-1}gk \in G_{\xi} \subset K,
\]
and hence \( g \in K \). We conclude that \([g,n] = [e,g^{-1}n]\), which proves (20) (the inclusion \( \tilde{N} \subset (\Phi^M)^{-1}(t^*) \)) follows from the definition of \( \Phi^M \).

For each \( n \in N \), the natural isomorphism \( v \mapsto [e,0,v] \) from \( T_n N \) to \( T_{[e,n]} \tilde{N} \) intertwines the respective symplectic forms, by definition of those forms.

3 Induction of prequantisations and Spin\(^c\)-structures

We extend the induction procedure of Section 2 to prequantisations and to Spin\(^c\)-structures, used to define quantisation. For prequantisations, it is possible to define restriction to a Hamiltonian cross-section in a suitable way. For our purposes, it is not necessary to restrict Spin\(^c\)-structures.

3.1 Prequantisations

Since we are interested in quantising Hamiltonian actions, let us look at induction of prequantum line bundles, and at restriction to Hamiltonian cross-sections.

Restriction to Hamiltonian cross-sections

The easy part is restriction. Indeed, let \((M, \omega)\) be a Hamiltonian \( G \)-manifold, let \( \Phi^M \) be a momentum map with \( \Phi^M(M) \subset g^*_\text{se} \), and let \((N, \nu, \Phi^N)\) be the Hamiltonian cross-section of this action. Now let \( L^\omega \to M \) be a prequantum line bundle, let \((-,-)_{L^\omega} \) be a \( G \)-invariant Hermitian metric on \( L^\omega \), and let \( \nabla^M \)
be a $G$-equivariant Hermitian connection on $L^\nu$ with curvature $2\pi i \omega$. Let $\nabla^N$ be the connection on $L^\nu := L^\nu|_N$ defined as the pullback of $\nabla^M$ along the inclusion map $N \hookrightarrow M$. It is given by

$$\nabla^N (s|_N) = (\nabla^M s)|_N,$$

for all sections $s \in \Gamma^\infty(L^\omega)$. This is indeed a connection, with curvature

$$R_{\nabla^N} = R_{\nabla^M}|_N = 2\pi i \omega|_N = 2\pi i \nu.$$

Furthermore, it is Hermitian with respect to the restriction $(-,-)_{L^\nu}$ of $(-,-)_{L^\omega}$. That is, $(L^\nu, (-,-)_{L^\nu}, \nabla^N)$ is a prequantisation of the action of $K$ on $N$.

In the same way, we see that a Spin$^c$-prequantum line bundle on $(M,\omega)$, that is, a prequantum line bundle on $(M,2\omega)$, restricts to a Spin$^c$-prequantum line bundle on $(N,2\nu)$.

**Induction: an auxiliary connection $\nabla$**

Now let us consider induction of prequantisations. As in Subsection 2.2, let $(N,\nu)$ be a Hamiltonian $K$-manifold, with momentum map $\Phi^N$. Let $(M,\omega,\Phi^M)$ be the Hamiltonian induction of these data. Let $(L^\nu, (-,-)_{L^\nu}, \nabla^N)$ be an equivariant prequantisation of the action of $K$ on $N$. As in the case of restriction, the following argument extends directly to Spin$^c$-prequantisations.

Consider the line bundle

$$L^\omega := G \times_K L^\nu \to M,$$

with the natural projection map $[g,l] \mapsto [g,n]$ for $g \in G$, $n \in N$ and $l \in L^\nu_n$. Let $(-,-)_{L^\omega}$ be the $G$-invariant Hermitian metric on $L^\omega$ induced by $(-,-)_{L^\nu}$: for all $g,g' \in G$, $n \in N$ and $l,l' \in L^\nu_n$, set

$$([g,l],[g',l'])_{L^\omega} := (l,l')_{L^\nu}.$$

In the remainder of this subsection, we will construct a connection $\nabla^M$ on $L^\omega$, such that $(L^\omega, (-,-)_{L^\omega}, \nabla^M)$ is a $G$-equivariant prequantisation of $(M,\omega)$. This is by definition the prequantisation induced by $(L^\nu, (-,-)_{L^\nu}, \nabla^N)$.

To construct the connection $\nabla^M$, we consider the line bundle

$$L := G \times L^\nu \to G \times N,$$

with the obvious projection map $(g,l) \mapsto (g,n)$, for all $g \in G$, $l \in L^\nu_n$. Then $L^\omega = L/K$, where $K$ acts on $L$ by

$$k \cdot (g,l) = (gk^{-1}, k \cdot l),$$

for $k \in K$, $g \in G$ and $l \in L^\nu$. We therefore have a linear isomorphism

$$\psi_L : \Gamma^\infty(L)^K \to \Gamma^\infty(L^\omega),$$
given by

\[ \psi_L(\sigma)[g,n] = [\sigma(g,n)]. \quad (21) \]

We will construct \( \nabla^M \) as the connection induced by a \( K \)-equivariant connection \( \nabla \) on \( L \). The space \( \Gamma^\infty(L) \) of sections of \( L \) is isomorphic to the space

\[ \tilde{\Gamma}^\infty(L) := \{ s : G \times N \to L^n ; s(g,n) \in L^n_n \text{ for all } g \in G \text{ and } n \in N. \} \]

Indeed, the isomorphism is given by \( s \mapsto \sigma \), where \( \sigma(g,n) = (g,s(g,n)) \). For \( s \in \tilde{\Gamma}^\infty(L) \), \( g \in G \) and \( n \in N \), we write

\[ s_g(n) := s(g,n) =: s^n(g). \]

(We will use the same notation when \( s \) is replaced by a function on \( G \times N \).) Then for fixed \( g \), \( s_g \) is a section of \( L^n \), and for fixed \( n \), \( s^n \) is a function

\[ s^n : G \to L^n_n. \]

Let \( s \in \tilde{\Gamma}^\infty(L) \), \( X \in \mathfrak{g} \), \( v \in \mathfrak{X}(N) \), \( g \in G \) and \( n \in N \) be given. We define

\[ (\nabla_{v,X}s)(g,n) := (\nabla^N_{v} s_g)(n) + X(s^n)(g) + 2\pi i \Phi^N_{X,g}(n)s(g,n). \quad (22) \]

Here we have written \( X = X_t + X_p \in \mathfrak{k} \oplus \mathfrak{p} \). (The subscript \( \mathfrak{t} \) in \( X_t \) in (22) is actually superfluous, because we identify \( \mathfrak{p}^0 \subset \mathfrak{g}^* \).) In the expression \( X(s^n) \), we view \( X \) as a left invariant vector field on \( G \), acting on the function \( s^n \). Note that all tangent vectors in \( T_{(g,n)}(G \times N) \) are of the form \( X_g + v_n = (g,X,v_n) \in T_gG \times T_nN \), and therefore the above formula determines \( \nabla \) uniquely.

We claim that \( \nabla \) is a \( K \)-equivariant connection on \( L \) with the right curvature, so that it induces a connection \( \nabla^M \) on \( L^\omega \) with curvature \( \omega \).

**Lemma 3.1.** The formula (22) defines a connection \( \nabla \) on \( L \).

**Proof.** The Leibniz rule for \( \nabla \) follows from the fact that for \( f \in C^\infty(G \times N) \), \( X \in \mathfrak{g} \), \( v \in \mathfrak{X}(N) \), \( g \in G \) and \( n \in N \), one has

\[ (v + X)(f)(g,n) = v(f_g)(n) + X(f^n)(g). \]

Linearity over \( C^\infty(G \times N) \) in the vector fields follows from the fact that, with notation as above,

\[ (f(v + X))_{(g,n)} = (f^n X)_{g} + (f_Xv)(n). \]

Locality is obvious. \( \square \)

**Properties of the connection \( \nabla \)**

Let \( (-,-)_L \) be the Hermitian metric on \( L \) given by

\[ ((g,l),(g',l'))_L := (l,l')_{L^\omega} \]

for all \( g, g' \in G \) and \( l, l' \in L^\omega_n \).
Lemma 3.2. The connection $\nabla$ is Hermitian with respect to this metric.

Next, we compute the curvature of $\nabla$. This computation is long but straightforward.

Lemma 3.3. The curvature $R_{\nabla}$ of $\nabla$ is given by
\[ R_{\nabla}(v + X, w + Y)(g, n) = 2\pi i \left( \nu_n(v, w) - \langle \Phi^N(n), [X, Y]_k \rangle \right), \]
for all $X, Y \in \mathfrak{g}$, $v, w \in \mathfrak{X}(N)$, $g \in G$ and $n \in N$.

It remains to show that the connection $\nabla$ induces the desired connection $\nabla^M$ on $L^\omega$. This will follow from $K$-equivariance of $\nabla$.

Lemma 3.4. The connection $\nabla$ is $K$-equivariant in the sense that for all $X \in \mathfrak{g}$, $v \in \mathfrak{X}(N)$, $k \in K$, $s \in \Gamma^\infty(L)$, $g \in G$ and $n \in N$, we have
\[ k \cdot (\nabla_{v+X}s) = \nabla_{k \cdot (v+X)}k \cdot s. \]

We now define $\nabla^M$ via the isomorphism $\psi_L$ in (21). Note that by Proposition 2.1 and Lemma 2.2, we have
\[ X(M) \cong \Gamma^\infty(G \times_K N, G \times_K (TN \times p)) \]
\[ \cong \Gamma^\infty(G \times N, (G \times \mathfrak{g}) \times TN)^K \]
\[ \subset \Gamma^\infty(G \times N, (G \times \mathfrak{g}) \times TN)_K \]
\[ = \mathfrak{X}(G \times N)^K \]

We will write $j : \mathfrak{X}(M) \hookrightarrow \mathfrak{X}(G \times N)^K$ for this embedding map. For $w \in \mathfrak{X}(M)$ and $s \in \Gamma^\infty(L)^K$, we define the connection $\nabla^M$ by
\[ \nabla^M_w \psi_L(s) := \psi_L(\nabla_{j(w)}s). \]

Because $s$ and $j(w)$ are $K$-invariant, and $\nabla$ is $K$-equivariant, we indeed have $\nabla_{j(w)}s \in \Gamma^\infty(L)_K$, the domain of $\psi_L$.

It now follows directly from the definitions and from Lemmas 3.1, 3.2, and 3.3 that $\nabla^M$ is a Hermitian connection on $L^\omega$ with curvature $\omega$.

Induction and restriction

The induction and restriction procedures for line bundles described above are each other’s inverses (modulo equivariant line bundle isomorphisms), although this does not include the connections on the bundles in question:

Lemma 3.5. (i) Let $N$ be a $K$-manifold, and $q^N : E^N \to N$ a $K$-vector bundle. Then
\[ (G \times_K E^N)|_N \cong E^N, \]
with $\widetilde{N}$ as in (20).

(ii) Let $M$ be a $G$-manifold, $E^M \to M$ a $G$-vector bundle. Let $N \subset M$ be a $K$-invariant submanifold, and denote the restriction of $E^M$ to $N$ by $E^N$. Let $\varphi : G \times_K N \to M$ be the map $\varphi[g, n] = gn$. Then
\[ \varphi^* E^M \cong G \times_K E^N. \]
Proof. (i) Note that

\[(G \times_K E^N)|_\tilde{N} = \{ [g, v] \in G \times_K E^N; [g, q^N(v)] = [e, n] \text{ for an } n \in N \} \]
\[= \{ [e, v] \in G \times_K E^N; v \in E^N \} \]
\[-\cong E^N. \]

(ii) Note that

\[\varphi^* E^M = \{ ([g, n], v); g \in G, n \in N \text{ and } v \in E^M_{3n} \} \]

The map \( ([g, n], v) \mapsto [g, v] \) is the desired vector bundle isomorphism onto \( G \times_K E^N \).

For our purposes, it does not matter that this lemma says nothing about connections that may be defined on the vector bundles in question, because the \( K \)-homology classes defined by Dirac operators associated to such connections are homotopy invariant. In our setting, the vector bundle isomorphisms in the proof of Lemma 3.5 do intertwine the metrics \((-,-)_{L^c}\) and \((-,-)_{L^c}\) on the respective line bundles.

### 3.2 Spin\(^c\)-structures

Because we want to compare the Dirac operators on \( M \) and \( N \), we now look at induction of Spin\(^c\)-structures. As before, we consider a semisimple group \( G \) with maximal compact subgroup \( K \), and a \( K \)-manifold \( N \). We form the fibred product \( M := G \times_K N \), and we will show how a \( K \)-equivariant Spin\(^c\)-structure on \( N \) induces a \( G \)-equivariant Spin\(^c\)-structure on \( M \). It will turn out that the operation of taking determinant line bundles intertwines the induction process for Spin\(^c\)-structures in this subsection, and the induction process for prequantum line bundles in the previous one.

#### General constructions

The construction of induced Spin\(^c\)-structures we will use, is based on the following two facts, of which we were informed by Paul-Émile Paradan.

**Lemma 3.6.** For \( j = 1, 2 \), let \( E_j \to M \) be a real vector bundle over a manifold \( M \). Suppose \( E_1 \) and \( E_2 \) are equipped with metrics and orientations. Let \( P_j \to M \) be a Spin\(^c\)-structure on \( E_j \), with determinant line bundle \( L_j \to M \). Then there is a Spin\(^c\)-structure \( P \to M \) on the direct sum \( E_1 \oplus E_2 \to M \), with determinant line bundle \( L_1 \otimes L_2 \).

**Proof.** Let \( r_j \) be the rank of \( E_j \), and write \( r := r_1 + r_2 \). Consider the double covering map

\[\pi: \text{Spin}^c(r) \to \text{SO}(r) \times \text{U}(1),\]
given by \([a, z] \mapsto (\lambda(a), z)\), where \(a \in \text{Spin}(r), z \in \text{U}(1)\), and \(\lambda : \text{Spin}(r) \to \text{SO}(r)\) is the standard double covering. Consider the subgroups

\[ H' := \text{SO}(r_1) \times \text{SO}(r_2) \times \text{U}(1) \]

of \(\text{SO}(r) \times \text{U}(1)\), and \(H := \pi^{-1}(H')\) of \(\text{Spin}^c(r)\). Noting that

\[ H' \cong (\text{SO}(r_1) \times \text{U}(1)) \times (\text{SO}(r_2) \times \text{U}(1)) \]

we see that

\[ H \cong \text{Spin}^c(r_1) \times \text{U}(1) \times \text{Spin}^c(r_2). \]

Let \(P_1 \times_{\text{U}(1)} P_2\) be the quotient of \(P_1 \times P_2\) by the \(\text{U}(1)\)-action given by

\[ z(p_1, p_2) = (p_1 z, p_2 z^{-1}), \]

for \(z \in \text{U}(1)\) and \(p_j \in P_j\). Define

\[ P := (P_1 \times_{\text{U}(1)} P_2) \times_H \text{Spin}^c(r). \]

Then we have naturally defined isomorphisms

\[ P \times_{\text{Spin}^c(r)} \mathbb{R}^r \cong (P_1 \times_{\text{U}(1)} P_2) \times_H (\mathbb{R}^{r_1} \oplus \mathbb{R}^{r_2}) \]

\[ \cong (P_1 \times_{\text{Spin}^c(r_1)} \mathbb{R}^{r_1}) \oplus (P_2 \times_{\text{Spin}^c(r_2)} \mathbb{R}^{r_2}) \]

\[ \cong E_1 \oplus E_2. \]

The determinant line bundle of \(P\) is

\[ \det(P) = (P_1 \times_{\text{U}(1)} P_2) \times_H \mathbb{C}, \]

where \(H\) acts on \(\mathbb{C}\) via the determinant homomorphism. Note that, for all \(h = [h_1, h_2] \in \text{Spin}^c(r_1) \times_{\text{U}(1)} \text{Spin}^c(r_2) \cong H\), we have \(\det(h) = \det(h_1) \det(h_2)\). Using this equality, one can check that the map

\[ (P_1 \times_{\text{U}(1)} P_2) \times_H \mathbb{C} \to (P_1 \times_{\text{Spin}^c(r_1)} \mathbb{C}) \otimes (P_2 \times_{\text{Spin}^c(r_2)} \mathbb{C}), \]

given by

\[ [p_1, p_2, z] \mapsto [p_1, z] \otimes [p_2, 1], \]

defines an isomorphism \(\det(P) \cong \det(P_1) \otimes \det(P_2)\). \(\square\)

**Lemma 3.7.** Let \(G\) be a Lie group, acting on a smooth manifold \(N\). Let \(H < G\) be a closed subgroup, and consider the fibred product \(M := G \times_H N\). Let \(E^N \to N\) be an oriented \(H\)-vector bundle of rank \(r\), equipped with an \(H\)-invariant metric. Then, as in Subsection 3.1, we can form the \(G\)-vector bundle

\[ E^M := G \times_H E^N \to M. \]

If \(P^N \to N\) is an \(H\)-equivariant \(\text{Spin}^c\)-structure on \(E\), then \(P^M := G \times_H P^N\) is a \(G\)-invariant \(\text{Spin}^c\)-structure on \(E^M\). If \(L^N \to N\) is the determinant line bundle of \(P^N\), then the determinant line bundle of \(P^M\) is \(G \times_H L^N\).
Proof. The first claim is a direct consequence of the fact that the actions of \( H \) and \( \text{Spin}^c(r) \) on \( P^N \) commute. For the same reason, we have

\[
\det(P^M) = (G \times_H P^N) \times_{\text{Spin}^c(r)} \mathbb{C} \\
= G \times_H (P^N \times_{\text{Spin}^c(r)} \mathbb{C}) \\
= G \times_H L^N.
\]

\[\square\]

An induced Spin\(^c\)-structure

Let a \( K \)-equivariant Spin\(^c\)-structure \( P^N \) on \( N \) be given. To construct a \( G \)-equivariant Spin\(^c\)-structure on \( M = G \times_K N \), we recall that, by Corollary 2.3

\[
TM \cong (p^*_{G/K} T(G/K)) \oplus (G \times_K T N),
\]

with \( p_{G/K} : M \to G/K \) the natural projection. As in Subsection 1.4, we assume that the homomorphism \( \text{Ad} : K \to \text{SO}(p) \) lifts to a homomorphism \( \tilde{\text{Ad}} : K \to \text{Spin}(p) \). Then \( G/K \) carries the natural Spin-structure

\[
P^{G/K} := G \times_K \text{Spin}(p),
\]

where \( K \) acts on \( \text{Spin}(p) \) via \( \tilde{\text{Ad}} \).

Lemma 3.8. The principal Spin\(^c\)(p)-bundle

\[
P^{G/K}_M := G \times_K (N \times \text{Spin}^c(p)) \to M
\]

defines a Spin\(^c\)-structure on \( p^*_{G/K} T(G/K) \). Its determinant line bundle is trivial.

Proof. We have

\[
G \times_K (N \times \text{Spin}^c(p)) \times_{\text{Spin}^c(p)} p \cong G \times_K (N \times p) \\
\cong p^*_{G/K}(G \times_K p) \\
\cong p^*_{G/K} T(G/K).
\]

Note that the determinant homomorphism is trivial on the subgroup \( \text{Spin}(p) < \text{Spin}^c(p) \), and that \( \tilde{\text{Ad}}(K) < \text{Spin}(p) \). Therefore, the action of \( K \) on \( \mathbb{C} \), given by the composition

\[
K \xrightarrow{\tilde{\text{Ad}}} \text{Spin}(p) \hookrightarrow \text{Spin}^c(p) \xrightarrow{\det} \text{U}(1),
\]

is trivial. We conclude that

\[
\det(P^{G/K}_M) \cong G \times_K (N \times \mathbb{C}) \cong M \times \mathbb{C},
\]

as claimed. \[\square\]
Using the decomposition (23) of $TM$, and the constructions from Lemmas 3.6 and 3.7, we now obtain a Spin$^c$-structure $P^M \to M$ on $M$, from the Spin$^c$-structures $P^G/K \to M$ and $P^N \to N$. Explicitly, 

$$P^M := (G \times K (N \times \text{Spin}^c(p))) \times_{U(1)} (G \times K P^N) \times_H \text{Spin}^c(d_M).$$

By Lemmas 3.6 and 3.7, and by triviality of $\text{det}(P^G/K \to M)$, we see that the determinant line bundle of $P^M$ equals 

$$\text{det}(P^M) = G \times_K \text{det}(P^N).$$

In particular, if the determinant line bundle of $P^N$ is a Spin$^c$-prequantum line bundle $L^{2\nu} \to N$, then 

$$\text{det}(P^M) = G \times_K L^{2\nu} = L^{\omega}$$

is the Spin$^c$-prequantum line bundle on $M$ constructed in Subsection 3.1.

4 Quantisation commutes with induction

Our proof that quantisation commutes with reduction for semisimple groups is a reduction to the case of compact groups. This reduction is possible because of the 'quantisation commutes with induction' result in this section (Theorem 4.5). It is analogous to Theorem 7.5 from [35]. After stating this result, we show how, together with the quantisation commutes with reduction result for the compact case, it implies Theorem 1.8. Our proof that quantisation commutes with induction is based on naturality of the assembly map for the inclusion $K \hookrightarrow G$ (Theorem 4.6). This proof is outlined in Subsection 4.4, with details given in Sections 5 and 6.

4.1 The sets $\text{CSEHamPS}(G)$ and $\text{CSEHamPS}(K)$

We first restate the results of Sections 2 and 3 in a way that will allow us to draw a 'quantisation commutes with induction' diagram.

**Definition 4.1.** The set $\text{SEHamP}(G)$ of Hamiltonian $G$-actions with momentum map values in the strongly elliptic set, with Spin$^c$-prequantisations, consists of classes of sextuples $(M, \omega, \Phi^M, L^{2\omega}, (-, -)_{L^{2\omega}}, \nabla^M)$, where

- $(M, \omega)$ is a symplectic manifold, equipped with a symplectic $G$-action;
- $\Phi^M : M \to g^*$ is a momentum map for this action, and $\Phi^M(M) \subset g^*_\text{se}$;
- $(L^{2\omega}, (-, -)_{L^{2\omega}}, \nabla^M)$ is a $G$-equivariant Spin$^c$-quantisation of $(M, \omega)$.

Two classes $[M, \omega, \Phi^M, L^{2\omega}, (-, -)_{L^{2\omega}}, \nabla^M]$ and $[M', \omega', \Phi^{M'}, L^{2\omega'}, (-, -)_{L^{2\omega'}}, \nabla^{M'}]$ of such sextuples are identified if there is an equivariant symplectomorphism $\varphi : M \to M'$ such that $\varphi^* \Phi^{M'} = \Phi^M$, $\varphi^* L^{2\omega'} = L^{2\omega}$ and $\varphi^* (-, -)_{L^{2\omega'}} = (-, -)_{L^{2\omega}}$. 


We do not require $\varphi$ to relate the connections $\nabla^M$ and $\nabla^{M'}$ to each other. For the purpose of quantisation, it is enough that it relates their curvatures by $\varphi^* R_{\nabla^{M'}} = R_{\nabla^M}$, which follows from the facts that $\varphi$ is a symplectomorphism, and that $\nabla^M$ and $\nabla^{M'}$ are prequantum connections.

Analogously, $\text{SEHamP}(K)$ is the set of classes $[N, \nu, \Phi^N, L^{2\nu}, (-, -), L^{2\nu}, \nabla^N]$, where $(N, \nu)$ is a Hamiltonian $K$-manifold, with momentum map $\Phi^N$, with image in $\mathfrak{k}^*$, and $(L^{2\nu}, (-, -), L^{2\nu}, \nabla^N)$ is a $K$-equivariant $\text{Spin}^c$-prequantisation of $(N, \nu)$. The equivalence relation between these classes is the same as before.

Using this definition, we can summarise the results of Subsections 2.2, 2.3, 2.4 and 3.1 as follows:

**Theorem 4.2.** There are well-defined maps

$$H\text{-Ind}^G_K : \text{SEHamP}(K) \rightarrow \text{SEHamP}(G)$$

and

$$H\text{-Cross}^G_K : \text{SEHamP}(G) \rightarrow \text{SEHamP}(K),$$

given by

$$H\text{-Ind}^G_K [N, \nu, \Phi^N, L^{2\nu}, (-, -), L^{2\nu}, \nabla^N] = [M, \omega, \Phi^M, L^{2\omega}, (-, -), L^{2\omega}, \nabla^M]$$

as in Subsections 2.2 and 3.1 and

$$H\text{-Cross}^G_K [M, \omega, \Phi^M, L^{2\omega}, (-, -), L^{2\omega}, \nabla^M] = [N, \nu, \Phi^N, L^{2\nu}, (-, -), L^{2\nu}, \nabla^N]$$

as in Subsections 2.3 and 3.1. They are each other’s inverses.

To state our ‘quantisation commutes with reduction’ result, we need slightly different sets from $\text{SEHamP}(G)$ and $\text{SEHamP}(K)$. For these sets we only have an induction map, and we do not know if it is possible to define a suitable cross-section map.

**Definition 4.3.** The set $\text{CSEHamPS}(G)$ of cocompact Hamiltonian $G$-actions on complete manifolds, with momentum map values in the strongly elliptic set, with $\text{Spin}^c$-prequantisations and $\text{Spin}^c$-structures, consists of classes of septuples $(M, \omega, \Phi^M, L^{2\omega}, (-, -), L^{2\omega}, \nabla^M, P^M)$, with $(M, \omega, \Phi^M, L^{2\omega}, (-, -), L^{2\omega}, \nabla^M)$ as in Definition 3.1, $M/G$ compact, and $P^M$ a $G$-equivariant $\text{Spin}^c$-structure on $M$, such that

- $M$ is complete in the Riemannian metric induced by $P^M$;
- the determinant line bundle of $P^M$ is isomorphic to $L^{2\omega}$.

The equivalence relation is the same as in Definition 3.1. There is no need to incorporate the $\text{Spin}^c$-structures into this equivalence relation, besides the condition on the determinant line bundles of these structures that is already present.

The set $\text{CSEHamPS}(K)$ is defined analogously. In this case, the condition that $N/K$ is compact is equivalent to compactness of $N$. 
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For these sets, we have the induction map
\[ H^{-}\text{Ind}^{G}_{K} : \text{CSEHamPS}(K) \to \text{CSEHamPS}(G), \] (25)
with
\[ H^{-}\text{Ind}^{G}_{K}[N, \nu, \Phi^{N}, L^{2\nu}, (-, -)_{L^{2\nu}}, \nabla^{N}, P^{N}] = [M, \omega, \Phi^{M}, L^{2\omega}, (-, -)_{L^{2\omega}}, \nabla^{M}, P^{M}], \]
as defined in Subsections 3.1 and 3.2.

### 4.2 Quantisation commutes with induction

Consider an element \([M, \omega, \Phi^{M}, L^{2\omega}, (-, -)_{L^{2\omega}}, \nabla^{M}, P^{M}] \in \text{CSEHamPS}(G)\). Using a connection on the spinor bundle associated to \(P^{M}\), we can define the Spin\(^c\)-Dirac operator \(D^{L^{2\omega}}_{M}\) on \(M\), as in Subsection 1.1. In Definition 1.3, we defined the quantisation of the action of \(G\) on \((M, \omega)\) as the image of the \(K\)-homology class of \(D^{L^{2\omega}}_{M}\) under the analytic assembly map:
\[ Q_{\text{Spin}}^{G}(M, \omega) = \mu_{M}^{G} \left[D^{L^{2\omega}}_{M}\right], \]
as we noted before, this definition does not depend on the choice of connection on the spinor bundle.

**Definition 4.4.** The quantisation map
\[ Q_{\text{Spin}}^{G} : \text{CSEHamPS}(G) \to K_{0}(C_{r}^{*}(G)) \]
is defined by
\[ Q_{\text{Spin}}^{G}[M, \omega, \Phi^{M}, L^{2\omega}, (-, -)_{L^{2\omega}}, \nabla^{M}, P^{M}] = \mu_{M}^{G} \left[D^{L^{2\omega}}_{M}\right]. \]

Analogously, we have the quantisation map
\[ Q_{\text{Spin}}^{K} : \text{CSEHamPS}(K) \to K_{0}(C_{r}^{*}K) \]
given by
\[ Q_{\text{Spin}}^{K}[N, \nu, \Phi^{N}, L^{2\nu}, (-, -)_{L^{2\nu}}, \nabla^{N}, P^{N}] = \mu_{N}^{K} \left[D^{L^{2\nu}}_{N}\right], \]
which corresponds to \(K\)-index \(D^{L^{2\nu}}_{N} \in R(K)\).

Using the Dirac induction map (26) and the Hamiltonian induction map (25), we can now state the following result:

**Theorem 4.5** (Quantisation commutes with induction). *The following diagram commutes:*
\[ \begin{array}{ccc}
\text{CSEHamPS}(G) & \xrightarrow[Q_{\text{Spin}}^{G}]{} & K_{0}(C_{r}^{*}(G)) \\
H^{-}\text{Ind}^{G}_{K} & & \uparrow \text{H-Ind}^{G}_{K} \\
\text{CSEHamPS}(K) & \xrightarrow[Q_{\text{Spin}}^{K}]{\downarrow} & R(K).
\end{array} \] (26)

This is the central result of this paper. We will outline its proof in Subsection 4.4, and fill in the details in Sections 5 and 6.
4.3 Corollary: \([Q, R] = 0\) for semisimple groups

As announced, we derive Theorem 1.8 from Theorem 4.5 and the fact that Spin\(^c\)-quantisation commutes with reduction in the compact case (Theorem 1.2).

Proof of Theorem 1.8

Let \(G, K, (M, \omega), \Phi^M = \Phi, L^{2\omega} = L, (\cdot, -)_{L^{2\omega}} = (-, -)_L\) and \(\nabla^M = \nabla\) be as in Theorem 1.8. Set

\[
(N, \nu, \Phi_N, L^{2\nu}, (\cdot, -)_{L^{2\nu}}, \nabla_N) := \text{H-Cross}^G_K (M, \omega, \Phi^M, L^{2\omega}, (\cdot, -)_{L^{2\omega}}, \nabla^M).
\]

Let \(P_N \to N\) be a \(K\)-equivariant Spin\(^c\)-structure on \(N\), with determinant line bundle \(L^{2\nu}\). Let \(P_M \to M\) be the induced Spin\(^c\)-structure on \(M\), as described in Subsection 3.2. Since the determinant line bundle of \(P_M\) is \(L^{2\omega}\), by (24) and part (ii) of Lemma 3.5, we have the elements

\[
\begin{align*}
[N, \nu, \Phi_N, L^{2\nu}, (\cdot, -)_{L^{2\nu}}, \nabla_N, P_N] &\in \text{CSEHamPS}(K); \\
[M, \omega, \Phi^M, L^{2\omega}, (\cdot, -)_{L^{2\omega}}, \nabla^M, P_M] &\in \text{CSEHamPS}(G).
\end{align*}
\]

By Proposition 2.14, we have

\[
\text{H-Ind}^G_K [N, \nu, \Phi_N, L^{2\nu}, (\cdot, -)_{L^{2\nu}}, \nabla_N, P_N] = [M, \omega, \Phi^M, L^{2\omega}, (\cdot, -)_{L^{2\omega}}, \nabla^M, P_M].
\]

Now let \(\mathcal{H}\) and \(\lambda\) be as in Theorem 1.8. Then by Theorem 1.5 and Lemma 1.4 and the fact that the assembly map is the regular index in the compact case, we have

\[
R_{\mathcal{H}}^G \circ \mu^G_M [\mathcal{P}^{L^{2\nu}}_M] = \text{H-Ind}^G_K (K\text{-index } \mathcal{P}^{L^{2\nu}}_N) \\
= (-1)^{\dim G/K} [K\text{-index } \mathcal{P}^{L^{2\nu}}_N : V_{\lambda - \rho_c}].
\]

Because Spin\(^c\)-quantisation commutes with reduction for the action of \(K\) on \(N\) (Theorem 1.2), we have

\[
[K\text{-index } \mathcal{P}^{L^{2\nu}}_N : V_{\lambda - \rho_c}] = Q_{\text{Spin}} (N_{\lambda}, \omega_{\lambda})
\]

if \(-i\lambda \in \Phi^N(N)\), and zero otherwise. Recall that \(N = (\Phi^M)^{-1}(\mathfrak{t}^*)\), so that \(-i\lambda \in \Phi^N(N)\) if and only if \(-i\lambda \in \Phi^M(M)\). Furthermore, note that \(G_\nu \subset K\) for all \(\nu \in \mathfrak{t}_+^- \setminus \text{ncw}\), so that \(G_\nu = K_\nu\) for such \(\nu\). Therefore \(N_{\lambda} = M_{\lambda}\), which completes the proof.

\[\square\]

4.4 Outline of the proof

The most important ingredient of the proof of Theorem 1.5 is Theorem 1.6 ‘naturality of the assembly map for the inclusion of \(K\) into \(G\).

As before, let \(K < G\) be a maximal compact subgroup. Let \(N\) be a smooth manifold, equipped with a \(K\)-action. Let \(M := G \times_K N\) be the quotient of \(G \times N\) by the \(K\)-action given by

\[
k \cdot (g, n) = (gk^{-1}, kn),
\]
for \( k \in K, g \in G \) and \( n \in N \). Because this action is proper and free, \( M \) is a smooth manifold. Left multiplication on the factor \( G \) induces an action of \( G \) on \( M \).

**Theorem 4.6** (Naturality of the assembly map for \( K \hookrightarrow G \)). The map \( \text{K-Ind}^G_K \), defined by commutativity of the left hand side of diagram \( \text{(28)} \), makes the following diagram commutative:

\[
\begin{array}{ccc}
K^0_0(M) & \xrightarrow{\mu^G_M} & K_0(C^*_r(G)) \\
\uparrow_{\text{K-Ind}^G_K} & & \uparrow_{\text{D-Ind}^G_K} \\
K^0_0(N) & \xrightarrow{\mu^K_N} & R(K)
\end{array}
\]

This result is analogous to Theorem 4.1 from [11], which is used by Paradan in [35] to reduce the Guillemin–Sternberg conjecture for compact groups to certain subgroups. Our proof of Theorem 1.8 is analogous to this part of Paradan’s work.

The reason why Theorem 4.6 helps us to prove Theorem 4.5 is the fact that the map \( \text{K-Ind}^G_K \) that appears in Theorem 4.6 relates the Dirac operators \( \mathcal{D}^L_{\nu} \) and \( \mathcal{D}^L_{\omega} \) to each other:

**Proposition 4.7.** The map \( \text{K-Ind}^G_K \) maps the \( K \)-homology class of the operator \( \mathcal{D}^L_{\nu} \) to the class of \( \mathcal{D}^L_{\omega} \).

Combining Theorem 4.6 and Proposition 4.7, we obtain a proof of Theorem 4.5:

**Proof of Theorem 4.5.** Let

\[ x = [N, \nu, \Phi^N, L^2, (-, -)_{L^2}, \nabla^N, P^N] \in \text{CSEHamPS}(K) \]

be given, and write

\[ [M, \omega, \Phi^M, L^2, (-, -)_{L^2}, \nabla^M, P^M] := \text{H-Ind}^G_K(x). \]

Then by Proposition 4.7 and Theorem 4.6

\[
Q^G_{\text{Spin}}(\text{H-Ind}^G_K(x)) = \mu^G_M [\mathcal{D}^L_{\omega}] = \mu^G_M \circ \text{K-Ind}^G_K [\mathcal{D}^L_{\nu}] = \text{D-Ind}^G_K \circ \mu^K_N [\mathcal{D}^L_{\nu}] = \text{D-Ind}^G_K (Q^K_{\text{Spin}}(x)).
\]

It remains to prove Theorem 4.6 and Proposition 4.7. These proofs will be given in Sections 5 and 6.
5 Naturality of the assembly map

We will prove Theorem 4.6 by decomposing diagram (27) as follows:

\[
\begin{array}{c}
K_0^G(M) \xrightarrow{\mu_G^G} K_0^0(C_*^*(G)) \\
K_0^{G \times \Delta(K)}(G \times N) \xrightarrow{\mu_{G \times N}^{G \times \Delta(K)}} K_0^0(C_*^*(G \times K)) \\
K_0^{G \times K \times K}(G \times N) \xrightarrow{\mu_{G \times N}^{G \times K \times K}} K_0^0(C_*^*(G \times K \times K)) \\
K_0^K(N) \xrightarrow{\mu_N^K} R(K).
\end{array}
\]

In this diagram, all the horizontal maps involving the letter \( \mu \) are analytic assembly maps. The symbol ‘\( \times \)’ denotes the Kasparov product, and \( \Delta(K) \) is the diagonal subgroup of \( K \times K \). The map \( D-\text{Ind}_K^G \) was defined in (7). The other maps will be defined in the remainder of this chapter.

The \( K \)-homology class \( [\mathcal{P}_{G,K}] \in K_0^{G \times K}(G) \) is defined as follows. Note that the Spin-Dirac operator on \( G/K \) is the operator \( \mathcal{D}_{G/K} = \mathcal{D}_C \), with \( C \) the trivial \( K \)-representation, and \( \mathcal{D}_C \) as in (5). Let \( p_G : G \to G/K \) be the quotient map, let \( S^{G/K} := G \times_K \Delta_p \) be the spinor bundle on \( G/K \), and consider the trivial vector bundle \( p_G^* S^{G/K} = G \times K \Delta_p \to G \). Let \( \mathcal{P}_{G,K} \) be the operator on this bundle given by the same formula (5) as the operator \( \mathcal{D}_V \), with \( V = C \) the trivial representation. This operator satisfies

\[
\mathcal{P}_{G,K}(p_G^* s) = p_G^* (\mathcal{D}_C s),
\]

for all sections \( s \) of \( S^{G/K} \to G/K \). We will use the fact that it is equivariant with respect to the action of \( G \times K \) on \( G \times \Delta_p \) defined by

\[
(g, k) \cdot (g', \delta) = (gg'k^{-1}, \tilde{\text{Ad}}(k) \cdot \delta),
\]

for \( g, g' \in G \), \( k \in K \) and \( \delta \in \Delta_p \). It is elliptic (see Lemma 6.3), and therefore defines a class \( [\mathcal{P}_{G,K}] \in K_0^{G \times K}(G) \).

We will distinguish between the different subdiagrams of (28) by calling them the ‘left-hand’, ‘top’, ‘middle’, ‘bottom’ and ‘right-hand’ diagrams. Commutativity of the left-hand diagram is the definition of the map \( K-\text{Ind}_K^G \). In this chapter we will prove that the other diagrams commute as well, thus giving a proof of Theorem 4.6.
5.1 The top diagram: naturality of the assembly map for epimorphisms

In this subsection, we suppose that $G$ is a locally compact Hausdorff group, and that $K \triangleleft G$ is a compact normal subgroup of $G$. Furthermore, let $X$ be a locally compact, Hausdorff, proper $G$-space such that $X/G$ is compact. Commutativity of the top diagram is a special case of commutativity of the following diagram:

\[
\begin{array}{cccccc}
K^G_0/(X/K) & \xrightarrow{\mu^G_{X/K}} & K_0(C^*(G/K)) & \xrightarrow{\lambda_{G/K}} & K_0(C^*_r(G/K)) \\
& & & & & \\
K^G_0(X) & \xrightarrow{\mu^G_X} & K_0(C^*(G)) & \xrightarrow{\lambda_G} & K_0(C^*_r(G)).
\end{array}
\]

We have used the same notation for the assembly map with respect to the full group $C^*$-algebra as for the assembly map with respect to the reduced one.

The maps $\lambda_{G/K}$ and $\lambda_G$ are by definition induced by the maps

\[
C^*_r G \rightarrow C^*_r G; \\
C^*(G/K) \rightarrow C^*_r (G/K),
\]

defined by continuously extending the identity maps on $C_c(G)$ and $C_c(G/K)$, respectively. It is not hard to check that the right hand diagram in (29) commutes.

Commutativity of the left hand diagram in (29) is a special case of naturality of the assembly map for epimorphisms. This is proved in Valette’s part of [34] for discrete groups. In [22], it is indicated how to generalise this result to possibly nondiscrete groups. The notation $V_K$ for the map in the left hand diagram is used in [22].

It is a striking feature of our version of naturality of the assembly map for the monomorphism $K \hookrightarrow G$ that it actually relies on the epimorphism case in this way.

5.2 The middle diagram: restriction to subgroups

In the middle diagram of (28), the map

\[
\text{Res}_{G \times K \times K}^{G \times K \times K} : K_0^{G \times K \times K}(G \times N) \rightarrow K_0^{G \times \Delta(K)}(G \times N)
\]

is simply given by restricting representations and actions of $G \times K \times K$ to $G \times \Delta(K)$. The other restriction map,

\[
\text{Res}_{G \times \Delta(K)}^{G \times K \times K} : K_0(C^*_r(G \times K \times K)) \rightarrow K_0(C^*_r(G \times \Delta(K))),
\]

(30)
Lemma 5.1. Let $X$ be a locally compact, Hausdorff, proper $G \times K$-space with compact quotient, and let $Y$ be a compact, Hausdorff $K$-space. Then the following diagram commutes:

\[
\begin{array}{ccc}
K^G \times \Delta(K)(X \times Y) & \xrightarrow{\mu_X^G \times \Delta(K)} & K_0(C^*_r(G \times K)) \\
\text{Res}^{G \times K \times K}_{G \times \Delta(K)} & & \text{Res}^{G \times K \times K}_{G \times \Delta(K)} \\
K_0^G \times K \times K(X \times Y) & \xrightarrow{\mu_X^G \times K} & K_0(C^*_r(G \times K \times K)).
\end{array}
\]

is harder to define. (The restriction map $C_c(G \times K \times K) \to C_c(G \times \Delta(K))$ is not continuous in the norms of the reduced group $C^*$-algebras involved, for example.)

We define the arrow $\text{Res}^{G \times K \times K}_{G \times \Delta(K)}$ using the K"unneth formula. Since $G$ is a connected Lie group (in particular, it is an almost connected locally compact topological group), it satisfies the Baum–Connes conjecture with arbitrary $G$-trivial coefficients (see [10], Chapter 18.9). By Corollary 0.2 of [10], the algebra $C^*_r(G)$ therefore satisfies the K"unneth formula. In particular,

\[
K_0(C^*_r(G \times K \times K)) \cong K_0(C^*_r(G) \otimes_{\min} C^*_r(K \times K)) \\
\cong K_0(C^*_r(G)) \otimes K_0(C^*_r(K \times K)) \\
\cong K_0(C^*_r(G)) \otimes R(K \times K).
\]

Here we have used the fact that the representation ring $R(K \times K)$ is torsion-free, and the fact that $C^*_r(G_1) \otimes_{\min} C^*_r(G_2) \cong C^*_r(G_1 \otimes G_2)$ for all locally compact Hausdorff groups $G_1$ and $G_2$. Analogously, we have an isomorphism $K_0(C^*_r(G \times K)) \cong K_0(C^*_r(G)) \otimes R(K)$.

The isomorphism is given by the Kasparov product. This product is defined as the composition

\[
KK_0(\mathbb{C}, C^*_r(G)) \otimes KK_0(\mathbb{C}, C^*_r(K \times K)) \xrightarrow{1 \otimes \tau_{C^*_r(G)}} \\
KK_0(\mathbb{C}, C^*_r(G)) \otimes KK_0(C^*_r(G), C^*_r(G) \otimes_{\min} C^*_r(K \times K)) \xrightarrow{\times_{C^*_r(G)}} \\
KK_0(\mathbb{C}, C^*_r(G) \otimes_{\min} C^*_r(K \times K)).
\]

where $\tau_{C^*_r(G)}$ is defined by tensoring from the left by $C^*_r(G)$, and $\times$ denotes the Kasparov product (see [8], Chapter 18.9). Let

\[
\text{Res}^{K \times K \times K}_{\Delta(K)} : R(K \times K) \to R(\Delta(K)) = R(K)
\]

be the usual restriction map to the diagonal subgroup. We define $1_{K^0(C^*_r(G))} \otimes \text{Res}^{K \times K \times K}_{\Delta(K)}$ as the map

\[
1_{K^0(C^*_r(G))} \otimes \text{Res}^{K \times K \times K}_{\Delta(K)} : K_0(C^*_r(G)) \otimes R(K \times K) \to K_0(C^*_r(G)) \otimes R(K).
\]

Commutativity of the middle diagram now follows from

\textbf{Lemma 5.1.} Let $X$ be a locally compact, Hausdorff, proper $G \times K$-space with compact quotient, and let $Y$ be a compact, Hausdorff $K$-space. Then the following diagram commutes:

\[
\begin{array}{ccc}
K^G \times \Delta(K)(X \times Y) & \xrightarrow{\mu_X^G \times \Delta(K)} & K_0(C^*_r(G \times K)) \\
\text{Res}^{G \times K \times K}_{G \times \Delta(K)} & & \text{Res}^{G \times K \times K}_{G \times \Delta(K)} \\
K_0^G \times K \times K(X \times Y) & \xrightarrow{\mu_X^G \times K} & K_0(C^*_r(G \times K \times K)).
\end{array}
\]
Proof. Let \( a = [\mathcal{H}, F, \pi] \in K_0^{G \times K \times K}(X \times Y) \), \( b = [\mathcal{E}_G, F_G] \in K_0(C^*_r(G)) \) and \([V] \in R(K \times K)\) be given, such that

\[
\mu^{G \times K \times K}_{X \times Y}(a) = b \times [C^*_r(G) \otimes V] = [\mathcal{E}_G \otimes V, F_G \otimes 1_V] \in K_0(C^*_r(G \times K \times K)).
\]

Because the assembly and restriction maps are \( \mathbb{Z} \)-module homomorphisms, it is sufficient to prove the claim in this case where the image of \( a \) is a homomorphism of Hilbert \( C^*_r(G \times K) \)-modules.

If we write

\[
[\mathcal{E}, F_\mathcal{E}] := \mu^{G \times K \times K}_{X \times Y}(a) \in K_0(C^*_r(G \times K \times K));
[\mathcal{E}', F_{\mathcal{E}'}] := \mu^{G \times K \times K}_{X \times Y}(a) \circ \text{Res}_{G \times K}(a) \in K_0(C^*_r(G \times K)),
\]

then the operators \( F_\mathcal{E} \) and \( F_{\mathcal{E}'} \) coincide on the dense mutual subspace \( \mathcal{H}_e \) of \( \mathcal{E} \) and \( \mathcal{E}' \). It is therefore enough to prove that

\[
\mathcal{E}' \cong \mathcal{E}_G \otimes_C (V|_{\Delta(K)})
\]
as Hilbert \( C^*_r(G \times K) \)-modules.

Using the usual choice of representatives of the classes \( b \) and \([\mathcal{E}, F_\mathcal{E}]\) we have an isomorphism of Hilbert \( C^*_r(G \times K \times K) \)-modules

\[
\psi : \mathcal{E} \cong \mathcal{E}_G \otimes V.
\]

Define the map

\[
\varphi : \mathcal{E}' \cong \mathcal{E}_G \otimes (V|_{\Delta(K)})
\]
by \( \varphi|_{\mathcal{H}_e} = \psi|_{\mathcal{H}_e} \), and continuous extension. The map \( \varphi \) is well-defined, and indeed an isomorphism, if it is a homomorphism of Hilbert \( C^*_r(G \times K) \)-modules. To show that \( \varphi \) preserves the \( C^*_r(G \times K) \)-valued inner products, let \( \xi_1, \xi_2 \in \mathcal{H}_e \) be given, and suppose that \( \varphi(\xi_j) = e_j \otimes v_j \in \mathcal{E}_G \otimes V \) for \( j = 1, 2 \). (By linearity of \( \varphi \), it is indeed enough to consider the case where the \( \varphi(\xi_j) \) are simple tensors.) Then for all \( g \in G \) and \( k \in K \),

\[
(\varphi(\xi_1), \varphi(\xi_2))_{\mathcal{E}_G \otimes V|_{\Delta(K)}}(g, k) = (e_1, e_2)_{\mathcal{E}_G}(g)(v_1, (k, k) \cdot v_2)_V
= (\psi(\xi_1), \psi(\xi_2))_{\mathcal{E}_G \otimes V}(g, k, k)
= (\xi_1, \xi_2)_{\mathcal{E}}(g, k),
\]
because \( \psi \) is an isomorphism of Hilbert \( C^*_r(G \times K \times K) \)-modules. The latter expression equals

\[
(\xi_1, (g, k, k) \cdot \xi_2)_{\mathcal{H}} = (\xi_1, \xi_2)_{\mathcal{H}}(g, k),
\]
which shows that \( \varphi \) preserves the inner products.

Finally, because \( \psi \) is a homomorphism of \( C^*_r(G \times K \times K) \)-modules, the map \( \varphi \) is a homomorphism of \( C^*_r(G \times K) \)-modules on \( \mathcal{H}_e \), and hence on all of \( \mathcal{E}' \). \( \square \)
5.3 The bottom diagram: multiplicativity of the assembly map

Commutativity of the bottom diagram is a special case of the multiplicativity property of the assembly map that we will prove in this subsection. This property generalises multiplicativity of the index with respect to Atiyah’s ‘sharp product’ of elliptic operators, as described in [11], Theorem 3.5. In this subsection, we will denote the tensor product of Hilbert $C^*$-modules by $\hat{\otimes}$, to emphasise the difference with the algebraic tensor product $\otimes$.

For this subsection, let $G_1$ and $G_2$ be locally compact Hausdorff topological groups, acting properly on two locally compact metrisable spaces $X_1$ and $X_2$, respectively. Suppose $X_1/G_1$ and $X_2/G_2$ are compact. Consider the Kasparov product maps

$$K_0^{G_1}(X_1) \otimes K_0^{G_2}(X_2) \xrightarrow{\tau} K_0^{G_1 \times G_2}(X_1 \times X_2);$$

$$K_0(C^*_\tau(G_1)) \otimes K_0(C^*_\tau(G_2)) \xrightarrow{\tau} K_0(C^*_\tau(G_1 \times G_2)).$$

(32)

Here the symbol $C^*_\tau$ denotes either the full or the reduced group $C^*$-algebra, and we have used the $C^*$-algebra isomorphisms

$$C_0(X_1) \otimes C_0(X_2) \cong C_0(X_1 \times X_2)$$

for all locally compact Hausdorff spaces $X_1$ and $X_2$, and

$$C^*(G_1) \otimes_{\text{max}} C^*(G_2) \cong C^*(G_1 \times G_2);$$

$$C^*_\tau(G_1) \otimes_{\text{min}} C^*_\tau(G_2) \cong C^*_\tau(G_1 \times G_2).$$

for locally compact Hausdorff groups $G_1$ and $G_2$.

Analogously to (31), the Kasparov product (32) is actually the composition

$$KK_0(\mathbb{C}, C^*_\tau(G_1)) \otimes KK_0(\mathbb{C}, C^*_\tau(G_2)) \xrightarrow{1 \otimes \tau C^*_\tau(G_1)}$$

$$KK_0(\mathbb{C}, C^*_\tau(G_1)) \otimes KK_0(C^*_\tau(G_1), C^*_\tau(G_1)) \otimes C^*_\tau(G_2))$$

$$KK_0(\mathbb{C}, C^*_\tau(G_1) \otimes C^*_\tau(G_2)) = KK_0(\mathbb{C}, C^*_\tau(G_1 \times G_2)).$$

(33)

The tensor product denotes the maximal tensor product in the case of full $C^*$-algebras, and the minimal tensor product for reduced $C^*$-algebras.

Theorem 5.2 (Multiplicativity of the assembly map). If $X_1$ and $X_2$ are metrisable, then for all $a_j \in K_0^{G_j}(X_j)$, we have

$$\mu^{G_1}_{X_1}(a_1) \times \mu^{G_2}_{X_2}(a_2) = \mu^{G_1 \times G_2}_{X_1 \times X_2}(a_1 \times a_2) \in K_0(C^*_\tau(G_1 \times G_2)).$$

Here the assembly maps are defined with respect to either the full or the reduced group $C^*$-algebras. We suppose $X_1$ and $X_2$ to be metrisable, because the $C^*$-algebras $C_0(X_1)$ and $C_0(X_2)$ are then separable, so that we can use Baaaj and Julg’s unbounded description of the Kasparov product. Theorem 5.2 may well be true for non-metrisable spaces, but we will only apply it to smooth manifolds anyway.
The assembly map in the unbounded picture

In the proof of Theorem 5.2, we will use the unbounded picture of $KK$-theory (see [4]), because of the easy form of the Kasparov product in this setting. The construction of the unbounded assembly map given below works for full group $C^*$-algebras, so the following proof applies only to this case. Theorem 5.2 for reduced group $C^*$-algebras can then be deduced using the maps $\lambda_{G_1}$ and $\lambda_{G_2}$ defined in Subsection 5.1.

For full group $C^*$-algebras, the assembly map in the unbounded picture is defined in Kucerovsky’s appendix to [34], in the following way. Let $G$ be a second countable, locally compact Hausdorff group, acting properly on a locally compact Hausdorff space $X$, with compact quotient. The assembly map in the unbounded picture is given by

$$\mu^G_{\mathcal{H}}(\mathcal{E}, D, \pi) = (\mathcal{E}, D_{\mathcal{E}}) \in \Psi_0(\mathbb{C}, C^*G), \quad (34)$$

for all $(\mathcal{H}, D, \pi) \in \Psi^G_e(C_0(X), \mathbb{C})$. The Hilbert $C^*(G)$-module $\mathcal{E}$ is defined as usual for the assembly map. The definition of the operator $D_{\mathcal{E}}$ on $\mathcal{E}$ is more involved.

First, let $\hat{\mathcal{H}}$ be the auxiliary Hilbert $C^*(G)$-module defined as the completion of the Hilbert $C_c(G)$-module $C_c(X, \hat{\mathcal{H}})$ with respect to the $C_c(G)$-valued inner product

$$(\varphi, \psi)_{\hat{\mathcal{H}}}(g) := \int_G (\varphi(g'), \psi(g'g))_{\mathcal{H}} dg', \quad (35)$$

where $\varphi, \psi \in C_c(G, \mathcal{H})$, $g \in G$, and $dg'$ is a Haar measure on $G$. Next, let $h \in C_c(X)$ be a function such that for all $x \in X$,

$$\int_G h^2(gx) dg = 1$$

Let $p \in C_c(X \times G)$ be the projection given by

$$p(x, g) := \overline{h(x)}h(g^{-1}x). \quad (36)$$

This function is compactly supported by properness of the action of $G$ on $X$. Let $\hat{\pi} : C_c(X \times G) \rightarrow B(\mathcal{H})$ be the representation given by

$$(\hat{\pi}(f)\varphi)(g) = \int_G \pi(f(\cdot, g'))g' \cdot \varphi(g'g^{-1}) dg',$$

for $f \in C_c(X \times G)$, $\varphi \in C_c(G, \mathcal{H})$ and $g \in G$. (The representation $\hat{\pi}$ can actually be extended to the crossed product $C_0(X) \rtimes G$, but we will not use this extension.)

Then the map

$$\alpha : \hat{\pi}(p)C_c(G, \mathcal{H}) \rightarrow \mathcal{H}_c,$$

given by

$$\hat{\pi}(p)\varphi \mapsto \int_G g^{-1}\pi(h)\varphi(g) dg,$$

40
preserves the $C^*(G)$-valued inner products and the $C^*(G)$-module structures on $\mathcal{H}$ and on $\mathcal{E}$, and induces an isomorphism $\tilde{\pi}(p)\mathcal{H} \cong \mathcal{E}$ of Hilbert $C^*(G)$-modules. We will write $\tilde{\mathcal{E}} := \tilde{\pi}(p)\mathcal{H}$.

To define the operator $D_\mathcal{E}$ on $\mathcal{E}$ we first consider an operator $D_{\tilde{\mathcal{E}}}$ on $\tilde{\mathcal{E}}$. This operator is defined as the closure of the operator $\tilde{D}$ on $\tilde{\mathcal{E}}$, given by
\[
\tilde{D}(\tilde{\pi}(p)\varphi) := \tilde{\pi}(p)(D \circ \varphi),
\]
on the domain $\text{dom } \tilde{D} := \tilde{\pi}(p)\mathcal{C}_c(G, \text{dom } D)$. We finally set
\[
D_\mathcal{E} := \alpha D_{\tilde{\mathcal{E}}} \alpha^{-1},
on
\]
on the domain $\text{dom } D_\mathcal{E} = \alpha(\text{dom } D_{\tilde{\mathcal{E}}})$.

In the proof of Theorem 5.2 we will actually use the following definition of the assembly map:
\[
\tilde{\mu}_X^G(\mathcal{H}, D, \pi) := (\tilde{\mathcal{E}}, D_{\tilde{\mathcal{E}}}) \in \Psi_0(\mathbb{C}, C^*(G)),
\]
which gives the same class in $K_0(C^*(G))$ as (34), because $\alpha$ is an isomorphism.

Kucerovsky’s proof that the above constructions give a well-defined description of the assembly map in the unbounded picture is valid for discrete groups, but it admits a straightforward generalisation to possibly non-discrete (unimodular) ones. One simply replaces sums by integrals, and uses the fact that the integral over a compact, finite Borel space of a continuous family of adjointable operators is again an adjointable operator. In addition, in the proof of Lemma 2.15 in [34], one takes $\beta^{-1}(\pi(f)\eta) = \tilde{\pi}(p)\psi$, with $\psi(g) = \pi(h)\pi(g \cdot f)g \cdot \eta$ (where the $\beta$ in [34] is our $\alpha$). This reduces to Valette’s $\beta^{-1}(\pi(f)\eta) = \hat{\pi}(p)\hat{\pi}(h|f)\eta$ in the discrete case.

**Proof of Theorem 5.2**

For $j = 1, 2$, let
\[
a_j = (\mathcal{H}_j, D_j, \pi_j) \in \Psi_0^G(C_0(X_j), \mathbb{C})
\]
be given. Then
\[
\tilde{\mu}_{X_j}^G(a_j) = (\tilde{\mathcal{E}}, D_{\tilde{\mathcal{E}}}),
\]
as in (38). The product of $\tilde{\mu}_{X_1}^G(a_1)$ and $\tilde{\mu}_{X_2}^G(a_2)$ is
\[
\tilde{\mu}_{X_1}^G(a_1) \times \tilde{\mu}_{X_2}^G(a_2) = (\tilde{\mathcal{E}}_1 \otimes \tilde{\mathcal{E}}_2, D_{\tilde{\mathcal{E}}_1} \otimes D_{\tilde{\mathcal{E}}_2}) \in \Psi_0(\mathbb{C}, \mathbb{C}^*(G_1 \times G_2)).
\]
Here $D_{\tilde{\mathcal{E}}_1} \otimes \tilde{\mathcal{E}}_2$ is the closure of the operator
\[
D_{\tilde{\mathcal{E}}_1} \otimes 1_{\tilde{\mathcal{E}}_2} + 1_{\tilde{\mathcal{E}}_1} \otimes D_{\tilde{\mathcal{E}}_2},
\]
on the domain $\text{dom } D_{\tilde{\mathcal{E}}_1} \otimes \text{dom } D_{\tilde{\mathcal{E}}_2}$.

On the other hand, the product $a_1 \times a_2$ is
\[
(\mathcal{H}_1 \otimes \mathcal{H}_2, D_{\mathcal{H}_1 \otimes \mathcal{H}_2}, \pi) \in \Psi_0^{G_1 \times G_2}(C_0(X_1 \times X_2), \mathbb{C}),
\]
(40)
with \( D_{\mathcal{H}_1 \otimes \mathcal{H}_2} \) the closure of the operator

\[
D_1 \otimes 1_{\mathcal{H}_2} + 1_{\mathcal{H}_1} \otimes D_2
\]
on \text{dom} \( D_1 \otimes \text{dom} \ D_2 \). Furthermore, we have abbreviated \( \pi := \pi_1 \otimes \pi_2 \) for later convenience. Applying the unbounded assembly map \( \tilde{\mu}_{X_1 \times X_2}^{G_1 \times G_2} \) to the cycle (40), we obtain

\[
(\tilde{\mathcal{E}}, D_{\tilde{\mathcal{E}}}) \in \Psi_0(C, C^*(G_1 \times G_2)), \tag{41}
\]
where \( \tilde{\mathcal{E}} := \tilde{\pi}(p)\tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2} \). Here \( p := p_1 \otimes p_2 \), with \( p_j \) the projection in \( C_c(X_j \times G_j) \) as defined in (36). Furthermore, the operator \( D_{\tilde{\mathcal{E}}} \) is the closure of the operator \( \tilde{D}_{\mathcal{H}_1 \otimes \mathcal{H}_2} \), as defined in (37), with \( D = D_{\mathcal{H}_1 \otimes \mathcal{H}_2} \).

First, let us show that \( \tilde{\mathcal{E}} = \tilde{\mathcal{E}}_1 \otimes \tilde{\mathcal{E}}_2 \). Note that \( \tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2} \) is the completion of the space \( C_c(G_1 \times G_2, \mathcal{H}_1 \otimes \mathcal{H}_2) \) with respect to the \( C^*(G_1 \times G_2) \)-valued inner product \( (\cdot, \cdot)_{\mathcal{H}_1 \otimes \mathcal{H}_2} \) defined analogously to (35). On the other hand,

\[
\tilde{\mathcal{E}}_1 \otimes \tilde{\mathcal{E}}_2 \overset{\text{def}}{=} \tilde{\pi}_1(\pi_1)\tilde{\mathcal{H}}_1 \otimes \tilde{\pi}_2(\pi_2)\tilde{\mathcal{H}}_2 = \tilde{\pi}(p)\tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2},
\]

since it is not hard to check that \( \tilde{\pi}(f_1 \otimes f_2) = \tilde{\pi}_1(f_1) \otimes \tilde{\pi}_2(f_2) \) for all \( f_j \in C_c(X_j \times G_j) \). Here \( \tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2} \) is the completion of \( C_c(G_1, \mathcal{H}_1) \otimes C_c(G_2, \mathcal{H}_2) \) in the \( C^*(G_1) \otimes C^*(G_2) \)-valued inner product given by

\[
(\varphi_1 \otimes \varphi_2, \psi_1 \otimes \psi_2)_{\mathcal{H}_1 \otimes \mathcal{H}_2} = (\varphi_1, \psi_1)_{\mathcal{H}_1} \otimes (\varphi_2, \psi_2)_{\mathcal{H}_2},
\]
for \( \varphi_j, \psi_j \in C_c(G_j, \mathcal{H}_j) \). It follows directly from the definition (35) of the inner products \( (\cdot, \cdot)_{\mathcal{H}_1 \otimes \mathcal{H}_2} \) and \( (\cdot, \cdot)_{\tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2}} \), that they coincide on the subspace \( C_c(G_1, \mathcal{H}_1) \otimes C_c(G_2, \mathcal{H}_2) \subset C_c(G_1 \times G_2, \mathcal{H}_1 \otimes \mathcal{H}_2) \).

We claim that the completion of \( C_c(G_1, \mathcal{H}_1) \otimes C_c(G_2, \mathcal{H}_2) \) with respect to this inner product contains the space \( C_c(G_1 \times G_2, \mathcal{H}_1 \otimes \mathcal{H}_2) \). Then we indeed have \( \tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2} \equiv \tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2} \), and hence

\[
\tilde{\mathcal{E}} = \tilde{\pi}(p)(\tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2}) \cong \tilde{\pi}(p)(\tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2}) = \tilde{\mathcal{E}}_1 \otimes \tilde{\mathcal{E}}_2,
\]
as \( C^*(G_1 \times G_2) \)-modules. The proof of this claim is based on the inequality

\[
\|(\varphi, \varphi)_{\tilde{\mathcal{H}}_1 \otimes \tilde{\mathcal{H}}_2}\|_{C^*(G_1 \times G_2)} \leq \|\varphi\|^2_{L^1(G_1 \times G_2, \mathcal{H}_1 \otimes \mathcal{H}_2)} \tag{42}
\]

for all \( \varphi \in C_c(G_1, \mathcal{H}_1) \otimes C_c(G_2, \mathcal{H}_2) \). This inequality is proved in Lemma 6.3 below. Because of this estimate, the completion of \( C_c(G_1, \mathcal{H}_1) \otimes C_c(G_2, \mathcal{H}_2) \) with respect to the inner product \( (\cdot, \cdot)_{\tilde{\mathcal{H}}_{1 \otimes \mathcal{H}_2}} \) contains the completion of this tensor product in the norm \( \|\cdot\|_{L^1(G_1 \times G_2, \mathcal{H}_1 \otimes \mathcal{H}_2)} \), which in turn contains \( C_c(G_1 \times G_2, \mathcal{H}_1 \otimes \mathcal{H}_2) \).
Next, we prove that the two unbounded cycles \(39\) and \(41\) define the same class in KK-theory. By Lemma 10 and Corollary 17 from \(26\), this follows if we can show that

\[
\text{dom } D_{\tilde{E}_1 \otimes \tilde{E}_2} \subset \text{dom } D_{\hat{E}}, \quad \text{and}
\]

\[
D_{\hat{E}}|_{\text{dom } D_{\tilde{E}_1 \otimes \tilde{E}_2}} = D_{\tilde{E}_1 \otimes \tilde{E}_2}.
\]

We first prove \((43)\). Note that the domain of \(D_{\tilde{E}_1 \otimes \tilde{E}_2}\) is the completion of \(\text{dom } D_{\tilde{E}_1} \otimes \text{dom } D_{\tilde{E}_2}\) in the norm \(\| \cdot \|_{D_{\tilde{E}_1 \otimes \tilde{E}_2}}\), given by

\[
\| \varphi_1 \otimes \varphi_2 \|_{D_{\tilde{E}_1 \otimes \tilde{E}_2}} := \| \varphi_1 \otimes \varphi_2 \|_{\tilde{E}_1 \otimes \tilde{E}_2}^2 + \| D_{\tilde{E}_1} \varphi_1 \otimes \varphi_2 + \varphi_1 \otimes D_{\tilde{E}_2} \varphi_2 \|_{\tilde{E}_1 \otimes \tilde{E}_2}^2,
\]

for all \(\varphi_j \in \text{dom } D_{\tilde{E}_j}\). The domain of \(D_{\hat{E}_j}\) in turn is the completion of \(\tilde{E}_j(p_j)C_c(G_j, \text{dom } D_j)\) in the norm \(\| \cdot \|_{\hat{E}_j}\), defined analogously to \((45)\).

To prove \((43)\), we consider the subspace

\[
V := \tilde{E}_1(p_1)C_c(G_1, \text{dom } D_1) \otimes \tilde{E}_2(p_2)C_c(G_2, \text{dom } D_2)
\]

of \(\text{dom } D_{\tilde{E}_1} \otimes \text{dom } D_{\tilde{E}_2}\). We begin by showing that the completion of \(V\) in the norm \(\| \cdot \|_{D_{\tilde{E}_1 \otimes \tilde{E}_2}}\) contains \(\text{dom } D_{\tilde{E}_1} \otimes \text{dom } D_{\tilde{E}_2}\). This will imply that

\[
\nabla = \text{dom } D_{\tilde{E}_1} \otimes \text{dom } D_{\tilde{E}_2}
\]

\[
= \text{dom } D_{\tilde{E}_1 \otimes \tilde{E}_2},
\]

with completions taken in the norm \(\| \cdot \|_{D_{\tilde{E}_1 \otimes \tilde{E}_2}}\).

For \(j = 1, 2\), let \(\varphi_j \in \text{dom } D_{\tilde{E}_j}\) be given. Let \((\varphi^k_j)_{k=1}^\infty\) be a sequence in \(\tilde{E}_j(p_j)C_c(G_j, \text{dom } D_j)\) such that

\[
\lim_{k \to \infty} \| \varphi^k_j - \varphi_j \|_{D_{\tilde{E}_j}} = 0.
\]

We claim that

\[
\lim_{k \to \infty} \| \varphi^k_1 \otimes \varphi^k_2 - \varphi_1 \otimes \varphi_2 \|_{D_{\tilde{E}_1 \otimes \tilde{E}_2}} = 0,
\]

which implies that \(\varphi_1 \otimes \varphi_2\) lies in the completion of \(V\) in the norm \(\| \cdot \|_{D_{\tilde{E}_1 \otimes \tilde{E}_2}}\). This claim is proved in Lemma \(5.4\) below. General elements of \(\text{dom } D_{\tilde{E}_1} \otimes \text{dom } D_{\tilde{E}_2}\) are (finite) sums of simple tensors like \(\varphi_1 \otimes \varphi_2\), and can be approximated by sums of sequences like \((\varphi^k_1 \otimes \varphi^k_2)_{k=1}^\infty\). Hence the completion of \(V\) in the norm \(\| \cdot \|_{D_{\tilde{E}_1 \otimes \tilde{E}_2}}\) indeed contains \(\text{dom } D_{\tilde{E}_1} \otimes \text{dom } D_{\tilde{E}_2}\), so that \((46)\) holds.

Finally, observe that \(\text{dom } D_{\hat{E}}\) is the completion of \(\pi(p)C_c(G_1 \times G_2, \text{dom } D_{\tilde{E}_1 \otimes \tilde{E}_2})\) in the norm \(\| \cdot \|_{D_{\hat{E}}},\) which is again defined analogously to \((45)\). Since \(V\) is contained in \(\pi(p)C_c(G_1 \times G_2, \text{dom } D_{\tilde{E}_1 \otimes \tilde{E}_2})\), the completion of \(V\) in the norm \(\| \cdot \|_{D_{\hat{E}}},\) is contained in \(\text{dom } D_{\hat{E}}\). Furthermore, the operators \(D_{\hat{E}}\) and \(D_{\tilde{E}_1 \otimes \tilde{E}_2}\) coincide on \(V\), since their restrictions to \(V\) are both given by

\[
\tilde{E}_1(p_1)\varphi_1 \otimes \tilde{E}_2(p_2)\varphi_2 \mapsto \tilde{E}_1(p_1)D_1 \circ \varphi_1 \otimes \tilde{E}_2(p_2)\varphi_2 + \tilde{E}_1(p_1)\varphi_1 \otimes \tilde{E}_2(p_2)D_2 \circ \varphi_2.
\]
Using the triangle inequality and the fact that \( \psi \) allows us to use this fact. By definition of the norm \( \| \cdot \| \), this implies that the norms \( \| \cdot \|_{D_{\xi}} \) and \( \| \cdot \|_{D_{\xi_1,2}} \) are the same on \( V \), so that the completion of \( V \) with respect to \( \| \cdot \|_{D_{\xi}} \) equals the completion of \( V \) with respect to \( \| \cdot \|_{D_{\xi_1,2}} \), which equals \( \text{dom} \ D_{\xi_1,2} \), by (46). We conclude that

\[ \text{dom} \ D_{\xi_1,2} = V \subset \text{dom} \ D_{\xi}, \]

as claimed.

Claim (44) now follows, because by (46), the restriction of \( D_{\xi} \) to \( \text{dom} \ D_{\xi_1,2} \) is the closure of \( D_{\xi}|_V \), which equals \( D_{\xi,2}|_V \). The closure of the latter operator is \( D_{\xi_1,2} \), again by (46), and we are done. \( \square \)

**Lemma 5.3.** The inequality (42) holds for all \( \varphi \in C_c(G_1, \mathcal{H}_1) \otimes C_c(G_2, \mathcal{H}_2) \).

**Proof.** For such \( \varphi \), we have

\[
\| (\varphi, \varphi)_{\tilde{H}_1 \otimes \tilde{H}_2} \|_{C^\infty(G_1 \times G_2)} \| C^\infty(G_1 \times G_2) \| \leq \| (\varphi, \varphi)_{\tilde{H}_1 \otimes \tilde{H}_2} \|_{L^1(G_1 \times G_2)} = \int_{G_1 \times G_2} \int_{G_1 \times G_2} (\varphi(g_1, g_2), \varphi(g_1, g_2)) \, \tilde{H}_1 \otimes \tilde{H}_2 \, dg_1 \, dg_2 \leq \int_{G_1 \times G_2} \int_{G_1 \times G_2} \| (\varphi(g_1, g_2), \varphi(g_1, g_2)) \|_{\tilde{H}_1 \otimes \tilde{H}_2} \, dg_1 \, dg_2 \leq \int_{G_1 \times G_2} \int_{G_1 \times G_2} \| (\varphi(g_1, g_2), \varphi(g_1, g_2)) \|_{\tilde{H}_1 \otimes \tilde{H}_2} \, dg_1 \, dg_2, \]

by the Cauchy-Schwartz inequality. Because of left invariance of the Haar measures \( dg_1 \) and \( dg_2 \), the latter expression is the square of the \( L^1 \)-norm of \( \varphi \). \( \square \)

**Lemma 5.4.** The limit (47) equals zero.

**Proof.** Since for \( j = 1, 2 \), we have

\[
0 = \lim_{k \to \infty} \| \varphi_j^k - \varphi_j \|_{\tilde{H}_j} = \lim_{k \to \infty} \left( \| \varphi_j^k - \varphi_j \|_{\tilde{H}_j} + \| D_{\xi_1} \varphi_j^k - D_{\xi_1} \varphi_j \|_{\tilde{H}_j} \right), \quad (48)
\]

both terms in (48) tend to zero as \( k \to \infty \). Let us rewrite (47) in a way that allows us to use this fact. By definition of the norm \( \| \cdot \|_{D_{\xi_1,2}} \), we have

\[
\| \varphi_1^k \otimes \varphi_2^k - \varphi_1 \otimes \varphi_2 \|_{D_{\xi_1,2}} = \| \varphi_1^k \otimes \varphi_2^k - \varphi_1 \otimes \varphi_2 \|_{\tilde{H}_1 \otimes \tilde{H}_2} + \| D_{\xi_1} \varphi_1^k \otimes \varphi_2^k - D_{\xi_1} \varphi_1 \otimes \varphi_2 + \varphi_1^k \otimes D_{\xi_2} \varphi_2^k - \varphi_1 \otimes D_{\xi_2} \varphi_2 \|_{\tilde{H}_1 \otimes \tilde{H}_2}. \]

Using the triangle inequality and the fact that \( \| \psi_1 \otimes \psi_2 \|_{\tilde{H}_1 \otimes \tilde{H}_2} \leq \| \psi_1 \|_{\tilde{H}_1} \| \psi_2 \|_{\tilde{H}_2} \) for all \( \psi_j \in \tilde{H}_j \) (this follows from the fact that any \( C^\ast \)-norm on a tensor product
is subcross, see [45, Corollary T.6.2], we see that this number is less than or equal to

\[
\left( \|\varphi_k^1 - \varphi_1\|_{\tilde{H}_1} \|\varphi_k^2\|_{\tilde{H}_2} + \|\varphi_1\|_{\tilde{H}_1} \|\varphi_k^2 - \varphi_2\|_{\tilde{H}_2} \right)^2 + \\
\left( \|D_{\tilde{E}_1} \varphi_k^1 - D_{\tilde{E}_1} \varphi_1\|_{\tilde{H}_1} \|\varphi_k^2\|_{\tilde{H}_2} + \|D_{\tilde{E}_1} \varphi_1\|_{\tilde{H}_1} \|\varphi_k^2 - \varphi_2\|_{\tilde{H}_2} + \\
\|\varphi_1\|_{\tilde{H}_1} \|D_{\tilde{E}_2} \varphi_k^1\|_{\tilde{H}_2} + \|\varphi_1\|_{\tilde{H}_1} \|D_{\tilde{E}_2} \varphi_1\|_{\tilde{H}_2} \right)^2. \tag{49}
\]

By the observation at the beginning of this proof, all terms in (49) contain a factor that goes to zero as \( k \to \infty \). Since the other factors are bounded functions of \( k \), the claim follows. \( \square \)

5.4 The right-hand diagram: a decomposition of the induction map \( D-\text{Ind}_G^K \)

In this subsection, we complete the proof of Theorem 4.6 by proving commutativity of the right-hand diagram in (28). In this proof, we will use commutativity of the top, middle and bottom diagrams in the case where \( N \) is a point.

But first, we give the following description of the map \( D-\text{Ind}_G^K \). Let \( V \) be a finite-dimensional unitary representation of \( K \), and let \( \mathcal{D}^V \) be the Dirac operator defined in (5). The closure of this operator is an unbounded self-adjoint operator on the space of \( L^2 \)-sections of \( E_V \), which is odd with respect to the \( \mathbb{Z}_2 \)-grading.

This space of \( L^2 \)-sections is isomorphic to the space \((L^2(G) \otimes \Delta_{d_x} \otimes V)^K \), where the \( K \)-action is again defined by (3) (with smooth functions replaced by \( L^2 \)-functions, of course). Let \( b \) be a normalising function, so that we have the class

\[
[(L^2(G) \otimes \Delta_{d_x} \otimes V)^K, b(\mathcal{D}^V), \pi_{G/K}] \in K^G_0(G/K).
\]

Here \( \pi_{G/K} \) denotes the representation of \( C_0(G/K) \) on \( L^2(G/K, E_V) \) as multiplication operators.

Lemma 5.5. In this situation, we have

\[
D-\text{Ind}_G^K[V] = \mu_{G/K}^G [(L^2(G) \otimes \Delta_{d_x} \otimes V)^K, b(\mathcal{D}^V), \pi_{G/K}] \in K_0(C^*_r(G)).
\]

Proof. Write

\[
[\mathcal{E}, F_{\mathcal{E}}] := \mu_{G/K}^G [(L^2(G) \otimes \Delta_{d_x} \otimes V)^K, b(\mathcal{D}^V), \pi_{G/K}] = (C^*_r(G) \otimes \Delta_{d_x} \otimes V)^K
\]

as Hilbert \( C^*_r(G) \)-modules.
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To prove this equality, we note that for all \( f, f' \in (L^2(G))_c \) and all \( g \in G \),
\[
(f, f')_E(g) = (f, g \cdot f')_{L^2(G)} = (f \ast (f')^*)(g),
\]
as one easily computes. This implies that the \( C^*rG \)-valued inner product on \( E \) is the same as the one on \( (C^*rG) \otimes \Delta d_p \otimes V)^K \).

The \( C^*rG \)-module structure of \( E \) is given by
\[
h \cdot (f \otimes \delta \otimes v) = \int_G h(g) g \cdot (f \otimes \delta \otimes v) dg
\]
for all \( h \in C_c(G) \), \( f \in L^2(G) \), \( \delta \in \Delta d_p \) and \( v \in V \). Hence the equality (50) includes the \( C^*rG \)-module structure.

**Proof of commutativity of the right-hand diagram.** Consider the vector bundles \( V \) and \( \{0\} \) over a point. Let \( 0_V : V \to \{0\} \) be the only possible operator between (the spaces of smooth sections of) these bundles. It defines a class \( [0_V] = [V \oplus \{0\}, 0_V] \in K^0_K(\text{pt}) \), and we have
\[
\mu^K_{\text{pr}}[0_V] = [V] \in R(K).
\]
Now we find that
\[
D\text{-Ind}_G^K[V] = \mu^{G \times K \times K}_{G/K}[(L^2(G) \otimes \Delta d_p \otimes V)^K, b(D^V), \pi_{G/K}]
\]
by Lemma 5.5
\[
= \mu^G_{G/K} \circ \Delta_{(K)} \circ \text{Res}^{G \times K \times K}_{G \times \Delta_{(K)}}[D_{G,K} \otimes 1_V]
\]
by Corollary 3.13 in [22] and the fact that \( D^V \) is the restriction of \( D_{G,K} \otimes 1_V \) to \( K \)-invariant elements of \( C^\infty(G) \otimes \Delta d_p \otimes V \). Corollary 3.13 in [22] was proved for group actions with a compact orbit space, but the proof given there can easily be generalised to the general case.

By commutativity of the top, middle and bottom diagrams when \( N \) is a point, (51) equals
\[
\mu^G_{G/K} \circ \Delta_{(K)} \circ \text{Res}^{G \times K \times K}_{G \times \Delta_{(K)}}[D_{G,K} \otimes 1_V]
\]
by Corollary 3.13 in [22] and the fact that \( D^V \) is the restriction of \( D_{G,K} \otimes 1_V \) to \( K \)-invariant elements of \( C^\infty(G) \otimes \Delta d_p \otimes V \). Corollary 3.13 in [22] was proved for group actions with a compact orbit space, but the proof given there can easily be generalised to the general case.

By commutativity of the top, middle and bottom diagrams when \( N \) is a point, (51) equals
\[
\mu^G_{G/K} \circ \Delta_{(K)} \circ \text{Res}^{G \times K \times K}_{G \times \Delta_{(K)}}[D_{G,K} \otimes 1_V]
\]
by Corollary 3.13 in [22] and the fact that \( D^V \) is the restriction of \( D_{G,K} \otimes 1_V \) to \( K \)-invariant elements of \( C^\infty(G) \otimes \Delta d_p \otimes V \). Corollary 3.13 in [22] was proved for group actions with a compact orbit space, but the proof given there can easily be generalised to the general case.

By commutativity of the top, middle and bottom diagrams when \( N \) is a point, (51) equals
\[
\mu^G_{G/K} \circ \Delta_{(K)} \circ \text{Res}^{G \times K \times K}_{G \times \Delta_{(K)}}[D_{G,K} \otimes 1_V]
\]
by Corollary 3.13 in [22] and the fact that \( D^V \) is the restriction of \( D_{G,K} \otimes 1_V \) to \( K \)-invariant elements of \( C^\infty(G) \otimes \Delta d_p \otimes V \). Corollary 3.13 in [22] was proved for group actions with a compact orbit space, but the proof given there can easily be generalised to the general case.

**Remark 5.6.** Supposing that \( V \) is irreducible, we could also have applied the Borel–Weil(–Bott) theorem to realise the class \([V] \in R(K)\) as \( \mu^K_{K/T}[D_{\lambda}] \), where \( i\lambda \) is the highest weight of \( V \), and \( D_{i\lambda} \) is the Dolbeault–Dirac operator on \( K/T \) coupled to the usual line bundle that is used in the Borel–Weil theorem. We would then have used commutativity of the top, middle and bottom diagrams for \( N = K/T \).
6 Dirac operators and the map $K\text{-Ind}^G_K$

This section is devoted to the proof of Proposition 4.7. We will define an operator $\tilde{\mathcal{D}}_{\mathcal{L}^2}$ whose $K$-homology class is the image of the class of $\mathcal{D}_{\mathcal{L}^2}$ under the map $K\text{-Ind}^G_K$. Then we prove some general facts about principal symbols, and finally we use these facts to show that $\mathcal{D}_{\mathcal{L}^2}$ and $\tilde{\mathcal{D}}_{\mathcal{L}^2}$ define the same class in $K$-homology, proving Proposition 4.7.

Throughout this section, we will consider a class $\left[ N, \nu, \Phi^N, L^{2\nu}, (\cdot, \cdot)_{L^{2\nu}}, \nabla^N, P^N \right] \in \text{CSEHamPS}(K)$, and we will write $\left[ M, \omega, \Phi^M, L^{2\omega}, (\cdot, \cdot)_{L^{2\omega}}, \nabla^M, P^M \right] := H\text{-Ind}^G_K \left[ N, \nu, \Phi^N, L^{2\nu}, (\cdot, \cdot)_{L^{2\nu}}, \nabla^N, P^N \right] \in \text{CSEHamPS}(G)$.

6.1 Another Dirac operator on $M$

Let us construct the differential operator $\tilde{\mathcal{D}}_{\mathcal{L}^2}$ mentioned in the introduction to this section. Just like the Spin$^c$-Dirac operator $\mathcal{D}_{\mathcal{L}^2}$, it acts on sections of the spinor bundle $S^M := P_M \times_{\text{Spin}^c(d_M)} \Delta_{d_M} \to M$, associated to the Spin$^c$-structure $P^M$ defined in Subsection 3.2.

In the definition of the operator $\tilde{\mathcal{D}}_{\mathcal{L}^2}$, we will use the following decomposition of the spinor bundle $S^M$:

**Lemma 6.1.** We have a $G$-equivariant isomorphism of vector bundles over $M$, $S^M \cong ((G \times \Delta_{d_p}) \boxtimes S^N)/K$, where $K$ acts on $(G \times \Delta_{d_p}) \boxtimes S^N$ by

$$k \cdot ((g, \delta_p) \otimes s^N) = (g k^{-1}, \tilde{\text{Ad}}(k) \delta_p) \otimes k \cdot s^N,$$

for $k \in K$, $g \in G$, $\delta_p \in \Delta_{d_p}$ and $s^N \in S^N$.

**Proof.** We have the following chain of isomorphisms:

$$S^M \cong (P_M^{G/K} \times_{U(1)} (G \times_K P^N)) \times_H \Delta_{d_p} \otimes \Delta_{d_N}$$

$$\cong (P_M^{G/K} \times_{\text{Spin}^c(d_p)} \Delta_{d_p}) \otimes (G \times_K P^N \times_{\text{Spin}^c(d_N)} \Delta_{d_N})$$

$$\cong ((G \times N \times \Delta_{d_p})/K \otimes (G \times S^N)/K$$

$$\cong ((G \times \Delta_{d_p}) \boxtimes S^N)/K.$$  \hspace{1cm} (53)

The first isomorphism in (53) is induced by the $H$-equivariant isomorphism $\Delta_{d_M} \cong \Delta_{d_p} \otimes \Delta_{d_N}$.  
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The second isomorphism is given by
\[\left[p_{M}^{G/K}, [g, p^{N}], \delta_{g} \otimes \delta_{N}\right] \mapsto \left[p_{M}^{G/K}, \delta_{p}\right] \otimes \left[[g, p^{N}], \delta_{N}\right],\]
for all \(p_{M}^{G/K} \in P_{M}^{G/K}, g \in G, p^{N} \in P^{N}, \delta_{p} \in \Delta_{d_{p}}\) and \(\delta_{N} \in \Delta_{d_{N}}\).

The third isomorphism is the obvious one, given the definitions of \(F_{M}^{G/K}\) and \(S^{N}\).

Finally, the fourth isomorphism is a special case of the isomorphism
\[E/G \otimes F/G \cong (E \otimes F)/G,\]
if \(H\) is a group acting freely on a manifold \(M\), and \(E \to M\) and \(F \to M\) are \(G\)-vector bundles.

Explicitly, the isomorphism (53) is given by
\[\left[g, n, a\right], \left[g, p^{N}\right], \delta_{d_{p}} \otimes \delta_{N} \mapsto \left[(g, a\delta_{p}) \otimes \left[p^{N}, \delta_{N}\right]\right],\]
for \(g \in G, n \in N, a \in \text{Spin}^{c}(p), p^{N} \in P^{N}, \delta_{p} \in \Delta_{d_{p}}\) and \(\delta_{N} \in \Delta_{d_{N}}\).

Next, let \(\mathcal{P}_{G,K}\) be the operator defined on page 35, and consider the operator
\[\mathcal{P}_{G,K} \otimes 1 + 1 \otimes \mathcal{P}_{N}^{L^{2\nu}} : \Gamma^{\infty}(G \times N, (G \times \Delta_{d_{p}}) \boxtimes S^{N}) \to \Gamma^{\infty}(G \times N, (G \times \Delta_{d_{p}}) \boxtimes S^{N}),\]
which is odd with respect to the grading on the tensor product \((G \times \Delta_{d_{p}}) \boxtimes S^{N}\) induced by the gradings on \(\Delta_{d_{p}}\) and \(S^{N}\). Because the operators \(\mathcal{P}_{G,K}\) and \(\mathcal{P}_{N}^{L^{2\nu}}\) are \(K\)-equivariant, we obtain an operator
\[\tilde{\mathcal{P}}_{M}^{L^{2\nu}} := (\mathcal{P}_{G,K} \otimes 1 + 1 \otimes \mathcal{P}_{N}^{L^{2\nu}})^{K}\]
(54)
on
\[\Gamma^{\infty}(G \times N, (G \times \Delta_{d_{p}}) \boxtimes S^{N})^{K} \cong \Gamma^{\infty}(M, ((G \times \Delta_{d_{p}}) \boxtimes S^{N}) \boxtimes K)\]
\[\cong \Gamma^{\infty}(M, S^{M}),\]
by Lemma 6.1.

The importance of the operator \(\tilde{\mathcal{P}}_{M}^{L^{2\nu}}\) lies in the following fact:

**Lemma 6.2.** The image of the class \([\mathcal{P}_{N}^{L^{2\nu}}]\) \(K^{0}(N)\) under the map \(K\text{-Ind}^{G}_{K}\) is the class of \(\tilde{\mathcal{P}}_{M}^{L^{2\nu}}\) in \(K^{0}(M)\).

**Proof.** By Theorem 10.8.7 from [20] the Kasparov product \([\mathcal{P}_{G,K}] \times [\mathcal{P}_{N}^{L^{2\nu}}] \in K^{0}(G \times N)\) is the class of the operator \(\mathcal{P}_{G,K} \otimes 1 + 1 \otimes \mathcal{P}_{N}^{L^{2\nu}}\) on \((G \times \Delta_{d_{p}}) \boxtimes S^{N}\). It then follows from Corollary 3.13 in [22] that the latter class is mapped to the class of \(\tilde{\mathcal{P}}_{M}^{L^{2\nu}}\).

\[\tilde{\mathcal{P}}_{M}^{L^{2\nu}}\]

This can also be seen in the unbounded picture of \(KK\)-theory.
Therefore, Proposition 4.7 follows if we can prove that \( \tilde{D}_M \) and \( \tilde{D}_M^{2\nu} \) define the same \( K \)-homology class. We prove this fact by showing that their principal symbols are equal.

### 6.2 Principal symbols

This subsection contains some general facts about the principal symbols of differential operators that are constructed from other differential operators. Their proofs are straightforward.

#### Tensor products

First, let \( X \) and \( Y \) be smooth manifolds, and let \( E \to X \) and \( F \to Y \) be vector bundles. Let \( D_E : \Gamma^\infty(E) \to \Gamma^\infty(E) \) and \( D_F : \Gamma^\infty(F) \to \Gamma^\infty(F) \) be differential operators of the same order \( d \). Consider the exterior tensor product \( E \boxtimes F \to X \times Y \), and let \( D := D_E \otimes 1 + 1 \otimes D_F \) be the operator on \( \Gamma^\infty(E \boxtimes F) \) given by

\[
D(s \boxtimes t) = D_E s \boxtimes t + s \boxtimes D_F t,
\]

for \( s \in \Gamma^\infty(E) \) and \( t \in \Gamma^\infty(F) \).

As before, we denote the cotangent bundle projection of a manifold \( M \) by \( \pi_M \). The principal symbols of the operators \( D_E, D_F \) and \( D \) are vector bundle homomorphisms

\[
\sigma_{D_E} : \pi^*_X E \to \pi^*_X E; \\
\sigma_{D_F} : \pi^*_Y F \to \pi^*_Y F; \\
\sigma_D : \pi^*_{X \times Y} (E \boxtimes F) \to \pi^*_{X \times Y} (E \boxtimes F).
\]

Let

\[
\theta : \pi^*_{X \times Y} (E \boxtimes F) \to \pi^*_X E \boxtimes \pi^*_Y F
\]

be the isomorphism of vector bundles over \( T^*(X \times Y) \cong T^*X \times T^*Y \) given by

\[
\theta((\xi, \eta), (e \otimes f)) = (\xi, e) \otimes (\eta, f),
\]

for \( x \in X, y \in Y, \xi \in T_x X, \eta \in T_y Y, e \in E_x \) and \( f \in F_y \). The first fact about principal symbols that we will use is:

**Lemma 6.3.** The following diagram commutes:

\[
\begin{array}{ccc}
\pi^*_{X \times Y} (E \boxtimes F) & \xrightarrow{\sigma_D} & \pi^*_{X \times Y} (E \boxtimes F) \\
\theta \cong & & \theta \cong \\
\pi^*_X E \boxtimes \pi^*_Y F & \xrightarrow{\sigma_{D_E} \otimes 1 + 1 \otimes \sigma_{D_F}} & \pi^*_X E \boxtimes \pi^*_Y F.
\end{array}
\]
Pullbacks

Next, let $X$ and $Y$ again be smooth manifolds, and let $q: E \to Y$ be a vector bundle. Let $f: X \to Y$ be a smooth map. (We will later apply this to the situation $X = G \times N$, $Y = M$, $E = S^M \otimes L^{2\omega}$, and $f$ the quotient map.) Let $D_E$ be a differential operator on $E$, of order $d$. Let $D_{f^*E}$ be a differential operator on the pullback bundle $f^*E$ with the property that for all $s \in \Gamma^\infty(E)$,

$$D_{f^*E}(f^*s) = f^*(D_E s).$$

Consider the vector bundle

$$f^*(T^*Y \oplus E) \to X.$$

It consists of triples $(x, \xi, e) \in X \times T^*Y \times E$, with $f(x) = \pi_Y(\xi) = q(e)$. Using this vector bundle, we write down the diagram

$$\begin{array}{ccc}
\pi_Y^*E & \xrightarrow{\sigma_{D_E}} & \pi_Y^*E \\
\downarrow{a} & & \downarrow{a} \\
f^*(T^*Y \oplus E) & \xrightarrow{\sigma_D} & f^*(T^*Y \oplus E) \\
\downarrow{b} & & \downarrow{b} \\
\pi_X^*(f^*E) & \xrightarrow{\sigma_{D_{f^*E}}} & \pi_X^*(f^*E),
\end{array}$$

where for all $(x, \xi, e) \in f^*(T^*Y \oplus E)$,

$$a(x, \xi, e) := (\xi, e)$$
$$b(x, \xi, e) := ((T_xf)^*\xi, x, e)$$
$$\sigma_D(x, \xi, e) := \left(x, (T_xf)^*(\xi, e)\right).$$

**Lemma 6.4.** Diagram (55) commutes.

Rather than diagram (55), we would prefer a diagram with a direct vector bundle homomorphism from $\pi_Y^*E$ to $\pi_X^*(f^*E)$ in it. It is however impossible to define such a map in general. The best we can do is to define it for each point $x \in X$ separately: let

$$(b \circ a^{-1})_x: \pi_Y^*E|_{T_{f(x)}Y} \to \pi_X(f^*E)|_{T_xX}$$

be the map

$$(b \circ a^{-1})_x(\xi, e) = ((T_xf)^*\xi, e).$$

Using this map, we obtain the following statement, which is actually equivalent to Lemma 6.4.
Corollary 6.5. For all $x \in X$, the following diagram commutes:

\[
\begin{array}{c}
\pi_X^*E|_{T^*_pX} \quad \sigma^{DE}_{T^*_pX} \quad \pi_Y^*E|_{T^*_pX} \\
\downarrow \quad \downarrow \quad \downarrow \\
\pi_X^*(f^*E)|_{T^*_pX} \quad \sigma^{DE}_{T^*_pX} \quad \pi_Y^*(f^*E)|_{T^*_pX}.
\end{array}
\]

One last remark that we will use later, is that the maps $(b \circ a^{-1})_x$ are injective if $T_x f$ is surjective. So if $f$ is a submersion, all $(b \circ a^{-1})_x$ are injective.

6.3 The principal symbols of $\mathcal{D}_{M}^{L^{2\omega}}$ and $\mathcal{D}_{M}^{L^{2\omega}}$.

Let $g^N$ and $g^M$ be the Riemannian metrics on $N$ and $M$, respectively, induced by the Spin$^c$-structures $P^N$ and $P^M$. We use the same notation for the map $g^M : TM \to T^*M$ given by $v \mapsto g^M(v, -)$, and similarly for $g^N$. The Dirac operators $\mathcal{D}_{M}^{L^{2\omega}}$ and $\mathcal{D}_{N}^{L^{2\omega}}$ have principal symbols

\[
\sigma_{\mathcal{D}_{M}^{L^{2\omega}}} : \pi_M^*S^M \to \pi_M^*S^M; \\
\sigma_{\mathcal{D}_{N}^{L^{2\omega}}} : \pi_N^*S^N \to \pi_N^*S^N,
\]

given by the Clifford action:

\[
\sigma_{\mathcal{D}_{M}^{L^{2\omega}}}((\xi, s^M)) = (\xi, c_{TM}(i(g^M)^{-1}(\xi))s^M); \\
\sigma_{\mathcal{D}_{N}^{L^{2\omega}}}((\eta, s^N)) = (\eta, c_{TN}(i(g^N)^{-1}(\eta))s^N),
\]

for $m \in M$, $\xi \in T^*_mM$, $s^M \in S^M_m$ and $n \in N$, $\eta \in T^*_nN$, $s^N \in S^N_n$.

To determine the principal symbol of $\mathcal{D}_{M}^{L^{2\omega}}$, we need the following basic fact:

Lemma 6.6. The principal symbol of the operator $\mathcal{D}_{G,K}$ on the trivial bundle $G \times \Delta_{d_p} \to G$ is given by

\[
\sigma_{\mathcal{D}_{G,K}}(g, \xi, \delta_p) = (g, \xi, c_p(i\xi_p)\delta_p),
\]

for $g \in G$, $\xi \in g^*$ and $\delta_p \in \Delta_{d_p}$. Here $\xi_p^*$ is the component of $\xi$ in $p^* \cong \mathfrak{t}^0$ according to $g^* = \mathfrak{p}^0 \oplus \mathfrak{t}^0$, and we identify $p^*$ with $\mathfrak{p}$, and $\mathfrak{p}$ with $\mathbb{R}^{d_p}$, using a $B$-orthonormal basis $\{X_1, \ldots, X_{d_p}\}$ of $\mathfrak{p}$.

Proof. Let $g \in G$, $f \in C^\infty(G)$ and $\tau \in C^\infty(G, \Delta_{d_p})$ be given. Then

\[
\sigma_{\mathcal{D}_{G,K}}(d_g f, \tau(g)) = (d_g f, \lim_{\lambda \to \infty} \frac{1}{\lambda}(e^{-i\lambda f} \mathcal{D}_{G,K}(e^{i\lambda f} \tau))(g)) \\
= (d_g f, \lim_{\lambda \to \infty} \frac{1}{\lambda}(e^{-i\lambda f} \sum_j c_p(X_j)X_j(e^{i\lambda f} \tau))(g)).
\]
This expression equals

\[
\left( d_g f, \lim_{\lambda \to \infty} \frac{1}{\lambda} \left( \sum_j c_p(X_j)(i\lambda X_j(f)\tau + X_j(\tau))(g) \right) \right) = \left( d_g f, i \sum_j c_p(X_j)(d_g f, T_{\lambda g}(X_j))\tau(g) \right).
\]

Hence for all \( \xi \in \mathfrak{g}^* \), \( \delta_p \in \Delta_{dp} \), we have

\[
\sigma_{\mathcal{G},K}(g, \xi, \delta_p) = \left( g, \xi, \sum_j c_p(\langle \xi, X_j \rangle X_j) \delta_p \right),
\]

since \( \{X_j\} \) is a basis of \( \mathfrak{p} \), orthonormal with respect to the Killing form.

We are now ready to prove that \( \mathcal{L}_{dl}^{2\omega} \) and \( \tilde{\mathcal{L}}_{dl}^{2\omega} \) have the same principal symbol, and hence define the same class in \( K \)-homology. This will conclude the proof of Proposition 4.7, which was the remaining step in the proof of Theorem 4.5. As we saw in Subsection 4.3, the latter theorem implies Theorem 1.8, which is our second main result.

Proposition 6.7. The following diagram commutes:

\[
\begin{array}{ccc}
\pi_M^* S^M & \xrightarrow{\sigma_{\mathcal{G},K}^{\otimes 1+1}} & \pi_M^* S^M \\
\pi_M^* ((G \times \Delta_{dp}) \otimes S^N)/K) & \xrightarrow{\sigma_{\mathcal{G},K}^{\otimes 2\omega}} & \pi_M^* ((G \times \Delta_{dp}) \otimes S^N)/K) \\
p^* (T^* M \oplus ((G \times \Delta_{dp}) \otimes S^N)/K) & \xrightarrow{\sigma_{\mathcal{G},K}^{\otimes 2\omega}} & p^* (T^* M \oplus ((G \times \Delta_{dp}) \otimes S^N)/K) \\
\pi_{G \times N}(p^*((G \times \Delta_{dp}) \otimes S^N)/K) & \xrightarrow{\sigma_{\mathcal{G},K}^{\otimes 2\omega}} & \pi_{G \times N}(p^*((G \times \Delta_{dp}) \otimes S^N)/K) \\
\pi_{G \times N}((G \times \Delta_{dp}) \otimes S^N) & \xrightarrow{\sigma_{\mathcal{G},K}^{\otimes 2\omega}} & \pi_{G \times N}((G \times \Delta_{dp}) \otimes S^N) \\
\pi_G^*(G \times \Delta_{dp}) \otimes \pi_N^* S^N & \xrightarrow{\sigma_{\mathcal{G},K}^{\otimes 2\omega}} & \pi_G^*(G \times \Delta_{dp}) \otimes \pi_N^* S^N.
\end{array}
\]

Here the isomorphism \( h \) is induced by the general isomorphism \( p^*(E/H) \cong E \). The fourth horizontal map from the top is just defined as the composition
Proof. It follows from Lemma 6.3 that the bottom square of (57) commutes. Note that
\[(\mathcal{P}_{G,K} \otimes 1 + 1 \otimes \mathcal{P}_N^{L^{2\omega}}) p^* s = p^* (\mathcal{P}_M^{L^{2\omega}} s)\]
for all \( s \in \Gamma((G \times \Delta_d) \otimes S^N)/K \). We can therefore apply Lemma 6.4 to see that the second and third squares in (57) from the top commute as well. We will first show that the outside of diagram (57) commutes, and then deduce commutativity of the top subdiagram.

Let \( g \in G, n \in N, \eta \in T_n^* N, \xi \in \mathfrak{p}^*, p^N \in P^N, \delta_p \in \Delta_d, \) and \( \delta_N \in \Delta_d \) be given. Then we have the element
\[(\langle g, n \rangle, [g,n], \langle [g,\delta_p] \otimes [p^N,\delta_N] \rangle) \in p^* (T^*M \oplus ((G \times \Delta_d) \otimes S^N)/K). \quad (58)\]

Here we have used Proposition 2.1 and Lemma 2.2. Applying the map \( a \) and the (inverse of the) isomorphism in the upper left corner of (57) to this element, we obtain
\[
\begin{align*}
\langle [g,n],[g,n,\epsilon_{\text{Spin}^c(p)}],[g,p^N],[\delta_p \otimes \delta_N]\rangle \\
\in \pi^*_M (P_M^G \times_{\text{U}(1)} (G \times K P^N) \times H \Delta_d \otimes \Delta_d) \\
\cong \pi^*_M S^M. \quad (59)
\end{align*}
\]

Here \( \epsilon_{\text{Spin}^c(p)} \) is the identity element of \( \text{Spin}^c(p) \).

Let \( \zeta \in (\mathbb{R}^{d_N})^* \) be the covector such that \( \eta \in T_n^* N \) corresponds to \( [p^N,\zeta] \in P^N \times_{\text{Spin}^c(d_N)} (\mathbb{R}^{d_N})^* \). Then \( \sigma_{\mathcal{P}_M^{L^{2\omega}}} \) applied to (59) gives
\[(\langle g,\eta,\xi\rangle, [g,n,\epsilon_{\text{Spin}^c(p)}],[g,p^N],c_{\mathcal{P}_M \oplus \mathcal{P}_N} (i\xi,i\zeta) (\delta_p \otimes \delta_N)),\]
where we identify \((\mathbb{R}^{d_N})^* \cong \mathbb{R}^{d_N}\) using the standard Euclidean metric, and \( p^* \cong \mathfrak{p} \) using the Killing form. By definition of the Clifford modules \( \Delta_k \) (see e.g. 13, page 13), this equals
\[(\langle g,\eta,\xi\rangle, [g,n,\epsilon_{\text{Spin}^c(p)}],[g,p^N],c_p (i\xi)\delta_p \otimes \delta_N + \delta_p \otimes c_{\mathbb{R}^{d_N}} (i\zeta)\delta_N).\]

(This is the central step in the proof of Proposition 4.7)

The image of the latter element under the maps \( \theta \circ h \circ (b \circ a^{-1})(g,n) \) is
\[(\langle g,\xi\rangle, (g,c_p (i\xi)\delta_p)) \otimes (\eta, [p^N,\delta_N]) + (\langle g,\xi\rangle, (g,\delta_p)) \otimes (\eta, [p^N, c_{\mathbb{R}^{d_N}} (i\zeta)\delta_N]),\]
which by Lemma 6.6 equals the image under the map
\[(\sigma_{\mathcal{P}_M} \otimes 1 + 1 \otimes \sigma_{\mathcal{P}_N^{L^{2\omega}}}) \circ \theta \circ h \circ b\]
of (58). Therefore, the outside of diagram (57) commutes.

Now note that for all \((g,n) \in G \times N\), the composition \( \theta \circ h \circ (b \circ a^{-1})(g,n) \) is injective, because \( p \) is a submersion (see the remark after Corollary 6.5). This fact, together with commutativity of the outside of diagram (57), implies that the top part of (57) commutes as well.
Assumptions and notation

In this paper, we have used the following assumptions and notation.

Assumptions

- All manifolds and all maps between them are supposed to be smooth. In particular, all group actions are smooth.
- All momentum maps are supposed to be equivariant with respect to the coadjoint action.
- Unless stated otherwise, all vector bundles except those constructed from tangent bundles are supposed to be complex.

Notation

Groups

- $H$: a group;
- $G$: connected semisimple Lie group with finite centre (except in Subsections 2.1 and 5.3);
- $K < G$: maximal compact subgroup;
- $T < K$: maximal torus, also supposed to be a Cartan subgroup of $G$ (i.e. rank $G = \text{rank } K$);
- $\mathfrak{k} \subset \mathfrak{t} \subset \mathfrak{g}$: the respective Lie algebras; (we identify the dual space $\mathfrak{t}^*$ with the subspace $(\mathfrak{t}^*)^{\mathfrak{Ad}(T)}$ of $\mathfrak{Ad}(T)$-invariant elements);
- $B$: the Killing form on $\mathfrak{g}$;
- $\mathfrak{p} \subset \mathfrak{g}$: the (Ad($K$)-invariant) orthogonal complement of $\mathfrak{k}$ in $\mathfrak{g}$ with respect to $B$;
- $V^0$: for a subspace $V$ of a vector space $W$, the annihilator of $V$ in $W^*$, i.e. the space $\{\xi \in W^*; \xi|_V = 0\}$ (we identify $\mathfrak{t}^*$ with the annihilator $\mathfrak{p}^0 \subset \mathfrak{g}^*$; and $\mathfrak{p}^*$ with $\mathfrak{t}^0$);
- $t^*_+ \subset \mathfrak{t}^*$: a choice of positive Weyl chamber;
- $R = R(\mathfrak{g}, \mathfrak{t})$: the set of roots of $(\mathfrak{g}, \mathfrak{t})$;
- $R_c = R(\mathfrak{t}, \mathfrak{t})$: the set of roots of $(\mathfrak{t}, \mathfrak{t})$, considered as a subset of $R$;
- $R_n = R \setminus R_c$: the set of noncompact roots of $(\mathfrak{g}, \mathfrak{t})$;
- $R^+$: the set of positive roots of $(\mathfrak{g}, \mathfrak{t})$ with respect to $t^*_+$;
- $R_c^+, R_n^+$: $R_c \cap R^+$ and $R_n \cap R^+$, respectively;
\[ \begin{align*}
\bullet \ \rho, \rho_c, \rho_n : & \text{ half the sum of the positive roots in } R^+, R^c_+ \text{ and } R^+_n, \text{ respectively;} \\
\bullet \ \mathcal{W}(g,t), \mathcal{W}(k,t) : & \text{ the Weyl groups of } (g,t) \text{ and } (k,t), \text{ respectively.} \\
\bullet \ T^{\text{reg}} : & \text{ the dense subset of regular elements of } T; \ T^{\text{reg}} := \{ \exp X; X \in t, (\alpha, X) \not\in 2\pi i \mathbb{Z} \text{ for all } \alpha \in R(g,t) \}; \\
\bullet \ \text{ncw} \subset t^* : & \text{ the union of the 'noncompact walls', i.e. the set of } \xi \in t^* \text{ such that for some } \alpha \in R_n, \text{ we have } (\alpha, \xi) = 0; \\
\bullet \ g^*_{\text{el}} : & \text{ the set of elliptic elements of } g^*, \text{ equal to } \text{Ad}(G)t^*; \\
\bullet \ g^*_{\text{se}} : & \text{ the set of strongly elliptic elements of } g^*, \text{ equal to the interior of } g^*_{\text{nc}}, \text{ to the set of elements of } g^* \text{ with compact stabilisers, and to } \text{Ad}(G)(t^*_+ \setminus \text{ncw}); \\
\bullet \ O^{\xi} : & \text{ for } \xi \in g^* \text{ or } \xi \in k^*, \text{ the coadjoint orbit } \text{Ad}^*(G)\xi \text{ of } G \text{ or the coadjoint orbit } \text{Ad}^*(K)\xi \text{ of } K, \text{ where appropriate}; \\
\bullet \ O^\lambda : & \text{ for } \lambda \in i g^* \text{ or } \lambda \in i k^*, \text{ the coadjoint orbit } O^{-i\lambda}; \\
\bullet \ I_k : & \text{ for } k \in \mathbb{N}, \text{ the } k \times k \text{ identity matrix.}
\end{align*} \]

**Representations**

\[ \begin{align*}
\bullet \ R(K) : & \text{ the representation ring of } K; \\
\bullet \ mV : & \text{ for } m \in \mathbb{Z} \text{ and } V \text{ a representation space of } K, \text{ the } m\text{-fold direct sum } V \oplus \cdots \oplus V \text{ if } m > 0, \text{ minus the } |m|\text{-fold direct sum } V \oplus \cdots \oplus V \text{ if } m < 0, \text{ and the zero space if } m = 0; \\
\bullet \ \Lambda_+ \subset i t^*_+ \text{ or } \Lambda^k_+ : & \text{ the set of dominant weights of } (t, t) \text{ with respect to } t^*_+; \\
\bullet \ V_\lambda : & \text{ for } \lambda \in \Lambda_+, \text{ the irreducible representation of } K \text{ with highest weight } \lambda; \\
\bullet \ \chi_V : & \text{ for } V \text{ a representation, the character of } V; \\
\bullet \ \chi_\lambda : & \text{ for } \lambda \in \Lambda_+, \text{ the character of } V_\lambda; \\
\bullet \ [V : W] : & \text{ for two representations } V, W \text{ of a group } H, \text{ the multiplicity of } W \text{ in } V, \text{ equal to } \dim \text{Hom}(V,W)^K; \\
\bullet \ \Delta_{2k+1} : & \text{ for } K \in \mathbb{N} \text{ the canonical irreducible representation of the group } \text{Spin}(2k + 1) \text{ (see } \text{[13]}); \\
\bullet \ \Delta_{2k} = \Delta^+_2 \oplus \Delta^-_2 : & \text{ for } k \in \mathbb{N}, \text{ the canonical representation of } \text{Spin}(k), \text{ split into two irreducible subrepresentations;}
\end{align*} \]

\[ c : V \to \text{End}(\Delta_V), \] for \( V \) a vector space equipped with a bilinear form, the Clifford action of \( V \) on \( \Delta_V \) (see \[13\]).
• \( \tilde{\text{Ad}} \): the homomorphism (if it exists) \( K \to \text{Spin}(p) \) such that \( \lambda \circ \tilde{\text{Ad}} = \text{Ad} : K \to \text{SO}(p) \), with \( \lambda : \text{Spin}(p) \to \text{SO}(p) \) the double covering map;

• \( \mathcal{H} \): a Hilbert space;

• \( R^\mathcal{H}_G \): for an irreducible discrete series representation \( \mathcal{H} \) of \( G \), the reduction map for \( G \) defined in \([\mathbf{S}]\);

• \( \mathcal{K}(\mathcal{H}) \): for \( \mathcal{H} \) a Hilbert space, the algebra of compact operators on \( \mathcal{H} \).

**Topological spaces, manifolds and vector bundles**

For any topological space \( X \),

• \( C^0(X) \): the space of (complex valued) continuous functions on \( X \) that vanish at infinity;

• \( C^c(X) \): the space of (complex valued) compactly supported continuous functions on \( X \);

• \( h \cdot s \): for \( h \) an element of a group \( H \) acting on \( X \), and \( s \) a section of an \( H \)-vector bundle over \( X \), the section given by \( (h \cdot s)(x) = h \cdot s(h^{-1}x) \);

• \( E \boxtimes F \): for \( E \to X \) a vector bundle and \( F \to Y \) a vector bundle over another space, the exterior tensor product \( p_X^* E \otimes p_Y^* F \to X \times Y \), with \( p_X, p_Y : X \times Y \to X, Y \) the canonical projections.

For any manifold \( M \),

• \( d_M \): the dimension of \( M \);

• \( C^\infty(M) \): the space of (complex valued) smooth functions on \( M \);

• \( \pi_M \): the cotangent bundle projection \( \pi_M : T^* M \to M \);

• \( \mathfrak{X}(M) \): the space of vector fields on \( M \);

• \( X_M \): for \( X \) in the Lie algebra of a group acting on \( M \), the induced vector field on \( M \) (the subscript \( M \) will often be omitted);

• \( \Gamma^\infty(E) \): for a smooth vector bundle \( E \) over a given manifold, the space of smooth sections of \( E \), also denoted by \( \Gamma^\infty(M, E) \);

• \( R_\nabla \): for \( \nabla \) a connection on a vector bundle, the curvature of \( \nabla \);

• \( H_m, \mathfrak{h}_m \): for a given action of a Lie group \( H \) on \( M \), and a point \( m \in M \), the global and infinitesimal stabiliser of \( m \), respectively;

• \( (P^M, \psi^M) \): a \( \text{Spin}^c \)-structure on \( M \), that is, a principal \( \text{Spin}^c(d_M) \)-bundle \( P^M \to M \) and an isometric vector bundle isomorphism \( \psi^M : P^M \times_{\text{Spin}^c(d_M)} \mathbb{R}^{d_M} \to TM \);
\[ S^M: \text{ if } M \text{ has a Spin}^c\text{-structure } (P^M, \psi^M), \text{ the spinor bundle } S^M = P^M \times_{\text{Spin}^c(d_M)} \Delta_{d_M}; \]

\[ \nabla^E_M: \text{ if } M \text{ has a Spin}^c\text{-structure and } E \to M \text{ is a vector bundle with a connection, the Spin}^c\text{-Dirac operator on } M \text{ coupled to } E \text{ (see [12], [13]);} \]

\[ \nabla_{G,K}: \text{ the differential operator on the trivial bundle } G \times \Delta_{d_x} \to G \text{ given by (5), with } V = \mathbb{C} \text{ the trivial representation.} \]

Symplectic geometry

- \((M, \omega)\): a symplectic manifold carrying a Hamiltonian action of \(G\) (in Subsection 2.2, this is to be proved);

- \(P^M\), a \(G\)-equivariant Spin\(^c\) structure on \(M\), whose determinant line bundle has Chern class compatible 2\(\omega\);

- \(\Phi^M\): the momentum map of this action;

- \((N, \nu)\): a symplectic manifold carrying a Hamiltonian action of \(K\) (in Subsection 2.3, this is to be proved);

- \(P^N\): a \(K\)-equivariant Spin\(^c\) structure on \(N\), whose determinant line bundle has Chern class compatible 2\(\nu\);

- \(\Phi^N\): the momentum map of this action;

- \(\Phi^M_X, J_Y\): for \(X \in \mathfrak{g}\) and \(Y \in \mathfrak{k}\), the pairings \(\langle \Phi^M, X \rangle\) and \(\langle \Phi^N, X \rangle\), respectively;

- \(M_\xi\): for \(\xi \in \mathfrak{g}^*\), the symplectic reduction \((\Phi^M)^{-1}(\xi)/G_\xi\);

- \(N_\xi\): for \(\xi \in \mathfrak{k}^*\), the symplectic reduction \((\Phi^N)^{-1}(\xi)/K_\xi\);

- \(M_\lambda, N_\lambda\): for \(\lambda \in i\mathfrak{g}^*\) or \(i\mathfrak{k}^*\) respectively, the symplectic reductions \(M_{-i\lambda}\) and \(N_{-i\lambda}\).

(Unbounded) \(KK\)-theory

- \(\Psi^H(A, B)\): for a group \(H\), and \(A\) and \(B\) \(H\)-\(C^*\)-algebras, the semigroup of equivariant unbounded Kasparov cycles over \(A\) and \(B\) (see [4]).
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