Existence and multiplicity of periodic solutions for a generalized hematopoiesis model
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Abstract A generalization of the nonautonomous Mackey–Glass equation for the regulation of the hematopoiesis with several non-constant delays is studied. Using topological degree methods we prove, under appropriate conditions, the existence of multiple positive periodic solutions. Moreover, we show that the conditions are necessary, in the sense that if some sort of complementary conditions are assumed then the trivial equilibrium is a global attractor for the positive solutions and hence periodic solutions do not exist.
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1 Introduction

The following nonlinear autonomous delay differential equation was proposed by Mackey and Glass [10] to study the regulation of hematopoiesis:

\[
\frac{dP(t)}{dt} = \frac{\lambda \theta^n P(t - \tau)}{\theta^n + P^n(t - \tau)} - \gamma P(t).
\] (1)
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Here λ, θ, n, γ, τ are positive constants, \( P(t) \) is the concentration of cells in the circulating blood and the flux function \( f(v) = \frac{\lambda \theta^n v}{\theta^n + v^n} \) of cells into the blood stream depends on the cell concentration at an earlier time. The delay \( \tau \) describes the time between the start of cellular production in the bone marrow and the release of mature cells into the blood. It is assumed that the cells are lost at a rate proportional to their concentration, namely \( \gamma P(t) \), where \( \gamma \) is the decay rate. This equation constitutes a model of a ‘dynamic disease’. This type of equation for population dynamics has attracted the interest of many researchers. Different aspects and properties of (1) have been studied by various authors, see for example [5,6,11].

Most often, the environment varies with time; thus, it is intuitive to assume that this fact influences many biological dynamical systems and suggests the need of considering time-dependent parameters. Moreover, as remarked in [4,8,16], more realistic models are those in which periodicity of the environment and time delay play a role (for more details, see e.g. [12]). In view of this, the following model was proposed in [16]:

\[
x'(t) = \frac{q(t)x(t)}{r + x^n(t - mT)} - p(t)x(t)
\]  

(2)

where \( m \) and \( n \) are positive integers, \( p \) and \( q \) are positive \( T \)-periodic functions and the delay \( \tau := mT \) is a multiple of the period determined by the environment.

In order to establish a more realistic model, it is convenient to introduce a more general delay that extends the two above-referred cases. Instead of assuming that the delay is constant or a multiple of the period of the environment, more general models are obtained by assuming that the time delay \( \tau \) is an arbitrary continuous nonnegative \( T \)-periodic function depending on \( t \). The more general equation

\[
x'(t) = \frac{a(t)x(t - \tau(t))}{1 + x^n(t - \tau(t))} - b(t)x(t)
\]  

(3)

where \( a, b \) and \( \tau \) are continuous positive \( T \)-periodic functions was studied for example in [17–21]. Different aspects of Eq. (3) have been considered; in particular, existence of positive \( T \)-periodic solutions was proven, in most cases, using appropriate fixed point theorems. In [20], coincidence degree theory was employed to prove the existence of a positive \( T \)-periodic solution under a condition that can be regarded as a particular application of Theorem 3.2, case (2) below. Moreover, when \( a(t) = \gamma b(t) \) for some \( \gamma > 0 \) and when \( \tau, a \) and \( b \) are constant, the conditions \( \gamma > 1 \) and \( a > b \) respectively are both necessary and sufficient for the existence of positive \( T \)-periodic solutions.

The following more general model was studied in [3] and [9]:

\[
x'(t) = \sum_{k=1}^{M} r_k(t)x^{\delta(t - g_k(t)) + b(t)x(t)}
\]  

(4)

Here, \( \gamma \) is a positive constant and \( r_k, b \) are positive \( T \)-periodic continuous functions. For \( \delta = 1 \), existence and uniqueness of positive \( T \)-periodic solutions was studied in [3] for the particular case of constant proportional delays \( g_k \equiv l_k T \); moreover, for general continuous, positive \( T \)-periodic \( g_k \), attractiveness of some specific positive periodic solutions was studied. For the case \( \delta = 0 \) and \( g_k \) continuous positive and \( T \)-periodic,
existence and uniqueness of positive $T$-periodic solutions of (4) was proven in [9] by fixed point methods, provided that one of the following conditions is satisfied:

$$
\begin{align*}
(1) \gamma &\leq 1 \quad \text{or} \\
(2) \gamma &> 1 \quad \text{and} \\
\left(\frac{e^{T(b(T))} - 1}{\int_0^T \sum_{k=1}^M r_k(t)dt}\right)^\gamma &\leq \frac{1}{\gamma - 1}.
\end{align*}
$$

Motivated by the previous discussion, we shall consider the following more general nonlinear nonautonomous model with several delays

$$
x'(t) = \sum_{k=1}^M \lambda_k r_k(t) \frac{x^{m_k}(t - \tau_k(t))}{1 + x^{n_k}(t - \mu_k(t))} - b(t)x(t)
$$

where $r_k(t)$, $b(t)$, $\tau_k(t)$, and $\mu_k(t)$ are positive and $T$-periodic functions and $\lambda_k$, $m_k$, $n_k$ are positive constants.

Existence of solutions of (5) under appropriate conditions follows from several abstract results, although multiplicity results are more scarce. For example, in [7] and [21] a Krasnoselskii type fixed point theorem in cones was employed in order to obtain conditions for the existence of at least two $T$-periodic solutions of the general equation

$$
x'(t) = -a(t)x(t) + f(t, x(t - \tau_1(t)), \ldots, x(t - \tau_n(t))).
$$

It is observed, however, that these results can be applied only to some specific particular sub-cases of (5). In such cases, the conclusions are comparable to our results below. Moreover, the existence of three nonnegative periodic solutions of (6) was studied by using Leggett–Williams fixed point theorem in [2,13–15]. However, the conditions obtained in [13], as pointed out by the authors, are very difficult to apply to (5) with $M = 1$, $m = 1$, $\tau = \mu$. Thus, they established a complementary result with more straightforward conditions that can be applied to this model. Unfortunately, in [14], the authors observed that this latter result was incorrect. In Ref. [14, “Applications” section], the hematopoiesis model (5) for $M = 1$, $\tau = \mu$ was studied. The conditions obtained by the authors are similar to the ones proposed in Theorem 4.2 (1) below, although only two of the three $T$-periodic solutions are positive and the third one is positive if $f(t, 0)$ is not identically zero. This assumption is very restrictive and clearly not fulfilled in (5). We may also mention the work [22], in which the existence of at least $2n$ solutions of (6) is proven, although the conditions are not applicable to our model. Moreover, all the mentioned works do not contemplate the superlinear case of (5) (that is, $m_k > n_k + 1$ for some $k$). From the biological point of view, this makes sense since the nonlinearity is a measure of the cellular production in the bone marrow, and therefore it should be bounded; however, the superlinear case is also of mathematical interest in order to obtain a complete picture of the different cases in (5).

Our goal in this paper is to establish sufficient criteria to guarantee, on the one hand, the existence of positive $T$-periodic solutions of (5) and, on the other hand, multiplicity of such solutions. Using degree theory, we shall obtain a set of natural and easy-to-verify conditions for the existence of one or more solutions. Moreover, in some cases we shall also find necessary conditions for the existence of positive
periodic solutions. More precisely, we shall establish conditions that are incompatible with those obtained for the existence results and imply that all positive solutions tend to 0 as \( t \to +\infty \).

The paper is organized as follows. In the next section, we introduce some preliminary results and notation that shall be used throughout the paper. In Sect. 3 we apply Theorem 2.1 in order to prove the existence of positive \( T \)-periodic solutions for the different cases. In Sect. 4, we give sufficient conditions for the existence of two, three and four positive \( T \)-periodic solutions. In Sect. 5 we give an example with at least six positive \( T \)-periodic solutions. Finally, in Sect. 6 we establish necessary conditions for the existence of positive periodic solutions. More precisely, we prove that, under an appropriate assumption, all positive solutions of (5) tend to 0 as \( t \to \infty \) and, consequently, they cannot be periodic.

2 Preliminaries

The following notation shall be used throughout the paper. Let

\[
C_T := \{ u(t) \in C(\mathbb{R}, \mathbb{R}) : u(t + T) = u(t) \ \text{for all} \ t \}
\]

denote the space of continuous \( T \)-periodic functions and define, for \( r < s \),

\[
X_s^r := \{ u(t) \in C_T : r < u(t) < s \ \text{for all} \ t \}.
\]

The closure of \( X_s^r \) shall be denoted by \( cl(X_s^r) \). The average, the maximum value and the minimum value of an arbitrary function \( \varphi \in C_T \) shall be denoted respectively by \( \bar{\varphi}, \varphi_{\max} \) and \( \varphi_{\min} \), namely

\[
\bar{\varphi} := \frac{1}{T} \int_0^T \varphi(t) \, dt, \quad \varphi_{\max} = \max_{[0,T]} \varphi(t), \quad \varphi_{\min} = \min_{[0,T]} \varphi(t).
\]

In order to simplify some computations, we set \( y(t) := \ln(x(t)) \) and transform (5) into the equivalent equation

\[
y'(t) = \sum_{k=1}^M \lambda_k r_k(t) \frac{e^{m_k y(t - \tau_k(t))} - y(t)}{1 + e^{n_k y(t - \mu_k(t))}} - b(t).
\]

Finally we define, for convenience, the function \( \phi : \mathbb{R} \to \mathbb{R} \) by

\[
\phi(\gamma) := \sum_{k=1}^M \lambda_k r_k \frac{e^{(m_k - 1)\gamma} - 1}{1 + e^{n_k \gamma}} - \bar{b}.
\]

The proof of our results shall be based on the continuation method. Specifically, we shall apply the following existence theorem, which can be directly deduced from Theorem 2.1 in [1].

**Theorem 2.1** Assume there exist constants \( \gamma_1 < \gamma_2 \) such that
1. If \( y \in \text{cl}(X^y_{\gamma_1}) \) satisfies

\[
y'(t) = \sigma \left( \sum_{k=1}^{M} \lambda_k r_k(t) \frac{e^{n_k y(t-t_k(t))-y(t)}}{1 + e^{n_k y(t-t_k(t))-y(t)}} - b(t) \right)
\]

for some \( \sigma \in (0, 1] \), then \( y \in X^y_{\gamma_1} \).

2. \( \phi(\gamma_1) \phi(\gamma_2) < 0 \).

Then (7) has at least one solution in \( X^y_{\gamma_1} \).

Roughly speaking, if \( \phi \) has different signs at both ends of some interval \([\gamma_1, \gamma_2] \subset \mathbb{R}\) then the continuation theorem guarantees the existence of a \( T \)-periodic solution \( y \) of (7) such that \( y(t) \in (\gamma_1, \gamma_2) \) for all \( t \). However, the first condition of Theorem 2.1 requires, in some sense, that the sign of \( \phi \) does not change too fast.

The main part of our analysis shall be based on a study of the behaviour of \( \phi \). For a proof of the existence of at least one solution it suffices, in most cases, to consider its behavior at \( \pm \infty \); for the multiplicity results, a more careful study is needed, in order to find intervals of positivity and negativity of \( \phi \) that are sufficiently large, so the conditions of the continuation theorem can be fulfilled. With this end in mind, we shall consider the sets

\[
M_1 := \{ k : 0 < m_k < 1 \}, \quad M_2 := \{ k : m_k = 1 \}, \quad M_3 := \{ k : 1 < m_k < n_k + 1 \}
\]

\[
M_4 := \{ k : m_k = n_k + 1 \}, \quad M_5 := \{ k : m_k > n_k + 1 \}
\]

and the mappings

\[
\phi_i(\gamma) := \sum_{k \in M_i} \lambda_k r_k(t) \frac{e^{n_k y(t-t_k(t))-y(t)}}{1 + e^{n_k y(t-t_k(t))-y(t)}}, \quad (10)
\]

so we may write \( \phi(\gamma) = \sum_{i=1}^{5} \phi_i(\gamma) - \overline{b} \). For notation convenience, we also define

\[
B := TB = \int_0^{T} b(t) \, dt.
\]

This setting proves to be useful, since the limits \( \lim_{\gamma \to \pm \infty} \phi_i(\gamma) \) are easy to compute and, moreover, \( \phi_i(\gamma) \) is strictly monotone for \( i \neq 3 \) and a sum of one-hump functions for \( i = 3 \). Thus, the behavior of \( \phi \) can be understood by studying the interaction of these different terms.

3 Existence of positive \( T \)-periodic solutions

In order to present our existence results in a more comprehensive way, we shall consider three different cases: the superlinear case \( (m_k > n_k + 1 \text{ for some } k) \), the the sublinear case \( (m_k < n_k + 1 \text{ for all } k) \) and the asymptotically linear case \( (m_k \leq n_k + 1 \text{ for all } k \text{ and } m_j = n_j + 1 \text{ for some } j) \). We give a detailed proof only of the first result, since the other two follow similarly.

**Theorem 3.1** Assume \( m_j > n_j + 1 \text{ for some } j \). Furthermore, assume that one of the following conditions is fulfilled:
1. \( m_k > 1 \) for all \( k \).
2. \( m_k \geq 1 \) for all \( k \), \( m_i = 1 \) for some \( i \) and \( \sum_{k \in M_2} \lambda_k r_k(t) e^B < b(t) \) for all \( t \).
3. \( m_i < 1 \) for some \( i \) and \( \sum_{k=1}^{M} \lambda_k r_k(t) \frac{e^{(m_k-1)\gamma_1} e^{m_k B}}{1+e^{m_k B}} < b(t) \) for all \( t \) and some constant \( \gamma_1 \).

Then (5) admits at least one positive \( T \)-periodic solution.

**Theorem 3.2** Assume \( m_k < n_k + 1 \) for all \( k \). Furthermore, assume that one of the following conditions is fulfilled:
1. \( m_i < 1 \) for some \( i \).
2. \( m_k \geq 1 \) for all \( k \), \( m_i = 1 \) for some \( i \) and \( \sum_{k \in M_2} \lambda_k r_k(t) > b(t) \) for all \( t \).
3. \( m_k > 1 \) for all \( k \) and

\[
\sum_{k=1}^{M} \lambda_k r_k(t) \frac{e^{(m_k-1)\gamma_1}}{1+e^{m_k B}} > b(t)
\]

for all \( t \) and some arbitrary constant \( \gamma_1 \).

Then (5) admits at least one positive \( T \)-periodic solution.

**Theorem 3.3** Assume \( m_k \leq n_k + 1 \) for all \( k \) and \( m_j = n_j + 1 \) for some \( j \). Furthermore, assume that one of the following conditions is fulfilled:
1. \( m_k > 1 \) for all \( k \) and \( \sum_{k \in M_4} \lambda_k r_k(t) e^{-B m_k} > b(t) \) for all \( t \).
2. \( m_k \geq 1 \) for all \( k \), \( m_i = 1 \) for some \( i \), \( \sum_{k \in M_4} \lambda_k r_k(t) e^{-B m_k} > b(t) \) and \( \sum_{k \in M_2} \lambda_k r_k(t) e^B < b(t) \) for all \( t \).
3. \( 0 < m_i < 1 \) for some \( i \) and \( \sum_{m_k \in M_4} \lambda_k r_k(t) e^{B n_k} < b(t) \) for all \( t \).

Then (5) admits at least one positive \( T \)-periodic solution.

**Proof of Theorem 3.1** Let \( y \) be a \( T \)-periodic solution of (9) with \( 0 < \sigma \leq 1 \), then \( y'(t) \geq -b(t) \) and hence \( y(t_1) - y(t_2) \leq \int_0^T b(t) dt \) for any \( t_1 \leq t_2 \leq t_1 + T \). This implies, since \( y(t) \) is \( T \)-periodic, that \( y_{\max} - y_{\min} \leq \int_0^T b(t) dt = B \). Moreover, since \( m_k > n_k + 1 \) for some \( k \) it follows that \( \phi(y) > 0 \) when \( y \) is large enough. Assume that \( y_{\max} \) is achieved at some value \( t^* \), that is \( y(t^*) = y_{\max} \), then \( y'(t^*) = 0 \). Hence from (9) we deduce, since \( \sigma > 0 \),

\[
b(t^*) e^{y_{\max}} = \sum_{k=1}^{M} \lambda_k r_k(t^*) \frac{e^{m_k y(t^* - \tau_k(t^*))}}{1 + e^{m_k y(t^* - \mu_k(t^*))}} \geq \sum_{k=1}^{M} \lambda_k r_k(t^*) \frac{e^{m_k (y_{\max} - B)}}{1 + e^{m_k y_{\max}}}
\]

and consequently

\[
b(t^*) \geq \sum_{k=1}^{M} \lambda_k r_k(t^*) \frac{e^{(m_k-1)y_{\max}} e^{-B m_k}}{1 + e^{n_k y_{\max}}}.
\]
Again, since \( m_k > n_k + 1 \) for some \( k \) we deduce that \( y_{\text{max}} \) cannot be too large. Thus, we may fix \( \gamma_2 \gg 0 \) such that \( y_{\text{max}} < \gamma_2 \) for every \( y \in C_T \) satisfying (9) and \( \phi(\gamma_2) > 0 \). In a similar fashion, we look for \( \gamma_1 < \gamma_2 \) such that \( \phi(\gamma_1) < 0 \) and \( y_{\text{min}} \neq \gamma_1 \).

**Case 1:** \( m_k > 1 \) for all \( k \). Here

\[
\phi(\gamma) \to -\overline{b} \quad \text{as} \quad \gamma \to -\infty.
\]

Let \( y \in C_T \) be a solution of (9) and fix \( t_* \) such that \( y(t_*) = y_{\text{min}} \), then

\[
b(t_*) \leq \sum_{k=1}^{M} \lambda_k r_k(t_*) \frac{e^{(m_k-1)y_{\text{min}} + Bm_k}}{1 + e^{n_k y_{\text{min}}}}.
\]

Suppose that \( y_{\text{min}} = \gamma_1 \), then

\[
b(t_*) \leq \sum_{k=1}^{M} \lambda_k r_k(t_*) \frac{e^{(m_k-1)\gamma_1 + Bm_k}}{1 + e^{n_k \gamma_1}}.
\]

The right-hand side of the latter inequality tends to zero as \( \gamma_1 \to -\infty \). We deduce that \( y_{\text{min}} \) cannot take arbitrarily large negative values; hence, it suffices to take \( \gamma_1 \ll 0 \).

**Case 2:** \( m_k \geq 1 \) for all \( k \) and \( m_j = 1 \) for some \( j \). In this case,

\[
\phi(\gamma) \to \sum_{k \in M_2} \lambda_k r_k - \overline{b} < \sum_{k \in M_2} \lambda_k r_k e^B - \overline{b} < 0
\]

as \( \gamma \to -\infty \). On the other hand, if \( y \in C_T \) satisfies (9) then

\[
b(t_*) \geq \sum_{k \in M_2} \lambda_k r_k(t_*) \frac{e^{(m_k-1)y_{\text{min}} + Bm_k}}{1 + e^{n_k(y_{\text{min}}+B)}} = \sum_{k \in M_2} \lambda_k r_k(t_*) \frac{e^B}{1 + e^{n_k(y_{\text{min}}+B)}}
\]

and, again, we deduce that \( y_{\text{min}} \) cannot take too large negative values. Thus, it suffices to take \( \gamma_1 \ll 0 \).

**Case 3:** \( m_k < 1 \) for some \( k \). From the hypothesis,

\[
\phi(\gamma_1) = \sum_{k=1}^{M} \lambda_k r_k \frac{e^{(m_k-1)\gamma_1}}{1 + e^{n_k \gamma_1}} - \overline{b} \leq \sum_{k=1}^{M} \lambda_k r_k \frac{e^{(m_k-1)\gamma_1} e^{Bm_k}}{1 + e^{n_k \gamma_1}} - \overline{b} < 0.
\]

Moreover, if \( y_{\text{min}} \) is achieved at some value \( t_* \), then

\[
b(t_*) \leq \sum_{k=1}^{M} \lambda_k r_k(t_*) \frac{e^{(m_k-1)y_{\text{min}} e^{Bm_k}}}{1 + e^{n_k y_{\text{min}}}}.
\]

We conclude that \( y_{\text{min}} \neq \gamma_1 \).
Remark 3.1 It is easy to verify that the second condition in Theorem 3.3 can be replaced by
\[ m_k \geq 1 \text{ for all } k, m_i = 1 \text{ for some } i, \sum_{k \in M_2} \lambda_k r_k(t) e^{Bn_k} < b(t) \text{ and } \sum_{k \in M_2} \lambda_k r_k(t) > b(t) \text{ for all } t. \]

4 Multiplicity

In this section, we shall employ Theorem 2.1 in order to prove the existence of multiple solutions. It is worth noticing that, when \( \phi \) is monotone, it changes sign at most once and the method cannot be applied. On the other hand, when \( \phi \) is non-monotone, it is not enough to obtain intervals of positivity and negativity: as mentioned, it is required that \( \phi \) does not change sign too fast. For a more detailed analysis, the following functions shall be helpful:

\[
\alpha(\gamma, t) := \sum_{k=1}^{M} \lambda_k r_k(t) \frac{e^{(m_k - 1)\gamma} e^{-Bm_k}}{1 + e^{\gamma B}} - b(t)
\]
\[
\beta(\gamma, t) := \sum_{k=1}^{M} \lambda_k r_k(t) \frac{e^{(m_k - 1)\gamma} e^{Bm_k}}{1 + e^{\gamma B}} - b(t)
\]

As before, our results shall be presented in three different theorems, for the super-linear, sublinear and asymptotically linear cases.

**Theorem 4.1** Assume that \( m_j > n_j + 1 \) for some \( j \).

1. Let \( m_k > 1 \) for all \( k \) and \( 1 < m_i < n_i + 1 \) for some \( i \). Assume there exist constants \( \gamma_1 < \gamma_2 \) such that
\[ \alpha(\gamma_1, t) > 0 > \beta(\gamma_2, t) \text{ for all } t. \]

Then (5) admits at least three positive \( T \)-periodic solutions.

2. Let \( m_k \geq 1 \) for all \( k \), \( m_i = 1 \) for some \( i \), \( m_k \notin (1, n_k + 1) \) for all \( k \). Assume that
\[ \sum_{k \in M_2} \lambda_k r_k(t) > b(t) \text{ for all } t \]
and there exists \( \gamma_1 \) such that
\[ \beta(\gamma_1, t) < 0 \text{ for all } t. \]

Then (5) admits at least two positive \( T \)-periodic solutions.

3. Let \( m_k \geq 1 \) for all \( k \), \( m_i = 1 \) for some \( i \) and \( 1 < m_s < n_s + 1 \) for some \( s \). Assume that
\[ \sum_{k \in M_2} \lambda_k r_k(t) e^{B} < b(t) \text{ for all } t \]
and there exist constants $\gamma_1 < \gamma_2$ such that
\[
\alpha(\gamma_1, t) > 0 > \beta(\gamma_2, t) \quad \text{for all } t.
\]

Then (5) admits at least three positive $T$-periodic solutions.

4. Let $m_i < 1$ for some $i$, $m_k \notin (1, n_k + 1)$ for all $k$. Assume
\[
\beta(\gamma_1, t) < 0 \quad \text{for all } t \text{ and some constant } \gamma_1.
\]

Then (5) admits at least two positive $T$-periodic solutions.

5. Let $m_i < 1$ for some $i$, $1 < m_s < n_s + 1$ for some $s$. Assume there exist some constants $\gamma_1 < \gamma_2 < \gamma_3$ such that
\[
\alpha(\gamma_2, t) > 0 > \beta(\gamma_i, t) \quad \text{for all } t,
\]
for $i = 1, 3$. Then (5) admits at least four positive $T$-periodic solutions.

**Theorem 4.2** Assume that $m_k < n_k + 1$ for all $k$.

1. Let $m_k > 1$ for all $k$ and assume there exists a constant $\gamma_1$ such that
\[
\alpha(\gamma_1, t) > 0 \quad \text{for all } t.
\]

Then (5) admits at least two positive $T$-periodic solutions.

2. Let $m_k \geq 1$ for all $k$, $m_i = 1$, $m_j > 1$ for some $i$, $j$. Assume that
\[
\sum_{k \in M_2} \lambda_k r_k(t) e^{B_k} < b(t) \quad \text{for all } t
\]

and there exists a constant $\gamma_1$ such that
\[
\alpha(\gamma_1, t) > 0 \quad \text{for all } t.
\]

Then (5) admits at least two positive $T$-periodic solutions.

3. Let $0 < m_i < 1$, $m_j > 1$ for some $i$, $j$. Assume there exist some constants $\gamma_1 < \gamma_2$ such that
\[
\alpha(\gamma_2, t) > 0 > \beta(\gamma_1, t) \quad \text{for all } t.
\]

Then (5) admits at least three solutions.

**Theorem 4.3** Assume that $m_k \leq n_k + 1$ for all $k$ and $m_j = n_j + 1$ for some $j$.

1. Let $m_k > 1$ for all $k$ and $1 < m_i < n_i + 1$ for some $i$. Assume that
\[
\sum_{k \in M_4} \lambda_k r_k(t) e^{B_{nk}} < b(t) \quad \text{for all } t
\]
and there exists a constant γ₁ such that

\[ \alpha(\gamma₁, t) > 0 \quad \text{for all } t. \]

Then (5) admits at least two positive T-periodic solutions.

2. Let 0 < mᵢ < 1 for some i, mₖ \( \notin \) (1, nₖ + 1) for all k. Assume that

\[ \sum_{k \in M₄} \lambda_k r_k(t)e^{-Bm_k} > b(t) \quad \text{for all } t \]

and there exists γ₁ such that

\[ \beta(\gamma₁, t) < 0 \quad \text{for all } t. \]

Then (5) admits at least two positive T-periodic solutions.

3. Let 0 < mᵢ < 1 and 1 < mₛ < nₛ + 1 for some i, s. Assume that

\[ \sum_{k \in M₄} \lambda_k r_k(t)e^{Bn_k} < b(t) \]

and there exist constants γ₁ < γ₂ such that

\[ \alpha(\gamma₂, t) > 0 > \beta(\gamma₁, t) \quad \text{for all } t. \]

Then (5) has at least three positive T-periodic solutions.

As before, we shall only prove the first case of Theorem 4.1, since all the remaining cases follow in an analogous way.

Proof of Theorem 4.1, case 1 We shall apply Theorem 2.1 on open bounded sets \( X_{γ₀}^{γ₁}, X_{γ₁}^{γ₂} \) and \( X_{γ₂}^{γ₃} \), with γ₀ < γ₁ and γ₃ > γ₂ to be determined. To begin, observe that

\[ \phi(\gamma) \rightarrow -\overline{b} \quad \text{as } \gamma \rightarrow -\infty \]

and

\[ \phi(\gamma) \rightarrow +\infty \quad \text{as } \gamma \rightarrow +\infty. \]

In the same way of Theorem 3.1 it is proven that, if γ₀ \( \ll \) 0 then there exists \( y \in X_{γ₀}^{γ₁} \) solution of (7).

On the other hand, for all t it is seen that

\[ \phi(\gamma₁) > \alpha(\gamma₁, t) > 0. \]
Moreover, if $y \in \text{cl}(X_{\gamma_2})$ is a solution of (9) with $0 < \sigma \leq 1$ and $y_{\text{min}} = y(t_*)$, then

$$b(t_*)e^{\gamma_{\text{min}}} = \sum_{k=1}^{M} \lambda_k r_k(t_*) \frac{e^{m_k y(t_*) - \mu_k(t_*)}}{1 + e^{n_k y(t_*) - \mu_k(t_*)}} > \sum_{k=1}^{M} \lambda_k r_k(t_*) \frac{e^{m_k y_{\text{min}} - \mu_k(t_*)}}{1 + e^{n_k (y_{\text{min}} + B)}},$$

It follows that $y_{\text{min}} \neq \gamma_1$.

Furthermore,

$$\phi(\gamma_2) < \beta(\gamma_2, t) < 0$$

for all $t$ and we deduce as before that $y_{\text{max}} \neq \gamma_2$.

Finally, the existence of $\gamma_3 \gg 0$ such that the problem has a solution $y \in X_{\gamma_2}$ follows as in Theorem 3.1.

The following lemma shows, in the context of Theorem 4.1 (case 1), that if $r_k, m_k$ and $n_k$ are given, then it is possible to find parameters $\lambda_k$ such that assumptions are fulfilled. Analogous arguments are valid for the remaining cases.

**Lemma 4.1** Let $r_k, b : \mathbb{R} \to \mathbb{R}_{>0}$ be continuous and $T$-periodic functions and $m_k, n_k \in \mathbb{R}_{>0}$ such that $m_k > 1$ for all $k$, $1 < m_j < n_j + 1$ for some $j$, $m_i > n_i + 1$ for some $i$. Then there exist $\lambda_k$ and $\gamma_1 < \gamma_2$ such that

$$\alpha(\gamma_1, t) > 0 > \beta(\gamma_2, t) \quad \text{for all } t.$$

**Proof** Using the sets $M_i$ as before, we may write $\alpha$ and $\beta$ as

$$\alpha(\gamma, t) = \sum_{i=1}^{5} \alpha_i(\gamma, t) - b(t), \quad \beta(\gamma, t) = \sum_{i=1}^{5} \beta_i(\gamma, t) - b(t),$$

where

$$\alpha_i(\gamma, t) := \sum_{k \in M_i} \lambda_k r_k(t) \frac{e^{(m_k - 1)\gamma} e^{-B m_k}}{1 + e^{n_k (\gamma + B)}}, \quad \beta_i(\gamma, t) := \sum_{k \in M_i} \lambda_k r_k(t) \frac{e^{(m_k - 1)\gamma} e^{B m_k}}{1 + e^{n_k (\gamma + B)}}.$$

Observe that, for each $t \in [0, T]$ and $i = 1, \ldots, 5$, the functions $\alpha_i(\cdot, t)$ and $\beta_i(\cdot, t)$ have the same qualitative behavior as the mappings $\phi_i$ given by (10).

We begin by setting the parameters $\lambda_k \in M_3$. For arbitrary $\gamma_1$, take $\lambda_k \in M_3$ large enough such that

$$\alpha(\gamma_1, t) \geq \sum_{k \in M_3} \lambda_k r_k(t) \frac{e^{(m_k - 1)\gamma_1} e^{-B m_k}}{1 + e^{n_k (\gamma_1 + B)}} - b(t) > 0.$$
For $\epsilon \in (0, b_{min})$, there exists $R > \gamma_1$ such that

$$\beta_3(\gamma, t) = \sum_{k \in M_3} \lambda_k r_k(t) \frac{e^{(m_k-1)\gamma e^{Bm_k}}}{1 + e^{n_k(\gamma-B)}} < \epsilon$$

for $\gamma > R$ and all $t$. Thus, we may fix $\gamma_2 > R$ and proceed with the remaining parameters.

Next, for $k \in M_4 \cup M_5$ we set $\lambda_k$ small enough so that

$$\sum_{k \in M_4 \cup M_5} \lambda_k (r_k)_{max} \frac{e^{(m_k-1)\gamma_2 e^{Bm_k}}}{1 + e^{n_k(\gamma_2-B)}} < b_{min} - 2\epsilon$$

and hence

$$(\beta_4 + \beta_5)(\gamma_2, t) = \sum_{k \in M_4 \cup M_5} \lambda_k r_k(t) \frac{e^{(m_k-1)\gamma_2 e^{Bm_k}}}{1 + e^{n_k(\gamma_2-B)}} < b_{min} - 2\epsilon < b(t) - 2\epsilon.$$ 

Thus the conclusion follows since

$$\beta(\gamma_2, t) = (\beta_3 + \beta_4 + \beta_5)(\gamma_2, t) - b(t) < \epsilon - 2\epsilon < 0$$

and

$$\alpha(\gamma_1, t) = (\alpha_3 + \alpha_4 + \alpha_5)(\gamma_1, t) - b(t) > \alpha_3(\gamma_1, t) - b(t) > 0$$

$\square$

5 Example

As shown in Theorem 4.1, case 5, Eq. (5) has at least four positive $T$-periodic solutions. The following example shows that, in fact, the problem may have more solutions. Let $k = 4$ and $b(t) = 1.1 + 0.02 \cos(\frac{2\pi t}{T})$, $T = 0.005$, $m_1 = 0.95$, $n_1 = 2$, $\lambda_1 r_1(t) = 0.04 + 0.002 \cos(\frac{2\pi t}{T})$, $m_2 = 4.73$, $n_2 = 3.74$, $\lambda_2 r_2(t) = 1.3 + 0.002 \cos(\frac{2\pi t}{T})$, $m_3 = 1.0001$, $n_3 = 10.2$, $\lambda_3 r_3(t) = 0.9 + 0.002 \cos(\frac{2\pi t}{T})$, $m_4 = 1.12$, $n_4 = 0.11$, $\lambda_4 r_4(t) = 0.06 + 0.002 \cos(\frac{2\pi t}{T})$.

Set $\gamma_1 = -5$, $\gamma_2 = -0.3\gamma_3 = 0.2$, $\gamma_4 = 5$, $\gamma_5 = 34$. It is verified (see Fig. 1) that

$$\alpha(\gamma_2, t) > 0.09, \alpha(\gamma_4, t) > 0.1$$

for all $t$

and

$$\beta(\gamma_1, t) < -0.08, \beta(\gamma_3, t) < -0.01, \beta(\gamma_5, t) < -0.01$$

for all $t$. 

\(\text{Springer}\)
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Moreover, since $0 < m_1 = 0.95 < 1$ and $m_4 = 1.12 > n_4 + 1 = 1.11$, it follows that

$$\lim_{\gamma \to -\infty} \phi(\gamma) = \lim_{\gamma \to +\infty} \phi(\gamma) = +\infty.$$ 

Thus, as in the previous proofs, we may set $\gamma_0 \ll 0$ and $\gamma_6 \gg 0$ in such a way that the problem has a solution in $X^{\gamma_{k+1}}_{\gamma_k}$ for $k = 0, \ldots, 5$. We conclude that (5) has at least six positive 0.005-periodic solutions for arbitrary nonnegative 0.005-periodic delays $\tau_k, \mu_k$.

### 6 Necessary conditions

In this section we shall prove that, under certain assumptions, the trivial equilibrium is a global attractor for the positive solutions of (5). This proves, in particular, that positive $T$-periodic solutions cannot exist. As we shall see at the end of the section, both in the case that $m_j < 1$ for some $j$ and the superlinear case, the autonomous problem admits positive equilibrium points and hence $0$ cannot be a global attractor for the positive solutions. Hence, we shall consider only the case $1 \leq m_k \leq n_k + 1$ for all $k$ and, thus, our non-existence result can be regarded, in some sense, as complementary to Theorem 3.2 (cases 2 and 3) and Theorem 3.3 (cases 1 and 2).

Throughout this section we shall assume that $\mu_k(t) \leq \tau_k(t)$. For convenience, we define $\nu := \max_{1 \leq k \leq M, t \in \mathbb{R}} \{\tau_k(t)\}$

**Remark 6.1** Let be $y(t)$ a solution of (7). Then

$$y'(t) \geq -b(t)$$

and hence $y(t_1) \leq y(t_2) + \int_{t_1}^{t_2} b(t)dt$ for any $t_1 \leq t_2$. In particular, this implies that

$$y(t - \tau_k(t)), \ y(t - \mu_k(t)) \leq L + y(t),$$

(11)
where $L = \max_{t \in [0, T]} \int_{t-\nu}^{t} b(s) ds$ and

$$y(t - \tau_k(t)) \leq y(t - \mu_k(t)) + B_k, \tag{12}$$

where $B_k = \max_{t \in [0, T]} \int_{t - \tau_k(t)}^{t - \mu_k(t)} b(s) ds$.

**Theorem 6.1** Let $1 \leq m_k \leq n_k + 1$ for all $k$. Assume that

$$\sum_{k=1}^{M} \lambda_k r_k(t) e^{m_k B_k} \leq b(t). \tag{13}$$

Then every positive solution of (5) tends to 0 as $t \to +\infty$. In particular (5) has no positive $T$-periodic solutions.

**Proof** We shall prove that every solution of (7) tends to $-\infty$ as $t \to +\infty$. To this end, let $y$ be a solution of (7) and suppose firstly that there exists a sequence $\{t_j\}_{j \in \mathbb{N}}$ such that $t_j \not\to +\infty$, $y'(t_j) \geq 0$, and $y(t) < y(t_j)$ for all $t_1 - \nu \leq t < t_j$. It follows from (12)-(13) that

$$0 \leq y'(t_j) \leq \sum_{k=1}^{M} \lambda_k r_k(t_j) e^{m_k B_k} \frac{e^{m_k y(t_j - \mu_k(t_j)) - y(t_j)}}{1 + e^{m_k y(t_j - \mu_k(t_j))}} - b(t_j)$$

and hence

$$0 \leq \sum_{k=1}^{M} \lambda_k r_k(t_j) e^{m_k B_k} (e^{y(t_j - \mu_k(t_j)) - y(t_j)} - b(t_j)) \leq M \sum_{k=1}^{M} \lambda_k r_k(t_j) e^{m_k B_k} - b(t_j) < 0,$$

a contradiction. We conclude that $y'$ cannot be nonnegative on $(t_0, +\infty)$ for any $t_0$ and $\limsup_{t \to +\infty} y(t) := \omega_1 < +\infty$. Thus, we may consider the two possible cases:

**Case I:** There exists $t_0 > 0$ large enough such that $y'(t) \leq 0$ for all $t \geq t_0$. It follows that $y(t) \to \alpha \in [-\infty, +\infty)$ as $t \to +\infty$ and we claim that $\alpha = -\infty$. Indeed, otherwise we may define

$$V := \min_{t \in [0, T]} \left\{ \sum_{k=1}^{M} \lambda_k r_k(t) \left( 1 - \frac{e^{(m_k - 1)\alpha}}{1 + e^{m_k \alpha}} \right) \right\} > 0,$$

and choose an arbitrary $\epsilon > 0$ small enough such that $\sum_{k=1}^{M} \lambda_k r_k(t) \epsilon < \frac{V}{2}$ for all $t$. Fix $t_1 \geq t_0$ such that $\frac{e^{m_k y(t_1 - \tau_k(t)+\nu(t))} - y(t_1)}{1 + e^{m_k y(t_1 - \mu_k(t))}} < \frac{e^{(m_k - 1)\alpha}}{1 + e^{m_k \alpha}} + \epsilon$ for all $t \geq t_1$, then from (13) we deduce:
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\[ y'(t) = \sum_{k=1}^{M} \lambda_k f_k(t) \left( e^{m_k y(t-\tau_k(t))} - y(t) \right) - b(t) \]

\[ \leq \sum_{k=1}^{M} \lambda_k f_k(t) \left( e^{(m_k-1)\alpha t} + \epsilon \right) - b(t) \]

\[ < \sum_{k=1}^{M} \lambda_k f_k(t) e^{m_k B_k} \left( e^{(m_k-1)\alpha t} - \frac{1}{2} \right) + \frac{V}{2} \]

\[ < -\frac{V}{2} \]

a contradiction.

**Case II.** \( y(t) \) is oscillatory. Suppose that \( \limsup_{t \rightarrow +\infty} y(t) > -\infty \), then we may set \( \{ t_j \}_{j \in \mathbb{N}} \) such that \( t_j \to +\infty, \quad y'(t_j) = 0, \lim_{j \rightarrow +\infty} y(t_j) = \lim_{r \rightarrow +\infty} y(t) = \omega_1 \in \mathbb{R} \). Define \( \limsup_{j \rightarrow +\infty} y(t_j - \mu_k(t_j)) := \omega_2 \leq \omega_1 \).

If \( \omega_2 = -\infty \), then

\[ 0 = y'(t_j) \leq \sum_{k=1}^{M} \lambda_k f_k(t_j) \frac{e^{m_k (B_k + y(t_j - \mu_k(t_j))) - y(t_j)}}{1 + e^{m_k y(t_j - \mu_k(t_j))}} - b(t_j) \]

thus,

\[ b(t_j) e^{y(t_j)} \leq \sum_{k=1}^{M} \lambda_k f_k(t_j) e^{m_k B_k} e^{y(t_j - \mu_k(t_j))} . \]

Next, take a large enough constant \( S > 0 \). For \( j \gg 0 \), we obtain:

\[ b(t_j) e^{y(t_j)} \leq \sum_{k=1}^{M} \lambda_k f_k(t_j) e^{m_k B_k} e^{-S} \]

and hence

\[ b_{\min} e^{\omega_1 - \epsilon} \leq \sum_{k=1}^{M} \lambda_k f_k(t_j) e^{m_k B_k} e^{-S} . \]

This contradicts the fact that \( \omega_1 \in \mathbb{R} \). Now suppose \( \omega_2 \in \mathbb{R} \), then

\[ b(t_j) e^{y(t_j)} \leq \sum_{k=1}^{M} \lambda_k f_k(t_j) e^{m_k B_k} e^{y(t_j - \mu_k(t_j))} . \]
Let \( \epsilon > 0 \), for \( j \) large enough,
\[
b(t_j)e^{y(t_j)} \leq \sum_{k=1}^{M} \lambda_k r_k(t_j) e^{\omega_k B_k} e^{\omega_2 + \epsilon}
\]
then
\[
b(t_j)e^{\omega_1 - \epsilon} \leq \sum_{k=1}^{M} \lambda_k r_k(t_j) e^{\omega_k B_k} e^{\omega_2 + \epsilon}
\]

\[e^{\omega_1 - \epsilon} \leq e^{\omega_2 + \epsilon}\]

Since \( \epsilon \) is arbitrary we deduce that \( \omega_1 = \omega_2 \). Finally, define \( V > 0 \) as in the previous case, with \( \alpha = \omega_1 = \omega_2 \) and fix \( \epsilon > 0 \) such that \( \sum_{k=1}^{M} \lambda_k r_k(t_j) e^{\omega_k B_k} \epsilon < \frac{V}{2} \). As before, we deduce that \( y'(t_j) < -\frac{V}{2} \), a contradiction.

As a final remark, let us show that both in the case \( m_j < 1 \) for some \( j \) and the superlinear case, the autonomous problem admits positive equilibrium points. Indeed, assume that \( b \) and \( r_k \) are constant and \( \sum_{k=1}^{M} \lambda_k r_k \leq b \). Let \( f : \mathbb{R} \to \mathbb{R} \) given by \( f(u) = \sum_{k=1}^{M} \lambda_k r_k\frac{e^{(\omega_k - 1)u}}{1 + e^{\omega_k u}} - b \); then it suffices to prove that \( f \) has at least one zero. For the superlinear case (namely, \( m_j > n_j + 1 \) for some \( j \)), it is seen that
\[
f(0) = \sum_{k=1}^{M} \lambda_k r_k\frac{1}{2} - b < \sum_{k=1}^{M} \lambda_k r_k - b \leq 0
\]
and
\[
\lim_{u \to +\infty} f(u) = +\infty
\]
so \( f \) vanishes in \((0, +\infty)\). If \( m_i \leq n_i + 1 \) for all \( i \) and \( m_j < 1 \) for some \( j \), then we deduce as before that \( f(0) < 0 \) and
\[
\lim_{u \to -\infty} f(u) = +\infty.
\]
Thus, \( f \) vanishes in \((-\infty, 0)\) and the conclusion follows.

### 7 Conclusions

By applying a theorem based on the continuation method, this paper provides sufficient conditions for existence and multiplicity of positive periodic solutions for a generalized hematopoiesis model. The results are new and complement previously known results.
It is observed that, in some particular cases, our methods guarantee the existence but not multiplicity of solutions. However, this fact does not automatically imply uniqueness; thus, it is an interesting open problem to analyze, for such cases, whether or not uniqueness of positive periodic solutions can be proved.
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