Introduction to Coresets: Approximated Mean

Alaa Maalouf, Ibrahim Jubran, and Dan Feldman

Robotics & Big Data Labs,
Computer Science Department,
University of Haifa,
Abba Khoushy Ave 199, Israel.

Abstract

A strong coreset for the mean queries of a set $P$ in $\mathbb{R}^d$ is a small weighted subset $C \subseteq P$, which provably approximates its sum of squared distances to any center (point) $x \in \mathbb{R}^d$. A weak coreset is (also) a small weighted subset $C$ of $P$, whose mean approximates the mean of $P$. While computing the mean of $P$ can be easily computed in linear time, its coreset can be used to solve harder constrained version, and is in the heart of generalizations such as coresets for $k$-means clustering. In this paper, we survey most of the mean coreset construction techniques, and suggest a unified analysis methodology for providing and explaining classical and modern results including step-by-step proofs. In particular, we collected folklore and scattered related results, some of which are not formally stated elsewhere. Throughout this survey, we present, explain, and prove a set of techniques, reductions, and algorithms very widespread and crucial in this field. However, when put to use in the (relatively simple) mean problem, such techniques are much simpler to grasp. The survey may help guide new researchers unfamiliar with the field, and introduce them to the very basic foundations of coresets, through a simple, yet fundamental, problem. Experts in this area might appreciate the unified analysis flow, and the comparison table for existing results. Finally, to encourage and help practitioners and software engineers, we provide full open source code for all presented algorithms.

1 Introduction

Suppose we wish to build a hospital in some big city with millions of citizens. The challenge which we first face is to compute an optimal location $x^* \in \mathbb{R}^2$ in the city for the hospital, based on the 2-dimensional home address of the citizens, such that: (i) $x^*$ is simultaneously as close as possible to all the citizens of the city, (ii) $x^*$ is a valid construction site, in terms of restricted zones or occupied spaces, and (iii) it is close to main routes, and (possibly) many more constraints that may depend on the location of the citizens. If we represent each citizen using a point $p_i \in \mathbb{R}^2$ that describes the citizen’s house address on the 2D map of the city, then the problem above reduces to finding a vector $x^* \in \mathbb{R}^2$ that minimizes the sum of its squared Euclidean distance (SSD) $\|p_i - x^*\|^2$ to each of the citizens in $P = \{p_1, \ldots, p_n\}$, under some constraints on $x^*$. Formally, we wish to solve

$$x^* \in \arg \min_{x \in \mathbb{R}^2} \sum_{i=1}^{n} \|p_i - x\|^2,$$
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where $|P| = n$ is the number of citizens, and $X$ represents the feasible $x$ locations (which satisfy our constraints). The left hand side then denotes a query from the set of optimal solutions.

In some cases, it is more important for some of the citizens to be closer to the hospital than others. For example, it is probably more important for citizens with health issues to be nearer to the hospital compared to healthy citizens. In this case, we might introduce a weights vector $w = (w_1, \cdots, w_n)^T \in (0, \infty)^n$, where the $i$th entry $w_i$ denotes the importance of the $i$th citizen being close to the hospital. In this case, we wish to compute

$$x^* = \arg min_{x \in X} \sum_{i=1}^{n} w_i \|p_i - x\|^2.$$

If there are no constraints, i.e., $X = \mathbb{R}^d$, the solution to (1) is simply the weighted mean $x^* = \sum_{i=1}^n w_i p_i$ of $P$. This is the reason the problem is called the “mean” problem.

**Generalizations.** If we wish to find the optimal location for a new highway (that is represented by a straight line) passing through the city, which is close as possible to all of the citizens, then this is the line mean problem, where the goal is to compute a line (or in general, a $j$-dimensional affine subspace of $\mathbb{R}^d$) instead of a point, that minimizes the sum of squared Euclidean distances (SSD) to the citizens (points in $\mathbb{R}^d$); see e.g. [MJF19]. Those problems, where $j \geq 1$, are natural generalizations of the mean problem in (1) where the dimension of the center is $j = 0$, and are closely related to the singular value decomposition [KL80], principal component analysis (PCA) [WEG87], linear regression, and many more problems in machine learning and computational geometry. To this end, this works, which is the second work in a series of surveys to come, solely handles the mean problem, which we believe is the foundation for all the complex optimization problems mentioned above.

With the increase of input points (data size) and data acquisition models, the computational load for finding the best location for a facility under some constraints, or computing the SVD of the data matrix becomes computationally infeasible in real-time, especially when applied on small IoT devices and huge databases. Beside computing the optimal location, we might need to evaluate, in real-time, the cost of some given potential hospital location. To mitigate the above problems and handle simultaneously various data models, we suggest to utilize a relatively new paradigm called a coreset, which has been gaining popularity in the past decade. This paradigm suggests to provably summarize the input data instead of improving the existing solvers, while allowing to evaluate any query (potential location), on the compressed data.

A coreset is a modern problem-dependent data summarization scheme that approximates the original (big) dataset $P$ in some provable sense with respect to a (usually infinite) set of questions / queries $\mathcal{X}$ defined by the problem at hand, and an objective loss/cost function $f_{\text{loss}}$. If we indeed succeed to provably compress the data, in this sense, then we can then compute the query that minimizes the given objective cost function on the compressed coreset instead of the original data, thus saving time, energy and space without compromising the accuracy by more than a small multiplicative factor.

Coresets are especially useful for learning big data since an off-line and possibly inefficient coreset construction for “small data” implies constructions that maintains coreset for streaming, dynamic (including deletions) and distributed data in parallel. This is via a simple and easy to implement framework that is often called merge-reduce trees; see [BS80, IMMM14, ACH+13]. The fact
that a strong coreset approximates every query (and not just the optimal one for some criterion) implies that we may solve hard optimization problems with non-trivial and non-convex constraints by running a possibly inefficient algorithm such as exhaustive search on the coreset, or running existing heuristics numerous times on the small coreset instead of once on the original data. Similarly, parameter tuning, model selection, or cross validation can be applied on a coreset that is computed once for the original data as explained in [MJF19].

In recent years, coresets were applied to many machine learning algorithms e.g. logistic regression [HCB16, MSSW18, KL19], SVM [HPRZ07, TKZ06, TKC05a, TKC05b, TMF20], clustering problems [FFK11, Gu12, JTMF20, BLL18, LBK16, SSS19, SW18], matrix approximation [FSS13, MJF19, FMSW10, Sar06, MJTF20], ℓ_2-regression [CP15, DDH+09, SW11], and others [HHL+21, CADVL21, HSV20, MCL20]; see surveys [Fel20, Phi16, JMF19].

There are many types of coresets and coreset constructions. In this survey we focus on what is sometimes called strong and weak coresets. Informally, a strong coreset $C$ guarantees that for every query $x \in X$, the value of the cost function $f_{\text{loss}}(C, x)$ when applied on the coreset $C$ is approximately the same as $f_{\text{loss}}(P, x)$ when applied on the original full data; see e.g. [LBK16, FKW19].

A weak coreset $C$ (usually) only guarantees that the optimal query for $C$, $x^*_C \in \arg\min_{x \in X} f_{\text{loss}}(C, x)$ and the optimal query for $P$, $x^*_P \in \arg\min_{x \in X} f_{\text{loss}}(P, x)$ yield approximately the same cost on the full data, i.e., $f_{\text{loss}}(P, x^*_P) \approx f_{\text{loss}}(P, x^*_C)$; see e.g. [FMS07].

Since a strong coreset $C$ approximates every query $x \in X$, we can also minimize $f_{\text{loss}}$ on $C$ given further (previously unknown) constraints $\mathcal{X}$, since the query set under the assumptions $\mathcal{X} \cap X \subseteq X$ is also contained in $X$.

We would usually prefer to compute a coreset $C$ which is a (possibly weighted) subset $C \subseteq P$ of the input $P$. Such a subset coreset has multiple advantages over a non-subset coreset, which are (i) preserved sparsity of the input, (ii) interpretable, (iii) may be used (heuristically) for other problems, and (iv) less numerical issues that occur when non-exact linear combination of points are used. Unfortunately, not all problems admit such a subset coreset. For further discussion and examples see e.g. [MSF20, Fel20].

**Why coreset for the mean problem?** While the mean problem in (1) is a relatively simple problem, it lies at the basis of more involved and very common problems in machine learning, e.g., the classic $k$-means clustering. In particular, we can always improve a given $k$-clustering, by replacing the center of each cluster by its mean (if this is not already the case). This is indeed the idea behind the classic Lloyd’s heuristic [Llo82] and also behind some coresets for $k$-means [BF20]. Most coreset construction algorithms for those hard problems usually borrow or generalize tricks and techniques used in coreset constructions for the (simpler) mean problem. Furthermore, other works, which seem unrelated at first glance, require at their foundations an algorithm for computing a mean coreset. Such problems include coresets for Kernel Density Estimates (KDE) of Euclidean kernels [PT20], least squares problems, e.g., coresets for linear regression and the singular value decomposition [MJF19], and coresets for signals [RVF+14]. For example in [MJF19] it was shown that in order to compute a lossless SVD (or linear regression) coreset for an $n \times d$ matrix $A$, it is sufficient to compute a smaller $m \times d$ matrix $C$ such that $A^T A = C^T C$.

The scatter matrix $A^T A$ of an input matrix $A = (a_1 \mid \cdots \mid a_n)^T \in \mathbb{R}^{n \times d}$ is the sum $A^T A = \sum_{i=1}^n a_i a_i^T$ over $n d \times d$ matrices. Each such matrix can be "flatten" to a vector in $\mathbb{R}^{d^2}$. Hence,
we can compute a smaller subset of these $d^2$-dimensional vectors, which accurately estimate their original sum. We thus obtain a weighted subset of the rows of $A$ whose scatter matrix is the desired $A^T A$, with no additional error [JMF19]. A coreset that introduces multiplicative $1 + \varepsilon$ error for this problem (SVD/linear regression) was suggested in [FVR16], also here the authors suggested a reduction to the problem of computing a mean coreset with multiplicative $1 + \varepsilon$ error for a set of point in a higher dimensional space. Another example is in the context of $k$-means, where [BF20] showed that in order to compute a $k$-means coreset for a set of points $P$ it is suffices to cluster these points to a large number of clusters, and compute a mean coreset for each cluster, then take the union of these coresets to a single unite set, which is proven to be a $k$-means coreset for $P$.

Not only are the mean-related results scattered across numerous papers and books dating from the last century and till today, but some of those constructions and proofs are not formally stated elsewhere, and can only be inferred by combining many different results.

**Main goal.** To this end, in this work we aim to review the wide range of techniques and methodologies behind the constructions of mean coresets, ranging from loss-less to lossy, from deterministic to randomized, and from greedy to non-greedy constructions. Examples include accurate coresets via computational geometry, random sampling-based coresets via Bernstein inequality, and greedy deterministic coresets via the Frank-Wolfe algorithm [Cla10]. We provide in-depth proofs, under a unified notation, for all the suggested approaches, and guide the reader through them. We also analyze and compare all the presented results based on their construction time, size, and the properties discussed above; see Table 1. Both to help readers outside the theoretical computer science community, and to encourage the usage and generalization of the presented algorithms, we provide full open source code for all the presented results [Cod21].
Coreset size 4 

Theorem 

ε we present a random coreset construction which utilizes the well known sensitivity 

ε we present a reduction between 

Section w O

and Corollary 5 w δ 

Construction Section O

Properties δ 6.9

3.3 

we show how to utilize the Bernstein 

Theorem O

δ O

δ O

δ 8.1

w

δ w 6.5

δ w 7.4

Subset for the different coreset types.

δ w 5.2

O

δ w 6.4

δ w 6.1

O

δ w 5.1

Lemma Subset

δ Subset

δ Subset

δ Subset

δ

Lemma 5.4

Lemma 6.5

Theorem 6.8

Theorem 6.9

Theorem 7.3

Theorem 7.4

Lemma 8.1

Lemma 8.2

Table 1: Summary of mean coresets. This table presents various coresets for the mean problem, both ε-coresets from this work and accurate coresets from [JMF19]. The input for all algorithms is a set P = \{p_1, \cdots, p_n\} ⊆ \mathbb{R}^d and a weights vector w ∈ \mathbb{R}^n. See Section 1 and Definitions 3.2 and 3.3 for the different coreset types. δ represents the probability of failure of the corresponding algorithm, i.e., a deterministic algorithm has δ = 0. The measured error ε is a multiplicative error, i.e., ε = \arg\max_{x \in \mathbb{R}^d} \frac{f_{\text{loss}}((P; w), x) - f_{\text{loss}}((P; w), x)}{f_{\text{loss}}((P; w), x)}.

2 Paper Overview

This survey is part of a series of surveys that aim to give introduction to coresets; see [Fel19] and [JMF19]. This work is organized as follows. We first introduce the notations and definitions in Section 3. In Section 4, we briefly summarize a first type of mean coresets constructions. Those coresets are often called accurate coresets, as they do not introduce any error when compressing the data, unlike most of the other coresets when such an approximation error is unavoidable for obtaining a small (\(o(n)\)) coreset. In Section 5 we present a reduction between the problem of computing a (strong and weak) mean coreset for an arbitrary set of input point Q ⊆ \mathbb{R}^d to the problem of computing a mean coreset to a corresponding, yet much simpler, set of points P which we call a “normalized weighted set”. This set satisfies a set of properties (e.g., zero mean) that will simplify the analysis later on; see Observation 5.1 and Corollary 5.2.

In Sections 5.2 and 5.3, we continue and simplify the definition of coreset for a normalized weighted set P by explaining what (sufficient) properties should hold for a set C in order to be a strong/weak coreset for P. Through Section 6, we show how to compute, with a high probability, a (strong and weak) coreset for such a normalized set P based on two different approaches: (i) in Subsection 6.1 we present a random coreset construction which utilizes the well known sensitivity sampling framework [BLF16, FL11], (ii) then in Section 6.2 we show how to utilize the Bernstein inequality to obtain smaller coresets in the same running time. The two approaches above are very similar, and basically differ in their analysis. We then present, in Section 7, a deterministic
coreset construction algorithm (zero probability of failure) for an input normalized weighted set; see Theorem 7.4 and Theorem 7.3. The main technique in this section is to normalize the data in a way that enables the use of the classic Frank-Wolfe algorithm [FW’56] from 1956 (that was re-discovered only recently by [Cla10]). Finally, in Section 8, we present two algorithms for computing, with high probability, a weak coreset in time that is sublinear in the input size. Table 1 summarizes all the results that are written in this paper.

3 Notations and assumptions

In this section we first we first introduce our notations that will be used through the paper, and then give our main definitions.

Notations. For a pair of integers $d, n \geq 1$, we denote by $\mathbb{R}^{n \times d}$ the union over every $n \times d$ real matrix and $|n| = \{1, \ldots, n\}$. The $\ell_2$, $\ell_1$ and $\ell_0$ norm of a vector $v = (v_1, \ldots, v_d) \in \mathbb{R}^d$ are denoted, respectively, by $\|v\|_2 = \sqrt{\sum_{i=1}^{d} v_i^2}$, $\|v\|_1 = \sum_{i=1}^{d} |v_i|$, and $\|v\|_0$, where and $\|v\|_0$ is the number of non-zero entries in $v$.

For a matrix $A \in \mathbb{R}^{n \times d}$ the Frobenius norm $\|A\|_F$ is the squared root of its sum of squared entries, and $tr(A)$ denotes its trace. A vector $w \in [0, 1]^n$ is called a distribution vector if its entries sum up to one. For an event $B$ we use $\Pr(B)$ as the probability that event $B$ occurs.

A weighted set is a pair $P' = (P, w)$ where $P = \{p_1, \ldots, p_n\} \subseteq \mathbb{R}^d$ is a set of $n$ points, and $w = (w_1, \ldots, w_n)^T \in (0, \infty)^n$ is called a weights vector that assigns every $p_i \in P$ a weight $w_i \in \mathbb{R}$. The size of $P'$ is $|P'| = n$ and the cardinality of $P'$ is the number of non zero entries $\|w\|_0$ of $w$. Finally the weighted sum of a weighted set $(P, w)$ is defined as $\sum_{i=1}^{n} w_i p_i$, and its weighted mean is $\sum_{i=1}^{n} \frac{w_i}{\|w\|_1} p_i$.

Definition 3.1 (Normalized weighted set) A normalized weighted set is a weighted set $(P, w) = \{(p_1, \ldots, p_n), (w_1, \ldots, w_n)^T\}$ that satisfies the following three properties:

(a) Weights sum to one: $\sum_{i=1}^{n} w_i = 1$,

(b) The weighted sum is the origin: $\sum_{i=1}^{n} w_i p_i = 0_d$, and

(c) The weighted sum of squared norms is 1: $\sum_{i=1}^{n} w_i \|p_i\|^2 = 1$.

In what follows is the definition of a strong $\varepsilon$-coreset for the mean problem. A coreset for a weighted set $(P, w)$ is nothing but a re-weighting of the points in $P$ by a new weights vector $u$, such that every query $x \in \mathbb{R}^d$ will yield approximately the same cost when applied to either $(P, w)$ or $(P, u)$. We usually aim to compute a weighted set $(P, u)$ of cardinality $\|u\|_0 \ll \|w\|_0$.

Definition 3.2 (Strong mean $(\varepsilon, \delta)$-coreset) Let $(P, u)$ and $(P, w)$ be two weighted sets in $\mathbb{R}^d$ such that $|P| = n$, and let $\varepsilon, \delta \in [0, 1)$. We say that $(P, u)$ is a strong mean $(\varepsilon, \delta)$-coreset for $(P, w)$ of cardinality $\|u\|_0$ if, with probability at least $1 - \delta$, for every $x \in \mathbb{R}^d$,

$$\left| \sum_{i=1}^{n} w_i \|p_i - x\|^2 - \sum_{i=1}^{n} u_i \|p_i - x\|^2 \right| \leq \varepsilon \sum_{i=1}^{n} u_i \|p_i - x\|^2.$$

If $\varepsilon = 0$, we say that $(P, u)$ is a strong mean accurate coreset for $(P, w)$, and if $\delta = 0$ we say that the coreset is deterministic and simply call it a strong $\varepsilon$-coreset.
A weak mean $\varepsilon$-coreset for $(P, w)$ is a weighted set $(P, u)$ such that solving for the optimal query $x \in \mathbb{R}^d$ on the coreset $(P, u)$ and applying it on $(P, w)$ yields approximately the same result as if computing the optimal solution of the original set $(P, w)$.

**Definition 3.3 (Weak mean $(\varepsilon, \delta)$-coreset)** Let $(P, u)$ and $(P, w)$ be a pair of weighted sets, and let $n = |P|$. Let $\bar{p} \in \arg \min_{x \in \mathbb{R}^d} \sum_{i=1}^n w_i \| p_i - x \|^2$, $\bar{s} \in \arg \min_{x \in \mathbb{R}^d} \sum_{i=1}^n u_i \| p_i - x \|^2$, and put $\varepsilon, \delta \in [0, 1)$. Then $(P, u)$ is a weak mean $(\varepsilon, \delta)$-coreset (or weak $(\varepsilon, \delta)$-coreset in short) for $(P, w)$ of cardinality $\| u \|_0$ if with probability at least $1 - \delta$, we have:

$$\left| \sum_{i=1}^n w_i \| p_i - \bar{p} \|^2 - \sum_{i=1}^n u_i \| p_i - \bar{s} \|^2 \right| \leq \varepsilon \sum_{i=1}^n w_i \| p_i - \bar{p} \|^2.$$

If $\varepsilon = 0$, we say that $(P, u)$ is a weak mean accurate coreset for $(P, w)$, and if $\delta = 0$ we say that the coreset is deterministic and simply call it a weak $\varepsilon$-coreset.

**4 Accurate mean coresets**

Before going into the more involved coresets for the mean problem, in this section we will briefly summarize the most simple coresets which are the accurate coresets; see Definition 3.2. Those coresets do not introduce any error when compressing the data, i.e., $\varepsilon = 0$. The coresets presented in this section are explained in detail in [JMF19].

Let $(P, w)$ be a weighted set (input set) of size $|P| = n$ and $x \in \mathbb{R}^d$ be a vector (query).

**Simple statistics.** We first make the following simple observation:

$$\sum_{i=1}^n w_i \| p_i - x \|^2 = \sum_{i=1}^n w_i \| p_i \|^2 - 2 x^T \sum_{i=1}^n w_i p_i + \| x \|^2 \sum_{i=1}^n w_i. \quad (2)$$

By this observation, we notice that $\sum_{i=1}^n w_i \| p_i - x \|^2$ is equal to the sum of the following 3 terms: (i) $\sum_{i=1}^n w_i \| p_i \|^2$, (ii) $-2 x^T \sum_{i=1}^n w_i p_i$, and (iii) $\| x \|^2 \sum_{i=1}^n w_i$. Notice that the first term is independent of the query $x$, the second depends on $\| x \|^2$ and $\sum_{i=1}^n w_i$, the third term depends on $x^T$ and $\sum_{i=1}^n w_i p_i$. Therefore, by pre-computing in $O(n)$ time and storing in memory the following statistics: $\sum_{i=1}^n w_i \| p_i \|^2$, $\sum_{i=1}^n w_i p_i$, and $\sum_{i=1}^n w_i$, for any (new) given query $x$ we can evaluate $\sum_{i=1}^n w_i \| p_i - x \|^2$ in $O(1)$ time by simply evaluating the 3 terms from (2) using $x$ and the stored statistics.

We note that this “coreset” is different than other coresets presented in this paper, since it is not a subset of the input and requires evaluating a different cost function on the coreset than on the original data.

**Subset coreset.** We now aim to compute a mean coreset $(P, u)$ of cardinality $\| u \|_0 < n$. From (2), we know that if a weighted set $(P, u)$ satisfies: (i) $\sum_{i=1}^n w_i \| p_i \|^2 = \sum_{i=1}^n u_i \| p_i \|^2$, (ii) $\sum_{i=1}^n w_i p_i = \sum_{i=1}^n u_i p_i$, and (iii) $\sum_{i=1}^n u_i = \sum_{i=1}^n w_i$, then clearly $\sum_{i=1}^n w_i \| p_i - x \|^2 = \sum_{i=1}^n u_i \| p_i - x \|^2$, for every $x \in \mathbb{R}^d$. Therefore, to compute an accurate strong mean coreset $(P, u)$ for $(P, w)$, we simply need to ensure that (i)–(iii) holds.

It turns out that we can compute in $O(nd^2)$ time a coreset $(P, u)$ of cardinality $\| u \|_0 \leq d + 2$ where $u \in \mathbb{R}^n$ that satisfies the conditions above. Furthermore, if the input weights $w$ are non-negative, i.e., $w \in [0, \infty)^n$, we can compute in $O(nd + d^4 \log n)$ a coreset $(P, u)$ of cardinality...
\[\|u\|_0 \leq d + 3 \text{ where } u \in [0, \sum_{p \in P} w(p)]^{d+3} \] is both non-negative and bounded; see full details in [JMF19].

5 Problem Reduction for \(\varepsilon\)-Coresets

In this section, we argue that in order to compute a strong (weak) \(\varepsilon\)-coreset for an input weighted set \((Q, m)\), it suffices to compute a strong (weak) \(\varepsilon\)-coreset for its corresponding normalized (and much simpler) weighted set \((P, w)\) as in Definition 3.1; see Corollary 5.2.

Note that we do not actually normalize the given input data. The normalization is used only in the analysis and coresets proof of correctness.

5.1 Reduction To Normalized Weighted Set

Observation 5.1 Let \(Q = \{q_1, \ldots, q_n\}\) be a set of \(n \geq 2\) points in \(\mathbb{R}^d\), \(m \in (0, \infty)^n\), \(w \in (0, 1]^n\) be a distribution vector such that \(w = \frac{m}{\|m\|_1}\), \(\mu = \sum_{i=1}^n w_i q_i\), and \(\sigma = \sqrt{\sum_{i=1}^n w_i \|q_i - \mu\|^2}\). Let \(P = \{p_1, \ldots, p_n\}\) be a set of \(n\) points in \(\mathbb{R}^d\), such that for every \(j \in [n]\) we have \(p_j = \frac{w_j}{\|w\|_1} m\). Then, \((P, w)\) is the corresponding normalized weighted set of \((Q, m)\), i.e., (i)-(iii) hold as follows:

(i) \(\sum_{i=1}^n w_i = 1\),

(ii) \(\sum_{i=1}^n w_i p_i = 0\), and

(iii) \(\sum_{i=1}^n w_i \|p_i\|^2 = 1\).

Proof.

(i) \(\sum_{i=1}^n w_i = 1\) immediately holds by the definition of \(w\).

(ii) \(\sum_{i=1}^n w_i p_i = \sum_{i=1}^n w_i \cdot \frac{q_i - \mu}{\sigma} = \frac{1}{\sigma} \left( \sum_{i=1}^n w_i q_i - \sum_{i=1}^n w_i \mu \right) = \frac{1}{\sigma} \left( \mu - \sum_{i=1}^n w_i \mu \right) = \frac{1}{\sigma} \mu \left( 1 - \sum_{i=1}^n w_i \right) = 0\),

where the first equality holds by the definition of \(p_i\), the third holds by the definition of \(\mu\), and the last is since \(w\) is a distribution vector.

(iii) \(\sum_{i=1}^n w_i \|p_i\|^2 = \sum_{i=1}^n w_i \left\| \frac{q_i - \mu}{\sigma} \right\|^2 = \frac{1}{\sigma^2} \sum_{i=1}^n w_i \|q_i - \mu\|^2 = \frac{1}{\sigma^2} \sum_{i=1}^n w_i \|q_i - \mu\|^2 = 1\),

where the first and third equality hold by the definition of \(p_i\) and \(\sigma\), respectively.

Corollary 5.2 Let \((Q, m)\) be a weighted set, and let \((P, w)\) be its corresponding normalized weighted set as computed in Observation 5.1. Let \((P, u)\) be a strong (weak) \(\varepsilon\)-coreset for \((P, w)\) and let \(u' = \|m\|_1 \cdot u\). Then \((Q, u')\) is a strong (weak) \(\varepsilon\)-coreset for \((Q, m)\).

Proof. Put \(x \in \mathbb{R}^d\) and let \(y = \frac{x - \mu}{\sigma}\). Now, for every \(j \in [n]\), we have that

\[\|q_j - x\|^2 = \|\sigma p_j + \mu - (\sigma y + \mu)\|^2 = \|\sigma p_j - \sigma y\|^2 = \sigma^2 \|p_j - y\|^2,\]

where the first equality is by the definition of \(y\) and \(p_j\).
We prove Corollary 5.2 first for the case of a strong $\varepsilon$-coreset, and then for the case of a weak $\varepsilon$-coreset.

**Proof for a strong $\varepsilon$-coreset.** Let $(P, u)$ be a strong $\varepsilon$-coreset for $(P, w)$. We prove that $(Q, u')$ is a strong $\varepsilon$-coreset for $(Q, m)$. Observe that

$$
\left| \sum_{i=1}^{n} (m_i - u'_i) \|q_i - x\| \right|^2 = \left| \sum_{i=1}^{n} (m_i - u'_i) \sigma^2 \|p_i - y\| \right|^2 = \sum_{i=1}^{n} |m_i| \sigma^2 (w_i - u_i) \|p_i - y\|^2, 
$$

where the first equality holds by (3), and the second holds by the definition of $w$ and $u'$.

Since $(P, u)$ is a strong $\varepsilon$-coreset for $(P, w)$

$$
\left| \sum_{i=1}^{n} |m_i| \sigma^2 (w_i - u_i) \|p_i - y\|^2 \right| \leq \varepsilon \sum_{i=1}^{n} |m_i| \sigma^2 w_i \|p_i - y\|^2 = \varepsilon \sum_{i=1}^{n} m_i \|q_i - x\|^2,
$$

where the equality holds by (3) and since $w = \frac{m}{|m_i|}$.

The proof for the case of a strong $\varepsilon$-coreset concludes by combining (4) and (5) as

$$
\left| \sum_{i=1}^{n} (m_i - u'_i) \|q_i - x\|^2 \right| \leq \varepsilon \sum_{i=1}^{n} m_i \|q_i - x\|^2.
$$

**Proof for a weak $\varepsilon$-coreset.** Let $(P, u)$ be a weak $\varepsilon$-coreset for $(P, w)$. We prove that $(Q, u')$ is a weak $\varepsilon$-coreset for $(Q, m)$. First, we observe the following equalities

$$
\sum_{i=1}^{n} m_i \left| q_i - \frac{\sum_{i=1}^{n} u_i q_i}{\|u\|_1} \right|^2 = \sigma^2 \sum_{i=1}^{n} m_i \left| p_i - \frac{\sum_{i=1}^{n} u_i p_i}{\|u\|_1} - \frac{\mu}{\sigma} \right|^2 \\
= \sigma^2 \sum_{i=1}^{n} m_i \left| p_i - \frac{\sum_{i=1}^{n} u_i (\sigma p_i + \mu)}{\|u\|_1} \right|^2 \\
= \sigma^2 \sum_{i=1}^{n} m_i \left| p_i - \frac{\sum_{i=1}^{n} u_i p_i}{\|u\|_1} - \frac{\mu}{\sigma} \right|^2
$$

where the first equality holds by (3), the second holds by the definition of $p_i$ for every $i \in [n]$, the third and fourth are just a rearrangements, and the last holds by the definition of $w$.

Since $(P, u)$ is a weak $\varepsilon$-coreset for $(P, w)$, we get that

$$
\sigma^2 \|m\|_1 \sum_{i=1}^{n} w_i \left| p_i - \frac{\sum_{i=1}^{n} u_i p_i}{\|u\|_1} \right|^2 \leq \sigma^2 \|m\|_1 (1 + \varepsilon) \sum_{i=1}^{n} w_i \|p_i - 0\|^2
$$

where the inequality holds since the mean of $(P, w)$ is $\bar{0}$, the first equality holds since $w = \frac{m}{|m_i|}$, and the second holds by (3). Hence, combining (6) with (7) proves the lemma. □
5.2 Strong Coreset for a Normalized Weighted Set

Given a normalized weighted set \((P, w)\) as in Definition 3.1, in the following lemma we prove that a weighted set \((P, u)\) is a strong \((\varepsilon, \delta)\)-coreset for \((P, w)\) if some three properties related to the mean, variance, and weights of \((P, u)\) hold with probability at least \(1 - \delta\).

Lemma 5.3 Let \((P, w)\) be a normalized weighted set of \(n\) points in \(\mathbb{R}^d\), \(\varepsilon, \delta \in (0, 1)\), and \(u \in \mathbb{R}^n\) such that with probability at least \(1 - \delta\),

1. \(\|\sum_{i=1}^{n} u_i p_i\| \leq \varepsilon\),
2. \(1 - \sum_{i=1}^{n} u_i \leq \varepsilon\), and
3. \(1 - \sum_{i=1}^{n} u_i \cdot \|p_i\|^2 \leq \varepsilon\).

Then, \((P, u)\) is a strong \((2\varepsilon, \delta)\)-coreset for \((P, w)\), i.e., with probability at least \(1 - \delta\), for every \(x \in \mathbb{R}^d\) we have that

\[
\left| \sum_{i=1}^{n} (w_i - u_i) \|p_i - x\|^2 \right| \leq 2\varepsilon \sum_{i=1}^{n} u_i \|p_i - x\|^2. \tag{8}
\]

Proof. First we have that,

\[
\sum_{i=1}^{n} w_i \|p_i - x\|^2 = \sum_{i=1}^{n} u_i \|p_i\|^2 - 2x^T \sum_{i=1}^{n} u_i p_i + \|x\|^2 \sum_{i=1}^{n} w_i = 1 + \|x\|^2, \tag{9}
\]

where the last equality holds by the attributes ((a))–((c)) of the normalized weighted set \((P, w)\). By rearranging the left hand side of (8) we get,

\[
\left| \sum_{i=1}^{n} (w_i - u_i) \|p_i - x\|^2 \right| = \left| \sum_{i=1}^{n} (w_i - u_i) (\|p_i\|^2 - 2p_i^T x + \|x\|^2) \right| \tag{10}
\]

\[
\leq \left| \sum_{i=1}^{n} (w_i - u_i) \|p_i\|^2 \right| + \|x\|^2 \left| \sum_{i=1}^{n} (w_i - u_i) \right| + 2x^T \left| \sum_{i=1}^{n} (w_i - u_i) p_i \right| \tag{11}
\]

\[
= \left| 1 - \sum_{i=1}^{n} u_i \|p_i\|^2 \right| + \|x\|^2 \left| 1 - \sum_{i=1}^{n} u_i \right| + 2x^T \left| \sum_{i=1}^{n} u_i p_i \right| \tag{12}
\]

\[
\leq \varepsilon + \varepsilon \|x\|^2 + 2 \|x\| \left\| \sum_{i=1}^{n} u_i p_i \right\|, \tag{13}
\]

where (11) holds by the triangle inequality, (12) holds by attributes ((a))–((c)), and (13) holds by combining assumptions (2), (3), and the Cauchy-Schwarz inequality respectively. We also have for every \(a, b \geq 0\) that \(2ab \leq a^2 + b^2\), hence,

\[
2ab = 2\sqrt{\varepsilon} a \frac{b}{\sqrt{\varepsilon}} \leq \varepsilon a^2 + \frac{b^2}{\varepsilon}. \tag{14}
\]

By (14) and assumption (1) we get that,

\[
2 \|x\| \left\| \sum_{i=1}^{n} u_i p_i \right\| \leq \varepsilon \|x\|^2 + \frac{\|\sum_{i=1}^{n} u_i p_i\|^2}{\varepsilon} \leq \varepsilon \|x\|^2 + \frac{\varepsilon^2}{\varepsilon} = \varepsilon \|x\|^2 + \varepsilon. \tag{15}
\]
Lemma 5.3 now holds by plugging (15) in (13) as,
\[
\left| \sum_{i=1}^{n} (w_i - u_i) \|p_i - x\|^2 \right| \leq \varepsilon + \varepsilon \|x\|^2 + \varepsilon \|x\|^2 + \varepsilon = 2\varepsilon + 2\varepsilon \|x\|^2
\]
\[
= 2\varepsilon(1 + \|x\|^2) = 2\varepsilon \sum_{i=1}^{n} u_i \|p_i - x\|^2,
\]
where the last equality holds by (9).

Observe that if assumptions (1), (2) and (3) hold with probability at least \(1 - \delta\), then (17) hold also with probability \(1 - \delta\). We therefore obtain an \((2\varepsilon, \delta)\)-coreset. \(\square\)

5.3 Weak Coreset for a Normalized Weighted Set

Given a normalized weighted set \((P, w)\) as in Definition 3.1, in the following lemma we prove that a weighted set \((P, u)\) is a weak \((\varepsilon, \delta)\)-coreset for \((P, w)\) if and only if with probability at least \(1 - \delta\) the squared \(\ell_2\)-norm of the weighted mean of \((P, u)\) is smaller that \(\varepsilon\).

Lemma 5.4 Let \((P, w)\) be a normalized weighted set of \(n\) points in \(\mathbb{R}^d\), \(\varepsilon \in (0, 1)\), and \(u \in \mathbb{R}^n\) be a weight vector. Let \(\bar{p} = \sum_{i=1}^{n} w_i p_i\) and \(\bar{\eta} = \sum_{i=1}^{n} \frac{u_i}{\|u\|_1} p_i\). Then, \((P, u)\) is a weak \(\varepsilon\)-coreset for \((P, w)\), i.e.,
\[
\sum_{i=1}^{n} w_i \|p_i - \bar{\eta}\|^2 \leq (1 + \varepsilon) \sum_{i=1}^{n} w_i \|p_i - \bar{p}\|^2
\]
if and only if
\[
\|\bar{\eta}\|^2 \leq \varepsilon.
\]

Proof. Observe that \(\bar{p}\) is the weighted mean of the points in \(P\), since it minimizes the sum of the squared distances from the points in \(P\) to it, thus,
\[
\sum_{i=1}^{n} w_i \|p_i - \bar{p}\|^2 = \sum_{i=1}^{n} w_i \left\| p_i - \sum_{j=1}^{n} w_j p_j \right\|^2 = \sum_{i=1}^{n} w_i \|p_i - 0\|^2 = 1,
\]
where the second equality holds by Assumption (b) of a normalized weighted set and the last holds by Assumption (c) of a normalized weighted set. We also have that,
\[
\sum_{i=1}^{n} w_i \|p_i - \bar{\eta}\|^2 = \sum_{i=1}^{n} w_i \|p_i\|^2 - 2\bar{\eta}^T \sum_{i=1}^{n} w_i p_i + \|\bar{\eta}\|^2 \sum_{i=1}^{n} w_i = 1 + \|\bar{\eta}\|^2,
\]
where the last equality holds by Assumptions (a)–(c) of a normalized weighted set. Using (18) and (19) we finish the proof by looking at the following two cases:

if \(\|\bar{\eta}\|^2 > \varepsilon\) then
\[
\sum_{i=1}^{n} w_i \|p_i - \bar{\eta}\|^2 = 1 + \|\bar{\eta}\|^2 > 1 + \varepsilon > (1 + \varepsilon) \sum_{i=1}^{n} w_i \|p_i - \bar{p}\|^2,
\]
if \( \|s\|^2 \leq \varepsilon \) then
\[
\sum_{i=1}^{n} w_i \|p_i - \bar{s}\|^2 = 1 + \|s\|^2 \leq 1 + \varepsilon \leq (1 + \varepsilon) \sum_{i=1}^{n} w_i \|p_i - \bar{p}\|^2.
\]

\( \Box \)

### 5.4 From Strong to Weak Coreset Constructions

The following lemma proves that any strong \( \sqrt{\varepsilon} \)-coreset for the mean problem is also a week \( \varepsilon \)-coreset for the mean problem.

**Lemma 5.5** Let \((P, w)\) be a normalized weighted set of \( n \) points in \( \mathbb{R}^d \), \( \varepsilon \in (0, \frac{1}{36}) \) and let \((P, u)\) be a strong \( \sqrt{\varepsilon} \)-coreset for \((P, w)\). Then \((P, u)\) is also a weak \((36\varepsilon)\)-coreset for \((P, w)\), i.e.,
\[
\sum_{i=1}^{n} w_i \|p_i - \bar{s}\|^2 \leq (1 + 36\varepsilon) \min_{x \in \mathbb{R}^d} \sum_{i=1}^{n} w_i \|p_i - x\|^2,
\]
where \( \bar{s} = \sum_{i=1}^{n} \frac{w_i}{\|w\|_1} p_i \) is the weighted mean of \((P, u)\).

**Proof.** First, observe that if \( \|\bar{s}\| = 0 \), then by Lemma 5.4, (20) holds immediately. We therefore assume that \( \|\bar{s}\| \neq 0 \).

Since \((P, u)\) is a strong \( \sqrt{\varepsilon} \)-coreset for \((P, w)\), for every \( x \in \mathbb{R}^d \) we have that
\[
\left| \sum_{i=1}^{n} w_i \cdot \|p_i - x\|^2 - \sum_{i=1}^{n} u_i \cdot \|p_i - x\|^2 \right| \leq \sqrt{\varepsilon} \sum_{i=1}^{n} w_i \cdot \|p_i - x\|^2,
\]
and
\[
\sum_{i=1}^{n} w_i \cdot \|p_i - x\|^2 = \sum_{i=1}^{n} w_i \|p_i\|^2 - 2x^T \sum_{i=1}^{n} w_i p_i + \sum_{i=1}^{n} w_i \|x\|^2 = 1 + \|x\|^2,
\]
where the last equality holds by the properties of \((P, w)\) in Definition 3.1.

Therefore, for every \( x \in \mathbb{R}^d \) we have that
\[
\left| \sum_{i=1}^{n} w_i \cdot \|p_i - x\|^2 - \sum_{i=1}^{n} u_i \cdot \|p_i - x\|^2 \right| = \left| 1 + \|x\|^2 - \sum_{i=1}^{n} u_i \cdot \|p_i - x\|^2 \right|
\]
\[
= \left| 1 + \|x\|^2 - \sum_{i=1}^{n} u_i \|p_i\|^2 + 2x^T \sum_{i=1}^{n} u_i p_i - \sum_{i=1}^{n} u_i \|x\|^2 \right|,
\]
where the first equality is by (22).

Combining (21), (22) and (23) yields that for every \( x \in \mathbb{R}^d \) the following holds
\[
\left| 1 + \|x\|^2 - \sum_{i=1}^{n} u_i \|p_i\|^2 + 2x^T \sum_{i=1}^{n} u_i p_i - \sum_{i=1}^{n} u_i \|x\|^2 \right| \leq \sqrt{\varepsilon}(1 + \|x\|^2).
\]

We now prove that \( \sum_{i=1}^{n} u_i p_i \| \leq 6\sqrt{\varepsilon} \) using the following case analysis: **Case (i):** \( d = 1 \), and **Case (ii):** \( d \geq 2 \).
**Case (i):** $d = 1$. Plugging $x = 0$ in (24) yields
\[
\left| 1 - \sum_{i=1}^{n} u_i p_i^2 \right| \leq \sqrt{\varepsilon}.
\] (25)

Plugging $x = 1$ in (24) and combining with (25) yields
\[
\left| 1 + 2 \sum_{i=1}^{n} u_i p_i - \sum_{i=1}^{n} u_i \right| \leq 3\sqrt{\varepsilon}.
\] (26)

Plugging $x = -1$ in (24) and combining with (25) yields
\[
\left| 1 - 2 \sum_{i=1}^{n} u_i p_i - \sum_{i=1}^{n} u_i \right| \leq 3\sqrt{\varepsilon}.
\] (27)

Combining (26) and (27) implies that
1. $|\sum_{i=1}^{n} u_i p_i| \leq 3\sqrt{\varepsilon}$,
2. and $|1 - \sum_{i=1}^{n} u_i| \leq 3\sqrt{\varepsilon}$.

Hence, Combining (1) and (2) proves Case (i) as
\[
\sum_{i=1}^{n} \frac{u_i}{\|p_i\|} p_i = \left| \frac{\sum_{i=1}^{n} u_i p_i}{\sum_{i=1}^{n} u_i} \right| \leq \frac{3\sqrt{\varepsilon}}{1 - 3\sqrt{\varepsilon}} \leq \frac{3\sqrt{\varepsilon}}{1/2} = 6\sqrt{\varepsilon},
\]
where the second inequality is since $\varepsilon \in (0, \frac{1}{36})$.

**Case (ii):** $d \geq 2$. We prove Case (ii) by proving the following 3 properties

(a) $|1 - \sum_{i=1}^{n} u_i \cdot \|p_i\|^2| \leq \sqrt{\varepsilon}$

(b) $|1 - \sum_{i=1}^{n} u_i| \leq 3\sqrt{\varepsilon}$

(c) $\|\sum_{i=1}^{n} u_i p_i\| \leq 3\sqrt{\varepsilon}$

**Proof of (a):** This step holds immediately by plugging $x = 0$ in (24).

**Proof of (b):** Let $s^\perp \in \mathbb{R}^d$ be an arbitrary vector that is perpendicular to $\bar{s}$ and let $y = \frac{s^\perp}{\|s^\perp\|}$. Such a vector $s^\perp$ exists due to our assumption that $\|s\| \neq 0$. We now have that
\[
\left| \left( 1 - \sum_{i=1}^{n} u_i \|p_i\|^2 \right) + \left( 1 - \sum_{i=1}^{n} u_i \right) \right| = \left| 1 + \|y\|^2 - \sum_{i=1}^{n} u_i \|p_i\|^2 + 2y^T \sum_{i=1}^{n} u_i p_i - \sum_{i=1}^{n} u_i \|y\|^2 \right| \leq 2\sqrt{\varepsilon},
\] (28)

where the first derivation holds by combining that $y$ is perpendicular to $\sum_{i=1}^{n} u_i p_i$ (by definition) and that $\|y\|^2 = 1$, and the second derivation holds by plugging $x = y$ in (24).

Combining (28) with Property ((a)) proves Property ((b)) as
\[-3\sqrt{\varepsilon} \leq \left( 1 - \sum_{i=1}^{n} u_i \right) \leq 3\sqrt{\varepsilon}.
\]
Proof of ((c)): Let \( z = \frac{\bar{x}}{\|z\|} = \frac{\sum_{i=1}^{n} u_i p_i}{\sum_{i=1}^{n} u_i} \). We now have that

\[
\left| 1 - \sum_{i=1}^{n} u_i \|p_i\|^2 \right|^2 + \left| 1 - \sum_{i=1}^{n} u_i \|z\|^2 \right|^2 + 2 \left| \sum_{i=1}^{n} u_i p_i \right|^2 \\
= \left| 1 - \sum_{i=1}^{n} u_i \|p_i\|^2 \right|^2 + \left| 1 - \sum_{i=1}^{n} u_i \|z\|^2 \right|^2 + 2 z^T \sum_{i=1}^{n} u_i p_i \\
= 1 + \|z\|^2 - \sum_{i=1}^{n} u_i \|p_i\|^2 + 2 z^T \sum_{i=1}^{n} u_i p_i - \sum_{i=1}^{n} u_i \|z\|^2 \leq 2\varepsilon, \tag{29}
\]

where (29) holds by the definition of \( z \), the first derivation in (30) holds since \( \|z\| = 1 \), and the second derivation in (30) holds by plugging \( x = z \) in (23). Therefore,

\[
\left| 1 - \sum_{i=1}^{n} u_i \|p_i\|^2 \right|^2 + \left| 1 - \sum_{i=1}^{n} u_i \|z\|^2 \right|^2 + 2 \left| \sum_{i=1}^{n} u_i p_i \right|^2 \leq 2\varepsilon. \tag{31}
\]

Property (c) now holds by combining (31) with Properties (a)–(b) as

\[
2 \left| \sum_{i=1}^{n} u_i p_i \right| \leq 6\varepsilon.
\]

Hence, combining Property (b) with (c) satisfies Case (ii) as

\[
\sum_{i=1}^{n} \frac{u_i}{\|u\|_1} p_i = \left\| \frac{\sum_{i=1}^{n} u_i p_i}{\sum_{i=1}^{n} u_i} \right\| \leq \frac{3\sqrt{\varepsilon}}{1 - 3\sqrt{\varepsilon}} \leq 6\sqrt{\varepsilon},
\]

where the last inequality holds since \( \varepsilon \in (0, \frac{1}{36}) \).

By Case (i) and Case (ii) we have that \( \left\| \sum_{i=1}^{n} \frac{u_i}{\|u\|_1} p_i \right\| \leq 6\sqrt{\varepsilon} \) for any \( d \geq 1 \). Lemma 5.5 now holds by substituting \( u \) and \( \bar{s} = \sum_{i=1}^{n} \frac{u_i}{\|u\|_1} p_i \) in Lemma 5.4. \( \square \)

6 Strong and Weak \((\varepsilon, \delta)\)-Coreset Constructions

In this section, we aim to compute strong and weak \((\varepsilon, \delta)\)-coreset for a normalized weighted set \((P, w)\).

In Section 6.1 we present a strong coreset construction result which utilizes the sensitivity sampling framework [BFL16]. We then combine this result with the reduction result from strong to weak coresets (see Section 5.4) to obtain a weak coreset construction.

In Section 6.2 we utilize the Bernstein inequality to obtain a weak coreset for an input set of points contained inside the unit ball. We then show how to leverage this result in order to compute both a strong coreset, based on non-uniform sampling and reweighting of the points. We then obtain a weak coreset by combining the strong coreset construction result with the reduction from Section 5.4. Those weak and strong coresets are smaller than the ones obtained via the sensitivity framework in Section 6.1.
6.1 Sensitivity Based Coresets

We now prove that using a smart reweighting scheme of a normalized weighted input set, we can pick a non-uniform random sample of the input, based on the smart weights, to obtain a strong \( \varepsilon \)-coreset. This is based on the sensitivity framework suggested in [BFL16] and the sensitivity tight bound from [TBA18].

**Definition 6.1 (Definition 4.2 in [BFL16])** Let \( (P, w) \) be a weighted set of \( n \) points in \( \mathbb{R}^d \). Let \( Q \) be a set of items called queries. Let \( f : P \times Q \to \mathbb{R} \) be a cost function. The tuple \((P, w, Q, f)\) is called a query space.

**Definition 6.2 (Definition 4.5 in [BFL16])** For a query space \((P, w, Q, f)\), \( q \in Q \) and \( r \in [0, \infty) \) we define
\[
\text{range}(q, r) = \{ p \in P \mid w(p) \cdot f(p, q) \leq r \}.
\]

The dimension of \((P, w, Q, f)\) is the smallest integer \( d' \) such that for every \( C \subseteq P \) we have
\[
|\{ \text{range}(q, r) \mid q \in Q, r \in [0, \infty) \}| \leq |C|^{d'}.
\]

**Theorem 6.3 (Theorem 5.5 in [BFL16])** Let \((P, w, Q, f)\) be a query space; see Definition 6.1, where \( f \) is a non-negative function. Let \( s : P \to [0, \infty) \) such that
\[
\sup_{q \in Q} \frac{w(p) f(p, q)}{\sum_{p \in P} w(p) f(p, q)} \leq s(p),
\]
for every \( p \in P \) and \( q \in Q \) such that the denominator is non-zero. Let \( t = \sum_{p \in P} s(p) \) and let \( d' \) be the dimension of the query space \((P, w, Q, f)\); See Definition 6.2. Let \( c \geq 1 \) be a sufficiently large constant and let \( \varepsilon, \delta \in (0, 1) \). Let \( C \) be a random sample of
\[
|C| \geq \frac{ct}{\varepsilon^2} \left( d' \log t + \log \frac{1}{\delta} \right)
\]
points from \( P \), such that \( p \) is sampled with probability \( s(p)/t \) for every \( p \in P \). Let \( u(p) = \frac{w(p)}{s(p) f(q, r)} \) for every \( p \in C \). Then, with probability at least \( 1 - \delta \), for every \( q \in Q \) it holds that
\[
(1 - \varepsilon) \sum_{p \in P} w(p) \cdot f(p, q) \leq \sum_{p \in C} u(p) \cdot f(p, q) \leq (1 + \varepsilon) \sum_{p \in P} w(p) \cdot f(p, q).
\]

**Lemma 6.4 (Strong coreset via sensitivity sampling)** Let \((P, w)\) be a normalized weighted set of \( n \) points in \( \mathbb{R}^d \) such that \( w = (\frac{1}{n}, \cdots, \frac{1}{n})^T \). Let \( c \geq 1 \) be the constant from Theorem 6.3 and let \( \varepsilon, \delta \in (0, 1) \). Let \( u \) be the output of a call to SENSITIVITY-SAMPLING-CORESET\((P, w, \varepsilon^2, \delta)\); see Algorithm 1. Then \((P, u)\) is a strong \((\varepsilon, \delta)\)-coreset of cardinality \(|u|_0 \leq O\left( \frac{1}{\varepsilon^2} (d + \log \frac{1}{\delta}) \right) \) for \((P, w)\), i.e., with probability at least \( 1 - \delta \), for every \( x \in \mathbb{R}^d \) we have that
\[
(1 - \varepsilon) \sum_{i=1}^{n} w_i \cdot \|p_i - x\|^2 \leq \sum_{i=1}^{n} u_i \cdot \|p_i - x\|^2 \leq (1 + \varepsilon) \sum_{i=1}^{n} w_i \cdot \|p_i - x\|^2.
\]

**Proof.** Mainly the proof here relies on Lemma D.1 of [TBA18] which states that for every \( j \in [n] \), the sensitivity of the \( j \)th point is:
\[
s(p_j) := \sup_{x \in \mathbb{R}^d} \frac{\|p_j - x\|^2}{\sum_{i=1}^{n} \|p_i - x\|^2} = \frac{1}{n} \left( 1 + \frac{\|p_j\|^2}{v} \right),
\]
Algorithm 1: Sensitivity-sampling-Coreset$(P, w, \varepsilon, \delta)$

Input: A normalized weighted set $(P, w)$ of $n \geq 2$ points in $\mathbb{R}^d$, such that $w = (\frac{1}{n}, \ldots, \frac{1}{n})$, an error parameter $\varepsilon \in (0, 1)$, and a probability of failure $\delta \in (0, 1)$.

Output: A weight vector $u \in [0, 1]^n$ of cardinality $\|u\|_0 \in O\left(\frac{1}{\varepsilon} (d + \log \frac{1}{\delta})\right)$ non-zero entries that satisfies Lemma 6.4 and Lemma 6.5.

1. for every $i \in \{1, \ldots, n\}$ do
2. $s_i := \frac{1}{2n} \left(1 + \|p_i\|^2\right)$
3. $c :=$ the constant from Theorem 6.3.
4. $S :=$ a random sample (multi-set) of $|S| \geq \frac{2c}{\varepsilon} (d + \log \frac{1}{\delta})$ points from $P$ sampled i.i.d from the distribution $s = (s_1, \ldots, s_n)$
5. for every $i \in \{1, \ldots, n\}$ do
6. $u_i := \frac{k_i 2w_i}{S(p_i)/|S|}$, where $k_i = |S \cap p_i|$ is the number of times $p_i$ was sampled for $S$.
7. return $u$

where $v = \sum_{i=1}^n 1/n \|p_i\|^2$, and by our assumption we have that $v = 1$. Hence, the total sensitivity is

$$t := \sum_{j=1}^n \sup_{x \in \mathbb{R}^d} \frac{\|p_j - x\|^2}{\sum_{i=1}^n \|p_i - x\|^2} = \sum_{j=1}^n \frac{1}{n} \left(1 + \|p_j\|^2\right) = 1 + \sum_{j=1}^n \frac{1}{n} \|p_j\|^2 = 2.$$

By Theorem 6.3, if we sample $|S| \geq \frac{2c}{\varepsilon} (d + \log \frac{1}{\delta})$ i.i.d points from $P$ according to the distribution $(s(p_1)/t, \ldots, s(p_n)/t)$, and define the weights vector $u = (u_1, \ldots, u_n)$ where $u_i := \frac{k_i 2w_i}{S(p_i)/|S|}$ and $k_i = |S \cap p_i|$ is the number of times $p_i$ was sampled for $S$, then $(P, u)$ is a (weak) $(\varepsilon, \delta)$-coreset for $(P, w)$.

In Line 2 we compute the distribution $(s_1, \ldots, s_n) = (s(p_1)/t, \ldots, s(p_n)/t)$. In Line 4 we sample the set $S$ as required by Theorem 6.3, and then we compute in Line 6 the final weights $u$. □

Lemma 6.5 (Weak coreset via sensitivity sampling) Let $(P, w)$ be a normalized weighted set of $n$ points in $\mathbb{R}^d$ such that $w = (\frac{1}{n}, \ldots, \frac{1}{n})^T$. Let $c \geq 1$ be the constant from Theorem 6.3 and let $\varepsilon, \delta \in (0, 1)$. Let $u$ be the output of a call to Sensitivity-sampling-Coreset$(P, w, \varepsilon/36, \delta)$; see Algorithm 1. Then $(P, u)$ is a weak $(\varepsilon, \delta)$-coreset of cardinality $\|u\|_0 \in O\left(\frac{1}{\varepsilon} (d + \log \frac{1}{\delta})\right)$ for $(P, w)$, i.e., with probability at least $1 - \delta$, for every have that

$$\sum_{i=1}^n \frac{1}{n} \|p_i - s\|^2 \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \sum_{i=1}^n \frac{1}{n} \|p_i - x\|^2.$$

Proof. Lemma 6.5 immediately holds by combining Lemma 6.4 with Theorem 5.5. □

6.2 Bernstein Inequality for Smaller Coresets.

The following theorem is Theorem 6.1.1 from [Tro15].
Theorem 6.6 (Matrix Bernstein.) Consider a finite sequence \( \{S_k\} \) of independent, random matrices with common dimension \( d_1 \times d_2 \). Assume that (i) \( E(S_k) = 0 \), and (ii) \( \|S_k\| \leq L \) for each index \( k \).

Introduce the random matrix \( Z = \sum_k S_k \). Let \( v(Z) \) be the matrix variance statistic of the sum:

\[
v(Z) = \max \left\{ \|E(ZZ^T)\|, \|E(Z^T Z)\| \right\}
\]

\[
= \max \left\{ \left\| \sum_k E(S_k S_k^T) \right\|, \left\| \sum_k E(S_k^T S_k) \right\| \right\}.
\]

Then

\[
E(\|Z\|) = \sqrt{2v(Z)} \log(d_1 + d_2) + \frac{1}{3} L \log(d_1 + d_2).
\]

Furthermore, for all \( t \geq 0 \),

\[
\mathrm{pr}(\|Z\| \geq t) \leq (d_1 + d_2) \exp \left( \frac{-t^2/2}{v(Z) + Lt/3} \right).
\]

The following corollary is an immediate result of Theorem 6.6.

Corollary 6.7 (Bounding Points in the Unit Ball via Bernstein Inequality.) Let \( \varepsilon, \delta \in (0,1) \), \( (P, w) \) be a set of \( n \) points in \( \mathbb{R}^d \), such that for every \( i \in [n] \), \( \|p_i\| \leq 1 \), and \( \sum_{i=1}^n w_i = 1 \). Let \( S \) be a sample of \( k = \frac{4 \log((d+1)/\delta)}{\varepsilon} \) points, chosen i.i.d, where each \( p_i \in P \) is sampled with probability \( w_i \). Let \( \bar{\varepsilon} = \frac{1}{k} \sum_{s \in S} s \). Then with probability at least \( 1 - \delta \) we have that,

\[
||\bar{\varepsilon}||^2 \leq \varepsilon.
\]

Proof. Let \( z = \sum_{s \in S} s \), and let \( v(z) = \max \left\{ \left\| \sum_{i=1}^k E(s_is_i^T) \right\|, \left\| \sum_{i=1}^k E(s_i^T s_i) \right\| \right\} \). First, since for every \( p \in P \) we have \( \|p\| \leq 1 \), we get that

\[
\left\| \sum_{i=1}^k E(s_i^T s_i) \right\| \leq \left\| \sum_{i=1}^k 1 \right\| = k.
\]

Also

\[
\left\| \sum_{i=1}^k E(s_i^T s_i) \right\| = \left\| \sum_{i=1}^n \sum_{i=1}^n w_i p_i p_i^T \right\| = k \left\| \sum_{i=1}^n w_i p_i p_i^T \right\| \leq k \sum_{i=1}^n w_i \|p_i p_i^T\|
\]

\[
= k \sum_{i=1}^n w_i \sup_{x \in \mathbb{R}^d, \|x\|=1} \|p_i p_i^T x\| = k \sum_{i=1}^n w_i \|p_i p_i^T \frac{p_i}{\|p_i\|}\|
\]

\[
= k \sum_{i=1}^n w_i \|p_i\|^2 \leq k \sum_{i=1}^n w_i = k,
\]

where the first derivation holds by the definition of mean, the third holds by the rules of norm, the fourth by the definition of matrix norm, the seventh derivation holds since \( \|p_i\| \leq 1 \), and the last holds since \( \sum_{i=1}^n w_i = 1 \).
Hence $v(z) \leq k$. We are interested in bounding the following probability:

$$\text{pr}\left( \|\mathbf{s}\|^2 \geq \varepsilon \right).$$

To use Theorem 6.6, we observe that

$$\text{pr}(\|\mathbf{s}\|^2 \geq \varepsilon) = \text{pr}\left( \left\| \sum_{i=1}^{k} \frac{s_i}{k} \right\|^2 \geq \varepsilon k^2 \right) = \text{pr}\left( \left\| \sum_{i=1}^{k} s_i \right\| \geq \sqrt{\varepsilon k} \right).$$

(32)

Plugging $d_1 = d, d_2 = 1, L = 1, Z = \sum_{i=1}^{k} s_i$, and $t = \sqrt{\varepsilon k}$ in Theorem 6.6 yields

$$\text{pr}\left( \left\| \sum_{i=1}^{k} s_i \right\| \geq \sqrt{\varepsilon k} \right) \leq (d + 1) \exp\left( -\frac{(-\varepsilon k^2/2)}{v(z) + 1 \cdot \sqrt{\varepsilon k}/3} \right)$$

$$\leq (d + 1) \exp\left( -\frac{-\varepsilon k^2/2}{k + 1 \cdot \sqrt{\varepsilon k}/3} \right) = (d + 1) \exp\left( -\frac{-\varepsilon k^2/2}{1 + 1 \cdot \sqrt{\varepsilon}/3} \right)$$

$$\leq (d + 1) \exp\left( -\frac{-\varepsilon k}{4} \right).$$

(33)

where the third derivation holds since $v(z) = k$, and the last holds since $\varepsilon < 1$.

Substituting $k = \frac{4 \log((d + 1)/\delta)}{\varepsilon}$ in (33)

$$\text{pr}\left( \left\| \sum_{i=1}^{k} s_i \right\| \geq \sqrt{\varepsilon k} \right) \leq (d + 1) \exp\left( -\varepsilon \frac{4 \log((d + 1)/\delta)}{4 \varepsilon} \right) = (d + 1) \frac{\delta}{d + 1} = \delta.$$ (34)

Hence, by combining (32) and (34) we obtain that

$$\text{pr}(\|\mathbf{s}\|^2 < \varepsilon) = 1 - \text{pr}(\|\mathbf{s}\|^2 \geq \varepsilon) = 1 - \text{pr}\left( \left\| \sum_{i=1}^{k} s_i \right\| \geq \sqrt{\varepsilon k} \right) \geq 1 - \delta.$$

Theorem 6.8 (Strong coreset via Bernstein inequality) Let $(P, w)$ be a normalized weighted set of $n$ points in $\mathbb{R}^d$, $\varepsilon, \delta \in (0, 1)$, and let $u = (u_1, \ldots, u_n) \in \mathbb{R}^n$ be the output of a call to Bernstein-CoreSet$(P, w, \varepsilon^2, \delta)$; See Algorithm 2. Then $u$ has $\|u\|_0 \leq \frac{4 \log((d + 1)/\delta)}{\varepsilon^2}$ non-zero entries and $(P, u)$ is a strong $(2\varepsilon, \delta)$-coreset for $(P, w)$, i.e., with probability at least $1 - \delta$, for every $x \in \mathbb{R}^d$ we have that

$$\left| \sum_{i=1}^{n} (w_i - u_i) \|p_i - x\|^2 \right| \leq 2\varepsilon \sum_{i=1}^{n} w_i \|p_i - x\|^2.$$
Algorithm 2: Bernstein-CoreSet($P, w, \varepsilon, \delta$)

**Input:** A normalized weighted set $(P, w)$ of $n \geq 2$ points in $\mathbb{R}^d$, an error parameter $\varepsilon \in (0, 1)$, and a probability of failure $\delta \in (0, 1)$.

**Output:** A weight vector $u \in [0, \infty)^n$ with $O\left(\frac{\log(d/\delta)}{\varepsilon^2}\right)$ non-zero entries that satisfies Theorems 6.8 and 6.9.

1. for every $i \in \{1, \ldots, n\}$ do
   2. $s_i = \frac{w_i \|p_i^T (1)\|^2}{\sum_{j=1}^n w_j \|p_j^T (1)\|^2}$
   3. $k = \frac{4 \log((d+1)/\delta)}{\varepsilon^2}$
   4. $S :=$ an i.i.d random sample from $P$ of size $|S| = k$, where every point $p_i \in P$ is sampled with probability $s_i$.
   5. for every $i \in \{1, \ldots, n\}$ do
      6. $u_i := \frac{2c_i}{k \|p_i, 1\|^2}$, where $c_i = |S \cap p_i|$ is the number of times $p_i$ was sampled for $S$.
   7. return $u$

**Proof.**

For every $i \in \{1, \ldots, n\}$, let $s_i = \frac{w_i \|p_i^T (1)\|^2}{\sum_{j=1}^n w_j \|p_j^T (1)\|^2}$, and define the distribution vector $s = (s_1, \ldots, s_n)$. Let $I$ be an i.i.d random sample from $\{1, \ldots, n\}$ of size $k = \frac{4 \log((d+1)/\delta)}{\varepsilon^2}$, where every $i \in \{1, \ldots, n\}$ is sampled with probability $s_i$. Finally, for every $i \in \{1, \ldots, n\}$ assign a weight $u_i = \frac{2c_i}{k \|p_i, 1\|^2}$, where $c_i$ is the number of times $i$ was sampled for $I$.

For every $i \in \{1, \ldots, n\}$, let $p'_i = \frac{(p_i^T (1))}{\|p_i^T (1)\|}$. Let $P' = \{p'_i \mid i \in \{1, \ldots, n\}\}$. Let $S'$ be a set of size $|I|$, that has the corresponding points from $P'$ to the sampled indexes in $I$, i.e., $S' = \{p'_i \mid i \in I\}$.

Observe that

(i) for every $i \in [n]$, $\|p'_i\| \leq 1$,

(ii) $\sum_{i=1}^n s_i = \sum_{i=1}^n \frac{w_i \|p_i^T (1)\|^2}{\sum_{i=1}^n w_i \|p_i^T (1)\|^2} = 1$.

Hence, by Corollary 6.7 we have that with probability at least $1 - \delta$

$$\left\| \frac{\sum_{i=1}^n s_ip'_i}{k} - \frac{1}{k} \sum_{p' \in S'} p' \right\|^2 \leq \varepsilon^2.$$

Therefore, with probability at least $1 - \delta$,

$$\left\| \frac{\sum_{i=1}^n s_ip'_i}{k} - \frac{1}{k} \sum_{p' \in S'} p' \right\| \leq \varepsilon.$$
Substituting \( p_i' = \frac{(p_i^T | 1)}{\| (p_i^T | 1) \|} \), and \( s_i = \frac{w_i \| (p_i^T | 1) \|^2}{\sum_{i=1}^n w_i \| (p_i^T | 1) \|^2} \) for every \( i \in [n] \) we get
\[
\left\| \sum_{i=1}^n \frac{w_i \| (p_i^T | 1) \|^2}{\sum_{i=1}^n w_i \| (p_i^T | 1) \|^2} (p_i^T | 1) - \frac{1}{k} \sum_{p' \in S'} p' \right\| \leq \varepsilon.
\]
Rearranging the above
\[
\left\| \sum_{i=1}^n \frac{w_i (p_i^T | 1)}{\sum_{i=1}^n w_i \| (p_i^T | 1) \|^2} - \frac{1}{k} \sum_{p' \in S'} p' \right\| \leq \varepsilon.
\]
Observe that \( \sum_{i=1}^n w_i \| (p_i^T | 1) \|^2 = \sum_{i=1}^n w_i \| p_i \|^2 + \sum_{i=1}^n w_i = 2 \). Hence, multiplying both side by 2 yields
\[
\left\| \sum_{i=1}^n w_i (p_i^T | 1) - \frac{2}{k} \sum_{p' \in S'} p' \right\| \leq 2\varepsilon.
\]
For every \( i \in [n] \), let \( c_i \) be the number of times \( p_i' \) was sampled for \( S' \). By observing that \( \frac{1}{k} \sum_{p' \in S'} p' = \sum_{i=1}^n \frac{c_i}{\sum_{p' \in S'} (p_i^T | 1)} \), we obtain
\[
\left\| \sum_{i=1}^n w_i (p_i^T | 1) - \sum_{i=1}^n \frac{2c_i}{k \| (p_i^T | 1) \|^2} (p_i^T | 1) \right\| \leq 2\varepsilon. \quad (35)
\]
Now, for every \( i \in \{1, \ldots, n\} \), let \( \hat{p}_i = (p_i | 1) \). Let \( \hat{P} = \{ \hat{p}_i \mid i \in \{1, \ldots, n\} \} \), and let \( \hat{S} \) be a set of size \( |I| \), that has the corresponding points from \( \hat{P} \) to the sampled indexes in \( I \), i.e., \( \hat{S} = \{ \hat{p}_i | i \in I \} \). Finally, recall the weights vector \( u = (u_1, \ldots, u_n) \). The squared euclidean distance from the mean of \( (\hat{P}, u) \) to the mean of \( (\hat{P}, w) \) is
\[
\left\| \sum_{i=1}^n w_i (p_i^T | 1) - \sum_{i=1}^n u_i (p_i^T | 1) \right\| = \left\| \sum_{i=1}^n w_i (p_i^T | 1) - \sum_{i=1}^n \frac{2c_i}{k \| (p_i^T | 1) \|^2} (p_i^T | 1) \right\| \leq 2\varepsilon. \quad (36)
\]
where, the last equality holds by \( 35 \).
In our algorithm, we sample according to the same distribution, and assign the same weights. Hence, by \( 36 \) we have that
1. \( \left\| \sum_{i=1}^n w_i p_i - \sum_{i=1}^n \frac{2c_i}{k \| (p_i^T | 1) \|^2} p_i \right\| \leq 2\varepsilon \).
2. \( | \sum_{i=1}^n w_i - \sum_{i=1}^n u_i | \leq 2\varepsilon \), and by plugging \( \sum_{i=1}^n w_i = 1 \), we obtain
\[
|1 - \sum_{i=1}^n u_i | \leq 2\varepsilon
\]
\[ 2 = 2 \sum_{i=1}^{n} c_i / k = \sum_{i=1}^{n} u_i \| p_i \|_2^2 = \sum_{i=1}^{n} u_i \| p_i \|^2 + \sum_{i=1}^{n} u_i. \]

Hence
\[ | \sum_{i=1}^{n} u_i \| p_i \|_2^2 - 1 | = | 2 - \sum_{i=1}^{n} u_i - 1 | = | 1 - \sum_{i=1}^{n} u_i | \leq 2 \varepsilon. \]

Theorem 6.8 now holds by combining the above properties 1–3 with Lemma 5.3. \qed

**Theorem 6.9 (Weak coreset via Bernstein inequality)** Let \((P, w)\) be a normalized weighted set of \(n\) points in \(\mathbb{R}^d\), \(\varepsilon, \delta \in (0, 1)\), and let \(u = (u_1, \ldots, u_n) \in \mathbb{R}^n\) be the output of a call to BERNSTEIN-CORESET\((P, w, \varepsilon, \delta)\); See Algorithm 2. Then \(u\) has \(\| u \|_0 \leq \frac{4 \log (d+1/\delta)}{\varepsilon}\) non-zero entries and \((P, u)\) is a weak \((\varepsilon, \delta)\)-coreset for \((P, w)\).

**Proof.** By Theorem 6.8, the output of a call to BERNSTEIN-CORESET\((P, w, \varepsilon/144, \delta)\) is a strong \(\sqrt{\varepsilon}\)-coreset for \((P, w)\). By Lemma 5.5, a \(\sqrt{\varepsilon}\)-coreset for \((P, w)\) is also a weak \(\varepsilon\)-coreset for \((P, w)\). \qed

Observe that Algorithm 2 and Algorithm 1 differ only in the sampling size of the set \(S\). The computed distribution and re-weighting of the sampled points are exactly the same. This difference is due to the following facts: (i) Algorithm 1 relies on the generic sensitivity framework while Algorithm 2 hinges upon the analysis dedicated for the 1-mean problem, and (ii) Algorithm 2 uses the Bernstein equality to compute a coreset, while the hidden inequality used in the sensitivity framework is the Hoeffding inequality. Each inequality may be favorable according to the given scenario at hand.

### 7 Deterministic \(\varepsilon\)-Coreset

In the previous section we constructed randomized coresets. We now show how to construct both a deterministic weak \(\varepsilon\)-coreset and a deterministic strong \(\varepsilon\)-coreset in Theorem 7.4 and Theorem 7.3 respectively. This is by first constructing a weak coreset for an input set of points contained inside the unit ball. We then show how to leverage this result in order to compute a strong coreset, using the Frank-Wolfe algorithm. We then obtain a weak coreset by combining the strong coreset result with the reduction presented in Section 5.4.

We use what we call the measure \(C_f\), which was defined in Section 2.2 in [Cla10]; See equality (9).

For a simplex \(S\) and concave function \(f\), the quantity \(C_f\) is defined as
\[ C_f := \sup_{\alpha} \frac{1}{\alpha} (f(x) + (y - x)^T \Delta f(x) - f(y)), \]

where the supremum is over every \(x\) and \(z\) in \(S\), and over every \(\alpha\) so that \(y = x + \alpha (z - x)\) is also in \(S\). The set of such \(\alpha\) includes \([0, 1]\), but \(\alpha\) can also be negative.

**Theorem 7.1 (Theorem 2.2 from [Cla10])** For simplex \(S\) and concave function \(f\), Algorithm 1.1 from [Cla10] finds a point \(x(k)\) on a \(k\)-dimensional face of \(S\) such that
\[ \frac{f(x(k)) - f(x(k))}{4C_f} \leq \frac{1}{k + 3}, \]

for \(k > 0\), where \(f(x)\) is the optimal value of \(f\).
Theorem 7.2 (Coreset for points inside the unit ball) Let \( P = \{p_1, \ldots, p_n\} \) be a set of \( n \) points in \( \mathbb{R}^d \) such that \( \|p_i\| \leq 1 \) for every \( i \in [n] \). Let \( w = (w_1, \ldots, w_n) \in [0,1]^n \) be a distribution vector, i.e., \( \sum w_i = 1 \) and let \( \varepsilon \in (0,1) \). Then there is a distribution vector \( \tilde{u} = (\tilde{u}_1, \ldots, \tilde{u}_n) \in [0,1]^n \) with \( \|\tilde{u}\|_0 \leq 8/\varepsilon \) non-zero entries such that,

\[
\left\| \sum_{i=1}^{n} (w_i - \tilde{u}_i) p_i \right\| \leq \varepsilon.
\]

Proof. Let \( S \subseteq \mathbb{R}^n \) be the simplex that is the convex hull of the unit basis vectors of \( \mathbb{R}^n \), for every \( x = (x_1, \ldots, x_n) \in S \) we define \( f(x) = - \left\| \sum_{i=1}^{n} (w_i - x_i) p_i \right\|^2 \). Let \( C_f \) be defined for \( f \) and \( S \) as in [37].

Let \( \tilde{\varepsilon} = \varepsilon/8 \), \( \tilde{u} \) be the output of a call to Algorithm 1.1 of [Cla10] with \( f \) as input after \( k = \lceil 1/\tilde{\varepsilon} \rceil \) iterations, and let \( f(x^*) \) be the maximum value of \( f \) in \( S \). Based on Theorem 2.2 [Cla10] we have that \( \tilde{u} \) is a point on a \( k \)-dimensional face of \( S \) such that,

\[
\frac{f(x^*) - f(\tilde{u})}{8C_f} \leq \frac{1}{k + 3}.
\]

Since \( f(x) \leq 0 \) for every \( x \in S \) we have that,

\[
f(x^*) = f(w) = - \left\| \sum_{i=1}^{n} (w_i - x_i) p_i \right\|^2 = 0.
\]

By equality (12) at section 2.2. in [Cla10] we see that \( C_f \leq diam(AS)^2 \) for quadratic problems, while \( A \) is the matrix of \( d \times n \) such that the \( i \)-th col of \( A \) is the \( i \)-th point in \( P \). We have that,

\[
diam(AS)^2 = \sup_{a,b \in AS} \|a - b\|_2^2 = \sup_{x,y \in S} \|Ax - Ay\|_2^2
\]

Observe that \( x \) and \( y \) are distribution vectors, thus

\[
\sup_{x,y \in S} \|Ax - Ay\|_2^2 = \sup_{i,j} \|p_i - p_j\|_2^2.
\]

Since \( \|p_i\| \leq 1 \) for each \( i \in [n] \), we have that,

\[
\sup_{i,j} \|p_i - p_j\|_2^2 \leq 2.
\]

By substituting \( f(\tilde{u}) = - \left\| \sum_{i=1}^{n} (w_i - \tilde{u}_i) p_i \right\|^2 \), \( C_f \leq 2 \), \( k = 1/\tilde{\varepsilon} \) and \( f(x^*) = 0 \) in (38) we get that,

\[
\frac{\left\| \sum_{i=1}^{n} (w_i - \tilde{u}_i) p_i \right\|^2}{8} \leq \frac{1}{1/\tilde{\varepsilon} + 3}.
\]

Multiplying both sides of the inequality by \( 8 \) and rearranging yields,

\[
\left\| \sum_{i=1}^{n} (w_i - \tilde{u}_i) p_i \right\|^2 \leq \frac{8}{1/\tilde{\varepsilon} + 3} \leq \frac{8}{1/\tilde{\varepsilon}} = 8 \cdot \tilde{\varepsilon} = \varepsilon,
\]

and since \( \tilde{u} \) is a point on a \( k \)-dimensional face of \( S \), we have that,

\[
\|\tilde{u}\|_0 = k = 1/\tilde{\varepsilon} = 8/\varepsilon.
\]

□
Overview of Algorithm 3. Algorithm 3 takes as input a normalized weighted set \((P, w)\) and an error parameter \(\varepsilon\), and outputs a coreset which is both a weak \(\varepsilon\)-coreset and a strong \(\sqrt{\varepsilon}\)-coreset for \((P, w)\). In Lines 1–3 we augment the data points and their weights, such that the new points are inside the unit ball. We then apply Theorem 7.2 to construct a coreset of size \(O(1/\varepsilon)\) for the new data points of unit length. In Lines 1–6 we compute the output coreset weights.

To construct a weak \(\varepsilon\)-coreset we call Algorithm 3 with the normalized weighted input and the error parameter \(\varepsilon\); see Theorem 7.4. To construct a strong \(\varepsilon\)-coreset we simply call Algorithm 3 with the normalized weighted input and the error parameter \(\varepsilon^2\); see Theorem 7.3.

Algorithm 3: Frank-Wolfe-CoreSet\((P, w, \varepsilon)\)

| Input: | A normalized weighted set \((P, w)\) of \(n \geq 2\) points in \(\mathbb{R}^d\), and an error parameter \(\varepsilon \in (0, 1)\). |
| Output: | A weight vector \(u \in [0, \infty)^n\) with \(O(1/\varepsilon)\) non-zero entries that satisfies Theorems 7.4 and 7.3. |

1. for every \(i \in \{1, \ldots, n\}\) do
   2. \(p'_i := \left(\frac{p_i}{\|p_i\|_2}\right)\)
   3. \(w'_i := \frac{w_i \|p_i\|_2}{\|p_i\|_2^2}\)
4. Use Theorem 7.2 to compute a sparse vector \(u'\) with \(O(1/\varepsilon)\) non-zero entries, such that
   \[\left\|\sum_{i=1}^{n} (w'_i - u'_i)p'_i\right\|^2 \leq \varepsilon\]
5. for every \(i \in \{1, \ldots, n\}\) do
   6. \(u_i = \frac{2u'_i}{\|p'_i\|_2}\)
7. return \(u\)

Theorem 7.3 (Strong deterministic coreset via Frank-Wolfe) Let \((P, w)\) be a normalized weighted set of \(n\) points in \(\mathbb{R}^d\), \(\varepsilon \in (0, 1)\), and let \(u = (u_1, \ldots, u_n) \in \mathbb{R}^n\) be the output of a call to Frank-Wolfe-CoreSet\((P, w, (\varepsilon^2)^2)\); See Algorithm 3. Then \(u\) has \(\|u\|_0 \leq \frac{128}{\varepsilon^2}\) non-zero entries and \((P, u)\) is a strong \(\varepsilon\)-coreset for \((P, w)\), i.e., for every \(x \in \mathbb{R}^d\) we have that
\[
\left|\sum_{i=1}^{n} (w_i - u_i) \|p_i - x\|^2\right| \leq \varepsilon \sum_{i=1}^{n} w_i \|p_i - x\|^2.
\]

Proof. Let \(\varepsilon' = \frac{\varepsilon}{4}\), let \(p'_i := \left(\frac{p_i}{\|p_i\|_2}\right)\) and \(w'_i := \frac{w_i \|p_i\|_2}{\|p_i\|_2^2}\) for every \(i \in [n]\). By the definition of \(u'\) at line 4 in Algorithm 3, and since the algorithm gets \(\varepsilon'^2\) as input, we have that
\[
\|u'\|_0 \leq \frac{8}{\varepsilon'^2} = \frac{128}{\varepsilon^2},
\]
and
\[ \left\| \sum_{i=1}^{n} (w'_i - u'_i) p_i' \right\|^2 \leq \varepsilon'^2. \] (42)

For every \( i \in [n] \) let \( u_i = \frac{2w'_i}{\|p_i, 1\|} \) be defined as at Line 6 of the algorithm. It immediately follows by the definition of \( u = (u_1, \ldots, u_n) \) and (41) that
\[ \|u\|_2 \leq 8/\varepsilon'^2, \] (43)
also we have
\[
2\varepsilon' \geq 2 \left\| \sum_{i=1}^{n} (w'_i - u'_i) p_i' \right\| = 2 \left\| \sum_{i=1}^{n} w_i \|p_i, 1\| - u_i \|p_i, 1\| \right\| \frac{1}{2} \cdot \frac{\|p_i, 1\|}{\|p_i, 1\|^2}
= \left\| \sum_{i=1}^{n} (w_i - u_i) \cdot (p_i, 1) \right\| = \left\| \left( \sum_{i=1}^{n} (w_i - u_i) \right) \cdot \sum_{i=1}^{n} (w_i - u_i) \right\|
\geq \left\| \sum_{i=1}^{n} (w_i - u_i) \cdot p_i \right\|, \] (44)
(45)
where the first derivation follows from (42), the second holds by the definition of \( w'_i, u'_i, u_i \) and \( p'_i \) for every \( i \in [n] \), and the last holds since \( \| (x, y) \| \geq \|x\| \) for every \( x, y \) such that \( x \in \mathbb{R}^d \) and \( y \in \mathbb{R} \).

By (44) and since \( w \) is a distribution vector we also have that
\[
2\varepsilon' \geq \left| \sum_{i=1}^{n} (w_i - u_i) \right| = \left| 1 - \sum_{i=1}^{n} u_i \right|. \] (46)

By theorem 7.2, we have that \( u' \) is a distribution vector, which yields,
\[
2 = 2 \sum_{i=1}^{n} u'_i = \sum_{i=1}^{n} u_i \|p_i, 1\|^2 = \sum_{i=1}^{n} u_i \|p_i\|^2 + \sum_{i=1}^{n} u_i,
\]
By the above we get that \( 2 - \sum_{i=1}^{n} u_i = \sum_{i=1}^{n} u_i \|p_i\|^2 \). Hence,
\[
\left| \sum_{i=1}^{n} (w_i - u_i) \|p_i\|^2 \right| = \left| \sum_{i=1}^{n} w_i \|p_i\|^2 - (2 - \sum_{i=1}^{n} u_i) \right| = \left| 1 - (2 - \sum_{i=1}^{n} u_i) \right| = \left| \sum_{i=1}^{n} u_i - 1 \right| \leq 2\varepsilon'
\] (47)
where the first equality holds since \( \sum_{i=1}^{n} u_i \|p_i\|^2 = 2 - \sum_{i=1}^{n} u_i \), the second holds since \( w \) is a distribution and the last is by (46). Now by (47), (46) and (45) we obtain that \( u \) satisfies Properties (1)–(3) in Lemma 5.3. Hence, Theorem 7.3 holds as,
\[
\left| \sum_{i=1}^{n} (w_i - u_i) \|p_i - x\|^2 \right| \leq 4\varepsilon' \sum_{i=1}^{n} w_i \|p_i - x\|^2 = \varepsilon \sum_{i=1}^{n} w_i \|p_i - x\|^2.
\] (48)
\[\square\]
Theorem 7.4 (Weak deterministic coreset via Frank-Wolfe) Let \((P, w)\) be a normalized weighted set of \(n\) points in \(\mathbb{R}^d\), and \(\varepsilon \in (0, 1)\). Let \(u = (u_1, \cdots, u_n) \in \mathbb{R}^n\) be the output of a call to \textsc{Frank-Wolfe-CoreSet}(\(P, w, \varepsilon/576\)); See Algorithm 3, and let \(\overline{\mathbf{u}} = \sum_{i=1}^{n} u_i p_i\). Then, \(u\) has \(\|u\|_0 \leq 8/\varepsilon\) non-zero entries and \((P, w)\) is a weak \(4\varepsilon\)-coreset for \((P, w)\), i.e.,

\[
\sum_{i=1}^{n} w_i \|p_i - \overline{\mathbf{u}}\|^2 \leq (1 + \varepsilon) \min_{x \in \mathbb{R}^d} \sum_{i=1}^{n} w_i \|p_i - x\|^2.
\]

Proof. By Theorem 7.3, the output of a call to \textsc{Frank-Wolfe-CoreSet}(\(P, w, \varepsilon/576\)) is a strong \(\frac{\varepsilon}{576}\)-coreset for \((P, w)\). By Lemma 5.5, a \(\frac{\varepsilon}{576}\)-coreset for \((P, w)\) is also a weak \(\varepsilon\)-coreset for \((P, w)\). \(\Box\)

8 Weak Coreset Constructions in Sublinear Time

In this section we present two coreset construction result, both of which require sublinear time, which compute a weak \(\varepsilon\)-coreset for the mean problem. Therefore, we cannot assume that the input is a normalized weighted set. The first result utilizes Chebychev’s inequality (see Section 8.1), and the second result utilizes the known median of means result (see Section 8.2).

8.1 Weak Coreset via Chebychev’s Inequality

In what follows we prove that a uniform random sample \(S\) of sufficiently large size yields a weak \(\varepsilon\)-coreset with high probability. To do so, we first use Chebyshev’s inequality to show that, with high probability, the mean of \(S\) is small, and then conclude by applying Lemma 5.4.

Lemma 8.1 (Weak coreset via Chebychev inequality) Let \(P\) be a set of \(n\) points in \(\mathbb{R}^d\), \(\mu = \frac{1}{n} \sum_{p \in P} p\), and \(\sigma^2 = \frac{1}{n} \sum_{p \in P} \|p - \mu\|^2\). Let \(\varepsilon, \delta \in (0, 1)\), and let \(S\) be a sample of \(m = \frac{1}{\varepsilon^2\delta}\) points chosen i.i.d uniformly at random from \(P\). Then, with probability at least \(1 - \delta\) we have that

\[
\left\| \frac{1}{m} \sum_{p \in S} p - \mu \right\|^2 \leq \varepsilon \sigma^2.
\]

Proof. For any random variable \(X\), we denote by \(E(X)\) and \(\text{var}(X)\) the expectation and variance of the random variable \(X\) respectively. Let \(x_i\) denote the random variable that is the \(i\)th sample for every \(i \in [m]\). Since the samples are drawn i.i.d, we have

\[
\text{var}\left( \frac{1}{m} \sum_{p \in S} p \right) = \frac{1}{m} \sum_{i=1}^{m} \text{var}\left( \frac{x_i}{m} \right) = m \cdot \text{var}\left( \frac{x_1}{m} \right) = m \left( \frac{\sigma^2}{m^2} \right) = \frac{\sigma^2}{m} = \varepsilon \delta \sigma^2.
\]

For any random variable \(X\) and error parameter \(\varepsilon' \in (0, 1)\), the generalize Chebyshev’s inequality [Che07] reads that

\[
\text{pr}\left( \|X - E(X)\| \geq \varepsilon' \right) \leq \frac{\text{var}(X)}{\varepsilon'^2}. \tag{50}
\]

Substituting \(X = \frac{1}{m} \sum_{p \in S} p\), \(E(X) = \mu\) and \(\varepsilon' = \sqrt{\varepsilon} \sigma\) in (50) yields that

\[
\text{pr}\left( \left\| \frac{1}{m} \sum_{p \in S} p - \mu \right\| \geq \sqrt{\varepsilon} \sigma \right) \leq \frac{\text{var}(\frac{1}{m} \sum_{p \in S} p)}{\sigma^2 \varepsilon}. \tag{51}
\]
Combining (49) with (51) proves the lemma as:

$$\Pr \left( \left\| \frac{1}{m} \sum_{p \in S} p - \mu \right\|^2 \geq \varepsilon \sigma^2 \right) \leq \frac{\varepsilon \delta \sigma^2}{\sigma^2 \varepsilon} = \delta. \quad (52)$$

\[\square\]

### 8.2 Weak Coreset Via Median Of Means

The following algorithm and theorem show how to compute, in sublinear time, a weak \((\varepsilon, \delta)\)-coreset of smaller size, compared to the one in Section 8.1, using the median of means approach.

**Algorithm 4:** Prob-Weak-Coreset\((P, \varepsilon, \delta)\)

**Input:** A set \(P\) of \(n \geq 2\) points in \(\mathbb{R}^d\), an error parameter \(\varepsilon \in (0, 1)\), and a probability parameter \(\delta \in (0, 1)\).

**Output:** A subset \(S \subseteq P\) that satisfies Lemma 8.2.

1. \(k := \left\lceil 3.5 \log \left( \frac{1}{\delta} \right) \right\rceil + 1\).
2. \(S := \) an i.i.d sample of size \(\frac{4k}{\varepsilon}\).
3. \(\{S_1, \ldots, S_k\} := \) a partition of \(S\) into \(k\) disjoint subsets, each contains \(\frac{4}{\varepsilon}\) points.
4. Set \(\pi_i := \) the mean of the \(i\)th subset \(S_i\) for every \(i \in [k]\).
5. \(i^* := \arg \min_{j \in [k]} \sum_{i=1}^{k} \| \pi_i - \pi_j \|_2\).
   
   // \(i^*\) is the index of the closest subset mean \(\pi_i^*\) to the geometric median of the set \(\{\pi_1, \ldots, \pi_k\}\).
6. return \(S_i^*\).

**Lemma 8.2 (Weak coreset via median of means)** Let \(P\) be a set of \(n\) points in \(\mathbb{R}^d\), \(\mu = \frac{1}{n} \sum_{p \in P} p\), and \(\sigma^2 = \frac{1}{n} \sum_{p \in P} \| p - \mu \|^2\). Let \(\varepsilon \in (0, 1), \delta \in (0, 0.9]\), and let \(S_i^* = \{s_1, \ldots, s_{|S|}\} \subseteq \mathbb{R}^d\) be the output of a call to Prob-Weak-Coreset\((P, \varepsilon, \delta)\); See Algorithm 4. Then \(S \subseteq P\) is of size \(|S| = \frac{4}{\varepsilon}\), and with probability at least \(1 - 3\delta\) we have that

$$\left\| \frac{1}{|S|} \sum_{i=1}^{|S|} s_i - \mu \right\|_2^2 \leq 33 \cdot \varepsilon \sigma^2.$$

Furthermore, \(S_i^*\) can be computed in \(O \left( d \left( \log^2 \left( \frac{1}{\delta} \right) + \frac{\log \left( \frac{1}{\varepsilon} \right)}{\varepsilon} \right) \right)\) time.

**Proof.** Let \(\{S_1, \ldots, S_k\}\) be a set of \(k\) i.i.d sampled subsets each of size \(\frac{4}{\varepsilon}\) as defined at Line 3 of Algorithm 4, and let \(\pi_i\) be the mean of the \(i\)th subset \(S_i\) as define at Line 4. Let \(\hat{s} := \arg \min_{x \in \mathbb{R}^d} \sum_{i=1}^{k} \| \pi_i - x \|_2\) be the geometric median of the set of means \(\{\pi_1, \ldots, \pi_k\}\).
Using Corollary 4.1. from [M⁺15] we obtain that

\[
\Pr\left( \|\hat{s} - \mu\| \geq 11 \frac{\sqrt{\sigma^2 \log(1.4/\delta)}}{4k} \right) \leq \delta,
\]

from the above we have that

\[
\Pr\left( \|\hat{s} - \mu\| \geq 121 \frac{\varepsilon \sigma^2 \log(1.4/\delta)}{4k} \right) \leq \delta. \tag{53}
\]

Note that

\[
\Pr\left( \|\hat{s} - \mu\|^2 \geq 121 \frac{\varepsilon \sigma^2 \log(1.4/\delta)}{4k} \right) = \Pr\left( \|\hat{s} - \mu\|^2 \geq 30.25 \cdot \varepsilon \sigma^2 \cdot \frac{\log(1.4/\delta)}{[3.5 \log \left( \frac{1}{\delta} \right)] + 1} \right) \tag{54}
\]

\[
\geq \Pr\left( \|\hat{s} - \mu\|^2 \geq 31 \cdot \varepsilon \sigma^2 \right), \tag{55}
\]

where (54) holds by substituting \( k = [3.5 \log \left( \frac{1}{\delta} \right)] + 1 \) as in Line 1 of Algorithm 4, and (55) holds since \( \frac{\log(1.4/\delta)}{[3.5 \log \left( \frac{1}{\delta} \right)] + 1} < 1 \) for every \( \delta \leq 0.9 \) as we assumed. Combining (55) with (53) yields,

\[
\Pr\left( \|\hat{s} - \mu\|^2 \geq 31 \cdot \varepsilon \sigma^2 \right) \leq \delta. \tag{56}
\]

For every \( i \in [k] \), by substituting \( S = S_i \), which is of size \( \frac{4}{\varepsilon} \), in Lemma 8.1, we obtain that

\[
\Pr(\|\tilde{s}_i - \mu\|^2 \geq \varepsilon \sigma^2) \leq 1/4.
\]

Hence, with probability at least \( 1 - (1/4)^k \) there is at least one set \( S_j \) such that

\[
\|\tilde{s}_j - \mu\|^2 \leq \varepsilon \sigma^2.
\]

By the following inequalities:

\[
(1/4)^k = (1/4)^{[3.5 \log \left( \frac{1}{\delta} \right)] + 1} \leq (1/4)^{\log(1/\delta)} = 4^{\log(\delta)} \leq 2^{2 \log(\delta)} = \delta
\]

we get that with probability at least \( 1 - \delta \) there is a set \( S_j \) such that

\[
\|\tilde{s}_j - \mu\|^2 \leq \varepsilon \sigma^2. \tag{57}
\]

Combining (57) with (56) yields that with probability at least \( (1 - \delta)^2 \) the set \( S_j \) satisfies that

\[
\|\tilde{s}_j - \hat{s}\|^2 \leq 32 \varepsilon \sigma^2. \tag{58}
\]

Let \( f : \mathbb{R}^d \to [0, \infty) \) be a function such that \( f(x) = \sum_{i=1}^k \|\tilde{s}_i - x\|_2 \) for every \( x \in \mathbb{R}^d \).

Therefore, by the definitions of \( f \) and \( \hat{s} \), \( \hat{s} := \arg\min_{x \in \mathbb{R}^d} \sum_{i=1}^k \|\tilde{s}_i - x\|_2 = \arg\min_{x \in \mathbb{R}^d} f(x) \). Observe that \( f \) is a convex function since it is a sum over convex functions. By the convexity of \( f \), we get that for every pair of points \( p, q \in P \) it holds that:

\[
\text{if } f(q) \leq f(p) \text{ then } \|q - \hat{s}\| \leq \|p - \hat{s}\|. \tag{59}
\]
Therefore, by the definition of $i^*$ at Line 5 of Algorithm 4 we get that

$$i^* \in \arg \min_{i \in [k]} \| \mathbf{s}_i - \hat{s} \|. \quad (60)$$

Now by combining (58) with (60) we have that:

$$\Pr \left( \| \mathbf{s}_{i^*} - \hat{s} \|^2 \leq 32\varepsilon \sigma^2 \right) \geq (1 - \delta)^2. \quad (61)$$

Combining (61) with (56) and noticing the following inequality

$$(1 - \delta)^3 = (1 - 2\delta + \delta^2)(1 - \delta) \geq (1 - 2\delta)(1 - \delta) = 1 - \delta - 2\delta + 2\delta^2 \geq 1 - 3\delta,$$

satisfies Lemma 8.2 as,

$$\Pr \left( \| \mathbf{s}_{i^*} - \mu \|^2 \leq 33\varepsilon \sigma^2 \right) \leq 1 - 3\delta.$$  

**Running time.** It takes $O \left( d \log \left( \frac{1}{\delta} \right) \right)$ to compute the set of means at Line 4, and $O \left( d \log \left( \frac{1}{\delta} \right)^2 \right)$ time to compute Line 5 by simple exhaustive search over all the means. Hence, the total running time is $O \left( d \left( \log \left( \frac{1}{\delta} \right)^2 + \frac{\log \left( \frac{1}{\delta} \right)}{\varepsilon} \right) \right).$
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