Quantum mean-field approximation for lattice quantum models: truncating quantum correlations, and retaining classical ones
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The mean-field approximation is at the heart of our understanding of complex systems, despite its fundamental limitation of completely neglecting correlations between the elementary constituents. In a recent work [D. Malpetti and T. Roscilde, arXiv:1605.04223] we have shown that in quantum many-body systems at finite temperature, two-point correlations can be formally separated into a thermal part, and a quantum part – and that generically quantum correlations decay exponentially at finite temperature, with a characteristic, temperature-dependent quantum coherence length. The existence of these two different forms of correlation in quantum many-body systems suggests the possibility of formulating an approximation which affects quantum correlations only, without preventing the correct description of classical fluctuations at all length scales. Focusing on lattice boson and quantum Ising models, we make use of the path-integral formulation of quantum statistical mechanics to introduce such an approximation – that we dub quantum mean-field (QMF) approach, and which can be readily generalized to a cluster form (cluster QMF or cQMF). The cQMF approximation reduces to cluster mean-field theory at $T = 0$, while at any finite temperature it produces a family of systematically improved, semi-classical approximations to the quantum statistical mechanics of the lattice theory at hand. Contrary to standard MF approximations, the correct nature of thermal critical phenomena is captured by any cluster size. In the two exemplary cases of the two-dimensional quantum Ising model and of two-dimensional quantum rotors, we study systematically the convergence of the cQMF approximation towards the exact result, and show that the convergence is typically linear or sub-linear in the boundary-to-bulk ratio of the clusters as $T \to 0$, while it becomes faster than linear as $T$ grows. These results pave the way towards the development of semi-classical numerical approaches based on an approximate, yet systematically improved account of quantum correlations.

PACS numbers:

I. INTRODUCTION

The quantitative understanding of quantum many-body systems is one of the most challenging issues of modern theoretical physics, with a huge range of applications from materials science to high-energy physics. A generic method in the study of the quantum many-body problem – and of many-body systems of all kinds – is the mean-field (MF) approximation [1], which accounts for collective phenomena by considering only the correlations between the average behavior of the constituents, and discarding any form of correlation among fluctuations. Mean-field theory has many different declinations, depending on the physical system at hand. In this paper we shall focus on bosonic and spin models on a lattice; in this context the elementary degrees of freedom are identified with the bosonic modes or spin degrees of freedom attached to each individual lattice site [2, 3] (or cluster of sites, as in the context of cluster MF theory [4, 5]).

Decoupling the fluctuations of different lattice sites (or clusters thereof) opens the door to inexpensive, and often analytical, computation of ground-state and thermal phase diagrams of complex many-body systems. In numerous cases, this approach has the invaluable merit of capturing correctly their features at a semi-quantitative level. Nonetheless, as it is well known, the MF approximation, as well as its cluster extensions, completely miss all the physical aspects of many-body systems which are dominated by long-range fluctuations, such as the nature of critical points below the upper critical dimension, or extended critical phases such as the low-temperature Kosterlitz-Thouless superfluid phase of $U(1)$ symmetric systems in two dimensions.

In the case of classical many-body systems, the generic remedy to the shortcomings of MF approximation is the use of numerical simulations, such as the ones based on the Monte Carlo method, fully capturing the long-wavelength fluctuations dominating the behavior of the systems at critical points [6]. In the context of quantum many-body systems, such a remedy is unfortunately limited to models which do not suffer from a sign problem [7, 8], something which excludes a large variety of systems of great importance for the ongoing experiments in condensed matter or in atomic physics, such as frustrated quantum magnets and bosons in gauge fields. At the same time, one can argue that the long-wavelength fluctuations – missed by the cluster mean-field theory and dominating the physics at finite temperature – are primarily of thermal origin. Therefore a partial account of quantum effects (namely a semiclassical approach) should be generically able to faithfully describe the correlation properties and the critical phenomena at finite...
temperature.

In a recent work [9] we have shown that thermal and quantum correlations between subsystems $A$ and $B$ of an extended quantum system can be formally separated at equilibrium. The thermal part can be identified with the response function of $A$ to a field applied on $B$, while the quantum part can be identified with the difference between the correlation function and the response function (or “fluctuation-dissipation discord”). The main aim of this paper is to show that the path-integral formulation of quantum statistical mechanics allows to associate the thermal and quantum correlations with precise geometrical properties of imaginary-time paths. This insight allows one to formulate a (cluster) MF approximation restricted to quantum correlations only, hereafter denoted (cluster) quantum mean-field (cQMF) approximation. The rationale of this approximation is rooted in the peculiar decay of quantum field correlations with distance, which is generically found to be much faster than that of thermal correlations: while thermal correlations govern the decay of the total correlations – and can therefore exhibit a power-law decay or an exponential decay at finite temperature, depending on the phase of the system – quantum correlations are found to exhibit generically a quantum coherence length $\xi_Q$ over which they decay exponentially [9], and which is finite at any finite temperature.

We give two concrete examples of the cQMF approximation by studying two paradigmatic quantum models whose thermodynamics can be solved via a path-integral approach (supplemented with a Monte Carlo simulation), and for which the cQMF can therefore be systematically implemented. The models of interest are the two-dimensional Ising model in a transverse field, featuring a finite-$T$ Ising transition which can be arbitrarily suppressed by the quantum effects induced by the field; and the two-dimensional quantum-rotor model of interacting bosons, featuring a Kosterlitz-Thouless transition which can also be arbitrarily suppressed by the interaction parameter. In both cases a standard MF approximation, neglecting correlations completely, greatly overestimates the critical temperature; it completely misses the correct critical behavior; and, even more seriously, in the case of quantum rotors it completely misses the extended critical nature of the low-temperature superfluid phase. On the contrary, the cQMF approximation describes correctly both the critical point and the low-temperature phase, as it only truncates the range of quantum correlations to the size of the cluster, leaving intact the long-wavelength thermal fluctuations. When the cluster size is much larger than $\xi_Q$, the approximation can be very accurate. Our results offer a new angle of attack to strongly correlated spin and bosonic models, which can be naturally exploited by numerical approaches, as we shall further elaborate upon in a future publication [10]. Other approximation schemes exist addressing uniquely the quantum fluctuations, such as the pure-quantum self-consistent harmonic approximation [11] of the Feynman-Kleinert approach [12]. But, unlike other approaches, it accounts for fully non-linear quantum fluctuations at short-range, which, as we shall see, are essential to determine the quantum renormalization of classical behavior in models sufficiently far from a quantum critical point.

The structure of the paper is as follows: Sec. II introduces the cluster mean-field approach; Secs. III and IV and reformulate the mean-field approach within the context of coherent-state path-integrals for lattice-boson models and Ising-spin path integrals for quantum Ising spins; Sec. V introduces the cQMF approximation; Sec. VI defines the separation between classical/thermal and quantum correlations, laying the foundations of the cQMF approach; Secs. VII and VIII finally apply the cQMF approach to quantum Ising spins and quantum rotors on the square lattice, respectively; conclusions are drawn in Sec. IX.

II. CLUSTER MEAN-FIELD APPROXIMATION FOR GROUND AND THERMAL STATES

Mean-field (MF) theory has the generic effect of decoupling the fluctuations of selected degrees of freedom in the system, and coupling the degrees of freedom only through their average value. For quantum many-body systems MF theory has many different declinations, depending on the decoupling scheme – the most famous one possibly being Hartree-Fock theory for fermionic particles [13], in which the mean-field decoupling occurs between extended modes of the fermionic field (such as electronic Bloch waves in a crystal or atomic orbitals in an atom). In this paper we shall rather focus on bosonic models on a lattice, encompassing lattice gases of bosonic particles, as well as spin models. In this context, the MF approximation is most successful when it decouples lattice sites, namely well localized modes of the Bose field. When dealing with the ground state of the system, the MF approximation is therefore equivalent to a variational Ansatz in the form of a factorized state

$$|\Psi_{\text{MF}}\rangle = \otimes_c |\Psi_c\rangle$$

where, in the standard form, $c$ is the index of lattice sites. In its most general formulation, $c$ can be the index of a cluster of sites, whose periodic repetition tiles the entire lattice; in this case one speaks of a cluster mean-field (cMF) approximation. The cMF approximation discards any form of entanglement among degrees of freedom belonging to different clusters – with entanglement representing the most general form of correlation in pure quantum states. This approximation is of course exact in a lattice with infinite connectivity, in which the entanglement (a “monogamous” resource [14]) is so spread between all degrees of freedom that it becomes negligible.

The cMF approximation has been recently applied to many lattice-boson and spin models [15–19], as it can provide a semi-quantitative account of many-body effects in models that are hardly tractable or intractable.
with numerically exact methods, such as two-dimensional models with frustration. In particular an extrapolation in the size of the clusters (cluster-size scaling) makes it possible to guess the behavior of the system in the limit of infinite clusters (corresponding to the exact result). In particular, the extrapolation used in the literature is generically polynomial in the surface-to-bulk ratio \( \lambda \), defined as

\[
\lambda = \frac{N_{\text{ext}}}{N_{\text{int}} + N_{\text{ext}}}
\]  

(2)

where \( N_{\text{ext}} \) is the number of bonds linking the degrees of freedom within the cluster to those external to the cluster, while \( N_{\text{int}} \) is the number of bonds within the cluster. Hence \( \lambda = 1 \) for the basic (single-site) mean-field approximation, while \( \lambda = 0 \) corresponds to the exact result of a single cluster covering the whole system.

When considering finite temperatures, the standard extension of the cMF approximation implies the minimization of the free energy

\[
F[\rho; T] = \text{Tr}(\rho \mathcal{H} + k_B T \rho \log \rho)
\]

(3)

(where \( \mathcal{H} \) is the Hamiltonian, \( T \) is the temperature and \( k_B \) the Boltzmann constant) with a factorized density matrix \( \rho \)

\[
\hat{\rho}_{\text{MF}} = \otimes_i \hat{\rho}_c.
\]

(4)

Such an approximation lies at the heart of our understanding of critical phenomena [1], but it cannot reproduce quantitatively the thermodynamics, and, most importantly, the critical behavior of any system below the upper critical dimension. Indeed the Ansatz in Eq. (4) neglects any form of correlation between different clusters, both for thermal fluctuations as well as for quantum ones.

The main scope of our paper is to show that the MF approximation can in fact be restricted to quantum fluctuations only, preserving the accurate description of long-wavelength thermal fluctuations. This allows to describe correctly finite-temperature critical phenomena – governed by thermal fluctuations – and to reproduce quantitatively the renormalization of the characteristic energy scales of the system caused by (short-ranged) quantum fluctuations.

### III. DIFFERENT APPROXIMATIONS FOR LATTICE BOSONS FROM THE PATH-INTEGRAL PERSPECTIVE

In this section we shall review most common approximations to the thermodynamics of lattice bosons from the point of view of the coherent-state path-integral approach to the partition function, which will serve as a fundamental basis to introduce our QMF approximation in Sec. V.

For concreteness, we shall focus our attention on a lattice spinless boson model

\[
\hat{H}([\hat{b}_i, \hat{b}_i^\dagger]) = \sum_{i \neq j} J_{ij} \hat{b}_i^\dagger \hat{b}_j + \frac{V_{ij}}{2} \hat{n}_i \hat{n}_j
\]

\[
+ \sum_i \left[ \frac{U}{2} \hat{n}_i (\hat{n}_i - 1) - \mu \hat{n}_i \right]
\]

(5)

with a first term comprising off-site hopping \((J_{ij} \text{ - possibly complex})\) and interactions \((V_{ij})\), and an on-site interaction \((U)\) and chemical potential \((\mu)\) term. The indices \(i\) and \(j\) run over the sites of an arbitrary periodic lattice. More general models (including spin degrees of freedom, non-abelian gauge fields, etc.) can also be treated similarly, but we refrain from considering them for the sake of simplicity.

A coherent-state path-integral approach [20] to the equilibrium behavior of the system expresses its partition function as

\[
Z = \int \mathcal{D}([\phi_i(\tau)]) e^{-S([\phi_i(\tau)])}
\]

(6)

where

\[
S([\phi_i(\tau)]) = \int_0^\beta d\tau \left[ \sum_i \phi_i^*(\tau) \frac{\partial}{\partial \tau} \phi_i(\tau) + \mathcal{H}([\phi_i(\tau), \phi_i^*(\tau)]) \right]
\]

(7)

is the Euclidean action for the complex field \(\phi_i(\tau)\) dependent on imaginary time \(\tau \in [0, \beta]\) where \(\beta = (k_B T)^{-1}\). We would like to stress at this point the (rather obvious) fact that the coupling terms among different sites in Eq. (7) are uniquely contained in \(\mathcal{H}\), and they are therefore completely local in imaginary time: this observation shall be crucial in the following.

#### A. Classical field theory

The quantum nature of the complex field \(\phi_i(\tau)\) stems fundamentally from its imaginary-time dependence. In this respect, the classical approximation to the bosonic theory amounts to taking static fields

\[
\phi_i(\tau) \to \Psi_i \quad \text{(classical approximation)}.
\]

(8)

At \(T = 0\) the classical-field (CF) approximation corresponds to Gross-Pitaevskii theory [21] – equivalent to searching the ground state in the form of a product of coherent states

\[
|\Psi_{\text{GP}}\rangle = \otimes_i e^{\Psi_i \hat{b}_i^\dagger - \Psi_i^* \hat{b}_i} |0\rangle
\]

(9)

via the minimisation of the Gross-Pitaevskii (GP) functional \(\langle \Psi_{\text{GP}} | \hat{H} | \Psi_{\text{GP}} \rangle = \mathcal{H}([\Psi_i, \Psi_i^*])\). Clearly this approximation can only reproduce condensate ground states, and fails completely in the case of bosonic insulators. At \(T > 0\) the classical approximation produces
a complex classical field theory [22] with Boltzmann weights $\exp[-\beta\mathcal{H}(\{\Psi_i, \Psi^*_i\})]$, whose partition function therefore reads

$$Z = \int \left( \prod_j \frac{d\Psi_j d\Psi^*_j}{2\pi i} \right) e^{-\beta\mathcal{H}(\{\Psi_i, \Psi^*_i\})}.$$  \hspace{1cm} (10)

Such an approximation has been widely used in the context of weakly interacting Bose-Einstein condensates [23]. The GP functional possesses the same symmetries as the original quantum Hamiltonian, and hence it can generally be expected to possess the same phase diagram as well, provided that the ground state is a condensate, and that quantum effects are indeed irrelevant in determining the critical behavior. Obviously any quantum effect renormalizing the value of the order parameter(s) and the position of the critical point(s) is neglected.

### B. Cluster mean-field theory

The cluster mean-field theory approach generalizing the Ansatz Eq. (4) amounts to breaking the partition function into a product of cluster partition functions determined self-consistently, namely

$$Z_{c\text{MF}} = \prod_c Z_c$$  \hspace{1cm} (11)

where

$$Z_c = \int \mathcal{D}[\{\phi_{i\in c}(\tau)\}] e^{-S^{(MF)}_c}$$  \hspace{1cm} (12)

and

$$S^{(MF)}_c[\{\phi_{i\in c}(\tau)\}] = \int d\tau \mathcal{H}_c(\{\phi_{i\in c}(\tau), \phi^*_{i\in c}(\tau)\})$$

$$+ \int d\tau \sum_{i\in c, j\notin c} \left[ -\left( J_{ij} \phi^*_i(\tau) \langle \hat{b}_j \rangle + c.c. \right) + V_{ij} \hat{n}_i(\tau) \langle \hat{n}_j \rangle \right]$$

$$- \frac{\beta}{2} \sum_{i\in c, j\notin c} \left[ -\left( J_{ij} \langle \hat{b}^*_i(\tau) \rangle \hat{b}_j + c.c. \right) + V_{ij} \langle \hat{n}_i(\tau) \rangle \langle \hat{n}_j \rangle \right]$$  \hspace{1cm} (13)

where $\mathcal{H}_c$ indicates the Hamiltonian of the form Eq. (5) restricted to sites $i$ and $j$ belonging to the cluster $c$. Here $\langle \cdots \rangle$ indicates the thermal average, to be calculated self-consistently using the partition function in the form of Eq. (11). Moreover we have introduced the notation $n_i(\tau) := |\phi_i(\tau)|^2$.

As already mentioned in Sec. II, the cMF approximation amounts to positing that the density matrix of the system has a separable form, and to minimize the free energy with such a form. From the path-integral perspective, the cMF approach (unlike classical field theory) implies to retain the quantum nature of the bosonic field, as well as its correlations within each cluster, but to discard correlations of all forms between clusters. Hence the approximation trades the treatment of the field as a quantum degree of freedom for the absence of long-wavelength fluctuations, preventing the correct description of critical phenomena below the upper critical dimension.

### IV. DIFFERENT APPROXIMATIONS FOR QUANTUM ISING SPINS

In this section we shortly revisit the approximation schemes described in the previous section for the case of Ising spins in a transverse field, with Hamiltonian

$$\hat{H} = -\sum_{i<j} J_{ij} \hat{\sigma}^x_i \hat{\sigma}^x_j - \Gamma \sum_i \hat{\sigma}^z_i.$$  \hspace{1cm} (14)

where $\hat{\sigma}^\alpha$ ($\alpha = x, y, z$) are Pauli matrices.

Making use of a Trotter-Suzuki decomposition of the density operator [24] the partition function of the system can be conveniently mapped onto that of a classical Ising model in $(d+1)$ dimensions

$$Z = \lim_{M \to \infty} \sum_{\{\sigma_{i,k}\}} e^{-S_{\text{I}}[\{\sigma_{i,k}\}]}$$  \hspace{1cm} (15)

with

$$S_{\text{I}}[\{\sigma_{i,k}\}] = -\sum_{k=1}^M \sum_{i<j} K_{ij} \sigma_{i,k} \sigma_{j,k} - K_\tau \sum_{k=1}^M \sum_i \sigma_{i,k} \sigma_{i,k+1}$$  \hspace{1cm} (16)

where $K_{ij} = \beta J_{ij}/M$ and $K_\tau = \frac{1}{2} \ln \tanh(\beta \Gamma/M)$. Here $\sigma_{i,k} = \pm 1$ are classical Ising variables, and $k$ is the index of discrete imaginary-time slices defining the extra dimension.

Obviously the approximation $\sigma_{i,k} = \sigma_i$ (independent of $k$) corresponds to a classical approximation, in which the transverse field is neglected altogether. On the other hand, the cMF approximation amounts to taking for the partition function the cluster-factorized form of Eq. (11) with

$$Z_c = \sum_{\{\sigma_{i\in c}\}} e^{-S^{(MF)}_c[\{\sigma_{i\in c}\}]}$$  \hspace{1cm} (17)

Within the cMF approach, the action takes the following form

$$S^{(MF)}_c[\{\sigma_{i\in c}\}] = S_{\text{I}}[\{\sigma_{i\in c}\}] - \sum_{k} \sum_{i\in c, j\notin c} K_{ij} \sigma_{i,k} \langle \sigma_{j,k} \rangle$$

$$+ \frac{1}{2} \sum_{k} \sum_{i\in c, j\notin c} K_{ij} \langle \sigma_{i,k} \rangle \langle \sigma_{j,k} \rangle.$$  \hspace{1cm} (18)

Here again $\langle \cdots \rangle$ denotes the thermal average taken with the same partition function, implying a self-consistent treatment. It is important to remark that the cMF approximation only affects the space-like couplings $K_{ij}$.

### V. QUANTUM MEAN-FIELD APPROXIMATION

In the previous section we have seen that CF theory and cMF theory have very complementary purposes. The former describes correctly thermal fluctuations at
all wavelengths, but within a fully classical approximation to the Bose field or spin field; while the latter partially accounts for quantum effects, but discards all fluctuations (quantum and thermal) for wavelengths longer than the cluster size. Evidently an approximation which can accomplish both goals — accounting for thermal and quantum fluctuations appropriately — would be highly desirable. The cluster quantum mean-field approximation (cQMF) is precisely designed towards this goal.

Classical correlations are easily incorporated in the cMF Ansatz for the density matrix, Eq. (4), by promoting the elementary separable form of the density matrix to the most general, separable form between several clusters [25], namely

$$\rho_{\text{sep}} = \sum_{\Psi} p(\Psi) \left[ \otimes_c \hat{\rho}_c(\Psi) \right]$$

where \(\{\Psi\}\) is a set of (possibly continuous) variables parametrizing the form of the cluster density matrix \(\hat{\rho}_c(\Psi)\), and \(p(\Psi) \geq 0\) is the probability of the associated factorized form. The temperature is contained in the functional form of both \(\rho_c\) and \(p\). The variational minimization of the free energy Eq. (3) with respect to the separable Ansatz of Eq. (19) is obviously arduous, given the vast range of different parameterizations \(\hat{\rho}_c(\Psi)\) and \(p(\Psi)\) that one could choose. Hence, instead of a variational approach, a physically motivated Ansatz appears as a most viable route. In order to do so, the path-integral representation of the partition function is again of crucial help.

A. QMF within the coherent-state path-integral approach

The quantum mean-field approximation (QMF) is formulated at the level of the path-integral formulation, and it exactly provides a classically correlated Ansatz (in the sense of Ref. [25]) for the density matrix of the system of clusters. The hopping and off-site potential terms, coupling sites together in the action Eq. (7), are fully local in imaginary time: the QMF approximation consists then in treating them as completely non-local, namely imagining that full connectivity exists along the imaginary-time dimension. Calling \(S^{(\text{hop})}_{ij}\) and \(S^{(\text{pot})}_{ij}\) the terms of the action coupling sites \(i\) and \(j\) (with \(i \neq j\)), the QMF approximation amounts to taking

$$S^{(\text{hop})}_{ij} [\phi_i(\tau), \phi_j(\tau)] = -\int_0^\beta d\tau \left( \phi_i^*(\tau) J_{ij} \phi_j(\tau) + \text{c.c.} \right)$$

$$S^{(\text{pot})}_{ij} [n_i(\tau), n_j(\tau)] = -\int_0^\beta d\tau \left( n_i(\tau) V_{ij} n_j(\tau) + \text{c.c.} \right)$$

where $\phi_i(\tau)$ and $\phi_j(\tau)$ are the coherent-state path integral configurations on clusters $i$ and $j$, and $n_i(\tau)$ and $n_j(\tau)$ are the classical occupation numbers on sites $i$ and $j$. The hopping terms are expressed in terms of the instantaneous hopping between clusters $i$ and $j$, while the off-site potentials are given by the occupation numbers.

FIG. 1: Cartoon of the cluster quantum mean-field (cQMF) approximation: (a) Coherent-state path integral configuration: to each site one associates a variable $\phi_i(\tau)$ in the complex plane $\mathbb{C}$, evolving in imaginary time $\tau$, and coupled to the other variables instantaneously in imaginary time via the hopping $J_{ij}$ and the off-site interactions $V_{ij}$ (dashed orange lines); (b) the cQMF approximation consists in dividing the system into clusters (rounded boxes) and approximating the instantaneous $J_{ij}$ and $V_{ij}$ couplings between clusters with all-to-all couplings in imaginary time, namely couplings between the imaginary-time-averaged variables $\bar{\phi}_i$ and $\bar{n}_i$ (see text) — but fully preserving the spatial structure of the couplings in real space.
where we have introduced the time-averaged field and density:

\[ \bar{\phi}_i = \frac{1}{\beta} \int_0^\beta d\tau \phi_i(\tau) \quad \bar{n}_i = \frac{1}{\beta} \int_0^\beta d\tau n_i(\tau). \]  

In other words, the QMF approximation amounts to substituting the coupling between the imaginary-time evolutions of the field \( \phi_i \), and of its squared amplitude \( |\phi_i|^2 \), at different sites with the coupling between the averages over such evolutions – whence the concept of quantum (or imaginary-time) mean field. This approximation is also equivalent to replacing the instantaneous couplings in imaginary time with all-to-all couplings (see Fig. 1 for a cartoon).

The cluster QMF (cQMF) approximation amounts then to divide the system into clusters, divide the \( ij \) bonds into intra-cluster and inter-cluster ones, and apply the mean-field approximation in imaginary time to all inter-cluster couplings. Under this approximation, the coherent state action takes the form

\[ S[\phi_i(\tau)] \approx \sum_c S_c[\{\phi_i(\tau)\}] + \sum_{c\neq c'} \sum_{i\in c', j\in c} S_{ij}[\bar{\phi}_i, \bar{\phi}_j; \bar{n}_i, \bar{n}_j] \]  

where we have introduced the cluster action

\[ S_c[\{\phi_i(\tau)\}] = \sum_{i\in c} S_i[\{\phi_i(\tau)\}] + \sum_{i,j\in c} S_{ij}[\phi_i(\tau), \phi_j(\tau); n_i(\tau), n_j(\tau)]. \]  

The path integral over coherent states \( \int \mathcal{D}[\{\phi_i(\tau)\}] \) can then be decomposed into two integrals: an integral over average values of the fields \( \bar{\phi}_i \) and of the densities \( \bar{n}_i \), and a path-integral over paths realizing those average values \[11, 26];

\[ Z \approx \prod_i \gamma_i \int \gamma_i \gamma_i^* \gamma_i d\bar{\phi}_i d\bar{n}_i \left( e^{-\sum_{c\neq c'} \sum_{i\in c', j\in c} S_{ij}[\bar{\phi}_i, \bar{\phi}_j; \bar{n}_i, \bar{n}_j] - \sum_{i\in c} S_i[\{\phi_i(\tau)\}] + S_c[\{\phi_i(\tau)\}] - \sum_{i\in c} S_i[\{\phi_i(\tau)\}] + \sum_{i,j\in c} S_{ij}[\phi_i(\tau), \phi_j(\tau); n_i(\tau), n_j(\tau)]} \right). \]  

\[ \prod_i \gamma_i \int \gamma_i \gamma_i^* \gamma_i d\bar{\phi}_i d\bar{n}_i \left( e^{-\sum_{c\neq c'} \sum_{i\in c', j\in c} S_{ij}[\bar{\phi}_i, \bar{\phi}_j; \bar{n}_i, \bar{n}_j] - \sum_{i\in c} S_i[\{\phi_i(\tau)\}] + S_c[\{\phi_i(\tau)\}] - \sum_{i\in c} S_i[\{\phi_i(\tau)\}] + \sum_{i,j\in c} S_{ij}[\phi_i(\tau), \phi_j(\tau); n_i(\tau), n_j(\tau)]} \right). \]

B. cQMF for quantum Ising spins

The cQMF approximation can be similarly formulated for quantum Ising spins based on the path-integral representation of the partition function of Eq. (15). The cQMF approximation amounts to defining the time-averaged Ising spin

\[ \bar{\sigma}_i = \frac{1}{M} \sum_{k=1}^M \sigma_{i,k} \]  

and replacing the space-like coupling between the \( \sigma_{i,k} \) spins, which is local in imaginary time, with a coupling between averaged spins on bonds connecting two different clusters. The action therefore takes the form

\[ S_i[\sigma_{i,k}] \approx \sum_c S_c[\{\sigma_{i\in c,k}\}] + \sum_{c\neq c'} S_{cc'}[\{\bar{\sigma}_{i\in c}\}; \{\bar{\sigma}_{j\in c'}\}] \]  

where \( S_c = S_i[\{\sigma_{i\in c,k}\}] \) is the action restricted to sites and links belonging to a single cluster, whereas

\[ S_{cc'}[\{\bar{\sigma}_{i\in c}\}; \{\bar{\sigma}_{j\in c'}\}] = - \sum_{i\in c, j\in c'} J_{ij} \bar{\sigma}_i \bar{\sigma}_j \]

\[ = - \sum_{i\in c, j\in c'} \frac{J_{ij}}{M^2} \sum_{k,k'} \sigma_{i,k} \sigma_{j,k'} \]

The resulting partition function takes then the form of an integral over average spins \( \bar{\sigma}_i \), and a path integral with fixed averages

\[ Z \approx \prod_{\bar{\sigma}_i} \sum_{\{\sigma_{i\in c,k}\}} \left( e^{-\sum_{c\neq c'} \sum_{i\in c', j\in c} S_{ij}[\bar{\sigma}_i, \bar{\sigma}_j; \bar{n}_i, \bar{n}_j] - \sum_{i\in c} S_i[\{\sigma_{i\in c,k}\}] + S_c[\{\sigma_{i\in c,k}\}] - \sum_{i\in c} S_i[\{\sigma_{i\in c,k}\}] + \sum_{i,j\in c} S_{ij}[\sigma_{i,k}, \sigma_{j,k}; n_i(\tau), n_j(\tau)]} \right). \]

C. cQMF approximation and classically correlated states

The cQMF expression for the partition function can be immediately cast into the form of the trace of a cluster-separable density matrix, as in Eq. (19).

1. Lattice bosons

In the case of lattice bosons, the cluster-separable form for the density matrix is achieved by treating the inter-cluster action via a Hubbard-Stratonovich (HS) decomposition, introducing two auxiliary fields, a complex-valued one (\( \Psi_1 \)) and a real-valued one (\( \phi_1 \)):
\[ e^{-\sum_{ij} s^{\text{(hop)}}_{ij}[\bar{\phi}_i, \bar{\phi}_j]} = \frac{1}{\det J'} \int \left( \prod_i \frac{\beta^2 d\Psi_j d\Psi^*_j}{2\pi i} \right) e^{-\beta \sum_{ij} \Psi^*_j (J' - 1)_{ij} \Psi_j - \beta \sum_i (\Psi_i \bar{\phi}_i^* + \bar{\Psi}_i^* \bar{\phi}_i)} \]  
\[ e^{-\sum_{ij} s^{\text{(pot)}}_{ij}[\bar{\phi}_i, \bar{\phi}_j]} = \frac{1}{\det V''} \int \left( \prod_i \beta d\theta_i \right) e^{-\beta \sum_{ij} \theta_i (V'' - 1)_{ij} \theta_j - \beta \sum_i \theta_i \bar{\theta}_i}. \]  

Here the primed (and double-primed) sums \( \sum' \) (\( \sum'' \)) are restricted to those sites which are indeed involved in an inter-cluster bond for the kinetic energy (the potential energy), and the matrices \( J' \) and \( V'' \) are connectivity matrices restricted to inter-cluster bonds (for the kinetic energy and potential energy respectively). We shall here assume that \( J' \) and \( V'' \) are positive definite, so that the HS transformation is well defined – otherwise they can be appropriately redefined, leaving the essence of the present argument intact.

The HS transformation allows therefore to cast the partition function within the \( cQMF \) approximation into the separable form, \( Z \approx \text{Tr}(\rho_{cQMF}) \) with (up to multiplicative constants)

\[ \rho_{cQMF} \sim \int \left( \prod_i d\Psi_j d\Psi^*_j d\theta_i \right) e^{-S_{\text{aux}}[\Psi_i, \Psi^*_i; \theta_i]} \]  

where we have introduced the auxiliary-field action

\[ S_{\text{aux}}[\Psi_i, \Psi^*_i; \theta_i] = \beta \sum_{ij} \Psi^*_j (J' - 1)_{ij} \Psi_j + \beta \sum_{ij} \theta_i (V'' - 1)_{ij} \theta_j \]  

and the single-cluster density matrix

\[ \check{\rho}_{c}[\Psi_i \in c, \Psi^*_i \in c; \theta_i \in c] = e^{-\beta \check{H}_{c}(\text{eff})[\Psi_i \in c, \Psi^*_i \in c; \theta_i \in c]} \]  

with the effective single-cluster Hamiltonian

\[ \check{H}_{c}(\text{eff}) = \check{H}_c - \sum_{i \in c'} (\Psi_i \check{b}^*_i + \Psi^*_i \check{b}_i) - \sum_{i \in c} \check{\theta}_i \check{\theta}_i \]  

where \( \check{H}_c \) is the physical Hamiltonian, Eq. (5), restricted to intra-cluster bonds (for the off-site terms) and cluster sites (for the on-site terms). Therefore the effective cluster Hamiltonian has the form of the physical Hamiltonian plus “boundary” source terms (containing the auxiliary fields \( \Psi_i, \Psi^*_i \)) and a “boundary” potential term (containing the auxiliary field \( \check{b}_i \)) involving the sites coupled to other sites outside the cluster.

2. Quantum Ising spins

A HS transformation analog to that of Eq. (33)

\[ e^{\sum_{ij} \beta J'_{ij} \phi_i \hat{\phi}_j} = \frac{1}{\det J'} \int \left( \prod_i \beta d\xi_i \right) e^{-\beta \sum_{ij} \xi_i (J' - 1)_{ij} \xi_j - \beta \sum_i \xi_i \hat{\xi}_i} \]  

brings the density matrix to the cluster-separable form

\[ \check{\rho}_{cQMF} \sim \int \left( \prod_i d\xi_i \right) e^{-\beta \sum_{ij} \xi_i (J' - 1)_{ij} \xi_j} \otimes_c \check{\rho}_{c}[\xi_{i \in c}] \]  

where the single-cluster density matrix reads

\[ \check{\rho}_{c} = e^{-\beta \check{H}_{c}(\text{eff})[\xi_{i \in c}]} \]  

with the cluster effective Hamiltonian given by

\[ \check{H}_{c}(\text{eff})[\xi_{i \in c}] = - \sum_{i,j \in c} J_{ij} \check{\sigma}_i^z \check{\sigma}_j^z - \sum_{i,j \in c} G_{ij} \check{\sigma}_i \check{\sigma}_j + \sum_{i \in c} \xi_i \check{\sigma}_i^z \]  

corresponding to the physical Hamiltonian augmented with a longitudinal “boundary” field term involving the spins coupled to other spins outside the cluster.

VI. THERMAL VS. QUANTUM CORRELATIONS

We have seen in the previous section that the \( cQMF \) approximation allows to cast the density matrix of the system in the form of an operator describing intra-cluster couplings in a fully quantum-mechanical way, and accounting for classical correlations among such clusters. Hence, according to the definition of entanglement and non-separability of mixed states [14, 25], the fundamental missing ingredient of the \( cQMF \) approximation is the entanglement between clusters. In other words, the \( cQMF \)
truncates quantum correlations to distances not exceeding the linear size of the clusters. The path-integral formulation of the partition function provides a novel insight into the meaning of entanglement between clusters. The neglect of correlations in imaginary time between clusters leads to their separability in the density matrix. Conversely, the existence of correlations of imaginary-time fluctuations between different degrees of freedom allows to exclude their separability in the form of Eq. (34) named Hamiltonian separability in Ref. [9]. The latter form of separability has an immediate physical significance: the density matrix is cluster-separable since clusters are governed by local Hamiltonians which are coupled via classical fields, $\Psi_i$ and $g_i$ (for lattice bosons), and $\xi_i$ (for Ising spins). Disproving Hamiltonian separability does not imply disproving the most general form of separability in Eq. (19) which would be equivalent to proving entanglement, and which remains a challenging task. Nonetheless the absence of Hamiltonian separability is tightly related to the existence of quantum correlations, as pointed out in Ref. [9], and as we shall further elucidate here.

The most important form of correlation in a bosonic field theory is the first-order correlation function $g(l,m) = \langle \hat{b}_l^\dagger \hat{b}_m \rangle$, which acquires the path-integral expression

$$g(l,m) = \frac{1}{Z} \int \mathcal{D}[(\phi_i(\tau))] \phi_i^\dagger(\tau')\phi_m(\tau') e^{-S} \quad (42)$$

for any time $\tau' \in [0,\beta]$. Clearly, the $g$ function probes field correlations which are instantaneous in imaginary time. It is then very natural to define thermal field correlations as the correlations of the time-averaged fields

$$g_T(l,m) = \frac{1}{\beta} \int d\tau \langle \hat{b}_l^\dagger \hat{b}_m(0) \rangle$$

$$= \frac{1}{Z} \int \mathcal{D}[(\phi_i(\tau))] \phi_i^\dagger \phi_m e^{-S} \quad . (43)$$

Indeed we have seen before that two sites (or clusters) which are decoupled via the QMF approximation are correlated uniquely via their time-average fields, and they are separable, namely they are only classically correlated (in the sense of Ref. [25]).

As a consequence, it is then rather natural to define quantum field correlations [9] as the difference between total and thermal correlations

$$g_Q(l,m) = g(l,m) - g_T(l,m) \quad (44)$$

$$= \int \mathcal{D} \left[ \frac{1}{\beta} \int d\tau' (\phi_i^\dagger(\tau') - \phi_i^\dagger) (\phi_m(\tau') - \phi_m) \right] e^{-S} \quad .$$

(where $\mathcal{D} = \mathcal{D}[(\phi_i(\tau))]$) namely quantum field correlations are correlations of the fluctuations of the quantum fields around their imaginary-time average.

The above considerations obviously extend to any correlation function - namely, to correlation functions of order higher than one. For instance, when considering density-density correlations $G(l,m) = \langle \hat{n}_l \hat{n}_m \rangle$ with $\hat{n} = \hat{n} - \langle n \rangle$, the quantum-correlation part takes the form

$$G_Q(l,m) = G(l,m) - \frac{1}{\beta} \int d\tau (\hat{n}_l(\tau)\hat{n}_m(0)) \quad (45)$$

$$= \int \mathcal{D}[(\phi_i(\tau))] \left[ \frac{1}{\beta} \int d\tau' (n_l(\tau') - \bar{n}_l)(n_m(\tau') - \bar{n}_m) \right] e^{-S} \quad .$$

In the case of Ising spins, the most important correlation function is $C(i,j) = \langle \hat{\sigma}_i^z \hat{\sigma}_j^z \rangle - \langle \hat{\sigma}_i^z \rangle \langle \hat{\sigma}_j^z \rangle$, with the associated quantum correlation function

$$C_Q(i,j) = C(l,m) - C_T(i,j) \quad (46)$$

$$= \lim_{M \to \infty} \sum_{(\sigma,\bar{\sigma})} \left[ \frac{1}{M} \sum_{(\bar{\sigma},\sigma)} (\sigma_{l,m} - \bar{\sigma}_l)(\bar{\sigma}_{m,l} - \sigma_m) \right] e^{-S} \quad .$$

To further convince oneself of the validity of the above separation between thermal and quantum field correlations, it suffices to look back at the QMF approximation once more: within this approximation two different clusters are only classically correlated, and, in fact for two sites belonging to different clusters ($l \in c$, $m \in c'$, and $c \neq c'$):

$$g_Q(l,m) = G_Q(l,m) = 0 \quad \text{(lattice bosons)}$$

$$C_Q(l,m) = 0 \quad \text{(Ising spins)}$$

given that imaginary-time fluctuations of different clusters are completely uncorrelated. Put differently, the QMF approximation amounts to confuse the total field correlations between two clusters with the thermal part only.

A. Rationale of the QMF approximation

The separation between thermal and quantum correlations provided in the previous section is not simply a formal operation, given that the thermal and quantum correlation functions (e.g., $g_T$ and $g_Q$) have: 1) widely different magnitudes; and, most importantly 2) widely different spatial structures.

1. Separation in magnitude between thermal and quantum correlations

From the definition Eq. (43) one can show [9] that thermal correlations vanish as $T \to 0$, so that $g_Q = g$ in that limit (and the same identity holds for all correlation functions). On the other hand, it is also obvious that $g_Q \to 0$ (as well as all quantum correlation functions)
When $T \to \infty$. Therefore the thermal and quantum correlation functions can be spaced by several orders of magnitude, and in particular $g_T \gg g_Q$ at high temperature. This immediately leads to the simple remark that the cQMF approximation for a given cluster size should be increasingly good as the temperature is raised; while it can be expected to be rather poor in a regime in which quantum correlations nearly saturate the total ones. At the same time a simple calculation shows that, as $T \to 0$

$$g_T(l, m) \approx k_BT \sum_{n>0} 1 - e^{-\beta \Delta E_n} \frac{(0|b_l^n|n)(n|b_m^n|0)}{\Delta E_n} \approx k_BT \frac{(0|b_l^n|1)(1|b_m^n|0)}{\Delta E_1},$$

where $|0\rangle$ is the (grand-)Hamiltonian ground state with $N$ particles, and $|n\rangle$ ($n > 0$) are the excited Hamiltonian eigenstates with $N-1$ particles, with energy gaps $\Delta E_n$. In the case of Ising spins a similar calculation leads to

$$C_T(l, m) \approx k_BT \frac{(0|S_l^z|1)(1|S_m^z|0)}{\Delta E_1},$$

where $|0\rangle$ is again the ground state, while $|1\rangle$ is the first excited state.

From the above expressions we see that thermal correlations are suppressed only when the temperature becomes much lower than the lowest excitation gap $\Delta E_1$. For quantum Ising spins with a finite size, the excitation gap is typically always finite except at the critical field $\Gamma_c$ separating a magnetically ordered phase ($\Gamma < \Gamma_c$) from a quantum paramagnetic phase ($\Gamma > \Gamma_c$) [27]. At the critical point, the gap vanishes with system size as $L^{-z}$ with $z = 1$. The situation is even more serious in the case of quantum models with a ground state breaking a continuous symmetry, such as superfluids in dimensions $d = 2$ and higher; in that case the lowest energy gap scales as $L^{-d}$, according to the characteristic scaling of the so-called Anderson’s tower of states [28]. Therefore, in gapless systems the limit $g_Q \to g$ (for lattice bosons) and $C_Q \to C$ is attained at extremely low temperatures, while elsewhere the thermal correlations remain sizable.

2. Length-scale separation between quantum and thermal correlations

Quantum correlations at finite temperature are not only suppressed in overall magnitude - as discussed in the previous section - when increasing the temperature, but they display a different spatial structure than total (and thermal) correlations. Indeed, as shown in Ref. [9] – and further exemplified in Figs. 3 and 8 – the generic decay of quantum correlation functions at finite $T$ is exponential, with a characteristic quantum coherence length $\xi_Q$ which is completely independent of the correlation length $\xi$ for the decay of the total correlations. This implies that, for generic systems at any finite temperature, thermal and quantum correlations live on different length scales, with $\xi > \xi_Q$. This separation in length scales between thermal and quantum correlations represents the most fundamental rationale for the cQMF approximation: indeed the latter introduces a spatial cutoff in the quantum correlations over a length scale $l_c/2$ (the maximum distance between the bulk of the cluster and its boundaries), which would be a priori completely arbitrary if quantum correlations did not possess the above-mentioned exponential decay. Therefore the quality of the cQMF scheme is controlled by the ratio $\vartheta = 2\xi_Q/l_c$, and under the condition $\vartheta \ll 1$ the approximation becomes extremely accurate.

![Sketch of the correlations in quantum many-body system at finite temperature. (a) Sketch of the correlations in quantum many-body system at finite temperature. Beyond a characteristic quantum coherence length $\xi_Q$ the total correlations ($g$) are very close to the thermal part ($g_T$).](image)

**FIG. 2:** (a) Sketch of the correlations in quantum many-body system at finite temperature. Beyond a characteristic quantum coherence length $\xi_Q$ the total correlations ($g$) are very close to the thermal part ($g_T$); (b) Sketch of the cQMF account for correlations in quantum many-body systems at finite temperature. Beyond a length proportional to the cluster size ($\alpha l_c$) the total correlations are described as identical to the (approximate) thermal correlations $\tilde{g}_T$.

The existence of a finite quantum coherence length $\xi_Q$, beyond which thermal and total correlations are nearly identical (see sketch in Fig. 2(a)), implies that for $r \gg \xi_Q$ correlations in a quantum many-body system can be regarded – to within a very good approximation – as those generated by an effectively classical system. The long-range ($r \gg \xi_Q$) correlations are supposedly captured by an effective classical model whose local degrees of freedom (on the scale $\xi_Q$) are renormalized in their effective couplings by short-range quantum fluctuations. The cQMF approach is precisely a systematic way of building effective classical theories which describe short-range quantum correlations up to a scale proportional to the cluster linear size $l_c$, and which then identify the total correlations with (approximate) thermal ones ($\tilde{g}_T$) beyond that scale (see sketch in Fig. 2(b)).

How well can one expect the cQMF approximation to capture the correlations of a quantum system? The gen-
teral asymptotic form of correlation functions reads

\[
e^{-r/\xi} A \frac{e^{-r/\xi}}{\beta^{d-2+\eta}}
\]

with temperature- and size-dependent parameters \(A\), \(\xi\) and \(\eta\). The cQMF adds to the above dependencies a further cluster-size dependence, namely \(A = A(\vartheta; T, L)\), \(\xi = \xi(\vartheta; T, L)\), \(\eta = \eta(\vartheta; T, L)\). Being restricted to quantum fluctuations, the cQMF guarantees to capture the correct divergence of the correlation length at a thermal transition, \(\xi \sim |T-T_c|^\nu\), as well as the correct exponent \(\eta\) at the critical point; yet the position \(T_c\) of the critical point itself may depend significantly on the \(\vartheta\) parameter, namely \(T_c = \tilde{T}_c(\vartheta)\). In general \(T_c(\vartheta > 0) > T_c(0)\), namely the cQMF approach overestimates the transition points by systematically underestimating quantum effects.

As for the \(\vartheta\) dependence of the \(A\), \(\xi\) and \(\eta\) parameters of the correlation function, we can make the following, general remarks. If \(\xi \sim \xi_Q\), the short-range properties of the correlation function are dominated by quantum effects, and therefore \(\xi\) will depend very strongly on \(\vartheta\): therefore only the condition \(\vartheta \ll 1\) guarantees the faithful reconstruction of the correlation length. On the other hand, when \(\xi \gg \xi_Q\) thermal and quantum correlations acquire a genuine separation of scales: one can hope to reconstruct faithfully the long-range aspects of thermal correlations, while only partially accounting for quantum correlations. In particular, in the presence of an extended critical phase with \(\xi = \infty\) (such as in the superfluid regime of two-dimensional bosons), the cQMF approximation can “trivially” capture the correct correlation length \(\xi = \infty\) by featuring a critical phase in the same temperature range. Beyond that, it can capture extremely well the \(\eta\) exponent (governing the decay of correlations) even for \(\vartheta \sim 1\). The main deviation from the exact result is observed in the value of \(A\), which is sensitive to the short-range physics that it contains the quantum renormalization of the effective classical degrees of freedom whose correlations are being probed. Under the above conditions, the tail of the correlation function is well described up to a global prefactor, namely \(\tilde{g}_T \approx B(\vartheta) g_T\), with \(B(\vartheta \to 0) \to 1\).

In the next section we show explicitly the ability and limitations of the cQMF to capture the correlation functions of two paradigmatic quantum models – the transverse-field Ising model on a square lattice, and the quantum-rotor model on the same lattice – which lend themselves to a path-integral treatment, and therefore to an application of the cQMF approximation for arbitrary cluster sizes. This allows in turn to test systematically the convergence of relevant physical observables upon increasing the cluster size.

VII. TWO-DIMENSIONAL TRANSVERSE-FIELD ISING MODEL AND QMF APPROXIMATION

We begin our discussion of the accuracy of the cQMF approximation with the study of the two-dimensional Ising model in a transverse field, namely \(J_{ij} = J \delta_{ij}\), where \(\delta_{ij}\) is a Kronecker delta selecting only nearest-neighboring sites. The physical properties of the system are fundamentally controlled by the ratio \(\gamma = \Gamma/J\); \(\gamma_c = \Gamma_c/J = 3.04\ldots\) [29] represents the quantum critical point.

The action of the system within the cQMF approximation as in Eq. (31), as well as the exact action in Eq. (16), lend themselves straightforwardly to a path-integral quantum Monte Carlo (PMC) study. In particular, the choice of the length \(M\) of the Trotter dimension should be made such that the error introduced by the Trotter discretization becomes negligible compared to the statistical Monte Carlo error. Introducing the parameter \(\epsilon = \beta \Gamma/M\), controlling the form of the effective classical action in Eq. (16) \((K_{ij} = (\Gamma/J) \delta_{ij} \epsilon\) and \(K_c = (1/2) \log \tanh \epsilon\)), we generically find that a value \(\epsilon = 10^{-2}\) fulfills the above condition (statistical error overcoming the Trotter error) for the spin-spin correlation function \(C(l, m)\).

From a technical point of view, the all-to-all couplings introduced by the cQMF approximation (see Fig. 1) prevent one from using the powerful Wolff cluster update scheme for classical spins [30] in its standard formulation – which is best adapted to nearest-neighbor couplings, and which is used whenever \(l_c = L\) (namely in the case of the exact numerical treatment). Nonetheless, the time-like couplings retain the nearest-neighbor structure even under the QMF approximation, and a modified, “time-like” Wolff algorithm can be formulated which, starting from a seed site \(i, k\), grows one-dimensional clusters in imaginary-time only; and it later accepts or rejects the cluster update on the basis of the energy change in the space-like couplings. Similarly, one can formulate a “space-like” Wolff algorithm in which all the Ising spins with the same site label \(i\) (and forming a chain in imaginary time) are treated as a single site, and updated together: a cluster of chains is then built “à la Wolff”. We find that the use of both modified Wolff algorithms (the time-like one and the space-like one) is crucial to obtain the correct convergence of the simulations.

A. Description of correlation functions: different regimes

In the following we focus our attention on the total \((C(r))\) and quantum \((C_Q(r))\) correlation function for quantum Ising spins for cQMF calculations with increasing cluster size. We consider \(L \times L\) square lattices with periodic boundary conditions, paving the lattice with square \(l_c \times l_c\) clusters such that \(L\) is an integer multi-
ple of $l_c$. Fig. 3 shows these two correlation functions for the $2d$ transverse-field Ising model with $\gamma = 2$ at different temperatures approaching from below the critical temperature $t_c \approx 1.720(5)$. One clearly observes that, while the total correlation function increases its range when approaching $t_c$ (becoming algebraically decaying as $t = t_c$) the quantum one shows an increasingly marked exponential decay with a very small quantum coherence length ($\xi_Q < 1$). Hence the long-range tail of the correlation function should be captured quantitatively at the semiclassical level in this regime.

We perform a systematic comparison between the numerically exact results for the correlation function of quantum Ising spins and those stemming from the cQMF approximation by fitting the non-connected correlation function $C(r) = \langle \sigma_i^z \sigma_{i+r}^z \rangle$ on a finite size $L$ with the $L$-periodic form

$$A \left[ \frac{e^{-r/\xi}}{r^{\eta}} + \frac{e^{-\left(L-r\right)/\xi}}{(L-r)^{\eta}} \right] + m^2. \quad (48)$$

Here, as it is customarily done, we extract a finite-size estimate of the order parameter $m$ via the asymptotic value of the non-connected correlation function. Moreover we have set the $\eta$ exponent of algebraic decay to its expected value at $t_c$, $\eta = 1/4$, in order to reduce the fitting parameters to $A$, $m$ and $\xi$. The quantum correlation function is also fitted to a similar form but setting $m$ and $\xi$ to zero. The fits have been performed for $L = 36$ and for distances $r \geq 5$ (for the total correlation function) and $r \geq 1$ (for the quantum correlation function). Figs. 4 and 5 show the results of the fits for $\gamma = 2$ and 2.9 respectively – the first value of the transverse field induces moderate quantum fluctuations, while the second value is only $7\%$ below the quantum critical point.
highest temperature range of Fig. 5. For larger clusters, the condition \( \vartheta > \vartheta_0 \) indicates that a sharp value of the correlation length \( \xi \) is only reached well above the transition (\( \vartheta > 0.6 \) throughout the temperature range of Fig. 5). For larger clusters, the condition \( \vartheta \ll 1 \) can instead be fulfilled, and indeed the results for \( \xi \) converge towards the exact ones upon increasing \( l_c \) when that condition is satisfied – e.g. for \( l_c = 6 \) in the highest temperature range of Fig. 5.

The comparison between the results at \( \gamma = 2 \) and \( \gamma = 2.9 \) indicates that a sharp value of the \( \vartheta \) parameter for convergence of the cQMF result cannot really be fixed – as we shall see in the following, the convergence towards the exact result is actually algebraic in the cluster size. In this spirit, a consideration is in order with regards to the cluster-size scaling, which shall be useful also to the subsequent discussion. Among all cluster decompositions of the lattice used in the cQMF approximation, only the one with \( l_c = 1 \) does not break translational invariance. The other decompositions, on the other hand, introduce an artificial distinction between bulk and boundary sites in the cluster, and treat the correlations involving sites of different types in a very different manner. Indeed, for bulk sites sitting at a distance \( r \) from the boundaries, with \( \xi_0 < r < l_c/2 \), the quantum correlations can be potentially described faithfully; on the other hand, for all other sites quantum correlations are described much more poorly.

For systems with periodic boundary conditions (such as the ones studied here), translational invariance can be restored by symmetrizing the density matrix over all possible cluster translations, that is to say, by modifying the cQMF Ansatz Eq. (34) to the form

\[
\hat{\rho}_{\text{cQMF}} = \frac{1}{N_T} \sum T \sum \rho(\{\Psi\}) \left[ \otimes_c \hat{\rho}_{T(c) (\{\Psi\})} \right]
\]

(50)

where \( T \) are the independent translations of the clusters (which are in a number \( N_T = l_c^2 \) for \( l_c \times l_c \) square clusters), and \( T(c) \) is the corresponding translated cluster. Here \( \sum_{\{\Psi\}} \) is the short-hand notation for the integral over the boundary auxiliary fields appearing in Eqs. (34) and (39). When calculating the correlation function, the above symmetrization simply amounts to averaging correlations between points \( i \) and \( i + r \) on all the translations of the reference point \( i \). Restoration of translational invariance, while necessary to obtain physically meaningful results, degrades the quality of the description of quantum correlations by mixing together results with bulk as well as boundary reference points.

![FIG. 5: Temperature dependence of the correlation length \( \xi \) (upper panel) and of the magnetization \( m \) (lower panel) for the 2d quantum Ising model with \( \gamma = 2.9 \), within the cQMF approximation with variable cluster size. Fit procedure and other data parameters as in Fig. 4.](image)

In the case \( \gamma = 2.9 \), on the other hand, we observe a strong cluster-size dependence of the estimates of the correlation length and order parameter in the vicinity of the thermal transition. In the case of the smallest cluster (\( l_c = 1 \)) the condition \( \vartheta \ll 1 \) is only reached well above the transition (\( \vartheta > 0.6 \) throughout the temperature range of Fig. 5). For larger clusters, the condition \( \vartheta \ll 1 \) can instead be fulfilled, and indeed the results for \( \xi \) converge towards the exact ones upon increasing \( l_c \) when that condition is satisfied – e.g. for \( l_c = 6 \) in the highest temperature range of Fig. 5.

The comparison between the results at \( \gamma = 2 \) and \( \gamma = 2.9 \) indicates that a sharp value of the \( \vartheta \) parameter for convergence of the cQMF result cannot really be fixed – as we shall see in the following, the convergence towards the exact result is actually algebraic in the cluster size. In this spirit, a consideration is in order with regards to the cluster-size scaling, which shall be useful also to the subsequent discussion. Among all cluster decompositions of the lattice used in the cQMF approximation, only the one with \( l_c = 1 \) does not break translational invariance. The other decompositions, on the other hand, introduce an artificial distinction between bulk and boundary sites in the cluster, and treat the correlations involving sites of different types in a very different manner. Indeed, for bulk sites sitting at a distance \( r \) from the boundaries, with \( \xi_0 < r < l_c/2 \), the quantum correlations can be potentially described faithfully; on the other hand, for all other sites quantum correlations are described much more poorly.

For systems with periodic boundary conditions (such as the ones studied here), translational invariance can be restored by symmetrizing the density matrix over all possible cluster translations, that is to say, by modifying the cQMF Ansatz Eq. (34) to the form

\[
\hat{\rho}_{\text{cQMF}} = \frac{1}{N_T} \sum T \sum \rho(\{\Psi\}) \left[ \otimes_c \hat{\rho}_{T(c) (\{\Psi\})} \right]
\]

(50)

where \( T \) are the independent translations of the clusters (which are in a number \( N_T = l_c^2 \) for \( l_c \times l_c \) square clusters), and \( T(c) \) is the corresponding translated cluster. Here \( \sum_{\{\Psi\}} \) is the short-hand notation for the integral over the boundary auxiliary fields appearing in Eqs. (34) and (39). When calculating the correlation function, the above symmetrization simply amounts to averaging correlations between points \( i \) and \( i + r \) on all the translations of the reference point \( i \). Restoration of translational invariance, while necessary to obtain physically meaningful results, degrades the quality of the description of quantum correlations by mixing together results with bulk as well as boundary reference points.

![FIG. 6: Scaling of the transverse magnetization \( \langle s^x \rangle \) with the cluster parameter \( \lambda \) for quantum Ising spins on the square lattice with \( \gamma = 2.9 \) and \( L = 36 \). \( \lambda \) values correspond to cluster linear sizes \( l_c = 1, 2, 3, 6, 9 \) and 36 (in decreasing order). The solid and dashed lines are a linear fit (excluding the points at \( \lambda = 0 \) and 1) and a power-law fit \( a_1 + a_2 \times \lambda^{a_3} \) (excluding the point at \( \lambda = 1 \)), respectively.](image)

B. Cluster-size scaling

Given the ability of path-integral Monte Carlo to reconstruct the thermodynamics of the quantum Ising

...
model under the cQMF approximation with arbitrary size of the clusters, we can perform a systematic analysis of the convergence of the results of the cQMF approximation upon increasing the cluster linear size $l_c$. Figs. 6 and 7 show the cluster-size scaling of the transverse magnetization $\langle \sigma^x \rangle$ and of the peak in the structure factor, $S(q=0) = L^{-2} \sum_{ij} \langle \sigma_i^x \sigma_j^x \rangle$, probing the local properties and the non-local correlations of the system respectively. Not surprisingly, we find that the cQMF approximation systematically underestimates the effect of the transverse field in magnetizing the system and in disrupting the spontaneous correlations. When plotted as a function of the boundary-to-bulk ratio $\lambda$, the data nicely fall onto what appears as a simple power-law curve, namely, given the generic observable $O$, one has a rather good fit with a form $O(\lambda) = O_{\text{exact}} + a_0 \lambda^{b_0}$, where $O_{\text{exact}}$ is the exact result in the limit $\lambda \to 0$ and $a_0$ and $b_0$ are fitting parameters depending on the observable in question, as well as on the temperature and the transverse field. In general the exponent $b_0$ is found to grow with temperature, namely the convergence with cluster size is significantly faster at higher temperature. The figures also show that a linear fit – which is generally used in cluster MF studies at zero temperature – may well approximate the results locally, but its extrapolation to $\lambda = 0$ is not always recover the exact value. A power-law fit with variable power is far superior, although it needs three fitting variables which require having access to at least four different cluster sizes. We also observe that the smallest cluster $l_c = 1$ usually falls out of the asymptotic power law recovered for $\lambda \to 0$, so it should be eliminated from the data.

The power-law convergence of the cQMF results with cluster size – already anticipated in the previous section – shows that the system lacks a characteristic cluster length scale for convergence. This is in apparent contradiction with the existence of a quantum coherence length $\xi_Q$, which could be naively expected to set the characteristic length beyond which cluster-size convergence is achieved. Yet this expectation misses the crucial observation that clusters are composed of bulk and boundary sites, and that quantum correlations of the latter with the rest of the system are always described poorly because they vanish with at least one nearest neighbor (or two when dealing with corner sites). Hence, even though quantum correlations disappear over distances which are a few multiples of $\xi_Q$, the convergence of cluster-size scaling is actually controlled not by the $\vartheta$ ratio, but rather by the boundary-to-bulk ratio $\lambda$.

VIII. QUANTUM ROTORS AND QMF APPROXIMATION

In this section we focus our attention on a fundamental lattice-boson theory, namely the quantum rotor model. The latter model is best understood starting from the Bose-Hubbard model [2], namely Eq. (5) with $V_{ij} = 0$ and $J_{ij} = J$ for nearest-neighbor bonds $(ij)$ and zero otherwise. Up to an additive constant, its Hamiltonian can be rewritten as

$$\mathcal{H} = -J \sum_{\langle ij \rangle} \langle \hat{b}_i^\dagger \hat{b}_j + \text{h.c.} \rangle + \frac{U}{2} \sum_i (\hat{n}_i - \nu)^2 \quad (51)$$

where $\nu = \mu/U + 1/2$ is the average density. Taking $\nu$ to be an integer $\delta \hat{n}_i = \hat{n}_i - \nu$ can be considered as being an angular momentum operator canonically conjugated to a phase operator $\theta_i$ with commutation relations $[\theta_i, \delta \hat{n}_i] = i$, so that $\delta \hat{n}_i = -i \frac{\partial}{\partial \theta_i}$. Moreover, in the limit of very large average filling, $\nu \gg 1$, one can adopt a phase-number decomposition of the Bose operator, $\hat{b}_i \approx e^{i \theta_i} \sqrt{\hat{n}_i}$, and neglect number fluctuations in the hopping term of Eq. (51), $\hat{b}_i \approx \sqrt{\nu} e^{i \theta_i}$. This then leads to the quantum-rotor Hamiltonian

$$\mathcal{H}_{QR} = -2J\nu \sum_{\langle ij \rangle} \cos(\theta_i - \theta_j) - \frac{U}{2} \sum_i \frac{\partial^2}{\partial \theta_i^2} \quad (52)$$

where we have dropped the operator notation for $\theta_i$, as we are now working in an explicit phase representation of the Hamiltonian. In summary the quantum-rotor model represents the limit of the Bose-Hubbard model for large, integer filling. Given the natural energy scale $2J\nu$ appearing in the hopping term, we shall hereafter normalize all other energy scales to this one, namely we introduce the reduced interaction $u = U/(2J\nu)$ and the reduced temperature $t = k_B T/(2J\nu)$. In the following we consider the explicit case of quantum rotors on the square lattice, which possess a superfluid phase with algebraically decaying correlation function $g$ for temperatures below a critical Kosterlitz-Thouless transition $t < t_{KT}$, as shown.
in Fig. (8). The critical $t_{\text{KT}}$ temperature is a decreasing function of the interaction $u$, and it vanishes at the quantum critical point $u_c \approx 5.8$ beyond which the ground state of the system becomes a gapped Mott insulator with exponentially decaying correlations.

A. Path-integral representation of quantum rotors and QMF approximation

The path-integral representation of the partition function for the quantum rotor can be naturally achieved using coherent states with unit norm, namely $\phi_i = e^{i\theta_i}$, representing the eigenstates of the operator $e^{i\hat{\theta}}$. The path-integral expression for the partition function takes then the form

$$Z_{\text{QR}} = \int \mathcal{D}[\{e^{i\theta_i(\tau)}\}] e^{-S_{\text{QR}}[\{e^{i\theta_i(\tau)}\}]}.$$  \hspace{1cm} (53)

The quantum-rotor action $S_{\text{QR}}$ is conveniently expressed upon Trotter-Lie discretization of imaginary time into $M$ slices of length $\delta\tau = \beta/M$, and taking the limit $M \to \infty$. The imaginary time slice $\delta\tau$ is combined with the repulsion energy to give the ratio $\epsilon = \delta\tau U$, which is the (small) parameter fundamentally controlling the quality of the Trotter approximation. In particular for $\epsilon \to 0$ the Villain approximation can be used to reduce the Euclidean action $S_{\text{QR}}$ to an effective classical XY model in $(d+1)$ dimensions [31, 32]

$$S_{\text{QR}} \approx \frac{M}{\eta} - K \sum_{i \neq j} \cos(\theta_{i,k} - \theta_{j,k}) - K_r \sum_{i \in c} \cos(\theta_{i,k} - \theta_{i,k+1})$$  \hspace{1cm} (54)

where we have introduced the coupling constants $K = \epsilon/u$ and $K_r = 2/\epsilon$ for the “space-like” and “(imaginary)-time-like” couplings respectively, and the Trotter-discretized phase field $\theta_i(\tau) \to \theta_{i,k}$.

When applied to the quantum-rotor model, the cQMF approximation amounts to a simple redefinition of the couplings in the effective XY model of Eq. (54). Indeed the cQMF approximation addresses the space-like $(K)$ couplings between sites belonging to different clusters, and it redefines them from local in imaginary time to completely non-local – which is the same as assuming that clusters interact via imaginary-time averaged bosonic fields, $e^{i\tau j}$. The cQMF effective action then breaks up into an intra-cluster part and an inter-cluster part:

$$S_{\text{QR}} \approx \sum_c S_c + \sum_{c \neq c'} S_{cc'}$$  \hspace{1cm} (55)

where $c, c'$ are pairs of interacting clusters. The intra-cluster Hamiltonian is simply the effective Hamiltonian given by Eq. (54) specified to the sites and links within a given cluster $c$:

$$S_c = \sum_{k=1}^{M} \left[ - K \sum_{\langle ij \rangle \in c} \cos(\theta_{i,k} - \theta_{j,k}) - K_r \sum_{i \in c} \cos(\theta_{i,k} - \theta_{i,k+1}) \right]$$  \hspace{1cm} (56)

while the inter-cluster Hamiltonian contains the mean-field couplings in imaginary time between neighboring clusters:

$$S_{cc'} = - \frac{K}{M} \sum_{k,k'=1}^{M} \sum_{\langle ij \rangle \in c, \langle i'j' \rangle \in c'} \cos(\theta_{i,k} - \theta_{i',k'}).$$  \hspace{1cm} (57)

A path-integral evaluation of the partition function within the cQMF approximation amounts therefore to simulating a classical XY model with spatially anisotropic couplings and all-to-all couplings in imaginary time for links in between clusters. (see again Fig. 1 for a cartoon). Analogously to what done in the case of quantum Ising spins, we simulate such a model numerically making use of the PIMC method. Similar considerations on the modifications of the update algorithms, as those made in Sec. VII, also apply in this case.

![FIG. 8: Total $g$ vs quantum $g_{Q}$ field correlations for 2d quantum rotors on the square lattice. Here we consider quantum rotors with $u = U/(2Jn) = 3$ on a $L = 24$ lattice for different reduced temperatures $t = k_B T/(2Jn)$ below the KT critical temperature $t_{\text{KT}} \approx 0.64$. The upper curves refer to the total correlations, while the lower ones to the quantum correlations. Solid lines are algebraic fits $A \cdot d(x|L)^{-\eta}$ for the total correlations, and exponential fits $A' \cdot e^{-d(x|L)/\xi_{Q}} \cdot d(x|L)^{-\eta'}$ for the quantum correlations, where $d(x|L) = (L/\pi) \sin(\pi x/L)$ is the chord length.](image)

B. cQMF results for two-dimensional quantum rotors

1. Description of correlations

In the following we discuss our Monte Carlo results showing the structure of correlations in the $2d$ quantum rotors.
rotor model, and the ability of the cQMF approach to capture that structure. We shall be primarily concerned with the low-temperature, superfluid phase of quantum rotors, as that phase exhibits critical correlations over a finite temperature range, posing the biggest challenge to any approximate description. Fig. 8 shows that, in the face of critical total correlations \( g \) at finite temperature, the quantum correlation function \( g_Q \) still exhibits an exponential decrease, with a finite quantum coherence length \( l_Q \) diverging only upon reaching \( T = 0 \). This exhibits a most dramatic separation of scale between total and quantum correlations, and suggests again that a semiclassical approach truncating quantum correlations has the potential to quantitatively describe the correlations in this system.

Fig. 9(a-c) shows how the description of correlations within the cQMF approximation evolve with the cluster size in the case of a strongly interacting, yet superfluid regime \( (u = 3) \). It is clear that, as seen already for quantum Ising spins, the cQMF approximation overestimates the strength of correlations by underestimating quantum effects, and that, for most values of the distance \( r \) (namely for \( r \geq 2 \)), the correlation function \( g(r) \) obtained via cQMF converges from above to the exact result. Yet, plotting the correlation functions in log-log scale shows something rather remarkable: despite the
clear difference in the very value of the correlation function, the long-range tails of the correlation functions for different \( l_c \) values appear as parallel in log-log scale, suggesting that the asymptotic behavior of the correlation function is captured by the cQMF up to a multiplicative constant, which accounts for the incomplete description of short-range quantum fluctuations. The ability of the cQMF to capture quantitatively the long-range correlations – whose decay comes entirely from thermal fluctuations – is best seen by fitting the correlation function to a power-law form with periodic boundary conditions, \( A/d(r|L)^\eta \) where \( d(r|L) = (L/\pi)\sin(\pi r/L) \) is the chord length. The so-extracted \( \eta \) exponent is shown in Fig. 9(d) as a function of temperature: we observe that using the cQMF for the smallest cluster \( l_c = 1 \) already produces a very accurate result compared to the exact one. This is by no means a trivial result, as quantum fluctuations are indeed strong in this example, speeding up significantly the increase of the \( \eta \) exponent with respect to the classical limit (shown in the same figure as the spin-wave result \( \eta = t/(2\pi) \), valid at low \( T \) for \( u = 0 \)). This provides an interesting insight into the physics of the model at hand, showing that, sufficiently far from the quantum critical point \( u = u_c \), the quantum renormalization of the \( \eta \) exponent for the power-law decay of superfluid correlations comes from very-short-ranged quantum fluctuations: such fluctuations are indeed captured faithfully by an approximation that discards any quantum correlation between different sites (namely the cQMF approach with \( l_c = 1 \)).

The above picture suggests that the long-distance behavior of 2d quantum rotors with \( u = 3 \) (and lower) is essentially captured by an effective classical model of time-averaged rotors

\[
S_{\text{eff}} = -\frac{K}{2} \sum_{\langle ij \rangle} \left( e^{i\theta_i} - e^{-i\theta_j} + c.c. \right) - K_F \sum_{i,k} \cos(\theta_{i,k} - \theta_{i,k+1})
\]

(58)

similarly to what seen for quantum Ising spins in a moderate transverse field (see Eq. (49)). By definition, the correlations among the time-averaged degrees of freedom are captured by the thermal part \( g_T(r) \) of the correlation function (Eq. (43)). Hence the success of cQMF with \( l_c = 1 \) implies that the classical correlations \( g_T \) of the full quantum model should be accurately described by the cQMF approximation, but only up to an overall multiplicative factor which accounts for the fact that, in the real system, the effective classical degrees of freedom are recovered by tracing out quantum fluctuations correlated within a volume \( \sim \xi_Q \).

To test this implication, we investigate the normalized thermal correlation function \( g_T(r)/g_T(L/2) \), where the normalization to the asymptotic value eliminates the above-mentioned multiplicative factor. Fig. 10(a) compares the normalized thermal correlations for different cluster sizes with the exact result: remarkably the full structure of the thermal correlation function is well captured by the cQMF approach. Moreover it is striking to observe that the thermal correlation function exhibits a power-law behavior (very well fitted to \( A/d(r|L)^\eta \)) across the entire range of separations \( r \), whereas the total correlation function clearly deviates from a simple power law, as shown in Fig. 9. This implies that the short-range deviation from a power-law entirely comes from the quantum correlations, which are progressively captured by the cQMF approach with an increasingly large cluster size (Fig. 10(b)). Fig. 11 finally puts all the pieces together, showing that the total correlation function for critical superfluid correlations of 2d quantum rotors reproduces the power-law thermal correlation function at large distances, once an exponentially decaying short-range quantum component has died out over a distance \( r \gg \xi_Q \) for the real system, or a distance \( r \geq l_c \) for its cQMF approximation, in agreement with the cartoon proposed by Fig. 2.

![FIG. 12: Correlations in the superfluid phase of 2d quantum rotors with \( u = 5 \), \( L = 36 \). (a) Normalized thermal correlations at \( t = 0.15 \) for various cluster sizes. (b) \( \eta \) exponent extracted from power-law fits of the thermal correlation function over the range \([3, L/2]\).](image)

The ability of the cQMF approximation to accurately capture the thermal correlations up to a global prefactor – and hence the total correlations at long distance – is altered progressively in the low-temperature superfluid phase as one approaches the quantum critical point \( u = u_c \). Indeed, in that limit \( \xi_Q \) grows progressively and the effective classical degrees of freedom, whose correlations are probed by \( g(r) \) (or \( g_T(r) \)) at \( r \gg \xi_Q \), emerge from integrating out short-range quantum fluctuations over increasingly large quantum-correlated volumes. This means that the exponent \( \eta \) for the decay of \( g(r) \) is affected by increasingly longer-range quantum fluctuations, and a simple cQMF approach with \( l_c = 1 \) may fail. This is shown in Fig. 12 for the case \( u = 5 \) (approaching \( u_c = 5.8 \)) where one can see that, in order to capture the correct \( \eta \) exponent, it is necessary to take into account quantum fluctuations on a sizable correlation volume, namely using \( l_c > 1 \), and that, as already observed in the case of quantum Ising spins close to their
quantum critical point, convergence in the cluster size is rather slow.

FIG. 13: Scaling of the energy density $e$ with the cluster parameter $\lambda$ (see text) for quantum rotors on the square lattice. $\lambda$ values correspond to cluster linear sizes $l_c = 1, 2, 3, 4, 6, 12$ and 24 (in decreasing order). The solid and dashed lines are a linear fit (excluding the points at $\lambda = 0$ and 1) and a power-law fit $a_1 + a_2 + \lambda^{a_3}$ (retaining all points), respectively. Model parameters are $u = 3$ and $L = 24$.

FIG. 14: Scaling of the condensate peak $n_{k=0}$ with the cluster parameter $\lambda$ for quantum rotors on the square lattice. Lines and parameters as in Fig. 13.

Figs. 13 and 14 show the cluster-size scaling of the above quantities in the superfluid phase of 2d quantum rotors for $u = 3$. Similarly to the case of quantum Ising spins, we observe that, when plotted against the surface-to-bulk ratio $\lambda$, the above mentioned quantities scale generically as a power law towards the exact result for $\lambda = 0$: this again validates the choice of the $\lambda$ parameter to extrapolate the finite-cluster results towards the exact one. In particular the exponent of the power law seems to approaches one when $T \to 0$: this is consistent with the numerical observation of linear scaling in ground-state studies of lattice boson models, based on the cMFT [16–19]. On the other hand, the exponent appears to grow gradually upon increasing the temperature, namely the convergence towards the exact result is slightly faster, the higher the temperature.

Finally it is interesting to observe that the above-cited cluster-size scaling of the cQMF results holds not only in the superfluid phase, but also along the quantum-critical trajectory, namely for finite temperatures above the quantum critical point $u = u_c \approx 5.8$ for the superfluid/Mott-insulator transition. As shown in Fig. 15, a power-law scaling is well consistent with the numerical results, with a nearly linear scaling which persists at higher temperatures, and a much larger prefactor. The slower scaling reveals a strong enhancement of quantum correlations in the quantum critical region, in spite of the fact that the total correlations have in fact acquired an exponentially decreasing form at finite temperature.

2. Cluster-size scaling

To determine the precise form of the convergence of observables upon increasing the cluster size, we focus our attention on the energy density $e = \langle H \rangle / L^2$ and the $k = 0$ peak in the momentum distribution

$$n_{k=0} = \frac{1}{L^2} \sum_{ij} \langle e^{i(k_i - k_j)} \rangle.$$  \hspace{1cm} (59)
IX. CONCLUSIONS

In this paper we have developed a path-integral picture of the recently proposed [9] separation between classical/thermal and quantum correlations in equilibrium quantum many-body systems. Based on that picture, a new approximation scheme – called the (cluster) quantum mean-field (cQMF) approximation – can be introduced, which acts as a mean-field approximation restricted to quantum correlations, discarding them beyond the length of the clusters it uses. The rationale of such an approximation relies on the fact that quantum correlations are short-ranged at any finite temperature – exhibiting exponential decay over a finite quantum coherence length – whereas classical/thermal correlations can have an arbitrarily long range. The cQMF is then able to describe thermal correlations faithfully, while partially account for the renormalization effects coming from short-range quantum fluctuations. We have developed this approximation in the case of two paradigmatic lattice quantum models, namely the transverse-field Ising model and the quantum-rotor model on the square lattice, and exhibited the insight that the cQMF provides in the structure of correlations.

Throughout this paper the cQMF approach was implemented within a path-integral Monte Carlo approach which is otherwise able to provide (numerically) exact results for the equilibrium properties of the systems under investigation. Therefore the cQMF approximation was used as a “ruler” in order to measure the impact of quantum correlations on the thermodynamics of strongly correlated quantum systems: we systematically compared the exact results with the “caricature” offered by cQMF of quantum correlations restricted to spatially separated clusters. In so doing we showed that, sufficiently far from quantum critical points, the cQMF approximation can be extremely accurate, revealing that short-range quantum fluctuations restricted to very small clusters already offer a quantitative account of the actual quantum fluctuations in the real system. At the same time, the insight gained with our study paves the way to the development of semiclassical approaches exploiting the separation of scale between classical and quantum correlations; and implementing the cQMF approximation in a way which allows one to tackle quantum many-body models which are otherwise untreatable. A first example of such an approach will be presented in a forthcoming publication [10].
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